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Introduction
Ce travail de the`se porte sur la re´solution nume´rique de proble`mes de
controˆle optimal de faible re´gularite´. Les me´thodes indirectes, base´es sur le
Principe du Maximum de Pontriaguine, sont re´pute´es pour leur rapidite´ et
leur pre´cision dans le traitement des proble`mes de controˆle optimal. Tou-
tefois, leur mise en oeuvre peut en pratique rencontrer certaines difficulte´s
lorsque la structure de controˆle est de type bang-bang (on entend ici par
bang-bang un controˆle de norme soit nulle soit maximale), ou pre´sente des
arcs singuliers par exemple. En effet, ces me´thodes transforment le prole`me
de controˆle originel en la re´solution d’un syste`me d’e´quations non line´aires.
Dans les deux cas pre´cite´s, ce syste`me est peu re´gulier, et sa re´solution
nume´rique est en particulier tre`s sensible au choix du point initial. Nous
traitons ici cette difficulte´ par une de´marche homotopique (ou continua-
tion), et notre choix se porte plus pre´cise´ment sur les me´thodes simpliciales
en raison de leur robustesse.
Nous commenc¸ons le chapitre I par une pre´sentation rapide du prin-
cipe ge´ne´ral des me´thodes indirectes, et plus pre´cise´ment du tir simple, qui
consiste a` transformer le proble`me de controˆle optimal en la recherche de
ze´ro de la fonction de tir associe´e. Nous illustrons cette me´thode sur un
exemple simple, afin de souligner certaines des difficulte´s que l’on s’attend a`
rencontrer dans la cas d’un controˆle de type bang-bang. On introduit alors la
me´thode de continuation, dont le principe est de s’appuyer sur la re´solution
d’un proble`me plus simple que celui de de´part. On construit a` cet effet une
famille de proble`mes en parame´trant l’objectif du proble`me initial, puis on
de´marre la re´solution en partant d’un cas facile (plus formellement, il s’agit
de suivre le chemin de ze´ros de l’homotopie correspondant a` cette famille de
proble`mes). Nous concluons en rappelant certains re´sultats de convergence
concernant la continuation, qui sont e´galement valables dans le cas multi-
value´ (pour les arcs singuliers par exemple).
Le chapitre II est consacre´ a` la description de la me´thode simpliciale,
dont le principal avantage est le faible niveau d’hypothe`ses a` ve´rifier par le
chemin de ze´ros. Nous rappelons d’abord le principe ge´ne´ral de la me´thode,
avant de pre´senter certains points algorithmiques que nous avons introduit
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dans ce cadre d’e´tudes, comme la triangulation adaptative ou le raffinage de
solution.
On s’inte´resse au chapitre III a` l’e´tude d’une famille de proble`mes de
transfert orbital a` pousse´e faible fournis par le CNES, dont les re´sultats
coincident avec ceux obtenus par la continuation diffe´rentielle (cf [26]). Nous
comparons ensuite sur ces proble`mes diffe´rents inte´grateurs a` pas variable,
ainsi que plusieurs configurations pour le me´canisme de triangulation adap-
tative.
Dans le chapitre IV nous e´tudions en paralle`le deux proble`mes d’arcs
singuliers, pour garantir une meilleure ge´ne´ralite´ des me´thodes employe´es.
Pour ces deux proble`mes, la structure du controˆle optimal consiste en une
succession d’arcs bang-bang et d’arcs singuliers. On cherche dans un premier
temps a` obtenir suffisamment d’informations sur cette structure, en utilisant
des continuations bien choisies. Plus pre´cise´ment, on souhaite de´terminer
d’une part le nombre et la localisation des arcs singuliers, et d’autre part la
valeur du controˆle sur les arcs bang-bang. On passe ensuite a` la re´solution
pre´cise des proble`mes, pour laquelle on utilise des me´thodes de´rive´es du tir
multiple, et adapte´es au cas des arcs singuliers. Pour finir, nous pre´sentons
les re´sultats nume´riques pre´liminaires obtenus avec une nouvelle formula-
tion, qui conside`re le controˆle discre´tise´ comme partie de l’inconnue (ce qui
est plus dans l’e´tat d’esprit des me´thodes directes).
Enfin, apre`s la conclusion et les perspectives futures de ce travail, nous
pre´sentons brie`vement en annexe le programme Simplicial, dans lequel nous
avons imple´mente´ les diverses continuations et formulations utilise´es pour
les expe´rimentations nume´riques.
Chapitre 1
Me´thode de tir et homotopie
Pour commencer, nous rappelons le principe ge´ne´ral de la me´thode de
tir, qui transforme le proble`me de controˆle optimal d’origine en la re´solution
d’une e´quation non line´aire. L’application pratique de cette me´thode est
ensuite de´taille´e sur un exemple simple, pour illustrer certaines des difficulte´s
attendues pour les proble`mes e´tudie´s aux chapitres 3 et 4. Ces difficulte´s
nous conduisent a` introduire une de´marche homotopique (ou continuation),
qui est de´crite plus en de´tails au chapitre 2. On rappelle e´galement a` la fin
de ce chapitre certains re´sultats the´oriques, qui ont en particulier guide´s les
choix algorithmiques faits au chapitre 4 pour l’e´tude des proble`mes avec arcs
singuliers.
1.1 Principe et premie`res applications
1.1.1 Me´thode du Tir simple
La me´thode du tir simple fait partie des me´thodes indirectes, et est
base´e sur le Principe du Maximum de Pontriaguine (PMP) (nous renvoyons
les lecteurs inte´resse´s par ces me´thodes a` [32, 18, 4, 35], pour ne citer que
quelques-uns). On rappelle que les me´thodes directes, quant a` elles, im-
pliquent traditionnellement la discre´tisation totale ou partielle du proble`me,
et utilisent ensuite diverses approches (SQP et techniques de point inte´rieur
par exemple) pour re´soudre le proble`me re´sultant. Les me´thodes directes
sont donc suppose´es robustes, mais sont en contrepartie relativement peu
pre´cises, et peuvent mener a` de grandes tailles de proble`me suivant le pas
de discre´tisation utilise´. Cela rend ces me´thodes moins adapte´es a` certains
cas particuliers, comme les proble`mes e´tudie´s au chapitre 3, qui pre´sentent
un controˆle de type bang-bang avec un tre`s grand nombre de commutations.
Le tir simple, par contre, consiste a` trouver un ze´ro de la fonction de
tir associe´e au proble`me original. Il n’y a pas ici de discre´tisation explicite,
meˆme si la me´thode requiert tout de meˆme l’inte´gration du syste`me. Il s’agit
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d’une me´thode rapide et de haute pre´cision, qui ne requiert pas d’hypothe`ses
sur la structure du controˆle.
Toutefois, un handicap majeur de ces me´thodes est leur besoin d’un
point initial correct : comme elles consistent typiquement a` appliquer un
algorithme de quasi-Newton a` la fonction de tir, le rayon de convergence peut
eˆtre tre`s faible, suivant la re´gularite´ du proble`me. Ceci est particulie`rement
vrai par exemple pour les transferts orbitaux a` controˆle bang-bang e´tudie´s au
chapitre 3, ainsi que pour les proble`mes du chapitre 4 qui pre´sentent des arcs
singuliers. C’est pourquoi on introduit ensuite une approche homotopique,
de´taille´e plus tard au chapitre 2.
Conditions ne´cessaires, PMP et Proble`me aux deux bouts
Notation/Remarque : pour plus de clarte´, le temps t sera fre´quemment
omis dans les formules, sauf en cas d’ambiguite´.




Min g(t0, x(t0), tf , x(tf )) +
∫ tf
t0
l(t, x, u) dt Objectif
x˙ = f(t, x, u) Dynamique
u ∈ U Controles admissibles
ψ0(t0, x(t0)) = 0 Conditions initiales
ψ1(tf , x(tf )) = 0 Conditions finales
On utilise ici et dans toute la suite les notations : x pour l’e´tat, u pour le
controˆle, U l’ensemble des controˆles admissibles, et f pour la dynamique de
l’e´tat. On introduit l’e´tat adjoint p, de meˆme dimension que l’e´tat x, et on
de´finit le Hamiltonien par
H(t, x, p, u) = l(t, x, u) + (p|f(t, x, u)).
Remarque : on suppose donc dans toute la suite que l’on est dans le cas dit
normal, c’est-a`-dire que l’e´tat adjoint p0 associe´ a` l’objectif inte´gral l est
non nul, et peut ainsi eˆtre ramene´ a` 1, en divisant tout l’e´tat adjoint p par
p0...
Le Principe du Maximum de Pontriaguine, pre´sente´ a` l’origine dans [32], dit
alors que, sous les hypothe`ses :
• ∃ (x, u) admissible pour (P ), avec x absolument continu et u mesurable.
• f et l sont continues par rapport a` u et C1 par rapport a` t et x.
• g, ψ0, ψ1 sont C1 par rapport a` x.
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Soit (x, u) une paire optimale pour (P ), alors
(i) ∃ p 6= 0 absolument continu ve´rifiant le syste`me Hamiltonien
x˙ = ∂H∂p (t, x, p, u)
p˙ = −∂H∂x (t, x, p, u)
(ii) u est solution de Minw∈UH(t, x, p, w) pp sur [t0, tf ].
(iii) “Conditions de Transversalite´” : ∃ (µ0, µ1) tels que
(TC)

ψ0(t0, x(t0)) = 0
p(t0) = − ∂Φ∂x0 (t0, x(t0), tf , x(tf ), µ0, µ1)
ψ1(tf , x(tf )) = 0
p(tf ) = ∂Φ∂xf (t0, x(t0), tf , x(tf ), µ0, µ1)
avec
Φ : (t0, x0, tf , xf , µ0, µ1) 7→ g(t0, x0, tf , xf )+(ψ0(t0, x0)|µ0)+(ψ1(tf , xf )|µ1)
Remarque : ceci explique pourquoi les me´thodes indirectes sont parfois
appele´es me´thodes par conditions ne´cessaires.
On note de´sormais y = (x, p), et ϕ la dynamique du couple e´tat-e´tat
adjoint donne´e par le syste`me Hamiltonien. Alors si Γ de´signe l’application
multivalue´e qui a` y associe l’expression du controˆle optimal issue de la mini-
misation du Hamiltonien, alors re´soudre (P ) e´quivaut a` re´soudre le proble`me
aux deux bouts ([Two Point] Boundary Value Problem) suivant :
(BV P )

y˙ ∈ Φ(y) = ϕ(y,Γ(y)) pp sur [t0, tf ]
c0(t0, y(t0)) = 0 Conditions aux limites en t0
c1(tf , y(tf )) = 0 Conditions aux limites en tf
Note : ces conditions aux limites c0 et c1 correspondent aux conditions de
transversalite´ mentionne´es ci-dessus, qui contiennent les conditions initiales
et finales de (P ), en plus des conditions sur l’e´tat adjoint p.
Proble`me a` valeur initiale et me´thode de tir
On suppose ici que l’expression du controˆle optimal donne´e par les condi-
tions ne´cessaires (Γ) est en fait une fonction, note´e γ. Il est possible d’inte´grer
y = (x, p) si l’on fixe la valeur de y(t0), et l’on obtient alors le proble`me a`
valeur initiale (Initial Value Problem) suivant
(IV P )
{
y˙ = Φ(y) = ϕ(y, γ(y)) pp sur [t0, tf ]
y(t0) = β V aleur Initiale
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On introduit maintenant une application appele´e fonction de tir, qui a`
la valeur initiale β associe la valeur des conditions aux limites en tf pour la
solution correspondante de (IV P ). En pratique, les conditions initiales ψ0 du
proble`me (P ) fixent de´ja` une partie de y(t0), et l’inconnue de la fonction de
tir est donc re´duite a` la partie “manquante”, que l’on note z. Une situation
fre´quente est celle ou` les conditions initiales de´terminent l’e´tat initial x(t0),
z e´tant alors finalement la valeur de l’e´tat adjoint initial p(t0). La valeur de
la fonction de tir est alors donne´e par les conditions en tf pour la solution
yˆ de (IV P ) avec y(t0) = [x0, z]
(Fonction de tir) S : z 7→ c1(yˆ(tf )).
Trouver un ze´ro de la fonction de tir (“shooting function”) S est alors
e´quivalent a` la re´solution de (BV P ), et donne ainsi une solution de (P ).
La “me´thode de tir” consiste donc a` re´soudre l’e´quation S(z) = 0.
Remarque : on ne prend ici pas en compte le cas des contraintes sur
l’e´tat, qui soule`vent des difficulte´s particulie`res avec les me´thodes indirectes
(voir par exemple [12], ou [28], ou` sont donne´es plusieurs formulations du
Principe du Maximum pour les contraintes sur l’e´tat). Toutefois, il s’agit
la` d’une inte´ressante classe de proble`mes, que nous souhaitons e´tudier a`
l’avenir.
Un premier exemple simple : controˆle bang-bang
Nous pre´sentons maintenant un premier exemple simple, destine´ a` illus-
trer l’application pratique de la me´thode du tir simple. Ce proble`me de
de´monstration nous permet par ailleurs de souligner les difficulte´s lie´es a` la
structure bang-bang du controˆle, ce qui est le cas des proble`mes e´tudie´s plus
tard au chapitre 3.
1.1.2 Position du proble`me









x(0) = (0, 0)
x(2) = (0.5, 0)
Le Hamiltonien est de´fini par
H : (t, x, p, u) 7→ |u|+ p1 x2 + p2 u
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et le controˆle optimal par
u = −sgn(p2) si |p2| > 1
u = 0 si |p2| < 1
u = −α p2 avec α ∈ [0, 1] sinon.
Ainsi le controˆle est discontinu, de type bang-bang.
Si l’on de´finit la fonction de commutation correspondante ψ par
ψ : (t, x, p) 7→ 1− |p2|,
alors les commutations de la structure bang-bang sont les ze´ros de ψ.







x(0) = (0, 0)
x(2) = (0.5, 0)
p(0) libre
p(2) libre
avec la fonction de tir
S(z) = xˆ(2)− (0.5, 0)







x(0) = (0, 0)
p(0) = z.
Si l’on examine les diffe´rentes valeurs possibles de l’e´tat adjoint initial p(0) =
z ∈ R2, on constate que la dynamique de l’e´tat adjoint et l’expression du
controˆle optimal me`nent a` 9 structures de controˆle possibles :
Structures de controˆle correspondant a` la valeur de p(0) ∈ R2
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Si l’on repre´sente la fonction de tir S, on reconnait ces 9 re´gions
Fonction de tir pour (P )
Il est a` noter que S n’est pas diffe´rentiable a` la frontie`re de ces re´gions, et
n’est meˆme pas de´finie en (0,−1) et (0, 1). En conse´quence, des difficulte´s
risquent de survenir lorsqu’on essaye de re´soudre S(z) = 0 a` l’aide d’un algo-
rithme de type Newton (plus pre´cise´ment, on utilise ici le solveur HYBRD,
qui imple´mente une me´thode de Powell hybride), en particulier si le point
initial n’est pas dans la bonne re´gion. De fait, meˆme sur cet exemple tre`s
simple, re´soudre directement S(z) = 0 depuis un point de de´part quelconque
n’est pas trivial. On indique ci-dessous les re´sultats du tir simple a` partir
d’un point de chacune des 9 re´gions (la convergence est note´e “CV”(avec
entre parenthe`ses le nombre d’appels de la fonction de tir par le solveur) en
cas de succe`s, et (-) sinon).
p(0) = (0, 2) p(0) = (1, 2) p(0) = (2, 2)
- - CV(61)
p(0) = (−1, 0) p(0) = (0, 0) p(0) = (1, 0)
CV(30) - CV(63)
p(0) = (−2,−2) p(0) = (−1,−2) p(0) = (0,−2)
CV(39) CV(26) -
Convergence du tir simple suivant la re´gion du point de de´part
Bien sur, il n’y a ici que peu de re´gions a` explorer, et l’on peut en fait
atteindre la convergence depuis un point situe´ dans une “mauvaise” re´gion
(avec davantage d’ite´rations toutefois), mais ceci est duˆ a` la simplicite´ du
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proble`me (P ). En fait, le tir simple diverge de´ja` dans 4 cas sur 9, et l’on
comprend qu’il ne soit pas re´aliste d’espe´rer re´soudre directement de cette
fac¸on des proble`mes plus difficiles. C’est pourquoi nous avons eu recours a`
une de´marche homotopique pour obtenir un point initial satisfaisant.
1.1.3 De´marche homotopique
Comme nous venons de le voir, l’application de la me´thode de tir est par-
fois de´licate, en raison de la tre`s grande sensibilite´ au point initial. Ceci est
duˆ au fait qu’elle consiste typiquement a` utiliser un algorithme de type quasi-
Newton pour trouver un ze´ro de la fonction de tir. Suivant les proble`mes,
cette fonction de tir peut eˆtre fortement non line´aire ou peu re´gulie`re, d’ou`
un rayon de convergence parfois tre`s faible pour la me´thode de tir. C’est en
particulier le cas pour les proble`mes a` structure bang-bang ou pre´sentant
des arcs singuliers, la fonction de tir devenant une application multivalue´e
dans ce dernier cas.
Une voie possible pour contourner cette difficulte´ est alors d’utiliser une
de´marche homotopique pour trouver une bonne initialisation de la me´thode
de tir. A la base, le principe d’une me´thode homotopique (ou continuation)
est de re´soudre un proble`me difficile en partant de la solution connue d’un
proble`me apparente´, mais plus facile. On entend par apparente´ l’existence
d’une application H, appele´e homotopie, qui connecte les deux proble`mes,
avec de bonnes proprie´te´s.
Notation : dans toute la suite, on re´serve la notation H a` l’homotopie,
tandis que H de´signe le Hamiltonien.
De´finition 1 Soient r et f deux applications de Rn dans Rn. On appelle
une homotopie connectant r et f toute application H :
H : Ω× [0, 1]→ Rn
(z, λ) 7→ H(z, λ)
avec Ω un ouvert borne´ de Rn et H continue, telle que
H(·, 0) = r et H(·, 1) = f
La premie`re chose a` faire est donc de trouver une telle application H
pour le proble`me de controˆle optimal conside´re´. Pour cela, on choisit d’in-
troduire le parame`tre homotopique λ dans l’objectif du proble`me original.
Cette parame´trisation est faite de telle manie`re que le cas λ = 1 corresponde
au proble`me non modifie´, et que le cas λ = 0 soit plus re´gulier et puisse eˆtre
re´solu directement par tir simple. On obtient alors une famille de proble`mes
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aux deux bouts (BV P )λ parame´tre´e par λ ∈ [0, 1], et l’on peut utiliser les
fonctions de tirs associe´es (Sλ) pour la continuation, en de´finissant l’homo-
topie
H : (z, λ) 7→ Sλ(z).
Maintenant, supposons connaitre une solution z0 du proble`me (BV P )0,
c’est-a`-dire un ze´ro de H(·, 0). Le principe de la me´thode de continuation
est de partir de cette solution en λ = 0 pour atteindre λ = 1, ou` l’on a une
solution du proble`me originel.
Continuation discre`te
La premie`re ide´e qui vient a` l’esprit est tout simplement d’essayer de
re´soudre une suite de proble`mes (BV P )λk , avec une suite (λk) allant de
0 a` 1. Chaque proble`me interme´diaire utilise alors la solution pre´ce´dente
comme point initial. Cependant, trouver en pratique une telle suite (λk)
convenable est souvent proble´matique, la question du pas suivant λ e´tant en
particulier laisse´e a` l’expe´rimentateur, ce qui implique souvent de nombreux
taˆtonnements. C’est pourquoi il est souvent pre´fe´rable de recourir a` une
me´thode de suivi de chemin complet.
Continuation diffe´rentielle et me´thode simpliciale
Contrairement a` la continuation discre`te, les me´thodes de suivi de che-
min visent a` suivre comple`tement le chemin de ze´ros, et peuvent eˆtre clas-
sifie´es en deux grandes familles, les me´thodes de continuation diffe´rentielle
(ou Pre´dictor-Corrector (PC)), et les me´thodes simpliciales (ou Piecewise
Linear (PL)). Une documentation e´tendue sur les deux classes peut eˆtre
trouve´e dans les ouvrages de re´fe´rence de E.Allgower et K.Georg, cf [1, 2]
en particulier.
Les me´thodes de continuation diffe´rentielle suivent le chemin de ze´ros
en le conside´rant comme une courbe diffe´rentiable. Elles sont ge´ne´ralement
rapides, car le pas suivant le parame`tre homotopique λ est calcule´ auto-
matiquement, et le suivi peut parfois ainsi eˆtre comple´te´ en un tre`s petit
nombre de pas. La contrepartie est que la continuation diffe´rentielle re-
quiert certaines proprie´te´s de re´gularite´ pour le chemin (typiquement, C2-
diffe´rentiabilite´ et Jacobien de rang maximal). Ensuite, le calcul du Jacobien
peut poser certaines difficulte´s pratiques, H e´tant ici une fonction de tir
dont l’e´valuation implique l’inte´gration d’un proble`me a` valeur initiale. Une
me´thode Pre´dicteur-Correcteur efficace est imple´mente´e par exemple dans le
package HOMPACK de Watson (cf [38]), qui a e´te´ utilise´ par T.Haberkorn
pour re´soudre la famille de proble`mes de transfert orbital e´tudie´s au chapitre
3, voir [26].
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Les me´thodes simpliciales, quant a` elles, suivent en pratique une approxi-
mation affine par morceaux du chemin de ze´ros (d’ou` le nom plus ge´ne´ral de
piecewise linear methods), et sont cense´es eˆtre plus robustes, quoique plus
lentes, que la continuation diffe´rentielle. Le pre´sent travail est base´ sur l’ap-
plication de ces me´thodes a` des proble`mes de controˆle optimal ayant une
faible re´gularite´, plus spe´cifiquement pre´sentant une structure bang-bang
ou des arcs singuliers. On de´crit au chapitre 2 le principe ge´ne´ral de ces
me´thodes, ainsi que certaines ame´liorations que nous avons tente´ d’intro-
duire dans ce contexte particulier.
Nous revenons maintenant a` l’exemple simple vu pre´ce´demment, pour
illustrer la de´marche de continuation servant a` obtenir un point initial fiable
pour le tir.
Retour sur l’exemple simple : continuation sur l’objectif





Ceci donne une famille de proble`mes (Pλ) telle que (P1) est le proble`me (P )
originel. L’application du PMP a` (Pλ) donne la dynamique (inchange´e) de







ainsi que l’expression du controˆle optimal
λ < 1
si |p2(t)| ≤ λ alors u∗(t) = 0
si |p2(t)| > 2− λ alors u∗(t) = −sgn(p2(t))
sinon u∗(t) = −sgn(p2(t)) |p2(t)|−λ2(1−λ)
λ = 1
si |p2(t)| < 1 alors u∗(t) = 0
sinon u∗(t) = −sgn(p2(t))
avec les conditions aux limites sur l’e´tat adjoint p :
- p(0) est libre (donc z = p(0)).
- p(2) est libre, car x(2) est fixe´.
Si l’on note Sλ la fonction de tir associe´e a` (Pλ), notre but est maintenant
de suivre le chemin de ze´ros de l’homotopie
H : (z, λ) 7→ Sλ(z)
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de λ = 0 jusqu’a` λ = 1. Pour λ = 0 le proble`me (P0) est bien plus re´gulier,
car le controˆle optimal est continu, au lieu de la structure bang-bang discon-
tinue pour λ = 1. La fonction de tir correspondante S0 est ainsi plus lisse,
comme on le voit sur les graphes ci-dessous.
Fonction de tir pour (P0) a` λ = 0
En fait, pour (P0) le tir simple converge depuis n’importe laquelle des 9
initialisations teste´es pre´ce´demment, et donne la solution suivante :
Solution pour (P0) - z∗ = (−1.5,−1.5)
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il ne nous reste plus qu‘a` effectuer le suivi de chemin de λ = 0 a` λ = 1, ce
qui est re´alise´ par l’algorithme simplicial de´crit au chapitre 2. On repre´sente
ici les deux composantes du chemin de ze´ros (qui pour cet exemple particulier
sont identiques, ce qui n’est e´videmment pas le cas en ge´ne´ral).
Chemin de ze´ros pour le proble`me (P )
Maintenant, si l’on prend comme point initial la solution z1 obtenue
a` la fin du chemin (pour λ = 1), le tir simple converge imme´diatement.
Voici la solution, avec les commutations lorsque la fonction de commutation
ψ = 1− |p2| s’annule.
Solution pour (P ) - z∗ = (−√2,−√2).
Un second exemple simple : arcs singuliers
On conside`re ici un second exemple simple, pour illustrer le cas des arcs
singuliers, qui est e´tudie´ plus tard au chapitre 4. On de´finit la famille de











L’application du Principe du Maximum donne l’expression du controˆle op-
timal
λ < 1
si |p(t)| ≤ λ alors u∗(t) = 0
si |p(t)| > 2− λ alors u∗(t) = −sgn(p(t))
sinon u∗(t) = −sgn(p(t)) |p(t)|−λ2(1−λ)
λ = 1
si |p(t)| < 1 alors u∗(t) = 0
sinon si |p(t)| > 1 alors u∗(t) = −sgn(p(t))
sinon u(t) = −α(t) sgn(p(t)) , α(t) ∈ [0, 1].
On remarque que lorsque |p(t)| = 1, le controˆle optimal est multivalue´. Si
cela se produit sur un intervalle non re´duit a` un point, nous avons un arc
singulier.









et la fonction de tir S :
Sλ(z) = xˆ(2)− 0.5







On de´finit l’homotopie H : (z, λ) 7→ Sλ(z), comme pre´ce´demment. Pour
λ = 0, la solution correspond a` un controˆle constant u = 0.25, avec z∗ =
p∗(0) = −0.5. Pour λ = 1, tout controˆle non ne´gatif ve´rifiant ∫ 20 u(t)dt = 0.5
est optimal, ce qui correspond a` un arc singulier arc sur [0, 2], avec z∗ =
p∗(0) = −1. On repre´sente ici l’e´volution de la fonction de tir S.
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Evolution de la fonction de tir sur un cas simple d’arc singulier
Comme nous le voyons, S n’est pas de´finie a` la solution (z, λ) = (−1, 1).
Si on tente d’utiliser ici une continuation diffe´rentielle pour suivre le che-
min, l’algorithme stoppe juste avant λ = 1, ce qui n’est pas surprenant. La
me´thode simpliciale, par contre, converge correctement a` la solution z∗ = −1
en λ = 1 :
Suivi de chemin sur un cas simple d’arc singulier
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1.2 Re´sultats de convergence
Pour conclure ce chapitre, nous pre´sentons ici quelques re´sultats the´oriques
portant sur la de´marche homotopique applique´e a` la me´thode de tir. Afin
de pouvoir prendre en compte le cas des arcs singuliers, on se place dans le
cadre des inclusions diffe´rentielles, plus pre´cise´ment on conside`re que l’ap-
plication donnant le controˆle optimal peut eˆtre multivalue´e. Comme on va le
voir, ce choix d’hypothe`ses volontairement faibles limite fortement (a` notre
connaissance) les re´sultats de convergence obtenus.
1.2.1 Proprie´te´s de minimisation du Hamiltonien
Nous commenc¸ons par redonner certaines proprie´te´s concernant la mi-
nimisation du Hamiltonien, qui ont e´te´ pre´sente´es par J.Gergaud dans [24]
(voir aussi [29]). Le re´sultat principal porte sur la semicontinuite´ supe´rieure
(voir ci-apre`s) de l’application multivalue´e donnant le contoˆle optimal.
Notations : on garde la notation y = (x, p), avec y de dimension n (ie
deux fois la dimension de l’e´tat). De meˆme, H de´signe le Hamiltonien, par
opposition a` H pour l’homotopie.
On rappelle tout d’abord un re´sultat standard :
The´ore`me 1 On suppose que U ⊂ Rm est un compact convexe d’inte´rieur
non vide, et que le Hamiltonien H : [a, b] × Rn × U → R est continu et
convexe par rapport au controˆle u. On note Γ(t, x, p) l’ensemble des solutions
de minu∈U H(t, x, p, u) Alors Γ est une application multivalue´e (ou multi-
application) a` valeurs compactes convexes non vides.
Ainsi que les de´finitions suivantes :
De´finition 2 Une multi-application F : Rn → Rm est dite semi continue
supe´rieurement (scs) (au sens de Berge, [8] page 114) en x0 ssi pour tout
ouvert O de Y contenant F (x0), il existe un voisinage U de x0 tel que
F (U) ⊂ O. F est dite semi continue supe´rieurement ssi F est scs en tout
point de Rn.
De´finition 3 Une multi-application F : Rn → Rm est dite semi continue
infe´rieurement (sci) en x0 ssi pour tout y0 ∈ F (x0) et toute suite (xk) qui
converge vers x0, il existe une suite (yk), yk ∈ F (xk) qui converge vers y0.
F est dite semi continue infe´rieurement ssi F est sci en tout point de Rn.
De´finition 4 Une fonction f : Rm → R est dite inf-compacte (au sens de
[33]) ssi
∀(y, a) ∈ Rm ×R, {u ∈ Rm : f(u)− (u|y) ≤ a} est compact.
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(R de´signe la droite re´elle e´tendue et (·|·) le produit scalaire usuel sur Rm.)
Lemme 1 Une application a` valeurs compactes G est scs si et seulement
si pour toute suite (xk) qui converge vers x, (G(xk)) converge vers G(x)
suivant : ∀ > 0, ∃k0 > 0 tel que ∀k > k0, G(xk) ⊂ G(x) +  B(0, 1).1
Preuve. voir [30] page 66.
Dans le lemme suivant, on entend par fonction propre une fonction a`
valeur re´elle qui ne prend jamais la valeur −∞ et qui n’est pas identiquement
e´gale a´ +∞.
Lemme 2 Soit (fk)k∈N une suite de fonctions propres convexes semiconti-
nues infe´rieurement de´finies sur Rm. Sous les hypothe`ses suivantes
(i) (fk)k∈N converge simplement vers f
(ii) int(domf) 6= ∅









et, ∀ > 0, il existe k0 ∈ N tel que
argminu∈Rm fk(u) ⊂ argminu∈Rm f(u) +  B(0, 1) ∀k ≥ k0.
Preuve. voir [33], page I.3.54.
The´ore`me 2 On conside`re les meˆmes hypothe`ses que pour le The´ore`me 1.
Alors Γ ve´rifie les proprie´te´s de convergence suivantes :
Si (tk, xk, pk) est une suite qui converge vers (t, x, p) alors
(i) infu∈Rm H(tk, xk, pk, u)→ infu∈Rm H(t, x, p, u) quand k → +∞
(ii) ∀ > 0, ∃k0 > 0 tel que ∀k > k0, Γ(tk, xk, pk) ⊂ Γ(t, x, p) +  B(0, 1).
Preuve. Soit (tk, xk, pk) une suite qui converge vers (t, x, p).
On note fk(u) = H(tk, xk, pk, u) + δ(u/U) et f(u) = H(t, x, p, u) + δ(u/U)
(avec δ(u/U) = 0 si u ∈ U, et+∞ si u 6∈ U).
Pour les proble`mes e´tudie´s dans la suite, l’expression du Hamiltonien in-
dique que les (fk) sont convexes et semicontinues infe´rieurement. Ve´rifions
les hypothe`ses du Lemme 2 :
(i) Si u 6∈ U alors fk(u) = f(u) = +∞ ∀k
si u ∈ U alors fk(u) = H(tk, xk, pk, u), et comme H est continue on a
H(tk, xk, pk, u)→ H(t, x, p, u), d’ou` fk(u)→ f(u).
(ii) int(domf) = int(U) 6= ∅.
(iii) Soit v ∈ Rm, a ∈ R, alors {u |H(t, x, p, u) + δ(u/U) − (u|v) ≤ a} =
U ∩ {u |H(t, x, p, u)− (u|v) ≤ a}. Il s’agit d’un sous ensemble ferme´ de Rm
inclus dans U compact, il est donc compact. Ceci donne l’inf-compacite´ de
f . Et le Lemme 2 prouve le the´ore`me.
1B(0, 1) de´signes la boule unite´ ferme´e.
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Corollaire 1 On conside`re les meˆmes hypothe`ses qu’au The´ore`me 1.
Alors Γ est semicontinue supe´rieurement.
Preuve. les The´ore`me 1, Lemme 1 et The´ore`me 2 donnent le re´sultat.
Remarque : Dans le cas ou` H est strictement convexe, on a la proprie´te´ bien
connue (voir par exemple [23](The´ore`me 6.1 p.75) et [10]) que u∗ est une
fonction continue (Γ e´tant alors une fonction continue).
1.2.2 Proprie´te´s de convergence
On s’inte´resse maintenant aux proprie´te´s de convergence de l’homotopie
proprement dite. Ces re´sultats ont e´te´ pre´sente´s par J.Gergaud dans [15],
et de´rivent principalement des ouvrages [5] par J.P. Aubin et A. Cellina, et
[22] par A.F. Filippov, dont on conserve les notations.
Notations :
- soit K ⊂ Rn, co K de´signe l’enveloppe convexe ferme´e de K
- soit M ⊂ Rn, M δ = {m tel que d(m,M) ≤ δ}
On rappelle ici la de´finition d’une δ-solution au sens de [22] (p. 76).
De´finition 5 Une fonction y est appele´e δ-solution de y˙(t) ∈ F (t, y(t)),
avec F : [a, b]×Rn → Rn une application multivalue´e scs2, si sur un inter-
valle [a, b] y est absolument continue et
y˙(t) ∈ Fδ(t, y(t)) = [co F (tδ, yδ)]δ
avec
F (tδ, yδ) = ∪s∈tδ ,z∈yδ F (s, z).
Lemme 3 Soit (yk) une suite de ACn([a, b])3 telle que :
(i) ∀t ∈ [a, b], {yk(t)}k est relativement compact.
(ii) ∃l tel que |y˙k(t)| ≤ l presque partout sur [a, b].
Alors il existe une sous-suite, encore note´e (yk), qui converge uniforme´ment
vers une fonction y : [a, b] → Rn absolument continue, et pour laquelle la
suite (y˙k) converge *-faiblement vers y˙ dans L∞n ([a, b]).
Preuve. la preuve suit le principe de la de´monstration du The´ore`me 4,




y˙k(t) dt ≤ l|t′ − t′′|.
2semicontinue supe´rieurement
3AC de´signe absolument continu.
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Le the´ore`me d’Arzela´-Ascoli implique l’existence d’une sous-suite, encore
note´e (yk), qui converge uniforme´ment vers y dans Cn([a, b]). De plus, y˙k ∈
B(0, l) ⊂ L∞n ([a, b]), et L∞n ([a, b]) est le dual de L1n([a, b]). Alors le the´ore`me
d’Alaoglu implique que cette boule ferme´e est *-faiblement compact. Comme
L1n([a, b]) est se´parable cette boule ferme´e est me´trisable pour la topolo-
gie faible-* (cf [11]). Alors il existe une sous-suite, encore note´e (y˙k), qui
converge *-faiblement vers z dans L∞n ([a, b]).
On veut maintenant prouver que y est absolument continue et que y˙ = z.





(yk) converge (uniforme´ment) vers y, donc le membre de gauche converge
vers y(t′) − y(t′′). Comme (y˙k) converge *-faiblement vers z, pour chaque
composante i on a
< 1, y˙k,i >L1,L∞=
∫ b
a




(avec 1 l’application constante e´gale a` 1). Donc le membre de droite de (*)
converge vers
∫ t′′





avec z dans L∞n ([a, b]), donc dans L1n([a, b]). Cela signifie que y est absolu-
ment continue et que y˙(t) = z(t) presque partout.
The´ore`me 3 Soit (yk) une suite de ACn([a, b]) qui converge vers y et ve´rifie
y˙k(t) ∈ K pour tout k et t, avec K compact. Alors y est absolument continue
et y˙k(t) ∈ co K pour tout t.
Preuve. La preuve est base´e sur le Lemme 13 de Filippov, [22] p.64.
The´ore`me 4 Soit F une application a` valeurs convexes compactes non
vides, de´finie sur un ouvert Ω ⊂ Rn+1. Soit (yk) une suite de δk-solutions
de´finies sur [a, b] qui converge uniforme´ment vers y : [a, b] → Rn quand
δk → 0, et telle que le graphe de y est dans Ω. Alors y est solution de
l’inclusion diffe´rentielle y˙(t) ∈ F (t, y(t)).
Preuve. voir le Lemme 1 de Filippov, [22] p.76.
Lemme 4 Soit ϕ : Ω× [0, 1]→ Rn, avec Ω un ouvert de Rn, une application
multivalue´e ve´rifiant
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(i) ϕ est semicontinue supe´rieurement et a` valeurs convexes compactes non
vides.
(ii) ϕλ = ϕ(·, λ) est une fonction usuelle et est C1 par morceaux pour 0 ≤
λ < 1.
Supposons que les solutions de y˙λ(t) = ϕλ(y(t)) restent dans un compact
fixe´ K et sont de´finies sur un intervalle [0, tf ]. Alors yλ est une δ-solution
de l’inclusion diffe´rentielle y˙(t) ∈ ϕ(y(t), 1), et δ tend vers 0 quand λ→ 1.
Preuve. ϕ est semicontinue supe´rieurement en (y∗, 1) pour tout (y∗, 1) ∈
K, donc pour tout  = δ, il existe η tel que pour tout |y − y∗| < ηy∗ < δ,
|λ− 1| < ηy∗ < δ, on a ϕλ(y, λ) ∈ ϕ(y∗, 1).
DoncK ⊂ ∪y∗∈K B(y∗, ηy∗) et commeK est compact, on aK ⊂ ∪qi=1 B(yi, ηi).
∀ = δ,∀yi,∃ηi |y − yi| < ηi < δ et |λ− 1| < ηi < δ, ϕλ(y) ∈ ϕ(yi, 1).
Pour tout y ∈ K, il existe yi tel que y ∈ B(yi, ηi) et ainsi
ϕλ(y) ∈ (ϕ(yi, 1)) ⊂ (ϕ(yηi , 1)) ⊂ (ϕ(yδ, 1)).
Alors pour tout λ tel que |λ− 1| < η et pour tout y ∈ K,
on a ϕλ(y) ∈ (ϕ(yδ, 1))δ.
The´ore`me 5 Supposons que les solutions de (BV P )λ restent dans un com-
pact fixe´ de [0, tf ] × K, K ⊂ Ω, avec Ω un ouvert de Rn. Alors de toute
suite (yλk) de solutions de (BV P )λk , telle que λk → 1 quand k → +∞, on
peut extraire une sous-suite (yk) ve´rifiant :
(i) (yk) converge uniforme´ment vers y solution de (BV P )1.
(ii) (y˙k) converge *-faiblement vers y˙ dans L∞n ([0, tf ]).
Preuve. ϕ(y, λ) est scs donc ϕ(K, [1 − , 1]) est compact. Il existe l tel
que |y˙λ(t)| < l pour λ ∈ [1 − , 1]. Les yλ sont absolument continues, et
le Lemme 3 dit que l’on peut extraire une sous-suite (yk) qui converge
uniforme´ment vers y, et telle que (y˙k) converge *-faiblement vers y˙ dans
L∞n ([0, tf ]). D’apre`s le Lemme 4, (yk) est une δk-solution. ϕ(y, 1) est a` va-
leurs convexes compactes non vides, et le The´ore`me 3 dit que y est une
solution de l’inclusion diffe´rentielle y˙(t) ∈ ϕ(y(t), 1). Les conditions initiales
et finales peuvent s’exprimer comme h0(y(0)) = 0 et hf (y(tf )) = 0 avec h0
et hf continues. La convergence uniforme de (yk) implique que y ve´rifie les
conditions aux limites, donc y est une solution de (BV P )1.
Corollaire 2 Sous les hypothe`ses du The´ore`me 5, supposons que x˙ =
f(t, x, u) fournit une expression du controˆle sous la forme u = S(t, x) +
R(t, x)x˙, avec R et S continues et R line´aire par rapport a` x. On conside`re
la sous-suite (yk) = (xk, pk) du The´ore`me 5, et on note (uk) = S(t, xk) +
R(t, xk)x˙k. Alors (uk) converge *-faiblement dans L∞n ([0, tf ]).
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Preuve. voir [17], preuve de la Proposition 3.2, page 551-552.
Il est a` noter que le The´ore`me 5 et le Corollaire 2 n’e´tablissent la conver-
gence que d’une sous-suite extraite de la suite des solutions (yλk), ceci pro-
venant du the´ore`me d’Arzela´-Ascoli dans le Lemme 3. A notre connaissance,
sous les hypothe`ses choisies, on ne peut pas affirmer la convergence de la
suite des solutions elle-meˆme.




On rappelle ici le principe ge´ne´ral des algorithmes simpliciaux, avant de
de´tailler certains points algorithmiques que nous avons introduits dans le
cadre de ce travail. A ce propos, nous souhaitons souligner que nous avons
essaye´ de rester cohe´rents avec l’esprit des proble`mes e´tudie´s, caracte´rise´s
par une faible re´gularite´. Nous voulons en particulier conserver la robus-
tesse des me´thodes simpliciales, c’est pourquoi les modifications introduites
ne devraient pas reque´rir d’hypothe`ses supple´mentaires sur le chemin (qui ne
seraient d’ailleurs vraisemblablement pas satisfaites en pratique). C’est aussi
la raison pour laquelle on utilise a` la base une version tre`s de´pouille´e d’algo-
rithme simplicial, sans prendre en compte certaines ame´liorations existantes
(comme l’introduction de pas de Newton par exemple).
2.1 Principe des me´thodes simpliciales
Comme mentionne´ avant, les lecteurs inte´resse´s par les me´thodes sim-
pliciales et/ou la continuation diffe´rentielle peuvent se re´fe´rer en particulier
aux ouvrages par E.Allgower et K.Georg ([1, 2, 3]), ainsi que ([36, 37]) par
M.Todd pour les me´thodes simpliciales plus spe´cifiquement.
Les me´thodes simpliciales suivent en fait le chemin de ze´ros de l’homo-
topie H en construisant une approximation affine par morceaux de H, d’ou`
le nom plus ge´ne´ral de Piecewise Linear continuation methods. Cette ap-
proximation est baˆtie sur une certaine subdivision de l’espace de recherche,
le plus souvent sous la forme d’une triangulation en simplexes, a` l’origine du
nom des me´thodes simpliciales.
L’avantage principal de ces me´thodes est qu’elles ne requie`rent qu’une
faible re´gularite´ de l’homotopie H. Comme elles n’utilisent pas de de´rive´es, il
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n’est pas ne´cessaire que l’homotopie soit diffe´rentiable comme dans le cas de
la continuation diffe´rentielle. La continuite´ est en fait suffisante, et ne devrait
meˆme pas eˆtre ne´cessaire dans tous les cas. De plus, cette classe de me´thodes
est plus facilement adaptable au cas multivalue´, ce qui est inte´ressant pour
l’e´tude des proble`mes avec arcs singuliers. Leur plus grand inconve´nient est
qu’elles sont nettement plus lentes que la continuation diffe´rentielle, quand
cette dernie`re converge bien suˆr.
Simplexes et triangulations
On conside`re dans la suite une homotopie H : Rn+1 → Rn. Commenc¸ons
par plusieurs de´finitions utiles.
De´finition 6 (Simplexes et faces) Un simplexe est l’enveloppe convexe
de n+ 2 points de Rn+1 affinement inde´pendants (appele´s sommets), tandis
qu’une k-face d’un simplexe est l’enveloppe convexe de k sommets du sim-
plexe (note : k sera omis dans la suite pour les (n+1)-faces, qui seront juste
appele´es faces).
De´finition 7 (Triangulation) On appellera triangulation toute famille
de´nombrable T de simplexes de Rn+1 ve´rifiant :
• L’intersection de deux simplexes de T est soit une face soit vide.
• T est localement finie (un sous-ensemble compact de Rn+1 rencontre un
nombre fini de simplexes).
En pratique, une triangulation est de´crite par la forme de ses simplexes
(c’est-a`-dire les relations liant les sommets), ainsi que par ses “re`gles de pi-
votage”, qui permettent de construire les simplexes adjacents a` un simplexe
donne´.
Les graphes suivants illustrent deux ce´le`bres triangulations, la K1 de
Freundenthal, et la J1 (“Union Jack”) de Todd. Il s’agit dans les deux cas
de triangulations “uniformes”, dans le sens ou` la taille des simplexes reste la
meˆme sur tout l’espace, par opposition a` certaines triangulations “raffine´es”
montre´es ci-apre`s.
Triangulations uniformes K1 et J1 de R× [0, 1]
Ces deux triangulations sont tre`s simples a` manipuler, car les re`gles de pi-
votage peuvent s’exprimer sous la forme de re´flexions ge´ome´triques (voir
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[2] 13.3 par exemple). Cette simplicite´ est la raison pour laquelle nous
avons naturellement commence´ les expe´rimentations avec ces deux trian-
gulations, qui se sont finalement ave´re´es tre`s robustes dans leur comporte-
ment. D’autres triangulations plus sophistique´es ont bien suˆr e´te´ pre´sente´es,
mais leurs re`gles de pivotage sont ge´ne´ralement plus complexes. Nous avons
par exemple e´galement teste´ la triangulation D1 de´crite par Dang dans [21]
(cette triangulation est similaire a` la J1 en dimension 2, mais on peut voir
la diffe´rence sur les graphes page 27), mais n’avons pas note´ d’ame´lioration
significative par rapport aux deux pre´ce´dentes.
Par ailleurs, il existe e´galement des triangulations “raffine´es”, pour les-
quelles la taille des simplexes diminue lorsqu’on approche de la convergence.
L’ide´e derrie`re ces triangulations est de combiner une bonne rapidite´ au
de´but du chemin, ou le suivi est suppose´ plus facile, avec une bonne pre´cision
finale, pour obtenir une solution pre´cise a` la convergence. Voici par exemple
deux e´volutions raffine´es de la J1, dues a` Todd.
Triangulations raffine´es : J4 et J3 (de R× [0, 1[ pour la dernie`re)
Remarque : on voit sur le graphe ci-dessus que pour la J3 la taille des
simplexes tend vers ze´ro lorsque le parame`tre homotopique λ tend vers la
valeur de convergence (1 par exemple), mais sans jamais l’atteindre. Il faut
donc utiliser ici un crite`re d’arreˆt adapte´, c’est-a`-dire quand le parame`tre ho-
motopique franchit un certain seuil 1−, avec  = 10−6 or 10−9 par exemple.
Toutefois, nous avons constate´ que ces triangulations plus e´volue´es sont
assez de´licates a` utiliser en pratique. On rencontre ainsi souvent des diffi-
culte´s soit au de´but du chemin (en particulier pour la J3, dont les premiers
simplexes sont trop grands pour de´marrer correctement le suivi), ou` a` la
convergence, les simplexes devenant alors trop petits. Ceci est probable-
ment duˆ a` la nature particulie`re des proble`mes e´tudie´s : les homotopies sont
des fonctions de tir, qui peuvent eˆtre fortement non line´aires meˆme au de´but
du chemin, qui n’est pas si facile a` suivre. De plus, comme on est en ge´ne´ral
peu re´gulier vers λ = 1, le fait d’avoir des simplexes tre`s petits tend a` rendre
l’algorithme plus sensible aux difficulte´s nume´riques pre`s de la convergence.
Par ailleurs, l’objectif principal de la me´thode simpliciale n’est pas ici de
re´soudre pre´cise´ment le proble`me, mais de fournir un point initial accep-
table pour la me´thode de tir. Ainsi, l’ide´e d’utiliser de petits simplexes pour
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obtenir une solution plus pre´cise n’est pas force´ment pertinente dans notre
cas.
Etiquetage et suivi de chemin
En plus du choix de la triangulation, il nous faut construire l’approxima-
tion affine par morceaux de l’homotopie. Ceci est re´alise´ par “l’e´tiquetage”
des sommets des simplexes en fonction de la valeur de l’homotopie en ces
points. On utilise ici l’e´tiquetage vectoriel standard rappele´ ci-dessous, mais
il existe d’autres possibilite´s, comme par exemple l’e´tiquetage entier men-
tionne´ en Annexe B.2, page 147.
De´finition 8 (Etiquetage) On appelle e´tiquetage une application l qui
associe une valeur aux sommets vi d’un simplexe. On e´tiquette ici les sim-
plexes par l’homotopie H : l(vi) = H(zi, λi), avec vi = (zi, λi).
Une interpolation affine sur les sommets donne ainsi une approximation
affine par morceaux de l’homotopie H sur la triangulation T . On note HT
cette approximation, dont on veut suivre le chemin de ze´ros. On rappelle
pour cela la notion de “face comple`tement e´tiquete´e”.
De´finition 9 (Face comple`tement e´tiquete´e) Une face [v1, .., vn+1] est
dite comple`tement e´tiquete´e si et seulement si elle contient un ze´ro de HT ,
cette proprie´te´ restant vraie a` une certaine perturbation pre`s (ceci pour
e´liminer le cas de´ge´ne´re´ ou` ce ze´ro appartiendrait en fait a` une k-face de
dimension infe´rieure a` n+1). Plus pre´cise´mment, la face doit contenir une
solution v de l’e´quation HT (v) = ~ pour tout  > 0 suffisamment petit (avec
~ = (, .., n)).
Il existe une fac¸on plus imple´mentable de caracte´riser une telle face,
donne´e par exemple dans [2], chapitre 12.3, page 159.
De´finition 10 (Matrice d’e´tiquetage) La matrice d’e´tiquetage L d’une
face [v1, .., vn+1] est de´finie par
L =
(
1 . . . 1
H(v1) . . . H(vn+1)
)
.
Et on a la proprie´te´ suivante.
Lemme 5 Une face [v1, .., vn+1] est comple`tement e´tiquete´e si et seulement si
sa matrice d’e´tiquetage L est non singulie`re et L−1 est lexicographiquement
positive, ie la premie`re composante non nulle de chaque ligne de L−1 est
positive.
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Preuve. voir [2], proposition 12.3.3, page 159-160
On rappelle maintenant la proprie´te´ fondamentale sur laquelle est base´
le coeur d’un algorithme simplicial.
Lemme 6 Tout simplexe posse`de soit aucune, soit exactement deux faces
comple`tement e´tiquete´es (on l’appelle dans ce dernier cas un simplexe trans-
versal).
Preuve. voir [2], chapitre 12.4, page 163-165.
Une preuve constructive de cette proprie´te´, qui donne la seconde face
comple`tement e´tiquete´e (face de sortie) d’un simplexe en posse´dant de´ja`
une, est souvent appele´e PL step, linear programming step, ou test lexico-
graphique. Une fois encore, nous renvoyons a` [2] (pp 163-165), ou [24] (pp
69-70), pour une description de´taille´e de ces me´canismes. Alors, de par les
proprie´te´s des triangulations, il existe un unique simplexe transversal qui
partage cette seconde face comple`tement e´tiquete´e, qui peut eˆtre construit
par les re`gles de pivotage spe´cifiques a` la triangulation.
Un algorithme simplicial parcourt donc essentiellement une suite de sim-
plexes transversaux, depuis un simplexe de de´part donne´ avec une face
comple`tement e´tiquete´e en λ = 0, jusqu’a` un simplexe final avec une face
comple`tement e´tiquete´e en λ = 1 (ou 1 −  pour certaines triangulations
raffine´es n’atteignant jamais 1, comme la J3), qui contient une solution ap-
proche´e de H(z, 1) = 0.
Suivi de chemin sche´matique pour la triangulation K1 en dimension 2
Exemples de suivis de chemin
On illustre ici le suivi de chemin du proble`me simple (P ) de´crit au cha-
pitre 1, pour diverses triangulations (dont la description comple`te peut eˆtre
trouve´e dans [2, 37, 21] par exemple).
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Triangulation Simplexes Solution Norme finale
K1(10
−1) 30 (-1.418,-1.417) 2.13 10−3
J1(10
−1) 33 (-1.418,-1.417) 2.13 10−3
D1(10
−1) 32 (-1.418,-1.417) 1.94 10−3
J3(10
−1) 68 (-1.414,-1.414) 7.17 10−12
J4(10
−1) 513 (-1.414,-1.414) 1.31 10−9
Suivi de chemin de λ = 0 a` λ = 1 - triangulations K1, J1 et D1
Suivi de chemin de λ = 0 a` λ = 1 - triangulations J4 et J3
Suivi d’un chemin de rang non maximal
Incidemment, on peut illustrer sur cet exemple simple la robustesse des
me´thodes simpliciales, et plus spe´cifiquement la possibilite´ de suivre un
chemin qui n’est pas de rang maximal (contrairement a` la continuation
diffe´rentielle par exemple). On conside`re ici une autre continuation pour
le proble`me (P ), dans laquelle on modifie les conditions finales suivant λ, ce









x(0) = (0, 0)
x(2) = (0.5− λ, 0)
On retrouve ici le proble`me (P ) pour λ = 0, tandis que λ = 1 correspond
au proble`me “miroir”, avec le controˆle optimal oppose´. Pour λ = 0.5, les
conditions initiales et terminales coincident, avec x(0) = x(2) = 0. Dans ce
cas, le controˆle nul est optimal, ce qui correspond a` toute valeur de p(0) dans
la re´gion centrale sur le graphe page 7. Ainsi, le chemin de ze´ros n’est pas
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de rang maximal en λ = 0.5. Ne´anmoins, l’algorithme simplicial converge
vers la solution correcte, comme on le voit ci-dessous.
Traverse´e de la re´gion centrale en λ = 0.5
On constate que l’algorithme parvient a` traverser la re´gion centrale en λ =
0.5 en suivant la frontie`re, avec des simplexes ayant des sommets de part et
d’autre. On note e´galement que suivant la triangulation et/ou la taille de
simplexes employe´e, l’algorithme peut tout aussi bien suivre l’autre frontie`re,
plutoˆt que celle “bas-droite” comme sur le graphe ci-dessus.
Stabilite´ nume´rique des simplexes et matrices d’e´tiquetage
Comme on l’a dit plus haut, a` chaque e´tape d’un algorithme simplicial on
met a` jour le simplexe transversal courant. Plus pre´cise´ment, il est construit
a` partir du simplexe pre´ce´dent, avec qui il partage une face comple`tement
e´tiquete´e, ce qui signifie qu’il n’y a qu’un seul sommet a` modifier. Ceci est
effectue´ par le biais des re`gles de pivotages, une fois que le test lexicogra-
phique a de´termine´ quel sommet du simplexe pre´ce´dent doit eˆtre remplace´
(ie celui qui ne fait pas partie de la face comple`tement e´tiquete´e de sor-
tie). Dans le meˆme temps, on met directement a` jour l’inverse de la matrice
d’e´tiquetage du nouveau simplexe, au lieu de re´inverser la nouvelle matrice
d’e´tiquetage.
L’on peut donc s’inquie´ter du risque d’accumulation d’erreurs nume´riques
lorsque le nombre de simplexes traverse´s devient grand. Pour ve´rifier cela, on
recalcule pe´riodiquement tous les sommets a` partir de l’expression formelle
du simplexe, et on reconstruit puis inverse la matrice d’e´tiquetage.
Les tableaux ci-dessous montrent l’e´volution de l’erreur sur les sommets
des simplexes et l’inverse de la matrice d’e´tiquetage. Les tests sont re´alise´s
sur l’exemple simple du chapitre 1, ainsi que les deux proble`mes d’arcs sin-
guliers e´tudie´s au chapitre 4 (formulation BVP discre´tise´). On indique dans
chaque cas la triangulation utilise´e, la dimension de z, et le nombre total de
simplexes parcourus.
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Proble`me simple : K1(10−6), dimension 2, > 3 000 000 simplexes
Fre´quence de test Erreur simplexe (abs/rel) Erreur matrice (abs/rel)
10 000 0 / 0 10−8 − 10−12 / 10−15 − 10−17
100 000 0 / 0 10−9 − 10−11 / 10−16 − 10−18
1 000 000 0 / 0 10−10 / 10−16
Proble`me d’arc 1 : K1(10−2), dimension 101, > 200 000 simplexes
Fre´quence de test Erreur simplexe (abs/rel) Erreur matrice (abs/rel)
1 000 10−15 − 0/10−17 − 0 10−9 − 10−11/10−13 − 10−15
10 000 10−15 − 0/10−17 − 0 10−9 − 10−11/10−13 − 10−14
100 000 0 / 0 10−10 − 10−11 / 10−14
Proble`me d’arc 2 : K1(10−2), dimension 82, > 100 000 simplexes
Fre´quence de test Erreur simplexe(abs/rel) Erreur matrice (abs/rel)
1 000 10−15 − 0 / 10−17 − 0 10−9 − 10−11 / 10−13 − 10−15
10 000 10−17 − 0 / 10−19 − 0 10−9 − 10−11 / 10−13 − 10−15
100 000 0 / 0 10−10 / 10−14
On constate que l’erreur sur les simplexes est nume´riquement ne´gligeable, et
parfois meˆme inde´tectable en double pre´cision. Quant a` l’erreur sur l’inverse
de la matrice d’e´tiquetage, elle semble raisonnable, en particulier pour les
deux proble`mes de dimension e´leve´e, compte tenu du fait que le calcul de
cette matrice implique normalement un appel de l’homotopie par sommet,
en plus de l’inversion. Finalement, il semble donc qu’il n’y ait pas lieu de
trop s’inquie´ter a` propos de ces erreurs survenant lors des mises a` jour.
Proprie´te´ de convergence
Pour une homotopie H multivalue´e, on a la proprie´te´ de convergence
suivante.
The´ore`me 6 On conside`re un algorithme simplicial utilisant une se´lection
de H comme e´tiquetage et une triangulation raffine´e de Rn × [0, 1[ (J3 par
exemple). On fait les deux hypothe`ses suivantes sur le suivi de chemin :
(i) toutes les faces ge´ne´re´es par l’algorithme restent dans K × [0, 1], avec K
compact.
(ii) l’algorithme ne redescend pas en λ = 0.
Alors si H est scs et a` valeurs convexes compactes, l’algorithme ge´ne`re une
suite (zi, λi) telle que λi → 1, et il existe une sous-suite encore note´e (zi, λi)
qui converge vers (z, 1) tel que 0 ∈ H(z, 1).
Preuve. la preuve vient de [1], chapitre 4, page 56.
Quelques points algorithmiques
On de´crit dans la suite quelques ame´liorations que nous avons tente´ d’in-
troduire lors de nos expe´rimentations nume´riques avec la me´thode simpli-
ciale (de plus amples de´tails sur l’imple´mentation du programme Simplicial
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sont disponibles en Annexe A). Durant leur e´laboration, on a taˆche´ de gar-
der a` l’esprit deux hypothe`ses en accord avec le contexte de ce travail. Tout
d’abord, on suppose que l’essentiel du couˆt nume´rique total provient des
e´valuations de l’homotopie, tandis que les ope´rations de la partie purement
simpliciale sont ne´gligeables. Ceci est bien ve´rifie´ en pratique a` cause de la
nature particulie`re des homotopies conside´re´es (fonctions de tir). Ensuite,
comme on s’attend a` une faible re´gularite´ des proble`mes e´tudie´s, on sou-
haite que ces modifications conservent autant que possible la robustesse de
la me´thode simpliciale.
2.2 Homotopie de jonction
Pour un algorithme simplicial, l’initialisation du suivi de chemin consiste
a` trouver une premie`re face comple`tement e´tiquete´e sur la frontie`re (typi-
quement λ = 0). A partir de cette face on peut alors construire le premier
simplexe transversal du chemin, puis effectuer une suite de tests lexicogra-
phiques et de pivotages, comme de´crit pre´ce´demment. Mais il se trouve que
l’obtention d’une telle face n’est pas toujours triviale.
Comme cette face est suppose´e contenir un ze´ro de l’approximation affine
par morceaux de l’homotopie, une ide´e naturelle est de trouver un ze´ro de
H(·, 0), et d’essayer de construire une face centre´e sur ce point. La premie`re
e´tape, trouver un ze´ro de l’homotopie au de´but de la continuation, est cense´e
eˆtre facile : cela fait justement partie du principe de la continuation.
Cependant, la seconde partie, construire une face centre´ sur cette solu-
tion, ne garantit pas que cette face soit comple`tement e´tiquete´e. En effet,
la face doit contenir un ze´ro de l’approximation affine de H sur la face,
ce qui n’est pas la meˆme chose qu’un ze´ro de H elle-meˆme. En pratique,
suivant la re´gularite´ de l’homotopie aux environs du ze´ro de de´part, une
face suffisamment petite peut se re´ve´ler comple`tement e´tiquete´e (des faces
plus grandes signifient en ge´ne´ral une approximation moins pre´cise de H,
et sont donc moins susceptibles d’eˆtre comple`tement e´tiquete´es). Toutefois,
un point ennuyeux est que l’utilisation d’une petite triangulation me`ne a`
un grand nombre de simplexes parcourus, d’ou` un grand temps de calcul
au final. Plus important, Cette strate´gie ne fonctionne pas toujours, parfois
meˆme des tailles ridiculement faibles ne donnent pas de face comple`tement
e´tiquete´e. Nous aimerions donc une me´thode qui permette d’obtenir une
face comple`tement e´tiquete´e pour une taille de triangulation donne´e. Pour
l’initialisation du chemin l’on cherche une face en λ = 0, mais l’on verra que
plus ge´ne´ralement, trouver une face comple`tement e´tiquete´e a` un certain
niveau λj peut eˆtre e´galement utile.
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2.2.1 Principe
Le principe d’une homotopie de jonction suit l’ide´e (cf par exemple
[2], Lemme 13.2.6 page 183) que si l’e´tiquetage est affine, alors il est bien
plus aise´ de trouver une face comple`tement e´tiquete´e. Plus pre´cise´ment, on
conside`re une homotopie Hj qui se de´roule a` un λj fixe´ par rapport au suivi
de chemin principal, et qui utilise son propre parame`tre λ′ ∈ [0, 1]. On essaye
de connecter une application z 7→ A (z − zj) a` H(·, λj), avec la matrice A
choisie de manie`re a` fournir une approximation affine acceptable de H(·, λj)
pre`s du point de de´part zj de la jonction. Dans le cas de l’initialisation,
pour λ = 0, ce point de de´part est typiquement la solution z0 obtenue par
un solveur non-line´aire applique´ a` H(·, 0) = 0. La diffe´rence avec l’homoto-
pie principale est que construire une premie`re face comple`tement e´tiquete´e
pour l’e´tiquetage affine est bien plus simple, comme il coincide avec son ap-
proximation sur la face. Ainsi si A est non singulie`re, la face centre´e sur zj
est comple`tement e´tiquete´e. La taille de triangulation pour cette homotopie
de jonction est la taille δ souhaite´e pour la face comple`tement e´tiquete´e, a`
l’exception de la taille suivant le parame`tre homotopique λ′, dont on reparle
plus bas.
Cette homotopie interme´diaire est cense´e eˆtre rapide, ne reque´rant qu’un
faible nombre de simplexes, pourvu que nous ayons une matrice A accep-
table. Dans cette optique, on essaye de minimiser le nombre d’e´valuations de
H en utilisant une triangulation “abrupte”, avec une taille de 1 suivant λ′.
Ainsi, les sommets de la jonction ve´rifient soit λ′ = 0 ou λ′ = 1 (les deux cor-
respondant toujours a` λj sur le chemin principal), et on de´finit l’e´tiquetage
pour Hj : {
Hj(z, λ′) = A (z − zj) si λ′ = 0
Hj(z, λ′) = H(z, λj) si λ′ = 1.
Seuls les simplexes au niveau λ′ = 1 requie`rent une e´valuation de H, tandis
que les autres en λ′ = 0 ne mettent en jeu que certaines ope´rations ma-
trices/vecteurs.
Il est bien suˆr possible de fixer un pas plus petit suivant λ′, et d’utiliser
un e´tiquetage de la forme”
Hj(z, λ′) = (1− λ′) A (z − zj) + λ′H(z, λj)
Toutefois, ceci ne´cessite davantage d’appels a` H, ce que l’on souhaite e´viter
puisque l’essentiel du couˆt nume´rique provient de ces appels (ceci vient du
fait que H est dans notre cas une fonction de tir, avec inte´gration d’un
(IV P )). De meˆme, utiliser le premier e´tiquetage avec un pas plus petit
que 1 pour λ′ a e´te´ abandonne´, pour les meˆmes raisons. En fait, comme
ils conduisent a` des jonctions plus longues, la seule justification de ces
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e´tiquetages moins abrupts serait de permettre des jonctions plus difficiles,
qui e´choueraient autrement. Le cas des jonctions difficiles a finalement plutoˆt
e´te´ re´solu en amont, en imposant certaines restrictions sur l’utilisation des
jonctions dans le cas de la triangulation adaptative, comme on le verra plus
tard.
2.2.2 Applications
Comme on l’a dit, les homotopies de jonction ont d’abord e´te´ introduites
pour l’initialisation du suivi de chemin, c’est-a`-dire trouver la premie`re face
comple`tement e´tiquete´e.
Une autre possibilite´ offerte par ces jonctions est de changer la taille
de la triangulation au cours du suivi de chemin. L’ide´e de changer la taille
des simplexes le long du chemin de ze´ros pour ame´liorer le suivi n’est pas
nouvelle. Elle est en particulier illustre´e par les triangulations raffine´es, qui
utilisent typiquement de grands simplexes au de´but pour un progression ra-
pide, puis de plus en plus petits pour une bonne pre´cision de la solution
a` la convergence. Dans ce cas, la taille variable des simplexes est une pro-
prie´te´ structurelle de la triangulation, qui conduit souvent a` des re`gles de
pivotage assez complexes, les changements de “niveaux” devant eˆtre pris en
compte. Dans des circonstances favorables ces triangulations peuvent don-
ner des re´sultats impressionnants (voir 1.1.1 page 6). Cependant, leur utili-
sation sur les proble`mes de controˆle optimal que nous e´tudions s’est re´ve´le´e
assez de´cevante, c’est pourquoi nous avons tente´ autre chose. A la base, on
choisit d’interrompre le suivi de chemin a` certains points, et on essaye de
de´terminer une “meilleure” taille de triangulation (cette e´tape est de´taille´e
plus loin dans 2.3, page 36). On proce`de alors a` une homotopie de jonction
pour obtenir une premie`re face comple`tement e´tiquete´e pour cette nouvelle
triangulation, avant de reprendre le suivi de chemin a` partir de la`.
Pour finir, une troisie`me application des jonctions peut eˆtre le raffinage
de solution, ou` on essaye de trouver une meilleure solution que celle obtenue
a` la fin du suivi de chemin. Une fac¸on possible de proce´der est de tenter
une suite de jonctions a` la fin du chemin, avec des tailles de triangulation
de´croissantes (voir 2.4.2 page 52 pour plus de de´tails).
Remarque : il est a` noter que l’imple´mentation des homotopies de jonc-
tion est telle que la triangulation utilise´e pour la jonction peut eˆtre d’un
type diffe´rent de celui de la triangulation pour le suivi de chemin principal.
La seule restriction est qu’une jonction doit utiliser une triangulation uni-
forme, puisque son objectif est justement de fournir une face comple`tement
e´tiquete´e pour une taille donne´e. Par exemple, si on choisit une triangula-
tion uniforme (comme K1, J1 ou D1), les jonctions utiliseront le meˆme type
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de triangulation, pour faciliter les raccordements entre jonctions et homo-
topie principale. Par contre, la jonction d’initialisation en λ = 0 pour un
suivi avec une triangulation raffine´e (J3 ou J4) doit utiliser une triangu-
lation uniforme pour trouver la premie`re face. Ceci implique une e´tape de
conversion de la face obtenue par la jonction vers le type de triangulation
du chemin principal, ce qui fort heureusement se fait assez simplement en
pratique.
2.2.3 Formulations pratiques
On rappelle que nous cherchons pour la jonction une approximation de
H(·, λj) sous la forme z 7→ A(z − zj). La premie`re ide´e que nous avons
imple´mente´e est tout simplement de prendre pour A une approximation de la
Jacobienne de H(·, λj), calcule´e grossie`rement par diffe´rences finies centre´es.
Remarques : Il existe d’autres possibilite´s pour obtenir directement la
Jacobienne de H, comme utiliser l’e´quation variationnelle du proble`me de





On suppose que φ est continue, et continuˆment diffe´rentiable par rapport a`
y. Si yˆ(·, β) est une solution de (IV P ), alors dyˆdβ est une solution de
(Eq. V ar.)
{
Y˙ = ∂φ∂y (y) Y
Y (0) = Id
Cette proprie´te´ peut servir a` obtenir les de´rive´es de la fonction de tir, mais
la re´gularite´ requise est trop importante dans notre contexte. Ceci dit, il
existe e´galement des moyens plus sophistique´s pour calculer ces de´rive´es, en
particulier la “diffe´rentiation nume´rique interne” (IND) pre´sente´e par Bock
dans [9]. Toutefois. comme on s’attend a` une faible re´gularite´ des proble`mes
e´tudie´s, notre objectif est en fait de trouver une formulation qui ne s’ap-
puie pas sur l’usage des de´rive´es. C’est pourquoi nous n’avons pas vraiment
concentre´ nos efforts sur un calcul intelligent de ces de´rive´es, et avons sim-
plement utilise´ les diffe´rences finies jusqu’a` ce que l’on trouve une meilleure
formulation pour les jonctions.
Le principal de´savantage de cette premie`re formulation est qu’il faut
choisir avec soin le pas de diffe´rences finies. Dans notre cas, l’homotopie est
une fonction de tir, dont l’e´valuation requiert l’inte´gration d’un proble`me a`
valeur initiale. Cette inte´gration donne lieu a` une certaine erreur, suivant
le type d’inte´grateur utilise´, ainsi que le nombre de pas (a` pas fixe) ou les
tole´rances (a` pas variable). Si le pas est trop grand, l’approximation de la
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Jacobienne peut eˆtre tre`s mauvaise, voire inutilisable. D’un autre coˆte´, un
pas trop petit par rapport a` la pre´cision de l’inte´gration peut produire du
“bruit nume´rique” tout aussi geˆnant en diffe´renciant les erreurs.
De plus, il y a la question de la sensibilite´ de l’homotopie par rapport a`
certaines composantes de l’inconnue. Lie´ avec la mise a` l’e´chelle de l’inconnue
z, ceci peut rendre plus adapte´e l’utilisation de diffe´rents pas hi, i = 1, . . . , n
au lieu d’un pas uniforme h pour toutes les dimensions. De meˆme, la taille
de la face courante peut e´galement intervenir, comme on voudrait que l’ap-
proximation soit valide au voisinage de la face de de´part de la jonction (les
jonctions sont cense´es trouver une face comple`tement e´tiquete´e pre`s de leur
point de de´part, sans trop s’e´loigner). On essaye alors de modifier l’ide´e
pre´ce´dente pour refle´ter ce lien entre le pas de diffe´rence finies et la taille de
triangulation. On fixe ainsi le pas en divisant la taille δ des simplexes par





Les expe´rimentations nume´riques sugge`rent que des valeurs de k entre 10
et 1000 donnent ge´ne´ralement les meilleurs re´sultats. Cette variante est un
peu meilleure que la pre´ce´dente, mais souffre toujours de la sensibilite´ au
pas (ie le choix de k ici), ce qui semble une conse´quence ine´vitable de l’uti-
lisation des diffe´rences finies. Quoi qu’il en soit, on s’attend de toute fac¸on
a` rencontrer des fonctions de tir qui risquent de ne pas eˆtre diffe´rentiables.
C’est pourquoi on souhaite trouver une autre me´thode, qui ne fasse pas
appel aux de´rive´es. Une possibilite´ est d’utiliser directement l’approxima-
tion de H(·, λj) par interpolation sur les sommets de la face de de´part de
la jonction. Ceci introduit tout d’abord une le´ge`re modification par rapport
a` la formulation pre´ce´dente du type z 7→ A(z − zj), car on pre´fe`re ici tra-
vailler avec les coordonne´es barycentriques de z et zj dans la face de de´part
[v1, . . . , vn+1]. On pose donc
F =
 1 . . . 1
v1 . . . vn+1
 ,













On rappelle la matrice d’e´tiquetage de la face [v1, .., vn+1]
L =
 H(v1, λj) . . . H(vn+1, λj)
 .
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et on de´finit l’e´tiquetage affine de la jonction par
z 7→ L (zˆ − zˆj).
Cette expression s’annule en z = zj , et coincide avec H(·, λj) sur les sommets
vi, ∀i ∈ [1..n+1], et nous pouvons l’utiliser pour la jonction. L’ame´lioration
majeure de cette seconde formulation est de ne pas utiliser de de´rive´es,
comme on s’attend a` une faible re´gularite´ des homotopies. Un autre avan-
tage (quoique mineur) est que l’initialisation de la fonction ne requiert que
n appels de l’homotopie, contre 2n auparavant.
Re´sume´ :
• Premie`re formulation : A ≈ Jac(H(·, λj)) par diffe´rences finies, avec un
pas h uniforme ou proportionnel a` la taille δ.
• Seconde formulation : utilise l’approximation affine de H(·, λj) sur la face
de de´part, pas de de´rive´es.
Une comparaison nume´rique de ces formulations sur les proble`mes de
transferts orbitaux est de´taille´e en 3.4.2, page 81. Globalement, les tests
indiquent que la seconde formulation est effectivement plus stable que la




Une des raisons ge´ne´ralement admises de la lenteur des algorithmes sim-
pliciaux par rapport a` la continuation diffe´rentielle est la difficulte´ d’adapter
la triangulation au chemin suivi. Contrairement aux me´thodes Pre´dicteur-
Correcteur, ou` la direction de recherche et la pas de progression sont calcule´s
automatiquement pour suivre au mieux le chemin, les me´thode simpliciales
sont intrinse`quement prive´es de tels me´canismes, de par la taille fixe´e des
simplexes.
Certes, les triangulations raffine´es sont une fac¸on e´le´gante d’introduire
des simplexes de taille variable, mais cette taille ne prend pas en compte le
chemin re´ellement suivi, et n’est donc pas ne´cessairement bien adapte´e. De
fait, nous avons constate´ que les proble`mes que nous e´tudions se preˆtent mal
a` ce type de triangulation. En bref, la sensibilite´ de l’homotopie empeˆche
l’usage de grands simplexes au de´marrage, tandis que de petits simplexes
peuvent rendre l’algorithme plus vulne´rable aux difficulte´s nume´riques si la
re´gularite´ du chemin est faible vers la fin. A part dans le cas de l’exemple
simple du 1.1.1, la plupart du temps nous ne sommes pas parvenus a` utiliser
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de fac¸on satisfaisante les triangulations raffine´es (J3, J4).
De plus, meˆme avec une K1 basique, que l’on a finalement retenue pour la
plupart des expe´rimentations en raison de la fiabilite´ dont elle a fait preuve,
le choix de la taille se re´ve`le une question non triviale. Trop grande, et l’ap-
proximation est trop loin du chemin de ze´ros pour effectuer avec succe`s le
suivi de chemin. Trop petite, et le suivi est extreˆmement long. Et bien suˆr,
il n’est gue`re efficace de devoir essayer plusieurs suivis avec diverses tailles
juste pour trouver la mieux adapte´e a` un proble`me particulier.
On souhaiterait donc adapter dynamiquement la triangulation au suivi
de chemin, pour ame´liorer la rapidite´ et/ou la pre´cision de la continuation.
Pour des raisons pratiques, on choisit de n’effectuer cette e´tape d’adapta-
tion que lorsque l’algorithme atteint un certain “niveau” λ = λi, c’est-a`-dire
quand on a une face comple`tement e´tiquete´e dont tous les sommets appar-
tiennent a` Rn×λi. A ce moment-la` on calcule la nouvelle taille (voir 2.3.2),
d’apre`s la taille courante et le chemin parcouru depuis le niveau pre´ce´dent
λ = λi−1, comme de´crit dans la suite. On proce`de ensuite a` une homotopie
de jonction (cf 2.2) pour obtenir une face comple`tement e´tiquete´e pour cette
nouvelle taille de triangulation. Le suivi de chemin peut alors continuer a`
partir de cette face avec la nouvelle triangulation, jusqu’au prochain niveau
λi+1. Ces e´tapes adaptatives e´taient a` l’origine effectue´es dans les deux sens,
c’est-a`-dire e´galement quand on revenait au niveau pre´ce´dent λ = λi−1. Ce-
pendant, il se trouve que dans tous les proble`mes e´tudie´s ici les chemins
semblent eˆtre monotones, avec un λ croissant. Dans ce cas, un retour en
arrie`re indique simplement que l’on s’e´carte localement du chemin, et doit
plutoˆt eˆtre simplement ignore´, pour ne pas perturber davantage le suivi. Le
plus souvent, ces “redescentes” ne durent de toute fac¸on que le temps de
quelques simplexes, apre`s quoi les choses rentrent dans l’ordre et le suivi se
poursuit a` λ croissant.
Remarque : cette proce´dure, bien qu’assez simple dans son principe, est
en pratique un peu de´licate et requiert une imple´mentation soigne´e pour te-
nir compte de certains cas particuliers. Il s’agit en fait de la partie la plus
technique du code Simplicial, et une description de´taille´e ligne par ligne se-
rait extreˆmement fastidieuse (et d’un inte´reˆt discutable...) pour le lecteur.
Toutefois, on souhaite mentionner ici rapidement certains points qui nous
semblent dignes d’inte´reˆt.
• Tout d’abord, il est parfois possible d’e´viter comple`tement l’homoto-
pie de jonction, et de juste rede´marrer le suivi avec la nouvelle triangula-
tion. Ceci se produit lorsque la face de de´part de la jonction est en fait
de´ja` comple`tement e´tiquete´e pour l’homotopie principale H(·, λi) (la raison
d’eˆtre de la jonction e´tant justement de trouver une telle face). On teste
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donc cette possibilite´ juste avant de commencer la jonction, et on la sup-
prime le cas e´che´ant. Cette situation apparait re´ellement en pratique, meˆme
si elle ne semble pas si fre´quente que cela. Comme le test consiste sim-
plement a` ve´rifier si une matrice est lexicographiquement positive, et a le
meˆme couˆt que l’initialisation de la jonction (et nettement moins que celui
d’une jonction comple`te), je pense qu’il est plus avantageux de traiter ce cas.
Un autre cas de est celui ou` le calcul de la nouvelle triangulation aboutit
en fait a` garder la meˆme taille jusqu’au prochain niveau. Visiblement il n’y
a alors pas besoin d’une jonction, le suivi doit juste continuer normalement.
Toutefois, ceci doit eˆtre de´tecte´ se´pare´ment, car on ne rentre pas dans le cas
pre´ce´dent : on avait bien suˆr de´ja` une face comple`tement e´tiquete´e avant la
jonction, mais la face de de´part de la jonction est elle construite avec (z∗i , λi)
(le ze´ro courant de l’approximationHT deH) comme isobarycentre. Ainsi les
sommets de cette face ne coincident pas avec les pre´ce´dents, meˆme si la taille
reste inchange´e (en the´orie, ils pourraient coincider, si z∗i e´tait exactement
l’isobarycentre de la face...). Avec un brin de malchance, il est tout a` fait
possible que cette face de de´part ne soit pas comple`tement e´tiquete´e pour
H(·, λi), comme cette proprie´te´ de´pend de l’approximation sur la face. On
traite donc ce cas a` part, pour e´viter le risque d’une jonction et d’un pseudo
changement de taille inutiles. L’e´conomie est non ne´gligeable, car cette si-
tuation est assez fre´quente en pratique, en raison de l’inertie incorpore´e au
calcul de la nouvelle taille (pour limiter les modifications intempestifs, voir
plus loin).
Note : on rappelle juste qu’en cas d’augmentation de la taille, la nouvelle
face n’a pas de raisons particulie`res d’eˆtre comple`tement e´tiquete´e, meˆme si
elle contient une telle face. On ne peut donc pas ici se passer de la jonction
directement (on peut toutefois encore se retrouver dans le premier cas men-
tionne´ plus haut).
• Un autre point est que, malheureusement, il n’est pas garanti qu’une
jonction converge, et ce qui est plus important, en un temps raisonnable.
Etant donne´ qu’un des objectifs de la triangulation adaptative est d’acce´le´rer
le suivi de chemin, il semble e´vident que le couˆt des jonctions doit eˆtre
controˆle´ d’une fac¸on ou d’une autre. Sinon, on risque de passer plus de
temps a` effectuer les jonctions que ce qu’on gagne sur le chemin principal
avec l’adaptatif. Cette inquie´tude est en pratique tout a` fait justifie´e, comme
le montrent les expe´riences sur les proble`mes de transferts orbitaux au 3.4,
page 73.
Je n’ai pas trouve´ de panace´e pour cette difficulte´, et ce qui m’a semble´
le plus efficace est de borner relativement bas le nombre de simplexes au-
torise´s pour les jonctions, sachant qu’elles sont suppose´es eˆtre courtes de
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toute fac¸on. Si la jonction ne parvient pas a` s’effectuer dans cette limite (ou
si elle e´choue pour tout autre raison d’ailleurs), on annule simplement le
changement de taille et on garde l’actuelle jusqu’au prochain niveau. Cette
limitation devrait eˆtre fixe´e de telle sorte qu’elle ne bride pas la comple´tion
des jonctions dans la plupart de cas, comme on veut simplement re´gler le cas
isole´ des jonctions a` proble`mes a` un couˆt raisonnable. Les tests nume´riques
sugge`rent que cette approche fonctionne bien avec une limite de 100 sim-
plexes par exemple. Accessoirement, fixer une limite tre`s basse (50 ou moins)
cause en fait plus de mal que de bien, en bloquant la plupart des jonctions,
ce qui de´grade fortement tout le me´canisme adaptatif. D’un autre coˆte´, une
contrainte trop laˆche (au-dela` de 500) est peu efficace, car elle permet aux
jonctions rate´es de “gaspiller” davantage de simplexes.
Une ide´e un peu plus sophistique´e est d’annuler une jonction avant la
limite si sa progression est insuffisante (par exemple si le parame`tre λ′ n’a
pas atteint une certaine valeur apre`s un certain nombre de simplexes). Ce-
pendant, le choix pratique de ces valeurs semble en pratique tre`s hasardeux,
et les tests re´alise´s sur cette ide´e n’ont pas e´te´ tre`s convaincants pour l’ins-
tant.
• Un phe´nome`ne inte´ressant (mais heureusement rare) qui se produit
parfois est une “redescente” du suivi en λ = 0 apre`s une jonction. Une ex-
plication probable est alors l’existence de deux chemins de ze´ros distincts,
proches l’un de l’autre a` un certain niveau λi. Une jonction qui se produit a`
cet endroit peut de´vier et aboutir a` une face comple`tement e´tiquete´e corres-
pondant a` l’autre chemin. L’algorithme peut alors suivre celui-ci jusqu’en
λ = 0, ce qui accessoirement donne un autre ze´ro de H(·, 0). Si on trace les
projections du chemin (avec λ en ordonne´e), ceci est indique´ par une sorte
de “saut” horizontal au niveau de la jonction.
Une fac¸on simple et efficace de pre´venir ce type de comportement est tout
simplement de limiter le nombre de simplexes des jonctions, ce qui est en fait
de´ja` re´alise´ pour des raisons de performance, comme indique´ pre´ce´demment.
Cependant, on doit alors abandonner le changement de taille, et cette solu-
tion atteint de toute fac¸on ses limites si les deux branches sont tre`s proches
(peut-eˆtre par exemple si l’on est au voisinage d’une bifurcation). Dans ce
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cas, empeˆcher les “sauts” peut demander une limite si basse que cela revient
a bloquer la plupart des jonctions le long du chemin...
Incidemment, ces sauts ne me`nent pas ne´cessairement ensuite en λ = 0,
car le suivi peut tre`s bien continuer sur la deuxie`me branche et finalement
converger. Un exemple de ce comportement est de´crit au chapitre 3, plus
pre´cise´ment au 3.4 (page 73).
• Une dernie`re remarque concernant le changement de triangulation est
que l’on perd the´oriquement la proprie´te´ selon laquelle un algorithme sim-
plicial ne boucle pas. Toutefois, nous n’avons pas rencontre´ ce cas de lors
des nombreux tests effectue´s, et ce risque semble donc assez hypothe´tique.
2.3.2 Calcul de la nouvelle taille
Supposons donc que nous ayons atteint un certain niveau λi, comment
pouvons-nous adapter la taille courante δ pour ame´liorer le suivi de che-
min ? On de´crit ici les deux me´canismes d’adaptation que nous utilisons en
pratique.
Le premier, que l’on appelle “controˆle de de´viation”, se sert de la norme
de l’homotopie H a` la solution courante zi pour mesurer la justesse du suivi
de chemin. En comparant cette norme a` un certain seuil de tole´rance, on
de´termine s’il est approprie´ ou non d’e´tendre ou re´duire uniforme´ment la
taille de triangulation.
Le second, appele´ “de´formation anisotrope”, est davantage en rapport
avec la direction globale prise par le chemin de ze´ros. On regarde le poids
relatif de chaque dimension dans la progression le long du chemin depuis
le niveau pre´ce´dent, et on peut alors de´cider d’augmenter ou de diminuer
la taille se´pare´ment pour chaque dimension (d’ou` le nom du proce´de´). Les
expe´rimentations nume´riques indiquent que la premie`re approche est mieux
adapte´e au gain de performance, tandis que la seconde est plus oriente´e vers
une meilleure pre´cision. On essaye naturellement de combiner au mieux ces
deux aspects, ce que l’on de´signe par “mode adaptatif complet”.
Remarque : dans ces deux me´canismes, la dernie`re composante de la
taille, δn+1, qui correspond au parame`tre homotopique λ, est traite´ a` part.
La raison en est que ce pas a une forte influence sur le suivi de chemin global,
car il donne la “hauteur” du prochain niveau, auquel le prochain changement
de triangulation peut se produire. C’est pourquoi nous sommes plus restrictifs
lorsqu’il s’agit de modifier ce pas, pour garder un meilleur controˆle du mode
adaptatif. De plus amples de´tails sur ce cas particulier sont donne´s dans la
suite, en particulier dans la description du mode adaptatif complet.
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Controˆle de de´viation
A la base, la premie`re me´thode que l’on utilise consiste a` adapter la taille
de triangulation pour le prochain niveau en fonction de la qualite´ du suivi au
niveau courant λi. Si l’on estime que le suivi se passe bien, on peut raison-
nablement augmenter la taille pour ame´liorer la performance. Au contraire,
si l’on semble s’e´loigner du chemin de ze´ros, re´duire la taille peut aider a`
revenir sur les rails. La question est, bien suˆr, comment e´valuer la pre´cision
du suivi de chemin en l’e´tat courant.
Une fac¸on simple d’avoir une telle indication est de tester la validite´ de
l’approximation affine de l’homotopie sur la face courante. Plus pre´cise´ment,
on conside`re la solution courante (zi, λi) qui est cense´e eˆtre un ze´ro de HT , et
on e´value la ve´ritable homotopie H en ce point. Si la norme de H(zi, λi) est
suffisamment basse, le suivi est conside´re´ assez pre´cis, et l’on peut augmenter
la taille. Si la norme est trop e´leve´e, le suivi est probablement trop grossier,
et l’on devrait re´duire la taille pour se rapprocher du chemin de ze´ros. Entre
les deux, on ne fait rien, la situation n’e´tant ni mauvaise au point de reque´rir
un ralentissement, ni assez bonne pour autoriser une acce´le´ration suˆre. Ce
dernier point est important, car le processus doit avoir une sorte d’iner-
tie pour e´viter par exemple une suite d’expansion/re´duction si les normes
teste´es restent au voisinage de la tole´rance.
Une remarque pre´ventive devrait eˆtre faite ici concernant l’ide´e de re´duire
la taille pour ame´liorer la pre´cision. Ceci est raisonnablement vrai en ge´ne´ral,
d’un point de vue qualitatif. Toutefois, il n’y pas en pratique de garantie
que l’on puisse garder la norme de H(zi, λi) en-dessous de seuils arbitraire-
ment bas, meˆme avec des tailles extreˆmement petites. De fait, le terme de
“tole´rance” peut eˆtre un peu trompeur ici, car il sugge`re un controˆle strict
de la norme de l’homotopie. Il s’agit en pratique plutoˆt d’une valeur indica-
tive “acceptable” pour la norme, que l’on essaye (de manie`re assez laˆche) de
respecter. Voyons maintenant d’un peu plus pre`s cette histoire de de´viation.
On utilise ici les notations suivantes :
– zi de´signe le noeud du chemin de ze´ro au niveau courant, qui est donc
le ze´ro de HT (·, λi) contenu dans la face comple`tement e´tiquete´e du
niveau λi.
– htol est la tole´rance (indicative) par rapport a` laquelle on de´termine
l’e´ventuelle re´duction ou expansion de la taille de triangulation.
Algorithme :
Si |H(zi, λi)| < htol × 10−1
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Alors δj ← δj × 2 , j ∈ [1..n+ 1]
Sinon si |H(zi, λi)| > htol × 10
alors δj ← δj/2 , j ∈ [1..n+ 1]
Sinon si |H(zi, λi)| > htol
Alors δj ← δj/2 , j ∈ [1..n]
Remarques :
• Le pas δn+1 est traite´ diffe´remment, car il a un impact sur l’ensemble
du mode adaptatif. A part ce cas particulier, toutes les autres dimensions
sont traite´es de la meˆme fac¸on, contrairement a` la de´formation anisotrope
de´crite ci-apre`s.
• Les essais nume´riques tendent a` indiquer que ce proce´de´ est plus ap-
proprie´ au gain de performance, par une augmentation controˆle´e de la taille
de triangulation. A l’inverse, vouloir satisfaire une tole´rance trop basse sur
la norme me`ne rapidement a` une taille tre`s faible, avec un couˆt prohibitif
en termes de simplexes parcourus.
• En raison de la mise a` l’e´chelle applique´e a` z et y = (x, p), l’ordre de
grandeur des valeurs de H le long du chemin n’est ge´ne´ralement pas trop
e´tendu en pratique. En conse´quence, la plage de valeurs pertinentes pour le
parame`tre htol est heureusement e´galement limite´e. Typiquement, le re´glage
par de´faut a` 10−1 a e´te´ choisi pour obtenir un e´quilibre satisfaisant entre le
gain de performance et la perte de pre´cision. Une valeur de 1 correspond a`
un suivi plus agressif, et peut donner une plus grande rapidite´, au prix de la
stabilite´. D’un autre coˆte´, une tole´rance de 10−2 impose un comportement
plus prudent, ce qui peut avoir un couˆt e´leve´. D’apre`s nos expe´rimentations,
choisir une tole´rance au-dela` de ces valeurs est soit trop laxiste ou restrictif,
et donne des re´sultats me´diocres dans les deux cas, avec un suivi respecti-
vement tre`s instable ou tre`s lent.
Voici un exemple d’application du controˆle de la de´viation, applique´ a`
l’exemple simple du 1.1.1. Sur ce proble`me tre`s facile, on voit une augmen-
tation re´gulie`re de la taille de la triangulation le long du chemin, jusqu’a`
atteindre la convergence en λ = 1 (on note que le dernier niveau est redi-
mensionne´ suivant λ pour ne pas de´passer λ = 1).
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Controˆle de de´viation sur le proble`me de´mo - taille initiale 10−1 et 10−2
De´formation anisotrope
Le second me´canisme adaptatif tente de prendre en compte l’anisotro-
pie du chemin suivant les diffe´rentes composantes de l’inconnue z. Pour la
jeme dimension, si la taille correspondante δj est trop grande, les sommets
risquent de s’e´loigner du chemin de ze´ros. Cela n’est pas ne´cessairement
ne´faste, par exemple si l’on ne perd qu’un peu de pre´cision tout en ayant
un suivi rapide. Cependant, si l’homotopie est sensible par rapport a` cette
composante particulie`re de z, ces sommets e´loigne´s peuvent obtenir des
e´tiquetages tre`s hasardeux, voire meˆme causer des erreurs nume´riques lors
de l’e´valuation de l’homotopie. Cette difficulte´ est bien re´elle dans notre cas,
ou` l’homotopie est une fonction de tir et z l’inconnue du proble`me a` valeur
initiale. A cause de l’inte´gration nume´rique effectue´e pour e´valuer l’homo-
topie, des variations relativement faibles de l’e´tat adjoint initial peuvent
conduire a` des trajectoires comple`tement diffe´rentes, ou pire quitter le do-
maine de de´finition de la fonction de tir. Incidemment, ce phe´nome`ne peut
eˆtre encore amplifie´ par la mise a` l’e´chelle de z, qui doit parfois eˆtre relaˆche´e
pour re´duire la sensibilite´ de la fonction de tir (c’est en particulier le cas
pour le proble`me de transfert orbital e´tudie´ au chapitre 3, ou` l’inte´gration
peut eˆtre tre`s longue).
Clairement, re´tre´cir la taille de triangulation rapproche me´caniquement
les sommets du chemin de ze´ros, mais implique e´galement davantage de sim-
plexes, et un suivi plus long. C’est le meˆme proble`me que si l’on choisit la
taille initiale trop petite au de´part, ou` on n’a aucune ide´e a priori de l’allure
du chemin. C’est pourquoi si la taille δj est trop faible par rapport a` la
progression du chemin suivant la jeme dimension, on est inutilement proche
du chemin pour cette dimension. Dans ce cas, si on augmente le´ge`rement δj ,
on doit pouvoir progresser plus rapidement sans trop s’e´loigner du chemin.
L’un dans l’autre, il s’agit d’une approche assez qualitative : on essaye de
contracter et/ou dilater la triangulation suivant certaines dimensions pour
mieux correspondre au chemin de ze´ros, et on espe`re ainsi ame´liorer a` la fois
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la pre´cision et la rapidite´ du suivi. On donne ci-dessous une vue sche´matique
de cette de´formation anisotrope en dimension 2. On conside`re un chemin
“de´se´quilibre´”, qui progresse nettement plus suivant la deuxie`me dimension
que la premie`re, donc l’ide´e ge´ne´rale est d’accroitre la taille δ2 et de re´duire
δ1. On repre´sente d’abord les simplexes transversaux qui peuvent eˆtre tra-
verse´s par le suivi avec une taille isotrope (δ1 = δ2). Les deux graphes
suivants illustrent l’effet attendu pour δ2 double´ et δ1 re´duit de moite´ res-
pectivement, tandis que le dernier graphe combine les deux modifications.
Illustration sche´matique du me´canisme de de´formation anisotrope
δ1 = δ2 , δ2 ← δ2 ∗ 2 , δ1 ← δ1/2 , (δ1, δ2)← (δ1/2, δ2 ∗ 2)
On voudrait donc que les re´ductions de taille permettent d’e´viter les som-
mets trop e´loigne´s du chemin, tandis que les augmentations re´duisent le
nombre global de simplexes parcourus. Ces deux aspects sont naturellement
antagonistes, et l’on espe`re pouvoir les combiner de fac¸on a` profiter des deux
avantages.
En pratique, on utilise l’information sur la progression re´alise´e depuis le
niveau pre´ce´dent (de λi−1 a` λi) pour de´terminer si certaines composantes
de la taille doivent eˆtre modifie´es pour le prochain niveau. Bien suˆr, on s’at-
tend implicitement a` ce que le chemin de ze´ros se comporte plus ou moins
de la meˆme fac¸on sur [λi, λi+1], ce qui explique pourquoi la de´formation ani-
sotrope fonctionne ge´ne´ralement mieux avec des niveaux relativement petits.
De plus, il faut eˆtre prudent avec ces modifications de taille : des chan-
gements brutaux peuvent avoir un effet de´sastreux, passant d’une taille trop
grande a` une trop faible, et vice-versa. C’est pourquoi nous avons finalement
limite´ les changements a` un facteur entre 0.5 et 2, et meˆme abandonne´ les
valeurs interme´diaires : on se contente de doubler ou re´duire de moitie´ la
taille δj quand on l’estime judicieux, et on la laisse inchange´e sinon. Ce der-
nier point est important, car il introduit une forme d’inertie, comme pour le
controˆle de de´viation de´crit pre´ce´demment. Cet aspect est ne´cessaire pour
les meˆmes raisons, en particulier pour e´viter un phe´nome`ne de yoyo, lors-
qu’une taille δj subit une se´rie d’augmentations/diminutions apre`s qu’une
valeur bien adapte´e au chemin ait e´te´ trouve´e.
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On utilise ici les notations suivantes :
– δ est la taille de triangulation, un vecteur de dimension n + 1 ; δn+1
est donc le pas suivant λ
– zi−1 et zi de´signent les noeuds du chemin aux niveaux pre´ce´dent et
courant. Cela signifie que zi−1 est un ze´ro de HT (·, λi−1) et zi un ze´ro
de HT (·, λi)
– ∆ est la progression depuis le dernier niveau, remis a` l’e´chelle de la
taille, ie
∆j =
|zij − zi−1j |
δj
, j ∈ [1..n]
– progressup > 1 > progresslow > progresstoolow sont trois seuils dont
les valeurs par de´faut sont 2, 0.2 et 0.1. Pour de´terminer si la taille
δi doit eˆtre augmente´e, re´duite ou laisse´e inchange´e, on compare le
ratio “progression suivant j-e`me dimension divise´e par la progression
moyenne” a` ces seuils, comme indique´ ci-dessous.





Alors δj ← δj × 2
Sinon si ∆j ≤
P
k∆k




Alors δj ← δj/2
Suivant le principe explique´ ci-dessus, progressup devrait indiquer une
progression clairement supe´rieure a` la moyenne, et progresslow une progres-
sion nettement infe´rieure a` la moyenne. De plus, l’e´cart entre ces deux seuils
de´limite une zone d’inertie, dans laquelle on ne modifie pas la taille. Cette
inertie est ne´cessaire pour une meilleure stabilite´ de la de´formation, comme
pour le controˆle de de´viation vu auparavant.
Le troisie`me seuil progresstoolow a e´te´ introduit spe´cifiquement pour
empeˆcher le cas de ennuyeux ou` une taille δj tend vers 0 quand il n’y a
presque plus de progression suivant une certaine dimension j (ce qui corres-
pond a` un chemin presque “vertical” sur repre´sentation de la j-e`me compo-
sante). Ce type de situation se rencontre effectivement en pratique, ce qui
nous a conduit a` cette mesure pre´ventive.
Remarques :
• La composante δn+1 n’est ici pas modifie´e, pour e´viter d’interfe´rer avec
le controˆle de de´viation (qui lui peut modifier ce pas), et garder un certain
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controˆle sur l’e´volution de ce pas.
• En ce qui concerne le double objectif de la de´formation anisotrope, les
sche´mas ci-dessus de´crivent bien suˆr une situation ide´ale. On constate en
pratique que ce me´canisme est mieux adapte´ a` l’ame´lioration de la pre´cision
du suivi, plutoˆt qu’au gain de performance. Ceci n’est pas vraiment contra-
riant, car il comple´mente ainsi a` point nomme´ les effets du controˆle de
de´viation.
Voici une comparaison de diffe´rents re´glages pour les trois seuils ani-
sotropes progressup,low,toolow, mene´e sur la formulation BVP discre´tise´ des
proble`mes d’arcs singuliers e´tudie´s au chapitre 4. Pour chaque re´glage les
colonnes indiquent le temps total du suivi en secondes (a` un facteur 10
pre`s pour une meilleure lisibilite´), le nombre de simplexes de jonction, et le
nombre de simplexes du chemin principal. Le premier groupe de colonnes
a` gauche correspond a` la triangulation uniforme de re´fe´rence. Les quatre
groupes au milieu correspondent aux re´glages (2, 0.5, 0.1),(2, 0.2, 0.1), et
(1.5, 0.2, 0.1),(1.5, 0.5, 0.1). Les deux derniers groupes a` droite correspondent
aux re´glages sans inertie (1, 1, 0.1),(1, 1,−) (qui ne convergent pas pour la
K1(0.01) sur le Proble`me 1).
Comparaison de re´glages anisotropes - Proble`me 1 (dim 101)
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Triangulations K1(0.1) et K1(0.01).
Comparaison de re´glages anisotropes - Proble`me 2 (dim 82)
Triangulations K1(0.1) et K1(0.01).
Tout d’abord, les mauvais re´sultats (et meˆme l’e´chec pour le Proble`me 1
avec la K1(0.01)) des deux groupes a` droite illustrent le besoin d’une plage
d’inertie. Le re´glage (1, 1,−), qui modifie syste´matiquement toutes les com-
posantes de la taille, conduit a` un nombre affreux de simplexes pour les jonc-
tions et le chemin principal (parfois meˆme davantage que pour la re´fe´rence !),
avec un temps tre`s long. Le (1, 1, 0.1) est le´ge`rement moins mauvais, car il
limite la re´duction abusive des composantes avec une faible progression. Tou-
tefois, l’e´galite´ de progressup et progresslow handicape toujours grandement
cette configuration.
Si l’on examine les quatre configurations du milieu, on retrouve la meˆme
allure ge´ne´rale sur les quatre se´ries de tests. Le temps d’exe´cution apparait
meilleur pour les trois a` droite, spe´cialement pour (1.5, 0.2, 0.1), avec un
nombre de simplexes principaux particulie`rement bas. Cela n’est pas sur-
prenant, dans la mesure ou` il s’agit du re´glage le plus agressif : on augmente
les composantes qui ne de´passent que de 50% la progression moyenne, tan-
dis qu’on ne re´duit que celles en dessous d’un cinquie`me de la moyenne. A
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l’inverse, le re´glage le plus prudent, (2, 0.5, 0.1), est logiquement plus lent,
avec un nombre de simplexes principaux assez e´leve´.
Les deuxie`me et quatrie`me configurations, (2, 0.2, 0.1) et (1.5, 0.5, 0.1),
correspondent a` la plus grande et plus petite zone d’inertie respectivement.
Ceci est cohe´rent avec le nombre de simplexes de jonctions observe´, qui tend
a` eˆtre minimal (resp. maximal) pour ces re´glages. Les deux donnent des per-
formances moyennes en temps d’exe´cution, entre les premie`re et troisie`me
(la plus rapide) configurations.
Voici les re´sultats nume´riques, avec pour chaque configuration le nombre
de simplexes pour le chemin principal, les simplexes de jonction, le temps
d’exe´cution (en secondes) et la norme de l’homotopie a` la fin du chemin.
Proble`me 1, K1(10−1) et K1(10−2)
Re´glages Princ. Jonc. Temps |H|
2/0.5/0.1 24782 2774 932 0.122
2/0.2/0.1 14589 1101 534 0.078
1.5/0.2/0.1 6566 2345 293 0.077
1.5/0.5/0.1 12137 5840 648 0.100
1/1/0.1 26986 14673 1421 0.074
1/1/− 37277 9041 1573 0.158
Princ. Jonc. Temps |H|
400673 9453 13991 0.133
171224 39554 7214 0.098
32156 11441 1473 0.211
135807 41415 6031 0.083
xxx xxx xxx xxx
xxx xxx xxx xxx
Proble`me 2, K1(10−1) et K1(10−2)
Re´glages Princ. Jonc. Temps |H|
2/0.5/0.1 5998 1122 133 0.965
2/0.2/0.1 4311 778 95 0.894
1.5/0.2/0.1 3582 1454 93 1.040
1.5/0.5/0.1 5149 1660 126 0.890
1/1/0.1 6261 2932 170 0.829
1/1/− 8926 3056 220 0.812
Princ. Jonc. Temps |H|
93281 2778 1789 0.288
39208 1221 755 0.763
11424 8743 379 1.125
14462 16503 589 1.016
40031 16833 1052 0.432
71370 16122 1637 0.317
Bien que le re´glage (1.5, 0.2, 0.1) soit le plus rapide, on voit qu’il de´grade
assez fortement la norme finale. Au contraire, la configuration plus inertielle
(2, 0.2, 0.1) donne de meilleurs re´sultats, et semble un bon candidat pour la
combinaison avec le controˆle de de´viation. Accessoirement, les deux configu-
rations sans inertie ont une bonne norme finale (quand elles convergent...),
ce qui est simplement une conse´quence de la petite taille de simplexes a`
laquelle elles aboutissent...
Mode adaptatif complet
On souhaite maintenant combiner ces deux me´canismes de la fac¸on la
plus constructive possible. Comme mentionne´ pre´ce´demment, le principal
be´ne´fice que l’on peut tirer du controˆle de la de´viation est le gain de perfor-
mance. C’est pourquoi on choisit de conr la de´formation anisotrope avec des
re´glages assez conservatifs, pour contrebalancer la perte de pre´cision qui en
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de´coule. La formulation obtenue permet ge´ne´ralement un gain inte´ressant
sur le nombre de simplexes suivis, sans trop de´grader la pre´cision finale. En
fait, on parvient meˆme souvent a` avoir une meilleure norme a` la solution
qu’avec une triangulation uniforme de base, en plus de l’acce´le´ration du suivi.
Re´sume´ :
En pratique, on utilise typiquement les re´glages suivants pour le mode adap-
tatif complet :
• htol = 0.1 pour le controˆle de de´viation
• progressup,low,toolow = (2, 0.2, 0.1) pour la de´formation anisotrope
Ces valeurs tendent a` donner les meilleurs re´sultats sur les diffe´rents proble`mes
teste´s, meˆme si de meilleurs re´glages peuvent eˆtre trouve´s pour chaque proble`me
individuellement, avec un peu de pratique.
Pour finir, voici un certain nombre de remarques a` propos de la triangu-
lation adaptative dans son ensemble, et en particulier du pas suivant λ.
L’adaptation de la taille est faite pour le prochain niveau, en se basant
sur le suivi depuis le niveau pre´ce´dent. On rappelle que la “hauteur” de ces
niveaux est donne´e par la dernie`re composante de la taille, δn+1. Si ce pas est
trop grand, il n’y a que peu de niveaux au cours du chemin, et l’adaptation
est trop limite´e pour eˆtre efficace. A l’inverse, si le pas est trop petit, on
risque de perdre du temps en modifiant la taille a` de tre`s courts intervalles.
Il faut donc trouver un juste milieu, avec deux conse´quences pratiques.
Tout d’abord, il faut eˆtre prudent avec les modifications de δn+1 lors du
processus adaptatif. C’est pourquoi on l’a finalement retire´ de la de´formation
anisotrope, pour e´viter des interfe´rences potentielles avec les modifications
pouvant survenir lors du controˆle de de´viation. Il est alors plus facile de
garder la main sur son e´volution au cours du suivi, et on introduit de plus
une borne infe´rieure δmin sur δn+1 pour l’empeˆcher de devenir trop faible,
par exemple si la tole´rance pour la de´viation est re´gle´e trop bas. De plus, il
est parfois ne´cessaire de re´ajuster la valeur de δn+1 pour e´viter l’apparition
de sommets au-dessus de λ = 1 ou en-dessous de λ = 0. Finalement, on
applique a` la fin du calcul de la nouvelle taille de triangulation la contrainte
δmin ≤ δn+1 ≤ min(λ, 1− λ),
avec par exemple
δmin = 10−6.
Une illustration visuelle de ce point peut eˆtre trouve´e sur les graphes
page 42, ou` l’on voit que le dernier niveau est redimensionne´ pour respec-
ter la limite en λ = 1. En fait, les premie`res valeurs de δn+1 sont sur ces
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exemples e´galement modifie´es par rapport a` la borne en λ = 0, mais ceci
n’est pas visible sur les graphes a` cause de la petite taille initiale.
Ensuite, ceci explique pourquoi lors des expe´rimentations nume´riques
le mode adaptatif donne de meilleurs re´sultats (compare´ a` la triangulation
uniforme fige´e) avec un δn+1 initial de 10−2 au lieu de 10−1 (voir en par-
ticulier 3.4). Pour les proble`mes e´tudie´s, choisir une valeur initiale de δn+1
en dehors de [10−2, 10−1] donne ge´ne´ralement de mauvais re´sultats de toute
fac¸on, avec un suivi bien trop long ou tre`s instable. C’est pourquoi on utilise
finalement presque exclusivement ces deux re´glages, avec 10−1 dans le cas
ordinaire et 10−2 pour les proble`mes rapides (comme les proble`mes d’arcs
singuliers du chapitre 4 par exemple).
Pour terminer, il est a` noter que les difficulte´s lie´es aux jonctions ont en
pratique fortement handicape´ la triangulation adaptative pendant un long
moment. Au de´but, les formulations pour les jonctions faisaient encore appel
a` des de´rive´es, et les re`gles de calcul de la nouvelle taille de triangulation
e´taient bien moins restrictives que dans la version actuelle. Sans meˆme parler
de la perte importante de stabilite´, le taux de´sespe´re´ment e´leve´ d’e´chec lors
des jonctions, et le couˆt nume´rique important des rares tentatives re´ussies,
e´taient tels que le mode adaptatif e´tait inutilisable la plupart du temps.
Une premie`re ame´lioration notable fut d’imposer de strictes limitations sur
les changements de taille possibles, avec un facteur 2 ou 0.5 seulement a` la
fois. Ceci permit de revenir a` une stabilite´ normale, en plus de grandement
faciliter les jonctions, ajoute´ a` l’introduction de la troisie`me formulation.
Le mode adaptatif devint alors enfin inte´ressant en pratique, meˆme si les
expe´rimentations mene´es au chapitre 3 sur les proble`mes de transfert orbital
ont montre´ que le couˆt nume´rique des jonctions n’e´tait pas a` ne´gliger.
2.4 Raffinage de solution
On s’inte´resse ici a` la question de la pre´cision finale de l’algorithme sim-
plicial. Dans notre contexte, l’objectif premier de la continuation est de
fournir un point initial satisfaisant pour la me´thode de tir. De ce fait, la
pre´cision de la solution a` la fin du chemin peut sembler secondaire au pre-
mier abord. Cependant, on constate dans certains cas que le tir final prend
beaucoup de temps, presque autant que le suivi de chemin en entier ! On
peut alors se demander si un meilleur point initial pourrait permettre une
convergence plus rapide du tir, comme il utilise a` la base une me´thode de
quasi-Newton. Dans d’autres situations, il se peut que la me´thode de tir ne
parvienne pas a` converger, a` cause de difficulte´s intrinse`ques telles que des
arcs singuliers par exemple. Dans ce cas de , on aimerait malgre´ tout pouvoir
obtenir une meilleure solution que celle qu’on a normalement a` la fin du suivi.
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L’objectif est donc ici d’ame´liorer la pre´cision de la solution donne´e par
la continuation, ce pour quoi nous avons essaye´ deux me´thodes. La premie`re
vise a` utiliser une triangulation raffine´e avant d’arriver en λ = 1. La seconde
est base´e sur le principe de l’algorithme de rede´marrage de Merril, et essaye
plutoˆt de raffiner la solution apre`s la convergence.
2.4.1 Raffinage avant la convergence
L’ide´e est ici de re´utiliser le principe des triangulations raffine´es, mais
seulement a` l’approche de la convergence. On espe`re ainsi e´viter les difficulte´s
rencontre´es par ces triangulations (surtout J3) au de´but du chemin. En bref,
on commence le suivi avec une triangulation uniforme, K1 par exemple, de
λ = 0 jusqu’a` une certaine valeur λrefine. A ce moment la`, on change de
triangulation, et on continue le suivi avec une J3 (ou J4), jusqu’a` la conver-
gence.
Remarque : le changement de triangulation en λ = λrefine ne requiert
pas d’homotopie de jonction en pratique. On construit plutoˆt la premie`re face
comple`tement e´tiquete´e pour la triangulation raffine´e directement a` partir de
la dernie`re face comple`tement e´tiquete´e de la triangulation uniforme. Ceci
est possible car on garde la meˆme taille de triangulation lors du changement.
Le graphe suivant illustre ce proce´de´ sur le proble`me de de´monstration
pre´sente´ en 1.1.1.
Raffinage de solution : K1 jusqu’a` λ = 0.9, suivie par un raffinage J3
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Solution Triangulation Simplexes Norme finale
λ = 0.9 K1(0.1) 30 2.13 10
−3
λ = 1 J3, ( = 10
−9) 90 4.47 10−13
L’effet du changement de triangulation en λ = 0.9 est bien visible sur le
premier graphe en haut a` droite, qui monter l’e´volution de la norme de l’ho-
motopie le long du chemin de ze´ros. On observe une brusque chute de la
norme une fois le raffinage J3 commence´, avec une norme finale tre`s faible a`
1.47 10−13. On note toutefois e´galement que sur cet exemple simple, le raf-
finage prend de´ja` trois fois plus de simplexes que le suivi principal jusqu‘a`
λ = 0.9, ce qui est un des de´fauts de cette approche (meˆme si le temps global
d’exe´cution reste ici en-dessous de 2 secondes).
Si les choses se passent bien ici, cette formulation souffre en fait encore de
certains inconve´nients des triangulations raffine´es, c’est-a`-dire un couˆt e´leve´
en termes de simplexes associe´ a` certaines difficulte´s de convergence. Ce
manque relatif de succe`s confirme a` nos yeux que les triangulations raffine´es
ne sont pas vraiment adapte´es a` notre cadre d’e´tudes.
2.4.2 Raffinage apre`s la convergence
La seconde ide´e est base´e sur le principe de l’algorithme de rede´marrage
de Merril (voir [2], p181 ou [24], p74 par exemple). Plus pre´cise´ment, en
partant de la solution z∗1 a` la fin du chemin, on essaye d’effectuer une suite
de jonctions au niveau λ = 1, avec des tailles de triangulation de´croissantes.
En pratique, on divise la taille par 2 a` chaque tentative, de fac¸on a` ce que les
jonctions ne soient pas trop difficiles a` comple´ter. Cette approche ne souffre
pas des proble`mes de convergence mentionne´s pre´ce´demment : si l’une des
jonctions e´choue, on l’ignore simplement et on passe a` la suivante. On choisit
d’arreˆter le processus apre`s un nombre fixe´ de jonctions de raffinage, car un
crite`re d’arreˆt portant sur la norme de H(·, 1) a` la solution ne garantirait
pas la terminaison. Ainsi, on peut grossie`rement pre´dire la taille finale de
triangulation utilise´e, suivant la taille initiale et le nombre maximal de jonc-
tions. Par exemple, en partant d’une taille δ = 10−1, 10 raffinages me`nent a`
δ ≈ 10−4, et 20 a` δ ≈ 10−7. Cette pre´diction n’est en fait approche´e que si
le mode adaptatif est active´, la taille a` la fin du chemin ayant alors proba-
blement e´volue´ depuis la valeur initiale.
Voici les re´sultats de cette approche sur le proble`me de de´monstration :
on effectue le suivi normalement avec une K1(0.1), puis on essaye 20 raffi-
nages successifs.
Solution Taille Norme
Arrive´e en λ = 1 0.1 2.13 10−3
Raffinage 10 1.95 10−4 1.92 10−5
Raffinage 20 1.91 10−7 4.29 10−10
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La diminution de la norme est ici tre`s re´gulie`re, ce qui n’est pas le cas en
ge´ne´ral. De plus, les raffinages sont ici quasiment instantane´s (avec un temps
total de 1 seconde pour le suivi principal plus les 20 jonctions en λ = 1), ce
qui une fois encore n’est pas un comportement ge´ne´ral.
En fait, contrairement aux jonction adaptatives qui se produisent au
cours du suivi, ces jonctions de raffinage qui ont lieu apre`s la convergence
requie`rent souvent davantage de simplexes, comme l’homotopie est moins
re´gulie`re. En conse´quence, le nombre maximal de simplexes autorise´ pour les
jonctions doit eˆtre augmente´ significativement, jusqu’a` 10000 par exemple,
suivant les proble`mes.
Enfin, il est a` noter que le couˆt nume´rique de ces jonctions de raffinage
est ge´ne´ralement important, ce qui n’est pas a` ne´gliger. C’est pourquoi cette
me´thode semble plus approprie´e en tant que substitut au tir final, quand
celui-ci ne converge pas. Dans ce cas nous avons peu d’autres options pour
obtenir une meilleure solution, a` part refaire tout le suivi de chemin avec
une taille de triangulation plus fine (ou bien re´gler le mode adaptatif plus
prudemment). Ce raffinage de solution peut dans ce cas se re´ve´ler inte´ressant
en termes de ratio pre´cision finale / couˆt total. Un exemple d’application de
ce proce´de´, en plus du mode adaptatif, est donne´ dans l’e´tude des proble`mes
d’arcs singuliers, plus pre´cise´ment en 4.3.3, page 108.




On s’inte´resse ici a` un proble`me de transfert orbital terrestre, e´tudie´ dans
la cadre d’une collaboration avec le CNES (contrat R&T 02/CNES/0257/00-
DPI 500, voir [16]). On souhaite transfe´rer un satellite d’une orbite initiale el-
liptique et faiblement incline´e par rapport a` l’e´quateur, a` l’orbite e´quatoriale
ge´osynchrone, tout en maximisant la masse finale (charge utile).
Transfert orbital (l’inclinaison sur le troisie`me graphe est redimensionne´e)
L’objectif choisi, la maximisation de la masse finale, conduit a` une struc-
ture de type bang-bang pour le controˆle optimal, avec un tre`s grand nombre
de commutations a` pousse´e faible. En conse´quence, il n’est pas possible en
pratique de re´soudre ce proble`me directement par le tir simple. L’e´tude
comple`te (avec une me´thode de continuation diffe´rentielle) ainsi que les in-
terpre´tations physiques de ce proble`me sont de´crites dans la the`se de Thomas
Haberkorn ([26]), certains de ces re´sultats ayant de´ja` e´te´ pre´sente´s dans [25].
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Note : Dans la suite, on utilisera fre´quemment le terme “crite`re” pour
de´signer l’objectif du proble`me.
3.1 Pre´sentation du proble`me
Dans la mode´lisation choisie, on conside`re que l’acce´le´ration subie par le
satellite est duˆe au potentiel terrestre ainsi qu’a` la pousse´e exerce´e par les
moteurs, plus pre´cise´ment
r¨ = −µ0 r|r|3 +
u
m
avec r le vecteur position, u la pousse´e (c’est a` dire le controˆle), m la masse
du satellite et µ0 la constante gravitationnelle de la Terre (µ0 = GmT , avec
G la constant de gravitation universelle et mT la masse de la Terre), et |.| la
norme euclidienne.
Le vecteur d’e´tat du syste`me comprend la position, vitesse et masse du
satellite a` un instant t. Toutefois, a` cause du grand nombre de re´volutions
attendu a` pousse´e faible, exprimer la position et la vitesse en coordonne´es
carte´siennes ge´ocentriques me`nerait a` d’importantes oscillations de l’e´tat,
pre´judiciables a` la stabilite´ nume´rique. C’est pourquoi on pre´fe`re utiliser un
ensemble modifie´ d’e´le´ments orbitaux classiques, qui de´crit le mouvement
du satellite d’un point de vue plus lie´ a` l’orbite. On utilise les cinq premie`res
composantes de l’e´tat pour caracte´riser l’orbite osculatrice (que de´crirait
le satellite en l’absence de toute pousse´e), tandis que la sixie`me indique
la position du satellite sur cette orbite. Comme la de´formation de l’orbite
est tre`s re´gulie`re, en particulier pour les transferts a` pousse´e faible, cela
garantit une tre`s bonne stabilite´ nume´rique de l’e´tat, ce qui ne serait pas
vrai en carte´sien. Ce choix particulier de coordonne´es est illustre´ ci-dessous.
Parame`tres orbitaux
avec
- P et e : parame`tre et excentricite´ de l’ellipse
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- θ : anomalie vraie
- Ω : longitude du noeud ascendant
- ω : argument du pe´rige´e
- i : inclinaison
On de´finit maintenant l’e´tat dans R7 :
• Parame`tre de l’orbite P
• Vecteur excentricite´ (ex, ey), dans le plan orbital, oriente´ vers le pe´rige´e
• Vecteur rotation (hx, hy), dans le plan e´quatorial, coline´aire a` l’intersec-
tion des plans orbitaux et e´quatoriaux
• Longitude vraie L
• Masse m
Avec les notations pre´ce´dentes, ces parame`tres sont de´finis par :
ex = e cos (Ω + ω) , ey = e sin (Ω + ω)
hx = tan(i/2)cosΩ , hy = tan(i/2)sinΩ
L = Ω + ω + θ
Quant au controˆle tridimensionnel, on choisit de l’exprimer dans le repe`re
mobile attache´ au satellite, comme illustre´ ci-dessous.
Expression du controˆle dans le repe`re mobile (q, s, w)
Le controˆle normalise´ u (tel que la pousse´e
−−→
T (t) = u(t) Tmax) est alors
exprime´ dans R3 comme : pousse´e radiale q, pousse´e ortho-radiale et pousse´e
normale w.
Si l’on note TMax la pousse´e maximale et Isp l’impulsion spe´cifique du
propulseur, l’approximation choisie des forces gravitationnelles donne la dy-
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namique du proble`me :









































m˙(t) = −TMaxIspg0 |(q(t), s(t)), w(t)|
Avec 
Z(t) = 1 + ex(t) cos(L(t)) + ey(t) sin(L(t))
A1(t) = ex(t) + (1 + Z(t)) cos(L(t))
A2(t) = ey(t) + (1 + Z(t)) sin(L(t))
X(t) = 1 + h2x(t) + h
2
y(t)
Isp = 2000s, , g0 = 9.8ms−2 et µ0 = 398600.47km3.s−2
Si l’on note x = (P, ex, ey, hx, hy, L) et u = (q, s, w) on obtient la for-
mulation suivante du proble`me de transfert avec maximisation de la masse




x˙ = a(x) + TMaxm B(x)u
m˙ = −TMaxIspg0 |u|
|u| ≤ 1
CI : x(t0) = (11625; 0.75; 0; 0.0612; 0;pi), m(t0) = 1500
CF : x(tf ) = (42165; 0; 0; 0; 0; libre), m(tf ) libre
t0 = 0
tf fixe
Contrairement au proble`mes en temps minimal, pour lesquels le temps
de transfert est l’objectif a` minimiser, et l’instant final tf est donc libre, on
conside`re ici un transfert a` temps final fixe´. La raison en est qu’il n’est pas
e´vident que le proble`me de maximisation de la masse a` temps final libre
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admette une solution.
Par ailleurs, le crite`re re´el utilise´ pour la maximisation de la masse utile






Le Hamiltonien est donc de´fini par (t est ici omis par souci de clarte´)





Si Bt(x)p 6= 0 on de´finit la fonction de commutation ψ :





L’application du Principe du Maximum de Pontriaguine donne alors l’ex-
pression du controˆle optimal
u = − Bt(x)p|Bt(x)p| si ψ(x,m, p, pm) < 0
u = −α Bt(x)p|Bt(x)p| α ∈ [0, 1] si ψ(x,m, p, pm) = 0
u = 0 si ψ(x,m, p, pm) > 0
Sinon si Bt(x)p = 0 on a
u ∈ S(0, 1) si 1− TMaxIspg0 pm < 0
u ∈ B(0, 1) si 1− TMaxIspg0 pm = 0
u = 0 si 1− TMaxIspg0 pm > 0
On voit que ce controˆle posse`de une structure bang-bang, comme sa norme
commute entre 0 et 1 aux ze´ros de la fonction de commutation ψ. On fait
maintenant deux hypothe`ses, qui sont ve´rifie´es nume´riquement :
• On suppose que Bt(x)p ne s’annule pas sur [t0, tf ]
• Il n’y a pas d’arc singulier, c’est-a`-dire que l’on n’a pas ψ(x,m, p, pm) = 0
sur un intervalle non re´duit a` un point.
3.2 Approche de re´solution
Comme mentionne´ plus toˆt, la me´thode de re´solution de cette famille de
proble`mes est de´crite en de´tails dans [26], et on en rappelle juste ici l’ide´e
ge´ne´rale. Alors que la maximisation de la masse donne un proble`me difficile,
a` cause de la nature discontinue du controˆle optimal, le crite`re quadratique




|u(t)|2 dt (qui e´quivaut a` minimiser une e´nergie) conduit a` un
proble`me bien plus re´gulier, avec un controˆle continu. On effectue donc une
continuation de la forme “e´nergie vers masse”, en conside´rant la famille de




λ|u(t)|+ (1− λ)|u(t)|2 dt.
et en de´finissant l’homotopie comme la fonction de tir correspondante
H : (z, λ) 7→ Sλ(z).
On note que pour λ = 1, on retrouve bien J1 =
∫ tf
t0
|u(t)| dt, qui est le
crite`re correspondant a` la maximisation de la masse finale. Cependant, les
premie`res expe´rimentations nume´riques montre`rent l’existence de solutions
locales pe´nalisantes. Elles furent e´limine´es en utilisant la longitude au lieu
du temps comme variable d’inte´gration, ce qui mena finalement a` une for-
mulation a` temps et longitude finale fixe´s.
Note : une conse´quence de cette formulation qui utilise la longitude comme
variable d’inte´gration est que la fonction de tir devient extreˆmement sensible
par rapport a` l’e´tat adjoint pL associe´ a` la longitude. En conse´quence, la mise
a` l’e´chelle usuelle de cette composante de l’inconnue de l’(IV P ) pose des dif-
ficulte´s nume´riques. Comme on veut garder la me´thode aussi peu de´pendante
du proble`me que possible, on introduit une mise a` l’e´chelle moins stricte au
lieu d’ajuster manuellement cette composante. Ce “soft scaling” ne rame`ne
les valeurs que sur l’intervalle [10−2, 10] au lieu de [10−1, 1].
En ce qui concerne l’inte´gration de l’(IV P ), on s’attend a` un controˆle
bang-bang avec un nombre e´leve´ de commutations, et on utilise principa-
lement un inte´grateur a` pas variable (RKF45), qui se montre en pratique
tre`s satisfaisant. On a e´galement essaye´ plusieurs sche´mas de Runge-Kutta
a` pas fixe, qui ne sont pas parvenus a` comple´ter le suivi de chemin. La cause
en est peut-eˆtre l’apparition progressive de la structure bang-bang, qui est
difficile a` traiter correctement a` pas fixe (les transferts a` pousse´e faible sont
tre`s longs, et comportent plusieurs centaines de commutations).
3.2.1 Initialisation
Pour cette famille de proble`mes, l’initialisation de la continuation (ie
re´soudre le proble`me pour λ = 0) devient non trivial lorsque la pousse´e
maximale Tmax devient faible. Cette difficulte´ est contourne´e dans [26] en
introduisant une homotopie pre´liminaire sur les conditions initiales, mais
nous avons trouve´ ici une autre possibilite´.
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Plus pre´cise´ment, on essaye de re´soudre le proble`me en λ = 0 par tir
simple, mais en utilisant une inte´gration a` pas fixe au lieu de RKF45. L’ini-
tialisation pour ce tir est tre`s grossie`re : on fixe p(0) = 0. Cependant, on fixe
la longitude et le temps final (qui sont plus sensibles) en accord avec les lois
empiriques pre´sente´es dans [15], selon lesquelles ces deux grandeurs sont in-
versement proportionnelles a` la pousse´e maximale. Ensuite, le nombre (fixe´)
de pas d’inte´gration est e´galement choisi inversement proportionnel a` Tmax,
comme indique´ ci-dessous.
Tmax Lf tf (h) pas Rk4
10N 29.89539 150 300
5N 56.64919 300 600
1N 270.67959 1 500 3 000
0.5N 538.21759 3 000 6 000
0.2N 1340.83159 7 500 30 000
0.1N 2678.52159 15 000 50 000
Initialisation du tir en λ = 0 - Inte´gration RK4 pas fixe
Voici les re´sultats de ce tir a` pas fixe, qui sont tre`s satisfaisants.
Tmax tf (h) Norme a` la solution appels H Temps(s)
10N 153.87 6.75 10−15 113 1
5N 304.76 2.31 10−15 169 2
1N 1 529.65 3.74 10−15 147 7
0.5N 3 065.80 6.05 10−15 145 13
0.2N 7 659.83 2.20 10−14 183 86
0.1N 15 315.79 2.14 10−14 123 96
Re´sultats du tir en λ = 0 - Inte´gration RK4 pas fixe
Le point inte´ressant est que ces solutions, obtenues pour λ = 0 avec une
inte´gration a` pas fixe, nous permettent en fait d’initialiser correctement l’al-
gorithme simplicial, bien que l’inte´gration de l’(IV P ) le long du chemin
soit re´alise´e avec RKF45. On n’a donc plus besoin d’effectuer la continua-
tion pre´liminaire sur les conditions initiales, ce qui est un gain de temps
appre´ciable, surtout a` pousse´e faible.
Remarque : il serait inte´ressant de ve´rifier si cette solution a` pas fixe est
e´galement suffisante pour initialiser la continuation diffe´rentielle.
3.2.2 Suivi de chemin et solution
Comme dit plus toˆt, le suivi de chemin utilise RKF45 pour l’inte´gration,
avec une pre´cision mode´re´e (on fixe 10−8 et 10−6 pour les tole´rances absolues
et relatives). Apre`s la convergence en λ = 1, on proce`de a` un tir final avec
une pre´cision plus e´leve´e (10−12/10−10). On pre´sente les re´sultats de cette
approche pour des pousse´es allant de 10N a` 0.1N . Les colonnes indiquent
- Norme initiale : la norme de H a` la solution a` pas fixe (ici re´inte´gre´e
avec RKF45).
- Simplexes : le nombre de simplexes suivi pour le chemin
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- Temps : le temps d’exe´cution en secondes.
- Objectif : la valeur de l’objectif (consommation de carburant en kg).
- Norme finale : la norme de H a` la solution du tir final.
Tmax Norme initiale Simplexes Temps Objectif Norme finale
10N 3.29 10−4 1336 20 121.21 3.43 10−10
5N 1.55 10−4 1909 51 121.58 4.63 10−10
1N 3.09 10−3 840 132 121.78 8.02 10−11
0.5N 3.58 10−3 2028 548 121.69 1.12 10−9
0.2N 6.34 10−3 912 661 121.71 3.21 10−9
0.1N 8.33 10−3 775 1252 121.70 1.75 10−6
En ce qui concerne le suivi, on constate que l’initialisation se passe bien,
avec une premie`re jonction qui demande ge´ne´ralement moins de 100 sim-
plexes malgre´ le changement d’inte´grateur. Ceci est cohe´rent avec la norme
correcte (autour de 10−3) obtenue a` la re´inte´gration de la solution a` pas fixe.
Le suivi en lui-meˆme converge normalement pour une triangulation basique
K1(10−1), avec entre 1000 et 2000 simplexes. Pour le tir final, on note que la
pre´cision se de´grade pour les pousse´es Tmax plus faibles, tandis que le temps
pris par le tir augmente.
Par comparaison avec les re´sultats de la continuation diffe´rentielle uti-
lise´e en [26], les normes finales sont du meˆme ordre, et les valeurs de l’objectif
coincident. On trouve en fait les meˆmes solutions, ce qui est bien suˆr rassu-
rant. En termes de performance, le temps d’exe´cution de la me´thode simpli-
ciale est environ 3 fois plus long que celui de la continuation diffe´rentielle.
Cela n’est pas surprenant, les me´thodes Pre´dicteur-Correcteur e´tant connues
pour eˆtre plus rapides que les me´thodes simpliciales quand elles convergent.
Voici les solutions pour Tmax = 10, 1 et 0.1N . Les deux colonnes a`
gauche repre´sentent les composantes de l’e´tat et de l’e´tat adjoint, la co-
lonne du milieu les trois composantes et la norme du controˆle, et finalement
a` droite la trajectoire (en 2D) depuis l’orbite elliptique initiale jusqu’a` la
ge´ostationnaire. Les commutations du controˆle bang-bang sont bien visibles
(pour 10N en tout cas...) sur la norme du controˆle, ie sur le graphe en bas
au milieu.
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Solution et trajectoire pour Tmax = 10N
Solution et trajectoire pour Tmax = 1N
Solution et trajectoire pour Tmax = 0.1N
Remarque : si l’on essaye de re´inte´grer ces solutions a` pas fixe, avec un se-
cond tir utilisant RK4 par exemple, on a du mal a` obtenir la meˆme pre´cision,
meˆme avec un tre`s grand nombre de pas. Ceci pourrait confirmer l’inade´quation
d’une inte´gration a` pas fixe (uniforme du moins) pour ces controˆles bang-
bang avec un grand nombre de commutations.
En fait, le traitement correct de ce controˆle bang-bang (avec plusieurs
centaines de commutations a` pousse´e faible), sans connaissance a priori de
64 CHAPITRE 3. PROBLE`MES DE TRANSFERT ORBITAL
la structure, est une re´ussite remarquable de l’approche combine´e continua-
tion/tir simple. Par ailleurs, nous aimerions mentionner que la re´solution
de ces proble`mes a` mis en lumie`re certaines proprie´te´s et interpre´tations
physiques inte´ressantes, et renvoyons une fois encore le lecteur inte´resse´ a` la
the`se de Thomas Haberkorn ([26]).
3.3 Comparaison de diffe´rents inte´grateurs
On compare ici pour le tir final de RKF45 avec deux autres inte´grateurs a`
pas variable, a` savoir les codes DOP853 et ODEX par E.Hairer et G.Wanner,
de´crits en de´tail dans [27]. On utilise les meˆmes tole´rances absolues et re-
latives (ie 10−12 et 10−10) pour tous les tirs, tout en gardant le RKF45
(10−8, 10−6) pour le chemin. On compare d’abord les re´sultats des tirs, avant
d’examiner plus en de´tails les trajectoires inte´gre´es.
3.3.1 Re´sultats du tir final
On indique ici les re´sultats des tirs pour les trois inte´grateurs (bien suˆr,
ceux de RKF45 n’ont pas change´).
- Pas est le nombre de pas d’inte´gration a` la solution
- Norme finale est la norme de H a` la solution du tir final
- Objectif est la valeur de l’objectif a` la solution
- Tir (s) donne le temps d’exe´cution (en secondes) du tir
- Tir (H) donne le nombre d’e´valuations de l’homotopie durant le tir
Tmax Pas Norme finale Objectif Tir (s) Tir (H)
10N 1 552 3.43 10−10 121.21 4 55
5N 2 932 4.63 10−10 121.58 11 87
1N 15 170 8.02 10−11 121.78 38 51
0.5N 27 768 1.12 10−9 121.69 105 74
0.2N 67 769 3.21 10−9 121.71 161 49
0.1N 134 528 1.75 10−6 121.70 350 49
Solutions pour 10,5,1,0.5,0.2 et 0.1N - inte´grateur RKF45
Tmax Pas Norme finale Objectif Tir (s) Tir (H)
10N 670 2.86 10−10 121.21 5 57
5N 1 328 1.52 10−11 121.58 15 88
1N 7 095 5.82 10−10 121.78 55 54
0.5N 12 805 3.51 10−9 121.69 164 96
0.2N 31 894 1.13 10−8 121.71 194 45
0.1N 63 810 1.92 10−5 121.70 570 65
Solutions pour 10,5,1,0.5,0.2 et 0.1N - inte´grateur DOP853
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Tmax Pas Norme finale Objectif Tir (s) Tir (H)
10N 954 3.96 10−10 121.21 6 58
5N 2 008 1.07 10−11 121.58 13 69
1N 11 072 9.61 10−10 121.78 58 51
0.5N 19 242 7.77 10−10 121.69 216 109
0.2N 48 591 1.49 10−8 121.71 365 76
0.1N 97 104 1.13 10−2 121.70 381 37
Solutions pour 10,5,1,0.5,0.2 et 0.1N - inte´grateur ODEX
Les solutions sont similaires (identiques jusqu‘a` 3 a` 5 chiffres significatifs sui-
vant les composantes de z pour 0.1N par exemple), avec les meˆmes valeurs
de l’objectif. Les normes finales sont e´galement tre`s proches, a` l’exception du
mauvais re´sultat d’ODEX pour 0.1N (le solveur stoppe ici pre´mature´ment,
apre`s seulement 37 appels de H). En termes de temps de tir l’ordre est moins
re´gulier, mais globalement RKF45 tire mieux son e´pingle du jeu, suivi par
DOP853 et ODEX, probablement parce que son ordre plus faible le pe´nalise
moins face aux commutations..
Si l’on observe d’un peu plus pre`s le nombre de pas d’inte´gration en
fonction de la pousse´e maximale Tmax, on voit plusieurs choses inte´ressantes,
comme indique´ sur le graphe ci-dessous.
Pas d’inte´gration en fonction de Tmax - RKF45, DOP853 et ODEX
(e´chelle logarithmique sur les deux axes)
Pour les trois inte´grateurs, le nombre de pas d’inte´gration a` la solution et
nume´riquement inversement proportionnel a` la pousse´e maximale, ce qui
illustre bien l’extreˆme re´gularite´ de cette famille de proble`mes par rapport
a` Tmax.
Pas d′integration× Tmax ≈ Cte.
Cette loi empirique est a` rapprocher de re´sultats similaires concernant le
temps de transfert et la longitude finale, obtenus lors de travaux pre´ce´dents
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(cf [26]).
3.3.2 Trajectoires des solutions
Regardons maintenant d’un peu plus pre`s les trajectoires obtenues par
les trois inte´grateurs a` pas variable. Les trajectoires repre´sente´es dans la
suite correspondent a` la solution donne´e par le tir final a` la fin du suivi
de chemin, pour les pousse´es Tmax = 10, 5, 1, 0.5, 0.2 et 0.1N . Sur chaque
graphes sont dessine´es les orbites initiales et finales, en plus des points pour
chaque pas d’inte´gration. L’espacement entre les points indique donc le pas
d’inte´gration (on rappelle que la variable d’inte´gration est ici toujours la
longitude L, meˆme si elle est parfois abusivement de´nomme´e “time” sur
certains graphes).
Inte´grateur RKF45
On commence par les trajectoires inte´gre´es par RKF45.
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Trajectoires pour 10,5,1,0.5,0.2 et 0.1N - inte´grateur RKF45
La premie`re chose que l’on remarque a` propos de ces trajectoires est une
indication supple´mentaire de l’extreˆme re´gularite´ du proble`me par rapport
a` la pousse´e Tmax. On retrouve en effet la meˆme disposition des noeuds
d’inte´gration pour chaque transfert, avec simplement plus de re´volutions
pour les pousse´es plus faibles. Concernant la re´partition des noeuds, ils
semblent a` premie`re vue re´gulie`rement espace´s tout au long de l’orbite, mais
avec un pas clairement plus faible sur les arcs de pousse´e (centre´s sur les
apoge´es et derniers pe´rige´es) que sur les arcs sans pousse´e.
On examine maintenant l’e´volution du pas d’inte´gration en relation avec
la fonction de commutation ψ. On rappelle que ψ et le controˆle optimal u∗
sont e´troitement lie´s, par :
- |u∗(t)| = 1 quand ψ(t) < 0, t est alors dans un arc de pousse´e.
- u∗(t) = 0 quand ψ(t) > 0, t est alors dans un arc sans pousse´e.
- u∗ est discontinue en t quand ψ(t) = 0, t est alors un instant de commu-
tation.
Note : les graphes suivants montrant le pas d’inte´gration correspondent
au transfert a` 10N . On observe le meˆme comportement qualitatif pour les
pousse´es infe´rieures, mais les graphes ont peu d’inte´reˆt visuel a` cause du
grand nombre de commutations. Le premier graphe montre la fonction de
commutation ψ et le pas d’inte´gration h, le second seulement h, avec une
e´chelle logarithmique pour mieux distinguer les trois plages de valeurs prises
(qui correspondent aux arcs de pousse´e / sans pousse´e, et aux commuta-
tions).
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Pas d’inte´gration et fonction de commutation (10N) - RKF45
L’e´chelle logarithmique sur le graphe de droite donne une meilleure ide´e de
l’ordre de grandeur du pas, et l’on distingue clairement trois cas, qui cor-
respondent remarquablement bien au signe de la fonction de commutation
ψ. Tout d’abord, on voit que le pas devient tre`s faible (jusqu’a` 10−9) aux
commutations, lorsque ψ s’annule. Ceci indique que l’inte´grateur de´tecte
correctement les discontinuite´s du second membre lie´es aux commutations
du controˆle, mais ces pas extreˆmement faibles sont certainement pe´nalisants
en termes de temps de calcul.
Sur les arcs de pousse´e, le pas est stable et relativement bas, autour de
10−2, et augmente le´ge`rement d’une re´volution a` l’autre. La diffe´rence ente le
pas des arcs de pousse´e au de´but et a` la fin du transfert est nettement visible
sur la partie gauche des graphes repre´sentant les trajectoires en dessous de
1N : les arcs de fin se superposent a` ceux du de´but, avec des points plus
espace´s (comme pour les arcs de pousse´e sur la partie gauche des graphes).
Sur les arcs ans pousse´e, le pas est environ un ordre de grandeur au-dessus,
autour de 10−1, et est la` aussi assez re´gulier. Cette diffe´rence d’ordre de
grandeur s’explique probablement par la dynamique du syste`me. Avec l’e´tat
exprime´ en fonction des parame`tres orbitaux, le satellite soumis a` un controˆle
nul de´rive simplement sur son orbite, qui reste elle inchange´e. ainsi sur l’e´tat
[P, ex, ey, hx, hy, L,m], seule la longitude varie, tandis que tous les autres
e´le´ments orbitaux et la masse demeurent constants. C’est pourquoi il semble
logique que l’inte´gration puisse se faire avec des pas plus grands sur les arcs
sans pousse´e. Concernant l’augmentation mode´re´e du pas sur les arcs de
pousse´e successifs, elle est peut-eˆtre lie´e au changement de forme de l’orbite,
qui devient de plus en plus circulaire, avec une vitesse angulaire du satellite
plus faible que pour les apoge´es du de´but, ce qui permettrait une inte´gration
plus rapide suivant la longitude.
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Inte´grateur DOP853
On passe maintenant a` l’inte´grateur DOP853, qui appartient a` la meˆme
classe que RKF45 (me´thodes de Runge Kutta imbrique´es), mais d’ordre plus
e´leve´, 8 au lieu de 5.
Trajectoires pour 10,5,1,0.5,0.2 et 0.1N - inte´grateur DOP853
Comme auparavant, on constate que les trajectoires ont la meˆme allure
pour toutes les pousse´es. Les similarite´s avec RKF45 sont la re´partition
re´gulie`re des noeuds d’inte´gration sur les arcs avec et sans pousse´e, encore
une fois avec un pas plus faible sur les premiers. On remarque aussi le meˆme
phe´nome`ne sur la diffe´rence de pas entre les apoge´es du de´but et celles de
la fin, ou les pe´rige´es. Une autre diffe´rence notable est la pre´sence d’une
concentration importante de noeuds autour des commutations ente les arcs
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avec et sans pousse´e, particulie`rement visible sur les graphes 1N et 0.5N
par exemple. Il y avait e´galement de tre`s petits pas aux commutations pour
RKF45, mais on ne voyait pas un tel contraste avec les arcs de pousse´e.
Voyons maintenant plus en de´tails l’e´volution du pas.
Pas d’inte´gration et fonction de commutation (10N) - DOP853
Se confirme ici l’importante similarite´ de comportement entre DOP853 et
RKF45, car l’on retrouve trois plages distinctes de valeurs, qui correspondent
encore parfaitement au signe de la fonction de commutation. Pour commen-
cer, le pas devient comme avant tre`s faible (10−9 encore) au niveau des
commutations, ou` l’inte´grateur doit faire avec les discontinuite´s du second
membre. Pour les arcs de pousse´e, le pas est encore re´gulier et assez bas,
autour de 10−1. En dehors, les pas sont plus grands, entre 0.1 et 41 environ.
Finalement, la principale diffe´rence avec RKF45 semble eˆtre le pas glo-
balement plus grand (sauf aux commutations, d’ou` peut-eˆtre l’impression
visuelle d’une accumulation de points), ainsi que le moindre e´cart entre le
pas sur les arcs avec et sans pousse´e a` la fin du transfert. Le pas plus grand
est vraisemblablement une conse´quence de l’ordre plus e´leve´ de DOP853,
tandis que le second point indique peut-eˆtre une meilleure performance de
l’inte´grateur lorsque l’orbite devient plus circulaire. On a par contre le meˆme
comportement qualitatif pour les deux inte´grateurs, ce qui est cohe´rent avec
le fait qu’ils imple´mentent tous les deux des me´thodes de Runge Kutta im-
brique´es, mais d’ordre plus e´leve´ pour DOP853.
Inte´grateur ODEX
On termine par l’inte´grateur ODEX, qui contrairement aux deux autres
utilise une me´thode d’extrapolation, d’ordre variable en plus du pas.
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Trajectoires pour 10,5,1,0.5,0.2 et 0.1N - inte´grateur ODEX
Compare´ aux deux autres inte´grateurs, on note une diffe´rence e´vidente dans
le motif des noeuds d’inte´gration pour ODEX. Contrairement a` RKF45 et
DOP853, leur re´partition est fortement irre´gulie`re, avec de grands “blancs”,
visibles aussi bien sur les arcs avec et sans pousse´e. Ceci indique de tre`s
grands pas d’inte´gration, qui sont effectivement un trait des me´thodes d’ex-
trapolation. Ce qui est un peu surprenant est l’apparente absence de dis-
crimination entre les arcs avec et sans pousse´e en termes de pas, parti-
culie`rement visible sur les apoge´es du de´but (partie gauche des graphes).
On retrouve tout de meˆme l’accumulation de points aux commutations, et
plus pre´cise´ment ici avant les commutations, ce qui indique que le pas di-
minue avant d’arriver aux commutations proprement dites. C’est un peu
diffe´rent du cas DOP853 par exemple, ou` les tre`s petits e´taient davantage
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centre´s sur les commutations.
Pour ODEX l’ordre de l’inte´gration est e´galement variable, et il est donc
repre´sente´ en plus du pas et de la fonction de commutation.
Ordre et pas d’inte´gration, fonction de commutation (10N) - ODEX
Une fois encore, on voit que le pas chute lors des commutations (en-dessous
de 10−9). Il est inte´ressant de voir que l’ordre descend e´galement a` cette
occasion a` sa valeur minimale (4), ce qui est cense´ permettre une prise en
compte efficace des discontinuite´s, comme mentionne´ dans [27], II.9 page
237. A part cela, les pas sont encore globalement plus grands sur les arcs
sans pousse´e que les arcs de pousse´e, et sont assez irre´guliers dans les deux
cas. En particulier, l’augmentation du pas apre`s une commutation semble
moins abrupte que pour DOP853 et RKF45, pour lesquels l’e´volution du pas
sur chaque arc de pousse´e est presque syme´trique. Ceci est peut-eˆtre duˆ au
fait que le me´canisme de controˆle du pas est diffe´rent pour ODEX, ce qui
pourrait aussi expliquer l’atte´nuation de l’e´cart de pas entre les arcs avec et
sans pousse´e a` la fin du transfert.
Comme on pouvait s’en douter au vu des trajectoires, le pas est globale-
ment plus grand que pour DOP853, entre 10−1 et 1 sur les arcs de pousse´e,
et au-dessus de 1 en dehors. Par contre, on note des difficulte´s accrues au
niveau des commutations, avec une accumulation de noeuds avant d’arriver
aux instants de commutation, ce qui n’e´tait pas le cas pour les deux autres.
L’ordre est quant a` lui compris entre 4 (valeur minimale possible, atteinte
aux commutations) et 14, ce qui est effectivement plus eleve´ que pour les
deux inte´grateurs pre´ce´dents. A ce stade, il semble que la me´thode d’extra-
polation ne soit pas force´ment un bon choix pour ce proble`me, car son ordre
e´leve´ rend le franchissement des commutations plus pe´nalisant en termes de
temps de calcul.
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3.4 Etude de la triangulation adaptative
On souhaite maintenant e´tudier sur cette famille de proble`mes le com-
portement de la triangulation adaptative de´crite en 2.3. On choisit de faire
porter les tests sur la configuration par de´faut du mode adaptatif complet,
a` savoir une tole´rance de 10−1 pour le controˆle de de´viation, et (2, 0.2, 0.1)
comme seuils de de´formation anisotrope. On compare d’abord les suivis sans
et avec le mode adaptatif, pour mesurer l’impact sur le nombre de simplexes
suivis. On s’inte´resse ensuite aux re´sultats des tirs a` la fin du chemin, pour
voir comment ils sont affecte´s par la pre´cision des solutions en λ = 1.
Suivi de chemin
On repre´sente ici le nombre de simplexes suivis le long du chemin. Les
courbes sont e´videmment croissantes, partant de 0 pour atteindre le nombre
total de simplexes en λ = 1. On trace ensemble les simplexes pour la tri-
angulation uniforme de re´fe´rence et pour le mode adaptatif, pour Tmax =
10, 5, 1, 0.5, 0.2 et 0.1N .
Note : le nombre maximal de simplexes autorise´ pour les jonctions est
fixe´ a` 100, sauf pour 0.2N ou` on l’augmente a` 500 en raison des difficulte´s
de jonction rencontre´es (voir plus loin).
Simplexes suivis - Triangulation uniforme et adaptative
10,5,1,0.5,0.2 et 0.1N - triangulation K1(10−1)
Tout d’abord, on remarque un curieux “saut” de simplexes entre les niveaux
λ = 0.6, 0.7 ou λ = 0.7, 0.8 sur certains chemins, comme 5, 0.5 et 0.2N , que
l’on e´tudiera plus en de´tails dans la suite. Concernant le gain en simplexes
du mode adaptatif, il ne semble pas si important que cela, excepte´ dans
deux cas (5 et 0.5N) ou` ces sauts sont e´vite´s. Dans les autres cas, le gain
existe mais est assez mode´re´ (a` l’exception du 10N , pour lequel l’adap-
tatif prend en fait davantage de simplexes !). Plus ge´ne´ralement, il semble
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qu’on ait moins a` attendre du mode adaptatif lorsque le suivi se passe de´ja`
bien avec une grande triangulation uniforme comme la K1(10−1), car il y
a moins de marge pour l’ame´lioration que pour un suivi qui rencontre des
difficulte´s. Maintenant que l’on a une ide´e du gain en simplexes, on examine
l’ame´lioration de la pre´cision, et ses conse´quences sur le tir final.
Tir final
On s’inte´resse donc de plus pre`s aux re´sultats du tir apre`s les suivis
uniformes et adaptatifs. Tous les tirs utilisent ici le RKF45(10−12, 10−10)
habituel, et on retrouve donc les re´sultats pre´ce´dents pour la K1(10−1) uni-
forme. Les tableaux suivants indiquent
- |H1| : la norme de l’homotopie a` la fin du chemin, avant le tir (ceci mesure
grossie`rement la qualite´ du point initial du tir).
- Tir (H) et Norme finale : comme avant, le nombre d’appels de l’homo-
topie, et norme finale pour le tir.
- Total (H) et Total (s) : nombre total d’appels de l’homotopie, et temps
d’exe´cution global (en secondes).
Note : il est a` noter que les e´valuations de l’homotopie effectue´s durant
le tir sont plus couˆteuses que celles du suivi de chemin, car on demande
une plus grande pre´cision d’inte´gration. C’est pourquoi le temps d’exe´cution
global n’est pas exactement proportionnel au nombre total d’appels de l’homo-
topie (pour un Tmax donne´), quand bien meˆme l’essentiel du couˆt nume´rique
provient de ces appels. La diffe´rence n’est cependant pas tre`s importante, a`
cause du faible nombre d’appels “de tir” compare´ au nombre d’appels “de
chemin”.
Tmax |H1| Tir (H) Norme finale Total (H) Total (s)
10N 0.24 55 3.43 10−10 1553 20
5N 0.76 87 4.63 10−10 2117 51
1N 0.05 51 8.02 10−11 943 132
0.5N 0.74 74 1.12 10−9 2226 548
0.2N 0.24 49 3.21 10−9 1050 661
0.1N 0.04 49 1.75 10−6 920 1252
Triangulation K1(10−1) - Mode uniforme (re´fe´rence)
On remarque que le tir semble avoir besoin de davantage d’appels a` l’homo-
topie lorsque la norme de la solution a` la fin du chemin est plus e´leve´e (5 et
0.5N). Voici maintenant les re´sultats du mode adaptatif.
Tmax |h1| Tir (H) Norme finale Total (H) Total (s)
10N 0.01 43 1.93 10−10 2252 27
5N 0.002 66 2.07 10−10 1425 35
1N 0.02 64 4.11 10−11 1226 166
0.5N 0.01 44 4.89 10−10 1277 305
0.2N 0.02 44 2.16 10−7 1116 696
0.1N 0.02 70 9.85 10−5 1018 1486
Triangulation K1(10−1) - Mode adaptatif
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On constate tout d’abord que les normes a` la fin du chemin en λ = 1
sont meilleures qu’avec le mode uniforme. Toutefois, l’ame´lioration sur les
tirs n’est pas e´blouissante : ils sont meilleurs dans deux cas (5 et 0.5N
encore une fois), mais restent sinon comparables, voir se de´gradent (1 et
0.1N). Finalement, d’apre`s les re´sultats me´diocres en termes de performance
(nombre total d’appels a` l’homotopie et temps d’exe´cution), il semble que le
mode adaptatif ne tire pas vraiment son e´pingle du jeu avec la triangulation
K1(10−1) utilise´e.
3.4.1 Une triangulation plus adapte´e
Les premiers tests, mene´s avec une triangulation K1(10−1), confirment
le fait que le mode adaptatif ne fonctionne pas bien avec un pas aussi grand
suivant λ. En effet, une valeur de 0.1 signifie seulement 10 jonctions adapta-
tives (environ) le long du chemin, ce qui est trop peu pour be´ne´ficier pleine-
ment de la triangulation adaptative. C’est pourquoi on essaye de reprendre
cette se´rie de tests, avec une taille le´ge`rement modifie´e, plus exactement
δi = 0.1,∀i ∈ [1..n]; δn+1 = 0.01, que l’on note dans la suite K1(10−1/10−2).
Cette seconde triangulation, bien que donnant un suivi plus lent que la
K1(10−1) standard, permet de mieux e´tudier les effets du mode adaptatif.
On re´pe`te donc les tests pre´ce´dents, mais avec un pas de 10−2 suivant λ.
Simplexes suivis - Triangulation uniforme (re´fe´rence) et adaptative
10,5,1,0.5,0.2 et 0.1N - Triangulation K1(10−1/10−2)
Un point inte´ressant est que l’on retrouve les meˆmes “sauts” qu’auparavant
(nous verrons pourquoi dans la suite). Le mode adaptatif est encore ici parti-
culie`rement efficace pour 5 et 0.5N , mais s’en sort cette fois beaucoup mieux
pour 10, 1 et 0.1N . Seul le 0.2N ne semble pas tre`s bon, et l’on e´tudiera ce
cas plus en de´tails dans la suite. Il semble donc bien que le pas de 0.1 suivant
λ pe´nalise le mode adaptatif dans la premie`re se´rie de tests.
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On regarde maintenant les re´sultats des tir pour la K1(10−1/10−2).
Tmax |h1| Tir (H) Norme finale Total (H) Total (s)
10N 0.24 80 1.30 10−10 2685 34
5N 0.76 71 4.11 10−10 3425 77
1N 0.05 36 1.53 10−10 1793 223
0.5N 0.74 95 1.55 10−9 3546 855
0.2N 0.24 83 6.33 10−9 2030 1293
0.1N 0.04 58 3.49 10−5 1726 2170
Triangulation K1(10−1/10−2) - Mode uniforme (re´fe´rence)
Comme auparavant, on note un lien grossier entre la norme a` la fin du
chemin et le nombre d’appels de l’homotopie pour le tir, avec ici deux cas
plus rapides pour 1 et 0.1N . Comparons avec les re´sultats pour le mode
adaptatif.
Tmax |h1| Tir (H) Norme finale Total (H) Total (s)
10N 0.01 48 2.28 10−10 3736 49
5N 0.01 43 1.78 10−10 2677 72
1N 0.02 33 4.70 10−9 1742 209
0.5N 0.03 34 9.78 10−10 2090 489
0.2N 0.03 49 2.10 10−9 2552 1510
0.1N 0.02 46 6.77 10−5 1772 2051
Triangulation K1(10−1/10−2) - Mode adaptatif
Cette fois les choses sont plus satisfaisantes, avec une nette ame´lioration
des normes a` la fin des chemins, et surtout e´galement au niveau des tirs
(sauf pour les 1 et 0.1N qui e´taient de´ja` rapides). Maintenant tous les tirs
effectuent entre 30 et 50 appels de l’homotopie. Si l’on ajoute ces bons
re´sultats a` ceux sur le nombre de simplexes parcourus, il est de´sormais
clair que le mode adaptatif a besoin d’un pas relativement faible suivant λ
pour eˆtre efficace. Cependant, on remarque que malgre´ le gain en simplexes
et les tirs plus rapides, les performances globales sont un peu de´cevantes,
car le couˆt nume´rique des jonctions adaptatives contrebalance souvent ces
ame´liorations.
On se concentre maintenant un peu plus sur l’aspect qualitatif du suivi
de chemin, et plus particulie`rement pour 0.5 et 0.2N . Le suivi pour 0.5N
pre´sente un “saut” important, et on note une tre`s bonne performance du
mode adaptatif. Au contraire, pour le 0.2N , qui pre´sente aussi un saut
(moins marque´), le gain de l’adaptatif est insignifiant, et l’on observe de
grandes difficulte´s pour les jonctions (le nombre maximal de simplexes de
jonction ayant du eˆtre porte´ a` 500).
Un cas favorable
Commenc¸ons par le cas favorable a` 0.5N .
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Chemin de ze´ros pour 0.5N - Modes uniforme et adaptatif
On voit que le chemin de gauche, correspondant a` la triangulation uniforme,
est tre`s irre´gulier, avec de fortes oscillations sur les composantes 1,5 et 6 en
particulier. En regardant plus pre´cise´ment vers λ = 0.7, on trouve l’expli-
cation du “saut” de simplexes constate´ pre´ce´demment. On constate que le
suivi redescend apre`s avoir atteint λ = 0.7, et revient a` λ = 0.6 avant de
repartir jusqu’a` λ = 1. C’est pourquoi il faut un si grand nombre de sim-
plexes pour passer du niveau λ = 0.7 au niveau λ = 0.8. D’apre`s l’allure
ge´ne´rale du chemin avant et apre`s cet incident, ce comportement pourrait
eˆtre lie´ a` l’existence de deux chemins distincts (ou peut-eˆtre une bifurcation).
A l’inverse, le chemin de droite, qui correspond au mode adaptatif, a`
l’air bien plus lisse. Les oscillations des composantes 1,5,6 sont fortement
re´duites, et plus important, il n’y a pas de signe de redescente en λ = 0.7 (ce-
pendant, une inflexion du chemin est clairement visible sur les composantes
4,7 par exemple). Ce meilleur comportement se traduit par la re´duction si-
gnificative du nombre de simplexes parcourus (1377 contre 3222). Les jonc-
tions adaptatives totalisent 1286 simplexes, ce qui est presque autant que
le chemin principal (on rappelle toutefois que tous les simplexes de jonction
me requie`rent pas l’e´valuation de l’homotopie, cf plus loin).
On regarde maintenant l’e´volution de la taille de la triangulation au
cours du suivi. On ne repre´sente δ que pour des valeurs de λ multiples de
0.1 pour plus de clarte´, meˆme si la hauteur re´elle des niveaux est en fait
δn+1 = 0.01 (et reste inchange´e durant tout le suivi).
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λ δ1 δ2 δ3 δ4 δ5 δ6 δ7 δ8
0 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1
0.1 0.1 0.1 0.4 0.1 0.4 0.1 0.2 0.05
0.2-0.3 0.1 0.1 0.4 0.1 0.4 0.1 0.2 0.025
0.4 0.1 0.1 0.4 0.2 0.4 0.2 0.1 0.025
0.5-0.6 0.1 0.1 0.4 0.1 0.4 0.2 0.1 0.025
0.7-1 0.05 0.05 0.2 0.1 0.2 0.1 0.05 0.0125
Evolution de δ au cours du suivi - 0.5N (δn+1 = 0.01)
On remarque imme´diatement qu’une re´duction globale de la taille survient
entre λ = 0.6 et λ = 0.7 (a` λ = 0.65 plus pre´cise´ment), ce qui coincide-
rait avec la de´viation et redescente observe´es avec la triangulation uniforme.
L’algorithme semble a` juste titre de´tecter des difficulte´s a` cet endroit (il
s’agit en pratique de la norme de l’homotopie qui de´passe le seuil de 10−1),
et adopte une triangulation plus fine pour un suivi plus prudent. Ceci se
re´ve`le eˆtre un choix judicieux, car on e´vite ainsi le mauvais comportement
du mode uniforme. De plus, le fait qu’on garde cette petite taille de triangu-
lation jusqu’a` la fin est cohe´rent avec l’aspect presque “vertical” du chemin
pour λ ∈ [0.7, 1].
En ce qui concerne les diffe´rentes tailles pour chaque dimension, on
constate que les composantes 3 et 5 tendent a` avoir un pas plus grand,
tandis que la composante 8 a un pas plus faible. Ceci est cohe´rent avec le
fait que la composante 3 est celle ayant la plus forte variation relative (avec
plus d’un facteur 3 entre les valeurs initiales et finales), tandis que la com-
posante 8 varie tre`s peu (de 1.21 a` 1.08 environ). Le cas de la composante
5 est moins clair, car meˆme en tenant compte de la mise a` l’e´chelle, sa va-
riation ne semble pas si importante que cela. Toutefois, on remarque que
cette composante est une des plus irre´gulie`res dans le cas uniforme, et la
moins lisse´e dans le cas adaptatif. De plus, il se trouve que les difficulte´s du
transfert a` 0.2N semblent e´galement lie´es a` cette composante particulie`re
(voir juste apre`s).
Pour finir, le be´ne´fice additionnel du mode adaptatif, a` savoir un tir fi-
nal plus rapide, est ici significatif e´galement. La norme a` la fin du chemin
(avant le tir) passe a` 0.03 au lieu de 0.74, et le tir ne ne´cessite plus que 34
e´valuations de l’homotopie (contre 95 dans le cas uniforme). Cela n’est pas
ne´gligeable, d’autant que les e´valuations lors du tir sont plus couˆteuses que
lors du suivi de chemin (ou` on inte`gre avec une pre´cision moindre).
Ces deux facteurs combine´s conduisent au final a` un gain important,
avec un temps d’exe´cution total de 489s contre 855s (2090 et 3546 appels de
l’homotopie respectivement).
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Un cas de´favorable
On souhaiterait ici mieux comprendre ce qui se passe dans le cas du
0.2N , pour lequel l’utilisation de la triangulation adaptative conduit a` un
temps d’exe´cution supe´rieur a` la re´fe´rence. Concernant le tir final, il y a
pourtant bel et bien ame´lioration, avec 49 appels de l’homotopie contre
83 (la norme de H a` la fin du chemin e´tant de 0.03 au lieu de 0.24). Le
proble`me se situe donc au niveau du suivi en lui-meˆme, sur lequel on ne
gagne quasiment pas de simplexes en adaptatif. Ceci est certainement lie´
aux difficulte´s rencontre´es par les jonctions adaptatives, pour lesquelles on
a augmente´ le nombre de simplexes autorise´s de 100 a` 500. Sans cela, les
jonctions e´chouent a` re´pe´tition, et on garde pratiquement la meˆme taille
de triangulation tout du long. Pourtant meˆme avec ce re´glage plus souple,
la gain en simplexes est tre`s limite´ par rapport au couˆt des jonctions. On
examine donc les deux chemins de ze´ros pour essayer d’y voir plus clair.
Chemin de ze´ros pour 0.2N - Modes uniforme et adaptatif
En premier lieu, on remarque que le chemin est plus lisse dans le cas adapta-
tif, comme pour 0.5N . Cependant, si on observe en particulier la composante
5 de z, on note la pre´sence de “sauts” horizontaux, qui correspondent a` des
jonctions qui parcourent beaucoup de simplexes. Ceci illustre le phe´nome`ne
de´crit en 2.3.1, quand une jonction fait sauter le suivi de chemin d’une
branche a` une autre. On peut alors ensuite redescendre en λ = 0, ou bien
comme ici continuer vers λ = 1. Le proble`me est que ceci n’est pas du tout
le roˆle d’une jonction adaptative !
En effet, l’on est cense´ avoir calcule´ une nouvelle taille de triangula-
tion mieux adapte´e au chemin que l’on est en train de suivre. Si on saute
sur une autre branche au lieu de continuer normalement ce chemin, rien
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ne garantit que la nouvelle taille sera adapte´e a` la nouvelle branche, ce
qui ruine comple`tement le me´canisme adaptatif. De plus, on court le risque
d’une perte de pre´cision du suivi lors de ces sauts, lorsque la jonction rejoint
l’autre branche. Bien suˆr, les conse´quences de ce phe´nome`ne sont aggrave´es
si cela se produit a` plusieurs reprises. En plus du risque de pertes re´pe´te´es de
pre´cision, on se retrouve la plupart du temps avec une taille inadapte´e, car
de´termine´e a` partir de la progression avant le saut. Dans ces circonstances,
un moindre mal est peut-eˆtre en effet d’abandonner le mode adaptatif et de
garder la triangulation uniforme.
Il semblerait que l’on soit ici dans une telle situation, ce qui explique
les difficulte´s de l’adaptatif. Imposer une limite plus stricte (50 simplexes)
sur les jonctions ne sert a` rien : un grand nombre d’entre elle e´chouent, et
on parcourt au final plus de simplexes qu’en uniforme. De meˆme, essayer
un re´glage plus agressif (tole´rance de de´viation a` 1) se re´ve`le trop instable,
tandis qu’un re´glage plus prudent (10−2) ne fait pas mieux qu’avant.
Remarque : accessoirement, si l’on regarde l’e´volution de la taille au
cours du suivi, on note que le pas pour la composante 5 devient tre`s pe-
tit, en-dessous de 10−2. Ceci est probablement une des raisons pratiques du
me´diocre re´sultat de l’adaptatif sur ce chemin, et confirme que le comporte-
ment de cette inconnue (c’est-a`-dire phy(0)) semble tre`s sensible.
Premie`res conclusions sur la triangulation adaptative
Globalement, ces tests montrent un comportement qualitatif satisfaisant
de la triangulation adaptative, a` deux niveaux. D’abord, on observe dans la
plupart des cas une re´duction significative du nombre de simplexes parcou-
rus sur le chemin principal, avec un suivi ge´ne´ralement plus lisse. Le gain
est remarquable dans certains cas favorables, lorsqu’on parvient a` e´viter cer-
taines irre´gularite´s du suivi. De plus, on note e´galement une ame´lioration
ge´ne´rale de la pre´cision du suivi, ce qui me`ne a` des tirs de fin plus rapides,
avec moins d’e´valuations de l’homotopie. Cependant, si les jonctions adap-
tatives sont le plus souvent rapides (moins de 50 simplexes), on peut aussi
rencontrer des situations proble´matiques, peut-eˆtre lie´es a` l’existence de plu-
sieurs branches du chemin de ze´ros. Dans ce cas les jonctions causent en fait
plus de mal que de bien, et il semble pre´fe´rable de comple`tement de´sactiver
le mode adaptatif.
Ne´anmoins, la comparaison des temps d’exe´cution globaux souligne le
fait que le couˆt nume´rique des jonctions adaptatives est en pratique loin
d’eˆtre ne´gligeable. En fait, ce couˆt contrebalance souvent les deux gains
mentionne´s ci-dessus, menant au final a` une ame´lioration limite´e des per-
formances. Ge´ne´ralement parlant, il y a moins a` attendre des suivis qui se
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de´roulent de´ja` bien avec une grande triangulation uniforme, tandis qu’on
peut espe´rer une bonne ame´lioration pour les suivis plus irre´guliers (sauf
dans les cas proble´matiques mentionne´s ci-dessus).
Remarque : ces expe´rimentations confirment qu’un pas de 10−2 pour λ
est pre´fe´rable pour le mode adaptatif, un pas de 10−1e´tant trop grossier.
Accessoirement, l’utilisation du raffinage de solution de´crit en 2.4 fonc-
tionne sur ces proble`mes, mais souffre du meˆme inconve´nient. Le gain re´alise´
sur le tir final (graˆce a` un meilleur point de de´part en λ = 1 apre`s les raffi-
nages) est infe´rieur au couˆt des jonctions de raffinage, et l’on a finalement
un temps d’exe´cution plus long au total.
3.4.2 Formulations des homotopies de jonction
Pour finir, on veut comparer sur cette famille de proble`mes les diffe´rentes
formulations de´crites en 2.2 pour les homotopies de jonction. En particulier,
on souhaite souligner que la premie`re formulation (qui utilise une approxima-
tion de la Jacobienne de H par diffe´rences finies) requiert certains re´glages
nume´riques, ce qui est une forte limitation compare´ a` la seconde formulation
(sans de´rive´es). La se´rie de tests consiste a` effectuer le suivi seul (pas de tir
final), avec le mode adaptatif complet. On garde les re´glages par de´faut, a`
savoir 0.1 pour la tole´rance de de´viation et (2, 0.2, 0.1) pour les seuils de
de´formation anisotrope. Comme on s’attend a` des jonctions plus ou moins
difficiles suivant les re´glages de la premie`re formulation, et pour garder un
environnement de test cohe´rent, on augmente le nombre maximal de sim-
plexes pour les jonctions a` 500 pour tous les tests. Enfin, on utilise une
triangulation K1(10−1/10−2) au lieu d’une K1(10−1), pour avoir davantage
de jonctions adaptatives et e´viter de brider le mode adaptatif.
Il est a` noter que si le nombre de simplexes de jonction diffe`re naturel-
lement d’une formulation a` l’autre, le nombre de simplexes pour le chemin
principal peut lui aussi eˆtre diffe´rent. Ceci est duˆ au fait que les jonctions
peuvent amener a` diffe´rentes faces comple`tement e´tiquete´es, ou bien parfois
tout simplement e´chouer (contrairement a` un e´chec de la premie`re jonction,
un e´chec de jonction adaptative ne provoque pas l’arreˆt du suivi : on garde
simplement la meˆme taille qu’avant).
Premie`re formulation
On commence par la premie`re formulation, qui utilise des diffe´rences fi-
nies centre´es, avec a` la base un pas uniforme h. On rappelle que l’inte´gration
nume´rique le long du chemin est re´alise´e par RKF45, avec des tole´rances ab-
solues et relatives de 10−8 et 10−6.
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Un pas uniforme de 10−6 donne de tre`s mauvais re´sultats, ne conver-
geant que dans 2 cas sur 6, avec trois fois le nombre d’appels a` H usuel.
Visiblement, il faut choisir un pas plus grand. En effet, des valeurs de 10−3
et 10−1 donnent de meilleurs re´sultats, comme indique´ dans les tableaux
ci-dessous ci-dessous :
(i) Prin. le nombre de simplexes pour le chemin principal
(ii) Jonc. le nombre total de simplexes pour les jonctions
(iii) Tot (H) le nombre total d’e´valuations de l’homotopie
(iv) Tps le temps total (en secondes) du suivi de chemin
Tmax Prin. Jonc. Tot (H) Tps
10N 1218 2148 4233 44
5N 913 1940 2901 63
1N 605 1546 1738 216
0.5N 1079 7971 4524 887
0.2N 1140 3027 3253 1745
0.1N - - - -
Tmax Prin. Jonc. Tot (H) Tps
10N 1218 2398 4451 48
5N 1143 7185 4201 92
1N 773 662 1818 190
0.5N 1316 3725 3908 830
0.2N 1397 871 2793 1411
0.1N 904 425 1800 1794
Jonctions pour la premie`re formulation, avec h = 10−3 et h = 10−1
On conside`re maintenant la premie`re formulation modifie´e, dans laquelle
le pas est proportionnel a` la taille de la triangulation : hi = δik , i = 1, . . . , n.
Avec k = 1000 et k = 100, on a comme auparavant de mauvais re´sultats,
avec convergence dans 3 cas sur 6 seulement, et des temps jusqu‘a` deux fois
la re´fe´rence. Avec des valeurs de 10 et 1, c’est nettement mieux, on obtient
des re´sultats comparables a` ceux de la seconde formulation.
Tmax Prin. Jonc. Tot (H) Tps
10N 1218 2134 4236 47
5N 913 1928 2904 63
1N 547 466 1418 171
0.5N 1019 1252 2591 578
0.2N 1395 707 2776 1594
0.1N 1450 736 2810 3198
Tmax Prin. Jonc. Tot (H) Tps
10N 1218 2490 4464 48
5N 761 2316 2711 56
1N 559 567 1476 154
0.5N 1260 2243 3210 629
0.2N 1404 670 2696 1314
0.1N 846 586 1906 1892
Jonctions pour la premie`re formulation, avec k = 10 et k = 1
Seconde formulation (re´fe´rence)
Voici maintenant les re´sultats de la seconde formulation, qui ne fait pas
intervenir les de´rive´es de l’homotopie. Ce point e´tait important dans notre
contexte, car on veut pouvoir travailler sur des homotopies peu re´gulie`res.
Cette formulation est celle employe´e par de´faut dans le code Simplicial, et
il n’y a ici aucun parame`tre nume´rique a` re´gler.
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Tmax Prin. Jonc. Tot (H) Tps
10N 1383 3785 4188 45
5N 792 4129 2614 60
1N 586 447 1339 161
0.5N 1044 1069 2386 493
0.2N 1500 371 2421 1422
0.1N 1527 505 2545 2812
Jonctions pour la seconde formulation
On compare ici les diffe´rents re´glages de la premie`re formulation (h =
10−3, 10−1 et k = 10, 1) a` la seconde formulation, en termes de nombre
total d’appels a` l’homotopie et de temps de suivi :
- ratio (H) de´signe appels de H pour formulation 1appels de H pour formulation 2
- ratio (s) de´signe temps pour formulation 1temps pour formulation 2
Tmax (H) (s) (H) (s)
10N 1.01 0.98 1.06 1.07
5N 1.11 1.05 1.61 1.53
1N 1.30 1.34 1.36 1.18
0.5N 1.90 1.80 1.64 1.68
0.2N 1.34 1.23 1.15 0.99
0.1N - - 0.71 0.64
Tmax (H) (s) (H) (s)
10N 1.01 1.04 1.06 1.07
5N 1.11 1.05 1.04 0.93
1N 1.06 1.06 1.10 0.96
0.5N 1.09 1.17 1.35 1.28
0.2N 1.15 1.12 1.11 0.92
0.1N 1.10 1.14 0.75 0.67
Comparaison : premie`re (h = 10−3, 10−1 et k = 10, 1) / seconde
formulation
On constate que pour les formulations (h = 10−3, k = 10), a` chaque Tmax
les valeurs des deux ratios sont proches, ce qui est cohe´rent avec la fait que
l’essentiel du couˆt nume´rique vient des appels de l’homotopie. Toutefois, la
mesure du temps d’exe´cution est en pratique plus de´licate (pour des raisons
mate´rielles, et de´pend notamment de la machine de test), c’est pourquoi le
nombre d’e´valuations de l’homotopie est un crite`re plus fiable.
A l’inverse, comparer uniquement les simplexes du chemin principal ne
permet pas de juger les me´rites relatifs des diffe´rentes formulations. On le
voit pour 0.2N , ou` les premie`res formulations utilisent moins de simplexes
principaux, mais avec un grand nombre de simplexes de jonction, et au final
de moins bonnes performances. Ceci vient bien suˆr de fait que les jonctions
font aussi des appels de H, et un suivi qui met beaucoup d’efforts dans ses
jonctions peut donc eˆtre infe´rieur a` un autre avec plus de simplexes mais
des jonctions plus le´ge`res.
Cependant, il ne suffit pas non plus de compter en plus le nombre de
simplexes de jonction, comme le montrent les suivis pour 10 et 5N . La
seconde formulation utilise ici presque deux fois plus de simplexes de jonc-
tion, et a` peu pre`s autant de simplexes principaux, pour un nombre total
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d’e´valuations de H infe´rieur ! Ceci vient de la nature des homotopies de jonc-
tion, qui utilisent un pas de 1 sur leur parame`tre homotopique λ′ (cf 2.2).
Les sommets en λ′ = 0 ne requie`rent pas d’appel a` H, seulement quelques
ope´rations matrice-vecteur, dont le couˆt est bien moindre. C’est pourquoi
compter seulement le nombre de simplexes sur le chemin principal et les
jonctions donne une comparaison fausse´e des diffe´rentes formulations.
Ainsi, on voit qu’en dehors du temps d’exe´cution, seul le nombre total
d’e´valuations de l’homotopie permet d’avoir une ide´e pre´cise de l’efficacite´ re-
lative de ces diffe´rentes formulations. Finalement, cette se´rie de tests indique
qu’il est possible de trouver des re´glages corrects pour la premie`re formula-
tion, mais aussi que de mauvais choix peuvent eˆtre catastrophiques (e´checs
des jonctions d’initialisation en particulier). Ceci est ennuyeux dans la me-
sure ou` les bons re´glages sont vraisemblablement de´pendants des proble`mes
e´tudie´s, et meˆme de la me´thode et/ou pre´cision d’inte´gration. Trouver les
parame`tres corrects risque donc de passer par une phase de taˆtonnements,
ce qui est bien suˆr pe´nible. Sur cet aspect la seconde formulation est clai-
rement plus stable, et donne de plus souvent de meilleurs re´sultats que la
premie`re (sauf avec les meilleurs re´glages).
Conclusion
Avec la continuation sur l’objectif et l’initialisation fournie par le tir ini-
tial a` pas fixe, la me´thode simpliciale nous a permis de re´soudre le proble`me
de transfert jusqu’a` une pousse´e de 0.1N . Les solutions obtenues coincident
avec celles de la continuation diffe´rentielle utilise´e dans [26], mais avec un
temps d’exe´cution jusqu’a` trois fois plus long, ce qui e´tait pre´visible.
On proce`de ensuite a` une comparaison de trois inte´grateurs a` pas va-
riable (RKF45, DOP853 et ODEX), ce qui est l’occasion de ve´rifier l’extreˆme
re´gularite´ de cette famille de proble`mes par rapport a` la pousse´e maximale.
Concernant le traitement de la structure bang-bang et du grand nombre de
commutations associe´es, il semblerait que RKF45 offre la meilleure combinai-
son vitesse/pre´cision. Ceci de´pend bien suˆr du cadre de test choisi, et il existe
peut-eˆtre des configurations plus adapte´es aux deux autres inte´grateurs
(d’ordre plus e´leve´).
Les expe´rimentations nume´riques portant sur la triangulation adaptative
montrent un comportement qualitatif satisfaisant, avec un suivi de chemin
plus lisse. Dans les cas favorables cela conduit a` un double gain, avec a` la
fois une re´duction du nombre de simplexes suivis et un tir final plus rapide.
Cependant, on observe e´galement que le couˆt nume´rique des jonctions adap-
tatives est loin d’eˆtre ne´gligeable. En fait, si le suivi se passe de´ja` bien avec
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la triangulation uniforme, le gain global de performance peut ainsi eˆtre insi-
gnifiant. Un autre proble`me particulier semble eˆtre la pre´sence de plusieurs
branches proches du chemin de ze´ros, qui peut perturber les jonctions au
point de rendre le mode adaptatif inutilisable.
Ceci sugge`re que la meilleure voie pour ame´liorer la triangulation adap-
tative est probablement de trouver une formulation moins couˆteuse pour
les jonctions, ou bien une autre fac¸on d’effectuer les changements de taille.
Pour finir, les tests indiquent e´galement la supe´riorite´ de la formulation sans
de´rive´es pour les jonctions. En effet, les autres formulations (qui approxi-
ment la Jacobienne de l’homotopie par diffe´rences finies) apparaissent tre`s
sensibles aux re´glages nume´riques du pas, et sont vraisemblablement moins
adapte´es aux proble`mes peu re´guliers de toute fac¸on.
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Chapitre 4
Proble`mes d’Arcs Singuliers
Parmi les proble`mes de controˆle optimal , les proble`mes d’arcs singuliers
sont inte´ressants et difficiles a` re´soudre par les me´thodes indirectes, car ils
impliquent des controˆles multivalue´s et des inclusions diffe´rentielles. En bref,
les arcs singuliers se produisent lorsque les conditions ne´cessaires donne´es par
la minimisation du Hamiltonien ne suffisent pas pour de´terminer de fac¸on
unique le controˆle optimal sur un intervalle non re´duit a` un point. Dans
ce cas, appliquer le Principe du Maximum de Pontriaguine conduit a` un
proble`me aux deux bouts comportant une inclusion diffe´rentielle. On garde
les notations usuelles : x l’e´tat, p l’e´tat adjoint, y = (x, p) et ϕ la dynamique
du couple e´tat-e´tat adjoint. Alors si Γ de´signe l’expression multivalue´e du
controˆle optimal, on a
(BV P )
{
y˙ ∈ Φ(y) = ϕ(y,Γ(y)) pp sur [t0, tf ]
Conditions aux limites
Le tir multiple peut eˆtre un moyen efficace de re´soudre ce type de
proble`mes,mais requiert typiquement des hypothe`ses a priori sur la struc-
ture du controˆle (nombre et localisation approximative des arcs singuliers en
particulier). Une autre possibilite´, de´crite par exemple dans [6], est d’utiliser
une discre´tisation du (BV P ) avec des techniques de pe´nalisation inte´rieure
(ce qui peut eˆtre vu comme une forme de continuation discre`te).
L’objectif primaire de la continuation est donc ici de fournir une de´tection
fiable de la structure singulie`re et une bonne initialisation, afin de pouvoir
re´soudre ensuite le proble`me par une me´thode de´rive´e du tir multiple. La
continuation est base´e sur la re´gularisation du proble`me en ajoutant un terne
quadratique a` l’objectif (on se limite ici au cas ou le Hamiltonien est line´aire
par rapport au controˆle).
Remarque : les proble`mes d’arcs singuliers pre´sentent parfois une diffi-
culte´ particulie`re appele´e “chattering”, ie une concate´nation infinie d’arcs
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singuliers et/ou bang-bang qui se produit sur un intervalle de temps fini.
Cependant, nous n’avons pas rencontre´ ce cas dans les expe´rimentations sur
les deux proble`mes e´tudie´s ici.
Note : on introduit dans ce chapitre plusieurs variantes des me´thodes de
tir simple ou multiple, dont certaines impliquent la discre´tisation du couple
e´tat-e´tat adjoint ou du controˆle. On garde alors le terme de “fonction de tir”,
qui peut sembler quelque peu inapproprie´ pour les formulations discre´tise´es.
Toutefois, ces formulations utilisent toutes l’e´tat adjoint p, et prennent en
compte les conditions ne´cessaires sur le controˆle. C’est pourquoi il me semble
justifie´ de leur garder un nom en rapport avec la classe des me´thodes indi-
rectes.
4.1 Pre´sentation des proble`mes
On e´tudie dans ce chapitre deux proble`mes d’arcs singuliers en paralle`le :
un mode`le de re´colte de peˆche optimale duˆ a` Clark ([20]), et un proble`me
de re´gulateur quadratique e´tudie par exemple par Chen et Huang dans [19].
On fait cela pour pouvoir observer les similarite´s et/ou diffe´rences de com-
portement par rapport a` la me´thode, de fac¸on a` mieux cerner ce qui est lie´ a`
la me´thode ou a` un proble`me en particulier. On espe`re ainsi mettre au point
une me´thode qui ne de´pende pas trop du proble`me, en essayant de traiter les
deux proble`mes dans les meˆmes conditions. Ceci est particulie`rement impor-
tant pour la re´solution nume´rique, car les expe´rimentations montrent que
les re´glages donnant les meilleurs re´sultats pour l’un des proble`mes peuvent
eˆtre mal adapte´s a` l’autre. En fait, nous aimerions aboutir a` une de´marche
relativement ge´ne´rale qui pourrait eˆtre applique´e a` divers proble`mes, plutoˆt
que trouver les meilleurs parame`tres dans un cas particulier.
Notations : dans ce chapitre, on utilise souvent les indices 1 et 2 pour
les notations spe´cifiques aux Proble`mes 1 et 2, en gardant les notations sans
indices pour le cas ge´ne´ral.
4.1.1 Re´colte de peˆche optimale
Le premier des deux proble`mes e´tudie´s est le mode`le de peˆche de´crit par
Clark dans [20], qui est e´galement e´tudie´ par exemple par Schilling dans
[34]1. L’e´tat x(t) ∈ R repre´sente la population de poisson, et le controˆle
u(t) ∈ R est l’activite´ de peˆche. L’objectif est de maximiser le produit de la
peˆche sur une certaine pe´riode de temps, l’activite´ de peˆche e´tant borne´e par
une certaine valeur Umax. Le mode`le du produit de la peˆche et de l’e´volution
1ou` le (BV P ) est interpre´te´ dans le cadre des points fixes pour ope´rateurs multivalue´s
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0 (E − cx(t)) u(t) dt
x˙(t) = rx(t) (1− x(t)k ) − u(t)
0 ≤ u(t) ≤ Umax ∀t ∈ [0, 10]
x(0) = 70.106 x(10) libre
avec E = 1, c = 17.5 .106, r = 0.71, k = 80.5 .106 et Umax = 20 .106.
Il est a` noter que les valeurs nume´riques des constantes ci-dessus sont
telles que le terme (E − cx(t)) est en pratique toujours positif, ce qui garan-
tit un produit de peˆche positif. Incidemment, on pourrait vouloir ajouter
une contrainte d’e´tat du type x(t) > 0, ∀t ∈ [0, 10], car une population
de poisson ne´gative semble avoir peu de sens... Cependant, dans toutes les
expe´rimentations nume´riques dans la suite on ne rencontre jamais ce cas
de . Il va d’ailleurs sans dire que prendre en compte explicitement cette
contrainte rendrait le proble`me nettement plus complique´.
On modifie maintenant le´ge`rement cette mode´lisation pour obtenir une
formulation similaire a` celle des autres proble`mes e´tudie´s. En premier lieu
on transforme le proble`me de maximisation en un proble`me de minimisation
d’objectif oppose´ (on rappelle que ( cx(t) − E < 0), ce qui interviendra dans
la suite, voir 4.2 page 92). On remplace ensuite l’expression du controˆle
u(t) par u(t) Umax, en re´crivant la contrainte sur le controˆle sous la forme







x(t) − E) u(t) Umax dt
x˙(t) = rx(t) (1− x(t)k ) − u(t) Umax
0 ≤ u(t) ≤ 1 ∀t ∈ [0, 10]
x(0) = 70.106 x(10) libre
On applique le Principe du Maximum de Pontriaguine, avec l’expression
du Hamiltonien















qui donne la dynamique de l’e´tat et e´tat adjoint{
x˙(t) = r x(t) (1− x(t)k )− u(t)Umax
p˙(t) = c
x2(t)





On a les conditions aux limites{
x(0) = 70.106 p(0) libre
x(10) libre p(10) = 0.
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Pour le controˆle optimal u∗, la minimisation du Hamiltonien me`ne a` la




− E − p(t),
avec le controˆle optimal bang-bang correspondant
u∗(t) = 0 si ψ(t) > 0
u∗(t) = 1 si ψ(t) < 0
u∗(t) ∈ [0, 1] si ψ(t) = 0.
Le dernier cas indique normalement une commutation, ou` le controˆle est
discontinu et passe d’un arc a un autre quand ψ s’annule. Cela n’est pas
tre`s geˆnant en soi si cela n’arrive qu’en des instants isole´s, mis a part
qu’un nombre e´leve´ de commutations peut rendre l’inte´gration nume´rique
du (BV P ) de´licate et ainsi entrainer des difficulte´s pour l’application de la
me´thode de tir (voir 1.1.1). Ne´anmoins, on a vu au chapitre 3 que l’uti-
lisation d’un inte´grateur a` pas variable et d’une continuation bien choisie
pouvait donner de bons re´sultats.
Cependant, on e´tudie ici pre´cise´ment le cas des arcs singuliers, et l’on
s’attend donc a` ce que la fonction de commutation ψ s’annule sur des in-
tervalles non triviaux. Les conditions ne´cessaires donne´es par la minimisa-
tion du Hamiltonien ne permettent alors pas a` elles seules de de´terminer le
controˆle sur ces arcs singuliers, ce qui est bien suˆr plus proble´matique qu’un
nombre fixe´ de discontinuite´s.
On essaye donc naturellement d’extraire des informations sur le controˆle
a` partir du fait que les de´rive´es successives de la fonction de commutation
doivent s’annuler sur un arc singulier.
Remarque : on rappelle que t est omis par souci de clarte´ dans les
e´quations suivantes, ou` il n’apparait pas en lui-meˆme de toute fac¸on. On
note ainsi x, p, u, ψ au lieu de x(t), p(t), u(t), ψ(t).












Il se trouve que u a disparu de cette expression, et la relation ψ˙ = 0 ne
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Tout le proble`me est bien suˆr que cette expression n’est utilisable que si
l’on sait que l’on est sur un arc singulier. Un autre point est qu’il n’est
pas e´vident d’apre`s cette formule que u∗singular ve´rifie toujours la contrainte
0 ≤ u(t) ≤ 1,∀t ∈ [0, 10]. En pratique toutefois, cette expression alge´brique
du controˆle singulier est seulement utilise´e pour la re´solution pre´cise du
proble`me de´crite plus loin en 4.4. Dans notre cas l’initialisation fournie par
la continuation (cf 4.2 et 4.3 ci-apre`s) est en fait suffisamment proche de
la solution pour que l’on ne rencontre pas de tels controˆles singuliers “hors
limites”.
Remarque : incidemment, on obtient en combinant les trois e´quations
ψ, ψ˙, ψ¨ = 0 les relations x˙ = 0 et p˙ = 0. Ceci indique que le l’e´tat et l’e´tat
adjoint sont constants sur un arc singulier, et donc le controˆle singulier
l’est aussi. Cette proprie´te´ est bien e´videmment spe´cifique au proble`me, et
ne constitue en aucun cas un re´sultat ge´ne´ral.
4.1.2 Re´gulateur quadratique
Le second proble`me d’arc singulier que l’on e´tudie ici est un proble`me
de re´gulateur quadratique e´tudie´ par exemple dans [19] par Chen et Huang
(qui utilisent e´galement une approche par perturbation, mais avec une conti-
nuation discre`te base´e sur l’e´quation diffe´rentielle de Davidenko). L’e´tat est
cette fois de dimension 2, tandis que le controˆle est toujours de dimension












−1 ≤ u(t) ≤ 1 ∀t ∈ [0, 5]
x(0) = (0, 1) x(5) libre.
On a l’expression du Hamiltonien




2(t)) + p1(t)x2(t) + p2(t)u(t),




p˙2(t) = −p1(t)− x2(t).
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Les conditions aux limites sont{
x(0) = (0, 1) p(0) libre
x(5) libre p(5) = (0, 0).
La minimisation du Hamiltonien conduit imme´diatement a` la fonction
de commutation
ψ(t) = p2(t),
et au controˆle optimal bang-bang correspondant{
u∗(t) = − sign p2(t) si ψ(t) 6= 0
u∗(t) ∈ [−1, 1] si ψ(t) = 0.
Une fois encore, on s’attend a` ce que ψ s’annule sur des intervalles non
triviaux, et l’on essaye d’obtenir l’expression du controˆle singulier a` partir
des de´rive´es successives de ψ. Ce qui donne au premier ordre
ψ˙(t) = −p1(t)− x2(t).
Comme pour le Proble`me 1, cette e´quation ne donne pas d’information
sur le controˆle, et on passe au second ordre
ψ¨(t) = x1(t)− u(t),
qui donne imme´diatement l’expression du controˆle optimal via ψ¨ = 0 :
u∗singular(t) = x1(t).
On fait ici la meˆme remarque que pre´ce´demment concernant la contrainte
sur le controˆle, qui n’est pas automatiquement ve´rifie´e par cette expression.
Cependant, on est en pratique dans la meˆme situation que pour le proble`me
(P1), et on ne rencontre pas de controˆles hors limites durant la re´solution.
4.2 Perturbation quadratique
Comme pour le proble`me de transfert orbital e´tudie´ au chapitre pre´ce´dent,
la re´solution directe de ces proble`mes par le tir simple n’est pas possible, ici
a` cause de la pre´sence d’arcs singuliers. De plus, l’utilisation de me´thodes
plus e´volue´es comme le tir multiple ne´cessiterait certaines informations qua-
litatives sur la structure de controˆle, plus pre´cise´ment le nombre et la loca-
lisation approche´e des arcs singuliers. Il nous faudrait e´galement une bonne
initialisation pour les noeuds du tir multiple, en particulier pour l’e´tat ad-
joint, qui n’a pas d’interpre´tation physique e´vidente, et est donc difficile a`
estimer a priori. On essaye donc d’utiliser une de´marche de continuation
comme pre´ce´demment, mais cette fois plus spe´cifiquement pour de´terminer
l’allure de la structure singulie`re, et pour avoir une approximation correcte
de l’e´tat et e´tat adjoint a la solution. On pourra alors utiliser cette informa-
tion pour re´soudre le proble`me avec pre´cision par des me´thodes de type tir
multiple.
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4.2.1 Formulation
Le contexte est ici un peu diffe´rent des transferts orbitaux, ou` la dif-
ficulte´ principale e´tait le nombre e´leve´ de commutations a` pousse´e faible.
A la fois (P1) et (P2) sont a` temps final fixe´, et la difficulte´ re´side dans
les arcs singuliers. L’objectif de la continuation est donc de re´gulariser le
proble`me pour se de´barrasser des arcs singuliers, sachant que l’on veut tout
de meˆme obtenir des informations fiables sur la structure singulie`re a` la so-
lution. On essaye alors d’ajouter une perturbation quadratique a` l’objectif
originel, comme fait par exemple par Chen et Huang pour (P2) dans [19]
(la diffe´rence e´tant que l’on utilise ici une me´thode simpliciale pour me-
ner la continuation, au lieu d’une continuation discre`te base´e sur l’e´quation
diffe´rentielle de Davidenko). Une conse´quence de cette perturbation est que
le Hamiltonien devient strictement convexe par rapport au controˆle, ce qui
empeˆche l’apparition des arcs singuliers. On espe`re qu’en utilisant le pa-
rame`tre de re´gularisation comme parame`tre homotopique, la continuation
nous permettra de pre´dire l’apparition des arcs singuliers.
Dans toute la suite on essaye de traiter de la meˆme fac¸on (P1) et (P2),
l’ide´e e´tant d’e´viter d’avoir une de´marche trop de´pendante du proble`me.


















2(t)) + (1− λ)u2(t) dt, λ ∈ [0, 1].
Pour le proble`me (P1), comme mentionne´ pre´ce´demment le terme cx(t)−E est
toujours ne´gatif, donc le signe moins devant (1−λ) u2(t) Umax revient bien
a` “ajouter” un terme quadratique, comme pour (P2). On obtient alors deux
familles de proble`mes aux deux bouts parame´tre´es par λ, note´es (BV P1)λ
et (BV P2)λ respectivement. L’objectif originel (non perturbe´) correspond
bien au cas λ = 1.
Si l’on revient aux re´sultats du 1.2.1 sur la minimisation du Hamiltonien,
on a les domaines suivants pour les controˆles :
U1 = [0, 1] et U2 = [−1, 1],
et les Hamiltoniens sont (t est omis pour plus de clarte´) :
















2 + (1− λ)u2) + p1x2 + p2u.
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On voit que H1 et H2 sont tous deux continus, et convexes par rap-
port a` u (car cx − E < 0). Donc pour les deux proble`mes (P1) et (P2),
le The´ore`me 1 et Corollaire 1 s’appliquent, donc Γ1 et Γ2 sont semiconti-
nues supe´rieurement, et a` valeurs convexes compactes non vides. On note
e´galement que pour λ < 1, dans les deux cas le Hamiltonien est strictement
convexe, donc le controˆle optimal est une fonction continue, d’apre`s le Co-
rollaire 1.
On rappelle la dynamique de l’e´tat et e´tat adjoint pour (BV P1)λ et
(BV P2)λ :
ϕ1(y, u, λ) =
(
r x (1− xk )− u Umax
c
x2
(u− (1− λ)u2)Umax − p r (1− 2xk )
)
et







On conside`re la dynamique multivalue´e Φ(y, λ) = ϕ(y,Γ(y), λ). D’apre`s
l’expression de ϕ1 et ϕ2, et le fait que Γ1 et Γ2 sont scs et a` valeurs convexes
compactes non vides, on a que Φ1 et Φ2 sont aussi scs et a` valeurs convexes
compactes non vides. On suppose maintenant que les solutions de (BV P1)λ
et (BV P2)λ restent dans des compacts fixe´s. D’apre`s le The´ore`me 5, on sait
que d’une suite de solutions (yλk) telle que λk tende vers 1, il est possible
d’extraire une sous-suite (yk) convergeant uniforme´ment vers une solution y
du (BV P ), avec (y˙k) convergeant *-faiblement vers y˙ dans L∞n ([0, tf ]).
De plus, comme on a les expressions du controˆle suivantes :{
uλ(t) = 1Umax (r xλ(t) (1−
xλ(t)
k )− x˙λ(t)) pour (P1)
uλ(t) = x˙2λ(t) pour (P2).
le Corollaire 2 s’applique et donne e´galement la convergence *-faible
pour la sous-suite du controˆle (uk). Totutefois, l’existence de ces sous-suites
convergentes ne suffit pas a` garantir en pratique le succe`s de la continuation,
comme on le constate lors des expe´rimentations nume´riques.
Concernant le The´ore`me 6 (cf page 30), on fait les hypothe`ses sur le
suivi de chemin que toutes les faces ge´ne´re´es par l’algorithme restent dans
K × [0, 1] avec K compact, et que l’algorithme ne redescend pas en ze´ro.
Dans les deux cas l’homotopie H est semicontinue supe´rieurement, a` va-
leurs compactes et acycliques. Ce dernier point implique que H est a` valeurs
connexes, ce qui donne la convexite´ en dimension 1 mais pas en dimension
4.2. PERTURBATION QUADRATIQUE 95
2. Les hypothe`ses sur l’homotopie sont donc ve´rifie´es pour (P1), mais pas
pour (P2) a priori. Ce point me´rite probablement une e´tude plus approfon-
die, mais ceci impliquerait une bonne maitrise du degre´ topologique... En
pratique, les suivis de chemins convergent pour les deux proble`mes, mais
on rencontre ne´anmoins des difficulte´s lie´es a` la pre´sence d’arcs singuliers,
comme on va le voir.
Remarque : accessoirement, l’on pourrait se demander ce qui se passe
avec le proble`me (P1) si on met un signe plus devant la perturbation, “comme
pour le transfert orbital et (P2)”. Et bien, le Hamiltonien correspondant est
concave, et non convexe, et conduit a` un controˆle discontinu. La continuation
n’est alors pas tre`s inte´ressante en pratique, pour ne pas dire plus...
4.2.2 Suivi de chemin
Initialisation
Pour initialiser la continuation, on doit re´soudre les deux proble`mes
pour λ = 0, ce qui est facilement re´alise´ par tir simple. On utilise ici une
inte´gration de type RK4 a` pas fixe (1000), les re´sultats e´tant similaires avec
des inte´grateurs a` pas variable. La convergence du tir simple est imme´diate
dans les deux cas, avec un point initial trivial, c’est-a`-dire z0 = 0.1 et z0(0, 0)
respectivement. Voici les re´sultats du tir et les solutions correspondantes en
λ = 0.
z0 z
∗ |S0(z∗)| objectif iter temps
Proble`me 1 0.1 −4.0935 10−2 3.6295 10−16 69374046 39 < 1s
Proble`me 2 (0, 0) (1.2733, 2.2715) 3.3596 10−14 0.4388 134 < 1s
Re´sultats du tir simple en λ = 0.
Solutions pour (P1) et (P2) en λ = 0
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De´tection de la structure singulie`re
Pour les deux proble`mes, le suivi commence bien, et l’e´volution de la
fonction de commutation et du controˆle est tre`s inte´ressante, comme on le
voit ci-dessous.
(P1) : fonction de commutation et controˆle pour λ = 0, 0.5, 0.75, 0.9 et 0.95
(P2) : fonction de commutation et controˆle pour λ = 0, 0.5, 0.75 et 0.9
On voit clairement que dans les deux cas, la fonction de commutation ψ
se rapproche de 0 sur certains intervalles lorsque λ augmente. Ceci sugge`re
fortement la pre´sence d’arcs singuliers sur ces intervalles a` la solution en
λ = 1, et donne de´ja` une ide´e des structures de controˆle.
Pour (P1), la structure semble eˆtre du type re´gulier-singulier-re´gulier,
avec l’arc singulier localise´ autour de l’intervalle [2, 7.5]. Pour (P2), on voit
plutoˆt quelque chose du type re´gulier-singulier, l’arc singulier commenc¸ant
vers t = 1.5.
Par ailleurs, en regardant l’e´volution du controˆle on constate qu’en de-
hors des arcs singuliers suspecte´s, le controˆle tend pour les deux proble`mes
vers une structure de type bang-bang, ce qui est cohe´rent avec les conditions
ne´cessaires pour λ = 1. Plus pre´cise´ment, on a deux arcs u = +1 de part et
d’autre de l’arc singulier pour (P1), et un arc u = −1 avant l’arc singulier
pour (P2).
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Un autre point inte´ressant a` propos du controˆle est qu’il semble garder
des valeurs inte´rieures sur les intervalles de temps ou` ψ se rapproche de 0.
Comme les conditions ne´cessaires en λ = 1 me`nent au contraire a` un controˆle
bang-bang, ceci est un indice supple´mentaire de la pre´sence d’arcs singuliers
sur ces intervalles.
A ce moment, la continuation base´e sur la perturbation quadratique de
l’objectif semble donc tre`s prometteuse. Pour les deux proble`mes, on a de´ja`
de forts indices sur la structure singulie`re, avec une ide´e de la localisation
approximative des arcs singuliers suspecte´s. Sur le plan de la de´tection des
arcs singuliers, cette approche semble donc plutoˆt efficace.
Difficulte´s nume´riques
Toutefois, si l’on poursuit la continuation, le suivi de chemin rencontre
des difficulte´s quand λ tend vers 1. Pour les deux proble`mes, a` partir d’un
certain point, l’approximation affine par morceaux de l’homotopie se de´grade
de plus en plus. Ce phe´nome`ne est illustre´ sur les deux graphes a` gauche
ci-dessous, ou` l’on voit la norme de l’homotopie le long du chemin de ze´ros
augmenter brutalement, avec un comportement tre`s oscillatoire.
De plus, on note e´galement qu’a partir de la`, la valeur de l’objectif
ne s’ame´liore plus, et montre le meˆme genre de de´gradation brutale avec
de fortes oscillations. On rappelle que sur tous les graphes, les objectifs
















Norme de l’homotopie et objectif le long du chemin de ze´ros - Proble`me 1
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Norme de l’homotopie et objectif le long du chemin de ze´ros - Proble`me 2
On s’attend souvent a` des difficulte´s a` la fin des approches de continua-
tion, et d’autant plus ici en raison de la pre´sence d’arcs singuliers. Pour
les me´thodes simpliciales, on peut penser a` utiliser des triangulations raf-
fine´es (comme J3 et J4), et espe´rer que la taille de´croissante de la triangu-
lation permette de garder un suivi plus pre´cis jusqu’a` la convergence. Dans
ce cas, cependant, l’utilisation de ces techniques ne fait que repousser la
de´gradation constate´e, mais n’empeˆche pas son apparition. Accessoirement,
les tests indiquent que la valeur de λ a` laquelle la de´gradation se manifeste
est de´pendante du proble`me. Avec les triangulations raffine´es, on localise le
seuil d’instabilite´ aux alentours de λ = 0.975 pour (P1) et un peu plus toˆt,
vers λ = 0.95, pour (P2).
4.2.3 Deux structures de controˆle diffe´rentes
Comme l’approximation affine par morceaux de l’homotopie est obtenue
par interpolation sur les e´tiquetages des sommets, on examine de plus pre`s
les trajectoires correspondantes. Et si l’on regarde les structures de controˆle
aux sommets, on trouve en effet la raison de la de´gradation de HT . Sur la
dernie`re face comple`tement e´tiquete´e, on voit nettement deux structures de
controˆle diffe´rentes suivant les sommets. Cette diffe´rence introduit naturel-
lement la meˆme se´paration sur les e´tiquetages, et explique la me´diocrite´ de
l’approximation.
On montre ci-dessous pour les deux proble`mes les deux types de structure
de controˆle qu’on trouve parmi les sommets de la dernie`re face comple`tement
e´tiquete´e en λ = 1. Pour chaque proble`me, les deux structures possibles sont
de type bang-bang, et il n’y a plus trace d’arc singulier.
Note : les termes “crossing” et “turning back” applique´s aux structures
de controˆle sont explique´s dans la suite.
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Deux structures diffe´rentes pour le controˆle aux sommets - Proble`me 1
Deux structures diffe´rentes pour le controˆle aux sommets - Proble`me 2
On remarque, toutefois, que les deux structures sont confondues jusqu’a` un
certain instant, a` savoir lorsque la fonction de commutation ψ s’annule. On
a alors deux cas possibles suivant le signe de ψ apre`s ce ze´ro, avec les deux
arcs bang oppose´s. Plus pre´cise´ment, dans un cas la fonction de commutation
reste de meˆme signe qu’avant, et l’arc bang initial continue. Dans l’autre cas
le signe de ψ change, et l’arc aussi : on a une commutation sur le controˆle.
Apre`s ce point, les deux trajectoires sont distinctes et se poursuivent cha-
cune de leur coˆte´. On note que ces deux structures continuent d’apparaitre
parmi les sommets des faces comple`tement e´tiquete´es, aussi petite que soit
la taille de triangulation. Ceci explique pourquoi les triangulations raffine´es
ne parviennent pas a` empeˆcher la de´gradation.
On peut donc raisonnablement penser que la de´gradation du suivi de che-
min est due a` l’apparition, a` un certain niveau, de deux structures de controˆle
distinctes, nume´riquement confondues pour l’inconnue de l’homotopie z. il
est remarquable que les deux proble`mes e´tudie´s partagent ce comportement
particulier, simplement avec un seuil d’apparition diffe´rent (ce qui n’est pas
surprenant). Dans la suite on se re´fe`re a` ces deux structures par les termes
“rebroussement (turning back)” et “traverse´e (crossing)”, par rapport au
comportement de la fonction de commutation apre`s son annulation.
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4.2.4 Instabilite´ du pseudo-arc pre`s de λ = 1
On a donc vu que la de´gradation du suivi est due a l’apparition de deux
structures de controˆle, lie´es au comportement de la fonction de commutation.
Comme indique´ pre´ce´demment, on remarque au de´but de la continuation que
ψ se rapproche de 0 sur certains intervalles, que l’on appelle des “pseudo
arcs singuliers”. On constate que ces pseudo arcs semblent nume´riquement
instables : ψ reste proche de 0 un certain temps, puis de´croche et augmente
en valeur absolue, avec un signe positif ou ne´gatif. Suivant le signe de ψ a` la
sortie du pseudo arc, on obtient une structure de type soit “rebroussement”
soit “traverse´e”.
Maintenant, si l’on examine l’e´volution de la fonction de commutation
au-dela` du seuil d’instabilite´, on voit plus clairement ce qui se produit. En
bref, l’instabilite´ nume´rique de la fonction de commutation pre`s de 0 empire
quand λ tend vers 1. La longueur des pseudo arcs singuliers diminue, le
de´crochage se produisant de plus en plus toˆt.
Instabilite´ du pseudo arc singulier pre`s de la convergence
Proble`me 1 (λ = 0.99, 0.995, 0.9999) et Proble`me 2 (λ = 0.95, 0.975, 0.9999)
A la convergence en λ = 1, tout ce qu’il reste de l’arc singulier est un
point de contact ou` ψ s’annule. Suivant le signe de la fonction de commuta-
tion apre`s ce point, on a les deux structures bang-bang “rebroussement” et
“traverse´e” correspondantes. On repre´sente maintenant la fonction de tir au
voisinage de la solution z∗1 donne´e par le suivi de chemin, pour (P1) et (P2).
Fonction de tir - discontinuite´ a` l’arc singulier - Proble`me 1
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Fonction de tir - discontinuite´ a` l’arc singulier - Proble`me 2
Dans les deux cas on voit clairement la frontie`re qui se´pare les re´gions cor-
respondant aux deux structures de controˆle diffe´rentes. La pre´sence d’arcs
singuliers se manifeste par une discontinuite´ de la fonction de tir a` la solution.
Comme indique´ tout au de´but, ces re´sultats correspondent a` une inte´gration
RK4 avec 1000 pas. Toutefois, augmenter le nombre de a` 10000, ou utiliser
les trois inte´grateurs a` pas variable (RKF45,DOP853, ODEX) donne des
re´sultats similaires. La seule diffe´rence que nous ayons note´e en changeant
d’inte´gration est que pour (P2) le suivi peut converger vers diffe´rents points
de la “frontie`re” en λ = 1. On note e´galement que la convergence est plus
difficile a` atteindre pour (P2), et l’on doit souvent utiliser en pratique une
triangulation J4 au lieu d’une J3 plus pre´cise. Ceci est peut-eˆtre lie´ au fait
que le The´ore`me 6 s’applique pour (P1), mais pas pour (P2), comme men-
tionne´ pre´ce´demment.
En conclusion, on peut dire que cette premie`re continuation a rencontre´
un succe`s mitige´. Bien suˆr, en observant l’e´volution de la fonction de com-
mutation et du controˆle avant le seuil d’instabilite´, on a de fortes indications
sur la pre´sence d’arcs singuliers. Toutefois, en raison de cette instabilite´, on
perd la structure singulie`re avant d’atteindre la convergence, ou` l’on obtient
une solution incorrecte et inutile.
4.3 Approche BVP discre´tise´
4.3.1 Formulation
On a donc vu que la continuation avec une perturbation quadratique
de l’objectif est prometteuse, mais souffre d’instabilite´s nume´riques lors de
l’inte´gration de l’(IV P ) quand le proble`me devient presque singulier. On
cherche a` contourner cette difficulte´, et on introduit une nouvelle approche
, inspire´e par le principe du tir multiple. L’ide´e est a` la base de discre´tiser
les e´quations du proble`me aux deux bouts (comme par exemple dans [7],
avec une me´thode de Runge-Kutta symplectique). On utilise ici d’abord
un sche´ma d’Euler pour l’e´tat et l’e´tat adjoint, avec un controˆle constant
HOMOTOPY AROUND Z*, COMPONENT 1
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par morceaux, toujours obtenu par les conditions ne´cessaires. Les valeurs
de l’e´tat et l’e´tat adjoint aux noeuds de discre´tisation deviennent donc une
inconnue additionnelle de la fonction de tir, tandis que l’on a les conditions
de raccordement (matching conditions) suivantes a` ve´rifier en ces noeuds,
d’apre`s le sche´ma d’Euler :
Matchcond
{
xi − (xi−1 + h∂x∂t (ti−1, xi−1, pi−1, u∗i−1)), ∀i ∈ [1..d]
pi − (pi−1 + h∂p∂t (ti−1, xi−1, pi−1, u∗i−1))
ou` le controˆle optimal u∗i est obtenu a` partir de (xi, pi) par les conditions
ne´cessaires usuelles, et donne la valeur constante du controˆle sur l’intervalle
[ti, ti+1]. L’ide´e est que, meˆme si le controˆle obtenu sur les arcs singuliers est
incorrect, on espe`re avoir tout de meˆme une bonne approximation de l’e´tat
et de l’e´tat adjoint.
En termes de proprie´te´s de convergence, graˆce a` ce choix d’inte´gration
tre`s simple, la nouvelle fonction de tir est a` valeurs convexes compactes. Ceci
nous permet d’espe´rer un bon comportement du suivi, d’apre`s le The´ore`me
6 (cf 1.2.2).
La fonction de tir associe´e au (BV P ) discre´tise´ est de la forme
SD : Rn+(2n)×d → Rn+(2n)×d
ou` n est la dimension de l’e´tat (et e´tat adjoint), et d le nombre de noeuds
de discre´tisation. On re´sume ici la composition de l’inconnue et de la valeur
de la fonction de tir :
Inconnue z
- inconnue de l’IVP en t0 (comme pour le tir simple)
- valeurs de (xi, pi) aux instants inte´rieurs ti, i ∈ [1..d] (on a td = tf )
inconnue de l’IVP en t0 (x
1, p1) ... (xd, pd)
Valeur SD(z)
- conditions de raccordement aux instants inte´rieurs
- conditions aux limites en tf (comme pour le tir simple)
Matchcond(t1) Matchcond(t2) ... Conditions en tf
Un inconve´nient majeur de cette formulation est que le couple e´tat-e´tat
adjoint est discre´tise´. Ceci limite drastiquement le nombre de noeuds de
discre´tisation, sinon la grande dimension de l’inconnue conduit a` des temps
d’exe´cution prohibitifs. Accessoirement, ceci impose e´galement certaines res-
trictions sur l’utilisation de triangulations fines, pour les meˆmes raisons de
couˆt nume´rique.
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Note : Dans toute la suite, on utilise 50 noeuds pour (P1), et 20 pour
(P2), dont l’e´tat est de dimension 2. Meˆme ces discre´tisations grossie`res
me`nent a` des tailles totales de 101 et 82 respectivement pour le suivi de
chemin...
4.3.2 Suivi de chemin
On applique avec cette formulation la meˆme continuation qu’avant, avec
la perturbation quadratique de l’objectif. Une fois encore, re´soudre les proble`mes
en λ = 0 est imme´diat (moins de 1 seconde, avec une solution en-dessous de
10−15), en partant des initialisations triviales
{
(P1) p(0) = 0, (xi = x0 = 7 107, pi = 0), ∀i ∈ [1..d]
(P2) p(0) = (1, 1), (xi = (0, 0), pi = (0, 0)), ∀i ∈ [1..d]
Solutions en λ = 0 pour le BVP discre´tise´ (Euler) - Proble`me 1 et 2
(trace´es par dessus les solutions du tir simple en λ = 0)
On note que les solutions du BVP discre´tise´ coincident extreˆmement bien
avec les re´sultats pre´ce´dents du tir simple (voir page 95), malgre´ le sche´ma
d’inte´gration grossier utilise´.
Concernant le suivi de chemin, les choses se passent nettement mieux ici,
et on atteint λ = 1 sans remarquer l’instabilite´ qui affecte la continuation sur
le tir simple. On trace les solutions obtenues en λ = 1, avec une triangulation
K1(10−2) pour le suivi de chemin.
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Solutions en λ = 1 pour le BVP discre´tise´ (Euler) - Proble`me 1 et 2
Au premier abord, le plus inte´ressant est l’allure des deux fonctions de
commutation. Pour les deux proble`mes la pre´sence d’arcs singuliers est fla-
grante, avec ψ s’annulant quasiment aux environs des intervalles [2, 7] et
[1.5, 5] respectivement. il est remarquable que malgre´ le faible nombre de
pas de discre´tisation, les fonctions de commutations sont nume´riquement
bien proches de 0. Pour (P1) en particulier, la de´tection de l’arc singulier
est bien plus nette que ce que l’on obtenait avec la continuation sur le tir
simple juste avant le seuil d’instabilite´.
Comme pre´vu avec cette formulation, le controˆle est bang-bang, en ac-
cord avec les conditions ne´cessaires a` chaque noeud de discre´tisation. Sur
les arcs singuliers, il oscille ale´atoirement entre les deux valeurs extre´males
possibles (0,1 et -1,1 respectivement), suivant le signe de la fonction de com-
mutation e´value´e en chaque noeud.
En fait, si l’on compare a posteriori ces trajectoires avec les solutions
pre´cises obtenues plus tard (voir 4.4), on trouve que cette approximation
discre´tise´e de x et p n’est pas trop mauvaise. Pour (P1), les diffe´rences sont
localise´es sur l’arc singulier, ou` l’e´tat et l’e´tat adjoint discre´tises restent tout
de meˆme proches de la solution. Pour (P2) toutefois, la solution discre´tise´e
est moins pre´cise : l’e´tat et l’e´tat adjoint ont la bonne allure ge´ne´rale, mais
apparaissent de´cale´s par rapport a` la solution pour x1, p1 et p2, avec de
fortes oscillations sur x2 (visibles sur le graphe ci-dessus).
Formulation Trape`zes implicite
Ne´anmoins, une partie de cette formulation discre´tise´e qui peut eˆtre
ame´liore´e est le sche´ma d’inte´gration. Le choix de la formule d’Euler est a`
l’origine motive´ par la volonte´ de rentrer dans les hypothe`ses du The´ore`me
6, mais celles-ci peuvent e´galement s’accommoder de la formule par trape`zes
(implicite). Le seul changement concerne alors les conditions de raccorde-
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Comme pre´ce´demment, l’initialisation est imme´diate, et le suivi de chemin
se passe bien, avec les solutions ci-dessous.
Solutions en λ = 1 pour le BVP discre´tise´ (Trape`zes) - Proble`me 1 et 2
La solution pour (P1) semble quasiment identique a` celle avec Euler, par
contre les oscillations sur (P2) sont re´duites. De plus, l’e´tat, e´tat adjoint et
fonction de commutation sont a posteriori plus proches de la solution pre´cise
obtenue dans la suite. Cette diffe´rence se voit par exemple au niveau de la
valeur initial de p, qui est environ (1, 1.5) contre (1.15, 2) pour Euler, la so-
lution pre´cise e´tant vers (0.9422, 1.4419). Il semble donc que les de´fauts de la
solution pre´ce´dente pour (P2) soient en partie dus a` l’inte´gration par Euler,
et peuvent eˆtre re´duits, ce qui est rassurant. En fait, cette seconde solution
peut encore eˆtre ame´liore´e par l’utilisation de la triangulation adaptative et
du raffinage de solution (voir 4.3.3), contrairement a` la solution Euler.
Remarque : on peut penser a` essayer des sche´mas d’inte´gration plus
e´volue´s, meˆme s’ils ne ve´rifient pas les hypothe`se du The´ore`me 6. En pra-
tique, l’utilisation de formules de Runge Kutta d’ordre 2 et 4 donne en fait
de moins bonnes solutions, avec le meˆme genre de de´calage observe´ sur x2
(ceci est peut-eˆtre lie´ au fait que l’hypothe`se de convexite´ n’est pas ve´rifie´e
pour (P2)). On a e´galement fait quelques expe´rimentations tre`s pre´liminaires
avec des sche´mas symplectiques, voir en Annexe B.3.2 page 149.
Ces solutions sont en fait de´ja` suffisantes pour de´tecter la structure sin-
gulie`re et initialiser correctement la re´solution pre´cise des proble`mes, comme
explique´ en 4.4. On va tout de meˆme e´tudier plus en de´tails cette formula-
tion, en particulier les oscillations observe´es.
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Erreurs de raccordement
En dehors du remplacement de la formule d’Euler, on pourrait penser a`
augmenter simplement le nombre de noeuds de discre´tisation pour ame´liorer
les solutions. Toutefois, les tests re´alises dans cette direction n’ont pas e´te´
tre`s convaincants, et cette strate´gie est vite confronte´e au proble`me de la
taille de l’inconnue. De meˆme, l’utilisation de triangulations raffine´es ne
donne pas de meilleurs re´sultats, et le tir en λ = 1 non plus (le raffinage de
solution, par contre, fait un peu mieux, voir page 108).
Ces difficulte´s persistantes pourraient en fait provenir de l’expression
du controˆle, qui est toujours donne´ pas les conditions ne´cessaires. Sur un
intervalle de temps [ti, ti+1] inclus dans un arc singulier, supposons que l’al-
gorithme ait trouve´ les valeurs correctes de (xi, pi) et (xi+1, pi+1). Etant
sur un arcs singulier, la valeur de la fonction de commutation ψ(ti) devrait
eˆtre proche de 0, mais nume´riquement il s’agira d’une faible valeur posi-
tive ou ne´gative. En fonction de ce signe les conditions ne´cessaires donnent
un controˆle bang-bang ui, qui est diffe´rent du controˆle singulier u∗i . En
conse´quence, les conditions de raccordement pour l’e´tat et l’e´tat adjoint
en ti+1 peuvent ne pas eˆtre ve´rifie´es, bien que l’on ait les valeurs correctes.
Les implications nume´riques de ce de´faut de la formulation sont difficiles
a` pre´dire concernant la solution, mais il semble que l’algorithme trouve un
e´quilibre entre les valeurs justes de (x, p) et les erreurs de raccordement in-
duites.
On regarde maintenant de plus pre`s la valeur des conditions de raccor-
dement en λ = 1 (solution Euler). Sur les graphes suivants, on trace pour
les deux proble`mes la fonction de commutation ψ (trait plein), et chaque
composante des conditions de raccordement sur l’e´tat et l’e´tat adjoint (ti-
rets, avec diffe´rents symboles pour les noeuds). On a donc au total 3 courbes
pour (P1) ((x, p) ∈ R2), et 5 pour (P2) ((x, p) ∈ R4).
Conditions de raccordement pour (P1) et (P2) en λ = 1 (Euler)
La chose la plus inte´ressante sur ces deux graphes est la localisation des
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erreurs de raccordement. On remarque imme´diatement que les composantes
non nulles des conditions de raccordement ne se trouvent que sur les noeuds
a` l’inte´rieur des arcs singuliers. Sur les arcs bang, ou` le controˆle donne´
par les conditions ne´cessaires est correct, les erreurs de raccordement sont
nume´riquement nulles (en dessous de 10−14) pour toutes les composantes
des deux proble`mes.
De plus, pour (P2) on constate e´galement que les erreurs concernent
uniquement la seconde composante de l’e´tat (x2). Les autres composantes
(x1, p1, p2) ve´rifient toujours leurs conditions de raccordement, meˆme sur les
arcs singuliers. Et si l’on regarde l’expression de la dynamique de l’e´tat et
e´tat adjoint pour (P2) (voir page 91), on s’aperc¸oit que x2 est pre´cise´ment la
seule composante pour laquelle le controˆle u apparait. Pour (P1), les de´rive´es
de x et p font toutes deux intervenir le controˆle (cf page 88), et il n’est donc
pas surprenant de trouver des erreurs de raccordement pour les deux sur les
arcs singuliers.
De plus, on note que le signe des erreurs de raccordement semble chan-
ger en meˆme temps que celui de la fonction de commutation. Ceci semble
cohe´rent avec les remarques pre´ce´dentes, comme ce changement de signe cor-
respond aussi aux commutations du controˆle bang-bang incorrect donne´ par
les conditions ne´cessaires. Etant donne´ les valeurs du controˆle singulier, ces
commutations changent typiquement le signe de “l’erreur” sur le controˆle, a`
savoir ui − uisingular.
Voici maintenant les conditions de raccordement pour la formulation
trape`zes.
Conditions de raccordement pour (P1) et (P2) en λ = 1 (Trape`zes)
On observe le meˆme comportement qualitatif qu’avec Euler, simplement
avec des erreurs plus faibles pour (P2). Ceci indiquerait que le lien entre les
erreurs de raccordement et le controˆle incorrect sur les arcs singuliers n’est
pas une conse´quence du choix d’inte´gration, mais bien une caracte´ristique
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de la formulation BVP discre´tise´.
A ce stade, il semble donc raisonnable de penser que ces erreurs de
raccordement persistantes a` la solution sont directement lie´es au controˆle
incorrect donne´ par les conditions ne´cessaires sur les arcs singuliers.
Utiliser l’expression alge´brique du controˆle singulier ?
Mais apre`s tout, puisque l’on connait l’expression alge´brique du controˆle
singulier (voir p.91 et 92), pourquoi ne pas l’utiliser pour se de´barrasser de
ces erreurs ? Si a` un noeud ti on suspecte eˆtre sur un arc singulier, il semble
le´gitime d’utiliser alors l’expression exacte du controˆle singulier usingular
au lieu du controˆle incorrect u∗i des conditions ne´cessaires. Cette ide´e a`
l’air inte´ressante au premier abord, mais se heurte a` de grandes difficulte´s
d’imple´mentation.
Le point crucial est la de´tection du cas singulier, et nous avons essaye´
plusieurs formulations portant sur la norme de la fonction de commutation
ψ et de ses de´rive´es (qui sont cense´es s’annuler sur les arcs singuliers). Tou-





ψ2(ti) + ψ˙2(ti) < 
ψ2(ti) + ψ˙2(ti) + ψ¨2(ti) < 
ont montre´ une sensibilite´ extreˆme par rapport a` la valeur de la tole´rance ,
pour ne pas dire plus.
De fait, changer la valeur de ce seuil conduit a` des solutions totale-
ment diffe´rentes, parfois meilleurs, mais parfois pires qu’avec la formulation
classique. Comme nous n’avons pas trouve´ de lien cohe´rent (pour les deux
proble`mes en meˆme temps) entre la valeur de  et la qualite´ des solutions,
nous avons finalement abandonne´ cette ide´e. La racine du mal semble eˆtre
que cette formulation tend a` “forcer” trop arbitrairement des arcs singu-
liers, et peut-eˆtre qu’une fac¸on plus nuance´e d’introduire usingular (ou une
de´tection plus intelligente du cas singulier) rendrait cette ide´e utilisable en
pratique.
4.3.3 Effet de la triangulation adaptative et du raffinage de
solution
Pour la formulation BVP discre´tise´, on note que le tir final en λ = 1
n’ame´liore pas la solution, quelle que soit l’inte´gration choisie. Ceci est pro-
bablement duˆ aux erreurs de raccordement de´crites plus toˆt, inhe´rentes a`
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la formulation. On essaye alors de voir ce que donnent les me´canismes de
triangulation adaptative et de raffinage de solution. On compare d’abord la
triangulation uniforme de base avec le mode adaptatif complet (cf 2.3). Plus
on ajoute le raffinage de solution (cf 2.4.2) pour le troisie`me test avec 10
tentatives de raffinage (autoriser 20 raffinages n’ame´liore pas davantage les
solutions).
Re´sume´ : les trois configurations de test sont :
- triangulation uniforme fixe´e, pas de raffinage, note´e “uniforme”.
- mode adaptatif complet, pas de raffinage, note´e “adaptatif”.
- mode adaptatif complet, 10 raffinages en λ = 1, note´e “raffinage”.
Tous les tests utilisent une triangulation K1, avec une taille initiale de
10−2, et l’inte´gration par trape`zes (les meˆmes tests avec l’inte´gration Eu-
ler n’ont pas e´te´ convaincants, avec persistance des oscillations observe´es
pre´ce´demment). Comme on s’inte´resse ici plutoˆt a` la qualite´ des solutions
qu’a` la performance2, on re`gle le controˆle de de´viation plus prudemment a`
10−2, ce qui se re´ve`le ici supe´rieur au re´glage par de´faut a` 10−1.
Les solutions “uniforme” sont celles de´ja` obtenues , et on montre ici les
deux autres pour (P2) (“adaptatif” et “raffinage”), superpose´es a` la solution
de re´fe´rence obtenue par tir structure´ (voir 4.4 juste apre`s).
Remarque : on ne repre´sente pas les solutions du proble`me (P1), car elles
sont tre`s proches et visuellement impossibles a` distinguer les unes des autres
sur les graphes.
Solutions pour les configurations “adaptatif” et “raffinage”.
2ces suivis ne prennent que quelques secondes de toute fac¸on.
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Comparaison de x2 pour les trois configurations et condition de
raccordement sur x2 pour la solution “raffinage”.
On voit (avec de bons yeux) que les solutions “adaptatif” et “raffinage”
sont plus proches de la solution de re´fe´rence, ce qui est rassurant. La com-
paraison est plus significative pour x2, que l’on a repre´sente´ se´pare´ment
sur le troisie`me graphe (pour les trois configurations de test en plus de la
re´fe´rence). On rappelle que x2 est la seule composante dont la de´rive´e im-
plique le controˆle, ce qui explique probablement pourquoi elle montre le plus
d’irre´gularite´s.
On remarque que la solution raffine´e comporte encore quelques points
e´gare´s, qui ne semblent pas vouloir disparaitre si on augmente le nombre de
raffinages. On atteint sans doute ici les limites de la formulation discre´tise´e,
comme les erreurs de raccordement de´crites auparavant nous empeˆchent de
trouver la solution exacte de toute fac¸on. Ne´anmoins, comme on peut le voir
sur la comparaison page 119, ces solutions raffine´es sont en fait tre`s bonnes
a posteriori. On a une approximation pre´cise de l’e´tat et de l’e´tat adjoint,
ainsi que de la fonction de commutation, dont les valeurs sur les arcs singu-
liers descendent jusqu’a` 10−5− 10−6 pour les deux proble`mes. La diffe´rence
avec la solution “uniforme” est nette sur le quatrie`me graphe montrant les
conditions de raccordement, ou` ψ montrait auparavant des oscillations au-
tour de 0 (voir page 107).
Voici les de´tails des suivis de chemin : en plus de la norme finale, on
indique le nombre de simplexes du chemin principal (Principal), des jonc-
tions en incluant les raffinages (Jonctions), et le nombre total d’appels de
l’homotopie (Total (H)).
Proble`me 1 Principal Jonctions Total (H) |S1(z∗)|
uniforme 107 360 0 107 578 1.69
adaptatif 34 920 754 37 404 8.81 10−1
raffinage 34 920 1 282 374 249 154 7.19 10−1
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Proble`me 2 Principal Jonctions Total (H) |S1(z∗)|
uniforme 25161 0 25 837 9.68 10−2
adaptatif 9347 8 656 27 152 8.21 10−2
raffinage 9347 220 868 91 271 5.51 10−2
On note que le mode adaptatif se de´brouille bien en termes de perfor-
mances, avec un suivi bien plus rapide pour (P1). On voit ensuite que si
le raffinage parvient a` ame´liorer la solution, ceci a un couˆt3. Incidemment,
les normes finales diminuent (le´ge`rement) ici en accord avec la qualite´ des
solutions. Toutefois, il est a` noter qu’a` cause des erreurs de raccordement
re´siduelles, cette norme n’est pas forcement toujours un indicateur fiable
de la qualite´ d’une solution. Par exemple, la solution raffine´e pour Euler
sur (P2) pre´sente une norme finale faible, meˆme si elle comporte encore de
fortes oscillations comme pre´ce´demment, avec une valeur de l’objectif tre`s
me´diocre.
Conclusion pre´liminaire
La formulation BVP discre´tise´ a e´te´ introduite dans l’ide´e d’e´viter l’in-
stabilite´ nume´rique constate´e sur la continuation avec le tir simple. Les
expe´rimentations ont montre´ que cette difficulte´ particulie`re disparait effecti-
vement, et ont e´galement souligne´ certaines limitations de cette formulation.
Tout d’abord, le caracte`re primitif de l’inte´gration utilise´e, avec un faible
nombre de pas et un sche´ma extreˆmement simple, qui a e´te´ le´ge`rement
ame´liore´ en remplac¸ant la formule d’Euler par une re`gle de trape`zes im-
plicite. Ensuite, un point plus subtil, les erreurs de raccordement cause´es
par l’expression incorrecte du controˆle sur les arcs singuliers, que nous ne
somme pas parvenus a` supprimer comple`tement. Ne´anmoins, meˆme avec ces
de´fauts on obtient de´ja` une de´tection fiable de la structure singulie`re, et une
bonne initialisation pour une re´solution pre´cise, comme de´crit ci-apre`s.
De plus, graˆce a` l’utilisation des me´canismes de triangulation adapta-
tive et de raffinage de solution pre´sente´s en 2.1, on parvient e´galement a`
obtenir une approximation tre`s proche de l’e´tat, e´tat adjoint et fonction de
commutation, meˆme si cela ne s’ave`re pas ne´cessaire dans la suite.
4.4 Tir structure´
Comme on l’a vu, la premie`re continuation avec le tir simple donne de´ja`
une ide´e de la structure singulie`re des deux proble`mes. Ensuite, avec la for-
mulation BVP discre´tise´, on obtient des informations plus claires sur cette
3mais une fois encore, les performances ne sont pas notre objectif ici, et les configura-
tions raffine´es convergent encore en moins de 2 minutes...
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structure, avec une de´tection tre`s nette des arcs singuliers. On souhaite donc
maintenant passer a` la re´solution pre´cise graˆce a` cette connaissance. On uti-
lise une variante du tir multiple classique, qu’on appelle “tir structure´”. Elle
partage le principe du ce´le`bre code BNDSCO d’Oberle (cf [31]), le´ge`rement
simplifie´ et adapte´ au cas des arcs singuliers au lieu des contraintes d’e´tat. La
premie`re diffe´rence est que les arcs singuliers, contrairement aux contraintes
d’e´tat, ne provoquent pas de discontinuite´s de l’e´tat adjoint, et il n’y a donc
pas de conditions de saut a` traiter durant l’inte´gration. Ensuite, au lieu
d’avoir une subdivision fixe´e du temps pour le tir multiple en plus des ins-
tants de commutation de´limitant les changements de structure, on ne garde
que ces derniers. On inte`gre l’IVP arc par arc, avec le controˆle optimal usuel
sur les arcs bang (non singuliers), et le controˆle singulier (cf pages 91,92)
sur les arcs singuliers.
Remarque : si l’on examine les expressions du controˆle singulier men-
tionne´es ci-dessus, on constate qu’elles ne ve´rifient pas la contrainte u ∈ U
a priori. Il se trouve que les initialisations fournies par les deux continua-
tions pre´ce´dentes sont en fait suffisamment pre´cises pour que l’on ne ren-
contre pas de difficulte´s en pratique. Toutefois, les expe´rimentations sur des
initialisations perturbe´es montrent que des controˆles “hors limites” peuvent
bel et bien apparaitre si l’on est loin de la solution, voir page 118.
4.4.1 Formulation
On de´crit ici deux formulations pour le tir structure´, d’abord la version
comple`te puis une version simplifie´e.
Tir structure´ complet
En plus de l’inconnue classique de l’IVP (qui est pour ces deux proble`mes
l’e´tat adjoint initial p(0)), on a donc les instants qui de´limitent les arcs
singuliers, et les valeurs de l’e´tat et e´tat adjoint a` ces instants. D’autre part,
on a e´galement un ensemble de nouvelles conditions a` ve´rifier, et la fonction
de tir est de la forme
SStruct : Rn+(2n+1)×s → Rn+(2n+1)×s
avec n la dimension de l’e´tat (et e´tat adjoint) et s le nombre d’instants de
commutations. Les conditions sur ces instants refle`tent le fait qu’ils indiquent
soit le de´but, soit la fin d’un arc singulier, donc la fonction de commutation
et ses de´rive´es doivent s’annuler. Les conditions sur l’e´tat et l’e´tat adjoint
correspondent ici simplement a` leur continuite´ (ce qui est bien plus simple
qu’avec des contraintes d’e´tat, ou` il faut tenir compte des sauts, comme dans
BNDSCO). On note ces deux types de conditions Switchcond et Matchcond
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dans la suite. Voici le de´tail de l’inconnue et de la valeur de la fonction de tir.
Inconnue : z
- inconnue de l’IVP en t0 (comme pour le tir simple)
- valeurs de (xi, pi) aux instants de commutation ti , i = 1..s
- longueur des arcs ∆i, tels que ti = ti−1 + ∆i , ∀i ∈ [1..s]
inconnue de l’IVP en t0 (x
1, p1) ... (xs, ps) ∆1 ... ∆s
Valeur : SStruct(z)
- conditions de singularite´ et de raccordement aux instants de commutation
- conditions aux limites en tf (comme pour le tir simple, note´es TC(tf ))
Switchcond(t1) Matchcond(t1) ... Switchcond(ts) Matchcond(ts) TC(tf )
On de´taille maintenant l’imple´mentation pratique des conditions de sin-
gularite´ et de raccordement. Comme on l’a dit, les conditions de raccorde-
ment ve´rifient simplement la continuite´ de l’e´tat et e´tat adjoint aux entre´es
et sorties d’arc singulier. D’ou` l’expression suivante :
Matchcond(ti) = (xi, pi)− (xˆi, pˆi) ∀i ∈ [1..s]
ou` (xˆi, pˆi) de´signe l’e´tat et l’e´tat adjoint obtenus par inte´gration a` la fin de
l’arc [ti−1, ti].
Pour la condition de singularite´, on utilise
Switchcond(ti) = ψ2(ti, xi, pi, ui).
Remarque : il est possible d’inclure les de´rive´es de ψ dans la condition
de singularite´, avec une expression de la forme
Switchcond(ti) = ψ2(ti, xi, pi, ui) + ψ˙2(ti, xi, pi, ui).
Cependant, ceci se re´ve`le nume´riquement plus fragile que la formulation ci-
dessus.
Tir structure´ le´ger
On pre´sente maintenant une version alle´ge´e du tir structure´, que l’on
appelle fort originalement “tir structure´ le´ger”, Cette modification vient
du fait qu’en l’absence de contraintes d’e´tat, l’e´tat et l’e´tat adjoint sont
continus au de´but/a` la fin des arcs singuliers. On pourrait donc simplement
poursuivre l’inte´gration avec les valeurs de (x, p) obtenues a` la fin de l’arc
pre´ce´dent (singulier ou pas). Dans ce cas, il n’est plus ne´cessaire d’inclure
les valeurs (xi, pi) dans l’inconnue. Il ne reste plus alors que les longueurs
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d’arcs ∆i, en plus de l’inconnue usuelle de l’IVP. La nouvelle fonction de tir
est de la forme
SLightStruct : Rn+s → Rn+s
avec s le nombre d’instants de commutation.
Cette formulation plus le´ge`re pre´sente un gain en termes de dimension,
mais cet avantage serait plus significatif avec un nombre plus e´leve´ d’arcs
singuliers. Pour les deux proble`mes e´tudie´s, on n’a que 2 et 1 instants de
commutation, ce qui ne fait donc pas une grande diffe´rence de taille.
Par ailleurs, poursuivre l’inte´gration tout du long soule`ve une difficulte´
the´orique. A la sortie d’un arc singulier, la fonction de commutation est
cense´e eˆtre nulle, donc le controˆle optimal (non singulier) juste a` la sortie ne
peut pas eˆtre donne´ correctement par les conditions ne´cessaires. En pratique
bien suˆr, ψ ne s’annule que “nume´riquement”, a` une certaine pre´cision pre`s.
A la sortie, on attend donc une tre`s faible valeur, mais positive ou ne´gative.
Si le signe est correct, on a la bonne valeur du controˆle sur l’arc bang qui
suit l’arc singulier, sinon....
Les expe´rimentations nume´riques tendent a` montrer qu’avec une bonne
initialisation, on est dans ce cas favorable, et la formulation alle´ge´e converge
bien. Ceci souligne l’importance de bien connaitre la structure du controˆle,
a` savoir non seulement le nombre et la localisation des arcs singuliers, mais
aussi la nature des arcs bang-bang. Il est donc d’autant plus inte´ressant de
disposer des bonnes solutions approche´es des continuations pre´ce´dentes.
On re´sume ici l’inconnue et la valeur de la fonction de tir pour la formu-
lation alle´ge´e.
Inconnue : z
- inconnue de l’IVP en t0 (comme pour le tir simple)
- longueur des arcs ∆i, tels que ti = ti−1 + ∆i , ∀i ∈ [1..s]
inconnue de l’IVP en t0 ∆1 ... ∆s
Valeur : SLightStruct(z)
- conditions de singularite´ aux instants de commutation
- conditions aux limites en tf (TC(tf ), comme pour le tir simple)
Switchcond(t1) ... Switchcond(ts) TC(tf )
4.4.2 Re´sultats nume´riques
On proce`de maintenant a` la re´solution nume´rique des proble`mes . Pour
commencer, on de´termine la structure singulie`re et l’initialisation a` partir
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des re´sultats des deux continuations pre´ce´dentes, sur le tir simple et le BVP
discre´tise´. On re´sout ensuite les deux proble`mes avec le tir structure´ (complet
et le´ger) pre´sente´ ci-dessus. Cette re´solution ne comporte pas de continuation
en elle-meˆme, on essaye juste de re´soudre les e´quations SStruct(z) = 0 or
SLightStruct(z) = 0 pour les deux proble`mes (P1) et (P2).
Initialisations
On commence par de´terminer la structure singulie`re que l’on attend pour
chaque proble`me, en se basant sur les informations des continuations. Ici les
fonctions de commutations indiquent clairement la meˆme structure pour
les deux continuations : re´gulier-singulier-re´gulier pour (P1), et re´gulier-
singulier pour (P2). On extrait ensuite la longueur des arcs et les valeurs de
l’e´tat-e´tat adjoint requises a` partir des solutions des continuations, comme
re´sume´ ci-dessous. On a donc deux jeux d’initialisations (a` partir des conti-
nuation tir simple et BVP discre´tise´), et deux me´thodes de re´solution (tir
structure´ complet et le´ger).
Remarques :
• Trouver l’initialisation correspondant a` la continuation du tir simple est
un peu fastidieux. Pour trouver une solution juste avant le seuil d’instabilite´,
on doit en pratique faire plusieurs suivis de chemin avec des triangulations
raffine´es.
• L’initialisation pour le cas BVP discre´tise´ correspond a` la formulation la
plus basique, Euler avec triangulation uniforme. Apre`s tout, on ne cherche
qu’une initialisation, et cela suffit, comme on va le voir.
On re´sume ici les initialisations pour (P1).
Note : dans la suite on utilise les longueurs des arcs ∆i au lieu des instants
de commutation ti, en accord avec l’imple´mentation. On rappelle que l’on a
ici t1 = ∆1 et t2 = ∆1 + ∆2.
Proble`me 1 : structure de controˆle re´gulier-singulier-re´gulier
• Inconnue z : p(0), ∆1, ∆2, x(t1), p(t1), x(t2), p(t2)
Continuation p(0) ∆1 ∆2 x
1 p1 x2 p2
BV P0.95 -0.429 2.5 4.5 4.996 10
7 -0.600 4.825 107 -0.587
BV PD -0.453 2.55 4.55 4.839 10
7 -0.637 4.741 107 -0.621
On observe que les deux initialisations sont assez proches, et que l’on a
chaque fois (x1, p1) ≈ (x2, p2). Ceci est cohe´rent avec le fait que pour (P1),
l’e´tat et l’e´tat adjoint sont constants sur les arcs singuliers (cf 4.1.1 page 88).
Voici les initialisations pour (P2).
Proble`me 2 : structure de controˆle re´gulier-singulier
• Inconnue z : p(0), ∆1, x(t1) ,p(t1)
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Continuation p(0) ∆1 x
1 p1
BV P0.925 (0.974,1.512) 1.5 (0.398,−0.309) (0.401, 0.00358)
BV PD (1.167,2.024) 1.429 (0.578,−0.429) (0.586, 0.000505)
Il n’y a ici que deux arcs et un seul instant de commutation, mais l’e´tat (et
l’e´tat adjoint) sont de dimension 2. Les initialisations sont ici plus distinctes,
ce qui est en particulier duˆ au de´calage de l’e´tat et de l’e´tat adjoint observe´
avec Euler pour (P2), comme mentionne´ pre´ce´demment. Par ailleurs, on a
dans les deux cas p12 ≈ 0, ce qui est cohe´rent avec le fait que la fonction de
commutation est cense´e s’annuler a` l’entre´e d’un arc singulier (on rappelle
que ψ = p2 pour (P2), donc on s’attend a` p2(t1) = 0).
Re´solution
Comme mentionne´ plus toˆt, il n’y a ici pas de suivi de chemin, on proce`de
directement au tir (techniquement, en λ = 1). On utilise une inte´gration
Runge Kutta d’ordre 4, avec 1000 pas. Dans la formulation du tir structure´,
dans le cas d’une inte´gration a` pas fixe, les pas sont divise´s ente les arcs
proportionnellement a` leur longueur (il n’y a pas de distinction entre les
arcs singuliers et les autres). La convergence est imme´diate (1 seconde ou
moins) pour toutes les configurations de test.
Voici les re´sultats des tir structure´s complet et le´ger pour (P1), a` partir
des deux jeux d’initialisations :
- Norme initiale est la norme de la fonction de tir au point initial
- Norme finale est la norme de la fonction de tir a` la solution
- objectif est la valeur de l’objectif a` la solution
- Total (H) indique le nombre total d’appels a` l’homotopie
- Temps donne le temps d’exe´cution du tir (sur un Pentium 4 a` 2.8GHz).
Initialisation Tir Norme initiale Norme finale objectif Total (H) Temps
BV Pλ=0.95 Full 1.08 10
−1 6.70 10−12 1.069 108 53 < 1s
BV Pλ=0.95 Light 1.69 10
−1 1.40 10−12 1.069 108 59 < 1s
BV PD Full 8.44 10
−2 1.17 10−12 1.069 108 111 1s
BV PD Light 1.13 10
−1 4.47 10−14 1.069 108 62 < 1s
Re´sultats de convergence du tir structure´ (complet et le´ger) pour (P1)
Initialisation a` partir des continuations tir simple et BVP discre´tise´
Et une comparaison plus de´taille´e des solutions du tir :
-p(0) indique l’e´tat adjoint initial a` la solution
-∆1,∆2 indique la longueur des arcs (avec t1 = ∆1, t2 = ∆1 + ∆2)
Initialisation Tir p(0) ∆1 ∆2
BV Pλ=0.95 Complet −4.622547 10−1 2.370416 4.618367
BV Pλ=0.95 Le´ger −4.622547 10−1 2.370416 4.618367
BV PD Complet −4.622547 10−1 2.370416 4.618367
BV PD Le´ger −4.622547 10−1 2.370415 4.618366
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Comparaison des solutions du tir structure´ (complet et le´ger) pour (P1)
Initialisation a` partir des continuations tir simple et BVP discre´tise´
On constate que la norme de la fonction de tir au point initial est le´ge`rement
meilleure pur l’initialisation du BVP discre´tise´. En ce qui concerne les quatre
solutions obtenues, la norme finale est similaire pour les trois premie`res,
avec la quatrie`me le´ge`rement meilleure. L’objectif est en fait identique a` 11
chiffres significatifs pre`s4, et p(0),∆1,∆2 coincident jusqu’a` 6 chiffres (5 pour
la quatrie`me solution). On peut donc conclure que les solutions trouve´es sont
nume´riquement identiques.
Passons maintenant au proble`me (P2).
Initialisation Tir Norme initiale Norme finale objectif Total (H) Temps
BV Pλ=0.925 Compler 1.37 3.07 10
−14 3.7699 10−1 52 < 1s
BV Pλ=0.925 Le´ger 1.99 6.85 10
−14 3.7699 10−1 43 < 1s
BV PD Complet 3.14 10
−1 1.01 10−15 3.7699 10−1 57 < 1s
BV PD Le´ger 1.01 10
−1 1.56 10−14 3.7699 10−1 49 < 1s
Re´sultats de convergence du tir structure´ (complet et le´ger) pour (P2)
Initialisation a` partir des continuations tir simple et BVP discre´tise´
Initialisation Tir p1(0) p2(0) ∆1
BV Pλ=0.925 Complet 9.421734 10
−1 1.441910 1.413764
BV Pλ=0.925 Le´ger 9.421734 10
−1 1.441910 1.413764
BV PD Complet 9.421734 10
−1 1.441910 1.413764
BV PD Le´ger 9.421734 10
−1 1.441910 1.413764
Comparaison des solutions du tir structure´ (complet et le´ger) pour (P2)
Initialisation a` partir des continuations tir simple et BVP discre´tise´
On voit ici plus nettement la distinction entre les deux initialisations, avec
un e´cart sur la norme initiale d’un ordre de grandeur en faveur de l’initialisa-
tion BVP discre´tise´. Comme pour (P1), les normes finales sont tre`s proches,
les objectifs identiques a` 14 chiffres5, et p(0),∆1 a` plus de 6 chiffres. Une
fois encore, on peut conside´rer que l’on converge vers la meˆme solution.
On constate qu’utiliser les inte´grateurs a` pas variable RKF45, DOP853
et ODEX donne les meˆmes re´sultats. Les normes finales sont le´ge`rement
meilleures (de 10−14 a` 10−16), ce qui n’est pas surprenant, et l’objectif reste
identique a` 8 chiffres pre`s. Finalement, on repre´sente ici les trajectoires cor-
respondantes, sur lesquelles on voit clairement les arcs singuliers.
41.06905997911 108 pour eˆtre tout a` fait exact.
50.37699193029464...
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Solutions du tir structure´ - Proble`mes 1 et 2
On peut s’interroger sur la sensibilite´ des deux formulations du tir struc-
ture´. On e´tudie donc la stabilite´ de convergence en appliquant diverses per-
turbations a` l’initialisation. Le cadre de re´fe´rence est le suivant : initialisa-
tion BVP discre´tise´, inte´gration RK4 (1000). On utilise les perturbations
suivantes sur l’e´tat adjoint initial et les instants de commutation :
- p(0) : −1,−0.5,−0.1,+0.1,+0.5,+1 pour (P1)
- p(0) : (−2,−2), (−1,−1), (+1,+1), (+2,+2) pour (P2)
- (t1, t2) : (−1,+1), (+1,−1) pour (P1)
- t1 : −1,+1 pour (P2)
Pour chaque tentative de tir on indique seulement la norme finale et le
nombre d’appels de l’homotopie. Le * apre`s le nombre d’appels indique que
l’on a rencontre´ au cours du tir des controˆles “hors limites” sur les arcs sin-
guliers (cf page 112).
Perturbation Complet Le´ger
p(0)− 1 1.07 10−13 / 112* 6.02 / 19*
p(0)− 0.5 0.26 / 125* 4.59 / 19*
p(0)− 0.1 0.27 / 114* 9.57 10−3 / 75*
p(0) + 0.1 6.11 10−14 / 87 1.07 10−13 / 68
p(0) + 0.5 1.28 10−13 / 128 5.68 / 17*
p(0) + 1 4.06 / 25* 2.18 / 39*
(t1, t2) + (−1, 1) 9.80 10−13 / 60 0.28 / 37
(t1, t2) + (1,−1) 1.83 10−13 / 121 1.37 10−13 / 92
Stabilite´ de convergence - Proble`me 1
On constate que le tir est assez sensible, puisqu’une perturbation de −0.1
sur p(0) suffit a` empeˆcher la convergence. En fait, ceci s’explique par le fait
que cette petite perturbation modifie de´ja` la structure du controˆle, comme
on le voit ci-dessous
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La perturbation modifie la structure du controˆle - Proble`me 1
On se retrouve ainsi dans la situation de´crite au chapitre 1 : le point initial
n’est pas dans la bonne re´gion, et le tir ne converge pas.
On voit e´galement que la formulation comple`te s’en sort un peu mieux
que la formulation le´ge`re, avec 5 cas de convergence sur 8 tests, contre seule-
ment 2 (et demi avec le cas a` 10−3...). Il semble donc que le gain de taille
de cette deuxie`me formulation soit contrebalance´ par une stabilite´ re´duite.
De plus, on note la fre´quente apparition de valeurs hors limites (ici [0, 1]) du
controˆle singulier, indique´es par le symbole *. Celles-ci semblent coincider
remarquablement avec les cas de non convergence, avec une seule exception
(premier test pour la formulation comple`te) ou` le tir parvient a` converger
malgre´ ce phe´nome`ne. Techniquement, il serait possible de tronquer ces va-
leurs a` 0 ou 1 respectivement. On ne l’a pas introduit dans la formulation,
car ce cas n’est pas cense´ se produire si l’on a une bonne initialisation, ce
qui est tout l’objectif de la partie continuation. D’ailleurs, ce phe´nome`ne ne
s’est jamais produit durant les tentatives “normales” (non perturbe´es) de
re´solution des proble`mes.
Perturbation Complet Le´ger
p(0)− (2, 2) 9.79 10−14 / 58 2.27 10−14 / 54
p(0)− (1, 1) 1.84 10−14 / 58 1.26 10−14 / 50
p(0) + (1, 1) 1.97 10−14 / 70 5.37 10−15 / 58
p(0) + (2, 2) 9.79 10−15 / 73 3.24 10−14 / 54
t1 − 1 3.03 10−15 / 76 2.88 10−14 / 52
t1 + 1 7.28 10
−15 / 69 4.50 10−15 / 73
Stabilite´ de convergence - Proble`me 2
Pour (P2) le tir est apparemment bien plus robuste, car on converge
toujours malgre´ les perturbations. Accessoirement, on ne rencontre ici jamais
de controˆles hors limites, ce qui explique peut-eˆtre cette stabilite´.
Comparaison des trois formulations
Pour finir, on effectue une comparaison entre la solution du tir structure´
et les solutions approche´es obtenues par les continuations tir simple et BVP
discre´tise´. Pour le tir simple (tirets), on prend la solution obtenue juste avant
le seuil d’instabilite´, c’est-a`-dire en λ = 0.95 pour (P1) et λ = 0.925 pour
(P2). Pour le BVP discre´tise´ (points), on prend la meilleure solution possible,
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a` savoir la solution raffine´e avec l’inte´gration par trape`zes. La solution de
re´fe´rence du tir structure´ est trace´e en trait plein.
Solutions du BVP discre´tise´, tir simple et structure´, pour (P1)
Solutions du BVP discre´tise´, tir simple et structure´, pour (P2)
Comme on le voit, les trajectoires discre´tise´es de l’e´tat et e´tat adjoint pour
le BVP discre´tise´ sont tre`s proches de la solution de re´fe´rence. Pour le tir
simple, p est plus e´loigne´ sur l’arc singulier pour (P1), mais on n’est qu’a`
λ = 0.95, donc la diffe´rence n’est pas si surprenante. En fait, on est plutoˆt
chanceux pour (P2) d’avoir une solution aussi proche en λ = 0.925 seule-
ment.
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Cette pre´cision des solutions des continuations est probablement pour
beaucoup dans la convergence aise´e du tir structure´, car on a ainsi un
tre`s bon point initial. On note e´galement que la fonction de commutation
discre´tise´e est tre`s proche de la re´fe´rence, ce qui confirme que cette for-
mulation est bien adapte´e a` la de´tection de la structure singulie`re (et a`
l’initialisation du tir structure´).
En ce qui concerne le controˆle, les valeurs bang-bang du BVP discre´tise´
sont inexploitables sur les arcs singuliers, et indiquent simplement le signe
de la fonction de commutation quasi nulle en ces points. D’un autre coˆte´, le
controˆle du tir simple n’est pas si mauvais (surtout pour (P1)), e´tant assez
proche de la re´fe´rence meˆme a` l’inte´rieur des arcs singuliers. Les diffe´rences
sont en fait localise´es autour des instants de commutation (au sens de la
structure singulie`re, c’est-a`-dire les de´buts/fins d’arcs singuliers), ce qui n’est
gue`re surprenant.
4.5 Formulation Controˆle discre´tise´
On a vu que la formulation BVP discre´tise´ peut donner de tre`s bonnes so-
lutions approche´es. Cependant, il est quelque peu frustrant que le controˆle
obtenu sur les arcs singuliers soit inutilisable, et geˆne en fait la me´thode
en introduisant des erreurs de raccordement. Aussi nous aimerions, toujours
dans l’ide´e d’une discre´tisation, obtenir e´galement une approximation accep-
table du controˆle. On s’inspire ici des me´thodes semi-directes, ou` le controˆle
discre´tise´ devient l’inconnue du proble`me (les me´thodes directes discre´tisent
quant a` elles a` la fois l’e´tat et le controˆle, cf 4.6).
4.5.1 Formulation
Dans cette formulation, le couple e´tat-e´tat adjoint (x, p) est inte´gre´ de-
puis l’instant initial t0, comme dans l’IVP de la me´thode du tir simple clas-
sique. La diffe´rence est que cette inte´gration n’utilise pas directement l’ex-
pression du controˆle optimal donne´e par u∗ = Argminu∈UH(t, x, p, u). On
conside`re a` la place une approximation constante par morceaux du controˆle,
dont les valeurs ui aux instants de discre´tisation ti, i = 1..d deviennent de
nouvelles inconnues. Ces valeurs du controˆle doivent par ailleurs satisfaire
certaines conditions, note´es Controlcond, que l’on de´taille dans la suite. Pour
l’instant, il suffit de dire que ces conditions sont de meˆme dimension que le
controˆle u, d’ou` la forme de cette nouvelle “fonction de tir” :
SDC : Rn+m×d → Rn+m×d
avec d le nombre de noeuds de discre´tisation et m la dimension du controˆle.
On de´taille comme d’habitude l’inconnue et la valeur de SDC :
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Inconnue z
- inconnue de l’IVP en t0 (comme pour le tir simple)
- valeurs du controˆle (ui) aux instants de discre´tisation ti, i ∈ [1..d] (tf n’en
est pas un ici6)
inconnue de l’IVP en t0 (u
1) ... (ud)
Valeur SDC(z)
- conditions du controˆle aux instants de discre´tisation
- conditions aux limites en tf (comme pour le tir simple)
Controlcond(t1) Controlcond(t2) ... Conditions en tf
Note : Comme le controˆle est ge´ne´ralement de dimension plus faible que
le couple (x, p), cette formulation peut souvent permettre davantage de points
de discre´tisation que pour le BVP discre´tise´.
On arrive maintenant au coeur de cette formulation, a` savoir l’expression
des conditions sur le controˆle. A un noeud de discre´tisation en ti, la condi-
tion sur le controˆle ui de´pend de la structure du controˆle. Si l’on est sur
un arc bang (non singulier), alors ui doit coincider avec le controˆle optimal
u∗i donne´ par les conditions ne´cessaires. Dans le cas singulier, au contraire,
on ne doit pas imposer ces conditions ne´cessaires, sous peine d’avoir les
meˆmes conse´quence que pour le BVP discre´tise´. Cependant, la condition
sur le controˆle ne devrait pas s’appuyer sur la de´tection du cas singulier, ce
qui passe typiquement par la comparaison de la fonction de commutation
ψ (et optionnellement de ses de´rive´es) a` certaines valeurs seuil. Comme on
l’a mentionne´ plus toˆt page 108, ceci est nume´riquement tre`s instable par
rapport au seuil. C’est pourquoi on essaye finalement l’expression suivante,
qui utilise le fait que le domaine U est dans notre cas un intervalle [ulow, uup] :
Si ui ∈ U = [ulow, uup]
Alors Controlcond(ti) = (ui − u∗i )× Singcond(ti)
Sinon si ui > uup, alors Controlcond(ti) = ui − uup,
sinon Controlcond(ti) = ui − ulow
avec Singcond = ψ2 + ψ˙2
La premie`re partie traduit le fait que l’on impose le respect des conditions
ne´cessaires seulement en dehors des arcs singuliers. Si Controlcond(ti) = 0,
on a soit ui = u∗i et les conditions ne´cessaires sont satisfaites (ceci devrait
correspondre aux arcs bang-bang), ou bien Singcond(ti) = 0, ce qui indique
6le controˆle en tf n’est ici pas utile, comme on n’utilise que des inte´grations explicites.
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un arc singulier. Le point crucial est que l’on ne choisit pas quel terme s’an-
nule, et qu’on ne force jamais les conditions ne´cessaires : si le terme Singcond
est suffisamment proche de 0, alors ui est autorise´ a` eˆtre diffe´rent de u∗i .
Concernant l’expression de Singcond, la formule ci-dessus avec la de´rive´e de
ψ donne ici de meilleurs re´sultats que la formule plus simple Singcond = ψ2
utilise´e dans la formulation BVP discre´tise´.
Remarque : il est en fait possible que les deux termes de la condition
de controˆle s’annulent, auquel cas ce qui se passe nume´riquement n’est pas
tre`s clair. Ceci correspondrait au de´but ou a` la fin d’un arc singulier (a`
l’inte´rieur de l’arc, le controˆle singulier est suppose´ diffe´rent du controˆle op-
timal incorrect u∗i , donc u
i − u∗i ne devrait pas eˆtre nul.) Cependant, il est
sans doute tre`s peu probable qu’un tel instant coincide en pratique avec un
noeud de discre´tisation.
La seconde partie, qui correspond a` la contrainte ui ∈ U , est telle que
la violation de cette contrainte peut prendre des valeurs aussi bien positives
que ne´gatives. Elle est en pratique supe´rieure a` l’expression peut-eˆtre plus
intuitive Controlcond(ti) = d(ui, U), peut-eˆtre en raison de cette proprie´te´
de signe. Bien suˆr, si le controˆle est de dimension plus grande que 1, cette
partie doit eˆtre adapte´e, mais il est difficile de pre´dire comment garder la
stabilite´ de la formulation ci-dessus.
Remarque : comme pour la formulation BVP discre´tise´, on a tente´ d’in-
troduire l’expression alge´brique du controˆle singulier. L’ide´e est d’imposer
une contrainte du type “ui = uisingular si ti est dans un arc singulier” dans
les conditions de controˆle. Cependant, on a rencontre´ ici les meˆmes diffi-
culte´s qu’auparavant, c’est-a`-dire une sensibilite´ inacceptable par rapport a`
l’imple´mentation pratique de la de´tection du cas singulier.
Avant de passer aux re´sultats nume´riques, on tient a` souligner que les
proprie´te´s de convergence pour cette formulation controˆle discre´tise´ restent
une question ouverte.
4.5.2 Re´sultats nume´riques
On applique ici la meˆme continuation que pour le tir simple et le BVP
discre´tise´. Le controˆle e´tant de dimension 1 dans les deux cas, on utilise 50
noeuds de discre´tisation pour les deux proble`mes (avec une dimension to-
tale de 51 et 52 respectivement). On observe une convergence assez rapide7
et sans difficulte´s particulie`res, excepte´ le fait que la premie`re jonction en
λ = 0 prend curieusement un grand nombre de simplexes, surtout pour (P2)
7suivant l’inte´gration choisie, de 15 a` 30 secondes pour (P1) et 10 a` 20 secondes pour
(P2).
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(voir ci-dessous).
Le suivi de chemin est re´alise´ avec une triangulation K1(10−1) ordinaire,
avec mise a` l’e´chelle standard, et deux tirs, en λ = 0 et λ = 1. L’initialisation
avant le premier tir est extreˆmement grossie`re : on fixe p(0) = 0 pour (P1)
et p(0) = (1, 1) pour (P2), avec les valeurs pour le controˆle ui = 0, i = 1..d
dans les deux cas. Le tir initial converge ne´anmoins presque instantane´ment
a` une solution en dessous de 10−15, a` l’exception du Runge Kutta 2 pour
(P2) qui n’atteint que 10−2 (ce qui ne semble pas perturber le suivi).
On de´taille ici le suivi de chemin :
- Principal indique le nombre de simplexes pour le chemin principal.
- Jonction 1 indique le nombre de simplexes pour la premie`re jonction.
- Total (H) indique le nombre global d’e´valuations de l’homotopie.
- Norme finale indique la norme de H a` la solution apre`s le tir en λ = 1.
Inte´gration Principal Jonction 1 Total (H) Norme finale
Euler 23 209 3499 26 268 5.39 10−5
Point milieu 24 149 6474 29 071 6.87 10−6
RK2 24 186 6464 29 289 4.43 10−6
RK4 24 173 6488 28 974 3.88 10−6
Proble`me 1 - Suivi de chemin pour la formulation Controˆle discre´tise´.
Inte´gration Principal Jonction 1 Total (H) Norme finale
Euler 5071 27 033 23 792 4.03 10−3
Point milieu 5144 31 336 27 459 1.05 10−2
RK2 4678 42 142 33 568 6.57 10−4
RK4 5150 31 396 28 158 5.58 10−4
Proble`me 2 - Suivi de chemin pour la formulation Controˆle discre´tise´.
Voici les trajectoires correspondant aux diffe´rents choix d’inte´gration,
a` savoir Euler, Point milieu, Runge Kutta d’ordre 2 et 4. Une fois encore,
les solutions discre´tise´es sont superpose´es a` la solution de re´fe´rence du tir
structure´ (en trait plein).
Controˆle discre´tise´ pour Proble`me 1 - Euler et Point milieu
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Controˆle discre´tise´ pour Proble`me 1 - RK2 et RK4
Controˆle discre´tise´ pour Proble`me 2 - Euler et Point milieu
Controˆle discre´tise´ pour Proble`me 2 - RK2 et RK4
La premie`re constatation est que pour les deux proble`mes et tous les
choix d’inte´gration, l’approximation de l’e´tat et de l’e´tat adjoint est tre`s
bonne. La seule exception est avec Euler pour (P2), qui pre´sente le meˆme
phe´nome`ne de de´calage par rapport a` la solution que celui mentionne´ page
104 pour la formulation BVP discre´tise´. La fonction de commutation ψ est
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e´galement tre`s pre´cise, et indique clairement la structure singulie`re pour les
deux proble`mes.
Mais le point le plus inte´ressant est bien suˆr l’approximation du controˆle,
qui est l’inconnue de cette formulation. Dans tous les cas on voit que le
controˆle discre´tise´ coincide avec la re´fe´rence sur les arcs bang-bang, ce qui
tend a` indiquer que les conditions ne´cessaires sont correctement prises en
compte. Quant aux arcs singuliers, on observe que le controˆle discre´tise´ n’y
est pas si e´loigne´ du controˆle singulier de re´fe´rence, en particulier avec les
deux inte´grations par Runge Kutta. Cela signifie que le terme ψ2 + ψ˙2 dans
la condition de controˆle parvient effectivement a` guider le controˆle vers la
valeur singulie`re correcte, alors meˆme que l’on n’utilise pas l’expression de
usingular
8 ! Il s’agit la` d’un point inte´ressant, car cela sugge`re que la me´thode
pourrait s’appliquer a` des proble`mes pour lesquels on ne dispose pas de
l’expression alge´brique du controˆle singulier.
4.6 Approche par me´thode directe
On souhaite ici faire une comparaison rapide avec les me´thodes directes,
ou` l’on discre´tise le proble`me de controˆle. Le controˆle fait alors partie des
inconnues, au lieu d’eˆtre obtenu par les conditions ne´cessaires, et il est donc
inte´ressant de voir comment elles se comportent sur ces proble`mes d’arcs
singuliers.
4.6.1 Formulation
On utilise ici pour nos expe´rimentations avec les me´thodes directes le
code KNITRO, qui traite des proble`mes d’optimisation non line´aires (NLP).
Des informations de´taille´es sur les algorithmes employe´s peuvent eˆtre trouve´es
dans [13, 14], on rappelle juste ici le principe ge´ne´ral de la me´thode. En bref,
KNITRO effectue la re´solution du proble`me NLP originel en re´solvant une
suite de sous-proble`mes barrie`re. Chaque sous-proble`me est re´solu avec une
pre´cision assez faible par des ite´rations de SQP (en utilisant des re´gions de
confiance), jusqu’a` ce qu’on parvienne a` annuler le parame`tre barrie`re. Il
s’agit d’une me´thode de point inte´rieur, qui a une certaine parente´ avec les
me´thodes de continuation et de pe´nalisation.
La transformation du proble`me de controˆle optimal en un proble`me d’op-
timisation non line´aire passe par la discre´tisation de l’e´tat et du controˆle, qui
deviennent les inconnues du proble`me. L’inte´gration du syste`me discre´tise´
8On rappelle que pour ces deux proble`mes l’expression du controˆle singulier est obtenue
a` partir de l’e´quation du second ordre ψ¨ = 0, car le controˆle disparait de ψ˙ = 0.
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introduit un ensemble de contraintes lie´es a` la dynamique, comme la valeur
de l’e´tat a` un noeud doit coincider avec la valeur obtenue par l’inte´gration
depuis le noeud pre´ce´dent.
Note : une variante de cette approche directe consiste a` ne discre´tiser
que le controˆle, en inte´grant simplement l’e´tat depuis l’instant initial. Cette
approche “semi-directe” permet un gain important en termes de taille de
proble`me, comme l’e´tat discre´tise´ ne fait plus partie des inconnues et que les
contraintes de dynamique disparaissent.
Concernant l’inte´gration, on se limite ici a` des formules a` pas fixe, car on
veut pouvoir utiliser la diffe´rentiation automatique pour calculer les de´rive´es
des contraintes de dynamique et de l’objectif.
Remarque : il n’y a pas d’e´tat adjoint en tant que tel dans les me´thodes di-
rectes, meˆme si on peut le relier aux multiplicateurs de Lagrange du proble`me
discre´tise´.
4.6.2 Re´sultats nume´riques
L’inte´gration pour les deux proble`mes est un basique Runge-Kutta 4,
avec 100 ou 1000 pas. Les tole´rances d’admissibilite´ et d’optimalite´ sont
fixe´es a` 10−12 et 10−9 respectivement. On utilise l’initialisation triviale sui-
vante, dans le meˆme esprit que pour la de´marche par continuation : xi = x0,
et ui = 0, ∀i = 1..ns, avec ns le nombre de pas de discre´tisation.
Avec ces re´glages, les temps d’exe´cution sont du meˆme ordre que notre ap-
proche :
- 2 secondes (100 pas) et 81 secondes (1000 pas) pour (P1)
- 26 secondes (100 pas) et 237 secondes (1000 pas) pour (P2)
Voici les solutions (e´tat et controˆle) pour 100 et 1000 pas :
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Me´thode directe - Solutions pour 100 et 1000 pas - Proble`me 1
Me´thode directe - Solutions pour 100 et 1000 pas - Proble`me 2
On converge visiblement vers les meˆmes solutions que celles obtenues par
le tir structure´. Cependant, on note la pre´sence d’irre´gularite´s sur les arcs
singuliers, et en particulier aux commutations. Les quelques tests que nous
avons re´alises tendent a` indiquer que se de´barrasser comple`tement de ces
artefacts (pour obtenir une solution “lisse” comme celle du tir structure´)
pourrait eˆtre de´licat. Augmenter le nombre de pas est vite limite´ par le
temps d’exe´cution, et n’est pas toujours convaincant. Par exemple, pour
(P1) avec 1000 pas, les oscillations sur l’arc singulier semblent en fait plus
prononce´es qu’avec seulement 100 pas. D’autre part, fixer des tole´rances plus
strictes rend rapidement la convergence bien plus difficile a` atteindre.
Toutefois, nous devons insister sur le fait que nos expe´rimentations avec
KNITRO sont tre`s pre´liminaires, et que l’on peut probablement obtenir de
meilleurs re´sultats. Une autre voie a` explorer est l’approche semi-directe, ou`
le controˆle seul est l’inconnue. Enfin, une autre limitation ici est le choix
d’une inte´gration a` pas fixe, qui provient de l’emploi de la diffe´rentiation
automatique.
Conclusion
La premie`re continuation sur le tir simple monter de´ja` l’apparition pro-
gressive de la structure singulie`re, par l’e´volution du controˆle et de la fonc-
tion de commutation quand λ augmente le long du chemin. Cependant, a`
l’approche de la convergence les proble`mes deviennent quasiment singuliers,
et on perd la structure singulie`re a` cause de l’instabilite´ nume´rique de la
fonction de commutation au voisinage de 0.
Pour contourner cette difficulte´, on discre´tise les e´quations du BVP,
les valeurs de l’e´tat et de l’e´tat adjoint aux noeuds de discre´tisation de-
venant partie de l’inconnue de l’homotopie. On observe alors au cours des
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expe´rimentations nume´riques des indications d’un de´faut intrinse`que  la for-
mulation, lie´ a` l’application errone´e des conditions ne´cessaires sur les arcs
singuliers. Ceci conduit nume´riquement a` de persistantes erreurs de raccor-
dement et des irre´gularite´s sur l’e´tat et l’e´tat adjoint discre´tise´s. Malgre´
tout, un bon choix de l’inte´gration, combine´ aux me´canismes de triangu-
lation adaptative et de raffinage de solution de´crits au chapitre 2, permet
d’obtenir une approximation tre`s pre´cise de l’e´tat, e´tat adjoint et fonction
de commutation. On a ainsi une de´tection fiable de la structure singulie`re,
et une tre`s bonne initialisation pour une re´solution pre´cise.
Il est a` noter que pour ces deux continuations, l’algorithme simplicial
converge en λ = 1, malgre´ la pre´sence des arcs singuliers.
On passe alors a` la re´solution pre´cise, avec une me´thode inspire´e du
tir multiple et adapte´e au cas singulier. Graˆce a` l’information fournie par
les continuations pre´ce´dentes, on converge instantane´ment vers une solu-
tion pre´cise de deux proble`mes (cohe´rente avec les re´sultats pre´sente´s dans
[34, 19]).
On a donc re´solu les proble`mes, mais les tre`s bons re´sultats de la for-
mulation discre´tise´e concernant l’e´tat et l’e´tat adjoint nous encouragent a`
essayer d’obtenir e´galement une approximation du controˆle singulier.
On introduit alors une nouvelle formulation discre´tise´e, dans laquelle le
controˆle remplace l’e´tat et l’e´tat adjoint dans l’inconnue. On essaye d’impo-
ser les conditions ne´cessaires sur ce controˆle, tout en respectant la structure
singulie`re du proble`me pour e´viter les anicroches du BVP discre´tise´. Bien que
tre`s sensible a` l’imple´mentation pratique de ces conditions sur le controˆle,
cette ide´e donne des re´sultats nume´riques surprenants. On obtient en effet
pour les deux proble`mes une approximation tre`s proche de l’e´tat et de l’e´tat
adjoint, et plus inte´ressant, des valeurs satisfaisantes du controˆle sur les arcs
singuliers, et ce sans utiliser l’expression alge´brique du controˆle singulier.
Toutefois, on manque de re´sultats the´oriques concernant cette formulation,
et le traitement d’un controˆle de dimension supe´rieure a` 1 demanderait vrai-
semblablement une imple´mentation soigne´e. Par ailleurs, les conditions de
controˆle peuvent probablement eˆtre ame´liore´es pour une meilleure stabilite´,
peut-eˆtre en utilisant une barrie`re.
Pour finir, il est a` noter que toutes les approches de´crites dans ce chapitre
sont plutoˆt rapides, avec un temps de convergence n’exce´dant pas 2 minutes
(pour la continuation sur BVP discre´tise´ avec raffinage). En particulier, la
re´solution comple`te des proble`mes (BVP discre´tise´ de base plus tir structure´)
prend moins de 15 secondes.
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Conclusions et Perspectives
Le the`me central de ce travail est lie´ aux difficulte´s, en particulier le
choix critique du point initial, que rencontrent les me´thodes de tir sur des
proble`mes peu re´guliers. Pour y reme´dier, on introduit une de´marche de
continuation, et on choisit en pratique les me´thodes simpliciales en raison
de leur robustesse. Dans ce contexte, on introduit certaines ame´liorations,
comme la triangulation adaptative ou le raffinage de solutions.
On conside`re tout d’abord une famille de proble`mes de transfert orbital
a` pousse´e faible, avec une structure de controˆle de type bang-bang et plu-
sieurs centaines de commutations. La me´thode simpliciale retrouve bien les
re´sultats ayant de´ja` obtenus par la continuation diffe´rentielle (mais est plus
lente, comme il fallait s’y attendre), et la comparaison de trois inte´grateurs
a` pas variable souligne une fois encore l’extreˆme re´gularite´ de cette famille
de proble`mes par rapport a` la pousse´e maximale. Les expe´rimentations
nume´riques permettent e´galement de valider le comportement qualitatif de
la triangulation adaptative, avec a` la fois un gain sur les simplexes parcourus
et le tir final. Toutefois, le bilan quantitatif est ici mitige´, a` cause du couˆt
nume´rique important des jonctions adaptatives.
Ensuite, la seconde partie des expe´rimentations est consacre´e a` l’e´tude
en paralle`le de deux proble`mes d’arc singulier. Les de´marches de continua-
tion, sur les formulations tir simple et proble`me aux deux bouts discre´tise´,
permettent d’obtenir une bonne connaissance de la structure singulie`re, tant
pour la de´tection des arcs singuliers que pour la nature des arcs bang-bang.
Elles fournissent e´galement de bonnes solutions approche´es, ce qui permet
d’initialiser efficacement la re´solution pre´cise des proble`mes, re´alise´e par des
me´thodes de´rive´es du tir multiple. Par ailleurs, on introduit e´galement une
nouvelle formulation, d’inspiration proche des me´thodes directes, dans la-
quelle le controˆle discre´tise´ fait partie de l’inconnue. Les premiers re´sultats
nume´riques obtenus sont inte´ressants, meˆme si l’imple´mentation pratique
est assez de´licate et que le travail the´orique reste a` faire.
Pour finir, les perspectives futures de ce travail incluent l’e´tude des
contraintes d’e´tat, qui sont e´galement difficiles a` traiter par les me´thodes
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indirectes sans faire d’hypothe`ses a priori sur la structure. On note en parti-
culier que certains re´sultats inte´ressants ont de´ja` e´te´ obtenus par J. Laurent-
Varin avec une me´thode de point inte´rieur applique´e a` une discre´tisation de
Runge-Kutta symplectique des conditions d’optimalite´, voir [6].
Concernant l’algorithme simplicial, un premier objectif serait d’ame´liorer
le couˆt nume´rique de la triangulation adaptative, soit avec une meilleure
formulation des jonctions, soit en trouvant une autre fac¸on robuste (et plus
rapide) d’effectuer les changements de taille de triangulation. D’autres direc-
tions a` explorer seraient l’introduction de nouvelles triangulations, inte´grateurs
(symplectique par exemple), et solveurs non line´aires. Aussi, on souhaiterait





Ce package a e´te´ utilise´ pour toutes les expe´rimentations nume´riques de
ce travail, a` l’exception des tests pre´liminaires pour les me´thodes directes
(effectue´s avec Knitro1). Il imple´mente une me´thode simpliciale adapte´e a` la
re´solution de proble`mes de controˆle optimal, comme de´crit au chapitre 2, et
inclut les diverses formulations pre´sente´es au chapitre 4 pour les proble`mes
d’arcs singulier. Le package complet (sources, scripts Matlab, proble`mes de
de´monstration et guide utilisateur) est disponible en ligne.
Page Web : http ://www.enseeiht.fr/lima/apo/simplicial
Contact : pierre.martinon@enseeiht.fr
Le code lui-meˆme est e´crit en Fortran 9x (environ 7000 lignes, essentiel-
lement du F90 standard), et utilise plusieurs codes existants en Fortran77 :
le solveur non line´aire utilise´ pour le tir, les trois inte´grateurs a` pas variable,
et l’inversion de matrice. La package Simplicial devrait contenir les fichiers
suivants :
Guide utilisateur
Fichiers du noyau Simplicial
- Simplicial.f90 : programme principal
- Levels.f90 : jonctions et adaptatif
- Cell.f90 : manipulation des simplexes
- Homotopy.f90 : interface avec l’homotopie
- Shoot.f90 : fonctions de tir
- Integrators.f90 : interface avec les inte´grateurs
1voir www.ziena.com/knitro.html
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- Defs.f90 : variables globales
- Makefile
Fichiers spe´cifiques au proble`me
- ProblemFuns.f90 : subroutines a` fournir par l’utilisateur
- Problem.cfg : exemple de fichier de configuration
- Problem.in : exemple de fichier d’initialisation
scripts Matlab
- init.m : ge´ne´ration de fichier d’initialisation
- config.m : ge´ne´ration de fichier de configuration
- sol.m : visualisation des solutions
- path.m : visualisation des chemins de ze´ros
- simpath.m : visualisation des simplexes du chemin
- valley.m : visualisation des valle´es du chemin
- plateau.m : visualisation du plateau de l’homotopie
- control.m : e´volution du controˆle et fonction de commutation pour plusieurs
solutions
Codes externes
- auxsubs.f : subroutines auxiliaires diverses
- inverse.f : inversion de matrice (factorisation LU)
- rkf45.f : inte´grateur Runge Kutta Fehlberg 4-5
- dop853.f : inte´grateur Dormand Prince 8-5-3
- odex.f : inte´grateur extrapolation de Gragg Bulirsch Stoer
• Nonlinear solver : Quasi Newton (Powell method) solver (MINPACK)
Source : hybrd.f, by B.S. Garbow, K.E. Hillstrom and J.J More
http ://netlib.bell-labs.com/netlib/minpack/hybrd.f.gz
• Integrator : Runge Kutta Fehlberg (4,5) method
Source : rkf45.f, by H.A. Watts and L.F. Shampine
http ://netlib.bell-labs.com/netlib/ode/rkf45.f.gz
•Integrator : Dormand Prince (8,5-3) method
Source : dop853.f, by E. Hairer and G. Wanner
http ://elib.zib.de/pub/elib/hairer-wanner/nonstiff/dop853.f
• Integrator : Gragg Bulirsch Stoer extrapolation method
Source : odex.f, by E. Hairer and G. Wanner
http ://elib.zib.de/pub/elib/hairer-wanner/nonstiff/odex.f
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• Matrix inversion : via LU factorization (LAPACK-BLAS)
Source : dgetri.f, dgetrf.f
http ://netlib.bell-labs.com/netlib/lapack/double/dgetr{i,f}.f.gz
A.1 Utiliser le package Simplicial
Pour re´soudre un proble`me de controˆle optimal avec le package Sim-
plicial, l’utilisateur doit comple´ter les subroutines suivantes, situe´es dans
ProblemFuns.f90 :
• InitPar : initialisations spe´cifiques, s’il y en a.
• Control : controˆle optimal et fonction de commutation.
• Dynamics : dynamique de l’e´tat, e´tat adjoint, et objectif.
Puis pour chaque proble`me, deux fichiers d’entre´e sont utilise´s :
• Fichier d’initialisation .in : contient des donne´es relatives au proble`me.
• Fichier de configuration .cfg : re´glages pour l’algorithme simplicial.
Apre`s l’exe´cution, le code Simplicial produit plusieurs fichiers de sortie :
• Fichier de debriefing .out : de´tails sur l’exe´cution.
• Fichier de solution .sol : e´tat, e´tat adjoint, controˆle (et fonction de com-
mutation) ge´ne´re´s a` la solution (visualisation possible avec le script sol.m).
• Fichiers de sortie optionnels : .path, .simpath, .valley, .plateau (voir
page 143 pour plus de de´tails).
Voici un sche´ma re´capitulatif des fichiers d’entre´e/sortie du code Simplicial,
qui sont de´taille´s dans la suite.
Note : pour chaque proble`me, un seul pre´fixe est associe´ a` tous les
fichiers d’entre´e/sortie. Par exemple si les fichiers d’entre´e sont nomme´s
Demo1.in et Demo1.cfg par exemple, les fichiers de sortie correspondants
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seront Demo1.out et Demo1.sol (et idem pour les fichiers optionnels). Ceci
permet de retrouver plus facilement a` quel proble`me sont associe´s les fichiers.
A.1.1 Subroutines a` comple´ter
Ces trois subroutines sont situe´es dans le fichier ProblemFuns.f90, qui
est spe´cifique a` chaque proble`me.
InitPar
Cette subroutine effectue les diverses initialisations du proble`me. Elle est
appele´e au de´but du programme, apre`s la lecture du fichier .in, puis avant
chaque e´valuation de l’homotopie.
Variables d’entre´e
- mode : 0 au premier appel, 1 ensuite




integer, intent(in) :: mode
real(kind=8), intent(in) :: lambda
Control
Cette subroutine donne la valeur du controˆle optimal, conforme´ment aux
conditions ne´cessaires. La fonction de commutation est e´galement typique-
ment e´value´e, mais ceci n’est pas obligatoire.
Variables d’entre´e
- lambda : parame`tre homotopique utilise´ pour la continuation
- t : temps
- x : e´tat (dimension ns)
- p : e´tat adjoint (dimension nc)
Variables de sortie
- u : controˆle optimal (dimension m)
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real(kind=8), intent(in) :: lambda, t
real(kind=8), intent(in), dimension(ns) :: x
real(kind=8), intent(in), dimension(nc) :: p
real(kind=8), intent(out), dimension(m) :: u
real(kind=8), intent(out), dimension(dimpsi) :: psi
Dynamics
Cette subroutine donne la dynamique de l’e´tat, e´tat adjoint, et objectif.
Variables d’entre´e
- dimphi : dimension totale de la dynamique (> ns+nc avec l’objectif)
- lambda : parame`tre homotopique utilise´ pour la continuation
- t : temps
- x : e´tat (dimension ns)
- p : e´tat adjoint (dimension nc)
- u : controˆle optimal (dimension m)
Variables de sortie




integer, intent(in) :: dimphi
real(kind=8), intent(in) :: lambda, t
real(kind=8), intent(in), dimension(ns) :: x
real(kind=8), intent(in), dimension(nc) :: p
real(kind=8), intent(in), dimension(m) :: u
real(kind=8), intent(out), dimension(dimphi) :: phi
A.1.2 Fichiers d’entre´e
A.1.3 Fichier d’initialisation .in
Ce fichier contient les initialisations du proble`me, comme les dimensions,
conditions initiales et finales, point initial, et choix d’inte´gration. Il peut eˆtre
e´dite´ manuellement, ou ge´ne´re´ automatiquement par le script init.m. Voici
un bref re´sume´ des parame`tres de ce fichier.
– Homotopy choice and problem class
Entier [1+] : indique le choix de l’homotopie a` utiliser.
Mis a` 1 par de´faut, il permet de traiter plusieurs homotopies pour un
seul fichier ProblemFuns.f90.
Entier [0..3] : fixe le type de me´thode de tir (voir page 147).
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0 : BVP discre´tise´
1 : Tir simple
2 : Tir Structure´
3 : Tir Structure´ le´ger
4 : Controˆle discre´tise´
Note : Le choix de l’homotopie et le type de tir dans les fichiers .cfg
et .in doivent coincider.
– Unknown, State, Costate and Control dimensions
Entier Entier Entier Entier : les dimensions de l’inconnue de la
fonction de tir, et de l’e´tat, e´tat adjoint et controˆle (les dimensions
de l’e´tat et e´tat adjoint sont ge´ne´ralement les meˆmes, mais peuvent
diffe´rer si certaines composantes sont constantes et n’ont donc pas be-
soin d’eˆtre inte´gre´es).
– Objective and Switch dimension
Entier [1+] : en ge´ne´ral 1, l’objectif e´tant scalaire, mais des valeurs
additionnelles peuvent e´galement eˆtre calcule´es si leurs de´rive´es sont
fournies dans la subroutine Dynamics.
Entier [0+] : comme pour l’objectif, la fonction de commutation est
a` valeurs scalaires, mais ses de´rive´es peuvent aussi eˆtre calcule´e dans
la subroutine Control (observer la fonction de commutation est par-
ticulie`rement utile dans le cas des arcs singuliers).
– Number of IVP unknown values
Entier : dimension de l’inconnue de l’IVP.
IVP unknown indices
Entier() : indices de l’inconnue de l’IVP dans le vecteur y = (x, p).
– Number of initial values
Entier : nombre de valeurs connues en t0 (donne´es par les conditions
aux limites).
Initial values indices
Entier() : indices de ces valeurs dans (x(t0), p(t0)).
Initial values
Re´el() : valeurs initiales.
– Number of terminal values
Entier : nombre de valeurs connues en tf (donne´es par les conditions
aux limites).
Terminal values indices
Entier() : indices de ces valeurs dans (x(tf ), p(tf )).
Terminal values
Re´el() : values finales.
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– Initial and final time
Re´el Re´el : t0 et tf
– Starting point (z0,lambda0) for zeropath
Re´el(n+1) : point initial z0 pour l’inconnue de la fonction de tir, et
valeur initiale λ0 pour λ (λ0 est typiquement 0).
– Scaling mode
Entier [0..1] : choix du scaling.
0 : pas de scaling
1 : scaling normal
2 : soft scaling (a` [0.01, 10] au lieu de [0.1, 1])
– Path and solution integrator choice
Entier [0..7] : choix de l’inte´grateur pour le chemin et la solution (cf
page 148)
0 : Pas Fixe - Euler
1 : Pas Fixe - Midpoint
2 : Pas Fixe - Runge Kutta 2
3 : Pas Fixe - Runge Kutta 3
4 : Pas Fixe - Runge Kutta 4
5 : Pas Variable - rkf45
6 : Pas Variable - dop853
7 : Pas Variable - odex
– Steps for fixed step integrators
Entier Entier : nombre de pas pour les inte´grations a` pas fixe (che-
min et solution).
Variable step integrator abserr and relerr
Re´el Re´el Re´el Re´el : tole´rances absolues et relatives pour les
inte´grations a` pas variable (idem).
Fixed point minimal progress and maximal iterations
Re´el Entier : crite`re d’arreˆt pour les ite´rations de point fixe.
– Number of parameters
Entier [0+] : nombre de parame`tres spe´cifiques du proble`me.
Parameters
Re´el() : parame`tres, s’il y en a.
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A.1.4 Fichier de configuration .cfg
On trouve ici une liste de re´glages pour l’algorithme simplicial. Il peut
eˆtre e´dite´ manuellement, ou ge´ne´re´ automatiquement par le script config.m.
Voici un bref re´sume´ des parame`tres de ce fichier.
– Homotopy choice and problem class
Entier [1+] : indique le choix de l’homotopie a` utiliser.
Mis a` 1 par de´faut, il permet de traiter plusieurs homotopies pour un
seul fichier ProblemFuns.f90.
Entier [0..3] : fixe le type de me´thode de tir (voir page 147).
0 : BVP discre´tise´
1 : Tir simple
2 : Tir Structure´
3 : Tir Structure´ le´ger
4 : Controˆle discre´tise´
Note : Le choix de l’homotopie et le type de tir dans les fichiers .cfg
et .in doivent coincider.
– Triangulation choice





5 : D1 (expe´rimental)
– Labeling choice
Entier [0..1] : choix de l’e´tiquetage.
0 : Etiquetage vectoriel traditionnel par l’homotopie
1 : Etiquetage entier (expe´rimental, cf page 147)
– Zero Path follow mode
Entier [-1..3] : choix du mode adaptatif (cf 2.3).
-1 : aucun test de progression des niveaux
0 : tests de progression uniquement, pas d’adaptatif
1 : mode adaptatif, controˆle de de´viation seulement
2 : mode adaptatif, de´formation anisotrope seulement
3 : mode adaptatif complet
– Initial and final solver calls
Entier [0..1] Entier [0..1] : tir au de´but et a` la fin du suivi.
0 : pas de tir
1 : tir
1Note : on utilise pour K1 et J1 les re`gles de pivotage par permutation au lieu des
re`gles par re´flexion (voir [2], 13.3), car elles sont le´ge`rement plus pre´cises.
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– Refinement mode and maximum refinement attempts
Entier [0..3] : raffinage de solution (cf 2.4).
0 : pas de raffinage
1 : raffinage J3 entre borne de raffinage et borne supe´rieure
1 : raffinage J4 entre borne de raffinage et borne supe´rieure
3 : jonctions de raffinage a` la borne supe´rieure
Entier [0+] : nombre maximal de raffinages (pour le mode 3).
– Deviation tolerance
Re´el : tole´rance pour le controˆle de de´viation (cf 2.3).
Anisotropic thresholds
Re´el Re´el Re´el : seuils pour la de´formation anisotrope (cf 2.3).
– Maximum simplices for main and junction homotopies, check frequency
Entier Entier : nombre maximal de simplexes pour l’homotopie prin-
cipale et le jonctions. Les homotopies de jonction (cf 2.2 pour plus de
de´tails) ont lieu a` l’initialisation du suivi et aux changements de taille
de triangulation, et ne devraient pas demander plus de 1000 simplexes
(les jonctions rapides prennent souvent moins de 100 simplexes). En
cas de difficulte´s au point initial, ou pour le raffinage de solution, ce-
pendant, les jonctions peuvent devenir plus longues, et cette valeur doit
eˆtre fixe´e suffisamment haute.
Entier : fre´quence (en simplexes) de ve´rification des erreurs accu-
mule´es sur les simplexes et les e´tiquetages. Fixer a` 0 pour de´sactiver
les ve´rifications (valeur usuelle 10000 ou 100000).
– Initial triangulation meshsize for (z,lambda)
Re´el Re´el : taille de triangulation initiale δ, donne´e par les deux va-
leurs δ(i), i = 1, n et δ(n+ 1). (Note : la seconde valeur est sans effet
pour la J3, le pas suivant λ e´tant ici pre´de´termine´.)
– Lower, refine and upper bounds for homotopic parameter lambda
Re´el Re´el Re´el : bornes infe´rieures, de raffinage (entre infe´rieure et
supe´rieure), et supe´rieures pour le parame`tre homotopique lambda.
Les bornes infe´rieures et supe´rieures son typiquement 0 et 1, mais ceci
n’est pas obligatoire. En fait, l’algorithme travaille en interne avec
λ ∈ [0, 1], qui est re-parame´tre´ sur [lower bound, upper bound] pour
l’e´valuation de l’homotopie. Ces valeurs peuvent servir a` modifier le
de´but et/ou la fin du suivi de chemin, par exemple pour de´composer
l’homotopie en plusieurs passes.
– Zero Path, Simplices, Valley and Plateau output files
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Entier[0..1] Entier[0..1] Entier[0..1] Entier[0..1] : active les fi-
chiers de sortie optionnels .path, .simpath, .valley et .plateau (voir
page 143 pour plus de de´tails).
0 : pas de ge´ne´ration
1 : ge´ne´ration
– Ratio for saved paths
Entier Entier : ratio des points (ou simplexes) sauvegarde´s dans les
fichiers .path (.simpath), pour l’homotopie principale et le raffinage.
Fixer a` 1 pour sauvegarder les chemins complets (attention : ceci peut
produire des fichiers tre`s volumineux si le nombre de simplexes suivi
est grand...).
– Homotopy Norm and Criterion output in Path
Entier[0-1] Entier[0-1] :voir page 143 pour la description.
0 : ne pas inclure la norme de l’homotopie / l’objectif dans la sauve-
garde du chemin de ze´ros
1 : inclure la norme de l’homotopie / l’objectif dans la sauvegarde du
chemin de ze´ros
(ces deux options requie`rent que “Zero Path output file” soit fixe´ a` 1.)
– Valley range and step
Entier Re´el : voir page 143 pour la description.
– Plateau range and step
Entier Re´el : voir page 143 pour la description.
– Solution generation at final face vertices, barycentric control
Entier[0-1] :
0 : ne pas ge´ne´rer les solutions pour les sommets de la dernie`re face
1 : ge´ne´rer les fichiers de solution .vertxx.sol pour les sommets de la
dernie`re face
Entier[0-1] : (note : le controˆle barycentrique est expe´rimental, et en
cours d’abandon...)
0 : ne pas utiliser le controˆle barycentrique
1 : re´inte´grer la solution avec le controˆle barycentrique
Avertissement : certaines options ne sont pas compatibles, et le code ef-
fectue certaines ve´rifications. Si des options conflictuelles sont de´tecte´es, un
avertissement est affiche´ et des changements sont faits pour re´soudre les
conflits. Ne´anmoins, il est pre´fe´rable dans ce cas de corriger manuellement
les fichiers, car ces modifications ne correspondent pas force´ment aux sou-
haits de l’utilisateur...
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A.1.5 Fichiers de sortie
Voici un re´sume´ des fichiers de sortie, qui peuvent eˆtre visualise´s par les
scripts Matlab fournis.
Exe´cution et fichier de debriefing
Une fois comple´te´es les subroutines utilisateur et les fichiers d’entre´e, il
suffit de lancer l’exe´cutable Simplicial. Si les fichiers par de´faut Problem.cfg
et Problem.in ne sont pas trouve´s, le programme demande le nom (sans
extension) des fichiers d’entre´e, par exemple “Orbital” pour Orbital.cfg et
Orbital.in. On rappelle que tous les fichiers associe´s a` un proble`me partagent
le meˆme pre´fixe, ce qui rend aise´ le suivi de diffe´rents proble`mes en paralle`le.
A la fin de l’exe´cution, un fichier de debriefing .out est ge´ne´re´, qui
contient certaines informations sur la continuation, ainsi qu’une copie des fi-
chiers d’entre´e utilise´s pour l’exe´cution. Un fichier solution .sol est e´galement
ge´ne´re´ (voir plus bas), ainsi que certains fichiers optionnels si spe´cifie´ dans
le fichier .cfg.
Fichier .sol : solution
Le fichier .sol contient la solution ge´ne´re´e a` la fin de la continuation. Le
script sol.m trace l’e´tat, e´tat adjoint, controˆle, et fonction de commutation
en fonction du temps.
Fichier .path : chemin de ze´ros
Le fichier .path contient l’approximation affine par morceaux du chemin
de ze´ros suivi. Le ratio (taille totale / ze´ros sauvegarde´s) est fixe´ dans le
fichier .cfg, et devrait eˆtre supe´rieur a` 1 si l’on s’attend a` un grand nombre
de simplexes. Ce chemin peut eˆtre trace´ par le script path.m, qui montre
l’e´volution de chaque composante de z en fonction de λ. Optionnellement,
la norme de l’homotopie et l’objectif le long du chemin peuvent e´galement
eˆtre indique´s, si les options correspondantes sont fixe´es a` 1 (ou davantage
pour l’objectif).
Fichier .simpath : simplexes du chemin
Le fichier .simpath contient les simplexes suivis, pouvant eˆtre trace´s par
le script simpath.m (en dimension 2 ou 3).
Note : ce fichier peut devenir tre`s volumineux si le chemin comporte
beaucoup de simplexes, et le ratio devrait eˆtre alors fixe´ en conse´quence.
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Fichier .valley : valle´es du chemin
Ce fichier peut servir a` visualiser la norme de l’homotopie au voisinage
du chemin de ze´ros, avec une certaine de´viation pour chaque composante du
chemin. Pour chaque dimension j ∈ [1..n], pour chaque point z du chemin
de ze´ros, on e´value l’homotopie sur range points de part et d’autre de z,
avec un pas de step (les parame`tres step et range sont dans le .cfg) :
Note : meˆme remarque que pre´ce´demment.
Fichier .plateau : plateau de l’homotopie
En dimension 1 ou 2, le fichier “plateau” calcule la valeur de l’homotopie
au voisinage de la solution a` la convergence. Plus pre´cise´ment, il contient
la valeur et norme de l’homotopie aux points autour de la solution z∗. La
largeur totale de la grille est de 1 + 2× range, avec un pas de step (idem).
A.2 Structure ge´ne´ral du code Simplicial
Le code Simplicial est organise´ en couches, depuis l’algorithme simplicial
jusqu’aux subroutines utilisateur pour l’e´valuation de l’homotopie.
Couche 1 : module Simplicial
La premie`re couche contient le programme principal, et imple´mente le
squelette de l’algorithme simplicial, avec la gestion des fichiers d’entre´e/sortie.
Fichier : Simplicial.f90
Programme principal : Simplicial
Module : Simplicialmod, utilise Levelsmod (Couche 2)
Subroutines principales
– Simplicial : programme principal
– Start : premier simplexe et face e´tiquete´e (premie`re jonction)
– Follow : suivi de chemin de ze´ros
– Refine : raffinage de solution
– Solve : tir
Couche 2 : module Niveaux
La seconde couche contient les subroutines lie´es aux homotopies de jonc-
tion et a` la triangulation adaptative.
Fichier : Levels.f90
Module : Levelsmod, utilise Cellmod (Couche 3)
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Subroutines principales
– Junction : effectue l’homotopie de jonction
– NewMesh : calcule la nouvelle taille de triangulation
– DataScale : scaling
Couche 3 : module Cellule
La troisie`me couche imple´mente les manipulations des simplexes, faces
et e´tiquetages.
Fichier : Cell.f90
Module : Cellmod, utilise Hmod (Couche 4)
Subroutines principales
– FirstSimplex : construction du premier simplexe
– FirstLabel : calcul du premier e´tiquetage
– Lex : test lexicographique, de´termine la face de sortie du simplexe
courant
– Piv : re`gles de pivotages pour le simplexe suivant
Code externe : subroutines d’inversion dgetri,dgetrf (dans inverse.f ).
Couche 4 : module Homotopie
La quatrie`me et dernie`re couche s’occupe de l’e´valuation de l’homotopie.
Dans ce contexte, l’homotopie est en fait une fonction de tir associe´e a` un
proble`me de controˆle optimal, et ce module est essentiellement une interface
avec le module de tir de´crit ci-dessous.
Fichier : Homotopy.f90
Module : Hmod, utilise GenFuns
Subroutines principales
– Homotopy : e´value l’homotopie H au point (z, λ)
– InitJunction : initialisation de l’homotopie de jonction
Couche 4bis : module Tir
L’imple´mentation des fonctions de tir est scinde´e en deux fichiers se´pare´s,
pour que toutes les subroutines utilisateur soient au meˆme endroit.
Fonctions ge´ne´riques : communes a` tous les proble`mes
Fichier : Shoot.f90
Module : GenFuns, utilise SpecFuns
Subroutines principales
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– Hom : interface pour l’homotopie
– IVP : e´valuation de la fonction de tir
– Single, Structured, LightStructured, Discrete, Discrete2 :
les diverses formulations des me´thodes de tir (voir B.1)
– Hyb : interface pour le solveur non line´aire (hybrd)
– Sol : ge´ne´ration du fichier solution (.sol)




– InitPar : initialisations
– Control : controˆle optimal
– Dynamics : dynamique de l’e´tat, e´tat adjoint et objectif
Annexe B
Options principales
On rappelle ici les options principales du package Simplicial, sans entrer
dans les de´tails (on renvoie le lecteur intere´sse´ au Guide Utilisateur1 pour
une description plus comple`te des options disponibles.)
B.1 Classe de proble`me
Ce re´glage indique la formulation ge´ne´rale du proble`me, parmi les cinq
actuellement imple´mente´es :
0 : BVP discre´tise´ : introduit au chapitre 4 pour les arcs singuliers.
Peut fournir une solution approche´e pour initialiser le tir structure´
ci-dessous.
1 : Tir simple : le grand classique.
2 : Tir structure´ : introduit au chapitre 4 pour la re´solution pre´cise des
proble`mes d’arcs singuliers.
3 : Tir structure´ le´ger : version simplifie´e du pre´ce´dent.
4 : Controˆle discre´tise´ : introduit au chapitre 4, encore expe´rimental.
Le choix de la formulation est transparent pour toute la partie simpliciale
du code, et n’apparait que dans Shoot.f90, ou` la fonction de tir est e´value´e.
B.2 Etiquetages
Le code Simplicial comporte en fait un e´tiquetage entier, en plus de
l’e´tiquetage usuel, activable via le parame`tre “labeling choice” :
0 : e´tiquetage standard.
1 : e´tiquetage entier.
On a imple´mente´ l’e´tiquetage entier de´crit dans [2], page 168, de´fini par :
L : Rn+1 → [1..n+ 1]
1ou a` l’auteur...
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vi = (xi, λi) 7→ 1 +m
avec m le nombre de composantes strictement positives de H(xi, λi).
Une face est comple`tement e´tiquete´e si et seulement si les e´tiquettes de
ses sommets coincident exactement avec l’ensemble [1..n+ 1]
f = {v1, .., vn+1} completement etiquetee ⇔ {L(v1), .., L(vn+1)} = {1, .., n+1}
Trouver la face de sortie est donc extreˆmement simple : le sommet qui
doit eˆtre pivote´ est celui ayant la meˆme e´tiquette que le sommet restant du
simplexe (la nouvelle face a donc le meˆme e´tiquetage que l’ancienne et est
bien comple`tement e´tiquete´e aussi).
La principale difficulte´ avec cet e´tiquetage entier est l’obtention de la
premie`re face e´tiquete´e. Utiliser directement une homotopie de jonction
comme auparavant ne fonctionne pas, car on n’a pas alors de face triviale
comple`tement e´tiquete´e (voir page 31).
Le code est structure´ de fac¸on a` rendre l’ajout d’un e´tiquetage aussi
simple que possible. Seules trois subroutines (dans Cell.f90 ) font effective-
ment intervenir la formulation de l’e´tiquetage (donne´es ici pour l’e´tiquetage
classique et entier) :
– Trouver la face de sortie du simplexe courant (Lex / PseudoLex)
– Etiquetage de la premie`re face (FirstHLabel / FirstIntLabel)
– Test d’e´tiquetage complet (LabCheck / IntLabCheck)
B.3 Inte´grateurs
B.3.1 Inte´grateurs a` pas variable
Les inte´grateurs a` pas variable disponibles pour le moment sont :
• RKF45 (code par Shampine et Watts)
Formules de Runge Kutta imbrique´es, me´thode de Fehlberg, avec extrapo-
lation locale (ie 5e`me ordre utilise´ pour l’inte´gration au lieu du 4e`me)
• DOP853 (code par Hairer et Wanner)
Formules de Runge Kutta imbrique´es, version ame´liore´e du Dormand-Prince
8(6) (avec l’estimateur d’erreur d’ordre 6 remplace´ par un d’ordre 5-3)
• ODEX (code par Hairer et Wanner)
Me´thode d’extrapolation Gragg-Bulirsch-Stoer (formule d’Aitken-Neville,
cas syme´trique, avec le sche´ma de Gragg comme formule de base d’ordre
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2), a` la fois ordre et pas variables.
Les liens vers les sources de ces inte´grateurs sont indique´s page 134. Une
description comple`te des algorithmes peut eˆtre trouve´e dans [27].
B.3.2 Inte´grateurs symplectiques
Comme on inte`gre un syste`me Hamiltonien, nous avons fait quelques es-
sais avec des inte´grateurs symplectiques, a` savoir les me´thodes de Stormer-
Verlet et Gauss de´crites dans [27]. Il est a` noter que notre imple´mentation de
ces me´thodes est extreˆmement basique, en particulier pour la partie point
fixe (les deux me´thodes sont implicites). Quoi qu’il en soit, certains des
re´sultats pre´liminaires sont inte´ressants.
Pour le premier exemple, on repre´sente la me´thode de Stormer-Verlet
applique´e a` la formulation BVP discre´tise´ du chapitre 4.
BVP discre´tise´ BVP pour (P1) et (P2) - Stormer-Verlet (symplectique)
Les solutions sont tre`s satisfaisantes, surtout pour (P2). On peut regarder
l’e´volution des ite´rations moyennes de point fixe le long du chemin.
Evolution de |H| et des ite´rations de point fixe pour (P1) et (P2) (S-V)
Il est inte´ressant de voir que l’augmentation brutale du nombre d’ite´rations
de point fixe correspond a` la de´gradation de la norme de l’homotopie. Les
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deux sont sans doute lie´s a` la perte de re´gularite´ lorsqu’on s’approche des
arcs singuliers.
Le second exemple est avec la me´thode de Gauss sur la formulation
controˆle discre´tise´.
Controˆle discre´tise´ pour (P1) et (P2) - Gauss (symplectique)
Les solutions sont la` aussi tre`s bonnes, du meˆme niveau que les meilleures
obtenues par RK4, mais avec un temps d’exe´cution plus long. De plus, les
re´glages nume´riques du point fixe sont ici de´licats pour (P2). Quoi qu’il en
soit, ces difficulte´s sont probablement duˆes a` notre imple´mentation grossie`re
des me´thodes, qui devra eˆtre ame´liore´e avant de poursuivre plus avant les
expe´rimentations.
Annexe C
Exemples de fichiers de
proble`mes
On reproduit ici certains des fichiers d’entre´e utilise´s pour les tests, pour
montrer qu’il est facile de modifier les re´glages pour l’algorithme simpli-
cial ou le proble`me lui-meˆme. On tient a` souligner que tous les tests ont
e´te´ conduits avec le meˆme code Simplicial (avec seulement un exe´cutable
se´pare´ pour chaque proble`me e´tudie´, inde´pendamment de la formulation en
particulier).
C.1 Proble`me de de´monstration
Il s’agit du premier exemple simple de´crit aux chapitres 1 et 2.
C.1.1 InitPar
On commence avec l’initialisation des parame`tres. Pas grand chose a`
dire, si ce n’est que l’on conside`re ici deux continuations : la continuation
sur l’objectif introduite page 11, ainsi que celle sur les conditions finales
mentionne´e page 28. La variable “homotop” correspond au parame`tre “Ho-
motopy choice” dans les fichiers .cfg et .in, et indique la continuation utilise´e.
Subroutine InitPar(mode, lambda)
implicit none
integer, intent(in) :: mode
real(kind=8), intent(in) :: lambda
!mode = 0: first call
!mode = 1: homotopy call
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ci0 = ci
elseif (homotop == 2) then




Voici la subroutine donnant le controˆle optimal, qui correspond aux ex-
pressions donne´es aux chapitres 1 et 2.
Subroutine Control(lambda,t,x,p,u,psi)
implicit none
real(kind=8), intent(in) :: lambda, t
real(kind=8), intent(in), dimension(ns) :: x
real(kind=8), intent(in), dimension(nc) :: p
real(kind=8), intent(out), dimension(m) :: u
real(kind=8), intent(out), dimension(dimpsi) :: psi
select case (homotop)
case (1)
if (lambda < 1d0) then
if (abs(p(2)) <= lambda .or. p(2)==0) then
u(1) = 0d0
elseif (abs(p(2)) >= 2d0 - lambda) then
u(1) = -p(2) / abs(p(2))
else
u(1) = -p(2)*(abs(p(2))-lambda) / (2d0*(1d0-lambda)*abs(p(2)))
end if
else
if (abs(p(2)) < 1d0 .or. p(2)==0) then
u(1) = 0d0
else




if (abs(p(2)) < 1d0 .or. p(2)==0) then
u(1) = 0d0
else
u(1) = -p(2) / abs(p(2))
end if
case default
write(outputfid,*) ’ERROR : Control >>> Unknown homotop...’,homotop
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stop
end select
!switch value and successive derivatives
psi(1) = 1d0 - abs(p(2))
end subroutine Control
C.1.3 Dynamics
Voici maintenant la dynamique de l’e´tat, e´tat adjoint et objectif (on peut
reconnaitre la continuation pour le premier objectif).
Subroutine Dynamics(dimphi,lambda,t,x,p,u,phi)
implicit none
integer, intent(in) :: dimphi
real(kind=8), intent(in) :: lambda, t
real(kind=8), intent(in), dimension(ns) :: x
real(kind=8), intent(in), dimension(nc) :: p
real(kind=8), intent(in), dimension(m) :: u















if (dimphi > ns+nc) phi(ns+nc+1) = abs(u(1))
case default




154 ANNEXE C. EXEMPLES DE FICHIERS DE PROBLE`MES
C.1.4 Fichiers d’entre´e
Voici les fichiers d’entre´e correspondant au graphe page 51, avec une tri-
angulation K1 jusqu’a` λ = 0.9 et un raffinage J3 jusqu’a` λ = 1 (“refinement
mode” fixe´ a` 1 et “refine bound” pour λ a` 0.9). On remarque que “ path” et
“simplices output files” sont fixe´s a` 1, pour ge´ne´rer les fichiers utilise´s par
les scripts de visualisation.
Configuration file
Simplicial algorithm parameters






Zero path follow mode
-1
Initial and final solver call
1 0










Lower, refine and upper bounds for lambda
0d0 0.9d0 1d0
Path, simplices,valley and plateau output files
1 1 0 0
Ratio for saved paths
1 1
Homotopy Norm and Criterion output in Path
1 0
Valley range and step
50 0.1
Plateau range and steps
50 0.1
Solution generation at final face vertices, Barycentric control
0 0
Problem file
Homotopy choice and problem class
C.2. TRANSFERT ORBITAL 155
1 1
Unknown, State, Costate and Control dimensions
2 2 2 1
Objective and Switch dimension
1 1
















Initial and final time
0.0 2.0






Path and solution integrator choice
4 4
steps for fixed steps integrators
1000 1000
Variable step integrator abserr and relerr
1d-16 1d-14 1d-16 1d-14






Concernant les transferts orbitaux e´tudie´s au chapitre 3, les expressions
du controˆle optimal et de la dynamique sont nettement plus complique´es
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(pour l’e´tat adjoint en particulier...), et plutoˆt que de copier/coller quatre
pages de code, on renvoie le lecteur inte´resse´ a` la the`se de Thomas Haberkorn
([26]), qui a e´crit les formules originelles. Voici les fichiers pour le transfert
a` Tmax = 0.1N , avec un suivi basique uniforme (“follow mode” a` 0).
Fichier de configuration
Simplicial algorithm parameters






Zero path follow mode
0
Initial and final solver call
0 1










Lower, refine and upper bounds for lambda
0 0.9 1
Path, simplices, valley and plateau output files
0 0 0 0
Ratio for saved paths
1 1
Homotopy Norm and Criterion output in Path
0 0
Valley range and step
10 0.1
Plateau range and step
10 0.1
Solution generation at final face vertices, barycentric control
0 0
Fichier d’initialisation
Celui-ci correspond au tir avec DOP853, comme indique´ par le second
“integrator choice” a` 6 (le 5 pre´ce´dent choisit RKF45 pour l’inte´gration le
long du chemin). On note e´galement l’utilisation du “soft scaling” (“scaling
mode” a` 2).
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Homotopy choice and problem class
1 1
Unknown, State, Costate and Control dimensions
8 8 8 3
Objective and Switch dimension
1 2
Number of IVP unknown values
8
IVP unknown indices
8 9 10 11 12 13 14 15
Number of initial values
8
Initial values indices
1 2 3 4 5 6 7 16
Initial values
11.625 0.75 0 0.0612 0 0 1500 0
Number of terminal values
8
Terminal values indices
1 2 3 4 5 6 15 16
Terminal Values
42.165 0 0 0 0 1 0 0
Initial and final time
3.14159 2678.52159














Fixed step integrator steps
1500 2000
Variable step integrator abserr and relerr
1e-8 1e-6 1e-12 1e-10
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0.1 1.77 0.0142 5165.86 12.96
Note : Tmax est le premier parame`tre sur la dernie`re ligne, les autres
e´tant divers coefficients utilise´s dans la formulation du transfert.
C.3 Proble`me de peˆche
On a ici le premier des deux proble`mes d’arcs singuliers e´tudie´s au cha-
pitre 4. On donne les fichiers pour la continuation BVP discre´tise´, comme
indique´ par “problem class” a` 0. Plus spe´cifiquement, il s’agit de la formu-
lation trape`zes (“integrator choice” a` 1 dans le .in), avec mode adaptatif
complet (“follow mode” a` 3), et 10 raffinages a` la solution (“refinement
mode” a` 3 et “Max refinement attempts” a` 10).
Fichier de Configuration
Simplicial algorithm parameters






Zero path follow mode
3
Initial and final solver call
1 0










Lower, refine and upper bounds for lambda
0 0.9 1.0
Path, simplices, valley and plateau output files
0 0 0 0
Ratio for saved paths
1 1
Homotopy Norm and Criterion output in Path
0 0
Valley range and step
10 0.1
Plateau range and step
10 0.1
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Unknown, State, Costate and Control dimensions
101 1 1 1
Objective and Switch dimension
1 1
















Initial and final time
0 10
Starting point (x0,lambda0) for zeropath
0
7e7 0 7e7 0 7e7 0 7e7 0 7e7 0
7e7 0 7e7 0 7e7 0 7e7 0 7e7 0
7e7 0 7e7 0 7e7 0 7e7 0 7e7 0
7e7 0 7e7 0 7e7 0 7e7 0 7e7 0
7e7 0 7e7 0 7e7 0 7e7 0 7e7 0
7e7 0 7e7 0 7e7 0 7e7 0 7e7 0
7e7 0 7e7 0 7e7 0 7e7 0 7e7 0
7e7 0 7e7 0 7e7 0 7e7 0 7e7 0
7e7 0 7e7 0 7e7 0 7e7 0 7e7 0
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Steps for fixed step integrator
1 1
Variable step integrator abserr and relerr
1d-16 1d-14 1d-16 1d-14





1 1.75d+07 0.71d0 8.05d+07 2d+07 0d0 1d0
C.4 Re´gulateur quadratique
Pour finir, voici les fichiers pour la continuation controˆle discre´tise´ (“pro-
blem class” a` 4), pour le second proble`me d’arcs singuliers.
Fichier de Configuration
Simplicial algorithm parameters






Zero path follow mode
0
Initial and final solver call
1 1










Lower, refine and upper bounds for lambda
0d0 0.9d0 1.0d0
Path, simplices, valley and plateau output files
0 0 0 0
Ratio for saved paths
1 1
Homotopy Norm and Criterion output in Path
0 1
Valley range and step
10 0.1
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Plateau range and step
10 0.1





Unknown, State, Costate and Control dimensions
52 2 2 1
Objective and Switch dimension
1 2


















Starting point (x0,lambda0) for zeropath
1 1
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0








Variable step integrator abserr and relerr
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“Re´solution nume´rique de proble`mes de controˆle optimal par
une me´thode homotopique simpliciale.”
Re´sume´ : On s’inte´resse ici a` la re´solution nume´rique de proble`mes de
controˆle optimal peu re´guliers. On utilise a` la base les me´thodes dites indi-
rectes, a` la fois pre´cises et rapides, mais en pratique parfois tre`s sensibles a`
l’initialisation. Cette difficulte´ nous ame`ne a` utiliser une de´marche homoto-
pique, dans laquelle on part d’un proble`me apparente´ plus facile a` re´soudre.
Le “suivi de chemin” de l’homotopie connectant les deux proble`mes, est
ici re´alise´ par un algorithme de type simplicial. On s’inte´resse en premier
lieu a` un proble`me de transfert orbital avec maximisation de la masse utile,
puis a` deux proble`mes pre´sentant des arcs singuliers. Les perspectives fu-
tures lie´es a` ces travaux comprennent en particulier l’e´tude de proble`mes
a` contraintes d’e´tat, e´galement de´licats a` re´soudre par les me´thodes indi-
rectes. Par ailleurs, on souhaite comparer cette approche avec les me´thodes
directes, qui impliquent la discre´tisation totale ou partielle du proble`me.
Mots-clefs : controˆle optimal, me´thodes de tir, principe du Maximum,
controˆle bang-bang, arcs singuliers, homotopie, me´thode simpliciale.
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“Numerical resolution of optimal control problems by a sim-
plicial method.”
Abstract : This study deals with the numerical resolution of optimal
control problems with a low regularity. We primarily use indirect methods,
which are both fast and accurate, but suffer from a great sensitiveness to the
initialization. This difficulty leads us to introduce a continuation approach,
in which we start from a related, but easier to solve problem. The “path
following” between the two problems is here implemented with a simplicial
method. We first study an orbital transfer problem with payload maximiza-
tion, then two singular arcs problems. The future perspectives related to this
work include in particular the study of state constraints problems, which are
difficult to solve with indirect methods. Also, we would like to compare this
approach with direct methods, which imply total or partial discretization of
the problem.
Keywords : optimal control, shooting methods, Maximum principle,
bang-bang control, singular arcs, continuation, simplicial method.
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