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ABSTRACT 
LetR,,beagivensetofCLIX~,matricesfori,j=l,...,nand Ii-j]<m,where 
0 < m < n - 1. Necessary and sufficient conditions are established for the existence 
and uniqueness of an invertible block matrix F= [F,,], i, i= 1,. . ., n, such that 
Fir = R,, for ] i - j ] Q m, F admits either a left or a right block triangular factorization, 
and (F -l)rl =0 for ) i-ii >m. The wellhown conditions for an invertible block 
matrix to admit a block triangular factorization emerge for the particular choice 
m=n - 1. The special case in which the given R,, are positive definite (in an 
appropriate sense) is explored in detail, and an inequality which corresponds to 
Burg’s maximal entropy inequality in the theory of covariance extension is deduced. 
The block Toeplitz case is also studied. 
1. INTRODUCTION 
In this paper we shall study the problem of solving the equation 
FH=HF=I, (1.1) 
in which F=[Fii] and H=[Hii], i,j=l,...,n, are block matrices whose ii 
entry is a CL, X pi complex matrix, and Fii is specified for (i-i 1 <m and 
Hii = 0 for 1 i - j ( > m, ivhere m is a fixed integer 0 < m < n - 1. This problem 
is perhaps the simplest example of a class of problems which, roughly 
speaking, deal with the construction of an invertible extension of an element 
prescribed in a “band” to an element whose inverse lives in the same 
“band.” We plan to discuss in separate publications additional examples 
which seem, at least to us, to be interesting; see e.g. [3, 41. 
In this paper we shall always designate the elements used to specify Fii in 
the central band Ii-j I < m by Ri, and shall accordingly let R denote the full 
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matrix [Rii], i, j= 1,. . ., n, with the understanding that Rii=O for Ii-j] >m. 
We shall moreover confine ourselves to those solutions F of (1.1) which 
admit either a left or a right block triangular factorization. The former 
[latter] will be referred to as type I [II] extensions of R. These definitions 
will be spelled out in greater detail in Sec. 2, which summarizes the basic 
definitions and notation used in this article. Necessary and sufficient condi- 
tions for the existence of a unique type I [II] extension F [G] of R are given 
in Sec. 3 [4]. These results generalize the well-known necessary and suffi- 
cient conditions for an invertible matrix to admit either a left or a right block 
triangular factorization. Indeed, the latter emerge from the former by 
choosing m = n - 1. 
In Sec. 5 it is shown that if R admits at least one type I extension F and 
at least one type II extension G, then F = G and there are no other type I or 
type II extensions. Examples are also supplied to show that it is possible for 
R to admit either one or infinitely many type I extensions and no type II 
extensions. 
The special case in which the maximal central subblocks of the given R,, 
(1 i-i ] < m) are positive definite is discussed in Sec. 6. In particular it is 
shown that in this case R admits a unique type I extension F which is also 
type II and positive definite. Moreover, if H is any other positive definite 
extension of R, then 
det[ F] > det[ H] 
with equality if and only if F = H. This seems to be the proper generalization 
of an inequality first derived by Burg [2] in a different context. 
Finally, the special case in which the given R is block Toeplitz is treated 
in Sec. 7. 
2. NOTATION 
Let s2=qy,,..., p,,) denote the algebra of block matrices 
F=[ Fii], i, j= 1 ,...rn, 
Where Fii is a piXpi matrix with complex entries. Fix an integer m, 
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O<m<n-1, andlet 
3,={FEG?:Fii=Ofori<j+m}, 
Q2,= {FE&?: I$=Ofor Ii-i]>m}, 
and &,=KnS2+. 
The last three spaces in the list (a_, a+, and a,,) are the familiar 
subalgebras of block lower triangular, block upper triangular, and block 
diagonal matrices respectively. Clearly 52 is the direct sum of the first three 
spaces in the list: 
The elements of 3, will be referred to as block matrices of the band type 
m, because the nonzero blocks of FE Q2, fall only in the band formed by the 
central 2m+ 1 block diagonals. The nonzero blocks of FEi& [ii,] fall in 
the complementary lower [upper] block triangular regions. Notice that the 
subspaces at, and & are also algebras, whereas 52, is not. The dependence of 
these subspaces upon m is suppressed for the sake of typographical simplic- 
ity. The natural projection of FESS onto a,, 52,, and 9, will be denoted by 
{F},, {F},, and {F}, respectively. 
For FE Q the symbol F( i, . . . , k) will denote the (k-j+l)X(k-j+l) 
block matrix 
whereas F,(f ,..., k) [F,(i ,..., k)] will denote the first block column [row] of 
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F( j, . . . , k): 
and F,(j ,..., k)=[Ffi...FI,-j. 
The identities 
(X-G)(l)..., j)=X_(l,..., i&(1,..., i), (24 
(GX+)(l,...,j)=G(1,...,j)X+(l,...,i), (2.2) 
(X+G)(j,...,n)=X+(i,...,n)G(i,...,n), (2.3) 
(GX_)(/ ,..., n)=G(j ,..., n)X_(j ,..., n), (2.4) 
are readily seen to be valid for i = 1,. . . , n and for every choice of X, E 63 r 
and GESI. 
It is perhaps worth remarking that the most transparent proof of these 
identities rests upon the observation that, for i = 1,. . . , n, 
5x_ =pix_pi, x,q=pix,pi, 
QiX+ =QiX+Qi, X-Qi=QiX-Qi, 
where Qi = Z - Pi and Pi is the projection which preserves the first ~1 i + . . . + pi 
coordinates of the column vector &T E @~~+‘~-+~n and annihilates its last 
Z$+1 *** + + pLn coordinates. It is moreover easily checked that X E a belongs 
to52,ifandonlyif~X=PiXPi+,andXPi=Pi+,XP~fori=1,...,n,withthe 
understanding that Pk is interpreted as Z if k > n, and as 0 if k < 0. 
An invertible block matrix FE Sl will be said to admit a tight [left] bbck 
triangular band fizctorimtim if it can be expressed in the form 
F=X_VX+ [ F=X+VX_] 
where X, EG+ n Q2,, (X,)ii= I, and VE&, and is invertible. It is readily 
checked with the help of (2.1), . . . , (2.4) and the identities 
{X_vx+>,= {{X->,~+L 
{X_~+>,= {x-W+>uL 
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that F is invertible and its inverse admits a right [left] block triangular band 
factorizationifandonZyifF(j ,..., n) [F(l)..., ~)]isnon.singuZ~rfor~=l,..., n 
and 
{F-l},= {F-‘},=O. 
In the special case m= n - 1 the “band’ plays no role: 52, =a, and the 
statements reduce to the familiar criterion for the existence of block triangu- 
lar factorizations; see e.g. Gohberg and Krein [5] for a comprehensive study 
of the theory of factorization, and Barkar and Gohberg [l] for an introduc- 
tion to factorization along a finite chain of projectors, which suffices for 
present purposes. 
A block matrix R EL?~ will be said to admit a type I [type II] extension if 
there exists an invertible FE !J such that {F}, = R and F -’ admits a right 
[left] block triangular band factorization. That is to say, R E 52, admits a type 
Z [II] extension if and only if there exists an F [G] in C2 such that 
(1) {F),=R [{GI,=Rl, 
(2) F(j ,..., n) [G(l,. .., i)] is nonsingular fur j= l,,.., n, and 
(3) F-’ [G-l] belongs to !d2,. 
The symbol #R(I) [#,(II)] will denote the number of type I [II] exten- 
sions which R E Q2, admits. 
For A and B in L?, A* denotes the adjoint of A relative to the standard 
inner product, i.e. the conjugate transpose, and A > B [A > B] means that 
A-B is positive [nonnegative] definite. To simplify the typography the 
symbols Z and 0 will be used to denote the appropriate identity matrix and 
zero matrix respectively without special markings to indicate the size. The 
symbol n will signify the end of a proof. 
3. TYPE I EXTENSIONS 
In this section we shall establish necessary and sufficient conditions for 
R E& to admit a type I extension. Conditions for, and examples of, the 
existence without uniqueness of type I extensions are furnished in Sec. 5. 
THEOREM 3.1. Let R EQ2,. Then R admits a unique type I extension 
FED if and only if each of the block matrices 
(a) R(j,..., i+m), j=l,..., n-m, 
(b) R(j+l,..., i+m), i=l,..., n-m-l, and 
(4 R(j,..., n), j=n-m+l,..., 12, 
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is rwnsingulur. Moreover, in this case 
F=(XTX+)-‘, (3.1) 
where X, EQ2, nQ2,, (X&=Z, VEC& and is invertible, and 
[x, * * * X,]=-pj,, *-* Rt&qcw,...,/3)]-’ (3.3) 
fij=l,...,n-1, and 
forj=l,...,n, where 
(3.4) 
for j=l,...,n-1, 
p=P(j)=min(i+m,n) for j=l,...,n, 
and the X,, stand for blocks in X_ [X,] if i>i [i<j]. 
Proof of Theorem 3.1. The proof is divided into three main parts: 
sufficiency, the derivation of the formulas for the factors, and necessity. 
1. Sufficiency. To begin with suppose the block matrices (a), (b) and (c) 
are nonsingular, and define the block lower triangular band matrix Z= [Z,,], 
i,i=l ,...,n, by setting Z,,=O for i<j and i>i+m and computing the 
remaining blocks (i < i Q i + m) via the system of equations 
R(j,...,p)Z,(j,...,P)= i=l ,...,n, (3.5) 
EXTENSIONS OF BAND MATRICES 7 
where p=p(j)= min( j + m, n). We claim that 2 is invertible. To prove this it 
suffices to check that all the diagonal blocks Zii are nonsingular. Consider for 
example the equation with j = 1. It can be expressed in the form 
in which 
%= [ RF2 fb, I' R',=R(2,...,&), 
and /Ii =p(l) =m+ 1. Thus Z,, and Z.& are seen to be solutions of the 
system of equations 
R,,Z,, + R&J;1 = 1, 
R',,Z,,+R',Z&=O, 
and so, as Rh2 is invertible by assumption, you see that 
Z;,= -[R'zz]-lR;lZ1, 
and hence that 
This proves that Z,, is invertible and in fact gives an explicit formula for its 
inverse. Much the same sort of argument serves to establish the nonsingular- 
ity of the remaining diagonal blocks. 
We now define an upper block triangular band matrix W=[W,,], i, i= 
1 ,***, n, by setting Wii=O for i >i and i <i-m and defining the remaining 
blocks (i-m < i < i) via the system of equations 
W,(i,...,P)R(i ,...,p)=[z o . . . 01, j=L...,n, (3.6) 
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where /3=/3(j)= min( j + m,~n). It is easily seen that W is invertible, either by 
adapting the proof of the invertibility of Z to the present circumstances or 
by transposing the equations for W to put them in the previous form. 
The next step is to define the extension 
F= wz+ {FL+ {F},= {F}z+R+ {F}” 
by setting 
{F},= - {RZ}&’ 
and 
{F},= - w-l{wR}“. 
It follows from these definitions and the fact that Z ECL n tic and 
WEO, nQ2, that 
= vqzz+ {RZ)z 
=O. 
that 
= C~}u+W{F}, 
=o, 
and hence that U=FZ [L=WF] belongs to 52, [CL] and has Z’s on the 
diagonal. Thus L and U are invertible, and 
LZ=WFZ=WU 
belongs to C&, and is invertible. Moreover 
F= W-‘(WU)Z-’ 
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is invertible, and 
F-‘=Z(WU)-‘W 
=x_vx+, 
where 
and 
V= diag(Z,,,..., Z,,)(wv)-‘diag(W,,,...,W,,), 
is block diagonal. In view of the discussion in Sec. 2, this completes the proof 
of the sufficiency of the stated conditions for R to admit a type I extension. 
That these conditions also suffice to insure uniqueness will follow from the 
formulas to be derived in the next portion of the proof, as will be discussed 
in more detail therein. 
2. Derivation of fmulus. The explicit formulas (3.2)-(3.4) now follow 
directly from the factorization (3.1) and the explicit form of the factors. 
Thus, for example, (3.1) implies that 
FX_V=(X+)-’ 
and hence, as follows upon writing out the jth column of this identity, that 
F(j,..., Bh-M ,...J)Q= (3.5) 
where /3=P(i)=min(j+m, n). Thus 
I 
0 
(X-).(i,..., P)~j=[R(j,...,P)]-’ . I! , 0 
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from which it follows that yi is the top left hand block of [R(j,. . ., p)]-‘, 
But that is precisely (3.4). At the same time (3.5) implies that 
[; 1:: ;][J=[;] 
for j=l,..., n - 1 where (Y = o( i) = i + 1, and this is equivalent to (3.2), since 
Xii =Z. (3.3) can be checked by much the same sort of reasoning. To 
complete the proof of sufficiency it remains still to check that, under the 
stated conditions, R admits only one type I extension. But any type I 
extension F of R admits a representation of the form (3.1), and the factors 
therein are uniquely specified in terms of R by the formulas (3.2)-(3.4) and 
the imposed normalizations (X & = 1. 
3. Necessity. The next step is to show that if R EGC admits a unique 
type I extension FE& then ail the block matrices listed in (a), (b), and (c) of 
the hypotheses are nonsingular. We shall show first that all the blocks listed 
in (a) are nonsingular. The strategy of the proof is to show that if R( i, . . . , j + 
m) is singular, then so is R(j+l,...,j + 1 + m), and to observe that this in 
turn implies, after a suitable number of steps, that R( n - m, . . . , n) is singular, 
which is impossible, since 
R(n-m,..., n)=F(n-m,...,n) 
and F is a type I extension. 
To be@ the detailed argument observe that the assumption that R 
admits a unique type I extension 
F=(X_VX+)-‘, 
as in (3.1), guarantees that the blocks of Z=X_V and W= VX, satisfy Eqs. 
(3.5) and (3.6), respectively, and that Zij and Wi are nonsingular. But now if 
R(j,. . . , P) is singular, then there is a nontrivial block column vector 
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with the same block sizes as Z,( j, . . . , @), such that 
Aji 0 
R(j,..Jq [*I 11 : = ; * ‘Pi 0 
Multiplying the last identity through on the left by W,( i.. . . , P) and invoking 
(3.6) leads immediately to the conclusion that A ii = 0, and hence that m > 1 
and 
is nontrivial. The argument is completed by showing that the latter sits in the 
null space of R(j+l,..., i + 1 + m). It is self-evident that it is annihilated by 
all but the last block row of R(i+l,...,i+l+m), and so it is left only to 
show that 
5 Rfi+lskAki=o* 
k=i+l 
To do this we first imbed the block column vector in a natural way in a 
matrix A E&? all of whose other blocks are zero. Then A~52_ n a,, and 
Z+ A may be used as in part 1 of the proof to define the lower blocks of an 
ostensibly new type I extension F’ of R via the rule 
But, by uniqueness, F’ = F, and so the aforementioned rule reduces to 
{F},A= - {RA},, 
and the desired equality drops out upon comparing the /3 + 1, i blocks of the 
two sides, since Aii = 0. This completes the proof of the necessity of (a). 
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Now in order to prove that all the blocks listed in (b) are nonsingular, let 
us first express the identity 
R(j,..., i+m)[ R(j,..., j+m)]_‘=I 
in block form 
where U=R(j+l,...,j+m), 
[ 1 “c =Iz,(j,...,j+m), 
and 2 =X_ V, as in the proof of the necessity of (a). But now, as A = Zit is 
invertible, it follows readily that 
U(D-BA-%)=I, 
which clearly implies that U= R( j + 1,. . . , j + m) is invertible as asserted. 
Finally it remains but to check that the matrices listed in (c) are 
nonsingular. But this is self-evident, since 
R(i,..., n)=F(j,...,n) 
forj=n-m,..., n, and F is a type I extension. W 
COROLLARY. Let R EQ,, and suppose that R admits a unique type Z 
extension FE !Yl. Then each of the blocks 
F(l,..., i), i=m+l ,...,n, 
is rwnsingulur. 
Proof. The assertion is clear if 1 ‘=m + 1 or if i=n. Suppose therefore 
that F(l,...,i) is singular for 1 ‘=m+Z<n. Then, since the first p1+p2 rows 
of F(1,. . . , m + 2) are linearly independent, as follows from the existence of a 
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solution to the equation 
F(l,...,m+2) 
z 0 ‘11 
z z22 21 
Z,l ; 
0 z,2 
z ? 
0 I 
: 0 
. . 
. . 
6 iI 
where~=m+land~=m+2,thelast~s+~~~ +CL,+2rowsofF(1,...,m+2) 
must be linearly dependent. But this in turn implies that 
F(2,..., m+2)=R(2,...,m+2) 
is singular, which contradicts (a) of Theorem 3.1. Hence F( 1,. . . , m+ 2) is not 
singular. More generally, if F(l,. . . , i) is singular for i = m + k <n, then the 
sameargumentimpliesthatthefirstnL,+~** +~krowsofF(l,...,m+k)are 
linearly independent and hence that the last pk+r + * * * •I-P~+~ rows are 
linearly dependent. But this in turn implies 
F(k,..., m+k)=R(k,...,m+k) 
is singular, which again contradicts (a). n 
The following example illustrates the use of the formulas given in 
Theorem 3.1. 
EXAMPLE. Suppose n=4, m= 2 and accordingly each of the blocks 
R(l,. . ..3), R(2,. . . ,4), R(2,3), R(3,4), and R(4,4) is nonsingular. Then a 
(1) = 2, a(2) = 3, a(3) = 4, R(1) = 3, p(2) = R(3) = 4, and the formulas (3.2)-(3.4) 
imply that 
[ ;;:I=-[R(2,3)1-‘[ ;;:I, [ ;‘=I=-[R(3,4)1-‘[ ;;], 
X,=-[R(4,4)]-‘R,, [X,,X,,l= - [Rr2Rr~][R(2,3)1-~, 
[X,X,] = - [R&i,] [ R(3,4)] -l, X, = -&[ R(4,4)] -f 
V,,=([R(1,...,3)]-‘),,, V,=([R(2,...,4)1-‘),,, 
V,=([R(3*4)1-‘),,9 V,=[R(4,4)]-‘. 
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4. TYPE II EXTENSIONS 
In this section we give necessary and sufficient conditions for the 
existence and uniqueness of a type II extension. Proofs are not furnished, 
since they involve only some self-evident modifications of the arguments 
used to establish the corresponding results in Sec. 3. Conditions for, and 
examples of, the existence without uniqueness of type II extensions are 
furnished in Sec. 5. 
THEOREM 4.1. Let R EQ~. Then R admits a unique type 11 extension 
G ED if and only if each of the block matrices 
(a) R(/-m ,..., i), j=m+l,..., n, 
(b) R(j--m ,..., j-l), j=m+2 ,..., n, and 
(c) R(l)..., i), j=l,..., m, 
is nonsingular. Moreover, in this case, 
G=(Y_WY+)-‘, 
where Y, EQ~ nti,, (Y,)ij=Z, WEQa and is invertible, and 
(4.1) 
. . . 
. . Ris][Rh...,G)]-’ 
for /=2,...,n, and 
for j=l,...,n, where 
y=y(j)=max(l, j-m) for j=l,...,n, 
S=S(i)=i-1 for j=2,...,n, 
p=di)=i-y(i)+l, 
and the Yii stand for the blocks in Y_ [Y,] if i>i [i<j]. 
(4.2) 
(4.3) 
. 
(4.4 
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COROLLARY. Let R E 52,, and suppose that R admits a unique type ZZ 
extendon GEQ. Then each of the blocks 
G(i,...,n), j=l ,...,n-m, 
is nonsingular. 
We remark that conditions (a) and (b) of Theorem 4.1 are exactly the 
same as conditions (a) and (b) of Theorem 3.1. 
5. EXISTENCE OF TYPE I AND TYPE II EXTENSIONS 
If m= n - 1, then the conditions imposed on R in the hypotheses of 
Theorem 3.1 [4.1] reduce to the well-known necessary and sufficient condi- 
tions for R to admit a left [right] invertible block triangular factorization (as 
noted in Sec. 2). If m < n - 1, then the conditions are not necessary for the 
existence of a nommique type I [II] extension F [G]. Examples will be 
furnished below. Nevertheless, since 
F(j,..., n)=R(j,...,n) for i=n-m,...,n, 
and 
G(l)..., j)=R(l,..., j) for j=l,...,m+l, 
the condition that the former [latter] set of blocks are nonsingular is 
necessary in order for R to admit a type I [II] extension, be it unique or not. 
Moreover, as should become plain from the proof of Theorem 5.1, the top pi 
[bottom Y~+~] rows and the left pi [right Y,+~] columns must be linearly 
independent in order for R to admit a type I [II] extension, be it unique or 
not. 
We turn now to explore the number of type I and type II extensions 
which a given R E&?, may admit simultaneously. 
THEOREM 5.1. Let R EQ2,, and suppose that R admits at least one type Z 
extension FE!J and at least one type ZZ extension GEQ. Then F=G and 
there are no other type Z or type ZZ extension-s of R. 
Proof. The existence of a type II extension G of R insures that 
R(l,..., m+ 1) is not singular, while the existence of a type II extension F 
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implies that there exists a 2 E fi _ n fit, such that 
R(l,..., m+l)Z,(l,...,m+l)= 
and Z,, is nonsingular. Now suppose that R(2,. . . , m + 2) is singular. Then its 
row vectors, which we denote by ui, pr+l<j<pr+ *a* +p,,,+s, are linearly 
dependent: there exist constants ci, not all zero, such that 
But the existence of G also implies the existence of a matrix Q E fi+ f~ fi2, 
such that 
R(2,..., m+2)Qc(2,...,m+2)= 
and Qji is nonsingular, which in turn implies that the last pL,+s coefficients 
in the sum are all equal to zero. Thus there exists a choice of i, pL1 + 1< i < ~1~ 
+ . . . +P~+~, such that 
ui- 2 bivi=O, 
/El 
where 
Let u;, l<j<pl+*” +/.&+I, denote the row vectors of R(l,. . . , m+ 1). 
Then 
vi- c bivi= z akek, 
jEJ k=l 
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where ek is a (y, +. * * +P,,,+~ )-tuple with a one in the kth place and zero 
elsewhere. Multiplying the last identity through by the columns of 
q1,. . -, m+ l), it is readily checked that a, =a2 = * * * =uP1 =0, since Z,, is 
nonsingular. But this contradicts the nonsingularity of R(1,. . . , m+ 1). There- 
fore R(2,..., m + 2) must also be nonsingnlar, and the argument propagates 
to show that R(i,..., 772 +j) is nonsingular for i = 1,. . . , n-m. Thus condition 
(a) of Theorems 3.1 and 4.1 is met. It follows from this and the existence of F 
and G that condition (b) of Theorems 3.1 and 4.2 is also met. The proof is 
just the same as the one furnished to prove the necessity of (b) in Theorem 
3.1. Now as the conditions (c) also hold (as _ioted in the discussion preceding 
the statement of this theorem), R admits exactly one type I extension: F, and 
exactly one type II extension: G. In order to prove that F= G it therefore 
suffices to show that F is a type II extension of R, which amounts to 
checking that the blocks 
F(L...,j), i=l ,..*,n, 
are all nonsingnlar. But this follows from the Corollary to Theorem 3.1 for 
i=m+l ,***> n and from (c) of Theorem 4.2 for i = 1,. , . , m, since F(1,. . . , i) 
=R(l,..., i) in the latter case. n 
We now furnish a few examples to help fill out the following table, which 
indicates schematically the number of admissible extensions #R(I) and 
#,(II) which may exist simultaneously. In the table a check d [cross X] 
indicates a viable [nonviable] combination. 
0 1 cc 
0 V V V 
1 V V X 
[F=C] 
co d X X 
EXAMPLE 5.1. If n=3, m= 1, and pcl =pa=pa= 1, then the conditions 
of Theorem 3.1 [that R,,, R,, and the 2 X2 blocks R(1,2) and R(2,3) are 
nonsingular] are not all satisfied by the choice R,, = R, = 1, R,, = R, = i, 
R,, = R, = R,, = 0. Nevertheless every choice of x defines a type I extension 
18 
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rl=[ -ax _g 8]I i -i ;] 
1 
x0 1 
-2x 0 
1 0 0 -f. I 1 
Notice that the extension F is not unique, and that moreover, in accord with 
Theorem 5.1, the given R does not admit a type II extension G. 
EXAMPLE 5.2. If n=3, m= 1, R,, =R, = 1, R,, =R,, = f, and R, = 
&?a =% =O, then R does not admit a type I extension but does admit 
infinitely many type II extensions. 
EXAMPLE 5.3. If n=3, m=l, and ~i=~s=~a=l, then the conditions 
of Theorem 3.1 are all met by the choice R,,=O, R,=R,=R,,=R,,=l, 
and R,= R,,=2. Thus there exists a unique type I extension: 
with 
F-‘=[ -d _a ;]i-; -I ;][ i -; -;I. 
This choice of R does not, however, admit any type II extensions. 
6. THE POSITIVE DEFINITE CASE 
In this section we shall establish necessary and sufficient conditions for 
the given REQ~ to admit a type I/II extension which is positive definite, 
and shall explore some special properties of such extensions. 
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THEOREM 6.1. Let R E a,. Then the following three statements are 
equivalent: 
(1) R admits a positive definite type I extension F. 
(2) R admits a positive definite type ZZ extension G. 
(3) Each of the blocks 
R(j,...,m+j), j=l,...,n-m, 
is positive definite. 
Moreover if any one, and hence all three, of these statements prevail, then 
F=G, and R does not admit any other type Z or type ZZ extensions, positive 
definite or not. 
Proof. Suppose first that R admits a positive definite type I extension F. 
Then 
F(j,..., m+j)=R(j,...,m+j), i=l,...,n-m, 
is plainly positive definite. Therefore (1) clearly implies (3), and similarly (2) 
implies (3). 
Conversely, if (3) holds, then conditions (a), (b), and (c) of both Theorems 
3.1 and 4.1 are clearly met, and so there exists a unique type I extension F of 
R and a unique type II extension G of R with 
F-‘=X_VX + 
as in (3.1). But (2) implies that Rii =Rii* and so too, as follows readily from 
(3.2)-(3.4), that X*_ = X + and that V* = V is positive definite. Thus, as X _ is 
nonsingular, F - ’ and so too F must be positive definite. Therefore (3) 
implies (l), and also (2), in view of Theorem 5.1. n 
COROLLARY. Zf R E ti2, admits a positive definite type Z/ZZ extension 
F=(X_VX+)-‘=(Y+WY_)-‘=G, (6.1) 
with factors as in (3.1) and (4.1), then X_ =X: , Y_ = Y: , V= v* i.s positive 
definite, and W= W* is positive definite. 
Proof. The proof is immediate from (3.2)-(3.4), (4.2)-(4.4), and Theo- 
rem 6.1. H 
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Let HE !i? be any positive definite extension of R E SIC. Then H is 
invertible and H- ’ admits both a left and a right block triangular factoriza- 
tion: 
H- 1 = M_JM, = N&N_ , (6.2) 
where M,E~+, N, EQ+, (M,)ii=(N+)ii=Z, and J and K are block 
diagonal positive definite matrices. Our next objective is to show that in the 
class of positive definite extensions of R E 52, the type I/II positive definite 
extension F=G of Theorem 6.1 can be characterized as the extension with 
the “largest” diagonal factor. 
THEOREM 6.2. Suppose that R E Q, admits a positive definite type Z/II 
extension 
F=(X_VX+)-‘=(Y+WY_)-‘=G 
as in (6.1), and let 
H=(M_JM+)-‘=(N+KN_)-’ 
be any other positive definite extension of R, as in (6.2). Then 
V-l >I-’ and W-l> K-’ 7 
with equality if and only if F= H, and 
and 
for j=n-m,...,n 
for j=l,...,m+l. 
Proof. The identity 
H=F+H-F 
implies that 
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and hence (as X: =X_ , M, = Mil , and J=J* is positive definite) that 
is also positive definite for j = 1, . . . , n. Moreover, it is readily checked that 
(x+(H-F)X_)~=O (6.3) 
for j=l,..,, n, since {H},=(F), and X, EQ~ n8,. Thus for each fixed 
choice of 1, i=l,..., n-l, 
[ v-‘+X+(H-F)X_](j,...,n) 
can be expressed in the form 
Bll=(qjj, B21=B&, 
B,,= [(X+(H-F)X_)#+l-” (x+(=F)x-)jJ~ 
and 
B,= [ v-‘+X+(H-F)X_](j+l,...,n). 
Consequently, 
Z 
= 0 (~ll-w%i'B,l)-l 
-B&'B,, Z 
]1 
0 
B;l][; -";"'I, 
which in turn implies, with the help of (2.1)-(2.4), that 
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or equivalently that 
The last line depends upon the fact that 
with equality if and only if B,, = 0. This proves that V< J with equality if 
and only if B,, = 0 for every choice of j from 1,. . . , n - 1. But that happens if 
and only if (X+(H-F)X_)ij=O for i#i. In view of (6.3), it thus follows that 
V=J if and only if 
x+(H-F)X_ =0 
or equivalently, since X, and X_ are invertible, if and onIy if H =F. This 
proves the first assertion. The second is proved in much the same way. 
Finally, the asserted identities follow readily from formulas (2.1)-(2.4) 
and the fact that 
H(l)..., j)=R(l,..., j)=F(l,..., j) 
for i=l,...,m+l, and 
H(j,..., n)=R(j ,..., n)=F(j ,..., n) 
fori=n-m,...,n. n 
COROLLAFlY. Suppose that R EQ2, admits a positive definite type I/II 
extension F, and let H be any other positive definite extension of R. Then 
det[ F] > det[ H] (6.4) 
with equality if and only if F= H. 
Proof. Because of Theorem 6.2 it suffices to check that 
det[ V-‘] > det[ J-‘1 
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with equality if and only if V=_L Let X,, k= 1,. . . , n, denote the eigenvalues 
of V ‘/‘J- ‘V ‘I’. Since 
v-‘>J_‘>O, 
it is readily seen that 0 < Xk < 1 and hence that 
det[ J-l] 
det[ V-‘1 
det[ V’/2J-1V1’2] = fi X,= 1 
k-l 
if and only if h,=l for k=l,...,n. The rest is plain, since xk=I for 
k=l,..., n if and only if V”2J-1V1’2 = I. w 
We remark that (6.4) seems to be the proper generalization to the class of 
non-Toeplitz block matrices of an inequality which was established by Burg 
[2] in a different context; for additional discussion and a proof of Burg’s 
result in the present style, see [3]. 
7. THE BLOCK TOEPLITZ CASE 
A block matrix Fe8 is said to be block Toeplitz if Fii depends only on 
i - j, i.e., if the blocks of F are constant along the block diagonals parallel to 
the main block diagonal. 
THEOREM 7.1. Let R E fi2, be a block Toeplitz matrix. Then the following 
three statements are equivalent: 
(1) R admits at least one type Z extension F. 
(2) R admits at least one type ZZ extension G. 
(3) The blocks R(j ,..., n), j=n-m ,..., n, are rwnsingular. 
Moreover, if any one, and hence all three, of these statements is in force, 
then R udmits exactly one type I [II] extension F [G], and F= G and is block 
Toeplitz. 
Proof. Because of the assumed block Toeplitz structure the blocks 
R(j,...,j+k) are independent of i for i = 1,. . . , n - k. It thus follows readily 
from the remarks at the beginning of Sec. 5 that (1) implies (3) and that (2) 
implies (3). Conversely, if (3) holds, then conditions (a), (b), and (c) of both 
Theorems 3.1 and 4.1 hold, and hence so do (1) and (2). The uniqueness and 
the identification of F with G follow from Theorem 5.1. 
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Now to prove that the extension F is block Toeplitz it suffices to show 
that {F}, and {F}, are. We shall focus on {F},, which may be defined, as in 
the proof of Theorem 3.1, by the equation 
{%Z= - {RZ}l, 
where Z= X_ V and X_ and V are as in (3.1). Let us rewrite this equation in 
the form 
where 
Laijl = iFllp [Pi,] =Z, [ yii] = - {RZ}l 
and the 11 entry in each matrix is of size 
b1+. . . +Pm+l)x(Pl+” +!-bra+1)* 
Thus the nonzero part of {F}, sits in ~ysr, and so 
%lPll 'YZl. 
Now to complete the argument you have only to check that ys. is both block 
Toeplitz and block lower triangular, as are & and (&)-‘. The rest is plain. 
n 
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