Operator-theoretic analysis of nonlinear dynamical systems has attracted much attention in a variety of engineering and scientific fields, endowed with practical estimation methods using data such as dynamic mode decomposition. In this paper, we address a lifted representation of nonlinear dynamical systems with random noise based on transfer operators, and develop a novel Krylov subspace method for estimating it using finite data, with consideration of the unboundedness of operators. For this purpose, we first consider PerronFrobenius operators with kernel-mean embeddings for such systems. Then, we extend the Arnoldi method, which is the most classical type of Kryov subspace methods, so that it can be applied to the current case. Meanwhile, the Arnoldi method requires the assumption that the operator is bounded, which is not necessarily satisfied for transfer operators on nonlinear systems. We accordingly develop the shift-invert Arnoldi method for the Perron-Frobenius operators to avoid this problem. Also, we describe a way of evaluating the predictive accuracy by estimated operators on the basis of the maximum mean discrepancy, which is applicable, for example, to anomaly detection in complex systems. The empirical performance of our methods is investigated using synthetic and real-world healthcare data.
Introduction
Analyzing nonlinear dynamical systems using data is one of the fundamental but still challenging problems in various engineering and scientific fields. Recently, operatortheoretic analysis has attracted much attention for this purpose, where the behavior of a nonlinear dynamical system is analyzed through representations with transfer operators such as Koopman operators and their adjoint ones, PerronFrobenius operators (Budišić, Mohr, and Mezić 2012; Kawahara 2016) . Since transfer operators are linear even if the corresponding dynamical systems are nonlinear, we can apply sophisticated theoretical results and useful tools of the operator theory, and access the properties of dynamics more easily from both theoretical and practical viewpoints. This is one of the main advantages of using transfer operators compared with other methods for learning dynamical systems such as recurrent neural networks (RNNs) and hidden Markov models. For example, one could consider modal decomposition of nonlinear dynamics by using the spectral analysis in operator theory, which provides the global characteristics of the dynamics and is useful to understand complex phenomena (Kutz 2013) . This topic has been recently discussed also in machine learning (Kawahara 2016; Lusch, Nathan Kutz, and Brunton 2017; Takeishi, Kawahara, and Yairi 2017a) .
However, many of the existing works mentioned above are on deterministic dynamical systems. And, quite recently, the extension of these works to random systems has been addressed in a few works. The methods for analyzing deterministic systems with transfer operators are extended to cases where dynamical systems are random (Črnjarić-Žic, Maćešić, and Mezić 2017; Takeishi, Kawahara, and Yairi 2017b) . Also, the transfer operator for a stochastic process in reproducing kernel Hilbert spaces (RKHSs) is defined (Klus, Schuster, and Muandet 2017) , which provides a way of analyzing dynamics of random variables in RKHSs.
In this paper, we address a lifted representation of nonlinear dynamical systems with random noise based on transfer operators, and develop a novel Krylov subspace method for estimating it using finite data, with consideration of the unboundedness of operators. To this end, we first consider Perron-Frobenius operators with kernel-mean embeddings for such systems. Then, we extend the Arnoldi method, which is the most classical type of Krylov subspace methods, so that it can be applied to the current case. However, although transfer operators on nonlinear systems are not necessarily bounded, the Arnoldi method requires the assumption on the boundness of an operator. We accordingly develop the shift-invert Arnoldi method for the PerronFrobenius operators to avoid this problem. Moreover, we consider a way of evaluating the predictive accuracy with estimated operators on the basis of the maximum mean discrepancy (MMD), which is applicable, for example, to anomaly detection in complex systems. Finally, we investigate the empirical performance of our methods using synthetic data and also apply those to anomaly detection with real-world healthcare data.
The remainder of this paper is organized as follows. First, in Section 2, we review transfer operators and Krylov subspace methods. In Section 3, we consider Perron-Frobenius operators with kernel-mean embeddings for nonlinear dynamical systems with random noises. In Section 4, we develop Krylov subspace methods for estimating the operators using data, and in Section 5, we discuss the connection of our methods to existing methods. In Section 6, we consider a way of evaluating the accuracy of prediction with estimated operators. Finally, we empirically investigate the performance of our methods in Section 7 and conclude the paper in Section 8. All proofs are given in Appendix A in the supplementary material.
Notations Standard capital letters and ornamental capital letters denote the infinite dimensional linear operators. Bold letters denote the matrices (finite dimensional linear operators) or finite dimensional vectors. Calligraphic capital letters and Italic capital letters of Greek denote sets.
g(π(t, ω, ·)) dP (ω) for g ∈ L 2 (X ). Also, Perron-Frobenius operators in RKHSs for a stochastic process {x t } on (X , B) whose probability density functions are {p t } is considered (Klus, Schuster, and Muandet 2017) . The Perron-Frobenius operator in RKHS, which is denoted byK RKHS,t , is a linear operator in H k defined byK RKHS,t E p t := U p t , where E and U are respectively the embeddings of probability densities to H k defined as q → x∈X y∈X φ(y)p(y | x)q(x) dµ(y) dµ(x) and q → x∈X φ(x)q(x) dµ(x), and p is a function satisfying P (x t+1 ∈ A | {x t = x}) = y∈A p(y | x) dµ(y).
Krylov subspace methods
Krylov subspace methods are numerical methods for estimating the behavior of a linear operator by projecting it to a finite dimensional subspace, called Krylov subspace. Let A be a linear operator in Hilbert space H and v ∈ H. Then, the Krylov subspace of A and v, which is denoted by V S (A, v), is a S-dimensional subspace:
Krylov subspace methods are often applied to compute the spectrum of A, A −1 v, or f (A)v for a given large and sparse N × N matrix A, a vector v ∈ C N and a function f (Krylov 1931; R Hestenes and Stiefel 1952; Saad and Schultz 1983; Gallopoulos and Saad 1992; Moret and Novati 2004) . The theoretical extensions of Krylov subspace methods for linear operators in infinite dimensional Hilbert spaces are explored in (Güttel 2010; Grimm 2012; Göckler 2014; Hashimoto and Nodera 2018) to deal with matrices that are finite dimensional approximations of infinite dimensional linear operators.
Among existing Krylov subspace methods, the Arnoldi method is the classical and most commonly-used one. In the Arnoldi method, the Krylov subspace V S (A, v) is first constructed, and then A is projected onto it. For a matrix A and a vector v, since the basis of V S (A, v) can be computed only by matrix-vector products, the projection of A is also obtained only with matrix-vector products. Note that the computational cost of the matrix-vector product is less than or equal to O(N 2 ), which is cheaper than computing the spectrum of A, A −1 or f (A) directly. On the other hand, A is often the matrix approximation of an unbounded operator A, that is, the spatial discretization of A. Theoretically, if A is an unbounded operator, A i v for i = 1, . . . , S − 1 cannot always be defined, and practically, although A is a matrix (bounded), the performance of Arnoldi method for A becomes poor due to the unbondedness of original operator A. To overcome this issue, the shift-invert Arnoldi method, which constructs the Krylov subspace V S ((γI − A) −1 , v), where γ is not in the spectrum of A, is investigated. Since (γI − A) −1 is bounded, (γI − A) −i v for i = 1, . . . , S − 1 is always defined. Thus, the Krylov subspace V S ((γI − A) −1 , v) can be constructed. This improve the performance for matrix A, which is the matrix approximation of unbounded operator A.
Moreover, the application of Arnoldi methods to estimating transfer operators has been discussed for the deterministic case K RKHS (Kawahara 2016) and for the random casē K t (Črnjarić-Žic, Maćešić, and Mezić 2017) . An advantage of the Krylov subspace methods for estimating transfer operators is that it only needs one time-series data embedded by one observable function or one feature map, which matches the case of using RKHS. Meanwhile, the largest difference between the Krylov subspace methods mentioned in the preceding paragraphs and those for transfer operators is that the operator to be estimated is given beforehand or not. That is, calculations in Krylov subspace methods for transfer operators need to be performed without knowing the operators.
Perron-Frobenius Operators with Kernel-Mean Embeddings
Consider the following discrete-time nonlinear dynamical systems with random noise in X :
where t ∈ Z ≥0 , (Ω, F) is a measurable space (corresponds to sample space), (X , B) is a measurable and locally compact metric space equipped with addition (corresponds to state space), x t and ξ t are random variables from the sample space Ω to the state space X , and h : X → X is a map. Let P be a probability measure on Ω. Examples of locally compact metric space includes R d and Riemannian manifolds. Assume that ξ t with t ∈ Z ≥0 is a i.i.d. stochastic process and is independent of x t . ξ t (ω) corresponds to the random noise in X . Let k : X × X → C be a measurable, bounded, and continuous positive-definite kernel on X . According to the Moore-Aronszajn theorem, there exists a unique RKHS endowed with a dot product ·, · k , which is denoted by H k . The corresponding feature map is denoted by φ : X → H k . In this paper, we assume that k is c 0 -universal, i.e., H k is dense in the space of all continuous functions vanish at infinity (Sriperumbudur, Fukumizu, and Lanckriet 2011) . For example, the Gaussian kernel e −c x−y 2 2 and the Laplacian kernel e −c x−y 1 with c > 0 for x, y ∈ X is measurable, bounded and continuous c 0 -universal kernels. Now, we consider the transformation of the random variables in Eq. (1) into probability measures to capture the time evolution of the system starting from several initial states. That is, random variable x is transformed into probability measure x * P , where x * P denotes the push forward measure of P with respect to x, defined by x * P (B) = P (x −1 (B)) for B ∈ B. This transformation replaces the nonlinear relation h between x t and x t+1 with a linear one between probability measures. Also, let β t : X × Ω → X be a map defined by (x, ω) → h(x) + ξ t (ω). Then, a linear map µ → β t * (µ ⊗ P ) is considered for a probability measure µ, instead of h. Also, we embed the probability measures into Hilbert space H k , which defines an inner product between probability measures, to apply the operator theory. Referring to (Klus, Schuster, and Muandet 2017) , this embedding is realized by the kernel mean embedding (Muandet et al. 2017) as follows. Let D(X ) be the set of all finite signed measures on X . Then, the kernel mean embedding Φ :
As a result, the Perron-Frobenius operator for a dynamical system (1) is defined with β t and the kernel mean embedding Φ as follows. Definition 3.1. The Perron-Frobenius operator for the sys-
That is, K transfers the measure generated by x t to the one by x t+1 . In fact, the following lemma holds. Lemma 3.1. The relation KΦ(x t * P ) = Φ(x t+1 * P ) holds. Before discussing about the estimation of K, we here describe some basic properties of the kernel mean embedding Φ : D(X ) → H k and the Perron-Frobenius operator K, which are summarized as follows: Lemma 3.2. Φ is a linear and continuous operator. Lemma 3.3. K does not depend on t, is well-defined and is a linear operator.
Also, the following two propositions show the connections of the Perron-Frobenius operator K to the existing operators (stated in Section 2.1). We have the following relations of K withK RKHS,t and withK t : Proposition 3.4. If the stochastic process {x t } considered in (Klus, Schuster, and Muandet 2017) satisfies x t+1 = h(x t )+ξ t , thenK RKHS,t does not depend on t and the identityK RKHS E p t = KΦ(x t * P ) holds. Proposition 3.5. If the random dynamical system π satisfies π(t, ω, x) = β t (ω, x) = h(x) + ξ t (ω), then the Koopman operatorK t in H k does not depend on t and is the adjoint operator of K | Span{φ(x)|x∈X } .
Krylov Subspace Methods for Perron-Frobenius Operators in RKHSs
In this section, we describe the estimation problem of the Perron-Frobenius operator K defined as in Eq. (2). For this purpose, we extend Krylov subspace methods to our case. We first apply the classical Arnoldi method to our case in Subsection 4.1. Although this method requires the operator K to be bounded, the Perron-Frobenius operators K are not necessarily bounded even for standard situations. For example, if k is the Gaussian kernel, h is nonlinear and ξ t ≡ 0, then K is unbounded (Ikeda, Ishikawa, and Sawano 2019) . Therefore, we develop a novel shift-invert Arnoldi method to avoid this issue, which does not require the boundness of operators, in Subsection 4.2. Finally, we describe some convergence properties of estimators from finite data in Subsection 4.3.
Both in the methods, we construct the bases of the Krylov subspace as follows. Let S ∈ N be the dimension of the Krylov subspace constructed using observed timeseries data {x 0 ,x 1 , . . .}, which is assumed to be generated by the dynamical system (1). To generate the elements of the basis of the Krylov subspace in terms of kernel mean embedding of probability measures, we split the observed data into S datasets as {x 0 ,x S , . . .}, {x 1 ,x 1+S , . . .}, . . ., {x S−1 ,x S−1+S , . . .}. Then we define each element of the basis as the time average of each subset above in the RKHS.
Arnoldi method for bounded operators
For t = 0, . . . , S, let µ t,N := 1 N N −1 i=0 δx t+iS be the empirical measure constructed by observed data, where δ x denotes the Dirc measure of x ∈ X , and Ψ 0,N := [Φ(µ 0,N ) . . . , Φ(µ S−1,N )] with N ∈ N. By the definition of K, the following relation holds:
The calculation in the right-hand side of the equality (3) is possible only if β t is available. However, in practical situations, β t is not available. Therefore, Φ(β t * (µ t,N ⊗ P )) is not available either. To avoid this problem, we set a potential state ω 0 ∈ Ω and assume the following condition, which is similar to ergodicity, i.e., for any measurable function f , the following identity holds:
Here, while the left-hand side of Eq. (4) represents the space average of ξ t , the right-hand side gives its time average. As a result, lim N →∞ Φ (β t * (µ t,N ⊗ P )) can be calculated without β t , which is stated as follows:
Lemma 4.1. Under assumption (4), the following identity holds for t = 0 . . . , S − 1:
By Lemma 4.1, the limit of the right-hand side of Eq. (3) is represented without β t as [Φ(µ 1 ), . . . , Φ(µ S )]. And, by the boundedness of K, that of the left-hand side becomes
As a result, if K is bounded, then we have:
We note that the subspace generated by the linear combinations of the columns of
Now, the estimation of K is performed as follows. First, define Ψ 0 and Ψ 1 as
Then, we orthonormally project K to the Krylov subspace V S (K, Φ(µ 0 )) by QR decomposition. That is, let
be the QR decomposition of Ψ 0 . Q S transforms a vector in C S into the corresponding vector in H k , which is the linear combination of the orthonormal basis of V S (K, Φ(µ 0 )). Then, the adjacent operator of Q S , which is denoted by Q * S , projects a vector in
S , the following equality is derived by using Eq. (5):
S . This matrix gives a numerical approximation of K.
We describe a more detailed explanation of the QR decomposition for the current case and the pseudo-code of the above in Appendix B and Appendix C, respectively.
Shift-invert Arnoldi method for unbounded operators
If K is unbounded, then Eq. (5) is not necessarily valid, that is, the left-hand side of Eq. (4) does not converge to Eq. (5) as N → ∞, and hence the estimationK S based on this equation can be inaccurate. Therefore, in this section, we develop the shift-invert Arnoldi method for the estimation of K, which can avoid this issue. In this method, we fix γ / ∈ Λ(K) and consider a bounded bijective operator
For the projection of (γI −K) −1 , we need to calculate the Krylov subspace of (γI − K) −1 . However, since K is unknown in the current case, directly calculating (γI − K) −i v and, thus, the Krylov subspace is intractable. Therefore, here we construct the Krylov subspace using only data by setting an appropriate vector w S ∈ H k , which depends on the dimension of the Krylov subspace S. That is, The following proposition guarantees a similar identity to Eq. (5):
Moreover, the space Span{w 1 , . . . , w S } is the Krylov sub-
Note that w j can be calculated using only data. Now, the estimation procedure is described as in the following. First, define Ψ 0 and Ψ 1 as
, respectively. And, let Ψ 0 = Q S R S be the QR decomposition of Ψ 0 . Similar to the Arnoldi method, the projection of
S , by using Proposition 4.2. As a result, K is estimated by transforming the projected (γI − K) −1 back into K as
S . A more detailed explanation of the QR decomposition for the current case and the pseudo-code are found in Appendix B and Appendix C, respectively.
Some convergence properties
In practice, µ t are not available due to the finiteness of data {x 0 ,x 1 , . . .}. Therefore, we need to µ t,N instead of µ t . We define Ψ 0,N and Ψ 1,N as the quantities that are obtained by replacing µ t with µ t,N in the definitions of Ψ 0 and Ψ 1 . For example, we define Ψ 0,N for the Arnoldi method (described in Subsection 4.1) by
Also, we let Ψ 0,N = Q S,N R S,N be the QR decomposition of Ψ 0,N , andK S,N be the estimator with Ψ 0,N and Ψ 1,N that corresponds toK S .
Then, we can show that the above matrices from finite data converge to the original approximators. Note thatK S generated by Arnoldi method is not accurate itself if K is unbounded: Proposition 4.3. As N → ∞, the matrixK S,N converges to the matrixK S , and the operator Q S,N :
The convergence speeds of Q S,N → Q S andK S,N →K S depend on the one of Φ(µ t,N ) → Φ(µ t ) as described in the proof of this proposition.
And, the following proposition gives the connection of the convergence of Φ(µ t,N ) → Φ(µ t ) with the property of the noise ξ t : Proposition 4.4. For all > 0 and for t = 1, . . . , S, if N is sufficiently large and the convergence of Eq. (4) is uniformly for ω 0 , the probability of
Note that ξ t (ω) is the only term that depends on ω in h(x t+iS ) + ξ t+iS (ω). Therefore, σ t,i is small if the variance of ξ t is small. Thus, Proposition 4.4 shows if the variance of ξ t is small, the convergence is fast.
Connection to Existing Methods
In the previous two sections, we defined a Perron-Frobenius operator for dynamical systems with random noise based on kernel mean embeddings, and developed the Krylov subspace methods for estimating it. Here, we summarize the connection of the methods with the existing Krylov subspace methods for transfer operators on dynamical systems.
For L 2 (X ) space and deterministic dynamical systems, the Arnoldi method for the Krylov subspace
is considered in (Kutz 2013), where g : X → C is an observable function. Let {x 0 , . . . ,x S−1 } be the sequence generated from deterministic system x t+1 = h(x t ). Then, this Krylov subspace captures the time evolution starting from many initial valuesx 0 , . . . ,x S−1 by approximating g with [g(x 0 ), . . . , g(x S−1 )]. This idea is extended to the Krylov subspace, V S (K , g), for the case where the system is random, by assuming the following ergodicity (Črnjarić-Žic, Maćešić, and Mezić 2017; Takeishi, Kawahara, and Yairi 2017b): for any measurable function f ,
Here, the following proposition states the connection with our assumption (4) in Subsection 4.1 and the assumption (6).
Proposition 5.1. For each t = 0, . . . , S − 1, if there exists a random variable y t such that µ t = y t * P , and y t is independent of ξ t , then the assumption (4) is equivalent to the assumption (6).
Meanwhile, Kawahara considers a Perron-Frobenius operator for deterministic systems in RKHS, and projects it to the following Krylov subspace (Kawahara 2016):
Subspace (7) captures the time evolution starting from a single initial valuex 0 . This prevents the straightforward extension of the Krylov subspace (7) to the one applicable to the case where the dynamics is random. It can be shown that V S (K, Φ(µ 0 )), which is addressed in this paper, is a generalization of the Krylov subspace for the deterministic dynamical system considered in (Kawahara 2016):
Proposition 5.2. The Krylov subspace V S (K, Φ(µ 0 )) generalizes the Krylov subspace introduced by Kawahara (7) to the one for dynamical systems with random noise.
We note that the framework of Krylov subspace method for Perron-Frobenius operators for random systems has not addressed in prior works. Also, we note that the theoretical analysis for these methods requires the assumption that the operator is bounded, which is not necessarily satisfied for transfer operators on discrete-time nonlinear systems (Ikeda, Ishikawa, and Sawano 2019).
The shift-invert Arnoldi method is one of the popular Krylov subspace methods discussed in the field of numerical linear algebra, which is applied to extract information from given matrices, and some theoretical analyses have been extended to given unbounded operators (Güttel 2010; Grimm 2012; Göckler 2014; Hashimoto and Nodera 2018) . However, as far as we know, our paper is the first paper to apply the shift-invert Arnorldi method to estimate PerronFrobenius operators, which are not known beforehand. Since the shift-invert Arnoldi method is originally investigated for given matrices or operators, applying it to unknown operators is not straightforward in both algorithmic and theoretical aspects as described in Subsection 4.2.
Evaluation of Prediction Errors with Estimated Operators
In this section, we discuss a way of evaluating the accuracy for prediction with estimated Perron-Frobenius operators, which is applicable, for example, to anomaly detection in complex systems. Consider the prediction of φ(x t ) (∈ H k ) using estimated operatorK S,N and observation (embedded in RKHS H k ) φ(x t−1 ). This prediction for φ(x t ) is calculated as Q S,NKS,N Q * S,N φ(x t−1 ). Thus, the error for the prediction can be evaluated as φ(x t ) − Q S,NKS,N Q Note that this is the maximum mean discrepancy (MMD) between Q S,NKS,N Q * S,N φ(x t−1 ) and φ(x t ) in the unit disk in H k (Gretton et al. 2012) .
Let f S be a function that is related to the transformation of K into (γI − K) −1 and depends on S, and let κ S be the maximal value in the set related to the numerical range of (γI − K) −1 , which is defined as W((γI − K)
. Then, the following proposition about the prediction error holds:
Proposition 6.1. LetK S be the estimation by the shiftinvert Arnoldi method and V S := V S ((γI − K) −1 , w S ). If φ(x t−1 ) is sufficiently close to the subspace V S , and if f S is sufficiently smooth, then the following inequality holds for some 0 < θ < 1 and C 1 , C 2 , C 3 > 0:
For the Arnoldi method, inequality (8) is satisfied only for the case where K is bounded.
The strict definitions of f S and κ S , and the strict statement of Proposition 6.1 are given in Appendix A.
The first term of the right-hand side in inequality (8) represents the deviation of the observationx t from the mean value of the observation at t in RKHS under the assumption thatx t−1 andx t are generated by the dynamical system (1). The second term represents the error generated by the projection with φ(x t−1 ). This term becomes nearly equal to 0 if φ(x t−1 ) is close to V S , i.e. min u∈V S φ(x t−1 ) − u k ≈ 0. Additionally, the last term represents the deviation ofK S generated by the shift-invert Arnoldi method from K. Proposition 6.1 implies this is also nearly equal to 0 if S is sufficiently large. As a result, Proposition 6.1 shows that ifx t−1 andx t are generated by the dynamical system (1), and if φ(x t−1 ) is sufficiently close to V S , then φ(x t ) − Q SKS Q * S φ(x t−1 ) k /κ S is bounded by the reasonable value.
Also, we note that, the larger the distance between γ and the spectrum Λ(K), the smaller Λ((γI
−1 ) can become smaller as the distance between γ and Λ(K) become greater. Indeed, according to the proof of Proposition 6.1 in Appendix A, θ can be smaller if W((γI − K) −1 ) is smaller. As a result, the last term of inequality (8), which corresponds to the approximation error of the shift-invert Arnoldi method can be smaller. The similar discussion for the relation between the noise ξ t and W(K) is true for the Arnoldi method and it can be shown that if the variance of ξ t is large, the last term becomes small. The last term also depends on the kernel k because the numerical range depends on k. While, concerning the shiftinvert Arnoldi method, W((γI − K) −1 ) varies with γ. As a result, the dependence on γ counteract the dependence on k and ξ t of the last term. More detailed explanations are included in Appendix D.
On the basis of the above, now we define the degree of abnormality for prediction at t as follows:
If a t,S is large, thenx t−1 andx t are unlikely to be generated by the dynamical system (1), or φ(x t−1 ) is not close to the subspace V S . In the context of anomaly detection, since both of the above cases meanx t−1 orx t deviates from the regular pattern of times-series {x 0 , . . . ,x T −1 }, these cases should be regarded as abnormal. We remark that the similar result with Proposition 6.1 is addressed in (Hashimoto and Nodera 2018) . However, in the current case, κ S depends on S due to the dependence of w S on S, while the term corresponds to κ S in (Hashimoto and Nodera 2018) does not depend on S. This is the reason why we divide the MMD by κ S to define the abnomality a t,S .
In practice, κ S is not available, and Q S , R S , andK S are approximated by Q S,N , R S,N andK S,N , respectively. Thus, the following empirical value can be used:
By Proposition 4.3, the following proposition about the convergence ofâ t,S,N holds: Proposition 6.2.â t,S,N converges toâ t,S , defined as in the following, as N → ∞:
Also, the following lemma about the connection ofâ t,S to a t,S holds. Therefore,â t,S,N approximately bounds a t,S with some constant C: Lemma 6.3. There exists some 0 < C ≤ 11.08 such that Cκ S ≥ Q SKS Q * S φ(x t−1 ) k .
Numerical Results
Here, we empirically evaluated the behavior of the proposed Krylov subspace methods in Subsection 7.1 and then describe the application to anomaly detection using real-world time-series data in Subsection 7.2.
Comparative Experiment
The behavior of the Arnoldi method and shift-invert Arnoldi method (SIA in the figures) are evaluated numerically based on the empirical abnormality in this subsection. We used 500 synthetic time-series data {x 0 , . . . ,x T } randomly generated by the following dynamical system:
where x 0 = 0.5, and {ξ t } is i.i.d with ξ t ∼ N (0, 0.01).
Using the synthetic data, K was first estimated, and then the empirical abnormalitiesâ t,S,N were computed using each time-series data {x 2000 , . . . The results are shown in Figure 1 . According to Proposition 6.1, the abnormality is bounded as in inequality (8). Also, as mentioned in Section 6, the second and third terms of Eq. (8) represent the distances between φ(x t−1 ) and Krylov subspace V S and the deviation ofK S from K, respectively, which decrease as S grows. In fact, we can see the evaluated variation of the empirical abnormality through t = 2000, . . . , 2050 decreases as S grows for the shirt-invert Arnoldi method. Meanwhile, the variations computed with the Arnoldi method do not seem to decrease even if S grows. Also, the computations of the Arnoldi method tended to be numerically unstable as S grows. This is because the basis of the Krylov subspace generated by the Arnoldi method tends to be numerically linearly dependent if the data has periodicity. In fact, if S is larger than 10 for N = 50 and 12 for N = 100, then the computations of the Arnoldi method encountered divisions by values nearly equal to 0. On the other hand, the one computed with the shift-invert Arnoldi method decreased as S grew and the computations were numerically stable even if S was large. This implies the shift-invert Arnoldi method counteracts the unboundedness of PerronFrobenius operators. In addition, using (γI − K) −1 instead of K in the basis of Krylov subspace generated by shiftinvert Arnoldi method prevents the basis from becoming numerically linearly dependent.
Anomaly detection with real-world data
We show the empirical results for our methods in anomaly detection with real-world healthcare data. Here, we used Electrocardiogram (ECG) data (Keogh, Lin, and Fu 2005). ECGs are time-series of the electrical potential between two points on the surface of the body caused by a beating heart. The graphs in Figure 2 show the accuracy versus the falsealarm rate for these datasets. Here, we first computedK S,N with S = 10, N = 40. Then, the empirical abnormalitŷ a t,N for each t was computed with the shift-invert Arnoldi method. The Laplacian kernel and γ = 1.25 were used. To extract the relationship betweenx t andx t−p+1 , . . . ,x t−1 , we set x t in Eq. (1) as x t := [y t , . . . , y t−p+1 ] for random variable y t at t. In this example, p was set as p = 15, 30. K S,N was computed using the data {x 0 , . . . ,x 399 }, and then the empirical abnormalitiesâ t,N at t = 430, 431, . . . The datasets include 12 abnormal parts. As can be seen, our method achieved higher accuracy than LSTM and the AR model while maintaining a low false-alarm rate for these datasets from complex systems. In addition, the result of our method does not depend on p. Since the observed data x t are p dimensional vectors, this means our method does not depend on the dimension of observed data.
Conclusions
In this paper, we addressed a transfer operator to deal with nonlinear dynamical systems with random noise, and developed novel Krylov subspace methods for estimating the transfer operator from finite data. For this purpose, we first considered the Perron-Frobenius operators with kernelmean embeddings for such systems. As for the estimation, we extended the Arnoldi method so that it can be applied to the current case. Then, we developed the shift-invert Arnoldi method to avoid the problem of the unboundedness of estimated operators because transfer operators on nonlinear systems are not necessarily bounded. Moreover, we considered a way of evaluating the predictive accuracy by estimated operators on the basis of the maximum mean discrepancy. Finally, the performance of our methods were empirically investigated using synthetic and real-world healthcare data. In this supplementary material, we give proofs of propositions and lemmas in Section A, and show how to compute the Arnoldi and shift-invert Arnoldi methods in Sections B and C. Moreover, we will show the relation among the noise, kernel and prediction error in Section D, and state the main result in (Ikeda, Ishikawa, and Sawano 2019).
A Proofs
Proof of Lemma 3.1
Since ξ t with t ∈ Z ≥0 are i.i.d. and independent of x t , the following identities are derived:
which completes the proof of the lemma.
Proof of Lemma 3.2
The linearity of Φ is verified by the definition. Next let {µ N } ∞ N =1 be a sequence in D(X ) such that µ = lim N →∞ µ N in weak * topology. Then since k is bounded and continuous and φ is a feature map, the following relations hold:
This completes the proof of the lemma.
Proof of Lemma 3.3
Since each ξ t for t ∈ Z ≥0 is i.i.d. and KΦ(µ) is represented as KΦ(µ) = y∈X x∈X φ(h(x) + y) dµ(x) dξ t * (y), K does not depend on t.
In addition, since for any x ∈ X , the identity Φ(δ x ) = φ(x) holds, where δ x is the Dirac measure centered at x ∈ X , the inclusion Span{φ(x) | x ∈ X } ⊆ Φ(D(X )) holds. Moreover, according to (Sriperumbudur, Fukumizu, and Lanckriet 2011) , Φ is injective for c 0 -universal kernel k. Therefore, the well-definedness of the Perron-Frobenius operator (2) is verified.
Concerning the linearity of K, let c 1 , c 2 ∈ C and Φ(µ), Φ(ν) ∈ Φ(D(X )). By the linearity of the operator Φ and the definition of the operator K, the following identities hold:
Proof of Proposition 3.4
Let P |xt=x be a probability measure on (Ω, F) satisfying P |xt=x (α) = P (α | {x t = x}) for α ∈ F. Since p t is the probability density function of x t , the identity x∈A dx t * P (x) = x∈A p t (x) dµ(x) holds for any A ∈ B. Moreover, by the definitions of p and P |xt=x , the equality y∈A d(x t+1 * P |xt=x )(y) = y∈A p(y | x) dµ(y) holds for any A ∈ B. Thus, the following identities are derived:
Since x t+1 = h(x t ) + ξ t , and x t and ξ t are independent, the following identities hold for A ∈ B:
where A − h(x) denotes the set {y = z − h(x) | z ∈ A}. Therefore, by the definition of β t , the following identities are derived:
By the definition of K, the above identities implỹ K RKHS Ep t = KΦ(x t ), which completes the proof of the proposition.
Proof of Proposition 3.5
Since the identity φ(x) = Φ(δ x ) holds for any x ∈ X , and by the definition of the Perron-Frobenius operator K, it is derived that
Moreover, since φ : X → H k is the feature map, the reproducing property f, φ(x) k = f (x) holds for any f ∈ H k . Therefore, the following identities hold:
which implies thatK is the adjoint operator of K | Span{φ(x)|x∈X } . This completes the proof of the proposition.
Proof of Lemma 4.1
By the definition of K, the identity lim N →∞ KΦ(µ t,N ) = lim N →∞ Φ (β t * (µ t,N ⊗ P ))holds. Moreover, under the assumption (4), the following equalities hold: lim
Proof of Proposition 4.2
Based on Lemma 4.1, we have lim
Since (γI − K) −1 is bounded, applying (γI − K) −1 to both sides of Eq. (10), the identity (γI − K) −1 (γΦ(µ t ) − Φ(µ t+1 )) = Φ(µ t ) holds. Thus, for j = 0, . . . , S − 1, the following equality holds:
In addition, since
t , the following identities hold:
Since w j = j t=0 j t (−1) t γ j−t Φ(µ t ), by Eq. (11) and Eq. (12), the identity (γI − K) −1 w j+1 = w j holds. Thus the following identity holds:
and the space Span{w 1 , . . . , w S } is the Krylov subspace
Proof of Proposition 4.3
The elements of R S,N ∈ C S×S and Q * S,N Ψ 1,N ∈ C S×S are composed of the finite linear combinations of inner products between Φ(µ t,N ) in RKHS. Since µ t,N → µ t as N → ∞ in the weak * topology for all t ∈ {0, . . . , S}, and since Φ is continuous, the relation Moreover, since Φ(µ t,N ) → Φ(µ t ) as N → ∞ and
Thus, there exists C > 0 such that |||Ψ 0,N ||| ≤ C for all N ∈ N, where |||Ψ 0,N ||| := sup y∈C S , y =1 Ψ 0,N y k . Therefore, for all v ∈ C S×S , it is deduced that
This implies that Q S,N converges to Q S strongly in H k , which completes the proof of the proposition.
Proof of Proposition 4.4
The following equality aboutσ t,N holds:
The last equality holds because ξ t+iS and ξ t+jS are independent and the following equality holds by definition of m t,i :
Let > 0. By Chebyshev's inequality and Eq. (13), it is derived that:
If the convergence of Eq. (4) is uniformly for ω 0 , for sufficiently large N and all ω ∈ Ω,
holds. Thus, we have:
which completes the proof of the proposition.
Proof of Proposition 5.1
The right-hand side of Eq. (4) is transformed into
Regarding the left-hand side of Eq. (4), since h(x t+iS ) + ξ t+iS (ω 0 ) =x t+1+iS , the assumption (4) is equivalent to the assumption (6).
Proof of Proposition 5.2
If N = 1, then µ t,N is represented as µ t,N = δx t . Thus, the identity Φ(µ t,N ) = φ(x t ) holds. This implies that in this case, the Krylov subspace V S (K, Φ(µ 0 )) = Span{Φ(µ 0 ), . . . , Φ(µ S−1 )} is equivalent to the Krylov subspace (7).
Proof of Proposition 6.1
The following lemmas (Hashimoto and Nodera 2018) are used to show Proposition 6.1. Lemma A.1. Let A be a bounded linear operator and M(W(A)) be the set of all complex valued functions that are holomorphic in the interior of W(A) and continuous in W(A). If f ∈ M(W(A)), then there exists 0 < C ≤ 11.08 such that
Let D ρ = {z ∈ C | |z| ≤ ρ} be the disk of diameter ρ > 0, and C = C {∞}. It can be shown that there exist ρ > 0 and a conformal map α from C \ W((γI − K) −1 ) to C \ D ρ that satisfies α(∞) = ∞ and lim z→∞ α(z)/z = 1 (Hashimoto and Nodera 2018) . By using the map α, the Taylor approximation in the disk D ρ is transformed into a polynomial in W((γI − K) −1 )), and the following lemma is deduced: Lemma A.2. Let r > ρ, Γ r be the interior of {z ∈ C | |α(z)| k = r}, and let g be a holomorphic function in Γ r . Let P S be the set of all the polynomials of degree less than or equal to S. Then there exists q ∈ P S−1 that satisfies
where κ(r) = max r∈Γr |g(z)|.
Proposition 6.1. Let u S = w S / w S k and let G S (r) = max z∈Γr |f p S (z)|, where f (z) = γ − z −1 , p S is the polynomial of degree less than or equal to S − 1 that satisfies
LetK S be the estimation generated by the shift-invert Arnoldi method and
is sufficiently close to the subspace V S , i.e. min u∈V S φ(x t−1 ) − u k ≈ 0, and f S is holomorphic in Γ r , then the following inequality for the shift-invert Arnoldi method holds for some 0 < θ < 1 and C 1 , C 2 , C 3 > 0:
where is replaced by ≤ if min u∈V S φ(x t−1 ) − u k ≈ 0 is by min u∈V S φ(x t−1 ) − u k = 0. For the Arnoldi method, w S , f , Γ r , and V S are replaced by Φ(µ 0 ), f (z) = z, the closed set that satisfies W(K) ⊆ Γ r and V S = V S (K, Φ(µ 0 )), respectively. Then, inequality (8) is satisfied only for the case where K is bounded.
Proof of Proposition 6.1. The following inequality is derived:
Set C := 11.08. Since Γ r ⊇ W((γI − K) −1 ), by Lemma A.1, the following inequalities about κ S (r) are derived:
where σ min (A) denotes the minimal singular value of a bounded linear operator A, which is given by σ min (A) :
= 0, and Q S Q * S represents the orthogonal projection, which satisfies
Therefore, by the definition of K, the first term of (15) is bounded as
−1 )). The second term of (15) is bounded as
Regarding the last term of (15), according to Lemma A.1 and the fact u S , p S ((γI − K) −1 ), q((γI − K) −1 ) ∈ V S , it is deduced that W(K S ) ⊆ W((γI − K) −1 ) ⊆ Γ r . Thus, by Lemma A.1, there exists 0 < C ≤ 11.08 such that κ S (r) ≥ sup
Applying the equalities f (K S ) =K S and p S (K S )Q * S u S = Q * S p((γI − K) −1 )Q S Q * S u S = Q * S p((γI − K) −1 )u S = Q If K is bounded, replacing (γI − K) −1 with K andK S withK S , and applying the same discussion in Section A and this section derive the same results of Proposition 6.1 and Lemma 6.3 for the Arnoldi method. Let the (i, t)-element of R S,N be r i,t , where r i,t is set as r i,t := Φ(µ t,N ), q i,N k for i < t, r i,t := q t,N k for i = t, r i,t = 0 for i > t. Then, by Eq. (17) and the definition of R S,N , q i,N is represented as q i,N = (Φ(µ i,N ) − i−1 j=0 r j,i q j )/r i,i , and Ψ 0,N = Q S,N R S,N holds. Therefore, by definition of r j,t (j = 0, . . . , i − 1), for i < t, r t,i is computed as follows: k(x t+jS ,x i+lS ).
Similarly, by the definition of r j,t (j = 0, . . . , t − 1), r t,t is computed, since q i,N , q j,N k = 1 for i = j and q i,N , q j,N k = 0 for i = j as follows: C Pseudo-codes of Arnoldi method and shift-invert Arnoldi method Let R S:T be the matrix composed of r i,t (S ≤ t ≤ T, 0 ≤ i ≤ S − 1). The pseudo-codes for computingK S with the Arnoldi method and shift-invert Arnoldi method are shown in Algorithm 1 and 2 in the last page, respectively.
D Relation among the noise ξ t , kernel k and prediction error
The first term of inequality (8) represents the deviation of an observation x t from the mean value of the observation at t in RKHS. Thus, it can be larger if the variance of ξ t is larger. On the other hand, the last term, which corresponds to the estimation error of K, mainly depends on the numerical range W(K) for the Arnoldi method and W((γI − K) −1 ) for the shift-invrt Arnoldi method. If K is bounded, W(K) is represented as follows:
