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Abstrakt 
Úlohou tejto diplomovej práce je prilbížiť čitateľovi platformu NetCOPE princípom 
prvého kontaktu s ňou, a to rozobraním jej vnútorných štruktúr - obzvlášť jej 
aplikačného jadra, a to aj za pomoci jazyka VHDL. Následne práca využíva tieto 
znalosti pre návrh a implementáciu dvojportového filtračného systému sieťovej 
premávky, kde sa detailnejšie zameriava na samotný návrh systému vo VHDL. 
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Abstract 
Goal of this master thesis is to introduce and bring up basics and principles of 
NetCOPE framework in many details using "first approach" method for exploration of 
its internal structures - mainly focusing on application core using VHDL for focus 
itself. Furthermore, this knowledge is used for design and implementation of 
filtration system for network traffic with more details within phase of design in VHDL 
language. 
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ÚVOD 
Táto diplomová práca na tému „Směrování ve vysokorychlostních počítačových 
sítích“ si berie za úlohu uskutočniť prvý kontakt s vývojovým systémom FPGA 
umiestneným v laboratóriu vysokorýchlostných systémov na Ústave telekomunikací. 
Je písaná a riešená spôsobom samouka, ktorý vstupuje do problematiky s nulovými 
znalosťami. Pokúša sa uľahčiť nádejnému výskumníkovi-čitateľovi preniknutie do 
problematiky pohľadom do platformy NetCOPE a jej detailov z praktickejšieho 
hľadiska, a znížiť tým výšku „prvého schodu“, ktorú by musel vlastným úsilím vo 
forme samoštúdia a vynaloženého času prekonať. 
Práca je písana spôsobom „prvého kontaktu“, nakoľko taký prístup k nej som 
zaujal ja sám ako riešiteľ. Jedná sa o prvý kontakt ako s návrhom číslicových obvodov, 
taktiež s jazykom VHDL, no spolieha sa však na základné znalosti z číslicovej techniky, 
logických operácii a Boolovej algebry. Táto VŠKP zoznamuje čitateľa s platformou 
NetCOPE, a podrobne najmä s jej štandardným aplikačným jadrom, čím mu umožňuje 
ľahšie a rýchlejšie preniknúť k dodávanému štandardnému stavu, ktoré je môže byť 
použité ako stavebný základ pre ďalšiu tvorbu. Užívateľ-vývojár tak nemusí už 
venovať dodatočné úsilie a čas na jeho pochopenie vlastnoručným preskúmaním „od 
nuly“. 
Práca detailne skúma platformu a následne na nej uplatňuje jednoduchú 
tvorivosť, kde sa pokúša nad ňou implentovať dvojportový učiaci sa filtračný systém 
sieťovej priemávky. V rámci implementácie systému bola zvolená varianta 
kompromisu, ktorá nepokrýva úplne „maximum funkcionality v rámci karty“ dané 
zadaním, nakoľko sa jedná o úplne prvý kontakt ako s platformou NetCOPE, tak 
i s jazykom VHDL – preto nezvolíme za riešenie najkomplexnejšiu variantu 
implementácie maxima do aplikačného modulu sieťovej karty. 
Po úvodnom výjasnení základných pojmov je rozobraná hardwareová časť 
platformy: vývojová karta COMBO FPGA, jej hlavné časti, vlastnosti, parametrere 
a rozhrania. 
Tretia kapitola je venovaná softwareovej časti platformy. Popisuje jej dve 
hlavné časti – aplikačný modul a softwareovú aplikáciu, ich účel, možnosti 
komunikácie a spôsob ich vývoja. Podrobnejšie rozoberá rozhrania aplikačného jadra 
v podobe protokolov FrameLink a MI32. Záverom tretej kapitoly sú zhrnuté rozhrania 
platformy NetCOPE ako takej. 
V štvrtej časti práce sa venujeme jazyku VHDL, jeho vlastnostiam, popisným 
štýlom – ich konštruktom a odlišnostiam, to všetko vztiahnuté k VHDL. 
Piata sekcia aplikuje časti tretiu a štvrtú dohromady, kde pomocou jazyka 
VHDL skúmame priamo platformu NetCOPE, umiestnenie aplikačného jadra a 
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obzvlášt detailne samotné aplikačné jadro. Ďalej sa v sekcií preberá jeho syntéza 
v nástroji ISE Project Navigator, dodatočná konverzia pomocou príkazového riadka, a 
finálna konfigurácia vývojovej karty s overením stavu. 
Šiesta sať rozoberá problematiku extrakcie dát z ethernetového rámca, ich 
vzájomnú náväznosť a sémantiku, čo je dôležité k dodržaniu požiadaviek zadania. 
Konkrétne sa jedná o MAC adresy, IP adresy, typ transportného protokolu 
transportnej vrstvy ISO referenčného modelu a k nemu prínaležiace čísla portov. 
Začiatkom siedmej kapitoly sa nachádza rozbor variánt zadania a zdôvodnenie 
výberu. Následne je popísané rozvrhnutie štruktúry, jej rozdelenie na bloky a 
podbloky. Ďalej sú uvedené praktické zásahy do úprav aplikačného jadra, návrh 
blokov, ich požiadavky. Záverom je rozpísaný vývoj do jednotlivých fáz. 
Predposledná kapitola vlastného riešenia je o diskusií a skúmaní problému, 
ktorý vznikol po prechode jednou implementačnou fázou. 
Záverečná kapitola zhrňuje dosiahnutý stav a uzatvára túto diplmovú prácu. 
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1. HLAVNÉ POJMY 
Gró projektu tejto diplomovej práce sa spolieha na úzko spjatú dvojicu vývojovej 
platformy, ktorá pozostáva z vývojovej platformy – NetCOPE frameworku 
(software/firmware), a vývojovej karty – COMBO FPGA (hardware). 
Pre úplnosť veci a lepšiu ilustráciu je vhodné poznamenať, že karta COMBO 
FPGA je nainštalovaná vo vlastnom vyhradenom serveri – z terminologického 
hľadiska tejto práce ďalej označovanom ako „vývojový server“, alebo tiež „devel“, 
zatiaľ čo v dokumentácií k platforme NetCOPE sa naň odkazuje ako počítač s 
hostname nastaveným na „netcope“. V laboratórom návode k vývojovému systému 
FPGA [1] sa tento server (počítač s kartou COMBO FPGA) odkazuje taktiež ako na 
„vývojový server“, preto ďalej v tejto práci sa tohoto označenia budeme pridŕžať. 
Na druhú stranu vývojová platforma NetCOPE, ktorá je výlučne záležitosťou 
software, už nie je úzko spjatá s uvedeným vývojovým serverom, nakoľko sa jedná len 
o framework používaný k vývoju firmware pre kartu, ktorý je prenositeľný a nemusí 
sa výhradne nachádzať na vývojovom serveri (a spravidla sa ani nenachádza). 
Platforma NetCOPE taktiež obsahuje ovládače karty COMBO FPGA, knižnice funkcii a 
príklady softwareových aplikácii nad kartou – tie sú, pre zmenu, priamou súčasťou 
vývojového servera. 
„Hmotná“ podoba platformy NetCOPE je štandardne reprezentovaná 
adresárovou štruktúrou a súbormi, kde ako najvyšším priečinkom je NetCOPE-
05_0C.1-resourceCD obsahujúcim päť podpriečinkov s nasledujúcimi názvami: 
doc, drivers, fw-combov2-10g2, mcs, sw-examples. 
V prípade našeho laboratória celý FPGA systém pozostáva z troch vývojových 
serverov, z nich každý obsahuje svoju vlastnú COMBO FPGA kartu, a zo syntézneho 
servera, na ktorom je nainštalované vývojové prostredie Xilinx ISE Design Suite 
a nakopírovaná uvedená adresárova štruktúra frameworku NetCOPE. Pre účely našej 
práce budeme potrebovať jeden vývojový server a syntézny server s vývojovým 
prostredim a frameworkom NetCOPE. 
Ďalej v texte práce sa stretávame s pojmami ako „ukazateľ“ či pozícia „2;4“. 
V prípade ukazateľa sa o analógiu s programovacím jazykom C, kde pointer nám slúži 
na pohybovanie sa v pamäťovom priestore. V tomto prípade ukazateľ nám poslúži na 
pohybovanie sa v reťazci bajtov/bitov prijatého rámca. 
Tak ako v jazyku C, aj tu budeme používať indexáciu od 0 (nuly). Pomocou 
formátu „bajt;bit“, kde napr. pozíciou 2;4 sa myslí bajt na pozícií 2 (teda 3. v poradí) 
a jeho bit na pozícií 4 (5. v poradí). Následne rozsahom 0;4 – 1;3 sa myslia bity od 
piateho bitu nultého bajtu až po štvrtý bit prvého bajtu vrátane. 
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2. VÝVOJOVÁ KARTA COMBO FPGA 
Každý vývojový server obsahuje jednu COMBO FPGA vývojovú kartu. Karta pozostáva 
z dvoch navzájom spolupracujúcich častí: matičnej karty a karty rozhrania [2], 
popísané sú podrobnejšie ďalšej podsekcii. 
 
2.1. MATIČNÁ KARTA COMBO LXT 
Matičná karta COMBO-LXT slúži ako základňová časť vývojovej karty COMBO FPGA. 
Ako hlavné časti obsahuje hlavnú procesnú jednotku v podobe užívateľsky 
programovateľného poľa FPGA, obslužnú procesnú jednotku karty (taktiež FPGA, 
avšak užívateľsky neprogramovateľné), integrované pamäťové moduly, rozhranie 
k externému pamäťovému modulu, konektory ku kartám rozhraní, a rozhranie na 
projenie do vývojového servera. 
Hlavnou častou matičnej karty je programovateľné FPGA pole Virtex 5 - 
XC5VLX155Tod firmy XILINX, ktoré slúži ako hlavná procesná jednotka matičnej 
karty a vývojovej karty ako celku. Do nej je zavedený syntetizovaný firmware (ďalej 
budeme používať výraz aplikačný modul), ním karta podľa jeho obsahu nadobúda 
danú funkcionalitu. 
Obslužná procesná jednotka je tvorená programovateľným poľom FPGA typu 
Spartan XC3S1200E. To je užívateľsky nemenné – slúži na správu a monitoring karty, 
ako je napríklad zavádzanie firmware do hlavného FPGA pri štarte/reštarte karty, či 
jej hlavnej procesnej jednotky. 
Samotný firmware pre hlavnú procesnú jednotku je uložený v samostantnej 
pamäti typu FLASH na matičnej karte. Jej kapacitné schopnosti poskytujú možnosť 
uloženia až sedmych odlišných firmware. Tento nový prístup oproti predchádzajúcim 
verziám matičných kariet umožňuje použitím obslužnej procesnej jednotky zavádzať 
firmware, meniť ho za iný z prítomných v pamäti FLASH, a reštartovať vývojovú 
kartu bez nutnosti reštartu celého vývojového servera [3], a tým meniť jeho 
funkcionalitu flexibilne „za behu“ v priebehu pár sekúnd. 
Integrované pamäťové moduly sú dva, a sú typu QDR II RAM CY7C1513AV18, 
majúc celkovú kapacitu 72Mbit a prenosové schopnosti 500MTransfers/s [4]. Pre 
účely rozšírenia operačnej pamäte slúži konektor typu SODIMM, v ktorom je 
podporovaný rozširujúci pamätový modul typu DDR2 až do kapacity 2GB. V našom 
laboratóriu vo vývojovom systéme FPGA vývojové servery nie sú osadené týmito 
pamäťovými modulmi. 
Pomocou konektoru IFC (InterFace Connector) ku kartám rozhraní sa spravidla 
pripojuje patričná karta rozhrania na danú technológiu – v našom prípade sa jedná o 
kartu COMBOI-10G2, jej opisu je venovaná nasledujúca samostatná kapitola. 
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Prenosová rýchlo IFC konektoru je 28Gbps v oboch smere na jeden konektor [3], 
pričom matičná karta obsahuje dva tieto konektory. 
Matičná karta COMBO-LXT sa pripojuje k vývojovému serveru cez rozhranie 
PCI-Express 8x, pomocu ktorého dokáže nadobudnúť prenosové rýchlosti až 12Gbps 
[5], a to v každom smere (z a taktiež aj do matičnej karty).  
 
2.2. KARTA ROZHRANIA COMBOI-10G2 
Karta obsahuje dve 10Gbps rozhrania, ktoré sú reprezentované pomocou štandardu 
XFP vo forme šácht, ktoré umožňujú modularitu karty. Sú v nich nainštalované XFP 
transceivery pre optický jednovidový Ethernet 10Gbit. Súčasťou šácht sú aj teplotné 
senzory [3], ktoré monitorujú prevádzkovú teplotu transceiverov. 
Prítomnosť tohoto rozhrania je následne programovo podporená 
inštancovaním bloku „NETWORK_MODULE_10g2_64“ v bloku „COMBOV2_CORE“. 
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3. PLATFORMA NETCOPE 
NetCOPE je škálovateľná FPGA platforma, ktorá poskytuje framework vo forme 
nástrojov pre vývin vlastných FPGA aplikácií. Jeho náplňou je vytvárat abstrakciu nad 
použitým hardware siete a taktiež vývojového servera [6], a tým ujednotiť používanie 
odlišných vývojových kariet, či platforiem vývojového servera a taktiež abstrahovať 
software. 
Sieťová aplikácia, ako komplexný celok, sa skladá z konfigurácie hlavného 
FPGA poľa COMBO karty (aplikačný modul), a softwareovej aplikácie bežiacej 
v userspace operačného systému v operačnej pamäti vývojového servera ako proces, 
ktorý danú kartu ovláda a komunikuje s ňou. 
Aplikačné jadro spolu s platformou NetCOPE a vývojovým serverom tvoria 
funkčný celok, v ňom framework NetCOPE funguje ako prostredník medzi vývojovým 
serverom a aplikačným jadrom. Touto abstrakciou framework rieši, po hardware 
stránke, problematiku komunikácie vývojovej karty so sieťou, tak i jej komunikáciu 
s vývojovým serverom, čím poskytuje generické rozhranie pre aplikačné jadro [4]. To 
umožňuje aplikačnému jadru byť prevádzkované na rôznych typoch systému 
s odlišnými zbernicami [7]. 
Po software stránke framework umožňuje prenosy medzi aplikačným 
modulom a aplikačným software pomocou štandardného TCP/IP stacku systému, 
PCAP knižnice používanej pre zachytávanie sieťovej premávky, alebo rozhrania SZE2 
[7], ktoré sa viaže k vlastnej aplikačnej implementácií platformy. 
Týmito prostriedkami umožňuje platforma NetCOPE jednoduchú 
prenositeľnosť navrhnutej aplikácie medzi rôznymi systémami/vývojovými 
serverami, i novými typmi vývojových kariet – a to ako pre matičné karty, tak i karty 
rozhraní. 
Podpora nami použitej vývojovej karty v podobe dvojice COMBO-LXT + 
COMBOI-10G2 platformou NetCOPE je zaručená priamo výrobcom. 
 
3.1. APLIKAČNÝ MODUL 
Aplikačný modul, čoby konfigurácia pre FPGA, je tvorená frameworkom NetCOPE. 
Jedným z blokov tohoto frameworku je aplikačné jadro, ktoré v sebe zahŕňa hlavnú 
funkcionalitu, ktorá sa vykonáva v karte. Užívateľ-vývojár toto jadro upravuje podľa 
potreby tak, aby dosiahol pomocou processingu v karte žiadanú funkciu nad sieťovou 
premávkou. 
Úprava aplikačného jadra prebieha programovaním použitím jazyka VHDL 
a teda konfiguráciou vnútornej štruktúry karty podľa potrieb. Tento vývoj sa 
doporučuje na syntéznom serveri, kde je možné priamo opravovať syntatické chyby 
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v kóde, experiment simulovať a v prípade úspechu aj syntetizovať – to všetko 
použitím vývojového prostredia ISE Design Suite. Avšak tvorba kódu nie je 
nevyhnutne viazaná na prácu na syntéznom serveri – k jeho tvorbe postačuje 
obyčajný textový editor, optimálne so zvýrazňovaním syntaxe a Intelli-sense 
doplňovaním kódu. 
Vytvorenie vlastného aplikačného modulu (čiže vlastnej funkcionality 
obsiahnutej v karte) v sebe obnáša úpravu aplikačného jadra, syntézy takto 
upraveného kódu do konfigurácie FPGA poľa, a následne jeho samotná konfigurácia 
do karty vývojového servera. 
 
3.1.1. KOMUNIKÁCIA S APLIKAČNÝM MODULOM 
Komunikácia aplikačného modulu so sieťou prebieha skrz sieťový modul. Túto 
komunikáciu (aplikačný modul ↔ sieťový modul) rieši aplikačný modul pomocou 
protokolu FrameLink. 
Okrem neho si v stručnosti popíšeme taktiež funkcionalitu zbernice MI32, 
nakoľko ju budeme taktiež používať v riešení. 
 
protokol FrameLink 
FrameLink je synchrónny protokol rozhrania, je typu point-to-point (bod-bod, medzi 
dvoma bodmi), ktorý je modifikáciou protokolu LocalLink firmy Xilinx [8]. Definuje 
sadu signálov, pomocou nich je schopný prenášať rámce ľubovoľného formátu. 
Týmito signálmi sú [4]: 
 CLK  – clock, hodinový signál 
 SOF_N  – start-of-frame, začiatok prenášaného rámca 
 SOP_N  – start-of-part, začiatok časti prenášaného rámca 
 EOP_N – end-of-part, koniec časti prenášaného rámca 
 EOF_N  – end-of-frame, koniec prenášaného rámca 
 SRC_RDY_N – source-ready, odosielateľ pripravený 
 DST_RDY_N – destination-ready, príjemca pripravený 
 DATA  – data, prenášané dáta 
 DREM  – data-remainder, zvyšok prenášaných dát 
Signály končiace na „_N“ nadobúdajú aktívnu hodnotu keď sú v stave „0“. 
Synchrónnosť protokolu zabezpečuje hodinový signál CLK. Ostatné signály 
nadobúdajú platné hodnoty vtedy, a len vtedy, keď signály SRC_RDY_N a DST_RDY_N 
majú oba zároveň hodnotu 0 (teda aktívnu úroveň). 
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Prenos rámca začína signálom SOF_N nastaveným v hodnote 0. V tomto 
okamihu začína taktiež prenos časti rámca, čo je indikované hodnotou 0 v signále 
SOP_N. 
Rámec je rozdelený na jednu alebo viacej častí (parts), no spravidla na dve, 
maximálne však tieto tri: 
 záhlavie rámca (napr. časová známka pridelená v čase prijatia zo siete) 
 dáta rámca prijatého zo siete (napr. samotný ethernetový rámec) 
 zápätie rámca 
Prenos každej časti je ohraničený signálmi SOP_N a EOP_N, indikujúcimi začiatok 
a koniec prenášanej časti hodnotou 0. Pri každom platnom hodinovom cykle 
(podmienka: SRC_RDY_N a zároveň DST_RDY_N sú v 0) sú prenášané dáta prítomné 
na zbernici signálu DATA. 
V prípade konca časti rámca indikovaného signálom EOP_N, nie všetky dáta 
z celej šírky zbernice DATA musia prináležať prenášanej časti rámca. Počet platných 
zvyšujúcich bitov nám určí binárna číslo na zbernici signálu DREM; v prípade, že je 
platný zo zbernice signálu DATA len 1 bit, hodnota na zbernici DREM bude 0000, 
v prípade 2 bitov to bude 0001, atď. 
Koniec prenosu rámca je indikovaný signálom EOF_N v hodnote 0, a taktiež 
signálom EOP_N v hodnote 0, keďže prenášaná časť rámca končí a bola už posledná – 
tým je prenos celého rámca zavŕšený. 
 
protokol MI32 
Protokol MI32 taktiež označuje jednoduchú pomalobežnú zbernicu s nízkou réžiou, 
slúžiacu k vstupno-výstupným operáciám s aplikačným jadrom. Prenáša šírku 
dátového slova 32bitov, z tohoto dôvodu je predurčená skôr na riadiace operácie, než 
na vysokorýchlostné dátové prenosy. 
Jej signály sú [4]: 
 DWR  – data-to-be-written, dáta na zápis 
 DRD  – data-has-been-read, vyčítané dáta 
 ADDR  – address, adresa 
 RD  – read, indikácia operácie čítania 
 WR  – write, indikácia operácie zápisu 
 BE  – byte-enable, povolenie dát na zápis 
 ARDY  – address-ready, operačná adresa k dispozícií 
 DRDY  – data-ready, dáta na vyčítanie sú validné 
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Operácia zápisu je zahájená a sprevádzaná signálom WR. Objavia sa dáta na 
zápis DWR, ktorých úplnosť a správnosť je potvrdená pomocou príznakového 
vektoru BE. Úspešný zápis sprevádza pripravenosť adresy indikovaná aktívnou 
hodnotou ARDY. Potlačením tohoto signálu na úroveň neaktívnu je možné zápis 
pozdržať. 
Vyčítanie pomocou zbernice je sprevádzané signálom RD počas celého úkonu 
zadávania adries na vyčítanie. Adresa, z nej má byť vyčítané, je indikovaná signálom 
ADDR a podporená BE, na čo reaguje protistrana odpoveďou v podobe signálu ARDY 
značiacom korektnú adresu. Až sa objavia vyčítané dáta DRD, ich kompletnosť sa 
indikuje signálom DRDY. Operácia vyčítania môže byť pozdržaná pomocou 
deaktivovania ARDY. 
 
3.2. SOFTWAREOVÁ APLIKÁCIA 
Softwareová aplikácia úzko naväzuje na činnosť aplikačného jadra v karte. Jednak 
kartu obsluhuje/monitoruje (z používateľského hľadiska), taktiež môže byť použitá 
ako post-processing k činnosti vykonávanej v karte, resp. karta ako pre-processing 
k činnosti vykonávanej v softwareovej aplikácii. Pokiaľ by sme chceli použiť analógiu 
k terminológií sieťovým prvkom, funkčnosť karty by sa dala nazvať ako data plane 
(rovina dát) a činnosť softwareovej aplikácie ako control plane (rovina riadenia). 
Pomocou týchto pojmami sa lepšie ilustruje architektúra systému a taktiež rozdelenie 
pri návrhu. 
Nakoľko softwareová aplikácia úzko spolupracuje s vývojovou kartou, jej 
skompilovaná podoba sa, pochopiteľne, spúšťa na vývojovom serveri. Vývoj 
a preloženie samotnej aplikácie nie je podmienený prítomnosťou vývojového servera, 
avšak je následné overovanie a ladenie si vyždauje prítomnosť karty – preto z tohoto 
dôvodu je výhodné použiť priamo vývojový server pre jej tvorbu (odtiaľ taktiež jeho 
názov „vývojový“). Daný vývoj sa prakticky realizuje programovaním v jazyku C 
a volaním hotových pripravených funkcii z knižníc, ktoré sú k dispozícií k platforme 
NetCOPE. 
Vytvorenie vlastnej softwareovej aplikácie si žiada vhodnú úpravu zdrojového 
kódu, napríkad z priložených príkladov k platforme, jeho kompiláciu, a spustenie 
takto preloženého kódu z binárneho súboru. Spúšťanie je podmienené minimálnymi 
právami užívateľa, nakoľko je potrebné volať patričné operácie jadra operačného 
systému, na ne musí mať užívateľ oprávnenia. K tomuto účelu vyhovujú jednak 
užívateľ root, taktiež užívateľ netcope, ktorý bol vytvorený práve k tomuto účelu 
a preto by mal byť preferovaný na túto činnosť, prípadne akékoľvek iné vytvorené 
účty s ekvivalentne dostačujúcimi privilégiami na obsluhu karty. 
 ~19~ 
 
3.3. ROZHRANIA PLATFORMY 
NetCOPE definuje hranice a rozhrania hlavných častí [4], a síce: 
- vstupno/výstupné bloky – slúžiace na príjem a vysielanie rámcov, líšiac sa 
použitou technológiou 
- prístup zo softwareovej aplikácie – umožňujúce prenos po systémovej 
zbernici a transformáciu do vstupno-výstupných operáci cez rozhranie PCI 
Express 
- vysokorýchlostné prenosy – medzi aplikačným jadrom a softwareovou 
aplikáciou, a to pomocou DMA prenosov; k dátam je pristupované 
pomocou TCP/IP stacku, PCAP knižnice ako je v prípade štandardného 
sieťového zariadenia v systéme vývojového servera, alebo ako 
k nepaketizovaným dátam pomocou aplikačného rozhrania SZE2 
 
Platforma obsahuje knižnice slúžiace k úkonom vyššie uvedeným, ktoré sa 
dajú použiť v softwareovej aplikácií pre rozšírenie jej funkcionalít, ovládače na 
vývojovú kartu pre operačný systém, a nástroje na riadenie DMA prenosov do 
a z aplikačného jadra. 
 
 ~20~ 
 
4. JAZYK VHDL 
Skratka pochádza z anglického VHSIC Hardware Description Language (jazyk pre 
popis hardware), kde uvedené VHSIC je skratka z Very-High-Speed Integrated Circuit 
(vysokorýchlostné integrované obvody). 
Jedná sa o popisný jazyk hardware, ktorý vznikol v roku 1981 na dopyt 
ministerstva obrany USA, ktoré hľadalo jednotný nezávislý prístup k popisu logických 
štruktúr a obvodov číslicových zariadení. [9] K štandardizácií sa však dostal prvýkrát 
až v roku 1987 ako štandard IEEE číslo 1076. Odtvtedy jazyk prešiel pár revíziami a 
rozšíreniami. Neskorší štandard IEEE 1076.1-1999 pod názvom Standard VHDL 
Analog and Mixed-Signal Extensions (VHDL-AMS) z roku 1999 rozšíril schopnosti 
jazyka VHDL až za hranice číslicových systémov, čo už poskytlo možnosť návrhu 
obvodov s analógovými a zmiešanými signálmi [10]. 
Napriek svojej pôvodnej povahe pre popis a simuláciu obvodov je jazyk VHDL 
výborne použiteľný pre syntézu popisovaného obvodu pre konfiguráciu 
(„naprogramovanie“) štruktúr cieľovej technológie, napríklad PLD, FPGA. 
 
4.1. VLASTNOSTI 
Jazyk VHDL je prísne typový, je typu case-insensitive (nerozlišuje malé a veľké 
písmená). Má bohaté vyjadrovacie schopnostim, k jeho výhodám taktiež patrí, že je 
schopný popísať číslicový systém bez ohľadu na jeho konkrétnu technickú cieľovú 
realizáciu. [9] 
Základným stavebným prvkom v jazyku VHDL je entita. 
 
entita – ENTITY: 
ENTITY názov_entity IS 
  ... 
  ... prípadné generické konštanty ... 
  ... prípadné porty ... 
  ... 
END PROCESS; 
Entita reprezentuje blok a jeho rozhrania k okolitému svetu. Jedná sa o pohľad 
z vonkajšku na daný blok, pričom sú jasne definované jej porty (voliteľné rozhrania), 
ktoré môžu byť vstupného, výstupného, vstupno-výstupného, prípadne i iného 
charakteru. Ilustráciou môže byť integrovaný obvod s viditeľnými nožičkami a ich 
jasným označením ako vstupné/výstupné/vstupno-výstupné. 
Okrem portov môže entita obsahovať aj tzv. generické konštanty, ktoré slúžia 
pre jej vlastnú konfiguráciu z vonkajšieho sveta, keď sa entita použije ako komponent 
väčšieho celku, pri ktorom sa odovzdá táto konštanta v tzv. generickom mapovaní, čím 
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sa voliteľne entita nakonfiguruje pre požadovaný účel (napríklad vhodnou 
konkrétnou šírkou adresovacej zbernice). Generické mapovanie je voliteľnou 
súčasťou úkonu inštanciovania, v ktorom sa v nadradenej architektúre vytvorí 
inštancia podradenej entity, čiže tzv. kontrétny (nakoľko môžu existovať i viaceré 
objekty, čiže inštancie, žijúce vlastným životom viac či menej nezávisle na ostatných) 
žijúci/pracujúci objekt, ktorý svojou činnosťou pripsieva k funkcií väčšieho celku. 
Tomuto nainštancovanému objektu sa voliteľne nastavia vlastnosti generickým 
mapovaním konštánt, a pripojí sa do architektúry, v nej je inštancovaný, pomocou 
mapovania portov. 
Entita určuje rozhrania bloku, no sama o sebe však nič nehovorí o jeho 
fukcionalite. Tú definuje architektúra entity. 
 
architektúra – ARCHITECTURE: 
ARCHITECTURE názor_architektúry OF názov_entity IS 
  ... 
  ... >deklaračná časť< 
  ... prípadné lokálne definície a deklarácie ... 
  ... 
 BEGIN 
  ... 
  ... >definičná časť< 
  ... súbežné príkazy ... 
  ... 
END ARCHITECTURE názov_architektúry; 
Architektúra je tzv. sekundárna (závislá) návrhová jednotka. Vždy sa viaže na 
konkrétnu entitu názov_entity. Architektúra popisuje vnútro entity, jeho 
funkcionalitu. Jedná sa akoby o pohľad na entitu z jej vlastného vnútra. Názornosťou 
môže byť vnútorné zapojenie hradiel v integrovanom obvode. Jeden typ entity môže 
nadobúdať viacej odlišných architektúr [11], teda „podpalubí“ (príkladom môže byť 
rovnako u integrovaných obvodoch rovnakého púzdra a povahy 
vstupných/výstupných nožičiek, napr. 2 vstupové hradlá NAND/NOR z TTL série 
7400). 
Architektúra v sebe môže obsahovať jeden alebo viaceré príkazy súbežného 
typu. Tieto príkazy prebiehajú súbežne, čo si možno predstaviť ako viacero 
robotníkov pracujúcich na rôznych úlohách v montážnej hale (architektúre), ktorá má 
vstupné dvere (vstupné porty entity) pre materiál a výstupné pre výrobky (výstupné 
porty entity). 
Tieto deje vo vnútri architektúry, hoci navonok dávajú rovnaký výsledok, 
môžu byť popísané viacerými prístupmi k popisovaniu architektúry – štýlmi popisu. 
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4.2. ŠTÝLY POPISU 
Architektúra (čiže funkcionalita) entity môže byť popísaná odlišnými prístupmi. 
Jazyk VHDL je bohatý a svojimi možnosťami poskytuje návrhárovi všetky tri prístupy 
k návrhu číslicových obvodov. Sú to: štrukturálny, behaviorálny a data-flow (prúdenie 
dát). 
 
4.2.1. ŠTRUKTURÁLNY POPIS 
Ako bolo už v sekcií o architektúre spomenuté, nadradená jednotka architektúry 
môže byť zložená z komponentov inštancovaných v jej tele. Toto je prvý štýl popisu – 
štrukturálny. Je to jedna z veľkých predností a výhod jazyka VHDL: súčiastku 
vytvoríme jedenkrát a následne ju pomocou štrukturálneho popisu použijeme 
mnohokrát opakovane. Je to možné i v rámci odlišných, spolu nesúvisiacich projektov 
(napríklad kontrolér rozhrania USB v prípade tlačiarne, pamäťového FLASH kľúča, 
externej sieťovej karty). To je myšlienkou štrukturálneho popisu: nadefinovaním 
jednoduchších obvodov z elementárnych častíc (hradiel). Následne sa zužitkujú tieto 
jednoduché obvody ako stavebné prvky zložitejších, komplexnejších štrukúr 
vzájomným poprepájaním jednoduchších. 
Princíp štrukturálneho popisu spočíva v nadefinovaní komponent 
v deklaračnej časti konštrukcie architektúry (ktorá sa nachádza pred kľúčovým 
slovom BEGIN). 
 
komponent – COMPONENT: 
COMPONENT názov_entity IS 
 GENERIC 
(  
  ... prípadné deklarácie generík... 
 );  
 PORT 
 (  
  ... deklarácia portov ... 
 );  
END COMPONENT názov_entity; 
Táto konštrukcia je de facto totožná s konštrukciou entity, kde sú vymenované 
generiká a porty danej komponenty. Následne aby komponent mohol byť 
komponentom, je nutné aby niekde v hierarchií existovala definícia entity s rovnakým 
názov_entity ako je uvedené v konštrukcií COMPONENT, a aj, následne, totožný obsah 
čo sa týka generík a portov. Tým, že konštrukciu COMPONENT (predpis entity) 
použijeme v deklaračnej časti architektúry, tým dávame najavo, že tento komponent 
budeme používať ako súčasť väčšieho celku za účelom štrukturálneho popisu. Môžme 
si to predstaviť ako katalógový list, na ktorom sú popísané rozmery a vonkajsie 
vlastnosti súčiastky (presne ako konštrukcia ENTITY, ktorá popisuje súčiastku 
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z vonkajšieho pohľadu). Podľa tohoto listu vieme ako sa bude súčiastka javiť, keď ju 
začneme zamontovávať do obvodu. To však nič nehovorí o skutočnej funkčnej 
súčiastke, ktorá je schopná práce a samostatnej existencie – stále je to len akoby 
katalógový list s opisom. Aby taká súčiastka vznikla, musíme ju nainštancovať. 
 
inštancovanie komponentu – : 
názov_inštancie : názov_entity 
 GENERIC MAP 
(  
  generikum_inštancie_1 => výraz_architektúry_1, 
generikum_inštancie_2 => výraz_architektúry_2 
 )  
 PORT MAP 
 (  
  port_inštancie_1 => výraz_architektúry_3, 
  port_inštancie_2 => výraz_architektúry_4 
 );  
END COMPONENT názov_entity; 
Touto konštrukciou vytvoríme v definičnom tele architektúry (za kľúčovým 
slovom BEGIN) žijúcu inštanciu (jedinca) názov_inštancie komponenty názov_entity. 
Aby mohla byť táto inštancia užitočná pre prospech vyššieho celku (architektúry, 
ktorá túto inštanciu nesie), je potrebné ju, tento funkčný žijúci komponent, napojiť 
k architektúre. To sa uskutoční pomocou generického mapovania a mapovania 
portov, pri ktorom sa generiká a porty inštancie pripoja k výrazom (signálom, 
portom, hodnotám) architektúry. 
Pre reálnu funkčnosť potrebujeme komponent, a čiže v skutočnosti entitu, 
ktorá obsahuje nejaké porty – aj keď v skutočnosti porty sú pri entite ako položky 
voliteľné. Entita bez portov sa mnohokrát používa ako testbench [9] (testovací ponk) 
pre simulácie na inej, testovanej entite. Porty na komponente (a teda entite) sú pre 
inštancovanie elementárne dôležité, pretože bez portov sa komponent nedá pripojiť 
k okolitej architektúre a tým sa stáva bezpredmetým. Generiká sú voliteľné – a to už 
v samotnej deklarácií entity, tak aj pre úlohu komponentu a jeho inštancovania. 
 
4.2.2. BEHAVIORÁLNY POPIS 
Tento princíp popisu je založený na definícií obvodu popisom jeho správania. Pre 
definíciu popisovaného obvodu sa môžu použiť a uplatniť logické a matematické 
funkcie, vetvenie, rôzne časové funkcie, či iné konštrukcie, čím sa môže popísať 
správanie a signálotvorný proces. 
Niektoré základné konštrukty behaviorálneho popisu sú následné konštrukcie 
kódu. 
 
 ~24~ 
 
proces – PROCESS: 
PROCESS( <sensitivity_list> ) 
  ... 
  ... prípadné lokálne definície a deklarácie ... 
  ... 
 BEGIN 
  ... 
  ... sekvenčné riadiace a priraďovacie príkazy ... 
  ... 
END PROCESS; 
Proces reaguje (je zahájený), pokiaľ sa nejakému signálu uvedenom v 
<sensitivity_list> (citlivostnom zozname) zmení úroveň. Konštrukcia PROCESS je 
výhodná pre popis zložitejšieho algoritmu. Vo svojom tele v definičnej časti (za 
kľúčovým slovom BEGIN) sa používajú sekvenčné príkazy, ktoré v prípade, že sú 
podmienené, umožňujú vetvenie priebehu vykonávania spracovávania. Slúžia na 
popis kombinačnej i sekvenčnej logiky. Sú nimi konkrétne IF-THEN-ELSE a CASE-
WHEN. Práve tymito sekvenčnými príkazmi je konštrukt PROCESS špecifický. 
Sekvenčné príkazy (už zo svojho názvu „sekvenčné“) sa vykonávajú za sebou, 
sekvenčne, čo je blízke programovacím jazykom ako napríklad C, alebo Pascal – to 
umožňuje pre človeka ľahšie čitateľnejšiu konštrukciu, a teda predurčuje použitie 
tejto konštrukcie pre zložitejšie algoritmy. 
Konštrukciu PROCESS sa dá chápať ako „spôsob formovania signálu“ podľa 
popísaného sekvenčného algoritmu. Z toho vyplýva, že ak dôjde k rozhodnutiu 
o priradení hodnoty do signálu, zostane to v stave naplánovanej udalosti až do 
ukončenia procesu, kedy sa uskutoční jej zápis. Pokiaľ by sa ďalej v rámci procesu 
pracovalo s daným signálom, do neho je naplnánovaný zápis, signál pôsobí naďalej so 
svojou starou hodnotnou, ktorú vymení až na konci procesu za hodnotu naplánovanú. 
V prípade, že sa vyskytne opakované priradenie do rovnakého signálu, 
naplánovanie sa prepíše za to poslednejšie v sekvencí, a to i opakovane, takže pri 
ukončovaní procesu sa priradí len posledná naplánovaná hodnota. 
Pokiaľ by sme vyžadovali flexibilnejšie správanie sa a priebežnú zmenu 
hodnoty už počas procesu, je vhodnejšie použiť dátový objekt VARIABLE (premenná). 
Ten vie uchovávať a meniť hodnotu priebežne počas priebehu procesu. 
Presným opakom je dátový objekt CONSTANT (konštanta), ktorý je nemenný 
počas celého behu. 
Za podmienky, že by sa vyskytovalo v tele architektúry viacej procesov, ich 
činnosť sa chápe ako súbežná a nezávislá na sebe. Proces ako celok je chápaný ako 
jeden súbežný príkaz [12]. Z tohoto dôvodu taktiež platí zásada pri návrhu, že jeden 
signál (jeho hodnota) nemože byť riadený (anglický výraz „driven“) z viacej než 
jedného miesta/procesu, nakoľko by mohlo dôjsť k vzájomnému prepisovaniu. 
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výberové priradenie – WITH-SELECT-WHEN: 
WITH nieco SECLECT 
cieľ <= zdroj_1 WHEN hodnota_1, 
  zdroj_2 WHEN hodnota_2, 
  zdroj_3 WHEN hodnota_3, 
  zdroj_4 WHEN OTHERS; 
Konštrukcia výberového priradenia je súbežným príkazom. Umožňuje priradiť 
signálu cieľ hodnoty alebo výrazy zdroj_* na základe hodnôt hodnota_* vyskytujúcich 
sa v inom výraze niečo. Jej výhodou oproti konštrukcii je rovnaké oneskorenie bez 
ohľadu na konkrétnu hodnotu nadobudnutú vo výraze niečo. WITH-SELECT-WHEN 
slúži k popisu kombinačnej logiky, taktiež i jej variácia WHEN-ELSE . 
 
podmienené priradenie – WHEN-ELSE: 
cieľ <= zdroj_1 WHEN podmienka_1 ELSE 
  zdroj_2 WHEN podmienka_2 ELSE 
  zdroj_3 WHEN podmienka_3 ELSE 
  zdroj_4; 
Táto konštrukcia sa používa taktiež pre kombinačnú logiku, rovnako ako aj 
WITH-SELECT-WHEN, avšak na rozdiel od nej sa nedoporučuje pre košatejšie formy, 
nakoľko oneskorenie vstup-výstup nebýva rovnaké, konkrétne pre hodnotu zdroj_1 
< zdroj_4. [9] 
 
4.2.3. DATA-FLOW POPIS 
Úlohou tohoto prístupu je popisovať funkcionalitu obvodu, dát v ňom, a ich vzájomné 
transformácie od vstupu až na výstup [13]. Transformácie týchto dát môžu byť 
ovplyvnené rôznymi logickými vzťahmi medzi dátami navzájom, čo ich formuje. 
Používaným konštruktom pre túto činnosť je nepodmienené priradenie. 
 
nepodmienené priradenie – WITH-SELECT-WHEN: 
cieľ <= výraz; 
Nepodmienené priradenie je ako súbežný príkaz, pokiaľ sa vystyktuje mimo 
konštrukcie procesu. Nepodmienené priradenie môže byť aj ako sekvenčný príkaz v 
prípade, keď sa nachádza v procese, avšak táto sekvenčná varianta už nepatrí do 
datal-flow popisového štýlu . Na mieste výraz môže byť hodnota, názov iného signálu 
nesúceho hodnotu čo bude priradená, prípadne ľubovoľná kombinácia uvedených 
dvoch a to i s opakovaniami, zviazané navzájom logickými členmi AND, OR, XOR, NOT 
a prípadnými zátvorkami „( )“ uprednostňujúce výpočet. K priradeniu do signálu cieľ 
dochádza vždy vtedy, pokiaľ niektorý objekt vo výraz zmení hodnotu – vtedy sa 
hodnota vo výraz prepočíta za novú a bezprostredne hneď priradí do cieľ. 
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5. NETCOPE V POJMOCH VHDL 
V tejto časti bude platoforma NetCOPE priblížená z programátorského-návrhárského 
pohľadu na nástroji ISE Project Navigator, čo je jeden z nástrojov zo sady ISE Design 
Suite nainštalovaných na syntéznom serveri. Grafické rozhranie je pre začínajúceho 
užívateľa v programovaní VHDL predsalen prívetivejšie ako príkazový riadok, preto 
bolo aj vybrané k tomuto účelu. 
 
5.1. NÁZVOSLOVIE MODULOV  
Je dôležité brať na vedomie, že jeden riadok v hierarchickom pohľade je označovaný 
nástrojom ISE Project Navigator taktiež ako modul, čo však by nemalo spôsobovať 
nedorozumenia, nakoľko z kontextu bude dosatočne jasné, kedy sa jedná o modul 
v programe ISE Project Navigator, a kedy sa hovorí o aplikačnom module 
nahrávaného do karty z pohľadu platformy NetCOPE.  
Názov modulu v ISE Project Navigator sa môže skladať z nasledujúcich častí: 
<názov_inštancie> – <názov_entity> - <názov_architektúry> 
(súbor_zdrojového/už_syntetizovaného_kódu). 
Odtiaľ sa dá vyčítať pre modul, ktorá architektúra je použitá pre danú entitu, a taktiež 
ako sa volá funknčná podoba entity (názov instancie). 
V prípade, že je použitý ako zdroj hotový syntetizovaný kód, čo možno 
pozorovať v zátvorkách súborom s príponou .ngc či taktiež ikonou s písmenami NG, 
názov (a teda výber/použitie) konkrétnej architektúry stráca zmysel, nakoľko entita 
syntézou už pevne nadobudla svoju funkcionalitu (architektúru) – a to práve 
priradenej architektúry prítomnej v dobe syntézy. 
 
5.2. FROM TOP TO APPLICATION 
Na základe poznatkov z predchádzajúcej kapitoly o VHDL si môžme popísať, akým 
spôsobom je aplikačný modul VHDL kódom v platforme NetCOPE implenentovaný. 
Konkrétne nás bude zaujímať aplikačné jadro, ktoré tvorí hlavnú funkcionalitu karty. 
Aby sme pochopili funkcionalitu aplikačného modulu, je vhodné aspoň 
rámcovo vedieť, kde sa naše aplikačné jadro hierarchicky v aplikačnom module 
nachádza, preto pomocou nástroja ISE Project Navigator použijeme prístup Top-
Down na lepšie preskúmanie architektúry. 
Aby sme tak učinili, otvoríme celkovú hierarchiu súborom 
 combov2-10g2\ise\demo\demo.xise.  
V ľavej časti okna uvidíme kartu Design, kde pomocou radio-button pri slove View: 
vyberieme voľbu Implementation, pokiaľ nie je náhodou už tak učinené. Týmto si 
zaistíme hierarchický pohľad na celý aplikačný modul platfromy NetCOPE. 
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V každom hierarchickom dizajne existuje práve jedna najvyššia jednotka 
(modul), ktorá býva označovaná ako top-level. Pod ňu sa viažu ďalšie moduly, ktoré 
top-level jednotka používa k svojej funkcií. Aktuálne nastavený top-level modul má 
pri sebe ikonu troch štvrocov, z nich ten hore je zelený. 
V hierarchickej štruktúre vidíme, že lop-level modulom je FPGA_U0, ktorý má 
použitú architektúru structural, ktorá sa dá priamo pozorovať v podobe VHDL 
kódu po dvojitom kliknutím na daný top-level modul. 
Aby sme mohli lepšie vizuálne pozorovať štruktúru, v druhej spodnej polovici 
karty sa nachádzajú procesy (v tomto kontexte sa hovorí o procesoch prostredia ISE 
Project Navigator, nie o procesoch v zmysle jazyka VHDL) vzťahujúce sa vždy 
k aktuálne označenému modulu. Pri označenom top-level module vyberieme 
dvojklikom pod-proces View RTL Schematic procesu Synthesize – XST, čím 
inštruujeme prostredie, aby sa spustilo generovanie RTL schémy, ktorá graficky 
ilustruje prepojenie inštancií s výstupnými portami entity, tak i navzájom. 
V nej pozorujeme blok (presnejšie „blok“ v terminológií ISE Project Navigator 
je pomenovanie pre inštanciu), ktorý nesie dva názvy: COMBOV2_NETCOPE a 
COMBOV2_NETCOPE_I. Názov nad blokovou značkou označuje typ bloku, názov pod 
značkou označuje pomenovanie inštantcie. Označením a dvojklikom na tento blok do 
neň štrukturálne vstúpime. Paralelne si môžme vľavo v hierarchií rozbaliť 
rovnomenný blok. Zároveň sledujeme mennú konvenciu modulu. 
 
Obr. 1: Hierarchia modulov frameworku NetCOPE 
Podobným spôsobom sa dostaneme do bloku s označeniami COMBOV2_CORE 
a COMBOV2_CORE_I, v ňom pozorujeme blok s názvami APPLICATION 
a APPLICATION_I. To je nami hľadaný blok – blok aplikačného jadra. Tu je 
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koncentrovaná hlavná funkcionalita/processing ethernetových rámcov. Túto cestru 
od top-level modulu k aplikačnému jadru graficky znázorňuje Obr. 1. 
V schéme môžeme ďalej pozorovať významné bloky ako sú (menami 
inštancii): 
 DMA_MOD_I – komponent slúžiaci ako prostredník pre komunikáciu 
 vysokorýchlostným prístupom z a aj do operačnej pamäte 
 vývojového  servera  
 NETWORK_MODULE_I – komponent zaštrešujúci prístup k sieťovému 
 rozhraniu a komunikáciu s médiom 
 QDRII_COMBO_CORE_INTERFACE – rozhranie zaobaľujúce prístup 
 k vysokorýchlostným pamätiam QDRII umiestnených na karte 
 ib_switch_i – prepínač vnútrospojovacej komunikačnej zbernice 
 
5.3. APLIKAČNÉ JADRO 
Aplikačné jadro, ktoré sa upravuje za účelom dosiahnutia žiadanej funkcionality 
karty, je tvorené entitou APPLICATION, jej popis je umiestnený v súbore 
fw-combov2-10g2\src\application_ent.vhd, 
a architektútou full umiestnenou v súbore 
combov2-10g2\src\applications\application.vhd. 
Rozoberieme si ich pozdrobnejšie. 
Entita APLLICATION v sebe zahŕňa porty, ktorými je napojena na vonkajšiu 
architektúru COMBOV2_CORE, v nej je nainštancovaná pod názvom 
APPLICATION_I. Porty sú zostupené do funkčných celkov - rozhraní. Z hľadiska 
užívateľa je dôležité poznať tieto rozhrania, nakoľko užívateľ-vývojar s nimi bude 
pracovať počas vývoja aplikačného jadra (a teda aplikačného modulu karty). 
Kontrétne sú to rozhrania: 
 sieťové rozhranie 0 
 sieťové rozhranie 1 
 rozhranie DMA 
 rozhranie vnútrospojovacej zbernie 
 rozhranie časových známok 
 rozhranie ku QDR pamätiam 
 
5.3.1. ROZHRANIA 
Z predchádzajúcej sati o VHDL vieme, že rozhrania modulu/inštanice s okolitým 
prostredím sú realizované v podobe portov a ich mapovania do okolitej architekúry. 
Samotné porty sú záležitosťou definície entity, preto pre ich bližšie skúmanie je 
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vhodné si otvoriť súbor, v ňom je entita APPLICATION definovaná (umiestnenie 
súboru bolo spomenuté v odstavcoch vyššie). 
Sieťové rozhrania 0 a 1 obsahujú v sebe vstupné a výstupné rozhranie dát 
k vyrovnávacím pamätiam IBUF a OBUF pre vstupujúce a vystupujúce FrameLink 
rámce. S týmito rozhraniami sa štandardne komunikuje za účelom prístupu z/na 
sieťové médium. Sieťové rozhrania bloku APPLICATION_I ďalej ešte obsahuje 
riadiace rozhrania z a do vyrovnávacej pamäti IBUF. Toto rozhranie je bližsie 
popísané v súbore fw-combov2-10g2\doc\pacodag.pdf. Úlohou týchto 
rozhraní je prepojiť riadiaci komponent PACODAG_TOP_I typu PACODAG, ktorý je 
inštancovaný vo vnútri bloku APPLICATION_I a je užívateľsky nastaviteľný. Do 
tohoto komponentu taktiež vstupuje rozhranie časových známok. 
Úlohou PACODAG komponentu je generovať servisné informácie pre 
vstupujúce Ethernetové rámce, ako sú napríklad celková dĺžka rámcu, časová značka, 
alebo identifikátor vstupného rozhrania. Tieto servisné informácie sú prenesené do 
IBUF, kde sú následne vložené do záhlavia FrameLink rámca vstupujúceho do 
aplikačného jadra. Komponent PACODAG získava informácie o časovej známky zo 
samostatnej zbernice, ktorá je tiež rozhraním aplikačného jadra. Tvoria ju signály TS, 
TS_DV, TS_CLK. 
V implicitnom nastavení komponent PACODAG produkuje nasledujúcu 
štruktúru servisných dát: 
 
Obr. 2: Štruktúra generovaná komponentou PACODAG 
Tie sa objavujú v záhlaví každého rámca na zbernici FrameLink z IBUF. 
V prípade rozhrania vnútrospojovacej zbernice sú do aplikačného jadra 
privedené dve rozhrania: rozhranie vnútornej zbernice IB (Internal Bus) a zbernica 
MI32. 
Zbernica IB poskytuje vysoký výkon, zatiaľ čo zbernica MI32 jednoduchosť a 
nízkorežijný prístup pre čítanie a zápis, čím je výhodná na nenáročné vstupno-
vystupné úlohy aplikačného modulu. 
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Ďalším vysoko-výkonným prístupom do operačnej pamäte hostovského 
počítača je cez rozhranie DMA, ktoré už nie je súčasťou vnútrospojovacej zbernice. 
Toto rozhranie, komunikujúce protokolom FrameLink, je taktiež zakončené 
v aplikačnom jadre. Štandardne sa využíva pre typický prenos rámcov zo sieťovej 
karty do operačnej pamäte systému a naopak. 
Posledným rozhraním, ktoré je v aplikačnom jadre zakončené, je rozhranie ku 
vysokorýchlostným QDRII pamätiam, ktoré sú súčasťou vývojovej karty. 
Grafickú ilustráciu rozhraní ilustruje Obr. 3. 
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5.3.2. VNÚTORNÁ FUNKCIONALITA ARCHITEKTÚRY 
Táto sekcia sa zaoberá skúmaním funkcionality obsiahnutú v súbore obsahujúcom 
architektúru FULL. 
 
Konštanty aplikačného jadra 
Z hľadiska pochopenia aplikačného jadra je významné si všimnúť a porozumieť 
konštantám architektúry. Sú štyri: 
Prvá konštanta DMA_IFC_COUNT, označuje počet dostupných DMA kanálov 
na vysokorýchlostných prenos dát (prijatých rámcov) do operačnej pamäte, 
konkrétne 8 (osem).  
Ďalšou konštantou je FL_IFC_COUNT, ktorá označuje počet sieťových 
rozhraní prítomných na karte (a teda aj v aplikačnom jadre), reprezentovaných 
zbernicami FrameLink. V našom prípade sú to 2 (dve) sieťové rozhrania. 
Tretia konštanta FL_WIDTH nastavuje generickým mapovaním šírku zbernice 
FrameLinku pre instancovaný multiplexer flmuxi. Nakoľko sa všade v aplikačnom 
jadre používa šírka dátovej zbernice FrameLink o hodnote 64bitov, je ostatne priamo 
tiež dôvodom, prečo táto konštanta je nastavená na hodnotu 64. 
Poslednou konštantou je CHANNELS_PER_RX, ktorá sa počíta ako podiel 
prvých dvoch vyššie spomenutých konštánt, konkrétne DMA_IFC_COUNT / 
FL_IFC_COUNT. V prípade našej architektúry sa jedná o podiel čísel 8 a 2, čo činí 4. 
Číslo (počet) štyri je sémantickým významom vcelku významne – hovorí nám o tom, 
koľko DMA kanálov pripadá za účelom vysokorýchlostného prenosu na jedno sieťové 
rozhranie; je uložreé v konštante CHANNELS_PER_RX. 
 
Multiplexer 
V tele architektúry FULL vidíme inštanciu multiplexoru FLMUXI, ktorej vstupné porty 
sú namapované na porty vstupných vyrovnávacích pamätí IBUF0 a IBUF1 zo 
sieťových rozhraní 0 a 1. Výstup inštancie multiplexoru FLMUXI je namapovaný na 
vstup rozhrania do DMA. Súčasťou vstupu do DMA rozhrania je číslo aktívneho 
kanálu. Podľa neho sa dáta objavia v operačnej pamäti v patričnom DMA bufferi. 
V implicitnom nastavení pomocou VHDL kódu sú to DMA buffery číslo 0 pre sieťové 
rozhranie 0 (a teda IBUF0), a číslo 4 pre sieťové rozhranie 1 (resp. IBUF1). Toto 
správanie je však možné zmeniť. Tieto uvedené čísla sú dané následkom počtu 
prítomných rozhraní siete a DMA kanálov. Z predchádzajúcich odstavcov sme u 
konštanty CHANNELS_PER_RX zistili, že nesie hodnotu 4, čo je vlastne príčina, prečo 
sú predvolené DMA kanály ako 0 a 4 – kanálov je dohromady 8, sú indexované od 
nuly v rozsahu 0-7. Na jedno sieťové rozhranie pripadajú 4 možné DMA kanály 
(určené výpočtom nesúcim výsledok v konštante CHANNELS_PER_RX), čo vytvára 
dva (podľa počtu sieťových rozhraní) rozsahy 0-3 a 4-7, z nich prvé hodnoty sú 
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predvolené. Systém však umožňuje prideliť sieťovému rozhraniu všetky štyri kanály, 
kde sa budú vo svojom rozsahu striedať, napríklad cyklicky. Pokiaľ priradíme na 
spracovávanie každému DMA kanálu jedno jadro, dokážeme takýmto spôsobom 
razantne zvýšiť výkonnosť systému. 
Nasledujúca kontrukcia GENERATE slúži k vytvoreniu sady procesov pre 
každé FrameLink sieťové rozhranie. Táto sada obsahuje procesy na prepínanie medzi 
DMA kanálmi vrátane signalizácie schopnosti prijímať dáta do DMA kanálu. 
Samotná konštrukcia GENERATE slúži na urýchlenie zápisu kódu, 
sprehľadňujeho ho a zabraňuje tzv. „rozkopírovanému kódu“. Je to akoby konštrukcia 
FOR, ktorá opakuje kód zadaný v bloku, s variáciami podľa definovaného rozsahu. 
 
Zbernica MI32 v aplikačnom jadre 
Ďalšou súčasťou pôvodnej architektúry je skupina signálových prepojených 
rozhrania zbernice MI32 s vnútroarchitektúrnymi signálovými cestami nesúcich 
pomenovania začínajúce sa spoločnou predponou mi32_exp_. Nakoľko zbernicu 
MI32 budeme spolu s internými registrami používať i našom demonštračnom 
príklade, rozoberieme si túto pasáž detailnejšie. 
Prepojením rozhrania zbernice so signálovou sadou nesúcou spoločnú 
predponu mi32_exp_ získavame ako užívatelia-vývojári priamy prístup pomocou 
komunikačného protokolu z user-space, takže kdekoľvek ďalej uvidíme signály z tejto 
sady, až tam máme náš „dosah“. Je to práve úlohou a jednou z obrovských predností 
frameworku NetCOPE, ktorý nás svojimi riešeniami dostatočne abstrahuje od 
nutnosti skúmať a riešiť nižšie úrovne komunikácie medzi naším aplikačným jadrom 
a userspace operačného systému. Pre nás začínajúcich je ako dostačujúce poznať 
komunikačný protokol zbernice MI32, ktorý bol rozobraný v jednej z 
predchádzaujúcich kapitol, a taktiež vedieť fakt, že framework NetCOPE zaisťuje jej 
transport z/do operačnej pamäti. 
Za blokom signálových prepojení sa nachádza funkčný príklad inštancie 
blokovej pamäti BRAM RAMB18SDP_inst. Z mapovania portov vidíme, že 
adresovacie zbernice pre čítanie (RDADDR) a zápis (WRADDR) sú pripojené na náš 
adresovací signál mi32_exp_addr(10 downto 2). Tu spodná hranica tvorená 
číslom 2 (dva) má svoje odpodstatnenie: nakoľko bloková pamäť pracuje (zapisuje, 
číta) s blokmi dát šíky 32 bitov (4 bajty), je adresovaná po štvoriciach. V našej 
adresovacej zbernici tieto sa násobky štyroch vystytujú na treťom LSB bite (least-
significiant bit – najmenej významný bit). Keďže zbernica sa indexuje od nuly, 3. LSB 
bit má index 2. Horný index 10 je určený na základe šírky adresovacej zbernice, ktorá 
je široká 9 bitov (dané definíciou entity komponenty). 
Povolenie čítania z BRAM pamäte je umožnené naším signálom 
mi32_exp_rd z našej MI32 zbernice. Pre zmenu zas zapisované dáta su taktiež 
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určené naším signálom mi32_exp_dwr. Vyčítané dáta sú v rámci prvého 
medzikroku uložené do lokálneho signálu bram_do (BRAM Data Output), kde na 
základe ďalšej rozhodovacej logiky môžu byť vystavené na zbernicu MI32 
a prenesené do user-space. Táto logika bude popísaná ďalej. Tatiež i zápis do tejto 
inštancie pamäte je povolený signálom we_bram (Write-Enable), ktorému tiež 
predchádza rozhodovacia logika, taktiež bude ďalej popísna. 
Nasleduje proces, ktorý pôsobí ako register a na celú dĺžku hodinovej periódy 
ukladá stav bitov 11 a 12 adresovacej zbernice mi32_exp_addr. Podľa hodnoty 
týchto signálov sa ďalej určí, či budú odoslané ako vyčítané dáta do zbernice MI32 
dáta pochádzajúce z BRAM (bram_do), alebo z registrov (reg_do). Čas vyčítania dát 
z registrov a z BRAM sa líši a taktiež nejakú dobu trvá, preto je potrebné pozdržať 
hodnotu týchto bitov z adresovacej zbernice, čo je vykonané týmto procesom tvoriaci 
register reagujúci na nábežnú hranu hodinového signálu CLK. 
Pripravenosť adresy na zápis či čítanie je spôsobená signálom 
mi32_exp_ardy, ktorý je funkciou logického OR v použitom data-flow popisnom 
štýle. Táto jednoduchá funkcia indikuje, že adresa na zápis či čítanie je vždy dostupná, 
pokiaľ máme záujem o zápis či čítanie, kde náš zájem je indikovaný pomocou signálov 
mi32_exp_rd resp. mi32_exp_wr. 
Nasleduje blok kódu obsahujúci priradenia do signálov začínajúcich na QDR_, 
ich úlohou je transport potrebných signálov, ako sp adresa a žiadosť o čítanie/zápis, 
taktiež zapisované dáta. Sú to všetky potrebné signály smerom do pamäte QDR. 
Celková funkcionalita rozhrania QDR pamäte bude opísaná neskoršie. 
Nasledovší proces, majúci v sensitivity-liste signál mi32_exp_addr, slúži ako 
dekóder adries. V tele využíva metódu implicitných priradení hodnoty 0 do všetkých 
obluhovaných signálov majúcich predponou cs_ (chip-select). Pri každej zmene 
(dané sensitivity-listom) hodnoty adresy v podobe signálu mi32_exp_addr sa 
pomocou podmieňovacej hierarchie konštrukcii IF-THEN-ELSE a WHEN-CASE 
prepočíta hierarchia adresovania a podľa výsledku sa práve jednému zo signálov cs_ 
nastaví hodnota na 1, čím sa určí presný adresát. 
Kombináciou konkrétneho vybraného adresáta indikované jemu príslušným 
signálom cs_, sa v konjukcií so všeobecným povolením zápisu mi32_exp_wr 
transformuje pomocou logickej operácie AND do aktívnej hodnoty rovnej 1, ktorá 
patričným signálom we_ povoľuje zápis hodnoty do naadresovaného a razom aj 
pomocou cs_ vybraného prvku. Táto funkcionalita je obsiahnutá v data-flow 
popisnom štýle nepodmienených priradení hneď za dekóderom adries. 
Analogicky druhým k dekóderu adries výberu pre zápis, je dekodér adries pre 
čítanie. Ten je realizovaný nasledovným procesom: vždy na nábežnú hranu 
hodinového signálu CLK sa podľa aktuálnej adresy vyčíta obsah registru/pamäte, 
ktorý je na danú adresu pripojený a uloží sa do registru s názvom reg_do (register 
data-outpu). To, či budú tieto vyčítané dáta prenesené pomocou MI32 zbernice do 
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operačnej pamäte, je predmetom ďalšej rozhodovacej logiky opísanej v ďalšom 
odstavci. Je však obzvlášť dôležité, aby oba dekódery, t.j. pre čítanie a aj vyššie 
opísaný podieľajúci sa na zápise, adresovali rovnakým spôsobom, tzn. aby bolo 
zaistené, že ten istý register/priestor v pamäti bol dostupný na rovnakej adrese ako 
počas čítania, tak aj počas zápisu, inak môže dochádzať k nekonzistenciám dát 
a následne nepredvídateľnému správaniu systému. 
Výber pôvodu čítaných medzi BRAM a registrami vykonáva nasledujúci proces. 
Ten sa rozhoduje podľa kombinácie signálov reg_mi32_exp_addr_9 a  
reg_mi32_exp_addr_12, čo sú v podstate priamo hodnoty bitov vyšších rádov 
adresovacej zbernice, avšak platné počas celej dĺžky hodinovej periódy. Túto 
funkcionalitu synchrónneho registru zaručoval jeden skôr popisovaný konštrukt 
procesu. 
Jedenriadkový kód skladajúcí dva potvrdzujúce signály čítaných dát do signálu 
qdr_valid nemá uplatnenie v pôvodnej konfigurácií architektúry, nakoľko signál 
nie je nikam ďalej pripojený a syntézer ho v rámci optimalizácie odstráni, ako je 
následne možné de facto „nevidieť“ na RTL schéme. 
Ďalší proces v tele architektúry spĺňa úlohy riadenia zápisu do obslužných 
registrov pre prácu s QDR. S QDR pamäťou pracujeme pomocou MI32 zbernice 
nepriamo. Zjednodušená myšlienka práce s QDR rozhraním pomocou zbernice MI32 
je nasledovná: 
 pre zápis – uložíme pomocou MI32 zbernice do registrov 
 reg_data0l_wr  a reg_data0h_wr spodnú a hornú časť 
 dát; uložíme do registru reg_addr0_wr adresu v cieľovej 
 pamäti; uložíme vhodnú hodnotu do reg_ctrl, ňou vyberieme 
 do ktorej QDR pamäti sa dáta zapíšu, čo aktivuje samotný zápis 
 pre čítanie – do reg_addr0_read uložíme adresu v QDR, z nej 
 budeme chcieť vyčítať dáta; uložíme vhodnú hodnotu do 
 reg_ctrl, ňou vyberieme z ktorej QDR pamäti sa dáta vyčítajú 
 – úkonom uloženia vhodnej hodnoty do registru reg_ctrl sa 
 aktivuje samotné vyčítanie dát; vyčítané dáta máme uložené 
 v dvoch častiach v reg_data0l_read a reg_data0h_read 
 
Úlohou posledneho procesu, ktorý sa týka zbernice MI32, je zápis do jedného 
z dvoch registrov reg_experiment_, do neho bol povolený zápis patričným 
signálom we_reg_experiment_, čomu muselo predchádzať jednak povolenie 
zápisu ako takého signálom mi32_exp_wr na zbernice MI32, a taktiež výber 
vhodného cs_reg_experiment_ správnym adresovaním mi32_exp_addr.  
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Tretí register reg_experiment_2 má konštantnú hodnotu, čo je dosiahnuté 
jej nepodmieneným priradením v hexadecimálnom tvare hneď za posledne 
opisovaným procesom. 
 
Zbernica IB v aplikačnom jadre 
Samotná zbernica IB je do aplikačného jadra privedená cez vlastné rozhranie entity 
a je ukončená v koncovom bode (End-point), ktorý slúži ako transformátor 
a transformuje jej transportné signály na koncové. 
V aplikačnom jadre je tento transformátor tvorený pomocou 
IB_ENDPOINT_I, čo je vlastne inštancovaný koncový bod vnútrospojovacej 
zbernice. Je typu entity GICS_IB_ENDPOINT_SYNTH, jeho porty sú namapované na 
IB rozhranie entity aplikačného jadra (transportná zbernica) a na lokálne signály 
(koncové pripojenia) ibep_ a signál reg_ibep_rd_req. Tie prepojujú koncový 
bod s dvomi inštanciami pamäte BRAM: RAMB18SDP_inst0 a RAMB18SDP_inst1. 
Tie sú zapojené paralelne, čím paralelne realizujú vyčítanie/zápis 64bitov – každá po 
32 bitov. 
Táto kombinácia je doplnená jednou konštrukciou procesu reagujúcou na 
nábežnú hranu hodinového signálu CLK, kde jeho úlohou je robiť funkciu registru pre 
signál ibep_rd_req, čo prakticky znamená udržiavať jeho hodnotu po celú dĺžku 
periódy hodín. 
 
PACODAG 
Účel komponenty PACODAG už bol spomenutý. Tu v architektúre sa stretávame s ním 
v podobe inštancie PACODAG_TOP_I, ktorej porty sú namapované na riadiace 
rozhrania vstupných vyrovnávacích pamätí oboch rozhraní IBUF0 a IBUF1, 
a rozhranie časových známok. 
 
tsu_async 
Poslednou časťou kódu architektúry FULL jekomplementárna dvojica príkazov 
generate, pričom prvý sa vykonáva, pokiaľ TIMESTAMP_UNIT je vytvorená. Týmto 
pričinením sa v hierarchií systému (konkrétne v architektúre behavioral entity 
COMBOV2_NETCOPE) vytvorí jednotka tsu_cv2 generujúca časové známky, ktoré 
používané pre vstupujúce ethernetové rámce do systému. Keďže táto známky-
generujúca jednotka je v inej hodinovej doméne než nás systém aplikačného jadra, je 
potrebné ich prispôsobiť – k tomuto účelu slúži jednotka tsu_async. Táto jednotka 
sa generuje zároveň s TSU (time-stamping unit, jednotkou časových známok), a to 
hneď dvakrát – pre oba vstupné pamäťové buffery rámcov IBUF0 a IBUF1. 
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Pokiaľ je jednotka časových známok TSU nie je generovaná, aplikuje sa 
komplementárny protipól podmienky – druhý príkaz generate, ktorý pripojí 
rozhranie časových známok priamo na PACODAG. Pohľadom na druhý konec tejto 
zbernice zisťujeme, že sa jedná o konštantný signál nuly/núl, čo je ostatne aj 
dôvodom, prečo prispôsobenie časových domén (a teda vytvorenie jednotiek 
tsu_async) nie je potrebné. 
 
5.4. SYNTÉZA A VYTVORENIE KONFIGURÁCIE 
Aby vyššie popísané aplikačné jadro nadobudlo reálnu funkčnosť, je potrebné ho 
spolu s okolitým frameworkom NetCOPE, naň je úzko naviazané, syntetizovať. 
K tomuto účelu v tejto práci bude použitý dostupný nástroj ISE Project Navigator. 
Syntézu je možné uskutočniť i pomocou príkazu make resp. make.exe (varianta pod 
Linuxom a pod Windows) spúšťaného z príkazového riadku, ako aj uvádza 
dokumentácia platformy NetCOPE, avšak pre začínajúceho užívateľa-vývojára je 
grafické rozhranie o niečo predsalen prívetivejšie. Syntéza pomocou príkazu make 
resp. make.exe je možná, avšak táto práca sa ňou nebude zapodievať. 
V prostredí ISE Project Navigator sa syntéza skladá z pár jednoduchých 
krokov. Ako prvým krokom je potrebné skontrolovať syntax kódu našeho 
aplikačného jadra. Učiní sa tak v hierarchií vľavo pri označenom module 
APPLICATION_I vybraním dvojklikom z procesov v spodnej polovici karty Check 
Syntax. Týmto sa ubezpečíme me, že nami upravovaný/tvorený kód v aplikačnom 
jadre je správny. 
Ako druhý krok je prakticky výhodné, aby sme náš projekt odlíšili od 
ostatných, náš projekt pomoenovať. Z tohoto dôvodu mu pridelíme pomenovanie, 
ním sa vo finálnej podobe konfigurácie bude odlišovať od ostatných. Toto 
pomenovanie našeho aplikačného jadra učiníme v súbore 
fw-combov2-10g2\src\pkgs\combov2_user_const.vhd v položke 
konštanty ID_PROJECT_TEXT. Je potrebné, aby nami zvolený názov bol z ASCII 
znakov prevedený na hexa znaky. K tomuto účelu sa hodí akýkoľvek konverzný nástoj 
dostupný na internete – no konverziu znakov je možné vykonať i ručne.  
Tretím krokom je samotná systéza. Tá sa vykoná pravým kliknutím na top-
level modul a vybraním z kontextového menu Implement Top Module. Proces 
syntézy je časovo aj výpočetne náročný. 
Po jeho dobehnutí zostáva vygenerovať konfiguračný súbor konečnej 
architektúry. Toto sa vykoná dvojitým kliknutím na proces Generate Programming 
File. Výstupom je súbor s priponou .bit, ktorý je pomenovaný podľa názvu top-level 
entity, takže štandardne fw-combov2-10g2\ise\demo\fpga_u0.bit. Tento 
formát súboru nie optimalný pre nahrávanie do vývojovej karty. K tomu potrebujeme 
súbor formátu .mcs. 
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Konverziu bitového súboru na formát mcs dosiahneme pomocou nástroja 
promgen. Toto však nie je možné vykonať z prostredia ISE Project Navigator. 
K tomuto účlou použijeme príkazový riadok. V ňom sa dostaneme do zložky fw-
combov2-10g2\ise\demo\, kde spustíme nasledujúci príkaz: 
promgen -o fpga_u0.mcs -w -p mcs -u 0 fpga_u0.bit 
Takto nám vznikne súbor fpga_u0.mcs, ktorý je už vhodný pre nahratie do 
vývojovej karty vývojového servera. 
 
5.5. KONFIGURÁCIA VÝVOJOVEJ KARTY 
Prenesenie konfiguračného súboru na vývojový server je možné viacerými spôsobmi, 
najjednoduchší je zrejme pomocou protokolu sftp, čo je vhodné reailizovať použitím 
programu FileZilla alebo WinSCP, oboch prítomných na syntéznom serveri. 
Na vývojovom serveri pred konfiguráciou karty je vhodné overiť si jej stav 
a aktuálne zavedený aplikačný modul pomocou nástroja csid, s pamametrom –s, 
konkrétne: 
csid –s 
Takto získame informácie a názov zavedeného aplikačného modulu z výpisu 
pri položke Text. Po nahratí našeho aplikačného modulu sa tento riadok zmení na 
nami preddefinovanú konštantu opísovanú v predchádzajúcej kapitole. 
Nami vytvorený aplikačný modul zavedieme pomocou príkazu csboot. 
Syntax je nasledovná: 
csboot -f 0 fpga_u0.mcs 
Tým zavedieme do karty číslo 0 (prvej karty) aplikačný modul (konfiguráciu 
FPGA poľa) s názvom fpga_u0.mcs z aktuálneho adresára. Po zavedení, ktoré trvá 
len niekoľko sekúnd, je vhodné si opätovne overiť stav karty a prejavenú zmenu 
v názve zavedeného aplikačného modulu pomocou nástroja csid s pamametrom –s. 
Pre úplnosť je ešte vhodné pripomenúť povolenie vstupných a výstupných 
bufferov karty na oboch rozhraniach, bez neho by karta nebola schopná prijímať ani 
vysielať rámce z a na rozhranie siete. K tomu slúžia nástroje ibufctl a obufctl, ich 
syntax pre povolenie prijímacích a vysielacích bufferov na rozhraniach 0 a 1 je 
nasledovná: 
ibufctl –i 0 –e 1 
ibufctl –i 1 –e 1 
obufctl –i 0 –e 1 
obufctl –i 1 –e 1 
Tým je proces tvorby a aplikácie konfigurácie karty zavŕšený. 
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6. PRINCÍP REALIZÁCIE 
6.1. EXTRAKCIA ZÁHLAVIA 
Zadanie tejto práce spolieha na zhromažďovanie informácií o priechodzej premávke. 
Z toho vyplýva, že bude potrebné uskutočňovať manipuláciu s prijatými rámcami zo 
siete a vyčítať z nich tieto potrebné hodnoty. Požadovanými sú MAC adresy, IP 
adresy, typ transportného protokolu a čísla portov. 
V našom prípade pre základnú demonštráciu budeme uvažovať výhradne IPv4 
adresy a žiadne pole protokolu 802.1Q.  
 
6.1.1. MAC ADRESY 
Na médiách s povahou viacnásobného prístupu s možnosťou šírenia premávky typu 
broadcast (všesmerové vysielanie), ako je napríklad technológia Ethernet, je potreba 
zaviesť adresovací mechanizmus, pomocou neho sa dokážu stanice pripojené 
k rovnakému segmentu explicitne adresovať. K tomuto účelu (adresovaniu na spoji 
siete viacnásobného prístupu) slúžia adresa patričného formátu viažuca sa k danej 
prenosovej technológií – v prípade Ethernetu je to Media Access Control (MAC) adresa. 
MAC adresa je dlhá 48 bitov (6 bajtov) [14], často zapisovaných ako dvojice či 
štvorice hexadecimálnych čísel oddelených dvojbodkou či pomlčkou. V tejto 
šesťbajtovej adrese sa rozlišujú dve časti, každá dlhá 3 bajty: prvé tri bajty sú 
označované ako OUI (Organisationally Unique Identifier – unikatny identifikátor 
organizácie, spravidla výrobcu), druhé tri bajty sú unikátnym identifikátorom 
sieťovej karty spadajúcim pod to dané OUI organizácie. 
Spravidla každé ethernetové rozhranie sieťového adaptéru vlastní jednu svoju 
svetovo unikátnu MAC adresu, ňou sa líši od ostatných adaptérov. Tá je s adaptérom 
pevne zviazaná, preto sa neraz označuje taktiež ako fyzická adresa. Práve pomocou 
tejto MAC adresy komunikujú ostatné sieťové uzly explicitne s týmto ethernetovým 
adaptérom. 
 
Obr. 4: Štruktúra Ethernetového rámca 
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Ethernetový rámec obsahuje práve dve MAC adresy v tomto poradí: MAC 
adresa príjemcu, MAC adresa odosielateľa, ako je znázornené i na Obr. 4. Ich pozície 
sa nachádzajú medzi 8;0 – 13;7- a 14;0 – 19;7 Pre jednoduchosť a možnosť 
sledovania a porovnávania v programe WireShark preskočíme úvodných 8 bajtov, 
ktoré obsahuje preambula (preamble) a oddeľovač začiatku rámca (start frame 
delimiter) a nastavíme ukazateľ začiatku rámca na 8. bajt absolútne, 0. bajt relatívne 
(ukazateľ ukazuje sám na seba). Týmto počinom získavajú MAC adresy nové relatívne 
pozície, a síce v prípade MAC adresy príjemcu je to 0;0 – 5;7 bajt, resp. 6;0 – 11;7 pre 
MAC adresu odosielateľa. 
Takto sme vyextrahovali MAC adresy z druhej, linkovej vrstvy ISO OSI 
ethernetového rámca. 
 
6.1.2. IP ADRESY 
IP adresa verzie číslo 4 (IPv4) slúži k unifikovanému adresovaniu v rámci celej siete 
internet. Svojou povahou zastrešuje rôzne prenosové technológie fyzickej a linkovej 
vrstvy a tým zjednocuje toto prostredie na svojej sieťovej vrstve podľa ISO OSI 
modelu. 
Spravidla každý sieťový prvok pripojený do siete internet musí vlastniť 
unikátnu verejnú IP adresu, aby mohol byť explicitne pod ňou v rámci internetu 
adresovateľný a teda prístupný. 
IP adresa verzie číslo 4 sa skladá z 32 bitov (4 bajtov) [14], ako je vidieť aj na 
Obr. 5. Zapisuje sa ako štvorica decimálnych čísel oddelených bodkou. IPv4 je možno 
rozdeliť na sieťovú časť adresy začínajúcu vľavo, a hraničiacu s časťou sieťového 
uzlu. Táto medza je sa nachádza kdekoľvek uprostred súvislého bloku 32 bitov, je len 
jedna a je vyznačená prefixovou notáciou v tvare „/25“ značiac „prvých 25 bitov 
z ľavej strany tvorí sieťovú časť adresy“, čo sa dá občas zapísať tiež ako maska 
podsiete rovnako v podobe štyroch decimálnych čísel, kde tieto čísla v binárnej 
podobe reprezentujú súvislý rad jednotiek, ich počet sa rovná číslu z horeuvedenej 
prefixovej notácie. 
Sieťové uzly spadajúce do jednej podsiete1 majú sieťovú čast IPv4 adresy 
rovnakú a líšia sa od seba navzájom práve jej druhou časťou. 
Podmienkou pre extrakciu IPv4 je, že nami prijatý ethernetový rámec (L2) 
musí obsahovať ako protkol vyššej vrstvy (L3) práve IPv4. Táto skutočnosť je 
indikovaná dvojbajtovým poľom EtherType v rámci nastavenom na hodnotu 08_0016 
[15]. 
                                                        
1 z pohľadu, že celý internet je veľká sieť rozdelená na menšie podsiete 
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Obr. 5: Štruktúra záhlavia Internet Protocol verzie 4 
K hodnote poľa EtherType sa dostaneme prečítaním hodnoty z relatívnych 
pozíci 12;0 – 13;7 bajtu od ukazateľa. Tú porovnáme voči 08_0016 a v prípade zhody 
pokračujeme posunutím ukazateľa na pozíciu 14;0 (22;0 absolútne), čím získava od 
tohoto okamihu v tomto mieste hodnotu 0. Od tohoto miesta ďalej nám začína 
záhlavie IPv4 paketu. 
Pre uistenie sa v type IPv4 ako protokolu sieťovej vrstvy je vhodné overiť 
hodnotu z poľa Version (verzia protokolu), či súhlasí s hodnotou 416 , ktoré značí 
verziu protokolu číslo 4. Toto 4 bitové pole prečítame na pozíciách 0;0 – 0;3. 
 Samotná IPv4 adresa sa nachádza v záhlaví IPv4 paketu taktiež dvakrát, a síce 
ako IPv4 adresa odsielateľa a IPv4 adresa príjemcu. Vyčítame ich na pozíciach 12;0 – 
15;7, resp. 16;0 – 19;7. 
Pre názornosť sme možnosť prítomnosti voliteľného poľa protokolu 802.1Q 
v záhlaví ethernetu zanedbali, z čoho následne plynie, ze pole EtherType sa nachádza 
bezprostredne za MAC adresou odosielateľa [16]. 
 
6.1.3. TYP TRANSPORTNÉHO PROTOKOLU 
Prenášaný protokol transportnej vrstvy vyčítame zo záhlavia IPv4 paketu, konkrétne 
z poľa Protocol (protokol). Toto pole má veľkosť 1 bajt a prečítame ho na pozícií 9;0 – 
9;7. Jeho hodnotu porovnáme voči hodnotám 0616 čo by značilo prípad transportného 
protokolu TCP, alebo 1116 pre prípad protokolu UDP [17]. 
 
6.1.4. PORTY 
Číslo portu, v prípade protokolov TCP/UDP, slúži na určenie a rozlíšenie typu sieťovej 
aplikácie, ktorá beží v rámci jedného počítača. Jeho veľkosť je to akési adresovanie na 
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transportnej vrstve, nie nepodobné IPv4 adresám z vrstvy sieťovej, resp. MAC 
adresám na vrstve linkovej. 
Číslo portu má veľkosť 16 bitov (2 bajty) [14] a typicky je zobrazované 
v decimálnom formáte čísla rozsahu 1-65535. 
V prípade, že v predchádzajúcej časti sme úspešne identifikovali transportný 
protokol ako TCP či UDP, môžme sa presunúť do dátovej časti IPv4 paketu – do 
záhlavia transportného protokolu TCP, resp. UDP. Z pohľadu IPv4 datagramu záhlavie 
vyššej vrstvy začína v jeho dátovej časti. Vzhľadom na voliteľnú dĺžku záhlavia IPv4 
datagramu, musíme zistiť jeho konrétnu veľkosť. Tá je uvedená v poli 4bitového 
záhlavia označovaného ako Internet Header Length (IHL, dĺžka záhlavia internetovej 
vrstvy – tak je označovaná sieťová vrstva v protokolovej sade TCP/IPv4). Vyčítame ju 
z pozície 0;4 – 0;7. Vyčítané číslo v hexadecimálnom formáte nám hovorí konkrétny 
násobok 32 bitov, teda v prípade čísla 5 bude mať dĺžka záhlavia 5 × 32 bitov = 160 
bitov = 20 bajtov. V tomto okamihu vieme aké je dlhé celé IPv4 záhlavie a taktiež to, 
že hneď za ním začína protokol vyššej (transportnej) vrstvy. 
Ukazateľ premiestnime na jeho relatívnu pozíciu získanú predchádzajúcim 
výpočtom, tzn. napr. 20;0, čím si zabezpečíme označenie začiatku protokolu vyššej 
vrstvy a odteraz získame referenčný bod 0;0. 
V protokoloch TCP a UDP sa nachádzajú dve čísla portov: zdrojový a cieľový. 
Ich pozícia je úplne rovnaká, ako je očividné i z Obr. 6 a Obr. 7 [18] [19], čo môžme 
s výhodou využiť v prípade, že sme identifikovali protokol TCP, resp. UDP. Číslo 
zdrojového portu vyčítame na pozícií 0;0 – 1;7. V prípade cieľového to bude hneď za 
ním, a teda 2;0 – 3;7. 
Týmto úkonom sme zavŕšili extrakciu potrebných polí zo záhlaví prijatého 
rámca. 
 
Obr. 6: Štruktúra záhlavia Transmission Control Protocol 
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Obr. 7: Štruktúra záhlavia User Datagram Protocol 
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7. NÁVRH SYSTÉMU 
Pre prípad funkcionality kladenej na náš systém dvojportovej karty je potrebné si 
uvedomiť a rozvrhnúť pár dôležitých vecí. 
Celkový návrh systému povedieme spôsobom Top-Down (zhora nadol), to 
znamená najskôr si definujeme hlavné kroky, ktoré neskôr podrobnejšie rozvedieme. 
V zadaní sa hovorí o „maxime funkcii implementovaných v rámci vývojovej 
karty“, čo otvára diskusiu nad možnými riešeniami. 
Jedným z riešení by bolo naimplmentovať všetku logiku do softwareovej 
aplikácie bežiacej v user-space. Týmto by sme sa obmedzili na programovanie 
v jazyku C a použitie dodávaného aplikačného jadra. Situácia by mohla byť, na prvý 
pohľad, uľahčená pre človeka s malými skúsenosťami v jazyku VHDL, avšak všetká 
sieťová priechodzia premávka by bola transportovaná do operačnej pamäti, čím by 
jednak rástla záťaž systému, no jednak by sa vyhlo požiadavke zo zadania o splnenie 
maxima funkcionality v rámci vývojovej karty. 
Druhou variantou by bol presný opak – a síce implementovať všetku 
rozhodovaciu a riadiacu logiku do aplikačného jadra. Tým by bolo zaistené 100% 
naplnenie požiadavky zo zadania, avšak jednalo by sa o príliš komplexný systém 
vzhľadom na funkcionalitu do VHDL pre začínajúceho riešiteľa. 
Tieto dve protichodné varianty vyústili do kompromisu, konkrétne tretej 
varianty, ktorá bola zvolená za riešenie: jedná sa o rozdelenie funkcii, kde do 
aplikačného jadra sa implementuje vyčítavanie informácii, zatiaľ čo rozhodovacia 
logika bude riešená v podobe softwareovej aplikácie. Za výhodu bude považovaný 
kompromis, kde čiastočná funkcionalita v podobe parsovania rámcov bude 
implementovaná v rámci aplikačného jadra a teda budeme sa držať zadania. Týmto 
pričinením mierne klesá komplexnosť a náročnosť VHDL kódu, čím sa úloha v očiach 
začínajúceho riešiteľa stáva splniteľnejšou. Ďalšou výhodou je, že systém nebude 
zaťažovaný transportom rámcov do a následne z operačnej pamäte vývojového 
servera, a teda nižšie zaťaženie systému. 
K poslednej variante sa preto v našej práci prikloníme. 
 
7.1. STAVEBNÉ BLOKY 
Pri našich nadobudnutých znalostiach ohľadom aplikačného jadra vieme si zhrnúť, 
ktoré rozhrania budeme pre naše účely potrebovať. Tie si, pre lepšiu prehľadnosť, 
zavedieme do vnútra nami vytvoreného bloku, s nimi v ňom budeme následne 
operovať. Tento blok si pomenujeme ako krabica. 
 ~45~ 
 
Všetko, čo sa bude týkať krabice, uložíme do vlastného súboru pomenovaného 
krabica.vhd. Týmto dosiahneme ľahšiu čitateľnosť a segmentáciu systému na 
podsystémy. Aplikujeme činom súčasť prístupu Top-Down. 
Krabica bude entita s názvom ent_krabica, ktorá bude mať jasne 
definované rozhrania podľa toho, s ktorými náš experiment bude pracovat. 
Nakoľko budeme pracovať so sieťovou premávkou, krabica bude mať na 
každé jedno sieťové rozhranie dve rozhrania FrameLink: jedno vstupné z IBUF 
a jedno výstupné do OBUF. Ako rozhrania postačujú dátové, nakoľko kontrolné sú už 
v štandardnej konfigurácií vyvedené do komponenty PACODAG, ktorá je štandarné 
inštancovaná v aplikačnom jadre a plní svoju funkcionalitu tvorby záhlaví pre IBUF. 
Náš experiment bude taktiež potrebovať komunikovať s aplikačným 
softwareom. Keďže nepojde o veľké dátove prenosy, bola na komunikáciu zvolená 
zbernica MI32. 
S tymito dvomi rozhraniami si náš experiment bohate vystačí. Avšak pre 
úplnosť je potrebné ešte pridať porty pre hodinový signál CLK a signál nulovania do 
počiatočného stavu RESET. 
 
7.2. ÚPRAVY APLIKAČNÉHO JADRA 
V tomto stave už máme jasne definované potreby na aplikačné jadro v podobe 
rozhraní na entite ent_krabica. Preto v tomto okamihu sa môžme pustiť do jeho 
úprav. Prakticky to znamená, že budeme upravovat arachitektúru full entity 
APPLICATION. 
 
7.2.1. REDUKCIA 
Aby sme si aplikačné jadro čo najviac prispôsobili, odstránime z neho pre nás 
nepotrebné súčasti. 
V deklaratívnej časti si ponecháme komponent tsu_async, komponent 
GICS_IB_ENDPOINT_SYNTH pre náš účel nebude potrebný, nakoľko nepoužívame 
vysokorýchlostnú IB zbernicu. Z lokálnych signálov ponecháme akurát štyri signály 
časových známok pre PACODAG. 
Z definičnej časti tela architektúry (za kľúčovým slovom BEGIN) odstránime 
prepojenie medzi DMA a vyrovnávacími pamätami IBUF a OBUF. Náš experiment 
nebude prenášať rámce do operačnej pamäti vývojového serveru. S tým je priamo 
spojená aj inštancia multiplexora FLMUXI, ktorá sa týmto faktom pre nás stáva 
taktiež bezpredmetnou. K nej sa viaže rozhodovacia logika prepínania DMA kanálov, 
ktorú podobne odstránime. 
Ďalšie bloky zdrojového VHDL kódu sú rozhodne zaujímavejšie. Podobným 
spôsobom budeme implementovať vlastné registre pre ukladanie dôležitých dát. 
 ~46~ 
 
Avšak keďže všetko sťahujeme z aplikačného jadra do „krabice“, v kontexte 
aplikačného jadra sa táto logika stáva zbytočnou, preto ju odstránime. 
Ako už bolo spomenuté a vykonané umazaním predpisu komponentu vyššie, 
rovnako odstránime aj jeho inštancovanie. K nej sa viažu dve inštancie blokových 
pamätí, ktoré sa rovnako stávajú bezpredmetné a teda nadbytočné spolu s procesom 
tvoriacim register pre požiadavku na čítanie. 
Inštancia komponenty PACODAG a dvoch prevodných TSU_ASYNC je žiadúca, 
preto ich v aplikačnom jadre ponechávame. 
 
7.2.2. INTEGRÁCIA A PREPOJENIE 
Do takto zredukovaného aplikačného jadra pridáme vlastný komponent v podobe 
ent_krabica. V definičnej časti architektúry ho nainštancujeme, inštanciu 
pomenujeme napríklad ako krabica_top. V mapovaní portov ju pripojíme na 
vstupné a výstupné buffery rozhrania 0, vstupné a výstupné buffery rozhrania 1, na 
zbernicu MI32, a taktiež nezabudneme na dva dôležité signály ako sú CLK a RESET. 
 
7.3. OBSAH „KRABICE“ 
Každá entita potrebuje k funkčnosti obsahovať architektúru, svoj obsah. V tejto časti 
navrhneme a vytvoríme architektúru pre našu entitu ent_krabica. 
Túto experimentálnu architektúru si nazveme arch_krabica. Z praktického 
hľadiska je zdrojový VHDL kód písany vo vyhradenom súbore krabica.vhd, kde už 
predtým je uložená definícia entity krabice ent_krabica. 
Čo sa týka návrhu architektúry, zo zadania vieme, že sieťová premávka bude 
prechádzať medzi portami sieťovej karty skrz jej útroby. Počas tohoto prechodu 
môže byť nad premávkou vykonaný nejaký processing. Každé rozhranie sieťovej 
karty, s ním my budeme pracovať, sa skladá z vstupného IBUF a výstupného OBUF 
rozhrania. Túto situáciu si môžme popísať ako dve paralelné vetvy: 
IBUF0 → PROCESSING_01 → OBUF1 
IBUF1 → PROCESSING_10 → OBUF0 
 
Čo sa myšlienky processingu ako takého týka, predpokladáme, že jeho 
funkcionalita bude pre oba smery rovnaká. S prihliadnutím na dostatočnú abstrakciu 
môžme usúdiť, ze funkcií processingu nezáleží, odkiaľ sú rámce dodávané a kam sú 
ďalej odovzdávané. S týmto poznatkom môžme uzatvoriť processing do 
samostatného bloku, ktorý si nainštancujeme hneď dvakrať – a to pod označením 
s prístavkom 01 a 10 – kombináciou podľa čísla vstupného a výstupného sieťového 
rozhrania. 
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Tento samostatný blok si pomenujeme vývojovým označením ako krabička. 
Ako entitu ho nazveme ent_parser_krabicka. Je potrebné, tak ako pri návrhu 
každej entity, definovať bloku najskôr rozhrania s okolím. 
Tento blok bude príjímať ethernetové rámce protokolom FrameLink. Po ich 
spracovaní ich bude, evenetuálne podľa rozhodzujúcej podmienky, odovzdávať ďalej, 
z čoho vzchádza ďalšie rozhranie FrameLink, tentokrát ako výstupné. A aby bol tento 
blok schopný komunikovať s userspace, bude krabička potrebovať i porty pre 
rozhranie zbernice MI32. Porty s názvom CLK a RESET sú pre blok krabička 
samozrejmosťou. 
Všetko týkajúce sa bloku krabička bude z dôvodu lepšej odlíšiteľnosti 
umiestnené v samostatnom súbore s názvom parser_krabicka.vhd. 
 
7.4. OBSAH KRABIČKY 
Architektúra krabičky bude pomenovaná ako krabička_pokus_ a číslo revízie, 
nakoľko bude použitý iteratívny prístup k tvorbe jej architektúry, tzv. „efekt snehovej 
gule“. Táto technika bola zvolená najmä z dôvodu neveľkých skúsenosti s návrhom 
číslicových systémov vo VHDL. To znamená, že postupným nabaľovaním a testovaním 
funkcionality sa bude vytvárať obsah architektúry modulu parser_krabicka, od 
istého bodu vývoja aj softwareová aplikácia spolupracujúca s aplikačným jadrom. 
Tak, ako bude vývoj postupne prebiehať fázami, tak budú vzdialenejšie fázy naberať 
kontrúrach a korekrétnosti. 
Nasledujúci zoznam je písaný a jeho fokus je aktualizovaný k stavu vývoja 
prechodu druhej na tretiu fázu. Problém vzniknutý pri tomto prechode bude 
rozobraný v samostatnej kapitole. 
 
7.4.1. ETAPY VÝVOJA ARCHITEKTÚRY PARSERU 
V prvej fáze (revízií) sa použije obyčajné prepojenie protokolu FrameLink zo 
vstupného portu na výstupný bez akéhokoľvek ďalšieho processingu nad rámcami. 
V druhej fáze budú pridané registre, ktoré budú v neskorších revíziách 
uchovávať vhodné dáta z priechodzích rámcov. V tomto bode fáze sa registre naplnia 
fixnými hodnotami a otestuje sa ich adresovanie prístupom z MI32 zbernice vo forme 
čítania. Týmto sa potvrdí, že pripojené registre sú adresované správne a je možné 
z nich podľa potreby vyčítať uložené hodnoty. Nakoľko používame iteratívny prístup, 
na zbernicu MI32 bude v bloku krabica pripojená len jedna inštancia bloku 
parser_krabicka. Porty druhej inštancie zostanú nezapojené v stave OPEN, resp. 
na fixné nulové dummy (atrapa, figurána) signály. 
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Tretia fáza pridá funkcionalitu možnosti zápisu zo zbernice MI32 a následné 
vyčítanie zapísaných hodnôt. Z tohoto dôvodu už nebudú použité fixné hodnoty 
uložené do registrov. 
V štvrtej fáze sa implementuje stavový automat, jeho pôvodna konštrukcia je 
uvedená v doc\appnoteInterceptpackets.pdf. Jedná sa o kód dodávaný 
s frameworkom NetCOPE ako ukážkový príklad, preto tvorí dobrý spoľahlivý základ 
a my z neho budeme vychádzať. Funkciou nami rozšíreného automatu bude sledovať 
prebiehajúci stav FrameLink rámca na vstupnom rozhraní a podľa jeho progressu 
bude inštruovať procesy na vyčítavanie vhodných dát do naadresovaných registrov 
vo fáze 2 a 3. Pokiaľ obsah týchto dát bude naberať požadovaný charakter, je možné 
od tohoto bodu začať návrh softwareovej aplikácie, ktorá bude automatizovane 
cyklicky dané registre vyčítať. V tejto chvíli sa dá považovať systém za schopný 
monitoringu priechodzej premávky jedného portu. Na operáciu s dátami v registroch 
aplikačného jadra zo softwareovej aplikácie sa použijú funkcie cs_space_write_4 
na zápis vyčítanie, a jeho následná kontrola funkciou cs_space_read_4 [6]. 
Vo fáze číslo päť bude pridaný riadiaci register, ktorý bude slúžiť na vzájomnú 
komunikáciu medzi aplikačným jadrom a softwareovou aplikáciou. Od tejto fáze ďalej 
nebude potrebné, aby softwareová aplikácia cyklicky vyčítala všetky naadresované 
registre – bude postačovať cyklicky vyčítať len tento riadiaci. Stavový automat, ktorý 
riadi napĺňanie registrov vhodnými dátami, rozšírime, aby po ich naplnení zmenil 
príznakový bit v tomto riadiacom registri, na čo zareaguje softwareová aplikácia 
vyčítaním hodnôt zo všetkých registrov. Po ich vyčítaní softwareová aplikácia zmení 
iný bit v riadiacom registri, čím indikuje dokončenie svojho procesu. Na základe neho 
stavový automat pochopí, že dáta z registrov boli úspešne vyčítané, zruší svoj príznak 
a aj tento príznak v riadiacom registri a vynuluje registre obsahujúce dáta čakajúc na 
ďalší priechodzí rámec. 
V šiestej fáze sa rozšíri aplikácia o štruktúru, do nej budú výhodne ukladané 
vyčítané dáta, táto štruktúra sa použije ako dátovým typom jednosmerne viazaného 
zoznamu (linked-list), do neho bude pridávaný prvok za podmienky, že sa v ňom ešte 
sám nenachádza. Následne do aplikačného jadra sa pridá modul fronty FIFO, do ktorej 
sa bude postupne ukladať celý FrameLink rámec. Ukladať sa bude len do okamihu 
rozhodnutia v softwareovej aplikácií, či bude prepustený alebo nie. Odpoveď do 
aplikačného jadra zapíše pomocou vyhradených bitov do kontrolného registra. Pokiaľ 
by rozhodovanie softwareovej aplikácie nebolo dostatočne agilné, pozastaví sa 
stavovým automatom prúd rámcov typu FrameLink na vstupnom rozhraní IBUF 
deaktivovaním parser_INPUT_DST_RDY_N na hodnotu logickej 1 až do 
samotného rozhodnutia. V pamäti FIFO bude uložený vždy len jeden rámec, o jeho 
ďalších krokoch (prepustiť/zahodit) bude aktuálne rozhodované. 
V siedmej fáze sa upraví adresovanie v bloku krabica, pripojí sa zbernica MI32 
aj druhej inštancie parser_krabicka, do ktorej registrov bude možno sa zo 
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softwareovej aplikácie naadresovať. Softwareová aplikácia sa stane viacvláknovou, 
kde jeden master bude riadiť funkciu dvoch slave, pričom každý slave bude pracovať 
s vlastným životom nad jednou inštanciou krabičky a s vlastným zoznamom (linked-
list), viažúcim sa k nej danej krabičke. Úlohou vlákna master bude taktiež 
komunikácia s užívateľom, vytvorenie a správa dvoch vlákien. 
Záverečnou fázou bude združiť linked-listy do jedného spoločného, ošetriť 
k nemu viacnásobný z vlákien prístup pomocou techniky MUTEXov. Týmto zaručíme, 
že by softwareovú aplikáciou šlo škálovateľne používať aj nad viacportovým 
systémom. 
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8. PROBLÉM APLIKAČNÉHO JADRA 
Počas iteratívneho vývoja architektúry modulu krabicka_parser došlo k neveľmi 
špecifickej chybe. 
Po implementácií zdrojového kódu VHDL s funkcionalitou opísanou vo fáze 
číslo tri, a jeho následnou syntézou, vytvorením konfiguračného súboru 
a nakonfigurovaním karty, karta nebola schopná reagovať na kontrolu nástrojom 
csid. 
Po zadaní príkazu na kontrolu stavu karty 
csid –s 
sa namiesto bežného statusového hlásenia, ktoré nástroj csid štandarne 
generuje, zobrazilo chybové hlásenie bez konkrétnejších detailov: 
csid: ioctl(): File descriptor in bad state 
Aplikačný modul (firmware) bol zavedený pomocou nástroja csboot bez 
akéhokoľvek chybového hlásenia. Zavedenie samotné teda je považované za 
korektné. 
Pre priblíženie sa k objasneniu problému bolo potrebné použit nástroj 
strace, ktorý umožňuje trasovanie systémových volaní jadra. Tento nástroj však 
nebol dostupný na vývojovom serveri v operačnom systéme CentOS, takže ho bolo 
potrebné doinštalovať. Avšak obmedzené práva užívateľa a neprítomnosť hesla pre 
správcu root inštaláciu pre celý systém znemožnili. Situáciu komplikoval taktiež 
fakt, že vývojový server nie je pripojený priamo do siete internetu – je tak učinené 
náročky z dôvodov bezpečnostných. Tým pádom nešlo použiť nástroj yum, ktorý slúži 
ako správa balíčkovacieho systému pre distribúciu Linuxu CentOS, použitú na 
vývojovom serveri. 
Pre prekonanie uvedeného druhého obmedzenia bol zvolený prístup 
k manuálnemu prenosu zdrojových súborov nástroja strace na vývojový server 
(rovnaký ako používaný pre prenos aplikačných modulov konfigurovaných do karty). 
Ručnou kompiláciou a inštaláciou do adresára s právom zápisu užívateľa bol 
prekonaný problém s právami roota. 
Lokálne použitie nástroja strace pre trasovanie systémových volaní počas 
behu obslužného nástroja csid, je nasledovné: 
./strace csid -s 
Kompletný výpis z nástroja strace je uvedený v prílohe. 
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Vo výpise trasovania sú podstatné riadky: 
open("/dev/combosix/0", O_RDWR|O_APPEND) = 3 
ioctl(3, CHIOGPARAMS, 0x7ffffcd955d0)   = 0 
mmap(NULL, 67108864, PROT_READ|PROT_WRITE, MAP_SHARED, 3, 0) = -1 EBADFD (File 
descriptor in bad state) 
open("/proc/driver/combo6/card0/id", O_RDONLY) = 4 
read(4, "Board    : combo\nSubtype  : LXT1"..., 4096) = 369 
ioctl(3, CM_IOCGSTATUS, 0x7ffffcd94640) = -1 EBADFD (File descriptor in bad 
state) 
Dané riadky trasovania by sa dali opísať nasledovne: 
 Otvára sa súbor /dev/combosix/0, ním je naša vývojová karta2. 
Prebehlo v poriadku. 
 Potom sa volá ioctl() na zmenu niektorých jeho parametrov. 
Prebehlo v poriadku. 
 Následne sa volá mmap() pre pamäťovo mapovaný vstup/výstup. 
Súbor sa začne správať ako pole a je možné zápisom do tohoto "poľa" 
modifikovať samotný súbor. Táto úloha už vracia chybu. 
 
Podľa manuálovej stránky mmap() je chybová varianta EBADF označená ako 
chybný popisovač súboru: 
EBADF  fd is not a valid file descriptor (and MAP_ANONYMOUS was not 
set). 
 
Bližšie detaily by si pravdepodobne žiadali skúmanie zdrojového kódu 
ovládača a trasovanie varianty, kedy sa presne evokuje chyba, že sa vracia nesprávny 
popisovač súboru. 
V prílohe sú priložené výpisy z nástrojov strace a dmesg, ktorý sa používa 
na zápis správ jadra. Záverom výpisu vidíme prepnutie firmware 
z nespolupracujúceho na funkčný „L1_PREPOJENIE_PRE_TOMA“, späť na 
nespolupracujúci, a opäť na uvedený funkčný. Na základe hlásenia úspechu pri 
funkčnom firmware 
driver 0x41c1050c (L1_PREPOJENIE_PRE_TOMA) successfully attached  
vieme usúdiť, že operačný systém má problém pripojiť ovládač k nami 
syntetizovanému firmwareu tretej fázy. Dôvod nepripojenia ovládača bol popísaný 
vyššie. 
 
                                                        
2 v UNIX-ových systémoch a systémoch UNIX-ového typu je každé zariadenie chápané ako „súbor“ 
 ~52~ 
 
ZÁVER 
Táto diplomová práca si vzala za úlohu čitateľa, jeho schopnosti programovania v 
jazyku VHDL sú blízke nule, oboznámiť s jazykom VHDL, jeho najpoužívanejšími 
konštruktami a ich správaním. Tieto znalosti má možnosť hneď aplikovať na 
platforme NetCOPE, štúdiu a následných úpravach jejaplikačného jadra 
 
Práca oboznamuje čitateľa s hardware vývojového serveru v podobe 
nainštalovanej COMBO FPGA karty, jej zložením v podobe matičnej karty COMBO LXT 
a karty rozhrana COMBOI-10G2. Sú objasnené ich základné časti, význam, rozhrania 
a vlastnosti. 
V tretej kapitole sme si ujasnili pojmy ohľadom platformy NetCOPE, rozdelenie 
na aplikačný modul a softwareovú aplikáciu, ich úlohy. Taktiež objasnili sme si 
komunikáciu s platformou akou takou, a detailnejšie komunikáciu s aplikačným 
jadrom – použitým protokolom FrameLink slúžiacim na prenos rámcov, pomocou 
neho aplikačné jadro komunikuje so sieťou, a zbernice MI32 umožňujúcej 
komunikovať softwareovej aplikácií s aplikačným jadrom. Uviedli sme si, v čom 
spočíva vývoj v platforme NetCOPE – a to ako v prípade aplikačného jadra, tak aj 
softwareovej aplikácie. 
V štvrtej časti sme si priblížili jazyk VHDL jeho účel. Uviedli sme popisy 
stavebných blokov v podobe entity a jej architektúry. Následne sme si ukázali 
spôsoby tvorby architektúry pre entitu, ktoré jazyk VHDL ponúka, a síce štrukturálny, 
behavioralný a data-flow, jednotlivé používané konštrukty príznačné k uvedeným 
daným štýlom. Boli uvedené rozdiely medzi súbežnými príkazmi a sekvenčnými, ich 
výskyt. 
Ďalej sme tieto znalosti aplikovali na platformu NetCOPE so zameraním na 
aplikačné jadro, v kapitole číslo päť. Ukázali sme si jeho umiestnenie v hierarchií 
aplikačného modulu tvoreného frameworkom, a to pomocou nástroja ISE Project 
Navigator. Detailne sme opísali jeho stav v štandardnej konfiguráci „as is“ („ako je“) 
tak, ako je k dispozícií od výrobcu, a to na úrovni samotného zdrojového kódu. 
Pomocou nástroja ISE Project Navigator sme aplikačné jadro ukážkovo 
syntetizovali, uskutočnili tvorbu konfiguračného súboru. Ďalej už mimo nástroj sme 
konfiguráciu prekonvertovali do potrebného MCS formátu a pomocou neho 
nakonfigurovali COMBO FPGA vo vývojovom serveri. 
Šiesta kapitola sa venovala princípu extrakcie potrebných polí ethernetového 
rámca z pohľadu štruktúry a náväzností dátových polí, vysvetľujúc ich sémantiku. 
Následnej v siedmej časti sme popísali jednotlivé fáze postupného vývoja 
zadania tak ako budú prebiehať, a to ako aplikačného jadra, tak aj softwareovej 
aplikácie. 
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Kapitola osem bola venovaná identifikácií, skúmaniu a diskusií vzniknutého 
problému s aplikačným jadrom. 
 
Úloha implementácie aplikačného jadra bola naplnená len čiastočne, a síce do 
fáze adresovania registrov s napevno zapísanými hodnotami. Pri prechode do ďalšej 
fáze sa firmware javil ako nespolupracujúci s ovládačom. Karta je funkčná 
s implementačnými fázami číslo 1 a 2. 
Paralelne k tomu bola vyvíjaná konstra softwareovej aplikácie, v terajšom 
stave už ako viacvláknová, ktorá svojím stav v sebe združuje všetky etapy, v nich je 
softwareová aplikácia zahrnutá. Nakoľko je len kostrou, nepoužíva konkrétne 
hodnoty z vývojovej karty a potrebnú štruktúru dát. Je to z dôsledku nedosiahnutej 
fáze číslo 3, ktorá je pre softwareovú aplikáciu kľúčová – v tomto okamihu karta je 
schopná používať naadresovaný priestor registrov pre vstupno-výstupné operácie. 
 
Ďalšie možné riešenie sa javí vo vyžiadaní si priamo zdrojových kódov 
ovládačov od výrobcu a ich dôsledné trasovanie do pozície, kedy sa presne evokuje 
chyba, že sa vracia nesprávny popisovač súboru. 
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ZOZNAM PRÍLOH 
A1: Výstup nástroja strace 
A2: Výstup nástroja dmesg 
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A1: Výstup nástroja strace 
execve("/usr/bin/csid", ["csid", "-s"], [/* 22 vars */]) = 0 1 
brk(0)                                  = 0x24eb000 2 
mmap(NULL, 4096, PROT_READ|PROT_WRITE, MAP_PRIVATE|MAP_ANONYMOUS, -1, 0) = 3 
0x7ff44a7c7000 4 
access("/etc/ld.so.preload", R_OK)      = -1 ENOENT (No such file or directory) 5 
open("/etc/ld.so.cache", O_RDONLY)      = 3 6 
fstat(3, {st_mode=S_IFREG|0644, st_size=18549, ...}) = 0 7 
mmap(NULL, 18549, PROT_READ, MAP_PRIVATE, 3, 0) = 0x7ff44a7c2000 8 
close(3)                                = 0 9 
open("/usr/lib64/libcommlbr.so.2", O_RDONLY) = 3 10 
read(3, "\177ELF\2\1\1\3\0\0\0\0\0\0\0\0\3\0>\0\1\0\0\0`\36\0\0\0\0\0\0"..., 11 
832) = 832 12 
fstat(3, {st_mode=S_IFREG|0755, st_size=32502, ...}) = 0 13 
mmap(NULL, 2125312, PROT_READ|PROT_EXEC, MAP_PRIVATE|MAP_DENYWRITE, 3, 0) = 14 
0x7ff44a3a2000 15 
mprotect(0x7ff44a3a8000, 2093056, PROT_NONE) = 0 16 
mmap(0x7ff44a5a7000, 4096, PROT_READ|PROT_WRITE, 17 
MAP_PRIVATE|MAP_FIXED|MAP_DENYWRITE, 3, 0x5000) = 0x7ff44a5a7000 18 
mmap(0x7ff44a5a8000, 3584, PROT_READ|PROT_WRITE, 19 
MAP_PRIVATE|MAP_FIXED|MAP_ANONYMOUS, -1, 0) = 0x7ff44a5a8000 20 
close(3)                                = 0 21 
open("/usr/lib64/libcombo.so.1", O_RDONLY) = 3 22 
read(3, "\177ELF\2\1\1\3\0\0\0\0\0\0\0\0\3\0>\0\1\0\0\0\240j\0\0\0\0\0\0"..., 23 
832) = 832 24 
fstat(3, {st_mode=S_IFREG|0755, st_size=406094, ...}) = 0 25 
mmap(NULL, 2236960, PROT_READ|PROT_EXEC, MAP_PRIVATE|MAP_DENYWRITE, 3, 0) = 26 
0x7ff44a17f000 27 
mprotect(0x7ff44a1a0000, 2093056, PROT_NONE) = 0 28 
mmap(0x7ff44a39f000, 8192, PROT_READ|PROT_WRITE, 29 
MAP_PRIVATE|MAP_FIXED|MAP_DENYWRITE, 3, 0x20000) = 0x7ff44a39f000 30 
mmap(0x7ff44a3a1000, 544, PROT_READ|PROT_WRITE, 31 
MAP_PRIVATE|MAP_FIXED|MAP_ANONYMOUS, -1, 0) = 0x7ff44a3a1000 32 
close(3)                                = 0 33 
open("/lib64/libc.so.6", O_RDONLY)      = 3 34 
read(3, 35 
"\177ELF\2\1\1\3\0\0\0\0\0\0\0\0\3\0>\0\1\0\0\0\360\355\1\0\0\0\0\0"..., 832) = 36 
832 37 
mmap(NULL, 4096, PROT_READ|PROT_WRITE, MAP_PRIVATE|MAP_ANONYMOUS, -1, 0) = 38 
0x7ff44a7c1000 39 
fstat(3, {st_mode=S_IFREG|0755, st_size=1916528, ...}) = 0 40 
mmap(NULL, 3745960, PROT_READ|PROT_EXEC, MAP_PRIVATE|MAP_DENYWRITE, 3, 0) = 41 
0x7ff449dec000 42 
mprotect(0x7ff449f75000, 2097152, PROT_NONE) = 0 43 
mmap(0x7ff44a175000, 20480, PROT_READ|PROT_WRITE, 44 
MAP_PRIVATE|MAP_FIXED|MAP_DENYWRITE, 3, 0x189000) = 0x7ff44a175000 45 
mmap(0x7ff44a17a000, 18600, PROT_READ|PROT_WRITE, 46 
MAP_PRIVATE|MAP_FIXED|MAP_ANONYMOUS, -1, 0) = 0x7ff44a17a000 47 
close(3)                                = 0 48 
open("/lib64/libdbus-1.so.3", O_RDONLY) = 3 49 
read(3, "\177ELF\2\1\1\0\0\0\0\0\0\0\0\0\3\0>\0\1\0\0\0\220p\0\0\0\0\0\0"..., 50 
832) = 832 51 
fstat(3, {st_mode=S_IFREG|0755, st_size=265696, ...}) = 0 52 
mmap(NULL, 2361640, PROT_READ|PROT_EXEC, MAP_PRIVATE|MAP_DENYWRITE, 3, 0) = 53 
0x7ff449bab000 54 
mprotect(0x7ff449bea000, 2097152, PROT_NONE) = 0 55 
mmap(0x7ff449dea000, 8192, PROT_READ|PROT_WRITE, 56 
MAP_PRIVATE|MAP_FIXED|MAP_DENYWRITE, 3, 0x3f000) = 0x7ff449dea000 57 
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close(3)                                = 0 58 
open("/lib64/libpthread.so.0", O_RDONLY) = 3 59 
read(3, "\177ELF\2\1\1\0\0\0\0\0\0\0\0\0\3\0>\0\1\0\0\0`\\\0\0\0\0\0\0"..., 60 
832) = 832 61 
fstat(3, {st_mode=S_IFREG|0755, st_size=142464, ...}) = 0 62 
mmap(NULL, 2212768, PROT_READ|PROT_EXEC, MAP_PRIVATE|MAP_DENYWRITE, 3, 0) = 63 
0x7ff44998e000 64 
mprotect(0x7ff4499a5000, 2097152, PROT_NONE) = 0 65 
mmap(0x7ff449ba5000, 8192, PROT_READ|PROT_WRITE, 66 
MAP_PRIVATE|MAP_FIXED|MAP_DENYWRITE, 3, 0x17000) = 0x7ff449ba5000 67 
mmap(0x7ff449ba7000, 13216, PROT_READ|PROT_WRITE, 68 
MAP_PRIVATE|MAP_FIXED|MAP_ANONYMOUS, -1, 0) = 0x7ff449ba7000 69 
close(3)                                = 0 70 
open("/lib64/librt.so.1", O_RDONLY)     = 3 71 
read(3, "\177ELF\2\1\1\0\0\0\0\0\0\0\0\0\3\0>\0\1\0\0\0@!\0\0\0\0\0\0"..., 832) 72 
= 832 73 
fstat(3, {st_mode=S_IFREG|0755, st_size=43832, ...}) = 0 74 
mmap(NULL, 4096, PROT_READ|PROT_WRITE, MAP_PRIVATE|MAP_ANONYMOUS, -1, 0) = 75 
0x7ff44a7c0000 76 
mmap(NULL, 2128816, PROT_READ|PROT_EXEC, MAP_PRIVATE|MAP_DENYWRITE, 3, 0) = 77 
0x7ff449786000 78 
mprotect(0x7ff44978d000, 2093056, PROT_NONE) = 0 79 
mmap(0x7ff44998c000, 8192, PROT_READ|PROT_WRITE, 80 
MAP_PRIVATE|MAP_FIXED|MAP_DENYWRITE, 3, 0x6000) = 0x7ff44998c000 81 
close(3)                                = 0 82 
open("/lib64/libm.so.6", O_RDONLY)      = 3 83 
read(3, "\177ELF\2\1\1\3\0\0\0\0\0\0\0\0\3\0>\0\1\0\0\0\240>\0\0\0\0\0\0"..., 84 
832) = 832 85 
fstat(3, {st_mode=S_IFREG|0755, st_size=595800, ...}) = 0 86 
mmap(NULL, 2633944, PROT_READ|PROT_EXEC, MAP_PRIVATE|MAP_DENYWRITE, 3, 0) = 87 
0x7ff449502000 88 
mprotect(0x7ff449585000, 2093056, PROT_NONE) = 0 89 
mmap(0x7ff449784000, 8192, PROT_READ|PROT_WRITE, 90 
MAP_PRIVATE|MAP_FIXED|MAP_DENYWRITE, 3, 0x82000) = 0x7ff449784000 91 
close(3)                                = 0 92 
mmap(NULL, 4096, PROT_READ|PROT_WRITE, MAP_PRIVATE|MAP_ANONYMOUS, -1, 0) = 93 
0x7ff44a7bf000 94 
mmap(NULL, 4096, PROT_READ|PROT_WRITE, MAP_PRIVATE|MAP_ANONYMOUS, -1, 0) = 95 
0x7ff44a7be000 96 
mmap(NULL, 4096, PROT_READ|PROT_WRITE, MAP_PRIVATE|MAP_ANONYMOUS, -1, 0) = 97 
0x7ff44a7bd000 98 
arch_prctl(ARCH_SET_FS, 0x7ff44a7be700) = 0 99 
mprotect(0x7ff449784000, 4096, PROT_READ) = 0 100 
mprotect(0x7ff44998c000, 4096, PROT_READ) = 0 101 
mprotect(0x7ff449ba5000, 4096, PROT_READ) = 0 102 
mprotect(0x7ff449dea000, 4096, PROT_READ) = 0 103 
mprotect(0x7ff44a175000, 16384, PROT_READ) = 0 104 
mprotect(0x7ff44a7c8000, 4096, PROT_READ) = 0 105 
munmap(0x7ff44a7c2000, 18549)           = 0 106 
set_tid_address(0x7ff44a7be9d0)         = 4861 107 
set_robust_list(0x7ff44a7be9e0, 24)     = 0 108 
futex(0x7ffffcd9589c, FUTEX_WAKE_PRIVATE, 1) = 0 109 
futex(0x7ffffcd9589c, FUTEX_WAIT_BITSET_PRIVATE|FUTEX_CLOCK_REALTIME, 1, NULL, 110 
7ff44a7be700) = -1 EAGAIN (Resource temporarily unavailable) 111 
rt_sigaction(SIGRTMIN, {0x7ff449993ae0, [], SA_RESTORER|SA_SIGINFO, 112 
0x7ff44999d500}, NULL, 8) = 0 113 
rt_sigaction(SIGRT_1, {0x7ff449993b70, [], SA_RESTORER|SA_RESTART|SA_SIGINFO, 114 
0x7ff44999d500}, NULL, 8) = 0 115 
rt_sigprocmask(SIG_UNBLOCK, [RTMIN RT_1], NULL, 8) = 0 116 
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getrlimit(RLIMIT_STACK, {rlim_cur=10240*1024, rlim_max=RLIM64_INFINITY}) = 0 117 
brk(0)                                  = 0x24eb000 118 
brk(0x250c000)                          = 0x250c000 119 
open("/dev/combosix/0", O_RDWR|O_APPEND) = 3 120 
ioctl(3, CHIOGPARAMS, 0x7ffffcd955d0)   = 0 121 
mmap(NULL, 67108864, PROT_READ|PROT_WRITE, MAP_SHARED, 3, 0) = -1 EBADFD (File 122 
descriptor in bad state) 123 
open("/proc/driver/combo6/card0/id", O_RDONLY) = 4 124 
read(4, "Board    : combo\nSubtype  : LXT1"..., 4096) = 369 125 
ioctl(3, CM_IOCGSTATUS, 0x7ffffcd94640) = -1 EBADFD (File descriptor in bad 126 
state) 127 
write(2, "csid: ", 6csid: )                   = 6 128 
write(2, "ioctl()", 7ioctl())                  = 7 129 
write(2, ": ", 2: )                       = 2 130 
write(2, "File descriptor in bad state\n", 29File descriptor in bad state 131 
) = 29 132 
exit_group(1)                           = ? 133 
+++ exited with 1 +++ 134 
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A2: Výstup nástroja dmesg 
sd 0:2:0:0: [sda] Mode Sense: 1f 00 10 08 1 
sd 0:2:0:0: [sda] Write cache: disabled, read cache: disabled, supports DPO and 2 
FUA 3 
 sda: 4 
sd 0:2:1:0: [sdb] Write Protect is off 5 
sd 0:2:1:0: [sdb] Mode Sense: 1f 00 10 08 6 
sd 0:2:1:0: [sdb] Write cache: disabled, read cache: disabled, supports DPO and 7 
FUA 8 
 sdb: sdb1 9 
sd 0:2:1:0: [sdb] Attached SCSI disk 10 
 sda1 sda2 sda3 11 
sd 0:2:0:0: [sda] Attached SCSI disk 12 
sr0: scsi3-mmc drive: 24x/24x cd/rw xa/form2 cdda tray 13 
Uniform CD-ROM driver Revision: 3.20 14 
sr 5:0:0:0: Attached scsi CD-ROM sr0 15 
usb 2-1.2.1: New USB device found, idVendor=0557, idProduct=2263 16 
usb 2-1.2.1: New USB device strings: Mfr=0, Product=2, SerialNumber=0 17 
usb 2-1.2.1: Product: LCD KVM Switch V1.1.101 18 
usb 2-1.2.1: configuration #1 chosen from 1 choice 19 
input: LCD KVM Switch V1.1.101 as /devices/pci0000:00/0000:00:1d.0/usb2/2-1/2-20 
1.2/2-1.2.1/2-1.2.1:1.0/input/input5 21 
generic-usb 0003:0557:2263.0004: input,hidraw3: USB HID v1.00 Keyboard [LCD KVM 22 
Switch V1.1.101] on usb-0000:00:1d.0-1.2.1/input0 23 
input: LCD KVM Switch V1.1.101 as /devices/pci0000:00/0000:00:1d.0/usb2/2-1/2-24 
1.2/2-1.2.1/2-1.2.1:1.1/input/input6 25 
generic-usb 0003:0557:2263.0005: input,hidraw4: USB HID v1.00 Device [LCD KVM 26 
Switch V1.1.101] on usb-0000:00:1d.0-1.2.1/input1 27 
input: LCD KVM Switch V1.1.101 as /devices/pci0000:00/0000:00:1d.0/usb2/2-1/2-28 
1.2/2-1.2.1/2-1.2.1:1.2/input/input7 29 
generic-usb 0003:0557:2263.0006: input,hidraw5: USB HID v1.10 Mouse [LCD KVM 30 
Switch V1.1.101] on usb-0000:00:1d.0-1.2.1/input2 31 
input: LCD KVM Switch V1.1.101 as /devices/pci0000:00/0000:00:1d.0/usb2/2-1/2-32 
1.2/2-1.2.1/2-1.2.1:1.3/input/input8 33 
generic-usb 0003:0557:2263.0007: input,hidraw6: USB HID v1.10 Mouse [LCD KVM 34 
Switch V1.1.101] on usb-0000:00:1d.0-1.2.1/input3 35 
kjournald starting.  Commit interval 5 seconds 36 
EXT3-fs (sda1): mounted filesystem with ordered data mode 37 
dracut: Mounted root filesystem /dev/sda1 38 
dracut: Mount failed for selinuxfs on /selinux: No such file or directory 39 
dracut: Switching root 40 
udev: starting version 147 41 
  alloc irq_desc for 40 on node 0 42 
  alloc kstat_irqs on node 0 43 
alloc irq_2_iommu on node 0 44 
ComboV2 szedata2 0000:04:00.0: PCI INT A -> GSI 40 (level, low) -> IRQ 40 45 
  alloc irq_desc for 73 on node 0 46 
  alloc kstat_irqs on node 0 47 
alloc irq_2_iommu on node 0 48 
ComboV2 szedata2 0000:04:00.0: irq 73 for MSI/MSI-X 49 
ComboV2 szedata2 0000:04:00.0: setting latency timer to 64 50 
ComboV2 szedata2 0000:04:00.0: driver 0x41c1050c (NIC_CV2_10G2) successfully 51 
attached 52 
ses 0:0:32:0: Attached Enclosure device 53 
ses 0:0:32:0: Attached scsi generic sg0 type 13 54 
sd 0:2:0:0: Attached scsi generic sg1 type 0 55 
sd 0:2:1:0: Attached scsi generic sg2 type 0 56 
sr 5:0:0:0: Attached scsi generic sg3 type 5 57 
shpchp: Standard Hot Plug PCI Controller Driver version: 0.4 58 
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iTCO_vendor_support: vendor-support=0 59 
iTCO_wdt: Intel TCO WatchDog Timer Driver v1.05 60 
iTCO_wdt: Found a Patsburg TCO device (Version=2, TCOBASE=0x0860) 61 
iTCO_wdt: initialized. heartbeat=30 sec (nowayout=0) 62 
EDAC MC: Ver: 2.1.0 Dec  6 2011 63 
EDAC sbridge: Seeking for: dev 0e.0 PCI ID 8086:3ca0 64 
EDAC sbridge: Seeking for: dev 0e.0 PCI ID 8086:3ca0 65 
EDAC sbridge: Seeking for: dev 0f.0 PCI ID 8086:3ca8 66 
EDAC sbridge: Seeking for: dev 0f.0 PCI ID 8086:3ca8 67 
EDAC sbridge: Seeking for: dev 0f.1 PCI ID 8086:3c71 68 
EDAC sbridge: Seeking for: dev 0f.1 PCI ID 8086:3c71 69 
EDAC sbridge: Seeking for: dev 0f.2 PCI ID 8086:3caa 70 
EDAC sbridge: Seeking for: dev 0f.2 PCI ID 8086:3caa 71 
EDAC sbridge: Seeking for: dev 0f.3 PCI ID 8086:3cab 72 
EDAC sbridge: Seeking for: dev 0f.3 PCI ID 8086:3cab 73 
EDAC sbridge: Seeking for: dev 0f.4 PCI ID 8086:3cac 74 
EDAC sbridge: Seeking for: dev 0f.4 PCI ID 8086:3cac 75 
EDAC sbridge: Seeking for: dev 0f.5 PCI ID 8086:3cad 76 
EDAC sbridge: Seeking for: dev 0f.5 PCI ID 8086:3cad 77 
EDAC sbridge: Seeking for: dev 11.0 PCI ID 8086:3cb8 78 
EDAC sbridge: Seeking for: dev 11.0 PCI ID 8086:3cb8 79 
EDAC sbridge: Seeking for: dev 0c.6 PCI ID 8086:3cf4 80 
EDAC sbridge: Seeking for: dev 0c.6 PCI ID 8086:3cf4 81 
EDAC sbridge: Seeking for: dev 0c.7 PCI ID 8086:3cf6 82 
EDAC sbridge: Seeking for: dev 0c.7 PCI ID 8086:3cf6 83 
EDAC sbridge: Seeking for: dev 0d.6 PCI ID 8086:3cf5 84 
EDAC sbridge: Seeking for: dev 0d.6 PCI ID 8086:3cf5 85 
EDAC MC0: Giving out device to 'sbridge_edac.c' 'Sandy Bridge Socket#0': DEV 86 
0000:3f:0e.0 87 
EDAC sbridge: Driver loaded. 88 
dcdbas dcdbas: Dell Systems Management Base Driver (version 5.6.0-3.2) 89 
ACPI Error: No handler for Region [SYSI] (ffff8804260aa420) [IPMI] 90 
(20090903/evregion-319) 91 
ACPI Error: Region IPMI(7) has no handler (20090903/exfldio-295) 92 
ACPI Error (psparse-0537): Method parse/execution failed [\_SB_.PMI0._GHL] 93 
(Node ffff8804260a9df8), AE_NOT_EXIST 94 
ACPI Error (psparse-0537): Method parse/execution failed [\_SB_.PMI0._PMC] 95 
(Node ffff8804260a9e98), AE_NOT_EXIST 96 
ACPI Exception: AE_NOT_EXIST, Evaluating _PMC (20090903/power_meter-759) 97 
EXT3-fs (sda1): using internal journal 98 
kjournald starting.  Commit interval 5 seconds 99 
EXT3-fs (sda3): using internal journal 100 
EXT3-fs (sda3): mounted filesystem with ordered data mode 101 
kjournald starting.  Commit interval 5 seconds 102 
EXT3-fs (sdb1): using internal journal 103 
EXT3-fs (sdb1): mounted filesystem with ordered data mode 104 
Adding 999992k swap on /dev/sda2.  Priority:-1 extents:1 across:999992k  105 
ip6_tables: (C) 2000-2006 Netfilter Core Team 106 
nf_conntrack version 0.5.0 (16384 buckets, 65536 max) 107 
ip_tables: (C) 2000-2006 Netfilter Core Team 108 
  alloc irq_desc for 74 on node 0 109 
  alloc kstat_irqs on node 0 110 
alloc irq_2_iommu on node 0 111 
tg3 0000:01:00.0: irq 74 for MSI/MSI-X 112 
  alloc irq_desc for 75 on node 0 113 
  alloc kstat_irqs on node 0 114 
alloc irq_2_iommu on node 0 115 
tg3 0000:01:00.0: irq 75 for MSI/MSI-X 116 
  alloc irq_desc for 76 on node 0 117 
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  alloc kstat_irqs on node 0 118 
alloc irq_2_iommu on node 0 119 
tg3 0000:01:00.0: irq 76 for MSI/MSI-X 120 
  alloc irq_desc for 77 on node 0 121 
  alloc kstat_irqs on node 0 122 
alloc irq_2_iommu on node 0 123 
tg3 0000:01:00.0: irq 77 for MSI/MSI-X 124 
  alloc irq_desc for 78 on node 0 125 
  alloc kstat_irqs on node 0 126 
alloc irq_2_iommu on node 0 127 
tg3 0000:01:00.0: irq 78 for MSI/MSI-X 128 
ADDRCONF(NETDEV_UP): eth0: link is not ready 129 
tg3 0000:01:00.0: eth0: Link is up at 1000 Mbps, full duplex 130 
tg3 0000:01:00.0: eth0: Flow control is off for TX and off for RX 131 
ADDRCONF(NETDEV_CHANGE): eth0: link becomes ready 132 
RPC: Registered udp transport module. 133 
RPC: Registered tcp transport module. 134 
RPC: Registered tcp NFSv4.1 backchannel transport module. 135 
802.1Q VLAN Support v1.8 Ben Greear <greearb@candelatech.com> 136 
All bugs added by David S. Miller <davem@redhat.com> 137 
bnx2fc: Broadcom NetXtreme II FCoE Driver bnx2fc v1.0.8 (Oct 02, 2011) 138 
eth0: no IPv6 routers present 139 
ComboV2 szedata2 0000:04:00.0: driver 0x41c1050c (NIC_CV2_10G2) successfully 140 
detached 141 
ComboV2 szedata2 0000:04:00.0: switching to firmware 0 142 
pci 0000:04:00.0: reg 10 64bit mmio: [0x000000-0x0fffff] 143 
pci 0000:04:00.0: reg 18 64bit mmio: [0x000000-0x3ffffff] 144 
pci 0000:04:00.0: reg 20 32bit mmio: [0x000000-0x0fffff] 145 
pci 0000:04:00.0: reg 30 32bit mmio pref: [0x000000-0x0fffff] 146 
ComboV2 szedata2 0000:04:00.0: enabling device (0000 -> 0002) 147 
ComboV2 szedata2 0000:04:00.0: PCI INT A -> GSI 40 (level, low) -> IRQ 40 148 
ComboV2 szedata2 0000:04:00.0: irq 73 for MSI/MSI-X 149 
ComboV2 szedata2 0000:04:00.0: setting latency timer to 64 150 
ComboV2 szedata2 0000:04:00.0: firmware switch done 151 
ComboV2 szedata2 0000:04:00.0: switching to firmware 0 152 
pci 0000:04:00.0: reg 10 64bit mmio: [0x000000-0x0fffff] 153 
pci 0000:04:00.0: reg 18 64bit mmio: [0x000000-0x3ffffff] 154 
pci 0000:04:00.0: reg 20 32bit mmio: [0x000000-0x0fffff] 155 
pci 0000:04:00.0: reg 30 32bit mmio pref: [0x000000-0x0fffff] 156 
ComboV2 szedata2 0000:04:00.0: enabling device (0000 -> 0002) 157 
ComboV2 szedata2 0000:04:00.0: PCI INT A -> GSI 40 (level, low) -> IRQ 40 158 
ComboV2 szedata2 0000:04:00.0: irq 73 for MSI/MSI-X 159 
ComboV2 szedata2 0000:04:00.0: setting latency timer to 64 160 
ComboV2 szedata2 0000:04:00.0: driver 0x41c1050c (L1_PREPOJENIE_PRE_TOMA) 161 
successfully attached 162 
ComboV2 szedata2 0000:04:00.0: firmware switch done 163 
ComboV2 szedata2 0000:04:00.0: driver 0x41c1050c (L1_PREPOJENIE_PRE_TOMA) 164 
successfully detached 165 
ComboV2 szedata2 0000:04:00.0: switching to firmware 0 166 
pci 0000:04:00.0: reg 10 64bit mmio: [0x000000-0x0fffff] 167 
pci 0000:04:00.0: reg 18 64bit mmio: [0x000000-0x3ffffff] 168 
pci 0000:04:00.0: reg 20 32bit mmio: [0x000000-0x0fffff] 169 
pci 0000:04:00.0: reg 30 32bit mmio pref: [0x000000-0x0fffff] 170 
ComboV2 szedata2 0000:04:00.0: enabling device (0000 -> 0002) 171 
ComboV2 szedata2 0000:04:00.0: PCI INT A -> GSI 40 (level, low) -> IRQ 40 172 
ComboV2 szedata2 0000:04:00.0: irq 73 for MSI/MSI-X 173 
ComboV2 szedata2 0000:04:00.0: setting latency timer to 64 174 
ComboV2 szedata2 0000:04:00.0: firmware switch done 175 
ComboV2 szedata2 0000:04:00.0: switching to firmware 0 176 
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pci 0000:04:00.0: reg 10 64bit mmio: [0x000000-0x0fffff] 177 
pci 0000:04:00.0: reg 18 64bit mmio: [0x000000-0x3ffffff] 178 
pci 0000:04:00.0: reg 20 32bit mmio: [0x000000-0x0fffff] 179 
pci 0000:04:00.0: reg 30 32bit mmio pref: [0x000000-0x0fffff] 180 
ComboV2 szedata2 0000:04:00.0: enabling device (0000 -> 0002) 181 
ComboV2 szedata2 0000:04:00.0: PCI INT A -> GSI 40 (level, low) -> IRQ 40 182 
ComboV2 szedata2 0000:04:00.0: irq 73 for MSI/MSI-X 183 
ComboV2 szedata2 0000:04:00.0: setting latency timer to 64 184 
ComboV2 szedata2 0000:04:00.0: firmware switch done 185 
ComboV2 szedata2 0000:04:00.0: switching to firmware 0 186 
pci 0000:04:00.0: reg 10 64bit mmio: [0x000000-0x0fffff] 187 
pci 0000:04:00.0: reg 18 64bit mmio: [0x000000-0x3ffffff] 188 
pci 0000:04:00.0: reg 20 32bit mmio: [0x000000-0x0fffff] 189 
pci 0000:04:00.0: reg 30 32bit mmio pref: [0x000000-0x0fffff] 190 
ComboV2 szedata2 0000:04:00.0: enabling device (0000 -> 0002) 191 
ComboV2 szedata2 0000:04:00.0: PCI INT A -> GSI 40 (level, low) -> IRQ 40 192 
ComboV2 szedata2 0000:04:00.0: irq 73 for MSI/MSI-X 193 
ComboV2 szedata2 0000:04:00.0: setting latency timer to 64 194 
ComboV2 szedata2 0000:04:00.0: driver 0x41c1050c (L1_PREPOJENIE_PRE_TOMA) 195 
successfully attached 196 
ComboV2 szedata2 0000:04:00.0: firmware switch done 197 
ComboV2 szedata2 0000:04:00.0: driver 0x41c1050c (L1_PREPOJENIE_PRE_TOMA) 198 
successfully detached 199 
ComboV2 szedata2 0000:04:00.0: switching to firmware 0 200 
pci 0000:04:00.0: reg 10 64bit mmio: [0x000000-0x0fffff] 201 
pci 0000:04:00.0: reg 18 64bit mmio: [0x000000-0x3ffffff] 202 
pci 0000:04:00.0: reg 20 32bit mmio: [0x000000-0x0fffff] 203 
pci 0000:04:00.0: reg 30 32bit mmio pref: [0x000000-0x0fffff] 204 
ComboV2 szedata2 0000:04:00.0: enabling device (0000 -> 0002) 205 
ComboV2 szedata2 0000:04:00.0: PCI INT A -> GSI 40 (level, low) -> IRQ 40 206 
ComboV2 szedata2 0000:04:00.0: irq 73 for MSI/MSI-X 207 
ComboV2 szedata2 0000:04:00.0: setting latency timer to 64 208 
ComboV2 szedata2 0000:04:00.0: firmware switch done 209 
ComboV2 szedata2 0000:04:00.0: switching to firmware 0 210 
pci 0000:04:00.0: reg 10 64bit mmio: [0x000000-0x0fffff] 211 
pci 0000:04:00.0: reg 18 64bit mmio: [0x000000-0x3ffffff] 212 
pci 0000:04:00.0: reg 20 32bit mmio: [0x000000-0x0fffff] 213 
pci 0000:04:00.0: reg 30 32bit mmio pref: [0x000000-0x0fffff] 214 
ComboV2 szedata2 0000:04:00.0: enabling device (0000 -> 0002) 215 
ComboV2 szedata2 0000:04:00.0: PCI INT A -> GSI 40 (level, low) -> IRQ 40 216 
ComboV2 szedata2 0000:04:00.0: irq 73 for MSI/MSI-X 217 
ComboV2 szedata2 0000:04:00.0: setting latency timer to 64 218 
ComboV2 szedata2 0000:04:00.0: driver 0x41c1050c (L1_PREPOJENIE_PRE_TOMA) 219 
successfully attached 220 
ComboV2 szedata2 0000:04:00.0: firmware switch done 221 
