In 1 high dimensions, the classical Hotelling's T 2 test tends to have low power or becomes undefined due to singularity of the sample covariance matrix. In this paper, this problem is overcome by projecting the data matrix onto lower dimensional subspaces through multiplication by random matrices. We propose RAPTT (RAndom Projection T-Test), an exact test for equality of means of two normal populations based on projected lower dimensional data.
Introduction
Conventional multivariate statistical methods are generally derived under a set-up where the data dimension (p) is smaller than the sample size (n). It is known that some of these methods either become undefined or perform poorly on a high dimensional dataset, i.e., when p > n. Testing of the equality of means among high-dimensional populations occurs, for example, in biological applications (Goeman and Buhlmann, 2007; Ville et al., 2004) . The limitation of conventional methods in high dimensions has led researchers to look for alternatives. For example, van der Laan and Bryan (2001); Kosorok and Ma (2007) ; Kuelbs and Vidyashankar (2010) ; Clemencon et al. (2009) ; Jacob et al. (2010) ; Lu et al. (2005) studied inference for means in high dimensions; Fan et al. (2007) worked on simultaneous testing of means based on marginal tests in high dimensions; Benjamini and Hochberg (1995) worked on controlling false discovery rates in multiple testing; Ledoit and Wolf (2002) ; ; Li and Chen (2012) considered testing of covariance matrices in high dimensions.
Consider testing for the equality of means of two independent multivariate normal populations. Let X n 1 ×p and Y n 2 ×p be data matrices with rows independently distributed as N p (µ 1 , Σ) and N p (µ 2 , Σ), respectively, where µ 1 and µ 2 are the respective mean vectors and Σ is the common covariance matrix. The hypotheses are H 0 : µ 1 = µ 2 versus H 1 : µ 1 = µ 2 .
(1)
The well-known Hotelling's T 2 test statistic for this testing problem is
where the sample means are X = is the pooled sample covariance matrix, n = n 1 + n 2 − 2,
under H 0 of this statistic with appropriate location and scale transformation in the set-up where p, n → ∞ such that p/n → c < ∞. Chen and Qin (2010) modified the BS test (referred to here as the CQ test) and showed that the same asymptotic power could be achieved even if p/n → ∞.
In another approach, Srivastava and Du (2008) considered the statistic (X − Y ) ′ [diag(S)] −1 (X − Y ) and proposed a test (referred to here as the SD test) based on asymptotic normality under H 0 of this statistic with appropriate location and scale transformation. They showed that, under certain alternatives, the asymptotic power of SD test is superior to that of BS test. In an earlier work, Srivastava (2007) modified the T 2 statistic by replacing the inverse of S with the MoorePenrose inverse of S and proposed a test based on asymptotic normality under H 0 of this modified T 2 statistic with appropriate location and scale transformation. In another approach, Lopes et al. (2012) proposed an asymptotic test (referred to here as the LJW test), based on a randomized projection technique. They replaced S in T 2 by E R [R(R ′ SR)
where R is random matrix of order p × k and E R [·] is the expectation operator over the distribution of R. They showed that the modified T 2 statistic is asymptotically normal under H 0 with appropriate location and scale transformation in the set-up where p, n → ∞.
Chen et al. (2011) regularized Hotelling's T 2 test for pathway analysis in proteomic studies
by replacing S with S + λI, where λ > 0. They proposed a bootstrap one sample test for high dimensional data. Wang et al. (2013) proposed a jackknife empirical likelihood test (referred to here as the WPQ test) for the equality of means in high dimensions. Under some conditions on moments, they showed that the null asymptotic distribution of the empirical likelihood is χ 2 with degree of freedom 2. Here, we should point out that the asymptotic null distribution is derived
, where δ > 0, and is related the conditions on the moment.
It is important to note that the BS, CQ SD and LJW tests are asymptotic tests, and the asymptotic null distributions of the respective test statistics are derived under the set-up where p, n → ∞.
The bootstrap test proposed by Chen et al. (2011) is also based on the asymptotic distribution of the regularized Hotelling's T 2 . Further, a jackknife empirical likelihood test proposed by Wang et al. (2013) is also based on an asymptotic null distribution. In high-dimensional gene expression microarray applications, one often encounters a few dozen samples with dimensions in the hundreds or thousands. Asymptotic expressions may not always work well when the sample size is so small relative to the dimension. Moreover, the power of these asymptotic tests depends upon the structure of the covariance matrix Σ. In the absence of knowledge about this structure, it is not clear which test would generally have larger power.
In small samples, an exact bootstrap test is usually preferred over an asymptotic test. The reasons for this preference are well-known (see MacKinnon (2009) , and references therein). In the present paper, we propose a randomized extension of Hotelling's test that we call RAPTT (RAndom Projections T-Test) which involves randomly projecting p-dimensional samples into a space of lower dimension k, where k < n.
Each random-projection Hotelling test statistics has the usual, well-known distribution, so an exact p-value can be computed. RAPTT is based upon the average p-value over many independent random projections. The null distribution of the average p-value does not depend on unknown parameters, only on the known distribution of the random projection matrix, and so can be computed by simulation. Therefore, RAPTT is an exact test if we ignore Monte Carlo error, which of course can be made arbitrarily small by using a large enough Monte Carlo sample size. In addition, in the high dimensional framework where p/n to tend to a positive constant or infinity, we derive the asymptotic power function of RAPTT.
RAPTT is different from past work in the way that covariance structure is incorporated into the test statistic. The previously described test statistics of BS, CQ and SD are essentially based on versions of the Hotelling T 2 test using diagonal estimators of Σ. Our empirical study shows that this type of biased estimation of Σ sacrifices power when the variables are correlated, or when most of the variance can be explained by a small number of variables in small n, large p situations. RAPTT achieves its power by utilizing the complete covariance matrix. We note that the use of projection-based approaches to two-sample testing and covariance estimation have also been considered previously by Clemencon et al. (2009); Jacob et al. (2010) ; Cuesta-Albertos et al.
(2007); Marzetta et al. (2011) .
The paper is organized as follows. In Section 2, theoretical properties of the Hotelling test based on a single random projection are established. In Section 3, we propose RAPTT based on the p-values of Hotelling tests from an independent sample of projections. We discuss how critical values for RAPTT can be calculated exactly by simulation. In Section 4 we discuss the choice of the random projection matrices. In Section 5, we present an extensive simulation study to compare the finite sample performance of RAPTT with the asymptotic tests discussed previously. RAPTT is applied to a gene expression example in Section 6. Some concluding remarks are in Section 7.
The proofs are provided in the Appendix.
The Random-Projection Hotelling Test
As already mentioned, if p > n then Hotelling's test (2) is undefined. Our proposed solution is based on the results that the random projection of a vector can reduce its dimension and the norm of the projected vector can be made arbitrarily close to that of the original vector with high probability (Vempala, 2004) . We project the high dimensional data into a lower dimensional space through a p × k random projection matrix R, where 1 ≤ k < n. A p-dimensional row vector is projected by multiplication on the right by R. We make the following assumptions on the random projections.
Assumption 1. R p×k is a random matrix, independent of the data matrices X and Y, such that
Assumption 2. For any non-zero p-dimensional vector δ, the Euclidean norm ||δ ′ R|| 2 is a continuous random variable with finite second moment.
Assumption 1 implies that the elements of the random projection matrix are not independent.
In fact, the matrix is semi-orthogonal. When the elements of the matrix R are continuous random variables with finite second moment, Assumption 2 is satisfied.
The pooled sample covariance matrix of the projected data matrices XR and YR is R ′ SR.
Lemma 1. If Assumption 1 holds and Σ is positive definite (denoted by
positive definite (i.e., R ′ SR > 0) with probability 1.
Hotelling's T 2 statistic for the projected data matrices XR and YR is given as
In view of Lemma 1, the statistic T 2 R is well defined.
A randomized extension of Hotelling's T 2 test for the hypothesis (1) is
where c α is chosen such that 
1 denote a sequence of alternative hypotheses such that n 1 , n 2 , p, and k converge to ∞, k/n → c ∈ (0, 1), and there is a sequence δ → ∞ such that
where Diaconis and Freedman (1984) showed that the empirical distribution of randomly projected data is close to a Gaussian distribution. Using this fact, the randomized test given above can be adopted even when the data are not Gaussian.
RAPTT
A single random-projection Hotelling test might have less power than the standard Hotelling test.
Even worse, it could lead to different conclusions in the testing problem (1) for different realizations of the projection matrix R. To address this issue, we average the p-values of m randomprojection Hotelling tests using independently generated R.
Note that the p-value of random-projection Hotelling test (4) is
where F r,s (·) is the F -distribution with degrees of freedom r and s. (Recall that n = n 1 + n 2 − 2.)
. . , R * m be m independent and identically distributed projection matrices. Let the pvalue of the random-projection Hotelling test corresponding to the projection matrix R * i be θ * i . RAPTT is defined as
Theorem 2. If the projection matrices R * 1 , R * 2 , . . .,R * m , satisfy Assumptions 1, 2 and Σ > 0, for fixed sample sizes n 1 , n 2 , and projected dimension k and m → ∞, the distribution ofθ * under H 0 does not depend upon the parameter (µ 1 = µ 2 , Σ).
In view of Theorem 2, the cutoff u α in (8) can be computed empirically. One can simulate the distribution ofθ * for some arbitrary choice of µ 1 = µ 2 and Σ, e.g., µ 1 = µ 2 = 0 and Σ = I.
Conditionally, given the data matrices X and Y, the p-values θ * i , for i = 1, 2, . . . , m, are independent and identically distributed. Unconditionally, they are of course dependent. To simulate the null distribution of RAPTT, one simulates K data sets from the null distribution, or, to reduce the computational burden, simulate only the sufficient statistics, X, Y , and S . For the kth of these data sets (or sets of sufficient statistics), one computesθ * k using m independent random projections. Then the empirical distribution ofθ * 1 , . . . ,θ * K approximates the null distribution ofθ * and can be used to compute u α . RAPTT becomes exact as K → ∞ even for fixed m, although we recommend large values for both K and m. 
Choice of R and k
The building block of RAPTT is the random-projection Hotelling test given by (4). Test (4) can be applied with any projection matrix R and any dimension of the projected space k that satisfy Assumptions 1 and 2. However, the power of the random-projection Hotelling test and of RAPTT will depend on the choice of R and k.
Choice of k
If k ≈ n, one would expect that the power of the test (4) would be small in accordance with Bai and Sarandasa (1996) . Further, smaller values of k might not adjust properly for correlations in the data; the choice k = 1 ignores correlation entirely. We will choose R and k with the hope that the power of the random-projection Hotelling test (4) could be maximized.
From (20) in the Appendix, the exact power of random-projection Hotelling test is
where, as before,
, and the function I is the regularized incomplete beta function given by (17) in the Appendix. Note that the power (9) depends on k and R explicitly through ∆ R and I. It is important to emphasize that the power expression given by (9) also depends upon the unknown parameter Σ, so maximizing the power by selecting the optimal R and k appears to be a rather challenging task.
It can be seen from (9) and (17) that for fixed ∆ R and k, the power would be the largest when c α is smallest. Recall c α is the upper quantile of F distribution with degrees of freedom k and n − k + 1. We choose the k that minimizes c α over k. In Section 5, we observe that the empirical power of the test (4) corresponding to this intuitive choice of k is very close to the empirical optimal power of the test under the simulation set-up.
Choice of R
We now turn to the choice of projection matrix R. A natural choice R is to draw random matrices uniformly on the set of p × k dimensional real matrices such that R ′ R = I, i.e., choose the projection matrix from the Haar distribution on this set of real matrices. A projection matrix generated in this manner satisfies Assumptions 1 and 2. We denote this choice by R 1 .
Our second choice of R is based on the idea of one permutation + one random projection, which is closely related to very sparse random projection (Li et al., 2006) and count-sketch (Charikar et al., 2004) . Let [r 1 , r 2 , . . . , r p ] be a vector of i.i.d. absolutely continuous random variables with finite second moment. Without loss of generality, we assume the dimensionality p is divisible by k, and we break the n × p data matrix's columns (i.e., variables) evenly into k blocks. We conduct one random projection on the first block (i.e., data matrix columns 1 to p/k) using weights (i.e., projection vector) [r 1 , r 2 , . . . , r p/k ], then on the second block (i.e., columns p/k + 1 to 2p/k) using a projection vector [r p/k+1 , . . . r 2p/k ], and so on. This way, we still obtain a projected data matrix of k columns. To remove the influence of the structure of data, we first randomly permute the columns of the original (non-projected) data matrix before we break the columns into k blocks.
Equivalently, we can view the second choice as a random projection matrix R of size p × k.
Here, we provide the following simple example of R for p = 4 and k = 2:
See the analysis by Li et al. (2011) in the context of using this type of projection matrix for estimating massive data pairwise inner products, where r i is restricted to the sub-Gaussian family.
On Condition (6)
Condition (6) is used in the proof of Theorem 1 to ensure that the difference between the mean and the critical value of the test statistic is a larger order of magnitude compared to the test statistic's standard deviation.
To explore this assumption, we will consider the simple case where n 1 = n 2 and k = cn and p = Mn, where 0 < c < 1 < M and M/c = p/k is an integer. For simplicity, we will also assume that Σ = I p , the p × p identity matrix, and that R is of the second type, that is, one permutation and one random projection. Thus, before the permutation
where each of b 1 , · · · , b k is a column vector containing M/c iid r i . For the present analysis, the permutation is irrelevant and will be ignored. It follows that R ′ ΣR ≈ m 2 M/c I k where m 2 is the second moment of r i .
First, suppose that µ 1 − µ 2 = d1 p where d is a scalar depending on n and 1 p is a p-dimensional vector of ones. Then R ′ (µ 1 −µ 2 ) ≈ dm 1 M/c1 k where m 1 is the mean of r i , which we will assume is not zero. Then
With these choices of n 1 , n 2 , and k, (6) will hold if √ n∆ R → ∞. It then follows from (10) Next, suppose that µ 1 − µ 2 = de 1 where e 1 is the unit vector (a one followed by p − 1 zeros), but, otherwise, let n 1 , n 2 , p, k, and Σ be as before. One can show that ∆ R ∼ d 2 /n and then (6) holds if n −1/4 d → ∞, so that d must converge to ∞ at a rate greater than n 1/4 for consistency.
(Thus, detecting that µ 1 and µ 2 differ only at a single coordinate is like searching for a needle in a haystack-we need a big needle.)
For comparison, suppose p is fixed and a Hotelling's T-test is used. Suppose also that µ 1 − µ 2 = d e for d depending on n and e a fixed non-zero vector. That n 1/2 d → ∞ is sufficient for consistency.
Simulation of Performance
In this section, we consider the finite sample performance of RAPTT and compare it to that of the asymptotic tests mentioned in Section 1. First, we briefly describe three major competing tests. Bai and Sarandasa (1996) considered the statistic
Competing Tests
where tr(A) is the trace of the matrix A. The BS test rejects hypothesis (1) if BS ≥ z α where z α is the 1 − α quantile of the standard normal distribution.
The modified statistic proposed by Chen and Qin (2010) is
whereσ n is an estimate of standard error of the numerator. (For the formula, see Chen and Qin (2010) .) The CQ test rejects the hypothesis (1) if CQ ≥ z α . Srivastava and Du (2008) considered the statistic
where R = diag(S)
2 . The SD test rejects hypothesis (1) if SD ≥ z α . The asymptotic superiority of one of these tests over the others depends upon the structure of the covariance matrix Σ. For example, if Σ is a diagonal matrix, then the SD test has larger asymptotic power than that of the other tests. If p ≫ n, then the CQ test has larger asymptotic power than the others (see Srivastava and Du (2008) ; Chen and Qin (2010) ).
Covariance Matrices
We consider the following four covariance matrices for the simulation study.
• Σ 1 = I.
• Σ 2 = diag(λ 1 , . . . , λ p ) where λ i = 20 i for i = 1, . . . , 20 and λ i = 1 for i = 21, . . . , p.
• Σ 3 is a symmetric Toeplitz matrix generated with (η 1 , η 2 , . . . , η p ) where η 1 = 1, η 2 = 0.4, η i = 0 for i = 3, . . . , p. This corresponds to the covariance matrix of an MA(2) time series.
• Σ 4 is a block diagonal matrix with blocks B of size 25, where B = 0.85 × I + 0.15 × 11 ′ .
Alternatives
We consider a natural alternative for the mean difference together with the alternative chosen by Chen and Qin (2010) . Without loss of generality, we let µ 1 = 0. Further, we let 1%, 5%, 25%, 50% and 75% of the p coordinates of µ 2 be non zero. The non-zero coordinates of µ 2 are chosen randomly with equal probability for each level of mean difference.
• Alternative 1: Non-zero elements of µ 2 are N(1, 1) rescaled such that
• Alternative 2: Non-zero elements of µ 2 are N(1, 1) rescaled such that
= 0.1. This is the alternative hypothesis used in the simulation study of Chen and Qin (2010) 
Random Projection Matrices and Empirical Null Distributions
We choose two different random projection matrices: R 1 as Haar distributed and R 2 obtained from one permutation + one random projection as described in Section 3. We choose the dimensions p = 200 and p = 1000 to illustrate the performance in high dimensions. We choose n 1 = n 2 = 50
for the dimension p = 200. For p = 1000, we choose n 1 = n 2 = 70. The projected dimension k is chosen as described in Section 3, and is k = 43 for p = 200 and k = 62 for p = 1, 000. 
Figure 1: Plots of empirical null distribution ofθ * for n 1 = n 2 = 50; p = 200 (first row) and n 1 = n 2 = 70; p = 1000 (second row) based on 1000 simulation runs and m = 5000 bootstrap samples, first and second column corresponds to projection matrices R 1 and R 2 respectively.
The empirical cutoff for the proposed bootstrap test is computed on the basis of the combined empirical null distribution corresponding to the different covariance matrices. The empirical power is computed from 1,000 simulation runs. Tables 1, 2 We first compare the empirical power of the proposed test with that of the other tests, starting with the BS and the CQ tests. For Σ 1 , i.e., the covariance matrix being identity matrix, Table 1 indicates that the empirical power of RAPTT is smaller than that of the two existing tests for p = 200 and is marginally smaller than them for p = 1,000, for all choices of alternatives. Tables 2 shows that, for the covariance matrix Σ 2 the empirical power of RAPTT is much larger than those of the CQ and BS tests for both choices of dimension and both alternatives. For Σ 3 and Σ 4 , Table 3 and 4 show that the empirical power of RAPTT is comparable to those of the CQ and BS tests for dimension p = 200. Further, for p = 1000 RAPTT has larger power. In summary, RAPTT has larger power than those of the CQ and BS tests for the choices of Σ and alternatives, when p=1000.
Empirical Significance Levels and Powers
For p = 200, the power of RAPTT is either larger than or comparable to those of the CQ and BS tests. Non-zero % of p=200, n 1 = n 2 = 50 p=1000, n 1 = n 2 = 70 We now compare the empirical power of RAPTT with the SD test. For Σ 1 and p = 200, Table 1 shows that the power of RAPTT is slightly less than that of the SD test, while for p = 1000, the power of the two tests is comparable. For Σ 2 and p = 200, Table 2 shows that the power of SD test is larger than that of RAPTT. However, for p = 1000, the power of RAPTT is comparable to that Non-zero % of p=200, n 1 = n 2 = 50 p=1000, n 1 = n 2 = 70 Table 3 : Empirical power and size corresponding to Σ 3 . R 1 and R 2 are RAPTT with the two choices of random projection matrix.
Non-zero % of p=200, n 1 = n 2 = 50 p=1000, n 1 = n 2 = 70 Table 4 : Empirical power and size corresponding to Σ 4 . R 1 and R 2 are RAPTT with the two choices of random projection matrix.
Non-zero % of p=200, n 1 = n 2 = 50 p=1000, n 1 = n 2 = 70 of SD test. This indicates that RAPTT is comparable or only slightly worse compared to the SD test when the true dispersion matrix is indeed diagonal (i.e., most favorable to the SD test). For Σ 3
and Σ 4 , Tables 3 and 4 show that the power of RAPTT is larger for the choices of dimension and alternatives.
Performance of Chosen k
We now turn to the assessment of the appropriateness of the choice of the projected dimension k proposed in Section 4. We use the same four covariance matrices and Alternative 1. By searching over different values of k, one can determine the largest possible power of the proposed test. Using this power as the benchmark, one can compute the relative power of the proposed test when k is chosen as described in Section 4. Tables 5 and 6 show the ratio between the empirical power of test (4), based on 5,000 runs, corresponding to the choice made in Section 4 and the empirical optimal power of (4) for two choices of the projection matrices: R 1 and R 2 . These tables show that the ratio is greater than 0.85 for almost all the choices of Σ and the dimension p, and greater than 0.9 for majority of the choices. This set of experiments helps verify the proposed method of choosing k. Table 5 : Ratio between the power corresponding to recommended k and optimal power using a significance level α = 0.05 and R 1 .
Covariance p=200, n 1 = n 2 = 50 p=1000 Table 6 : Ratio between the power corresponding to recommended k and optimal power, using a significance level α = 0.05 and R 2 .
Covariance p=200, n 1 = n 2 = 50 p=1000 n 1 = n 2 = 70 matrix Non-zero % of µ 1 − µ 2 Non-zero % of µ 1 − µ 2 1% 5% 25% 50% 75% 1% 5% 25% 50% 75% Σ 
Data Analysis
We consider gene expression data corresponding to n 1 = 40 cases of tumor colon tissue and n 2 = 22 cases of normal colon tissue probed by oligonucleotide arrays 2 . The data contains the expression of p = 2000 genes with highest minimal intensity across the n 1 + n 2 = 62 tissues. The gene intensity is derived from the 20 feature pairs that correspond to the gene on the chip, derived using the filtering process; see (Alon et al., 1999) for more details. We will use the log transformed data. We apply the proposed bootstrap test based on the projection matrix R 1 as well as R 2 . The empirical cutoff for the bootstrap test (8) Testing the hypothesis would have been more challenging if the sample size had been even smaller. As an illustration, we randomly chose 50% of each sample and recomputed the p-values.
We repeated this exercise independently 100 times. The median p-values for RAPTT using R 
Conclusion
In this paper, we proposed an exact test, called RAPTT, of the equality of the means of two normal populations based on a random projection of Hotelling's T 2 test. The critical value for RAPTT requires that we simulate data under the null distribution. The empirical study in Section 5 indicates that the power of the proposed test can be often larger than that of competing tests, depending upon the structure of Σ. The gene expression data analysis in Section 6 illustrates that, in practice,
RAPTT can work well compared to competing asymptotic tests in "large p, small n" situations.
Appendix
Let F r,s,δ (·) denote the noncentral F -distribution with degrees of freedom r and s and non-centrality parameter δ, and let F r,s (·) = F r,s,0 (·). The mean and variance of F r,s,δ (·) are
assuming that s > 2 and s > 4, respectively.
We use the following representation of these distributions (Johnson et al. (1995) , eq. (30.10)),
where I u (a, b) is the regularized incomplete beta function (i.e., beta distribution function) given by
being the usual beta function.
Proof of Lemma 1. The conditional distribution of the projected data matrix XR and YR, given
given R, is distributed as Wishart W k 1 n 1 +n 2 −1 R ′ ΣR, n 1 + n 2 − 2 . According to Theorem 3.4.8
of Mardia et al. (1979) ,
where χ 2 n 1 +n 2 −j−1 for j = 1, . . . , k are independent χ 2 random variables. From the expression (18), the proof is completed by showing that λ min (R ′ ΣR) > 0 with probability 1, where
is the minimum eigenvalue of the matrix A. Now, observe that
Proof of Theorem 1
Part (a). Note that
Under H 0 , the conditional distribution of
is F k,n−k+1 , independent of R. By (6), we have
Part (b) . Under H * 1 and for fixed R, the conditional distribution of
By (14) with r = k , s = n − k + 1, and δ = 0 we have that c α → 1. By (14) with r = k , s = n − k + 1, and δ = (n −1
we have under H * 1 , and for fixed R, that the mean and variance
2 ) −1 ∆ R /k and 2/n, respectively. (We say that a behaves asymptotically as b if
It then follows from (5), (6), (19), and Chebychev's inequality that
Part (c). By using the property that I u (a + 1, b) ≤ I u (a, b), and (16), we have
Thus, by using (20) and (21), we have
Proof of Theorem 2 By evaluating the conditional probability given the data matrix and subsequently taking expectation over that, we have
Note that
where E R θ * 1 X, Y and V R θ * 1 X, Y are conditional mean and variance of θ * 1 given the data matrix X, Y. Further, given X, Y, the random variables {θ * i , i = 1, 2 . . . , m} are independent and identically distributed with finite variance. Now by using the Central Limit Theorem, we have
where Φ(·) is the standard normal cumulative distribution function. From (7),
where P R is the probability measure corresponding to random matrix R. We claim that distribution of E R (θ * 1 |X, Y) does not depend upon the parameters µ 1 , µ 2 and Σ. To hold the claim, it suffices to show that
does not depend upon (µ 1 , µ 2 , Σ) for r = 1, 2, . . .,
where P X,Y is the probability measure corresponding to the data matrix X, Y.
where interchange of integral are permitted by Fubini's theorem. Now, observe that under H 0 , the distribution of F k,n−k+1 n−k+1 k · n 1 n 2 n 1 +n 2 (X−Y ) ′ R(R ′ SR) −1 R ′ (X−Y )
is U(0, 1) for any given Projection matrix R. Therefore, the inner integral
does not depend upon the parameter (µ 1 , µ 2 , Σ).
This imply that (26) does not depend upon the parameter for any positive integer r.
Now note that, from (25) and by using Fubini theorem, we have
We can view that R i for i = 1, . . . , r are iid with probability measure P R in the expression (28).
By using this and (27), it follows that
does not depend upon the parameter (µ 1 , µ 2 , Σ) which in turn imply that (25) holds for any positive integer r. Similarly, under H 0 , the distribution of V R θ * 1 X, Y too does not depend on the parameters. Now note that
From (22), (24), (29) and the dominated convergence theorem, we have
Thus, for any n 1 , n 2 , as m → ∞, the asymptotic distribution of 1 m m i=1 θ * i does not depend on the parameters µ 1 , µ 2 , and Σ. This completes the proof.
Proof of Theorem 3 The power of the test (8) is
E[φ * |H * 1 ] = P θ * < u {α,n 1 ,n 2 } H * 1 , where u {α,n 1 ,n 2 } is such that P θ * < u {α,n 1 ,n 2 } H 0 = α.
For a given α, n 1 , and n 2 , we have 0 < u {α,n 1 ,n 2 } < 1. Thus, there exists a convergent subsequence of u {α,n 1 ,n 2 } . With an abuse of the notation, let this subsequence be u {α,n 1 ,n 2 } , converging to u α .
We claim that u α > 0. To see this, note first that for all (n 1 , n 2 ), P (θ * ≤ ǫ|H 0 ) ≤ P (m −1 θ 1 ≤ ǫ|H 0 ) = ǫm, since θ i is uniform(0,1) distributed under H 0 . Thus, there exist positive ǫ such that P (θ * ≤ ǫ|H 0 ) < α for all (n 1 , n 2 ). It follows that u α,n 1 ,n 2 ≥ ǫ for all (n 1 , n 2 ) and therefore
Let ν be positive. Since θ i is the p-value of the test φ(T 2 R ), it follows from Theorem 1 (b) with α = ν that P (θ i < ν|H * 1 ) = P (φ(T 2 R ) = 1|H * 1 ) → 1. Therefore, since m is fixed and finite, P (θ i < ν, i = 1, . . . , m|H * 1 ) → 1 and consequently, P (θ * < ν|H * 1 ) → 1 . This result holds for all ν > 0. Since u {α,n 1 ,n 2 } → u α > 0, it follows that P (θ * < u {α,n 1 ,n 2 } |H
