The manufacturing Cell Design Problem (MCDP) is a classical optimization problem that finds application in lines of manufacture. The problem consist in distributing machines in cells, where the parts processed by each machine travels in the production process in such a way that productivity is improved. To solve the MCDP we employ a novel metaheuristic, which is inspired by actions, attitudes, and conducts that people normally have in life, named Human behavior-based optimization (HBBO). An individual try to evolve in life by trying his best in order to be a better human being with a brilliant future, successful at life, and be an example for others. We couple the HBBO with Autonomous Search (AS), which allows the modification of internal components of our approach when exposed to changing external forces and opportunities. We compare our HBBO-AS with the classic HBBO and an implementation using IRace, which is a software package that allows us to automatize the configuration of an algorithm through automatic configuration procedures. Additionally, in order to test the competitiveness of our results, we compare with other algorithms proved to perform well solving the MCDP. We illustrate experimental results, where the proposed approach is able to obtain interesting performance and robustness in the 125 well-known instances of the MCDP.
I. INTRODUCTION
In the manufacturing industry, the use of a strategy is highly important in order to achieve cost reductions and a better performance in production. A well-known strategy correspond to the design of manufacturing cells, which has been the focus of studies as an approach with the objective to create an optimal design of production plans [1] . The process to achieve an improved version of production plan is mainly focused in the reorganization of the different machines that process parts of a given product in production cells. Consequence of this process It is born the problem which deals deals with grouping similar parts into part-families, namely manufacturing cell design problem (MCDP) [2] . Ideally, each of these families The associate editor coordinating the review of this manuscript and approving it for publication was Xin Luo.
is processed by manufacturing facilities called manufacturing cell, where the main goal is to minimize movements and exchange of materials between these cells. In this context, the cell formation problem has been matter of considerable research, where Burbidge with his production flow analysis in 1963, becomes one of the first to propose a process to solve this concern [3]. In the search to improve this strategy and his adaptability to solve real problems we found an increase in complexity, this issue has raised the need to develop new and better metaheuristic techniques. These algorithms have been used for obtaining the optimal possible solutions for reallife engineering design problems, and becomes more popular due to their efficiency and complexity as compared to other existing classical techniques [4] .
In this paper, we employ a novel metaheuristic optimization method, namely human behavior-based optimization (HBBO) to solve the MCDP. This is a novel metaheuristic, which has been introduced in 2016 by Ahmadi [5] . In the past few decades, many new metaheuristics have been developed without limitations in inspiration resource, Thus, despite many of the optimization algorithms that use nature as the principal source of inspiration, HBBO uses the human behavior as the main source of inspiration. In this context, the main feature comes from the variability in behaviors and interests of human beings, they try to improve and reach success by their own knowledge and experience or try to learn from others in order to enhance their own expertise in life and field of interest. Preliminary tests over HBBO proved a good performance, the operators carried out exploitation allowing an exhaustive local search and exploration searching with flexibility the whole space of solutions. The robustness given by the balance between the operators provide good opportunities to further improve results with other techniques. Thus, our proposed approach employs Autonomous Search (AS) [6] , which is a particular case of adaptive systems that aims at improving the solving performance by adapting to the problem on time run. The goal is to improve the work of our approach in the process of solving the MCDP, by modifying and adjusting its own parameters either by selfadaptation or by supervised adaptation [7] .
We will perform experimental evaluations on 125 wellknown benchmarks divided in two groups. First, 90 instances studied in F. Boctor, namely classic instances. Finally, a set of 35 new instances from different authors were investigated. We illustrate interesting experimental results, where the HBBO proposed display a good performance proving to be a good option to solve the MCDP. Also, we compare results with others algorithms reported in the literature.
The rest of this paper is organized as follows. The related work is introduced in the next section. The MCDP is explained in Sect. 3. Sect. 4 presents the metaheuristic employed in this work. Autonomous Search and the integration with HBBO is presented in sect. 5. Sect. 6 illustrates the experimental results. Finally, we conclude and suggest some lines of future research.
II. RELATED WORK
Manufacturing cell design is a classical concept based on Group Technology principles and is identified as the best manufacturing system for manufacturing a large variety of parts in small volumes economically. Here, machines are grouped into cells, and parts are grouped into the same number of families in such a way that all parts in each family can be completely processed by a particular cell. The first ideas about cellular manufacturing were illustrated in the early 60s, where the production flow analysis is one of the earliest analytic methods proposed [1] , [8] . In the 80s, the objective of the research was the development of algorithms to improve the process to form machine cells and part families. Great contribution was made by king [9] , with his Rank Order Clustering algorithm, and later King and Nakornchai [10] reviewed and developed new techniques to tackle the cell design and larger problems. Also, other studies related to manufacturing cell design can be found in the literature, for instance, Cluster methods where Chandrasekaran and Rajagopalan [11] applied non-hierarchical clustering method to group components into families and machines into cells. Linear programming or integer linear programming approach, where Sundaram and Fu [12] presented a heuristic method based on the integer programming technique to form machine cells. Finally, Boctor [2] , [13] , [14] focused mostly on cell formation. It is well-known that exact methods, in general, are unable to tackle larger instances of such a problems. Thus, in the last years, most of the research works has been devoted to the study of efficient metaheuristics to solve the MCDP. Aljaber et al. [15] made use of Tabu Search. Durán et al. [16] combined particle swarm optimization and a discrete position update scheme technique for manufacturing cell design. Wu et al. [17] presented a Simulated Annealing (SA) approach. Lastly, more recent works using novel and nature-inspired metaheuristics, which have proved to have good performance and results, have been reported. For instance, solving MCDP using Invasive Weed Optimization [18] , solving MCDP via Firefly Algorithm [19] , using an Artificial Fish Swarm Algorithm [20] and using a Shuffled Frog Leaping Algorithm [21] . Additionally, new works tackling the 35 new instances of the MCDP have been reported, Binary Cat Swarm Optimization (BCSO) [23] , Egyptian Vulture Optimization Algorithm (EVOA) and the Modified Binary Firefly Algorithm (MBFA) [24] .
III. MANUFACTURING CELL DESIGN PROBLEM
The design of manufacturing cells has emerged as an innovation for manufacturing strategy, this strategy involves the creation of an optimal design of production plans. The manufacturing cell design problem (MCDP) considers grouping similar parts into part-families. Ideally, each of these families is processed by a dedicated cluster of manufacturing facilities called manufacturing cell, where the goal is to minimize movements and exchange of material between cells in a manufacturing plant, in order to reduce production costs and increase productivity. The optimization model is stated as follows. Let:
• M, number of machines • P, number of parts • C, number of cells • i, index of machines (i = 1, ..,M) • j, index of parts (j = 1, ..,P) • k, index of cells (k = 1, ..,C) • A = [a ij ] the binary machine-part incidence matrix MxP • M max , the maximum number of machines per cell. We represent the processing requirements of machine and parts through an incidence 0-1 matrix A known as the machine-part matrix, Fig 1. This matrix contains a binary domains and is denoted as A, where a ij = 1 means that machine i is necessary to process part j and a ij = 0 otherwise. We selected as the objective function to be minimized the number of times that a given part must be processed by a machine that does not belong to the cell that the part has been assigned to. Let:
The problem is represented by the following mathematical model:
For clarifying the problem, we present an example of MCDP with 5 machines, 7 parts, and 2 cells. 
IV. HUMAN BEHAVIOR BASED OPTIMIZATION
Actually, in human society, everyone try to move towards personal purpose in order to reach a better life, but this is not the case for every human being. It is a fact that a successful person is one who achieves all of his purpose in life. Also, as the viewpoints of people are different from each other, every individual finds success in one way and opts reaching some specific targets to achieve success. Because of that, people are working and studying in different fields and try to master them. For instance, one individual may find acting as the way of success, while the other finds it in sports. Regarding the experience in a specific field, there exist individuals with more expertise than others, so the others intend to learn from this expert individual and improve their skills in that field. Additionally, everyone during his life contacts with a variety of people and uses their ideas and advises to improve his life, so every contact can be considered as a meeting with an advisor, which can be effective or non-effective. In some cases, that person may change his professional field because of that consultation and look for a better position in another field to improve himself [5] .
In order to model these simple behaviors of people, the algorithm will perform some key steps, after the initial population is generated, we spread all of them in different fields. In each field, all individuals try to improve themselves by means of education process, in a way that will be described in Sect. 4.2, and after that, they find a random advisor from the whole society and start to consult with him. In addition, as it mentioned before that in the real society the beliefs of some people may alter and they change their job or educational field, in this algorithm, by considering a field changing probability, in some fields, an individual may find another way suitable and change his field. Finally, the stopping criteria will be checked, and if one of them reaches, the algorithm stops. This algorithm consists of the five steps as follows:
In this step the initial population is generated and they are spread among the fields. In an optimization problem with N v ar variables, an individual is defined as illustrated in Eq. (1).
HBBO generates N pop of initial population, which forms the society, and randomly spreads them among N field of initial fields. The number of initial individuals in each field is calculated as displayed in Eq. (2) .
where N .Ind i is the number of initial individuals in i-th field. After generating the initial population, the function values of them will be calculated. The function value (function v ) for an individual is defined as illustrated in Eq. (3).
When the HBBO performs the education process, every individual tries to learn and improve themselves by moving around the best individual of their field, which is named expert individual and is the one who has the best function value in each field. The process is described as follows:
We determine the similarity between the expert individual and the one to be educated. S is defined as the sum of equal components of the machine-cell matrix.
Minimum similarity is calculated by the following equation:
where k 1 correspond to a parameter of HBBO, which gives the weight factor. Maximum similarity is calculated by the following equation:
where k 2 correspond to a parameter of HBBO, which gives the weight factor. We calculate a random similarity between the two previous values sMax and sMin:
where α is a random number using uniform distribution between 0 and 1. Each different component of the individual to be educated will be replaced by the respective component of the expert individual until the similarity between the individuals is greater than the similarity calculated in the previous step, or there are no components to be modified. In case the modified individual has a better or equal fitness, this will be conserved, otherwise It is returned to the previous state.
C. CONSULTATION
In the consultation process, every individual, not including the best individual of the society, finds a random advisor from the whole society and starts consulting with him. In this step, the advisor will change some of the individual variables.
If the new set of variables has a better function value, it means that their consultation is effective, and the new variables will replace the old ones. Nevertheless, if the new set of variables has not a better function value, nothing will be changed. The number of random variables that will be changed is obtained as follows:
where σ is the consultation factor, which determines the number of random variables (N c ) that may be changed during the consultation process. In order to improve the process of checking the function value, every time the new set of variables is selected, two different modes have been considered in this algorithm. Advanced mode and simple mode, which replaces the individual variables with the new set of variables without checking function value of them.
D. FIELD CHANGING PROBABILITY
As mentioned before, in each iteration, in some fields, an individual may change his field. The probability to change to each field is calculated employing a rank probability method, where every field is sorted according to their expert individual function value, as follows:
where the expert individual of field 1 and field n has the worst and the best function values among the others, respectively. After that, the changing probability for each field can be calculated as follows:
where P i and O i are the field changing probability and the order for the i-th field to be sorted, respectively. By using this method, if the field in which the expert individual is located has a better function value, then he is less probable to be selected for a change. However, if the field has a worse function value, then there is a higher probability to perform a change of fields. After that, by generating a random number between 0 and 1, the following expression is checked. If the expression is satisfied, the change of field for one of the individuals in this field is done:
if rand ≤ P i → field changing occurs
In the field changing process, according to the function value, a selection probability for each individual will be defined as follows:
where P.S j is the selection probability for the j-th individual and N ind is the number of individuals in the selected field. After that, by using the roulette wheel selection method [22] , an individual will be selected and will change his field to another random different field.
E. FINALIZATION
By performing consultation and education process, the position of the individuals changes. Therefore, in this step, function values of the individuals will be calculated, if one of the stopping criteria is met, the algorithm will be terminated; otherwise, the algorithm will go to step 2 (subsection 4.2). The stopping criteria are as follows:
1) The number of iterations reaches to maximum iterations.
2) The maximum number of function evaluations is reached.
F. PSEUDOCODE FOR HBBO
Algorithm 1 depicts the proposed procedure for the proposed implementation of HBBO. Firstly, for lines 1,2, and 3 we set the initial parameters for the algorithm, generate initial solutions, and spread the agents among the fields. Regarding the loop between lines 5 and 9, we verify every agent in all existing fields and perform the education procedure. For loop between lines 10 and 12, we apply the consultation procedure for each agent. Finally, from line 13 to 19, we proceed to perform the procedure to move the individuals to other fields.
Algorithm 1 HBBO 1: Set initial parameters 2: Generate initial population 3: Spread population among fields 4: while (i≤MaximumIteration) do 5: for i = 1 : n (n number of fields) do 6: for j = 2 : m (m number of individuals in field i ) do 7: Education(individual ij ) 8: end for 9: end for 10: for i = 1 : n (n number of individuals) do 11: Consultation(individual i ) 12: end for 13: for i = 1 : n (n number of fields) do 14: for j = 1 : m (m number of individuals in field i ) do 15: if check individual j of field i = True then 16: Move individual j to random field 17: end if 18: end for 19: end for 20: Call to Algorithm 2: Autonomous Search 21: end while G. AUTONOMOUS SEARCH Autonomous Search (AS) is a modern approach which let the solvers automatically re-configure their own solving parameters in order to improve the process when poor performances are detected [25] . This approach has been applied to different optimization and satisfaction techniques, such as constraint programming [26] , SAT [27] , mixed integer programming [28] , [29] and various metaheuristics [30] - [32] . The goal for integrating AS with HBBO, is to improve performance given by the algorithm, such as execution time, and error between the results of the algorithm and the known optimum.
In this work, HBBO has been integrated with AS in order to improve the performance solving the MCDP. The goal is to modify the population on run-time by the following criteria. We increase the population in 2 cases, when the difference in fitness between the best and worst solution is equal to zero, we add a number of new random individuals equal to the fields created up to that moment. This move is valid when the new population does not exceed the maximum number of individuals. Second, when the coefficient variation (CV) [33] in fitness is less than 0.2, this mean the population has a strongly related fitness, we generate new individuals equal to the difference between the best and worst fitness. This move is valid when the new population does not exceed the maximum number of individuals. Finally, we decrease the population when two or more individuals have equal fitness, in the same field, we remove individuals. The best individual will not be considered, all others are candidates by a probability defined as follows:
where P.E j will be compared against a random number with uniform distribution between 0 and 1, the individual will be eliminated if the probability is greater than the random value.
H. PSEUDOCODE FOR AS
Algorithm 2 depicts the proposed procedure for the implementation of AS. Firstly, we verify the best and worst the fitness of the population. If they are equal, we perform a process to increase the population. Next, if the CV between two fitness values is less than 0.2, this mean that the agents being compared tends to be homogeneous. Thus, we generate new solutions in order to modify the population. Finally, we verify all fields. If there exist equal fitness between solutions, then we proceed to remove agents.
V. EXPERIMENTAL RESULTS
We have performed experimental evaluation of our proposed approach on two different data sets. Firstly, we tested using the classical instances reported in Boctor [2] , and a set of new instances from different authors for the MCDP. Additionally, In order to thoroughly test our HBBO-AS we carry We add N random individuals to the population 3: end if 4: if Calculate CV in fitness < 0.2 then 5: We add N neighborhood solutions to the population 6: end if 7: if Verify equal fitness in a field = True then 8: We remove N individuals from the population 9: end if out a comparison between the classic HBBO, other techniques reported in the literature solving the MCDP, and an approach using the package IRace on the classic HBBO (HBBO-IRACE). IRace is a software package that allows us to automatize the configuration of an algorithm through automatic configuration procedures [34] . HBBO-IRACE was implemented as follow:
1) A file with parameters of the HBBO was configured, such as population, query factor, k1, and k2. 2) We defined a directory containing the set of instances to be solved. 3) We defined a file containing the the full scenario to be executed by the package. We identify the file with parameters, the directory of scenarios, and the executable file of the HBBO. Also, in this file, It is needed the maximum number of experiments to be performed. The implementation of both algorithm has been done in Java and launched on a Intel Core i7-4770 processor with 4GB RAM running in Debian 8. We compare the results of our proposed approach with the global optimum or best known (S opt ). Additionally, the results are evaluated using the relative percentage deviation (RPD). The RPD quantifies the deviation of the best value obtained by the approach from S opt for each instance and It is calculated as follows:
Regarding the test performed under the two sets of instances, in the next two subsection we describe the process and results obtained.
A. CLASSIC INSTANCES OF MCDP
This set of data consist in 10 problems with 9 types of configuration for each one, thus forming the 90 well-known instances from F.Boctor, and to the date they have been completely solved. For this experiment, the test instances have been executed 10 times. First, we compare HBBO-AS with classic HBBO using static population and IRace, the parameters used by them are illustrated in Table 1 . Finally, regarding other algorithms solving the MCDP to be compared, we made use of artificial fish swarm algorithm (AFSA) [20], bat algorithm (BAT) [35] , migrating birds optimization algorithm (MBO) [36] , shuffled frog leaping algorithm (SFLA) [21] , invasive weed optimization (IWO) [18] , dolphin echolocation algorithm (DEA), A simulated annealing algorithm (SA) [17] , particle swarm optimization (PSO) [16] , modified binary firefly algorithm (MBFA) and the egyptian vulture optimization algorithm (EVOA) [24] . Table 2 and 3 illustrates the works done by HBBO-AS, HBBO using static population, and HBBO-IRACE for 2 and 3 cells respectively. In order to understand and compare the results, we illustrate in bold the values reached for each instance where the optimum is met. Further description of the stated Tables are as follows. Column ID corresponds to the identifier assigned to each instance. Column B displays the Boctor's problem number and M illustrates the M max value for the instance. S opt depicts the global optimum for the given instance. Column Best and RPD are the given values for best value reached by the approach and his relative percentage deviation respectively. Regarding optimum reached, HBBO-AS is able to get all 90 optimum values in contrast with the other implementations of HBBO who fail to reach optimum values more than once. Table 4 and 5 shows the comparison between HBBO-AS and HBBO-IRACE vs algorithms who solved the MCDP in the literature, namely MBFA, EVOA, ASFA, BAT, MBO, SFLA, IWO, DEA, SA and PSO. In order to understand and compare the results, we illustrate in bold the values reached for each instance where the optimum is met. Further description of the stated Tables are as follows. Column ID corresponds to the identifier assigned to each instance. Column B displays the Boctor's problem number and M illustrates the M max value for the instance. S opt depicts the global optimum for the given instance. Column 5 to 16 denotes the best values obtained for each approach. We highlight that very recent approaches for solving MCDP based on modern bio-inspired metaheuristics reached the best results over the 90 instances. Classic approaches, such as SA and PSO tends to fall of against more currents implementations solving the MCDP. Finally, for IWO and PSO, there are no results published in the literature regarding the instances with 3 cells.
Results shows that no great variation exists (RPD = 0), between the S opt and the best values obtained for HBBO-AS in all the instances set. Thus, it can be seen that the algorithm has a considerable robustness and symmetric convergence. We illustrate in Fig 7 the performance for instance B71 where HBBO-AS gets optimum value. 
B. NEW INSTANCES FROM DIFFERENT AUTHORS FOR THE MCDP
This set of data consist in 35 problems with every one having his own and unique configuration. For this experiment, the test instances have been executed 10 times. First, we compare HBBO-AS with classic HBBO using static population and IRace, the parameters used by them are illustrated in Table 1 . Finally, regarding other algorithms solving the MCDP to be compared, we made use of Binary Cat Swarm Optimization (BCSO) [23] , Egyptian Vulture Optimization Algorithm (EVOA) and the Modified Binary Firefly Algorithm (MBFA) [24] . Table 6 illustrates the works done by HBBO-AS, HBBO using static population, and HBBO-IRACE. In order to understand and compare the results, we illustrate in bold the values reached for each instance where the optimum is met. The description of the table is as follows. Column ID corresponds to the identifier assigned to each instance. Column M,P, and C illustrates the number of machines, parts, and cells respectively. M max represent the maximum number of machines per cell, while S opt depicts the global optimum for the given instance. Column Best, Worst, Mean, and RPD are the given values for best value reached, worst value reached, the mean value of 10 executions, and the relative percentage deviation correspondingly for each approach. Regarding optimum reached, HBBO-AS and HBBO-IRACE get most of the highest values reached for every instance, while other implementations of HBBO fails to reach higher or equal values to our approach in more than one instance. We denote that the difficulty increase between the last and the following instance, requiring more time and higher processor capacity over time-run.
Finally, in table 7 we display the results obtained by BCSO, EVOA, MBFA, HBBO-AS, and HBBO-IRACE. In order to understand and compare the results, we illustrate in bold the values reached for each instance where the optimum is met. The description of the table is as follows. First Column ID, represent the identifier assigned to each instance. Column M, P, C, M max , and S opt correspond to number of machines, number of parts, number of cells, maximum number of machines per cell, and the best value known respectively. Column Best, Worst, Mean, and RPD are the given values for best value reached, worst value reached, the mean value of 10 executions, and the relative percentage deviation correspondingly for each approach. Regarding the comparison, in approach remains very close to optimal values giving room for improvement in our future work. Finally, the results shows that no great variation exists between the best and average values obtained for HBBO-AS in all the instances set. Thus, it can be seen that the algorithm has a considerable robustness, 
VI. CONCLUSION AND FUTURE WORK
In this work, we have proposed a Human behavior-based algorithm supported by Autonomous Search (HBBO-AS) to solve the Manufacturing Cell Design Problem. Initially, HBBO proved to have good adaptability searching in the solution space, the work of his operators presented a flexible behavior enough to have room for improvement. Thus, in order to further improve his performance, we employed AS as an attractive option to give more self-control on run-time with the goal to get better results. After testing the classic 90 wellknown instances from F. Boctor, our approach reached all optimum values. Regarding the 35 new and bigger instances of the MCDP, HBBO-AS is able to reach a total of 12 highest values, second to BCSO but ahead of EVOA and MBFA. However, in several instances, HBBP-AS works well, regardless of the scale of the problem and remains very close to optimal values, particularly for the hardest instances proving to be a good alternative to solve the MCDP. Regarding the use of AS as a technique to improve the work of HBBO, It is clear the improvement in performance solving all 125 instances. Finally, concerning future work, we aim to improve our proposed HBBO by adding hybridization and smart behaviors considering Machine learning [37] .
