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Abstract
The aim of this thesis is to understand spatiotemporal temperature variability in
southern South America by identifying overarching temperature variability states and
their associated synoptic-scale meteorological patterns. Further, the temporal frequency
of occurrence of those temperature variability states is investigated as is the role of
recurrent low-frequency modes of climate variability (El Niño Southern Oscillation and
the Southern Annular Mode) on temperature variability. K-means cluster analysis is used
to group all months during the period 1980-2015 into four primary categories for summer
and winter separately. Monthly maps of temperature anomalies are provided as input to
the k-means algorithm and the resulting temperature variability states are the composites
of temperature anomaly maps for months assigned to each cluster, illustrating the primary
spatial patterns of temperature variability over Southern South America. Composites of
synoptic-scale meteorological patterns (wind, geopotential height, and moisture fields)
are calculated for months assigned to each cluster to better diagnose the driving
meteorology associated with these patterns of temperature variability. Results show that
in summer surface wind direction and geopotential height are robust indicators of
temperature variability patterns, while in winter jet stream winds are important for
diagnosing equatorward excursions of cold air and poleward excursions of warm air.
According to the results the El Niño Southern Oscillation and the Southern Annular
Mode exhibit some relationship with temperature variability state frequency, with some
states more associated with these two modes than others, however they do not appear to
be primary drivers of any of the temperature variability states.
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Chapter 1: Introduction
Southern South America (SSA), defined here as all landmass south of the Tropic
of Capricorn, is a region with a dynamic climate owing to its lengthy meridional
extension and pronounced orographic features. The geography of SSA encompasses a
diverse range of climate regions that includes a large region of steppe, the driest desert in
the world, and a massive river basin. Extending along the western edge of the continent is
the Andes Mountain range, an important feature which has a strong impact on wind and
precipitation patterns across the region (Garreaud, 2009). While the northernmost part of
SSA borders the tropics, the southern tip of Patagonia extends far into the mid-latitudes.
Further, the Pacific and Atlantic Oceans frame the continent and have a strong impact on
coastal temperatures and atmospheric circulation patterns. The climate of SSA is heavily
impacted by the circumpolar storm track across Patagonia while the northernmost region
of SSA is heavily influenced by the continental low-level jet.
It is well documented in the literature that temperatures have been increasing
across parts of South America in recent decades (e.g. Barkhordarian et al., 2017de
Barros et al., 2017; IPCC, 2014). And while there have been many studies that have
focused on precipitation variability and change (e.g. Grimm and Tedeschi, 2009; Kayano
et al., 2011; Torralba et al., 2015), there are far fewer concerning temperature and
temperature variability. Temperature trends across the continent of South America are
heterogenous (Rusticucci, 2012) and therefore, this thesis paper focuses on SSA, not only
because the climate of SSA is substantially different from that of tropical South America
but also because of its strong seasonality.
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Like most parts of the world, human activity over SSA is greatly affected by the
climate, and specifically temperature variability patterns. Temperature variability is a
critical component for both the health of the inhabitants and the economy of SSA (Sura,
2011). Agricultural regions and the crops grown there are determined by the climate of
SSA and can be adversely affected by shifts in surface temperature distribution patterns.
For instance, Masiokas et al. (2014) found that in northwestern Patagonia widespread
glacier recession is correlated with increasing temperatures and reduced precipitation
during the 1912-2002 study period, which could lead to negative impacts on crop yield.
The Pampas is a large fertile region of Argentina where the economy is based on
agriculture and livestock. This region experiences intermittent periods of drought and
floods that may be seriously impacted by shifts in temperature variability patterns
(Aliaga, 2017). In particular, temperature variability patterns can have a profound effect
on water resources, including the loss of snowpack and the timing of glacier melt while
also impacting precipitation (Bradley et al., 2009; Buytaert and Breuer, 2013). Depleted
water resources are a key factor in the region as this would increase irrigation costs, thus
raising the cost of food and may reduce water quality, according to the Economical
Council for Latin America (Marengo et al., 2014).
One way to diagnose the key drivers that lead to preferred states of spatiotemporal
temperature variability is to analyze the associated synoptic-scale meteorological
patterns. Temperature variability has many drivers in this part of the world, here
synoptic-scale meteorological patterns (SSMPs) are investigated in order to understand
the dynamic and thermodynamic drivers associated with temperature variability. SSMPs
(sometimes referred to as large-scale meteorological patterns) are tropospheric-deep
2

weather features with a temporal duration of days to weeks and are of a horizontal spatial
scale on the order of thousands of kilometers, such as mid-latitude and extratropical
cyclones (Garreaud, 2009). The application of SSMPs is a well-established method for
understanding weather and climate variability, especially for elucidating warm and cold
air advection via surface winds. Multiple studies have applied SSMPs to diagnose the
drivers of extreme temperature events in a diverse range of regions (e.g. Loikith and
Broccoli, 2012; Pezza et al., 2012; Cassano et al., 2016). Pampuch et al. (2014)
investigated the importance of circulation patterns and moisture transport in southern
Brazil. Their results indicate that these patterns are a key indicator for understanding
extreme drying events in the region. Solman and Menéndez (2002) investigated the role
of recurrent atmospheric circulation patterns and identified a significant influence of
persistent circulation patterns on the local climate over Patagonia and northern Argentina.
Berman et al. (2012) specifically looked at seasonal temperature variability in eastern
Patagonia. Their study found strong connections between temperature patterns in eastern
Patagonia with both circulation anomalies and the outbreak of cold air from the Antarctic
onto the continent. While each of these papers addresses the effects of circulation patterns
on the climate of specific regions of SSA, there is still a need to characterize more fully
the meteorological variables associated with dominant temperature variability states
across the wider domain.
In addition to synoptic-scale drivers, teleconnections from atmosphere and oceanatmosphere drivers have also been shown to be influential in this region (Grimm et al.,
2000; Garreaud et al., 2009). Other studies have looked at modes of climate variability
such as the El Niño Southern Oscillation (ENSO) (Kayano et al., 2017) and the Southern
3

Annular Mode (SAM) and their impact on temperature variability patterns (Gillett et al.,
2006; Silvestri and Vera, 2009) and monthly temperature extremes (Loikith et al., 2017).
The impacts of ENSO are most often associated with climate impacts in the tropical
region of South America as Kayano et al. (2017) argue, while Thompson and Wallace
(2000) found that the positive and negative phases of the SAM are correlated with warm
and cold temperature anomalies across SSA, respectively.
By characterizing TVSs and their associated SSMPs a basis for understanding
temperature variability patterns during the 36 year period, 1980 – 2015 is provided. The
goals of this thesis are to (i) identify temperature variability states across SSA, (ii)
characterize the synoptic-scale meteorological patterns that are associated with each
temperature variability state, (iii) understand the temporal frequency of occurrence of the
temperature variability states, and (iv) investigate the association between the identified
TVSs with ENSO and the SAM.
This thesis is organized as follows. The data and methodology used in this study
are described in Chapter 2 . Chapter 3 describes the results of the study and the main
conclusions are summarized in Chapter 4.

4

Chapter 2: Data and Methodology
2.1. Data
The Climate Research Unit Time-series data Version 4.01 (CRUv4; Harris et
al., 2014) is used as the primary data set for surface temperature. CRUv4 is the most
recent version of the data set covering the period 1901 – 2016 and is provided on a 0.5° x
0.5° latitude/longitude grid. For this analysis the mean surface temperature product is
used, which is based on station data where available. Between 1 and 8 stations contribute
to a grid cell at any time step, and observations take precedence over synthetic data when
both are present (see Figure S1). This version has improved upon subsequent versions by
the use of angular-distance weighting for gridding the monthly anomalies. A more
complete description of the ADW method is described in New et al. (2000). CRUv4 data
are based on monthly observational data calculated from daily or sub-daily data.
The CRUv4 data set is employed due to the lack of spatially consistent, highquality, station data across southern South America. Observational stations in this region
are sparse and spatially heterogeneous, which makes the gridded CRUv4 an attractive
alternative. However, because CRUv4 is based on station data, observational uncertainty
is of concern. In order to assess observational uncertainty, CRUv4 is compared to three
additional gridded surface temperature data sets (Figures S2-S7). Two are reanalysis
products: The Modern-Era Retrospective analysis for Research and Applications, Version
2, MERRA2 (Gelaro et al., 2017) and The European Centre for Medium-Range Weather
Forecasting’s ERA-Interim product (Dee et al., 2011). The University of Delaware
gridded station (UDel) data set is also applied. All other meteorological fields
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(geopotential height and wind at 850 hPa, wind at 250 hPa, integrated water vapor, and
precipitation) are from MERRA-2.
Climate indices for the El Niño Southern Oscillation (ENSO) and the Southern
Annular Mode (SAM) are obtained from the U.S. National Oceanic and Atmospheric
Administration’s Earth System Research Laboratory. For ENSO the Multivariate Niño
Index (MEI) is used and for the SAM the Antarctic Oscillation (AAO) index is
employed. Both indices are freely available via the web
(http://www.esrl.noaa.gov/psd/data/climateindices/list/). The MEI is based on tropical
Pacific Comprehensive Ocean-Atmosphere Data Set records and is a multivariate
measure of the ENSO signal as expressed in the first principal component of six observed
variables over the tropical Pacific (Wolter & Timlin, 1998). The MEI is a bi-monthly
index and as such the June value, for example, is constructed using data from May and
June. For this analysis the second of the two months in the analysis is referred to,
therefore in the analysis when the austral winter season of June-July-August (JJA) is
discussed, the values for May and June, June and July, and July and August are being
used. The SAM index, also called the AAO, is based on the zonal atmospheric pressure
difference over the southern hemisphere mid and high latitudes and is defined by the
leading empirical orthogonal function of the sea level pressure (SLP) field or zonally
symmetric geopotential height or zonal wind fields south of 20°S latitude (Thompson &
Wallace, 2000).

6

2.2. Methodology
SSA is here defined as land area south of 23.5°S and all analysis is performed
over the years 1980-2015. All anomalies are computed by removing the monthly 36-year
seasonal cycle from each grid point. All analyses are stratified by meteorological season
and are defined as December, January, February (DJF); March, April, May (MAM);
June, July, August (JJA); September, October, November (SON). Further, the student ttest is applied to the meteorological variables in order to identify regions that do not meet
the 5% confidence threshold for being statistically significantly different from zero.
Temperature variability states are identified by applying the k-means clustering
algorithm to each season of the temperature anomaly data set. The clustering algorithm
assigns months whose temperature anomaly patterns across SSA are most similar to one
another to the same cluster. This partitioning of the seasonal temperature data into
clusters minimizes and maximizes the difference within and between each cluster
respectively (MacQueen, 1967). Next, composites of the temperature anomalies are
calculated for all months assigned to a cluster and herein these patterns are referred to as
temperature variability states (TVSs). The goal in identifying TVSs is to find a small
number of representative states that capture a large fraction of temperature variability
within spatial patterns that describe the observed data.
A number of analysis approaches could be used to elucidate spatio-temporal
temperature variability patterns. Clustering is chosen over Empirical Orthogonal
Functions (EOF) analysis to arrive at individual states with each month in the time period
assigned to a TVS. This is a different goal than would be accomplished using EOF
analysis, which would highlight the primary patterns of temperature covariability (Lau
7

and Nath 2012). One of the key tasks in using this non-hierarchical k-means clustering
method is determining the number of clusters to use in the analysis. Here a hybrid
approach is applied to determine the choice of four clusters. First, Silhouette Value
Analysis (SVA) is applied to each season of temperature anomaly data in order to
determine the appropriate number of clusters to use. The SVA is run for two to twelve
clusters in order to capture a wide range of possible optimal solutions. SVA measures
how well the number of clusters fits the data set being applied. In this case the higher the
local maxima of the silhouette value the better the match between the data and the
number of clusters chosen. Conversely, a low or negative number indicates a poor fit of
the data to the number of clusters. According SVA either three or four clusters would be
appropriate for either season. Three or fewer clusters do not sufficiently capture the
amount of variability in the data when visually inspected. However, when applying five
or more clusters, repeating patterns emerge. Through this hybrid process a balance is
found between a large enough number of clusters such that distinct temperature
variability states are captured while not having so large a k-value that patterns begins to
repeat.
Before performing k-means on the temperature anomaly data it is normalized by
dividing the anomalies by the temporal standard deviation of the anomalies at each grid
cell. This is done in order to account for the impact that grid cells at higher latitudes will
have, owing to their greater temperature variability when compared to those grid cells
closer to the equator, which have less temperature variability. In order to compensate for
the meridian convergence toward higher latitudes an area-weighted mean is performed by
calculating the fraction of change that occurs at each grid cell, where those grid cells
8

closest to the equator change the least and the grid cells closest to the pole change the
most. This is done by calculating the product of the anomalies and the square root of the
cosine of the latitude at each grid cell.
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Chapter 3: Results
3.1. Regional climatology
To understand what the variability described by the TVSs and associated
meteorological fields is in reference to, Figures 1-3 show climatological averages of key
quantities for each season. Figure 1a,b shows the climatological average seasonal
temperature pattern for DJF and JJA. The warmest average temperatures are found
toward the north-central interior portion of SSA while the coldest temperatures are at the
highest altitudes along the Andes Mountains and along the southernmost portions of the
region. Figure 1c,d shows the climatological average seasonal integrated water vapor
(IWV) pattern for DJF and JJA. In both seasons the largest amount of IWV is found in
the northern region of the domain, east of the Andes Mountains, with higher amounts in
DJF compared with JJA, thermodynamically consistent with a warmer atmosphere
holding greater amounts of water vapor. Figure 1e,f shows the climatological average
seasonal precipitation pattern for DJF and JJA. During DJF the largest amount of
precipitation occurs in the northeastern region of the domain and then gradually declines
towards Patagonia. Most of Patagonia receives small amounts precipitation while
relatively high amounts fall along the far southwest coast of Chile. JJA is considerably
drier than DJF throughout much of the domain, except along the west coast of Patagonia.
Dynamic fields, geopotential height (Z) and wind at 850 hPa are shown in Figure
2. During DJF (Figure 2a) there are two regions of maximum Z850. One is in the tropical
Pacific Ocean and the other in the tropical Atlantic Ocean, coinciding with the
climatological location of the subtropical high-pressure centers. In JJA (Figure 2b), the
region of highest Z850 over the Pacific is slightly weaker than in DJF while the
10

maximum centered over the Atlantic stretches farther westward. Both high Z850 regions
are shifted northward in JJA compared with DJF, expanding the region within the center
of the mid-latitude westerlies. Figure 3 shows climatological average wind speed at 250
hPa for JJA to highlight the seasonal placement of the jet stream in order to appreciate
how the equatorward migration of maximum baroclinicity during the cool season in the
mid-latitudes affects temperature variability. Note that only JJA is shown for 250 hPa
winds because, for reasons explained below, this variable is only analyzed in relation to
temperature variability during JJA.

3.2. Temperature variability states and associated drivers
3.2.a. DJF
Figure 4 shows the results of the k-means cluster analysis, with each panel
representing a TVS, referred to herein by the numbered labels at the bottom right of each
panel. Two distinct modes of temperature variability are present across the four TVSs,
each represented by two TVSs that resemble each other but with anomalies of opposite
sign: TVS1 and TVS4; TVS2 and TVS3. TVS1 and TVS4 are mostly spatially
homogenous in their temperature anomaly pattern, while the magnitude of TVS1’s
anomalies are more strongly positive than TVS4’s are negative, indicating that the two
patterns are not completely symmetrical. TVS2 and TVS3 have similar spatial northsouth dipole patterns, only opposite in sign from one another. Positive and negative
anomalies are divided at approximately 40°S latitude in both TVS2 and TVS3.
Figure 5 shows composites of Z850 anomalies and 850 hPa wind anomalies for
months assigned to each of the four clusters in Figure 4. In other words, panel (a) in
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Figure 5 is a composite of Z850 and 850 hPa wind anomalies computed over all months
comprising TVS1 (Figure 4). The composite in Figure 5a is characterized by negative
Z850 anomalies to the west of SSA and positive Z850 anomalies over most of Chile and
extending east across Argentina into the Atlantic. A weak negative Z850 anomaly is also
centered over eastern Brazil. These anomalies in the Z850 field promote anomalous
winds which can readily be connected with the temperature anomaly pattern in TVS1.
For example, the warmest anomalies in TVS1 coincide with anomalous northerly winds
and positive geopotential height anomalies. The small area of weak temperature
anomalies in the northeastern part of the domain is associated with easterly wind
anomalies resulting from the positive Z850 anomaly center to the south and negative
Z850 anomaly to the north. This brings influence from cooler Atlantic air as opposed to
warmer air from the interior.
Figure 5b, the composite patterns associated with TVS2, is characterized by
negative Z850 anomalies nearly centered on the southern tip of Patagonia with positive
Z850 anomalies in southeastern Brazil. Z850 field anomalies are associated with
anomalous westerly winds across Patagonia and anomalous northerly winds from the
tropics. These anomalous wind patterns correspond to TVS2, where anomalously strong
westerly wind is coincident with relatively modest negative temperature anomalies in
Patagonia and anomalous northerly wind is coincident with positive temperature
anomalies in the northern half of the domain.
Figure 5c, associated with TVS3, is characterized by positive Z850 anomalies
across southern Patagonia with negative Z850 anomalies in southeastern Brazil. Note that
this pattern is similar to the pattern in Figure 5b, but opposite in sign. This corresponds to
12

TVS2 being similar to TVS3, but also opposite in sign, suggestive of this apparent
“mode” of temperature variability having close connection to a “mode” of low level
circulation. Most of the SSA domain is associated with positive Z850 anomalies, while
TVS3 is characterized by a north-south pattern with negative temperature anomalies in
the north and positive temperature in the south. Positive temperature anomalies of TVS3
are associated with anomalous easterly wind and positive Z850 anomalies whereas
negative temperature anomalies are associated with anomalous southerly wind from the
Atlantic into La Plata Basin. This explains the dynamics contributing to the north-south
dipole temperature anomaly pattern in TVS3, where negative anomalies are associated
with advection of cool Atlantic Ocean air into a climatologically warm region while
positive anomalies are associated with a weakening or reversal of the westerlies and some
influence in the low level flow from warmer lower latitudes into a climatologically cooler
region.
Figure 5d is characterized by a negative Z850 anomaly pattern over SSA and a
large region of positive Z850 anomalies centered over the Pacific Ocean and stretching
into the Atlantic. This Z850 anomaly pattern promotes wind with a southerly component
across the southern tip of Patagonia. The negative temperature anomalies that dominate
TVS4 are largely collocated with the weak negative Z850 values in Figure 5d.
Additionally, some influence of high latitude air is likely influential in the negative
temperature anomalies, although 850 hPa wind anomalies are generally weak across the
region of most negative temperature anomalies in TVS4. While not perfectly
symmetrical, the pattern in Figures 5a and 5d are largely similar but opposite in sign,
consistent with TVS1 versus TVS4. This indicates that DJF months preferentially fit
13

within two phases of two different regimes in surface temperature (i.e. TVS) and low
level circulation, with low level circulation dynamically linked with the TVS.
Figure 6 shows composites for anomalies in integrated water vapor (IWV) for
months assigned to each cluster. In Figure 6a,d, positive and negative water vapor
anomaly patterns correspond with positive and negative temperature anomaly patterns,
respectively, except in the northeastern region of SSA. Anomalies in wind and Z at 850
hPa help diagnose the conditions associated with the anomalous IWV since most
atmospheric water vapor is concentrated in the lower levels of the atmosphere. Here, the
anomalous Z850 low helps explain the negative IWV values in Figure 6a. The Z850 low
promotes onshore winds from the Atlantic Ocean, which relative to the very warm and
humid interior to the north, have low values of IWV. This isn’t, however, associated with
cool temperature anomalies in TVS1, indicating that the northeastern part of the domain
is dominated by warm and dry conditions while the atmospheric column is anomalously
moist and warm across the rest of the domain for months assigned to cluster 1.
Conversely, the opposite pattern found in Figure 6d is not associated with a
notable Z850 high in the northeast, but rather positive IWV anomalies appear to be
driven by northerly wind anomalies in the lower levels, advecting moist air from the
tropics. The weak negative temperature anomalies coincident with this feature in TVS4
suggest the northerly wind anomalies, while coming from a warm and moist region, also
bring cloud cover, keeping temperatures below average. Across the rest of the domain,
TVS4 is associated with anomalously cool and dry conditions.
Figure 6b,6c display a similar pattern to one another, only with regions of positive
and negative IWV anomalies geographically reversed. This is mostly due to the direction
14

of anomalous 850 hPa winds across both Patagonia and the northeastern region of the
domain. Figure 6b is associated with TVS2, which is characterized by positive
temperature anomalies in the north and negative anomalies in the south. The anomalous
winds across Patagonia are enhanced westerlies which advect cool dry air from the
Pacific Ocean across the region leading to cooler than average surface temperatures while
warm, moisture laden air from the tropical interior leaves the northeastern region with
positive IWV anomalies. This pattern is reversed in Figure 6c so that northeastern SSA
has anomalously low IWV values whereas Patagonia contains anomalously high IWV
values. Across Patagonia, in Figure 6c, are anomalous easterly winds that oppose the
climatological westerly winds while southerly winds in northeastern SSA also oppose the
climatological northerly winds and result in relatively cool Atlantic Ocean air, with
relatively low IWV advecting inland. In both Figure 6b and Figure 6c anomalous positive
and negative surface temperatures are directly associated with positive and negative IWV
anomalies, thermodynamically consistent with warmer air having a higher water vapor
holding capacity and dynamically consistent with lower atmospheric advective processes
indicated in Figure 5.
To further link circulation and atmospheric moisture with each TVS, Figure 7
shows composites of precipitation anomalies, computed as fractions of mean
precipitation (a value of one indicates no anomaly). In general, precipitation does not
appear to be closely linked with temperature variability over SSA during DJF, although
some connections can be made. Figure 8a, associated with the nearly uniformly warm
TVS1, is also nearly uniformly drier than average. With the exception of some small
regions of positive precipitation anomalies, this further indicates that months assigned to
15

cluster 1 tend to be associated with both warm and dry conditions. Figure 7d shows a
similar but opposite pattern of precipitation anomalies that in conjunction with the
widespread negative temperature anomalies characterizing TVS4 indicates cooler and
wetter than average conditions for these months. The cool anomalies in TVS4 are
therefore linked to low level cool air advection (Figure 5d) and more precipitation than
average. The negative IWV anomalies for months assigned to cluster 4 are likely due to
the thermodynamic property of cooler air holding less water vapor, which may partially
explain why there are positive precipitation anomalies coincident with lower than average
IWV.
Precipitation anomalies in 7b show greater than average precipitation in the
northeastern region and western Patagonia while there is less than average precipitation
in the central interior with a nearly opposite pattern in Figure 8c. The position of the
anomalous Z850 system over Patagonia influences surface wind anomalies throughout
the region. For example, in Figure 7b where negative Z850 anomalies are associated with
enhanced westerly winds from the Pacific, these winds and associated low level moisture
are lifted by the western slope of the Andes thus producing precipitation. Northerly winds
in the northeastern region are promoted via the positive Z850 anomaly system; these
winds bring not only warm moist air from the tropics but are associated with greater than
average precipitation and positive temperature anomalies in the region. Conversely,
Figure 7c is associated a positive Z850 anomaly over Patagonia which promotes easterly
wind anomalies across Patagonia and southerly winds over the northeastern region of the
domain. These southerly winds originate from the Atlantic Ocean and are therefore
cooler and drier than when the wind is directed out of the inland north.
16

3.2.b. JJA
Figure 8 shows the TVSs for JJA, in the same format as for DJF in Figure 4. In
JJA, TVS1 and TVS4 are both nearly homogenous in their temperature anomaly patterns,
only opposite in sign, with the exception of the most southern reaches of the domain.
TVS2 and TVS3 are divided into a north-south dipole pattern which splits the
northeastern region from the rest of the domain. In TVS2, the northeast exhibits modest
negative temperature anomalies while the rest of the domain shows positive anomalies
which get larger towards the south. In TVS3, the negative temperature anomalies in the
southern two-thirds of the domain become relatively strong towards the south, while the
northern quarter of SSA shows positive anomalies of generally moderate magnitude.
Figure 9 shows the Z850 anomalies and 850 hPa wind anomalies concurrent with
the months assigned to each cluster for JJA, as in Figure 5 for DJF. The highest
magnitude of temperature anomalies (positive or negative) most frequently occur on the
dividing line between positive and negative Z850 anomaly systems, where anomalous
warm or cold air advection is strongest. While this placement is slightly different than
DJF, anomalous wind direction is still the strongest indicator of anomalous temperature.
Positive and negative temperature anomalies are associated with anomalous northerly and
southerly winds, respectively. This is evident in Figure 9a where strong positive and
negative Z850 anomaly patterns meet over northern SSA. The positive Z850 pattern
promotes warm air advection out of the interior of the continent while the negative Z850
pattern brings cold air from the mid-latitude eastern Pacific Ocean which is likely
warmed adiabatically as it sinks over the eastern slope of the Andes Mountains. These
17

Z850 patterns are coincident with homogenously positive temperature anomalies in
TVS1. A similar pattern, only opposite in sign, occurs in Figure 9d, where the positive
Z850 anomaly pattern now promotes cold air advection from the high-latitude Atlantic
Ocean while southerly wind across the northeastern region of the domain is associated
with the negative Z850 anomaly offshore from southern Brazil. Both are coincident with
negative temperature anomalies.
Figure 9b shows a strongly negative Z850 anomaly pattern in the southeastern
Pacific Ocean and a positive Z850 anomaly pattern over the rest of the domain.
Associated with this pattern is TVS2 which shows positive temperature anomalies across
much of the domain, with negative anomalies in the northeastern corner. The zonal
placement of the Z850 anomaly fosters enhanced northwesterly winds along the western
coast of Patagonia which may be advecting some anomalously warm air from the north
contributing to the positive temperature anomalies in TVS2. In the northeastern region of
the domain anomalous winds from the south advect relatively cool Atlantic Ocean air
into a region that is climatologically warm, thus leaving this region anomalously cool. In
Figure 9c the positive Z850 anomaly pattern promotes anomalous winds from the south
which advects cool air towards the continent resulting in Patagonia being anomalously
cold in TVS3. Meanwhile there are relatively weak anomalous winds out of the north in
the northeastern region which are associated with positive temperature anomalies.
Figure 10 shows composites of 250 hPa wind speed for months assigned to each
cluster, to assess the influence of the jet stream on each TVS. An analogous analysis is
not shown for DJF as jet dynamics were found to be less directly influential on TVSs in
summer. While cluster to cluster differences in 250 hPa wind speed and jet stream
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location are subtle, the differences do aid in diagnosing the dynamics associated with
each TVS. Figure 10a shows a well-defined jet stream that is shifted south of its
climatological average location (see Figure 2). This southward excursion of the jet is
coincident with warmer than average temperatures across much of the domain in TVS1,
with the southernmost part of SSA located poleward of the jet axis and consequently does
not exhibit warm temperature anomalies. The pattern in Figure 10d, which corresponds to
the negative temperature anomaly dominated TVS4, shows a distinct northward
displacement of the 250 hPa jet axis, consistent with a northward excursion of cold high
latitude air. Figure 10b is characterized by a relatively weak, less zonally in-tact 250 hPa
jet, with the main jet axis well to the north of the climatological mean. This is consistent
with the positive temperature anomalies over most of the domain as the 250 hPa wind
pattern is suggestive of upper-level ridging. The jet stream in Figure 10c, on the other
hand, is especially strong and centered farther south than in Figure 10b. Corresponding to
TVS3, the jet clearly aligns with the baroclinic transition, evident at the surface, from the
strong negative temperature anomalies in the south to the weaker warm anomalies in the
north.
In Figure 11 the thermodynamic connection between IWV anomalies and surface
temperature anomalies for JJA is shown. Unlike in DJF, temperature anomalies in each
TVS generally correlate with IWV anomaly so that positive and negative IWV anomalies
occur where there are positive and negative temperature anomalies, respectively. In
Figure 11a,d there are nearly identical IWV anomaly patterns that are opposite in sign,
just as there are for temperature anomalies in TVS1 and TVS4. These patterns contain
mostly homogenous anomalies throughout the domain for both IWV and temperature. In
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Figure 11b,c the patterns are again nearly identical but opposite in sign, but are now
divided into three distinct regions. The northeastern region and the region of southern
Chile which have the same sign, and the rest of domain which is opposite in sign from the
other two. For the region of southern Chile, positive and negative IWV anomalies are
associated with onshore and offshore wind anomalies, respectively. In the other two
regions (which are opposite in sign), anomalous wind direction is directly tied to IWV
anomaly patterns. Onshore winds from the Atlantic Ocean bring cool air that is associated
with negative temperature and IWV anomalies, while winds from the north bring warm
moist air from the tropics that are associated with positive temperature and IWV
anomalies.
In Figure 12, precipitation fraction composites are characterized for JJA. In
Figure 12a and Figure 12d, greater than and less than average precipitation is coincident
with positive and negative temperature anomalies, respectively. In Figure 12a moisture
laden northerly wind brings water vapor from the tropics and promotes greater than
average precipitation throughout much SSA while in 12d cold dry air from the
southwestern Atlantic is associated with less than average precipitation. Of note for JJA,
warmer temperatures are associated with greater than average precipitation in 12a and
12d indicating that temperature anomalies are not directly linked to radiative warming at
the surface. However, in Figure 12b,c greater than average precipitation occurs near the
dividing line between the positive and negative temperature anomalies of TVS2 and
TVS3, as well as the dividing line between positive and negative IWV anomalies,
suggesting synoptic scale frontal systems are associated with precipitation here. In both
Figure 12b and Figure 12c, positive precipitation anomalies generally line up along
20

gradients in temperature, also indicative of synoptic-scale forcing from fronts and midlatitude cyclones along a baroclinic zone.

3.3. Frequency of occurrence of TVSs per season
To investigate the degree to which the frequency of each TVS is stationary
throughout the observation record, Figure 13 shows the number of occurrences for each
TVS by season. Because each season has three months, the maximum number of times a
given TVS can occur in a season is three. While there is no obvious trend in any of the
four TVSs in either season, some low-frequency variability is suggested for DJF (Figure
13a). TVS2 and TVS3 tend to be more common in the first (1980-1990) and last (20032015) thirds of the times series whereas the middle third shows a predominance of TVS4.
This is suggestive of decadal scale variability in monthly TVS occurrence. Interestingly,
TVS2 and TVS3 are similar but opposite in sign, indicating that during roughly the first
and last decades of the study period, temperature variability was more commonly
characterized by a warm north and cold south or a cold north and warm south. During the
middle decade, the generally cold TVS4 dominated, indicating a period of cooler DJF
temperatures. It is not immediately apparent what the source of this semi-decadal scale
variability is and a longer record would determine if this is part of a regular pattern of
temperature variability.
In JJA (Figure 13b), interannual variability is dominant, with less indication of
lower frequency variability in TVS occurrence compared with DJF. Several years do
show all three months assigned to the same TVS, suggesting some seasonal scale forcing
may influence the persistence of the synoptic-scale meteorological patterns that drive
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these TVSs. However, it is unclear from this analysis exactly what the source of that
influence is.

3.4. Influence of recurrent modes of climate variability on TVSs
3.4.a. MEI
One potential source of inter-annual variability in TVS occurrence is from Pacific
Ocean sea surface temperature forcing. To assess whether this influences the TVSs
described here, Figure 14 (a,b) shows the MEI value for each month belonging to each of
the four TVSs. During DJF (Figure 14a), TVS4 shows a tendency to occur during the
warm phase of ENSO, with a large proportion of TVS months concurrent with positive
MEI values. While this relationship is not absolute, it does connect qualitatively with
some of the interannual variability in Figure 13a. For example, the strong El Niño event
of 1997-1998 shows two out of three months belonging to TVS4 in Figure 14a. Similarly,
for JJA, TVS1 shows a strong relationship with positive MEI values. In Figure 14b, the
winter preceding the strong 1997-1998 and 2015-2016 El Niño events show a
predominance of TVS1 occurrences. The other three TVSs for both seasons exhibit, on
average, a weak relationship with the MEI. While ENSO has an established connection to
extreme temperature months along the northwestern coast of South America (Loikith et
al., 2017), its teleconnection impact on temperature variability in SSA is less direct.

3.4.b. SAM
While ENSO is known to have the largest impact on temperature to the north of
SSA, the SAM has been shown to be more directly related to temperature variability over
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SSA (Garreaud et al., 2009; Gillett et al., 2006). Figure 14(c,d) show the relationship
between TVS and the SAM index in the same format as for the MEI in Figure 14(a,b). In
DJF, TVS3 is associated with a positive SAM, while in JJA, TVS2 tends to be more
associated with a positive SAM and TVS3 with a negative SAM. This is consistent with
the known temperature impacts of the SAM as TVS2 is characterized by warm anomalies
over much of the domain, with the strongest warm anomalies in the south, and TVS3 is
characterized by strong cold anomalies in the south. These are both characteristic of the
known relationship between temperature and the SAM here, however the lack of a
strongly robust connection between TVS and the SAM is also consistent with other
studies showing a modest impact between the SAM and monthly scale temperature
variability in this region (Loikith et al., 2017).
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Chapter 4: Summary and Conclusions
In this study k-means clustering is used to highlight four primary monthly
temperature anomaly variability states (TVSs) over southern South America for winter
(JJA) and summer (DJF) and to investigate the concurrent meteorological conditions that
are associated with these spatio-temporal patterns of temperature variability. In DJF the
four climate variability states (Figure 4) are characterized by two spatially homogenous
(same sign of temperature anomaly throughout the domain) and two north-south dipole
patterns of temperature anomalies (opposite signed anomaly in the north compared with
the south). In order to diagnose the associated meteorology for the TVSs, composite
Z850 and 850 hPa wind (Figure 5), integrated water vapor (Figure 6), and precipitation
(Figure 7) are investigated for all months assigned to each of the four clusters. During
DJF these synoptic meteorological drivers are found to have a well-defined connection to
temperature patterns throughout the region. Lower tropospheric temperature and moisture
advection, which can readily be connected to the wind at 850 hPa, is found to be strongly
associated with temperature variability at the regional scale.
In JJA the TVSs (Figure 8) tend to exhibit a similar character to DJF with two
TVSs dominated by the same sign anomaly throughout the domain (one cold and one
warm) and two with north south dipoles. During JJA 850 hPa wind (Figure 9) is still
closely linked to temperature variability through advection in addition to low level
transport of water vapor (Figure 11). In JJA, the meridional shift of the jet stream also
shows a clear relationship with the TVSs (Figure 10), and helps diagnose poleward and
equatorward excursions of anomalously warm and cold airmasses, respectively.
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Precipitation is likely linked with temperature variability (Figure 12) through mid-latitude
cyclones forming along temperature gradients.
Interannual variability in TVS frequency of occurrence generally does not exhibit
a clear temporal pattern over the data record analyzed here, however some TVSs are
more common during some decades than others in DJF (Figure 13). This finding is
suggestive of lower-frequency climate variability as influential on monthly-scale
temperature variability over southern South America during DJF, although a clear
mechanism is not apparent. At shorter timescales, the sign of ENSO shows some
relationship with the frequency of occurrence of certain TVSs during some seasons,
although the generally modest relationship suggests that the primary drivers of the TVSs
are synoptic scale weather fluctuations that are not robustly connected to either climate
mode (Figure 14). Other known modes of climate variability may also play a role, e.g. the
Pacific Decadal Oscillation (Zhang et al., 1997) in temperature variability, however the
relatively modest relationship between the SAM and ENSO, two modes documented as
important for South America, suggests that the these relationships would be even weaker.
Results from this study can aide in advancing the understanding of key
meteorological drivers of temperature variability over SSA. Furthermore, a more
comprehensive understanding of the synoptic climatology of the region will provide a
foundation for interpreting projections of future climate. For example, climate models
can be evaluated by quantifying the degree to which they reproduce these TVSs in
simulations of the historical past. If a model is able to realistically reproduce the TVSs
and the associated SSMPs, that would boost confidence in the ability of the model to
simulate temperature and the driving mechanisms of temperature variability over the
25

region. If systematic changes in the TVSs and/or their associated meteorology are
projected by climate model simulations of the future climate under enhanced greenhouse
warming, this would provide a mechanistic view of climate change for the region. For
example, if one TVS is projected to become more common, this may indicate non-linear
changes in temperature over some regions, rather than just a uniform warm shift to the
temperature probability distribution. These topics warrant further investigation.
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Figures

Figure 1. Total field composites for three meteorological variables separated by season:
Surface temperature, DJF (a) and JJA (b); Integrated water vapor, DJF (c) and JJA (d);
Precipitation, DJF (e) and JJA (f). Domain is between 23.5°S – 60°S and 80°W – 45°W.
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Figure 2. Total field geopotential height composites at 850 hPa with wind at 850 hPa
layered (Z850) over top. Fields are separated into DJF (a) and JJA (b). Domain is
between 10°S – 70°S and 120°W – 20°W.

Figure 3. Total field wind speed composite at 250 hPa for JJA only. Contours are
at 5 m/s intervals. Domain is between 10°S – 70°S and 120°W – 20°W.

28

Figure 4. TVSs for DJF, these composites are normalized anomalies and characterize
surface temperature variability patterns in order to identify dominant modes. Domain is
between 23.5°S – 60°S and 80°W – 45°W.
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Figure 5. DJF composites of geopotential height anomalies and wind anomalies at 850
hPa. Shaded regions are statistically significant. Solid magenta line indicates regions of
positive Z850 anomalies; solid yellow line indicates the zero line of Z850 anomalies;
dashed blue line indicates negative Z850 anomalies. Contours are spaced every 3 meters.
Domain is between 10°S – 70°S and 120°W – 20°W.
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Figure 6. Anomalies of integrated water vapor during DJF. Solid magenta line: positive
Z850 anomalies; solid yellow line: zero line of anomalies; dashed blue line: negative
anomalies. Contours are spaced every .5 kg m-2. Domain is between 23.5°S – 60°S and
80°W – 45°W.
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Figure 7. DJF precipitation fraction (a unitless scale) where a value greater than 1 (solid
magenta line) indicates positive anomalies, a value equal to 1 (solid yellow line) indicates
no anomalies, and a value less than 1 (dashed blue line) indicates negative anomalies.
Contours are spaced every .2 (unitless). Domain is between 23.5°S – 60°S and 80°W –
45°W.
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Figure 8. Same as Figure 4 except for JJA.

33

Figure 9. Same as 5 except for JJA.

Figure 10. Wind speed at 250 hPa for JJA, indicating placement of the jet stream.
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Figure 11. Same as Figure 6 except for JJA.
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Figure 12. Same as Figure 7 except for JJA.
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Figure 13. Here the possibility that some clusters may be occurring more frequently over
the course of the study period is investigated. This is accomplished by counting how
often each TVS occurs each year, for each season. Here a stacked bar graph is used to
investigate the interannual to interdecadal variability of the TVSs by observing how
frequently each state occurs.
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Figure 14. The recurrent mode of climate variability index (ENSO and SAM) values
associated with the months assigned to each TVS are plotted for each season. The black
cross in each TVS grouping is the mean of the index values associated with each TVS.
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Appendix: Supplemental Figures

Figure S1. Average number of stations contributing to each grid cell.
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ALTERNATE DATA SETS
DJF

Figure S2. ERA-Interim surface temperature, DJF.

Figure S3. MERRA-2 temperature, DJF.
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Figure S4. UDel surface temperature, DJF.
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JJA

Figure S5. Same as Figure S2 except for JJA.
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Figure S6. Same as Figure S3 except for JJA.

Figure S7. Same as Figure S4 except for JJA.

49

