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Introduction
The problem of making inference about the difference between the means of two normal populations without assuming equality of population variances is referred to as the Behrens-Fisher problem. This problem has been well addressed in the univariate case as well as multivariate case with complete data. Even though there are some exact methods available, they have some serious drawbacks. For example, the exact method due to Scheffé [9] involves random pairing of observations of two independent samples, and hence the order of the observations affects the outcome. For this reason, Scheffé [10] himself recommended that this exact method should not be used. Bennet [1] proposed an exact method for the multivariate case similar to the one due to Scheffé [9] for the univariate case. Again, for the same reasons given for the univariate case, this approach is not usually recommended for practical use. Many authors proposed approximate solutions using the idea of Welch's [12] approximate degrees of freedom method for the univariate case.
To review the results on the multivariate Behrens-Fisher problem with no missing data, let x 1 , . . . , x N 1 be a random sample from a p-variate normal populations with mean vector µ and covariance matrix , i.e., N p (µ, ). Let y 1 , . . . , y M 1 be a random sample from N p (β, ). It is assumed that and are unknown and arbitrary positive definite matrices. Let us consider the problem of testing H 0 : µ = β vs. H a : µ ̸ = β. (1) Because H 0 : µ = β is equivalent to H a : Aµ = Aβ for any nonsingular matrix A, a practical solution should be nonsingular invariant. Several authors proposed approximate solutions. Among the comparable approximate solutions, the ones due to James [2] , Yao [13] and Johansen [3] are invariant whereas the solution due to Nel and van der Merwe [8] is not invariant. Recently, Krishnamoorthy and Yu [7] have proposed a modification to the Nel and van der Merwe solution so that the resulting test is affine invariant. We refer to this test as modified Nel van der Merwe (MNV) test. Krishnamoorthy and Yu's Monte Carlo comparison studies showed that the MNV test is the superior, with respect to power and controlling Type I error rates, among all the invariant tests available so far.
In this article, we want to extend the MNV test procedure to the case of incomplete data with monotone (or triangular) pattern. To be specific, we consider the data matrices with k-block monotone pattern as shown below. 
The approach that we will employ is based on the ones due to Krishnamoorthy and Pannala [5, 6] for the one-sample case and Yu et al. [14] for the two-sample case with equal covariance matrix. These authors proposed a pivotal statistic that is similar to the Hotelling T 2 , and provided a ''moment matching'' approximation to the null distribution. They also showed via Monte Carlo simulation that the performance of the approximate procedures is quite satisfactory even for small samples.
This article is organized as follows. In the following section, we present the maximum likelihood estimators of the relevant parameters, and present a pivotal statistic for the two-block monotone pattern, that is k = 2, with p i = q i , i = 1, 2. As pointed in [14] , we do not need to consider the case of unequal monotone pattern, i.e., p i ̸ = q i , i = 1, 2, since any type of unequal monotone patterns data can be rearranged to form an equal monotone pattern. The methods are illustrated using an example in Section 4.
Inference on µ − β

Preliminaries
Consider the data matrices in (2) with k = 2 and assume that p i = q i , i = 1, 2, and partition the data matrices as follows:
That is, X l is the submatrix of X in (2) formed by the first N l columns and the first p 1 + · · · + p l rows, l = 1, 2. Partition the matrix Y similarly. That is,
Letx l and S l denote respectively the sample mean vector and the sum of squares and sum of products matrix based on
Similarly, letȳ l and V l denote respectively the sample mean vector and the sums of squares and products matrix based on Y l , l = 1, 2. We partition these means and matrices accordingly as follows:
Notice thatx
l is the mean of the ith block of the data matrix X l , i = 1, . . . , l and l = 1, 2. We also read S (i,j) l as the (i, j)th block of S l based on the data matrix X l , l = 1, 2.
The statisticsȳ l and V l based on the data matrix Y in (4) are also partitioned likex l and S l . That is,ȳ Finally, we partition the parameters as follows:  .
Furthermore, define
The following summary statistics are needed to define the pivotal quantity that we will use for hypothesis testing about δ. Let
and
Furthermore,
The pivotal quantity that we propose for hypothesis testing and confidence estimation of δ is given by
The idea behind Q is like this: if there are no additional observations on the first p 1 components, that is, there are also only N 2 (M 2 ) observations on the first p 1 components of X (Y ), the appropriate statistic for testing µ = β should be
, which can be decomposed as sum of two parts:
Since there are additional observations, the first part should be replaced by Q 1 .
Hypothesis test and confidence region for µ − β
To find an approximation to the distribution of Q , we evaluated its first two approximate moments in Appendix A. Then, using ''moment matching'' method the distribution of Q is approximated by the dF p,ν , where d is a positive constant, and we evaluated an approximation G 1 for E(Q ) and an approximation G 2 for E(Q 2 ) in Appendix A. To express G 1 and G 2 , we need the following terms.
and
In terms of the above quantities, we have
,
and an approximation to the distribution of the pivotal quantity Q in (8) is given by Thus, for a given level α and an observed value Q 0 of Q , the null hypothesis that δ = µ − β = 0 will be rejected whenever the p-value
where Q is given in (8) 
Accuracy of the approximations
We have used two approximations, one for approximating the sum of two Wishart matrices with different scale matrices and another for approximating the moments of Q , to derive the distribution of Q . So, to understand the accuracy of the approximation, we estimated the sizes of the test for hypotheses in (1) when nominal level is 0.05 using Monte Carlo simulation.
To select the parameter configurations for Monte Carlo simulation, we note that the distribution of Q is location invariant, and so without loss of generality, we can assume that µ = β = 0 to estimate the sizes. Let 
, . . . , The estimated sizes are presented in Table 1 for the case of p = 2 and a few selected sample sizes; they are presented for the case of p = 3, p 1 = 2 and p 2 = 1 in Table 2 . The sample sizes are chosen so that the number of data missing is relatively small in some cases, and large in other cases. It is clear from Tables 1 and 2 that the coverage probabilities are very close to 0.95 for all the cases considered. In the worst situations, the coverage probabilities are around 0.93.
An illustrative example
We shall now illustrate the methods using the 'Milk Transportation-Cost Data' which represent the cost of transporting milk from farm to diary plants. The cost data on fuel, repair, and capital, all measured on a per-mile basis are presented in [4, Table 6 .10, p. 340] for n 1 = 36 gasoline trucks (x) and m 1 = 23 diesel trucks (y). Since Q is much larger than the critical value, we have sufficient evidence to reject H 0 at 95% confidence level. 
Appendix A
The following two lemmas are needed to find approximate moments of Q in (8) . In Lemma A.1, we give the modified version of the Nel van der Merwe [8] Wishart approximation given in [7] . For a proof of Lemma A.2, see [11, p. 52] .
and 
and, when µ 2.1 = 0,
The above statistic is independent of X
and f 2 be as defined in (9) . To evaluate approximate moments of the pivotal quantity Q , recall that Q = Q 1 + Q 2 , where
2 − δ 1 )),
Note that  S 1 and  V 1 are independent with
and so using Lemma A.1, we have
where f 1 is given in (9) . Since C 1 and  δ 1 are independent, using (A.1) we have
where f 2 is given in (10), and
Using Lemma A.1, we have
 approximately and independently of (x (1)

. Hence,
Using Lemma A.2, we have
and is independent of Q 2 and Q 2d . Using the above approximate distributional results and treating f i 's as constants, we evaluate the following moments:
.
Using the arguments of Krishnamoorthy and Pannala [6] , it can be shown that
Appendix B
It is easy to generalize the ideas and results to k ≥ 3, but the notation will become very complicated. For illustration, we give the results for k = 3.
Consider the data matrices in (2) with k = 3 and assume that p i = q i = r i , i = 1, . . . , k, and partition the data matrices, as follows: .
Letx l and S l denote respectively the sample mean vector and the sums of squares and products matrix based on X l , l = 1, 2, 3. Similarly, letȳ l and V l denote respectively the sample mean vector and the sums of squares and products matrix
We partition these means and matrices accordingly as follows:
l : r i ×1 is the mean of the ith block of the data matrix X l , i = 1, . . . , l and l = 1, 2, 3. We also read S (i,j) l : r i ×r j as the (i, j)th block of S l based on the data matrix X l , l = 1, 2, 3.
The statisticsȳ and V based on the data matrix Y are also partitioned likex l and S l . That is,ȳ 
. Also let
2 ,  δ 3 =x
3 −ȳ
3 . The pivotal quantity that we propose for hypothesis testing and confidence estimation of δ is given by
2 −ȳ As shown in Appendix A, we have
where f 1 is given in (9) . Thus, we have
where Q 1 is given in (B.1). 
