In this paper, we address two important issues in survival model selection for censored data generated by the Archimedean copula family; method of estimating the parametric copulas and data reuse. We demonstrate that for model selection, estimators of the parametric copulas based on minimizing the selection criterion function may be preferred to other estimators. To handle the issue of data reuse, we put model selection in the context of hypothesis testing and propose a simple test for model selection from a¯nite number of parametric copulas. Results from a simulation study and two empirical applications provide strong support to our theoretical¯ndings.
Introduction
Let (X; Y ) be the lifetime variables of interest with joint survival function F o (x; y) = Pr(X > for some parametric copula function C o (u; v; ®) and some ® o 2 A. This class of semiparametric survival functions has been used widely in survival analysis, where modeling and estimating the dependence structure between lifetime variables is of interest, see Joe (1997) , Nelsen (1999) , Clayton (1978) and Oakes (1982) for examples of applications.
One important issue that an applied researcher faces in applying this class of semiparametric survival functions to a given data set is how to choose an appropriate parametric copula. E®ort has been made to resolve this issue. For complete data, Chen, et al. (2003) , Fermanian (2003) , and Genest, et al. (2003) , among others, develop goodness-of-¯t tests for the correct speci¯cation of a parametric copula. For censored data, Wang and Wells (2000) propose a goodness-of-¯t test for the correct speci¯cation of a parametric copula, extending existing results for complete data to censored data. One drawback of these tests is that if the null hypothesis of correct parametric speci¯cation is rejected, they provide no guidance as to which copula model to use.
In addition to the goodness-of-¯t test, Wang and Wells (2000) also propose a model selection procedure based on comparing estimates of the integrated square di®erence between the true copula and a parametric copula for di®erent parametric copula models; the one with the smallest value of the integrated square di®erence is chosen over the rest of the models. For example, Wang and Wells (2000) ¯t the Clayton, Gumbel, Frank, and Log-copula models to the data set in McGilchrist and Aisbett (1991) from a study of the recurrence time of infection in kidney patients using a portable dialysis machine. They¯nd that the corresponding values (£10 ¡4 ) of the integrated square di®erence are 21.72, 11.23, 12.44, and 16.14 and conclude that the Gumbel model provides the best¯t to the data. Note that to compute the values of the integrated square di®erence, we need to estimate the parametric copulas. In the above application, Wang and Wells (2000) estimate the parametric copulas by inverting
Kendall's ¿ instead of minimizing the integrated square di®erence over all possible values of the parameter. As such, the corresponding estimates of the parametric copulas may not estimate the closest copulas from each parametric family to the true data generating process and the values of the integrated square di®erence being compared may not estimate the distance between each parametric copula family to the true copula. Moreover, because of data reuse, it is not clear if the Gumbel model provides a signi¯cantly better¯t to the data than the rest of the copulas.
The purpose of this paper is two-fold: First, we demonstrate that for model selection, estimators of the parametric copulas based on minimizing the selection criterion function may be preferred to other estimators, since the former consistently estimate the copulas in each parametric family least distant to the true copula. This ensures that the copulas being compared in the selection process are indeed the closest members from each parametric family to the true copula, consistent with the statement that Wang and Well made in their
Rejoinder to the Comment of Pena on their original article: \Our speci¯c focus on an information-based criterion leads directly to a sensible de¯nition of a best model as the model that minimizes a distance between itself and the underlying data-generating process."
Second, we provide a formal statistical test for copula model selection to address the issue of data reuse as raised by Pena in his Comment on Wang and Wells (2000) . Our test draws on the reality check for data snooping in White (2000) .
The remainder of this paper is organized as follows. Section 2 provides a rigorous treatment of the estimation of the criterion function. In Section 3, we put copula model selection in the context of hypothesis testing and develop a test for model selection. Section 4 presents results based on a simulation experiment and two real data sets. Section 5 concludes. All the proofs are gathered to Appendix B.
Model Selection
We build on the recent work of Wang and Wells (2000) . Our notation will be similar.
Let (C 1 ; C 2 ) be the nuisance censoring variables. With right-censored data, one observes ( e X; e Y ) = (X^C 1 ; Y^C 2 ) and a pair of indicators, (
where X^C 1 = min(X; C 1 ) and I(¢) is the indicator function. Suppose n i.i.d. observa-
For each i = 1; 2; : : : ; M , let M i = fC i (u 1 ; u 2 ; ® i ) : ® i 2 A i ½ R ai g be a class of parametric Archimedean copulas. Wang and Wells (2000) propose a copula model selection procedure given a¯nite number of models
In particular, they build their model selection procedure on the integrated square di®erence between fK i (v; ® i ) : ® i 2 A i g and 
where & is introduced in Wang and Wells (2000) , see Lemma A.1 in Appendix A. Let
corresponds to the copula in fC i (u 1 ; u 2 ; ® i ) : ® i 2 A i g closest to the true copula according to the integrated square di®erence criterion and the distance from the i-th model class to the true copula is S i (® ¤ i ) (i = 1; : : : ; M ). For i = 1; : : : ; M, the value ® ¤ i is referred to as the pseudo-true value, as it leads to the copula function in the i-th model class that best approximates the true copula. Obviously if the copula C i (u 1 ; u 2 ; ® i ) correctly speci¯es the true copula in the sense that there exists
In general, however, all the parametric copulas being entertained may misspecify the true copula and the M best copulas K i (v; ® 
Estimation of
, are available, Genest and Rivest (1993) Barbe, et al. (1996) establish the weak convergence of the process fK n (¢)g to a Gaussian process, see also Remillard (1998, 2003) .
For censored data, Wang and Wells (2000) propose a consistent estimator of K o (v):
where e X (1) · e X (2) · ::: · e X (n) and e Wang and Wells (2000) , and the estimator based on Kendall's ¿ . In this subsection, we study asymptotic properties of the minimum distance estimator in the general case that M i misspeci¯es the true model and discuss the pros and cons of basing model selection on other estimators in the next subsection.
The minimum distance estimator is de¯ned aŝ
Wang and Wells (2000) establish the asymptotic properties of® i when the copula class M i correctly speci¯es the true copula of (X; Y ). In this case, 
On the other hand, if M i correctly speci¯es the true copula, then 
irrespective of whether M i correctly speci¯es the true model. The only di®erence is that when M i correctly speci¯es the true model,
Which Parametric Estimator to Use?
Many estimators, including the two-step estimator of Shih and Louis (1995) , share the consistency property of® i for ® io when the i-th model correctly speci¯es the true model, but may not share the consistency property for the pseudo-true value ® ¤ i in general. The reason is that unlike the true value ® io when the i-th copula class correctly speci¯es the true copula, the pseudo-true value ® ¤ i when the i-the copula class misspeci¯es the true copula may change if a di®erent distance measure is used.
To be more speci¯c, let® i be a parametric estimator other than® i . Examples include the estimator based on inverting Kendall's ¿ used in the numerical studies in Wang and Wells (2000) and the two-step estimator in Shih and Louis (1995) . Most of these estimators are optimization estimators in the sense that they can be obtained by minimizing some criterion function, say,L i (® i ). For example, for an Archimedean copula, the estimator based on inverting Kendall's tau can be obtained by
The two-step estimator of Shih and Louis (1995) minimizes the pseudo-likelihood function. Under regularity conditions, is twice di®erentiable with respect to ® i with bounded derivatives. In addition, assume the estimator® i satis¯es:
Given that in general ® 
] unless M i correctly speci¯es the true model in which case the limiting distribution is degenerate. As Wang and Wells argue in their Rejoinder to the comment of Pena on their paper: \in practice, only best approximating models exist," it is an exception rather than the rule that any simple statistical model is able to characterize the true data generating process correctly. As a result, properties ofS i (® i ) orS i (® i ) when M i misspeci¯es the true model are most relevant to model selection.
A Model Selection Test
Results in the previous section suggest the use ofS i (® i ) in model selection. Two drawbacks of basing model selection on point estimatesS i (® i ) only are: First, the limiting distribution
; Second, the same data is used twice in obtainingS i (® i ), see Pena for more discussion on both issues in his Comment on Wang and Wells (2000) . A procedure for assessing the signi¯cance of the selection result is called for. In this section, we provide a formal statistical procedure to address this issue by putting copula model selection in the context of hypothesis testing along the lines of Vuong (1989) and White (2000) .
To clarify the underlying idea, consider the case where only two models are being selected (M = 2). The relevant null and alternative hypotheses are:
So under H 0 , M 1 will be selected and under H 1 , M 2 will be selected. We will construct a
For more than two models, we will formulate the testing problem in the same way as White (2000) . Let C 1 (u 1 ; u 2 ; ® 1 ) be the benchmark copula and fC i (u 1 ; u 2 ; ® i )g M i=2 be the candidate copulas. The null and alternative hypotheses of interest are expressed as
Under H 0 , M 1 will be selected and under H 1 , the model minimizingS i (® i ) for i = 2; : : : ; M will be selected.
In contrast to goodness-of-¯t tests developed in Genest, et al. (2003) and Wang and Wells (2000) , our model selection test does not require any of the parametric copulas to correctly specify the true copula under H 0 . In practical applications this is most likely to be the case and the best one can do is to select the model that best approximates the true model according to some criterion such as the integrated square di®erence.
2 dv for i = 1; :::; M .
The following proposition provides the basis for our test. will not work in our context, as all the parametric copula models may misspecify the true copula. The naive bootstrap, on the other hand, provides a valid procedure.
Step
be a random sample with replacement from the original data f( e X i ; e Y i ; ± 1i ; ± 2i )g n i=1 and let b F ¤ (x; y); e K ¤ (v); and® ¤ i be the bootstrapped counterparts of b F (x; y); e K (v); and® i :
Step 2. Let T ¤ in be the bootstrapped value of T in and de¯ne its recentered value as:
Step 3. Repeat Steps 1-2 for a large number of times and de¯ne the bootstrap value of T n as T ¤ n = max i=2;::
Step 4. Use the empirical distribution function of the resulting values T ¤ n to approximate the null distribution of T n .
We show in Appendix B that the above bootstrap works for T n . 
where
is the conditional distribution of T ¤ n given the original sample.
Numerical Studies
Following Wang and Wells (2000), we use¯ve copulas from the Archimedean family: Clayton, Frank, Gumbel, Log-copula and I-Gaussian. The expressions for K (v) are given in Table 1 . 
Simulation Results
The simulation design is the same as that of Wang and Wells (2000) except that we included the I-Gaussian copula in the experiment. In all cases, (C 1 ; C 2 ) were generated from Clayton copula with ¿ = 0:3, and the censoring rates in both components were controlled to be between 10 and 20%. The sample size was n = 250. The number of simulation repetitions was 200 and the number of bootstrap repetitions was 100. All the computations were done in Fortran. We used Clayton copula and Frank copula as the true copula respectively. For each true copula, we calculated the percentage of times that each copula is selected based on having the minimum valueS i (® i ) (S i (® i )) in two cases: i) the true copula is included in the family of copula models to be selected (M = 5); ii) the true copula is not included in the family of copula models to be selected (M = 4). As we argued earlier, case ii) is most likely to characterize real applications. As the results for Clayton and Frank copulas are very close, we report results for Clayton copula only in Tables 2 and 3 .
In addition to the percentage of times that each copula is selected, we also reported the mean and standard error ofS i (® i ) (S i (® i )). To fully understand the results in Tables 2   and 3 , we provide the ranking of the remaining 4 copulas in terms of their distance to the true Clayton copula S i (® ¤ i ) and their ranking based on S i (® ¤ iL ) in Table 4 , where ® ¤ iL is the probability limit of® i , i.e., ®
the K function for Clayton copula and fK i (v :
are associated with the remaining copulas in Table 1 . In all cases considered (¿ = 0:3; 0:5; 0:7), the ranking of the remaining 4 copulas is the same regardless of whether S i (® Table 4 : Rankings from the least distant to most distant to Clayton copula Table 2 reveals that when the true Clayton copula is included, it always has the highest probability of being selected based on the minimum value criterion regardless of whether ® i or® i is being used and the value of ¿. The copula with the second highest probability of being selected is the Log-copula, the closest to the true copula, although its probability of being selected is much smaller than that of the Clayton copula. In all cases, the mean and standard error ofS i (® i ) are smaller than the mean and standard error ofS i (® i ). What is more important and reassuring is the fact that based onS(® i ), when the true copula is not included which is typically the case in empirical applications, the Log-copula, being the closest to the true Clayton copula, has the highest probability of being selected and as the value of ¿ exceeds 0.3, the probability of selecting the Log-copula reaches 1, see Table 4 . Only when ¿ = 0:3, the probability that the Log-copula is being selected decreases slightly and the I-Gaussian copula being the second closest to the true copula gains a small probability of being chosen. The corresponding results based on® i reveal similar patterns qualitatively, although for ¿ = 0:3, the probability of selecting the Log-copula using® i is smaller than using® i . In all cases, the mean and standard error ofS i (® i ) are smaller than the mean and standard error ofS i (® i ).
Results Based on the Model Selection Test
In this section, we applied the model selection test proposed in Section 3 to the same data sets generated in the previous subsection. When Clayton copula is included, H 0 holds with Clayton being the benchmark and H 1 holds when any other copula is used as the benchmark.
When Clayton copula is excluded, H 0 holds with Log-copula being the benchmark. The rejection rates are reported in Tables 5 and 6 . Both tables indicate that the test is under-sized regardless of whether the true copula is included in the selection and the true value of ¿. In the¯rst case, when the copula other than the Clayton is used as the benchmark, the rejection rates start to increase. Since for all values of ¿, the Log-copula is the closest to the true copula and the distance between the Log-copula and the true copula is small, the rejection rate for the null hypothesis with Log-copula the benchmark is very low. But as the benchmark copula moves away from the true copula, the rejection rate of the test increases quickly. For example, when ¿ = 0:5 and the Gumbel is used as the benchmark, the rejection rate exceeds 0.9. By comparing the rejection rates in Tables 5 and 6 with the distance of each copula to the true copula reported in Table 4 , we conclude that the rejection rate of the test mainly depends on the distance of the benchmark to the true copula instead of the value of ¿ . When the true copula is excluded from the selection, the same general conclusion carries over, see Table 6 . In this case, all the copulas misspecify the true copula. But when the Log-copula is used as the benchmark, the null hypothesis holds. When I-Gaussian, Frank, or Gumbel is used as the benchmark, the null hypothesis fails and the power of the test increases as the distance of Table 6 : Rejection Rates: Clayton excluded the benchmark copula to the true copula increases. In summary, besides Clayton copula, the only copula that the model selection test fails to reject as the benchmark model for all values of ¿ considered is the Log-copula, supporting the selection result based on values of
Real Data Examples
In this section, we applied the proposed test to the two data sets studied in Wang and Wells (2000) ; the data set in Danahy, et al. (1977) and the data set in McGilchrist and Aisbett (1991). We suggest the readers to consult the original papers or Wang and Wells (2000) for backgrounds on these data sets. Based on the value ofS i (® i ), Wang and Wells (2000) recommend the choice of Clayton or Log-copula for the¯rst data set and Gumbel for the second data set. In Table 7 , we report p-values of the model selection test, values ofS i (® i ) Based on the p-values of the test, Clayton copula is clearly rejected for both data sets and none of the other three copulas is rejected. This is consistent with the values ofS i (® i ); they are small for Log-copula, Frank, and Gumbel compared with the value for Clayton copula.
Based on the minimum value criterion, the Gumbel copula is selected for both data sets.
3
In addition to using the values ofS i (® i ) for copula model selection, Table 7 indicates that p-values of the test provide an alternative model selection criterion. For both data sets, all three criteriaS i (® i ),S i (® i ), and the p-value select the same copula class.
Conclusions
This paper makes two contributions to copula model selection for bivariate failure-time data.
First, we provide a rigorous discussion on the appropriate choice of a parametric estimator of the copula parameter in model selection. In fact, this applies to not only copula model selection, but model selection in general. Second, we address the issue of data reuse in copula model selection pointed out by Pena in his Comment on Wang and Wells (2000) by establishing a formal statistical test for copula model selection for bivariate failure-time data. This draws on the literature on the selection of forecasting models, see White (2000) .
Extension of our model selection test to multivariate failure-time data is straightforward.
As the test is based on comparing
, it is consistent for Archimedean copulas. For selection of general parametric copulas for censored data, one may develop pseudo-likelihood ratio procedures using the two-step estimator of Shih and Louis (1995) . For complete data, goodness-of-¯t statistics such as those in Chen, et al. (2003) and Fermanian (2003) may also be adopted.
Appendix A: Asymptotic Properties ofK(v)
For the paper to be self-contained, we restate the conditions and asymptotic properties ofK(v) established in Wang and Wells (2000) in this appendix.
A2. Let T denote the support of ( e X; e Y ): Given F o (x; y) = v, there exists a version of the conditional distribution of (X; Y ) and a countable family P of partition C on T into a¯nite number of Borel sets satisfying inf C2P max C2C diam(C) = 0; such that for all
is a uniformly and strongly consistent estimator of F o (x; y) for (x; y) 2 T . The following lemma summarizes the results of Theorem 1 in Wang and Wells (2000). 
Appendix B: Technical Proofs
Proof of Proposition 2.1. 
(ii) By Theorem 6.2 in White (1994) , it su±ces to show that
a) follows from (B.1) and Lemma A.1, while b) follows from Lemma A.1 and the following equation:
(iii) It is straightforward and omitted.
(iv) As in Wang and Wells (2000), we decompose e S i (® i ) as follows:
Lemma A.1 and Proposition 2.1 (ii) imply
By Taylor series expansion,
where ® 
The limiting distribution of (ii) A similar proof to that of Proposition 2.1 (iv) suggests that
The result follows from Lemma A.1, the assumption on® i , the above equation, and the continuous mapping theorem. 
The conclusion follows immediately from Lemma A.1 and the continuous mapping theorem.
¤
To prove Theorem 3.2, we¯rst verify the consistency of the proposed bootstrap procedure
The results are stated in the following lemma. For compactness, we borrow the notation o p ¤ (1) pr-P and O p ¤ (1) pr-P from Goncalves and White . . .
(B.5)
Similar to the decomposition of e S i (® i ), we get By Taylor series expansion,
The conclusion follows from Lemmas A.1, B.1, and Proposition 2.1.
Proof of Lemma B.1. i) By Theorem 3.9.11 in Van der Vaart and Wellner (1996) and Corollary 2.2 in Dabrowska (1989) , it su±ces to show that the map ¹ K . We need to show that
The left hand side of (B.6) can be decomposed as follows: 
