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ABSTRACT 
Trait loci mapping methods have traditionally been performed by following the co-
segregation of marker loci and trait values within families (i.e. linkage methods). However, 
these methods have poor resolution and power. Alternative methods based on linkage 
disequilibrium (LD) at the population level have been advocated to overcome these 
limitations. The feasibility of LD mapping methods relies on population parameters such as 
allele frequencies at the trait and marker loci and the extent of LD. The extent of LD was 
studied in two populations, a dairy cattle population from the United Kingdom (UK) and a 
human isolated Sardinian population. For the dairy cattle population, data from 50 young 
bulls were available. These bulls were typed at 6 markers on chromosome 2 and 7 markers 
on chromosome 6, spanning 38 and 20 cM, respectively. Two different methods, that do not 
require family information, were used to estimate population haplotype frequencies. LD 
extended to about 10 cM between pairs of loci in syntenic groups. Given the observed level 
of LD, mapping methods based upon population-wide association might provide better 
resolution than linkage methods in the UK dairy cattle population, as well as reduce the 
required sample sizes of the experiments. For the human population, 381 individuals typed at 
22 markers on chromosome 19 were studied. High levels of disequilibrium were found that 
extended to 8 cM, when based on the LD measure D', and 11 cM when based on the 
significance level of the allelic association. It was also shown, using bootstrapping, that 
small sample sizes can overestimate both the mean value of D' and its variance by up to 
factors of about 3 and 23, respectively, when the sample size decreases from 381 to 25 
individuals. Due to the high sampling variance of LD measures, the use of at least 200 
unrelated individuals when characterizing the extent of LD is recommended. 
Three different strategies and study designs to map quantitative trait loci (QTL) 
using LD were studied using analytical methods and computer simulation. First, a strategy 
that involved phenotyping a large number of unrelated individuals and genotyping only 
selected individuals from the two tails of the trait distribution was considered. Power to 
detect trait-marker association was derived as a function of the number of QTL and marker 
alleles. Two patterns of LD were used to assess their influence on power. When the 
frequency of the QTL allele with the largest effect and that of the marker allele linked in 
coupling were equal, power was maximum. In this case, increasing the number of QTL 
alleles reduced the power. The maximum difference in power between the two LD patterns 
studied was about 30%. For low QTL heritabilities and single trait studies, selecting around 
5% of both tails of the trait distribution is recommended. Secondly, two approaches for 
mapping QTL using LD were compared. In the trait-based (TB) approach, the frequencies of 
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marker alleles (or genotypes) are compared in individuals selected from the two tails of the 
trait distribution. In the marker-based (MB) approach, the quantitative trait values for the 
marker genotypes in the selected individuals are compared. The power of each approach was 
quantified. It was shown that the power of the MB approach was greater than or equal to that 
of the TB approach. The advantage of the former is expected to increase with increasing 
number of traits phenotyped. Thirdly, a design based on collecting concordant sib-pairs for 
high and low phenotypic values and comparing the allele frequency distribution in both 
groups was considered. Although the method described was generally less powerful than a 
regression approach using just one of the sibs in each pair, the collection strategy proposed 
might still be justified when designing a QTL mapping experiment, because the collected 
samples would be used in a preliminary linkage analysis followed by a LD study. 
Finally, published data from human chromosomes 22 and 19 was used to infer past 
effective population size in a population of European ancestry. To do so, the extent of LD 
was first estimated using a multilocus measure of LD, the chromosome segment 
homozygosity (CSH). Results suggest that this population has had an average effective 
population size of around 4500 breeding individuals for approximately the last 4500 
generations. This population had a relatively constant size (of between 3000 and 5000 
individuals) from about 130000 years ago to about 2000 years ago, when it expanded to 
more than 10000 individuals. 
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CHAPTER 1 - GENERAL INTRODUCTION 
Traditionally the genetic basis of continuous variation has been described as the 
cumulative effect of a large (infinite) number of genes with infinitesimal and equal effects 
under a model known as the "infinitesimal model". Although the model has been widely 
used and has been shown to perform well under some scenarios (e.g., in plant and animal 
breeding schemes), it is based on unrealistic assumptions (Falconer and Mackay, 1996) and 
there are benefits to the use of more realistic models. The use of more realistic genetic 
models, involving a finite number of genes of different effect, would help us to understand 
and exploit more efficiently phenotypic and genetic variation. Models including major genes 
or quantitative trait loci (QTL) (that is genes or portions of the genome that explain a 
significant part of the genetic variation underlying the traits of interest) as well as polygenic 
effects (aggregate effect of genes of small effect) are of interest to geneticists for different 
reasons. For example, population geneticists are interested in knowing how genetic variation 
is maintained in natural populations and in determining whether loci responsible for 
variation within a population are the same as those that cause divergence between 
populations and species (Mackay, 2001). Breeders are interested in applying these models to 
speed up response to artificial selection through marker-assisted selection and to introgress 
genes of economical importance through marker-assisted introgression (Haley and Visscher, 
1998). Human geneticists are interested in knowing how genetic variation influences 
individuals' susceptibility to disease and response to drugs, and whether personalised 
therapies could be used (De la Chapelle and Wright, 1998; Roses, 2000). 
The first step in understanding how loci interact and affect phenotypic variation is to 
identify and map them to the genomic region where the relevant polymorphism is located, 
the final goal being to identify the molecular variants that produce phenotypic differences 
between individuals using, for example, a positional cloning or a positional candidate gene 
approach (Strachan and Read, 1999; Darvasi, 1998; Hugot et al., 2001). 
The widespread use of DNA polymorphisms as genetic markers has been possible 
only in the last two decades. Paterson et al. (1988) constructed the first complete linkage 
map of restriction fragment length polymorphisms (RFLPs) and mapped six QTL in a 
backcross of tomatoes. Since then, comprehensive linkage maps have been constructed for 
humans, economically important plant and animal species, and model organisms such as 
Drosophila (Lynch and Walsh, 1998). These maps have allowed linkage studies to be widely 
used to map loci affecting a wide number of characters. Such characters include binary or 
dichotomous traits (e.g. affected/unaffected) and continuous or quantitative traits (those that 
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can be measured on a continuous scale). Now drafts of the complete DNA sequence are 
available for a number of model organisms, such as the mouse (Waterston et al., 2002), and 
humans (Lander et al., 2001). This will greatly facilitate mapping the loci underlying 
complex traits. 
In the following, an overview of several mapping methods used to date is presented, 
starting with linkage methods and continuing with methods that exploit population-wide 
linkage disequilibrium. 
1.1 OVERVIEW OF LINKAGE MAPPING METHODS 
Linkage methods use family information to trace the segregation of marker alleles, 
test for marker-trait association and estimate the strength of the association. The latter is 
usually done within a maximum likelihood (ML) or least squares (LS) framework. The 
strength of the association will depend on the QTL effect and the recombination fraction 
between marker locus and QTL. Testing one marker at a time has certain limitations 
(basically, the locus effect and position are confounded), and methods that use information 
on multiple markers have been proposed (Kruglyak and Lander, 1995; Fulker et al., 1995). 
Interval mapping uses the individuals' genotype at two flanking markers and the genetic 
distance between those markers to infer the putative QTL genotype at different locations 
within the interval spanned by these markers. Thus, locus effect and position can be 
independently estimated. Although, theoretically QTL effect and position can be separated 
using ML and single markers (Haseman and Elston, 1972), the estimates of the QTL effect 
and position obtained are poorer than those from interval mapping. Interval mapping has 
been used to map QTL in structured populations both within a ML (Lander and Botstein, 
1989) and LS (Haley and Knott, 1992) framework. Interval mapping has also been proposed 
to map QTL in complex pedigrees using ML (Goidgar, 1990; Xu and Atchley, 1995) and 
regression methods based on LS (Fulker and Cardon, 1994). For outbred populations, a 
further improvement over interval mapping, multipoint interval mapping, uses information 
on all available marker loci to infer the putative QTL genotype at given positions on the 
genome (Kruglyak and Lander, 1995; Fulker et al., 1995). Multipoint interval mapping has 
more power to detect the QTL than interval mapping and gives a more accurate estimate of 
the QTL position, especially when there is incomplete marker information. The multipoint 
interval mapping approach proposed by Kruglyak and Lander (1995) is based on a Hidden 
Markov Model to infer the probability distribution of the identity by decent (IBD) status at 
each position in the genome, and ML for estimation of genetic parameters. The multipoint 
interval mapping approach proposed by Fulker et al. (1995) uses multiple regression to 
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estimate the expected proportion of alleles shared 1IBD at any position in the genome, and 
regression for estimation of the QTL position and effect. Fulker and Cherny (1996) showed, 
using ML, that there were no substantial differences in power when using the probability 
distribution of the IBD status and when using its expected value. These authors concluded 
that the use of expected IBD probabilities is more desirable than the full IBD probability 
distribution because it is easier and faster to implement. If the trait is affected by multiple 
QTL, one can fit those already found as cofactors and increase the power to detect the 
remaining QTL (Zeng, 1993; Jansen, 1993). 
There are a number of ML and regression methods for estimating QTL effect and 
position in complex pedigrees. Most of them were initially developed for sib-pairs and later 
expanded to cope with other type of relatives. Kruglyak and Lander (1995) proposed a ML 
method based on phenotypic differences between sib-pairs. Under the null hypothesis of no 
QTL, the variance of the phenotypic difference conditional on the number of alleles shared 
IBD should be the same for sib-pairs that share 0, 1 or 2 alleles. Under the alternative 
hypothesis of a QTL at a given position, this variance should increase with decreasing 
number of alleles shared IBD. However, an alternative parameterisation of the likelihood, 
which allows for the bivariate structure of the data, has higher power and can readily 
extended to more complex pedigrees (Goldgar, 1990). This approach, usually known as 
variance-components (VC), has been extended to cope with large and complex pedigrees 
(Almasy and Blangero, 1998) and can accommodate more complex genetic models (e.g. 
epistasis, genotype-environment interactions, etc.). Like ML methods, regression methods 
were initially proposed for sib-pairs (Haseman and Elston, 1972). They are based on 
regressing some function of the phenotypes of each sib-pair on the proportion of IBD alleles 
they share. Regression models are usually solved by LS because it is simpler and faster. 
Faster computations make feasible the use of resampling techniques. Permutations (i.e. 
shuffling) of the data and reanalysis can be used to draw empirical distributions of the test 
statistics (Doerge and Churchill, 1996) and bootstrapping (sampling with replacement) can 
be used to estimate confidence intervals for the position of the QTL (Visscher et al., 1996). 
Regression methods have recently been extended to cope with general pedigrees and shown 
to have similar power to those based on VC (Sham et al., 2002). 
For dichotomous characters (e.g. having or not having a disease), both parametric 
and non-parametric methods have been used to map disease loci (DL) in complex pedigrees 
(Ott, 1999). Parametric methods are usually more powerful than non-parametric ones if the 
correct model is assumed (Lander and Schork, 1994). However, they can produce inaccurate 
results if the model assumed is incorrect (Clerget-Darpoux et al., 1986). Non-parametric 
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methods are therefore of interest when the genetic model is unknown or complex, e.g. in 
complex diseases, because they do not need a specified genetic model and are more robust. 
The basic principle behind non-parametric methods using sib-pair data is that if a marker 
locus is closely linked to a DL then affected (or unaffected) sib-pairs will share a larger 
proportion of IBD alleles than would be expected if the marker and DL were unlinked. 
Similar allele sharing methods to those for sib-pairs have been developed to deal with more 
complex pedigrees (Kruglyak et al., 1996). 
1.1.1 Limitations of linkage methods 
Linkage methods have important limitations. First, they have poor resolution in the 
sense that the confidence intervals (CI) for the position of the QTL are large. One could 
narrow the Cl down by increasing marker density but this strategy has proved quite 
inefficient (Darvasi and Soller, 1994). For example, Visscher et al. (1996) found similar 
empirical confidence intervals for a 10 cM and a 20 cM map in simulated backcrosses. In 
human pedigrees of moderate size (5-7 people), denser maps than about 1 cM do not provide 
any improvement in the location of the QTL (Atwood and Heard-Costa, 2003). This is 
because linkage methods are based on the co-segregation of marker and trait locus within a 
pedigree. Relatives share large IBD regions and increasing marker density cannot reduce 
confidence intervals because there are not enough recombinants. In order to get a higher 
resolution it would be necessary to identify more recombinant individuals by increasing the 
number of observable recombinations in the pedigrees under study (i.e. by increasing the 
number or/and the size of the families). This is difficult to achieve in human studies because 
pedigree size is limited by the number of relatives that are alive at the time of study. 
Increasing the number of families is also often ineffective, especially for complex traits 
where different loci might be segregating within different families. Second, while linkage 
methods have reasonable power (for affordable sample sizes) when the trait under study has 
a simple mode of inheritance and is controlled by only one or a small number of genes, it is 
not so when the trait is genetically complex and controlled by large numbers of loci of small 
effect. In the latter case, large sample sizes are required to detect loci underlying the trait of 
interest (Risch and Zhang, 1996; Zhang and Risch, 1996). There are several factors that limit 
the power of linkage studies when applied to complex traits. Genetic heterogeneity (i.e. 
multiple loci influencing the trait) effectively reduce the power of the study because some 
families might be segregating at one locus and others not (MacGregor et al., 2002). In a 
similar way, high allele frequencies at the trait locus will hinder trait locus detection because 
a larger proportion of families will be homozygous at the locus. Finally, complex genetic 
mechanisms such as epistasis might reduce the linkage signal because a locus might be 
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expressed in a different way depending on the family's genetic background (Kajiwara et al., 
1994). 
1.2 OVERVIEW OF LINKAGE DISEQUILIBRIUM MAPPING METHODS 
An alternative approach to linkage mapping is known as linkage disequilibrium (LD) 
or association mapping. LD is defined as the non-random assortment of alleles (Falconer and 
Mackay, 1996) and can be generated by drift, selection, mutation or population stratification. 
The basic idea behind LD mapping is to treat the whole population as an extended family 
and make use of the many generations of recombination that have occurred since LD was 
generated to fine map the QTL or gene (Cardon and Bell, 2001). Although the resolution 
achievable using LD mapping would depend on the population under study a reasonable 
expected value would be about 0.001-0.5 cM (Rannala and Slatkin, 2000; Morris et al., 
2002), whereas for linkage mapping the resolution achievable in human families of moderate 
size (5-7 individuals/family and 200 families) for a locus with small effect would be about 
10-15 cM (Atwood and Heard-Costa, 2003). LD mapping not only provides a higher 
resolution than linkage mapping but is also more powerful (Risch and Merikangas, 1996) 
because the QTL effects are usually expressed as means in a LD mapping framework, but as 
variances in a linkage mapping framework. Means are estimated with smaller standard errors 
than variances and therefore QTL effects expressed as means are easier to detect. 
1.2.1 Extent of LD and feasibility of LD mapping methods 
The efficiency of LD mapping depends on parameters such as the extent of LD, the 
allelic heterogeneity of the trait locus, the allele frequency difference between marker and 
trait loci and the heterogeneity of LD across the genome (Reich et al., 2001). In recent years, 
a number of studies have assessed the extent and structure of LD in human populations. 
Studies, usually based on very dense maps and small numbers of haplotypes, have revealed 
that the human genome consists of patches of low LD interspersed by patches of high LD 
(Daly et al., 2001; Jeffreys et al., 2001; Patil et al., 2001). This would affect the marker 
density distribution required for LD mapping. Although there is still much controversy about 
it, these patterns are consistent with recombination happening in localised regions of the 
genome with much higher frequency (recombination hot-spots) than on random regions of 
the genome (Jeffreys et al., 2001; Gabriel et al., 2002). Generalisation of these conclusions 
needs, nevertheless, more research because (i) only one study, to my knowledge, has 
unequivocally proven that regions where recombination occurs with higher frequency are 
those that correspond with low LD (Jeffreys et al., 2001) and (ii) simulation studies have 
shown that it is possible to find a block-like structure when the data is simulated with 
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recombination events happening at random positions but with varying recombination rate 
across the genome (Wang et al., 2002; Phillips et al., 2003). Whether haplotype blocks are 
due to hot-spots or population history has important implications. For example, in the former 
case, block boundaries would be conserved across populations and in the latter case not. 
Although not studied in this thesis, the important implications for LD mapping of the 
genome block-like structure and its origins will be addressed in Chapter 8. 
Whereas the extent of LD in human populations has been widely studied, the extent 
of LD in livestock populations has rarely been. I shall now summarise the level of LD in 
humans and livestock, but the reader must keep in mind that comparisons among studies 
with, for example, different sample sizes, densities and types of marker must be interpreted 
with care. In humans, estimates are very variable across populations and regions of the 
genome. Generally, African populations show markedly less LD than European or Asian 
populations. Huttley et al. (1999) found that about 4% of the locus pairs separated by less 
than 4 cM were in LD for two populations of European ancestry. Dunning et al. (2000) 
studied the extent of LD in three different regions of the genome in four populations of 
European origin and found that between 75% and 94% of the locus pairs showed significant 
LD for distances <5 kb (-0.005 cM). More than 80% of the locus pairs were in significant 
LD within a region of —10 cM in a Sardinian sub-isolate (Zavattari et al., 2000) and in the 
Saami population (Laan and Paabo, 1997). Reich et al. (2001) found that the extent of LD 
was not longer than about 60-100 kb in Europeans and only about 5 kb in an African 
population. Similarly, Gabriel et al. (2002) found much larger LD in Europeans and Asians, 
where about half of the genome had blocks larger than 44 kb, than in African-Americans 
where about half of the genome had blocks larger than 22 kb. In livestock, Farnir et al. 
(2000) found that the Dutch black-and-white dairy cattle population showed significant LD 
over tens of centimorgans (D' averaged more than 0.33 for marker pairs less than 5 cM apart 
and was larger than 0.14 for pairs less than 50 cM apart). McRae et al. (2002) found similar 
results for two sheep populations, where about one third of the loci pairs separated by less 
than 60 cM showed significant LD. 
In Chapters 2 and 3, the extent of LD in a cattle and a human population were 
studied. In Chapter 4, the influence on power to detect a QTL of allelic heterogeneity of the 
trait locus and of the allele frequency difference between marker and trait loci were studied. 
1.2.2 LD mapping: designs and methods 
LD or association study designs can be subdivided into those that collect only 
unrelated individuals and those that also collect family members to be used as controls. For 
dichotomous traits (e.g., disease status), the first category would involve sampling unrelated 
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cases (affected individuals) and unrelated controls (unaffected individuals) and comparing 
marker allele frequencies of the two groups. This design is usually known as a Case-Control 
design. The second category would involve sampling case individuals and some of their 
relatives that would be used as controls. The best known of the family-based association tests 
is the transmission disequilibrium test (TDT) (Spielman et al., 1993), which involves 
sampling affected individuals and their parents and comparing the number of times a 
heterozygous parent transmits or does not transmit a marker allele to her/his affected 
offspring. When parental data is not available other relatives can be used instead (Martin et 
al., 1997; Curtis, 1997). TDT was initially proposed to test for linkage under the assumption 
that there was population-wide LD. TDT is, strictly speaking, a test for linkage and LD at the 
same time, however if either association or linkage have been found by other methods, then 
its interpretation changes and it can be interpreted as a test for linkage or association, 
respectively. Family-based association tests, such as TDT, are also available for quantitative 
traits. Allison (1997) proposed five different ways of using this type of information. 
When collecting unrelated individuals and measuring quantitative traits, the simplest 
test of association is to regress each individual's phenotype on the number of copies of a 
given allele. If the slope is significantly different from zero, then it is assumed that the 
marker locus is the QTL or it is in LD with it. One could account for non-additivity by using 
an analysis of variance (ANOVA) on the genotypes. Schork et al. (2000) proposed the use of 
threshold defined cases and controls (that is, comparing the allele frequencies of individuals 
selected for high and low trait values) for QTL mapping. This approach was followed in 
Chapter 4 to study the effect on power to detect a QTL of the number of alleles at the QTL 
and marker loci. Although it is relatively common among human geneticists to follow this 
dichotomising approach (e.g., when studying osteoporosis (Langdahl et al., 2003)), it is 
shown in Chapter 5 that this is not entirely satisfactory unless the selection intensity is high. 
Using unrelated controls has two major advantages over family-based controls: (i) it 
is generally more powerful (Bacanu et al., 2000), and (ii) samples are easier to obtain, 
especially for late onset traits for which parental data might be impossible to obtain. In this 
case, one could still use other relatives as controls but this strategy is even less powerful than 
using parents as controls (Curtis, 1997). On the other hand, family-based association studies 
are robust to stratification (as discussed below) while case-control studies are not. 
Case-control designs must be carefully designed to avoid detection of spurious 
associations due to population structure. To this aim cases and control samples must be 
matched with regard to ethnicity, sex, age, etc. Although these covariates can easily be 
accounted for if known, they pose an important problem when unknown. For example, one 
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could collect samples of Scottish origin in an Edinburgh hospital under the naïve impression 
that they are matched for ethnicity, but regional differences in allele frequencies between 
populations in the Isle of Lewis and, for example, Edinburgh have been shown (Vitart et al., 
2003). If these allele frequency differences were coupled with regional differences in disease 
prevalence, then an improperly matched sample could lead to spurious results. Fortunately, 
new methods to detect hidden population structure and account for it have been developed in 
the recent years (Devlin and Roeder, 1999; Pritchard et al., 2000a; Pritchard et al., 2000b). 
Pritchard and Rosenberg (1999) showed that if stratification is suspected, one could greatly 
reduce the risk of false positives by using as few as 15-20 unlinked microsatellite markers to 
test for it. 
The case-control tests discussed so far have greater power when it can be assumed 
that identity by state (IBS) at the marker locus is equivalent to identity by descent (IBD) at 
the trait locus. However, this is not generally true. The assumption reduces the power to map 
the trait locus if the marker locus is not the trait locus itself or if the mutation or mutations of 
interest at the trait locus occurred more than once in the population. For instance, if a marker 
locus, in close linkage with the trait locus, is typed and the allele of interest at the trait locus 
appeared only once in the population through mutation (say, Q -) Q2)  in a given 
chromosomal background containing allele M2 at the marker locus, then 113S status at the 
marker locus does not necessarily mean IBD at the trait locus (because since the mutation 
occurred there have been M2Q1 and M2Q2 haplotypes in the population). If the same 
mutation or different mutations at the trait locus appeared at different times in the population 
history, then not all Q2  alleles would be IBD and they would be on different chromosomal 
backgrounds; again lBS status at a linked marker would not be very informative about IBD 
status at the trait locus. Only if the marker locus typed is the trait locus itself and the allele 
appeared through mutation just once in history (say, Q -* Q2) then one could one safely say 
that IBS is equivalent to IBD. 
There have been many methods for DL mapping proposed that have addressed this 
problem. In a similar way to linkage methods, they attempt to infer IBD status at a given 
genomic position from given marker information. However, in this case family information 
is not available and population genetics models have to be used to model the population 
history and the decay of LD in order to infer JBD status. One can then test if there is an 
excess of IBD sharing among individuals with the phenotype of interest compared to that 
among individuals with a different phenotype. The methods developed are varied and differ 
in many aspects. For instance, they differ in the number of markers used, the estimation 
procedure or whether the correlation among linked loci or disease haplotypes is accounted 
27 
for. Table 1.1 shows a succinct description of some of the methods proposed. As for linkage 
methods, inference about TED status and trait locus position benefits from the use of 
information on more than one marker at a time. Methods that use information on a pair of 
markers were initially developed followed by methods that use information on a theoretically 
unlimited number of loci. 
Table 1.1. Summary of the main features of LD mapping methods. ML and GLS stand for maximum 
likelihood and generalised least squares, respectively. 
Number Estimation Accounts Accounts for Accounts 
of procedure for stochasticity for shared 
loci loci of ancestry 
used correlation evolutionary disease 
process haplotype 
Hastbacka etal. (1992) 1 Moments No No No 
Kaplan etal. (1995) 1-2 ML Yes Yes Yes 
Rannala and Slatkin (1998) 1 ML No Yes Yes 
Graham and Thompson (1998) 2 ML Yes Yes Yes 
Terwilliger (1995) 00'  ML No No No 
Xiong and Guo (1997) ML No No Yes 
Collins and Morton (1998) ML No No No 
McPeek and Strahs (1999) 00 ML Yes No Yes 
Lazzeroni (1998) 00 GLS Yes No No 
Morris et al. (2000) Bayesian Yes No Yes 
Liu etal. (2001) Bayesian Yes No Yes 
Lam et al. (2000) Bayesian Yes No Yes 
Rannala and Reeve (2001) Bayesian Yes Yes Yes 
Morris et al. (2002) 00 Bayesian Yes Yes Yes 
Here means that the method can use information on a theoretically unlimited number of loci. 
Hastbacka et al. (1992) were the first to apply non-equilibrium population genetics 
models to infer the recombination fraction between marker loci and the unknown DL. They 
adapted a model developed to infer mutation rates in rapidly (exponentially) growing 
populations of bacteria (Luria and Delbruck, 1943) to infer recombination frequencies in 
rapidly growing populations using linkage disequilibrium data. Kaplan et al. (1995) showed 
that the moment estimation (that is, based on equating the expected and observed value of 
the markers allele frequencies among disease chromosomes) proposed by Hastbacka et al. 
(1992) failed to account for the stochastic nature of the population history and produced 
unreliable, usually too low, upper bounds of the recombination fraction between individual 
markers and DL. In order to account for this, Kaplan et al. (1995) used forward simulation 
and Rannala and Slatkin (1998) used coalescent theory to draw multiple simulated samples 
of the population, compatible with the real sample, for hypothesized DL locations. Then, the 
probability of the real sample given each realisation of the simulations was computed and 
averaged over replicates for each trait locus position. The location with the highest 
likelihood was taken as the trait locus position. Graham and Thompson (1998) proposed a 
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method similar to that of Rannala and Slatkin (1998), which they extended to interval 
mapping, and also to cope with multiallelic markers. Terwilliger (1995) and Xiong and Guo 
(1997) proposed two different multipoint LD mapping methods based on combining single-
marker likelihoods as if they were independent (i.e., they ignored the correlation between 
linked marker loci within a haplotype). The combined likelihood, usually know as the 
composite likelihood, is obtained simply by multiplying the likelihoods obtained for each of 
the linked marker loci under study. Moreover, neither the method of Terwilliger (1995) nor 
the first order approximation to the likelihood of Xiong and Guo (1997) account for the 
correlation between haplotypes due to population structure. They assume a star-shaped tree, 
in which each disease haplotype has had an independent history of recombination and 
mutation since the most recent common ancestor. The star-shaped tree assumption leads to 
the underestimation of the parameters' variance (for example, the variance of recombination 
fraction between marker and trait loci) and may produce inaccurate results (Rannala and 
Slatkin, 2000; Morris et al., 2002). However, Xiong and Guo (1997) accounted for the 
evolutionary history of the population in their second order approximation to the likelihood, 
but they concluded that their first order approximation, which does not require modelling the 
population history, was favoured because it is simpler to model and gave similar empirical 
results. This suggests that the star-shaped tree might be a good approximation under some 
scenarios but not under others. Collins and Morton (1998) also proposed a composite 
likelihood method for the disequilibrium parameter p based on the Malecot model but it has 
the same weaknesses as the method of Terwilliger (1995), and the first order approximation 
of Xiong and Guo (1997). Lazzeroni (1998) showed that for a broad class of population 
genetics models the values of the disequilibrium parameters () estimated from case-control 
data for i linked markers could be expressed as a piecewise curve along the chromosome, 
with the maximum of this curve at the DL position. The method has two steps. In the first 
step, the variance-covariance matrix that reflects the dependence among the i S measures is 
obtained from bootstrapping the data. The bootstrap distribution is also used to check for 
normality of the data (8). If the distribution of the data is not normal, then a transformation 
should be used to make it closer to normality. In the second step, the curve is fitted using 
generalised least squares and the variance-covariance matrix previously estimated. This 
procedure accounts for the covariance of the data conditional on the realised population, but 
not across possible realisations of the population. Multipoint LD mapping methods such as 
those developed by McPeek and Strahs (1999) and Morris et al. (2000) represented a 
substantial improvement over existing multipoint methods (Terwilliger, 1995; Xiong and 
Guo, 1997; Collins and Morton, 1998) because they accounted both for the population 
29 
structure and for the correlation across loci within individual haplotypes. McPeek and Strahs 
(1999) used a maximum likelihood framework whereas Morris et al. (2000) used Markov-
chain Monte Carlo (MCMC) methods to draw posterior distributions of the model parameter 
estimates under a Bayesian framework. McPeek and Strahs (1999) and Morris et al. (2000) 
used a hidden Markov chain to model the ancestral chromosomal region around the disease 
locus (i.e., to account for correlation among loci). They initially assumed independent 
recombinational histories (i.e. a star-shaped tree) for each haplotype in the sample to 
construct the hidden Markov chain and subsequently corrected for this assumption being 
violated. McPeek and Strahs (1999) accounted for the dependence in the recombinational 
histories of the disease haplotypes by using a quasi-likelihood score function (Wedderburn, 
1974), which is equivalent to the score function used in maximum-likelihood estimation 
when the data is correlated. The quasi-likelihood estimation process leads to inflated 
standard errors of the estimates (McPeek and Strahs, 1999). Morris et al. (2000) allowed for 
this dependence by down-weighting the contribution of each haplotype to the total 
likelihood, which increased the variance of the posterior distribution. It is worth noting here, 
that when a star-shaped tree is assumed the topology of the tree is fixed and the coalescent 
times for all the sampled disease haplotype to the most common ancestor is equal (all branch 
lengths are equal). Given that McPeek and Strahs (1999) and Morris et al. (2000) assumed a 
star-shaped structure of the coalescent tree they could not account for different realisations of 
the population. Liu et al. (2001) and Morris et al. (2002) developed multipoint LD mapping 
methods that accounted for multiple ancestral mutations at the DL and modelled the shared 
ancestry of the disease and control haplotypes. The main difference between the Liu et al. 
(2001) and Morris et al. (2002) approaches is in how they modelled the shared ancestry of 
the disease haplotypes. Liu et al. (2001) assumed a star-shaped genealogy but allowed for 
multiple ancestral founder haplotypes (clusters) and for different founder ages. In addition, 
they purged haplotypes that had multiple copies present in the data set (i.e. retained for 
analysis only a proportion of the haplotypes that had multiple copies in the original data set), 
which effectively reduces the weight of the haplotypes with shared ancestry in the estimation 
process. Morris et al. (2002) assumed a shattered coalescent model where the shared 
ancestry of the disease haplotypes is modelled explicitly. Finally, Meuwissen and Goddard 
(2001) proposed one of the few existing QTL LD mapping methods similar to those just 
described for DL LD mapping. Meuwissen and Goddard (2001) modelled the length of the 
chromosome that is inherited IIBD by descendants from a common ancestor and proposed to 
use the estimated IBD probabilities in a variance-component framework. Because they 
envisaged applying the method for QTL LD mapping, they do not make implicit 
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assumptions about the number of QTL alleles segregating in the population nor assume that 
the QTL genotype can be inferred from the phenotype. Neither do they make any 
assumptions about the marker density, and allow for the model to estimate the probability 
that a part or parts of the haplotypes are JBD even though the QTL is not IBD. 
12.3 Population choice 
The choice of the population in mapping studies is an important factor, especially 
when the trait is complex. Different populations have advantages and disadvantages. For 
example, inferences drawn from populations with large effective population size, such as the 
UK population, might have greater generality that those obtained from small isolates. 
However, it might be easier to map genes (provided that enough phenotypes are available) in 
the latter because they have reduced genetic and environmental variance. Because of founder 
and drift effects, small isolated populations are expected to show lower levels of locus 
heterogeneity (a reduced number of segregating loci) and allele heterogeneity (smaller 
number of alleles at each locus) as well as high levels of LD. In Chapter 3, it is shown that a 
sub-isolate of the general Sardinian population (the village of Talana) has high levels of LD, 
and smaller allelic heterogeneity than the CEPH (Centre d'Etudes du Polymorphisme 
Humain) reference families (assumed to be representative of a population with large 
effective size). LD mapping methods might benefit (in terms of power to detect a trait locus) 
more than linkage methods from using populations with high levels of LD and small allelic 
heterogeneity, because they are much more dependent on them. Nevertheless, fine mapping 
would require populations with smaller levels of LD. 
Domestic animal populations of economic interest such as that studied in Chapter 2 
(a Holstein dairy cattle population) might benefit from LD mapping methods to fine map 
genes of interest. The Holstein dairy cattle population has been intensively selected for traits 
of economic interest and has experienced a remarkable reduction in effective population size 
since the advent of artificial insemination. Note that, although the global population size of 
the Holstein population is more than 25 millions, their estimated effective population size is 
only about 50 (Farnir et al., 2000). Although in the Holstein dairy cattle population the 
extent of LD is large, the resolution achievable using LD methods would still be greater than 
that achieved using linkage methods. It is worth pointing out here, that the resolution of what 
would be considered fine mapping for human studies is usually smaller than in domestic 
animal populations. 
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1.3 ALTERNATIVE DESIGNS FOR MAPPING 
Another important factor in mapping studies is the structure of the data collected, 
which will usually determine the mapping methods to be used subsequently. If one collected 
unrelated individuals, then one would unavoidably have to use LD mapping methods. If one 
collected large family cohorts, then linkage methods would need to be used to make the most 
of the data. One could also collect sib-pairs and their parents, because they are easier to 
collect than large family cohorts though more difficult than unrelated individuals, and use 
linkage methods. In Chapter 6, a test is proposed that uses sib-pairs also under a linkage 
disequilibrium mapping approach. With this design one could use the sib-pairs for a 
preliminary linkage scan with a coarse linkage map, then saturate with markers the regions 
of interest pinpointed by the linkage scan, and apply the LD mapping method proposed in 
Chapter 6 to fine map the QTL. 
1.4 OVERVIEW OF IDENTIFIED LOCI INVOLVED IN COMPLEX TRAITS 
There are a relative large number of loci that have been identified to be involved in 
the genetic control of Mendelian traits, such as cystic fibrosis (Kerem et al., 1989) or 
diastrophic dysplasia (Hastbacka et al., 1992), but the number of loci that have been 
identified that are involved in the genetic control of complex traits is much smaller. Here, a 
brief summary of how many loci influencing complex traits have been identified up to date is 
presented. Ideally, functional tests (that is, substituting one variant by another using knock-in 
technology) would be the most conclusive evidence for the variant to be causative, but such 
tests are not always possible. Instead, other lines of evidence, such as gene expression 
studies, must be used. Results shown here were obtained from two recent reviews (Korstanje 
and Paigen, 2002; Glazier et al., 2002) where the authors considered that the evidence 
available was sufficient proof of causality. Table 1.2 shows the number of genes shown to be 
responsible for variation in traits of interest in mammals. Traits include among others 
Alzheimer disease, milk yield, blood pressure, type I and type II diabetes. Most of the genes 
have been identified in the last decade. 
Table 1.2. Number of identified loci shown to influence complex traits in mammals 
(Korstanje and Paigen, 2002; Glazier et al., 2002). 
Humans Rodents Cattle Pig 
Number of loci identified 	19 	22 	1 
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1.5 ANOTHER USE OF LINKAGE DISEQUILIBRIUM 
Above, it has been pointed out the importance of assessing the extent of LD in a 
population for designing mapping experiments. In Chapter 7, LD is used to infer past 
effective population size in a European human population. This is not only interesting as 
such, but might help us to develop more accurate population genetic models and mapping 
strategies. Traditionally, estimates of effective population size have been obtained using 
single locus data, but this has some drawbacks. First, it relies on the infinite alleles mutation 
model and corrections must be applied when this model does not hold. Second, because 
mutation rates are lower than recombination rates, estimates of effective population size in 
the recent past from mutation rates are more difficult to obtain than from recombination 
rates. 
1.6 MAIN OBJECTIVES 
The main objectives of this thesis were: 
To study the extent of LD in two populations where LD mapping 
methods might be applied for mapping QTL, and to investigate the effect 
of different methodological and sampling strategies in the estimation of 
LD. 
To study the power to detect QTL using LD mapping. I considered three 
different strategies to map QTL and present results of the power of these 
strategies under a number of assumptions. 
To estimate past effective population size using a multilocus measure of 
LD with known expectation using published data on human 
chromosomes 19 and 22. 
33 
CHAPTER 2 - Estimation of linkage disequilibrium in a sample of the 
United Kingdom dairy cattle population using unphased genotypes 
2.1 INTRODUCTION 
Linkage disequilibrium (LD) mapping methods use LD at the population level to 
map trait loci. These methods have higher power (Risch and Merikangas, 1996) and higher 
resolution than traditional linkage methods because they use information based on a larger 
number of meioses. They exploit all recombination events that have occurred since the LD 
was generated. The power of LD mapping methods depends on population parameters such 
as allele frequencies at the marker and trait loci and level of LD. The resolution achievable 
depends on the extent of disequilibrium between marker and trait loci. For example, the 
larger the extent of disequilibrium the lower the density of markers required to detect a trait-
marker association (e.g. higher power) but the lower the resolution. 
Although the extent and patterns of LD have been extensively studied in human 
populations, (Moffatt et al., (2000); Mohlke et al., (2001); Reich et al., (2001); Jeffreys et 
al., 2001; Daly et al., 2001) farm animal populations have been rarely studied. 
Farnir et al. (2000) and McRae et al. (2002) studied the extent of LD in the Dutch 
black-and-white dairy cattle population and in two sheep populations respectively. Both 
these studies used family information to infer the most likely phase of the dams and used 
these phased dams to measure the extent of LD in the population. However, family 
information is not always available and, if available, collecting the additional family 
members required may be an inefficient use of resources. 
In this chapter, the extent of LD in the United Kingdom (UK) dairy cattle population 
is estimated. This will determine the feasibility of LD mapping methods in this population 
and the marker density required for LD mapping to be effective. I illustrate the use of 
statistical methods that do not require family information to infer population haplotype 
frequencies as an alternative to family-based haplotyping methods. These methods to 
estimate haplotype frequencies are relatively efficient compared to those that require family 
information (Hill, 1974; McKeigue, 2001). I applied these methods in a small data set and 
assessed the extent of LD in two regions of the genome of 50 randomly selected dairy cattle 
bulls that were being progeny tested. They were assumed to produce a representative sample 
of the future extent of LD in the UK dairy cattle population. 
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2.2 MATERIAL AND METHODS 
2.2.1 Data 
Data comprised genotypes from 50 Holstein bulls that were being progeny tested. 
The bulls were born between 1988 and 1995. Bulls were genotyped at six marker loci on 
chromosome 2 and at seven marker loci on chromosome 6. Genotyping was carried out as 
described by Wiener et al. (2000) and marker identities are given in Tables 2.1 and 2.2. Each 
bull pedigree was known up to three generations. Grandparents were assumed unrelated. 
Relationships between bulls are shown in Tables 2.3 and 2.4. Genetic distances (Kosambi 
map function) between markers were obtained from the map MARC97 (Kappes et al., 1997). 
Table 2.1. Genetic map, number of alleles at the marker locus, percentage of missing values, observed 
heterozygosity at the marker loci, expected heterozygosity under Hardy-Weinberg equilibrium (HWE) 
and significance level (P) of the test for departures from HWE for chromosome 2. 
Marker 	TGLA226 BMS829 BMS2519 BM2113 IDVGA37 IDVGA2 
Genetic map (cM) 80 91.5 101.5 106.2 108.2 - 117.8 
Number of alleles 5 5 5 6 3 5 
% of missing values 28 28 34 26 18 32 
Observed heterozygosity 0.61 0.33 0.58 0.81 0.39 0.59 
Expected heterozygosity 0.79 0.40 0.70 0.76 0.39 0.72 
Departures from HWE (P) <0.001 0.08 <0.001 0.57 0.75 0.45 
Table 2.2. Genetic map, number of alleles at the marker locus, percentage of missing values, observed 
heterozygosity at the marker loci, expected heterozygosity under Hardy-Weinberg equilibrium (HWE) 
and significance level (P) of the test for departures from HWE for chromosome 6. 
Marker RM28 BM415 CSN3 BM1236 BMS5II AFR227 BM8124 
Genetic map (cM) 74.3 76.3 82.6 83.9 89.8 90.4 94.2 
Number of alleles 4 7 3 4 5 6 2 
% of missing values 18 4 8 14 10 6 0 
Observed heterozygosity 0.66 0.67 0.35 0.60 0.78 0.34 0.16 
Expected heterozygosity 0.67 0.79 0.40 0.57 0.74 0.74 0.17 
Departures from HWE (P) 0.61 <0.001 0.26 0.31 0.81 <0.001 0.99 
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Table 2.3. Number (N) of maternal-grand-sire and half-sib groups in the sample. 
n 	N of maternal-grand-sire groups with n bulls N of paternal half-sib groups with n bulls 
1 	 18 23 
2 	 5 6 
3 	 3 3 
6 	 1 1 






Table 2.4. Additive genetic relationships (a) among bulls calculated using the three generation 
pedigree. 
	













2.2.2 Haplotype frequency estimation and Hardy-Weinberg equilibrium 
proportions 
Maximum likelihood (ML) estimates of all 78 (13*(131)/2)  two-marker loci 
haplotype frequencies were obtained by employing the expectation-maximization (EM) 
algorithm (Excoffier and Slatkin, 1995) as implemented in the program Gold (Abecasis and 
Cookson, 2000). Relationships between bulls were ignored when estimating haplotype 
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frequencies. I tried to obtain maximum likelihood estimates of six loci and seven loci 
haplotype frequencies for chromosomes 2 and 6 respectively using the program Arlequin 
(Schneider et al., 2000). The algorithm failed to reach a global maximum likelihood estimate 
of the haplotype frequencies; therefore estimates were not used in this study. Estimating 
fewer than six and seven loci haplotype frequencies other than two loci haplotype 
frequencies was not tried. 
Bayesian estimates of six and seven loci haplotype frequencies for chromosome 2 
and 6 respectively were obtained using the program PHASE (Stephens et al., 2001). No 
attempt to estimate LD between non-syntenic loci (loci in different linkage group) using the 
Bayesian approach was made. Haplotypes were reconstructed ten independent times to make 
sure that the results obtained were robust even if the algorithm was not converging, as 
suggested by Stephens et al. (2001). The algorithm was run for 107 iterations after a burn-in 
period of 104 and estimates from every 100th iteration kept. The program PHASE assumes, 
by default, a stepwise mutation model, however this assumption was relaxed by using a 
parent-independent mutation model in which each microsatellite allele has the same chance 
to mutate to any of the other alleles. A stepwise mutation model is more appropriate for 
microsatellite markers if the length of each microsatellite allele is known, but this was not 
known and, therefore, this model could not be assumed. 
Departures from Hardy-Weinberg equilibrium (HWE) proportions were tested using 
an exact test as described by Guo and Thompson (1992). This algorithm is implemented in 
Arlequin (Schneider et al., 2000). Hardy-Weinberg equilibrium is an assumption of the EM 
algorithm and departures from HWE might lead to biased estimates of haplotype frequencies 
(Excoffier and Slatkin, 1995). In addition, departures from HWE can be an indication of 
population stratification, selection of the locus or linked locus, different fertility of parents or 
different allele frequencies in male and female parents, finite population size, etc. 
2.2.3 Level of linkage disequilibrium 
Hedrick's normalised measure of disequilibrium (Hedrick, 1987) was obtained from 
the estimates of the two loci haplotype frequencies. Hedrick's normalised measure of 
disequilibrium is the extension to multiallelic loci of the normalised measure of 






where k and 1 are the number of alleles at locus M and Q respectively, mm and q,, are 
the population allele frequencies of allele m at locus M and allele n at locus Q respectively. 
D ',,,, is the absolute value of Lewontin' s normalised measure: 
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where h,,, is the estimated population frequency of the haplotype 	and D",,,,1 is 
the maximum amount of disequilibrium possible between allele m at locus M and allele n at 
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In order to test the statistical significance of the allelic association, the statistic S = 
21n(LLE/LLE) was compared to a x2  distribution with (k])*(11)  degrees of freedom (Slatkin 
and Excoffier, 1996). Assuming random mating, LLD is the likelihood computed using the 
haplotype frequencies found by the EM algorithm and LLE is the likelihood under the 
assumption of linkage equilibrium. It was assumed that the available sample size was large 
enough for asymptotic assumptions to hold. 
A large number of tests (n = 78) were performed and therefore a Bonferroni 
correction applied to obtain an appropriate significance level (P) for association between 
each pair of marker loci. The individual test significance level after correction to give a total 
significance level (y)  of 0.05 was P = 1- 
(1)h'h1 = 0.0007 where n was the total number of 
tests performed. Because some tests are likely to be correlated, the stringent threshold 
applied is expected to be conservative with respect to the type-I error rate. 
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2.3 RESULTS 
2.3.1 Departures from Hardy-Weinberg equilibrium 
Thirteen microsatellite markers spanning bovine chromosomes 2 and 6 were 
genotyped on 50 dairy bulls. Genetic positions of the markers, number of alleles at each 
locus, percentage of missing values, observed heterozygosities, expected heterozygosities 
under HWE for the observed population allele frequencies and significance level of the test 
for departures from HWE proportions are shown in Table 2.1 and Table 2.2. The thirteen 
markers had an average observed heterozygosity of 0.53 and an average expected 
heterozygosity of 0.60. The average distance between markers was 5.2 cM across a length of 
57.7 cM. The mean number of alleles was 4.6. 
Nine of the thirteen markers studied showed a deficiency of heterozygotes. However, 
only four of these nine showed significant (P < 0.001) departures from HWE proportions. 
Relatedness between individuals in the sample and the small effective population size of the 
world-wide dairy cattle population could be the cause of the observed deficiency of 
heterozygotes. 
The heterogeneity of departures from HWE for the thirteen markers studied might be 
due to undetected null alleles. Null alleles would lead to an excess of homozygotes. Family 
information was not available so potential problems with marker scoring could not be further 
investigated. Selection or non-random mating might also explain this heterogeneity. If there 
was, for example, assortative mating or selection, then only those loci influencing the trait 
(or those closely linked) would show departures from HWE. These departures would be in 
the direction observed (i.e. an excess of homozygotes). Migration could also explain the 
heterogeneity of departures from HWE. Importation of semen from the United States of 
America to Europe might have led to an excess of heterozygotes in the European Holstein 
population. However, the most likely origin of the parents of the young bulls is the United 
States of America, so this seems a less plausible explanation. 
2.3.2 Linkage disequilibrium between syntenic marker loci using the EM 
algorithm 
Figure 2.1 shows a plot of the extent of disequilibrium (D') versus genetic map 
distance measured in cM (genetic map distance is hereafter referred to as genetic distance). 
The average D' was 44%. D' did not appear to vary as a function of the genetic distance 
(results using another LD estimator, R2 for multi-allelic loci (Hudson, 1985), did not yield 
significantly different results (not shown)). The noisy nature of LD estimators (especially for 
small sample sizes) coupled with the large genetic map distances would most likely explain 
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why D' (or R 2 ) did not seem to vary as a function of genetic map distance. A non-linear 
equation of type y = a +be was fitted using non-linear regression as implemented by the 
Genstat's FITCURVE directive (Genstat 5 Committee, 1993) where y is D' and x is the 
genetic distance in cM. Note that y tends to a when x tends to infinity (i.e. for unlinked loci) 
and y tends to a+b when x tends to zero (i.e. for loci at the same location). Only a was 
significantly (P<0.0001) different from zero. The estimated parameter values are 0.42 ± 0.06 
for a, 0.11 ± 0.18 for b and 0.76 ± 0.59 for eC. The fit of y = a and y = a +be was 
compared using a likelihood ratio test. The fit of the two curves was not significantly 
different. 
The level of association (-logio(P)) appeared to show a clearer correlation with 
distance (Figure 2.2) but still highly variable, especially for the smallest distances. In order 
to test whether there was a trend a line was fitted. The slope of the line was significantly 
different from zero (P = 0.049) but only marginally. The apparent discrepancies might arise 
because of an upwards bias of D' for chromosome 2 (with smaller average sample size than 
chromosome 6). If the sample size for chromosome 2 was similar to that for chromosome 6, 
then one would expect smaller values of D' and larger values of (-log1o(P). In this case, the 
apparent non-conformity of Figures 2.1. and 2.2. would probably disappear. All P <0.01 (-
log1o(P) > 2 in Figure 2.2) correspond to genetic distances smaller than 10.3 cM. Only two 
pairs of markers were in significant linkage disequilibrium after accounting for multiple 
testing. These were BM1236-BM8124 (P = 0.0007; intermarker distance = 10.3 cM) and 
BMS511-AFR227 (P = 0.0007; intermarker distance = 0.6 cM) on chromosome 6. Before 
correcting for multiple testing there were a total of eight pairs in significant association at the 
5% level. Three of these pairs were on chromosome 2 and five on chromosome 6. 
Although a high average level of disequilibrium was observed, only two pairs of loci 
showed a significant association. In order to test whether the mean level of disequilibrium 
observed was significant I calculated (assuming independence among statistics): (1) the sum 
of the 36 statistics (6*7/2 and 5 *6/2 from chromosome 6 and 2 respectively; X2 = 646) and 
(2) the sum of the 36 associated degrees of freedom (df = 456). This overall test for average 
level of LD across all pairs of syntenic loci was highly significant (P[ 2456 df ~! X2 = 646] << 
10) indicating that the mean level of disequilibrium was significantly different from zero 
and that there was not enough power when testing individual pairs. 
Figure 2.3 shows a plot of -logio(P) for each pair of marker loci as a function of D'. 
Significant LD tended to increase with D' though it was very variable. This variance 
appeared to be dependent on the value of U. Pairs of loci with larger values of D' showed 
more variable levels of significance. 
HE 
Figure 2.1. Relationship between genetic distance (cM) and level of linkage disequilibrium (D'). The 
plotted line represents the fitted line. Crosses and diamonds represent comparisons between pairs of 
loci on chromosome two and chromosome six respectively. 
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Figure 2.2. Relationship between level of significance (-log10 (P)) and genetic distance (cM) for 
syntenic loci pairs. Crosses and diamonds represent comparisons between pairs of loci on 
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Figure 2.3. Relationship between level of significance (-log10 (P)) and level of linkage disequilibrium 
(D') for synterlic loci pairs. Crosses and diamonds represent comparisons between pairs of loci on 
chromosome two and chromosome six respectively. 
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2.3.3 Linkage disequilibrium between syntenic marker loci using the 
Bayesian algorithm 
Figures 2.4 and 2.5 show the comparison in the estimates of D' for chromosome 2 
and 6 respectively using the maximum-likelihood (ML) and Bayesian approach to estimate 
haplotype frequencies. Maximum-likelihood estimates are plotted as single points and 
Bayesian estimates are plotted as the mean of D' obtained from ten independent estimates of 
the haplotype frequencies with lines indicating two standard deviations. There is only one 
estimate of D' when using the EM algorithm therefore formal comparisons between both 
estimates cannot be performed. However, qualitative comparisons can be done and the 
general picture is the same regardless of the estimation method used. 
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Figure 2.4. Comparison of the estimates of D' obtained when using population haplotype frequencies 
estimated by the maximum-likelihood (crosses) and Bayesian approach (circles) for chromosome 2. 
Each circle is the mean of ten runs of the program PHASE and the lines are ± 2 SD. 
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Another important observation is that the variance of D' is highly variable for 
chromosome 2 but not for chromosome 6 (note that some of the estimates have variance 
equal to zero). This is probably reflecting more missing values for chromosome 2 than for 
chromosome 6 (Tables 2.1 and 2.2). 
Results using a stepwise mutation model (results not shown) were not significantly 
different to those from the parent-independent mutation model. This suggests that the 
algorithm is relatively insensitive to the underlying assumptions about the mutation model. 
2.3.4 Linkage disequilibrium between non-syntenic marker loci using the EM 
algorithm 
Figure 2.6 shows the distribution of D' values observed between pairs of non-
syntenic loci. The mean level of LD between non-syntenic loci, measured as D', was 
estimated to be 39%. None of the loci pairs showed significant association between alleles. 
Indeed, the most significant association was for the pair BM21 13-BM1236 (P=0.03; D'= 
0.53). The sum of the 42 statistics obtained between non-syntenic loci was 548 and the sum 
of the 42 associated degrees of freedom was 539. The overall level of association between 
pairs of non-syntenic loci was not significant (P[X2539 df X2 = 548] = 0.39). In addition to 
this overall test, a Fisher's combined probability test (Fisher, 1970) was performed for 
syntenic and non-syntenic groups that gave similar results (results not shown). Overall, 












association could be statistically detected between syntenic loci but not between non-
syntenic loci, even when the D' values were similar. 
Figure 2.5. Comparison of the estimates of D' obtained when using population haplotype frequencies 
estimated by the maximum-likelihood (diamonds) and Bayesian approach (circles) for chromosome 6. 
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The results show that LD mapping methods could be applied to the future UK dairy 
cattle population with the available density of microsatellite markers. Significant linkage 
disequilibrium was found only for genetic distances smaller than about 10 cM, in addition 
significant association was never found between non-syntenic loci. This would have 
important implications for LD mapping. Firstly, the mapping resolution achievable with this 
level of disequilibrium would be finer than with traditional QTL-mapping methods. 
Secondly, if the lack of significant association found here between loci on chromosomes 2 
and 6 were the same across the whole genome, then the number of false positives due to 
allelic associations between unlinked loci would be small when applying LD methods to map 
trait loci. 
Some aspects of the results presented here differ from those found by Farnir et al. 
(2000). First, they found extensive significant LD between both syntenic and non-syntenic 
loci. Second, they found average D' values in the same range as those showed here only for 
genetic distances <5 cM. Thirdly, they found that only those D' values for the more distant 
syntenic markers were similar to those between non-syntenic markers. These differences 
might arise because of two reasons. First, the sample analysed here is more related than 
theirs, and hence probably shows larger IBD (Identical by descent) regions. They used two 
different samples for estimating the extent of LD. One sample was composed of bull-dams 
and the other of cows selected from the general population. Though their first data set might 
have a level of relatedness as high as that in the data analysed here, it is unlikely that cows in 
their second data set were as related as the bulls analysed here. Relatedness between 
individuals can cause an increase in the level of LD even between unlinked loci because 
larger portions of the genome are identical between related individuals. Second, the sample 
size of both studies is very different and comparison might be difficult and even 
inappropriate. The expectation of D' under equilibrium is zero, however its sampling 
variance depends on the sample size from which it is estimated: the larger the sample size, 
the smaller the sampling variance. If the sampling variance is large then it is more likely that, 
just by chance, the estimated value for D' differs from zero. Weir and Hill (1980) derived the 
variance of R, the correlation of gene frequencies, for biallelic loci. Their arguments about 
the two sampling processes involved in estimating LD can be extended to a different 
measure of disequilibrium, say D'. For closely linked loci the variance of R is approximately 
]/(1 + 4NeC) + 1/n where Ne is the effective population size, c is the recombination fraction 
between the two loci and n is the sample size. The variance of R is due to two different 
sampling processes, one that reflects the finite size of the population []1(1 + 4NeC)] and 
another that reflects that a limited sample of the population [1/n] has been drawn (from 
which disequilibrium and allele frequencies have been estimated). It is worth noting that n is 
either a sample of n identified chromosomes or n unphased individuals from which 
disequilibrium and allele frequencies have been estimated. Additionally for D' the difference 
from its expected value under equilibrium is aggravated by the fact that D' uses the absolute 
value of D'. Even small deviations from equilibrium between pairs of alleles accumulate, 
leading to an upwards bias in the estimate of D'. 
I believe that lack of statistical power, especially after correcting for multiple testing, 
and an upwards bias (due to the small sample size) in the estimate of D' is the reason why 
the larger D' values observed did not correspond to more significant allelic associations. It 
was assumed that all the tests performed were independent, however tests between loci on 
the same chromosome are correlated, especially if the distance between loci is not large as in 
these data. The significance thresholds applied after correction are, therefore, very 
conservative as the number of independent tests really performed was smaller than assumed. 
It is unlikely that the departures from HWE expectations observed lead to an 
important degree of bias in the estimates of haplotype frequencies. The only problem when 
estimating haplotype frequencies from genotypes comes from individuals that are 
heterozygous at the loci considered. In this situation, haplotype frequencies cannot be 
directly counted because it is not possible to distinguish between the two different diplotypes 
(i.e. an individual with the two loci genotype AaBb could have diplotype Ab/aB or AB/ab). 
In this case, the EM algorithm iteratively estimates the frequencies of the different 
haplotypes until the likelihood of the data is maximised and, therefore, maximum likelihood 
haplotype frequencies obtained. When there is an excess of homozygotes, the number of 
doubly heterozygous individuals to be resolved is smaller. Consequently, there is little or no 
bias in the haplotype frequency estimates caused by deviations from HWE due to excess in 
homozygosity (Osier et al., 1999; Fallin and Schork, 2000). 
Six and seven loci maximum likelihood haplotype frequencies for chromosome 2 
and 6 respectively could not be obtained. This was because the algorithm failed to reach a 
global maximum. After each step of the EM algorithm, the likelihood of the data increases 
(Dempster et al., 1977), however, if the likelihood surface is concave or very flat, then there 
is no guarantee that a global maximum is reached. Generally, there is no obvious way of 
knowing if the estimated maximum is just a local or a global maximum. In order to be sure 
that a global maximum is reached, the algorithm is usually started several times from 
different starting points and the solution with the maximum likelihood is assumed to be the 
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global maximum. In the present case, although the likelihood of the data was the same for 
different runs, different haplotype frequencies were obtained in each of the runs. This 
suggests that the likelihood surface was very flat due to the insufficient amount of data or 
dependencies between the data and that the iterative process stopped before reaching the 
global maximum. 
Differences observed between the ML and Bayesian approaches were small and the 
general conclusions obtained from both estimation procedures were essentially the same. 
Differences observed between both approaches are slightly larger for chromosome 2, which 
has more missing values, than for chromosome 6. This might suggest that the amount of data 
for some loci on chromosome 2 is too small and this is reflected in the slightly larger 
discrepancies between both approaches. An advantage of the Bayesian over the ML 
approach is that it provides estimates of the uncertainty associated with each phase, at the 
cost of a much larger computing time. An advantage of the ML over the Bayesian approach 
is that implementation of the testing procedure is straightforward in the ML framework. 
Therefore the decision about the most appropriate method would depend on the intended use 
of the haplotype frequencies. For example, if one just wanted to test for the presence of LD 
then the ML approach seems adequate and straightforward but if one wanted to compare 
haplotype frequencies in a cases/control design then an estimate of the uncertainty of each 
phase would be necessary. 
The fact that the disequilibrium parameter (D') was not dependent on distance (cM) 
but P was (Figures 2.1 and 2.2) and that similar values of D' were observed between 
syntenic and non-syntenic loci (but significance level was different), suggests that the utility 
of D' to assess the amount of disequilibrium is limited. This is important if assessment of 
disequilibrium is done as a preliminary study to determine, for example, the marker density 
required for a mapping study. In this case, the correlation between P and distance will give a 
clearer "picture" of the marker density required. 
The region of chromosome 6 where the most significant LD was detected has been 
reported to harbour QTLs influencing milk, fat and protein yield in the UK dairy populations 
(Wiener et al., 2000) and other populations such as the Israeli Holstein population (Ron et 
al., 2001). This suggests that selection for milk production traits could have generated LD in 
this region, which was detectable even with the large amount of background LD observed. 
Fine mapping of trait loci in outbred populations relies on population-based samples 
for which linkage disequilibrium between trait and marker loci is expected to occur at 
smaller distances than in family-based samples. The amount of linkage disequilibrium 
between marker loci in a population will give us information about the marker density 
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required to perform the mapping study. In livestock populations, this type of study has 
always been done using family information to infer phase. However, this procedure requires 
typing additional family members. Even if possible, typing these extra members might be an 
inefficient use of resources, especially when statistical methods such as those described in 
this study are known to perform reasonably well. 
CHAPTER 3 - Extent of linkage disequilibrium in a human Sardinian 
sub-isolate: sampling and methodological considerations 
3.1 INTRODUCTION 
In recent years, human geneticists have advocated the use of linkage disequilibrium, 
the non-random association of population allele frequencies at two or more loci, to map 
genes related to common human complex diseases. Linkage disequilibrium (LD) mapping 
relies on the assumption that there have not yet been enough generations of recombination to 
break down the association between a causative locus and nearby markers. The association, 
generated by, for example, mutation, selection, drift or migration is reduced each generation 
by a function of the recombination fraction between the loci and the population size (Hill and 
Robertson, 1966). The closer the marker and trait locus, the larger the number of generations 
required to break down their association. LD will also be erased faster in large populations 
than in small ones. However, empirical data has shown conflicting results. Eaves et al. 
(2000) found comparable levels of LD in two genetic isolates (Sardinia and Finland) and two 
outbred populations in the USA and UK. They argued that the number of founders in each 
isolate was large enough to have multiple copies of the common alleles represented in the 
founder population. Therefore, the recombinational history of common alleles for the four 
populations would date back to the same origin in the general population. Zavattari et al. 
(2000) found similar levels of LD in the general Sardinian population and in the UK 
population but found increased levels in a sub-isolate of the Sardinian population. Angius et 
al. (2002a) also found increased levels of disequilibrium in the sub-isolate of Talana than on 
the general Sardinian population using six microsatellites markers on the long arm of 
chromosome X. 
The village of Talana was selected as an example of a sub-isolate within the general 
Sardinian population. Talana is one of the most isolated villages in the Ogliastra region. It 
was selected because of its documented isolation until 25-40 years ago and the reduced 
number of founders. Angius et al. (2001) estimated that 80% of the —1300 people that 
currently live in Talana descend from eight paternal and eleven maternal lineages. Talana 
has experienced a slow population growth from the beginning of the 	century to the 
present. The estimated population size was 200 in the middle of the 17th  century, doubling at 
the end of the 19th century and then tripling at the end of the 20th  century. Simulation studies 
(Slatkin, 1994; Kruglyak, 1999; Wright et al., 1999) showed that populations maintained at 
constant size or showing slow population growth after their founder event followed by rapid 
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expansion are more likely to show high levels of LD than those that experience a rapid 
growth immediately after their founder event. The Talana population meets these 
requirements and hence, seems more suitable for detecting genes using linkage 
disequilibrium than other populations, such as the Finnish (Peltonen et al., 1999), that have a 
larger number of founders and have experienced rapid growth just after their founder event. 
In this chapter, results about the extent of LD on chromosome 19 in the Talana 
population are presented. The effect of the number of generations available to estimate 
founder haplotypes and the number of founder haplotypes on the measure of disequilibrium 
D' (Hedrick, 1987) is studied. The effect on D' of estimating population haplotype 
frequencies without using family information is also studied. 
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32 MATERIAL AND METHODS 
3.2.1 Data 
A total of 775 individuals distributed in 120 families were available. Table 3.1 shows 
the distribution of family size in the sample. Founders, those without parents in the pedigree, 
had different number of documented generations descending through the pedigree. The 
number of generations (tiers) within each family varied from one to three. 
Table 3.1. Distribution of family size for the 120 families available. 
Number of families with n members n Total number of individuals in families of n members 
18 3 54 
22 4 88 
18 5 90 
9 6 54 
13 7 91 
13 8 104 
8 9 72 
9 10 90 
2 11 22 
2 12 24 
2 13 26 
2 14 28 
2 16 32 
Total number of families = 120 	 Total number of individuals = 775 
3.2.2 Genetic linkage map 
The genetic linkage map for chromosome 19 was constructed using Cri -Map (Green 
et al., 1990) (http://linkage.rockefeller.edu/multimap/crimap/) using Haldane' s map function. 
Genotypes were available for 21 microsatellite markers and the APOE gene. Table 3.2 shows 
the description of the microsatellite markers, the linkage map and the number of informative 
meioses at each locus. The constructed map agreed with the published map 
(ftp://ftp.genethon.fr/pub/Gmap/Nature-1995/) in the order of all the marker loci. The 
estimated genetic linkage map was considered more appropriate to this study because it was 
estimated from the population studied and because it is likely to be more accurate than the 
published map (Dib et al., 1996), which is only based on 186 meioses. The described map 
was the best-supported one (that is, the one with the largest likelihood [Log-likelihood=-
603]). In order to be sure that the likelihood function had reached an absolute maximum and 
not a local maximum, different orderings of loci were used as starting values, as well as, the 
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: 
flips2, flips3, flips4 and flips5 options. Cri-Map's flipsX option finds relative Log-
likelihoods for all permutations involving X adjacent loci. 
Table 3.2. Linkage map and number of informative meioses used to infer it. 
Marker Linkage map (cM) Informative meioses 
D19S886 0.0 332 
D19S209 12.4 235 
D19S894 17.7 398 
D19S216 20.8 344 
D19S884 28.3 358 
D19S865 31.4 337 
D19S221 36.7 337 
D19S226 43.1 337 
D19S566 53.0 459 
D19S931 56.1 378 
D19S414 62.5 294 
D19S220 70.0 439 
APOE 74.2 48 
D19S420 74.2 372 
D19S903 76.2 409 
D19S902 83.8 365 
D19S904 92.5 223 
D19S888 106.2 321 
D19S921 107.2 431 
D19S572 109.3 436 
D19S418 115.7 252 
D19S210 124.4 365 
The region studied spanned —124cM with an average distance between markers of 
5.92 cM. The mean number of marker alleles per locus was 8.8. Alleles with only a single 
copy in the dataset were treated as missing data. The number of locus pairs within 10 cM 
intervals was roughly the same for all the intervals. There were 30, 32, 24, 34 and 24 pairs 
for map distances between 0-10cM, 10-20cM, 20-30cM, 30-40cM and 40-50cM 
respectively. 
3.2.3 Hardy-Weinberg equilibrium proportions 
Departures from Hardy-Weinberg equilibrium (HWE) proportions were tested using 
Arlequin (Schneider et al., 2000) (http://lgb.unige.chlarleguinl) which uses a Markov Chain 
Monte Carlo (MCMC) algorithm (Guo and Thompson, 1992) to estimate the exact 
probability (Fisher's exact test) of the data based on a hypergeometric distribution of the 
genotypic counts with the number of classes equal to the number of possible genotypes at the 
locus. The individual test significance level after correction to give a total significance level 
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(y) of 0.05 was P = 1- (1-'y)" = 1- (1-0.05 )1122 = 0.002 where n was the total number of tests 
performed. 
The observed levels of heterozygosity and mean number of alleles in the Talana 
population (considered here to be an inbred human population because of its small effective 
population size and low immigration during the last two and a half centuries) was compared 
with an outbred population (with a larger effective population size and relatively large 
immigration typical of the large cities). The CEPH (Centre d'Etudes du Polymorphisme 
Humain) reference families were used as an example of an outbred population. The mean 
number of alleles and observed heterozygosity at the microsatellite loci used in this study for 
the CEPH families were obtained from the Genethon web page 
(ftp://ftp.genethon.fr/pub/Gmap/Nature-1995/). These data are based on 8 families (134 
individuals) and 186 meioses. 
3.2.4 Haplotype estimation using family information 
All individuals' diplotypes (that is, the pair of haplotypes that compose the 
genotype) for the 22 available loci were estimated using the program Simwalk2 
(http://watson.h,izen.pitt.edu/docs/simwalk2.html) (Sobel and Lange, 1996) and founder 
haplotypes were selected for further analysis. Founder haplotypes were counted and 
population two-locus haplotype frequencies obtained. 
The program Sirnwalk2 models genetic descent states of the pedigree, that is, 
describes how the genes descend through the pedigree and how the alleles from the founders 
descend down each path. For modelling these genetic states, it uses an MCMC technique 
known as simulated annealing, in which the Markov Chain steps are accepted with 
decreasing probability. In the first steps of the chain almost all legal descent graphs are 
accepted and in the latest states of the chain only those steps that are more likely than the 
previous one are accepted. By doing so, the space of legal descent graphs is largely sampled 
at the beginning of the chain and is progressively reduced as the chain advances, making 
convergence faster. Using diplotypes obtained from two different runs of Simwalk2 with 
different random seeds gave virtually the same results (only results for one of them are 
shown). 
A maximum of 381 founder 22-locus diplotypes could be inferred and they were 
assigned to different categories depending on the number of generations of descent in the 
pedigree. Those founders that had great-grandchildren in the pedigree were assigned to 
category G3; founders with grandchildren only to category G2 and founders with children 
only to Gi. GI, G2 and G3 had a total of 187, 168 and 26 diplotypes respectively. Unless 
otherwise stated the results shown were obtained when using all founders available. 
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3.2.5 Haplotype frequency estimation without using family information 
Maximum likelihood estimates of all 231 (22*(221)/2)  two-marker locus haplotype 
frequencies were estimated by employing the expectation-maximization (EM) algorithm 
(Excoffier and Slatkin, 1995). No attempt to estimate more than two-locus haplotypes using 
the EM algorithm was made because the computing time of the algorithm increases 
exponentially with the number of loci and the number of alleles at each locus. 
3.2.6 Measuring the amount of linkage disequilibrium 
LD was measured using a statistic proposed by Hedrick (1987). This statistic is an 
extension for multiallelic loci of the normalised measure of disequilibrium defined by 
Lewontin (1964) for biallelic loci. It is defined as follows: 
D
'= k I 	
'fin 
	 [1] 
in=] it =1 
where k and 1 are the number of alleles at locus M and Q respectively, mm and q are 
the population allele frequencies of allele m at locus M and allele n at locus Q respectively. 
I 	is the absolute value of Lewontin's normalised measure: 
D 	= D  1111 = (
h,, - iii,,, q ) 	 [2] 
	
D max 	D max "Ill 
	 Iflfl 
where hm,, is the estimated population frequency of the haplotype MmQn and 	is 
the maximum amount of disequilibrium possible between allele m at locus M and allele n at 
locus Q that equals: 
[minIMA, (1- rn,,1 )(1-q )};D,,,,1 <01 	 [3] ,-.max 	 ILJ,,ln 	. 	 I
ITmn { rn,,, (1 - q,1 ), (1 - rn,,, )q }; D,,1 ,1 > 0] 
D' was based on estimates of two-locus haplotype frequencies obtained both by 
counting the 381 22-locus founder diplotypes when using family information (phased 
founders), and from the two-locus population haplotype frequencies obtained without using 
family information (unphased founders). 
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3.2.7 Test for association when using phased individuals 
Gold (Abecasis and Cookson, 2000) was used to test the statistical significance of 
the allelic association between all pairs of loci when using inferred haplotypes. Association 
is tested by means of a standard chi-square test (based on the observed and expected 
haplotype frequencies) with (k1)*(l1)  degrees of freedom where k and I are the number of 
alleles at the two loci. Gold pools low frequency alleles in order to avoid spurious results due 
to small sample sizes and sparse contingency tables. Two different pooling strategies were 
used, pooling at 1% and at 7%. Unless otherwise stated the results presented are those 
corresponding to the 7% pooling. Not all loci from the 381 22-locus diplotypes were scored, 
therefore the number of two-locus haplotypes on which D' and the significance of the allelic 
association were based varied from 312 to 606 haplotypes. 
3.2.8 Test for association when using unphased individuals 
The statistical significance of allelic association was tested comparing the likelihood 
ratio statistic S = 21n(LLE/LLE) with a x2  distribution with (k1)*(1I)  degrees of freedom 
(Slatkin and Excoffier, 1996). Assuming random mating, LLD is the likelihood computed 
using the haplotype frequencies found by the EM algorithm and LLE is the likelihood under 
the assumption of linkage equilibrium. I used Gold at different pooling frequencies of the 
alleles (1% and 7%) and my own implementation of the EM algorithm, which does not do 
any pooling. Comparing the statistic S with a x2  distribution is, strictly speaking, only valid 
under asymptotic assumptions, which are likely to hold here due to the large sample size of 
the data set. 
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3.3 RESULTS 
3.3.1 Hardy-Weinberg equilibrium proportions 
Table 3.3 shows the number of genotypes, the observed heterozygosity (OH) and 
expected heterozygosity (EH) at each locus, and the significance level for the test of HWE 
proportions. Multiple testing was accounted for by applying a Bonferroni correction as 
described in the previous section. Five out of twenty-two loci showed departures from HWE 
proportions after accounting for multiple testing. They showed a deficiency of heterozygotes 
compared with what one would expect under HWE. The overall difference in observed and 
expected heterozygosity was tested using a paired t-test. The difference was highly 
significant (P<0.0001). These results are consistent with non-random mating (due to mating 
of related individuals) or population sub-structure. 
The heterogeneity of departures from HWE might be due, for example, to assortative 
mating or selection if those loci that showed significant departures from HWE or closely 
linked loci were influencing the traits for which assortative mating or selection is occurring. 
Alternatively, null alleles might also explain this heterogeneity but this explanation is less 
likely since the markers used have been extensively tested in other populations where null 
alleles have not been reported (Alan Wright, personal communication). In addition, null 
alleles usually lead to Mendelian segregation errors that were not detected when constructing 
the linkage map or when estimating the individuals' diplotypes. Under all scenarios (non-
random mating due to the mating of related individuals, assortative mating, selection and 
null alleles), one would expect an excess of homozygotes. 
Table 3.3. Number of founder genotypes available at each locus, observed and expected 
heterozygosity given the observed allele frequencies in the founders and the significance level of the 
test for departures from HWE proportions. 
Number of Observed Expected Departures from 
Marker 
genotypes heterozygosity heterozygosity HWE (P) 
D19S886 254 0.65 0.74 0.002 
D19S209 171 0.75 0.77 0.719 
D19S894 264 0.75 0.82 0.006 
D19S216 271 0.75 0.77 0.230 
D19S884 261 0.67 0.79 <0.001 
D19S865 258 0.65 0.79 0.001 
D19S221 246 0.74 0.85 <0.001 
D19S226 267 0.63 0.64 0.794 
D19S566 286 0.79 0.85 0.331 
D19S931 276 0.66 0.72 0.026 
D19S414 270 0.57 0.65 0.011 
D19S220 264 0.80 0.81 0.046 
APOE 294 0.12 0.12 0.692 
D19S420 254 0.70 0.75 0.081 
D19S903 267 0.79 0.80 0.085 
D19S902 265 0.71 0.72 0.182 
D19S904 235 0.54 0.52 0.814 
D19S888 270 0.65 0.67 0.735 
D19S921 277 0.71 0.76 0.596 
D19S572 274 0.73 0.79 <0.001 
D19S418 238 0.52 0.60 0.004 
D19S210 264 0.69 0.75 0.105 
Mean (SD) 	 0.66 (0.14) 	0.71 (0.15) 
Table 3.4 shows the number of alleles (NA) observed in Talana and the CEPH 
families, as well as, the observed heterozygosity (OH) in Talana and CEPH families. 
The mean number of alleles in Talana was 8.8 and 7.8 in the CEPH families. The 
mean difference in the number of alleles at the two populations, tested using a paired t-test, 
was significant at the 2% level. Also, the mean observed heterozygosity was smaller in 
Talana (0.66) than in the CEPH families (0.75). The mean difference was highly significant 
(P < 0.0001; paired t-test). The difference observed in the number of alleles could be due to a 
larger sample size for the Talana population. I tested whether the difference in sample size 
between the CEPH and Talana samples could explain their difference in the mean number of 
alleles. For this, 500 samples of different size from the Talana data were bootstrapped. The 
sample sizes were 28, 50, 100, 134, 183, 150, 200, 250, 300 and 381 diplotypes. For each 
diplotypes' sample size (28-381) the mean number of alleles across the 500 bootstrapped 
samples was estimated at each locus and the mean number of alleles across loci for a given 
sample size estimated. Then a logarithmic curve was fitted to the mean number of alleles 
across loci obtained from the bootstrapping. Results are shown in Figure 3.1. Substituting the 
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sample sizes of the CEPH (28 founders) and Talana (381 founders) in the equation shown in 
Figure 3.1 gave an expected number of alleles of 7.02 and 8.9, respectively. This showed 
that the difference in the number of alleles observed in the two populations could be 
attributed to the difference in sample size. These results also showed that the expected 
number of alleles for a sample of 28 unrelated people from Talana would have an average 
(over the 22 loci) of -.0.8 alleles less than the sample from the CEPH families gave. Talana 
showed smaller allele diversity and heterozygosity when corrected for sample size than an 
outbred population, which is consistent with the hypothesised drift and founder effects. 
Table 3.4. Number of alleles (NA) and observed heterozygosity (OH) in Talana and the CEPH 
families. 
Marker NA in Talana NA in CEPH families OH in Talana 
OH in 
CEPH families 
D19S886 6 5 0.65 0.66 
D19S209 7 7 0.75 0.77 
D19S894 12 11 0.75 0.77 
D19S216 6 5 0.75 0.75 
D19S884 10 10 0.67 0.86 
D19S865 8 13 0.65 0.88 
D19S221 11 10 0.74 0.86 
D19S226 14 12 0.63 0.84 
D19S566 10 9 0.79 0.86 
D19S931 10 10 0.66 0.77 
D19S414 7 7 0.57 0.77 
D19S220 12 10 0.80 0.84 
APOE 3 3 0.12 0.11 
D19S420 8 7 0.70 0.79 
D19S903 11 7 0.79 0.78 
D19S902 11 9 0.71 0.79 
D19S904 7 4 0.54 0.64 
D19S888 10 7 0.65 0.81 
D19S921 9 8 0.71 0.78 
D19S572 10 7 0.73 0.80 
D19S418 6 6 0.52 0.65 
D19S210 6 6 0.69 0.73 
Mean (SD) 8.8 (2.6) 7.8 (2.6) 0.66 (0.14) 0.75 (0.16) 
RK 
Figure 3.1. Expected relationship between sample size and the mean number of alleles observed for 
the 22 loci studied, obtained by bootstrapping (see text). The equation of the fitted line and the 
standard errors (in brackets) of the estimated parameters are shown. 
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3.3.2 Extent of linkage disequilibrium using phased founders 
Figure 3.2 shows how linkage disequilibrium, measured as D', decays with genetic 
map distance. The mean D' was 0.143 (with a maximum of 0.356 and a minimum of 0.055). 
An equation of type y = a + be was fitted using non-linear regression as implemented by 
the Genstat F1TCURVE directive (Genstat 5 Committee, 1993) where y is D' and x is the 
genetic distance in cM. Note that y - a when x - 	(a is the mean background level of 
LD) and y - a+b when x - 0 (a+b is the mean level of disequilibrium for loci at the same 
location). The fitted curve accounted for 47% of the total variance and the estimated 
parameters and their standard errors were 0.116 ± 0.004 for a, 0.184 ± 0.016 for band 0.917 
± 0.012 for e'. It was considered that a useful level of LD (measured as D') for LD mapping 
to be effective was half the difference between the fitted maximum (0.300) and minimum 
(0.116) value (herein, referred to as the half-length). This value was 0.208 and corresponded 
to a distance of about 8 cM. The half-length was defined as half the difference between the 
maximum and minimum fitted value following the definition given by Reich et al. (2001). 
They defined it as the distance where D' decays to 0.5, however they observed values of D' 
between 0 and 1 and therefore this definition was not appropriate for this data set. 
Figure 3.2. Decay of D' values observed between marker loci on chromosome 19 as a function of 
genetic map distance (in cM). Horizontal lines represent the mean of D' values computed at 5 cM 
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Figure 3.3 shows the statistical significance of the locus pairs. The statistical 
significance was classified as: highly significant (P :!~ 0.0002), significant (0.0002 < P ~ 
0.05) and not significant (P> 0.05). The first category accounts for multiple testing using a 
Bonferroni correction when 231 independent tests were assumed. The numbers of locus pairs 
in the three classes were 55, 78 and 98, respectively. At each locus the number of adjacent 
loci in highly significant LD with this locus (abbreviated as Adlo in Figure 3.3) were 
counted in each direction from the marker locus and the average for all loci obtained. Given 
a marker locus, the average number of markers adjacent to it that showed highly significant 
LD was 1.90 (after averaging in both directions) with a variance of 1.60. The average extent 
of LD from a given marker was estimated by multiplying the average number of markers 
adjacent to it that showed highly significant LD by the average distance between markers. 
This was 11.25cM (1.90*5.92) with a standard deviation of 7.48 (the standard deviation was 
estimated assuming that 5.92 was constant). 
Figure 3.3. Linkage disequilibrium statistical significance between pairs of loci and number of 
adjacent loci in highly LD (Adlo). 
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A total of 44 out of the 62 locus pairs (71% of the pairs) that were at a distance !~ 
20cM were in highly significant (P<0.0002) LD and only 11 locus pairs out of the 169(6.5% 
of the pairs) that were at a distance >20cM were in highly significant (P<0.0002) LD. One 
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must keep in mind that choosing a different distance threshold would yield different results, 
however for this data set the threshold of 30 cM yielded only slightly different results 
(60.5% and 2% of the loci in highly significant association for distances less and more than 
30 cM, respectively). The proportion of highly significant associations for unlinked loci 
(distances larger than 30 cM) was smaller than expected by chance, showing that the 
Bonferroni correction is too conservative. 
3.3.3 Effect of the number of generations available to estimate diplotypes 
Figure 3.4 shows how LD decayed as a function of genetic map distance for 
founders of types Gi, G2 and G3. For Gi, G2, and G3 the mean values of D' were 0.175, 
0.189 and 0.456 respectively. A non-linear equation of the type y = a + be was also fitted 
as described above. The estimated parameter values and their standard errors are shown on 
Table 3.5. 
A likelihood ratio test was used to test whether there was a difference in the 
estimates of D' when using founders GI, G2 and G3. I compared the likelihood of the full 
model, that is fitting three different a, b, e and residual variances for Gi, G2 and G3, and 
that of the reduced model in which I fitted, as with the full model, three different residual 
variances for Gi, G2 and G3 but only one a, b, e. To make sure that the algorithm had 
reach the maximum of the likelihood function the search was started from 20 different 
starting points and the one with the best In-likelihood is reported here. The full model had 12 
parameters estimated and a In-likelihood equal to 1458 whereas for the reduced model the 
number of parameters fitted was 6 and it had a In-likelihood equal to 1395. Twice the 
difference in In-likelihood was compared to a chi-square distribution with 6 degrees of 
freedom. The full model fitted the data significantly (P < 10 8) better than the reduced model. 
This suggests that the extent of LD differs depending on the number of generations available 
to infer diplotypes. However, differences in sample size between Gi, G2 and G3 might, also, 
explain those differences. 
Table 3.5. Estimated parameter values and their standard errors for founders Gi, G2 and 03. 
Type of founders 	a 	 b 	 e 
01 0.16±0.01 0.12±0.02 0.91±0.02 
G2 0.17±0.01 0.26±0.04 0.83±0.03 
G3 0.36±0.09 0.19±0.07 0.98±0.02 
row 
Figure 3.4. Relationship between genetic distance (cM) and level of linkage disequilibrium (D'). The 
plotted line represents the fitted line (y = a + be). The total number of diplotypes was 187, 168 and 
26 for classes of individuals with children only (GI), grandchildren (G2) and great-grandchildren (G3) 
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3.3.4 Effect of the sample size 
In order to assess the sample size effect on the extent of LD, samples of different 
sizes of the same data were bootstrapped. Figure 3.5 shows the mean of the means and 
variances of the 231 locus pairs obtained from bootstrapping samples of 26, 52, 104, 168, 
500 and 1000 diplotypes from G2. Note that bootstrapping samples larger that the actual 
sample size (168), is not going to improve the estimation of the mean or variance of D'. 
Strictly speaking one should always bootstrap samples of the same size as the original 
sample. A total of 1000 replicates was obtained, and the mean over replicates and the 
variance of D were estimated for all marker pairs, as well as the total mean (that is the mean 
across loci) of the means and variances obtained. 
Figure 3.5. Effect of sample size on the mean of the means and variances of D' for the 231 locus pairs 
of founders G2. Points represent sample sizes of 26, 54, 104, 168, 500 and 1000 diplotypes. 
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There was about a 2.1 fold increase in the value of D' when the sample size 
decreased from 168 to 26. This increase was very similar to that found between GI or G2 
and G3. The estimate of the mean D' was between 2.4-2.6 fold larger in G3 than in G2 or 
Gi. Figure 3.5 shows that the variance of D' was about 16 fold larger for a sample size of 26 
than for one of 168 diplotypes. Figure 3.6 shows the mean of the means and variances of the 
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and 381 diplotypes from all the founder diplotypes (GI, G2 and G3). It shows that the mean 
and variance of D' tend to flatten for sample sizes of about 200 diplotypes. 
Figure 3.6. Effect of sample size on the mean of the means and variances of D' for the 231 locus pairs 
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Figure 3.7 shows how small sample sizes tend to flatten the decay of D' with 
distance (i.e. plateaus sooner). Each point is the average value of D' obtained from 
bootstrapping 1000 samples of size 168 and 26 diplotypes from G2. The maximum and 
minimum fitted value for the results shown in Figure 3.7 were 0.44 and 0.192 for a sample 
size of 168 and 0.623 and 0.432 for a sample size of 26. This makes a difference between 
maximum and minimum value of 56% ([0.44-0.192]/0.44=0.56) and 30% respectively. 
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Figure 3.7. Effect of sample size on the decay of LID. Each dot is the average value obtained from 
bootstrapping 1000 samples of 168 (crosses) and 26 (triangles) diplotypes. 
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3.3.5 Extent of linkage disequilibrium using unphased founders 
Two-locus maximum likelihood estimates of haplotype frequencies for the same 
founder individuals used in the previous section were obtained using the EM algorithm. D' 
values were computed. Figure 3.8 shows, for each pair of loci, the estimate of D' obtained 
from phased individuals (horizontal axis) and unphased individuals (vertical axis). Only 9 
out of the 231 pairs showed a smaller D' obtained from unphased individuals than from 
phased individuals. The regression coefficient of D'(Unphased) on D'(Phased) was not 
significantly different from one and the intercept was significantly different from zero (P < 
1012). The continuous line is the fitted line and the estimated parameters and their standard 











Figure 3.8. Comparison of D' values obtained from phased and unphased individuals. The fitted line 
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3.3.6 Effect of the pooling strategy 
The effect of different allele pooling strategies is shown in Figure 3.9. Although only 
results for unphased individuals are shown the results obtained for phased individuals did not 
qualitatively differ from those shown here. Three different pooling strategies were 
considered: pooling of alleles with frequency smaller than 7% or 1% and not pooling at all. 
The pooling of rare alleles tended to reduce the value of D', and is therefore a conservative 
approach. How the statistical significance of LD changed with pooling was assessed for a 
range of pooling strategies. Table 3.6 compares the number of times in which the locus pairs 
were classified as having the same (or different) level of significance (as defined for Figure 
3.3) when different levels of pooling were compared with no pooling. For example, if a pair 
of loci was in significant LD (P = 0.05) when not pooling and in highly significant LD (P = 
0.0002) when pooling at 7%, then this pair added one value to 1 displacement in the 7% 
column, if it was the other way round, e.g. highly significant when not pooling and not 
significant when pooling at 10%, then it added one count on to the displacement of —2 in the 
relevant column. 
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Figure 3.9. Effect of different pooling strategies on the estimate of D'. Each point represents the 
average of D' values computed at 5 cM intervals. 
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Table 3.6. Number of times the classification of the statistical significance for the 231 locus pairs 
changed when pooling at different proportions compared with no pooling. The displacement is 
negative when pooling is less significant than not pooling. 
0% 
Displacement 0.1% 1% 5% 7% 10% 25% 50% 
-2 0 0 0 0 1 20 27 
-1 3 1 13 19 36 70 77 
0 227 201 169 170 162 129 124 
1 1 29 48 42 32 12 3 
2 0 0 1 0 0 0 0 
The test for LD tended to became more conservative when the threshold frequency 
for pooling increased (i.e. as higher proportions were pooled D' frequently became less 
significant), although there was some variability for the smallest threshold frequencies for 
pooling that could not be accounted for. 
3.4 DISCUSSION 
I have estimated that LD on chromosome 19 in the Talana population extends 
between 8 and 11 cM. In addition, 71% of the locus pairs showed highly significant 
association when they were less than 20 cM apart, but only 6.5% when they were more than 
20 cM apart. Isolated populations with high levels of LD generated by drift pose the problem 
of how to distinguish between LD due to close linkage and that generated by drift between 
unlinked loci (the background level of LD) that would lead to false positives. By chance, one 
would expect about 5% of the unlinked loci to show significant LD at the P = 0.05 level. 
There was only a slight increase (6.5%) on this, suggesting that the problem associated with 
high levels of background LD might be of little importance in this population. In order to 
assess this better, one would require microsatellite markers placed on other chromosomes. 
However, these data were not available and it was considered that distances of more than 20 
cM were an appropriate threshold (that is, two loci 20 cM apart were considered to be 
effectively unlinked). If a marker locus, more than 20 cM apart from a trait locus, showed a 
significant association with the trait, then this information would be somehow limited for 
mapping the position of the trait locus with any confidence. 
The conclusions on the extent of LD were based both on the statistic D' and on the 
significance level of the allelic association. Each criterion has advantages and disadvantages. 
On the negative side of using summary statistics such as D' are that small values cannot be 
interpreted as lack of significant association (Slatkin, 1994), that they are difficult to 
interpret and that their sampling distribution is usually unknown, and changes with 
parameters such as effective population size, recombination fraction between the two loci, 
allele frequencies and sample size (Hudson, 1985). On the positive side, their values are 
usually standardised so that their range of possible values is the same regardless of the allelic 
frequencies making comparisons easier across pairs, with different numbers and frequencies 
of alleles. The main advantage of using significance level is that it is easy to interpret. Its 
main disadvantage is that it depends on the marginals of the contingency table (number and 
frequency of the alleles and sample size). The fact that conclusions based on both methods 
are similar suggests that the present estimates are quite robust. 
An alternative LD estimator, the multi-allelic R2 (Hudson, 1985), was estimated 
(results not shown). The decay of LD with genetic map distance was very similar for both R2 
and D'. The regression of R2 on D' showed a slope not significantly different from one and 
an intercept significantly (P < 0.001) different from zero. This suggests that both estimators 
decay at similar rates but differ in their mean values. 
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This study also suggests that the average level of LD in this population might be 
greater than in other isolates, as well as in other larger outbred populations. For example, 
Huttley et al. (1999) used 5048 autosomal short tandem repeat poylmorphism (STRP) 
scatted across the genome and found that about 4% of the locus pairs separated by less than 4 
cM were in LD for the European Utah and Amish CEPH families. Zavattari et al. (2000) 
studied the extent of LD in a sub-isolate of Sardinia (the village of Gavoi) on the same 
region on the long arm of chromosome X studied by Laan and Paabo (1997) in Finns, 
Estonians, Swedes and Saami. They found similar levels of LD in Gavoi and in the Saami; 
respectively 19/21 and 17/21 of the pairs were in significant LD within a region of —10 cM 
(9-11.5 Mb). In the present study, similar levels of LD to those of the Saami or Gavoi were 
found, that is, 25/30 pairs in significant LD (P<0.0002) for distances :!~10 cM. In a previous 
study of Talana spanning a region of 11.1 cM in X13q3, it was found that 6/15 markers pairs 
were in significant LD (Angius et al., 2002a). The larger proportion of loci pairs in LD found 
in this chapter compared to that on the same population are probably due to the larger sample 
size of the present study. Nevertheless, one must exercise care when comparing measures of 
LD across studies with, for example, different sample sizes, genome regions, marker 
informativeness and density or haplotyping methods and interpret them just as a rough 
estimate of what one might expect if all these factors were the same. 
The effect of two different strategies for inferring population haplotype frequencies 
(i.e. estimating them with and without family information) on the level of LD was studied. I 
compared D' when estimated from phased and unphased individuals and found that 
estimates from phased individuals yielded lower estimates than from unphased individuals. 
This could be due to the fact that Simwalk2, used to obtain haplotypes using family 
information, assumes that the loci are in linkage equilibrium (LE) and the EM algorithm, 
used to estimate population haplotype frequencies, does not. Moreover, the EM algorithm is 
expected to work better when the amount of LD increases (Fallin and Schork, 2000) whereas 
those programs that assume LE are expected to perform worse as the amount of LD increases 
(Schaid et al., 2002). In the present case, there was a large difference between the average 
extent of LD (measured as D' or measured as the significance level of the allelic association) 
when using phased and unphased individuals. I repeated the analysis to find the extent of LD 
as shown in Figure 3.2 and 3.3 (results not shown) but using haplotype frequencies obtained 
from unphased individuals and found that the average extent of LD was between 4 cM (using 
the half-length of D') and 6.6 cM (1.12*5.92, where 1.12 is the mean number of adjacent 
markers in highly significant LD estimated from haplotype frequencies obtained without 
using family information and 5.92 is the average distance between markers. The estimated 
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standard deviation was 4.59 cM.). Although values of D' tend to be larger when using 
unphased individuals their decay is faster and therefore the estimate of the useful extent of 
disequilibrium shorter. The differences observed in the estimate of the extent of LD based on 
the significance level of the allelic association, when using phased and unphased individuals 
(that is, 11cM versus 6.6 cM), could be due to the methods employed to test it. When using 
phased individuals one is assuming that one can count the haplotypes and apply a standard 
chi-squared test. However, what is counted is only an estimate of the haplotypes, not the 
haplotypes themselves (that is, one is assuming the haplotypes as known but they are only 
estimated with some degree of confidence that is not incorporated in the testing procedure). 
On the other hand, when using unphased individuals one compares the likelihood of the data 
under the assumption of LB and LD. 
There have been suggestions (Slatkin et al., 1994; Huttley et al., 1999; Varilo et al., 
2003) that the locus heterozygosity might affect the ability to detect LD. In order to test that, 
the mean heterozygosity of the locus pairs was regressed on their significance level of LD. 
The slope was found to be significantly different (P<0.001) from zero. Mean heterozyosity 
only accounted for about 6% of the total variance and I therefore considered that its effect on 
the significance level would be negligible and did not correct for it. 
Pooling of rare alleles is usually done just for statistical reasons and alleles are 
pooled only with regard to their frequency. A more desirable approach would be pooling 
microsatellites alleles with regard to biological reasons. For example, it might be more 
appropriate to pool the lower frequency alleles of a microsatellite locus to those alleles with 
the closest length rather than for allele frequency because, in a step-wise mutation model, 
alleles are assumed to mutate by increasing or decreasing the length of the repeated motif of 
base pairs by one. 
As shown above, an important factor that influences estimates of LD is the sample 
size, which in this study varied for the different pairs of loci between 312 and 606 
haplotypes. However, Figure 3.6 shows that the mean and variance of D' are similar if the 
number of diplotypes ranges between 150-300 diplotypes and, therefore in this study, the 
effect of sample size is expected to be negligible when comparing across pairs of loci. 
Estimates of D' from the 01, G2 and G3 founders showed significant differences. 
These could be explained by the difference in sample size, rather than by the difference in 
the number of generations available to estimate diplotypes. 
In conclusion, Talana has levels of LD similar to those of the Saami and other 
Sardinian sub-isolates such as Gavoi. The estimated extent of LD and its variance is highly 
dependent on the sample size from which it has been estimated. Small samples tend to 
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overestimate the amount of disequilibrium, in this study up to a factor of almost three. 
Researchers should, therefore, exercise care when planning LD mapping studies based on the 
amount of LD found from a preliminary study based on a small sample individuals. When 
studying the extent of LD disequilibrium as a preliminary study for mapping purposes 
researchers are recommended to use about 200 unrelated individuals and to use both the 
significance level of the allelic association and D' to interpret their results. It is also 
recommended when comparing levels of LD to account for differences in sample size using 
bootstrapping as shown in Figure 3.1 for the number of alleles. 
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CHAPTER 4 - Power of linkage disequitibrium mapping to detect a 
quantitative trait locus (QTL) in selected samples of unrelated 
individuals 
4.1 INTRODUCTION 
Quantitative traits are those measured on a continuous scale. They are complex 
because there is not a simple relationship between genotype and phenotype, and may be of 
interest to human geneticists because they may be easier to collect than binary disease traits 
and are correlated with disease status. For example, a patient with ischaemic heart disease is 
generally treated and controlled by his/her blood pressure or cholesterol level, but rarely 
directly for the heart condition. Linkage disequilibrium (LD) is defined as the non-random 
association of population allele frequencies at two or more loci (Ayres and Balding, 2001), 
and is used at the population level to map trait loci. If a marker and trait locus are in LD, 
then the marker locus will be associated with the phenotype controlled by the trait locus. 
However, the ability to detect an association between a given allele at a marker locus and a 
trait depends on the amount of LD between the two loci. Although theoretically one could 
predict the amount of LD between two loci as a simple function of the physical distance 
between them (Hard and Clark, 1997), empirical studies show that this relationship is not 
simple (Daly et al., 2001; Jeffreys et al., 2001), suggesting that the distribution of LD in the 
region of interest must be carefully studied before a statistically significant or non-significant 
association is reported, because the former does not always imply close linkage (e.g. 
significant LD can arise between non-syntenic loci) and the latter does not always imply a 
lack of it. Population stratification can generate significant LD between non-syntenic loci 
and, hence, false positives. Using family data rather than unrelated cases and controls 
overcomes the problem of population stratification because case and control samples are 
obtained from the same genetic background and contrasts are done within families and not 
across families. However, family-based designs are not always possible, especially for late 
onset traits in which parental data are often unavailable. 
In the absence of parental data, the use of unrelated cases and controls is an 
appealing alternative provided that the possibility of population stratification can be ruled 
out or the effects of population structure can be eliminated. Pritchard et al. (2000a, 2000b) 
showed that population structure can be inferred using a set of unlinked markers and 
individuals assigned to different subpopulations. Testing within subpopulations or taking 
into account the average level of association observed throughout the genome, e.g. by using 
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a genomic control (Devlin and Roeder, 1999), would make it possible to allow for false 
positives due to population stratification. 
Selective genotyping is the term used when individuals only from the upper and 
lower tail of the trait phenotypic distribution are genotyped (Lander and Botstein, 1989; 
Darvasi and Soller, 1992). This strategy is efficient and powerful under some circumstances 
(Allison et al., 1998) because most of the information resides in individuals with extreme 
phenotypes (Carey and Williamson, 1991). It is especially useful when the cost of 
genotyping is much greater than the cost of collecting phenotypes and when a single 
phenotype is studied. 
Schork et al. (2000) studied the power to detect a trait-marker association using 
individuals sampled from the upper and lower tails of the quantitative trait phenotypic 
distribution. Both marker and QTL were assumed to be biallelic. The aim of this chapter is to 
investigate and predict power of LD mapping when the QTL and marker loci are multiallelic. 
In particular, I studied: 
The effect on power when the QTL is assumed to be multiallelic as opposed to 
biallelic. 
Two different and simple patterns of LD to investigate their influence on power. 
The economically optimal proportion of the quantitative trait (QT) distribution 
selected for a given power depending on the relative cost of genotyping and phenotyping. 
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4.2 MATERIAL AND METHODS 
Individuals sampled from the tails of the trait distribution are classified as upper or 
lower tail depending on whether their trait value is respectively greater or less than a given 
threshold. The study design for a practical case would be: (1) to phenotype a number of 
individuals for a quantitative trait; (2) to select individuals with extreme phenotypes (e.g. the 
10 % upper and lower values for the quantitative trait) to be genotyped; (3) to compare the 
counts of the different alleles at a locus in the upper and lower tails. 
4.2.1 Genetic model 
Consider a locus with an arbitrary number of alleles that contributes to the genetic 
component of a quantitative trait. Alleles at the locus are labelled as Q•. With n alleles at a 
locus there are n(n+1)/2 possible genotypes and the same number of genotypic values. The 
population frequency of allele Q, is labelled q,. The genotypic value (Ga) for genotype QQj 
is parameterised as: 
G,1 G11= G,1 + k 1 x(G1-G11); i<j; iE[1,n-1J;jE[2,n]; kE[0,1] 
where ky provides a measure of dominance between alleles Q1 and Q,. If kij = 0, Q1 is 
dominant to Q; if k,, = 0.5, Qt and Q3 act additively; and if k,j = 1, Q, is recessive to Q. The 
difference between the genotypic value of the QjQj and Q j Q j genotypes is represented as 2a3 
(where G11 = 0 = 2a1; jE[2,n]) and is expressed in residual standard deviations. 
42.2 Mixture model 
Assuming there are n(n+1)/2 genotypes with normally distributed phenotypes, the 
observed joint phenotypic distribution is a weighted average of the underlying normal 





where fij is the frequency of genotype Q1 Q, Aj is the mean value for genotype QQ3, 
orij is the variance in trait values for individuals with genotype Q,Q (within genotype 
variance) and çc(x 1A d) is the normal probability density function with mean u and variance 
o2. The locus is assumed to be in Hardy-Weinberg equilibrium with frequencies q12 for 
01 
homozygous QQ, genotypes and 2q1q1 for heterozygous Q1Q genotypes. Without loss of 
generality, the within-genotype variance (SE) is assumed to be 1. 
When the QTL effect is small, then the observed joint distribution can be 
approximated by a single normal distribution with mean and variance equal to: 
C2 	 2 
/Pop = 	 Pop = 07G + CE 
i=] j=I;j>i 
where &G is the genetic variance due to the QTL and 02E =1 as above. Although all 
results shown in this work were performed assuming a mixture distribution, the 
approximation to a normal gave practically the same results for the range of QTL effects 
considered. 
4.2.3 Selecting individuals from the upper and lower tails 
It is assumed that one is interested in the QTL allele that is associated with the 
highest genotypic value and that 2a1<2a2<2a3<... <2a. This seems reasonable when doing 
selective genotyping because selection of individuals in opposite tails will produce an 
enrichment of the QTL allele frequencies that cause lower or higher trait values relative to a 
random sample of individuals. The selected fractions in the upper and lower tails are au and 
aL respectively with corresponding truncation points z and zL. The latter were obtained by 
solving the following non-linear equations using Newton's method as described in Ducrocq 
and Quaas (1988): 
11 	11 
o= Y f[1{(ru_I1u)h7}] 	 [3] 
i=1 j=I:j~!i 
11 	11 
a L 	I Y f,J[{(rL-/,])I7,J}] 	 [4] 
i=1 j=];j>i 
where t(z) is the cumulative standard normal distribution. 
Using Bayes' theorem, the conditional probability of sampling a Q, allele given that 
individuals have been sampled from the upper au percentile of the trait distribution can be 
written as: 
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P(Q Jx>1-U ) =  
P(x > TU IQ)P(Q1) = 
P(x>r) 
P(x> IQQI )P(QQJ IQ)(Q1) 
11 = qq[j_
j=1 	 Uj 
[rU_ lJ 
au 
Equivalent probabilities can be computed for samples from the lower tail. 
[5] 





j=1 	 ij )) 
c%L 
[6] 
Note that in equations [5] and [6] it is not longer assumed that i :!~ j as in equation 
[2]. 
4.2.4 LD between trait and marker loci 
In most cases genotypic information is obtained on marker loci rather than on the 
trait locus itself. For instance, one could genotype individuals for a number of marker loci 
scattered across the whole genome and test for an association between marker status at each 
locus and phenotype. A statistically significant association between marker status and 
phenotype would suggest that there is statistically significant LD between marker and trait 
loci at the population level. This does not always imply linkage between the loci (e.g. 
significant LD can be found between non-syntenic loci due to stratification, drift, etc.), but it 
will be assumed in what follows that close linkage is the cause of the LD. 
Consider a marker locus with an arbitrary number of alleles, linked to the trait locus 
and in LD with it. It is assumed that under the null hypothesis the marker locus is in Hardy-
Weinberg equilibrium. One requires this, because one is assuming that each of the two 
marker alleles that constitute the genotype is sampled independently. Under this design, one 
would sample alleles in pairs, i.e. the pair of alleles that form a genotype. Hence, the 
sampling of the two alleles could only be considered independent if the assortment of alleles 
at the marker locus was random, i.e. the marker locus was in Hardy-Weinberg equilibrium. 
The marker alleles are represented as Mh, with population frequency mh. The disequilibrium 
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parameter () between marker allele h and QTL allele i is defined as 9h, =fh - mhqi wherefh, 
is the population frequency of the haplotype MhQ,.  Note also that the following conditions 
must be fulfilled: 
in 
m1 = 1 
= 1 	 [8] 
in 	 III 	 in 	 in 	 9 
= 	2 = 	3 = = 	hn = 0 
Ii=1 	 /i=I 	 11=1 
it 
 M ' i=1i=1 i
MI 
[10] 
The probability that a haplotype from an individual sampled from the upper tail (au) 
has an allele Mh is given by: 
I x > 	=PKI I Q)P(Q  I x> 	= (m + hi / q)P(Q I x> ru 
since 
P(Mh I Q) = P(MhQ)/P(Qj) = (mhq,+(5,1)/q = mh+ 5/qj 
using P(QIx>ru)  from [5].This reduces to: 
P(M, Ix>r)=m11 +(Iq1 )P(Q Ix>r) 	 [11] 
and similarly 
[121 
4.2.5 Linkage disequilibrium distribution patterns 
Disequilibrium between the QTL allele with the greatest effect (Q,) and the marker 
allele (Mm ) is assumed to be positive ((5mn>0). For convenience, it is assumed that this marker 
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is the one with the highest suffix (value of m). The disequilibrium parameter is expressed as 
a fraction of the maximum disequilibrium possible between the two alleles (D'n,n=Sm,/S" mn ) 
(Lewontin, 1964) where 8",, is: 




In order to explore how the LD distribution affects the power to detect an association 
between a marker allele and trait status two different ways of fulfilling conditions [9] and 
[10] were studied as examples. The disequilibrium parameter was first computed as 
described above for element (m,n) and represented as 4,,,,. For the first pattern studied, 
elements in column n were set equal to -,5 /(m-1) and elements in row m were all set equal 
to -4,,,/(n-i). All other elements were set equal to 4,,,/(rn-i)(n-i). This is the model assumed 
unless otherwise stated. For the second LD pattern, the first element 4,, was computed as 
above and an element 4,, was selected to be equal to 4,,,,. Then all elements except 4, and 4,,, 
were assumed in equilibrium (i.e. 4,, = —4,,, = 	= 15.0- 
4.2.6 Calculation of power 
Under the null hypothesis (H0) of no association between a marker locus and a trait, 
the distributions of the marker alleles in the upper and lower tails are identical. This is tested 
using a contingency table with m rows and 2 columns, where the entries in the hth row 
correspond to the numbers of Mh alleles (h = 1.....rn), and those in the 	and 2" columns 
correspond to the numbers of alleles in the lower and upper tails respectively. The 
conventional statistic, X2, based on this table is distributed under H0 as chi-squared with rn-i 
degrees of freedom. Under the general alternative hypothesis (H1), X2 is asymptotically 
distributed as non-central chi-squared with rn-i degrees of freedom and non-centrality 
parameter, 2, given by 
ff1 




/1=1 	Pu10 	 i=i 	Pui,o 
where NL, Nu denote the numbers of alleles sampled from the lower and upper tails 
respectively, 
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PL10 = Pr(Mh X _:!~ZL, H0)  
Puho = Pr(M, x> z,, H0)  
PLhI = Pr(Mh X -:5iL, H1)  
Puhi = Pr(Mh x> vu, H1)  
and the expressions on the right of equations [15a-d] are obtained by substituting 
appropriate values of Shi in equations [11] and [12] (Kendall and Stuart, 1961). Power is then 
defined as the probability that a non-central x2 with rn-i degrees of freedom and non-
centrality parameter A is greater than the critical value defined by a central x2 with rn-i 
degrees of freedom and significance level a. 
4.2.7 Optimal proportion genotyped 
The total cost depends on the numbers of individuals phenotyped (S1) and genotyped 
(Sg= (Nu+NL)/2 ) as well as the costs of phenotyping (Kf) and genotyping (Kg) per individual 
(Darvasi and Soller, 1992). Therefore, for a given power, the ratio S/Sf (= p, say) that 
minimises the cost can be determined. The total proportion selected to genotype (p) is equal 
to a11 + c. It is assumed in what follows that a11 =cL (i.e. that p = 2au = 2aL). Although it 
may not always be optimal to set a11 = aL, it is justified by the absence of prior knowledge 
concerning the model parameters. If F(p) denotes the total cost, then 
F(p) = K9 S9 + K j S f = KfSgK 
P, ) 







Note that in [16] 5g is also a function of p. The value of p that minimises the cost 
function for a wide range of values of K was obtained numerically for values of p between 
0.0001 and 1. 
RE 
&3 RESULTS 
4.3.1 Effect of the number of individuals genotyped when the number of 
individuals phenotyped is fixed 
Figure 4.1 shows how power increases as a larger proportion of the 2000 individuals 
phenotyped is genotyped until a maximum is reached (vertical dashed line in Figure 4.1) at 
55% for markers with m = 2, 4, 6 and 10 alleles. The frequency of the mth  allele at the marker 
was kept constant in all situations considered; all other alleles were at equal frequencies, 
mh=(l-mm)/(m-l). This assumption leads to the same amount of disequilibrium between M, 
and Q2,  regardless of the number of marker alleles (Terwilliger, 1995). 
Genotyping more than 55% of the individuals phenotyped leads to a decrease in 
power when using this type of test and therefore investigations will be restricted to moderate 
to high intensities of selection. This reduction in power is due to the increased amount of 
noise added by individuals in the middle of the quantitative trait distribution. 
Figure 4.1. Effect of the proportion of individuals genotyped when the number of individuals 
phenotyped is fixed to 2000. Assumptions: additive model (k12=0.5), biallelic QTL, equal proportions 
of individuals selected for genotyping from the upper and lower tail, significance level (a) = 0.05, 
q2=111 =0.1 and ,n,=(1-111)/(m-I), where in is the number of marker alleles and Ii E[1,m-1], a2=0.5, 
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4.3.2 Effect of the number of marker alleles and proportion selected on 
power when the number of individuals genotyped is fixed 
Figure 4.2 shows, for a biallelic QTL, how the number of marker alleles influenced 
power as a function of the proportion of individuals selected to be genotyped and the amount 
of disequilibrium. Note that in this case (unlike the previous section) the total number 
phenotypes measured increases as the proportion of the QT distribution decreases. With the 
total number of individuals genotyped fixed at Sg = 500, power decreased with increasing 
number of alleles at the marker locus as a result of the increase in the number of degrees of 
freedom for the X test (df = in-1). Power also decreased as the proportion of the QT 
distribution genotyped increased. Power was similar (close to 100%) in all cases when the 
proportion selected was low and the amount of disequilibrium was high. 
Figure 4.2. Effect of the proportion of individuals selected, amount of disequilibrium (D') and the 
number of marker alleles (in) on power. Assumptions: additive model (k12z0.5), biallelic QTL, equal 
proportions of individuals selected for genotyping from the upper and lower tail, total sample size 
S=500 individuals, significance level (a) = 0.05, q2=111,,1=0.1 and in,=(1-,n,,)/(m-I), where in is the 
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4.3.3 Effect of the number of QTL alleles on power 
Figure 4.3 shows how the number of QTL alleles influenced power for a fixed 
number of individuals genotyped. The number of QTL alleles assumed varied from 2 to 10, 
and the difference in genotypic values between the two extreme homozygotes (that is, 
between QjQj and QFQTI)  remained constant. For the other alleles, the increase in genotypic 
value of QQ, with respect to Q1jQ1j was equal to 2*a,/(n1)  for iE[2,n]. Note that there are 
infinite combinations of genotypic values that would lead to the same QTL heritability for 
fixed allele frequencies when the QTL is multiallelic. Results expressed in this way (as the 
difference between the two more extreme homozygous genotypes) have greater generality 
than a sample of all the possible genotypic combinations with the same QTL heritability. The 
marker locus was assumed to have 2, 10 or 20 alleles. In all cases considered, when the 
number of alleles at the QTL increased, power decreased. This reduction in power was larger 
with a higher number of marker alleles. Note that for the 20-allele marker, almost half of the 
reduction in power occurred when the number of QTL alleles increased from 2 to 3. 
Figure 4.3. Effect of the number of QTL alleles on power. a, is defined as (i-1)a,/(n-J), q1 is defined 
as (I-q,)/(n-]) where n is the number of QTL alleles, i E[I,n-]], a=0.5 and q,=0.2. Marker allele 
frequencies were set to ni,,1=0.2 and ,n,= (1-m)/(ni-1) where in (=2, 10 or 20) is the number of marker 
alleles and h E[1,in-1J. A total of 500 individuals (S) were selected for genotyping from the upper 
and lower 10% QT distribution (NU=NL). The genetic model was assumed additive (k=0.5), 
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The QTL heritability under the conditions assumed in Figure 4.3 varied with the 
number of alleles at the QTL. It showed a slight decrease with the increase in the number of 
alleles (h2QTL=0.074 for a biallelic QTL and h2QTL=0.054 for a 10-allele QTL). In order to 
check whether the difference in power was due to the increasing number of alleles or to the 
reduction in the locus heritability, the case of a QTL locus with two versus 3-10 alleles 
(keeping the same heritability as for the biallelic locus) was studied. Figure 4.4 shows how 
power varied with heritability. The continuous line shows how power varied with heritability 
when the QTL was assumed biallelic. For a given heritability, the individual dots represent 
the power obtained for a QTL with different number of alleles. In all cases the marker was 
assumed biallelic, with n2=q,1=0.2. The reduction in power with heritability was much larger 
when accompanied by an increase in the number of alleles at the QTL, showing that it was 
mainly due to the increase in the number of QTL alleles rather than to the reduction in 
heritability. 
Figure 4.4. Effect of the number of QTL alleles on power. Comparison between a QTL with 2 alleles 
and a QTL with n alleles when the locus has the same heritability, ai is defined as (i-1)a,/(n-1) , q j is 
defined as (]-q,)/(n-1) where n is the number of alleles of the QTL, i E[1,n-1], a,=0.5 and q=0.2. 
Marker was assumed biallelic and allele frequency was set to m7=0.2. A total of 500 individuals (Sg) 
was selected for genotyping from the upper and lower 10% QT distribution (Nu=NL). The genetic 
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4.3.4 Difference in power between patterns of LD 
Figure 4.5 shows the difference in power between LD patterns 1 and 2 for a biallelic 
QTL and a marker with 4 alleles, as a proportion of the power obtained with pattern 2 (the 
more powerful of the two). In this case both LD patterns had an equal total amount of 
disequilibrium as measured by Hedrick's D' (Hedrick, 1987). The maximum difference 
between patterns was about 30%, regardless of the QTL frequency. Differences in power 











were maximum when D'42 had values that were intermediate for the range of possible values 
given the allele frequencies (q2 and m4). 
Figure 4.5. Difference in power between patterns of LD 1 and 2 as a function of the amount of LD. 
The difference in power is expressed as a proportion of the power obtained for pattern 2 (8 = —Sj = 
—812 = 542).). A total of 2000 individuals were selected for genotyping (Sg) from the upper and lower 
10% QT distribution (Nu=NL). A biallelic QTL was assumed with locus /12QTL=0.02. The genetic 
model was additive (k12=0.5), significance level ( 	= 0.05. Marker locus assumed to have four 
equally frequent alleles. 
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4.3.5 Optimum selected proportion 
Figure 4.6 shows how the relative cost of genotyping and phenotyping influenced the 
proportion of individuals selected to be genotyped in order to achieve cost-effectiveness. 
Two levels of LD and three genetic models were studied for a biallelic QTL and a biallelic 
marker. The power was fixed at 80% and the QTL heritability was kept constant for all the 
models. Figure 4.6 illustrates how for the cases studied it would not be worthwhile to 
genotype more than the upper and lower 27.5% of the individuals phenotyped if the genetic 
model were additive or dominant, and 12.5% of the individuals when the genetic model were 
recessive, even when the cost of genotyping these individuals was 100-100000 times less 
than that of phenotyping (K < 0.01). This is because most of the information comes from 
individuals with extreme phenotypes, so that genotyping less informative individuals 
produces no increase in power. For example, 80% power for the parameters shown in Figure 
4.6 and D'22 equal to 0.75 could be obtained by genotyping and phenotyping 1100 
individuals (p=l) or phenotyping 872 individuals and genotyping the upper and lower 218 
individuals (p=0.5). 
Figure 4.6. Optimum selection proportion for a power of 80 % as a function of the relative costs of 
genotyping and phenotyping. Different genetic models [recessive (k12=0), additive (k1 2=0.5) and 
dominant (k12=1)] and amount of disequilibrium (D'22) were assumed. The same proportions and the 
same number of individuals were selected for genotyping from the upper and lower tails (p12 = aL - 
au) The QTL and the marker were assumed biallelic (q. = 1112 = 0.2), locus h2 QTL = 0.02, significance 
level (a) = 0.05. The horizontal axis is on the logarithmic scale. 
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The optimal proportion selected was always largest for the dominant model and 
smallest for the recessive model when the favourable allele (Q2)  was the less frequent one. 
This suggests that, for the recessive model and when the frequency of the Q2  allele is small, 
the most extreme individuals of the trait distribution must be genotyped in order to increase 
the frequency of Q2  alleles in the upper tail. By doing so, the relative frequencies of the 
individuals Q j Qj and Q1Q2  with a positive deviation from their genotypic mean are reduced 
and the relative frequency of Q2Q2  with positive deviations are increased in the upper tail. 
The level of LD affects the optimal proportion selected. Increasing amounts of LD produced 
an increase in the optimal proportion selected for all the models of inheritance, and this 
increase was much more apparent in the recessive model than in the others. 
When the less frequent allele was dominant or additive, then the optimal proportions 
selected were relatively insensitive to variations in heritability. For example, for an additive 
model and D'22=0.5 with h2QTL values ranging from 0.01 to 0.1, the optimal proportion of 
individuals to be genotyped varied from p=0.538  to p=0.566 for K<0.0l (results not shown). 
When the less frequent allele was recessive, then the optimal proportion selected decreased 
with increasing heritability (results not shown). 
4.4 DISCUSSION 
Quantitative genetics theory is commonly applied under the simplified assumption 
that loci are biallelic. In this study, power to detect an association between a marker and a 
trait has been explored and quantified for multiallelic QTL and markers. Although others 
have previously noted that there may be loss of insight when the assumption that loci are 
biallelic is made (Nielsen and Weir, 1999), to my knowledge this has not been quantified. 
Conclusions are restricted to moderate-high intensities of selection because, when selecting 
individuals from the upper and lower tail of the trait distribution, one is dichotomizing the 
quantitative trait and therefore ignoring the information within each tail. This loss of 
information decreases as the selection intensity increases. The loss of information is 
quantified in Chapter 5. 
Results shown here are based on the assumption that asymptotic conditions hold, i.e. 
that sample sizes are sufficiently large. Spurious results can arise if the sample size and/or 
some of the marker allele frequencies are small. However, it was found that relatively large 
sample sizes are necessary to obtain a reasonable power and these are expected to be large 
enough for asymptotic assumptions to hold. Significance thresholds used in this study are 
insufficient for a whole genome scan, which would require greater stringency. However, this 
is merely a scaling factor that does not change the general conclusions. 
For a given QTL heritability, there is a large difference in power depending on the 
number of QTL alleles, with the power decreasing with increasing numbers of alleles. This is 
important because it is usually assumed that the QTL is biallelic, whereas a number of 
empirical studies have shown that disease loci may have multiple alleles (Hugot et al., 2001; 
Ogura et al., 2001; Wright and Hastie, 2001). Therefore, calculations performed assuming a 
biallelic QTL can seriously overestimate the power. 
Two patterns of LD were investigated. Although these were just examples and did 
not correspond to any particular population genetics model, they illustrate the differences in 
power that can be seen as a result of the pattern of LD rather than of the amount of 
disequilibrium as measured by D' (which was identical for the two patterns studied in Figure 
4.5). LD patterns would probably differ from one population to another (and from one pair of 
markers to another) and depend on the population history. The present approach would not 
be more or less general than one assuming a given population genetics model. 
Bader et al. (2001) obtained the optimal proportions selected for DNA pooling when 
the objective was to minimise the number of individuals to be phenotyped. Their results were 
similar to those shown here for the lowest cost ratios (cost genotyping/ cost phenotyping). If 
the cost ratio approximates zero, then what is basically minimised is the amount of 
phenotyping required. 
The optimal proportion of individuals selected to be genotyped decreases to very 
small values under some circumstances. This is more striking for the most realistic relative 
costs of genotyping and phenotyping (that is, K>1). As discussed by Lander and Botstein 
(1989) it is probably unwise to select less than the 5% tails of the trait distribution because 
very extreme phenotypes can be the result of inaccurate observation (outliers). For the 
recessive model, the optimum proportion to select (p) was always lower than this suggested 
threshold (that is p=O.l, in Figure 4.6) for a locus with h2QTL=0.02 when genotyping was 10 
times more expensive than phenotyping. For the additive and dominant models the 
genotyping costs could be up to 10 to 50 times greater than the phenotyping costs for the 
optimum proportion to be greater than the suggested threshold (p=O.l). Therefore the most 
cost-effective proportion of individuals genotyped obtained from the present study for small 
QTL heritabilities and realistic cost ratios should be used with caution if the amount of 
phenotyping done is not large. For practical purposes, it is recommended to select about the 
5% of both tails of the quantitative trait distribution, which corresponds to reasonable 
genotyping/phenotyping cost ratios for most quantitative traits. 
CHAPTER 5 - Mapping quantitative trait loci 	using 	linkage 
disequilibrium: marker- versus trait- based methods 
5.1 INTRODUCTION 
In recent years, human geneticists have advocated the use of linkage disequilibrium 
(LD) at the population level to fine-map genes associated with complex diseases. The 
reasons are that traditional linkage methods offer poor resolution of the trait locus position 
(due to the small number of recombination events available in most human pedigrees), that 
have low power to detect associations between genes of small effect and complex traits, and 
that technological advances, such as high-throughput genotyping methods, are now available 
for typing large numbers of genetic markers (e.g. Single nucleotide polymorphisms (SNPs)) 
in large numbers of individuals which makes mapping methods that use population-wide LD 
feasible. At the same time there has been an increased interest in quantitative traits that are 
genetically correlated with disease status because they are generally more easily and more 
objectively measured than are binary traits (such as, disease status). However, geneticists 
sometimes dichotomise continuous traits in an attempt to classify individuals as affected or 
unaffected. Osteoporosis is a good example of this (Langdahl et al., 2003). According to 
World Health Organization criteria, a person has osteoporosis if they have bone mineral 
density less than two and a half standard deviations below the young population mean. In 
this case, people in the lower tail of the trait distribution would be treated as cases and the 
rest of the population as controls. This dichotomizing effect is sometimes taken to the extent 
that only individuals with very extreme phenotypes are used (Little et al., 2002; Angius et 
al., 2002b). These are then treated as disease phenotypes, and the data analyzed using the 
appropriate linkage approach. This "dichotomizing" approach may be favoured because it 
mimics traditional disease mapping methods, allowing similar interpretation of results an the 
use of readily-available software. However, the price paid (as shown below), in terms of loss 
of statistical power, might in some cases, be too high. Although the "dichotomizing" 
approach might be justified from a practitioner point of view, allowing a decision to be made 
on whether a patient needs treatment, it is not always justified when trying to map the 
relevant trait loci. 
Following Lebowitz et al. (1987), the "dichotomizing" approach for mapping 
quantitative trait loci (QTL) using LD at the population level will be referred to as the trait-
based (TB) approach, and the "non-dichotomizing" approach as the marker-based (MB) 
approach. TB methods dichotomise individuals into two classes and, therefore, information 
contained within each class is lost. In this chapter, this loss is quantified in terms of 
statistical power and it is shown that MB methods either outperform or, at worst, are 
equivalent to TB methods. 
The TB approach compares allele (or genotype) frequencies in individuals selected 
from the two extremes of the trait distribution, whereas the MB approach compares the mean 
phenotypic value for each marker allele (or genotype) in the same individuals. For each of 
the TB and MB approaches, two tests were performed, based on an additive and a dominant 
model of analysis, respectively. 
For the additive model of analysis, the TB and MB tests were respectively a X test 
and an F-test from the regression of phenotype on the number of a given marker allele, 
respectively. The x2  test (based on a 2x2 contingency table; 2 marker alleles and 2 tails) 
compared the allele counts in individuals selected from the two tails of the trait distribution. 
If the distribution of allele frequencies differed significantly in the two tails, then this 
suggested that the marker was in LD with the locus affecting the trait. In the regression 
analysis, the presence of a QTL in LD with the marker locus would lead to a non-zero slope 
of the regression line. 
For the dominant model of analysis, the TB and MB tests were respectively a X 2 test 
(based on a 3x2 contingency table; 3 possible marker genotypes and 2 tails) and an F-test 
from an ANOVA, respectively. The x2  test was based on the comparison of genotype counts 
in individuals selected from the two tails of the trait distribution. A significant difference in 
the frequency distribution of the marker genotypes between the upper and lower tails 
suggested the presence of a QTL influencing the trait in LD with the marker locus. The 
ANOVA tested whether the quantitative trait values for the marker genotypes of the selected 
individuals were different. Under the null hypothesis of no QTL in LD with the marker 
locus, the phenotypic values for the different marker genotypes would not differ 
significantly. In order to make a fair comparison of the two approaches (MB vs. TB), 
comparisons should be made only for tests with the same degrees of freedom (dO. 
Comparisons were made between tests with two degrees of freedom (the ANOVA F-test and 
the X2  test based on genotype counts) and between tests with one degree of freedom (the 
regression F-test and the x2  test based on allele counts). 
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5.2 MATERIAL AND METHODS 
It is supposed that the trait is influenced by a bi-allelic QTL with alleles Q and Q2, 
having frequencies qi and q (=1-q j) respectively. It is also assumed that the QTL is in 
Hardy-Weinberg equilibrium and that phenotypic values for the three genotypes QjQj, QIQ2 
and Q2Q2  are normally distributed about mean values of ji j1(=—a), u1 (= ad) and ,u22 (=a) 
respectively, and with equal variances (taken to be 1). The QTL genotype QJQ2  is considered 
to be phenotypically identical to Q2Q1 Cu12=,i21). However, they are distinguished to clarify 
the mathematical expressions below. The QTL heritability is defined as h2 2QTL 
=Vg'(V+V0+l) where VA (=2q1q2a2[1+(q j-q2)d] 2) and VD('=[2qlq2da] 2 ) are respectively 
the additive and dominant variances for the QTL. If x denotes the phenotypic value of an 
individual, then the probability density function of x is 
p(x)= 	qq1 (j 1 ,a) 
i=1 ji 
where 	o2) denotes the Gaussian distribution with mean ,u and variance 2 
(assumed, without loss of generality, to be 1). 
The upper and lower tails of the distribution are defined, respectively, as the 
proportions au and ctL of the individuals phenotyped that are to be genotyped. The upper and 
lower cut-offs and were determined by solving: 
= Jp(x)dx; aL = Jp(x)dx 
If 
	- 	) = 	= i , a2 = 11x, then the probability that an individual 
selected from one of the tails of the trait distribution has a given QTL genotype is: 
= q1 q(i- (r -1u1 )) 	 qqJ(rL -1u ) 
P(Q1QIx>r) 	 ; P(QE QJ x<rL )= 	 i,[1,2] 
au 	 cAL 








where i, j denote the possible QTL alleles. 
The expected values for QTL genotype QQ, in the upper and lower tails are ?7jj' and 
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where ziju and z/ are the ordinates of the appropriate Gaussian distribution [qu1,1)] 
at the cut-offs zu and respectively. 
Since one does not usually genotype the QTL itself, it is assumed that there is a 
linked bi-allelic marker locus in LD with the trait locus, that the marker locus is in I-[WE 
under the null hypothesis, and that the marker locus does not have an independent effect on 
the trait. The marker locus has alleles M1 and M2 with frequencies m1 and m2 (=1-M I) 
respectively. 
The disequilibrium parameter (D) between marker allele M2 and QTL allele Q2  is 
defined as D = fQM - q2m2 where fQM  is the population frequency of the haplotype 
Q2M2. Results were expressed as a function of Lewontin's normalised measure of 
disequilibrium D' (Lewontin, 1964). D' is the value of D expressed as a fraction of its 
maximum possible value, that is, D' (D/Dm,,,) where Dma, is the minimum value of q21n1 or 
q jm2 (as D is assumed, without loss of generality, to be positive between alleles M2 and Q2). 
The four possible QTL-marker haplotype frequencies are P(QjMj)=qjmj+D'xDm  
P(Q1M2)=q jm2-D ' XDm(LU P(Q2M1) =q2m -D 'XDmax and P(Q2M2)= q2m2 +D 'xD,7 . Assuming 
random mating, the probability of each of the possible QTL-marker diplotypes is equal to the 
product of their component haplotypes (e.g. P(Q,M1, Q1M,1)=P(Q,M1)xP(Q1M)). The 
probabilities of occurrence of each marker genotype in the upper and lower tails were 
obtained using Bayes' theorem. After some algebra: 
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P(M1M, I x>-r) 	 — u))u;l,nE [1,2] 	[11 
i=I 1=1 
P(M1M I X< r) = 	P(QIMl ,QJ M fl)(TL - ,J )/aL ;l,flE [1,2] 	[21 
1=1 j=1 
where 1, n denote the possible marker alleles. From equations [1] and [2] one can 
obtain the probabilities of occurrence of the k 1marker allele in the two tails. 
P(M k jx>rU )=P(M k IM l M fl )P(M l Mjx>rU ) 
1=1 n=I 
P(M k Ix< r,) = 	P(M k  IM,M)P(M,M Ix< TL) 
where P(MkIM/M,,)  is 1,1/2 and 0 for k=l=n, k=l,n or k=nA and k4=n, respectively. 
The expected quantitative trait value for marker genotype MM,, in the selected sample is 
equal to: 
E(xI M,M ) 
= a(J XP(M,M,, Ix>;j )XE(xIMM,)U +aL xP(M,M, Ix<L)  X E(xIM,M,) 	1,nE [1,2] 
x P(M,M, Ix > ) + a, x P(M,M Ix< r, 
where E( x IMIMju  and E( x jMjMjL  are the expected quantitative trait values for 
marker genotype M1M in the upper and lower tails (see Appendix). 
Table 5.1 shows the non-centrality parameters for the four tests studied. Derivations 
are shown in the Appendix. The MB tests were based on an F 11,2 distribution. However, 
when the denominator degrees of freedom are large (n2 - oo) this distribution can be 
approximated to n1 ' times a chi-squared distribution with n1 degrees of freedom. The sample 
sizes required to detect a QTL with small effect (as considered here) are large, and I 
therefore considered the approximation to be valid, and referred all the results to a chi-
squared distribution. This makes the comparison of the two approaches easier. Simulations 
were carried out to check that the approximations, shown in Table 5.1, were very close 
(results not shown). 
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Table 5.1. Non-centrality parameters for the tests studied. NT is the total number of individuals 
genotyped. 
Test 	df 	 Non-centrality parameter 
1 2a11a',N,. xZ±:' 
alleles 	(a, +a,) 	k/ 
# P(QiM"QjM,.)x1(I- 	-it ))/ --i')/ 	P(M I M,M)  
P(M,M,)XP(M, I M,M,) 
2 	 2 2 	
I2M,,Q/v)x[(1  
genotypes )2 M1M) /9 ,=/ 
2 2 	 2 
_1x[E(xIMiM)_]xP(MiM)} 
Regression 1 	 NT x 
1 
22 	 2  
- 	
x P(M, M,) 
ANOVA 2 	 _+ X[E(x I M,M, ) ]2 x P(M,M) 
Crw 	1=1 n=I 
cpu 	 J - cI J 
a12 +a1 	
{P(QI M 2 QJ M 2 )_ P(Q,M 1 QM 1 )}x ii 













cru +a,  ,  
q,qx(z 11 j -z,+,u,2 ) 
/9 ,,=1 	 a1 , + a'L 




)]/ 2 2 
[P(QM I Q J M ,, 	 + z - ii 	ZE [P(Q,M,Q J M , )x ii ] 
(xIJl4,A4,,) 	 =u ji 	 /9 j=i  
Oil 
5.3 RESULTS 
All the results shown assumed that selection was symmetric, so that 2a= 2c=P. 
Figures 5.1,5.2 and 5.3 show that with equal degrees of freedom MB methods always 
performed better than TB methods. This was so regardless of the genetic model considered 
for the generation of the data. Power was practically the same for both approaches when 
selection was sufficiently intense. However, differences in power were important when the 
whole population was genotyped as shown in Table 5.2. 
Figure 5.1. Comparison of the power obtained when using the TB and MB approach for different 
proportions selected (P). The marker is assumed to be the QTL (D'=l) with allele frequency 0.3, 
hQTL=O.OS and d=1 (dominant model). The significance level was 108,  the total number of individuals 
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Figure 5.2. Comparison of the power obtained when using the TB and MB approach for different 
proportions selected (P). The marker is assumed to be the QTL (D'=l) with allele frequency 0.3, 
/ZQTL=O.O5 and d=0 (additive model). The significance level was 10, the total number of individuals 
genotyped was fixed to 200 and number phenotyped was 200/P. 
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Figure 5.3. Comparison of the power obtained when using the TB and MB approach for different 
proportions selected (P). The marker is assumed to be the QTL (D'=l) with allele frequency 0.3, 
hQTL=O.O5 and d=-1 (recessive model). The significance level was 108, the total number of 
individuals genotyped was fixed to 200 and number phenotyped was 200/P. 
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Table 5.2. Comparison of the power obtained with the TB or MB approach for different levels of 
disequilibrium when the whole population is genotyped. The marker and QTL were assumed to be in 
varying levels of disequilibrium (D'), m2=q2=0.3 and h2QTL=0.05. The significance level was 10 and 
the total number of individuals genotyped was 1000. 
Marker-based 	 Trait-based 
Model 	D' 	ANOVA 	Regression 	X' Genotype 	ZzAlleles 
(2 df) (1 df) (2 df) (1 df) 
1.00 0.98 0.93 0.64 0.51 
Dominant 0.75 0.37 0.35 0.08 0.08 
(d= 1) 
0.50 0.01 0.01 <0.01 <0.01 
1.00 0.88 0.93 0.38 0.48 
Additive 0.75 0.26 0.35 0.04 0.07 
(d=0) 
0.50 0.01 0.01 <0.01 <0.01 
1.00 >0.99 0.96 0.91 0.23 
Recessive 0.75 0.82 0.37 0.12 0.02 
(d=-1) 
0.50 0.03 <0.01 <0.01 <0.01 
Figure 5.4 shows the effect of the amount of LD on power for three different 
intensities of selection. For extreme selection the power curves for the MB and TB approach 
almost overlapped regardless of the amount of LD. The difference between the two 
approaches was largest when no selection was applied. 
Figure 5.4. Effect of the amount of LD on power of the MB and TB approach. The marker and the 
QTL both have allele frequency equal to 0.3, Ii 2 QTL=0•05  and the model is additive. The significance 
level was 10 and the total number of individuals genotyped was 1000. The proportion selected (P) is 
shown in the Figure. 
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Figure 5.5 shows the power obtained for the MB and TB approach with ldf when the 
number of individuals phenotyped was fixed. The TB approach provides maximum power 
when about 27.5% of individuals are genotyped in each tail, and is less powerful than the 
MB approach. This level of selection (P=55%) provides the maximum power for the TB 
approach (in accordance with Lebowitz et al.(1987) and Bader et al.(2001)) but not for the 
MB approach, for which power increases monotonically with the number of individuals 
genotyped and included in the analysis. 
Figure 5.5. Comparison of the power obtained when using the TB and MB approach with 1 df for 
different proportions selected (P) when the total number of phenotyped individuals is fixed. The total 
number of phenotypes is 4500 and the total number of genotypes is 4500xP. The marker is assumed to 
be the QTL (D'=l) with allele frequency 0.3, /I2QTL=0.01 and the model is additive. The significance 
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Quantitative traits are of interest for human genetics because they are often 
correlated with disease traits. Schork et al.(2000) proposed the use of threshold-defined 
case/controls (that is, the TB approach with 1 dt) for mapping loci influencing quantitative 
traits using LD at the population level. The objective of the present study was to assess how 
much information is lost when analyzing a quantitative trait as a threshold-defined binary 
trait as opposed to analyzing it using all the information available. The information lost in 
the former case is clearly reflected in a loss of statistical power to detect an association 
between marker genotype and phenotype. The proposed method of analysis was more 
powerful, except under very extreme selection, when both methods performed similarly. The 
method can be implemented with standard statistical packages or spreadsheets. 
The results obtained from the TB approach are valid only under asymptotic 
assumptions, that is, for large sample sizes. Small sample sizes and low frequency alleles 
might lead to sparse contingency tables and hence spurious results. On the other hand, the 
MB approach does not assume large samples and is quite robust to departures of normality 
(simulation results not shown). 
Currently, large numbers of SNPs are available, and researchers are interested in 
exploiting them by using multi-locus haplotypes instead of single marker alleles. Using 
multi-locus haplotypes might have higher power than using single marker alleles for 
detecting an association. However, the relative efficiency of the MB and TB approach would 
be the same, regardless. On the other hand, in the final stage of a study researchers would 
like to know which variant or variants, within haplotypes, are causing the phenotypic 
differences, and this would involve testing each variant independently (as assumed here). 
Finally, the results demonstrate the advantage of the MB over the TB approach. 
Although both approaches would be similarly efficient when just one trait was phenotyped 
and high selection performed for just this trait, this would not be so when the selection 
intensity was low. The most realistic scenario would be one in which a number of 
individuals had been phenotyped for a number of traits. If selection had to be applied for a 
large number of traits, then all or almost all of the individuals phenotyped would eventually 
be genotyped. The MB approach would then clearly be the most powerful. 
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55 APPENDIX 
The expected values for marker genotype M1M in the upper tail and lower tails are 
E(XIMlMnY' and E(xIMjM)L  respectively. 
2 	2 	P(x>r IQ,Q)xP(QM1 , QM,,) 
E(x I M1MY' = 17' X 	 1, n E [1,2] 11,=1 i-I 	 P(M1M I x> r)xa 
2 2 
L P(x<TLIQIQJ)XP(QIMI , QJMfl) 
E(x!M I M fl ) L =>7l,x 	 ; l, tie [1,2] 
P(M1M Ix<TL)xaL 
The within-genotype variance for the marker genotypes in both tails combined is: 
var(xI M 1 M) = E(x 2  I M 1 M) - E(xl M,M, 
)2 = 








[P(Q1 M,Q2Mjx(zii - + 
1=1 j=1 
11  1P(Q1M1QJM)X 
i=/ j=i 
The X2 statistics, obtained from contingency tables of 3x2 and 2x2 for the counts of 
genotypes and alleles respectively, are distributed under the null hypothesis (H0) of no 
association as chi-squared with 2 and 1 degrees of freedom respectively. Under the 
alternative hypothesis (H1), X2 is asymptotically distributed as non-central chi-squared with 
respectively 2 and 1 degrees of freedom and non-centrality parameter AGe,?ot%pes  and AAlleles 
given by 
2 
2Genopes = NT 	
(P(MIMfl,X<TL I H J ) — P(M j M fl ,x< L H0 ))2  1 
1+ 
L 	 P(M I M"X < TL I H0) 	 j 
[2 2 
L i=' n=' 	
P(M 1 M,,x>r 1H0) 	 ] 
which after some algebra reduces to 
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P(QM, 	)x[(I - TI -u))/a" -(r 	
J a11 a1 NT ><v Y, ~i
-1 j=1 
(a 	+ a' 
)2 
,=j 	 P(IvI M ,) 
and 
2AIJO1 
= 2N1 x(P(M1,x <TI. I H 1 ) - P(M 1 ,x < 	I H11))2 I + [1=1 	 P(M1 ,x <r1 I H0)  
r2 
2N 	
(P(M 1 ,x>r IH 1 )—P(M,,x>r IH0 ))2 1_ 
[1=I 	 P(M,,x>rjHO) 	 J 
which after some algebra reduces to 
2 2 1(2 2 	 '1 
2 	





P(MM,)XP(M, IM 1 M,) 
1=1 ,=1 
where NT denotes the number of individuals genotyped (Kendall and Stuart, 1961). 
Power is then defined as the probability that a non-central x2 with respectively 2 and 1 
degrees of freedom and non-centrality parameters AenoIvpes and AAIleIec is greater than the 
critical value defined by a central x2 with 2 and 1 degrees of freedom and significance level 
RIA 
Testing for association between marker genotype and phenotype using ANOVA 
requires specifying the model. The model is yg. = U + + e g2 where ygz is the phenotype 
for individual z with marker genotype g (=1 ifM1M1, =2 if M1M2, =3 if M2M); i is the mean 
of the selected individuals from both tails; z is the g marker genotype effect taken to be 
fixed (its effect is constrained so thatng r = 0); and eg: is the residual effect for 
individual z with genotype g. The total number of individuals sampled is NT = I ng where 
ni, n2, n3 are respectively the numbers with genotypes M1M1, M1M2 and M2M2 (strictly 
speaking, n, are random variables but here they are treated as fixed and equal to their 
expected values). The between marker genotype sum of squares is 
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SS, =11, < (g. - ) and the within marker genotype sum of squares is 
3 flg 
ss 	= ( Ygz - Yg• 
)2 where Yg. and y are the mean phenotypic values for the g 
g=1 z,=I 
marker genotype of the selected individuals and for the selected individuals respectively. 
When selection is applied, the within genotypic variance (o,) is not equal for all genotypes. 
Therefore, the weighted average is used (the weights being na). 
MS 
Under H0, the statistic F 
= 	B 	




Under H1, E(SSB / o) = 2 + 2ANOVA = 2 + 
x1 	where 2ANOVA  is the non- 
centrality parameter and F- 
	
F2^ _32 	(Kendall and Stuart, 1961). The non-centrality 
parameter is expressed as: 
NT xP(M l M fl )x(E(xMl M fl )—/42  
2ANQVA  
1=1 n=1 
where ji = 	E(x I Q 1Q,x > Tu orx < rL)>(QiQJ,x > orx < 	= 
1=? 1=! 
2 2 qqx(z 
1=1 n=l 	au  + aL 
Power is then defined as the probability that a non-central F2NT_3AANQVA  with 2 and 
N7-3 degrees of freedom and non-centrality parameter AANOVA is greater than the critical value 
defined by an F2NT_3  with 2 and N7-3 degrees of freedom and significance level a. 
Regression of phenotype on marker genotype is the last type of analysis considered 
here. The model is y. = a + bx, + e where yz is the phenotype for individual z, a is the 
intercept, b is the slope, x, is a dummy variable for individual z (taking values —1, 0 or 1 
depending on whether the individual's genotype is M1M1, M1M2 (=M-,M1) or M2M2  
respectively) and e is the residual for individual z. Regression tests for marker-trait 
association with one degree of freedom (i.e. ignores non-additivity), while the ANOVA 





P(M1 M)x( 1, - ) x(E(xIM1M)- ) 
- E 
	
X - 1=1 n=I 
ss1J_ 	 P(M1 M)x(x1 -x)2  
1=1 n=I 
where 	SS,, are respectively the sum of squares and the sum of products, x11=- 
1, x12=x21=O,x72=1 and 
{P(QM,QJM 2)-  P(Q,MJQJM I )}x () 
cz +a i=1 JI 
Under H0 the expected value of b, b, is zero and the statistic T =b 2 I vãr(b) is 
FJ,NT_2 - 	(for large NT)  distributed. Under H1 the statistic T is non-central F distributed 
(FIN12,A11,g,,i,,fl)' where 2Regression = SS x 
b21072 (Lynch and Walsh, 1998). 
IV 
Power is then defined as the probability that a non-central FJN7 _2  A,, . with 1 and 
N7-2 degrees of freedom and non-centrality parameter 2Regression  is greater than the critical 
value defined by an FIN,-2  with 1 and N7-2 degrees of freedom and significance level a 
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CHAPTER 6 - Verifying the presence of a quantitative trait locus (QTL) 
by comparing concordant-high with concordant-low sib-pairs 
6.1 INTRODUCTION 
In recent years, there has been controversy about the best strategy to map and 
characterise the genetic variants that influence complex traits. Some argue that researchers 
should focus on collecting large family cohorts (Weiss and Terwilleger, 2000) and apply 
linkage methods. They argue that methods based on linkage disequilibrium at the population 
level are doomed because the stochastic processes that influence linkage disequilibrium will 
hinder the detection of a clear genotype-phenotype signal. Others argue that human families 
are generally too small to have enough power to detect the genes with small effect assumed 
to be involved in complex traits (e.g. complex diseases or quantitative traits) (Chakravarti, 
1999) and therefore researchers should focus on collecting large cohorts of unrelated 
individuals. In most of the cases, researchers use a combination of both approaches because 
they both have pros and cons, and their success or failure depends on parameters that at the 
moment are unknown (e.g. the allelic architecture of complex traits). Unfortunately, the 
allelic architecture of complex traits will be unravelled only once the loci that influence them 
are characterised and researchers' positions on this matter are sometimes based more on faith 
than on facts. In this chapter, a study design based on collecting family information that 
could be used both in a linkage and linkage disequilibrium approach is proposed. I propose 
to collect samples of sib-pairs and use them in a two-stage approach. In the first stage, the 
samples would be used in a typical sib-pair linkage analysis of quantitative traits (QT) 
(Haseman and Elston, 1972) and in the second stage they would be used to confirm a 
candidate locus in a region, found in the first stage, as the causative one. The idea is that in a 
prospective study such as, for example, the BioBank UK study (Wright et al., 2002), in 
which 500000 unrelated individuals would be ascertained, it might be justified to collect 
family information and quantitative traits to maximise the study possibilities of success. If 
one could collect phenotypes on, say 50000-60000 sib-pairs and their parents, and genotype 
only those pairs with extreme high and low phenotypes, then one would stand a good change 
of finding a QTL of moderate effect through linkage, and reduce to some extent the 
limitations of an association-alone approach in the case of, for example, allelic 
heterogeneity. This first stage would pinpoint interesting regions of the genome that would 
then be densely typed for further analysis using the test proposed here. This strategy would 
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reduce the costs of genotyping when compared to an association-alone approach in which all 
the genome would be densely typed. 
A strategy based on using concordant as opposed to discordant sib-pairs was 
investigated. The reason for concentrating on concordant sib-pairs is that they are easier to 
ascertain than discordant sib-pairs. This is so because sibs share environmental and genetic 
factors and, therefore they show similar phenotypic values more frequently than dissimilar 
phenotypic values. For an equal number of discordant and concordant sib-pairs the former 
might have larger power. Discordant sib-pairs may be better than concordant sib-pairs 
because it is less likely that they both are outliers because of shared environment. However, 
they are also more difficult to collect and a larger number of sib-pairs would need to be 
phenotyped. The best strategy would therefore depend on the total cost of the experiment 
required to achieve a given power (e.g. the total cost of genotyping and phenotyping). A 
study based on discordant sib-pairs would probably have lower genotyping costs but higher 
phenotyping costs than a study based on concordant sib-pairs. Given that genotyping costs 
are decreasing and phenotyping costs increasing it seems likely that in the immediate future 
a strategy based on concordant sib-pairs would be the more cost-effective. 
The statistical problem considered here was that of comparing gene frequencies in a 
sample of sib-pairs concordant for high phenotypic values of a particular trait, with those in a 
sample concordant for low phenotypic values. If an allele at a particular locus influenced the 
phenotype then this would cause a difference in allele frequency between the two samples, 
which should be detectable given a large enough sample. The assumption was that a 
candidate region found by linkage using the same data already existed, and that one wished 
to confirm, at minimum cost, that it did indeed affect the phenotype. 
The power of the design proposed here using sib-pairs is shown and compared to a 
design in which only one of the sibs from each pair is used (this design would be equivalent, 
in terms of power, to using unrelated individuals). 
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6.2 MATERIAL AND METHODS 
6.2.1 Model and notation 
Assume a bi-allelic locus with alleles Qj and Q2,  having frequencies p and q (= 1 - p) 
respectively. Assume that the locus is Hardy-Weinberg equilibrium, and that the phenotypic 
values for the 3 genotypes G1 = QjQj, G2  = QJQ2 and G3 = Q2Q2 are normally distributed 
about mean values of pj  (=a), P2 (= da) and (=-a) respectively, and with equal variances 
(VE). The genetic model is considered additive if d = 0, dominant if d = 1 and recessive if d = 
-1. The QTL narrow-sense heritability is defined as h2QTL 
= V 
AlVp = VA/(VA+VD+VE) where 
VA (=2pqa2[1+[q—p)d]2) and VD(=[2pqda]2 ) are, respectively, the additive and dominance 
variances for the QTL and VE  is the within QTL genotype residual variance taken (without 
loss of generality) to be 1. If x and y denote the phenotypic values of a pair of sibs, then the 
siblings covariance is coy (x, y) = ½ VA + ¼ VD + w VE = t Vp where w is the intraclass 
correlation for the 'background factor' (i.e., deviations within the QTL genotype), which will 
be a function of background genetic factors other than the QTL and the environment; and t is 
the siblings intraclass correlation coefficient for the phenotypic values. 
Then, the joint distribution of the sibs phenotypic values is 
p(x,y)= ±(x,yG,,Gj)p(Gj,Gj) 	 [1] 
i=1 j=1 
where q?(x, y I G, ,G) denotes the bivariate normal distribution with means of p, 
and ,ti, variances of one and correlation t (the full-sib intraclass correlation); and p(G,G1) is 
the joint distribution of sib-pairs QTL genotypes. If one considers all the possible parental 
genotypes that can produce a pair of sibs' genotypes and their population frequency, then 
one has: 
p(G1,G1 )=p4 +p 3q+p2q 2/4; p(G1,G2 )=p3q+p2q 2/2; p(G1,G3 )=p2q 2/4  
p(G,,G1 )=p3q+p2q2/2; p(G2,G2 )=p3q+3p2q 2 +q3 p; p(G2,G3 )=p2q 2/2 +q3 p 
p(G3,G1 )=p2 q 2/4; p(G3,G2 )=p2q 2/2 +q 3 p; p(G3,G3 )=q 4 +q 3 p+p 2q 2/4  
If one specifies the "high-concordant" (i.e. both sibs have a trait value above a given 
threshold) sub-group as a proportion au of the total number of sib-pairs, then one requires 
determining the cut-off threshold zu from: 
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f 
Jp(x,y)dxdy=a 	 [2] 
x=r yr, 
Similarly for the "low-concordant" group of sibs, 
"L Y - L 
J Jp(x,Y)dxdy=aL 	 [3] 
6.2.2 Allele frequencies in the "high-concordant" and "low-concordant" 
groups 
Following Bayes' rules, the probability that any particular pair of genotypes occurs 
within the "high-concordant" group can be represented as 
p(G,,GI x>ru,y>ru) p(x>u,y>u IG,G
1 )xp(G,G1 ) 
> > 
 
= p(x>ru,y> 	IG,G1 )xp(G1 ,G1 ) 
au 
where p(x> ru,  y > u I Gi , G ) = J 	y I 
G, G1 xdy. 
X=ru Y - r, 
Similarly, for the "low-concordant" group of sibs the probability that any pair of 
genotypes occurs is: 




= p(x<rL,y<rL IG,G1 )xp(G,G1 ) 
ctL 
X-1L Yt 
where 	<TL, Y < 	G , G1 ) = J 
J(x, y I G1 , G1 )lxdy. 
If one denotes the number of Q j-alleles in each pair of sibs in the "high-concordant" 
group by n(J(Qj) and in "low-concordant" group by nL(Q1),  then 
P(4)=p{, 1(Q1 )=4}=p(G1,G1 Ix>D,y>r) 
p(3)= p{n(Q1)=3}= 
p(2)= p{n(Qj ) = 2}= p(G7 ,G7 1 > 	> D)+ p(G1 ,G3 X> Tu ,Y > r)+ p(G3,G1 I X > D,y >z-u) 
PU (1)_P{h1U (QI )_1}_P(G,,G? Ix>rU ,Y> l )+P(,G2 Ix>TU ,Y>rU ) 
Pu (o) = p{n 1 (Q) = o} = p(G3 ,G 3 I X> Du , > 
and 
PL (4) = p{nL (QI )= 4}=p(Gl ,G I Ix<TL,y<DL) 
PL (3)  p{ 11L(QJ)=3}= p(G/ ,G,Jx<DL ,y<DL )+p(G7 ,G J Ix<DL ,y<DL ) 
p1(2)= pnL(QJ)=  2}= p(G2,G2 1 x < D I Y <DL)+ p(G1 ,G 3 1 x< r1 ,y <rj+ p(G 3,G1 x <r,, y < 1 ) 
P/. (i) = P{flL (Q, ) = i} = p(G7 ,G I x < r1 , y < T L ) + p(G3,G21 x < DL , y 
, (0) = p{n, (Q,) = o} = p(G ,G I x < r, y <TL) 
Then the expected numbers of Qi-alleles in each pair of sibs from the "high-
concordant" and from the "low-concordant" groups are: 
ji(Q j )=kxp(k) 
/L L (QJ)_ kxpL (k) 
Also, 
E[n(Q1)]2 	k 2 xpu (k) 
E[11L(Q/)]2 
= 	k 2 xpL (k) 
Hence the variances of nu('Qj) and of nL(Q1)  are respectively, 
cr (Q1 ) = E[n ( )]2 - [ ( 
)]2  
cT (Q1) = E[nL ( )]2 - [JL ( 
)]2  
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6.2.3 Testing for allele frequency differences between high- and low-
concordance groups 
From now on, the approach proposed here is referred to as SP. I propose to test the 
null hypothesis that the locus has no effect on the phenotype i.e. that a = 0. Suppose the 
numbers of sib-pairs in the high- and low- concordance groups are Nu and N j. respectively. 
These are determined by the proportions au (Nu = Nag) and aJ (NL = NaL), where N is the 
total number of pairs of sibs phenotyped in the study. Strictly speaking, if au and aj. are pre-
specified then Nu and NL are random variables, but here they were assumed fixed. Under the 
null hypothesis, the proportions nu(Qj)/Nu and n1jQ j)/N j. (where summation is over all 
sib-pairs in the high- and low- concordance groups respectively) both have expectation '/p 
and respective variances of 6pq/Nu and 6pq/NL (see appendix for details). Hence, under the 
null hypothesis the statistic 
n(Q1) I  nL(QI) 




can be considered approximately Normally distributed with mean 0 and variance 1. 
Under the alternative hypothesis, one has 
E[S]= 	 =5, 
 say 	 [7] 
Fpq ' 
N L ) 
and 
Var[S] cr (1 
)/N + a (1 )/NL = 	
, say 	 [8] 
6pq 1 
NU N L ) 
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6.2.4 Power calculations 
If the Type I error (i.e. the probability of rejecting the null hypothesis when true) is 
set to yfor a two-tailed test, then this determines a constant k7 such that 1/2y= '-k,) since the 
test statistic has a standard Normal(0,1) distribution under the null hypothesis. The power 
(i.e. the probability of accepting the alternative hypothesis when true) is then 
k7 - t( k7 	
[911 
as 	 as  
6.2.5 Para meterisation 
The problem can be specified in terms of the 9 parameters N, p, h2QTL, d, t, au, aL, 
Type I error, Power. 
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6.3 RESULTS 
6.3.1 Effect of the QTL allele frequency and the selection intensity on power 
when the number of sib-pairs phenotyped is fixed 
Figures 6.1, 6.2 and 6.3 show the effect of the QTL allele frequency on the power to 
detect a locus-phenotype association for a dominant, additive and recessive model, 
respectively. It was assumed that there were a fixed number (5000) of sib-pairs phenotyped 
and that only a proportion (a0 + aL, au = aL) of them would be selected to be genotyped. 
For all genetic models and intermediate QTL allele frequencies, power was maximal 
when about 50% of the pairs phenotyped were genotyped (25% low-concordant + 25% high-
concordant). Power was essentially the same and close to one for selection intensities 
ranging between 0.3 and 0.8 and QTL allele frequencies (p) between 0.3 and 0.7, regardless 
of the genetic model considered. 
Figure 6.1. Effect of the QTL allele frequency and the selection intensity on power when using SP. It 
was assumed that there were 5000 sib-pairs phenotyped and that a proportion of them (a0 + aL a0 
= al_) were selected for genotyping. h2QTL = 0. 01, t = 0.25, y = i0 5 . The genetic model was assumed 
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Figure 6.2. Effect of the QTL allele frequency and the selection intensity on power when using SP. It 
was assumed that there were 5000 sib-pairs phenotyped and that a proportion of them (au + aL au 
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Figure 6.3. Effect of the QTL allele frequency and the selection intensity on power when using SP. It 
was assumed that there were 5000 sib-pairs phenotyped and that a proportion of them (au + (XL; U 
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If the QTL allele frequency was either low (say, p !~ 0.1) or high (say, p ~: 0.9) and 
dominance was in the direction of the commonest allele, then power decreased as the 
proportion selected increased (Figure 6.1, dominant model and p=0.9, and Figure 6.3, 
recessive model and p=O.l). This is so because the enrichment of the low frequency alleles in 
the tails is smaller when less extreme selection is practised and therefore the test becomes 
less powerful. 
6.3.2 Comparison of the selection strategy: both sibs versus one sib of each 
pair 
Table 6.1 shows the sample size required to detect a QTL with 80% power and 
significance level equal to 10-5 using the SP selection strategy and a selection strategy based 
on sampling unrelated individuals (labelled as One sib, in Table 6.1). Note that numbers for 
SP are given in pairs of sibs whereas those for unrelated individuals are given in number of 
individuals. The power obtained for unrelated individuals was based on the regression of the 
phenotype of the selected individuals on their marker genotype (see Chapter 5). For 
comparison between the SF and regression approaches, it was assumed that all the sib-pairs 
were unrelated to each other, that only one sib from each pair was selected, at random, and 
that the selection of the individuals to be genotyped was based on those sibs from each pair 
selected at random. 
For the SP design, the numbers of sib-pairs required followed the pattern shown in 
Figures 6.1-6.3. That is, the sample size required to detect the locus-phenotype association 
was very similar if the model was additive, the model was recessive and QTL allele 
frequency was intermediate to high or the model was dominant and the QTL allele frequency 
was low to intermediate. 
Table 6.1 shows the effect of the full-sib intraclass correlation (t) on the sample sizes 
required to detect the association. As the full-sib intraclass correlation increased the sample 
sizes required increased (though not by very much). 
Table 6.1 also shows that if t ~! 0.3, selecting one sib from each pair at random, 
applying selection on the phenotype of those sibs selected at random and genotyping those 
selected would have, in the majority of cases, a power larger than or equal to that obtained 
when selecting and genotyping both sibs from a pair (with the same selection intensity). That 
is, one would obtain the same or larger power if one applied selection on only one sib from 
each pair (selected at random) and applied a regression approach than if one used SF on both 
sibs. For example, for p=O.l, au= cz=0.05 and the recessive model one would need 628 sib-
pairs for obtaining 80% power using SP but using one sib from each pair (628 individuals) 
and the regression approach power would be larger than 80% (note that for 80% power and 
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the regression approach only 143 individuals are required). Given a h2QTL=0.02 and the allele 
frequencies shown in Table 6. 1, the minimum t possible that complies (t ~? '/2 VA! Vp + ¼ V0/ 
VP + w VE/ V) for all cases shown is t = 0.0325. This corresponds to the recessive model and 
p=O.l. If t = 0.0325 genotyping just one sib from each pair would not have, in more than half 
of the cases, as much power as genotyping both sibs but the cost of genotyping would double 
for only a small increase in power. Table 6.2 shows this clearer. It shows that using only one 
of the sibs from each pair of sibs in a regression approach would have similar power (80%) 
to that shown in Table 6.1 for t = 0.0325 using SP but the total cost of genotyping would be 
halved. 
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Table 6.1. Comparison of the numbers of sib-pairs needed to be genotyped (2Nu=2NL) for the SP 
approach and the numbers of unrelated individuals (one sib) needed to be genotyped if 1Z2 QTL = 0.02, y 
= 10-5 andfl = 0.8. Three different intensities of selection were considered. Note that numbers for SP 
are given in pairs of sibs whereas those for unrelated individuals (one sib) are given in number of 








One 	 One 	 One 
= 	 SP 	 SP 	 SP 
Sib 	 Sib 	 Sib 
UL 
t=0 t=0.1 t=0.3 	t=0 t=0.1 t=0.3 	t=0* t=0.1 t=0.3 
0.05 524 549 628 143 263 276 313 332 264 277 314 321 
0.15 2554 2645 2950 421 490 511 573 545 485 506 567 534 
0.25 5145 5284 5746 688 756 786 873 756 746 774 862 745 
0.05 266 278 315 298 266 279 316 313 266 279 316 299 
0.15 482 503 563 507 480 503 564 525 482 503 564 511 
0.25 737 767 852 717 736 766 852 738 737 766 852 724 
0.05 267 280 316 306 265 278 315 318 230 244 287 240 
0.15 480 501 561 515 484 505 566 527 631 656 736 503 
0.25 732 762 847 725 742 772 859 739 1103 1138 1245 736 
Table 6.2. Power obtained when using a regression approach and genotyping only one of the sibs 
from each pair. The sample size numbers correspond to those shown in Table 6.1 for obtaining 80 % 
power when using the SP approach and t=0.0325. 
Genetic model 
Recessive Additive Dominant 
One sib from each pair One sib from each pair One sib from each pair 
U 	L 
Sample size Power Sample size Power Sample size Power 
p=0.1  
0.05 524 >0.99 263 0.60 264 0.63 
0.15 2554 >0.99 490 0.72 485 0.73 
0.25 5145 >0.99 756 0.80 746 0.80 
p=0.5  
0.05 266 0.70 266 0.66 266 0.70 
0.15 482 0.76 480 0.73 482 0.76 
0.25 737 0.82 736 0.80 737 0.82 
0.05 267 0.69 265 0.64 230 0.77 
0.15 480 0.75 484 0.73 631 0.93 






A method based on collecting family information (sib-pairs) and analysing it in the 
context of association mapping has been described. Although the method described (SP) was 
generally less powerful than a regression approach using just one of the sibs in each pair, the 
collection strategy proposed might still be justified when designing a QTL mapping 
experiment. Several reasons argue in favour of the selection scheme proposed here. First, our 
understanding of the allelic architecture of complex traits is limited (Reich and Lander, 
2001; Pritchard, 2001), but it is unlikely that all complex traits would have either a simple or 
complex allelic architecture. Some diseases or traits will have a simple allelic architecture, 
others a complex one and others will be complex in some contexts and simple in others. In 
the absence of such knowledge, it therefore seems sensible not to invest all the resources on 
a design that will in principle work only in a particular context. Second, there could be 
important savings in phenotyping if schemes designed for linkage analysis using sib-pairs 
could be also used in an association or linkage disequilibrium-mapping framework. Third, if 
the association study (preferably using just one sib from each pair) was done only on regions 
previously identified by linkage, then the possibility of false positives due to population 
stratification would be smaller than in an association-alone study because evidence for 
linkage on the region already existed. Fourth, savings in genotyping could be made (with 
respect to an association-alone approach) if only genomic regions of interest found by 
linkage were to be densely covered by markers (this might be more important for research 
groups with limited funding). 
There are also some drawbacks about the design proposed here that ought to be 
mentioned. First, the collection of sib-pairs would be more difficult than collecting unrelated 
individuals especially for late onset traits where parental data might be impossible to collect 
(although parental data is not required for SP, it would make IBD estimation for the linkage 
approach much accurate and therefore increase power). Second, it requires that the first 
linkage scan be powerful enough to detect at least the QTL with the largest effect on the 
trait. 
An interesting comparison would be that of a two-stage approach (a linkage genome 
scan + association studies on regions of interest) and a one-stage approach (genome-wide 
association study). In this case, one would require combining the Type I and Type II errors 
of the two parts of a two-stage approach (linkage + association) in such a way that the final 
Type I and Type II errors were the same as in the one-stage approach. This was not 
117 
addressed here and it is left for future research. Alternatively, one could fix the total number 
of genotyping and phenotyping and compare both approaches. 
The general idea proposed here has previously been outlined by Risch and 
Merikangas (1996) who argued that researchers could use the samples collected for linkage 
analysis in association studies. However, some researchers have ignored this possibility, and 
have concentrated their efforts on the collection of samples of unrelated individuals. 
Although in some cases, this might have been due to technical problems, such as lack of 
DNA to do further genotyping in the initially collected sib-pairs, there might still be groups 
with enough DNA available to do further genotyping. For those that plan to start collecting 
sib-pairs in the future this might be a reminder that they should aim to get enough DNA for 
further association studies. 
The results shown above are based on the optimal assumption that the genetic variant 
tested was the causative one. Generally, the situation will not be so optimal and the genetic 
variant tested would be one in linkage disequilibrium with the causative one. This would, of 
course, reduce the power of the study but the relative power of the SP and regression would 
not be affected greatly. Moreover, if the regions of interest were very densely typed, in such 
a way that even if the causal polymorphism is not typed at least one typed polymorphism is 
in complete LD with it and with similar allele frequencies, then the assumptions would still 
be valid. 
I have shown that the effect of the full-sib correlation on the power of SP might be 
important but this alone does not explain the big differences in power between SP and 
regression even when the full-sib correlation was almost zero. Given that selection (when 
applying SP) is restricted to concordant sibs, important information might be lost by not 
using discordant sibs. For example, if one had a pair of discordant sibs (one sib with very 
extreme phenotype and the other sib with an average phenotype), then the most extreme sib 
could be used in the regression approach whereas the sib-pair would not be used at all in the 
SP approach. In addition, there might be important information contained within the tails of 
the quantitative trait that the regression approach is exploiting and the SP approach not (see 
Chapter 5). Note that the relative differences in power were smaller when the selection 
intensities increased. Differences in power between the SP and regression would most likely 
be smaller if one regressed, for example, the sib-pair phenotypic mean on the number of Q j-
alleles in each pair. In this case, a slope significantly different from zero would suggest an 
effect of the locus on the phenotype. An alternative approach would be to regress each 
individual's phenotype on the number of, say, Q j-alleles and include in the model the effect 
of each sib-pair as a random effect. 
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6.5 APPENDIX 
Under the null hypothesis, the proportions nu(Qj)/Nu and nL(QJ)/NL  (where 
summation is over all sib-pairs in the high- and low- concordance groups respectively) both 
have expectation 4p and respective variances of 6pq/Nu and 6pq/NL. 
Under the null hypothesis, formula [4] and [5] reduce to p(G,, G1). Then, 
p(4)= p(G1,G j )= p,(4) 
p11 (3)- p(G1,G2 )+ p(G2,G1 )= p,(3) 
PU (2)= p(G2,G, )+ p(G,,G3  )+ p(G1,G1 )= p1 (2) 
A; (i) = p(G2,G ) + p(G3,G2 ) = p1 (1) 
p(0)= p(G1,G 3 )= p, (0) 
Substituting the values of p(G1, G1) defined above: 
pu (Ql )= kxpu (k)=i L (QI )=kxpL (k)4p(p3 +3p 2q+3pq2 +q 3 )=4p 
and 
crJ (Q1) = E[nu (Q1 
)]2 - L" (Qi )]2 = 	(Q1 ) = E[nL ( )]2 - [ ( )J2 = 
[16p +38p3q+28p2q2 +6pq3]_[4p]2 
which after some algebra reduces to 6pq. 
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CHAPTER 7 - Estimation of effective population size in humans 
7.1 INTRODUCTION 
Estimation of past effective population size in humans is of interest to biologists for 
several reasons. From an evolutionary point of view, it might help to understand how 
humans evolved and how and when they expanded from some small region, probably in 
Africa, to the entire planet. Geneticists interested in gene mapping could use this information 
to improve their understanding and modelling of the genetic architecture underlying complex 
traits (Reich and Lander, 2001; Pritchard, 2001). 
Traditionally, effective population size (Ne) has been estimated by comparing DNA 
sequences. For a population of constant size under mutation-drift equilibrium and with no 
recombination, the expected number of nucleotide differences between two sequences is 
2N/J, with ,u the per nucleotide mutation rate multiplied by the number of nucleotides in the 
sequence. Knowing ,u, one can estimate the effective population size. If the population size 
has changed over time, then the estimated N reflects some kind of average population size 
between the present and the time of coalescence of the sample (Harpending et al., 1998). 
This approach relies on the infinite alleles mutation model; therefore corrections must be 
applied when this model does not hold (Watterson, 1975). Kuhner et al. (1998) and Slatkin 
and Bertorelle (2001) proposed methods to estimate the exponential growth rate of the 
population using mutational data when the locus can be assumed selectively neutral. 
Knowing the current effective population and the exponential growth rate one should be able 
to estimate N at different times in the past. Although these methods can accommodate 
different exponential growth rates since the most common recent ancestor it might be 
difficult to accommodate a model in which there are continuous fluctuations in effective 
population size. 
In this chapter, a method to estimate N based on linkage disequilibrium (LD) 
between multiple adjacent markers is used. Hill (1981) estimated Ne based on the extent of 
disequilibrium between genetic markers using the statistic R2. Frisse et al. (2001) estimated 
(under an infinite-sites Wright-Fisher model with both recombination and gene conversion) 
the parameter 4NCC (where c is the recombination rate between two sites (c can be measured 
in Morgans if c is small)) from which they estimated effective population size. Their 
parameter estimation was based on a composite-likelihood approach (e.g. they considered 
that there was no correlation between pairs of sites when constructing the likelihood 
function). Hayes et al. (2003) proposed a multilocus measure of disequilibrium, chromosome 
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segment homozygosity (CSH), which has less sampling variation and less dependence on 
allele frequencies than does R2. Because LD is eroded by recombination, it is easy to control 
(i.e. is flexible) at what time in the past Ne  is estimated. Ne at different times in the past can 
be estimated simply by changing the length of the chromosome segments for which CSH is 
estimated. Human genetic data from chromosome 19 and 22 was used to estimate past 
effective population size in a population of European ancestry. Results suggest that this 
population has had an average effective population size of —4500 breeding individuals for 
the last —4500 generations. This population had a relatively constant size (-3000-5000 
individuals) from about 130000 years ago (assuming 25 years/generation) to about 1000-
2000 years ago when it expanded to more than 10000 individuals. 
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7.2 MATERIAL AND METHODS 
7.2.1 Data 
7.2.1.1 Chromosome 19 
Published data on human chromosome 19 (Phillips et al., 2003) was used to infer 
past effective population size (Ne). Dr L. Cardon and Dr R. Lawrence from the Wellcome 
Trust Centre for Human Genetics in Oxford kindly provided these data. Data consisted of 80 
unrelated haplotypes from ten CEPH reference families of European origin (Utah families). 
The total number of biallelic markers typed was 3697. They spanned a region of 63.46 Mb 
with an average spacing of 17.17 kb. The average relationship between physical and genetic 
distance for chromosome 19 was obtained by comparing the physical and genetic map 
positions for markers TSCO224540 and TSC0148348 (data available at 
http://bioinformatics.well.ox.ac.ukl-.lon/chrl9/chrl9index.html) to give a figure of 1.20 
cM/Mb. To check the assumed linear relationship between physical and genetic distance I 
plotted physical (horizontal axis) versus genetic (vertical axis) and fitted a line. The line had 
a slope close to 1.2 and explained 99% of the variation (results not shown). See Phillips et al. 
(2003) for a more comprehensive description of these data. 
7.2.1.2 Chromosome 22 
As for chromosome 19, published data on human chromosome 22 (Dawson et al., 
2002) was used to estimate past effective population size (Ne). The data can be downloaded 
from: http://sanger.ac.ukIHGP/Chr22/.  
Although a full description of the data can be found in Dawson et al. (2002), a short 
description is presented here. Data consisted of 59 unrelated haplotypes from seven CEPH 
(Centre d'Etudes du Polymorphisme Humain) reference families of European origin (Utah 
families). Four of these reference families were the same as for chromosome 19. The total 
number of biallelic markers typed was 1504. They spanned a region of 34.49 Mb with an 
average spacing of 22.95 kb. The average relationship between physical and genetic distance 
was 2.46 cM/Mb (Dawson et al., 2002). 
7.2.1.3 Marker ascertainment process for the two chromosomes 
The two chromosomes studied had very different marker ascertainment processes 
that determined how far into the most distant past Ne could be estimated. Phillips et al. 
(2003) selected markers on chromosome 19 to reflect public data bases, that is, the 
distribution of marker spacing is L-shaped, with a much larger proportion of closely spaced 
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markers than distantly spaced markers whereas Dawson et al. (2002) selected markers on 
chromosome 22 to be approximately evenly spaced every 15kb. Ne could be estimated 
between about 130000-1350 and 67500-760 years ago for chromosome 19 and 22, 
respectively. 
7.2.2 Linkage disequilibrium and past effective population size estimation 
The extent of linkage disequilibrium (LD) for each of the two chromosomes was 
estimated using the chromosome segment homozygosity (CSH) defined by Hayes et al. 
(2003). Dr B. Hayes kindly provided a C++ program that estimates CSH from haplotyped 
data. I shall briefly explain how CSH is defined and its estimation procedure (further details 
can be found in Hayes et al. (2003)). CSH is the probability that two chromosome segments 
of the same length and position drawn at random from a population are identical by descent 
(IBD). CSH is a multi-locus measure of LD that takes into account the linear nature of 
chromosomes and recombination. It, therefore, has more desirable properties than other 
commonly used two-locus measures such as R2 (Hill and Robertson, 1968) or D' (Lewontin, 
1964). Hayes et al. (2003) showed that CSH is less variable and dependent on allele 
frequencies than is R2. The expectation of CSH for a population of constant size is, as for R2 
(Sved, 1971), 1/(4Nc+1). Assuming that Ne varies linearly with time (Neiti is the effective 
population size at time t), Hayes et al. (2003) showed that the expectation of CSH for a 
random mating population under a mutation-drift model is l/(4Ne jtiC+1). Neitj can be 
estimated at time t (=1/2c generations ago), provided an estimate of CSH for a chromosomal 
section of length c Morgans is available. By varying this length (that is, estimating CSH for 
different chromosomal lengths), estimates of N11 at different times in the past can be 
obtained. CSH over long chromosomal segments reflects the most recent past whereas CSH 
over short distances reflects the most distant past. 
CSH can be estimated for increasingly large chromosomal regions using information 
on 2 to n marker loci. For example, for a chromosomal region spanned by, say, 3 marker loci 
one could estimate CSH for the regions spanned by markers 1-2, 2-3, 1-3. The last estimate 
would use information based on three markers whereas the rest would use information based 
on only two markers. 
CSH cannot be directly observed; therefore estimates of CSH are based on the 
observed haplotype homozygosity. The observed haplotype homozygosity for the population 







where n is the total number of observed haplotypes and p, is the observed frequency 
for haplotype i. 
For the simplest case, that is CSH for 2 markers, CSH can be estimated by solving 
the following equation: 
(OH, - CSH )(OH, - CSH) 
HH=CSH+ 	 [2] 
1—CSH 
where OH1 is the observed homozygosity for locus i. 
After some algebra, CSH equals: 
CSH= HH— OH, xOH, 
1+HH-0H 1 —OH 2  
[3] 
The algorithm for estimating CSH when more than two loci are involved is described 
by Hayes et al. (2003). 
7.2.3 Variability of CSH and Ne 
In order to account for CSH variability due to historical sampling processes and to 
obtain confidence intervals (Cl) for the estimates of Ne, I proceeded as follows. CSH 
measures were binned according to the length of the chromosome on which they were based. 
For both chromosomes, CSH measures were binned at 0.025 cM intervals, which 
corresponded to about 20.8 kb and 10.1 kb for chromosome 19 and 22, respectively. The 
mean and the variance for each bin were estimated, as well as the mean physical distance for 
each interval. The mean physical distance was converted to genetic distance using the 
conversion rates shown above. Assuming CSH is approximately normally distributed, the 
95% CI for CSH within each bin was obtained as the mean ± 2 SE (standard errors). The 
corresponding Ne values obtained from the upper and lower limits of the 95% CI for CSH 
were taken to be the 95% CI for Ne. Where the 95% CI for CSH contained the value zero, the 
lower CI was truncated and set to 10-5 (the program's output precision for zero). 
Due to computing limitations, CSH measures were obtained only for up to 23 marker 
loci. Nevertheless, at this point there were already too few complete haplotypes including all 
23 markers for precise estimation of CSH. 
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RESULTS 
7.2.4 Past effective population size based chromosomel9 or chromosome 
22 
In this section, estimates of past effective population size based on CSH measures 
from chromosome 19 or chromosome 22 are shown. In the following section, estimates of Ne 
based on pooling CSH measures from both chromosomes are shown. Although results shown 
are based on binning CSH measures at 0.025 cM intervals, larger binning intervals did not 
yield qualitatively different results. Pooling different regions of the genome accounts for 
variation in the sampling of gametes from one generation to the next. 
Figure 7.1 shows the effective population size estimated using chromosome 19 or 
chromosome 22 data. For each chromosome, lines represent the Cl and the points represent 
the estimates obtained at a given point in the past. All the figures shown herein assumed a 
fixed generation time of 25 years. 
Figure 7.1. Change of effective human population size (Ne) with time and its 95% confidence interval 
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Chromosome 19 shows that Ne  was about 5000 individuals, between 130000 and 
10000 years ago, when it started to increase. N was larger than 10000 individuals from 
about 2000 years ago. 
Chromosome 22 shows a similar, but displaced, picture. Ne was fairly constant, 
around 2000 individuals, between 67000-4000 years ago, and had increased by more than a 
factor of five 1000 years ago. 
CI for both chromosomes are smaller for the distant past than for the most recent 
past. This, already noted by Hill (1981) and Hayes et al. (2003), probably reflects more 
complex recombinational histories over long distances than over short ones. Notably, the 
95% Cl for chromosome 19 and 22 hardly overlap over the whole period of time studied. 
To investigate the difference in result between the two chromosomes further, the 
decay of LD, measured as CSH, with physical distance was plotted. Results are shown in 
Figure 7.2. The decay of CSH with physical distance is very similar for both chromosomes, 
with the 95% Cl overlapping for most of the distances studied. The use of a different 
conversion factor from physical to genetic distance for the two chromosomes produces the 
shift shown in Figure 7.1. If the same conversion factor were used, then the population size 
estimates obtained from the two chromosomes would be practically identical (results not 
shown). 
Figure 7.2. Decay of LD, measured as CSH, with physical distance for chromosomes 19 and 22. 
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A constant population size would give a different LD pattern to that observed in 
Figure 7.2, in particular at very short and very long distances, because these reflect Ne from 
ancestral and recent populations (Hill, 1981). Figures 7.3 and 7.4 show that the expected 
value of CSH (1/(4NeC+1)) for a given constant N does not agree with the observed CSH for 
all physical distances. Small values of Ne  (5000 and 2000 in Figure 7.3 and 7.4, respectively) 
approximate the data better than large values of N (10000 in Figures 7.3 and 7.4) for small 
physical distances. For large physical distances, large values of Ne = 10000 approximate the 
data better than small values of N (5000 and 2000 in Figure 7.3 and 7.4, respectively). This 
suggests that a model with varying Ne  would fit the data better. Although the assumption of a 
linear relationship between N and time (as suggested by Hayes et al. (2003)) might not be 
the most realistic one it produces a simple expectation for CSH. Simulations performed by 
Hayes et al. (2003) showed that under a wide range of population size expansion and 
contraction models the approximation works well. 
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7.2.5 Past effective population size based on the joint analysis of 
chromosome 19 and chromosome 22 
Finally, Ne was estimated by combining data for chromosome 19 and 22. Figure 7.5 
shows how N changes with time in the past. As in the previous section, CSH measures were 
binned in 0.025 cM intervals. For the combined data, estimates in the past range from about 
130000 to 760 years ago. The population seems to be declining slowly but steadily from 
130000 years ago to about 10000 years ago when Ne is slightly larger than 3000 individuals, 
then it remains fairly constant for about 7000 years and starts a rapid increase between 3000 
to 760 years ago. 
In order to estimate an average Ne for approximately the last 130000 years the 
harmonic mean of all the data points (66 points) shown in Figure 7.5 was obtained. This 
gave an average value of 4670 individuals for 4884 generations. Following Reich et al. 
(2001), I estimated the mean inbreeding coefficient (F = 1(11/2Ne)t) that a population of 
constant effective population size 4670 individuals without mutation, selection or migration 
would have after 4884 generations of random mating. The estimated value of F was 0.4, in 
agreement with the conclusion of Reich et al. (2001) that, in order to explain the large extent 
of LD they observed in their data most of the current European population had to be 
descended from a population that had reached an inbreeding coefficient of at least 0.2. 
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Figure 7.5. Change of effective human population size (Ne) with time and its 95% confidence interval 
(CI) for the combined data. The lines with the 5000 and 3000 flags are only shown to ease 













I have estimated effective population size in a human population of European 
ancestry using a large number of marker loci on two chromosomes and a recently-proposed 
measure of linkage disequilibrium. The estimates show that Ne in this population remained 
relatively constant for more than 120000 years and that only in the last 1000-2000 years did 
its size increase in a substantial way from about 3000 individuals to more than 10000 
individuals. The estimates for Ne  are smaller than those obtained from mutational data, that 
is, about 10000 individuals (Takahata, 1994). However, others have found results similar to 
those reported here. Frisse et al. (2001) estimated that N in a European population was 
between 2700-5600 individuals when they accounted for recombination and gene conversion 
in their estimation procedure. Reich et al. (2001) found by simulations that in order to 
explain their European data, the population had to go through a bottleneck with a size 
substantially smaller than 10000 individuals. Hayes et al. (2003) found similar values using 
data from chromosome 14. 
The two data sets produced different estimates, which might be for a number of 
reasons. First, the sample size from chromosome 22 was substantially smaller than for 
chromosome 19 (59 vs. 80 haplotypes). If, as shown in Chapter 3 for D', CSH values are 
also overestimated for smaller sample sizes, then CSH for chromosome 22 would have been 
on average smaller if the sample size had been 80 rather than 59. Smaller CSH values, would 
have produced larger estimates of N. Another possible explanation might be the difference 
in ascertainment procedure and the effect of gene conversion. If one considers that the effect 
of gene conversion at short distances is equivalent to recombination, then the conversion rate 
from physical to genetic distance would be underestimated for the shortest genomic regions 
considered for chromosome 19. This is so because the conversion rate is obtained from 
comparing physical and genetic distances over much larger genomic regions where gene 
conversion effects might be hidden. If the average conversion tract length is between 500-
1000bp as considered by Frisse et al. (2001), then conversion rates from physical to genetic 
distance obtained from larger distances would not account for the effect of gene conversion. 
Underestimation of the relationship between physical and genetic distance at short distances 
would lead to an overestimation of the effective population size in the more distant past. For 
chromosome 22, this effect would remain hidden because marker spacing is much larger and 
the shuffling of alleles due to gene conversion would not be observed. In this case the 
conversion factor between physical and genetic distance obtained from large genomic 
regions would be appropriate. Further research would be required to test these hypotheses. 
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As well as giving interesting insight into the population dynamics in the past, the 
estimates in this chapter could have useful implications for gene mapping. Given the 
relatively small effective size of the population studied, it may show drift and founder effects 
that would be relevant to the search for genes controlling complex traits. 
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CHAPTER 8- GENERAL DISCUSSION 
Chapter 8 is subdivided in two sections. The first section is a summary of the main 
features and results for each of the six research chapters of this thesis. The second section is 
a discussion of them and some other general matters. 
8.1 SUMMARY OF RESULTS 
In Chapter 2, the association between genetic marker alleles was estimated for two 
regions of the bovine genome from a random sample of 50 young dairy bulls born in the 
United Kingdom between 1988 and 1995. Microsatellite marker genotypes were obtained for 
6 markers on chromosome 2 and 7 markers on chromosome 6, spanning 38 and 20 cM, 
respectively. Two different methods, that do not require family information, were used to 
estimate population haplotype frequencies. Haplotype frequencies were estimated for pairs 
of loci using the expectation-maximization algorithm, and for all linked loci using a 
Bayesian approach via a MCMC algorithm. Significant (P = 0.0007) linkage disequilibrium 
was detected between pairs of loci in syntenic groups (that is, loci in the same linkage 
group), extending to about 10 cM. No significant linkage disequilibrium was detected 
between markers in non-syntenic regions. Given the observed level of linkage 
disequilibrium, mapping methods based upon population-wide association may provide 
better resolution than traditional QTL-mapping methods in the United Kingdom dairy cattle 
population, as well as reduce the required sample sizes of the experiments. 
In Chapter 3, the extent of LD in a sub-isolate of the general Sardinian population 
(775 members of Talana village) was assessed using 22 polymorphic markers on 
chromosome 19. High levels of disequilibrium were found that extended to 8 cM, when 
based on the measure of linkage disequilibrium D', and 11 cM when based on the 
significance level of the allelic association. The fact that conclusions based on both methods 
were similar suggests that the estimates are quite robust. It was also shown, through a simple 
resampling technique, that small sample sizes can overestimate both the mean value of D' 
and its variance by up to a factor of about 3 and 23, respectively, when the number of 
diplotypes (the pair of haplotypes that compose the genotype) decreases from 381 to 25. I 
evaluated the effect on D' of the depth of the pedigree available when using phased 
founders, and compared the estimates to those obtained when using unphased founders; and 
also the effect of grouping alleles on the value of D' and on the significance level. Due to the 
high sampling variance of LD measures, the use of at least 200 unrelated individuals when 
characterizing the extent of LD is recommended. 
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In Chapter 4, a strategy to map QTL using LD when the QTL and marker locus were 
multiallelic was considered. The strategy involved phenotyping a large number of unrelated 
individuals and genotyping only selected individuals from the two tails of the trait 
distribution. Power to detect trait-marker association was assessed as a function of the 
number of QTL and marker alleles. Two patterns of LD were used to study their influence on 
power. When the frequency of the QTL allele with the largest effect and that of the marker 
allele linked in coupling were equal, power was maximum. In this case, increasing the 
number of QTL alleles reduced the power. The maximum difference in power between the 
two LD patterns studied was —30%. For low QTL heritabilities (112 QTL < 0.1) and single trait 
studies selecting around 5% of the upper and lower tails of the trait distribution is 
recommended. 
In Chapter 5, two approaches for mapping QTL using LD at the population level 
were investigated. In the trait-based (TB) approach, the frequencies of marker alleles (or 
genotypes) were compared in individuals selected from the two tails of the trait distribution. 
The TB approach uses phenotypic information only in the selection step. In the marker-based 
(MB) approach, the quantitative trait values for the marker genotypes in the selected 
individuals were compared. The MB approach uses both the difference in marker allele (or 
genotype) frequencies and the phenotypic values of each marker genotype in the selected 
samples. I quantified the power of each approach and showed that the power of the MB 
approach was greater than or equal to that of the TB approach. The advantage of the former 
is expected to increase with increasing number of traits phenotyped. The approximations 
were validated by simulation. 
In Chapter 6, a design based on collecting concordant sib-pairs for high and low 
phenotypic values and comparing the allele frequency distribution in both groups was 
considered. Although the method described was generally less powerful than a regression 
approach using just one of the sibs in each pair, the collection strategy proposed might still 
be justified when designing a QTL mapping experiment, because the collected samples 
would be used in a preliminary linkage analysis followed by a LD study. 
In Chapter 7, human genetic data from chromosomes 19 and 22 was used to estimate 
past effective population size in a population of European ancestry. Estimates were based on 
a multilocus measure of LD, the chromosome segment homozygosity, which has known 
expectation for a random mating population of constant size under a mutation-drift model. 
Results suggested that this population had an average effective population size of —4500 
breeding individuals for the last —4500 generations. This population had a relatively constant 
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size (-3000-5000 individuals) from about 130000 years ago (assuming 25 years/generation) 
to about 1000-2000 years ago when it expanded to more than 10000 individuals. 
8.2 DISCUSSION 
Geneticists have an interest in finding loci that underlie phenotypic variation. This 
interest stems from the fact that there are only a limited number of genes that control 
phenotypic variation, and that it has been shown that at least some of them explain a 
significant proportion of this variability. The world's human population is estimated to be 
about 6 billion. Apart from monozygotic twins, each of these people has their own unique 
genotype, expressed in a set of unique phenotypes, some unique to the human species. It is 
both surprising (at first glance) and stimulating that 30000 protein-encoding genes control 
such a huge phenotypic diversity and complexity (Lander, et al., 2001). Since one tends to 
think in Mendelian terms and therefore (wrongly) associate one gene genotype with one 
phenotype, 30000 genes seem surprisingly few. It is also surprising that complex organisms 
such as humans have only twice as many genes as worms and three times as many as flies 
(Baltimore, 2001). Nevertheless, it might not be so surprising that only 30000 genes control 
such a huge phenotypic diversity if one takes into account that there are epistatic interactions 
(note that with 30000 genes there might be about 450 million two-way additive by additive 
gene interactions and that the numbers scale very fast with higher order interactions and 
dominance) and that human genes are regulated and expressed in a much more complex way 
that genes in worms or flies (Lander, et al., 2001). It is stimulating because this relatively 
small number of genes makes us think that we can deal with this level of complexity, 
especially after the initial successes in mapping and cloning some of the loci underlying 
Mendelian human diseases such as diastrophic dysplasia (Hastbacka et al., 1992). 
Nevertheless, the task ahead seems to be the hardest one. It is true that the number of genes 
in the human genome is not so large, but it is also true that these genes interact, have mainly 
small effects, and that they are expressed in different ways in different tissues, 
developmental stages and environments. In addition, the phenotypes researchers tend to 
measure or categorise arise from complex and almost always unknown pathways and thus 
tend to be a poor and imprecise clue to the underlying biology. This complexity is probably 
the main reason why so called complex traits are hardest to map and why there has been, to 
date, limited success (see Table 1.2 in Chapter 1). Although associations between marker 
genotypes and complex phenotypes are usually reported, the findings are also usually not 
replicated. This is so regardless of whether linkage or linkage disequilibrium methods are 
used. The reasons for this are diverse and probably different for each unreplicated finding. In 
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my opinion, the three main reasons are (i) lack of statistical power, (ii) false positives and 
(iii) true biological differences between populations. 
Lack of statistical power is probably the main reason for lack of replication across 
studies. Two of the most common and probably important causes for lack of statistical power 
will be considered. The first is a consequence of our limited understanding of the basic 
biology of most of the traits studied. For example, two people might have the same 
phenotype (say, high glucose level, which may lead to serious health problems) but if one 
looked closer then one might find that they have in fact very different phenotypes for insulin 
levels, as is the case for type I and type II diabetes. Here, knowledge of the underlying 
biology helps to distinguish two very similar phenotypes for glucose levels but very different 
for insulin levels, and therefore to concentrate efforts on the latter. The second reason is 
related to the assumptions made when studies are planned. In power calculations, it is 
usually assumed that loci responsible for variation are biallelic. In Chapter 4, it was shown 
that when this assumption is not met, the power of LD mapping studies assuming a biallelic 
QTL could be seriously overestimated, and that power to detect a QTL with a given 
heritability decreases with increasing number of QTL alleles. Although the number of alleles 
involved cannot be known a priori, empirical data (Hugot et al., 2001; Ogura et al., 2001; 
Grisart et al., 2002) shows that multiallelic trait loci exist and this should be taken into 
account when designing studies. Designs planned under the assumption that one locus will 
explain a given proportion of the phenotypic variance (estimated from an initial report) will 
be also underpowered, since the effects reported in original reports are usually biased 
upwards (Goring et al., 2001). This might be further aggravated if there were, for example, 
two closely linked QTL and alleles with effects in the same direction were on the same 
haplotypes. Then, the original reported effect would have included the joint effect of both. If 
the samples collected for the replication study did not show the same linkage phase as the 
original report, then the estimated power of the study would be overestimated. 
The second main reason for lack of replication is that the initial report was in fact a 
false positive. Stratification or hidden population structure has probably been the commonest 
reason given (although in few cases clearly demonstrated) for explaining lack of replication 
in LD mapping studies. Although it is obviously something that researchers should be aware 
of and try to avoid, it is probably not as likely to be the cause for lack of replication as are 
underpowered studies. For stratification to be important, it requires both a difference in allele 
frequencies between populations and a difference in disease incidence. Although the first 
might be true even for relatively uniform populations, the incidence of the most common 
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human diseases does not vary greatly between geographically and genetically close 
populations (which are the most likely to be admixed). 
Lastly, apart from type I and type II errors other reasons might account for the lack 
of replication. Because human populations are naturally stratified, one locus might be 
segregating in one population but not in another. Even if it was segregating in both 
populations allele differences between the two populations may explain lack of replication, 
because not enough informative families or individuals can be found in one population 
whereas it is relatively easy to find them in another. Also, epistatic interactions and gene by 
environment interactions might explain differences among populations. 
Quantitative traits are of interest to human geneticists because they are risk factors 
for disease and they have a number of advantages over disease status records. They are less 
heterogeneous and more easily scored, selection strategies can be easier to apply, and each 
individual per se provides better phenotypic information. For example, pulmonary capacity 
can be measured in all individuals, and any change in this trait between multiple 
measurements is expected to be smoother than, for example, presence or absence of asthma. 
This reduces the effect of misclassification. For several reasons (discussed in Chapter 5) 
some researchers still dichotomise quantitative traits. This is not always the best strategy 
because as shown in Chapter 5 power can be significantly reduced in some cases. However, I 
used this dichotomising approach in Chapters 4 and 6, and the reasons why I did so should 
be discussed here. In Chapters 4 and 6, I wanted to study the effect of certain parameters on 
power, for example, allele frequencies, level of disequilibrium, etc. The effect of these does 
not depend on whether the trait is dichotomised or not. Given that, I opted for using a 
dichotomising approach because power calculations are simpler. In addition, Chapter 4 was 
prompted by the method proposed by Schork et al. (2000), and it made sense to use the 
similar methods. Besides, given high enough selection intensities for both tails of the trait 
distribution, both approaches have roughly the same power (Chapter 5), and results from 
Chapters 4 and 6 were obtained by applying high selection intensities. Given that making full 
use of the information contained in quantitative traits would provide higher power, the 
results shown in Chapters 4 and 6 can be taken as the minimum power achievable. 
An important parameter for LD mapping methods is the extent of LD in the 
population of interest. This will determine, for example, the density of markers required to 
achieve a given power, or the resolution achievable. In Chapters 2 and 3, the extent of LD in 
two populations of different species was studied. There are important differences, apart from 
species, in the two chapters. In Chapter 2, pedigree information was not available and 
population haplotype frequencies had to be estimated from unphased individuals. In addition, 
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sample size was small. In Chapter 3, pedigree information was available, allowing me to 
infer founder haplotypes and hence to estimate population haplotype frequencies (by 
counting founder haplotypes), and sample size was large (about seven times larger than in 
Chapter 2). Like many published studies about the extent of LD (Reich et al., 2001; Patil et 
al., 2001), Chapter 2 had a very small sample size leading to an upwards bias in the estimate 
of the extent of LD measured as D'. It was shown in Chapter 3 that reducing the sample size 
from 381 diplotypes to 25 diplotypes increased almost three-fold the estimate of D'. This has 
important implications if a small sample is used to estimate the density of markers required 
for a LD mapping study, and suggests that researchers should aim to do these preliminary 
studies with at least 200 individuals; otherwise information should be interpreted with 
caution. In addition, it was shown in Chapter 3 that estimates of D' from phased individuals 
tended to be smaller than from unphased individuals, suggesting a further upwards bias of D' 
when using unrelated individuals. However, estimates of the useful level of LD (as defined 
in Chapter 3) from unphased individuals extended over shorter map distances because the 
decay of LD with distance was faster than with phased individuals. 
The use of alternative two-locus measures of LD, such as R2 (Hill and Robertson, 
1968), would probably be more appropriate if the aim was to estimate, for example, the 
density of markers required for a LD mapping study, because there is a clearer relationship 
between R2 and power. Nevertheless, D' was used in Chapters 2-5 because there are a 
number of studies published with this measure, making comparisons across studies easier. 
Multilocus measures of LD, such as CSH (Hayes et al., 2003) or 'r (McPeek and Strahs, 
1999), could also have been used because they are more informative about the average 
length of IBD segments that two randomly selected individuals share, but this would have 
made comparisons with other studies complicated. Moreover, these multilocus measures 
tend to work better for small genomic regions with a high density of markers (where the 
assumption that there is a correlation between marker IBD and lBS status is more likely to 
hold) and are computationally more demanding. In Chapter 7, CSH was used for estimating 
past effective human population size. The results will help to improve models of human 
expansion and facilitate more accurate estimates of those LD mapping methods that model 
the population history. 
Recently, there have been a number of studies that claim a block-like structure of the 
human genome, but it is yet not clear whether the blocks are a consequence of biological 
processes (i.e. hot-spots), population history or a combination of both. Even more 
importantly, it is not clear (at least to me) how well in silico methods of block detection 
(Patil et al., 2001; Zhang et al., 2002) would reflect real biological processes, such as 
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recombination hot-spots and whether they would pick up the same recombination hot-spots 
in different populations (e.g., in African and European populations). For instance, it would 
be interesting to test (in different populations) the in silico methods of block detection 
proposed to date on data such as that presented by Jeffreys et al. (2001), where 
recombination hot-spot positions are known, and to see how accurately they pinpoint the hot-
spot positions. Data presented to date seem consistent with the hypothesis that haplotype 
blocks are a consequence of both recombination hot-spots and population history. For 
example, Gabriel et al. (2002) studied the haplotype structure in different populations and 
concluded that block boundaries were conserved in European and African populations but 
also that block lengths were twice as large in Europeans as in Africans (which, at first 
glance, seems somehow contradictory). Since the boundaries across populations were the 
same, this would certainly favour the hot-spots hypothesis, but because block lengths were 
different, this suggests that population history or marker ascertainment also has an important 
role in shaping haplotype blocks (Phillips et al., 2003). All these matters need clarification 
before information on haplotype blocks can be really useful for LD mapping studies and 
projects such as the HapMap (Couzin, 2002) will provide important information. 
The implications that haplotype blocks would have for LD mapping studies are now 
discussed. Because studies that describe the block-like structure are based on common 
polymorphisms (say, a minor allele frequency larger than 5-10%), the discussion here will be 
centred on such polymorphisms and the assumption that variants that predispose to disease 
or affect phenotypic variation of quantitative traits are common. If these polymorphisms 
happened to be less common, then selection of SNPs that reflect common haplotype blocks 
would probably not be a good strategy since most of these rare alleles would be missed when 
defining the haplotype blocks. The first consequence of a block-like structure of the genome 
would be a considerable overall reduction, compared to previous estimates (Kruglyak, 1999), 
in the number of SNPs required for LD mapping. Given that typing all SNPs within blocks 
would provide redundant information, one would only need to type those that capture most 
of the haplotype diversity within each block. The required distribution of SNPs across the 
genome for LD mapping experiments would also be affected. In order to characterise most of 
the haplotype diversity, regions of low LD would require a high density of SNPs whereas 
regions of high LD would require a much lower density. The second consequence is that 
association studies would be based on comparison of haplotypes within blocks, as opposed 
to haplotypes of arbitrary length or single polymorphisms. Once a block-phenotype 
association was found, one would try to distinguish if one of the multiple SNPs that define a 
haplotype within the relevant block is associated with the trait. Since all SNPs within blocks 
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will be in strong LD this may prove difficult and typing more SNPs or sequencing the whole 
region might be necessary. To reduce costs, one might first try to reduce further the length of 
the associated block by looking in other populations where recombination might have 
reduced its length. Then, one would use biological information to pinpoint candidates in 
exonic regions (in the simplest case, if there were mutations that might cause a change in the 
final protein product). If none of the polymorphisms that change the protein structure were 
causative of the phenotype studied, then one would need to look for less obvious candidates 
in regulatory and untranslated regions. All this, of course, assumes that LD across blocks is 
negligible and therefore the causative variant is not in another block than the one showing 
strongest association. If LD across blocks was not negligible, then a SNP selection strategy 
based on block structure might not be the best or cheapest one. Although initial results 
suggest that inter-block LD may be important (Gabriel et al., 2002) more empirical research 
is needed to assess this issue properly. A third implication of the existence of haplotype 
blocks would be that the number of statistical tests performed would be reduced to the 
number of blocks present in the study, and this would reduce to some extent the problems 
associated with multiple testing, especially for whole-genome scans. 
The allelic architecture of complex traits is another highly debated issue, because the 
level of complexity will determine whether it will be possible to map trait loci with existing 
mapping methods and designs. Above, it has been discussed what I think will be the future 
for LD mapping methods under the assumption that the causative allelic variant is common 
in the population. While this will be the case for some variants and traits, it will not be so in 
all cases, and researchers will have to work out how to deal with this problem. If there is 
allelic heterogeneity, it will be hard to map polymorphisms affecting these traits using LD 
mapping methods (because none of the alleles would be common), and probably linkage 
methods will yield better results, provided that locus heterogeneity is not too high (so that 
enough families segregating for a given locus can be ascertained). If both allelic and locus 
heterogeneity are fairly common, then prospects for QTL mapping are not very encouraging 
and researchers will have to rely on alternative methods such as comparative mapping across 
species or gene expression studies that might provide good candidate genes for further 
studies and biological insight of the trait of interest. In this case, population isolates might 
also help since they are expected too show much less locus and allelic heterogeneity (Wright 
et al., 1999). Nevertheless, it seems a reasonable approach to start working with the easiest 
part (that is, finding out the common variants that affect variation) and, with the experience 
gained from this, follow with the most difficult problem of finding rare variants. This, of 
course, would mean that groups working with diseases or traits where variation is only due 
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to rare variants might have little or no success but one does not know that a priori, and for 
the general advance of knowledge and personalised medicine this would probably be the best 
strategy. 
In the current state of knowledge, it is not yet clear if researchers applying LD 
mapping methods should focus on carefully selected candidate loci or on genome-wide 
scans. Selection of good candidate loci might be difficult for poorly understood traits (e.g. 
those for which we do not know much about the underlying biology) but for those for which 
we know their underlying biology or where we have good candidates identified in another 
species (for example, from knock-out mice), they might prove the method of choice. Since 
causality is easier to prove, exonic regions should be screened first. Failing those, promoter 
and regulatory regions should be screened but here, proving causality will be harder and will 
involve for example gene expression analysis for which not all laboratories might have the 
expertise required. Genome-wide scans pose important economical and methodological 
issues. High-throughout genotyping technology is still very expensive (and not affordable for 
small research groups), especially if one takes into account that in many cases public SNP 
databases (such as, dbSNP (http://www.ncbi.nlrn.nih.gov/SNP/)) are of limited utility and 
that sequencing has to be done on the available samples to discover SNPs segregating in the 
population under study. For example, Johnson et al. (2001) screened 135 kb from nine genes 
and found 122 SNPs. Fewer than 25% of the SNPs they identified at any one gene were 
present in dbSNP and for three genes none of the SNPs they identified were in dbSNP. The 
most important methodological issue concerns multiple testing and the associated loss of 
power after correcting for multiple testing. For example, let us assume for simplicity that the 
number of blocks in each of the 23 human autosomes is equal to the number (4135) found in 
chromosome 21 (the third shortest one) by Patil et al. (2001). This gives a total of about 
100000 (- 23x4 135) blocks. How to perform 100000 tests (even if they are not independent) 
with relatively modest sample sizes (say, 2000 individuals) without losing statistical power 
and keeping the number of false positives at reasonable levels surely will require further 
challenging research before researchers attempt to do genome-wide LD mapping scans. 
Finally, there will come a time (probably sooner than expected, maybe 10-20 years) 
when all the technological and biological unknowns discussed above will not longer be 
unknowns. Then, gene by gene and gene by environment interactions will have predictable 
consequences and personalised risk assessments for disease and therapies will be available. It 
might well be that these personalised risk assessments and therapies will come first for 
quantitative traits such as blood pressure, cholesterol levels or body weight which probably 
have a simpler underlying biology than disease traits. Nevertheless, the final consequences 
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for an individual with his/her risk assessment in his/her hands would be very similar. Having 
this information will be important for several reasons. 
First, it will give the individual the option to choose whether or not to change his/her 
habits. The impact of this is difficult to predict. For a long time medical doctors and 
epidemiologists have warned the general population about the risks on health of smoking and 
drinking but yet a considerable proportion of the population smokes and drinks in excess in 
most European countries. Knowing this information might help change the general 
population habits but only if accompanied with education. In my opinion, the lack of 
population response to health hazards such as smoking or drinking is due to the enormous 
variability in risk assessments and poor understanding of what they mean by the general 
population. For example, there is large variability in the onset of disease such as lung cancer 
due to smoking and it is difficult to convince a healthy smoker to stop smoking just by 
giving him/her a probability of developing the disease if he/she keeps smoking when he/she 
sees 90 year old smokers perfectly healthy. Individual risk assessments would need to be a 
precise and show to work if the general population is to take them seriously. Also, education 
of the general population in a simple and comprehensive manner has to be in line, if not 
ahead, with technological and biological advances. Only then they will be useful for and 
accepted by society. 
Second (and probably more importantly), it will provide more efficient and less toxic 
medicines. Since the underlying biological pathways will be known, drugs will only have to 
target those routes where it is necessary to do so, hence reducing toxicity and increasing 
efficiency. 
Nevertheless, there are also dangers that society will have to avoid when this 
information is available. Discrimination for genetic reasons might be one of them. Insurance 
companies might not want to insurance people at risk, employees with high-risk assessments 
might lose their jobs or people with rare diseases might not benefit from targeted drugs since 
it would not be cost-effective to produce them. 
I think that the benefits of the genomic revolution for science and health care will be 
immense and that society will have to understand and learn how to use them in an altruistic 
way so they can benefit all of us. 
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