Abstract: A growing area in neurosciences is focused on the modeling and analysis the complex 1 system of connections in neural systems, i.e. the connectome. Here we focus on the representation of 2 connectomes by using graph theory formalisms. The human brain connectomes are usually derived 3 from neuroimages; the analyzed brains are co-registered in the image domain and brought to a 4 common anatomical space. An atlas is then applied in order to define anatomically meaningful 5 regions that will serve as the nodes of the network -this process is referred to as parcellation. Recently, 6 it has been proposed to perform atlas-free random brain parcellation into nodes and align brains in 
Introduction

16
The human brain is a complex organ organized into a dense system of connections, also known as Figure 1 . Building a representative network from experimental data: example of a workflow. Diffusion or functional MRI images are acquired for a subject according to the study to be conducted. The MRIs are used to perform whole-brain parcellation by selecting a suitable method. Starting from the parcelled whole brain the computation of connections is performed the connectivity matrix is constructed. Then, the resulting brain network is obtained. This process is preformed for each studied subject. A MNA algorithms takes as input the brain networks and produces aligned node clusters between more than two networks.
areas [19] . This approach enables to subdivide the whole brain into labeled regions according to 83 the different labels regions of the templates; 84 2. Parcellation of the brain by using randomly generated templates [20] that ensures to divide the 85 whole brain into parcels (brain region) of roughly equal size; 86 3. Connectivity-based parcellations that aim to delineate brain regions according to the similarities 87 in structural or functional connectivity patterns.
88
Due to the different approach, the choice of a parcellation scheme is fundamental for subsequent 89 analysis on brain network. In fact, each parcellation method presents some pitfalls.
90
For example, the parcellation of the brain by using predefined anatomical template raises the 91 question of the accuracy of mapping. Since atlas based on the Brodmann areas are originally defined 92 using cytoarchitectural differences between brain regions, in the registration step a mismatch among (edge) between the regions. This representation lends itself to be mapped to a graphical model which 107 ensures to quantify different topological aspects of the connectome. the detection of an correct node mapping between atlas-free networks may uncover significant aspcets 111 on the comparison of brains or structure of groups of subjects, such as healthy versus diseased subjects.
112
Many different network alignment methods have been proposed in biological fields [22] .
113
Formally, a graph G is defined as G = {V, E}, where V is a finite set of nodes and E is a finite set of 114 edges. Let G 1 = {V 1 , E 1 } and G 2 = {V 2 , E 2 } be two graphs, where V 1,2 are sets of nodes and E 1,2 are sets 115 of edges, a graph alignment is the mapping between the nodes of the input networks that maximizes 116 the similarity between mapped entities. From a theoretical point of view, the graph alignment problem 117 consists of finding an alignment function (or a mapping) f : V 1 → V 2 that maximizes a cost function 118 Q. The similarity between the graphs is defined by a cost function, Q(G 1 , G 2 , f ), also known as the 119 quality of the alignment. Let f be an alignment between two graphs G 1 and G 2 , given a node u from 120 G 1 , f (u) is the set of nodes from G 2 that are aligned under f to u. Q expresses the similarity among 121 two input graphs with respect to a specific alignment f and the formulation of Q strongly influences 122 the mapping strategy.
123
There exist different formulations of Q that fall into following the classes:
124
Topological Similarity: Graphs are aligned by considering only edge topology, so that the perfect 125 alignment is reached when input graphs are isomorphic.
126
Node Similarity: Such function considers the similarity among mapped nodes. Nodes of the 127 aligned graphs can be more or less similar to each other. Thus the alignment should align each node of 128 one graph to the most similar node of the other one given a node similarity functions,
130
Hybrid approaches: Some recent formulations of Q take into account of both of the approaches 131 by linear combination.
132
The network alignment problem can be formulated according to: i) the kind of input, pairwise or Also, the network alignment methods can be pairwise or multiple alignment.
146
The pairwise network alignment (PNA) aligns two networks at a time and produces aligned node 147 pairs between two networks. The multiple network alignment (MNA) aligns three or more networks containing at most one node per network, whereas MNAs are many-to-many MNA methods when an 155 aligned cluster contains more than one node from a single network.
156
In literature, both PNA and MNA are applied to built the alignment protein interaction networks 157 (PINs) [30] . Since, MNA can capture functional knowledge that is common to multiple species,
158
it was detected that MNA leads to deeper biological information than PNA. However, MNA is 159 computationally much harder than PNA because the complexity of the network alignment problem 160 increases exponentially with the number of analyzed networks.
161
There exist different proposed multiple network alignment algorithms in literature such as 
163
In this work, three multiple alignment algorithms were chosen to built the multiple alignment of 164 brain networks. We give hereafter a short conceptual description.
165
A popular existing method of multiple alignment is MultiMAGNA++ [13] . MultiMAGNA++ is a to the alignments built with MultiMAGNA++, GEDEVO-M and IsoRankN.
214
The Table 2 and Table 3 from 1000. Table 5 shows the network parameters. 
Materials and Methods
Alignment Algorithms
273
In this section we describe in detail the multiple alignment algorithms selected to align the 274 diffusion brain networks. parent alignments into a superior child alignment that allows for aligning multiple networks.
where α controls the contribution of each node and edge conservation measures and takes the 295 values between 0 and 1.
296
The edge conservation measure used in MNA is Conserved Interaction Quality (CIQ). CIQ is a weighted sum of edge conservation between all pairs of aligned a and b clusters and is defined as:
where, |E a , b| is the number of edges that connect the clusters, and cs(a, b) is edge conservation .
300
The node conservation measure for MNA refers to internal cluster quality, i.e, the nodes in each cluster should be highly similar to each other with respect to some node cost function.
where s(u, v) is the similarity between nodes u and v with respect to some node cost function, a i 301 is a aligned clusters with i = 1, ..., n, |a i | is the size of a i and P(a i ) is the set of all pairs of nodes in a i .
302
The genetic algorithm produces newer generations until the alignment quality cannot be 303 optimized further. supervised the design of the algorithm. PHG and MM designed the functional requirements of the software tool.
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