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Abstract 
 
    Since the beginning of the nineties, ontologies have become more and more popular 
research topic investigated by several researchers, because ontologies are so popular in 
large part due to what they promise and give; a shared and common understanding of a 
domain that can be communicated between people and application systems. This 
concept of using ontology isn’t examined in many Arabic computation systems. 
 Accordingly, in this work, we attempted building an Arabic ontology-based image 
retrieval system, this system converts natural language queries into machine-
understandable formats based on the exploited Arabic ontology. 
   We chose images as our web content because images are an important source for 
content on the web. The amount of images information is rapidly rising due to digital 
cameras and mobile telephones equipped with such devices. This thesis discussed this 
problem by explaining what happens when the end-user is faced with a repository of 
images whose content is complicated and partly unknown to the user and how the 
Semantic Web provides new insights into the image retrieval problem, by developing 
techniques to retrieve the images based on ontology. We examined and evaluated this 
approach problem through building a system that can facilitate image retrieval based on 
Arabic domain ontology, Arabic morphology and syntax rules. Our last step to 
emphasize the efficiency of the ontology in improving the information retrieval 
systems, was comparing the retrieval of images which is conducted by matching the 
semantic and the structural descriptions of the user query, with the retrieval of images 
 VI
 
 atadatem evitpircsed sniatnoc hcihw ,esabatad lanoitaler no desab detcudnoc si hcihw
  .segami rof
 
  اﻟﺼﻮر ﺑﻨﺎءا ﻋﻠﻰ اﻻﻧﻄﻮﻟﻮﺟﯿﺎ اﻟﻌﺮﺑﯿﺔ اﺳﺘﺮﺟﺎعﻧﻈﺎم 
  ﺳﻤﺎح ﺻﺎﺑﺮ ﺳﻠﯿﻤﺎن ﻛﺮﯾﻢ إﻋﺪاد
  .ﺑﺪﯾﻊ اﻟﺴﺮطﺎوي .د  إﺷﺮاف
  :اﻟﻤﻠﺨﺺ 
 ﻛﺛر ﺷﻌﺑﯾﺔ ﻓﻲ ﻣﺟﺎﻻت اﻟﺑﺣث اﻟﺗﻲ ﻋﻣل ﻋﻠﯾﻬﺎ  اﻟﻌدﯾد ﻣن اﻟﺑﺎﺣﺛﯾناﻻﻣﻧذ ﺑداﯾﺔ اﻟﺗﺳﻌﯾﻧﺎت أﺻﺑﺣت اﻻﻧطوﻟوﺟﯾﺎ 
ﻛﺎﻟﻔﻬم اﻟﻣﺷﺗرك واﻟﻣﺷﺎرﻛﺔ ﻟﻠﻣﺟﺎل اﻟذي ﯾﺗم اﻟﺗواﺻل ﺑﻪ ﺑﯾن اﻟﻧﺎس : ، ﺑﺳﺑب ﻣﺎ وﻋدت وﻣﺎ ﻗﺎﻣت ﺑﺎﻋطﺎءﻩ واﻧﺟﺎزﻩ 
  .ﻓﻲ ﻛﺛﯾر ﻣن ﻧظم اﻟﻛﻣﺑﯾوﺗر اﻟﻌرﺑﯾﺔ ﻏﯾر ﻣﺳﺗﺧدم ﻻ  ﻬوم ﻻﺳﺗﺧدام اﻷﻧطوﻟوﺟﯾﺎ ﻻ زالﻫذا اﻟﻣﻔ.وﻧظم اﻟﺗطﺑﯾﻘﺎت 
ﺎع اﻟﺻور ﻣﺑﻧﻲ ﻋﻠﻰ اﻻﻧطوﻟوﺟﯾﺎ اﻟﻌرﺑﯾﺔ ،اﻟﯾﺔ ﻋﻣل ﻫذا ﺣﺎوﻟﻧﺎ ﻓﻲ ﻫذﻩ اﻻطروﺣﺔ  طرح واﺧﺗﺑﺎر ﻧظﺎم ﻻﺳﺗرﺟ
اﻟﻧظﺎم ﺗﻘوم ﻋﻠﻰ ﺗﺣوﯾل اﻟﻠﻐﺔ اﻟطﺑﯾﻌﯾﺔ ﻟﻼﺳﺗﻌﻼم اﻟﻰ اﻟﻠﻐﺔ اﻟدﻻﻟﯾﺔ اﻟﺗﻲ ﯾﻣﻛن ﻣطﺎﺑﻘﺗﻬﺎ ﺑﺳﻬوﻟﺔ ﺑﺟذور اﻟﺑﯾﺎﻧﺎت 
ﻘراءة ﯾدﻋم اﻟﺗﻣﺛﯾل اﻟدﻻﻟﻲ ﻟ ذيﺑﻧﺎءا ﻋﻠﻰ اﻟﻣﻌﯾﺎر اﻟدﻻﻟﻲ ﻋﻠﻰ ﺷﺑﻛﺔ اﻹﻧﺗرﻧت ﻟوﺻف  اﻟدﻻﻻت  اﻟ ، اﻟﻣﺧزﻧﺔ
اﻷﺟﻬزة وﻗد ﻗﻣﻧﺎ ﺑﺎﺧﺗﯾﺎر اﻟﺻور ﻛﻣﺻدر رﺋﯾﺳﻲ ﻟﻠﺑﯾﺎﻧﺎت اﻟﺗﻲ ﯾﻘوم ﻋﻠﯾﻬﺎ اﻟﻧظﺎم ﻷن اﻟﺻور ﻫﻲ ﻣﺻدر رﺋﯾﺳﻲ 
وﻣﻊ اﻟﺗزاﯾد اﻟﺳرﯾﻊ ﻓﻲ ﻛﻣﯾﺔ اﻟﺻور اﻻﻟﯾﻛﺗروﻧﯾﺔ ﻧﺗﯾﺟﺔ ﻻﻧﺗﺷﺎر اﻟﻛﺎﻣﯾرات .ﻟﻠﻣﺣﺗوى اﻻﻟﯾﻛﺗروﻧﻲ ﻋﻠﻰ ﺷﺑﻛﺔ اﻹﻧﺗرﻧت
  .وراﻟرﻗﻣﯾﺔ واﻟﺗﻠﻔوﻧﺎت اﻟذﻛﯾﺔ اﻟﺗﻲ ﺗدﻋم ﻫذﻩ اﻟﺻ
ﻗﻣﻧﺎ أﯾﺿﺎ ﻓﻲ ﻫذﻩ اﻻطروﺣﺔ ﺑﻣﻧﺎﻗﺷﺔ اﻟﻣﺷﻛﻠﺔ ﻋﻧدﻣﺎ ﯾواﺟﻪ اﻟﻣﺳﺗﺧدم اﻟﻧﻬﺎﺋﻲ ﻣﺳﺗودع ﻣن اﻟﺻور ﻣﺣﺗواﻩ ﻣﻌﻘد 
وﻏﯾر ﻣﻌروف ﺟزﺋﯾﺎ ﻟﻠﻣﺳﺗﺧدم وطرح اﻟرؤى اﻟﺟدﯾدة اﻟﺗﻲ ﯾﻘدﻣﻬﺎ  اﻟوﯾب اﻟدﻻﻟﻲ ﻓﻲ ﻣﺷﻛﻠﺔ اﺳﺗرﺟﺎع اﻟﺻور 
  .واﻟﺗﻘﻧﯾﺎت اﻟﻣطورة  ﻻﺳﺗرداد اﻟﺻور ﺑﺎﺳﺗﺧدام أﻻﻧطوﻟوﺟﯾﺎ
ﻐرض ﻋرض ﻫذﻩ اﻟﻣﺷﻛﻠﺔ واﻟﻌﻣل ﻋﻠﻰ أﯾﺟﺎد ﺣﻠول ﻟﻬﺎ ﻗﻣﻧﺎ ﺑﺎﺧﺗﺑﺎر وﻓﺣص ﻧﺗﺎﺋﺞ  ﻣن ﺧﻼل  ﺑﻧﺎء ﻧﻬﺞ ﻟﻧظﺎم وﺑ
ﯾﺳﻬل ﻋﻣﻠﯾﺔ اﺳﺗرﺟﺎع اﻟﺻور ﺑﻧﺎءا ﻋﻠﻰ اﻻﻧطوﻟوﺟﯾﺎ اﻟﻌرﺑﯾﺔ ﺑﺎﺳﺗﺧدام اﺳس وﻗواﻋد اﻟﺻرف واﻟﻧﺣو اﻟﺧﺎﺻﺔ ﺑﺎﻟﻠﻐﺔ 
  .اﻟﻌرﺑﯾﺔ
ﻋﻠﻰ اﻻﻧطوﻟوﺟﯾﺎ واﻷﺧر اﻟﻣﺑﻧﻲ ﻋﻠﻰ ﻗﺎﻋدة اﻟﺑﯾﺎﻧﺎت  ﻗﻣﻧﺎ ﺑﻌد ذﻟك ﺑﻌﻣل ﻣﻘﺎرﻧﺔ ﺟذرﯾﺔ ﺑﯾن اﻟﻧظﺎﻣﯾن اﻟﻣﺑﻧﻲ
  ...اﻟﻌﻼﺋﻘﯾﺔ ﻟﻠﺗﺄﻛﯾد ﻋﻠﻰ درﺟﺔ اﻟدﻗﺔ واﻟﻛﻔﺎءة اﻟﺗﻲ ﺗﻘوم ﺑﺗﺣﻘﯾﻘﻬﺎ اﻻﻧطوﻟوﺟﯾﺎ ﻟﻸﻧظﻣﺔ اﻟﺗﻲ ﺗﺑﻧﻰ ﺑﺎﻻﻋﺗﻣﺎد ﻋﻠﯾﻬﺎ
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Chapter One 
 Introduction  
   The Semantic Web initiative opens new possibilities which the old World Wide Web 
could not deliver because of; the non semantic nature of HTML and URLs. 
It enables accurate relational information retrieval, by characterizing the difference 
between two or more descriptions of an object in different representations, by bridging the 
semantic gap between human concepts, and low-level visual features that are extracted 
from the images. 
  The Semantic Web provides additional capabilities that enable information sharing, 
between different resources, which are semantically represented. It consists of a set of 
standards and technologies that include a simple data model for representing information 
(RDF), a query language for RDF (SPARQL), a schema language describing RDF 
vocabularies (RDFS), a language for describing and sharing ontologies (OWL). These 
technologies together build up the foundation to formally describe, query and exchange 
information with explicit semantics [1]. 
Ontologies have been suggested as a way to solve the problem of information 
heterogeneity by providing formal, explicit definitions of data and reasoning ability over 
related concepts, that semantic heterogeneity among information sources needs to be 
resolved to enable meaningful information exchange or interoperation among them. 
Ontologies are the structural frameworks for organizing information, to be used in 
computer science to facilitate knowledge sharing and reuse. Since the beginning of the 
nineties, ontologies have become more and more popular research topic investigated by 
several researchers, because ontologies are so popular in large part due to what they 
promise and give; a shared and common understanding of a domain that can be 
communicated between people and application systems. All research communities 
2 
 
including natural-language processing, and knowledge representation, recently, artificial 
intelligence, software engineering,  biomedical informatics,  library science,  enterprise 
bookmarking, and information architecture as a form of knowledge representation about 
the world or some part of it, by representing  knowledge as a hierarchy of concepts within 
a domain, using a shared vocabulary to denote the types, properties and interrelationships 
of those concepts. 
   According to (MPEG-7) [4], Images are an important source of content on the web. The 
amount of the informative images is rapidly rising due to digital cameras and mobile 
telephones equipped with such devices. In this work I have tried to find a resolve to the 
repository of images whose content is complicated and partly unknown to the user, by 
adopting Semantic Web new insights into the image retrieval problem, in developing new 
techniques to retrieve the images based on ontologies. We approached this general 
problem through building a prototype that can facilitate image retrieval based on Arabic 
domain ontology by using a language phrase stemmer, this system functionality is done 
through converting a natural language query into matching stem format, based on a 
semantic-web standard which supports machine readable semantic representation. The 
confirmation step of our research was comparing the results which were conducted for the 
retrieval of images based on matching the semantic and structural descriptions with the 
user query, and the results which were conducted for the retrieval of images based on 
relational database. We used as a case study Palestine tourism domain to test our prototype 
by retrieving the historical religious and natural images using the similarity matching and 
retrieval algorithms. 
This thesis contains several research problems for building web service for image retrieval 
based on Arabic ontology, starting from querying in Arabic natural language, then 
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stemming the query and finally matching between the query and the relational database 
based on the Arabic domain ontology according to similarity algorithms, and the 
integration aspects within this process in particular. This Chapter presents a brief outline 
of the scope, contribution, motivation of the research objectives for this thesis. Chapter 2 
provides the related work and the main concepts which are discussed during this thesis. In 
Chapter 3 we present the Arabic challenges in computer systems, the Arabic ontology 
structure design and implement, the Arabic stemmer structure design and implement., In 
Chapter 4  we explain the differences  between the relational database & ontology, In 
Chapter 5 we describe the implementation methods, tools, algorithms and equations we 
used to establish our two prototypes. Finally in Chapter 5 we explain the evaluation results 
we got during practical experiment, conclusion and future work. 
 
 
1.1.  Thesis Scope 
   An image retrieval system is a computer system for browsing, searching and retrieving 
images from a large database of digital images. Regarding the WSRP [2], several criteria 
can be considered in order to classify image retrieval systems: 
§ User interaction, browsing, typing text or inserting an image that is visually similar to the 
target image. 
§ Search performance, how the search engine actually searches. For instance, whether the 
search is accomplished through the analysis of visual features or through semantic 
annotations. 
§ Domain of the search, standalone search engine, only executes a search in a local 
computer that versus Internet based search engine. 
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1.2. Problem Definition 
· Impaired ability to find desired images depending on Arabic expression, because all search 
engines work is based on English that they have built which is based on English language 
rules because of;  lack of Arabic ontologies. 
· Mismatch a lot of retrieved pictures with required images, because most of traditional 
search engines is based on image processing techniques whose main drawbacks are low 
retrieval precision and difficulty to formulate an exact feature query which pays attention 
to differences between “human users’ high level interpretation of the semantics of visual 
information and the low-level visual features that can be automatically extracted, creating 
the so called semantic gap, so there is a need of efficient image retrieval systems. 
 
1.3. Contribution 
   Our contribution lies in the development of two image search engines, one based on 
Ontology and the other based on relational database; the examination and evaluation of 
both of them to see the difference in the performance and accuracy. We built the two 
search engines as prototypes to serve as a back-end of human language query. 
  The first one is based on the semantic layer which mainly depends on Ontology to make 
fast and accurate retrieval according to the user query, the other makes the same but 
according to the relational database. 
   We built the two systems for Arabic users and queries in Arabic, so the two prototypes 
basically have been built based on Arabic linguistics and syntax rules. 
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1.4. Motivation  
 
    The vision of the Semantic Web (Berners-Lee, Hendler et al. 2001) provides many new 
perspectives and technologies to overcome the limitation of the WWW. Ontologies are a 
key component to solve the problem of semantic heterogeneity, and thus enable semantic 
interoperability between different web applications and services. Ontology is similar to a 
dictionary or glossary, but with greater detail and structure that enables computers to 
process its content. Ontology consists of a set of concepts, relations, and axioms that 
formulate a field of interest.  Halaschek-Wiener et al. [3] mentioned several reasons why 
ontologies can help image retrieval. The first reason can be found in the fact that 
ontologies provide the ability to model the semantics of what occurs in images such as 
object, events, etc. The expressivity of the current Web ontology standard, OWL, allows 
for affiliated searches based on logic and structural inference. Ontologies also provide an 
elegant mechanism to formally organize image content in small, logically contained 
groups (ontological concepts), while enabling them to be linked, merged, and 
distinguished with other concepts in logically contained groups. Additionally, they enable 
the ability to assert that many images refer to the same concepts through the use of URIs. 
This, in turn allows these disparate information pieces to be linked together through image 
depictions. Consequently, the use of ontologies provides a new field with a lot of still open 
questions and really world-wide research. Because of all these advantages of the ontology 
and because of the lack of Arabic ontology which reflects negatively on the lack of 
systems which are based on the Arabic ontology, we selected this research topic to shed 
light on this important topic by putting some solutions through real e-work , examinations, 
and evaluations 
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Chapter Two 
 Background 
 
2 Terms Definitions 
2.1.1 Semantic Web we can say that the most frequent application of ontologies is 
in Semantic Web [5]. Semantic Web (SW) is an extension of very popular service of 
the Internet, World Wide Web (WWW). While WWW can be characterized as 
world-wide distributed web of linked documents using Uniform Resource Locators 
(URLs), SW is a web of linked data. In the former case, there are web-pages 
(documents) pointing to other web-pages. In the latter case, there are data items 
pointing to other data items by URLs. Due to this character of linked data, 
information about single entity can be distributed over the Web. Most of data 
model can still be accessible using SW technologies which  it is part of SW 
infrastructure. It can only work due to common standards which data providers, 
middle-ware programmers and application developers uniformly use. Every year 
there is increasing number of fully-edged semantic applications within two main 
contests: Semantic Web Challenge and AI Mash up challenge.  
 
2.1.2 Ontology [3] is a conceptualization of a domain into a human-understandable, 
but machine-readable format consisting of entities, attributes, relationships and 
axioms Ontology can provide a rich conceptualization of the working domain of an 
organization, representing the main concepts and relationships of the work 
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activities. These relationships could represent isolated information such as an 
employee’s home phone number, or they could represent an activity such as a 
document, or attending a conference. The effective use of ontologies requires not 
only a well-designed and well defined ontology language, but also support from 
reasoning tools. Reasoning [6] is important both to ensure the quality of the 
ontology and in order to exploit the rich structure of ontologies and ontology based 
information. It can be employed in different phases of the ontology life-cycle. 
During ontology design, it can be used to test whether concepts are non-
contradictory and to derive implied relations. In particular, one usually wants to 
compute the concept hierarchy, i.e. the partial ordering of named concepts based 
on the subsumption relationship. Information on which concept is a specialization 
of another, and which concepts are synonyms, can be used in designing test phase 
to make insure of concept definitions in the ontology. 
 
 
 Figure 2.1.1: Layered Cake of SW Technologies and Standards [3]. 
 
 
 
2.1.3 RDFS [7]   Web Ontological Schema Language Following W3C’s ‘one small 
step at a time’ strategy, RDFS can be seen as a ﬁrst try to support expressing 
simple ontologies with RDF syntax. In RDFS, predefined Web resources Class, 
Resource and Property can be used to deﬁne classes (concepts), resources and 
properties (roles).Unlike Dublin Core [20], RDFS does not predefine information 
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properties but a set of meta-properties that can be used to represent background 
assumptions in ontologies: 
 • RDFS: type: the instance-of relationship. 
• RDFS: subclass Of: the property that models the subsumption hierarchy between 
classes. 
• RDFS: subProperty Of: the property that models the subsumption hierarchy 
between properties.  
RDFS: domain: the property that constrains all instances of a particular 
property, to describe instances of a particular class. 
RDFS: range: the property that constrains all instances of a particular 
property, to have values that are instances of a particular class. 
 
Table 2.1: RDFS ontology 
<Ontology xmlns=http://www.w3.org/2002/07/owl# 
 xmlns:rdfs=http://www.w3.org/2000/01/rdf-schema# 
 xmlns:xsd=http://www.w3.org/2001/XMLSchema# 
xmlns:rdf=http://www.w3.org/1999/02/22-rdf-syntax-ns# 
xml:base=http://www.semanticweb.org/salydee/ontologies/2013/3/untitled-ontology-2 
ontologyIRI=http://www.semanticweb.org/salydee/ontologies/2013/3/untitled-
ontology-2 > 
<Prefix name="" IRI="http://www.w3.org/2002/07/owl#"/> 
<Prefix name="owl" IRI="http://www.w3.org/2002/07/owl#"/> 
<Prefix name="rdf" IRI="http://www.w3.org/1999/02/22-rdf-syntax-ns#"/> 
<Prefix name="xsd" IRI="http://www.w3.org/2001/XMLSchema#"/> 
<Prefix name="rdfs" IRI="http://www.w3.org/2000/01/rdf-schema#"/> 
<Class IRI="#ﻒﯿﻨﺼﺗ"/> 
<ObjectAllValuesFrom> 
<ObjectProperty IRI="# ﮫﻟ_ﻒﯿﻨﺼﺗ "/> 
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<ObjectUnionOf> 
<Class IRI="#ﻲﮭﯿﻓﺮﺗ"/> 
<Class IRI="#يرﺎﻀﺣ"/> 
<Class IRI="#ﻲﻨﯾد"/> 
<Class IRI="#ﻲﻌﯿﺒط"/> 
 
2.1.4 RDF [7] is a directed, labeled graph data format for representing information 
in the Web. This specification defines the syntax and semantics of the SPARQL 
query language for RDF. SPARQL can be used to express queries across diverse 
data sources, whether the data is stored natively as RDF or viewed as RDF via 
middleware. SPARQL contains capabilities for querying required and optional 
graph patterns along with their conjunctions and disjunctions. SPARQL also 
supports extensible value testing and constraining queries by source RDF graph. 
The results of SPARQL queries can be results sets or RDF graphs.  
                        Table 2.1.4: SPARQL Example 
PREFIX rdf: http://www.w3.org/1999/02/22-rdf-syntax-ns# 
PREFIX owl: http://www.w3.org/2002/07/owl# 
PREFIX xsd: http://www.w3.org/2001/XMLSchema# 
PREFIX rdfs: http://www.w3.org/2000/01/rdf-schema# 
PREFIX Samah:http://www.semanticweb.org/salydee/ontologies/2013/4/untitled-
ontology-4# 
SELECT ?subject ?object 
WHERE { ?subject rdfs:subClassOf  PalTousiom:ﻒﯿﻨﺼﺗ 
OR ?subject rdfs:subClassOf  PalTousiom:ﻒﯿﻨﺼﺗ 
 
2.1.5 Relational Search [8] Semantic recommending is related to relational search, 
where the idea is to try to search and discover serendipitous semantic associations 
between deferent content items. The idea is to make it possible for the end-user to 
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formulate queries such as “How is X related to Y” by selecting the end-point 
resources, and the search result is a set of semantic connection paths between X 
and Y. 
 
2.1.6 Semantic Interoperability “the ability of information and communication 
technology systems and the business processes they support to exchange data and 
to enable the sharing of information and knowledge, also it enables systems to 
combine received information with other information resources and to process it in 
a meaningful manner. It aims at the mental representations that human beings have 
of the meaning of any given data” (Patel, Koch et al. 2004). 
2.1.7   Semantic Gap [9] is described as; the lack of coincidence between the 
information that one can extract from the visual data and the interpretation that the 
same data have for a user in a given situation. More precisely the gap means the 
difference between ambiguous formulation of contextual knowledge in a powerful 
language (e.g. natural language) and its sound, reproducible and computational 
representation in a formal language (e.g. programming language). Semantics of an 
object depends on the context it is regarded within. For practical application this 
means any formal representation of real world tasks requires the translation of the 
contextual expert knowledge of an application (high-level) into the elementary and 
reproducible operations of a computing machine (low-level). Since natural 
language allows the expression of tasks which are impossible to compute in a 
formal language there are no means to automate this translation in a general way.  
2.1.8 A Morphological Analysis Technique is a computational process that 
analyzes natural words by considering their internal structures. The internal 
structure of a word may include stem, root, affixes, and patterns. Morphological 
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analysis techniques can be viewed as clustering mechanisms and usually help in 
resolving lexical ambiguity 
2.1.9 Stemming [10] is a method of word standardization used to match some 
morphologically related words. The stemming algorithm is a computational 
process that gathers all words that share the same stem and have some semantic 
relation. 
2.1.10 Image Retrieval System [11] is a computer system for browsing, searching 
and retrieving images from a large database of digital images. There are four basic 
approaches to image retrieval: the first: Content-based image retrieval depends on 
lowest level features such as color, texture, shape, and spatial location. The second: 
Text based image retrieval Image search is supported by augmenting images with 
keyword-based annotations and the search process always relies on keyword 
matching techniques. The third:  Systems which are based on metadata properties 
like title, creator, resolution, image format, date and location can be considered. 
The fourth: the Semantic Web which provides new insights into the image retrieval 
problem, developing techniques to annotate the content of images by using 
ontologies. 
 
 
2.2  Related Work 
    Many multimedia retrieval systems were developed in the 90s both for commercial 
and research purposes like QBIC [12],  Virage [13], Swoogle[6],  and many others like 
MARS(Huang et al, 1997|), Photobook (Pentland et al, 1996) or Excalibur (Wilf, 1998). 
Some years later the basic concept of similarity search was transferred to several 
Internet image search engines including Webseek [16] and Webseer [14]. 
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 It is important to mention the efforts made to integrate CBIR with enterprise databases 
such as Informix data blades, IBM DB2 Extenders, or Oracle Cartridges with the 
objective of making CBIR more accessible to the industry. Smeulders et al [15] give an 
exhaustive overview of the state of the art in CBIR before the year 2000.        They 
identify three main categories based on user interaction: category search, target search 
and search by association. 
  The new direction was toward designing systems which would be user friendly and 
could bring the vast multimedia knowledge from libraries, databases, and collections 
to the world. To do this it was noted that the next evolution of systems would need to 
understand the semantics of a query, not simply the low level underlying 
computational features. This general problem was called “bridging the semantic gap’’. 
In this section we review the 6 top-famous systems, the techniques that this six 
systems used in their approach are diverse and based on the state-of-art approaches. In 
reviewing these systems, we are reviewing the latest developments in this area. 
 
2.2.1 Soo et al. [17] proposed a framework that can facilitate image retrieval based on a 
sharable domain ontology and thesaurus. They used case-based learning (CBL) which 
depends on a natural language phrase parser which proposed to convert a natural 
language query into resource description framework (RDF) format, a semantic-web 
standard of metadata description that supports machine readable semantic 
representation. This same parser also is extended to perform semantic annotation on 
the descriptive metadata of images and convert metadata automatically into the same 
RDF representation. The retrieval of images then can be conducted by matching the 
semantic and structural descriptions of the user query with those of the annotated 
descriptive metadata of images, they also developed two similarity comparison 
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algorithms -- MCS and MLRM -- over the NL phrases that can facilitate the retrieval 
mechanism for finding a most similar case from the case-based learning using a natural 
language query parser to translate a natural query into query in RDF format. The 
parser is able to perform semantic annotation on the descriptive metadata of images 
and convert metadata automatically into RDF representation. Their framework 
language was Chinese, the annotations. The collection used is a set of historical and 
cultural images that have been taken from Dr. Ching-chih Chens “First Emperor of 
China” defined and derived from a set of domain concepts. The ontology used is a 
Mandarin Chinese thesaurus. 
 
 
Figure 2.2.1: Soo Framework Diagram[17]. 
 
2.2.2 Heinecke [30],  built transforming textual annotations of multimedia contents into an 
ontological representation (based on an existing ontology) in order to make them available 
for a knowledge-base; and translating English and French user queries into an ontological 
query language (SPARQL). The matching of linguistic data (lexicons, thesauri) with 
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ontologies is similar, but not identical to ontology matching or ontology alignment, trying 
to ﬁnd corresponding classes of two ontologies. Different methods of matching were 
discussed; they used relationships found in the lexicon via a semantic thesaurus, and the 
taxonomic hierarchies of both.  
 
Figure 2.2.2: Heinecke Prototype [30]. 
 
2.2.3 Saathoff et al [18] presented an approach that combines multimedia reasoning and 
natural language processing for the semantic integration of automatic and manual image 
annotations based on domain ontologies. They discuss how to apply natural language 
processing to transform natural language descriptions and queries into an ontological 
representation that allows users to formulate formal semantics in an intuitive manner, 
without the need to cope with complex ontological structures and unwieldy user 
interfaces. Illustrative experimental examples demonstrate the added value, by using 
ontologies enriched with low-level features to label regions in images with semantic 
concepts.  
2.2.4 Hare et al.[19] proposed the mechanism of generating automatically semantics for 
multimedia entities as bottom-up approach in opposition to the top-down approach that 
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consists of annotating images using ontologies, also proposed methods to use hierarchies 
induced on annotation words to improve automatic image annotation. While hierarchical 
clustering models have been explored for the image annotation problem, the hierarchies 
were statistically derived from image clusters. They presented a method for generating 
visual vocabularies based on the semantics of the annotation words and their hierarchical 
organization in ontology like WordNet. The semantically-motivated K-means clustering 
for generating the blobs improved the performance of the translation models for image 
annotation. They have been working with a variety of European cultural heritage 
institutions, including museums, galleries, and pictures. They considered that a 
combination of both approaches can lead to bridge the semantic-gap.  
2.2.5 S. Petridis et al.[20] They aimed to explicit knowledge representation which aims 
among others for  supporting audio-visual content analysis and object-event recognition, 
the creation of knowledge beyond object and scene recognition through reasoning 
processes by enabling user friendly and intelligent search and retrieval. They presented 
knowledge infrastructure consists of several parts, namely the core ontology as a basis 
for all components of the knowledge infrastructure, multimedia-speciﬁc 
conceptualizations in form of the visual descriptor ontology and the multimedia structure 
ontology and a user-friendly visual descriptor extraction tool that allows the 
initialization of domain ontologies with visual features. Ontologies are extended and 
enriched through the Visual Descriptors Ontology and the Multimedia Structure 
Ontology to include low-level audiovisual descriptors in order to support automatic 
content annotation. Appropriate knowledge representation formalisms, core ontology 
and a user-friendly tool that allows the initialization of domain ontologies with visual 
features have been developed to complete this infrastructure. 
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Figure 2.2.5: S. PETRIDIS Framework[20] 
 
2.2.6 M.Srikanth et al. [21] machine learning approaches have been explored to model 
the association between words and images from an annotated set of images and 
generate annotations for a test image. They proposed methods to use a hierarchy 
defined on the annotation words derived from text ontology to improve automatic 
image annotation and retrieval. Specifically, the hierarchy is used in the context of 
generating a visual vocabulary for representing images and as a framework for the 
proposed hierarchical classification approach for automatic image annotation. The 
effect of using the hierarchy in generating the visual vocabulary is demonstrated by 
improvements in the annotation performance of translation models. In addition to 
performance improvements, hierarchical classification approaches yield well to 
constructing multimedia ontologies, using lexical resources like WordNet to induce 
hierarchies in the annotation words. They also proposed methods to use hierarchies 
induced on annotation words to improve automatic image annotation. While 
hierarchical clustering models have been explored for the image annotation problem, 
the hierarchies were statistically derived from image clusters. They presented a method 
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for generating visual vocabularies based on the semantics of the annotation words and 
their hierarchical organization in ontology like WordNet and the Corel collection of 
data.  
 
2.3 Related Work In Arabic Ontology 
    To the best of our knowledge, there is no framework for images retrieval based on          
Arabic ontology, or an approved official Arabic ontology language approved yet. 
  There was a project  undertaken by the CIA three years ago called (Arabic Word Net) 
which depends on translate (English word Net) to the corresponding words in Arabic, but 
the project did not succeed because the translation cannot provide a successful ontology, 
as the basic principle of ontology concepts based on the logical relationship between them 
[22]. 
   Birzeit University start working in Arabic Ontology project recently, but it is not 
officially supported until now (http://sites.birzeit.edu/comp/ArabicOntology/) they 
developed the top levels of the Arabic Ontology, built manually based on DOLCE and 
SUMO upper level ontologies. 
 
2.4 Comparison between our framework and previous related frameworks: 
   Like ours, all systems used multiple similarities, and thus faced the problem of 
aggregating similarities in an effective way. Therefore, reviewing the approaches helps us 
evaluate our approach, by benefitting from previous systems advantages and moving away 
in our development. There are many differences between our framework and the previous 
frameworks. First we built two prototypes for image retrieval system one based on  
ontology and the other based on relational data to compare between the two systems which 
more accurate, the first has its performance from database querying advantage like (light 
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search, fast search and accuracy), but second which depend on ontology, has its 
performance from relational concepts  which make system more accurate  and more 
efficient, results depend on comparing between two systems their based totally different,  
previous systems made matching between ontologies because they depend on convert all 
database to ontology languages, on one side, their quires is always specific and limited in 
certain words but we make our user query is opened to natural language of the user. Also, 
the all previous systems were designed to take into account the specific WordNet [23] 
internal forming its original language or by translate, but our framework is based on 
Arabic ontology lexically and linguistically, so our developing theory of semantic 
matching will be new theory to improve quality and efficiency of image retrieval based on 
Arabic ontology and produces high-quality results in terms of precision and recall 
indicators. 
 
 
 
 
 
 
 
 
 
 
 
19 
 
 
 
 
Chapter Three 
Arabic Morphologic & Ontology 
 
3.1    Arabic Particularity 
   Modern Standard Arabic [24] (MSA,  ﻰﺤﺼﻔﻟا ﺔﯿﺑﺮﻌﻟاﺔﺜﯾﺪﺤﻟا ) is the oﬃcial language of the 
Arab World. MSA is the primary language of the media and education. MSA is 
syntactically, morphologically and phonologically based on Classical Arabic (CA,   ﺔﯿﺑﺮﻌﻟا
ﺔﯿﺛاﺮﺘﻟا ﻰﺤﺼﻔﻟا), the language of the Qur’an (Islam’s Holy Book). Lexically, however, MSA 
is much more modern. MSA is primarily written not spoken. The Arabic dialects, in 
contrast, are the true native language forms. They are generally restricted in use for 
informal daily communication. They are not taught in schools or even standardized 
although there is a rich popular dialect culture of folk-tales, songs, movies, and TV shows. 
Dialects are primarily spoken not written. However, this is quite changing as more Arabs 
are gaining access to electronic media of communication such as emails and newsgroups. 
Arabic dialects are loosely related to Classical Arabic. They are the result of the 
interaction between diﬀerent ancient dialects of Classical Arabic and other languages that 
existed in neighbored and/or colonized what is today the Arab world [4]. For example, 
Algerian Arabic has a lot of inﬂuences from Berber as well as French.  
Arabic dialects substantially diﬀer from (MSA), and each other in terms of phonology, 
morphology,  lexical choice and syntax. 
3.2 Arabic Encoding, Input and Display 
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     An encoding is a systematic representation of the symbols in a script for the purpose of 
consistent storage and access (data entry and display) by machines. The representational 
choices made in an encoding must be synchronized with data entry and display tools. The 
Arabic script brings certain challenges to the question of encoding design and how it 
interacts with data storage and access. This is primarily a result of how Arabic script is 
diﬀerent from European scripts, whose handling has been the historical default. The basic 
challenges are the right-to-left directionality, contextually variant letter shapes, ligatures 
and the use of diacritics. In the extreme, an encoding can represent each complex ligature 
and letter shape with diﬀerent diacritics as a separate complex “symbol.” The number of 
diﬀerent symbols in the encoding becomes very large. On the other extreme, diﬀerent 
letter marks can be encoded as separate symbols from letter forms (and diacritics). Most 
commonly used encodings for Arabic, such as Unicode, CP-1256, ISO-8859 (among 
others), encode Arabic in logical ordered (ﬁrst to last) graphemes of letters and diacritics. 
Basically, the fact that Arabic is displayed in a diﬀerent direction on the screen from 
Roman script is considered irrelevant to the encoding as are the issues of contextual 
shaping and diacritization [24]. This encoding design choice makes Arabic storage eﬃcient 
although it places the burden of correct display on the operating system or the speciﬁc 
program that displays Arabic. 
 
3.3 Elements of the Arabic Script 
   The Arabic script is an alphabet written from right to left. There are two types of 
symbols in the Arabic script for writing words: letters and diacritics. In addition to 
these symbols, we discuss digits, punctuation and other symbols in this section. 
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3.3.1 Letters 
   Arabic letters are written in cursive style in both print and script (handwriting). They 
typically consist of two parts: letter form (  ﻢﺳر rasm) and letter mark (مﺎﺠﻋأ Ai&jAm). 
The letter form is an essential component in every letter. There is a total of 19 letter 
forms. The letter marks, also called consonantal diacritics, can be subclassiﬁed into three 
types. First are dots, also called points, of which there are ﬁve: one, two or three to go 
above the letter form and one or two to go below the letter form. Second is the short Kaf, 
which is used to mark speciﬁc letter shapes of the letter Kaf (see Figure 3.2). Third is the 
Hamza (ةﺰﻤھhamza~) letter mark [25]. The Hamza can appear above or below speciﬁc letter 
forms. The term Hamza is used for both the letter form (Z) and the letter mark, which 
appears with other letter forms such as  أ Â,  ؤ ˆw, and ئ  ˆy. The Madda letter mark (  
ةﺪﻣmad_a~) is a Hamza variant. [26]   
 
Figure 3.3.1: A sample of letters with their deferent letter shapes [25]. 
 
3.3.2 Diacritics 
   The second class of symbols in the Arabic script is the diacritics. Whereas letters are 
always written, diacritics are optional: written Arabic can be fully diacritized, partially 
diacritized, or entirely undiacritized. The NLP task of restoring diacritics, or simply 
diacritization. Typically, Arabic text is undiacritized except in religious texts and children 
educational texts. Some diacritics are indicated in modern written Arabic to help readers 
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disambiguate certain words. In the Penn Arabic Treebank [26], 1.6% of all words have at 
least one diacritic indicated by their author. Out of these, 99.3% are actually correct, as in 
they appear in the correct position in the word. 
3.3.3 Arabic Encodings 
   Many diﬀerent “standard” encodings were developed for Arabic over the years. We only 
discuss here the three most commonly used encodings, which are all well supported for 
input and output on diﬀerent platforms. Tables 2.1 and 2.2 present the diﬀerent code 
values used for MSA Arabic symbols in multiple encodings side-by-side 8-bit Encodings: 
ISO-8859-6 and CP-1256 ISO-8859-6 and CP-1256 are two of the most popular early 
encoding schemes of Arabic.ISO-8859 was developed by the International Standards 
Organization. CP-1256, aka Arabic Windows encoding, was developed by Microsoft and 
made extremely popular through Windows. Both of these encodings use 1 byte (8-bits) to 
represent every single symbol (maximum of 256 characters). As in other encodings in 
their class for scripts/languages other than Arabic, the ﬁrst 7-bits (or 128 characters) are 
reserved for English ASCII (American Standard Code for Information Interchange). The 
other script is represented in the other 128 characters.  This allows the same encoding to 
be used for two scripts (or multiple languages) if needed. In CP-1256, the Arabic 
characters are listed in order although with some gaps in between diﬀerent sets of 
characters to allow for maintaining the code values for some European languages, 
particularly French, thus eﬀectively producing a multilingual code page (Arabic, English, 
French) that can be used in both Anglophone and Francophone Arab countries. Both CP-
1256 and ISO-8859-6 couldn’t accommodate the full set of extended Arabic characters [28]; 
however, characters from Persian are included. These encodings specify the graphemes 
only and rely on separate algorithms to display the correct font glyphs. CP-1256 and ISO-
8859 are not compatible although they agree on the ﬁrst 22 characters. This simple fact 
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means that words made up completely from characters in this overlapping set will look 
“correct” in either encoding. For example, see the word )ةﺮﺣ(  When verifying the encoding 
of a sorted list of words (as in a dictionary), it is wise to look beyond the ﬁrst few words to 
avoid falling for this ambiguity. 
 
3.3.4 Unicode 
   Unicode is the current de facto standard for encoding a large number of languages and 
Scripts simultaneously. Unicode originally was designed to use two bytes of information 
(to code 65,536 unique symbols) and has been expanded since to cover over 1 million 
unique symbols. For Arabic, Unicode supports an extended Arabic character set. It also 
gives Arabic letter shapes and ligatures unique addresses under what it calls Presentation 
Forms A and B charts. Because Unicode encodes so many more characters than ISO8859-
6 and CP-1256[28], conversion from these encodings into Unicode is possible, but the 
reverse may be lossy. 
 
Figure 3.3.4: Comparing the correct and incorrect decoding of various Arabic encodings [28]. 
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3.4 Arabic Treebank’s 
   Collections of manually checked syntactic analyses of sentences, or Treebank’s, are an 
important resource for building statistical parses and evaluating parsers in general. Rich 
Treebank annotations have also been used for a variety of applications such as 
tokenization, diacritization, part-of-speech (POS) tagging, morphological disambiguation, 
base phrase chunking, and semantic role labeling. Under time restrictions, the creation of a 
Treebank faces a trade oﬀ between linguistic richness and Treebank size. This is 
especially the case for morph-syntactically complex languages such as Arabic or Czech . 
Linguistically rich representations provide many (all) linguistic features that may be useful 
for a variety of applications. This comes at the cost of slower annotation as a result of 
longer guidelines and more intense annotator training.  As a result; the richer the 
annotation, the slower the annotation process and,  the smaller the size of the Treebank. 
Consequently, there is less data to train tools. In the case of Arabic, two important rich-
annotation Tree banking eﬀorts exist: the Penn Arabic Treebank (PATB) [26]. and the 
Prague Arabic Dependency Treebank(PADT) [63].     Both of these eﬀorts employ complex 
and very rich linguistic representations that require a lot of human training. The amount of 
details speciﬁed in the representations is impressive. The PATB not only provides 
tokenization, complex POS tags, and syntactic structure; it also provides empty categories, 
diacritizations, lemma choices and some semantic tags. This information allows for 
important research in general NLP applications; however, much of this rich annotation is 
currently unused in Arabic parsing research [27] since it is generally considered to be 
derivative of the output of parsing itself. For example, nominal case: which can be 
determined for gold syntactic analyses at high accuracy, cannot be predicted well in a pre-
parsing POS tagging step [28, 27]. To address this issue, a third Treebank, the Columbia 
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Arabic Treebank (CATIB), was recently introduced with the goal of speeding up 
annotation through representation simpliﬁcation [63]. 
 
3.4.1 The Penn Arabic Treebank 
   The Penn Arabic Treebank (PATB) project started in 2001 at the Linguistic Data 
Consortium (LDC) and the University of Pennsylvania, the birthplace of Treebank’s for 
English, Chinese, and Korean three parts of the PATB have been released publicly through 
the LDC (almost 650K words) and four other parts, including a Levantine Arabic 
Treebank [26], have been developed for the DARPA-funded projects. Each PATB part was 
released in diﬀerent versions with diﬀerent degrees of improvements. The PATB is 
annotated for morphological information, part-of-speech, English gloss, and for syntactic 
structure in the phrase-structure style of the Penn (English) Treebank (PTB) .The PTB 
guidelines are modiﬁed to handle Arabic. For example, Arabic verbal subjects are 
analyzed as verb phrase (VP) internal; following the verb. The creation of the PATB is a 
great achievement for Arabic NLP. This resource has been crucial for so much research in 
morphological analysis, disambiguation, POS tagging and tokenization, not to mention of 
course parsing. Every other Treebank created since PATB, has used it or some of the tools 
developed for it. For instance, both the Prague dependency Treebank and the Columbia 
Arabic Treebank converted the PATB to their own representation in addition to annotating 
additional data. Another example of the importance of the PATB is that its tokenization is 
the de facto standard for most Arabic Tree banking eﬀorts. 
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3.4.2 The Prague Arabic Dependency Treebank 
  The Prague Arabic Dependency Treebank (PADT) is maintained by the Institute of 
formal and applied Linguistics, Charles University in Prague. PADT contains a multilevel 
description comprising functional morphology, analytical dependency syntax, and 
grammatical representation of linguistic meaning. These linguistic annotations are based 
on the Functional Generative Description theory [27] and the Prague Dependency Treebank 
project [28]. 
 
3.4.3 Columbia Arabic Treebank 
   The Columbia Arabic Tree Bank (CATIB) project was started in Columbia University in 
2008. It contrasts with previous Arabic Tree banking approaches in putting an emphasis 
on faster production with some constraints on linguistic richness [63]. Two ideas inspire the 
CATIB approach. First, CATIB avoids annotation of redundant linguistic information. For 
example, nominal case and state (deﬁnite, indeﬁnite, construct) in Arabic are determined 
automatically from syntax and morphological analysis of the words and need not be 
annotated by humans. Of course, some information in CATIB is not easily recoverable, 
such as phrasal co-indexation and full lemma disambiguation. Second, CATIB uses a 
linguistic representation and terminology inspired the long tradition of Arabic syntactic 
studies. This makes it easier to train annotators, who need not have degrees in linguistics. 
CATIB uses an intuitive dependency structure representation and relational labels inspired 
by Arabic grammar such as (tamyiz) and (idafa) in addition to the well-recognized labels 
of subject, object and modiﬁer. 
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Table 3.4: Comparison between PATB, PADT and CATIB 
The Criteria PATB PADT CATIB 
Syntactic Structure. annotate heads 
explicitly and spans of 
phrases/clauses 
implicitly 
annotate heads explicitly 
and spans of 
phrases/clauses 
implicitly 
annotate heads 
explicitly and spans of 
phrases/clauses 
implicitly 
Syntactic and 
Semantic Functions 
uses about 20 dashtags 
that are used for 
marking syntactic and 
semantic functions. 
Syntactic dash tags 
include -TPC and -OBJ 
 
uses around 20 labels, 
although with diﬀerent 
functionality from 
PATB and CATiB. In 
general, PADT 
analytical labels are 
deeper than CATiB 
since 
they are intended to be a 
stepping stone towards 
the PADT tec to 
grammatical level. 
 
CATiB’s relation labels 
mark syntactic function 
only. The use of the 
syntactic labels SBJ and 
TPC is diﬀerent 
between CATiB and 
PATB. In PATB, 
TPC is used to mark the 
subject or object when 
they appear before the 
verb. Further 
co-indexation is used to 
specify the role of the 
TPC inside the verb 
phrase.  
Empty Pronouns annotated in PATB 
PADT nor CATiB. 
Verbs with no explicit 
subjects in CATiB (and 
PADT) can be assumed 
to pro-drop 
 
Not annotated Empty Pronouns. 
Empty pronouns are 
annotated in PATB but 
not PADT nor CATiB. 
Verbs with no explicit 
subjects in CATiB (and 
PADT) can be assumed 
to pro-drop 
 
Coreference. Coreference indices are 
annotated in PATB for 
PADT only annotates 
coreference between 
CATiB does not 
annotate any 
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traces and explicit 
pronouns. 
.  
explicit pronouns and 
what they corefer with 
coreference indices. 
Word Morphology.  
 
uses over 400 tags 
specifying every aspect 
of Arabic 
word morphology such 
as deﬁniteness, gender, 
number, person, mood, 
voice and case. 
 
As for parts-of-speech, 
PATB PADT 
morphology is more 
complex than PATB. 
For instance, it makes 
more sophism. 
uses the same basic 
tokenization scheme 
used by 
 
 
3.5 Related Arabic Parsers 
   There are a number of computational implementations for parsing Arabic. Daimi 
2001[27] developed a syntactic parser for Arabic using the Definite Clause Grammar 
formalism. Žabokrtský and Smrž 2003,  developed a dependency grammar for Arabic, with 
a focus on the automatic transformation of phrase-structure syntactic trees of Arabic into 
dependency-driven analytical ones. A probabilistic parser for Arabic is being developed at 
the Dublin City University based on the Arabic Penn Treebank Corpus (Al-Raheb et al., 
2006). The Stanford Natural Language Processing Group has developed an Arabic parser 
based on PCFG (Probabilistic Context-Free Grammar) using the Penn Arabic Treebank. 
Othman et al. (2003) developed a chart parser for analyzing Arabic sentences using 
Unification-based Grammar formalisms. Ramsay and Mansour (2007) wrote a grammar 
for Arabic within a general HPSG-like framework (Head-driven Phrase Structure 
Grammar) for the purpose of constructing a text-to-speech system. Within the framework 
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of corpus linguistics, Ditters (2001) wrote a grammar for Arabic using the AGFL 
formalism (Affix Grammars over a Finite Lattice) .There are mainly two strategies for the 
development of Arabic morphologies depending on the level of analysis: 
 1. Stem-based morphologies: analyzing Arabic at the stem level and using regular 
concatenation. A stem is the least marked form of a word, which is the uninflected word 
without suffixes, prefixes, proclitics or enclitics. In Arabic, this is usually the perfective, 
person, singular verb, and in the case of nouns and adjectives they are in the singular 
indefinite form. 
2. Root-based morphologies: analyzing Arabic words as composed of roots and patterns in 
addition to concatenations. A root is a sequence of three (rarely two or four) consonants 
which are called radicals, and the pattern is a template of vowels, or a combination of 
consonants and vowels, with slots into which the radicals of the root are inserted ,this 
process of insertion is usually called interdigitation (Beesley, 2001) [35].  
 
3.6. Our Parser Methodology: 
 
Figure 3.6: Our parser Methodology 
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3.6.1 Normalization  
   Normalization is a preliminary stage to tokenization where preliminary processing is 
carried out to ensure that the text is consistent and predictable. In this stage, for example, 
the decorative elongation character, kashida, and all diacritics are removed. Redundant 
and misplaced white spaces are also corrected, to enable the tokenizer to work on a clean 
and predictable text.  In real-life data spaces may not be as regularly and consistently used 
as expected. There may be two or more spaces, or even tabs, instead of a single space. 
Spaces might even be added before or after punctuation marks in the wrong manner. 
Therefore, there is a need for a tool that eliminates inconsistency in using white spaces, so 
that when the text is fed into a tokenizer or morphological analyzer, words and expressions 
can be correctly identified and analyzed.  
 
3.6.2 Tokenization 
   It is a necessary and non-trivial step in natural language processing. The function of a 
tokenizer is to split a running text into tokens, so that they can be fed into a morphological 
transducer or POS tagger for further processing. The tokenizer is responsible for defining 
word boundaries, demarcating clitics, multiword expressions, abbreviations and numbers. 
A token is the minimal syntactic unit; it can be a word, a part of a word (or a clitic), a 
multiword expression, or a punctuation mark. A tokenizer needs to know a list of all word 
boundaries, such as white spaces and punctuation marks, and also information about the 
token boundaries inside words when a word is composed of a stem and clitics. Throughout 
this research full form words, i.e. stems with or without clitics, as well as numbers will be 
termed main tokens. All main tokens are delimited either by a white space or a 
punctuation mark. Full form words can then be divided into sub-tokens, where clitics and 
stems are separated. 
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3.6.3 Morphological Analysis 
    A morpheme is the smallest element that has a meaning. Some morphemes exist as 
words at the same time. Morphemes cannot be split into smaller ones, and they should 
impart a function or a meaning to the word which they are part of (Spencer, 1991). The 
root is a single morpheme that provides the basic meaning of a word (Spencer, 1991). 
Generally speaking, in English, the root is sometimes called the word base or stem; it is 
the part of the word that remains after the removal of afﬁxes (Al-Khuli, 1991). In Arabic, 
however, the base or stem is different from the root (Al-Atram, 1990). In Arabic the root is 
the original form of the word before any transformation process, and it plays an important 
role in language studies (Metri & George, 1990). Defective or weak roots are the roots 
with one or more long vowels. A stem is a morpheme or a set of concatenated morphemes 
that can accept an afﬁx (Al-Khuli, 1991). The stem expresses some central idea or 
meaning (Paice, 1994). An afﬁx is a morpheme that can be added before or after, or 
inserted inside, a root or a stem as a preﬁx, sufﬁx or inﬁx, respectively; to form new words 
or meanings (Al-Khuli, 1991; Thalouth & Al-Dannan, 1987). Arabic preﬁxes are sets of 
letters and articles attached to the beginning of the lexical word and written as part of it, 
while suffixes are sets of letters, articles, and pronouns attached to the end of the word and 
written as part of it (Al-Atram, 1990). English has 75 preﬁxes and about 250 suffixes 
(Salton, 1989). Arabic has fewer afﬁxes. Arabic afﬁxes have the feature of concatenating 
with each other in predeﬁned linguistic rules. This feature increases the overall number of 
afﬁxes (Ali, 1988). The removal of preﬁxes in English is usually harmful because it can 
reverse or otherwise alter the meaning or grammatical function of the word. This is not so 
in Arabic, since the removal of preﬁxes does not usually reverse the meaning of words. 
Word morphology usually refers to the different forms of individual words. These forms 
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express the type and function of the individual words. Word morphology is very helpful in 
the process of learning to use a dictionary efficiently and acquiring linguistic information. 
It also has an important role to play in the disambiguation of word sense. A morphological 
analysis technique is a computational process that analyzes natural words by considering 
their internal structures. The internal structure of a word may include stem, root, afﬁxes, 
and patterns. Morphological analysis techniques can be viewed as clustering mechanisms 
and usually help in resolving lexical ambiguity. Clustering is a very useful process in 
many natural language applications (Krovetz, 1993) such as information retrieval 
(ElAffendi, 1998), text classiﬁcation, and text compression. In the case of Arabic, the 
main purpose of any morphological analysis technique is to obtain the root of a given 
word (El-Affendi, 1991). This is true of many applications, but not of all. Stemming is a 
method of word standardization used to match some morphologically related words. The 
stemming algorithm is a computational process that gathers all words that share the same 
stem and have some semantic relation. The main objective of the stemming process is to 
remove all possible afﬁxes and thus reduce the word to its stem.  
 
Figure 3.6.3: Arabic Stemmer System Example 
سدﻗ،ندﻣ ،سدﻗ،مﺎﻣأ،بﻧﺟ،دﻣﻋ،بﺎﺑ،ﻊﻗو
Stem
سدﻗ ،ﺔﻧﯾدﻣ ،ﻲﺳدﻗ ،ﻲﻣﺎﻣأ، بﻧﺎﺟ ،دوﻣﻋ ،بﺎﺑ ،ﻊﻘﯾ
Morphological Analyser
سدﻗ ﺔﻧﯾدﻣ ﻲﺳدﻗ مرﺣ ﻲﻣﺎﻣا بﻧﺎﺟ دوﻣﻋ بﺎﺑ ﻊﻘﯾ
Tokenization
سدﻘﻟا ﺔﻧﯾدﻣ ﻲﻓ ﻲﺳدﻘﻟا مرﺣﻟا نﻣ ﻲﻣﺎﻣﻻا بﻧﺎﺟﻟا ﻲﻓ دوﻣﺎﻌﻟا بﺎﺑ ﻊﻘﯾ
NOrmalization
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Our methodology to build the stemmer including these steps: 
1. Split the paragraph to tokens according to the spaces between the words. 
2. Remove all stop words, and all words under three letters. 
3. Remove the preﬁx and the suffixes; we will stop if what is left of the word contains a 
valid stem. 
4.  Once a stem is found, a pattern is then constructed by replacing the root letters from 
the remaining part of the word with the letters of the basic pattern.  
For  lists of preﬁxes, suffixes, verb roots, solid word roots, patterns, foreign 
words, and function words were created using statistical studies(we used shereen 
khoja Lists). 
 
3.7. Ontology Definition 
    Ontology in general, is a shared understanding (i.e. semantics) of a certain domain, 
axiomatized and represented formally in a computer resource. By sharing ontology, 
autonomous and distributed applications can meaningfully communicate to exchange data 
and make transactions interoperate independently of their internal technologies. 
The meaning in an ontology (i.e. the semantics of the vocabulary used in this ontology) is 
supposed to be represented in a logical form. In other words, an ontology becomes a 
logical theory where its logical statements (i.e. axioms) the intended meaning of the 
vocabulary [32]. ontologies in Artiﬁcial Intelligence (AI), the meaning of this concept still 
generates a lot of controversy, both within and outside of AI. The classical AI deﬁnition; 
Ontology is a formal speciﬁcation of a conceptualization [30] that is; an abstract and 
simpliﬁed view of the world that we wish to represent, described in a language that is 
equipped with a formal semantics. In knowledge representation, ontology [31] is a 
description of the concepts and relationships in an application domain. Depending on the 
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users of this ontology, such a description must be understandable by humans or by 
software agents. In many other ﬁeld – such as in information systems and databases, and 
in software engineering – ontology would be called a conceptual schema. An ontology is 
formal, since its understanding should be non ambiguous, both from the syntactic and the 
semantic point of views. Researchers in AI were the ﬁrst developer of ontologies with the 
purpose of facilitating automated knowledge sharing.  
Since the beginning of the 90’s, ontologies have become a popular research topic, and 
several AI research communities, including knowledge engineering, knowledge 
acquisition, natural language processing, and knowledge representation, have investigated 
them. More recently, the notion of ontology is becoming widespread in ﬁelds such as 
intelligent information integration, cooperative information systems, information retrieval, 
digital libraries, e-commerce, and knowledge management. Ontologies are widely 
regarded as one of the foundational technologies for the Semantic Web: when annotating 
web documents with machine-interpretable information concerning their content, the 
meaning of the terms used in such an annotation should be ﬁxed in a (shared) ontology. 
Research in the Semantic Web has led to the standardization of speciﬁc web ontology 
languages. An ontology language is a mean to specify at an abstract level – that is, at a 
conceptual level – what is necessarily true in the domain of interest. More precisely, we 
can say that an ontology language should be able to express constraints, which declare 
what should necessarily hold in any possible concrete instantiation of the domain [32] 
 
3.7.1 What is ontology used for ? 
· Sharing common understanding of the structure of information among people or 
software agents  
· Enabling reuse of domain knowledge 
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· Making domain assumptions explicit 
· Separating domain knowledge from the operational knowledge  
· Analyzing domain knowledge 
Normally the creation and design of ontology is not the main goal in itself.   Ontology is, 
very roughly, a formal representation of a domain of knowledge. It is an abstract entity: it 
defines the vocabulary for a domain and the relations between concepts, but an ontology 
says nothing about how that knowledge is stored (as physical file, in a database, or in 
some other form), or indeed how the knowledge can be accessed [31] 
A knowledge base is a physical artifact: it is a database, a repository of information that 
can be accessed and manipulated in some predefined fashion. The knowledge in a 
knowledge base can be said to be modeled according to Ontology [32] 
3.8. Challenges of building Arabic Ontology 
 Our preliminary researching in the ﬁeld of the SW revealed a number of issues that 
suggest reasons for the lack of Arabic research, namely the lack of technology support and 
adequate resources.  
1) Lack of Arabic support in existing Semantic Web tools: a speciﬁc problem with SW 
tools processing Arabic text concerns encoding. Different encoding of Arabic script exists 
on the Web; dominant encodings include UTF-8, Windows-1256 and ISO-8859-6, most of 
the SW tools were built using Java, which supports internationalization. Therefore, there is 
a strong need to consolidate the different Arabic encoding or simply adhere to one 
encoding schema when representing Arabic text (Unicode). Typical SW developers’ tools 
use Unicode throughout (Carroll, 2005); hence this might solve part of the support 
problem. 
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2) Lack of Arabic Semantic Web applications: another evidence of the lack of Arabic in 
the Semantic Web world is a recent statistic provided by the (OntoSelect) ontology library, 
which shows that 49% of the ontologies in the library are created in English. This problem 
could be attributed to the lack of tools and software development environments that 
process Arabic script in all steps of the semantic annotation process. 
3) Limited support for Arabic research in the ﬁeld of Semantic Web technologies 
Most of the SW research is a result of investment from both grant bodies and academic 
research centers. SW tools, such as Protégé, GATE, and Jena to name just a few are all 
products of successful investment in the SW ﬁeld. For the particular case of Arabic, the 
limited research problem can be attributed to the lack of adequate resources in terms of 
skills, funding and interest in this emerging ﬁeld of Web research. The allocation of 
research funding, the provision of resources, and interest from a committed practice 
community are essential if we are to overcome this problem.  
In terms of ﬁnancial resources, a major concern -particularly for communities with a small 
user base such as Arabic users- is the cost of SW application development and 
maintenance. In some well structured areas such as scientiﬁc, commercial and government 
applications, the potential beneﬁts in conductivity gain and proﬁt will outweigh the cost of 
developing and maintaining an Ontology application. The cost, in terms of time and effort 
required, will decrease as the user base increases [28].  
 
3.9.   Building Ontology 
There are six parts [29] in the means of creating the life cycle of ontology which are the 
following: Ontology creation, Ontology population, Ontology validation, Ontology 
deployment, Ontology maintenance and Ontology evolution .The ontology learning 
process into six steps can also be subdivided into extract term, discover synonyms, obtain 
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concepts, extract concept hierarchies, and define relations among concepts, deduce rules 
or axioms. These processes are used in order to make the ontology matching become 
possible and that the related branches of topics would be available to any users. It is not 
possible to build a logical theory to specify the complete and exact intended meaning of a 
domain vocabulary. In practice, the level of detail that is appropriate to explicitly capture 
and represent is subject to what is reasonable and plausible for applications. Other details 
will have to remain implicit assumptions. These assumptions are usually denoted in 
linguistic terms that we use to lexicalize concepts, and this implicit character follows from 
our interpretation of these linguistic terms, on the relationship between concepts and their 
linguistic terms .
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3.10. Tools for Creating Ontology 
g Table 3.10: Comparison between Ontology Tools in supporting Arabic 
Tool Creator Functionality Standards 
 
Arabic Support 
Protégé  
 
Stanford 
Center for 
Biomedical 
Informatics 
Research  
Ontology editor and knowledge base framework 
for ontology manipulation & query  
 
RDF Support  
 
RDFS Support 
 
OWL Limited 
Support 
SPARQL Limited 
Support 
Jena 
  
 
Hewlett- 
Packard 
Development 
Company 
Framework for ontology manipulation 
and query  
 
RDF Support   
 
RDFS Support  
 
OWL Support  
 
SPARQL Limited Support 
Sesame 
 
Aduna in cooperation 
with NLnet 
Foundation  
 
Framework for storage, inference and querying of 
RDF data  
 
RDF Limited Support 
 
RDFS Limited Support 
 
OWL Limited Support  
 
SPARQL NO Support 
KAON2 
 
 
Suite of Research Center for 
Information 
Technologies  
 
Ontology management 
(Create, 
Manipulate, 
Infer) tools  
  
RDF  NO Support  
RDFS 
OWL 
NO Support  
NO Support 
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3.11. Design Goals 
The design of RDF is intended to meet the following goals: 
· Having a simple data model. 
· Having formal semantics and provable inference. 
· Using an extensible URI-based vocabulary. 
· Using an XML-based syntax. 
· Supporting use of XML schema data types. 
· Allowing anyone to make statements about any resource. 
· RDF has a simple data model that is easy for applications to process and 
manipulate. 
·  RDF is an open-world framework that allows anyone to make statements about 
any resource. 
· Global view to heterogeneous, distributed contents. The contents of diﬀerent 
content providers can accessed through one service as a single, seamless, and 
homogenous repository [7] 
· Automatic content aggregation. Satisfying an end-user’s information need often 
requires aggregation of content from several information providers, a task 
suitable for semantic web technologies. For example, when looking for data 
about an artist, relevant information may be provided by museum collections,  
libraries,  archives, authority records, ontologies, and other sources. 
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Table 3.11: Part of our domain ontology 
<Class IRI="#ﻲﻣﻼﺳإ"/> 
</Declaration> 
<Declaration> 
<Class IRI="#لﻼﺘﺣا"/> 
</Declaration> 
<Declaration> 
<Class IRI="#ﻲﺳﺎﺳا"/> 
</Declaration> 
<Declaration> 
<Class IRI="# ﻂﺨﻟا_°ﺮﻀﺧﻻا "/> 
</Declaration> 
<Declaration> 
<Class IRI="# ﺔﻔﻀﻟا_ﺔﯿﺑﺮﻐﻟا "/> 
</Declaration> 
<Declaration> 
<Class IRI="# ﺮﺼﻌﻟا_°ﺚﯾﺪﺤﻟا "/> 
</Declaration> 
<Declaration> 
<Class IRI="# ﺮﺼﻌﻟا_°ﻲﺳﺎﺒﻌﻟا "/> 
</Declaration> 
<Declaration> 
<Class IRI="# ﺮﺼﻌﻟا°يﻮﻣﻷا "/> 
</Declaration> 
<Declaration> 
<Class IRI="# ﺮﺼﻌﻟا°ﻲﻤطﺎﻔﻟا "/> 
</Declaration> 
<Declaration> 
<Class IRI="#ناﻮﻨﻌﻟا"/> 
</Declaration> 
<Declaration> 
<Class IRI="#ﻊﻗﻮﻤﻟا"/> 
</Declaration> 
<Declaration> 
<Class IRI="#ءﺎﺸﻧا"/> 
</Declaration> 
<Declaration> 
<Class IRI="# ﺪﻌﺑ°لﻼﺘﺣﻻا "/> 
</Declaration> 
<Declaration> 
<Class IRI="#ةﺪﻠﺑ"/> 
</Declaration> 
<Declaration> 
<Class IRI="#ﻲﮭﯿﻓﺮﺗ"/> 
</Declaration> 
<Declaration> 
<Class IRI="#ﻢﯿﻣﺮﺗ"/> 
</Declaration> 
<Declaration> 
<Class IRI="#ﻒﯿﻨﺼﺗ"/> 
</Declaration> 
<Declaration> 
<Class IRI="#يﻮﻧﺎﺛ"/> 
</Declaration> 
<Declaration> 
<Class IRI="#ءﺰﺟ"/> 
</Declaration> 
<Declaration> 
<Class IRI="#ثﺪﺣ"/> 
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</Declaration> 
<Declaration> 
<Class IRI="#قﺮﺣ"/> 
</Declaration> 
<Declaration> 
<Class IRI="#يرﺎﻀﺣ"/> 
</Declaration> 
<Declaration> 
<Class IRI="#ﻲﻨﯾد"/> 
</Declaration> 
<Declaration> 
<Class IRI="#ةرﻮﺻ"/> 
</Declaration> 
<Declaration> 
<Class IRI="#ﻲﻌﯿﺒط"/> 
</Declaration> 
<Declaration> 
<Class IRI="# ﺮﺼﻋ_°ءﺎﻔﻠﺨﻟا°ﻦﯾﺪﺷاﺮﻟا "/> 
</Declaration> 
<Declaration> 
<Class IRI="# ﺮﺼﻋ°ﻦﯿﯿﺋﺎﮭﺒﻟا "/> 
</Declaration> 
<Declaration> 
<Class IRI="# ﺮﺼﻋ°لﻮﺳﺮﻟا "/> 
</Declaration> 
<Declaration> 
<Class IRI="# ﺮﺼﻋ°ﻚﯿﻟﺎﻌﺼﻟا "/> 
</Declaration> 
<Declaration> 
<Class IRI="#ةﺰﻏ"/> 
</Declaration> 
<Declaration> 
<Class IRI="#ﺔﯾﺮﻗ"/> 
</Declaration> 
<Declaration> 
<Class IRI="#نﺎﯿﻛ"/> 
</Declaration> 
<Declaration> 
<Class IRI="# ﺎﻣ°ﺪﻌﺑ°دﻼﯿﻤﻟا "/> 
</Declaration> 
<Declaration> 
<Class IRI="# ﺎﻣ°ﻞﺒﻗ°دﻼﯿﻤﻟا "/ 
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Chapter Four  
Comparison between the Database and the Ontology 
 
Relational databases have been designed to store high volumes of data and to provide 
an efficient query interface. Ontologies are geared towards capturing domain 
knowledge, annotations. 
 Mainly  Ontologies proliferate with the growth of the Semantic Web, in spite of  most 
of data on the Web are still stored in relational databases.  
 
4.1 Schemas Differences: 
  4.1.1 Database Schema  
The relational database have many advantages depending on its schema, which 
made it efficient in computer systems such : 
o Defines the structure of a database in a formal language. 
o Refers to any of: conceptual, logical, physical loosely. 
o Expresses for types, properties, constraints deeply. 
o puts constraints for consistency checking. 
o Shares meaning of some subject matter. 
o Gives taxonomy. 
o Used for multi-purpose. 
o Considered as embedded natural language definitions. 
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o Gives constraints for meaning. 
o Gives Constraints for ensuring 
o Gives self-consistency(not data). 
o Used as abstract types w/no instances. 
o Reused to build new ones. 
o Reused in unexpected ways. 
o Gives formal model-theoretic semantics. 
 
Figure 4.5.1:  PalTourism Domain Database Schema 
 
4.1.2 Ontology Schema  
 Ontology is comprised of four main components: concepts, instances, relations and 
axioms. The present research adopts the following definitions of these ontological 
components [32]:   
§ A Concept (also known as a class or a term) is an abstract group, set or collection       
of objects. It is the fundamental element of the domain and usually represents a 
group or class whose members share common properties. This component is 
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represented in hierarchical graphs, such that it looks similar to object-oriented 
systems. The concept is represented by a super-class, representing the higher class 
or so-called parent class, and a subclass which represents the subordinate or so-
called child class. For instance, a university could be represented as a class with 
many subclasses, such as faculties,  libraries and employees. 
§ An Instance (also known as an individual) is the ground-level component of an 
ontology, which represents a specific object or element of a concept or class. For 
example, “Jordan” could be an instance of the class “Arab countries”.  
§ A Relation (also known as a slot) is used to express relationships between two 
concepts in a given domain. More specifically, it describes the relationship 
between the first concept, represented in the domain, and the second, represented 
in the range. For example, “study” could be represented as a relationship between 
the concept “person” (which is a concept in the domain) and “university”  (which 
is a concept in the range).   
§ An Axiom is used to impose constraints on the values of classes or instances, so 
axioms are generally expressed using logic-based languages such as first order 
logic; they are used to verify the consistency of the ontology. 
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Figure 4.5.2:  PalTourism Domain Ontology Schema 
 
 
Table 4.1: The Main Differences between Database And Ontology 
The function DB Schema Ontology 
 
Focus 
 
 
Data  
 
 Meaning Shared 
Understanding  
 
Core 
Purpose(s)  
 
Structure 
instances for 
efficient storage 
and querying 
Human communication, 
interoperability, search, 
software engineering, 
Notation:  
syntax 
 
ER diagrams;  
no standard 
serialization 
syntax. 
 
Logic;  
no standard 
diagram notation 
syntax. 
Notation: 
semantics 
Minimal focus on 
formal semantics. 
Strong focus on 
formal semantics. 
Expressivity overlap Entities 
Attributes,  
Relations  
Constraints 
Classes 
Properties 
Axioms 
Expressivity differences   No Taxonomy 
Constraints for  
integrity, 
Taxonomy 
is backbone. 
Constraints for 
46 
 
foreign key, 
delete. 
meaning, 
consistency  &  
integrity.  
 
Starting point 
 
Scratch,  
rarely reuse. 
 
Reuse if  
possible. 
 
Normalization Standard rules in natural 
language,  
little tool support. 
 
No standard  
rules or  
guidelines. 
Optimization 
 
Fundamental step.  
Manual, geared to 
specific queries 
for specific DB 
Ontology  
independent; 
Inference engine 
developers. 
Change Management,  
Agility, Flexibility 
Locked into specific  
set of queries per DB. 
Tight coupling. 
Lost meaning. 
Hard to evolve and  
maintain. 
ETL tools to help. 
No query lock-in. 
Queries usable on 
other systems. 
Looser coupling. 
Semantics explicit. 
Potentially easier to  
evolve & maintain. 
Looser coupling. 
Semantics explicit. 
Potentially easier to  
evolve & maintain. 
Processing Engines SQL Engines  
Queries 
Reasoning with  
Views  
Data integrity 
Standardized on SQL 
Theorem Provers 
Derive new 
information from  
existing information. 
Consistency and 
Integrity 
Less standardization 
Performance Highly tuned for  
performance and 
scale. 
Not work well with  
too many joins. 
Full inferencing: 
much smaller scale. 
Reduced inferencing:  
reaching large scale 
 
 
 
4.2. RDF Query Language (SPARQL)  
 An RDF query language is a query language for databases, able to retrieve and 
manipulate data stored in Resource Description Framework format. It was made a 
standard by the RDF Data Access Working Group (DAWG) of the World Wide Web 
47 
 
Consortium, and is recognized as one of the key technologies of the semantic web. On 
15 January 2008, SPARQL 1.0 became an official W3C recommendation and SPARQL 
1.1 in March, 2013[7]. 
 
Table 4.4.1: A SPARQL query to get the addresses for each tourism place in(سﺪﻘﻟا ) 
SELECT ? Title?city 
WHERE { 
     ?who <Title#E_name> ?Entity ; 
     <Title#addr> ?adr . 
     ?adr <Address#city> ?city ; 
     <Address#state> "سﺪﻘﻟا"  
4.3 Relational Database Query Language (SQL) 
SQL stands for Structured Query Language. SQL is used to communicate with a 
database. According to ANSI (American National Standards Institute), it is the standard 
language for relational database management systems. SQL statements are used to 
perform tasks such as update data on a database, or retrieve data from a database. Some 
common relational database management systems that use SQL are: Oracle, Sybase, 
Microsoft SQL Server, Access, Ingres, etc. Although most database systems use SQL, 
most of them also have their own additional proprietary extensions that are usually only 
used on their system. However, the standard SQL commands such as "Select", "Insert", 
"Update", "Delete", "Create", and "Drop" can be used to accomplish almost everything 
that one needs to do with a database. 
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Table 4.4.1: A SQL query to get the addresses for each tourism place in(سﺪﻘﻟا ) 
SELECT Title, Address  
FROM Entity, Address 
WHERE Title.addr=Address.ID 
AND Address.state="سﺪﻘﻟا " 
 
4.4. Differences between SPARQL and SQL 
  Both of these languages give the user access to create, combine, and consume 
structured data. SQL does this by accessing tables in relational databases, and SPARQL 
does this by accessing a web of Linked Data. (Of course, SPARQL can be used to 
access relational data as well, but it was designed to merge disparate sources of data.) 
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Chapter Five  
Implemantaion 
 
    We design two prototypes (PalTourism) that can retrieve tourism Images one using 
sharable domain ontology mapping,  and the other by using relational database. 
 
5.1 The First Prototype (Ontology Based): 
   The Semantic Web data development life cycle follows these steps: 
1. Storage: The framework must acquire or reference existing space, typically in 
memory or a database, to store Semantic Web data.  
2. Population: The framework populates the referenced storage with Semantic Web 
data retrieved from ﬁles, network locations, databases, and/or constructed directly. 
3. Combinations: The framework combines your referenced Semantic Web data from 
multiple places to create additions, unions, differences, and intersections as well as test 
for equality between the referenced locations. 
4. Reasoning: The framework allows internal and external reasoning of the Semantic 
Web to produce additional information based on inference. The additional information 
could add new statements and also indicate issues with existing statements. 
5. Interrogation: The framework investigates the Semantic Web data through searching, 
navigation, and queries. Searching uses simple matching. Navigation follows the path 
created by the various property relationships, and queries employ a formal query 
language. 
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6. Export: The framework provides methods to export the Semantic Web data in 
various standard formats. 
7. Deallocation /close: The framework clears out the referenced storage and frees any 
allocated computing resources. 
We have demonstrated a complete life cycle of using the Jena Semantic Web 
Framework classes and methods in dealing with Semantic Web data. 
 
 
   Figure 5.1:  PalTourism prototype based on Ontology . 
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5.1.1 Jena Semantic Web Framework  
   We selected the Jena Semantic Web Framework because it strikes a useful balance 
between the various Semantic Web languages, offers excellent ﬂexibility, and is open 
source. Jena is implemented in the Java programming language. 
These Java-based abstractions translate the statements and constructs of the Semantic 
Web into useful programming artifacts such as Java classes, objects, methods, and 
attributes.  
   In addition to offering classes for typical Semantic Web constructs, Jena offers 
classes to convert ontologies to Java classes. Jena offers a Java class, schemagen, to 
generate a Java class description of a Semantic Web ontology or schema. This does not 
convert the instance data into Semantic Web data, only the ontology statements. It is 
limited to the ontology or schema constructs. The schemagen Jena class constructs a 
Java class for each of the Semantic Web classes, allowing your application 
programmatic access to its underlying components. 
   Typically, schemagen is called directly from a command window or via an ant script,   
a Java-based automated code-building tool. You need only provide a few options and 
the location of the ontology via a ﬁle or URL. As an example we use schemagen to 
generate a Java class from the domain ontology. Here is the command-line call. 
 
java -classpath "./jena.jar: 
./commons-logging-1.1.1.jar:./xercesImpl.jar: 
./xml-apis.jar:./log4j-1.2.12.jar: 
./iri.jar:./icu4j 
3 4.jar" 
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jena.schemagen -i foaf.rdf --package 
"net.semwebprogramming.chapter10.JenaExploration" 
-o PalToursimowl.java –ontology 
 
  The command-line call includes the necessary classpath .jar ﬁles as well as several 
key schemagen options: 
· i—Provides the input location of the ontology. This can be either a local ﬁle or a 
remote URL. Here we have a local ﬁle, PalToursim.rdf. 
· package—Provides the package name for the created Java class. 
· o—Provides the name of the output ﬁle to contain the Java class. 
· Ontology—The class uses OWL constructs as opposed to the default RDF 
constructs. 
 
5.1.2 Ontology Creation: 
     Our Domain (PalToursim) Ontology  Creation Method: 
1. Determine the scope of the ontology. Domain Name: PalToursim 
(ﻦﯿﻄﺴﻠﻓ ﻲﻓ ﺔﯿﺣﺎﯿﺴﻟا ﻊﻗاﻮﻤﻟا). 
2. Consider reusing (parts of) existing ontology.(we didn’t find any ready Arabic 
Ontology for tourism.) 
3. Enumerate all the concepts we want to include( ﻊﻗاﻮﻤﻟا،ﺔﯾﺮﺛﻻا ﻊﻗاﻮﻤﻟا،ﺔﺣﺎﯿﺴﻟا
،ﺔﯿﻌﯿﺒﻄﻟا ﻊﻗاﻮﻤﻟا،ﺔﯿﻨﯾﺪﻟا). 
4. Deﬁne the taxonomy of these concepts.(we define of the concepts and classes in 
the PalTourism prototype ontology. For each class, we define its super class and 
subclasses; give a human readable, non-normative description.) 
5. Define properties of the concepts.  
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Table5.1.2: PalTousim Ontology Properties of the Concepts 
 
<ObjectProperty IRI="# ﮫﻟ_ثﺪﺣ "/> 
</Declaration> 
<Declaration> 
<ObjectProperty IRI="# ﮫﻟ_ﺺﺨﺷ_لوﺆﺴﻣ "/> 
</Declaration> 
<Declaration> 
<ObjectProperty IRI="# ﮫﻟ_ةرﻮﺻ "/> 
</Declaration> 
<Declaration> 
<ObjectProperty IRI="# ﮫﻟ_ناﻮﻨﻋ "/> 
</Declaration> 
<Declaration> 
<ObjectProperty IRI="# ﮫﻟ_نﺎﯿﻛ "/> 
</Declaration> 
<Declaration> 
<ObjectProperty IRI="# ﮫﻟ_ﻊﻗﻮﻣ "/> 
</Declaration> 
<Declaration> 
<ObjectProperty IRI="# ﻮھ__ءﺰﺟ "/> 
</Declaration> 
<Declaration> 
<DataProperty IRI="# ﮫﻟ_تﺎﯿﺛاﺪﺣا "/> 
</Declaration> 
<Declaration> 
<DataProperty IRI="# ﮫﻟ_ةرﻮﺻ "/> 
</Declaration> 
<Declaration> 
<DataProperty IRI="# ﺎﮭﻟ_ﻢﺳا -ﻲﺑﺮﻋ "/> 
</Declaration> 
<Declaration> 
<DataProperty IRI="# ﺎﮭﻟ_ﻢﺳا_يﺰﯿﻠﺠﻧا "/> 
</Declaration> 
• ﻢﺳﻻا 
• نﺎﻜﻤﻟا 
• ﺎھﺎﻨﺑ يﺬﻟا ﺺﺨﺸﻟا 
• ﺦﯾرﺎﺘﻟا 
• ةﺰﯿﻤﻤﻟا تﺎﻔﺼﻟا 
• ﺔﻄﺒﺗﺮﻤﻟا ثاﺪﺣﻻا 
• ةرﻮﺼﻟا 
• ءاﺰﺟﻻا 
• ﻊﻗﻮﻤﻟا 
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6. Deﬁne facets of the concepts such as cardinality, required values etc.(we define 
the relationship between all the classes, define the required entry type) 
7. Deﬁne instances.( )ﺔﯿﺣﺎﯿﺴﻟا ﻦﻛﺎﻣﻻا عاﻮﻧا . 
Table 5.1.2.1 : PalTousim Ontology Subclasses 
 
<SubClassOf> 
<Class IRI="#ﻒﯿﻨﺼﺗ"/> 
<ObjectAllValuesFrom> 
<ObjectProperty IRI="# ﮫﻟ_ﻒﯿﻨﺼﺗ "/> 
<ObjectUnionOf> 
<Class IRI="#ﻲﮭﯿﻓﺮﺗ"/> 
<Class IRI="#يرﺎﻀﺣ"/> 
<Class IRI="#ﻲﻨﯾد"/> 
<Class IRI="#ﻲﻌﯿﺒط"/> 
</ObjectUnionOf> 
</ObjectAllValuesFrom> 
 
o ﻲﻨﯾد نﺎﻜﻣ 
•  ﺪﺠﺴﻣ 
• مﺎﻘﻣ 
• ﺔﺴﯿﻨﻛ  
• ﺮﯾد 
o يﺮﺛأ نﺎﻜﻣ 
• ﺮﺼﻗ 
• ﻒﺤﺘﻣ 
• جﺮﺑ 
• ﺔﻋﺎﻗ 
• ﺔﻤﯾﺪﻗ ةﺪﻠﺑ 
• مﺎﻤﺣ 
• نﺎﺧ 
• ﺔﻌﻠﻗ 
o ﻲﻌﯿﺒط نﺎﻜﻣ 
• ﺔﯿﻌﯿﺒط ﺔﻘﻄﻨﻣ 
• ﻞﺣﺎﺳ 
• ﺔﯿﻌﯿﺒط ﺔﯿﻤﺤﻣ 
• ﻲﻌﯿﺒط ﻊﺠﺘﻨﻣ 
• ﺔﻘﯾﺪﺣ 
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8. Mine Arabic concepts/glosses from dictionaries.( "ﺔﺣﺎﯿﺳ: ﻦﻣ ﺎﮭﯿﻓ ﻊﺟرو رﺎﺳو ﺐھذ
بﺮﻐﻤﻟا ﻰﻟا قﺮﺸﻤﻟا" "يﺮﺛﻻا:رﻮﺛﺄﻤﻟا ﻢﯾﺪﻘﻟا" "ﻲﻨﯾﺪﻟا:ﻦﯾﺪﻟا:ﷲ ﮫﺑ ﺪﺒﻌﯾ ﺎﻣ ﻊﯿﻤﺠﻟ ﻢﺳا""ﻲﻌﯿﺒﻄﻟا:ﻰﻟا ﺔﺒﺴﻧ 
ةﻮﻘﻟا ﻦﻣ ﮫﯿﻓ ﺖﺼﺘﺧا ﺎﻣو ءﺎﯿﺷﻻا ﻊﺋﺎﺒط ﻲھو ﺔﻌﯿﺒﻄﻟا("ﻂﯿﺳﻮﻟا ﻢﺠﻌﻤﻟا حﺮﺷ ﺐﺴﺣ -ﺔﻌﺑاﺮﻟا ﺔﻌﺒﻄﻟا  
 
5.1.3 Ontology Creation Tool 
Our Domain ontology was created with Protégé (4.2 version), a graphical ontology-
development tool: Supports a rich knowledge model, Open-source and freely available 
(http://protege.stanford.edu/index.shtml). Protégé is a tool which provides the 
following features to the user:  
1. construction of a domain ontology 
2. customization of data 
3. entry of data  
We also use special OWL-Plug-in, to create Arabic ontology called (Jambalaya 2.7.0) 
another special feature and extension of Protégé. This OWL-Plug-in provides the 
following features:  
o Load and save OWL ontologies in Arabic Language 
o Edit and visualize OWL classes and their properties 
5.1.4. Customizing the Jena Framework: 
 The Jena Framework allows customized implementations to provide ﬂexibility. 
The model actually consists of a collection of objects that implement a Jena Graph 
interface. The Jena Graph interface provides a limited set of methods. Our application 
creates a Java class that implements the Jena Graph interface to customize graph 
behaviors such as altering the persistence implementation. Creating a custom model 
requires two steps: 
1. The creation of the customized graph-based object  
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2. The creation of the model based on the customized Graph object.  
 
 
 
Table 5.1.4: the basic structure of Jena Graph 
Model customModel = null; 
private void createCustomModel(){ 
CustomGraph myGraph = new CustomGraph(); 
customModel = ModelFactory.createModelForGraph(myGraph); 
} 
public class CustomGraph implements Graph { 
public void close() { 
} 
public boolean contains(Triple arg0) { 
return false; 
} 
public boolean contains(Node arg0, Node arg1, Node arg2) { 
return false; 
} 
public void delete(Triple arg0) throws DeleteDeniedException { 
} 
public boolean dependsOn(Graph arg0) { 
return false 
} 
public ExtendedIterator find(TripleMatch arg0) { 
return null; 
} 
public ExtendedIterator find(Node arg0, Node arg1, Node arg2) { 
return null; 
} 
public BulkUpdateHandler getBulkUpdateHandler() { 
return new CustomBulkUpdateHandler(); 
} 
public Capabilities getCapabilities() { 
return null; 
public BulkUpdateHandler getBulkUpdateHandler() { 
return new CustomBulkUpdateHandler(); 
} 
public Capabilities getCapabilities() { 
return null; 
} 
public GraphEventManager getEventManager() { 
return new CustomGraphEventManager(); 
} 
public PrefixMapping getPrefixMapping() { 
return new CustomPrefixMapping(); 
} 
public Reifier getReifier() { 
return new CustomReifier(); 
} 
public GraphStatisticsHandler getStatisticsHandler() { 
return new CustomGraphStatisticsHandler(); 
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} 
public TransactionHandler getTransactionHandler() { 
return new CustomTransactionHandler(); 
} 
public BulkUpdateHandler getBulkUpdateHandler() { 
return new CustomBulkUpdateHandler(); 
} 
public Capabilities getCapabilities() { 
return null; 
} 
public GraphEventManager getEventManager() { 
return new CustomGraphEventManager(); 
} 
public PrefixMapping getPrefixMapping() { 
return new CustomPrefixMapping(); 
} 
public Reifier getReifier() { 
return new CustomReifier(); 
} 
public GraphStatisticsHandler getStatisticsHandler() { 
return new CustomGraphStatisticsHandler(); 
} 
public TransactionHandler getTransactionHandler() { 
return new CustomTransactionHandler(); 
} 
 
5.1.5 Serializing Semantic Web Data 
   Serialization offers the ability to transmit the model via various means and then 
reconstitute it on its reception. Models and Graph objects are not directly serializable. 
Nevertheless, you can take advantage of a model’s capability to export a stream into a 
buffer that you can serialize. The following code illustrates the serialization: 
Table 5.1.5: Serializing Semantic Web Data 
public byte [] exportModel(){ 
ByteArrayOutputStream io = new ByteArrayOutputStream(); 
model.write(io); 
return (io.toByteArray()); 
} 
SerializableModel serialModel = 
new SerialzableModel( model.exportModel); 
public class SerializableModel implements Serializable { 
private byte graphbuf[]; 
SerializableModel( byte graph[]){ 
graphbuf = graph; 
} 
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public SemanticObject importModel(byte[] buf){ 
ByteArrayInputStream input = new ByteArrayInputStream(buf); 
model.read(input,defaultNameSpace); 
return this; 
} 
 
5.1.6. Exposing Jabber with a Custom Streaming RDF Writer 
    We Tried demonstrating  the use of a streaming writer to generate RDF in the Turtle 
syntax. Jabber represents a useful tool to have when working with large volumes of 
data, and other more general-purpose approaches can’t scale adequately to the task.  
We used to expose the Jabber Java client data source for (PalToursim prototype) as 
RDF.  There are two main parts of this Process. First is a streaming Turtle writer class, 
TurtleWriter. This class provides methods for creating new individuals and then 
appending property values to them. The writer itself is relatively straightforward and 
doesn’t have a lot of advanced features, but it demonstrates show a very simple concept 
can be used to expose a large amount of data in a scalable fashion. The second part of 
the code is the main application that uses the Jabber client to generate a Java 
representation of auser’s contact list and his online status information and then iterate 
through that model, using the Turtle writer to generate RDF that reﬂects the properties 
and values of the data. Most of the code that performs this task is contained in a method 
of the (JabberToRdf )class called (retrieveToursim).  
 
Table 5.1.6:RDF Converter 
  
public InputStream retrieveFriends(String server, String user, 
String pass) 
{ 
InputStream toReturn = null; 
XMPPConnection connection = null; 
try 
{ 
//create a connection 
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connection = new XMPPConnection(server); 
//connect and log in 
connection.connect(); 
//get the contact list 
Roster roster = connection.getRoster(); 
roster.setSubscriptionMode(Roster.SubscriptionMode.accept 
all); 
Collection<RosterEntry> entries = roster.getEntries(); 
ByteArrayOutputStream baos = new ByteArrayOutputStream(); 
//create a turtle writer 
TurtleWriter writer = TurtleWriter.createTurtleWriter(baos); 
//add the prefixes for this document 
writer.addPrefix("j", "http://www.jabber.org/ontology#"); 
writer.addPrefix("", "http://www.jabber.org/data#"); 
for(RosterEntry entry : entries) 
{ 
//open the individual 
writer.openIndividual("", entry.getUser(), "j", "Contact"); 
//write their name if they have one 
if(null != entry.getName()) 
{ 
} 
writer.addLiteral( 
"rdfs", "label", entry.getName(), "xsd:string"); 
writer.addLiteral( 
"j", "name", entry.getName(), "xsd:string"); 
//write their presence state 
Presence p = roster.getPresence(entry.getUser()); 
String type = getType(p.getType()); 
String mode = getMode(p.getMode()); 
String status = p.getStatus(); 
if(null != type) 
{ 
writer.addReference("j", "presenceType", "j", type); 
} 
if(null != mode) 
{ 
writer.addReference("j", "presenceMode", "j", mode); 
} 
if(null != status) 
{ 
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writer.addLiteral("j", "status", status, "xsd:string"); 
} 
writer.closeIndividual(); 
} 
writer.close(); 
toReturn = new ByteArrayInputStream(baos.toByteArray()); 
}catch (XMPPException e){} 
return toReturn; 
 
  
 The goal of this code is to demonstrate the use of the streaming writer, not necessarily 
to focus on Jabber. The ﬁrst dozen of lines of the method establish the connection with 
the Jabber server and retrieve the user’s contact list. The actual contact list is 
represented by the instance of Roster, and a snapshot of the contact list at a point in 
time can be generated by calling Roster.getEntries(). Jabber uses asynchronous 
message passing to establish the status of contacts on the contact list, so each time 
getEntries() is called, the list may be different. The code ignores the asynchronous 
model and generates an RDF representation of the client’s contact list (roster) at a 
single point in time. The unabridged source code corresponding to the code above 
contains a thread sleep operation that gives the client ﬁve seconds to gather status 
information for the contacts in the roster. Once the roster snapshot is generated, the 
TurtleWriter is created, and then each entry in the roster is processed and written. The 
code that creates the TurtleWriter is as follows: 
 
ByteArrayOutputStream baos = new ByteArrayOutputStream(); 
//create a turtle writer 
TurtleWriter writer = TurtleWriter.createTurtleWriter(baos); 
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  The rest of the loop writes the other properties of this individual, including name, 
presence type, presence mode, and status. Following is a very compressed listing of the 
rest of the properties that are output for the current entry in the roster: 
writer.addLiteral("rdfs", "label", entry.getName(), "xsd:string"); 
writer.addLiteral("j", "name", entry.getName(), "xsd:string"); 
writer.addReference("j", "presenceType", "j", type); 
writer.addReference("j", "presenceMode", "j", mode); 
writer.addLiteral("j", "status", status, "xsd:string");. 
 
This process is repeated for each entry in the roster, and the end result is an RDF graph 
serialized to Turtle that represents the current state of the user’s contact list.  
  We reuse a custom RDF writer like this to expose any data source that can be worked 
with in Java.  
 
 5.1.7. Sparql for the Query 
 
Table 5.1.7:SPARQL Query for the images in Ontology Domain 
PREFIX rdfs: <http://www.w3.org/2000/01/rdf-schema#> 
PREFIX dbprop: <http://dbpedia.org/property/> 
PREFIX foaf: <http://xmlns.com/PalToursim/0.1/> 
SELECT ?picture 
WHERE { 
matches(?first, ?second, ?third, ?regex) 
PalToursim:img ?picture 
} ORDER BY ?matches(individual,property,equlavant) 
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5.2. The Second Prototype (Relational Database Based): 
The search engine based on relational database life cycle follows these steps: 
1. Parser Creation. 
2. Relational Database Creation. 
3. Matching Algorithm (between the Query and the relational database). 
4.  Interface Creation 
 
Figure 5.2:  PalTourism prototype based on Relational Database 
 
5.2.1 Arabic Parser Creation 
   Arabic Parser methodology included these steps: 
1. Split the query to token according to the spaces between then words. 
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2. Remove all stop words, and all under 3 letters. 
3. Then remove the preﬁx and the suffixes, if what is left of the word contains a valid 
stem-stop. 
4. Once a stem is found, a pattern is then constructed by replacing the root letters 
from the remaining part of the word with the letters of the basic pattern.  
* For, lists of preﬁxes, sufﬁxes, verb roots, solid word roots, patterns, foreign words, and 
function words were created using statistical studies (we use shereen khoja Lists as reference in 
verb roots). 
Tableu5.2.1: Stemmer Algorithm 
namespace PalTourismParser 
{ 
    class PalParser 
    { 
        List<string> Roots= new List<string>(); 
        public void parse(string Statment) 
        {string[] Tokens = Statment.Split(' '); 
            string root = string.Empty; 
            for (int index = 0; index < Tokens.Length; index++) 
            { root = Tokens[index]; 
                if (root.Length < 3) 
                    continue; 
                if (root.Length > 3  && (root.StartsWith("لاو") 
||root.StartsWith("لﺎﺑ") || root.StartsWith("لﺎﻋ") || 
root.StartsWith("لﺎﻓ") || root.StartsWith("لا"))) 
                {  root= root.Replace("لاو",""); 
                    if (root.Length > 3) 
                    root= root.Replace("لﺎﻓ",""); 
                    if (root.Length > 3) 
                    root= root.Replace("لﺎﺑ",""); 
                    if (root.Length > 3) 
                    root = root.Replace("لﺎﻋ", ""); 
                    if (root.Length > 3) 
                    root = root.Replace("لا", ""); 
                }if (root.Length > 3) 
                { 
                    root = root.Replace("ا", ""); 
                    if (root.Length > 3) 
                    root = root.Replace("و", ""); 
                    if (root.Length > 3) 
                    root = root.Replace("ي", ""); 
                    if (root.Length > 3) 
                    root = root.Replace("أ", ""); 
                   
                } 
                if (root.Length > 3) 
                { 
                    if (root.EndsWith("ة")) 
                        root = root.Remove(root.Length - 1, 1); 
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                } 
                if (root.Length > 3) 
                { 
                    if (root.EndsWith("ه")) 
                        root = root.Remove(root.Length - 1, 1); 
                } 
                if (root.Length > 3) 
                { 
                    root = root.Remove(0, 1); 
                } 
                if (root.Length > 3) 
                    root = root.Remove(root.Length - 1, 1); 
                Roots.Add(root); 
 
            } 
 
 
            // Compose a string that consists of three lines. 
            string lines = "First line.\r\nSecond line.\r\nThird 
line."; 
 
            // Write the string to a file. 
            System.IO.StreamWriter file = new 
System.IO.StreamWriter("D:\\Roots.txt"); 
            foreach (string root_item in Roots) 
            { 
                file.WriteLine(root_item); 
 
            } 
            file.Close(); 
 
 
5.2.2 Database Creation 
We used Microsoft SQL Server 2012 to create our database structure which 
contains eight tables have clowns with same name ontology entities, to help us in 
the comparison  process. 
 
Figure 5.2.2: PalTourism Database Tables 
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Figure 5.2.2.1: PalTourism Database Table Details 
 
 
5.2.2.1 PalToursim Database Entry 
  we designed special page in (aspx) to enter the images and there metadata. 
 
Figure 5.2.2.1: Aspx page for entering Database 
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Table 5.2.2.1: Aspx page for entering Database Algorithm 
namespace Pal_Tourism 
{ 
    public partial class About : System.Web.UI.Page 
    { 
        protected void Page_Load(object sender, EventArgs e) 
        { 
             
        } 
 
        protected void GridView1_SelectedIndexChanged(object sender, 
EventArgs e) 
        { 
 
        } 
 
        protected void GridView1_RowCommand(object sender, 
GridViewCommandEventArgs e) 
        { 
 
 
            if (e.CommandName == "Insert") 
            { 
                Response.Redirect("Addentitiestoimage.aspx?Image_ID=" 
+ 
GridView1.Rows[int.Parse(e.CommandArgument.ToString())].Cells[0].Text)
; 
            } 
            else if (e.CommandName == "Insert_Part") 
            { 
                Response.Redirect("Add_Parts_To_Image.aspx?Image_ID=" 
+ 
GridView1.Rows[int.Parse(e.CommandArgument.ToString())].Cells[0].Text)
; 
          
            } 
 
Our dataset contained (300 pictures), dimension (460*250) with jpg extension, all 
of the images are about tourism places in Palestine. 
 
5.2.3 .Matching Algorithms 
5.2.3.1 String Matching Algorithm: 
· We used Brute-Force Algorithm [67]. The brute-force pattern matching algorithm 
compares the pattern P with the text T for each possible shift of P relative to T, 
until either: 
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o A match is found. 
o All placements of the pattern have been tried 
· Example of worst case: 
o T = يﻮﻣااﻻا 
o P =يﻮﻣﻻا  
· Algorithm BruteForceMatch(T, P) 
· Input text T of size n and pattern , P of size m  
· Output starting index of a substring of T equal to P or -1, if no such substring 
exists. 
 
Table 5.4.1: Brute-Force Algorithm 
for  i ¬ 0 to n - m 
 { test shift i of the pattern } 
 j ¬ 0  
 while j < m Ù T[i + j] = P[j]  
  j ¬ j + 1 
 if  j = m 
  return  i {match at i}  
 else 
  break while loop {mismatch} 
return  -1 {no match anywhere} 
 
 
 
5.2.3.2 Lexical Matching Algorithm 
We used   Jaccard similarity [66] coefficient to find the lexical matching between the 
query and the relational database for rating the results. 
 
 
 
( 1, 2) | 1 2 | / | 1 2 |Jaccard Set Set Set Set Set Set= Ç È
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Tableu 5.4.1: Jaccard Similarity Algorithm 
For i := 0 to High (InputMatrix.Cells [0]) do 
      Begin 
        // directly convert to binary variables 
        FirstVal  := Abs (InputMatrix.Cells [RunnerX, i]) > 
aZeroThresh; 
        SecondVal := Abs (InputMatrix.Cells [RunnerY, i]) > 
aZeroThresh; 
 
        If FirstVal And SecondVal THen 
        Begin 
          J11 := J11 + 1; 
        end 
        Else 
        Begin 
          If FirstVal Then J10 := J10 + 1; 
          If SecondVal Then J01 := J01 + 1; 
        end; 
      end; 
 
      Denominator := J01 + J10 + J11; 
      If Denominator > 0 THen Quotient := J11 / Denominator 
                         Else 
                         Begin 
                           Quotient := NaN; 
                           dist_JaccardSimilarity := False; 
                         end; 
 
 
 
 
 
 
 
 
String 1:  
“  ؟دﻮﻤﻌﻟا بﺎﺑ ﻊﻘﯾ ﻦﯾأ ” 
Set1 = {ﻊﻘﯾ ،دﻮﻤﻌﻟا ،بﺎﺑ}  
String 2:                                                                                                    2/6 = 0.33 
 
“  ةرﻮﮭﺸﻤﻟا سﺪﻘﻟا باﻮﺑا ﻦﻣدﻮﻤﻌﻟا بﺎﺑ ” 
Set2 = { ةرﻮﮭﺸﻤﻟا، سﺪﻘﻟا ،باﻮﺑا ،دﻮﻤﻌﻟا، بﺎﺑ} 
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Chapter Six 
Evaluation 
   The most two frequent and basic measures for information retrieval effectiveness are 
precision and recall. These are deﬁned for the simple case where an IR system returns a 
set of documents for a query. 
  The measures of precision and recall concentrate the evaluation on the return of true 
positives, asking what percentage of the relevant documents has been found, and how 
many false positives have also been returned [71]. 
   The advantage of having the two numbers for precision and recall is that one is more 
important than the other in many circumstances. Typical web surfers would like every 
result on the ﬁrst page to be relevant (high precision), but have not the slightest interest 
in knowing let alone looking at every document that is relevant. In contrast, various 
professional searchers such as paralegals and intelligence analysts are very concerned 
with trying to get as high recall as possible, and will tolerate fairly low precision results 
in order to get it[46]. Individuals searching their hard disks are also often interested in 
high recall searches. Nevertheless, the two quantities clearly trade off against on 
another you can always get a recall of 1 (but very low precision) by retrieving all items 
for all queries! Recall is a non-decreasing function of the number of items retrieved. On 
the other hand, in a good system, precision usually decreases as the number of items  
retrieved is increased. In general we want to get some amount of recall while tolerating 
only a certain percentage of false positives [71]. 
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Figure 6.1: chart of Relevant Docs[71]. 
 
 
Images relevant of number Total
retrieved Images relevant of Number  recall =  
 
retrieved  Images of number Total
retrieved  Images relevant of  Number  precision=  
 
n Precision 
o The ability to retrieve top-ranked items that are mostly relevant. 
o The fraction of the retrieved items that are relevant [72]. 
n Recall 
o The ability of the search to find all of the relevant items in the corpus. 
o The fraction of the relevant items that are retrieved [72]. 
 
 
 
 
 
 
           Precision 
 1.0 
 
 
 
 
 
 
 
 
 
          Recall 
                  1.0 
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Figure 6.2: chart of Precision & Recall [71].  
 
- Precision change w.r.t. Recall (not a fixed point) 
- Systems cannot compare at one Precision/Recall point 
- Average precision (on 11 points of recall: 0.0, 0.1, …, 1.0) 
 
 
6.2. Evaluation Strategy 
We used the (Gold Standard) strategy. 
• Five experts’ human marks(expert in tourism). 
• Every human makes 50 queries, each time different query for different images. 
• For a given query, produce the ranked list of retrievals. 
• Adjust  a threshold on this ranked list produces different sets of retrieved 
documents, and therefore different recall/precision measures. 
• Mark each document in the ranked list that is relevant according to the query. 
• Compute a recall/precision pair for each position in the ranked list that contains 
a relevant document. 
 Relevance of a document to an information need is treated as an absolute, objective 
decision. But judgments of relevance are subjective, varying across people, human 
assessors are also imperfect measuring instruments, susceptible to failures of 
understanding and attention. We also have to assume that users’ information needs do 
not change as they start looking at retrieval results. Any results based on one collection 
are heavily skewed by the choice of collection, queries, and relevance judgment set.  
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6.2.1. Query Examples (Ontology Based Search Engine). 
 
Example NO.1:  
 
Query in Natural Language (  ﻟا ﺔﺴﯿﻨﻛ ﻢﺤﻟ ﺖﯿﺑ ﻲﻓ ﺪﮭﻤ ) 
 
Sparql Search (PREFIX rdfs: <http://www.w3.org/2000/01/rdf-schema#> 
PREFIX dbprop: <http://dbpedia.org/property/> 
PREFIX foaf: <http://xmlns.com/PalToursim/0.1/> 
SELECT ?picture 
WHERE { 
matches(?ﺔﺴﯿﻨﻛ, ?ﺪﮭﻣ, ? ﺖﯿﺑ, ?ﻢﺤﻟ) 
PalToursim:img ?picture 
} ORDER BY ?matches(individual,property,equlavant) ) 
  
Result: 
   
   
   
 
 
Example NO.2:  
 
Query in Natural Language ( ﻲﻤﯿھاﺮﺑﻻا مﺮﺤﻟا ﻲﻓ ﻖﯾﺮﺤﻟا) 
Sparql Search (PREFIX rdfs: <http://www.w3.org/2000/01/rdf-schema#> 
PREFIX dbprop: <http://dbpedia.org/property/> 
PREFIX foaf: <http://xmlns.com/PalToursim/0.1/> 
SELECT ?picture 
WHERE { 
matches(?ﻖﯾﺮﺣ, ?مﺮﺣ, ?ﻲﻤﯿھاﺮﺑا) 
PalToursim:img ?picture 
} ORDER BY ?matches(individual,property,equlavant) ) 
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Result: 
   
 
 
 
6.3. Experimental Results for First Prototype (based on Ontology): 
  
Table 6.3: Experimental Results for First Prototype based on Ontology 
Query 
NO 
Test No.1 
 
Test No.2 
 
Test No.3 
 
Test No.4 
 
Test No.5 
Precision Recall Precision Recall Precision Recall Precision Recall Precision Recall 
1 1.00 0.02 1.00 0.03 1.00 0.03 1.00 0.03 1.00 0.03 
2 1.00 0.05 1.00 0.05 0.50 0.03 1.00 0.05 1.00 0.05 
3 1.00 0.07 1.00 0.08 0.67 0.06 1.00 0.08 0.67 0.05 
4 1.00 0.10 1.00 0.10 0.75 0.09 1.00 0.10 0.75 0.08 
5 1.00 0.12 1.00 0.13 0.80 0.13 1.00 0.13 0.60 0.08 
6 1.00 0.14 1.00 0.15 0.83 0.16 1.00 0.15 0.67 0.10 
7 0.86 0.14 1.00 0.18 0.71 0.16 0.86 0.15 0.71 0.13 
8 0.75 0.14 1.00 0.21 0.75 0.19 0.88 0.18 0.75 0.15 
9 0.89 0.17 0.89 0.23 0.89 0.22 0.89 0.18 0.89 0.18 
10 0.80 0.19 1.00 0.26 0.80 0.25 0.80 0.20 0.80 0.21 
11 0.82 0.21 0.91 0.26 0.73 0.25 0.73 0.20 0.73 0.21 
12 0.75 0.21 0.92 0.28 0.67 0.25 0.75 0.23 0.75 0.23 
13 0.69 0.21 0.85 0.28 0.69 0.28 0.77 0.25 0.69 0.23 
14 0.71 0.24 0.79 0.28 0.71 0.31 0.79 0.28 0.71 0.26 
15 0.67 0.24 0.80 0.31 0.67 0.31 0.80 0.30 0.67 0.26 
16 0.69 0.26 0.75 0.31 0.69 0.34 0.81 0.33 0.69 0.28 
17 0.65 0.26 0.76 0.33 0.65 0.34 0.82 0.35 0.71 0.31 
18 0.89 0.29 0.89 0.33 0.89 0.38 0.89 0.38 0.89 0.31 
19 0.63 0.29 0.74 0.36 0.68 0.41 0.84 0.40 0.68 0.33 
20 0.65 0.31 0.70 0.36 0.65 0.41 0.85 0.43 0.70 0.36 
21 0.67 0.33 0.71 0.38 0.67 0.44 0.86 0.45 0.71 0.38 
22 0.68 0.36 0.73 0.41 0.68 0.47 0.86 0.48 0.73 0.41 
23 0.70 0.38 0.70 0.41 0.70 0.50 0.87 0.50 0.74 0.44 
24 0.71 0.40 0.71 0.44 0.71 0.53 0.83 0.50 0.75 0.46 
25 0.72 0.43 0.72 0.46 0.72 0.56 0.80 0.50 0.76 0.49 
26 0.73 0.45 0.73 0.49 0.73 0.59 0.81 0.53 0.73 0.49 
27 0.89 0.48 0.89 0.51 0.89 0.59 0.89 0.55 0.89 0.51 
28 0.75 0.50 0.75 0.54 0.71 0.63 0.79 0.55 0.71 0.51 
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29 0.76 0.52 0.72 0.54 0.69 0.63 0.79 0.58 0.72 0.54 
30 0.77 0.55 0.73 0.56 0.70 0.66 0.80 0.60 0.73 0.56 
31 0.77 0.57 0.74 0.59 0.68 0.66 0.81 0.63 0.74 0.59 
32 0.78 0.60 0.75 0.62 0.66 0.66 0.81 0.65 0.75 0.62 
33 0.79 0.62 0.76 0.64 0.67 0.69 0.82 0.68 0.76 0.64 
34 0.79 0.64 0.74 0.64 0.68 0.72 0.82 0.70 0.76 0.67 
35 0.80 0.67 0.74 0.67 0.69 0.75 0.83 0.73 0.77 0.69 
36 0.89 0.69 0.89 0.69 0.89 0.78 0.89 0.75 0.89 0.72 
37 0.81 0.71 0.76 0.72 0.68 0.78 0.84 0.78 0.78 0.74 
38 0.82 0.74 0.76 0.74 0.66 0.78 0.82 0.78 0.79 0.77 
39 0.82 0.76 0.74 0.74 0.64 0.78 0.79 0.78 0.77 0.77 
40 0.83 0.79 0.75 0.77 0.65 0.81 0.80 0.80 0.78 0.79 
41 0.83 0.81 0.73 0.77 0.63 0.81 0.78 0.80 0.78 0.82 
42 0.83 0.83 0.74 0.79 0.64 0.84 0.79 0.83 0.79 0.85 
43 0.84 0.86 0.74 0.82 0.63 0.84 0.77 0.83 0.79 0.87 
44 0.84 0.88 0.75 0.85 0.61 0.84 0.77 0.85 0.80 0.90 
45 0.89 0.90 0.89 0.87 0.89 0.88 0.89 0.88 0.89 0.90 
46 0.85 0.93 0.76 0.90 0.61 0.88 0.78 0.90 0.78 0.92 
47 0.85 0.95 0.77 0.92 0.62 0.91 0.79 0.93 0.79 0.95 
48 0.85 0.98 0.77 0.95 0.63 0.94 0.79 0.95 0.79 0.97 
49 0.84 0.98 0.78 0.97 0.63 0.97 0.80 0.98 0.78 0.97 
50 0.84 1.00 0.78 1.00 0.64 1.00 0.80 1.00 0.78 1.00 
 
 
 
 
 
Figure 6.3.1:  Chart (Test No.1) Averaged 50-point precision/recall 
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This curve graph represents 50 queries for a PalToursim search engine based on 
ontology for human mark (No.1). The Mean Average Precision for this system is 
(0.81); here we can see high value for precision which indicate the high performance of 
the system. 
 
 
Figure 6.3.2:  Chart (Test No.2) Averaged 50-point precision/recall 
 
This curve graph represents 50 queries for a PalToursim search engine based on 
ontology for human mark (No.2). The Mean Average Precision for this system is (0.81) 
For a specific query, as we move down the result set, Precision of an initial segment 
goes up when we encounter a relevant document. 
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Figure 6.3.3:  Chart (Test No.3)Averaged 50-point precision/recall 
 
This curve graph represents 50 queries for a PalToursim search engine based on 
ontology for human mark (No.3). The Mean Average Precision for this system is (0.78) 
Higher precision early on is good for web search engines 
 
 
Figure 6.3.4:  Chart (Test No.4) Averaged 50-point precision/recall 
This curve graph represents 50 queries for a PalToursim search engine based on 
ontology for human mark (No.4). The Mean Average Precision for this system is (0.84) 
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Which is high precision value, and we can see recall of an initial segment goes up when 
we encounter a relevant document, and remains unchanged when we encounter an 
irrelevant document. 
                       
 
Figure 6.3.5:  Chart (Test  No.5) Averaged 50-point precision/recall 
 
This curve graph represents 50 queries for a PalToursim search engine based on 
ontology for human mark (No.5). The Mean Average Precision for this system is 
(0.77). In a good system, precision decreases as either the number of docs retrieved or 
recall increase 
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6.3.1 Query Examples (Relational Database Based Search Engine). 
 
Example NO.1:  
Query in Natural Language (   ﻢﺤﻟ ﺖﯿﺑ ﻲﻓ ﺪﮭﻤﻟا ﺔﺴﯿﻨﻛ ) 
SQL Search 
USE [Pal_Tourism] 
GO 
 
SELECT [Image_ID] 
      ,[Title] 
      ,[E_title] 
      ,[Image] 
  FROM [dbo].[Image] 
  where title=(“ ﺲﻨﻛ”) and (“ﺪﮭﻣ “) and  ﺖﯿﺑ(" ”) and (“ﻢﺤﻟ “) 
GO 
Result: 
   
   
 
 
 
Example NO.2:  
 
Query in Natural Language ( ﻲﻤﯿھاﺮﺑﻻا مﺮﺤﻟا ﻲﻓ ﻖﯾﺮﺤﻟا) 
 
SQL Search 
 USE [Pal_Tourism] 
GO 
 
SELECT [Image_ID] 
      ,[Title] 
      ,[E_title] 
      ,[Image] 
  FROM [dbo].[Image] 
  where title=(“ قﺮﺣ”) and (“ مﺮﺣ“) and(“ﻢﯿھاﺮﺑا”) 
GO 
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Result: 
   
   
 
 
 
 
6.4 Experimental Results for Relational Database: 
Table 6.4: Experimental Results For Relational Database 
 
Query 
NO 
Test No.1 
 
Test No.2 
 
Test No.3 
 
Test No.4 
 
Test No.5 
Precision Recall Precision Recall Precision Recall Precision Recall Precision Recall 
1 1.00 0.1 1.00 0.04 1.00 0.04 1.00 0.04 1.00 0.04 
2 0.50 0.1 0.50 0.04 0.50 0.04 0.50 0.04 0.50 0.04 
3 0.33 0.1 0.33 0.04 0.33 0.04 0.67 0.07 0.33 0.04 
4 0.50 0.2 0.25 0.04 0.25 0.04 0.50 0.07 0.50 0.08 
5 0.40 0.2 0.40 0.09 0.40 0.08 0.40 0.07 0.40 0.08 
6 0.33 0.2 0.33 0.09 0.33 0.08 0.50 0.11 0.50 0.12 
7 0.43 0.3 0.29 0.09 0.43 0.13 0.43 0.11 0.43 0.12 
8 0.38 0.3 0.25 0.09 0.50 0.17 0.50 0.15 0.38 0.12 
9 0.89 0.3 0.89 0.13 0.89 0.17 0.89 0.15 0.89 0.16 
10 0.30 0.3 0.30 0.13 0.50 0.21 0.50 0.19 0.40 0.16 
11 0.36 0.4 0.27 0.13 0.45 0.21 0.45 0.19 0.36 0.16 
12 0.33 0.4 0.33 0.17 0.50 0.25 0.50 0.22 0.42 0.20 
13 0.31 0.4 0.31 0.17 0.46 0.25 0.46 0.22 0.38 0.20 
14 0.29 0.4 0.36 0.22 0.43 0.25 0.43 0.22 0.43 0.24 
15 0.27 0.4 0.33 0.22 0.47 0.29 0.47 0.26 0.40 0.24 
16 0.25 0.4 0.38 0.26 0.44 0.29 0.44 0.26 0.38 0.24 
17 0.29 0.5 0.35 0.26 0.47 0.33 0.47 0.30 0.41 0.28 
18 0.89 0.5 0.89 0.30 0.89 0.33 0.89 0.30 0.89 0.28 
19 0.32 0.6 0.42 0.35 0.42 0.33 0.42 0.30 0.37 0.28 
20 0.30 0.6 0.45 0.39 0.45 0.38 0.45 0.33 0.40 0.32 
21 0.29 0.6 0.48 0.43 0.43 0.38 0.43 0.33 0.38 0.32 
22 0.27 0.6 0.50 0.48 0.45 0.42 0.41 0.33 0.41 0.36 
23 0.26 0.6 0.48 0.48 0.43 0.42 0.43 0.37 0.39 0.36 
24 0.25 0.6 0.50 0.52 0.42 0.42 0.42 0.37 0.38 0.36 
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25 0.24 0.6 0.48 0.52 0.40 0.42 0.44 0.41 0.40 0.40 
26 0.23 0.6 0.50 0.57 0.42 0.46 0.42 0.41 0.38 0.40 
27 0.89 0.7 0.89 0.61 0.89 0.46 0.89 0.41 0.89 0.40 
28 0.25 0.7 0.54 0.65 0.43 0.50 0.43 0.44 0.39 0.44 
29 0.24 0.7 0.52 0.65 0.41 0.50 0.41 0.44 0.41 0.48 
30 0.23 0.7 0.53 0.70 0.40 0.50 0.43 0.48 0.40 0.48 
31 0.23 0.7 0.55 0.74 0.39 0.50 0.42 0.48 0.42 0.52 
32 0.22 0.7 0.56 0.78 0.41 0.54 0.44 0.52 0.41 0.52 
33 0.21 0.7 0.55 0.78 0.39 0.54 0.45 0.56 0.42 0.56 
34 0.21 0.7 0.56 0.83 0.38 0.54 0.47 0.59 0.41 0.56 
35 0.20 0.7 0.54 0.83 0.37 0.54 0.49 0.63 0.43 0.60 
36 0.89 0.8 0.89 0.87 0.89 0.58 0.89 0.63 0.89 0.60 
37 0.22 0.8 0.54 0.87 0.38 0.58 0.49 0.67 0.43 0.64 
38 0.24 0.9 0.55 0.91 0.37 0.58 0.47 0.67 0.42 0.64 
39 0.23 0.9 0.54 0.91 0.36 0.58 0.49 0.70 0.44 0.68 
40 0.23 0.9 0.53 0.91 0.38 0.63 0.48 0.70 0.43 0.68 
41 0.22 0.9 0.51 0.91 0.37 0.63 0.49 0.74 0.44 0.72 
42 0.24 1 0.52 0.96 0.38 0.67 0.48 0.74 0.43 0.72 
43 0.23 1 0.51 0.96 0.40 0.71 0.49 0.78 0.44 0.76 
44 0.23 1 0.50 0.96 0.41 0.75 0.50 0.81 0.45 0.80 
45 0.89 1 0.89 0.96 0.89 0.79 0.89 0.85 0.89 0.84 
46 0.22 1 0.48 0.96 0.43 0.83 0.52 0.89 0.48 0.88 
47 0.21 1 0.49 1.00 0.45 0.88 0.53 0.93 0.47 0.88 
48 0.21 1 0.48 1.00 0.46 0.92 0.54 0.96 0.48 0.92 
49 0.20 1 0.47 1.00 0.47 0.96 0.53 0.96 0.49 0.96 
50 0.20 1 0.46 1.00 0.48 1.00 0.54 1.00 0.50 1.00 
 
 
 
 
Figure 6.4.1:  Chart (Test No.1)Averaged 50-point precision/recall 
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This curve graph represents 50 queries for a PalToursim system for human mark 
(No.1). The Mean Average Precision for this system is (0.39); here measures of 
precision and recall concentrate the evaluation on the return of true positives, 
representing percentages of the relevant documents have been found and how many 
false positives have also been returned. The advantage of having the two numbers for 
precision and recall is that one is more important than the other in many circumstances.  
 
Figure 6.4.2: Chart (Test No.2)Averaged 50-point precision/recall graph 
 
This curve graph represents 50 queries for a (PalToursim system) for human mark 
(No.2). The Mean Average Precision for this system is 0.50; Here we can always get a 
recall of 1 (but very low precision) by retrieving, all documents for all queries! Recall 
is a non-decreasing function of the number of documents retrieved. 
0.00
0.20
0.40
0.60
0.80
1.00
1.20
0.1 0.1 0.2 0.3 0.3 0.4 0.4 0.4 0.5 0.6 0.6 0.6 0.6 0.7 0.7 0.7 0.7 0.7 0.8 0.9 0.9 1 1 1 1
Pr
ec
is
io
n 
Recall
82 
 
 
Figure 6.4.3:  Chart (Test No.3) Averaged 50-point precision/recall 
 
This curve graph represents 50 queries for a (PalToursim) search engine based on 
relational database for human mark (No.3). The Mean Average Precision for this 
system is 0.48; here you can see that precision usually decreases as the number of 
documents retrieved is increased. In general we want to get some amount of recall 
while tolerating only a certain percentage of false positives. 
 
 
Figure 6.4.4:  Chart (Test No.4) Averaged 50-point precision/recall 
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This curve graph represents 50 queries for a (PalToursim) search engine based on 
relational database for human mark (No.4). The Mean Average Precision for this 
system is( 0.52).Precision-recall curves have a distinctive saw-tooth shape: if the (k + 
1) image retrieved is no relevant then recall is the same as for the top k images, but 
precision has dropped. If it is relevant, then both precision and recall increase, and the 
curve jags up and to the right. 
 
Figure 6.4.5:  Chart (Test No.5) Averaged 50-point precision/recall 
 
This curve graph represents 50 queries for a (PalToursim) search engine based on 
relational database for human mark (No.5). The Mean Average Precision for this 
system is ( 0.48). which is medium value according to high values we get from the 
other system which is base on Ontology. 
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6.5 . Comparison between the two results of the two systems: 
 
 
Figure 6.5.1:  Chart Precision Average for the all tests for the both systems. 
Here we can see how much the precision average for the system based on Ontology  
higher than the results for the system based on relational database, which indicate that 
the performance of the image retrieval system became higher when it based on 
Ontology ,because of the relational concepts on the ontology that make the retrieval 
more accuracy and more efficient. 
 
Figure 5.5.5:  Chart Recall Average for the all tests for the both systems 
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Here we can see that Recall average for the all tests for the both systems are nearby 
because Recall fuction depends on retrieval all of the relevant items in the corpus. 
Returns most relevant documents but includes lot of junk. Recall is a non-decreasing 
function of the number of docs retrieved. 
 
 
6.6.  Conclusions & Future Work: 
 
   According to all our tests for our booth systems, the first one depends on the Arabic 
Domain Ontology we have built and the second one depends on the relational database 
we have also built with the same ontology classes and concepts. 
  We found that the system which depended on Ontology is more accurate, more 
efficient and more satisfying for the users. It has also higher average precision than the 
second one which told us of the efficiency of using Ontology of such systems for image 
retrieval. 
  Also we must mention that the formal evaluation measures are at some distance from 
our ultimate interest in measures of human utility: how satisﬁed is each user with the 
results the system gives for each information need that they pose. The standard way to 
measure human satisfaction is by various kinds of user studies. These might include 
quantitative measures, both objective, such as time to complete a task, as well as 
subjective, such as a score for the satisfaction with the search engine, and qualitative 
measures, such as user comments on the search interface. 
   A human concept is not a device that reliably reports a gold standard judgment of 
relevance of a document concerning a query. Rather, humans and their relevant 
judgments are quite idiosyncratic and variable. But this is not a problem to be solved: 
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in the ﬁnal analysis, the success of our two systems depend on how good they are in 
satisfying the needs of these idiosyncratic humans, how much images are needed at a 
time. 
  Answering this question of whether IR evaluation results are valid despite the 
variation of individual assessors’ judgments, people have experimented with 
evaluations taking one or the other of the two judges' opinions as the gold standard. The 
choice can make a considerable absolute difference to reported scores, but has in 
general been found to have little impact on the relative effectiveness ranking of either 
different systems or variants of a single system which are being compared for 
effectiveness. 
   The relevance of one document is treated as independent of the relevance of other 
documents in the collection. Relevance of a document to an information need is treated 
as an absolute, objective decision. But judgments of relevance are subjective, varying 
across people. 
   But we also took in our consideration during  the evaluation of our system some 
critical points like: 
• How fast does it retrieve, that is, how many images per second does it match? 
Our both systems were fast in retrieving the required images. 
• How expressive is its query language? How fast is the stemmer? 
  According to the confidence of the judges;  both systems where expressive in Arabic 
language, but in system that depends on Ontology which is higher a little bit. 
  Our future work will  be including  more similar algorithms in matching queries to 
make the system more accurate, increasing the size of the dataset to make the system 
more efficient. 
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  Also we can extend our scope of ontology to include GPS to describe the spatial 
aspect of the entities of the tourism locations, to make it available to integrate with e-
maps or graphical directions, (like Google maps) . 
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