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Re´sume´
Ce papier propose une reconstruction quasi-dense a` partir
d’une se´quence d’images non calibre´es ainsi qu’un syste`me
associe´ de reconstruction de mode`les 3D. La principale in-
novation est que toute la ge´ome´trie est calcule´e a` partir de
mises en correspondances quasi-denses sous-e´chantillonne´es
au lieu des points d’inte´reˆts e´pars usuels. Cela produit non
seulement une reconstruction plus pre´cise (au sens des in-
certitudes) et plus robuste graˆce a` des mises en correspon-
dances bien redondantes et re´parties dans les images, mais
aussi une reconstruction plus ade´quate (car plus dense)
pour l’application de la reconstruction de surface. Des ex-
pe´riences sur des se´quences re´elles montrent de meilleures
performances des reconstructions quasi-denses par rap-
port aux reconstructions e´parses a` la fois en robustesse et
incertitudes. De plus, les surfaces de nombreux objets ont
e´te´ obtenues a` partir des points quasi-denses reconstruits.
Mots Clef
Vision 3D et ge´ome´trie (mise en correspondance, recons-
truction 3D, e´volution de surfaces, me´thode des iso-surfaces,
syste`me de mode´lisation 3D).
Abstract
This paper proposes a quasi-dense reconstruction from un-
calibrated sequence and a companion system for 3D model
reconstruction. The main innovation is that all geometry
is computed based on re-sampled quasi-dense correspon-
dances rather than the standard sparse points of interest.
It not only produces more accurate (according to the un-
certainties) and more robust reconstruction due to highly
redundant and well spread input data, but also fills the gap
of insufficiency of sparse reconstruction for surface recons-
truction. Experiments on real sequences demonstrates the
superior performance of quasi-dense w.r.t. sparse recons-
truction both in robustness and uncertainty. Also, many
surfaces are calculated from quasi-dense reconstructions.
Keywords
3D Vision and Geometry (Matching, 3D Reconstruction,
Surface Evolution, Level-sets, System of 3D Modeling).
1 Introduction
La reconstruction 3D a` partir d’une se´quence non calibre´e a
e´te´ un domaine tre`s actif durant la dernie`re de´cennie en vi-
sion par ordinateur. Ceci est principalement du a` la formu-
lation intrinse`que de contraintes ge´ome´triques en ge´ome´trie
projective et une meilleure compre´hension des proprie´te´s
nume´riques et statistiques des estimations ge´ome´triques [21,
48]. Plusieurs algorithmes de reconstruction base´s sur des
points ont e´te´ publie´s pour des se´quences d’images courtes
[5, 16, 18, 7] ou longues [44, 42]. La plupart de toutes
ces approches sont base´es sur des points d’inte´reˆts. Des
syste`mes plus re´cents et complets sont reporte´s [32, 10,
37, 1, 24], pour lesquels seul une connaissance partielle
des parame`tres intrinse`ques est ne´cessaire. Malheureuse-
ment, la plupart des applications de mode´lisation et visua-
lisation ne´cessitent des reconstructions denses ou quasi-
dense au lieu d’un nuage de points e´pars. Les me´thodes
denses ste´re´o sont limite´es a` des came´ras pre´calibre´es et
points de vues tre`s proches les uns des autres [43, 34, 20,
19]. On note que bien que les re´sultats finals reporte´s [36,
33] sont des mode`les texture´s denses, les me´thodes ap-
pliquent seulement une me´thode ste´re´o dense base´e sur un
algorithme de corre´lation apre`s avoir obtenu la ge´ome´trie a`
l’aide d’une me´thode e´parse.
Une approche interme´diaire entre reconstruction e´parse et
dense est propose´e ici pour une came´ra (un appareil photo
nume´rique) tenue a` la main. Par reconstruction quasi-dense,
il faut comprendre que la ge´ome´trie est directement cal-
cule´e sur des points sous-e´chantillonne´s de correspondances
quasi-denses, au lieu de reconstructions de points d’inte´reˆts
e´pars. La mise en correspondance quasi-dense est pre´fe´rable
a` la mise en correspondance comple`tement dense graˆce a`
sa plus grande robustesse et efficacite´ avec des came´ras te-
nues a` la main. La principale innovation est que toute la
ge´ome´trie est calcule´e graˆce a` un algorithme de mise en
correspondances quasi-dense simple et efficace de´crit dans
[26] et applique´ au rendu base´ image [25]. Les correspon-
dances quasi-denses sont utilise´es de`s le de´but de l’algo-
rithme d’estimation de ge´ome´trie, des modules d’estima-
tions de ge´ome´tries de 2 et 3 vues jusqu’a` l’e´tape de fu-
sion de sous-se´quences. Ceci donne non seulement un en-
semble de points reconstruits plus ade´quat que quelques
points e´pars pour calculer des surfaces, mais aussi des es-
timations plus pre´cises au sens des incertitudes et plus ro-
bustes des came´ras et de la structure de la sce`ne, graˆce a`
plus de redondance et a` une re´partition plus uniforme. Ce
papier est compose´ de parties de [27] pour la reconstruction
quasi-dense et de [28] pour la reconstruction de surface.
2 Mise en correspondance quasi-dense
Le calcul de la mise en correspondance quasi-dense de´bute
par la mise en correspondance de quelques points d’inte´reˆts
appele´s “germes”. Un algorithme de croissance de re´gions
propage ensuite la mise en correspondance a` partir des ger-
mes obtenus, des zones les plus texture´es (et donc dans les-
quelles la mise en correspondance est la plus fiable) aux
autres zones moins texture´es.
L’algorithme [26] se de´compose donc en deux e´tapes: la
se´lection des germes et la propagation, qui sont illustre´s
dans la Figure 1. Les points d’inte´reˆts [29, 14] sont naturel-
FIG. 1 – Haut: appariements germes de deux images avec de
grandes disparit e´s (quelques germes sont erron e´s principalement
a` cause des textures p e´riodiques des volets). Bas: la propagation
r e´sultante sans la contrainte e´pipolaire.
lement de bons candidats puisqu’ils sont de´tecte´s comme
les points re´alisant les maxima locaux de textures (au sens
de Harris [14]). Les points d’inte´reˆts sont d’abord de´tecte´s,
puis mis en correspondance graˆce au score de corre´lation
ZNCC (Zero Mean Normalized Cross Correlation, ou en-
core le cosinus des luminances de moyennes translate´es en
0), et enfin une e´tape de ve´rification croise´e est applique´e
[11]. Ceci donne la liste de de´part des appariements germes
trie´e par ZNCC. Le score ZNCC est utilise´ car il est plus
exigeant que les scores du type valeurs absolues (ou carre´s)
de diffe´rences dans les re´gions uniformes, est plus tole´rant
dans les zones texture´es ou le bruit est important, et est in-
variant aux changements de luminance affines positifs (cela
permet d’encaisser plus facilement les variations de gains
de came´ras et parfois les surfaces non lambertiennes).
A chaque e´tape de la propagation, l’appariement
 
x  x 
compose´ de deux pixels correspondants x  x  avec le meilleur
ZNCC est retire´ de la liste courante des appariement germes.
Ensuite, les nouveaux appariements potentiels
 
u  u  sont
recherche´s dans un voisinage spatial imme´diat. Ce voisi-
nage impose une limite de 1 sur le gradient de la disparite´
dans les deux dimensions des images 
 




x   pour traiter les cas ou` la contrainte e´pipolaire
est inconnue ou impre´cise. La contrainte d’unicite´ et la fin
de la propagation sont garanties en conside´rant les pixels
u  u  qui n’ont pas encore e´te´ choisis. La taille de la feneˆtre
(inde´formable) de corre´lation est plus petite dans l’e´tape de
propagation que dans celle de la se´lection, afin d’encaisser
plus facilement les distortions ge´ome´triques entre images.
La complexite´ en temps de cet algorithme de propagation
est 
 	 
ﬀ , de´pend seulement du nombre d’apparie-
ments final

, et la complexite´ en espace est line´aire en la
surface des images. Ces deux complexite´s sont inde´pendantes
d’une limite sur la disparite´. On note qu’a` chaque instant,
seul le meilleur germe est choisi, ceci limite beaucoup le
risque de mauvais appariements. Par exemple, la se´lection
des germes est tre`s similaire a` celles de´ja` utilise´e [49, 45]
pour apparier des points par corre´lation, mais la grande
diffe´rence est que seuls les appariements les plus certains
sont ne´cessaires, plutoˆt que d’en utiliser un maximum d’entre
eux. Dans les cas extreˆmes, un seul appariement germe cor-
rect suffit a` provoquer une avalanche de mise en corres-
pondance dans les zones texture´es des images. Ceci rend
l’algorithme moins vulne´rable aux faux germes. Le meˆme
principe s’applique a` la propagation, le risque de propa-
gation errone´e est re´duit conside´rablement par la strate´gie
meilleur d’abord sur tout les points apparie´s germes.
FIG. 2 – Le sous- e´chantillonnage de la mise en correspondance
quasi-dense (d e´crit en section 4) est repr e´sent e´s par un ensemble
de croix noires dans les deux images. Ces appariements bien
r e´partis sont utilis e´ pour estimer la matrice fondamentale, dont
certaine des lignes e´pipolaires sont dessin e´es.
3 Sous-e´chantillonnage
L’ensemble des mises en correspondances obtenu tel quel
n’est pas approprie´ pour estimer la ge´ome´trie car le couˆt
d’un calcul direct serait tre`s lourd a` cause du grand nombre
de mises en correspondances. La me´thode de sous-e´chantil-
lonnage propose´e ici produit non seulement un ensemble
re´duit, plus uniforme´ment distribue´s de points apparie´s dans
les images que des points d’inte´reˆts apparie´s (une re´partition
uniforme est recommende´e pour les calculs ge´ome´triques
[17]), mais aussi des points a` une pre´cision sous-pixelique.
Cet e´tape de sous-e´chantillonnage est e´galement motive´e
par un besoin de re´gularisation pour ame´liorer la fiabilite´
de la mise en correspondance en inte´grant une contrainte
ge´ome´trique locale, ceci afin d’e´liminer des appariements
errone´s.
En supposant que la surface de la sce`ne observe´e est suf-
fisamment lisse pour pouvoir eˆtre approche´e par des mor-
ceaux de surface plans, on estime alors localement des ho-
mographies a` partir de la mise en correspondance. La pre-
mie`re image est subdivise´e a` l’aide d’une grille re´gulie`re en
petites portions carre´es. Pour chaque portion, on conside`re
tous les pixels apparie´s dans le carre´ provenant de l’ap-
pariement quasi-dense. On estime alors de fac¸on robuste
avec la me´thode RANSAC [8] une homographie a` partir
des appariements dans ce carre´ afin d’obtenir une portion
de surface potentielle. Le compromis choisi entre la dimen-
sion de la portion et la stabilite´ de l’estimation est d’estimer
une application affine (qui comptabilise seulement 6 degre´s
de liberte´s contre 8 pour une homographie ge´ne´rale) dans
des portions    pixels. Finalement, pour chaque portion
confirme´e par une homographie estime´e H  , un seul ap-
pariement a` pre´cision sous-pixelique
 
u   H  u  est retenu
pour la suite de la me´thode de reconstruction propose´e.
Ces appariements sont illustre´s par des croix en figure 2,
qui sont mieux re´partis dans l’espace image que des points
d’inte´reˆts montre´s en haut de la figure 1.
4 Estimer la ge´ome´trie de 2 vues
La ge´ome´trie de 2 vues d’une sce`ne rigide est de´crite par
la matrice fondamentale. L’approche standard habituelle
consiste a` calculer automatiquement et simultane´ment la
matrice fondamentale et les mises en correspondances e´parses
de points d’inte´reˆts [49, 45]. Il y a aussi des tentatives pour
inte´grer le calcul d’une mise en correspondance dense dans
l’optimisation non line´aire de la matrice fondamentale en
minimisant un score de corre´lation global [12], mais l’algo-
rithme est tre`s couˆteux en calcul (7-12 minutes contre 20-




	 sur des machines similaires) et ne traite pas
les zones partiellement occulte´es comme celles des images
distantes montre´es en Figure 2. Dans le contexte de l’algo-
rithme de mise en correspondance quasi-dense, il y a deux
fac¸ons d’inte´grer l’estimation de ge´ome´trie. La premie`re
est une propagation contrainte par la matrice fondamen-
tale (estime´e par la mise en correspondance e´parse initiale),
et la seconde une propagation non contrainte. L’avantage
de la propagation contrainte est que les propagations er-
ronne´es sont fort probablement stoppe´es plus toˆt, mais le
domaine de propagation dans les images peut eˆtre re´duit.
Plus grave, la ge´ome´trie estime´e avec une me´thode robuste
s’estime parfois dans un sous-ensemble seulement des images
(par exemple, l’arrie`re ou l’avant plan), ce qui ne conduit
pas a` la distributions uniforme recommende´e pour les cal-
culs d’estimations ge´ome´triques [17]. On pre´fe`re donc une
strate´gie de propagation non contrainte suivie par une pro-
pagation contrainte, plus robuste que la premie`re, comme
indique´ ci-dessous.
1. De´tecter les points d’inte´reˆts dans deux images et cal-
culer les premiers appariements par corre´lation et ve´-
rification croise´e
2. Effectuer une propagation non contrainte a` partir de
ces points
3. Sous-e´chantillonner la mise en correspondance quasi-
dense et lister les appariements re´sultants dans L 

4. Apparier les points d’inte´reˆts graˆce aux homographies
estime´es dans l’e´tape pre´ce´dante, et rajouter les appa-
riements re´sultants a` L 

5. Estimer la matrice fondamentale F a` l’aide d’un algo-
rithme robuste standard [45, 49, 17] a` partir de L 

6. Effectuer une propagation contrainte par F
7. Sous-e´chantillonner la mise en correspondance quasi-
dense dans L  , et comple´ter L  avec les points d’inte´-
reˆts apparie´s graˆce aux homographies estime´es
8. Estimer la matrice fondamentale F a` l’aide d’un algo-
rithme robuste standard [45, 49, 17] a` partir de L 
5 Estimer la ge´ome´trie de 3 vues
La ge´ome´trie de 3 vues joue un roˆle central pour la construc-
tion de se´quences longues : au plus 3 came´ras se calculent
explicitement et il faut des contraintes sur 3 came´ras pour
e´liminer l’ambiguite´ de la mise en correspondance. La re-
construction projective pour 3 came´ras avec un minimum
de 6 points est l’outil de calcul clef utilise´ pour valider les
appariements a` l’aide de la me´thode robuste RANSAC et
pour initialiser un ajustement de faisceaux [38, 39, 46, 17,
40]. L’algorithme quasi-dense 3 vues est le suivant :
1. Appliquer l’algorithme quasi-dense 2 vues entres les
images  et    , et entre  et  
2. Calculer la liste d’appariements tous sur 3 vues  
    en fusionnant les deux listes d’appariements
sous-e´chantillonne´es provenant de la paire     et
de la paire   
3. Appliquer RANSAC en tirant ale´atoirement 6 appa-
riements sur 3 vues pour calculer explicitement 3 ca-
me´ras dans une base projective [38] (algorithme dit
“des 6 points”) et rejeter les appariements errone´s en
fonction de leurs erreurs de reprojection. Les triplets
sont reconstruits connaissant les came´ras et puis re-
projete´s pour calculer leurs erreurs de reprojection.
4. Appliquer un ajustement de faisceaux sur la ge´ome´trie
des 3 vues        avec tous les triplets non
rejete´s, en minimisant la somme de leurs erreurs de
reprojections.
Le principe qui consiste a` estimer la ge´ome´trie des tri-
plets de vues conse´cutives pour reconstruire une se´quence
d’images longue a de´ja` e´te´ applique´ par [10, 24, 46], et
voici des diffe´rences avec l’approche pre´sente´e ici :
– Les points apparie´s par paires ne sont pas transfe´re´s
pour de la mise en correspondance guide´e sur 3 vues.
Ici, la ge´ome´trie 3 vues ne sert qu’a` valider ou reje-
ter les mises en correspondances sous-e´chantillonne´es
sur 3 vues, et le pourcentage de rejet est faible.
– La parame´trisation du tenseur trifocal pour la ge´ome´trie
n’est pas utilise´e comme cela est sugge´re´ par [10, 1,
17, 40]. Les 3 matrice came´ras dans une base projec-
tive se calculent directement par l’algorithme des 6
points, et sont utilise´es pour reconstruire les points et
calculer les erreurs de reprojection.
La parame´trisation par tenseurs est peu justifiable ici
car cela donnerait une sur-parame´trisation complique´e
de la ge´ome´trie de 3 vues, et des algorithmes nume´riques
plus sophistique´s seraient ne´cessaires pour son esti-
mation. Les tenseurs pourraient eˆtre utiles pour faire
de la mise en correspondance guide´e [9], mais ceci
n’est pas ne´cessaire ici.
6 Fusion hie´rarchique
La strate´gie de fusion hie´rarchique projective utilise´e par
[10, 24] est adapte´e pour calculer une se´quence entie`re a`
partir des paires et triplets quasi-denses, ce qui est plus ef-
ficace qu’une strate´gie de fusion incre´mentale simple. L’al-
gorithme quasi-dense de fusion hie´rarchique est le suivant :
1. Pour chaque paire d’images conse´cutives dans la se´-
quence, appliquer l’algorithme quasi-dense 2 vues.
2. Pour chaque triplets d’images conse´cutives dans la
se´quence, appliquer l’algorithme quasi-dense 3 vues.
3. L’approche est hie´rarchique : une se´quence longue

 
est obtenue en fusionnant


	   et

	  avec deux
vues 	 et 	   communes, et 	 est l’image d’index
milieu de la se´quence

  . La fusion consiste a`
(a) Fusionner les mises en correspondance sous-e´chan-
tillonne´es des deux sous-se´quences sachant que
les images 	 et 	   sont communes
(b) Estimer par moindres carre´s line´aires l’homo-
graphie de l’espace qui effectue le changement
de base projectif entre les deux sous-se´quences
pour les came´ras 	 et 	  
(c) Appliquer cette homographie sur les came´ras et
points propres a` une sous-se´quence afin de tout
exprimer dans une meˆme base projective
(d) Effectuer un ajustement de faisceaux sur la se´-
quence

  avec tous les points fusionne´s
Plusieurs algorithmes ont e´te´s propose´s [10] pour fusionner
deux se´quences de 3 vues avec 0, 1, ou 2 vues communes.
Le principal avantage d’avoir 2 vues communes est que les
matrices came´ras suffisent pour estimer l’homographie re-
liant les deux sous-se´quences : choisir des points communs
est inutile. Il est aussi important de remarquer qu’a` la fois
des points d’inte´reˆts et des point “ge´ne´raux” mis en cor-
respondances (i.e. qui proviennent de sous-e´chantillonnage
de mise en correspondance quasi-dense) interviennent dans
tout le calcul.
7 Estimation euclidienne optimale
L’e´tape finale de la reconstruction quasi-dense consiste a`
passer d’une reconstruction projective a` une reconstruction
me´trique en appliquant une me´thode d’auto-calibration puis
une optimisation de la ge´ome´trie entie`re.
– Une me´thode line´aire [36] base´e sur la parame´trisation
de la quadrique absolue [47] est utilise´e pour estimer
la distance focale, inconnue et identique pour toutes
les came´ras, les autres parame`tres intrinse`ques e´tant
connus.
– Cette me´thode donne aussi l’homographie de l’espace
qui permet de passer d’une reconstruction projective
a` une reconstruction me´trique. Le syste`me de coor-
donne´es me´trique choisi est celui de la came´ra d’in-
dex milieu et d’e´chelle telle que la distance maximale
entre deux positions de came´ras est 1.
– Un ajustement de faisceaux est ensuite applique´ sur
toutes les came´ras et tous les points quasi-denses. Les
came´ras sont parame´tre´es par leurs 6 parame`tres ex-
trinse`ques et une distance focale commune a` toutes
les came´ras. Cette parame´trisation naturelle permet de
traiter toutes les came´ras de la meˆme fac¸on.
– Un second ajustement de faisceaux euclidien incluant
un parame`tre de distortion radiale commun a` toutes
les came´ras est applique´ lorsque celle-ci est non ne´gli-
geable, notamment pour les se´quences d’images cap-
ture´es avec une distance focale courte.
Il est clair que l’imple´mentation des ajustements de fais-
ceaux projectifs et euclidiens exploite la structure creuse
des syste`mes line´aires a` re´soudre, comme cela est sugge´re´
en photogramme´trie [2, 41] et en vision [15, 48, 17], puisque
le nombre de points 3D quasi-dense de´passe fre´quemment
20000 (pour cela, les syste`mes creux sont re´duits a` des
sous-syste`mes denses en les parame`tres des came´ras, en
e´liminant les parame`tres de structure).
On note enfin que tous les ajustements de faisceaux sont
applique´s plusieurs fois, ceci afin d’augmenter entre deux
le nombre des points consistants avec la ge´ome´trie, et donc
d’ame´liorer leur distribution dans les images.
8 Comparaison EPARS / QUASI
La pre´cision au sens des incertitudes et la robustesse sont
compare´es entre la me´thode de reconstruction quasi-dense
(QUASI) et la me´thode classique e´parse (EPARS). En fait,
deux algorithmes de reconstructions e´pars base´s sur des
points d’inte´reˆts sont conside´re´s. Le premier consiste sim-
plement a` tracker tous les points d’inte´reˆts de´te´cte´s dans les
images. Le second est une mixture e´parse et quasi-dense :
il consiste a` se´lectionner les mises en correspondances de
points d’inte´rets compatibles avec la ge´ome´trie calcule´e
avec la mise en correspondance quasi-dense, et a` re-e´valuer
la ge´ome´trie comple`te seulement a` partir de ces points d’in-
te´reˆts se´lectionne´s. Dans la suite, on de´signe par EPARS le
meilleur re´sultats de ces deux me´thodes.
Pour mesurer la pre´cision de la reconstruction, on pourrait
conside´rer le re´sultat de l’ajustement de faisceau comme un
estimateur au maximum de vraissemblance des parame`tres
des came´ras et de la structure de la sce`ne, si on admet que
les points images sont normalement distribue´s autour de
leur positions exactes avec un e´cart type inconnu   , ce qui
semble raisonnable [22].
La matrice de covariance est seulement de´finie au choix de
gauge pre`s [48, 30, 31] et l’e´chelle de bruit pre`s    . Le
niveau de bruit    est estime´ a` partir des erreurs de repro-
jection par        
	  avec   est la somme des 
erreurs de reprojection e´le´ve´es au carre´, 	 est nombre de
parame`tres inde´pendants de la minimisation 	    

 (  pour la distance focale commune,  le nombre de
came´ras,
 le nombre de points et  le nombre de degre´s de
liberte´s pour le choix de gauge, c’est a` dire la dimension du
groupe des similitudes). Tous les re´sultats donne´s ici sont
“gauge free” : la matrice de covariance est calcule´e sans
imposer de contrainte pour le choix de la gauge, mainte-
nant dans le syste`me de coordonne´es de la came´ra d’index
milieu de la se´quence et avec l’e´chelle telle que la distance
maximale entre deux centre de came´ras soit 1. Les conclu-
sions sont les meˆmes pour la comparaison entre EPARS et
QUASI avec un choix (partiel) de gauge “base´e came´ra”
en fixant l’orientation et la position de la came´ra d’index
milieu (en particulier, l’incertitude   de la distance focale
commune  est la meˆme pour tout les choix de gauge car
 est gauge-invariant). Puisque la matrice de covariance
est de dimension tre`s grande, seuls ses blocs diagonaux
pour les came´ras et les points sont calcule´s en utilisant une
me´thode de pseudo-inversion creuse [48, 17, 31].
Des ellipsoides de confiance a` 90% pour chaque position
3D sont choisis : si C est la matrice de covariance d’une
position de came´ra ou d’un point extraite de la matrice
de covariance exacte de tout les parame`tres, l’ellipsoide
de confiance est alors de´fini par  x  C  
  x     (el-
lipsoide de confiance pour une probabilite´ de 90% et une
loi du Khi-deux a` 3 degre´s de liberte´s). Le plus grand des
demi-axes des ellipsoides a` 90% est conside´re´ ici comme
une borne pour chaque position 3D,et donc comme une
pre´cision. Comme le nombre de came´ras est faible, on e´value
simplement la pre´cision de la position des centres des came´ras
comme la moyenne de leur borne x ﬀﬂﬁ . Le nombre de point
est lui vraiment important, particulie`rement pour la me´thode
QUASI. Pour avoir une e´valuation plus de´taille´e de la pre´cision
des points 3D, on calcule les bornes quantiles a` 0% (la plus
petite borne x ﬃ ), a` 25% (x 
 
), a` 50% (la me´diane des bornes
x 
!
), a` 75% (x "
 
) et a` 100% (la plus grande borne x 
 ).
Notons enfin que l’on a suppose´ que l’estimation obtenue
de la ge´ome´trie est suffisament proche de la ge´ome´trie exacte
afin de pouvoir approximer la matrice de covariance exacte
par la matrice de covariance effectivement calcule´e, et que
la justification du calcul de la matrice de covariance exacte
ne´cessite elle-meˆme de nombreuses approximations.
8.1 Exemples
Des re´sultats expe´rimentaux sont donne´s sur trois se´quences
re´elles. La se´quence Corridor (11 images     	 ) a un
mouvement vers l’avant le long de la sce`ne et favorise la
me´thode EPARS car c’est une sce`ne polye`drique peu tex-
ture´e, les points d’inte´reˆts apparie´s sont abondants et bien
re´partis dans les images. La se´quence Lady (20 images
   

 ) a un mouvement late´ral plus favorable pour
estimer la profondeur de la sce`ne.
Se´quence Corridor La table 2 compare les e´valuations
de la pre´cision au sens des incertitudes pour la se´quence
Corridor. Avec 40 fois plus de redondance, la position des
came´ras (resp. la distance focale) avec QUASI sont 2 fois
(resp. 4 fois) meilleurs que ceux de EPARS. Cependant,
l’e´valuation de la pre´cision des points pour EPARS est meil-
leure que ceux de QUASI pour la majorite´ des points. Comme
la direction du mouvement de la came´ra est voisine de celle
de Corridor, les points au fond du Corridor ont une pre´cision
relativement mauvaise par rapport aux autres, ce a` quoi on
pouvait s’attendre. La figure 3 montre les re´sultats de re-
construction obtenus avec pour chaque point 3D une petite
portion texture´e dans son voisinage, et une projection sur
un plan horizontal des ellipsoides de confiance a` 90%.
Se´quence Lady Pour la se´quence Lady, les re´sultats ob-
tenus par les me´thodes QUASI et EPARS sont dans la table 2
et la figure 4. L’e´valuation de la pre´cision pour QUASI est
meilleure que pour EPARS, 6 fois meilleure pour la dis-
tance focale et la position des came´ras. Les conclusions
pour les se´quences de la figure 5 sont similaires a` celles
de Lady lorsque EPARS re´ussit. On a note´ que le faible
nombre de points 3D EPARS sur cet exemple rend l’esti-
mation EPARS peu robuste.
Enfin, les temps de calculs en minutes pour la me´thode
QUASI sont donne´s a` droite de la table 2 sur un P4 a` 2.4Ghz.
8.2 Robustesse
On mesure simplement la robustesse relative des me´thodes
EPARS et QUASI en regardant leurs cas d’e´checs (cf. la
table 1) sur les se´quences utilise´es dans la figure 5. La
me´thode QUASI est plus robuste pour toutes les se´quences
teste´es, y compris toutes celles non re´fe´rence´es dans ce
papier : si une se´quence est reconstruite avec succe`s par
EPARS alors c’est aussi le cas avec QUASI ; de plus la
me´thode EPARS e´choue pour plusieurs autres se´quences
pour lesquelles la me´thode QUASI re´ussit.
FIG. 3 – Reconstructions QUASI (gauche) et EPARS (droite) pour Corridor et leurs ellipsoides de confiance a` 90% projet e´es sur un plan
horizontal. Seul 1 ellipsoide sur 10 est affich e´ pour QUASI. Trois images de la s e´quence Corridor sont aussi donn e´es.
FIG. 4 – Reconstructions QUASI (gauche) et EPARS (droite) pour Lady. Les ellipsoides a` 90% pour l’ajustement de faisceaux final sont
zoom e´s 4 fois pour aider la visualisation. Trois images de la s e´quence Lady sont aussi donn e´es.
Corridor Bust Man 1 Man 2 Lady Girl
Q ok ok ok ok ok ok
E ok ok rate rate ok rate
TAB. 1 – Succ e`s et e´checs des m e´thodes Q(uasi) et E(pars).
9 Reconstruction de surface
En plus des avantages de pre´cision au sens des incertitudes
et de robustesse de´crits pre´ce´demment, un grand inte´reˆt
de la reconstruction quasi-dense est que sa qualite´ autorise
l’estimation de surfaces d’objets 3D quitte a` faire un peu at-
tention a` la prise de vues (voir la section 10), ce qui est tre`s
inte´ressant pour les applications de synthe`se d’images et de
visualisation a` partir de mate´riel grand public. Cette sec-
tion re´sume une partie de la publication [28], les re´sultats
et explications donne´es ici ne concernant que la me´thode
qui utilise seulement les points 3D fournis par la recons-
truction quasi-dense.
9.1 Evolution de surface
Brie`vement, la me´thodologie suivie est une approche varia-
tionnelle inspire´e par plusieurs travaux [23, 4, 3, 13, 6, 50].
Dans tous ces cas, la surface   recherche´e doit minimiser






 fonction d’un gradient d’image [23, 3], ou bien la
distance a` un ensemble de points 3D obtenus par scanner
[50], ou encore un score de corre´lation [13, 6]. Les so-
lutions de la fonctionnelle a` minimiser sont donne´es par
















Une premie`re fac¸on pour re´soudre   	 consisterait a`




























. Ceci est la formulation Lagrangienne du proble`me
qui indique comment chaque point de la surface doit se
de´placer pour minimiser la fonctionnelle.
Pour e´viter d’avoir a` ge´rer les changements de parame´trage
2D de la surface dans cette formulation (de´licat par exemple
en cas de changement de topologie), et en ve´rifiant que la
vitesse    ne de´pend pas du choix de parame´trage, on
















































la somme des deux courbures princi-
pales. Les changements de topologie, la pre´cision et la sta-
bilite´ de l’e´volution sont ge´re´es proprement par des sche´mas





















au point   	 et au temps
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A@  est la distance Euclidienne entre
un point

et l’ensemble @ des points pre´ce´demment re-
construits. En pratique, le terme de re´gularisation   

  2
lisse trop les de´tails de la surface et cause une convergence









 pour une e´volution stable. D’un autre cote´,
il est possible d’e´liminer purement et simplement ce terme
dans le cas de points 3D de meilleur qualite´ obtenus par
un scanner [51], ce qui acce`lere grandement l’e´volution
















ici propose´e [28], au lieu du terme de re´gularisation “com-
plet”   
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 2 
On fait alors les remarques suivantes:
– l’e´volution de surface avec re´gularisation “comple`te”
est obtenue avec KCJE>GML    




– Lorsque 	MO?   CJE>G au voisinage de la surface a`
l’e´quilibre, l’e´volution de surface est similaire a` celle
avec re´gularisation “comple`te”
Une preuve est aussi propose´e dans [28] pour la condition






 pour e´viter les trop grandes et trop
faibles variations de




























































pour la discre´tisation centre´e de
R

et “up-wind” de   

.
9.3 Calcul de la surface initiale
Avant le calcul de surface initiale, les points 3D recons-
truits sont segmente´s entre l’objet a` l’avant plan et l’arrie`re
plan. L’arrie`re plan inclus les points errone´s e´vidents de
l’avant plan que sont les points isole´s distants de la majorite´
des autres points. Plus pre´cise´ment, les points a` l’avant plan
sont obtenus comme la plus grande composante connexe
du graphe de voisinage de tous les points telle que deux
points forment une areˆte du graphe si leur distance est infe´-
rieur a` un multiple de l’incertitude me´diane des points.
La surface initiale est alors obtenue de la fac¸on suivante.
Les points segmente´s a` l’avant plan sont re´gulie`rement se´-
pare´s en tranches perpendiculaires a` l’axe principal du nuage
de point. Une enveloppe convexe 2D est calcule´e pour cha-
que tranche, et ces enveloppes convexes sont utilise´es pour
de´finir les sections successives d’un volume englobant de
l’objet.
On pre´cise aussi que tous les points 3D retenus pour le cal-










voxels en y appliquant une similitude. La
taille des voxels alors obtenus est du meˆme ordre de gran-
deur que la me´diane des incertitudes des points.
10 Conditions expe´rimentales et limites
Voici des conditions expe´rimentales a` respecter et des limi-
tations pour chacune des e´tapes suivantes.
10.1 Estimation robuste projective
L’algorithme de reconstruction quasi-dense propose´ ici s’ap-
plique a` des se´quences d’images non calibre´es ordonne´es,
pour laquelle une unique matrice fondamentale doit exis-
ter entre deux images conse´cutives (sinon la solution au
proble`me n’est pas unique). La sce`ne observe´e ne doit donc
pas eˆtre plane, et le mouvement entre deux vues conse´cutives
doit eˆtre suffisament grand. Pour faire le tour complet d’un
objet, environ 30-35 vues sont utilise´es.
Biensur, les images doivent contenir suffisamment d’infor-
mation de texture, pour obtenir un ensemble de points ap-
parie´s quasi-dense assez uniforme dans les images.
On a note´ qu’il est souvent possible de traiter le cas des
textures re´pute´es difficiles des cheveux avec une lumie`re
ambiante suffisamment forte et sans images floues, mais
aussi les changements de gains de came´ras et parfois les
surfaces non lambertiennes graˆce au score de corre´lation
utilise´ invariant aux changements affines de luminances.
Enfin, l’utilisation de feneˆtre de corre´lation de petite taille
dans l’e´tape de propagation permet d’encaisser plus facile-
ment les distortions ge´ome´triques entre images.
10.2 Passage projectif-euclidien
Il existe des mouvements dit “critiques”, pour lesquels plu-
sieurs distances focales sont possibles pour un meˆme mou-
vement de came´ra projective (i.e. la solution au proble`me
n’est pas unique). On reme´die assez facilement en deman-
dant a` l’utilisateur une distance focale a` imposer, mais ceci
est rarement ne´cessaire en pratique, en tout cas pour l’ap-
plication de la synthe`se d’images.
10.3 Reconstruction de surfaces
Une me´thode d’e´volution de surface est utilise´e, notam-
ment pour boucher naturellement les “trous” de la surface,
c’est a` dire les zones sans points 3D reconstruits. Pour la
me´thode de´crite ici, il faut cependant e´viter les trous trop
grands qui correspondent a` des zones convexes des objets.
Il faut notamment e´viter les joues entie`rement a` l’ombre
des personnages, par exemple graˆce a` une bonne lumie`re
ambiante (les taches de rousseurs ne sont pas ne´cessaires).
Si le trou est vraiment tre`s grand, la surface peut conver-
ger vers la surface vide. On renonce alors a` reconstruire
cette zone et l’utilisateur introduit manuellement un plan
se´parant deux demi-espaces : d’un cote´ la surface e´volue
normalement et est conserve´e pour le mode`le 3D final, de
l’autre l’e´volution est gele´e et la surface ignore´e (souvent
en bas des objets). La me´thode de reconstruction de surface
n’est donc pas comple`tement automatique.
Il faut biensur veiller a` choisir les vues de manie`re a` recons-
truire toute la surface. Chaque zone de l’objet a` recons-
truire doit eˆtre visible dans au moins 3 images conse´cutives.
10.4 Fusion de texture multi-vues
L’algorithme de fusion de texture utilise´ et non de´crit ici
est un placage de texture sur un cone, voisin du placage
de texture sur un cylindre. Pour cette e´tape (et seulement
cette e´tape), on fait l’hypothe`se forte que le mouvement de
la came´ra est a` peu pre`s horizontal, que l’angle de vue fait
un angle grossie`rement constant avec la verticale, et pointe
approximativement vers le centre de l’objet.
11 Conclusion
Dans ce papier, une me´thode ge´ne´rale de reconstruction 3D
quasi-dense a` partir d’une se´quence non calibre´e est pro-
pose´e. L’ide´e principale est que toute la ge´ome´trie est cal-
cule´e a` partir d’un sous-e´chantillonnage d’une mise en cor-
respondance quasi-dense au lieu des seuls points d’inte´reˆts
apparie´s. Les performances obtenues en pre´cision au sens
des incertitudes et en robustesse sont meilleures graˆce a` une
distribution des mises en correspondance plus uniforme et
plus redondante dans les images. Par sa densite´ de points,
la reconstruction quasi-dense est aussi plus applicable a` la
visualisation qu’une reconstruction de points d’inte´reˆts.
On note aussi que la majorite´ des mode`les 3D obtenus sont
des visages car ceux-ci ve´rifient bien les hypothe`ses de sur-
faces ferme´es et lisses de l’e´tape de reconstruction de sur-
face, bien que l’e´tape d’estimation ge´ome´trique ait un do-
maine d’application bien plus large. Le syste`me complet
constitue en lui meˆme une avance´e pratique importante car
aucun autre syste`me n’a pu eˆtre capable jusqu’a` pre´sent de
sortir des mode`les 3D pour des visages complets (cheveux
inclus) avec du mate´riel et un protocole expe´rimental aussi
simple, et sans supposer que l’objet est un visage ou que le
fond est fixe´ ou segmente´ dans les images.
Il y a plusieurs pistes pour des travaux futurs, dont la re´du-
ction du temps de calcul pour les se´quences longues en
choisissant astucieusement les points reconstruits dans la
fusion hie´rarchique, et la reconstruction de sce`nes exte´rieures
vues par un pie´ton ou une automobile.
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 2 vues 3-n vues
QUASI 16976 0.41 714 4.36 7.0e-4 .014 .070 .13 .38 15700 2 min. 4 min.
EPARS 427 0.52 761 17.3 1.7e-3 .016 .056 .12 .32 106 - -







 2 vues 3-n vues
QUASI 26823 0.53 849 2.26 6.1e-4 1.2e-3 4.2e-3 5.4e-3 6.1e-3 1.9e-2 4 min. 6 min.
EPARS 383 0.54 866 13.6 3.8e-3 5.2e-3 9.8e-3 1.1e-2 1.3e-2 2.6e-2 - -
TAB. 2 – Gauche: e´valuation de la pr e´cision au sens des incertitudes pour les s e´quences Corridor et Lady (la moyenne des bornes
d’incertitudes pour les centre des cam e´ras et plusieurs quantiles des bornes pour les points 3D). Droite: temps de calculs sur P4 2.4Ghz.
FIG. 5 – Chaque ligne montre le r e´sultat pour un exemple. De gauche a` droite: quelques d e´tails exp e´rimentaux, 3 images de la s e´quence,
points quasi-denses reconstruits, rendu de Gouraud pour la surface, rendu avec texture pour la surface. Pour les d e´tails exp e´rimentaux,

est le nombre de cam e´ras,

est le nombre de points 3D, R les dimensions des images, et F la position du plan r e´duisant le domaine
d’ e´volution de la surface. Le temps de calcul pour l’ e´volution de surface est d’environ 5 minutes sur un P4 a` 2.4 Ghz.
