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Ah&net-We consider the polynomials which are orthogonal on the unit interval with respect o a one 
parameter family of weighting functions. We desire differential equations for the coefficients, roots and 
related Chtistoffel weights. A general PL/I program is provided, and results of numerical experiments are 
given. 
I. INTRODUCTION 
In several earlier works[6,7] we have encountered the problem of finding the roots and 
Christoffel numbers of the polynomials which are orthogonal with respect o a one-parameter 
family of weighting functions w = w(x, a), 0 S x d 1 and aos a S al. We wish to be able to 
evaluate integrals of the form 
I = 
I 
’ f(x)w(x, a) dx, 
0 
via quadrature formulae of the highest algebraic degree of precision [l] 
where 
Wi = Wi(U), 
aoSa4n,,i=1,2 ,..., n. 
In this paper we shall derive a complete system of differential equations for the functions 
rlr r1r. . ., r, and wI, w2,. . ., w. in which the independent variable is a. 
Then, to show the numerical efficacy of the system, we shall apply the theory to the case in 
which 
w(x, a) = xa, OSXSl, 
for 
and 
0 3 a P - 0.5. 
Application to the elasticity problem discussed in [7] will be given later. 
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2. STATEMENTOFTHEPROBLEM 
The quadrature formula 
where w(x, a) is a given non-negative weighting function, that contains for a fixed n, 2n 
parameters, the roots Q(U) and the Christoffel numbers ~~(a), [6]. The inequality (1) becomes 
exact when f(x) is an arbitrary polynomial of degree equal to or less than 2n - 1,[2]. The task is 
to find the numerical values for Q.(U) and.wt(a) for an arbitrary a0 c a d ul. 
3.DERIVATION OFTHE INITIALVALUE PROBLEM 
Consider the orthogonality relation 
Pn(x, u)P,,,(x, u)w(x, a) dx = 0, m# n, UOGUdU,. 
The functions P.(x, a) and P,,,(x, a) are polynomials of degree n and m respectively, with the 
leading coefficient equal to unity and are said to be orthogonal with respect o the non-negative 
weighting function w(x, a) in the interval 0 s x s 1. These polynomials are of the form 
P”(X, a) = x” + c,(u)x”_’ f c*(u)x”-2+ * *’ + C”(U). (3) 
With their roots ri(a) one has 
P,(x, a) = [x - r,(u)l[x - r2(u)l . . . 1-x - r.(a)l. (4) 
Since w(x, a) is supposed to be non-negative, the roots r;:(U) are real and distinct. The 
orthogonality relation, equation (2), implies that 
xkP,,(x, u)w(x, a) dx = 0, k = 0, 1,2,. . ., (n - 1). 
Define the Ith moment of w to be 
m(a) = 
(5) 
(6) 
The expanded left hand side of equation (5) yields 
I 
I 
xI’[x” + c,(u)x’-’ + c~(u)x”-~ + - - . + c,(u)]w(x, a) dx 
0 
= ml+.(u)+ mk+#-l(u)cl(u) + mk+n-2(uk2(u) f ’ ’ . + mk(akda) = 0, 
k = 0, 1,2,. . ., (n - 1). (7) 
Equation (7) represents a set of n linear algebraic equations for the coefficients C/(U). In matrix 
notation they can be written as 
M(u)c(u) = b(a), (8) 
where b and c are n x 1 column vectors, and M is an n x n square matrix. 
The matrix M(u) is of the form 
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MO+“-,(a) 
M(a) = mk+.-l(a) 
m.-l+L-da) m.-l+i2(a) . . . 
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and for the vector b and c we have 
We now want to determine how the solution to equation (8) varies as the parameter a goes from 
00 to a]. 
With the matrix Q(a) being the inverse of the matrix M(a) and known classically to exist, 
one has 
QM=MQ=I. (9) 
The matrix I is the familiar identity matrix. Let us differentiate quations (8) and (9) with 
respect o a, 
M’(a)c(a)+ M(a)c’(a) = b’(a), (10) 
Q’(a)M(a) + Q(a)M’(a) = 0. (11) 
Multiplying both sides of equation (10) by Q(a) and rearranging terms yields for (10) and 
(11) the first two fundamental equations of our initial value problem 
c’(u) = Q(aNb’(a) - M’(a)c(u)l, UOGUSUI, (124 
~‘(00) = known constant n x 1 vector, (12b) 
Q’(a) = - Q(a)M’(u)Q(u), a0saaa,, (134 
Q(ao) = known constant n x n matrix. (13b) 
The two equations (12) and (13) form a complete system of n2+ n linear differential equations. 
The auxiliary n x n matrix M’ and n x 1 vector b’ are to be evaluated analytically from (6) and 
(8). 
Consider now the polynomial P,(x, a) from (4) with the ith root, ri(a), 
Pn(ri(U), U) = 0. 
Differentiate quation (14) with respect o a, 
(14) 
(15) PA{ri(U). a}$+ (Pn), = 0. 
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Rearrange the terms to obtain 
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w=_ (P”). 
da PA(C(ah a)’ 
dr;:o=_ c;(a)tf-‘(a) + ci(a)fFs2 f. . . + c;(a) 
da n$-‘(a) + (n - I)clf~-2 + - - - + c._1 ’ 
aOdada,, (16) 
r;(ao) = known constant, i = 1,2, . . ., n. 
This is the third set of n ordinary differential equations of an initial value problem. Recall that 
the derivatives of c are given by equation (12). 
Return to the original quadrature formula, 
I O’f(x)W(Xy a) dx B 2 f[ri(a)lwi(a), aodaSal. (17) 
As stated earlier, the inequality (17) is exact for 
f(x) = x0, x1, x2, x3, . . .) xn-l, x2”-‘, (18) 
or a linear combination thereof. In particular, with f(x) = x’ one has 
I ’ X~W(X, a) dx = 2 [ri(a)]‘wi(a), k=O, 1,. . ., (n - 1). (19) 0 1-I 
By the definition in equation (6), the left hand side is the kth moment, m&(a), and the right hand 
side is a linear combination of the Christoffel numbers w{(a). Thus 
2 [r;:(a)]%+(a) = da), 
1-l 
k ~0, 1,2,. . ., (tt - 1). (20) 
In matrix notation, equa;on (20) can be written as 
R(a)w(a) = z(a), (21) 
where w(a) and r(a) are n x 1 vectors, and R(a) is a Vandermonde matrix 
1 1 1 . * . 1 
rl(a) r2(a) r3(a) r,(a) 
R(a)= . . . L . . : I 7 r,““(a) r2”“(a) I r.“:‘(a) 
and for the vectors w and z we have 
w(a) 
w2(a) 
w(a)= II . , w,(a) 
GW 
(22b) 
WC) 
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Introduce the n x n matrix S(a) to be the inverse of the matrix R(a), 
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S(a)R(a) = I. (23) 
Differentiate quations (21) and (23) with respect o a, rearrange terms and obtain 
w’(u) = S(u)[z’(u)- R'(u)w(u)l, UOdU da,, (24) 
w(uo) = known constant n x 1 vector, 
S’(u) = - S(u)R’(u)S(u), Uod a d al, (25) 
S(uo) = known constant n x n matrix. 
Equations (24) and (25) are a set of (n2+ n) linear differential equations where the vector z’(u) 
and the matrix R’(u) are known from evaluating equations (20) and (21). The initial value 
problem is now completely formulated. Equations (12), (13), (la), (24) and (25) give rise to 
(2n2+ 3n) ordinary differential equations to yield the roots and Christoffel numbers in the 
quadrature formula of relation (1). 
4. NUMERICAL RESULTS FOR A SPECIAL TEST CASE 
In the relation (l), 
we set w(x, a) = x” for - 0.5 d u d 1, and n = 2. The system of equations (12), (13), (la), (24) 
and (25) is solved twice, once for 0 d a 4 1, and once for - 0.5 d a c 0. Both times the initial 
conditions are taken at u = 0, 
-1 
c(0) = l/6 1 I 9 Q(o) = - 12[!iy3 J9 
r*(O) = 0.5 - l/V/(12), r2(0) = 0.5 + l/V/(12), 
w(0) = S(O)z(O), 
S(0) = l [ 
r2(0) - 1 
r2(0) - r,Kv - h(0) 1 I * 
The auxiliary quantities are 
z’(u) = 
- l/(u + 1)2 
- l/(u + 2)2 ’ 
b’(u)={;;;;;;;:]. 
A computer program was written in PL/l for the IBM 370/155. 
The Cauchy system was solved for 
ocuc1 and - 0.5 d a d 0 
with a stepsize of 0.0625. The resulting accuracy was five digits or better. Table 1 shows some 
of these results (for comparison see [l]). 
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Table I. Calculated roots and weights for 0.0 -C a I 1.0 
a 
0.0 
0.125 
0.250 
0.375 
0.500 
0.625 
0.750 
0.875 
1.000 
r(a) w(a) 
0.21132487 O.XOOOOOO 
0.788675 13 O.WOOOOOO 
0.232438 0.422026 
0.797864 0.466863 
0.252542 0.362228 
0.80628 1 0.43777 I 
0.271693 0.315236 
0.814020 0.412034 
0.289949 0.27755 
0.821160 0.3891 IO 
0.30736 0.2468 1 
0.82777 0.36857 
0.32399 0.22137 
0.83390 0.35006 
0.33987 0.20004 
0.83%2 0.33329 
0.35505 0.18195 
0.84494 0.31804 
5. DISCUSSION 
The Cauchy system of Equations (12), (13), (16), (24) and (25) is solved in a subroutine 
named ORTOPOL. The format of the call is 
CALL ORTOPOL (CO, RO, 0, QO, SO, STARTA, ENDA, STEPA, 
PRINT INTERVAL, N, NAME); 
where 
CO = initial vector of coefficient, 
RO = initial vector of roots, 
00 = initial vector of weights, 
QO, SO = initial matrices Q and S, 
STARTA = initial value of a, 
ENDA-final value of a, 
STEPA-step in a, 
N = Order of quadrature, 
NAME = name of a user supplied subprogram that computes (dlda)[M(a)], see below for 
coding details. 
To integrate quations (12) and (13) the matrix (dldu)[M(u)l and the vector (dldu)[b(u)] are 
needed. Furthermore the integration of equation (24) requires the vector (d/du)[z(u)]. 
If we define the n x (n + 1) matrix 
MDOT(u) = m;+.(a) m;+“-,(a) . . . m;+lta) da) 
mil-,+,(a) m:-l+“-l(a) . . . mLl+lta) m:-*(a) 
where 
dl+“(~) mli+,-da) . . * dl+d~) d(a) 
mgu) = g m(u) 
we recognize that the first columns of MDOT is the vector equal to - (d/du)[b(u)], and that the 
matrix composed of the remaining n columns is equal to (dldu)M(u), and that the last column 
An initial value method for orthogonal polynomials 195 
is equal to the vector (d/da)z(a). By means of the subprogram named NAME the user has to 
evaluate the matrix MDOT(a). The PL/l format is 
NAME: PROCEDURE (MDOT, A, N); 
DCL (MDOT (*, *), A) BIN, (I, J, K, N) BIN FIXED (17, 0); 
DOI=ltoN;DOJ=OtoN;K=I-l+N-J; 
MDOT (I, J)-algebraic expression; 
END NAME;. 
Figure 2 shows the source statements for ORTOPOL. The statement (4) declares the 
n x (n + 1) matrix MDOT, and in statement (5) the n x 1 vector BDOT and FDOT are defined 
according to equation (26). Statements (6-9) start each page of printout with a title and 
statements (27-54) evaluate the right hand sides of the differential equations in the Cauchy 
system. Statements (55-60), (141-143) send the results to the line printer and statement (145) 
terminates the integration when the independent variable u has reached the user-set limit. The 
statements (61-140) perform a fourth-order Adams-Moulton integration with a Runge-Kutta 
start. Statements (144-170) perform the matrix and vector multiplication. Note that statement 
(154) defines a procedure to be invoked recursively, that is the procedure calls itself. It is named 
MATMATMAT and it multiplies three matrices with each other. When called the logical 
variable DONE is set to false, statement (156) the first matrix is multiplied with the second in 
statement (158-168). Since DONE is false, the entry MATMAT is invoked, this creates a new 
generation of the variable DONE, this time initialized to true in statement (15). The result of the 
previous multiplication is multiplied with the third matrix, and the result returned to the original 
point of invocation of MATMATMAT. When the execution control reaches statements (171- 
180), the final values of the integration are returned to the main program and ORTOPOL is 
terminated. 
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Fig. 1. (cont’d) 
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Fig. 2. Subprogram ortopol. Sample program to calculate the data of Section 4 using the subroutine ortopol to 
integrate the Cauchy system. 
