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òàêæå çà òî òåðïåíèå è ãîòîâíîñòü, ñ êîòîðîé îíè âûñëóøèâàëè âñå ìîè
æàëîáû âî âðåìß ó÷åáû è ðàáîòû íàä ìîåé äèññåðòàöèåé. Áåç ñîìíå-
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Chapter 1
General Introduction
1.1 Phenomenon of neural adaptation
In 1967, Gross and colleagues when investigating single-unit spiking activity
in macaque inferior temporal (IT) cortex to auditory and visual stimuli no-
ticed that the evoked activity of some neurons disappeared with repeated
stimulation. In a follow-up study (Gross et al., 1969), they conﬁrmed this
observation by ﬁnding a decrease or total disappearance of the response of
many IT neurons to a repeated visual stimulus. Over time, this phenomenon
of the decreased neural response to a repeated stimulus has been robustly
observed in a wide range of brain regions and at multiple spatial scales, from
the level of single cortical neurons to the level of the pooled activation of mil-
lions of neurons as reﬂected in hemodynamic blood-oxygen-level-dependent
signal (BOLD; for reviews, see Cliﬀord et al., 2007; Gotts et al., 2012; Grill-
Spector et al., 2006; Kohn, 2007; Krekelberg et al., 2006a; Wark et al., 2007;
Webster, 2011). Yet despite a big body of literature on this so-called repe-
tition suppression (Desimone, 1996) or adaptation (Ringo, 1996; Sobotka
and Ringo, 1994) eﬀect, its underlying neural mechanisms and functional
implications on perception and behavior are still poorly understood.
1.2 fMRI adaptation paradigm
The eﬀect of adaptation has been actively employed in functional magnetic
resonance imaging (fMRI) studies to infer neural selectivity (a correspon-
dence between the neural response and a stimulus property) in humans. The
logic behind fMRI adaptation paradigm (Grill-Spector and Malach, 2001) is
that repeated presentation of a stimulus results in a decreased activity of a
population of neurons which encode that stimulus or some of its properties.
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When varying a particular property of the stimulus and measuring the re-
covery of response from adaptation to such modiﬁed stimulus, one can assess
the invariance of the neural population to a stimulus property in question.
The adapted (suppressed) response to the modiﬁed stimulus indicates that
the neural population is invariant to the examined property (no selectivity).
On the contrary, the recovered (original) response to the modiﬁed stimulus
implies sensitivity (selectivity) of the neural population to that property.
The fMRI adaptation paradigm rests on several key assumptions, which
are the exact relationship between the fMRI adaptation and neural adapta-
tion in a particular brain area and the same function underlying the degree
of adaptation (response suppression) and neural selectivity. Apart from the
relationship between the BOLD signal and spiking activity of single neurons
which is a topic of ongoing intense research (Cardoso et al., 2012; Kim et al.,
2004; Mukamel et al., 2005; for reviews, see Bartels et al., 2008; Logothetis
et al., 2001; Logothetis, 2003; Logothetis and Wandell, 2004; Sirotin et al.,
2012; Sirotin and Das, 2009), recent single-cell studies raised a concern that
caution is required when interpreting fMRI adaptation data (for review, see
Weigelt et al., 2008). For example, Sawamura et al. (2006) recorded spiking
activity of single IT neurons while presenting sequences of stimuli to passively
ﬁxating macaque monkeys. As expected, they found that stimulus repetition
attenuated the response to a repeated stimulus. Importantly, this decrease
in response was signiﬁcantly stronger than that when the same stimulus was
preceded by another one of similar eﬀectiveness. The latter demonstrated
a higher degree of stimulus selectivity for the neural adaptation than for
the responses. In another macaque study by Tolias et al. (2005), the ac-
tivity of single V4 neurons was probed with drifting coherent random dot
patterns before and after 1-sec-long adaptation with a coherent random dot
pattern moving in a particular direction. The majority of V4 neurons in
their study were not signiﬁcantly tuned to motion direction of dot patterns
before adaptation. However, a large fraction of such initially non-selective
neurons acquired this selectivity after adaptation. Remarkably, the lack of
adaptation eﬀects does not necessarily imply a lack of stimulus selectivity.
For example, despite being strongly size-selective, neurons in macaque pre-
frontal cortex (PFC) showed only weak adaptation eﬀects (Verhoef et al.,
2008) when monkeys were engaged in a size discrimination task.
The fMRI adaptation paradigm assumes that adaptation eﬀects solely
originate in the same brain area where the BOLD signal is measured and,
thus, are not transferred from other connected areas. However, Kohn and
Movshon (2003) showed that adaptation in macaque area MT is at least par-
tially inherited from the primary visual cortex. They adapted an MT neuron
with a drifting sine wave grating shown in one part of the neuron's receptive
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ﬁeld and then tested the neuron with the same stimulus but shown either
in the same or diﬀerent part of the receptive ﬁeld. In their study, stimulus
repetition resulted in an attenuated response to the repeated stimulus, but
only when the adapter and test stimuli were presented at the same position.
When stimulus positions and, thus, the input from earlier visual areas al-
ternated, the response to the repeated stimulus remained largely unaﬀected.
Interestingly, the opposite results were observed in a similar MT study by
Priebe et al. (2002). In this study, MT neurons still showed a substan-
tial decrease in response with stimulus repetition even when being adapted
and tested with a stimulus presented in diﬀerent parts of the receptive ﬁeld.
This discrepancy in the results between the studies was likely to be due to
the diﬀerences in experimental paradigm. Kohn and Movshon (2003) used
drifting sine-wave gratings and 40-sec-long adaptation, whereas Priebe et al.
(2002) used moving random dot patterns and brief stimulus presentations of
64 msec separated by an inter-stimulus interval (ISI) of maximum 256 msec.
Therefore, these studies additionally show that diﬀerences in experimental
paradigm and stimuli may involve diﬀerent mechanisms of adaptation. Note
that the transfer of adaptation from one brain area to another in principle can
be detected with fMRI since this technique measures adaptation in diﬀerent
brain areas simultaneously.
1.3 Repetition priming
Repetition priming is a behavioral phenomenon of enhanced accuracy and
speed in the detection or discrimination/identiﬁcation of already experienced
stimuli (for reviews, see Schacter and Buckner, 1998; Schacter et al., 2004,
2007; Tulving and Schacter, 1990), which occurs under similar experimental
conditions as does repetition suppression. Due to the latter fact, repetition
suppression has been suggested to be a neural correlate of repetition priming
(Schacter and Buckner, 1998; Wiggs and Martin, 1998).
Both phenomena, repetition priming and repetition suppression, are known
to be stimulus-speciﬁc, that is, the eﬀect size of each phenomenon depends
on the similarity (physical or semantic/perceptual in the case of priming)
between the primed (ﬁrst presented, adapter) stimulus and the following test
stimulus. As has been reported, presentation of two stimuli in succession
on average produces a decrease in neural response to the second presented
stimulus, but, importantly, this response attenuation is stronger for the rep-
etition of the same stimulus compared to the alternation of two diﬀerent
stimuli, so-called cross-adaptation (e.g., De Baene and Vogels, 2010; Liu
et al., 2009; Sawamura et al., 2006). Similarly, previous exposure to an ob-
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ject facilitates or primes the processing of the same object when the latter
is repeated (e.g., decreased reaction time). This facilitated processing is also
found for perceptually similar but physically modiﬁed objects, though at a
reduced level (Koutstaal et al., 2001; Simons et al., 2003; Vuilleumier et al.,
2002).
Repetition suppression is an automatic process, since the decrease in re-
sponse with stimulus repetition has been observed in anesthetized monkeys
(Miller et al., 1991a; Patterson et al., 2013; Wissig and Kohn, 2012). Studies
in patients with memory deﬁcits revealed that repetition priming can also
occur without subject's awareness (for review, see Schacter, 1992). For ex-
ample, Cave and Squire (1992) reported fully intact long-lasting (at least,
7 days) priming eﬀects in amnesic patients, with the size of eﬀects being
comparable to those observed in normal subjects.
Repetition suppression builds up over stimulus repetitions, showing a
stronger decrease in neural response with a higher number of stimulus rep-
etitions (Jiang et al., 2000; Miller et al., 1991b; Sawamura et al., 2006;
Ulanovsky et al., 2004). In a typical repetition priming experiment, sub-
jects are exposed to a sequence of stimuli and required to respond to the
stimuli in some way as quickly and accurately as they can do. The key ma-
nipulation in this kind of experiments is the presence of novel and randomly
repeated stimuli in the sequence. Similar to repetition suppression, it has
been demonstrated that reaction time to the primed stimulus decreases with
the number of repetitions (Buckner et al., 1998; Koutstaal et al., 2001; Logan,
1990; Ostergaard, 1998).
The temporal scale of repetition-evoked reductions in neural activity
varies from milliseconds (De Baene and Vogels, 2010; Liu et al., 2009; Sobotka
and Ringo, 1996) to minutes (Henson et al., 2000; Li et al., 1993) and days
(van Turennout et al., 2000). Repetition priming has been also shown to have
both short- and long-lived components. In studies by McKone (1995, 1998),
human subjects were performing a lexical decision task (classifying stimuli
as words versus non-words) while the time interval and/or the number of
intervening lexical stimuli between the ﬁrst and second presentations of the
primed stimulus was parametrically varied. Subject's ability to classify the
primed stimulus faster rapidly decayed with a longer time interval or a higher
number of intervening stimuli between the ﬁrst and second presentations of
the stimulus, reaching a stable long-term value after approximately 3 inter-
vening stimuli or 8 sec, thus, showing the temporal span of the short-lived
component of repetition priming. On the contrary, other studies demon-
strated that the residual eﬀects of repetition priming can still be detected
over days (van Turennout et al., 2000), months (Cave, 1997) and even years
(Mitchell, 2006) after the priming took place.
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1.4 Theoretical models of adaptation
Several models of adaptation have been formulated. Depending on the source
of adaptation, the models are classiﬁed into bottom-up, where the feedfor-
ward, recurrent connections and connections within an area play the major
role in generating adaptation, and top-down, where the feedback projections
from higher areas to a neuron primarily determine the degree of adaptation
eﬀects (for reviews, see Gotts et al., 2012; Grill-Spector et al., 2006). Bottom-
up models of adaptation are represented by fatigue (Li et al., 1993; McMahon
and Olson, 2007; Miller et al., 1991b; Miller and Desimone, 1994), sharpening
(Desimone, 1996; Wiggs and Martin, 1998) and facilitation (Henson et al.,
2002; James et al., 2000; James and Gauthier, 2006) models. Top-down
models of adaptation are represented by the prediction error model (Friston,
2005; Rao and Ballard, 1999; Summerﬁeld et al., 2008). Bottom-up models
of adaptation were developed in connection to eﬀects of stimulus repetition
on neural response and tuning and in attempt to link these changes to im-
proved processing eﬃciency as postulated by the phenomenon of repetition
priming.
Fatigue models suggest that neurons decrease their ﬁring rates to a suc-
cessively presented test stimulus in proportion to either the response strength
to a preceding adapter stimulus (ﬁring-rate fatigue model) or the physical
similarity between the adapter and test stimuli (input fatigue model). Ac-
cording to the hybrid fatigue model, the degree of repetition suppression
depends on both the response strength to the adapter stimulus and the sim-
ilarity between the two stimuli, thus, combining the ﬁring-rate and input
fatigue models. Fatigue models predict no changes in temporal pattern of
neural responses and no (ﬁring-rate model) or weak (input fatigue and hy-
brid models) changes in tuning curves (De Baene and Vogels, 2010) when
repeating a stimulus. The fatigue models do not directly address the ques-
tion how the changes in neural response account for improved processing
eﬃciency. One potential explanation is that reduced neural activity reﬂects
greater synchronization of neural responses which in turn leads to more rapid
ﬂow of information throughout the cortex and, thus, more eﬃcient stimulus
processing (Gilbert et al., 2010; Gotts, 2003; for review, see Gotts et al.,
2012).
The sharpening model views the repetition-evoked changes in neural re-
sponse as a learning process. Contrary to the fatigue models, the sharpening
model postulates stronger response suppression for neurons that do not pre-
fer the adapter stimulus and weaker, if not absent, for neurons that prefer the
adapter. Thus, it states that the degree of response suppression with adap-
tation depends on the eﬀectiveness of the adapter stimulus in driving the
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neural response. Due to such sharpening of stimulus representation, that is,
fewer responsive neurons in total which are presumably involved in stimulus
processing, the neural population becomes more informative about stimulus
identity. In this way, such a sparser stimulus representation is beneﬁcial in
terms of metabolic cost and may also allow faster processing of the repeated
stimulus. Though, the latter depends on the read-out mechanisms of stimu-
lus identity by downstream neurons. The model predicts no changes in the
latency of response to a repeated stimulus and sharpening of tuning curves
around the preferred stimulus.
The facilitation model suggests that in addition to response suppression,
adaptation leads to the advanced in time and/or overall shorter neural re-
sponse to the repeated stimulus. The model was originally proposed in hu-
man fMRI studies of repetition priming in which the activation peak of the
BOLD signal for primed (previously presented, familiar) objects occurred ear-
lier in time than for non-primed (novel). The response latency of the BOLD
signal in these studies was measured either directly (Henson et al., 2002) or
using an unmasking technique to slow down the time course of the BOLD
signal within a trial (James et al., 2000; James and Gauthier, 2006). The
model does not make any speciﬁc predictions about the changes in tuning
curves with stimulus repetition.
The top-down prediction error (or perceptual expectation) model of adap-
tation suggests that adaptation results from an interaction throughout a
hierarchy of cortical areas between the bottom-up feedforward ﬂow of sen-
sory information (observations) and the top-down feedback projections which
carry information about the predictions (expectations) about the incoming
stimuli (Friston, 2005, 2009; Gotts et al., 2012; Kiebel et al., 2008; Wacongne
et al., 2011; Rao and Ballard, 1999). According to the model, the top-down
predictions suppress the bottom-up sensory input, with the residual signal
(prediction error) from lower areas in the hierarchy being transferred to
higher areas. In this manner, the predictions about the incoming stimuli
are getting better with stimulus repetition, at the same time leading to re-
sponse attenuation to the repeated stimulus (repetition suppression). In
other words, the prediction error model of adaptation suggests that adapta-
tion is a consequence of a fulﬁllment of perceptual expectations or a reduction
in perceptual prediction error, that is, a mismatch between expected and
observed percepts (stimuli). According to the model, adaptation occurs when
the subject expects that a stimulus will be repeated (low prediction error),
and there should be diminished or no adaptation when the repeated stimulus
is unexpected (large prediction error). In contrast to the bottom-up models
of adaptation, the prediction error model of adaptation predicts that adap-
tation depends on contextual factors that determine subject's expectations
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which cannot be explained by bottom-up mechanisms. Diﬀerent models of
adaptation and their characteristics are brieﬂy summarized in Table 1.1.
Model of
adaptation
Major determinant of
the degree of response
suppression with adap-
tation
Changes in neu-
ral tuning width
for repeated sti-
muli
Changes in res-
ponse latency to
repeated stimuli
Bottom-up models
Firing-rate
fatigue
Response strength to
the adapter stimulus
No changes or
increase
No changes
Input
fatigue
Similarity between the
adapter and test stimu-
li
No changes or
increase
No changes
Hybrid
fatigue
Combination of the res-
ponse strength to the
adapter stimulus and
the similarity between
the adapter and test
stimuli
No changes or
increase
No changes
Sharpening Similarity to the prefer-
red stimulus
Decrease No changes
Facilitation No predictions No predictions Shorter to the
repeated stimu-
lus
Top-down models
Prediction
error
Perceptual expectancy
of stimulus
No predictions No predictions
Table 1.1: Summary of the theoretical models of adaptation and their char-
acteristics.
To validate the prediction error model of adaptation, Summerﬁeld et al.
(2008) ran a human fMRI study in which they manipulated subject's per-
ceptual expectation of stimulus repetition. On each trial, subjects were pre-
sented with either the same face stimulus twice (repetition trial) or two dif-
ferent faces (alternation trial). Each stimulus was presented for 250 msec
and separated by an ISI of 500 msec. Subjects viewed stimuli in two exper-
imental contexts (blocks), one in which stimulus repetitions occurred more
frequently than stimulus alternations (75% repetition trials versus 25% al-
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ternation trials; repetition block) and one in which the reverse was the case
(alternation block). Hence, repetition and alternation blocks represented the
contexts with a high and a low perceptual expectancy of stimulus repetitions
or, in other words, with a low and a high prediction error, respectively. For
each type of trial and block, the degree of activation in the fusiform face
area (FFA) was assessed, with each face pair within a trial being modeled as
a composite event. Both blocks showed repetition suppression eﬀects, with
repetition trials eliciting a smaller BOLD signal compared to the alternation
trials. Importantly, this diﬀerence in the degree of repetition suppression be-
tween the repetition and alternation trials was reduced in alternation blocks,
where stimulus repetitions were improbable and, thus, unexpected. This ob-
served modulation of the degree of repetition suppression by stimulus repeti-
tion probability could not be explained by bottom-up models of adaptation,
but agreed well with the prediction error model, thus, providing evidence in
support of the latter.
1.5 Changes in response latency with adapta-
tion
Contrary to the facilitation model of adaptation, several single-cell studies
showed no evidence of an advanced in time neural response to the repeated
stimulus. For example, De Baene and Vogels (2010) and Liu et al. (2009)
recorded single-unit spiking activity in macaque anterior IT cortex. Both
studies employed a short-term adaptation paradigm, that is, stimulus du-
ration and ISI were ≤ 1 sec. The experimental design was highly similar
across both studies. Monkeys were presented pairs of stimuli (duration: De
Baene and Vogels, 2010: 300 msec; Liu et al., 2008: 500 msec), separated by
a blank screen (ISI: De Baene and Vogels, 2010: 300 msec; Liu et al., 2009:
1000 msec), while performing a passive ﬁxation task. Neurons were tested
with highly familiar stimuli of either grayscale artiﬁcially generated shapes
(De Baene and Vogels, 2010) or color photographs of real-world objects and
scenes (Liu et al., 2009). In both studies, the responses of single neurons
showed no diﬀerence in latency between the adapter (ﬁrst presented within a
pair of stimuli) and test (second presented) stimuli. Moreover, the same held
true when attention was equated between the two stimuli in a dimming de-
tection task (De Baene and Vogels, 2010). Notably, similar response latencies
were also observed when the adapter and test stimuli were presented at dif-
ferent non-overlapping positions within a neuron's receptive ﬁeld (De Baene
and Vogels, 2010). Though, in the latter case the degree of response sup-
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pression was lower compared to that when the adapter and test stimuli were
presented at the same position. In a study by Liu et al. (2009), the response
latency for the adapter and test stimuli was virtually the same and inde-
pendent of stimulus eﬀectiveness (peak ﬁring rates to the adapter stimulus
ranged between approximately 35 and 50 spikes/sec), response variance and
dynamics (high versus low transient response) to the adapter stimulus. In a
macaque IT single-cell study by Sawamura et al. (2006), passively ﬁxating
macaque monkeys were presented sequences of stimuli, with each stimulus
being presented for 300 msec and separated from each other by a blank screen
(ISI) for another 300 msec. The sequences consisted of serial presentations
of either one eﬀective stimulus, alternations of two diﬀerent eﬀective stimuli
or alternations of eﬀective and ineﬀective stimuli. All stimuli were familiar
to the monkeys and depicted color images of real-world objects. Similar to
De Baene and Vogels (2010) and Liu et al. (2009), the study by Sawamura
et al. (2006) did not ﬁnd any evidence in support of changes in response
latency with adaptation. The latter was true when the eﬀective test stim-
ulus was preceded by the same adapter stimulus and the other eﬀective or
ineﬀective adapter stimulus.
In contrast to the previously described studies in which monkeys per-
formed a passive ﬁxation task, in a macaque IT single-cell study by Verhoef
et al. (2008) monkeys were engaged in a size discrimination task. Monkeys
were required to passively maintain their ﬁxation on the target square, while
being presented two monochrome geometrical shapes (each for 307 msec)
separated by an ISI of 507 msec. After the oﬀset of the second shape, mon-
keys had to make a saccade in a particular direction when the size of two
shapes diﬀered and in the opposite direction when the size remained the same.
In agreement with the studies employing a passive ﬁxation task (De Baene
and Vogels, 2010; Liu et al., 2009; Sawamura et al., 2006), the use of the
size discrimination task did not aﬀect the response latency to the second
presented shape compared to the ﬁrst one. Interestingly, the degree of rep-
etition suppression decreased when increasing the diﬀerence in size between
the two shapes, thus, showing cross-adaptation (De Baene and Vogels, 2010;
Liu et al., 2009; Sawamura et al., 2006).
McMahon and Olson (2007) examined the relationship between repeti-
tion suppression and repetition priming by correlating the degree of response
suppression and decrease in reaction time with stimulus repetition. To ad-
dress this question, they recorded single-cell spiking activity in macaque IT
cortex while monkeys were performing a symmetry decision task. Monkeys
viewed monochrome geometrical shapes and had to make a judgment whether
the presented stimuli were symmetrical along the vertical meridian. This
judgment was accomplished by making a saccade to one of the two speci-
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ﬁed locations within a 200-600 msec time interval relative to stimulus onset.
Each stimulus was presented twice but the number of intervening stimuli be-
tween the two presentations (lag) was parametrically varied across stimuli.
In contrast to Verhoef et al. (2008), for each recording session a new set of
randomly generated stimuli was used. The population neural responses to
the ﬁrst and second consecutive presentations (lag = 0) of a stimulus did
not diﬀer signiﬁcantly until 147 msec after stimulus onset, with the visual
response to the stimulus already emerging at 80 msec. Similarly, no diﬀer-
ence in response latency was found for the two presentations of a stimulus
separated by one or two intervening stimuli. Thus, this study demonstrated
similar results to those of Verhoef et al. (2008) but when new stimuli were
used for each recording session. Interestingly, McMahon and Olson (2007)
found no signiﬁcant correlation between the degree of repetition suppression
and repetition priming as indexed by a decrease in reaction time to the re-
peated stimulus. Based on this observation, they concluded that repetition
suppression is unlikely to be a cause of repetition priming.
In a macaque IT study by Anderson and Sheinberg (2008), monkeys were
extensively trained with 100 color images of everyday objects during months
of preliminary behavioral training and learned to associate a left or right
button-press with each of the images. Later during recordings monkeys pas-
sively viewed these highly familiar stimuli interleaved with novel stimuli.
Each stimulus was presented for 300 msec and separated from each other
by an ISI of 300 msec. Importantly, diﬀerent sets of novel stimuli were
used across recording sessions. Anderson and Sheinberg (2008) showed that
the response latency of population multi-unit activity (MUA) and local ﬁeld
potentials (LFPs) was the same for both familiar and novel stimuli. The
signiﬁcant diﬀerence in response across monkeys between these two kinds of
stimuli emerged at earliest at 118 msec for MUA and 166 msec for LFPs
which was well above the response latency of each of the two signals (< 100
msec). This study demonstrated that in addition to short-term adaptation
paradigms, long-term experience with the stimuli also does not aﬀect the
response latency. Similarly, no diﬀerence in response latency between the
familiar and novel stimuli was found in other single-cell macaque IT stud-
ies by Freedman et al. (2006) and Li et al. (1993) as well as in macaque
PFC (Rainer and Miller, 2000). In the latter study, monkeys performed a
delayed matching-to-sample task and the response of single neurons to the
ﬁrst presented sample stimulus was compared across both types of stimuli.
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1.6 Changes in neural tuning with adaptation
The typical approach to address the eﬀect of adaptation on tuning curves is
to map the neuron's response to a stimulus while varying one of its proper-
ties, that is, to derive a neuron's tuning curve, before and after adaptation.
Neurons are usually adapted with the most and least eﬀective stimuli as well
as with a stimulus which evokes an intermediate response. Studying the ef-
fects of adaptation on neural tuning curves is of high importance since it is
seemingly the most straightforward way to resolve the question how adapta-
tion aﬀects processing of repeated (already experienced) and novel stimuli.
However, it is important to understand that changes in tuning curves with
adaptation are not static and may well diﬀer over the course of the response
to the test stimulus. Furthermore, these eﬀects can depend on both the eﬀec-
tiveness of the adapter stimulus and its similarity to the test stimulus, with
the size and polarity of eﬀects varying across brain areas. Finally, the dura-
tion of adaptation (short versus long) is also naturally expected to modulate
the degree of adaptation eﬀects.
Primary visual cortex (V1) is the most exploited brain area to study the
eﬀects of adaptation on neural responses and tuning curves. The latter fact
rests on the relative ease of parameterization of stimulus properties which
modulate the response strength of single V1 neurons. A number of short-
term adaptation studies showed that the strongest response suppression of V1
neurons occurs when the adapter and test stimuli are well-matched (Giaschi
et al., 1993; Marlin et al., 1988; Nelson, 1991; Vautin and Berkley, 1977).
As a result, adaptation with the preferred stimulus ﬂattens the peak of tun-
ing curves of V1 neurons. The ﬂattening of the tuning curves consequently
increases their breadth. On the contrary, adaptation with a stimulus lying
on the ﬂank of a tuning curve leads to a strong response reduction around
that stimulus and negligible on the opposite ﬂank. This highly imbalanced
response suppression with adaptation on the ﬂank shifts the preferred stim-
ulus of tuning curves away from the adapted direction (repulsive shifts) and
additionally narrows the tuning curves. Repulsive shifts of tuning curves of
single V1 neurons have been observed for such stimulus properties as ori-
entation (Dragoi et al., 2000, 2001, 2002; Felsen et al., 2002; Muller et al.,
1999), spatial (Saul and Cynader, 1989a) and temporal frequency (Saul and
Cynader, 1989b).
The macaque area MT showed diﬀerent adaptation eﬀects than those
observed in V1. For example, Kohn and Movshon (2004) systematically ex-
amined adaptation eﬀects on responses and direction tuning curves of single
MT neurons recorded in anesthetized macaque monkeys. The activity of each
neuron in their study was tested with 1-sec-long drifting sine wave gratings of
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diﬀerent directions before and after adaptation with a sine wave grating drift-
ing either in the preferred, ﬂank or null direction for 40 sec. Adaptation to
the preferred direction of MT neurons on average attenuated their response.
However, the degree of response suppression varied across directions, show-
ing a stronger decrease for the test directions lying on the ﬂanks than for
the preferred direction. Alternatively, adaptation to the ﬂank direction had
a negligible eﬀect on the response to stimuli on the adapted ﬂank of the
tuning curve while substantially reducing the response on the opposite ﬂank.
In both cases, such non-uniform response suppression led to the substantial
narrowing of tuning curves around the adapted direction, with a stronger
narrowing eﬀect occurring for adaptation in the preferred direction. Addi-
tionally, adaptation to the ﬂank direction signiﬁcantly shifted the preferred
direction of tuning curves toward the adapted direction (attractive shifts).
No signiﬁcant eﬀects were observed with adaptation in the null direction. In
another macaque MT study by Krekelberg et al. (2006b), neurons were ﬁrst
adapted with a 2-sec-long drifting coherent random dot pattern and then
tested with a new such pattern of a diﬀerent speed, presented for 500 msec.
The two stimuli were separated by a blank screen (ISI) of 500 msec. All
recordings were performed in passively ﬁxating macaque monkeys. Similar
to Kohn and Movshon (2004), Krekelberg et al. (2006b) observed response
suppression and narrowing of speed tuning curves with adaptation. Yet,
adaptation in their study did not change the preferred speed of MT neurons.
Importantly, contrary to the V1 data and in line with Kohn and Movshon
(2004), Krekelberg et al. (2006b) showed that the degree of response suppres-
sion was the smallest when the adapter and test stimuli were well-matched
and increased with a diﬀerence in speed between the two stimuli.
To address the eﬀect of adaptation on tuning curves in macaque IT,
De Baene and Vogels (2010) recorded single-unit spiking activity in passively
ﬁxating macaque monkeys while presenting them pairs of artiﬁcially gener-
ated shapes. Note that in contrast to early visual areas in which neurons
code relatively simple stimulus properties (e.g., orientation, motion direction
and speed), macaque IT neurons code higher-order stimulus properties which
cannot be easily manipulated parametrically. The latter complicates the use
of tuning curves to describe the behavior of single IT neurons in response to a
particular stimulus property. To overcome this, De Baene and Vogels (2010)
employed sets of 3D shapes, with each set being artiﬁcially generated by grad-
ually transforming one extreme predetermined shape into another. Hence,
despite changing a higher-order stimulus property such as shape, each gen-
erated shape stimulus in their study was parametrically characterized by the
degree of transformation. They observed that stimulus repetition on average
attenuated the response to a repeated stimulus, with the size of decrease
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being seemingly proportional to stimulus eﬀectiveness. Importantly, such
proportional decrease in response with stimulus repetition resulted in linear
scaling of the shape tuning curves for the repeated stimuli. When adapting
IT neurons with one shape stimulus and probing with another one, De Baene
and Vogels (2010) demonstrated that the degree of response suppression to
the test stimulus was primarily determined by the similarity between the two
stimuli and to a lower extent by the response to adapter. Similar observations
were made in other macaque IT single-cell studies. For example, McMahon
and Olson (2007) found a positive correlation between stimulus eﬀectiveness
and the degree of repetition suppression, whereas Liu et al. (2009) showed a
stronger eﬀect of the similarity between the adapter and test stimuli than of
the response to adapter on the degree of response suppression.
Training monkeys with the same set of stimuli for lengthy periods of time
improves their ability to discriminate between the stimuli. One of the neural
mechanisms which can mediate this improvement in discriminability is the
enhanced stimulus selectivity (sharpness of a tuning curve) of single neurons
acquired after long-term exposure to the stimuli. Several single-cell studies
(IT: Baker et al., 2002; Freedman et al., 2006; Kobatake et al., 1998; Lo-
gothetis et al., 1995; Miyashita, 1988; Mruczek and Sheinberg, 2012; Op de
Beeck et al., 2007; PFC: Rainer and Miller, 2000) addressed this question
by comparing stimulus selectivity of single neurons for the highly familiar
trained stimuli and novel stimuli. Single neurons in these studies indeed
showed a greater degree of stimulus selectivity for the trained stimuli com-
pared to novel. However, caution is required when linking these ﬁndings
to those observed in other visual areas when using a short-term adaptation
paradigm. For example, long-term exposure (adaptation) requires substan-
tial amount of time (weeks and months of training monkeys) for the changes
in neural response to occur. Thus, these changes in response can be viewed
as underlying learning mechanisms rather than being consequences of adap-
tation. Furthermore, the degree of stimulus selectivity mainly reﬂects the
dynamic range of the neuron's response and not the shape of the neuron's
tuning curve. Due to the latter fact, the changes with adaptation in the
degree of stimulus selectivity of a single neuron cannot be directly compared
to the changes in the tuning curve of that neuron. For example, adaptation
with a stimulus lying on the ﬂank of the neuron's tuning curve will similarly
aﬀect the degree of stimulus selectivity of both V1 and MT neurons. Yet,
adaptation will result in the opposite shifts of the preferred stimulus for these
areas (repulsive shifts in V1 and attractive shifts in MT, see above) which are
not captured by the degree of stimulus selectivity. Note that a tuning curve
and the degree of stimulus selectivity are common metrics of neural response
to a particular stimulus property in short- and long-term adaptation studies,
23
respectively.
1.7 Adaptation-induced changes in neural syn-
chronization
It is still unclear what mechanisms underlie the improved processing eﬃciency
with stimulus repetition (priming) and, speciﬁcally, how reduced ﬁring rate
to a repeated stimulus can support this. The most straightforward answer
to the last question, as suggested in the sharpening and facilitation models,
was sparser stimulus representation or faster neural response with stimulus
repetition. However, a number of single-cell studies (see above) did not ﬁnd
evidence in support of the predictions made from these theoretical models of
adaptation. Importantly, the lack of such evidence could be attributed to the
choice of employed experimental paradigms, that is, short-term adaptation
with familiar stimuli and comparison between familiar and novel stimuli with
much longer ISIs (because of intervening stimuli) in most of the priming stud-
ies. It is possible that diﬀerent experimental paradigms may produce results
which will be in line with either sharpening or facilitation model. However,
in the latter case these models cannot be considered as universal models
of adaptation, since they do not generalize to all experimental conditions
under which adaptation eﬀects are observed. Another approach to resolve
the question of improved processing eﬃciency with priming was to look at
the changes in synchronized activity of cortical neurons following stimulus
repetition. Indeed, if stimulus repetition resulted in better temporally coor-
dinated (synchronized) activity, one would expect a faster ﬂow of information
throughout the cortex and, thus, faster stimulus processing (Ghuman et al.,
2008; Gilbert et al., 2010; Gotts, 2003). The latter rests on the belief that
more synchronized presynaptic input is more eﬃcient in triggering a postsy-
naptic response (Fries et al., 2001; for review, see Gotts et al., 2012) which
can in turn compensate the reduced input to a neuron due to adaptation.
Gotts (2003) examined the eﬀect of stimulus repetition on functioning
of a neural circuitry by creating a computational model which included bio-
logically plausible levels of excitatory and inhibitory neurons and short-term
plasticity mechanisms. Stimulus repetition in his model was found to pro-
portionally reduce ﬁring rates of the neurons and at the same time to en-
hance neural low-frequency (0-15 Hz) oscillations which were phase-locked
to the onset of the stimulus, that is, evoked synchrony. Importantly, this en-
hanced synchrony of neural activity resulted in a stronger and more reliable
input to downstream neurons. The idea of enhanced synchronization with
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stimulus repetition was recently supported in two magnetoencephalography
(MEG) repetition priming studies conducted in humans (Ghuman et al.,
2008; Gilbert et al., 2010).
In a study by Gilbert et al. (2010), subjects were shown grayscale pictures
of common objects, each presented for 300 msec and separated from each
other by a variable ISI of 1700-3200 msec, and were instructed to covertly
name them. As soon as the subjects identiﬁed the presented stimulus, they
were required to signal this as quickly as possible by pressing a button. Some
of the stimuli in an experimental session were shown only once, with the
others being repeated. Gilbert et al. (2010) measured evoked power of the
recorded MEG signal for the two frequency bands of interest (5-15 Hz and
15-35 Hz) and over the brain regions which showed repetition suppression
in previous fMRI studies (bilateral striate/extrastriate cortex, left and right
fusiform gyri, left and right lateral PFC). They observed increases in evoked
power for the repeated stimuli compared to those presented only once in an
experimental session. These increases in power were detected in the right
fusiform gyrus and right lateral PFC for the 5-15 Hz frequency band and
in visual striate/extrastriate cortex for the 15-35 Hz frequency band. The
increases in evoked power for these low-frequency bands were paralleled by
faster response to the repeated stimuli, that is, repetition priming.
A similar study by Ghuman et al. (2008) examined the functional con-
nectivity between prefrontal and temporal cortices in a standard repetition
priming paradigm. The choice of these two regions was attributed to local
activation reductions within the regions as well as to the between-region in-
teraction associated with repetition priming. Ghuman et al. (2008) reasoned
that if cross-cortical communication was a critical component for repetition
priming, then changes in functional connectivity between the regions should
correlate with changes in behavior. In their study, subjects viewed color line
drawings of everyday objects and were asked to make judgments about the
size of the objects. In each experimental session, presentations of the primed
(experienced in the past) stimuli were intermixed with those of novel stim-
uli. As expected, subjects were better at judgment of the primed stimuli
compared to novel, thus, demonstrating repetition priming. In addition to
this, Ghuman et al. (2008) demonstrated that the low-frequency (10-15 Hz)
phase-locked cross-cortical synchronization was also greater for the primed
stimuli than for novel. Importantly, as predicted, the latency of the peak
synchrony between the regions signiﬁcantly correlated with the degree of
behavioral facilitation (decrease in reaction time).
The modulation of evoked low-frequency oscillations of neural activity
by stimulus familiarity was also observed in several macaque electrophysio-
logical studies. In a macaque IT study by Anderson and Sheinberg (2008),
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monkeys were performing a passive ﬁxation task while being presented in-
terleaved familiar and novel stimuli. In their study, the MUA response to
the familiar stimuli was suppressed compared to novel. In addition to this
response suppression, presentation of the familiar stimuli was also accom-
panied by larger low-frequency (approximately below 10 Hz) oscillations in
the LFP signal which were locked to the stimulus onset. A similar tendency
was also apparent in their MUA data, albeit being less pronounced. The
enhanced evoked low-frequency (approximately below 10 Hz) oscillations for
the familiar compared to novel stimuli were also observed in another macaque
IT study by Freedman et al. (2006), but at the level of spiking activity of
single neurons. Like in a study by Anderson and Sheinberg (2008), Freedman
et al. (2006) employed a passive ﬁxation task to compare the neural responses
between the two types of stimuli. Peissig et al. (2007) recorded LFPs from
transcranial electrodes chronically implanted over occipitotemporal sites of
macaque monkeys. Monkeys were trained to classify color images of birds by
pushing one of the two response buttons. During recordings, monkeys per-
formed the same classiﬁcation task but of both previously trained (familiar)
and novel stimuli also depicting birds. Monkeys showed faster reaction time
and higher accuracy of classiﬁcation for the familiar stimuli as opposed to
novel. Importantly, the observed repetition priming eﬀects for the familiar
stimuli were paralleled by stronger low-frequency (approximately below 10
Hz) evoked oscillations in LFPs for those stimuli.
Dragoi and colleagues examined the eﬀect of short-term adaptation  but
not of stimulus familiarity  on neural synchronization in V1 (Hansen and
Dragoi, 2011) and V4 (Wang et al., 2011) of passively ﬁxating macaque mon-
keys. The experimental design was the same across both studies. Monkeys
were presented pairs of static oriented sine wave gratings on a single trial,
with each grating being presented for 300 msec and separated by a blank
screen (ISI) for 100 msec. To detect changes in neural synchronization with
stimulus repetition, the degree of synchronization to the test stimulus was
compared to that when the test stimulus was preceded by a random dot
patch of the same size (control condition, no adaptation). Single-unit and
LFP recordings in the V1 study were performed with a multi-channel lam-
inar electrode which allowed sampling of neural activity across all cortical
layers. Simultaneous recordings from multiple single microelectrodes were
performed in the V4 study. Overall, both studies showed a decrease in peak
ﬁring rate of neurons to the test stimulus, and this was irrespective of a cor-
tical layer in V1. Prior adaptation with a grating stimulus resulted in better
synchronization between spiking activity and LFPs for the test stimulus in
the gamma frequency range (approximately 40-80 Hz) compared to the con-
trol condition. This enhanced spike-LFP synchronization was observed only
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in supragranular layers of V1. Remarkably, in both studies the adaptation-
induced changes in the spike-LFP gamma synchronization were positively
correlated with the changes in neurons' capacity to discriminate nearby ori-
entations of the test gratings. Only supragranular layers of V1, which provide
input to downstream visual areas, showed signiﬁcant correlation between the
changes in gamma synchronization and neural discriminability.
Interestingly, Dragoi and colleagues also observed a decrease in low-
frequency (below 4 Hz) neural synchronization between single neurons un-
dergoing short-term adaptation. In their V1 (Gutnisky and Dragoi, 2008)
and V4 (Wang et al., 2011) studies, they measured trial-to-trial covariations
in spiking activity (noise correlations) between two simultaneously recorded
single neurons before and after adaptation with a sine wave grating (adapter
stimulus duration: V1: 400 msec; V4: 300 msec). Recordings were performed
in passively ﬁxating macaque monkeys. They observed a decrease in noise
correlations for the test stimulus compared to the adapter. However, this
decrease reached statistical signiﬁcance only in V1 but not in V4.
1.8 Objectives
The ultimate goal of the current doctoral dissertation is to improve our un-
derstanding of the phenomenon of neural adaptation. To accomplish this
goal, we recorded spiking activity and LFPs in macaque area IT, a higher
order visual area that codes for object properties for the sake of object recog-
nition and categorization (Vogels and Orban, 1996; for reviews, see Connor
et al., 2007; DiCarlo et al., 2012; Fujita, 2002; Logothetis and Sheinberg,
1996; Miyashita, 1993; Riesenhuber and Poggio, 2002; Tanaka, 1996; Tompa
and Sary, 2010). Previous studies demonstrated that single neurons and
neural populations in macaque area IT show on average strong adaptation
eﬀects (single neurons: e.g., De Baene and Vogels, 2010; Gross et al., 1967,
1969; Li et al., 1993; Miller et al., 1991a,b; Sobotka and Ringo, 1994, 1996;
Liu et al., 2009; LFP gamma band activity: De Baene and Vogels, 2010;
fMRI: Sawamura et al., 2005), which made this area a good candidate to
study adaptation. The choice of macaque monkeys (Macaca mulatta) for
our experiments was based on the invasiveness of the recordings technique,
which precludes its common use in healthy human subjects, and on the fact
that the monkey visual system is the most similar to that of humans. In
all our experiments, we studied short-term adaptation, that is, both stimu-
lus duration and ISI did not exceed 500 msec, as opposed to the long-term
adaptation.
In this dissertation, we address the following questions:
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1. High-order modulation of adaptation by contextual factors related to
perceptual expectancy. By adopting the experimental paradigm of
Summerﬁeld et al. (2008), we examined whether perceptual expectancy
of stimulus repetitions, manipulated by repetition probability, inﬂu-
ences adaptation at the level of single-unit spiking activity and LFPs.
2. Eﬀect of adaptation on the functioning of neural circuitry. To explore
whether in addition to the modulation of spiking activity and LFPs
adaptation aﬀects synchronized activity in macaque IT, we recorded
MUA and LFPs throughout the cortex, using a 16-channel laminar
electrode. We performed the MUA-LFP and LFP-LFP coherence anal-
yses in order to investigate frequency- and lamina-dependent eﬀects of
stimulus repetition on synchronized activity.
3. Eﬀect of adaptation on object representation accuracy. We compared
classiﬁcation accuracies of object coding before and after short-term
adaptation. This is an important question because if adaptation ef-
fects indeed underlined repetition priming, one would expect to observe
better object coding with stimulus repetition. We addressed this ques-
tion by classifying stimuli based on the responses of single neurons and
small neural populations. On top of that, we paralleled the spiking
data results by those provided by decoding stimulus identity from the
LFP signal in diﬀerent frequency bands.
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Chapter 2
Stimulus Repetition Probability
Does Not Aﬀect Repetition
Suppression In Macaque Inferior
Temporal Cortex
Kaliukhovich, D. A. and Vogels, R. (2011). Stimulus repetition probability
does not aﬀect repetition suppression in macaque inferior temporal cortex.
Cerebral Cortex, 21(7):1547-1558.
Abstract
Recent human functional magnetic resonance imaging studies (Summerﬁeld
et al., 2008) showed that adaptation or repetition suppression is aﬀected by
contextual factors related to perceptual expectations, suggesting that adap-
tation results from a fulﬁllment of perceptual expectation or a reduction in
prediction error. This view contrasts with the bottom-up fatigue or sharpen-
ing mechanisms of adaptation proposed in single-cell studies. We examined
whether stimulus repetition probability aﬀects adaptation of spiking activity
and local ﬁeld potentials (LFPs) in macaque inferior temporal (IT) cortex,
using a protocol similar to that of Summerﬁeld et al. (2008). Monkeys were
exposed to two randomly interleaved trials, each consisting of either two iden-
tical (rep trial) or two diﬀerent stimuli (alt trial). Trials were presented in
repetition (rep) blocks consisting of 75% of rep trials and 25% of alt trials
or in alternation (alt) blocks having opposite repetition probabilities. For
both spiking and LFP activities, the stimulus-selective adaptation did not
diﬀer signiﬁcantly between rep and alt blocks. The number of preceding rep
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or alt trials and the trial position within a block did not aﬀect adaptation.
This absence of any eﬀect of stimulus repetition probability on adaptation
suggests that adaptation in IT is not caused by contextual factors related to
perceptual expectation.
2.1 Introduction
The responses of many neurons in the macaque inferior temporal (IT) cor-
tex, a visual cortical area coding for object properties, decrease with stim-
ulus repetition (Gross et al., 1967, 1969; Baylis and Rolls, 1987; De Baene
and Vogels, 2010; Liu et al., 2009; McMahon and Olson, 2007; Miller et al.,
1991a,b; Riches et al., 1991; Sobotka and Ringo, 1993; Vogels et al., 1995;
Sawamura et al., 2006; Verhoef et al., 2008). This repetition suppression
(Desimone, 1996) or adaptation eﬀect (Ringo, 1996) has recently aroused
interest because of the widespread use of adaptation paradigms in human
functional magnetic resonance imaging (fMRI) studies (Grill-Spector et al.,
2006). An understanding of the mechanisms of adaptation is essential for the
interpretation of fMRI adaptation studies.
Recent studies suggest that adaptation of macaque IT neurons depends
on suppression of the input of the neuron and/or synaptic depression (Liu
et al., 2009; De Baene and Vogels, 2010; Sawamura et al., 2006), at least in
adaptation paradigms using stimulus presentations 500 msec or less in du-
ration or < 1 sec inter-stimulus intervals. Such input fatigue is assumed
to be driven by bottom-up mechanisms or by synaptic changes in the local
network. In contrast, a recent alternative model of adaptation stresses the
role of top-down factors in generating adaptation (Friston, 2005; Summerﬁeld
et al., 2008). In that model, adaptation is a consequence of the fulﬁllment of
perceptual expectations or of a reduced mismatch between expected and ob-
served percepts, that is, the prediction error. Thus, adaptation should occur
when the subject expects that a stimulus will be repeated (low prediction
error), and there should be diminished or no adaptation when the repeated
stimulus is unexpected (large prediction error).
The perceptual expectation model of adaptation predicts that adapta-
tion depends on contextual factors that determine expectation. A recent
human fMRI study (Summerﬁeld et al., 2008) conﬁrmed this prediction
by showing that blood-oxygen-level-dependent (BOLD) adaptation in the
fusiform face area (FFA) was greater in blocks in which repetition of a face
was more frequent than in blocks where repetition was improbable. Thus,
the occurrence of adaptation in this visual cortical area depended on stimulus
repetition probability, a parameter related to statistical temporal regularities
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in the ﬂow of visual information across several trials. This strong contextual
eﬀect cannot be explained by the input fatigue mechanisms postulated by fa-
tigue models of adaptation (Grill-Spector et al., 2006; De Baene and Vogels,
2010) or other mechanisms (Grill-Spector et al., 2006) that rely on bottom-up
factors. Because the computation of repetition probability requires the inte-
gration of information across several trials, it is also unlikely that repetition
probability eﬀects on adaptation depend on local computations in visual cor-
tical areas that very likely have a rather limited temporal integration span.
Given the challenge that the Summerﬁeld et al. (2008) data presents to the
bottom-upexplanations of repetition suppression, we decided to examine
the eﬀect of repetition probability on adaptation in macaque IT. Following
Summerﬁeld et al. (2008), we measured adaptation using single-unit spik-
ing activity and local ﬁeld potentials (LFPs) in IT to compare blocks with
high and low probabilities of stimulus repetition. We employed the same
timing parameters and repetition probabilities as those in the Summerﬁeld
et al. (2008) fMRI study. Unlike most studies of repetition suppression in
macaque IT but as in the Summerﬁeld et al. (2008) and most human fMRI
adaptation studies, each trial consisted of novel stimuli. This also allowed
us to assess adaptation in the spiking activity and LFPs under trial-unique
stimulus presentation conditions that are directly comparable with those em-
ployed in most fMRI adaptation studies.
2.2 Materials and methods
2.2.1 Subjects
Three rhesus macaques (Macaca mulatta; one male monkey G, left hemi-
sphere, and two female monkeys M, right hemisphere, and K, left hemi-
sphere, weighing 7.6, 5.3 and 6.7 kg, respectively) served as subjects. Before
the present study, monkey G had served as a subject in the adaptation study
of De Baene and Vogels (2010). The other two animals had not previously
participated in any study using adaptation paradigms. Animal care and ex-
perimental procedures met the national and European guidelines and were
approved by the Ethical Committee of the KU Leuven Medical School.
A custom-made plastic headpost and plastic recording chamber (Crist In-
struments) were ﬁxed to the monkey's skull with acrylic cement and ceramic
screws. The surgical implants were performed under aseptic conditions and
gas anesthesia (mixture of 1.5 MAC isoﬂurane and 50% N2O/50% O2). The
placement of the recording chamber was guided with a preoperative magnetic
resonance imaging (MRI) scan and veriﬁed with MRI scans obtained at the
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beginning and during the course of recording sessions. Reliable estimations
of the recording positions were obtained by the visualization of glass capil-
laries ﬁlled with the MRI opaque copper sulfate (CuSO4) inserted into the
recording chamber grid (Crist Instruments) at predetermined positions.
Recording positions were estimated based on the MRI visualization of
these markers and by using the positions of blood residue from guide tube
insertions combined with the microdrive depth readings of the white/gray
matter transitions relative to the grid base. The recording locations included
the lower bank of the superior temporal sulcus (STS) and the lateral con-
vexity of the IT cortex. The anterior-posterior coordinates of the recording
positions ranged, respectively, between 17 and 21 mm, 11 and 15 mm, and
12 and 17 mm anterior to the auditory meatus in monkeys G, M and K.
Although these anterior-posterior Horsley-Clarke coordinates of the older,
male monkey G did not overlap with those of the two female monkeys, the
recording locations relative to anatomical landmarks were similar in the three
animals. For instance, the recording locations overlapped considerably when
referenced to the amygdala (the most posterior extent of the amygdala was
at 19, 14 and 16 mm anterior in monkeys G, M and K, respectively). The
medial-lateral coordinates ranged between 20 and 23 mm, 18 and 22 mm, and
19 and 24 mm lateral to the midline in monkeys G, M and K, respectively.
2.2.2 Recordings
Apparatus and recording procedures were identical to those of De Baene and
Vogels (2010). LFPs and spikes were recorded simultaneously from the same
microelectrode using a Plexon data acquisition system. The recordings were
performed with epoxy-coated tungsten microelectrodes (FHC Inc., approxi-
mately 1 MΩ impedance in situ) lowered with a Narishige microdrive through
a guide tube that was ﬁxed in a Crist grid. Action potentials of single neu-
rons were isolated online using a time-window discriminator provided by
a Plexon data acquisition system (Plexon Inc.). The grounded guide tube
served as the reference. Recorded signals were pre-ampliﬁed with a headstage
having an input impedance of > 1 GΩ. The signals were split into spiking
activity (band-passed signal between 250 Hz and 8 kHz) and LFPs (band-
passed signal between 0.7 and 170 Hz sampled at 1 kHz). Eye position was
measured online with an infrared-based eye tracking system (ISCAN EC-
240A, ISCAN Inc.; 120 Hz sampling rate). The analog eye movement signal
was saved using a sampling frequency of 1 kHz. Timings of isolated single
units, eye positions, stimulus and behavioral events were stored for later of-
ﬂine analysis. We monitored the stimulus-triggered LFP online that proved
to be very useful for localizing responsive regions in IT.
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2.2.3 Stimuli
We employed two sets of stimuli, comprising fractal patterns (Fig. 2.1A)
and composed of images of existent objects (natural stimuli; Fig. 2.1B). Our
experimental design required that each stimulus was never repeated across
trials or sessions for any given animal (see below). This necessitated a large
number of stimuli. To meet this requirement, we generated thousands of
diﬀerent fractal patterns using the fractal-based algorithm of Miyashita et al.
(1991). This algorithm also allowed us to adjust the stimulus complexity by
changing the fractal parameters. We chose the fractal stimulus set because
each fractal stimulus contains multiple features, textures and colors and thus
drive IT neurons relatively well.
Figure 2.1: Examples of (A) fractal and (B) natural stimuli. The stimuli
shown to the animals were in color.
A disadvantage of the fractal set is that the images are artiﬁcial, unlike
the face stimuli employed in the Summerﬁeld et al. (2008) study. To address
this issue, in subsequent recording sessions, we employed a wide variety of
natural images as stimuli. These natural images were partially collected from
the open image database LabelMe (Russell et al., 2008), while the remainder
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was provided by Google Image Search service (Google Inc.). The collected
images were visually inspected to include only images of existing objects,
excluding any artiﬁcial and artistic drawings. The stimulus set included a
wide selection of diﬀerent categories, for example, human and animal faces,
human and monkey bodies, animals, indoor and outdoor environments, nat-
ural landscapes and manmade objects. All images were resized to meet the
stimulus size constraint, and their borders were smoothed using a circular
ramp function window. Both fractal and natural stimuli were in color and
subtended approximately 5◦ of visual angle. As in the main experiment of
Summerﬁeld et al. (2008), the adapter and test stimulus sizes were equated.
The stimuli were presented on a uniform gray background in the center of a
CRT display (frame rate = 60 Hz) positioned 61 cm from the subject's eyes.
Monkey G was tested with both stimulus sets, while monkeys M and K
were tested with only fractals and natural stimuli, respectively.
2.2.4 Experimental design and tests
2.2.4.1 Search test
The aim of this test was to ﬁnd neurons in IT that were responsive to the
stimuli of one of the two sets. The search test was always launched ﬁrst when
a new recording session started. As soon as spiking and LFP responses to
the stimuli were detected in the targeted region (lower bank of STS or lateral
convexity of IT), we stopped advancing the electrode, isolated a neuron and
tested it in the adaptation test. The search test was restarted after collecting
the desired data in the adaptation test or when the neuron was lost.
A trial in the search test started with the onset of a red target square (size
= 0.17◦), shown in the center of the display, that the monkey had to ﬁxate.
After 500 msec of stable ﬁxation, a stimulus was presented for 300 msec.
The animal had to maintain ﬁxation during the stimulus presentation and
for 300 msec poststimulus in order to obtain a ﬂuid reward. We presented a
total of 30 stimuli from either the fractal or natural image sets in a random
order across trials. These stimuli were randomly selected from previously
presented fractal or natural images. The same images were used in several
recording sessions but were occasionally replaced by new stimuli.
2.2.4.2 Adaptation test
Following the Summerﬁeld et al. (2008) experimental design, two stimuli,
adapter and test, were presented for 250 msec each, separated by a blank
screen for 500 msec. The stimuli within a trial were either the same (repe-
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tition/rep trials; Fig. 2.2A) or diﬀerent (alternation/alt trials; Fig. 2.2B).
As in the Summerﬁeld et al. (2008) study, stimuli were not repeated across
trials. Subjects were required to maintain ﬁxation from 500 msec prior to
stimulus onset until 300 msec after the stimulus ended. Continuous ﬁxation
in this 1800 msec interval was followed by a ﬂuid reward. Any break in ﬁxa-
tion during this interval aborted the trial. The ﬁxation window sizes ranged
from 0.9◦ to 1.5◦ horizontally and 1.3◦ to 1.8◦ vertically. Aborted trials were
not used for online computations of the proportions of rep and alt trials
within a block and were not analyzed further. The time interval between the
test stimulus end and adapter stimulus onset for the next trial or, in the case
of aborts, between the end of the stimulus and the beginning of the adapter
stimulus of the next trial varied across trials since it depended on the ocu-
lomotor behavior of the animal between trials. The medians of these time
intervals ranged from 1789 to 2691 msec across monkeys and stimulus sets,
with minima ranging from 1159 to 2220 msec. These values are well above
the 500 msec inter-stimulus interval of a stimulus sequence and overlap with
the 2-4 sec range used in the fMRI study of Summerﬁeld et al. (2008).
Figure 2.2: Trial sequences: (A) repetition and (B) alternation trials. The
animals were required to ﬁxate on a small target square during the full course
of a trial sequence followed by a ﬂuid reward. Each trial consisted of novel
stimuli. Note that the actual ﬁxation target was smaller than illustrated
here, and the stimuli were shown in color.
As in the study of Summerﬁeld et al. (2008), both types of trials were
presented in two types of blocks: one in which the probability of rep trials
was high (75% of trials, rep block) and one in which the probability of rep
trials was low (25% of trials, alt block). The proportions of rep and alt
trials in the two block types are identical to those used by Summerﬁeld et
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al. (2008). Each block consisted of 40 unaborted trials, twice as many as
in the Summerﬁeld et al. (2008) study. Each block started with ﬁve trials
of the same type as the high-probability trial of that block (e.g., the ﬁrst
ﬁve trials in a rep block were rep trials). In the Summerﬁeld et al. (2008)
study, only the ﬁrst two trials were of the high-probability type. Note that
both diﬀerences with respect to the Summerﬁeld et al. (2008) study are
expected to increase the build-up of an expectation of stimulus repetition,
and thus should have increased the strength of the repetition probability
eﬀect. Except for the ﬁrst ﬁve trials, the two trial types were presented in
a random order. Rep and alt blocks alternated within a test. A minimum
of 6 blocks (median = 10) were tested for each neuron/site. The order of
the blocks was counter-balanced across recorded neurons/sites. The switch
between blocks was signaled by presenting ﬁve trials in which the screen was
ﬁlled with one of ﬁve colors (blue, yellow, green, orange and purple). Those
trials had the same timing parameters as the adaptation trials, except that
instead of two stimuli, only one color ﬁeld was shown for 300 msec during
maintained ﬁxation.
2.2.5 Data analysis
2.2.5.1 Spiking activity
Responses in the ﬁrst ﬁve unaborted trials of a block were excluded from
analyses, unless otherwise stated. For each unaborted trial, baseline ﬁring
rate was measured within a 250 msec time window that started 250 msec
before stimulus onset. Firing rates for the adapter and test stimuli were
computed within 250 msec windows starting 50 msec after stimulus onset. A
neuron was considered to be responsive if the mean ﬁring rate to the adapter,
averaged across unaborted trials, was signiﬁcantly greater than the average
baseline ﬁring rate (paired two-sided t-test, p < 0.05). Only thusly deﬁned
responsive neurons were analyzed further.
For each neuron, we computed four adaptation indices (AI s): one for rep
and one for alt trials tested in rep and alt blocks, respectively. This index
was computed as follows:
AI =
S1− S2
S1
× 100,
where S1 and S2 are the mean gross responses to the adapter and test
stimuli, averaged across unaborted trials of the same type and across blocks
of a particular type. Note that this index, computed on gross responses, will
produce larger AI indices than those of Sawamura et al. (2006) and De Baene
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and Vogels (2010), since the AI indices in these studies were computed using
net, baseline-subtracted responses. For analyses in which we selected trials
as a function of particular parameters (e.g., number of preceding rep trials),
we computed an adaptation metric for each trial. For these analyses, we
employed a diﬀerent index which we will label the adaptation contrast (AC )
index, since it is related to the Michelson contrast measure. It is deﬁned as
follows:
AC =
S1− S2
S1 + S2
,
with S1 and S2 being the gross ﬁring rate for the adapter and test stimulus
in an unaborted trial, respectively. The AC index has the advantage that
is symmetrical around zero, that is, equal absolute indices when the relative
diﬀerences in responses to both stimuli are of the opposite sign. We related
the AC values to parameters such as the number of preceding trials of a
particular type or the position of a trial within a block. This was done using
robust linear regression analyses to protect against outliers. For the robust
regression, we employed the Matlab function robustﬁt with default param-
eter values. To increase the statistical power of these regression analyses,
we pooled trials across animals and stimulus sets, but results were similar to
those obtained when each animal and stimulus set was analyzed separately.
To compute the number of preceding rep or alt trials, we took those trials
in which test and adapter stimuli were shown, but breaks in ﬁxation were
allowed after the test stimulus ended. We also included the ﬁrst ﬁve trials
of a block in this analysis. These regression analyses were performed using
the trials in all blocks of a particular type and also using the trials of only
the ﬁrst block for each neuron. The latter prevents contamination of the
expectation in the current block by the expectation build-up in the previous
blocks.
Note that response in the following text refers to gross ﬁring rates, unless
otherwise stated.
2.2.5.2 LFPs
LFPs were ﬁltered oine with a digital 50-Hz notch ﬁlter (48-52 Hz fourth-
order Butterworth FIR ﬁlter; Fieldtrip Toolbox, F.C. Donders Centre for
Cognitive Neuroimaging, Nijmegen, the Netherlands; http://fieldtrip.
fcdonders.nl/). Trials in which the signal was < 5% or > 95% of the total
input range were excluded. The spectral analysis of the LFPs was based on
a time-frequency wavelet decomposition of the signal between 10 and 100
Hz. By convolving single-trial data using complex Morlet wavelets (Tallon-
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Baudry et al., 1997) and taking the square of the convolution between the
wavelet and signal, the time-varying power of the signal for every frequency
was obtained. Averaging spectral maps (power as a function of frequency and
time) across trials for a given site produces a spectral map of that site. The
complex Morlet wavelets had a constant center frequency-spectral bandwidth
ratio (f0/σf ) of 7, with f0 ranging from 10 to 100 Hz in steps of 1 Hz. To
avoid overlap of estimated powers for the adapter and test stimuli using
long-duration wavelets (2σt > 250 msec), the frequencies below 10 Hz were
excluded from the analysis.
The spectral maps of sites were normalized at each frequency by the av-
erage power within the baseline window of 200 msec before adapter onset.
The LFP power responses to the adapter and test stimuli were computed
by taking the average normalized power in a 50-300 msec response window
relative to stimulus onset over each of 3 diﬀerent frequency bands: the beta
(12-25 Hz), the low gamma (25-60 Hz) and high gamma (60-100 Hz) bands.
The frequencies above 100 Hz were not examined due to the increasing pos-
sibility of a contribution of low-frequency components of spiking activity at
these higher frequencies (Liu and Newsome, 2006; Ray et al., 2008).
2.2.5.3 Analysis of eye movements
We analyzed the saccadic frequencies and their amplitudes. To detect (mi-
cro)saccades, we employed the method proposed by Engbert and Kliegl
(2003) which has been applied in several recent studies (e.g., Fries et al.,
2008; Ayzenshtat et al., 2010; Franko et al., 2010). The Matlab scripts im-
plementing it are available on Internet (Engbert and Kliegl, 2003; Depart-
ment of Psychology, University of Potsdam, Germany; http://www.agnld.
uni-potsdam.de/~ralf/MS/). In brief, horizontal and vertical eye position
traces were low-pass ﬁltered (< 40 Hz, ﬁfth-order Butterworth ﬁlter, Matlab;
Fries et al., 2008) to remove high-frequency noise and then diﬀerentiated in
time to obtain eye velocity. An eye movement lasting at least 16 msec and of
which the velocity exceeded 3 standard deviations of the eye velocity distri-
bution of the trial (Fries et al., 2008; Franko et al., 2010) computed within
the time interval of -500 to 1300 msec with respect to adapter onset was clas-
siﬁed as a saccade. The additional constraint was that any two successive
saccades had to be separated by a time interval of at least 50 msec (Ayzen-
shtat et al., 2010) to avoid noisy ﬂuctuations over the eye movement signal.
Otherwise, the second saccade was discarded in favor of the ﬁrst. We ana-
lyzed both the saccadic rates and amplitudes that were detected in the same
two analysis windows as those used for the spiking data analysis. In agree-
ment with previous studies (Engbert and Kliegl, 2003; Martinez-Conde et al.,
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2009), saccadic peak velocities correlated with saccadic amplitudes for each
combination of animal and stimulus set (all Pearson correlation coeﬃcients
r > 0.90, all p-values < 0.001).
2.3 Results
We measured the spiking activity and LFPs in IT cortex in trials in which
either two identical stimuli (rep trials) or two diﬀerent trials (alt trials) were
presented. The critical manipulation was the probability of these two types
of trials: in rep blocks, rep trials occurred frequently while in alt blocks, alt
trials were dominant. Based on the Summerﬁeld et al. (2008) fMRI study
and the perceptual expectation model of adaptation, we predicted greater
adaptation in the rep compared with the alt blocks, since in the latter blocks
repetitions were rare and thus unexpected.
2.3.1 Eﬀect of stimulus repetition probability on single-
cell spiking activity
Figure 2.3 shows population peri-stimulus time histograms (PSTHs) of the
responses of the IT neurons in each of the animals tested with either fractal
(N = 98 neurons) or natural (N = 55 neurons) stimuli. To construct these
population PSTHs, the responses of each neuron were averaged across trials
for a particular trial and block type, and these PSTHs were then averaged
across neurons for each monkey and stimulus set separately. Note that the
responses to the adapter stimuli were highly similar for the two blocks and
trial types. Indeed, averaging across the large number of stimuli and neurons
eﬀectively removed diﬀerences between conditions that are due to the use of
trial-unique stimuli in combination with the well-known selectivities of IT
neurons for these kinds of stimuli. This is important since it implies that any
diﬀerences between the responses to the test stimuli for the two trial types or
blocks cannot be attributed to stimulus-speciﬁc responses to the trial-unique
stimuli.
The population PSTHs show decreased responses to repeated stimuli, that
is, repetition suppression or adaptation. Note that adaptation was present
from the start of the average response to the test stimulus. This was the case
in each animal and for both stimulus sets (for statistical testing, see Sup-
plementary Material). The responses to a test stimulus were stronger when
that stimulus diﬀered from the adapter stimulus (alt trials) compared with
when it was the same (rep trials). This shows that the repetition suppression
in these neurons is stimulus-dependent. Stimulus-dependent adaptation was
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Figure 2.3: Population PSTHs of the responses in rep and alt trials in rep
and alt blocks (see legend), sorted per animal and stimulus set. (A, B)
Population PSTHs for the fractal stimuli in monkeys G and M, respectively.
(C, D) Population PSTHs for the natural stimuli in monkeys G and K,
respectively. The responses were averaged across trials of a particular type
and block for each neuron and then averaged across neurons for each animal
and stimulus set. Stippled vertical lines indicate stimulus on- and oﬀsets.
present in each animal and for both stimulus sets. Interestingly, the diﬀer-
ence between responses to test stimuli in rep and alt trials increased during
the course of the response. Importantly, the responses and their time courses
in rep and alt trials were very similar in rep and alt blocks. This was true
in each animal and for both artiﬁcial and natural stimuli. Thus, single IT
neurons showed similar degrees of adaptation in rep and alt blocks, despite
the diﬀerence in repetition probability between the two types of blocks.
For each neuron, we computed the percent of adaptation (AI index) for
the mean responses in rep and alt trials for the two types of blocks. The
distributions of the AI indices are shown in Figure 2.4. In rep blocks, the
median AI s were larger in rep than in alt trials for both fractal (median
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AI across neurons of both animals: rep trials 17% versus alt trials 8%) and
natural stimuli (median AI s: 16% versus 9%). The same was true in alt
blocks: the median AI s for fractal stimuli were 17% and 7% for rep and
alt trials, respectively, while for the natural stimuli, the medians were 16%
and 6%, respectively. Adaptation in rep trials did not diﬀer signiﬁcantly
between rep and alt blocks for fractal (median AI s across neurons of both
animals: rep blocks 17% versus alt blocks 17%; Wilcoxon matched pairs test,
not signiﬁcant) and natural stimuli (median AI s: 16% versus 16%; Wilcoxon
matched pairs test, not signiﬁcant). Two-way analyses of variance (ANOVAs)
of the AI s with block and trial types as repeated factors conﬁrmed these
analyses: for each animal and stimulus set, the main eﬀect of trial type
was signiﬁcant (p < 0.05), while neither the main eﬀect of block nor the
interaction between the two factors was signiﬁcant. The same was true when
monkeys and stimulus sets were combined into a single two-way ANOVA
design (N = 153 neurons): main eﬀect of trial type: p < 0.0005; main eﬀect
of block: p = 0.59; interaction: p = 0.25.
2.3.2 Eﬀect of stimulus repetition probability on LFPs
The above ﬁndings demonstrate that repetition suppression of IT single-
unit spiking activity is unaﬀected by stimulus repetition probability. This
contrasts with the smaller BOLD repetition suppression in alt compared
with rep blocks as reported by Summerﬁeld et al. (2008). One possible
explanation of this discrepancy is that BOLD responses appear to correlate
more strongly with LFPs than with spiking activity (Logothetis et al., 2001;
Viswanathan and Freeman, 2007; Maier et al., 2008; Rauch et al., 2008).
Thus, we examined the eﬀect of block type on repetition suppression of LFPs.
LFPs were measured in 137 sites (92 sites in monkey G and 45 sites in monkey
M) using fractals and in 55 sites (25 sites in monkey G and 30 sites in monkey
M) using natural stimuli. The LFPs were recorded in the same IT regions
where we recorded single units. For all of 153 recorded single neurons, we
have simultaneous LFP recordings. In addition, we have 39 LFP sites in
which spiking activity was either multi-unit or unresponsive.
Figure 2.5 shows the mean normalized power as a function of time and
frequency for rep and alt trials in each of the two blocks for fractal stimuli
tested in monkey G (N = 92 sites). The time-frequency plots for the other
monkeys and natural stimuli are shown in Supplementary Figures 2.8, 2.9
and 2.10. Consistent with De Baene and Vogels (2010), adaptation was
present mainly for the frequencies above 60 Hz. This adaptation eﬀect was
stronger in rep (Fig. 2.5A,B) than in alt (Fig. 2.5C,D) trials. Importantly,
the time-frequency plots for rep (Fig. 2.5A) and alt (Fig. 2.5B) blocks were
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Figure 2.4: Distributions of spiking activity AI, sorted per animal, stimulus
set, block and trial type. In each panel, the upper and lower histograms
indicate the distributions for the rep and alt blocks, respectively. (A, B)
Respective distributions for rep and alt trials composed of fractal stimuli.
Gray and black bars show the data of monkeys M and G, respectively. (C,
D) Respective distributions for rep and alt trials comprising natural stimuli.
Gray and black bars show the data of monkeys K and G, respectively. Arrows
indicate medians.
very similar, indicating that the block type does not aﬀect LFP repetition
suppression. Inspection of the stimulus-locked averaged evoked potentials
(see Supplementary Fig. 2.11) also showed no eﬀect of block type.
We quantiﬁed adaptation for the beta (12-25 Hz), low (25-60 Hz) and
high gamma (60-100 Hz) power of rep and alt trials in the two blocks. In
agreement with De Baene and Vogels (2010), there was no consistent repeti-
tion suppression in the beta and low gamma bands. In fact, for these bands,
median AI s were mostly negative, indicating enhancement instead of sup-
pression with repetition. There was neither a signiﬁcant eﬀect of block type
nor an interaction with the block factor for the beta and low gamma bands
in any of the animals or stimulus sets (see Supplementary Material).
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Figure 2.5: Time-frequency plots of the LFP power for the fractal stimuli
in monkey G. The LFP power, normalized to baseline, was averaged across
92 sites as a function of time (horizontal dimension) and frequency (vertical
dimension). (A, B) Mean normalized power for rep trials in rep and alt
blocks, respectively. (C, D) Mean normalized power for alt trials in rep
and alt blocks, respectively. Stippled vertical lines indicate stimulus on- and
oﬀsets.
Distributions of the AI s for the high gamma (60-100 Hz) power are shown
in Figure 2.6. For fractals tested in rep blocks, the median AI s were greater in
rep (median AI across sites of both monkeys = 9%) than in alt trials (median
AI = 4%). Importantly, the same was true for the fractals tested in alt
blocks: the median AI s in rep and alt trials were 10% and 3%, respectively.
Note that the median high gamma AI s were highly similar in the two blocks.
The absence of a block eﬀect for fractal-stimuli high gamma power AI s was
conﬁrmed in a two-way ANOVA with trial and block type as factors: there
was a signiﬁcant main eﬀect of trial type (p < 0.0005) but neither a signiﬁcant
eﬀect of block (p = 0.73) nor interaction (p = 0.14). For natural stimuli,
the high gamma power AI s were similar for rep and alt trials (median AI s
across sites of both monkeys: 6% versus 7%) trials in rep blocks. However,
adaptation was stimulus-dependent in alt blocks with the median AI s of
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9% and 3% in rep and alt trials, respectively. Importantly, the degree of
adaptation in rep trials did not diﬀer signiﬁcantly between rep and alt blocks
(Wilcoxon matched pairs test, not signiﬁcant) and in fact tended to be larger
in alt than in rep blocks, which is opposite to the Summerﬁeld et al. (2008)
model. A two-way ANOVA on the high gamma power AI s for natural stimuli
showed a main eﬀect of trial type (p < 0.05) but neither a signiﬁcant eﬀect
of block (p = 0.37) nor any interaction (p = 0.55). Thus, for both fractal
and natural stimuli, the LFP analyses did not support the hypothesis that
adaptation results from reduced prediction error.
Figure 2.6: Distributions of the high gamma power AI, sorted per animal,
stimulus set, block and trial type. Same conventions as in Figure 2.4.
2.3.3 Control analyses: Eﬀect of within-block trial po-
sition
Following the fMRI approach of Summerﬁeld et al. (2008) in the previous
analyses, we pooled the responses across all trials (except the ﬁrst ﬁve un-
aborted trials; see Materials and Methods) for all blocks of the same type.
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Given the high temporal resolution of single-cell recordings, we can also as-
sess whether the degree of adaptation varies within a block. The perceptual
expectation hypothesis of adaptation predicts that the degree of adaptation
follows the build-up of the perceptual expectation during a block. Thus, one
would expect an increase in the degree of adaptation within a rep block, since
the system builds up the expectation of repetition. Within alt blocks, one
predicts either a decrease or no change in adaptation, depending on whether
or not there is an expectation of repetition at the start of the block. To
test these predictions, we computed the AC index for the spiking activity in
each unaborted trial of all neurons (see Materials and Methods). A positive
AC index indicates suppression while negative values reﬂect enhancement of
the response to the test stimulus compared with the adapter. We performed
robust linear regression relating the AC indices for rep trials in rep blocks to
the trial position within a block. Trial positions were deﬁned using the un-
aborted trials, and the data of the ﬁrst ﬁve trials of each block were included
in this analysis. To maximize statistical power, we included all rep trials
of all animals and of both stimulus sets. Despite the large number of trials
involved in the analyses (rep trials in rep blocks: N = 19754; rep trials in alt
blocks: N = 6518), the slopes of the regression lines were not signiﬁcantly
diﬀerent from 0 (rep trials in rep blocks: slope = -0.0002; rep trials in alt
blocks: slope = -0.0004; t-tests, all p-values > 0.27; Fig. 2.7A).
In the previous analysis, we pooled data of all blocks of the same type.
It is possible that the expectation build-up in a particular block interfered
with the expectation build-up in the next block, since successive blocks al-
ways diﬀered in repetition probability (as in Summerﬁeld et al., 2008). This
concern can be addressed by restricting the analysis to the ﬁrst block (either
rep or alt block) for each neuron. When doing this, the slopes of the robust
regression lines relating the AC indices and the trial position within a block
were again not signiﬁcantly diﬀerent from 0 (rep trials in rep blocks: slope =
-0.001, N = 2117; rep trials in alt blocks: slope = -0.001, N = 689; t-tests,
all p-values > 0.05). Thus, the degree of adaptation does not change during
the course of a rep or alt block, even when the latter is the ﬁrst one of a
recording session.
2.3.4 Control analyses: Eﬀect of the number of preced-
ing rep or alt trials
If perceptual expectation causes adaptation, one predicts that adaptation
increases as a function of the number of preceding rep trials and decreases as
a function of the number of preceding alt trials. To assess this, we plotted the
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Figure 2.7: Mean AC indices for (A) rep trials as a function of the trial
position within a block and (B) as a function of the number of preceding
trials of a particular type in a block. Black and gray dots indicate means for
rep and alt blocks, respectively. In B, the preceding trials were rep and alt
trials in rep (black dots) and alt (gray dots) blocks, respectively. For each
trial, we averaged the AC indices for (A) each position or (B) number of
preceding trials. The number of data points on which the averages in B are
based decline with the number of preceding trials, explaining the increased
variability with a larger numbers of preceding trials. The regression lines
are based on robust regression of the original, unaveraged data. None of the
regression line slopes diﬀered signiﬁcantly from 0. Note the diﬀerent scales
along the x- and y-axis for A and B.
AC indices of the spiking activity in rep trials as a function of the number
of preceding rep trials in rep blocks and as a function of the number of
preceding alt trials in alt blocks (Fig. 2.7B). Robust regression analysis
showed no signiﬁcant dependence of the degree of adaptation in a rep trial as
a function of the number of preceding rep trials in rep blocks (slope = 0.002,
N = 19754; t-test, p = 0.08) or as a function of the number of preceding alt
trials in alt blocks (slope = -0.0004, N = 6518; t-test, p = 0.83). To exclude
the possibility that the absence of any eﬀect of the number of preceding rep
or alt trials on the degree of adaptation is due to interference from previous
blocks, we performed the same robust regression analysis using only data
from the ﬁrst block for each neuron. Even for the ﬁrst-block regressions,
there was no signiﬁcant eﬀect on the degree of adaptation in rep trials from
the number of preceding rep trials in rep blocks (slope = -0.0001, N = 2117;
t-test, p = 0.98) nor from the number of preceding alt trials in alt blocks
(slope = 0.002, N = 689; t-test, p = 0.73).
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2.3.5 Control analyses: Adaptation as a function of stim-
ulus eﬀectiveness
In the Summerﬁeld et al. (2008) fMRI study, the stimuli were faces and the
analyzed BOLD responses were from the FFA. Since there was no eﬀect of
block type for either fractal or natural stimuli, it is unlikely that the discrep-
ancy between our monkey and their human fMRI data is due to diﬀerences
between the stimuli in the two studies. Our stimuli diﬀered in the eﬀective-
ness with which they drove the neurons, but it is very likely that the same
holds in the Summerﬁeld et al. (2008) study despite faces being generally
eﬀective stimuli in the FFA. Indeed, one would expect that single FFA neu-
rons show some degree of face selectivity and thus diﬀer in their responses
to the faces used by Summerﬁeld et al. (2008). Thus, one can safely assume
that for some activated FFA neurons, a particular face image was an eﬀective
stimulus, while for other neurons, the same image was less eﬀective. Hence,
the total FFA activation pooled responses to ineﬀective and eﬀective stim-
uli, which is similar to our analysis in which we pooled the responses to all
stimuli irrespective of how strongly these were driving a neuron.
To directly examine whether diﬀerences in stimulus eﬀectiveness in our
study and that of Summerﬁeld et al. (2008) can account for the discrepant
results, we selected trials according to response strength. In an initial anal-
ysis, we selected for each neuron those trials for which the net response to
either adapter or test stimulus was at least 75% of the maximum net re-
sponse of that neuron. The ﬁrst ﬁve trials of a block were excluded. The net
response to the adapter stimuli in the selected rep trials, averaged across all
neurons, was 64 spikes/sec. The median AC index for rep trials in rep blocks
was 0.14 (N = 613), which was equal to the median AC index for rep trials
in alt blocks (0.14, N = 241; Mann-Whitney U test, not signiﬁcant). In a
second analysis, we considered only rep trials in which the net response to
either adapter or test stimulus was at least 100 spikes/sec. The median AC
index for rep trials in rep blocks was 0.14 (N = 349), which did not diﬀer
signiﬁcantly from the median AC index in rep trials in alt blocks (0.13, N =
123; Mann-Whitney U test, not signiﬁcant). Setting the selection criterion
to 50 or 75 spikes/sec also yielded no signiﬁcant eﬀect of block type. These
analyses show that the similar degrees of adaptation in rep and alt blocks
were not due to the presence of ineﬀective stimuli in our sample.
2.3.6 Analysis of eye movements
To examine directly whether eye movements diﬀered between conditions, we
computed for each trial the number and amplitude of saccades within the
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same 250 msec analysis windows as used for the spiking data analysis (see
Materials and Methods). For each neuron, we computed the mean saccadic
rates during presentation of the adapter and test stimuli in rep and alt trials
and for both types of blocks separately. Then for each combination of animal
and stimulus set, we performed a three-way repeated measures ANOVA with
adapter versus test stimulus, trial and block type as repeated factors. The
eﬀects of condition on saccadic rates depended on an animal: monkey G
showed a signiﬁcant interaction between stimulus and trial type with an
increase and decrease in saccadic rates for the test compared with the adapter
stimulus in rep and alt trials, respectively. This interaction was present for
both fractal and natural stimuli. Monkey M's saccadic rate did not show any
signiﬁcant eﬀect of the manipulations, while monkey K showed a signiﬁcant
decrease of the saccadic rate for the test stimulus for both types of trials.
Importantly, neither an eﬀect of block type nor its interaction with other
factors was present in all four cases. These eﬀects of condition in the saccadic
rate data (see Supplementary Material) agreed well with the trends obtained
by using the standard deviations of the horizontal and vertical eye positions
instead of the number of saccades in the same analysis windows (data not
shown).
We performed similar ANOVA analyses as above using the mean saccadic
amplitudes as input. Again, for both fractal and natural stimuli, monkey G
showed an interaction between stimulus and trial type with larger and smaller
saccadic amplitudes during test compared with adapter stimulus presenta-
tions in rep and alt trials, respectively. Monkey M showed main eﬀects of
stimulus and trial type with a decrease of saccadic amplitude for the test
stimuli for both types of trials. Neither of these animals showed an eﬀect
of block type on the saccadic amplitude. However, monkey K showed a sig-
niﬁcant three-way interaction (p < 0.04) including block type. The eﬀect
of block type was speciﬁc for alternation trials (see Supplementary Mate-
rial) with repetition trials showing smaller saccadic amplitudes for the test
compared with the adapter stimuli. Note that although being statistically
signiﬁcant, these eﬀects on saccadic amplitude were small, for example, in
monkey K their maximum range was about 3 arcmins (see Supplementary
Material).
Unlike these tiny, monkey-dependent eye movement diﬀerences, neural
adaptation was present in each of the four cases (Fig. 2.3). This suggests
that the small diﬀerences in eye movements cannot explain the neural adap-
tation eﬀects. To address this directly, we reran the analyses of the spiking
activity, removing all trials in which there was a saccade detected during
presentations of either the adapter or test stimulus. As shown in the Sup-
plementary Material, the adaptation eﬀects obtained after discarding trials
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with saccades (22% of the total number of trials) during stimulus presentation
were very similar to those obtained with the full data: statistically signiﬁcant
stimulus-selective adaptation was present, and there was no eﬀect of block
type. Thus, we can safely conclude that eye movements cannot explain the
neural adaptation eﬀects or absence of an eﬀect of block type. However, the
eye movement analyses show that at least monkey G (and possibly monkey
K) manifested a behavioral sensitivity to stimulus repetition versus alterna-
tion, since the eye movements of that monkey showed an interaction between
stimulus and trial type.
2.4 Discussion
Contrary to the human fMRI study of Summerﬁeld et al. (2008), we found
no eﬀect of repetition probability on the degree of adaptation in macaque IT.
The absence of such an eﬀect was true for both spiking activity and LFPs.
Note that we kept the timing parameters and stimulus repetition probabil-
ities identical to those of Summerﬁeld et al. (2008) and even increased the
block length, which should have made our test more sensitive to repetition
probability than that of Summerﬁeld et al. (2008). Further in-depth analy-
ses also failed to ﬁnd an eﬀect of repetition probability on spiking activity.
Moreover, results were similar in 3 monkeys, for artiﬁcial fractal and nat-
ural stimuli, and when only highly eﬀective stimuli were selected. Despite
the absence of a repetition probability eﬀect, we observed stimulus-speciﬁc
adaptation in each animal and for both stimulus sets. This indicates that
the adaptation in macaque IT is unrelated to repetition probability.
What might be the reason of the absence of any eﬀect of repetition prob-
ability in our macaque IT study? One potentially important diﬀerence be-
tween our paradigm and that of Summerﬁeld et al. (2008) is that our monkeys
were performing a passive ﬁxation task while the subjects in the Summer-
ﬁeld et al. (2008) study were required to detect an inverted or size-deviant
face and thus were required to attend to the stimuli. However, one monkey
(G) showed consistently diﬀerent eye movements in rep and alt trials, which
indicates that at least this animal was behaviorally sensitive to the repetition
and thus likely attended to the stimuli in at least some of the trials. More-
over, Summerﬁeld et al. (2008) noted that none of their subjects reported
noticing the diﬀerent frequencies of rep trials across blocks, indicating that
conscious expectation of repetition is not required to obtain the repetition
probability eﬀect. Thus, it is unlikely that a potential failure to note the
diﬀerences in repetition probability between the blocks by our animals can
explain the discrepant results. A related argument is that our monkeys failed
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to build up an expectation of repetition, while the humans did. However,
the belief that adaptation results merely from expectation of repetition and
that our animals did not build up such expectations predicts no adaptation
in our study, which is contrary to what we actually observed. Indeed, if one
accepts the perceptual expectation model of adaptation, then the presence
of adaptation logically implies that the subjects had an expectation of rep-
etition. However, one then needs to explain why they had an expectation
of repetition in the ﬁrst place. In fact, the monkeys were exposed to much
longer sequences of stimuli without repetition in the search test that always
preceded the adaptation test, which favors an expectation of non-repeated
stimuli instead of one of repetition.
We were measuring spikes and LFPs, while Summerﬁeld et al. (2008) mea-
sured BOLD. It cannot be excluded that expectation eﬀects are stronger in
hemodynamic responses than in spiking activity or even LFPs. Indeed, a re-
cent monkey study showed anticipation-related vascular responses that were
unrelated to local neural responses (Sirotin and Das, 2009). Alternatively,
it is possible that discrepancy between our monkey and their human data
arises from a species diﬀerence. If so, this would suggest that adaptation
in temporal cortex depends on diﬀerent mechanisms in humans and mon-
keys, which is unlikely. A monkey fMRI study will be needed to distinguish
between these alternatives.
Summerﬁeld et al. (2008) found only weak adaptation eﬀects outside the
FFA. Is it possible that the perceptual expectation model applies only to the
FFA, explaining why we did not ﬁnd it in monkey IT? This possibility is
unlikely, since it would imply that the expectation model applies only to
a restricted set of areas, necessitating a diﬀerent explanation for adaptation
in other areas. Also Summerﬁeld et al. (2008) used only face stimuli. Is
it possible that the perceptual expectation model applies only to the face
stimuli? Our natural stimulus set included faces but we did not analyze
these separately given the possible lack of statistical power. However, if the
perceptual expectation model applied only for a restricted set of stimuli, such
as faces, then one would still need to explain adaptation for other stimuli.
Unlike our previous studies of adaptation in IT (Vogels et al., 1995; Sawa-
mura et al., 2006; Verhoef et al., 2008; De Baene and Vogels, 2010), stimuli
in the present study were trial-unique, as in most fMRI adaptation studies.
Note that repetition of a novel stimulus combines two diﬀerent eﬀects: a
familiarity and a mere repetition eﬀect (also called recency eﬀect; Xiang
and Brown, 1998). The former is absent when repeating a familiar stimulus.
It is still unclear whether similar mechanisms underlie both eﬀects. The de-
gree of adaptation (median AI = 17%) that we observed for spiking activity
was somewhat smaller than that observed by De Baene and Vogels (2010)
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(median AI computed on raw responses = 22%) for highly familiar stimuli,
but this small diﬀerence may be due to the 200 msec longer inter-stimulus
interval and 50 msec shorter exposure duration used in the present study.
De Baene and Vogels (2010) found a similar degree of adaptation for spiking
and high gamma (60-100 Hz) activity which was not the case in our study:
the high gamma band adaptation was about half that found for the simulta-
neously measured spiking activity. The cause of the diﬀerence between the
two studies is unclear given that, apart from the use of familiar versus novel
stimuli, timing parameters also diﬀered.
The presence of adaptation in spite of a lack of a repetition probability
eﬀect suggests that adaptation in macaque IT is not caused by a high-level
build-up of expectations about repetition during the course of the test. If
one argues that the manipulation of repetition probability did not aﬀect the
monkey's expectations, explaining the lack of an eﬀect of repetition probabil-
ity, one still needs to explain why there was adaptation in the ﬁrst place. The
only way to salvage the perceptual expectation model given the present data
is to assume that the animals have a robust default expectation of stimulus
repetition that is unaﬀected by the actual statistics of stimulus repetition.
A simpler and thus preferable model of adaptation in IT is that it results
from a combination of local synaptic depression (Zucker and Regehr, 2002;
Eytan et al., 2003) and inherited adaptation of preceding stages (De Baene
and Vogels, 2010). These mechanisms do not predict repetition probability
eﬀects, and thus agree with the present data. Also, unlike the perceptual
expectation model, they can explain why adaptation in macaque IT is also
present under anesthesia (Miller et al., 1991a). One can speculate that the
local adaptation mechanisms in IT  and at previous stages  implement a
repetition prior, reﬂecting the stability of the world across short time scales.
However, this concept diﬀers from the perceptual expectation or prediction
error hypothesis of adaptation that relies on expectation/prediction-related
feedback from hierarchically higher regions (Friston, 2005).
The present data do not rule out the possibility that higher order factors,
such as attention or expectation, can modulate adaptation. Attention has
been shown to aﬀect neuronal responses at several stages of the visual system
(Maunsell and Treue, 2006; Reynolds and Heeger, 2009) including IT (Moran
and Desimone, 1985; Chelazzi et al., 1993; Jagadeesh et al., 2001) and thus
it is expected that attention will inﬂuence adaptation strength when adapter
and test stimuli are diﬀerentially attended. Similarly, expectation of a partic-
ular stimulus can aﬀect the BOLD responses in several visual cortical areas
(reviewed in Summerﬁeld and Egner, 2009; Alink et al., 2010). However, to
our knowledge, there is no single-cell, physiological evidence for a reduction
of the response to an expected stimulus, as postulated by the prediction er-
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ror model. In fact, both single-cell and LFP responses have been reported
to decrease for an unexpected compared with an expected target (Anderson
and Sheinberg, 2008). However, in that study, expectation of the time of
stimulus occurrence was manipulated and not of stimulus identity.
In conclusion, we found no eﬀect of stimulus repetition probability on
adaptation of either spiking or LFP activity in macaque IT. The presence
of adaptation without an eﬀect of repetition probability conﬂicts with the
expectation interpretation of adaptation that assumes adaptation depends
on a strong, top-down, expectation-driven signal. These single-cell and LFP
monkey data are in line with simpler bottom-up and local input fatigue
mechanisms of adaptation.
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2.5 Supplementary material
2.5.1 Onset of adaptation of spiking activity
In a ﬁrst analysis, we determined when repetition suppression, being the
diﬀerence in response to the adapter and test stimuli in repetition trials,
became statistically signiﬁcant during the course of response. We compared
the mean responses to the adapter and test stimuli in repetition trials using
a sliding window (step of 10 msec) of 50 msec duration starting at 50 msec
after stimulus onset. The mean responses were averaged across trials for the
two block types separately for each neuron. Then the mean responses were
compared across neurons using the Wilcoxon matched pairs test. In each of
the four combinations of animal and stimulus set, the analyses revealed a
signiﬁcantly higher response to the adapter compared to the test stimulus
(Wilcoxon matched pairs test, all p-values < 0.05) in the very ﬁrst window,
thus indicating that adaptation was present as early as 50-100 msec after
stimulus onset.
In a second analysis, we assessed the onset of stimulus-selective adap-
tation, that is, the diﬀerence in response to the test stimuli in repetition
and alternation trials. The lower limit of the 50 msec sliding window that
showed a signiﬁcant diﬀerence between the mean spiking activity for the test
stimulus in repetition and alternation trials (Wilcoxon matched pairs test,
all p-values < 0.05) is listed in the following table (Table 2.1):
Stimuli Monkey Repetition block, msec Alternation block, msec
Fractals G 70 100
M 100 100
Natural G 90 80
K 160 110
Table 2.1: Onset of stimulus-selective adaptation with respect to test stimu-
lus onset.
Note that these values are larger than for adaptation onset (50 msec) and
did not diﬀer consistently between the two block types.
2.5.2 Eﬀect of adaptation on LFPs
Table 2.2 shows the median adaptation indices (AI, across sites) computed
for the beta (β, 12-25 Hz) and low gamma (γlow, 25-60 Hz) frequency bands
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for repetition and alternation trials in repetition and alternation blocks sep-
arately for each combination of animal and stimulus set. The response in
these bands to a stimulus tended to increase (negative AI s) with repetition.
For the beta band AI s, there was a signiﬁcant eﬀect of trial type (repeated
measures ANOVAs: all p-values < 0.05) in all cases, except for monkey M,
but neither an eﬀect of block type nor an interaction of trial × block type was
present. For the low gamma band, a signiﬁcant eﬀect of trial type (repeated
measures ANOVAs: all p-values < 0.005) was observed only for the natural
stimuli, and again no interaction eﬀect of block type was observed. Examina-
tion of the power using other frequency band speciﬁcations (13-30 Hz, 16-24
Hz, 30-60 Hz) yielded similar results. We do not report power changes in the
alpha band because of the temporal resolution of complex Morlet wavelets in
combination with the inter-stimulus interval of 500 msec: estimated power
responses to the adapter and test stimuli in these low frequencies (2σt =
222.8 msec at a frequency of 10 Hz) overlap producing unreliable estimates
of adaptation.
Stimuli Monkey Band Repetition block Alternation block
Repetition
trial, AI%
Alternation
trial, AI%
Repetition
trial, AI%
Alternation
trial, AI%
Fractals G β -1.9∗ -0.5 0.8 -0.1
γlow -3.6
∗ -4.2∗ -2.2∗ -3.7∗
M β -16.1∗ -25.9∗ -16.9∗ -19.1∗
γlow -3.5
∗ 0.4 -1.5 -1.5
Natural G β 0.5 9.6∗ 4.3 7.3∗
γlow -6.1
∗ -2.0 -5.0∗ -2.8
K β -20.4∗ -6.7∗ -18.3∗ -5.9∗
γlow -5.8
∗ -0.7 -7.7∗ -3.6∗
Table 2.2: Median adaptation indices (AI ) across sites for each condition.
Asterisks indicate signiﬁcantly diﬀerent from zero median adaptation indices
(Wilcoxon signed rank test, p < 0.04).
Figures 2.8, 2.9 and 2.10 show the time-frequency plots for the fractal
stimuli, monkey M and natural stimuli, monkeys G and K. Visually Evoked
Potentials (VEPs) are plotted in Figure 2.11.
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Figure 2.8: Time-frequency plots of the LFP power for the fractal stimuli
in monkey M. The LFP power, normalized to baseline, was averaged across
45 sites as a function of time (horizontal dimension) and frequency (vertical
dimension). (A, B) Mean normalized power for repetition trials in repetition
and alternation blocks, respectively. (C, D) Mean normalized power for
alternation trials in repetition and alternation blocks, respectively. Stippled
vertical lines indicate stimulus on- and oﬀsets.
2.5.3 Analysis of spiking activity excluding trials with
saccades
We selected only those trials where no (micro)saccades occurred during a
50-300 msec time interval after stimulus onset of both the adapter and test
stimuli. The fraction of discarded trials depended on the combination of
animal and stimulus set and varied from 20% to 26%. In all four combina-
tions, repeated measures ANOVAs revealed only a signiﬁcant eﬀect of trial
type (all p-values < 0.02) on adaptation with higher adaptation in repetition
trials compared to alternation trials. Neither an eﬀect of block type nor an
interaction of trial × block type was present. Pooling the data across ani-
mals and stimulus sets showed a signiﬁcant eﬀect of trial type (p < 0.001)
but neither a main eﬀect of block type nor an interaction with the block
factor was signiﬁcant. The median adaptation indices across neurons of both
animals for each stimulus set, trial and block type were highly similar to
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Figure 2.9: Time-frequency plots of the LFP power for the natural stimuli
in monkey G (N = 25 sites). Same conventions as in Figure 2.8.
Figure 2.10: Time-frequency plots of the LFP power for the natural stimuli
in monkey K (N = 30 sites). Same conventions as in Figure 2.8.
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Figure 2.11: Evoked Potentials. Visually Evoked Potentials were computed
by stimulus-locked averaging of the LFPs per condition for one site followed
by averaging of the mean potentials across sites for each combination of
animal and stimulus set. Selected LFPs were the same as those used for
obtaining the time-frequency plots. Although the mean evoked response to
the test stimulus diﬀered between repetition and alternation trials, the mean
potentials for the 2 block types were superimposed, demonstrating no eﬀect
of block type. (A, B) VEPs for the fractal stimuli in monkeys G (N = 92
sites) and M (N = 45 sites), respectively. (C, D) VEPs for the natural stimuli
in monkeys G (N = 25 sites) and K (N = 30 sites), respectively. Stippled
vertical lines indicate stimulus on- and oﬀsets.
those obtained when including all the trials. The Wilcoxon matched pairs
test showed a signiﬁcantly higher adaptation in repetition compared to alter-
nation trials when excluding trials with saccades (all p-values < 0.02). Table
2.3 shows the median adaptation indices.
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Stimuli Repetition block Alternation block
Repetition
trial, AI%
Alternation
trial, AI%
Repetition
trial, AI%
Alternation
trial, AI%
Trials with saccades (original data set)
Fractals 17 8 17 7
Natural 16 9 16 6
Trials without saccades
Fractals 17 9 19 8
Natrual 14 8 15 7
Table 2.3: Median adaptation indices (AI ) across neurons of both animals
computed when using either all unaborted trials (with saccades) or only those
trials in which no saccades were detected.
2.5.4 Analysis of eye movements
Figures presented below show the mean saccadic rate (Figs. 2.12, 2.13, 2.14
and 2.15) and amplitude (Figs. 2.16, 2.17, 2.18 and 2.19) as a function of
stimulus (adapter and test), trial (repetition/rep and alternation/alt) and
block (repetition and alternation) type. Vertical bars denote 95% conﬁdence
intervals.
Figure 2.12: Mean saccadic rates plotted as a function of stimulus, trial and
block type. Data obtained in monkey G, fractal stimuli. The interaction
between stimulus and trial type was signiﬁcant (repeated measures ANOVA:
p < 0.001).
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Figure 2.13: Mean saccadic rates plotted as a function of stimulus, trial
and block type. Data obtained in monkey M, fractal stimuli. No eﬀect was
statistically signiﬁcant.
Figure 2.14: Mean saccadic rates plotted as a function of stimulus, trial and
block type. Data obtained in monkey G, natural stimuli. The interaction
between stimulus and trial type was signiﬁcant (repeated measures ANOVA:
p < 0.001).
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Figure 2.15: Mean saccadic rates plotted as a function of stimulus, trial and
block type. Data obtained in monkey K, natural stimuli. The main eﬀects
of stimulus and trial type were signiﬁcant (repeated measures ANOVA: both
p-values < 0.02).
Figure 2.16: Mean saccadic amplitudes plotted as a function of stimulus, trial
and block type. Data obtained in monkey G, fractal stimuli. The interaction
between stimulus and trial type was signiﬁcant (repeated measures ANOVA:
p < 0.001).
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Figure 2.17: Mean saccadic amplitudes plotted as a function of stimulus,
trial and block type. Data obtained in monkey M, fractal stimuli. The
main eﬀects of stimulus and trial type were signiﬁcant (repeated measures
ANOVA: both p-values < 0.02).
Figure 2.18: Mean saccadic amplitudes plotted as a function of stimulus, trial
and block type. Data obtained in monkey G, natural stimuli. The interaction
between stimulus and trial type was signiﬁcant (repeated measures ANOVA:
p < 0.001).
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Figure 2.19: Mean saccadic amplitudes plotted as a function of stimulus, trial
and block type. Data obtained in monkey K, natural stimuli. The three-way
interaction between stimulus, trial and block type was signiﬁcant (repeated
measures ANOVA: p < 0.04). In addition, the two-way interaction between
stimulus and trial type was also signiﬁcant (repeated measures ANOVA: p
< 0.001).
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Chapter 3
Stimulus Repetition Aﬀects Both
Strength And Synchrony Of
Macaque Inferior Temporal
Cortical Activity
Kaliukhovich, D. A. and Vogels, R. (2012). Stimulus repetition aﬀects both
strength and synchrony of macaque inferior temporal cortical activity. Jour-
nal of Neurophysiology, 107(12):3509-3527.
Abstract
Repetition of a visual stimulus reduces the ﬁring rate of macaque inferior
temporal (IT) neurons. The neural mechanisms underlying this adaptation
or repetition suppression are still unclear. In particular, we do not know how
the IT circuit is aﬀected by stimulus repetition. To address this, we mea-
sured local ﬁeld potentials (LFPs) and multi-unit spiking activity (MUA)
simultaneously at 16 sites with a laminar electrode in IT while repeating
visual images. Stimulus exposures and inter-stimulus intervals were each 500
msec. The rhesus monkeys were performing a passive ﬁxation task during
the recordings. Induced LFP power decreased with repetition for spectral
frequencies above 60 Hz but increased with repetition for lower frequencies,
the latter because of a delayed decrease in power when repeating a stimulus.
LFP-LFP and MUA-LFP coherences decreased with repetition for frequen-
cies above 60 Hz. This repetition suppression of the MUA-LFP coherence
was not due to diﬀerences in ﬁring rate since it was present when spike counts
were equated for the adapter and repeated stimuli. For frequencies between
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15 and 40 Hz, the eﬀect of repetition on synchronization depended on the
electrode depth: For the putative superﬁcial layers synchronization was en-
hanced with repetition, while the LFPs of the putative deep layers decreased
their synchrony across layers. The between-site, trial-to-trial covariations in
MUA (noise correlations) decreased with repetition, but this might have re-
ﬂected repetition suppression of the ﬁring rate. This work demonstrates that
short-term stimulus repetition aﬀects the synchronized activity, in addition
to response strength, in IT cortex.
3.1 Introduction
The responses of many macaque inferior temporal (IT) neurons decrease with
stimulus repetition (Baylis and Rolls, 1987; De Baene and Vogels, 2010; Gross
et al., 1967, 1969; Kaliukhovich and Vogels, 2011; Liu et al., 2009; McMa-
hon and Olson, 2007; Miller et al., 1991a,b; Riches et al., 1991; Sawamura
et al., 2006; Sobotka and Ringo, 1993; Verhoef et al., 2008; Vogels et al.,
1995). This repetition suppression (Desimone, 1996) or adaptation eﬀect
(Ringo, 1996) has aroused interest because of the widespread use of adap-
tation paradigms in functional magnetic resonance imaging (fMRI) studies
(Grill-Spector et al., 2006). Recent studies suggest that adaptation of spiking
activity of single macaque IT neurons results from suppression of the input
of the neuron and/or synaptic depression (De Baene and Vogels, 2010; Liu
et al., 2009; Sawamura et al., 2006), at least in paradigms using stimulus
presentations of 500 msec or less with inter-stimulus intervals (ISIs) of 1 sec
or less. This conclusion rests partially on the observation that the amount
of spiking activity to the adapter does not predict the degree of adaptation,
as would be expected from ﬁring rate-dependent adaptation.
Several studies have demonstrated that the responses of cortical neurons
can show synchronized activity at diﬀerent timescales, which can be oscil-
latory in nature (Buzsaki, 2006). Although the functional consequences of
such synchronized activity are still unclear, it can be viewed as an indicator
of network activity. Single IT neurons are members of a cortical network,
receiving local and distant input, and thus adaptation may reﬂect and inﬂu-
ence network properties. Here, we ask whether stimulus repetition changes
the network activity, in particular the synchronization of IT neuronal activity.
Computational studies have made diﬀerent predictions regarding the ef-
fect of adaptation on network activity, suggesting that adaptation increases
stimulus-locked synchronized activity in subgamma bands (below 30 Hz;
Gotts, 2003) or predicting reduced gamma band oscillations with stimulus
repetition (Moldakarimov et al., 2010). Recent studies in macaque areas V1
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and V4 reported enhanced synchronized activity following adaptation with
a short ISI (100 msec) for particular frequency bands, including the gamma
band (Hansen and Dragoi, 2011; Wang et al., 2011). Furthermore, Gutnisky
and Dragoi (2008) found decreased trial-to-trial spiking activity correlations
following brief adaptation in V1, but such an eﬀect was unreliable in V4
(Wang et al., 2011). These ﬁndings in early visual areas with short ISIs
are diﬃcult to extrapolate to IT, partially because of the typically longer
ISIs employed in that region. Moreover, opposite eﬀects of attention on V1
and V4 gamma band synchronization (Chalk et al., 2010) demonstrate that
extrapolation of synchrony eﬀects across areas is unwarranted.
To determine whether stimulus repetition aﬀects not only spiking activity
but also the degree of synchronized activity in IT, we measured multi-unit
spiking activity (MUA) and local ﬁeld potentials (LFPs), simultaneously,
to two successively presented stimuli with an ISI of 500 msec, using a 16-
channel laminar electrode. Analysis of the LFP-LFP and MUA-LFP coher-
ences showed frequency- and lamina-dependent eﬀects of stimulus repetition
on synchronized activity.
3.2 Materials and methods
3.2.1 Subjects
Two rhesus macaques (Macaca mulatta; male monkey G and female mon-
key K, weighing 7.2 and 7.6 kg, respectively, both left hemisphere) served as
subjects. Before the present study, both monkeys served as subjects in the
adaptation study of Kaliukhovich and Vogels (2011). Animal care and exper-
imental procedures met national and European guidelines and were approved
by the Ethical Committee of the KU Leuven Medical School.
Details about implants and surgery can be found in Kaliukhovich and
Vogels (2011) and are only summarized brieﬂy here. The placement of the
plastic recording chamber was guided with a preoperative MRI scan and
veriﬁed with MRI scans obtained at the beginning and between recording
sessions. Reliable estimations of the recording positions were obtained by
the visualization of glass capillaries ﬁlled with the MRI opaque copper sul-
fate (CuSO4) inserted into the recording chamber grid (Crist Instruments)
at predetermined positions. Recording positions were estimated based on
the MRI visualization of these markers combined with the microdrive depth
readings of the white/gray matter transitions relative to the grid base.
Recordings were made from the lower bank of the superior temporal sul-
cus (STS). The anterior-posterior coordinates of the estimated recording po-
65
sitions ranged between 16 and 18 mm and between 15 and 17 mm anterior to
the auditory meatus in monkeys G and K, respectively. The medial-lateral
coordinates ranged between 22 and 24 mm and between 20 and 21 mm lateral
to the midline in monkeys G and K, respectively. On the basis of the MRI,
recordings were performed in STS area TEa of Seltzer and Pandya (1978).
3.2.2 Recordings
LFPs and spikes were recorded simultaneously with a 16-channel Plextrode
U-Probe (Plexon Inc.). The inter-contact (channel) spacing was 100 µm
with electrode sites linearly arranged on a single shaft (outer diameter of 185
µm). The U-Probe was lowered with a Narishige microdrive through a guide
tube that was ﬁxed in a Crist grid. The grounded guide tube and metal
shaft served as the reference. Recordings were made with a Plexon data
acquisition system. Recorded signals were pre-ampliﬁed with a headstage
having an input impedance of > 1 GΩ. The signals were split into spiking
activity (band-passed signal between 250 Hz and 8 kHz) and LFPs (band-
passed signal between 0.7 and 170 Hz sampled at 1 kHz). Spiking activity
was thresholded online, and spike waveforms were saved at 40 kHz. LFP
waveforms were saved at 1 kHz. Oine Sorter (Plexon Inc.) was used to
remove noise or electrical artifacts from the spiking activity, but no further
spike sorting was performed. Thus the spiking data reﬂected MUA.
The U-Probe was positioned so that visually-driven MUA was present on
most if not all channels and a visually-driven LFP response was clearly visible
for each channel. Monitoring the stimulus-triggered LFPs online proved to
be very useful for identifying responsive regions in the STS and positioning
the electrode.
After positioning the U-Probe in the STS, we waited for approximately 2
hours before performing the recordings to ensure good recording stability. In
addition, this long waiting period usually improved the signal-to-noise ratio
of the electrode signal.
Eye position was measured online with an infrared-based eye tracking
system (ISCAN EC-240A, ISCAN Inc.; 120 Hz sampling rate). The analog
eye movement signal was saved with a sampling frequency of 1 kHz. Eye
positions, stimulus and behavioral events were stored for later oine anal-
ysis on a computer that was synchronized with the Plexon data acquisition
system.
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3.2.3 Stimuli and tests
The stimulus set consisted of 52 color images including human and monkey
faces, human and monkey bodies, mammals, birds, ﬁsh, snakes, insects, trees,
fruits, fractals and manmade objects. The maximum size of the objects was
approximately 5◦ of visual angle. The stimuli were presented on a uniform
gray background with their centers of mass positioned in the center of a CRT
display (frame rate = 60 Hz) located 61 cm from the subject's eyes.
After a 2-hour waiting period, the two images to be used during the
adaptation test were selected by means of a preliminary test. We presented
the 52 images while the animal was performing the passive ﬁxation task. In
this preliminary test, a trial started with the onset of a red target square (size
= 0.17◦), shown in the center of the display, that the monkey had to ﬁxate.
After 500 msec of stable ﬁxation, a stimulus was presented for 500 msec. The
animal had to maintain ﬁxation during the stimulus presentation and for 475
msec after the stimulus in order to obtain a ﬂuid reward. The diﬀerent images
were presented in a random order. On the basis of the spiking responses to
the stimuli in the diﬀerent channels, we selected two images that elicited a
response in several of the channels.
Using the two selected images, A and B, we ran the following adaptation
test (Fig. 3.1). Two stimuli, adapter and test, were presented for 500 msec
each, separated by a blank screen (ISI) for 500 msec. The stimuli within
a trial were either the same (repetition trials: AA or BB trials) or diﬀer-
ent (alternation trials: AB or BA trials) images. Subjects were required to
maintain ﬁxation from 500 msec prior to stimulus onset until 475 msec after
the test stimulus ended. Continuous ﬁxation in this 2475 msec interval was
followed by a ﬂuid reward. Any break in ﬁxation during this interval aborted
the trial. The ﬁxation window sizes ranged from 1.1◦ to 1.8◦ horizontally and
from 1.6◦ to 2.6◦ vertically across monkeys. Aborted trials were not analyzed
further. The time interval between the test stimulus end and adapter stim-
ulus onset for the next trial or, in the case of aborts, between the end of
the aborted stimulus and the beginning of the adapter stimulus of the next
trial varied across trials since it depended on the oculomotor behavior of the
animal. The medians of these time intervals ranged from 3326 to 3494 msec
across monkeys, with minima ranging from 2856 to 2923 msec. These values
are well above the 500 msec ISI of a stimulus sequence. The order of the
four diﬀerent trial sequences (AA, BB, AB and BA) was pseudorandomized
with the constraint that the adapter image of a trial always diﬀered from
the last presented image of the preceding unaborted or aborted trial. The
proportions of AA, BB, AB and BA unaborted trials were similar. The mean
number of trials per condition was 123.5 (minimum = 86 trials, maximum =
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156 trials).
Figure 3.1: Adaptation paradigm. The adaptation test was run using two
stimuli selected based on the responses of the neurons in a preceding search
test. The two selected stimuli (A and B) were presented in succession with
an inter-stimulus interval (ISI) of 500 msec. Trials were either a repetition of
the same stimulus (AA and BB sequences, repetition trials) or a successive
presentation of A and B stimuli (AB and BA sequences, alternation trials).
Monkeys were required to ﬁxate a small target point (shown here not to scale)
during the entire trial. The original stimuli were in color. The approximate
size of the stimuli was 5◦ of visual angle.
3.2.4 Data analysis
3.2.4.1 Spiking activity
A site was considered to be responsive to a particular stimulus (A or B) if the
mean ﬁring rate to that stimulus as adapter or test was signiﬁcantly greater
than the mean baseline ﬁring rate (two-sided Wilcoxon matched pairs test,
p < 0.05). The baseline ﬁring rate was measured within a 200 msec time
window that started 140 msec before adapter stimulus onset. Firing rates for
the adapter and test stimuli were computed within 500 msec windows starting
60 msec after stimulus onset. Only those combinations of sites and stimuli for
which there was a signiﬁcant response were used in further analyses, except
stated otherwise. The use of only responsive sites ensured that the analyzed
sites were located in responsive cortex. With this criterion, 6.9% and 28.1%
of the stimulus × site combinations were removed from the recorded data set
in monkeys G and K, respectively.
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Since preliminary analyses showed that adaptation was stronger in the
early than the late phase of the response to a stimulus, we employed in most
analyses two analysis windows for each stimulus: an early window from 60
to 310 msec after stimulus onset and a late window from 310 to 560 msec.
Note that response in the following text refers to gross ﬁring rates, unless
otherwise stated.
3.2.4.2 LFPs
LFPs were ﬁltered oine with a digital 50-Hz notch ﬁlter (48-52 Hz fourth-
order Butterworth FIR ﬁlter; Fieldtrip Toolbox, F. C. Donders Centre for
Cognitive Neuroimaging, Nijmegen, the Netherlands; http://fieldtrip.
fcdonders.nl/). Trials in which the signal was < 1% or > 99% of the total
input range were excluded (median % removed trials across all conditions
and animals = 0.4%). We employed two methods for spectral analysis of
the LFPs: Morlet wavelet-based  as by De Baene and Vogels (2010) and
Kaliukhovich and Vogels (2011)  and multitaper spectral estimation meth-
ods. By convolving single-trial data with complex Morlet wavelets and taking
the square of the convolution between the wavelet and signal (Tallon-Baudry
et al., 1997), the time-varying power of the signal for every frequency was
obtained. Averaging spectral maps (power as a function of frequency and
time) across trials for a given site produces a spectral map of that site. The
complex Morlet wavelets had a constant center frequency-spectral bandwidth
ratio (f0/σf ) of 7, with f0 ranging from 1 to 170 Hz in steps of 1 Hz. The
spectral maps of sites were normalized at each frequency by the average
power within the baseline window of 200 msec before adapter onset for each
condition.
Multitaper methods (Percival and Walden, 1998) were used to estimate
the spectrum and cross-spectrum for computation of the coherency (see be-
low). We employed 1 and 5 discrete prolate spheroidal sequence tapers
(Slepian functions) for the frequencies from 1 to 30 Hz and from 30 to 170
Hz, respectively, with a duration of 350 msec given a spectral resolution of
±2.9 and ±8.6 Hz. The spectra were estimated in steps of 10 msec and 2.9
Hz. Before the multitaper spectral analysis was performed, the average LFP
for a condition and site was subtracted from the LFP waveform of each trial
of that site and condition.
3.2.4.3 Coherency analysis
LFP-LFP and MUA-LFP coherencies were computed for pairs of sites. For
the calculation of coherencies, both signals were always from diﬀerent sites.
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LFP-LFP and MUA-LFP coherencies were computed with the multitaper-
based estimates of the spectra and the cross-spectrum of the two signals
following the method of Jarvis and Mitra (2001) using Chronux software
(http://www.chronux.org). Coherence was deﬁned as the absolute value
of the coherency. A coherence value of 1 indicates that the two signals have
a constant phase relationship and amplitude covariation, and a value of 0
indicates no phase relationship. Computation of MUA-MUA coherences pro-
duced low unreliable values in both animals, which were not analyzed further.
Although MUA-LFP coherence is a power-normalized measure, it can
depend on the number of spikes that enter its computation. To control for the
contribution of spiking rate diﬀerences when comparing the coherence values
for two diﬀerent stimuli (e.g., adapter and test stimuli), we equated the ﬁring
rates for the 2 stimuli before computing the spectra (Gregoriou et al., 2009;
Verhoef et al., 2011). For each site and condition, we equated the average
ﬁring rate computed in 1 msec bins within an interval of 1000 msec that
started 250 msec before stimulus onset by randomly removing spikes of the
corresponding bin for the stimulus with a larger ﬁring rate at that bin. The
result of this procedure was that the average peri-stimulus time histograms
(PSTHs) were equal for the two stimuli within the 1000 msec interval at 1
msec resolution. Thus possible diﬀerences in MUA-LFP coherences between,
for example, adapter and test stimuli cannot be due to diﬀerences in spiking
rate between these stimuli. When equating the responses to the test stimuli
(e.g., A) in repetition (AA) and alternation (BA) trials, we also equated
the number of trials in both conditions. This avoids possible diﬀerences in
computed coherence levels (bias) due to a diﬀerent number of trials. Note
that since adapter and test stimuli occurred in the same trial, these stimuli
automatically have the same number of presentations.
A second control ensured that the coherence reﬂected within-trial syn-
chronization and not stimulus-evoked changes in response locked to stimulus
onset. The latter evoked responses should be present on all trials and thus
can be isolated by computing coherency for signals of diﬀerent trials of the
same condition. This shue correction permutes the order of trials for one
of the two signals, recomputes the coherence for the permuted data and then
subtracts the shue-based coherences from the original coherence values.
Thus the shue-corrected coherence is the pure within-trial synchrony of
the two signals. Before subtracting the shued coherences from the original
ones, we transformed the coherence values with the Fisher transform [arc-
tanh(coherence)], which stabilizes coherence variance (Bokil et al., 2007). All
coherence values shown in the present report are shue-corrected.
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3.2.4.4 Statistical analyses
For each stimulus × responsive site combination, we computed adaptation
indices (AI s) for the diﬀerent analysis windows as follows:
AI =
S1− S2
S1
× 100,
where S1 and S2 are the mean net responses (baseline ﬁring rate subtracted)
to the adapter and test stimuli. To have a ﬁne-grained analysis of variations
in the degree of adaption as a function of time, we computed for each 10-
msec-wide bin an adaptation contrast (AC ) index (Kaliukhovich and Vogels,
2011), deﬁned as:
AC =
S1− S2
S1 + S2
,
with S1 and S2 being the raw spiking response or normalized power for the
adapter and test stimuli, respectively. In the case of spectral power, the AC
indices were computed for each frequency and time bin. The AC index has
the advantage that it is symmetric around zero, that is, equal absolute indices
when the relative diﬀerences in signals to both stimuli are of the opposite
sign.
For statistical testing of diﬀerences in coherences between adapter and
test stimuli for diﬀerent frequency bands and early and late response phases,
we averaged the coherences within each response phase and each of the fol-
lowing frequency bands: 8.6-11.4 Hz (labeled alpha), 14.3-28.6 Hz (beta),
31.4-57.1 Hz (low gamma), 60.0-97.1 Hz (middle gamma) and 100.0-168.6
Hz (high gamma). These analyses were performed on the shue-corrected
Fisher-transformed coherences. Analyses using non-transformed coherences
produced highly similar results. Note that the frequency band labeled here
as middle gamma corresponds to the high gamma band of De Baene and
Vogels (2010) and Kaliukhovich and Vogels (2011). For each analysis window
(early and late; see above) and frequency band we concatenated the mean
coherence values of the responsive pairs for stimuli A and B. We performed a
two-way repeated measures ANOVA on these coherence values for each mon-
key separately, with frequency band and adapter × test stimuli as factors. In
addition, we performed comparisons of the coherence values of the adapter
and test stimuli, averaged for each frequency band, using a randomization
test. For each analysis window (early and late) and frequency band we con-
catenated the mean coherence values of the responsive pairs for stimuli A
and B and computed a paired t-test for the coherence values of the adapter
and test stimuli across pairs. To correct for the multiple comparisons across
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frequency bands we followed the procedure of Fries et al. (2008). Brieﬂy,
for each pair of sites we randomly assigned the adapter or test label, recom-
puted the t-score for each frequency band and then kept the minimum and
maximum t-score across frequency bands. This was done 1000 times so that
we obtained a null distribution of 2000 t-scores (1000 minima and 1000
maxima). An observed t-score was deemed signiﬁcant (corrected p < 0.05)
when it was larger than the 97.5th or smaller than the 2.5th percentile of
the null distribution. The same statistical procedure was employed to test
whether the coherences for a test stimulus (e.g., A) following the same (A)
versus a diﬀerent (B) adapter image diﬀered signiﬁcantly.
3.2.4.5 Analysis of eye movements
We analyzed the saccadic frequencies and their amplitudes using the same
method as Kaliukhovich and Vogels (2011), following Engbert and Kliegl
(2003). In brief, horizontal and vertical eye position traces were low-pass
ﬁltered (< 40 Hz, ﬁfth-order Butterworth ﬁlter, Matlab; Fries et al., 2008)
to remove high-frequency noise and then diﬀerentiated in time to obtain
eye velocity. An eye movement lasting at least 16 msec and of which the
velocity exceeded 3 standard deviations of the eye velocity distribution of
the trial computed within the time interval of -500 to 1975 msec with respect
to adapter onset was classiﬁed as a saccade. The additional constraint was
that any two successive saccades had to be separated by a time interval of at
least 50 msec (Ayzenshtat et al., 2010) to avoid noisy ﬂuctuations over the
eye movement signal. Otherwise, the second saccade was discarded in favor
of the ﬁrst. We analyzed both the saccadic rates and amplitudes that were
detected in the same analysis windows as those used for the spiking data
analysis. In agreement with previous studies (Engbert and Kliegl, 2003;
Kaliukhovich and Vogels, 2011; Martinez-Conde et al., 2009), saccadic peak
velocities correlated with saccadic amplitudes for each combination of animal
and condition (all Pearson correlation coeﬃcients r > 0.85, all p-values <
0.001).
3.3 Results
We recorded spiking activity and LFPs simultaneously, using a laminar elec-
trode (16-channel Plextrode U-Probe) located in the ventral bank of the
rostral STS during an adaptation paradigm in which repetitions of the same
images (AA or BB sequences) were randomly interleaved with successive pre-
sentations of diﬀerent images (AB or BA sequences). We made 21 and 11
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penetrations in monkeys G and K, respectively, yielding 319 and 149 sites
responsive to either A or B (see Materials and Methods) in monkeys G and
K, respectively.
3.3.1 Adaptation of multi-unit activity
Figure 3.2 shows the MUA and mean LFP for the AA and BB trials of
one exemplar penetration in monkey G. The MUA was responsive for all 16
sites and decreased when repeating a stimulus within a sequence, that is,
an adaptation eﬀect. The MUA response, averaged across all sites in which
there was a signiﬁcant response to at least A or B, decreased upon repetition
of the same image (AA and BB trials; Fig. 3.3A,B) in each monkey. This
adaptation eﬀect was already present at the early phase of the response. The
overall activity, including baseline, was higher in monkey K, probably because
of the lower setting of the threshold during recordings. The adaptation eﬀect
was stimulus-selective: The reduction in activity was less in the AB and BA
sequences than for the AA and BB sequences, in agreement with previous
studies that employed either familiar (De Baene and Vogels, 2010) or novel
(Kaliukhovich and Vogels, 2011) stimuli. This stimulus dependence of the
adaptation proved to be signiﬁcant in each animal for the ﬁrst 250 msec of the
response (60-310 msec window; two-way ANOVA on the mean responses to
A and B presented as the adapter or test stimuli in repetition and alternation
trials: interaction repetition × alternation and adapter × test factors: p <
0.00003 in each animal). During the later part of the response (310-560 msec
window), monkey G did not show repetition suppression (ANOVA: no main
eﬀect of adapter × test factor, no interaction between the two factors), while
monkey K showed weakly signiﬁcant greater responses to the test stimuli in
repetition compared with alternation trials (ANOVA: interaction p < 0.05).
For each stimulus × responsive site combination, we quantiﬁed the degree
of adaptation in repetition trials by an adaptation index (AI ), using the net
responses in an analysis window of 500 msec (see Materials and Methods).
The distributions of the AI s are shown for each monkey in Figure 3.3C,D.
The median AI s were signiﬁcantly larger than 0 in each animal (two-sided
Wilcoxon signed-rank test, p < 10−28 in each monkey) and highly similar in
the two animals: 33.6% and 34.7% in monkeys G and K, respectively. These
values compare well with the median AI of 37% obtained by De Baene and
Vogels (2010), who also used familiar stimuli but with a shorter stimulus
presentation duration (300 msec) and ISI (300 msec). The large majority of
the considered stimulus × responsive site combinations showed a decreased
response with repetition (AI > 0 in 91.4% and 87.7% of the combinations
in monkeys G and K, respectively). Note that the only selection criterion
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Figure 3.2: Multi-unit spiking activity (MUA) and local ﬁeld potentials
(LFPs) in an example penetration (monkey G). Left: Peri-stimulus time
histograms of the MUA for the 16 channels of the laminar electrode for the
AA and BB repetition trials. Bin width is 10 msec. Channel 1 was the up-
permost channel. Right: Mean LFPs obtained in the same trials. Stippled
lines indicate stimulus on- and oﬀsets. 0 msec corresponds to the onset of the
ﬁrst stimulus of a trial. Number of trials (N ) is indicated for each stimulus
condition. Stimuli were a fractal pattern and white raisins.
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Figure 3.3: Adaptation of MUA. (A, B) Population peri-stimulus time his-
tograms of the mean MUA activity of all sites in which there was a signiﬁcant
response to at least A or B for repetition (AA and BB) and alternation (AB
and BA) trials in monkeys G (A) and K (B). N, number of responsive sites.
Bands indicate within-site standard error of the mean, i.e., computed by
removing the between-sites variance in response (Loftus and Masson, 1994).
Bin width is 20 msec. Stippled lines indicate stimulus on- and oﬀsets. 0 msec
corresponds to the onset of the ﬁrst stimulus of a trial. (C, D) Distributions
of the adaptation indices in monkeys G (C ) and K (D). Positive and neg-
ative indices indicate repetition suppression and enhancement, respectively.
Arrow indicates the median, and vertical line corresponds to an adaptation
index of 0% (no adaptation eﬀect). N, number of stimulus × responsive site
combinations.
we employed in this analysis was the requirement for a signiﬁcantly greater
response to the stimulus (A or B), presented either as adapter or test. Thus
the data of this unbiased sample show that adaptation is a highly common
phenomenon in macaque IT.
Closer inspection of the population PSTHs of Figure 3.3 suggests that
the adaptation eﬀect was mainly present in the ﬁrst half of the response. To
assess this response time dependence of the adaptation eﬀect, we computed
AI s for the ﬁrst and second half of the 500 msec window (see Materials and
Methods). The median AI s for the early window were 50.5% and 48.0% in
monkeys G and K, respectively, and were, as expected, signiﬁcantly larger
than 0 (two-sided Wilcoxon signed-rank test, p < 10−36). The median AI s
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for the late window were only 3.0% and 7.3% in each animal and did not
diﬀer signiﬁcantly from 0 (two-sided Wilcoxon signed rank test, p < 0.27).
3.3.2 Adaptation eﬀects on LFP power
The LFPs of the example penetration of Figure 3.2 showed robust responses
on all channels and, as expected, when recording from diﬀerent layers the
waveforms depended systematically on the channel depth. Also note the over-
all increase of the LFP amplitude with increasing depth, which was a typical
observation and is consistent with Schroeder et al. (1998). The LFP wave-
form depended on the stimulus (A versus B) and diﬀered between adapter
and test stimuli. Since the adaptation eﬀect of the LFP in IT depends on
spectral frequency (De Baene and Vogels, 2010; Kaliukhovich and Vogels,
2011), we performed a spectral analysis of the LFPs. Figure 3.4A,B shows
the mean normalized power as a function of time and frequency, computed
with multitaper methods (see Materials and Methods), for all repetition trials
(AA and BB; monkey G: N = 626 stimulus × responsive site combinations;
monkey K: N = 253). Unlike in our previous studies, we subtracted the
mean LFP of each condition from the LFP waveform of each trial of that
condition before computing the spectral power. This was done to compute
coherency (see below) and aﬀects the power at the low frequencies.
Both monkeys showed a stimulus-driven increase in LFP power for the
frequencies above 60 Hz, that is, in the middle and high gamma bands. For
lower frequencies, both animals showed a stimulus-driven decrease in power
with respect to baseline for the frequencies between approximately 15 and
40 Hz and, in addition, an enhanced power at frequencies around 6 and 9
Hz in monkeys G and K, respectively. To examine the adaptation eﬀect
as a function of frequency and time in detail, we computed an adaptation
contrast (AC ) index for each frequency × time bin. Positive AC indices
indicate repetition suppression, and negative AC indices indicate repetition
enhancement. Except for frequencies below 15 Hz, the pattern of the AC in-
dices as a function of time and frequency was similar in the two animals (Fig.
3.4C,D). Both monkeys showed repetition suppression at frequencies above
60 Hz mainly in the ﬁrst half of the response, which ﬁts the strong adaptation
seen for the MUA in the early response window. This profound repetition
suppression in the middle and high gamma bands agrees with De Baene and
Vogels (2010) and Kaliukhovich and Vogels (2011). At frequencies between
15 and 40 Hz, both animals showed repetition enhancement, again only in
the ﬁrst half of the response. Inspection of Figure 3.4A,B shows that this
enhancement is due to the later onset of the stimulus-induced decrease of
power for the test compared with adapter stimulus. At frequencies below 10
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Figure 3.4: Power spectra and adaptation contrast (AC ) indices in repeti-
tion trials. (A, B) Time-frequency plot of the averaged normalized power
estimated using multitaper methods for monkeys G (A) and K (B), respec-
tively. Stippled lines indicate stimulus on- and oﬀsets. 0 msec corresponds
to the onset of the ﬁrst stimulus of a trial. The power for the frequencies
below 30 Hz were computed with 1 Slepian taper, while those above 30 Hz
were computed with 5 Slepian tapers. Only MUA responsive site × stim-
ulus combinations were used to average the power. A value of 1 indicates
no change in power with respect to baseline. The apparent change in power
before stimulus onset is due to the duration of a single taper. (C, D) Time-
frequency plots of AC indices for monkeys G (C ) and K (D), respectively.
Positive and negative indices indicate repetition suppression and enhance-
ment, respectively. 0 msec corresponds to stimulus onset. Row at bottom
labeled MUA shows the AC indices for the MUA of the same stimulus ×
responsive site combinations. Pearson correlation coeﬃcient r between the
AC indices for the power of a given frequency and the MUA is plotted to
the right of time-frequency AC plots.
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Hz, repetition suppression is present.
To compare the temporal evolution of the adaptation eﬀects for the LFP
power and MUA we computed the Pearson correlation coeﬃcients r between
the AC indices for the MUA and the AC indices of the LFP power at each
frequency (both AC indices were computed in bins of 10 msec; Fig. 3.4C,D).
In each animal, these correlation coeﬃcients approximated 0.80 for frequen-
cies above approximately 50 Hz and were strongly negative at the lower
frequencies (Fig. 3.4C,D). These strong and signiﬁcant correlations are due
to the presence of repetition eﬀects in the ﬁrst half of the response and their
absence in the later part of the response in both types of signals.
3.3.3 Coherence of LFP-LFP signals
To determine whether stimulus repetition aﬀects the synchronization of LFPs,
we computed LFP-LFP coherences for all possible pairs of simultaneously
recorded sites. Following Takeuchi et al. (2011), we initially will restrict the
analyses to those sites that were at least 300 µm apart (e.g., channels 1, 4, 7,
etc.) with the constraint that the MUA of those sites needed to be respon-
sive (ensuring within-cortex recordings). The mean shue-corrected Fisher-
transformed coherences for these selected pairs are plotted as a function of
time and frequency for each monkey (monkey G: N = 545 pairs; monkey K:
N = 203 pairs) separately in Figure 3.5A,B. These are average coherences ob-
tained in repetition trials (computed for conditions AA and BB separately),
pooled across responsive site pairs. In both animals, LFP-LFP coherence
decreased with spectral frequency. For the frequencies above 60 Hz, the
LFP-LFP coherence increased during the stimulus presentation, especially
in the ﬁrst part of the stimulus periods. This is poorly visible in Figure 3.5B
(monkey K), because of the color scale, but this increase in coherence upon
presentation of the adapter in this animal can be appreciated much better
when examining the time course of the LFP-LFP coherence (Fig. 3.6A). For
lower frequencies the pattern was more complex, although in both monkeys
there was a tendency toward an increase in the beta range. Importantly, the
increase in coherency appears to be stronger for the adapter compared with
the test stimulus. This can be seen clearly for the high frequencies (e.g.,
around 100 Hz) in Figure 3.5A.
To test quantitatively whether the LFP-LFP coherences diﬀered between
the adapter and test stimuli in repetition trials, we averaged shue-corrected
Fisher-transformed coherence values in 5 diﬀerent frequency bands for both
the early and late response windows. For the early response window, a two-
way ANOVA (see Materials and Methods) showed in each animal a signiﬁcant
main eﬀect of the adapter × test factor (p < 0.001 in each animal) and a
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Figure 3.5: LFP-LFP coherence in repetition trials: Time-frequency plots.
Shue-corrected Fisher-transformed coherence averaged across pairs of MUA
responsive sites with a distance of at least 300 µm. Note that the Fisher
transformation can produce values > 1. Stippled lines indicate stimulus on-
and oﬀsets. 0 msec corresponds to the onset of the ﬁrst stimulus of a trial.
The power for frequencies below 30 Hz were computed with 1 Slepian taper,
while those above 30 Hz were computed with 5 Slepian tapers. (A) Monkey
G. (B) Monkey K.
signiﬁcant interaction between frequency band and adapter × test (p < 0.001
in each animal). In both animals (monkey G: N = 545 pairs; monkey K: N
= 203 pairs) the LFP-LFP coherences decreased signiﬁcantly with repetition
for all bands (randomization test; see Materials and Methods) during this
response period, except for the low gamma band in monkey G, which showed
a signiﬁcant increase of coherence with repetition (Fig. 3.6A). In monkey
G, there was a pronounced stimulus-driven decrease in average LFP-LFP
coherence in the low gamma band that was not present in the average co-
herences of the other animal. However, further analysis indicated that each
animal could show a stimulus-driven decrease or increase in the low gamma
band coherence depending on the depth of the analyzed channels. Indeed,
the stimulus-driven decrease of the low gamma coherence was present when
averaging coherences for the upper 10 channels in monkey G and for the 5
upper channels in monkey K. Monkey K showed an increased stimulus-driven
low gamma coherence when averaging the 10 deepest channels, and this in-
crease was also present in monkey G when averaging his 5 deepest channels.
Thus the apparent diﬀerence between animals can be explained by a com-
bination of laminar eﬀects on LFP-LFP coherence in this band and deeper
recordings in monkey K compared with monkey G. For the late response
window, repetition suppressions were smaller and in two cases even failed to
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Figure 3.6: Time course of mean LFP-LFP coherences as a function of fre-
quency band. (A) Time course of the shue-corrected Fisher-transformed
LFP-LFP coherence for the adapter and test stimuli, averaged within ﬁve
diﬀerent frequency bands (see Results). Values are computed only for pairs
of MUA responsive sites separated by at least 300 µm. Top: Monkey G. Bot-
tom: Monkey K. (B) Time course of the shue-corrected Fisher-transformed
LFP-LFP coherence for the test stimuli in alternation (AB and BA) and
repetition (AA and BB) trials. Top: Monkey G. Bottom: Monkey K. In all
panels, the stimulus presentation is indicated by the horizontal bar. Bands
indicate within-site 95% conﬁdence intervals of the mean, i.e., computed by
removing the between-sites variance in coherence (Loftus and Masson, 1994).
Note the diﬀerent scales for the diﬀerent bands (indicated in bold): There
was a marked drop of mean LFP-LFP coherence with increasing frequency.
The signiﬁcance of the diﬀerence in mean coherence between the two stimuli
was tested with a randomization test for the early and late analysis windows
separately. These windows are marked by the stippled vertical lines, and
asterisks indicate a statistically signiﬁcant diﬀerence in the corresponding
window (p < 0.05, corrected for multiple comparisons).
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reach statistical signiﬁcance (Fig. 3.6A), and for the high gamma band the
coherence values for the test stimulus were signiﬁcantly higher than for the
adapter in monkey G and did not reach statistical signiﬁcance in the other
animal. Nonetheless, the interaction between frequency band and adapter ×
test factors was still highly signiﬁcant (p < 0.001 in each animal). Examina-
tion of the time course of the coherence values for the diﬀerent bands (Fig.
3.6A) indicates that in both animals the decrease in coherence with repeti-
tion for the frequencies above 60 Hz and in the beta band are not due to
pre-stimulus diﬀerences in baseline coherence between the adapter and test
stimuli. Note that the stimulus-driven changes in the computed coherence
before stimulus onset in Figure 3.6 (and other ﬁgures showing time courses
of coherence) result from the 350-msec-long window that was employed to
estimate the spectra and cross-spectra.
To assess whether these eﬀects on synchronization depend on adapter and
test stimulus identity, we assessed whether the LFP-LFP coherences diﬀered
between a test image following the same image (repetition trials: A following
A or B following B) compared with the same test image following a diﬀerent
image (alternation trials: B following A or A following B; monkey G: N =
545 pairs; monkey K: N = 203 pairs). For the early response window, a
two-way ANOVA with factors frequency band and repetition × alternation
trials showed in each animal a signiﬁcant main eﬀect of the latter factor (p
< 0.001 in each animal) and a signiﬁcant interaction between the two factors
(p < 0.001 in each animal). Randomization tests (see Materials and Meth-
ods) showed that the frequencies above 60 Hz showed a signiﬁcant decrease in
LFP-LFP coherence for the early period of the test stimuli in repetition com-
pared with alternation trials (Fig. 3.6B). For the frequencies below 60 Hz,
stimulus-speciﬁc repetition eﬀects were signiﬁcant for the beta band in mon-
key G and the alpha and low gamma bands in the other animal (Fig. 3.6B).
This is in line with the higher coherence values for the adapter compared
with test stimuli for these frequency bands in these animals (Fig. 3.6A).
Examination of the time course of the coherence values (Fig. 3.6B) indicates
that the latter stimulus-speciﬁc decreases in coherence with repetition and
those for frequencies above 60 Hz are not due to pre-stimulus diﬀerences in
baseline coherence between the adapter and test stimuli. Again, eﬀects were
smaller in the late response period (Fig. 3.6B), although the interaction of
frequency band and repetition × alternation trials was signiﬁcant in each
animal (monkey G: p < 0.0001; monkey K: p < 0.02).
Overall, these data show that stimulus repetition signiﬁcantly aﬀects the
degree of synchronization of LFP signals and such eﬀects are mainly present
in the early phase of response, as was the case for the eﬀect of repetition on
power and MUA.
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3.3.4 Coherence of MUA-LFP signals
LFPs reﬂect mainly synaptic input, especially for lower spectral frequencies,
while MUA corresponds to the output of neurons. Thus MUA-LFP coherency
informs about synchronization of synaptic input and neuronal output. We
computed MUA-LFP coherence on the MUA and LFPs for the same pairs of
sites (at least 300 µm apart) for which we computed the LFP-LFP coherence.
The mean MUA-LFP coherences of those pairs are shown in Figure 3.7 for
each monkey separately (monkey G: N = 1090 pairs; monkey K: N = 406
pairs). The Fisher-transformed coherence values shown in this ﬁgure are
shue-corrected and computed on the MUA that was equated for the adapter
and test stimuli (see Materials and Methods). The mean coherence values
are much lower than for LFP-LFP signals, which is not surprising given
the more local nature of the MUA compared with the LFPs. There is an
increase in coherence in the middle and high gamma range with stimulus
presentation that appears to be stronger for the adapter compared with test
stimulus in each of the two animals. Noteworthy also is the strong coherence
after stimulus presentation in the beta and low gamma range. Interestingly,
coherence decreases during stimulus presentation in this range, and this drop
is delayed and weaker in the test compared with adapter stimulus. This is
seen most clearly in monkey G between 20 and 40 Hz.
Figure 3.7: MUA-LFP coherence in repetition trials: Time-frequency plots.
Shue-corrected Fisher-transformed coherence averaged across pairs of MUA
responsive sites with a distance of at least 300 µm. (A) Monkey G. (B)
Monkey K. Same conventions as in Figure 3.5.
To obtain a quantitative measure of the MUA-LFP coherence values for
the adapter and test stimuli, we again averaged the shue-corrected Fisher-
transformed MUA-LFP coherences in ﬁve frequency bands and for the early
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and late response periods (Fig. 3.8A). For the early response window, a two-
way ANOVA showed in each animal a signiﬁcant interaction of frequency
band and adapter × test stimuli (monkey G: p < 0.0001; monkey K: p <
0.02). MUA-LFP coherences in the high gamma band in monkey G and in
the high and middle gamma bands in monkey K were signiﬁcantly greater
(randomization tests) for adapter compared with test stimuli (Fig. 3.8A).
These reductions in MUA-LFP coherences with repetition were not due to
pre-stimulus diﬀerences in baseline (Fig. 3.8A). For the beta and low gamma
bands, the opposite eﬀect, that is, an enhanced synchronization with repeti-
tion, was present that reached statistical signiﬁcance in monkey G but not
in monkey K (randomization tests; Fig. 3.8A). This diﬀerence was already
present well before stimulus onset, which at least partially reﬂects the in-
creased coherence during the ISI in these bands. The increased coherence
during test compared with adapter presentation in these bands also reﬂects
the stronger decrease of coherence for the adapter compared with the test
stimulus. This is seen most clearly for the low gamma of monkey G (Fig.
3.8A) and can also be appreciated in Figure 3.7. ANOVA showed a signif-
icant interaction of frequency band and adapter × test stimuli for the late
response period in monkey G (p < 0.002) but not in monkey K, and eﬀects
were weak.
An ANOVA comparing the MUA-LFP coherence to the same test images
in repetition and alternation trials for the ﬁve frequency bands showed a
signiﬁcant interaction between the two factors in monkey G for the early re-
sponse period (p < 0.0001). Randomization tests showed signiﬁcantly greater
coherence values in the beta and low gamma bands for the test stimuli in
repetition compared with alternation trials in the early response period, and
this is not due to baseline diﬀerences in coherence (Fig. 3.8B). In addition,
there was a signiﬁcant decrease of coherence in the alpha band in repetition
compared with alternation trials(Fig. 3.8B).Unlike for the other bands, this
diﬀerence was also present before stimulus, and since no diﬀerence before test
stimulus onset is expected between repetition and alternation trials, this de-
crease in coherence should be interpreted with caution. No signiﬁcant eﬀects
were present for the frequencies above 60 Hz, although examination of the
time course of the coherences suggested a decrease of MUA-LFP coherence
with repetition for the high gamma band (Fig. 3.8B). For the late response
period, no eﬀects were statistically signiﬁcant.
ANOVA showed neither a main eﬀect of the repetition × alternation trials
factor nor an interaction eﬀect in the early period in monkey K. However,
the randomization test showed a signiﬁcantly greater coherence for the test
stimuli in alternation compared with repetition trials in the middle gamma
band (Fig. 3.8B). This was not due to baseline diﬀerences in coherence and
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Figure 3.8: Time course of mean MUA-LFP coherences as a function of
frequency band. Values are computed only for pairs of MUA responsive
sites separated by at least 300 µm. (A) Time course of shue-corrected
Fisher-transformed MUA-LFP coherence for adapter and test stimuli, aver-
aged within ﬁve diﬀerent frequency bands. Top: Monkey G. Bottom: Monkey
K. (B) Time course of shue-corrected Fisher-transformed corrected MUA-
LFP coherence for the test stimuli in alternation (AB and BA) and repetition
(AA and BB) trials. Top: Monkey G. Bottom: Monkey K. Asterisks indicate
a statistically signiﬁcant diﬀerence in the 250-msec-long early or late analysis
windows (p < 0.05, corrected for multiple comparisons). Same conventions
as in Figure 3.6.
ﬁts the signiﬁcantly greater coherence for adapter compared with test stimuli
in this animal (Fig. 3.8A). For the later response window, ANOVA did show a
signiﬁcant main eﬀect of the repetition × alternation trials factor (p < 0.005)
and a signiﬁcant interaction of the two factors (p < 0.01). This interaction
mainly resulted from the signiﬁcant increased coherence (randomization test)
in the alternation compared with repetition trials in the alpha band (Fig.
3.8B).
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Overall, these data show that stimulus repetition signiﬁcantly aﬀects the
degree of synchronization of LFP and spiking activity in IT.
3.3.5 Eﬀects of channel depth on MUA and LFP re-
sponses
Although the STS is not perfectly horizontal, and thus our penetrations were
not perfectly orthogonal to the cortex, the upper sites were located on av-
erage in more superﬁcial lamina than the lower sites. Given the absence of
histological veriﬁcation of laminar recording positions in these animals and
that current source density analysis of the STS LFP data did not show a
clear midlamina focus (data not shown), in agreement with Schroeder et al.
(1998), we did not attempt to assign electrode contacts to diﬀerent lamina.
Nonetheless, we analyzed the eﬀect of channel depth, averaged across pene-
trations, reasoning that strong and consistent laminar eﬀects should show up
in such analysis. To determine whether the responses diﬀered as a function
of channel depth, we classiﬁed each responsive site as belonging to one of
three groups: group U  upper channels 1-5, group M  middle channels
7-11, and group L  lower channels 12-16. The mean MUA of each of the
three groups showed stimulus-selective repetition suppression in each animal
in the early response window (two-way ANOVA on the mean responses to A
and B presented as the adapter or test stimuli in repetition and alternation
trials: interaction repetition × alternation and adapter × test factors: p <
0.002 in each animal). The baseline-corrected, net responses tended to be
higher in group U compared with group L (mean net responses to adapter
(500-msec-long window) in groups U and L were 20.0 and 12.3 spikes/sec,
respectively, in monkey G and 17.1 and 4.5 spikes/sec, respectively, in mon-
key K). However, one needs to be prudent in interpreting this diﬀerence in
response strength since we cannot exclude that it reﬂects a possible bias to
select stimuli using the upper (U ) channels.
We found systematic diﬀerences in the LFP power as a function of spec-
tral frequency between the diﬀerent depth groups of sites. Figure 3.9 shows
Morlet wavelet-based time-frequency plots of the power for the three diﬀerent
groups. Note that in this spectral analysis, the power is computed for each
trial and without subtracting the average LFP (unlike the spectra shown in
Fig. 3.4). We show the low and high frequencies separately for the sake
of clarity. Interestingly, the power in the alpha/beta range increased with
recording depth. The two monkeys diﬀer with respect to the changes in power
across the three depth groups (Fig. 3.9), especially for the low frequencies,
but this apparent inter-animal diﬀerence decreases when one accepts deeper
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Figure 3.9: Time-frequency plots of LFP power in repetition trials computed
with Morlet wavelets without subtraction of the mean LFP for the three
groups of sites sorted according to their depth along the electrode shaft. For
the sake of clarity, the scales of the frequencies above and below 40 Hz diﬀer.
Power is expressed in units normalized to baseline (power equal to baseline
= 1). Time-frequency plots were averaged across all MUA responsive site
× stimulus combinations within each group. Site numbers included in each
group are indicated. (A) Monkey G. (B) Monkey K. Same conventions as in
Figure 3.4A.
penetrations in monkey K compared with monkey G. Figure 3.10 shows the
multitaper-based spectral plots in which the average LFP per condition was
subtracted from each trial of that condition for the three depth groups. In
both animals there was a shift of the gamma peak to lower frequencies with
increasing depth. In monkey G the stimulus-induced decrease in power be-
tween 20 and 40 Hz became somewhat more pronounced with depth, while
in monkey K there was an increase in the alpha band (and lower). Notably,
stimulus repetition eﬀects were present in the LFP power in each of the three
depth groups for each animal, for both high and low frequencies.
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Figure 3.10: Time-frequency plots of LFP power in repetition trials computed
with the multitaper method with subtraction of the mean LFP for the three
groups of sites sorted according to their depth along the electrode shaft. (A)
Monkey G. (B) Monkey K. Same conventions as in Figures 3.4A and 3.9.
3.3.6 Eﬀects of depth and distance between sites on
LFP-LFP coherences
Above we analyzed sites that diﬀered by at least 300 µm and ignored the
position of a site on the laminar electrode. Previous studies in early visual
cortical areas suggested that coherence can depend on the lamina (Bollimunta
et al., 2008; Buﬀalo et al., 2011; Hansen and Dragoi, 2011; Maier et al.,
2010) and decreases with inter-electrode distance (Hansen and Dragoi, 2011;
Maier et al., 2010; Ray and Maunsell, 2011b). We have already noted that
diﬀerences between the two animals in some of the repetition eﬀects diminish
when one accepts deeper recordings in monkey K compared with monkey G.
Changes in coherence eﬀects with depth may also explain other observed
inter-animal diﬀerences. Thus we felt it was important to assess the eﬀect
of electrode position and inter-electrode distance on the changes in LFP-
LFP coherence with stimulus repetition. To address this issue, we computed
the shue-corrected Fisher-transformed LFP-LFP coherence for all possible
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electrode pairs, and these were averaged within the ﬁve frequency bands
and across penetrations in each animal. Since adaptation eﬀects were the
strongest in the early response period, we show the coherences for this period.
Figures 3.11 and 3.12 show the mean shue-corrected Fisher-transformed
LFP-LFP coherences for all possible electrode pairs for the adapter and test
stimulus in repetition trials (AA and BB) in monkeys G and K, respectively.
Several points are noteworthy. First, as expected from previous studies in
early visual cortical areas, LFP-LFP coherences decreased with increasing
electrode distances at all examined frequency bands. Second, coherences at
short electrode distances were stronger for the deeper compared with super-
ﬁcial sites for all frequency bands. Third, the overall eﬀect of inter-electrode
distance and electrode location is similar for adapter and test stimuli.
Nonetheless, robust eﬀects of stimulus repetition were present when plot-
ting the t-scores that resulted from a paired t-test contrasting the Fisher-
transformed coherences for the adapter and test stimuli (Figs. 3.11 and 3.12,
3rd row) in repetition trials. A positive t-score indicates a greater coherence
for the adapter compared with the test stimulus, that is, repetition suppres-
sion, while a negative t-score indicates repetition enhancement. In monkey G
the coherences among the upper sites showed repetition enhancement for the
alpha, beta and low gamma frequencies, while coherences for electrode pairs
that involved at least one of the deeper sites showed repetition suppression
instead. The other animal showed mainly repetition suppression, although
enhancement was also present for the uppermost sites in the beta and low
gamma bands. For the frequencies above 60 Hz, both animals showed strong
repetition suppression and this for most distances and sites, with stronger
eﬀects for the deeper sites and smaller electrode distances (especially in mon-
key K). In line with the inter-animal diﬀerences in eﬀect of depth on spectral
power (see above), monkey K middle sites were similar to the deep sites of
monkey G. Indeed, the distribution of the adapter-test t-scores with depth
and inter-electrode distance of channels 7-16 of monkey G qualitatively ﬁts
those seen for channels 1-10 for monkey K. Thus a reasonable explanation of
the inter-animal diﬀerences in the depth eﬀects on spectral power and coher-
ence is a diﬀerence in penetration depth of approximately 600 µm between
the recordings in the two animals. According to the anatomical MRIs, the
penetrations were approximately 20◦ more oblique with respect to the cortex
in monkey G compared with monkey K. However, this diﬀerence in penetra-
tion angle cannot fully explain a 600 µm diﬀerence. Recordings in monkey G
were at the maximum reachable depth given his recording chamber, micro-
drive and electrode length, which may also have contributed to the seemingly
less deep recordings in that animal. Additional factors may have been the
uncontrollable inter-animal diﬀerences in tissue dimpling when lowering the
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Figure 3.11: LFP-LFP coherence and repetition eﬀects for all pairs of
MUA responsive sites for ﬁve diﬀerent frequency bands: monkey G. Shue-
corrected Fisher-transformed coherences in repetition trials are shown for
the early analysis window for all site pairs in the top two rows. First row:
Adapter stimulus. Second row: Test stimulus. Note the diﬀerent scales for
the diﬀerent frequency bands. A site for a stimulus (A or B) of a particular
penetration was included only when the MUA was responsive to that stimu-
lus presented either as adapter or test. Third row shows the t-scores obtained
from a paired t-test comparing the coherence for the adapter (1st row) and
test (2nd row) stimuli in repetition trials. Positive and negative t-scores
indicate repetition suppression and enhancement of coherence, respectively.
Fourth row shows the t-scores obtained when comparing the coherence com-
puted for the early period for the test stimuli in repetition and alternation tri-
als. A positive t-score indicates a greater coherence in alternation compared
with repetition trials, corresponding to repetition suppression. Changes in
coherences that are signiﬁcantly diﬀerent from 0 (two-sided t-test, p < 0.05)
are indicated by white dots.
guide tube/electrode and movement of the cortex during the 2-hour waiting
time.
These stimulus repetition eﬀects were also present in both animals when
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Figure 3.12: LFP-LFP coherence and repetition eﬀects for all pairs of sites
for ﬁve diﬀerent frequency bands: monkey K. Same conventions as in Figure
3.11.
contrasting the coherences for the test stimuli in repetition and alternation
trials (Figs. 3.11 and 3.12, 4th row). This can be demonstrated directly by
correlating the t-scores between the adapter-test and alternation-repetitions
comparisons across all possible electrode pairs (excluding same-electrode
pairs; Table 3.1). These correlation coeﬃcients were highly signiﬁcant, rang-
ing between 0.66 and 0.95 across animals and bands. These high, signiﬁcant
correlations demonstrate that the repetition eﬀects on LFP-LFP coherence
are real since the repetition eﬀects obtained in two independent measures
(comparison of adapter versus test stimuli and comparison of test stimuli in
alternation and repetition trials) were correlated. Thus stimulus repetition
produces a drop in LFP-LFP coherences for all frequency bands, except for
an increase in local coherence for lower frequencies in probably superﬁcial
layers.
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rLFP−LFPcoherence rMUA−LFPcoherence
Monkey G Monkey K Monkey G Monkey K
Alpha 0.94∗ 0.72∗ 0.12 0.07
Beta 0.95∗ 0.66∗ 0.42∗ 0.11
Low gamma 0.87∗ 0.72∗ 0.38∗ 0.14∗
Middle gamma 0.82∗ 0.84∗ 0.37∗ 0.36∗
High gamma 0.78∗ 0.77∗ 0.30∗ 0.06
Table 3.1: Correlations between t-scores of coherence changes for adapter-
test stimuli (Figs. 3.11 and 3.12) and alternation-repetition trials (Figs. 3.13
and 3.14). Correlations are shown separately for local ﬁeld potential (LFP)-
LFP coherences (rLFP−LFPcoherence; N = 120) and multi-unit spiking activity
(MUA)-LFP coherences (rMUA−LFPcoherence; N = 240). ∗ Correlations sig-
niﬁcantly diﬀerent from 0 (p < 0.05) per frequency band and monkey.
3.3.7 Eﬀects of depth and distance between sites on
LFP-MUA coherences
Figures 3.13 and 3.14 show the mean shue-corrected Fisher-transformed
MUA-LFP coherences for all pairs (except same-electrode pairs) for the ﬁve
frequency bands in monkeys G and K, respectively. Again, we concentrate on
the early response period. Although repetition eﬀects were less pronounced in
monkey K, overall qualitatively similar distributions of MUA-LFP coherences
across electrode distance and depth were observed in the two monkeys if one
again allows a depth shift of 600 µm. For instance, the MUA-LFP coherence
distributions for the beta and low gamma bands in monkey K are similar
to the corresponding coherence distributions in monkey G, allowing a depth
shift of 600 µm. In upper (monkeys K and G) and middle (monkey G)
channels, we observed repetition enhancement for the beta and low gamma
bands. Frequencies above 60 Hz showed signiﬁcant repetition suppression
in both monkeys. Similar trends were present when contrasting the MUA-
LFP coherences for the test stimuli in alternation and repetition trials (Figs.
3.13 and 3.14, 4th row). As shown in Table 3.1, the correlations between
the t-scores of the adapter-test and alternation-repetitions comparisons were
lower than in the case of LFP-LFP coherences, ranging between 0.07 and
0.42. Nonetheless, four of ﬁve (beta and higher) and two of ﬁve (low and
middle gamma) frequency bands demonstrated a signiﬁcant correlation in
monkeys G (range: 0.3-0.42) and K (0.14-0.36), respectively, indicating that
these repetition eﬀects in MUA-LFP coherences are real.
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Figure 3.13: MUA-LFP coherence and repetition eﬀects for all pairs of sites
for ﬁve diﬀerent frequency bands: monkey G. Same-electrode MUA-LFP
coherences (diagonal) were not computed, and those cells are ﬁlled in white.
Same conventions as in Figure 3.11.
A noteworthy feature of the MUA-LFP coherences in the low frequency
bands is that these are asymmetric with respect to which member of a pair
contributes MUA or LFP. This is especially visible for the coherences to the
test stimuli in monkey G for the beta and low gamma bands (Fig. 3.13): The
coherence for a MUA-LFP pair (a, b) is stronger than for the (b, a) pair when
a is larger than b. Given that for these low frequencies the LFP mainly repre-
sents synaptic activity (Ray and Maunsell, 2011b), this asymmetry suggests
that the synaptic input is synchronized with action potentials of neurons of
which the soma are located at the same level or deeper in the cortex than
the input and this appears to hold only for the superﬁcial recordings. This
synchrony between synaptic input and action potentials is enhanced with
repetition, while high-frequency synchronizations are depressed by repeti-
tion.
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Figure 3.14: MUA-LFP coherence and repetition eﬀects for all pairs of sites
for ﬁve diﬀerent frequency bands: monkey K. Same conventions as in Figure
3.11.
3.3.8 Noise correlations
We assessed the trial-to-trial covariations in MUA, that is, noise correlations,
in the A and B stimuli repetition trials. We correlated the responses for
all pairs of responsive sites. The mean noise correlations, computed using
responses for the early analysis window, decreased signiﬁcantly with inter-
site distance in each animal (ANOVA: main eﬀect of intersite distance: p <
0.001; monkey G: mean Pearson correlations ranging between 0.22 (distance
= 100 µm) and 0.03 (distance = 1.5 mm); monkey K: between 0.16 (distance
= 100 µm) and 0.05 (distance = 1.5 mm)). In each animal, noise correlations
were signiﬁcantly larger for the adapter (mean across distances: monkey G
0.14; monkey K 0.10) compared with test stimulus (mean across distances:
monkey G 0.11; monkey K 0.08; ANOVA: main eﬀect of adapter × test: p <
0.0001 in each animal). However, this decrease of the noise correlations with
repetition did not survive stratiﬁcation of the noise correlations according
to the response strength (mean, geometrical mean or minimum response
strength; see Cohen and Kohn, 2011) for the sites of a pair. Thus the lower
noise correlations for the test compared with the adapter stimulus might be
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due to the lower response strength to the test stimuli. Similar (negative)
results were obtained when analyzing the late and full response windows.
3.3.9 Eye movements
Both monkeys had to ﬁxate in small windows, and given the relatively large
receptive ﬁeld size of IT neurons (Op De Beeck and Vogels, 2000) it is very
unlikely that diﬀerences in stimulation due to eye movement diﬀerences be-
tween the adapter and test periods caused the diﬀerences in response and
coherence. Nonetheless, we analyzed the eye movement data of both ani-
mals, computing frequency and amplitude of (micro)saccades in the same
analysis windows as used for the neural data analyses. In both animals the
microsaccade frequency was signiﬁcantly lower for the test (monkey G: 0.82
Hz; monkey K: 0.86 Hz) compared with adapter (monkey G: 1.12 Hz; mon-
key K: 1.04 Hz) stimuli in the early analysis windows (ANOVA: main eﬀect
of adapter × test variable: p < 0.003 in each animal). However, in neither
animal was there a signiﬁcant interaction between the adapter × test and the
repetition × alternation trial variables (ANOVA), and thus this diﬀerence in
microsaccade frequency between adapter and test cannot explain diﬀerences
in adaptation eﬀects between repetition and alternation trials.
In monkey K, the mean microsaccade amplitude was signiﬁcantly re-
duced in test (mean: 19 minarc) compared with adapter (mean: 16 minarc;
ANOVA: p < 0.0001) stimuli in the early analysis windows, but again this
reduction was the same in repetition and alternation trials (ANOVA: in-
teraction adapter × test and repetition × alternation trial variables: not
signiﬁcant). In monkey G there was no signiﬁcant main eﬀect of adapter ×
test on mean saccadic amplitude but a signiﬁcant interaction between the
adapter × test and the repetition × alternation trial variables (ANOVA: p <
0.05). In this animal, mean saccadic amplitude increased with repetition in
repetition trials (18 minarc versus 19 minarc), which is opposite to that seen
in the other animal, and decreased by 0.5 minarc in alternation trials. Given
the opposite eﬀects in both monkeys, these small eye movement diﬀerences
between the adapter and test stimuli cannot explain the consistent neural
adaptation eﬀects seen in both animals. On the other hand, the dependence
of the diﬀerence in eye movement amplitude on repetition versus alternation
trials in monkey G suggests that this monkey was attending to the stimuli.
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3.4 Discussion
We demonstrated that stimulus repetition aﬀects not only the response strength
of IT neurons but also the synchronization of their activity. For frequencies
above 60 Hz, stimulus repetition resulted in decreased LFP-LFP and MUA-
LFP synchronization. At lower frequencies, the eﬀect of repetition on syn-
chronization depended on the electrode depth within the cortex: For depths
likely corresponding to the superﬁcial layers we found a local enhancement
of synchronization with stimulus repetition, while the LFPs of the putative
deep layers decreased their synchrony across layers.
The changes in coherences with repetition reﬂect changes in within-trial
neural synchrony and not in stimulus-evoked transients since we subtracted
shued, across-trials coherence values. The concern that changes in MUA-
LFP coherence reﬂect changes in ﬁring rate instead of synchrony was ad-
dressed by equating spike counts for the adapter and test stimuli. This
implied the removal of a considerable amount of spikes, reducing the sensi-
tivity of the coherence computation. However, this was necessary in order
to conclude that changes in MUA-LFP coherence reﬂect changes in syn-
chrony. Since LFP-LFP coherence computation is less susceptible to changes
in power, we believe that the drop in LFP-LFP coherence with repetition
for the high frequencies is not merely due to decreased power. In fact, the
changes in power with repetition did not always correlate with the changes in
coherence. For instance, the decrease in coherence observed for the beta/low
gamma range in the ﬁrst half of the stimulus period was opposite to the
relative increase in power with repetition at these frequencies
In agreement with our previous studies (De Baene and Vogels, 2010;
Kaliukhovich and Vogels, 2011; Sawamura et al., 2006), suppression of the re-
sponse to the test stimulus was present from the beginning of that response.
The time course of coherence changes also suggests fast repetition eﬀects
on coherence. These observations together suggest that at least part of the
repetition-induced changes in response reﬂect bottom-up driven changes, ei-
ther pre- or post-synaptically. This fast onset of repetition eﬀects was present
at all depths (Figs. 3.9 and 3.10), ﬁtting anatomical studies that indicate
that bottom-up input to IT is mainly columnar (although emphasizing gran-
ular and supragranular layers; Saleem et al., 1993, 2000) and agrees with the
current source density data analysis of the ventral bank of the STS (Schroeder
et al., 1998), which failed to show a clear midlamina focus. Notably, adap-
tation eﬀects of both MUA and LFP power increased after response onset,
peaking at 150-250 msec after stimulus onset, after which they declined to 0,
which ﬁts rather well with Liu et al. (2009). These authors suggested that
this particular time course of adaptation results from recurrent connections
95
and perhaps input from extravisual regions coming into play later during
the response. The similar temporal evolution of adaptation across depths
can be explained by extensive interlaminar connections in IT (Fujita and
Fujita, 1996). Further studies are required to determine whether the tem-
poral evolution of adaptation is dictated by recurrent processing intrinsic to
IT, top-down inﬂuences and/or the temporal evolution of suppression mech-
anisms at the level of individual neurons during the course of the prolonged
stimulus presentation.
The present study extends the previously reported dissociation between
repetition eﬀects on the power above versus below 60 Hz (De Baene and Vo-
gels, 2010) twofold. First, the pure induced power (mean LFP subtracted)
showed repetition suppression at frequencies above 60 Hz, while the beta and
low low-gamma bands showed repetition enhancement due to a delayed drop
in power with respect to baseline in the test stimulus. Second, high frequen-
cies showed suppressed synchronization with repetition, while low frequencies
showed a more complex pattern depending on the electrode depth.
The similar behavior of high gamma LFP power and spiking activity
in several cortical areas (Belitski et al., 2008; De Baene and Vogels, 2010;
Gieselmann and Thiele, 2008; Liu and Newsome, 2006; Ray et al., 2008; Ray
and Maunsell, 2011b) suggests that the power at such frequencies relates to
MUA in the neighborhood of the electrode (Ray and Maunsell, 2011b). Thus
the repetition suppression in LFP-LFP and MUA-LFP coherences for the fre-
quencies above 60 Hz likely reﬂects decreased spiking activity synchronization
with repetition (Ray et al., 2008). Synchronization at such high frequencies
requires relatively precise timing of the spikes (100 Hz implies a 10 msec
period), which we suggest is disrupted by repetition. Oscillations at these
high frequencies likely result from reciprocal interactions between inhibitory
interneurons and excitatory pyramidal cells (Cardin et al., 2009; Sohal et al.,
2009; Wang, 2010). Thus, adaptation may alter the excitatory-inhibitory
balance within these local networks so that the high-frequency oscillations
are reduced (for mechanisms of how changes in excitatory-inhibitory net-
works can aﬀect synchronization, see Brunel, 2000; Middleton et al., 2012).
One cannot exclude the possibility that the reduction in synchrony at these
high frequencies reﬂects a reduced synchrony of the input to IT and is not
generated within IT.
The increase in LFP-LFP and MUA-LFP coherence with repetition for
frequencies between 15 and 40 Hz in the superﬁcial sites is due to less desyn-
chronization with respect to pre-stimulus baseline in the test compared with
the adapter stimuli. Indeed, there was an enhanced synchronization in this
band after the adapter stimulus presentation followed by desynchronization,
which decreased with repetition. This is reminiscent of the stimulus-driven
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desynchronization between LIP and IT activity observed by Verhoef et al.
(2011) in the beta band during a depth discrimination task, which increased
with stimulus strength. Thus the greater beta/low gamma desynchroniza-
tion for the adapter compared with the test stimulus might reﬂect a greater
saliency of the former stimulus. It has been proposed that beta band oscil-
lations decrease when the current state is disrupted by an unexpected event
(Engel and Fries, 2010). In our paradigm repetition and alternation tri-
als were equiprobable, implying that the cognitive expectation of repetition
equaled that of novelty. Thus, to ﬁt the status quo signaling interpretation
of the beta band oscillations, one needs to assume that the system has a
default expectation or assumption of repetition. Interestingly, the relative
increase in coherence in the lower frequency bands was seen locally in the
upper sites. Also, LFPs of the upper sites tended to be enhanced in synchro-
nization in these bands with the MUA of deeper sites. This might reﬂect
synchronization of apical dendritic potentials with spikes at deeper located
soma of pyramidal neurons. STS area TEa indeed contains prominent layer
III pyramidal neurons (Seltzer and Pandya, 1978). The circuit mechanism
of the beta rhythm might be similar to those of higher frequencies, that is,
based on local interactions of interneurons and pyramidal neurons (Wang,
2010). Beta oscillations have also been implicated in long-distance commu-
nications between areas (Buschman and Miller, 2007; Verhoef et al., 2011),
for which they are well suited given the longer time delays involved. Since
some prefrontal areas (e.g., ventrolateral 45A) project mainly to superﬁcial
layers of TEa (Gerbella et al., 2010), it is possible that these low-frequency
synchronization changes seen in the upper layers reﬂect top-down oscillatory
signals. Indeed, a recent study in macaque V1 and V4 suggests that low
frequencies are involved in feedback signals while high frequencies relate to
feedforward processing (Van Kerkoerle et al., 2011). In both monkeys LFP-
LFP coherences that involved deep recording sites showed suppression of the
synchronization in the beta and low gamma bands, suggesting that coherence
eﬀects are layer-dependent. Layer-dependent diﬀerences in coherences have
also been observed for attention (Buﬀalo et al., 2011) and fast adaptation
eﬀects (Hansen and Dragoi, 2011) in early visual cortex.
The eﬀects of adaptation on synchronized IT activity diﬀer from recent
reports of an enhancement of synchronization in alpha to gamma frequencies
in the supragranular layers in V1 (Hansen and Dragoi, 2011) and around 60
Hz in V4 (Wang et al., 2011). Stimulus repetition synchronization eﬀects,
like attention eﬀects (Chalk et al., 2010), may diﬀer between areas, which is
possible since synchronization depends on circuit, synaptic and cellular (e.g.,
ion channels) properties (Wang, 2010). The V1 and V4 experiments used a
short ISI of 100 msec compared with our 500 msec. Especially in V4, such
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short ISIs can produce an overlap between the response to the adapter and
test stimuli (Motter, 2006). This complicates the interpretation of diﬀerences
between responses to a test stimulus as a function of the preceding adapter
stimulus (in the V1 and V4 studies only AA and BA sequences were em-
ployed). Aside from these methodological issues, mechanisms of adaptation
may well diﬀer between short and long ISIs.
Gotts (2003) proposed that stimulus repetition enhances low-frequency
synchronized responses, time-locked to stimulus onset. This computational
model was supported by humanMEG data using a priming paradigm (Gilbert
et al., 2010). Our IT data showed a repetition-induced evoked power (Morlet
wavelet analysis of averaged LFPs per channel for repetition trials) increase
around 25 Hz, but this only occurred in one monkey (monkey K; data not
shown). Thus, our data do not fully support the relevance of Gotts' compu-
tational scheme for the short-term repetition eﬀect in IT cortex.
In conclusion, the present work demonstrates that short-term stimulus
repetition aﬀects synchronized activity in addition to response strength in IT.
The eﬀects on synchronized activity appear to depend on frequency band and
lamina. A mechanistic understanding of the rich phenomenology of repetition
suppression  of spiking activity, LFP power and the synchrony of these
signals  will require more knowledge and modeling of the cortical circuits,
their elements (e.g., synaptic channels) and their input, and how these change
as a result of repetition. The impact of the changes in synchronized activity
on the responses of regions to which IT projects and on behavior needs to be
addressed in future studies.
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Chapter 4
Eﬀect Of Adaptation On Object
Representation Accuracy In
Macaque Inferior Temporal
Cortex
Kaliukhovich, D. A., De Baene, W., and Vogels, R. (2013). Eﬀect of adap-
tation on object representation accuracy in macaque inferior temporal cortex.
Journal of Cognitive Neuroscience, 25(5):777-789.
Abstract
Stimulus repetition produces a decrease of the response in many cortical ar-
eas and diﬀerent modalities. This adaptation is highly prominent in macaque
inferior temporal (IT) neurons. Here we ask how these repetition-induced
changes in IT responses aﬀect the accuracy by which IT neurons encode
objects. This question bears on the functional consequences of adaptation,
which are still unclear. We recorded the responses of single IT neurons to se-
quences of familiar shapes, each shown for 300 msec with an ISI of the same
duration. The diﬀerence in shape between the two successively presented
stimuli, that is, adapter and test, varied parametrically. The discriminabil-
ity of the test stimuli was reduced for repeated compared with non-repeated
stimuli. In some conditions for which adapter and test shapes diﬀered, the
cross-adaptation resulted in an enhanced discriminability. These single-cell
results were conﬁrmed in a second experiment in which we recorded multi-
unit spiking activity using a laminar microelectrode in macaque IT. Two
familiar stimuli were presented successively for 500 msec each and separated
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with an ISI of the same duration. Trials consisted either of a repetition of the
same stimulus or of their alternation. Small neuronal populations showed de-
creased classiﬁcation accuracy for repeated compared with non-repeated test
stimuli, but classiﬁcation was enhanced for the test compared with adapter
stimuli when the test stimulus diﬀered from recently seen stimuli. These
ﬁndings suggest that short-term, stimulus-speciﬁc adaptation in IT supports
eﬃcient coding of stimuli that diﬀer from recently seen ones while impairing
the coding of repeated stimuli.
4.1 Introduction
The responses of many neurons in macaque inferior temporal (IT) cortex,
a visual cortical area coding for object properties, decrease with stimulus
repetition (e.g., Kaliukhovich and Vogels, 2011, 2012; De Baene and Vogels,
2010; Liu et al., 2009; McMahon and Olson, 2007; Sawamura et al., 2006;
Miller and Desimone, 1994; Miller et al., 1991a,b; Baylis and Rolls, 1987;
Gross et al., 1969, 1967). This repetition suppression (Desimone, 1996) or
adaptation eﬀect (Ringo, 1996) has aroused recent interest because of the
widespread use of adaptation paradigms in fMRI studies (Grill-Spector et al.,
2006). Previous studies suggested that adaptation of spiking activity of single
IT neurons results from suppression of the input and/or synaptic depression
(De Baene and Vogels, 2010; Liu et al., 2009; Sawamura et al., 2006), at least
in paradigms that use short adapter durations and ISIs, therefore assessing
short-term adaptation eﬀects.
Here we ask how short-term stimulus repetition aﬀects the accuracy of
object coding in IT cortex. This is an important question, because it ad-
dresses the functional consequences of adaptation in IT, which, as in other
areas (Kohn, 2007), remains unclear. Studies in earlier visual areas have
reported that adaptation improves stimulus discriminability (Hansen and
Dragoi, 2011; Wang et al., 2011; Gutnisky and Dragoi, 2008; Muller et al.,
1999), in agreement with Barlow (1961). Given that repetition suppression
appears to be stronger in IT than in earlier regions (Orban and Vogels, 1998),
it is unclear whether stimulus coding accuracy in IT increases for adapted
stimuli. We examined this issue by measuring the stimulus discriminability of
IT neurons following adaptation by reanalyzing data of two experiments: one
in which responses of single IT neurons were measured with parameterized
shapes (De Baene and Vogels, 2010) and a second one in which multi-unit
activity (MUA) was measured simultaneously with up to 16 electrodes using
a laminar probe (Kaliukhovich and Vogels, 2012).
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4.2 Materials and methods
4.2.1 Subjects
Two rhesus macaques (Macaca mulatta) participated in each experiment with
one animal being a subject in both. Animal care and experimental procedures
met the national and European guidelines and were approved by the Ethical
committee of the KU Leuven Medical School. Details about implants and
surgery can be found in Kaliukhovich and Vogels (2012) and De Baene and
Vogels (2010). The single cells were recorded in both the lateral convexity
of IT and lower bank of the superior temporal sulcus (STS) with A/P levels
ranging between 11 and 22 mm anterior to the auditory meatus. The MUA
recordings with a laminar probe were made from the lower bank of the STS
with A/P levels ranging between 15 and 18 mm anterior.
4.2.2 Recordings
Single units were recorded with tungsten microelectrodes and discriminated
online (for details, see De Baene and Vogels, 2010). MUA was recorded using
a 16-channel Plextrode U-Probe (Plexon Inc.) with an inter-contact (elec-
trode site) spacing of 100 µm and electrode sites being linearly arranged on
a single shaft. The MUA was thresholded online, and the thresholded spike
waveforms were saved at 40 kHz (for details, see Kaliukhovich and Vogels,
2012). The U-Probe was positioned in the STS so that visually-driven MUA
was present on most if not all channels. After positioning the U-Probe, we
waited for approximately 2 hours before performing the recordings to en-
sure good recording stability. In both experiments, the grounded guide tube
served as the reference and recordings were made with a Plexon data acqui-
sition system. Eye positions were measured online with an infrared-based
eye tracking system (ISCAN Inc.; 120 Hz sampling rate). The eye movement
signal was saved with a sampling frequency of 1 kHz. Eye positions, stimulus
and behavioral events were stored for oine analysis on a computer.
4.2.3 Stimuli and tests
4.2.3.1 Single-unit recordings experiment
The stimuli and tests were described in detail by De Baene and Vogels (2010)
and, thus, will only be brieﬂy summarized here. We employed four sets of
shaded 3-D shapes. Each set consisted of six shapes that were created by
morphing one shape toward another (Fig. 2A of De Baene and Vogels, 2010).
One of the shape sets is shown in Figure 4.1A. The shape heights ranged from
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5.4◦ to 7.2◦, and their area and mean luminance were equated. The shapes
were presented foveally on a gray background.
Figure 4.1: Stimuli and adaptation paradigm. (A) Illustration of one set of
shapes employed in the single-cell study (Experiment 1). The letters serve to
identify each of the shapes. (B) Schematic of adaptation test with two of the
images employed in the simultaneous MUA recordings study (Experiment
2). Top and bottom illustrate a repetition and alternation trial, respectively.
In both experiments, the animals were required to ﬁxate a small ﬁxation
target (shown here not to scale) presented at the center of a monitor for 500
msec before stimulus onset (FIX). The adapter (S1) and test (S2) stimuli
were shown for 300 and 500 msec in Experiments 1 and 2, respectively, and
separated by an ISI of the same duration as the stimulus. Monkeys were
required to ﬁxate during the entire trial, including the poststimuli (POST)
interval, lasting 300 and 475 msec in Experiments 1 and 2, respectively.
Successful ﬁxation throughout a trial was rewarded by a drop of apple juice.
Note that the original stimuli were shown in color.
In a preliminary test, the shape selectivity of an isolated IT neuron was
assessed using all 24 stimuli (4 sets × 6 shapes). On the basis of inspection of
the online peri-stimulus time histograms (PSTHs) of the responses, a shape
set for which the neuron showed shape selectivity was selected. Then we ran
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the adaptation test (Fig. 4.1B) in which each of the six shapes (adapters)
could be followed by each of the six shapes (test stimuli) of the selected
shape set. Thus, we presented all 36 possible adaptation sequence conditions
(sequences A-A, A-B, A-C, . . . , F-E, F-F). The stimulus duration and ISI
were 300 msec, and stimuli were presented during monkey's stable ﬁxation
of a 0.18◦ red target (ﬁxation window ≤ 2◦). Trials in which the monkey
aborted ﬁxation were not analyzed further. The sequences were shown in
pseudorandom order so that a stimulus presented in adaptation trial n did
not reoccur in adaptation trial n + 1. To unadapt the neuron, two trials
in which two randomly chosen scrambled versions of the 3-D shapes were
presented followed each adaptation trial. The mean number of unaborted
trials per condition was 8.11 across neurons.
4.2.3.2 Simultaneous MUA recordings experiment
The stimuli and tests were described in detail by Kaliukhovich and Vogels
(2012) and will only be brieﬂy summarized here. The stimuli consisted of
52 color images (maximum size = approximately 5◦) of animate and inan-
imate objects including two fractals that were presented foveally on a gray
background. On the basis of the online MUA PSTHs of the responses to all
52 stimuli in a preliminary test, in each penetration we selected two images
that elicited a response in several (if not all) of the channels. Across the 32
penetrations, the majority of the selected stimuli included inanimate objects
(63%), whereas a fractal was selected only twice (3%). Then, the selected
two stimuli, adapter and test, were presented for 500 msec each, with an
ISI of 500 msec during stable ﬁxation of a 0.17◦ red target (ﬁxation window
≤ 2.6◦). The stimuli within a trial were either the same (repetition trials: AA
or BB) or diﬀerent (alternation trials: AB or BA; Fig. 4.1B) images. The
order of the trial sequences was pseudorandomized with the constraint that
the adapter image of a trial always diﬀered from the last presented image of
the preceding unaborted or aborted trial. Aborted trials were not analyzed
further. The mean number of unaborted trials per condition was 123.5 across
penetrations.
4.2.4 Data analysis
4.2.4.1 Responses to stimuli
A single neuron or MUA site was considered to be responsive to a particular
stimulus if the average ﬁring rate to that stimulus as adapter or test was
signiﬁcantly greater than the average baseline ﬁring rate (two-sided Wilcoxon
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matched pairs test, p < 0.05). The baseline ﬁring rate was measured within
a 300 (single unit) or 200 msec (MUA) analysis window that started 300
(single unit) or 140 msec (MUA) before the adapter stimulus onset. Firing
rates for the adapter and test stimuli were computed within 300 (single unit)
or 500 (MUA) msec windows starting 50 (single unit) or 60 msec (MUA)
after stimulus onset.
All analyses were performed on responses deﬁned as raw spike counts.
For the single units, spike counts were measured using a window of 300 msec
(equal to the stimulus duration) that started 50 msec after stimulus onset,
which is the same analysis window as in De Baene and Vogels (2010). Since
a previous analysis of the MUA recordings (Kaliukhovich and Vogels, 2012)
showed that the adaptation was stronger in the early than in the late phase
of the response to a stimulus, we employed in most analyses of the MUA
a window of 60 to 310 msec poststimulus onset (stimulus duration was 500
msec).
4.2.4.2 Stimulus discriminability metric
For each responsive single neuron and MUA site, we computed a discrim-
inability index d ′ deﬁned as:
AI =
|M(P )−M(L) |√
(σ2(P ) + σ2(L))/2
,
withM(X) and σ(X) being the mean and standard deviation of the response
to stimulus X, respectively. For each of the single units, we ﬁrst determined
their preferred shape (of the six shapes constituting a set) by averaging the
responses across the six conditions that had the same adapter shape and
selecting the shape that produced the maximum averaged response. Then
we deﬁned P as the preferred shape and L as the shape that diﬀered either
by 1, 2 or 3 steps (values) along the morph dimension from the preferred
shape. Maximally, a distance of three values was chosen because this is the
maximum possible distance for neurons for which the preferred shape was
shape C or D of Figure 4.1A. The shapes with a distance of 1 or 2 with
respect to the preferred shape were in-between the preferred shape and the
shape with a distance of 3. In the main analysis, d ′ scores were computed
for three pairs of shapes of which one member was the preferred shape and
the other member was the shape that diﬀered by, respectively, 1, 2 and 3
values from the preferred shape. In the MUA recordings, only two stimuli
were presented in each penetration, and thus, d ′ was computed for this pair
of stimuli by necessity. The d ′ values were computed separately for diﬀerent
conditions, which will be explained in the Results.
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4.2.4.3 Classiﬁcation of simultaneously recorded MUA
We classiﬁed the two stimuli, A and B, using the simultaneously recorded
MUA population (maximum 16 MUA sites) for each penetration separately
with a correlation-based classiﬁer (Meyers et al., 2008). Results were qualita-
tively similar to those obtained when the stimuli were classiﬁed with Support
Vector Machines (for discussion of the advantages of the correlation-based
classiﬁer, see Meyers et al., 2008). Classiﬁcation was performed with slid-
ing windows of varying length (12.5-100 msec) with a step size of 10 msec or
with the same 250 msec response window as used to compute d ′. To compare
classiﬁcation accuracy across conditions (see Results), we equated for these
conditions the number of trials per stimulus that were used to train and test
the classiﬁer. Thus, for each penetration, the number of trials per stimulus
Ntot that entered the classiﬁer was equal to the smallest even number of trials
per stimulus of the conditions of that penetration. The mean Ntot was 112
trials and ranged from 84 to 122. Half of the Ntot trials were used for training,
whereas the remaining half of the trials was used for testing the classiﬁer. All
the reported classiﬁcation accuracies are based on the classiﬁcations obtained
during testing (cross-validated classiﬁcation scores). For each condition and
penetration, we trained and tested 1000 classiﬁers by randomly drawing for
each classiﬁer the training and test trials from the pool of all available trials.
The reported classiﬁcation scores of a population of neurons of a penetration
are the averages of these 1000 classiﬁcation scores.
The correlation coeﬃcient-based classiﬁer correlates the response vector
(i.e., the simultaneously recorded responses at the diﬀerent sites of a penetra-
tion) of a test trial with each of the mean response vectors of the two stimuli
A and B (i.e., the mean responses  averaged across training trials  of the
sites). The test trial is classiﬁed as the stimulus for which this correlation
is the highest. The training and test data for each site were standardized
by subtracting the mean (averaged across the stimuli for the training trials)
from each response and dividing this diﬀerence by the standard deviation
of the responses of the training data. As a control, the stimulus labels (A
or B) were randomly permuted across the trials. This permutation of the
stimulus labels was performed 1000 times, and 1000 classiﬁers were trained.
As expected, the mean percent correct classiﬁcation accuracy for the shued
data was 50%.
In addition to training and testing classiﬁers for a given condition (e.g.,
training and testing the data for the test stimuli in repetition trials), we also
determined how well one can classify the stimuli in the diﬀerent conditions
when the training data consisted of responses to the adapter stimuli only.
For this adapter-based classiﬁcation, adapter presentations were employed
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for training, and testing was done using independent adapter presentations
and the test stimulus presentations of the other conditions. The numbers
of trained and test trials were kept equal to that employed for the other
classiﬁcations.
4.2.4.4 Eye movement analyses
Kaliukhovich and Vogels (2012) and De Baene and Vogels (2010) analyzed eye
movements for the adapter and test stimuli of the experiments reported on
in this paper and showed that the stimulus-selective repetition suppression
of the neural responses cannot be explained by eye movement diﬀerences
between the adapter and test stimuli.
4.3 Results
4.3.1 Eﬀect of adaptation on shape discriminability of
single IT neurons
We assessed the eﬀect of stimulus repetition on the stimulus discriminability
of macaque IT neurons in two diﬀerent experiments. In the ﬁrst experiment
(De Baene and Vogels, 2010), single-unit responses (N = 80 responsive neu-
rons; 40 in each animal) were measured for adapter and test stimuli that
varied systematically in shape. As reported by De Baene and Vogels (2010),
the response to the test stimulus was reduced by a median value of 22% with
respect to the response to the adapter. The critical question, however, is
what eﬀect this repetition suppression has on the ability of single IT neurons
to signal shape identity?
For each neuron, we determined its preferred shape  among the six tested
shapes  and then computed d ′ scores for shape pairs that included the pre-
ferred shape P and another shape L, which varied in distance (D) to P. We
computed d ′s for each of three distances along the morph dimension between
P and L. For instance, if the preferred shape P of a particular neuron had a
value of 3 on the morph dimension, then L could have values of 4 (D = 1), 5
(D = 2) and 6 (D = 3). For each shape pair, d ′s were computed for ﬁve dif-
ferent adaptation conditions. The ﬁrst condition was based on the responses
to the shapes presented as adapter irrespective of the second stimulus, that
is, P versus L presented as the ﬁrst stimulus of a sequence (trial). The other
four conditions were based on responses to the shapes presented as test stim-
uli, that is, as the second stimulus of a sequence, sorted according to the
ﬁrst stimulus of a sequence. These four conditions consisted of d ′s computed
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for P versus L as test stimuli in (1) trials when both stimuli were repeated
(PP versus LL or Test(PP, LL)), (2) trials when the two stimuli alternated
(Test(PL, LP)), (3) trials in which P was repeated versus L following P as
adapter (Test(PP, PL)), and (4) trials in which L was repeated versus P fol-
lowing L as adapter (Test (LL, LP)). Because, as expected, the mean d ′s for
the adapter in repetition and alternation trials were not statistically diﬀerent
for each of the three distances (two-sided Wilcoxon matched pairs tests, p >
0.7154), we pooled the d ′s for the adapter in repetition and alternation trials
for each distance for each neuron. We pooled the data of the two animals
because the adaptation eﬀects were similar in both animals (De Baene and
Vogels, 2010).
Figure 4.2A shows the mean d ′ for P versus L for three diﬀerent shape
distances along the morph dimension as a function of the ﬁve conditions.
As expected and validating our shape distance manipulation, d ′ decreased
with decreasing shape distance (repeated measures ANOVA: main eﬀect of
distance: F (2, 158) = 39.746, p = 0.1044·10−13). The d ′ values were highly
inﬂuenced by the adaptation condition (ANOVA: main eﬀect of adaptation
condition: F (4, 316) = 17.061, p = 0.1112·10−11), and this was true at each
distance (ANOVA: interaction distance and condition: F (8, 632) = 1.6464,
p = 0.1085). Post hoc Bonferroni tests showed a decrease in d ′ for the test in
repetition trials (Test(PP, LL)) and the Test(PP, PL) condition compared
with the response to the adapter and the response to the test in alternation
trials (Test(PL, LP); all p-values < 0.0004). Adaptation to P (Test(PP,
PL)) reduced the d ′, whereas adaptation to L (Test(LL, LP)) tended to
enhance the d ′.
The d ′ values are determined by both the diﬀerences in response to P and
L and the variability of the responses to P and L. Table 4.1 shows the mean
responses and mean standard deviations of the responses (averaged across
the 80 neurons) and mean Fano factors (response variance/mean response)
for the P and L stimuli presented as adapter and for the P and L stimuli
presented as a test and this as a function of the preceding adapter. The
shown values are for a shape distance of 2. The row Single-unit activity:
Mean (Adapter - Test) in Table 4.1 indicates the response diﬀerence between
a shape presented as a test and the same shape presented as adapter, with
positive values indicating a reduction of the response to the test compared
with the adapter. The response reduction was larger for the P compared with
L stimuli presented as tests in repetition trials (Test(PP) versus Test(LL)).
This naturally follows from the observation that the degree of repetition
suppression in IT is relatively constant for diﬀerent stimuli when expressed
as a ratio between the responses to the test and adapter stimuli (De Baene
and Vogels, 2010; Liu et al., 2009; Sawamura et al., 2006). However, it
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Figure 4.2: Mean discriminability index d ′ for adapter and test stimuli across
diﬀerent adaptation conditions. (A) Mean d ′ of single neurons (N = 80)
measured at three diﬀerent distances (D) between the preferred (P) and less
preferred (L) shapes for ﬁve diﬀerent conditions: shapes presented as adapter,
shapes presented as test in repetition trials (Test(PP, LL)), shapes presented
as test in alternation trials (Test(PL, LP)), and shapes presented as test
of which one was following an identical adapter and the other shape was
following the diﬀerent adapter (Test(PP, PL) and Test(LL, LP)). (B) Mean
d ′ of MUA activity (N = 468 responsive sites) for the same ﬁve conditions
as in A. Each MUA site was stimulated by two stimuli P and L that were
deﬁned as the stimuli eliciting the largest and smallest response, respectively,
when presented as adapter. In both A and B, bars indicate standard errors
of the mean and bold letters correspond to the stimulus pairs for which d ′
was computed.
also implies that the diﬀerence in mean response between L and P as test
stimuli in repetition trials will be smaller than the diﬀerences between the
same stimuli presented as adapter, which can explain the lower d ′ for test
compared with adapter stimuli in repetition trials (i.e., Fig. 4.2A, d ′ in the
Test(PP, LL) condition is lower than that of the adapter).
Table 4.2 shows the mean diﬀerences in response between L and P for the
ﬁve adaptation conditions. The response diﬀerences were computed signed
(ﬁrst row; based on ﬁrst row of Table 4.1) or as absolute diﬀerences (second
row; as when computing d ′). The lower signed compared with absolute re-
sponse diﬀerences are due to a minority of neurons that changed their tuning
for the test compared with the adapter shape in the cross-adaptation condi-
tions. The absolute response diﬀerences covary with the d ′ values (third row
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Adap-
ter P
Test
(LP)
Test
(PP)
Adap-
ter L
Test
(PL)
Test
(LL)
Single-unit activity (N = 80 neurons, shape distance D = 2)
Mean response,
spikes/sec
49.10 39.87 34.72 33.71 27.52 25.34
Mean standard devia-
tion, spikes/sec
11.10 11.27 10.73 9.63 8.87 8.80
Mean Fano factor 0.90 1.29 1.24 1.01 1.07 1.10
Mean (Adapter -
Test), spikes/sec
 9.23 14.38  6.19 8.37
Multi-unit activity (N = 468 recording sites)
Mean response,
spikes/sec
59.27 56.11 46.42 50.03 46.73 41.88
Mean standard devia-
tion, spikes/sec
17.75 17.14 15.14 16.21 15.28 14.48
Mean Fano factor 1.45 1.44 1.38 1.45 1.39 1.40
Mean (Adapter -
Test), spikes/sec
 3.16 12.85  3.30 8.15
Table 4.1: Mean response, response averaged across neurons; Mean standard
deviation, between-trial standard deviation averaged across neurons; Mean
Fano factor, Fano factor (response variance/mean) averaged across neurons;
Mean (Adapter - Test), average across neurons of the diﬀerence between
response to the same stimulus presented as adapter and as test. Test(XY)
indicates test stimulus Y following adapter stimulus X.
of Table 4.2), indicating that the adaptation eﬀects are largely determined
by changes of the mean response and minimally by the slight changes in re-
sponse variance (Table 4.1). The reduced d ′ in the Test(PP, PL) compared
with adapter condition results from the stronger reduction of the response
when repeating P than when L is following P. This stronger reduction in
the former condition is not merely because L produces a smaller response
than P, because the response to L following L is still smaller than that to
L following P (Table 4.1). It does, however, reﬂect the larger suppression
of the responses in repetition compared with alternation trials (De Baene
and Vogels, 2010; Liu et al., 2009). Thus, the observed d ′s can be explained
by the adaptation-induced reductions of the mean responses in the diﬀerent
stimulus conditions.
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Adap-
ter
Test
(PP, LL)
Test
(PL, LP)
Test
(PP, PL)
Test
(LL, LP)
Single-unit activity
Mean response
diﬀerence (P -
L), spikes/sec
15.39 9.38 12.35 7.20 14.53
Mean Absolute
(response diﬀer-
ence), spikes/sec
15.67 10.82 14.45 11.53 15.18
Mean d ′ 1.75 1.35 1.75 1.38 1.76
Multi-unit activity
Mean response
diﬀerence (P -
L), spikes/sec
9.24 4.54 9.38 -0.31 14.23
Mean Absolute
(response diﬀer-
ence), spikes/sec
9.38 5.63 10.43 5.86 14.37
Mean d ′ 0.53 0.38 0.61 0.38 0.87
Table 4.2: Mean response diﬀerence, mean absolute response diﬀerence and
d ′ for P and L in the diﬀerent adaptation conditions. For the single-unit
activity, data are for a shape distance of 2 (as in Table 4.1). The same
conventions as in Table 4.1 and Figure 4.2.
The Muller et al. (1999) V1 study observed an enhanced discriminability
in the Test(LL, LP) condition compared with the adapter. A similar, but
non-signiﬁcant, trend was present in the IT data (post hoc t-test, p = 0.22),
most pronounced for the largest shape distance (Fig. 4.2A). However, our
analysis shows that a possible enhanced discriminability for this condition
cannot be generalized to other adaptation conditions, since the Test(PP, PL)
condition showed a strong reduction in discriminability. Dragoi et al. (2002)
observed that a 400 msec adaptation to grating enhanced the d ′ around the
preferred orientation of V1 neurons for large diﬀerences (> 45◦) between
the adapter and the preferred orientation. To determine whether IT neurons
show a similar eﬀect, we selected those neurons for which the preferred shape
was either one of the extremes of the shape dimension or diﬀered by one value
from those extremes (i.e., shapes A, B, E and F in Fig. 4.1A), and which
also showed a response diﬀerence between the preferred shape and the other
extreme shape that was at least a factor of 1.5. The d ′s were computed for
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the preferred shape and the shape diﬀering by two values (i.e., distance = 2).
For each neuron, the d ′s were computed for the same shape pairs presented
as adapter and as test following each of ﬁve adapters. The ﬁve adapters
diﬀered in their value along the morph dimension, ranging from identical to
the preferred shape (adapter value 1 in Fig. 4.3) to a shape diﬀering by
four values from the preferred shape (adapter value 5 in Fig. 4.3). The d ′s
for the adapter and test conditions were computed for independent trials.
Figure 4.3A shows the mean d ′ (N = 26 neurons) for the ﬁve test conditions
as a function of the adapter value (1 being the preferred shape as adapter).
The stippled line indicates the mean d ′ for the same shape pair presented as
adapter. Repeated measures ANOVA showed a signiﬁcant eﬀect of adapter
value (F (4, 100) = 4.8238, p = 0.0013). The discriminability was enhanced
when the adapter was the least preferred shape (comparison adapter and test
following the least preferred adapter: two-sided Wilcoxon matched pairs test,
p = 0.0201), which is in line with Dragoi et al. (2002). However, contrary to
the adaptation data in V1 (Dragoi et al., 2002), the discriminability of the test
stimuli was signiﬁcantly reduced when the adapter was the preferred shape
(comparison adapter and test following adapter identical to the preferred
shape: two-sided Wilcoxon matched pairs test, p = 0.0014). This agrees
with the strong reduction of the d ′ in the Test(PP, PL) condition observed
for the whole sample (Fig. 4.2A).
To determine whether this enhanced discriminability is driven by the dif-
ference between the adapter and test stimuli or by the eﬀectiveness of the
adapter stimulus, we repeated the same analysis for the same neurons except
the d ′ was computed for the less eﬀective shapes again using a distance of
two values. Thus, d ′s were computed for test stimuli that were two and four
values away from the preferred shape P as a function of adapter value. Re-
peated measures ANOVA showed a signiﬁcant eﬀect of adapter value (F (4,
100) = 4.4508, p = 0.0024; Fig. 4.3B). Although d ′ was again signiﬁcantly re-
duced for preferred adapters (comparison adapter and test following adapter
identical to the preferred shape: two-sided Wilcoxon matched pairs test, p =
0.0132), no enhancement was present (comparison adapter and test follow-
ing the least preferred adapter: two-sided Wilcoxon matched pairs test, p =
0.8093). These data show that both the eﬀectiveness of the adapter and the
test stimuli determine the adaptation-induced changes in d ′.
The eﬀect of adapter value on the d ′ shown in Figure 4.3 are due to a com-
bination of the eﬀect of adaptation on response strength and response vari-
ability for the diﬀerent adapter-test stimulus combinations (Table 4.3). The
response to the most eﬀective stimulus (value 1) presented as test increased
with increasing adapter value, whereas the response to the less eﬀective stim-
ulus (value 5) decreased with increasing adapter value, reﬂecting stimulus-
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Figure 4.3: Mean discriminability index d ′ of single IT neurons plotted as
a function of the adapter value of the parameterized shape. Adapter value:
1 = preferred shape, 5 = less preferred shape diﬀering by 4 values from
the adapter. (A) d ′ computed for the preferred shape (value = 1) and the
shape with value 3 (i.e., distance = 2) presented as tests. (B) d ′ computed
for the less preferred shape with value 5 and the shape with value 3 (i.e.,
distance = 2) presented as tests. The d ′ value for the same shapes presented
as adapters is indicated by the stippled horizontal line. Only the neurons
(N = 26) for which the preferred shape was either an extreme (A and F in
Fig. 4.1A) or diﬀered by one value from the extreme (B and E in Fig. 4.1A)
were considered for this analysis. Bars indicate standard errors of the mean.
Insets: schematic monotonic tuning curves with stimuli used to compute d ′
indicated by ﬁlled, gray circles and connected by a thick black line.
speciﬁc adaptation (De Baene and Vogels, 2010; Liu et al., 2009). However,
these adaptation-induced changes in response strength could not explain the
enhanced discriminability for the preferred shapes when the adapters were
less preferred (Fig. 4.3A) because the mean absolute response diﬀerences for
these adaptation conditions were not consistently larger than those for the
same stimuli presented as adapter (Table 4.3). This enhancement in discrim-
inability reﬂected the lower standard deviations of the responses for these
adaptation conditions compared with that for the adapter (Table 4.3).
4.3.2 Eﬀect of adaptation on object discriminability of
IT MUA
To assess the generality of the above single-unit IT data on the eﬀect of stim-
ulus repetition on discriminability, we examined data from an experiment in
which we recorded MUA from up to 16 sites simultaneously with a laminar
112
Adapter Test following Adapter with value #
#1 #2 #3 #4 #5
Response to stimu-
lus with value #1,
spikes/sec
45.43 32.16 32.75 37.67 37.04 37.44
Response to stimu-
lus with value #3,
spikes/sec
26.43 18.80 18.05 18.69 19.19 18.46
Response to stimu-
lus with value #5,
spikes/sec
23.10 17.44 18.01 18.01 16.92 16.37
Mean Absolute (re-
sponse diﬀerence) be-
tween stimuli #1 and
#3, spikes/sec
18.88 13.36 14.74 18.98 17.85 18.98
Mean standard devia-
tion of stimuli #1 and
#3, spikes/sec
9.26 10.07 9.93 8.11 8.24 7.33
Mean Absolute (re-
sponse diﬀerence) be-
tween stimuli #3 and
#5, spikes/sec
6.19 4.79 4.00 4.53 5.69 4.73
Mean standard devia-
tion of stimuli #3 and
#5, spikes/sec
8.06 9.87 10.02 7.79 8.18 7.31
Table 4.3: Responses, response diﬀerences and response variability for the
stimulus conditions and neurons (N = 26) of Figure 4.3. Top 3 rows: Mean
responses to stimuli with values 1, 3 and 5 with 1 corresponding to the pre-
ferred shape P and 3 and 5 to a shape with a distance of 2 and 4, respectively,
from the preferred shape. Responses are given for the 3 stimuli presented
as adapter (ﬁrst column) and as test stimuli following an adapter with value
#X. Bottom 4 rows: Mean absolute diﬀerence and between-trial mean stan-
dard deviation for stimulus pairs (1, 3) and (3, 5), with mean d ′ depicted in
Figure 4.3A,B, respectively.
electrode located in IT during an adaptation paradigm. For each penetra-
tion, two diﬀerent stimuli, A and B, were employed. Stimulus duration and
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ISI were 500 msec instead of 300 msec (Fig. 4.1B). Thirty-two electrode pen-
etrations were made, yielding 468 responsive MUA sites (319 and 149 sites
in each animal). As demonstrated by Kaliukhovich and Vogels (2012), repe-
tition suppression was present in the ﬁrst half of the response to a stimulus
but nearly absent in the later half (Fig. 4.4A). Repetition suppression was
very common because 90% of the stimulus × responsive site combinations
showed a smaller response to the test compared with the adapter stimulus
in repetition trials. Since the two monkeys showed similar eﬀects, we pooled
data across the animals.
For each site, we assigned P to the stimulus eliciting the largest response
and L to the stimulus eliciting the smallest response of the two when pre-
sented as adapter. Figure 4.2B shows the mean d ′s for the MUA using the
same conventions as in Figure 4.2A. As for the single-unit data, repeated
measures ANOVA showed a signiﬁcant eﬀect of adaptation condition (main
eﬀect of adaptation condition: F (4, 1868) = 209.56, p = 10−15). Post hoc
Bonferroni tests demonstrated a reduction in d ′ for the test stimuli in repe-
tition trials (Test(PP, LL)) compared with the adapter and test stimuli in
alternation trials (Test(PL, LP); each p-value < 10−7), which agrees with
the single-cell data (Fig. 4.2A). The mean d ′ for the test in repetition tri-
als (Test(PP, LL)) did not diﬀer from that obtained in the Test(PP, PL)
condition. In addition, the mean d ′ in the Test(LL, LP) condition was sig-
niﬁcantly larger than that for the same stimuli presented as adapter or as
test in alternation trials (post hoc Bonferroni test, each p-value < 10−7). As
for the single-cell data, the adaptation-induced changes in d ′ were mainly
due to changes in the response strength and not response variability (Fano
factor; Tables 4.1 and 4.2). The adaptation-induced response reduction was
larger for the P compared with L stimuli presented as tests in repetition
trials (Test(PP) versus Test(LL) in Table 4.1), explaining the reduced d ′ in
those trials compared with the adapter. The reduced d ′ in the Test(PP, PL)
compared with the adapter condition resulted from the stronger adaptation-
induced response reduction when repeating P than when L is following P.
The enhanced d ′ in the Test(LL, LP) condition compared with the adapter
was due to the lesser response reduction when P followed L than when L
was repeated. Thus, the opposite eﬀects of adaptation to P versus L on d ′s,
reduction and enhancement, respectively, results from the stimulus-speciﬁc
adaptation in IT, that is, the stronger response reduction in repetition com-
pared with alternation trials (Table 4.1; De Baene and Vogels, 2010; Liu
et al., 2009). In the case of adaptation to P, this leads to less response dif-
ference between P and L because of the large reduction of the response to
the more eﬀective stimulus P, whereas adapting to L increases the response
diﬀerence between P and L since the response to the less eﬀective stimulus
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Figure 4.4: Time course of MUA and classiﬁcation accuracy. (A) Population
PSTH of the mean spiking activity, averaged across all responsive recording
sites of both animals, in repetition (Rep trials) and alternation (Alt trials)
trials. Responses are aligned on the onset of the adapter stimulus. Stippled
vertical lines indicate stimulus on- and oﬀsets. Firing rates were computed
with a sliding window of 50 msec with a step of 10 msec. (B) Mean clas-
siﬁcation accuracy computed with diﬀerent sliding window durations (see
legend) for repetition trials (AA and BB trials). Mean accuracies are plot-
ted at the center of the corresponding window (e.g., accuracy for the 0-50
msec window plotted at 25 msec). 0 msec corresponds to the onset of the
adapter stimulus. Chance level is 50%. (C ) Mean classiﬁcation accuracy for
four adaptation conditions (see legend), obtained with a sliding window of 50
msec and aligned on stimulus onset. Mean classiﬁcation accuracy obtained
when shuing the stimulus labels across trials of a condition (Shued) were
computed using the same sliding windows and did not diﬀer from the chance
level (50%). Training and testing was done for each condition and window
separately using the correlation-based classiﬁer. Vertical stippled lines indi-
cate stimulus on- and oﬀset. Bands indicate standard errors of the mean.
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L is further reduced relative to P (for an illustration, see Fig. 4.5). The
latter enhancement will be stronger when the response to P is only weakly
aﬀected by L, which was the case in the MUA experiment (Table 4.1) where
highly dissimilar stimuli were employed. However, this cross-adaptation was
stronger in the single-unit study (Table 4.1) in which the P and L stimuli
were more similar, explaining why no signiﬁcant enhancement was observed
in the Test(LL, LP) condition in that experiment.
Figure 4.5: Illustration of eﬀects of adaptation on neuronal discriminability.
The two distributions in each row represent the responses to the P (solid line)
and L (stippled line) stimuli. Top row: Response distributions for stimuli
presented as adapter. Middle row: Response distributions for stimuli when
adapting to P. Bottom row: Response distributions for stimuli when adapt-
ing to L. Adaptation to P produces a larger reduction of the response to
the repeated stimulus P than to L, resulting in a decreased discriminability.
When adapting to L, the response to the repeated stimulus L is more sup-
pressed compared with the response to P, which enhances discriminability
between them. The Fano factor was equated for all response distributions.
Note that the distributions do not represent real, recorded data but serve to
explain graphically the diﬀerential eﬀects of adaptation to P and L stimuli.
Images A and B can be a P and an L stimulus, respectively, for a partic-
ular neuron, whereas the reverse can be the case for another neuron. Thus,
adapting to A will decrease the discriminability in neurons for which A is P
while increasing the discriminability in neurons for which A is L. In a popu-
lation consisting of both types of neurons, these opposite eﬀects may cancel
out the overall adaptation eﬀects on discriminability. To address this, we
next determined the eﬀects of adaptation on the object decoding accuracy
of a population of neurons.
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4.3.3 Eﬀect of adaptation on object classiﬁcation by IT
neuronal populations
Since in the second experiment we recorded in each penetration from multiple
sites simultaneously, we could determine the eﬀect of stimulus repetition on
the object decoding accuracy of a small population of neurons, taking into ac-
count trial-to-trial covariations in activity. The median number of responsive
MUA sites per penetration was 15.5 (range: 11-16). To determine whether
classiﬁcation accuracy was aﬀected by stimulus repetition, we classiﬁed single
trial spike counts of the same 250 msec duration windows as used to compute
d ′. Figure 4.6A shows the mean classiﬁcation accuracy, averaged across the
32 penetrations, obtained with the correlation-based classiﬁer. The classiﬁer
was trained and tested for each of the adaptation conditions of Figure 4.6A
separately. Classiﬁers for the two adapter stimuli A and B were trained and
tested in repetition and alternation trials separately. As expected, the clas-
siﬁcation accuracies for the adapter did not diﬀer signiﬁcantly between the
two trial types (two-sided Wilcoxon matched pairs test, p = 0.5128), allow-
ing averaging of the classiﬁcation scores for the adapter stimuli in repetition
and alternation trials. Likewise, classiﬁcation scores for the test stimuli,
A and B, when these were following an identical versus a diﬀerent adapter
were obtained separately for AA versus AB and BB versus BA trials but did
not diﬀer signiﬁcantly (two-sided Wilcoxon matched pairs test, p = 0.2865)
and, thus, were also averaged. There was a signiﬁcant eﬀect of adaptation
condition on the classiﬁcation accuracy (repeated measures ANOVA: main
eﬀect of stimulus condition: F (3, 93) = 18.895, p = 0.1188·10−8). The low-
est classiﬁcation scores (72% correct) were obtained for the test stimulus in
repetition trials (Test(AA, BB)), which diﬀered signiﬁcantly from each of
the three other conditions (> 76% correct; post hoc Bonferroni tests, each
p-value < 0.0001), in agreement with the d ′ data reported above. The reduc-
tion of the classiﬁcation accuracy for the test stimuli in repetition compared
with alternation trials was present in all but 3 of the 32 penetrations, in
each animal and irrespectively of the number of responsive sites of a pen-
etration (Fig. 4.6B). In addition, the classiﬁcation scores for the test in
alternation trials (Test(AB, BA); 79% correct) was signiﬁcantly higher than
for the Test(AA, AB) condition (76% correct; post hoc Bonferroni test, p =
0.0462). No other diﬀerences were signiﬁcant after Bonferroni correction. In
general, stimulus repetition reduced the classiﬁcation accuracy of the small
population of neurons.
The above analyses were all based on spike counts in a relatively long
analysis window (as was done in previous studies of Hansen and Dragoi,
2011; Wang et al., 2011; Muller et al., 1999). To determine whether simi-
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Figure 4.6: Classiﬁcation accuracy (N = 32 penetrations) of MUA. (A) Mean
classiﬁcation plotted for four adaptation conditions: adapter stimulus, test
stimulus in repetition trials (Test(AA, BB)), test stimulus in alternation tri-
als (Test(AB, BA)) and the average of two conditions Test(AA, AB) and
Test(BB, BA) (here indicated by Test(AA, AB)). Classiﬁcation accuracies
were obtained when training and testing classiﬁers on the data of each condi-
tion separately. Bars indicate standard errors of the mean, and bold letters
correspond to the stimuli for which classiﬁcation was performed. (B) Classi-
ﬁcation accuracy for the test stimuli in alternation trials plotted against the
classiﬁcation accuracy for the same stimuli in repetition trials. Each point
corresponds to a single penetration. Diﬀerent symbols and colors label pen-
etrations according to the number of responsive sites of a penetration and
animal, respectively. The diagonal is indicated by a stippled line. (C ) Mean
classiﬁcation plotted for four adaptation conditions when the classiﬁers were
trained only with response vectors for the adapter stimuli and then tested
for each condition. Abbreviations are the same as in A.
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lar eﬀects would be present with a ﬁner temporal resolution, we performed
the classiﬁcation analysis for ﬁve shorter windows with durations ranging
from 12.5 to 100 msec. The time course of the mean correct classiﬁcation
accuracy in repetition trials is shown for the ﬁve durations of the sliding
window in Figure 4.4B. The training and testing were performed for each
window separately. Reliable classiﬁcation was already present for the short
window duration of 12.5 msec. The peak classiﬁcation accuracy increased
steeply with longer window durations up to 50 msec at which nearly maxi-
mum performance was reached. This held for both adapter and test stimuli.
Importantly, the peak classiﬁcation accuracy was lower for the test compared
with the adapter stimulus in the repetition trials for all examined window du-
rations. Note that the stimulus repetition did aﬀect the amount but not the
timing of the maximum information. This contradicts the facilitation model
of adaptation since that model posits faster processing of repeated stimuli
(Grill-Spector et al., 2006; James and Gauthier, 2006). Window duration
had a strong eﬀect on classiﬁcation accuracy in the later, more sustained
part of response for both the adapter and test stimuli. This suggests that,
after the initial transient, longer integration times are needed to obtain more
accurate classiﬁcation, but even with an integration window of 100 msec (and
150 msec; data not shown), the classiﬁcation performance is still well below
the one obtained at the peak for a short window of 25 msec duration.
As expected from the population PSTH (Fig. 4.4A), there was little
diﬀerence in classiﬁcation accuracy between adapter and test stimuli in repe-
tition trials at the late phase of the response. This can be better appreciated
in Figure 4.4C, which plots the time course of the classiﬁcation accuracies
for the adapter and test stimuli with a sliding window of 50 msec. In addi-
tion, the time course of the test stimuli in other adaptation conditions (see
above) are also shown. It is clear that the test stimulus in repetition trials
produces the lowest classiﬁcation, while there are few diﬀerences between the
accuracies for the adapter compared with the test stimulus in the two other
conditions, especially at the peak. After the peak, the classiﬁcation accuracy
for the test stimuli in alternation trials was larger than for the adapter (Fig.
4.4C ). A higher classiﬁcation accuracy for the test stimuli in alternation tri-
als compared with the adapter can also be seen for the longer window of 250
msec duration (Fig. 4.6B) and was highly signiﬁcant for the d ′s (Fig. 4.2B).
A noteworthy feature, but peripheral with respect to the main question
of this paper, is the presence of a better than chance classiﬁcation accuracy
at the end of the 500-msec-long ISI reﬂecting the weak delay activity in
macaque IT when passively viewing stimuli. This can be seen clearly in
Figure 4.4C for the plots for the test stimuli in repetition and alternation
trials (it is absent for the Test(AA, AB) condition since the adapters were
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identical (both A or both B) in those classiﬁcations).
The correlation-based classiﬁer is a linear classiﬁer that performs a weighted
addition of the neurons' outputs. A separate training of classiﬁers for the
adapter and test stimuli, as was done above, thus implies that the readout
of the responses of the same neurons changes between the two successive
presentations in a trial. In a second set of analyses, we ﬁxed the weights of
the classiﬁer when testing the adapter and test stimuli classiﬁcations. These
adapter-based classiﬁers were trained using responses to the adapter stimuli
only. As shown in Figure 4.6C, the adapter-based classiﬁers also produced
lower classiﬁcation scores for the test stimuli in repetition trials (67% cor-
rect) compared with the same stimuli presented as an adapter (77%; post
hoc Bonferroni test, p < 10−6). Overall, the classiﬁcation scores for the
test stimuli were lower when training using only the adapter responses than
when training for each condition separately. This drop also resulted in sig-
niﬁcantly lower scores in the Test(AA, AB) condition compared with the
adapter condition (post hoc Bonferroni test, p < 10−6).
4.4 Discussion
Macaque IT neurons were worse at discriminating repeated compared with
non-repeated stimuli, at least for short-term stimulus repetitions without in-
tervening stimuli. This reduction in discrimination capacity was observed in
two independent experiments: for single IT units tested with parameterized
shapes and IT MUA tested with complex natural objects. In addition, object
classiﬁcation accuracy based on the simultaneous activity of small popula-
tions of IT neurons was smaller for repeated compared with unrepeated stim-
uli, even for very short analysis windows. Overall, these data suggest that
the representation accuracy of objects in IT is not enhanced but, rather, im-
paired by repetition. In some conditions in which adapter and test stimuli
diﬀered, object discriminability enhanced. The adaptation-induced changes
in d ′ mainly covaried with diﬀerences in the adaptation-induced response
reduction across the various adaptation conditions.
Weiner et al. (2010) reported a (non-signiﬁcant) tendency for a lower
category classiﬁcation accuracy of the fMRI signal for blocks of repeated
compared with unrepeated stimuli in human ventral temporal cortex. It is
tempting to relate this to the reduced classiﬁcation accuracy for repeated ver-
sus non-repeated images seen in both our single-cell and MUA data, but the
link between multi-voxel pattern analysis and single-cell selectivity is compli-
cated, in particular because of the large size  compared with single units 
of the fMRI voxels. Weiner et al. (2010) observed a non-signiﬁcant decrease
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in classiﬁcation accuracy with repetition when using a delay of 500 msec
and no intervening stimuli, which is similar to the paradigm employed in our
study. However, a signiﬁcant increase in classiﬁcation accuracy was present
when the delays between the repeated stimuli were much longer (mean of
20 sec) and intervening stimuli were present. Thus, it cannot be excluded
that the eﬀects of repetition on single-unit discrimination accuracy depend
on ISI duration and/or the presence of intervening stimuli, which remains to
be investigated in future studies. Hence, our conclusions may hold only for
short-term adaptation (short ISIs without intervening stimuli).
As in previous studies of adaptation in early visual cortex (Hansen and
Dragoi, 2011; Wang et al., 2011; Gutnisky and Dragoi, 2008; Muller et al.,
1999), we examined d ′ of single units for stimuli that were optimized per
neuron (but see Fig. 4.3). Adaptation in IT occurs for both eﬀective and
ineﬀective stimuli (De Baene and Vogels, 2010; Liu et al., 2009; McMahon and
Olson, 2007; Sawamura et al., 2006), and thus we expect that qualitatively
similar eﬀects of adaptation on discriminability of single units are also present
for ineﬀective stimuli (as long as the stimuli drive a neuron). The use of a
laminar electrode with simultaneous recordings at several sites prevented
stimulus optimization for each site, but nonetheless, the MUA data set also
produced reductions of discriminability following repetition. Thus, we believe
that our conclusions generalize to any arbitrary stimulus set and neuron
selections.
Gotts and colleagues (Gotts et al., 2012; Gilbert et al., 2010; Gotts, 2003)
proposed that stimulus repetition enhances low-frequency synchronized neu-
ral responses that are time-locked to stimulus onset, which may improve
discrimination accuracy. Kaliukhovich and Vogels (2012) found a repetition-
induced, stimulus-locked power increase around 25 Hz in the local ﬁeld poten-
tials (LFPs) obtained in the second experiment of the present paper (MUA
recordings), but this is only in one of two monkeys. Thus, our data do not
fully support the relevance of Gotts' computational scheme for the short-
term repetition eﬀect in IT cortex. Moreover, the MUA time course analy-
sis, in particular with short time windows, captures repetition eﬀects related
to synchronized activity that is stimulus-locked. Since even with a window
of 12.5 msec, stimulus repetition reduced classiﬁcation accuracy, it appears
that a potential stimulus-locked synchronized activity cannot compensate the
adaptation-induced reduction in responses. Kaliukhovich and Vogels (2012)
also showed that stimulus repetition decreases MUA-LFP synchronization for
spectral frequencies above 50 Hz. Under the hypothesis that synchronization
aﬀects encoding by a coincidence detection mechanism (Fries, 2009), such
a repetition-induced decrease in synchronization should have a detrimental
eﬀect on the representation of repeated stimuli and also cannot compensate
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the impaired classiﬁcation performance seen in our analysis.
Little is known about the eﬀect of adaptation on stimulus discriminability
in extrastriate visual areas. Wang et al. (2011) reported an increase in d ′ for
nearby orientations after short adaptation to an orientation close to the pre-
ferred orientation of V4 neurons, which appears to diﬀer from the decrease
in d ′ for repeated stimuli seen here in IT. However, note that their results
are diﬃcult to compare with ours because the relationships between adapter
and test orientations are unclear in the report by Wang et al. (2011). Wang
et al. (2011) found a correlation between an adaptation-induced increase in
gamma oscillations and the change in d ′. Kaliukhovich and Vogels (2012)
did not ﬁnd such an increase in gamma oscillations in IT in the present adap-
tation paradigm, which may suggest a diﬀerence between adaptation eﬀects
in V4 and IT. Krekelberg et al. (2006b) found a slight (about 2%) improve-
ment in speed discriminability after a 2-sec-long motion adaptation in MT.
However, contrary to IT (De Baene and Vogels, 2010; Liu et al., 2009), the
adaptation-induced response suppression increased in MT with increasing
diﬀerence between adapter and test stimuli (Krekelberg et al., 2006b). It
is possible that these discrepancies among diﬀerent studies, including ours,
reﬂect diﬀerences in adaptation protocols rather than between-area diﬀer-
ences (e.g., Wang et al., 2011 employed a short ISI of 100 msec; for further
discussion, see Kaliukhovich and Vogels, 2012).
The present data suggest that short-term adaptation in IT does not in-
crease the classiﬁcation accuracy of recently seen stimuli. This is opposite
to what one might expect from repetition priming (Schacter, 1987). How-
ever, in typical priming studies, stimuli are novel (except when repeated),
unlike this study and most other adaptation studies, in which only familiar
stimuli are employed. Priming might be related to the tuning sharpening of
IT and prefrontal neurons that occurs when novel stimuli become familiar
(Woloszyn and Sheinberg, 2012; Freedman et al., 2006; Rainer and Miller,
2000, but see McMahon and Olson, 2007). It will be interesting to assess
in future research whether the decrease in object discrimination accuracy of
IT neurons following repetition is correlated with a psychophysical decrease
in accuracy (for review of perceptual studies using simple stimuli, see Kohn,
2007).
What can we deduce from these data about the possible functional signif-
icance of the short-term adaptation? The discriminability of the test stimuli
compared with that of the adapter stimuli was strongly reduced in repetition
trials but could be enhanced in alternation trials. Because arguably IT neu-
rons that prefer an object contribute positively to the decoding of that object
(Verhoef et al., 2012), the enhancement in d ′ for more eﬀective stimuli after
adaptation to lesser eﬀective stimuli (Fig. 4.3A) may increase the accuracy
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of the object representation. Thus, given that during free viewing diﬀerent
parts of the same object or diﬀerent objects tend to be foveated successively,
short-term adaptation can enhance the coding of newly foveated objects.
In general, the marked drop in classiﬁcation accuracy for repeated stim-
uli in IT implies that these neurons reduce their coding of recently observed
stimuli compared with a stimulus that diﬀers from a recently seen one. This
might be a sensible strategy for an object identiﬁcation/categorization sys-
tem since an object that diﬀers from a recently observed object needs to
be identiﬁed/categorized to produce an adaptive behavioral response but it
is less required to identify/categorize de novo a recently seen object. This
selective reduction of the response to repeated stimuli can be metabolically
opportune. At the same time, the classiﬁcation of a changed stimulus is eﬃ-
cient. In addition, such a stimulus-speciﬁc adaptation mechanism may result
in anticipatory, predictive responses in natural action sequences such as of
head rotations or other bodily actions (Perrett et al., 2009) and may con-
tribute to short-term recognition memory (Orban and Vogels, 1998; Miller
and Desimone, 1994).
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Chapter 5
Decoding Of Repeated Objects
From Local Field Potentials In
Macaque Inferior Temporal
Cortex
Kaliukhovich, D. A. and Vogels, R. Decoding of repeated objects from local
ﬁeld potentials in macaque inferior temporal cortex. PLoS One, 8(9):e74665.
Abstract
Stimulus repetition produces a decrease of the response and aﬀects neuronal
synchronization of macaque inferior temporal (IT) neurons. Previously we
showed that such stimulus-speciﬁc adaptation results in a decreased accuracy
by which IT neurons encode repeated compared to non-repeated objects. Not
only spiking activity, but also local ﬁeld potentials (LFPs) are aﬀected by
repetition. Here we ask how the repetition-induced changes in IT LFPs aﬀect
object decoding accuracy. To answer this, we recorded local ﬁeld potentials
using a laminar microelectrode in macaque IT. We presented two familiar
stimuli each for 500 msec successively with an inter-stimulus interval of 500
msec. Trials consisted either of a repetition of the same stimulus or of their al-
ternation. Machine learning-based classiﬁer was employed to decode stimulus
identity from the LFP power in diﬀerent frequency bands of each penetra-
tion. We found that the object classiﬁcation accuracy depended strongly on
spectral frequency, with frequencies below 30 Hz (alpha and beta) produc-
ing greater accuracies than gamma bands. However, the eﬀect of repetition
on classiﬁcation accuracy was stronger at the gamma frequencies, showing
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a decrease in classiﬁcation accuracy for repeated stimuli and a tendency for
an improved object encoding when the stimulus was preceded by a diﬀer-
ent stimulus. The present results demonstrate that due to adapting input,
stimulus encoding in IT (1) can be more accurate for stimuli that diﬀer from
recently preceding ones while being impaired for stimuli that are repeated,
and (2) these eﬀects are more pronounced at high spectral frequencies of the
LFP.
5.1 Introduction
The average response of macaque inferior temporal (IT) neurons decreases
with stimulus repetition (Gross et al., 1967, 1969; Baylis and Rolls, 1987;
Miller et al., 1991a,b; Riches et al., 1991; Sobotka and Ringo, 1993; Vogels
et al., 1995; Sawamura et al., 2006; McMahon and Olson, 2007; Verhoef et al.,
2008; Liu et al., 2009; De Baene and Vogels, 2010; Kaliukhovich and Vogels,
2011, 2012). This repetition suppression (Desimone, 1996) or adaptation
eﬀect (Ringo, 1996) has aroused recent interest because of the widespread
use of adaptation paradigms in human fMRI studies (Grill-Spector et al.,
2006; Krekelberg et al., 2006a).
Recently, we examined how the repetition-induced changes in IT spiking
activity aﬀect the accuracy by which IT neurons encode objects (Kaliukhovich
et al., 2013). We compared the discriminability of stimuli presented in ei-
ther the ﬁrst (adapter) or second (test) position in sequences of two serially
presented stimuli. We found that the single-unit discriminability of repeated
familiar stimuli was reduced compared to non-repeated stimuli. However,
in some conditions for which adapter and test shapes diﬀered, the cross-
adaptation resulted in an enhanced discriminability. This decreased discrim-
ination accuracy for repeated compared to non-repeated stimuli was con-
ﬁrmed when examining the multi-unit activity (MUA) to repeated and non-
repeated presentations to two familiar stimuli. Using the spiking activity of
the neuronal populations, recorded with a laminar electrode, we showed a
decreased classiﬁcation accuracy for repeated compared to non-repeated test
stimuli, but classiﬁcation was enhanced for the test compared to adapter
stimuli when the test stimulus diﬀered from recently seen stimuli. These
ﬁndings suggested that adaptation in IT supports eﬃcient coding of stimuli
that diﬀer from recently seen ones but impairs the coding of repeated stim-
uli. Note that these eﬀects of repetition on object classiﬁcation accuracy may
hold only for short duration adaptation and/or short delay intervals between
adapter and test stimulus, that is, for short-term adaptation.
Here, we examine the eﬀects of such short-term adaptation on the clas-
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siﬁcation accuracy for a second measure of neural activity, local ﬁeld po-
tentials (LFPs). LFPs represent a population measure of neuronal, mainly
synaptic and dendritic, activity in the local cortical network (Mitzdorf, 1987;
Logothetis, 2003; Buzsaki et al., 2012). Measuring adaptation in LFPs and
comparing adaptation eﬀects for LFPs and spiking activity is important for
at least three reasons. First, since adaptation aﬀects response to a stimu-
lus within an entire network of neurons and may alter network properties
(Kaliukhovich and Vogels, 2012; Gutnisky and Dragoi, 2008), it is of interest
to examine how adaptation aﬀects the population encoding accuracy as cap-
tured by LFPs. Second, studies suggest that LFPs are better correlated with
BOLD than is spiking activity (Logothetis et al., 2001; Viswanathan and
Freeman, 2007; Maier et al., 2008; Rauch et al., 2008) and thus knowledge of
how repetition aﬀects object encoding by LFPs is relevant for understanding
the neural correlate of adaptation-induced changes of BOLD-based object
classiﬁcations using multi-voxel pattern analysis tools (Weiner et al., 2010).
Thus far no study examined the eﬀect of short-term adaptation on LFP-based
object classiﬁcation. Third, LFPs are believed to reﬂect an input signal to the
neurons at least for frequencies below 50 Hz (Buzsaki et al., 2012; Mitzdorf,
1985). Thus, the classiﬁcation of stimulus identity from LFPs can provide an
insight into the adaptation eﬀects on stimulus coding of the neuronal input.
This in turn will complement the stimulus coding results observed for the
neuronal output as captured by MUA (Kaliukhovich et al., 2013).
Previous studies observed repetition suppression for both spiking activity
and LFPs, particularly for the spectral frequencies above 60 Hz (De Baene
and Vogels, 2010; Kaliukhovich and Vogels, 2011, 2012). LFPs represent a
population measure of mainly synaptic and dendritic activity with diﬀerent
underlying processes for low- and high-frequency bands (Belitski et al., 2008,
2010). Hence, we classiﬁed the LFP power to the adapter and test stimuli of
diﬀerent frequency bands (ranging from alpha to high gamma bands), allow-
ing a comparison between repetition eﬀects on the classiﬁcation accuracies
computed from the frequency band-limited LFP power.
5.2 Materials and methods
5.2.1 Subjects
Two rhesus macaques (Macaca mulatta; male monkey G and female monkey
K, weighing 7.2 and 7.6 kg, respectively, both left hemisphere) served as
subjects. Animal care and experimental procedures met the national and
European guidelines and were approved by the Ethical Committee of the
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KU Leuven Medical School.
Details about implants and surgery can be found in Kaliukhovich et al.
(2013). The localization of the plastic recording chamber was guided and
veriﬁed by magnetic resonance imaging (MRI) scans. Recording positions
were estimated based on the MRI visualization of glass capillaries ﬁlled with
the MRI opaque copper sulfate (CuSO4) inserted into the recording chamber
grid at predetermined positions combined with the microdrive depth readings
of the white/gray matter transitions relative to the grid base.
Recordings were made from the lower bank of the superior temporal sul-
cus (STS). The anterior-posterior coordinates of the estimated recording po-
sitions ranged between 16 and 18 mm, and 15 and 17 mm anterior to the
auditory meatus in monkeys G and K, respectively. The medial-lateral co-
ordinates ranged between 22 and 24 mm, and 20 and 21 mm lateral to the
midline in monkeys G and K, respectively. These are the same penetrations
which were originally made to study the eﬀect of stimulus repetition on the
synchrony of macaque IT cortical activity (Kaliukhovich and Vogels, 2012)
and in addition were used to address the question how adaptation aﬀects
object representation accuracy at the level of MUA in macaque IT cortex
(Kaliukhovich et al., 2013).
5.2.2 Recordings
LFPs were recorded using a 16-channel Plextrode U-Probe (Plexon Inc.).
The inter-contact (channel) spacing was 100 µm with electrode sites linearly
arranged on a single shaft (outer diameter of 185 µm). The U-Probe was
lowered with a Narishige microdrive through a guide tube. The grounded
guide tube and metal shaft served as the reference. Recordings were made
using a Plexon data acquisition system. Recorded signals were pre-ampliﬁed
with a headstage having an input impedance of > 1 GΩ. The signals were
split into spiking activity (band-passed signal between 250 Hz and 8 kHz)
and LFPs (band-passed signal between 0.7 and 170 Hz obtained by applying
to the signal a high-pass two-pole Butterworth ﬁlter with a cut-oﬀ frequency
of 0.7 Hz and a low-pass four-pole Butterworth ﬁlter with a cut-oﬀ frequency
of 170 Hz and followed by digitization at 1 kHz).
The U-Probe was positioned so that visually-driven MUA was present
on most if not all channels and LFP response to the presented stimuli was
clearly visible for each channel. After positioning the U-Probe in the STS, we
waited for approximately 2 hours before performing the recordings to ensure
good recording stability.
Eye position was measured online with an infrared-based eye tracking
system (ISCAN EC-240A, ISCAN Inc.; 120 Hz sampling rate). The analog
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eye movement signal was saved using a sampling frequency of 1 kHz. Eye
positions, stimulus and behavioral events were stored for later oine analysis
on a computer which was synchronized with the Plexon data acquisition
system.
5.2.3 Stimuli and tests
The stimulus set consisted of 52 color images including human and monkey
faces, human and monkey bodies, body parts, mammals, birds, ﬁsh, snakes,
spiders, trees, fruits, fractals and manmade objects. The maximum size of
the objects was approximately 5◦ of visual angle. The stimuli were presented
on a uniform gray background with their centers of mass positioned in the
center of a CRT display (frame rate = 60 Hz) located 61 cm from the subject's
eyes.
The two images to be used during the adaptation test were selected by
means of a preliminary test. We presented the 52 images while the animal was
performing the passive ﬁxation task during which the stimuli were shown for
a duration of 500 msec. Based on the spiking responses to the stimuli in the
diﬀerent channels, we selected in each penetration two images which elicited
a response in most of the 16 channels throughout the thickness of cortex.
Next, using these two selected images, A and B, we ran the adaptation test
(Kaliukhovich and Vogels, 2012; Fig. 5.1) in which two stimuli, adapter
and test, were presented for 500 msec each, separated by a blank screen
(ISI) for 500 msec. The stimuli within a trial were either the same (AA or
BB trials, repetition trials) or diﬀerent (AB or BA trials, alternation trials)
images. Subjects were required to maintain ﬁxation from 500 msec prior
to the adapter stimulus onset until 475 msec after the test stimulus oﬀset.
Continuous ﬁxation in this 2475 msec interval was followed by a ﬂuid reward.
Any break in ﬁxation during this interval aborted the trial.
The ﬁxation window sizes ranged from 1.1◦ to 1.8◦ horizontally and 1.6◦ to
2.6◦ vertically across the monkeys. Aborted trials were not analyzed further.
The time interval between the test stimulus oﬀset and the adapter stimulus
onset for the next trial or, in the case of aborts, between the end of the
aborted stimulus and the beginning of the adapter stimulus of the next trial
varied across trials since it depended on the oculomotor behavior of the
animal. The medians of these time intervals ranged from 3326 to 3494 msec
across monkeys, with minima ranging from 2856 to 2923 msec. These values
are well above the 500 msec ISI of a stimulus sequence. The order of the
four diﬀerent trial sequences (AA, BB, AB and BA) was pseudorandomized
with the constraint that the adapter image of a trial always diﬀered from
the last presented image of the preceding unaborted or aborted trial. The
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Figure 5.1: Adaptation test. Trials consisted of the successive presentations
of either two identical (repetition trials, AA and BB) or two diﬀerent (alter-
nation trials, AB and BA) stimuli, each presented for 500 msec and separated
by a blank screen for 500 msec. Monkeys initiated a trial by passively ﬁxating
for 500 msec a red target square (size = 0.17◦, here shown not to scale), which
was presented in the center of the monitor and remained visible throughout
an entire trial. Continuous ﬁxation on the target square during the stimulus
presentations and 475 msec after the test stimulus oﬀset resulted in a ﬂuid
reward delivered to the monkeys. Note that the original stimuli were shown
in color.
proportion of AA, BB, AB and BA unaborted trials was similar. The mean
number of trials per condition across penetrations was 123.5 (minimum = 86
trials, maximum = 156 trials).
5.2.4 Data analysis
LFPs were ﬁltered oine with a digital 50-Hz notch ﬁlter (48-52 Hz fourth-
order Butterworth FIR ﬁlter; Fieldtrip Toolbox, F.C. Donders Centre for
Cognitive Neuroimaging, Nijmegen, the Netherlands; http://fieldtrip.
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fcdonders.nl/). Trials in which the signal was < 1% or > 99% of the total
input range were excluded (median % removed trials across all conditions
and animals = 0.4%).
By convolving single-trial data using complex Morlet wavelets and taking
the square of the convolution between the wavelet and signal (Tallon-Baudry
et al., 1997), the time-varying power of the signal for every frequency was
obtained. The complex Morlet wavelets had a constant center frequency-
spectral bandwidth ratio (f0/σf ) of 7, with f0 ranging from 1 to 170 Hz in
steps of 1 Hz. Only sites for which the spiking activity showed a signiﬁcant
response to either A or B presented as adapter or test stimulus entered further
LFP analysis (see Kaliukhovich et al., 2013). Since a previous analysis of the
same recordings (Kaliukhovich and Vogels, 2012) showed that the adaptation
was stronger in the early than in the late phase of the response to a stimulus,
we employed an early analysis window that ranged from 60 till 310 msec
poststimulus onset. We refer to Kaliukhovich and Vogels (2012) for an in-
depth analysis of the power spectra of the LFPs of the same data.
The spectral power of each trial was averaged within the early analysis
window and each of the following frequency bands: 8-12 Hz (labeled alpha),
13-30 Hz (beta), 31-60 Hz (low gamma), 61-100 Hz (middle gamma) and
101-170 Hz (high gamma).
5.2.4.1 Stimulus decoding from the LFPs spectral power
We classiﬁed the two stimuli, A and B, using LFPs' spectral power. The
classiﬁcation analysis was performed for the following conditions: (1) adapter
stimuli, separately for repetition and alternation trials (labeled Adapter),
(2) test stimuli in repetition trials (Test(AA, BB)), (3) test stimuli in al-
ternation trials (Test(AB, BA)), and (4) test stimuli following the same
adapter stimulus (e.g., A following A versus B following A; Test(AA, AB)).
The classiﬁcation analysis of the latter condition was performed separately
for the AA versus AB and BB versus BA trial combinations. Since the clas-
siﬁcation scores did not diﬀer for the adapter stimulus in repetition and al-
ternation trials as well as for the test stimuli in AA versus AB and BB versus
BA trial combinations in either monkey (two-sided Wilcoxon matched pairs
test, Bonferroni-corrected for 2 monkeys per frequency band, p < 0.025), we
averaged those per condition. Because of the constraint that the adapter
stimulus needed to diﬀer from a lastly presented stimulus of the preceding
trial, the AB and BA sequences were likely to occur further apart in time
compared to the AA and BB sequences. Note that the absence of a diﬀer-
ence in the classiﬁcation scores for the adapter stimulus in repetition and
alternation trials also implies no eﬀect of the diﬀerence in the conditional
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probabilities of these two types of sequences.
For each condition and penetration, we made a neuronal population con-
sisting of the simultaneously recorded sites of that penetration (median num-
ber of sites per penetration = 15.5; range: 11-16). In order to compare
classiﬁcation accuracies across the four conditions, we equated the number
of trials per stimulus for these conditions that were used to train and test
the classiﬁers. Thus, for each penetration, the number of trials per stimu-
lus (N tot) that entered the classiﬁer was equal to the smallest even number
of trials per stimulus of the four conditions of that penetration. The mean
N tot was 112 trials and ranged from 84 to 122. Half of the N tot trials were
used for training, while the remaining half of the trials was used for test-
ing the classiﬁer. All the reported classiﬁcation accuracies are based on the
classiﬁcations obtained during testing (cross-validated classiﬁcation scores).
For each condition and penetration, we trained and tested 1000 classiﬁers
by randomly drawing for each classiﬁer the training and test trials from the
pool of all available trials. The classiﬁcation scores of a population of sites
of a penetration are the averages of these 1000 classiﬁcation scores.
We employed Support Vector Machines (SVM; Cortes and Vapnik, 1995;
Hung et al., 2005) which perform classiﬁcations by constructing a hyper-
plane in a multidimensional space that separates items, here single-trial LFP
power of a particular frequency band, of diﬀerent class labels, here A and B
stimuli. We used a linear SVM since it is a relatively simple classiﬁer and
less susceptible to overﬁtting than non-linear SVM (e.g., Misaki et al., 2010).
The SVMs were performed using the Matlab svmtrain function with de-
fault parameters (quadratic programming method was used in order to ﬁnd
the separating hyperplane) of the Matlab Bioinformatics toolbox. The train-
ing and test data for each site were standardized by subtracting the mean
(averaged across both stimuli for the training trials) from each response and
dividing this diﬀerence by the standard deviation of the responses of the
training data (z -normalization).
As a control, we ran the classiﬁers on the label-shued data in which
the stimulus labels (A or B) were randomly permuted across the trials. This
permutation of the stimulus labels was performed 1000 times and 1000 clas-
siﬁers were trained. As expected, the mean percent correct classiﬁcation
performance for the shued data was 50%.
To compare the results of classiﬁcation of stimulus identity from LFPs
for diﬀerent frequency bands to those when using MUA (Kaliukhovich et al.,
2013), we ran the SVM classiﬁcation analysis for MUA of the same pene-
trations. This classiﬁcation analysis for MUA was identical to that used for
the decoding of stimulus identity from the LFPs spectral power. Instead of
using the averaged power in a particular frequency band as the response to a
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stimulus, the classiﬁcation analysis for MUA was based on raw spike counts
in the early analysis window.
Power in spectral frequencies above 50 Hz can be contaminated by low
frequency residuals of simultaneously recorded spikes. As in the large major-
ity of other LFP studies (e.g., Bartolo et al., 2011; Jia et al., 2013a,b; Ray
et al., 2013; Ray and Maunsell, 2011a), we did not attempt to remove those
spikes residuals for several reasons. First, we feel that in order to link LFPs
to the BOLD signal, one should consider the full LFP signal and not one in
which spikes residuals are removed. The second and most important reason
is that by removing spikes from the LFPs we would have considerably dete-
riorated the signal, since we recorded multi-unit activity (Kaliukhovich and
Vogels, 2012). Indeed, applying any known method to remove spike residuals
from the LFP signal would be rather detrimental than beneﬁcial for our data
set. Each such method operates by extrapolating the LFP signal in a small
window around detected spikes. The span of this window varies from 1.5 to
3 msec (e.g., Pesaran et al., 2002; Zanos et al., 2011). Given the high ﬁring
rates in our data (peak values were approximately 75 and 85 spikes/sec in
monkeys G and K, respectively; for details, see Fig. 3A,B of Kaliukhovich
and Vogels, 2012), we believe that such extensive interpolation of LFPs will
considerably deteriorate the signal. Third, spike removal procedures are es-
sential when computing spike-triggered LFP averages, phase locking of spikes
and spike-LFP coherence where spikes and LFPs are measured with the same
electrode (Zanos et al., 2011). We did not apply any of these analyses.
5.2.4.2 Analysis of eye movements
The results of analyses of eye movements, including microsaccade rates, are
reported in Kaliukhovich and Vogels (2012). They demonstrated that the
stimulus-selective repetition suppression of the neural responses cannot be
explained by eye movement diﬀerences between adapter and test stimuli.
5.3 Results
We recorded LFPs using a laminar electrode located in IT during an adapta-
tion paradigm in which repetitions of the same images (AA or BB sequences)
were randomly interleaved with successive presentations of diﬀerent images
(AB or BA sequences). We made 21 and 11 penetrations in monkeys G and
K, respectively, yielding 319 and 149 sites with responsive MUA to either
stimulus A or B in monkeys G and K, respectively. The LFPs from these
responsive sites were analyzed further (only MUA-responsive sites were em-
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ployed for the analyses, ensuring that the recordings were performed in the
gray matter).
After Morlet wavelet transform, we averaged the spectral power in each
of the ﬁve frequency bands and in the response window. SVM classiﬁers
were trained and tested for each band and stimulus condition separately.
Figure 5.2 shows the mean classiﬁcation scores for each frequency band as
a function of stimulus condition. Classiﬁers were trained separately for each
simultaneously recorded population of sites per penetration. Thus, the mean
classiﬁcation scores refer to the classiﬁcation scores, averaged across the pen-
etrations. For each frequency band, the classiﬁcation scores were well above
the chance level (50%). However, the classiﬁcation scores strongly depended
on the frequency band (repeated measures ANOVA with frequency band and
stimulus condition as factors: F (4, 120) = 51.156, p < 0.0001) with a sig-
niﬁcant interaction of frequency band and stimulus condition (F (12, 360) =
7.0320, p < 0.00001). The highest classiﬁcation scores were obtained for the
alpha band, followed closely by the beta band (Fig. 5.2). The high accuracy
for these low-frequency bands is not that surprising since the LFP waveforms
diﬀered between stimuli (see Kaliukhovich and Vogels, 2012) and these dif-
ferences in waveforms are reﬂected in the power at these low frequencies.
For comparison with the classiﬁcation scores obtained for the LPFs spectral
power, Figure 5.2 also shows the mean classiﬁcation scores for the MUA (in
gray, panel E ) recorded from the same sites of the same penetrations.
The alpha, beta and low gamma band classiﬁcations showed a signiﬁcant
eﬀect of stimulus condition (one-way repeated measures ANOVA: alpha: F (3,
93) = 9.2488, p < 0.00002; beta: F (3, 93) = 3.2921, p < 0.05; low gamma:
F (3, 93) = 6.8069, p < 0.0005) with the mean classiﬁcation scores for the
test stimulus in the alternation trials (Test(AB, BA)) and in the Test(AA,
AB) condition both larger than those for the adapter and the test stimulus
in repetition trials (Test(AA, BB)). However, these eﬀects were numerically
small (about 2-3% diﬀerence; Fig. 5.2) and survived post hoc Bonferroni
testing only for the alpha band (p < 0.05). For the low gamma, post hoc
Bonferroni testing showed signiﬁcant eﬀects only for the Adapter condition
versus Test(AB, BA) and Test(AA, AB) (p < 0.01).
The middle gamma band classiﬁcation accuracies also showed a signiﬁcant
eﬀect of stimulus condition (one-way repeated measures ANOVA: F (3, 93)
= 32.609, p < 0.00001). As for the lower frequency bands, the classiﬁcation
scores for the test stimulus in the alternation trials (Test(AB, BA)) and in
the Test(AA, AB) condition were larger than those for the test stimulus
in repetition trials (Test(AA, BB); post hoc Bonferroni test, each p-value
< 0.0005). However, the most remarkable eﬀect was the signiﬁcantly higher
accuracy score for the test stimulus in the Test(AA, AB) condition compared
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Figure 5.2: Classiﬁcation accuracies for the multi-unit activity (in gray, panel
E ) and frequency band-limited LFP power (in black). Mean classiﬁcation
accuracies (N = 32 penetrations) for the four stimulus conditions listed on
the abscissa are plotted for ﬁve frequency bands: (A) alpha (8-12 Hz), (B)
beta (13-30 Hz), (C ) low gamma (31-60 Hz), (D) middle gamma (61-100 Hz)
and (E ) high gamma (101-170 Hz). Support Vector Machines were trained
and tested for each condition and frequency band separately. Error bars
indicate standard error of the mean.
to the other three conditions (each p-value < 0.00005), including the test
stimulus in alternation trials (Test(AB, BA)). This higher accuracy for the
Test(AA, AB) condition was present in each animal (Fig. 5.3A,B).
The high gamma band classiﬁcation showed numerically the strongest
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Figure 5.3: Classiﬁcation accuracies for the multi-unit activity (in gray, pan-
els C and D) and the middle and high gamma LFP power (in black) in each
of the two monkeys. (A, C ) Monkey G. (B, D) Monkey K. N indicates the
number of penetrations, the sites of which (up to 16 per penetration) were
employed for classiﬁcations. Error bars indicate standard error of the mean.
eﬀect (11% diﬀerence) of stimulus condition (one-way repeated measures
ANOVA: F (3, 93) = 34.967, p < 0.00001). Similar to the eﬀects seen for
the middle gamma band, the highest mean classiﬁcation accuracy for the
high gamma power was observed for the test stimuli in the Test(AA, AB)
condition, which diﬀered signiﬁcantly from the three other conditions (post
hoc Bonferroni test, each p-value < 0.001). Contrary to the lower frequency
bands but similar to what we observed when classifying the spiking activity
at the same sites (Kaliukhovich et al., 2013), the classiﬁcation accuracy was
signiﬁcantly lower for the test stimulus in repetition trials (Test(AA, BB))
compared to the adapter (p < 0.005) and the test stimuli in the two other con-
ditions (Test(AB, BA) and Test(AA, AB); each p-value < 0.000001). Thus,
stimulus repetition reduced the classiﬁcation accuracy in this high-frequency
band. The classiﬁcation accuracy for the adapter and test stimuli in alterna-
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tion trials (Test(AB, BA)) did not diﬀer signiﬁcantly. Thus, the eﬀects for
the high gamma band were similar to those observed for the spiking activity,
except for the relatively high classiﬁcation scores for the test stimuli in the
Test(AA, AB) condition. However, unlike the other eﬀects, this increase for
the Test(AA, AB) condition was present in monkey G but not in the other
animal (Fig. 5.3C,D ; repeated measures ANOVA with monkey and stimulus
condition as factors: interaction monkey and stimulus condition: F (3, 90) =
9.2102, p < 0.00005).
In our analyses of classiﬁcation accuracy, we decoded stimulus identity
based on the responses to a presented stimulus (A or B) at each analyzed
electrode site per penetration. Given that the maximum distance between
the sites was 1.5 mm while similar LFPs selectivity has been observed in a
larger area (e.g., Kreiman et al., 2006), it is possible that information on
stimulus identity distributed across all analyzed sites per penetration is re-
dundant due to this shared LFPs selectivity across sites. If the responses
to a stimulus were correlated across sites, one would expect to achieve sim-
ilar classiﬁcation accuracy when reducing the number of analyzed sites per
penetration. On the contrary, if reducing the number of sites resulted in a
decrease of classiﬁcation accuracy, this would indicate that despite the shared
LFPs selectivity each site provided additional information on stimulus iden-
tity. To test this hypothesis, we classiﬁed the identity of the adapter stimulus
in repetition trials employing only 1/3 of the electrode sites per penetration
that entered the original analysis (median number of sites per penetration =
5.0; range: 3-5). For all frequency bands, we observed a signiﬁcant decrease
in classiﬁcation accuracy when reducing the number of analyzed sites (mean
classiﬁcation accuracy across both monkeys for the whole and reduced sets
of analyzed sites per penetration, respectively: alpha: 78.1% versus 71.2%,
p < 0.000005, two-sided Wilcoxon matched pairs test; beta: 75.9% versus
72.4%, p < 0.000005; low gamma: 62.4% versus 60.6%, p < 0.005; middle
gamma: 60.2% versus 58.1%, p < 0.0005; high gamma: 66.0% versus 62.7%,
p < 0.00005). These ﬁndings show that the LFP signals per site were at least
to some extent independent.
5.4 Discussion
Classiﬁcation accuracy for the alpha and beta bands was comparable to that
of the MUA measured at the same sites (Kaliukhovich et al., 2013; compare
black bars in Fig. 5.2A,B with gray bars in Fig. 5.2E ) and higher than that
obtained for the higher frequency bands. This greater classiﬁcation accuracy
for low compared to high frequencies has also been observed in anesthetized
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macaque V1 using natural movies as stimuli (Belitski et al., 2010). It may
at least partially be due to diﬀerences in luminance and contrast and hence
overall stimulus drive. Indeed, in our and the V1 study (Belitski et al., 2010),
stimuli diﬀered in luminance. It still remains to be examined whether such
high classiﬁcation accuracies for the low-frequency bands are also present
when employing stimuli equated for these low-level image properties.
To our knowledge, we present here the ﬁrst analysis of stimulus classiﬁ-
cation of LFP power in an adaptation paradigm. For the alpha, beta, low
and middle gamma bands, classiﬁcation accuracy was statistically indistin-
guishable for the adapter and test stimuli in repetition trials. This novel
ﬁnding suggests that classiﬁcation accuracy based on low spectral frequency
LFP signals is not reduced when repeating a stimulus, which contrasts with
the marked decrease in classiﬁcation accuracy of MUA (Kaliukhovich et al.,
2013; gray bars in Fig. 5.2E ) for the test stimulus in the same repetition
trials. However, a signiﬁcant decrease in classiﬁcation accuracy for repeated
stimuli was present for the high gamma band in both animals, which agrees
with previous observations of a correlation between high gamma power and
MUA (Liu and Newsome, 2006; Ray et al., 2008; Ray and Maunsell, 2011b;
compare black and gray bars in Fig. 5.3C,D).
We wish to stress that the adaptation paradigm we employed assesses
short-term repetition or adaptation eﬀects. Such short-term adaptation ef-
fects may well diﬀer from those seen after long duration adaptation (e.g.,
Weiner et al., 2010; Patterson et al., 2013; Fang et al., 2007) or after long de-
lays. Furthermore, the stimuli employed in the present study were all familiar
to the monkey since they were employed to search for responsive units. Inter-
estingly, in a study from Sheinberg's group (Anderson and Sheinberg, 2008)
classiﬁcation accuracy based on LFPs recorded in macaque IT was found to
be higher for familiar compared to novel stimuli. This contrasts with our ﬁnd-
ing of lower classiﬁcation accuracy in the middle and high gamma bands for
repeated versus non-repeated stimuli, indicating that the short-term adap-
tation eﬀects diﬀer from long-term, learning-related familiarity eﬀects.
The higher classiﬁcation accuracy for the Test(AA, AB) condition com-
pared to the other conditions for higher frequencies is noteworthy and un-
expected. It was present in both animals for the middle gamma frequencies
but present only in one animal for the high gamma frequencies. The classi-
ﬁcation accuracy in the Test(AA, AB) is the average of classiﬁcation scores
for the test stimuli across AA versus AB and BB versus BA trial combina-
tions (see Materials and Methods). For the sake of argument, assume that
stimulus A evokes a higher response than stimulus B. Repetitions of stimulus
A (AA trial sequence) will result in a decreased response to the repeated A
while largely preserving the response to stimulus B following A. This will
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decrease the diﬀerence in response between those stimuli and, when assum-
ing this diﬀerence to be a major determinant for the decoding of stimulus
identity, result in a poorer classiﬁcation accuracy compared to that for the
adapter. On the other hand, the reduced response to the repeated B (BB
trial sequence) and the largely unchanged response to A when preceded by B
will lead to a greater diﬀerence in response between these stimuli and result
in a better classiﬁcation accuracy compared to that for the adapter. Thus,
the increased classiﬁcation accuracy in the Test(AA, AB) condition is not
trivial.
Although this increase was only present in one animal for the high gamma
frequencies (Fig. 5.3), it does suggest that the power in those high-frequency
bands, even above 100 Hz, does not merely reﬂect MUA. Thus, classiﬁcation
of MUA in adaptation paradigms does not always produce the same eﬀects
as those seen in high frequency LFP power, although in many studies both
measures were well correlated. A discrepancy between spiking activity and
high gamma tuning has also been observed in MT and MST (Khawaja et al.,
2009). One possibility is that the high gamma power  as does the low-
frequency power  also reﬂects synaptic activity and that this input shows a
high sensitivity for a repeated versus a non-repeated test stimulus. Whatever
the reasons for the discrepancy between MUA and high gamma power are,
our data demonstrate that it is informative to examine high frequency LFP
power in addition to MUA.
Because the fMRI BOLD response correlates with LFPs (Logothetis et al.,
2001; Viswanathan and Freeman, 2007; Maier et al., 2008; Rauch et al., 2008),
the present data are relevant for a recent human fMRI study that examined
the eﬀect of stimulus repetition in ventral stream areas using multi-voxel
pattern classiﬁcation (Weiner et al., 2010). These authors reported a (non-
signiﬁcant) tendency for lower category classiﬁcation accuracy for blocks of
repeated compared to unrepeated stimuli in ventral temporal cortex, which
might be a homologue of macaque IT. The same trend was present in the
alpha, middle and high gamma bands in the present macaque IT study,
but most pronounced and signiﬁcant for the high spectral frequencies. This
correspondence between BOLD and high gamma band power classiﬁcation
accuracy is in line with previous studies that observed a positive correlation
between gamma band power and BOLD signal in primates (Magri et al.,
2012; Mukamel et al., 2005; Niessing et al., 2005). Note that BOLD does
not always reﬂect gamma band power since Maier et al. (2008) showed that
during perceptual suppression, BOLD responses were related to low- instead
of high-frequency LFP power. Indeed, the coupling of the hemodynamic
signal to neural activity can be task- and context-dependent (Cardoso et al.,
2012; Sirotin and Das, 2009).
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Higher on average accuracy for the test stimuli in alternation trials com-
pared to that for the adapter stimuli tended to be present (but not always sig-
niﬁcant) in all frequency bands. It should be noted that even in the alterna-
tion trials, the power for the adapter and test stimuli diﬀered (Kaliukhovich
and Vogels, 2012) due to so-called cross-adaptation (De Baene and Vogels,
2010). Such cross-adaptation indicates that at least part of the neuronal pop-
ulation driving LFPs receives input from both stimuli, either bottom-up or
indirectly through lateral connections or feedback from higher regions. The
present results show that due to such adapting input, stimulus encoding in
IT can be more accurate for stimuli that diﬀer from recently preceding ones.
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Chapter 6
General Discussion
In the current dissertation, we examined the phenomenon of repetition sup-
pression in macaque inferior temporal (IT) cortex. The underlying mech-
anisms of adaptation in macaque IT cortex and its functional implications
on perception and behavior still remain open questions which should be ad-
dressed in future research. In the dissertation, we made an attempt to ad-
vance our knowledge of the phenomenon of neural adaptation in macaque
IT. Speciﬁcally, we addressed several research questions which included the
higher-order modulation of adaptation by contextual factors related to per-
ceptual expectancy, the eﬀect of adaptation on the functioning of neural cir-
cuitry and on object representation accuracy. To answer these questions, we
recorded single- and multi-unit (MUA) spiking activity in macaque IT cor-
tex while animals were performing a passive ﬁxation task. Additionally, our
recordings of spiking activity were complemented by simultaneous recordings
of local ﬁeld potentials (LFPs).
6.1 Higher-order modulation of adaptation by
perceptual expectancy
The top-down prediction error (or perceptual expectation) model of adapta-
tion suggests that adaptation is a consequence of a fulﬁllment of perceptual
expectations. The model predicts modulation of adaptation by contextual
factors that inﬂuence expectations. This prediction has been examined in
a human functional magnetic resonance imaging (fMRI) study by Summer-
ﬁeld et al. (2008). In this study, Summerﬁeld and colleagues manipulated
subject's perceptual expectation of stimulus repetition by creating two exper-
imental contexts, one in which stimulus repetitions occurred more frequently
than stimulus alternations (75% versus 25%) and one in which the reverse
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was the case. In agreement with the prediction error model of adaptation,
Summerﬁeld et al. (2008) observed stronger repetition suppression eﬀects in
the fusiform face area (FFA) in a context with a higher probability of en-
countering stimulus repetitions versus stimulus alternations compared to the
second context with the reversed probabilities. Importantly, the observed
modulation of the degree of repetition suppression by stimulus repetition
probability cannot be explained by bottom-up models of adaptation. To par-
allel the fMRI ﬁndings of Summerﬁeld et al. (2008) and to test the prediction
error model of adaptation at the level of spiking activity of single neurons, we
recorded single-unit spiking activity and LFPs in macaque IT cortex using
an experimental paradigm of Summerﬁeld et al. (2008). In our single-cell
study, monkeys were exposed to two randomly interleaved types of trials,
each consisting of either two identical or two diﬀerent stimuli. Similar to
Summerﬁeld et al. (2008), diﬀerent types of trials were randomly interleaved
and presented in the two experimental contexts with a high (75%) and a low
(25%) probability encountering stimulus repetitions versus stimulus alterna-
tions, respectively. Contrary to the human fMRI study of Summerﬁeld et al.
(2008), we found no eﬀect of stimulus repetition probability on the degree
of repetition suppression in macaque IT, and this was true for both spiking
activity and gamma LFP power. The lack of such an eﬀect on gamma LFP
power is of special interest in regards to the fMRI ﬁndings of Summerﬁeld
et al. (2008), since it has been shown that the blood-oxygen-level-dependent
(BOLD) signal appears to correlate more strongly with LFPs than with spik-
ing activity (Logothetis et al., 2001; Viswanathan and Freeman, 2007; Maier
et al., 2008; Rauch et al., 2008).
The apparent discrepancy between our study and that of Summerﬁeld
et al. (2008) can be explained by several factors. First, in the study by
Summerﬁeld et al. (2008) subjects were required to detect rarely occurring
inverted or size-deviant stimuli and, thus, were required to attend to the stim-
uli, whereas in our study monkeys were performing a passive ﬁxation task.
Secondly, Summerﬁeld et al. (2008) used faces as stimuli, whereas we used
stimuli depicting either artiﬁcially generated fractal patterns or real-world
objects. Thirdly, Summerﬁeld et al. (2008) measured the BOLD signal in
the human FFA and we recorded spiking activity and LFPs in macaque IT
cortex. Importantly, if one assumes that the prediction error model applies
to only a speciﬁc type of stimuli or a brain area, then this will cast doubt
on the prediction error model as a universal model of adaptation. More-
over, the explanation of the discrepancy between our results and those of
Summerﬁeld et al. (2008) by a diﬀerence in employed species (monkeys ver-
sus humans) implies diﬀerent adaptation mechanisms in temporal cortex of
these two species, which also seems to be unlikely. To test the eﬀect of
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the mentioned three factors (type of stimuli, brain area and species) on the
modulation of the degree of repetition suppression by stimulus repetition
probability, it will be needed to run a monkey fMRI study which will employ
an experimental paradigm of Summerﬁeld et al. (2008). The BOLD signal
in this study should be measured across the monkey's temporal lobe sepa-
rately for the face stimuli of Summerﬁeld et al. (2008) and the natural (or
fractal) stimuli of our macaque single-cell study (Kaliukhovich and Vogels,
2011). One should compare the degree of repetition suppression between the
contexts with a high and a low presentation probability of stimulus repeti-
tions inside and outside macaque face-selective patches of cortex, located in
the temporal lobe (Freiwald et al., 2009; Moeller et al., 2008; Tsao, 2006;
Tsao et al., 2006, 2008). This comparison should be done separately for the
face and natural stimuli. The manipulation of the monkey's attention to-
wards and away from the presented stimuli in this fMRI experiment would
be desirable but not necessary. If the prediction error model of adaptation
holds only true when subjects pay attention to the stimuli, this will require
an explanation of adaptation eﬀects observed in anesthetized (Miller et al.,
1991a; Patterson et al., 2013; Wissig and Kohn, 2012) and passively ﬁxating
(De Baene and Vogels, 2010; Liu et al., 2009; Sawamura et al., 2006) mon-
keys. Moreover, one monkey in our study (Kaliukhovich and Vogels, 2011)
showed consistently diﬀerent eye movements between stimulus repetitions
and stimulus alternations which indicates that this animal was behaviorally
sensitive to the repetition of stimuli and, thus, likely attended to the stimuli.
On top of that, Summerﬁeld et al. (2008) noted that none of their subjects
reported noticing the diﬀerent frequencies of stimulus repetitions across the
experimental contexts. The latter shows that conscious expectation of stim-
ulus repetition is not a prerequisite to obtain the modulation of the degree of
repetition suppression by stimulus repetition probability. Several follow-up
fMRI studies examined the eﬀect of attention and stimuli on the modulation
of the degree of repetition suppression by stimulus repetition probability in
humans.
In a human fMRI study by Larsson and Smith (2012), subjects viewed on
each trial a pair of stimuli depicting either the same face identity (stimulus
repetition) or two diﬀerent faces (stimulus alternation). Like in the human
fMRI study by Summerﬁeld et al. (2008), two diﬀerent kinds of trials were
randomly interleaved and presented in two experimental contexts with a high
(75%) and a low (25%) presentation probability of stimulus repetitions versus
stimulus alternations. The key manipulation in this study was the control
of subject's attention to the presented stimuli. Subjects were required ei-
ther to attend to the presented stimuli by responding to rarely occurring
inverted faces or to divert their attention away from the stimuli. The latter
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task was accomplished by requiring subjects to monitor a stream of letters,
presented at the center of gaze and asynchronously with the face stimuli,
and to count the number of target letters randomly interleaved with other
distractor letters. Larsson and Smith (2012) observed a signiﬁcantly lower
degree of repetition suppression in a context with a low (25%) probability
of stimulus repetitions compared to that with a high (75%) probability in
nearly all visual areas but only when subjects paid attention to the stim-
uli, thus, replicating the ﬁndings of Summerﬁeld et al. (2008). However,
when subjects' attention was diverted away from the presented stimuli, this
diﬀerence in the degree of repetition suppression between the contexts disap-
peared, and this despite the fact that signiﬁcant repetition suppression was
still evident in most visual areas. Larsson and Smith (2012) concluded that
fMRI repetition suppression reﬂects a combination of neural adaptation and
attention eﬀects. These ﬁndings suggest that the modulation of the degree
of repetition suppression by stimulus repetition probability in the human
fMRI study by Summerﬁeld et al. (2008) can be explained by attention. In-
deed, if subjects paid more attention to the second presented test stimulus
on infrequent trials, this could have resulted in a stronger BOLD response for
those trials irrespective of whether they were stimulus repetitions or stimulus
alternations.
To examine whether the discrepancy between our single-cell macaque IT
study Kaliukhovich and Vogels (2011) and the human fMRI study of Sum-
merﬁeld et al. (2008) arose due to the diﬀerent kinds of stimuli used in
both studies (fractal/natural stimuli versus faces), Kovacs et al. (2013) ran
a human fMRI study in which they adopted the experimental paradigm of
Summerﬁeld et al. (2008) but, in addition to face stimuli, used the natural
stimuli of Kaliukhovich and Vogels (2011). Similar to Summerﬁeld et al.
(2008), subjects in their study were required to detect rarely occurring size-
deviant stimuli and, thus, were attending to the stimuli. In agreement with
Summerﬁeld et al. (2008), Kovacs et al. (2013) observed stronger repetition
suppression eﬀects in the FFA in a context with a high (75%) stimulus repe-
tition probability as opposed to the context with a low (25%) stimulus repe-
tition probability for face stimuli. Yet, this modulation of repetition suppres-
sion in the FFA was absent when using the natural stimuli of Kaliukhovich
and Vogels (2011). Kovacs et al. (2013) concluded that the eﬀects of per-
ceptual expectancy, as manipulated by stimulus repetition probability, vary
between diﬀerent visual stimulus categories. Interestingly, in another human
fMRI study Kovacs et al. (2012) showed position invariance of the eﬀect of
stimulus repetition probability on the degree of repetition suppression in bi-
lateral fusiform and occipital face areas (FFA and OFA) as well as in the
lateral occipital cortex (LO). In this study, Kovacs and colleagues employed
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the experimental paradigm of Summerﬁeld et al. (2008) but manipulated the
presentation position of face stimuli in a trial. Stimuli were presented either
in the same visual hemiﬁeld, overlapping each other, or in the opposite visual
hemiﬁelds. For both overlapping and non-overlapping spatial arrangements,
repetition suppression was again stronger in the context with a high (75%)
stimulus repetition probability compared to the context with a lower (25%)
probability.
Several recent observations questioned whether the prediction error model
of adaptation is a universal model of adaptation which applies to all brain
areas. In a recent human fMRI study, Kovacs et al. (2012) demonstrated
the modulation of the degree of repetition suppression by stimulus repetition
probability in the FFA, OFA and LO when using face stimuli. However, in a
follow-up human fMRI study, Kovacs et al. (2013) surprisingly failed to ﬁnd
this modulation back in the OFA and LO when using either face stimuli or
the natural stimuli of Kaliukhovich and Vogels (2011). Additional support
for the potential area speciﬁcity of the prediction error model can be found
in an electroencephalography (EEG) study by Summerﬁeld et al. (2011). In
this study, Summerﬁeld and colleagues recorded the EEG signal in two ex-
perimental contexts in which stimulus repetition was either expected or not.
Similar to their previous fMRI study (Summerﬁeld et al., 2008), expectancy
of stimulus repetition was manipulated by the presentation probability of
stimulus repetitions versus stimulus alternations. Human subjects were pre-
sented a pair of face stimuli on each trial and were required to respond
to rotated (target) faces. Summerﬁeld et al. (2011) observed a diﬀerence
between stimulus repetitions and stimulus alternations in the EEG signal
recorded at posterior electrode sites. Importantly, only central electrode
sites showed a signiﬁcant modulation of the diﬀerence between two types of
trials by stimulus repetition probability. Remarkably, this modulation was
observed relatively late (> 300 msec poststimulus).
The modulation of repetition suppression by stimulus repetition probabil-
ity in some studies and the lack of such a modulation in the other studies can
be explained by an interplay of repetition suppression occurring due to the
feedforward ﬂow of information throughout the cortex and repetition sup-
pression caused by the perceptual expectancy of stimulus repetition. Studies
which reported no modulation of repetition suppression by stimulus repeti-
tion probability may have simply failed to build such perceptual expectancy
in tested subjects. Importantly, the latter suggests that the perceptual ex-
pectancy is not a unique source of repetition suppression eﬀects but rather
complements the others. It is still a matter of debate whether the percep-
tual expectancy is built in a local neural circuitry (Gotts et al., 2012) or
inherited from downstream areas (Friston, 2005, 2009; Kiebel et al., 2008;
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Rao and Ballard, 1999; Wacongne et al., 2011). One approach to resolve this
question will be to compare the degree of repetition suppression between the
contexts with a diﬀerent perceptual expectancy of stimulus repetition while
disrupting the functioning of downstream brain areas projecting back to the
area of interest. This disruption can be accomplished by either performing
lesions/inactivations or applying transcranial magnetic stimulation (TMS)
to downstream areas. Interestingly, human fMRI studies by Ewbank et al.
(2011, 2013) demonstrated that repetition suppression is associated with the
changes in connectivity between the brain areas which are involved in stimu-
lus processing. These changes in connectivity, as revealed by dynamic causal
modeling, were detected in both feedforward (bottom-up) and feedback (top-
down) directions. The changes in the feedforward connectivity between two
areas occurred when subjects were repeatedly presented with the same stim-
ulus, whereas presentations of the same object varying in size or view aﬀected
the feedback connectivity. Ewbank and colleagues suggested that the changes
in the feedforward connectivity reﬂected a suppressed input from an upstream
area due to repetition suppression which took place in that area. On the other
hand, the changes in the feedback connectivity were suggested to reﬂect the
prediction error generated in the downstream area and caused by a mismatch
in size or view of the incoming stimuli. These observations held true for the
stimuli depicting bodies when assessing connectivity between the extrastri-
ate body area and the fusiform body area Ewbank et al. (2011) as well as
for the face stimuli between the OFA and the FFA Ewbank et al. (2013). If
perceptual expectancy is indeed generated in downstream areas and modu-
lates adaptation in upstream areas through the feedback projections, then
one expects this modulation to occur later in time than repetition suppres-
sion eﬀects caused by the feedforward ﬂow of information throughout the
cortex. To test this hypothesis, Todorovic and de Lange (2012) ran a mag-
netoencephalography study in which they measured the neural response to
auditory stimuli in human subjects while orthogonally manipulating stimulus
repetition and stimulus expectation. In their study, subjects were required
to attend to the stimuli. In agreement with an idea of top-down modulation
of repetition suppression by perceptual expectancy, Todorovic and de Lange
(2012) found that stimulus repetition (repetition suppression) attenuates the
early auditory response (40-60 msec), while stimulus expectation (perceptual
expectancy) attenuates the subsequent, intermediate stage of auditory pro-
cessing (100-200 msec). The ﬁndings of Todorovic and de Lange (2012) raised
a concern for the interpretation of fMRI and EEG studies of the prediction
error (or perceptual expectation) model of adaptation since none of these
techniques has a suﬃciently ﬁne temporal resolution to disentangle between
repetition suppression per se and the modulation of repetition suppression
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by perceptual expectancy of stimulus repetition.
Repetition of stimuli belonging to the same category of objects (e.g., faces,
houses, cars) might induce expectation of another object of the same cate-
gory and this, in turn, might modulate the degree of repetition suppression.
Thus, one may assume that the top-down repetition suppression for stimuli
of the same category is diﬀerent from that when using stimuli of diﬀerent
categories. If one assumes that top-down mechanisms of repetition suppres-
sion are diﬀerent when using stimuli of the same category as opposed to the
stimuli of diﬀerent categories in the sense that expectation generalizes across
exemplars of the same category, then one would expect no diﬀerence in the
degree of repetition suppression between stimulus repetitions and stimulus
alternations, if in the latter case both stimuli belong to the same category.
In our macaque IT study (Kaliukhovich and Vogels, 2011) we indirectly ad-
dressed this question by probing neural activity with fractal stimuli, that is,
stimuli which belonged to the same category. Contrary to the aforementioned
suggestion, we observed a signiﬁcantly higher degree of response suppression
for stimulus repetitions compared to stimulus alternations, and this was true
for single-cell spiking activity and high gamma (60-100 Hz) LFP power. In
another macaque IT study, De Baene and Vogels (2010) probed single-cell
spiking activity with complex morphed 3D shapes, that is, with stimuli of the
same category. As in the study by Kaliukhovich and Vogels (2011), De Baene
and Vogels (2010) showed stronger response suppression for stimulus repe-
titions compared to stimulus alternations, that is, cross-adaptation. In a
human fMRI study, Kovacs et al. (2013) adopted the experimental paradigm
of Summerﬁeld et al. (2008) while measuring the BOLD signal in the FFA.
Subjects in the study by Kovacs et al. (2013) were presented images of either
faces or chairs. Both kinds of stimuli have been shown to activate the FFA.
In agreement with the phenomenon of cross-adaptation, Kovacs et al. (2013)
found a stronger reduction in the BOLD signal for stimulus repetitions than
for stimulus alternations, and this held true for both faces and chair stimuli
separately. Interestingly, Kovacs et al. (2013) reported modulation of the de-
gree of repetition suppression by stimulus repetition probability in the FFA
for the face stimuli but not for the chair stimuli. The latter shows that top-
down repetition suppression eﬀects can diﬀer for the stimuli of one category
but of diﬀerent origin.
6.2 Adaptation as a network property
Single neurons in the brain are interconnected with each other in this way
producing a cortical network. Changes in activity of any neuron constituting
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to the cortical network can aﬀect the activity of other neurons which are
connected with this neuron either directly or through a chain of intermediate
neurons. Diﬀerent cortical networks have a distinctive organization which
is determined by the types of neurons (e.g., pyramidal neuron, interneuron)
present in the network, the relative amount of neurons of each type and con-
nections between these neurons. Similar to single neurons, cortical networks
are also interconnected. Importantly, the neural connectivity within two con-
nected cortical networks is expected to diﬀer from that which unites these
networks. The latter serves as the basis to distinguish between the networks.
Hence, it appears natural to suggest that activity of each neuron in a cor-
tical network is primarily determined by an interplay of the within-network
cortical activity and the activity transferred from the connected cortical net-
works. It is well-established that adaptation changes the responses of single
IT neurons (De Baene and Vogels, 2010; Gross et al., 1967, 1969; Li et al.,
1993; Miller et al., 1991a,b; Sobotka and Ringo, 1994, 1996; Liu et al., 2009;
Sawamura et al., 2006). This in turn implies that adaptation can inﬂuence
the functioning of IT cortical networks.
In our second study, we addressed the question of how adaptation changes
the temporal coordination (synchronization) of IT neural activity. The mo-
tivation for this study came from the observation that the responses of corti-
cal neurons can show synchronized activity at diﬀerent time scales (Buzsaki,
2006). In addition, previous single-cell macaque studies examining the ef-
fect of adaptation on neural synchronization in V1 (Gutnisky and Dragoi,
2008; Hansen and Dragoi, 2011) and V4 (Wang et al., 2011) demonstrated
frequency- and lamina-dependent eﬀects. For example, Gutnisky and Dragoi
(2008) found a reduction in stimulus-locked low frequency (below 4 Hz) neu-
ral oscillations, as measured with trial-to-trial covariations (noise correla-
tions) in single-cell spiking activity of macaque V1 neurons, after these
neurons underwent adaptation. Similarly, a weak (non-signiﬁcant) reduc-
tion in noise correlations with adaptation was also observed in macaque
V4 (Wang et al., 2011). Importantly, both studies showed that adapta-
tion improved neural orientation discrimination, and this improvement was
associated with either the changes in noise correlations (V1; Gutnisky and
Dragoi, 2008) or increased gamma (35-80 Hz) band spike-ﬁeld synchroniza-
tion (V4; Wang et al., 2011). In a follow-up macaque V1 study, Hansen
and Dragoi (2011) when using laminar probes demonstrated that adaptation
caused a pronounced increase in gamma (30-80 Hz) band spike-ﬁeld synchro-
nization which was only attributed to the cortical output (supragranular)
layers. Moreover, this increase in macaque V1 gamma synchronization with
adaptation was signiﬁcantly correlated with an improvement in neural orien-
tation discrimination. A human MEG study of repetition priming by Gilbert
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et al. (2010) revealed increases in stimulus-locked low frequency (5-35 Hz)
neural oscillations for repeated compared to novel stimuli in a number of
brain areas. Gilbert and colleagues suggested that this more synchronized
activity at low frequencies is a key mechanism which compensates reduced
ﬁring rates of neurons to a repeated stimulus and allows more eﬃcient neu-
ral processing of the repeated stimulus. On the other hand, a modeling
study of repetition priming by Moldakarimov et al. (2010) predicted reduced
stimulus-locked gamma band neural oscillations with stimulus repetition.
In our study of adaptation-induced changes in neural synchronization in
macaque IT cortex, we simultaneously recorded MUA and LFPs from up to
16 channels through the thickness of cortex using a laminar microelectrode.
We compared stimulus-induced ﬁeld-ﬁeld (LFP-LFP) and spike-ﬁeld (in our
case, MUA-LFP) synchronization, as assessed by a quantitative measure of
coherence, for the adapter and test stimuli in stimulus repetition trials. Stim-
ulus repetition in our study attenuated the response to a repeated stimulus of
both MUA and LFP power for spectral frequencies above 60 Hz, while at the
same time increasing LFP power for the frequencies between 15 and 40 Hz.
In addition to response modulation, stimulus repetition aﬀected synchroniza-
tion between two simultaneously recorded LFP signals of diﬀerent channels
as well as between MUA and LFP. Importantly, these changes in synchro-
nization were frequency- and lamina-dependent. For frequencies above 60 Hz,
ﬁeld-ﬁeld and spike-ﬁeld synchronization was attenuated with stimulus rep-
etition across diﬀerent layers. Contrary to this, adaptation-induced changes
for the frequencies between 15 and 40 Hz depended on the channel depth.
Both ﬁeld-ﬁeld and spike-ﬁeld synchronization was enhanced with stimulus
repetition for the putative superﬁcial layers, while the LFPs of the putative
deep layers decreased their synchrony across layers. Interestingly, the en-
hancement in spike-ﬁeld synchronization for the putative superﬁcial layers
was mainly found between LFPs of the upper channels and the MUA of the
deeper channels, while being less evident (if not negligible) between LFPs
of the deeper channels and the MUA of the upper channels. The apparent
asymmetry in the adaptation-induced changes of spike-ﬁeld synchronization
might reﬂect better synchronization of the synaptic input, as captured by
low frequency LFP oscillations (Ray and Maunsell, 2011a), with spiking ac-
tivity of neurons of which the somas are located at the same level or deeper
in the cortex than the input (Seltzer and Pandya, 1978). If so, this observa-
tion stresses the role of organization of a cortical network in determining its
properties.
Despite observing the changes in synchronization with stimulus repeti-
tion, we were still unable to answer a number of questions related to our
ﬁndings. Speciﬁcally, we do not know whether the changes in synchroniza-
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tion with stimulus repetition observed in our macaque IT study are intrinsic
to IT circuitry or instead inherited from upstream areas of the ventral visual
stream. Another interesting question to address will be to examine how the
feedback projections from downstream areas modulate synchronized activity
in IT. The most straightforward approach to resolve these questions will be
to simultaneously record MUA and LFPs in passively ﬁxating macaque mon-
keys with laminar microelectrodes in IT and downstream and upstream areas
(V4, prefrontal cortex). This will allow us not only to examine adaptation-
induced changes in synchronization in each of these areas across diﬀerent
laminae and frequency bands but also to relate these changes to each other
in time. A simpler approach to examine the role of the feedback projections
from downstream areas to IT will be to distort the normal functioning of
those areas by performing chemical inactivation of these areas or applying
optogenetics tools. It still remains unclear what the functional implications
of the changes in synchronization observed in our study are on the mon-
key's perception or behavior? It will be of great interest to perform similar
recordings in macaque IT while monkeys perform a task (e.g., shape discrim-
ination). The rationale behind this potential experiment is that if changes in
neural synchronization underlie improved stimulus processing (Gilbert et al.,
2010; Gotts, 2003; Gotts et al., 2012), then one expects to ﬁnd a correlation
between the changes in synchronization and reaction time.
Neural adaptation does not always result in response suppression with
stimulus repetition. Caggiano et al. (2013) recorded spiking activity of single
mirror neurons in macaque premotor area F5 while animals were presented
an action movie (a hand reaching and grasping a static red pepper). In this
study, Caggiano and colleagues demonstrated that most single F5 neurons
and the population as a whole did not show a signiﬁcant decrease in their
ﬁring rate to the repeated presentation of the action movie. On the contrary,
a substantial number of the recorded neurons increased their ﬁring rate with
stimulus repetition resulting in a slight but signiﬁcant increase in response
strength at the population level. The explanation of this lack of response
suppression with stimulus repetition as suggested by Caggiano and colleagues
rests on the assumption of imbalanced adaptation of excitatory and inhibitory
input provided to a recorded neuron within a cortical network. Indeed, if
adaptation of interneuron-based inhibition is stronger than that of excitatory
pyramidal neurons, this could enhance instead of suppress the neural response
to a repeated stimulus. This discrepant eﬀect of stimulus repetition on the
responses of single neurons between premotor (enhancement or no changes)
and visual (response suppression) cortices was explained by the authors by
subtle architectural diﬀerence between these cortices.
The importance of the balance between excitatory and inhibitory input
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to a neuron for determining adaptation has recently gained additional sup-
port in macaque V1 electrophysiological studies from Kohn's group (Patter-
son et al., 2013; Wissig and Kohn, 2012). In these studies, Kohn and col-
leagues recorded single- and multi-unit activity from microelectrode arrays
implanted in macaque V1 while animals were anesthetized and presented si-
nusoidal gratings. The key manipulation in their studies was supposed to
result in the imbalanced adaptation of excitatory and inhibitory input to a
neuron by using gratings of diﬀerent size. The typical size of receptive ﬁelds
of V1 neurons at the eccentricity of their recordings has been shown to be
approximately 1◦ in diameter (Cavanaugh et al., 2002). They hypothesized
that adaptation of V1 neurons with gratings of a larger size than their re-
ceptive ﬁelds should also adapt inhibitory input coming from the surround,
outside the classical receptive ﬁelds (for review, see Angelucci and Bressloﬀ,
2006). On the contrary, adaptation with the gratings which comfortably fall
within the receptive ﬁelds was expected to adapt more excitatory input to
neurons and to involve little surround suppression. Hence, Kohn and col-
leagues expected to observe diﬀerent eﬀects of adaptation on the responses
of V1 neurons when using small and large gratings. In agreement with their
expectations, they found (Wissig and Kohn, 2012) that adaptation with large
gratings (7.4◦) resulted in weak response suppression and attractive shifts in
tuning curves, whereas adaptation with small gratings (1.0◦) led to substan-
tial response suppression and repulsive shifts in tuning curves as has been
widely reported in previous literature (Dragoi et al., 2000, 2001, 2002; Felsen
et al., 2002; Muller et al., 1999; Saul and Cynader, 1989a,b). When next
testing the eﬀect of adaptation duration (Patterson et al., 2013) with small
(1.3◦) and large (7.4◦) gratings, Kohn and colleagues observed distinct ef-
fects of brief (0.4 sec) and prolonged (40 sec) adaptation on the properties
of V1 neurons. They found that brief adaptation with small gratings atten-
uated the neural response and caused repulsive shifts in tuning curves, with
these eﬀects being signiﬁcantly strengthened with more prolonged adapta-
tion. Brief and prolonged adaptation with large gratings similarly attenuated
the neural response but resulted in opposite shifts in tuning preference, that
is, repulsive and attractive shifts, respectively. In their explanation of the
observed eﬀects, Kohn and colleagues relied on stimulus-speciﬁc adaptation
which occurred in both the receptive ﬁeld and the spatial surround of V1
neurons. Speciﬁcally, they suggested that it is the relative contribution of
each of these two components and their dynamics in time which determines
the response of a neuron. A potential approach to test this hypothesis in IT
will be to compare adaptation eﬀects on the responses of single IT neurons
before and after adaptation with a single eﬀective stimulus, presented inside
the receptive ﬁeld, and a combination of two stimuli, with the same eﬀec-
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tive stimulus being presented inside the receptive ﬁeld and another stimulus
outside - assuming the latter aﬀects the surround, which is ill investigated
in IT. Alternatively, adaptation eﬀects in IT neurons can be tested with the
presentation of two stimuli within the receptive ﬁeld, but critically one of
these stimuli should evoke a good response while another no response at all.
In this way, one can ensure that the adaptation eﬀects due to the second
stimulus, if present, cannot be explained by modulation of the direct excita-
tory input provided by that stimulus but will likely be caused by changes in
the excitatory-inhibitory balance of a neuron.
6.3 Eﬀect of adaptation on object representa-
tion accuracy
The functional consequences of adaptation in IT as well as in the other brain
areas still remain unclear (Kohn, 2007). Several electrophysiological macaque
studies suggested that adaptation improves stimulus discriminability at the
level of single neurons in V1 (Hansen and Dragoi, 2011; Gutnisky and Dragoi,
2008; Muller et al., 1999), V4 (Wang et al., 2011) and MT (Krekelberg et al.,
2006b). The latter agrees well with an idea suggested by Barlow (1961).
According to Barlow (1961), due to a limited capacity to transfer information,
our brains employ an optimally eﬃcient coding strategy for the incoming
stimuli. The eﬃcient coding strategy aims to map a ﬁxed dynamic range
of the responses to the incoming stimuli in such a way that all responses
are equally likely, thus, maximizing entropy of the brain as a system (for
review, see Wark et al., 2007). Hence, such a coding strategy is largely
determined by the local statistics of the stimuli and can seemingly be eﬃcient
when used over relatively short time intervals. However, when the global
statistics of the incoming stimuli diﬀers greatly from their local statistics,
this strategy appears to be rather ineﬃcient unless the local statistics of the
stimuli changes over time to match their global statistics.
Stimulus-speciﬁc adaptation has been suggested to be a neural mechanism
which underlies novelty detection, as captured by the mismatch negativity
(Jaaskelainen et al., 2004; May and Tiitinen, 2010; Naatanen, 1992). The
mismatch negativity has conventionally been deﬁned as a negative diﬀer-
ential potential obtained by subtracting the average event-related potential
(ERP) to an odd stimulus (deviant) from the average ERP to a frequent stim-
ulus (standard) in an oddball paradigm. A typical oddball paradigm consists
of serial presentations of two randomly interleaved stimuli, with each of the
two stimuli presented either frequently (standard) or rare (deviant). In addi-
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tion to the oddball stimulus presentation, the responses to these two stimuli
are assessed in a context with equiprobable stimulus presentation, that is,
a context with no novelty detection. Similar to an oddball paradigm, the
two stimuli-probes in this context are usually randomly interleaved and pre-
sented with the equal probability of 0.5. Previous single-cell studies in the
auditory domain and ERP studies in many sensory systems demonstrated
that stimulus when presented as a standard on average elicited the weak-
est neural response (Farley et al., 2010; Fishman and Steinschneider, 2012;
Stothart and Kazanina, 2013; Tales et al., 2009; Ulanovsky et al., 2003, 2004;
Zhao et al., 2011). Importantly, it has also been shown (Ulanovsky et al.,
2003, 2004; Zhao et al., 2011) that the same stimulus presented as a deviant
evoked a higher response than when being presented under the equiproba-
ble stimulus presentation condition, thus, signaling novelty in a stationary
(oddball) sequence of visual stimuli.
In our study examining the eﬀect of short-term adaptation on object
representation accuracy in macaque IT, we demonstrated that neurons were
worse at discriminating a repeated stimulus compared to when the same
stimulus was presented as adapter or preceded by a diﬀerent stimulus. Inter-
estingly, prior adaptation with a diﬀerent stimulus (cross-adaptation) in some
instances enhanced discriminability of the test stimulus compared to that of
the adapter. These observations held true for spiking activity of both single
neurons and MUA as well as of small populations of MUA. Decoding stimulus
identity from LFP power revealed a strong dependency of the classiﬁcation
eﬀects on a frequency range, with the frequencies below 30 Hz producing
greater classiﬁcation accuracies than the gamma range. However, the eﬀect
of adaptation on classiﬁcation accuracy was more pronounced for the gamma
frequencies, showing a decrease in classiﬁcation accuracy for repeated stim-
uli and a tendency for an improved object coding when the stimulus was
preceded by a diﬀerent stimulus. Based on these observations, we suggested
that short-term adaptation in IT impairs coding of repeated stimuli while
supporting eﬃcient coding of stimuli that diﬀer from recently seen ones. Our
observations of reduced stimulus discriminability to a repeated stimulus argue
against an idea of adaptation being a mechanism which mediates repetition
priming (Schacter and Buckner, 1998; Wiggs and Martin, 1998). At the same
time, our observations are in line with another macaque IT study by McMa-
hon and Olson (2007) which failed to ﬁnd a signiﬁcant correlation between
the degree of repetition suppression and repetition priming as indexed by a
decrease in reaction time to the repeated stimulus. To test the hypothesis
that neural adaptation in macaque IT underlies repetition priming in more
detail, it will be desirable to run an experiment in which monkeys will per-
form a stimulus discrimination task. In this experiment, one should relate
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the changes in stimulus discriminability with stimulus repetition observed at
the neural level in IT to those observed in monkey's behavior (e.g., decreased
reaction time, increased discrimination accuracy).
Another appealing idea on the functional role of adaptation has been re-
cently suggested by Benucci et al. (2013). The authors recorded MUA with
microelectrode arrays implanted in V1 of anesthetized cats while present-
ing to the animals sequences of static gratings of random orientation. The
stimulus sequences in their study were characterized by two statistical dis-
tributions, one in which the presentation probability of each orientation was
equal and one in which the presentation probability of a particular grating
was markedly higher than the others. For each of the two stimulus pre-
sentation statistics, Benucci and colleagues derived the tuning curves of the
neurons to the presented stimuli. Surprisingly, they revealed that the tun-
ing curves of the neurons for the same stimuli depended on the type of the
employed stimulus presentation statistics. They suggested that the observed
adaptation-induced changes in the tuning curves, as observed in the con-
text with the biased stimulus presentation statistics, served two homeostatic
goals. These were, ﬁrst, to maintain equality in the time-averaged population
neural responses and, secondly, to preserve independence in neural selectivity
across the population. Based on these observations, the authors concluded
that adaptation, at least in the cat primary visual cortex under the employed
experimental conditions, serves to counteract biases in the statistics of the
incoming stimuli by introducing appropriate opposing biases in the respon-
siveness and selectivity of neurons. It would be interesting to assess whether
this also holds true for monkey extrastriate cortex.
6.4 Implications for future adaptation experi-
ments
As has been shown by several human fMRI (Ewbank et al., 2011, 2013; Ko-
vacs et al., 2012, 2013; Larsson and Smith, 2012; Summerﬁeld et al., 2008),
MEG (Todorovic and de Lange, 2012) and EEG studies (Summerﬁeld et al.,
2011), the degree of repetition suppression can be modulated by contextual
factors that inﬂuence subject's perceptual expectations. In our single-cell
macaque IT study (Kaliukhovich and Vogels, 2011) we failed to ﬁnd such
a modulation. Several factors have been suggested to explain this apparent
discrepancy between our results and those studies which report this mod-
ulation. Yet, the most important conclusion based on this growing body
of literature is that the response suppression with stimulus repetition un-
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der some circumstances can reﬂect a combination of repetition suppression
and perceptual expectancy, rather than only repetition suppression per se.
This raises a concern when interpreting the data collected in experiments in
which subjects are exposed to long sequences of stimuli (e.g., fMRI block
design) and can develop expectancy of stimulus presentation. When this
is not taken into account, any parameter of neural activity in question de-
rived from the degree of response suppression in such experiments can be
estimated wrongly. To prevent this, a build-up of subject's perceptual ex-
pectations during the course of experiment should be well controlled. In
order to avoid such a build-up, one of the approaches will be to divert sub-
ject's attention away from the presented stimuli (Larsson and Smith, 2012).
In a human MEG study, Todorovic and de Lange (2012) showed distinctive
time scales of response suppression by repetition suppression and perceptual
expectancy. Thus, it seems feasible to disentangle these two phenomena in
time. However, the latter appears only possible when using the MEG tech-
nique and not fMRI. This is due to a low temporal resolution inherited to
the latter recording technique. If applicable, it is highly desirable to examine
neural activity with diﬀerent kinds of stimuli to exclude a possibility of ex-
planation of the observed results by a type of employed stimuli. Kovacs et al.
(2013) ran a human fMRI study in which it has been shown that diﬀerent
kinds of stimuli in the same brain area (FFA) can result in diﬀerent repetition
suppression eﬀects. Speciﬁcally, Kovacs and colleagues observed modulation
of the degree of repetition suppression by subject's perceptual expectations
only for face stimuli and neither for images of chairs nor natural stimuli of
Kaliukhovich and Vogels (2011).
We showed that stimulus repetition aﬀects neural synchronization, and
these changes in synchronization proved to be frequency- and lamina-speciﬁc
(Kaliukhovich and Vogels, 2012). Our ﬁndings imply that any changes in syn-
chronization with adaptation within a single brain area, as assessed by the
MEG or EEG technique, will represent the weighted average changes in syn-
chronization across lamina within that area. Importantly, these changes are
not necessary uniform and can diﬀer greatly across diﬀerent lamina. Thus,
the size of the changes in synchronization detected with one of the two afore-
mentioned techniques depends on both the homogeneity of those changes
across lamina and the source of the signal measured by each of the tech-
niques. At present, both these questions are the matter of intensive scientiﬁc
research. More importantly, our ﬁndings provide additional evidence that
the phenomenon of repetition suppression should be considered in terms of
network properties rather than at the level of single neurons. In agreement
with this idea, two recent single-cell macaque V1 studies from Kohn's group
(Patterson et al., 2013; Wissig and Kohn, 2012) showed a broad repertoire of
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repetition suppression eﬀects when diﬀerentially adapting putative excitatory
and inhibitory input to a neuron. This stresses the importance of taking into
account the functioning of neural networks when interpreting the observed
results and, more speciﬁcally, an interplay of excitatory and inhibitory con-
nections to a neuron. The latter can have a strong eﬀect on the measured
signal when presenting more than one stimulus at a time.
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Summary
In the current dissertation, we examined the phenomenon of neural adapta-
tion. Neural adaptation can result in repetition suppression which refers to
the phenomenon of a commonly observed decrease in response to a repeated
stimulus presentation. The decrease in response with stimulus repetition has
been observed at multiple spatial scales, from the level of spiking activity
of single cortical neurons to the level of activity of a neural population as
captured by a number of techniques (e.g., EEG, MEG, fMRI). In addition
to this, the temporal scale of adaptation eﬀects has been detected to vary
from milliseconds to minutes and days. Neural adaptation occurs under an
impressively high variety of experimental conditions and in a wide range
of brain areas. Yet, despite having been thoroughly studied over decades,
the underlying neural mechanisms of adaptation as well as its functional
implications on perception and behavior are still poorly understood. Never-
theless, the latter fact did not preclude the use of neural adaptation in the
fMRI-adaptation paradigm to infer neural selectivities in humans. Repeti-
tion suppression has been suggested to be a neural correlate of the behavioral
phenomenon of repetition priming, that is, enhanced accuracy and speed in
the detection and discrimination/identiﬁcation of already experienced stim-
uli. This link between the two phenomena is based on the similarities in
experimental conditions under which both phenomena take place. Moreover,
it has been demonstrated that the phenomena share common properties such
as stimulus speciﬁcity, existence of short- and long-lived components, modu-
lation of the eﬀect size by the number of stimulus repetitions and the rather
automatic nature of either phenomenon.
In the dissertation, we advanced our knowledge of the phenomenon of
neural adaptation. Speciﬁcally, we addressed the question of the source of
adaptation in inferior temporal cortex. We used macaque monkeys as an
animal model for our recordings due to the invasiveness of the recording
technique which precludes its common use in healthy human subjects. The
choice of the inferior temporal cortex was based on the fact that this area
codes high-order visual properties as well as on the fact that this area shows
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repetition suppression at the level of single neurons and fMRI. Recent studies
suggested that repetition suppression is a consequence of the fulﬁllment of
perceptual expectations or, in other words, of a reduced mismatch between
expected and observed percepts, thus, stressing the role of top-down (feed-
back) factors in generating adaptation. In accordance with these studies, the
degree of neural adaptation is expected to be modulated by contextual fac-
tors that determine subject's perceptual expectations. This top-down view
on the source of adaptation contradicts to bottom-up explanations of adap-
tation. According to the latter, adaptation is a consequence of an interplay
of the feedforward ﬂow of sensory information throughout the cortex and
local functioning of neural circuitry. The adaptation-evoked changes in func-
tioning of neural circuitry were our next research question. We investigated
whether in addition to response suppression with stimulus repetition, adap-
tation aﬀected synchronization of neural activity. Apart from the changes
in synchronization with adaptation, the latter question is of special inter-
est. As has been suggested, better temporally coordinated (synchronized)
activity with stimulus repetition may be that neural mechanism which com-
pensates for the detrimental eﬀect of response suppression and facilitates
transfer of information throughout the cortex, thus, in this way producing
repetition priming. In our next study, we addressed the question how stim-
ulus repetition aﬀects object representation accuracy (coding). It has been
suggested before that adaptation results in increased accuracy of stimulus
representation, which may be a neural correlate of repetition priming. To
investigate this, we compared classiﬁcation accuracies before and after short-
term adaptation. If one believes that neural adaptation is the mechanism at
work behind the phenomenon of repetition priming, then stimulus repetition
is expected to result in better object coding.
All research questions in the dissertation were addressed by analyzing
spiking activity of either single neurons or small population(s) of neurons
and local ﬁeld potentials (LFPs) recorded simultaneously in the inferior tem-
poral cortex of macaque monkeys (Macaca mulatta). In contrast to spikes
which correspond to the output of neurons, LFPs appear to correspond to
the input to neurons by representing a population measure of neural activ-
ity generated within the local cortical network. During electrophysiological
recordings, monkeys were passively ﬁxating in the center of a computer mon-
itor while being sequentially presented pairs of visual stimuli (adapter and
test) on a single trial. Depending on the research question, the duration of
stimulus presentation and inter-stimulus interval (blank screen between the
two stimuli) varied across experiments, but never exceeded 500 msec (short-
term adaptation paradigm). To examine the eﬀect of adaptation on neural
synchronization and classiﬁcation accuracy, we recorded spiking activity and
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LFPs throughout cortical layers using a 16-channel laminar electrode. In all
our experiments, we performed spectral analysis of recorded LFPs.
In a ﬁrst study, we manipulated subject's expectations of stimulus repeti-
tions by creating two contexts with a high (75%) and a low (25%) probability
of encountering stimulus repetitions versus stimulus alternations. According
to the top-down explanation of the source of neural adaptation, we expected
to observe a high and a low degree of response suppression in these contexts,
respectively, as has been observed in a human fMRI study by Summerﬁeld
et al. (2008). As expected from previous studies, our single-cell spiking activ-
ity and LFP gamma band (60-100 Hz) power data indeed showed a decrease
in response with stimulus repetition. However, the magnitude of response
suppression with stimulus repetition did not signiﬁcantly diﬀer between the
contexts. This lack of modulation of response suppression with contextual
factors related to stimulus repetition probability conﬂicts with the top-down
explanation of neural adaptation. On the contrary, our data agree well with
simpler bottom-up mechanisms of adaptation.
In order to assess the changes in synchronization of neural activity with
adaptation, we simultaneously recorded LFPs and spiking activity of a small
population of neurons, as reﬂected in multi-unit activity (MUA), from up to
16 channels throughout the cortex using a laminar electrode. We then com-
puted LFP-LFP and MUA-LFP coherences for diﬀerent pairs of channels
for each recording session. Coherency is a quantitative measure of temporal
coordination (synchronization) between two signals. Stimulus repetition in
our study attenuated the response to a repeated stimulus of both MUA and
LFP power for spectral frequencies above 60 Hz. Contrary to the gamma
band frequencies, LFPs showed an increase in power with stimulus repeti-
tion for the frequencies between 15 and 40 Hz. In addition to the response
modulation, stimulus repetition aﬀected synchronization between two simul-
taneously recorded LFP signals of diﬀerent channels as well as between MUA
and LFP. Importantly, these changes in synchronization were frequency- and
lamina-dependent. Stimulus repetition resulted in a decrease of both LFP-
LFP and MUA-LFP coherences for frequencies above 60 Hz, and this was true
across diﬀerent layers. For the frequencies between 15 and 40 Hz, the eﬀect
of stimulus repetition on synchronization depended on the electrode depth.
Both LFP-LFP and MUA-LFP synchronization was enhanced with stimulus
repetition for the putative superﬁcial layers, while the LFPs of the putative
deep layers decreased their synchrony across layers. Thus, we demonstrated
that short-term adaptation modulates not only the response strength but
also synchronization of neural activity.
To answer whether stimulus repetition aﬀects object representation ac-
curacy, we performed classiﬁcations of stimulus identity before and after
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adaptation with either the same or diﬀerent stimulus. Stimuli were classi-
ﬁed based on the responses which they evoked at the level of single neurons
and MUA. Additionally, we classiﬁed stimuli based on the responses of a
small population of simultaneously recorded MUA or LFPs across diﬀerent
frequency bands. Neurons were worse at discriminating a repeated stimulus
compared to when the same stimulus was presented as adapter or preceded by
a diﬀerent stimulus. Interestingly, prior adaptation with a diﬀerent stimulus
in some instances led to enhanced discriminability of the test stimulus com-
pared to that of the adapter. These observations held true for spiking activity
of both single neurons and MUA as well as of small populations of MUA.
Decoding stimulus identity from LFP power revealed a strong dependency of
the classiﬁcation eﬀects on a frequency range, with the frequencies below 30
Hz producing greater classiﬁcation accuracies than the gamma range. How-
ever, the eﬀect of adaptation on classiﬁcation accuracy was more pronounced
at the gamma frequencies, showing a decrease in classiﬁcation accuracy for
repeated stimuli and a tendency for an improved object coding when the
stimulus was preceded by a diﬀerent stimulus. Based on these observations
for spiking activity and LFPs, we concluded that adaptation impairs coding
of repeated stimuli while supporting eﬃcient coding of stimuli that diﬀer
from recently seen ones.
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Samenvatting
In deze thesis onderzoeken we het fenomeen van neurale adaptatie. Neurale
adaptatie kan resulteren in repetitiesuppressie. Dit is het veelvoorkomende
fenomeen van een vermindering van het neurale antwoord wanneer een stim-
ulus herhaald wordt. Deze vermindering van het neurale antwoord bij stimu-
lusherhaling is geobserveerd van het niveau van zenuwimpulsen van enkelvoudige
corticale neuronen tot populatieantwoorden gemeten met EEG, MEG of
fMRI. Daarenboven kunnen adaptatie-eﬀecten zich voordoen in een tijdspanne
van milliseconden tot minuten en zelfs dagen. Neurale adaptatie werd waargenomen
in een indrukwekkend aantal experimentele condities en in verscheidene ge-
bieden van de hersenen. Desondanks dat adaptatie reeds gedurende verschil-
lende decennia bestudeerd is, zijn zowel de neurale mechanismen van adap-
tatie alsook de functionele eﬀecten van adaptatie op perceptie en gedrag vrij
slecht begrepen. Ondanks dit beperkte begrip wordt neurale adaptatie in
fMRI-adaptatie paradigma veel gebruikt om stimulus selectiviteiten in de
menselijke hersenen te infereren. Er is gesuggereerd dat repetitiesuppressie
het neuronaal correlaat is van het gedragsfenomeen van repetition priming,
d.i. het correcter en sneller detecteren, identiﬁceren of discrimineren van
herhaalde stimuli. Het verband tussen deze twee fenomenen is gebaseerd op
de gelijkenissen tussen de experimentele condities waarin beiden voorkomen.
Daarenboven is aangetoond dat beide fenomenen gelijkaardige eigenschappen
hebben zoals hun stimulusspeciﬁciteit, het bestaan van korte- en lange-duur
componenten, de modulatie van de grootte van de eﬀecten door het aantal
herhalingen en hun nagenoeg automatisch karakter.
In deze thesis hebben we onze kennis van het fenomeen van neurale adap-
tatie verhoogd. Meer speciﬁek, we onderzochten de oorsprong van de neurale
adaptatie in de inferieure temporale (IT) cortex. Hiervoor gebruikten we
makaken (resusapen) als diermodel. De reden daarvoor is dat de metingen
noodzakelijk invasief zijn en dus niet kunnen toegepast worden in gezonde
menselijke vrijwilligers. De keuze om de IT cortex als hersengebied te ge-
bruiken is gebaseerd op het feit dat dit gebied van de primaat hogere vi-
suele voorwerpeigenschappen codeert en sterke repetitiesuppressie vertoont
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en dit zowel op het enkelvoudig neuron als op het fMRI niveau. Recente
studies stellen voor dat repetitiesuppressie het gevolg is van het vervullen
van een perceptuele verwachting, of, met andere woorden, van een vermin-
derd verschil tussen een voorspelde en de eigenlijke waarneming. Dit laat-
ste beklemtoont het belang van top down factoren of terugkoppeling bij
het tot stand komen van adaptatie. Deze theorie voorspelt dat de sterkte
van de neurale adaptatie afhankelijk is van contextuele factoren die de per-
ceptuele verwachtingen van het subject bepalen. Dit hebben we getest in
een eerste studie. Deze top down visie op de oorsprong van adaptatie con-
trasteert met bottom up verklaringen van adaptatie. Volgens deze laatste
is adaptatie een gevolg van de interacties tussen de opwaartse stroom van
informatie in de corticale gebieden en de verwerking van deze informatie in
lokale netwerken. De volgende vraag die we onderzochten was het eﬀect van
adaptatie op het functioneren van het lokaal corticaal netwerk. We onder-
zochten of naast het eﬀect op de antwoordsterkte adaptatie de synchronisatie
van de neurale activiteit beïnvloedt. Deze studie heeft ook een andere rele-
vantie: men heeft geponeerd dat een verhoogde temporele coördinatie (syn-
chronisatie) ten gevolge van stimulusherhaling een neuraal mechanisme is dat
het negatief eﬀect van stimulusherhaling op de antwoordsterkte compenseert
en zelfs de transfer van informatie in de cortex faciliteert. Dit zou dan repe-
tition priming kunnen verklaren. In derde studie onderzochten we het eﬀect
van adaptatie op de accuraatheid van de neurale representatie (codering) van
voorwerpen in IT. In de literatuur heeft men voorgesteld dat adaptatie aan-
leiding geeft tot een verhoogde accuraatheid van de stimulusrepresentatie,
hetgeen een neuraal correlaat kan zijn van repetition priming. We hebben
dan ook de objectclassiﬁcatie-performantie van neurale antwoorden voor en
na de korttermijn adaptatie vergeleken. Indien deze adaptatie ten grondslag
ligt aan het gedragsfenomeen van repetition priming, dan verwacht men
dat stimulusherhaling resulteert in een verbetering van de objectcodering.
Al de onderzoeksvragen van deze thesis werden beantwoord door het
analyseren van actiepotentialen van enkelvoudige en kleine populaties van
neuronen en simultaan geregistreerde lokaal veld potentialen (LFPs) in de
IT cortex van resusapen (Macaca mulatta). In tegenstelling tot actiepo-
tentialen, die de output vormen van neuronen, lijken LFPs de input van
neuronen voor te stellen en zijn dus een maat van de neurale populatie ac-
tiviteit die gegenereerd wordt in het locaal corticaal netwerk. Tijdens de
elektrofysiologische metingen voerden de apen een passieve ﬁxatietaak waar-
bij paren van visuele stimuli (adapter en test) getoond werden. De stimu-
luspresentatieduur en het inter-stimulus-interval (leeg scherm tussen de twee
stimuli van een paar) varieerde tussen de experimenten naargelang de on-
derzoeksvraag maar waren nooit langer dan 500 milliseconden (dus een ko-
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rttermijn adaptatie paradigma). Om het eﬀect van adaptatie op de neurale
synchronisatie en de objectclassiﬁcatie te onderzoeken, registreerden wij si-
multaan de actiepotentialen en de LFPs in verschillende corticale lagen met
een 16 kanaal laminaire elektrode. In alle studies voerden wij tevens een
spectrale analyse van de LFPs uit.
In de eerste studie manipuleerden we de verwachting van stimulusher-
haling van de subjecten door middel van twee contexten: een met een hoge
(75%) en een met een lage (25%) frequentie van stimulusherhalingen ver-
sus stimulusalternaties. Volgens de top down verklaring van de oorsprong
van adaptatie verwachtten we een respectievelijke sterke dan wel zwakke
repetitiesuppressie in deze contexten. Dit werd inderdaad geobserveerd in de
fMRI studie bij de mens van Summerﬁeld et al. (2008). In overeenstemming
met vroegere studies vertoonde zowel de actiepotentialen als de LFP en-
ergie boven de 50 Hertz (gammaband) een vermindering in antwoordsterkte
tengevolge van stimulusherhaling. Echter, er was geen eﬀect van de context
op de sterkte van de repetitiesuppressie. Dit gebrek aan een modulatie van
de repetitiesuppressie door contextuele factoren, die gerelateerd zijn aan de
probabiliteit van stimulusrepetitie, contrasteert met de top down verklar-
ing van adaptatie maar is wel in overeenstemming met de meer eenvoudige
bottom up verklaringen.
Om het eﬀect van adaptatie op neurale synchronisatie na te gaan, reg-
istreerden wij simultaan LFPs en actiepotentialen van een kleine populatie
van neuronen (multi-unit activity; MUA) met een laminaire elektrode (16
kanalen). Voor elke registratiesessie berekenden we de LFP-LFP en LFP-
MUA coherentie en dit voor alle paren van kanalen. Coherentie is een kwan-
titatieve maat van de temporale coördinatie (synchronisatie) van twee sig-
nalen. Stimulusherhaling resulteerde in een vermindering van het antwoord
op de herhaalde stimulus en dit zowel voor de MUA als de LFP energie
boven de 60 Hertz. In tegenstelling tot deze gamma activiteit was er voor de
frequenties tussen de 15 en 40 Hertz een verhoging van het antwoord voor
de herhaalde stimulus. Naast deze antwoordmodulatie had de stimulusher-
haling ook een eﬀect op de synchronisatie van simultaan geregistreerde LFP
signalen van verschillende kanalen. Hetzelfde gold voor de LFP en MUA sig-
nalen van verschillende kanalen. Belangrijk was dat deze veranderingen in de
synchronisatie afhankelijk waren van de spectrale frequentie en de corticale
laag. Stimulusherhaling resulteerde in een vermindering van de LFP-LFP
en LFP-MUA coherentie voor de frequenties hoger dan 60 Hertz en dit voor
alle lagen. Voor de frequenties tussen 15 en 40 Hertz hing het eﬀect van
stimulusherhaling op de synchronisatie af van de diepte van de elektrode in
de cortex. Voor de vermoedelijke oppervlakkige corticale lagen was er een
verhoging van de synchronisatie voor deze lage frequenties, terwijl voor de
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vermoedelijke diepe lagen de synchronisatie lager was voor herhaalde stimuli.
Dus, deze studie demonstreerde dat korttermijn adaptatie niet enkel resul-
teert in veranderingen van de antwoordsterkte maar ook in de synchronisatie
van de neurale activiteit.
Om na te gaan of stimulusherhaling de accuraatheid van de objectrepre-
sentatie in IT beïnvloedt, hebben we de identiteit van een stimulus geklasseerd
voor en na adaptatie met dezelfde of een verschillende stimulus. Stimuli
werden geklasseerd op basis van de actiepotentialen van een populatie van
enkelvoudige neuronen of van MUA. Tevens hebben we classiﬁcatie berek-
end op basis van de MUA van een kleine populatie van simultaan gemeten
neuronen en van de LFP energie van verschillende frequentiebanden. De
neuronen waren slechter in het discrimineren van een herhaalde stimulus,
vergeleken met dezelfde stimuli gepresenteerd als adapter of voorafgegaan
door een andere stimulus. Bovendien kon adaptatie met een verschillende
stimulus dan de test stimulus een verhoging van de discriminabiliteit geven
voor dezelfde test stimuli in vergelijking met de discriminatie voor deze stim-
uli gepresenteerd als adapter. Deze eﬀecten waren aanwezig wanneer de clas-
siﬁcatie gebeurde op basis van de actiepotentialen van enkelvoudige neuronen
of van MUA. De decodering-accuraatheid van stimulusidentiteit op basis van
de LFP energie varieerde sterk met frequentie waarbij de frequenties in het
gamma bereik een lagere accuraatheid vertoonde dan de frequenties onder de
30 Hertz. Echter, het eﬀect van adaptatie op de classiﬁcatie was sterker voor
de gamma dan voor deze lage frequenties. De gamma frequenties vertoonden
een vermindering van de classiﬁcatieperformantie voor herhaalde stimuli en
een trend voor een verhoogde classiﬁcatie wanneer de stimulus voorafgegaan
werd door een verschillende stimulus. Op basis van deze bevindingen voor
actiepotentialen en LFPs concluderen wij dat adaptatie de codering van her-
haalde stimuli in IT verslechtert doch ook kan zorgen voor een meer eﬃciën-
tere codering van stimuli die verschillend zijn van recentelijk gepresenteerde
stimuli.
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