A 25 ns time resolution, multi-tau software correlator developed in LABVIEW based on the use of a standard photon counting unit, a fast timer/counter board ͑6602-PCI National Instrument͒ and a personal computer ͑PC͒ ͑1.5 GHz Pentium 4͒ is presented and quantitatively discussed. The correlator works by processing the stream of incoming data in parallel according to two different algorithms: For large lag times (у100 s), a classical time-mode ͑TM͒ scheme, based on the measure of the number of pulses per time interval, is used; differently, for р100 s a photon-mode ͑PM͒ scheme is adopted and the time sequence of the arrival times of the photon pulses is measured. By combining the two methods, we developed a system capable of working out correlation functions on line, in full real time for the TM correlator and partially in batch processing for the PM correlator. For the latter one, the duty cycle depends on the count rate of the incoming pulses, being ϳ100% for count rates р3ϫ10 4 Hz, ϳ15% at 10 5 Hz, and ϳ1% at 10 6 Hz. For limitations imposed by the fairly small first-in, first-out ͑FIFO͒ buffer available on the counter board, the maximum count rate permissible for a proper functioning of the PM correlator is limited to ϳ10 5 Hz. However, this limit can be removed by using a board with a deeper FIFO. Similarly, the 25 ns time resolution is only limited by maximum clock frequency available on the 6602-PCI and can be easily improved by using a faster clock. When tested on dilute solutions of calibrated latex spheres, the overall performances of the correlator appear to be comparable with those of commercial hardware correlators, but with several nontrivial advantages related to its flexibility, low cost, and easy adaptability to future developments of PC and data acquisition technology.
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I. INTRODUCTION
Photon correlation spectroscopy ͑PCS͒ and florescence correlation spectroscopy ͑FCS͒ are optical techniques based on the measure of the temporal autocorrelation function of the light intensity scattered or emitted by a sample illuminated with a laser light. Both techniques provide information on the relaxation times that characterize the underlying dynamics of the investigated sample, and have been applied for decades to the study of many different physical, chemical, and biological systems. A recent review on the developments and applications of these techniques can be found in Refs. 1 and 2 and references therein.
Customarily, the correlation function of the optical signal is carried out by using hardware digital correlators, i.e. electronic devices capable of performing on line the correlation of the pulse stream coming from a photodetector, such as a photomultiplier, on line. These correlators work by counting the number of photopulses falling within contiguous time intervals and compute their correlation function via hardware. With the help of the so-called multi-tau scheme, 3 they can work out correlation functions in real time over a huge range of lag times, from ϳ10 ns to hours. Hardware digital correlators are nowadays commercially available, but are rather expensive and not very flexible. Moreover, having been designed for carrying out the full ͑but only͒ task of determining the correlation function, they do not allow to process the data with a different kind of statistical analysis, and are not prone to be implemented with the advent of new technologies.
In a recent article, 4 we tackled the task of measuring the correlation function by following a different approach. With the help of LABVIEW, 5 one of the modern most powerful programming tools for interactive data acquisition and digital signal processing, we were able to develop a software correlator based only on the use of commercially available general purpose electronic devices. By the use of a standard photon counting unit, a fast counter, and a personal computer ͑PC͒, correlation functions could be computed on line, without any storage on hard disk, over time scales of ϳ5 s in full real time and of ϳ300 ns with batch processing at ϳ1% duty cycle. The limit of ϳ300 ns and the correspondingly small duty cycle were the main limitations of the correlator because they were poorly performing when compared with commercial hardware correlators. In order to overcome these limitations, in this work we developed a new version of the software correlator, based on the same hardware components used in Ref. 4 , but on a different algorithm. The idea, suggested to us by Ref. 6 , was to a͒ Author to whom correspondence should be addressed; electronic mail: fabio.ferri@uninsubria.it process the stream of incoming photopulses in parallel by means of two different schemes: One based on the measure of the number of pulses per time intervals, and the other one based on the measure of time between photon events. The combination of the two schemes that-following Ref. 6 , we called time mode ͑TM͒ and photon mode ͑PM͒, respectively-allowed us to develop a correlator with overall performances quite comparable with those of commercial hardware correlators, but with the further advantage of having access to the time sequence of the arrival times of the photon events.
II. THEORETICAL BACKGROUND
In an ideal PCS or FCS experiment, the intensity correlation function of the scattered light is obtained by measuring the correlation function G n () of the pulse stream out from a photomultiplier
where is the delay or lag time and n(t) is the instantaneous photon counting rate. However, in a real experiment, the time resolution is finite, and the actual measured correlation function is
where i ϭ͗n(t i )͘ ⌬t is the count rate detected at the time t i over the gate or integration time ⌬t and k ϭk⌬t is the discrete lag time. Equation ͑2͒ describes the so-called 6 time mode ͑TM͒ scheme of operation, in which the timing of the system is provided by the clock with period ⌬t and the data become available for updating the correlogram at the same frequency of the clock. The integration over ⌬t leads to the well known ''triangular averaging'' 3 of G n () which reads as
where* denotes the convolution product and ⌳(x) is the triangular function defined as ⌳(x)ϭ1Ϫ͉x͉ on the support ͉x͉р1 and zero elsewhere. Thus, G TM () is a smoothed version of the true correlation function G n () and its level of accuracy depends on the ratio ␣ TM ϭ/⌬t. In Ref. 4 , we showed that, regardless of the fact that G n () may be characterized by a one or more decay times, the triangular averaging introduces systematic deviations which are always positive, but less than 10 Ϫ3 provided that ␣ TM у7. As known, modern multi-tau digital correlators are based on a set of linear correlators with integration times increasing as a pseudogeometrical progression. Each linear correlator works in the time-mode scheme computing G TM () with the use of Eq. ͑2͒, and the overall correlogram is obtained by merging all the correlation functions. Typically, the smallest integration time ⌬tϳ10 ns.
The main disadvantage of the multi-tau correlators based on the TM scheme is that they are highly inefficient when the integration time is much less then the average arrival time between photons. This means that the average number of counts per gate time ͗N͘ϭ⌬t͗n͘ is much less than unity and, therefore, the number of pulses detected in a sampling time is very often zero and once in a while one. Thus, most of the products carried out by using Eq. ͑2͒ are just zero! An alternative approach to the determination of G n () is the so-called time-of-arrival scheme 8 recently used by the group of Gratton 6 for the designing of an innovative hardware correlator. This method involves the measurement of the sequence of the arrival times of the photoelectrons and the computation of the corresponding second-order joint probability distribution. Practically, this is accomplished by counting the number of toggles of a fast clock between each pulse ͑the ''start'' pulse͒ and a given number of successive pulses ͑the ''stop'' pulses͒. Following Ref. 6 , we will call this mode of operation the photon mode ͑PM͒ because, in this scheme, the system is clocked by the photon arrivals rather than by the actual clock. As a consequence, the data transfer for the updating of the correlogram is much more efficient because it is carried out at the pulse rate and not at the ͑much higher͒ clock rate.
The relation between the correlation function G n () and the joint probability distribution P(N i ,N iϩk ) of having N i counts at the time t i ͑over the gate time ⌬t 0 ), and N iϩk counts at the time
where we have supposed P(1,2)ϭ P (2, 1) . When the count rate ͗n͘ is low enough that the average number of counts per gate time ͗N͘ϭ⌬t͗n͘ is much less than unity ͑implying that the counts N i are either 0 or 1͒, Eq. ͑4͒ becomes
where P c (1,/1,0) is the conditional probability of having one count at the time tϭ k after that one count has occurred at the time tϭ0. It should be noticed that, though Eq. ͑4͒ is intended to be applied under the conditions of Eq. ͑5͒ (N i р1), it is used in our system under its full validity. Indeed, when N i у2 ͑for example N i ϭ2), the arrival times of two photons are the same and are simply counted twice in Eq. ͑4͒. Clearly, as soon as ͗N͘у1, there might be several pulses with the same arrival times, and Eq. ͑4͒ is no longer convenient with respect to Eq. ͑2͒. However, under typical PCS or FCS conditions in which the count rate is of the order of 1 MHz or less, for integration times ⌬tϳ10 ns, we have ͗N͘р10 Ϫ2 , and Eq. ͑4͒ is by far the best approach for recovering the correlation function.
Equation ͑4͒ is based on the time resolution ⌬t 0 provided by the clock. However, there is no point in having such a resolution for lag times ӷ⌬t 0 . Thus, in order to reduce the processing time, it is convenient to adopt a multi-tau scheme for the PM correlator similar to the one used for the TM correlator. In practice, this is accomplished by detecting the start pulse with the clock time resolution ⌬t 0 , while the stop pulses are measured with a time resolution ⌬t, which can become larger and larger with increasing the lag time . If the clock ⌬t 0 is fast enough, we can make the reasonable assumption that the correlation function G n () given by Eq. ͑4͒ corresponds to the ideal ͑infinite time resolution͒ correlation function. Thus, detecting the stop pulses with a time resolution ⌬tӷ⌬t 0 , corresponds to average G n () over a time ⌬t around the lag time . This gives
where Rect(x) is the rectangle function equal to 1 for ͉x͉ р0.5 and zero elsewhere. Note that, the smoothing effect introduced by the rectangular function is similar to the one given by Eq. ͑2͒ and depends only on the ratio ␣ PM ϭ/⌬t. As done for Eq. ͑2͒ ͑and reported in Ref. 4͒ it is easy to show that, whenever G n () is characterized by one or more decay times, the rectangular averaging introduces positive systematic deviations less than 10 Ϫ3 provided that ␣ PM у5. Note that this limit imposed to ␣ PM is smaller than the corresponding limit (␣ TM у7) for Eq. ͑2͒ because the rectangular function is narrower than the triangular one. This is ultimately due to the fact that, while for the TM correlator, both counts at the time t and tϩ are detected with the same resolution ⌬t, for the PM correlator, the situation is more favorable, being the start pulse detected with the ͑higher͒ resolution ⌬t 0 , and the stop pulses with the resolution ⌬t.
So, in conclusion, if for the PM correlator the correlation function G n () has to be recovered with an accuracy better than 10 Ϫ3 , we can approximate it with an histogram whose bins are scaled according to a geometrical progression so that for all of them the ratio between the average bin value i and their size ⌬t i is larger than 5. Table I summarizes the histogram setup used in this work for the PM correlator.
III. CORRELATOR ARCHITECTURE
The correlator is based on the use of very minimal hardware, namely a photodetector and a counter, plus a home made software. The detector is a photon counting unit ͑Hamamatsu, mod H6180-01͒ delivering 9 ns TTL pulses, while the counter is a 32-bit, eight input channels counter/ timer board ͑National Instrument, Mod PCI-6602͒ operating at a maximum input rate of 80 MHz. Other details on the hardware can be found in Ref. 4 .
The software algorithm was written in LABVIEW, National Instrument 5 and was designed according to the two operation modes, TM and PM, described in Sec. II. We will talk, correspondingly, of TM and PM correlators. A schematic diagram showing how the counter/timer board is configured for the parallel processing of the data via the two operation modes is reported in Fig. 1 .
The TM correlator works by counting the number of pulses that fall within adjacent gate times ⌬t 0 TM . Thus, a clock signal of a ͑relatively͒ long period ⌬t 0 TM is sent to the gate port of the TM counter, while the sequence of incoming pulses is fed to the input port of the counter. The output of the counter is a sequence of the integrated counts, i.e., the total number of pulses counted since the first gate time. These counts are then processed via software, and the correlogram is computed in full real time by using a traditional multi-tau scheme. We direct the reader to Ref. 4 for a detailed description of the overall functioning of this correlator together with a discussion of its performances.
The PM correlator involves the measure of the arrival times between successive pulses and the recovering of the corresponding time-of-arrival distribution. This is accomplished by sending the incoming pulses to the gate port of the PM counter and connecting the input port of the counter to a clock signal of short period ⌬t 0 PM generated by the use of another counter on the same board. In this configuration, the PM counter measures the elapsed time between successive pulses with a temporal resolution provided by the clock ⌬t 0 PM . The output of the counter is a sequence of the inte- grated times, i.e., the times elapsed since the arrival of the first pulse. The counter setup and the data acquisition procedure is the same as the one used in the TM counter and is described in detail in Ref. 4 . The PM correlator works by analyzing, for each incoming pulse called a ''start channel,'' the distribution of the arrival times of a given number of successive pulses known as ''stop channels.'' The number q of stop channels is allowed to vary from pulse to pulse and, for each start channel, is chosen so that the lag time corresponding to the qth stop channel is larger than the maximum lag time max PM to be probed with the PM correlator. In this way, the latter stop channel is discarded and the histogram G PM (), with k representing the lag times of the kth bin, is updated with q-1 new points. Note that, having discarded the latter lag time, all the bins of the histogram ͑for which k Ͻ max PM ) have the chance to be updated the same number of times. This is of fundamental importance in order to obtain a correctly normalized histogram, in which the only normalization to be carried out is the one related to the bin size. A brief description of the algorithm followed for updating of the histogram is reported in the Appendix.
It should be pointed out that the option of a variable number of stop channels is not available in hardware PM correlators, where this number is fixed. 10 As a consequence, in hardware PM correlators, the maximum lag time max PM is limited by the average count rate ͗n͘. Indeed, in order to avoid the situation where a number of pulses higher than the number of stop channels fall within max PM , the product ͗n͘ max PM has to be smaller than a given threshold which depends on the number of stop channels. For example, for the Chopra-Mandel correlator 10 in which the number of stop channels was six, the threshold was ͑for an uncorrelated signal͒ ͗n͘ max PM ϳ1, which corresponds to a probability of having P(NϾ6)р10
Ϫ3 . In our correlator, this limitation is removed and, regardless of the count rate, not a single pulse falling within max PM is ever lost. The TM and PM correlators work in parallel following the time sharing scheme described in Fig. 2 . For low enough count rates ͑see next͒, both the TM and PM correlator can work in real time. Thus, the TM and PM counters adopt a double buffer data acquisition procedure, in which the data are written continuously, one at a time, into a double ''data buffer'' and are read in blocks, asynchronously with the sampling rate, via a so-called ''reading buffer.'' As long as the backlog between the written and read data is smaller than the data-buffer size, the data handshaking can continue and, of course, can proceed indefinitely only if the average rate at which the data are written is equal to or smaller than the average reading rate. When the reading buffers are loaded, the data are transferred to and processed by corresponding correlators. These two tasks take place simultaneously, but asynchronously with respect to each other. It is the LABVIEW compiler that optimizes the resources and the time sharing of the CPU between the two tasks. No special attention was paid to synchronizing the two tasks. However, it was of fundamental importance to force one correlator to stay idle when its corresponding reading buffer was still not fully loaded for the downloading. Thus the other correlator can use the entire CPU time and process the data at maximum speed. This handshaking between the two tasks occurs every time the status of the reading buffer is checked and is repre-FIG. 1. Schematic diagram of the correlator architecture. The pulse stream from the photon counting unit is sampled according to two different procedures: TM, which works by measuring the number of incoming pulses per time interval, and PM, which measures of the arrival times of the photon pulses. The two procedures work in parallel and the outputs of the counters are fed to the corresponding correlators.
FIG. 2. Schematic diagram of the multitasking scheme used by PM and TM counters. The two tasks work asynchronously with respect to each other and pass the data to the correlators when their corresponding reading buffers are loaded. The overall correlation function is obtained by merging the PM and TM correlograms. The TM counter works always in full real time, while the PM counter works in batches because it has to be reset when the backlog between the written and read data is close the data-buffer size. The time sharing between the two tasks is regulated ͑and optimized͒ by the LABVIEW compiler with the only software constraint ͑vertical arrows͒ of forcing one correlator to stay idle ͑and leave the whole CPU time to the other correlator͒ as long as its corresponding reading buffer is loaded.
sented by the two vertical arrows joining the two reading buffers of Fig. 2 .
The TM correlator is always set to work in full real time. This is accomplished by choosing a gate time ⌬t 0 TM fairly larger than the processing time per point. We will discuss the criterion for choosing ⌬t 0 TM , in Sec. IV. For the PM correlator, the situation is more critical. For a given max PM , the processing time per incoming pulse depends on the count rate ͗n͘ because, the higher the count rate, the higher the number q of stop channels to be handled (qϳ͗n͘ max PM ). Thus, the PM correlator may or may not work in real time. When the real-time condition is not met, the backlog between the data writing and reading increases with time and, eventually, an error occurs in the reading buffer of the PM counter.
Under this condition, and due also to some limitations of the PCI-6602 board ͑see next͒, it is better to use a ''single'' data buffer for the PM counter rather than a double data buffer. In this way, the data acquisition is stopped at the end of the data buffer, then the still unread data are downloaded and processed, and eventually the acquisition starts again. Thus, the PM correlator works in batches with a duty cycle which is given by the ratio between the actual measuring time and the elapsed time.
There is another reason why the PM correlator is partially forced to work in batches. While the TM counter is clocked with a periodic signal, the timing of the PM counter is random because it is clocked by the photon events. Thus, it may happen that a burst of photons arrives within a very short period of time and the first-in, first-out ͑FIFO͒ buffer of the counter overflows while the direct memory access ͑DMA͒ data transfer to the PC memory is taking place. The rate at which this error occurs depends on the count rate, the level of signal correlation, the DMA transfer speed, and, of course, the depth of the FIFO buffer. But unfortunately, the FIFO buffer on the board of the PCI-6602 counter is fairly shallow, namely only a 16ϫ32 bit buffer. This comports that the data acquisition is more often interrupted in correspondence of ''positive'' rather than ''negative'' fluctuations of the instant count rate. Thus, there is a bias in the sampled optical signal that may introduce distortions in the measured correlation function. Fortunately, this effect is noticeable only at high count rates (Ͼ10 5 Hz), and often, can be easily corrected.
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IV. PROCESSING TIME AND DUTY CYCLE
In this section, we discuss the correlator performances as far as the time required for processing the data and the corresponding condition for the real time and/or batch processing operation are concerned.
Let us start with the TM correlator. PM probed with the PM correlator, on the average arrival time arr between two consecutive pulses ͑or equivalently on the count rate ͗n͘, arr ϭ͗n͘ Ϫ1 ), and also on the accuracy required for the PM correlator, which is function of the parameter ␣ PM . Computer simulations showed that correlated and uncorrelated signals require substantially the same processing times and that ␦t proc PM is a function only of the ratio xϭ max PM / arr . This is shown in Fig. 3, in which the open symbols represent the values of ␦t proc PM for three different count rates, between 10 3 and 10 6 Hz. The simulations were carried out by setting ␣ PM ϭ5, which corresponds to an accuracy better than 10 Ϫ3 ͑see Sec. II͒. Notice that when x is much larger than unity, it represents the average number of stop channels processed by the PM correlator. Figure 3 shows that while for large x's ␦t proc PM increases very fast, asymptotically for xӶ1 it levels to a plateau around ϳ7 s. In this region, even the very first stop channel is likely to have a lag time larger than max PM . Thus, most of the times, no processing of data is required, and the plateau represents the ''offset'' or the elaboration dead time introduced by the system for its overall functioning. For comparison, we have also reported, as a dotted horizontal line in Fig. 3 , the time necessary for writing the data on the hard disk without any processing at all. This is of the order of ϳ3.7 s/pulse and is comprehensive of the time necessary for the DMA transfer of the data and their downloading to the PM reading buffer. 
which depends only on the ratio xϭ max PM / arr The behavior of ␦t proc TOT as a function of x is reported in Fig. 3 as solid symbols. The dashed straight line represents the contribution of the TM correlator ͑obtained by setting ⌬t 0 TM ϭ3 s and ␣ TM ϭ7), while the open symbols refer to the PM correlator, as already described. The total processing time per pulse ␦t proc TOT clearly exhibits a minimum of ϳ30 s in correspondence of a x min ϳ3. This means that the overall TMϩPM correlator can work in full real time if arr р30 s, or, equivalently, if the count rate is smaller than ϳ3.3 ϫ10 4 Hz. Under this count rate, the optimal choice for the gate time of the TM correlator scales as arr and is given ͑by use of 7͒ by ⌬t 0 TM ϳ(x min /␣ TM ) arr ϳ0.4 arr ͑obtained by setting x min ϳ3 and ␣ TM ϭ7). At count rates higher than ϳ3.3ϫ10 4 Hz, the real time condition is not fulfilled and the PM correlator is made to work in batch processing, as described at the end of Sec. II.
Let us call the duty cycle of the PM correlator, i.e., the ratio between the actual measuring time and the elapsed time. Thus, since Ͻ1, the processing time ␦t proc PM is correspondingly reduced by a factor . By introducing the parameter in Eq. ͑9͒ as a factor which multiplies the term ␦t proc PM (x), the minimum value for ␦t proc TOT is reduced, and its position is moved toward higher values of x. The smaller , the higher this effect. In order to make the PM correlator work indefinitely, we have to choose so that (␦t proc TOT ) min ϳ arr . We have numerically solved this problem and found how and x min depend on the count rate. The behavior for is reported in Fig. 4͑a͒ , in which we have shown as a function of the count rate ͗n͘ the expected behavior for ͑solid curve͒ and the actual duty cycles attained during tests carried out with a frequency generator ͑squares͒, an uncorrelated signal obtained shining the laser beam onto a still diffuser ͑circles͒ and a correlated signal ( c ϳ200 s) coming from a sample of latex spheres ͑diamonds͒. One can notice that the matching between the curve and the frequency generator data is almost perfect, while for the real data ͑obtained from a photomultiplier tube͒, the actual values of are a little bit smaller than expected. This is due to the problem of photon burst, as already mentioned at the end of Sec. III.
We have also numerically recovered how x min depends on the count rate. This is reported in Fig. 4͑b͒ , which shows that, for count rates higher than ϳ3.3ϫ10
4 Hz, the optimal choice for max PM is substantially independent on the count rate and is of the order of ϳ100 s. Thus, the best choice for the gate time of the TM correlator is ⌬t 0
). This is the value used in the tests of Fig. 4͑a͒ and in all our measurements.
Finally, it is worth noticing that we could increase the duty cycle of the PM correlator if we renounce to the on-line processing of the data and simply write them (PMϩTM) on the hard disk. In this case, the processing times ␦t proc TM and ␦t proc PM appearing in Eq. ͑9͒ are the same and correspond to the ''writing'' time of ϳ3.7 s/pulse ͑Fig. 3, dotted horizontal line͒, which is about an order of magnitude smaller than the minimum value (␦t proc TOT ) min ϳ30 s/pulse. Thus, we expect FIG. 4 . ͑a͒ Duty cycle of the PM correlator as a function of the incoming pulse count rate. The expected behavior for the on-line data processing ͑solid curve͒ is compared with the effective duty cycles obtained in the case of synthetic data from a frequency generator ͑solid squares͒ and real data taken with the laser impinging on a still diffuser ͑open circle͒ or from a solution of latex particles ͑open diamonds͒. If the data processing is carried out off line, the duty cycle is expected to be higher ͑dotted curve͒, as it is confirmed by the synthetic data taken from a frequency generator ͑solid triangles͒. ͑b͒ Optimum value of the maximum lag time probed with the PM correlator, max PM , as a function of the count rate. For count rates higher than ϳ3ϫ10 4 Hz, max PM is roughly constant ϳ100 s. This is the value adopted in our correlator and used in all the tests reported hereafter.
that the PM correlator can work in real time up to count rates higher than a decade with respect to the case when the data are processed on line. This is shown by the dotted curve of Fig. 4͑a͒ , which represents the corresponding expected duty cycle. For this curve, the real-time condition (ϭ1) falls at ϳ2ϫ10 5 Hz, beyond which it decays as ͗n͘ Ϫ1 . A check of this behavior was carried out with frequency generated data, and was reported in Fig. 4͑a͒ as solid triangles. 
V. EXPERIMENTAL RESULTS
The correct functioning of the correlator on real samples was tested by studying aqueous suspensions of calibrated polystyrene spheres and by comparing the correlogram with the one obtained by using a commercial hardware correlator, namely the model Flex2k-12ϫ2 from correlator.com. The particles ͑Duke Scientific Corp., Palo Alto, CA͒ had a certified diameter of 73Ϯ2.6 nm and were diluted to a concentration of ϳ10 11 cm Ϫ3 , corresponding a volume fraction of ϳ2ϫ10
Ϫ5 . The scattering cell was a glass tube, 15 mm inner diameter, clamped onto the axis of a home made goniometer ͑ϳ0.1°angular resolution͒. No index-matching vat was used and the measurements were taken at room temperature (20Ϯ1°C). The light source was a frequency-doubled 100 mW Nd-Yag laser emitting at 532 nm, whose beam was mildly focused into the cell to a waist of 2w 0 ϳ200 m. The laser power impinging on the sample was properly attenuated to have count rates at 90°between ϳ10 4 -10 5 Hz. The scattered light was detected by using a standard optical fiber receiver ͑ALV, Langen, Germany͒ designed to be monomode for a wavelength of 633 nm. As a consequence, about two modes could propagate through the fiber, 12 and the amplitude of the correlation function was ␤ϳ0.45. Figure 5 shows a typical result obtained at a count rate of ϳ5ϫ10 4 Hz for an overall measuring time of ϳ200 s. The corresponding PM duty cycle was ϳ30%. In panel a, the open symbols represent the data obtained with our correlator ͑PM-circles and TM-squares͒, while the solid curve ͑barely visible͒ is the corresponding fitting obtained by use of the function g͑ ͒ϭBϩ␤ exp͑Ϫ⌫ ͒, ͑10͒
in which the baseline B, the amplitude ␤, and the decay rate ⌫ were the fitting parameters. The data for lag times Ͻ2 s were not considered because affected by after pulse and dead time effects associated with the detector. The matching between the fitting and the data is quite good as evidenced by the residual plot reported in panel c, in which the relative deviations are shown to be nonsystematic, less than 10 Ϫ3 root-mean square. The particle diameter was recovered by the use of the classical Einstein-Stokes relation and the well known 7 expression ⌫ϭ2Dq 2 . The latter one connects the decay rate ⌫ to the particle translational diffusion coefficient D and to the scattering wave vector q ϭ(4/)n sin(/2), being the scattering angle, n the refraction index of the medium, and the laser wavelength. It turned out that the recovered diameter was 72.6Ϯ0.1 nm, in fairly good agreement with the expected value of 73 Ϯ2.6 nm.
Also reported in Fig. 5 are the data taken with the Flex correlator ͑solid symbols͒ for the same measuring time. One can immediately notice that the matching between the two data sets is excellent over the entire lag times range used in the fit (Ͼ2 s), see panel c, but is also remarkably good in the region where the correlation is dominated by the afterpulse effects of the photomultiplier (ϳ100 nsϽϽ2 s). Below ϳ50 ns, however, the difference between the two sets of data is quite remarkable, as shown in the inset ͑panel b͒. Here, the correlation function measured with our correlator exhibits a larger anticorrelated ''hole'' with respect to the one associated with the Flex correlator. While for the Flex correlator, the width of this hole ͑ϳ10-20 ns͒ is due to the dead time of the detector ͑nominal pair resolution of the photon counting unitϭ18 ns), for our correlator this hole is larger because of spurious effects associated with the presence of photon bursts which introduce some systematic errors in the data acquisition procedure ͑see end of Sec. III͒. Clearly, this effect can be tapered by reducing the count rate of the incoming pulses or by using a counter with a deeper FIFO buffer.
We carried out several other tests by using latex particles of different diameters and concentrations, and by detecting the scattered light at different angles and count rates. In all of these cases, the accuracy of the results were similar to those FIG. 5 . Normalized intensity correlation function for a sample of polystyrene spheres with a certified diameter of 73Ϯ2.6 nm. The scattering angle was 90°, the measuring time 200 s, and the count rate ϳ5ϫ10 4 Hz. The different symbols refer to the Flex correlator ͑solid squares͒, TM ͑open circles͒, and PM ͑open squares͒ software correlator. The fit to the data taken with the software correlator is shown in panel ͑a͒ as a solid line. The corresponding residuals are reported in panel ͑c͒, in which the relative deviations between the Flex and the data taken with our correlator are also shown. A comparison between these two data sets at the shortest lag times is also reported in the inset ͑b͒ on an enlarged scale. described in Fig. 5 . However, we had to limit the count rate of the incoming pulses to be р10 5 Hz because, above this value, the correlogram obtained with the PM correlator starts to exhibit systematic deviations with respect to the one obtained with the TM ͑or Flex͒ correlator. An example of this effect is shown in Fig. 6͑a͒ , in which the PM and TM correlograms are represented by open squares and circles respectively, while the solid line is the correlogram obtained by using the Flex correlator. The data were taken under the same experimental conditions as those of Fig. 5 , but at count rate of ϳ2ϫ10 5 Hz. One can notice that, while the TM correlogram is superimposed fairly accurately to the Flex curve, the PM correlogram deviates from it to different extents, depending on lag times. At shorter lag times ( р200 ns), the deviations are remarkable and similar to those reported in Fig. 5 , but they become less and less pronounced as longer lag times are considered. Nevertheless, they seem always to be non-negligible ͓on the scale of Fig. 6͑a͔͒ and produce a detected correlation function, which appears to be characterized by a slightly lower amplitude and a somewhat different correlation time. As for Fig. 5 , these distortions are attributable to photon burst events and, in principle, can be removed if a counter with a large FIFO were used instead of our 6602-PCI National Instrument device.
It is finally worthwhile pointing out that, under many circumstances, it is possible to correct the detected PM correlogram of Fig. 6͑a͒ and retrieve its corrected behavior over the lag times region not interested by the anticorrelated hole. An example of this correction, carried out according to the algorithm proposed in Ref. 11, is shown in Fig. 6͑b͒ , in which the open squares represent the corrected PM data. As is evident, the correction is very effective over almost the entire range of the PM correlator, included the region interested by the after-pulse effects. Though it is beyond the purpose of this work to describe the correction of Ref. 11, it is maybe useful to recall that it works by multiplying the PM correlogram for a correction function which minimize the deviations between the PM and TM correlograms over the range of lag times where they overlap. The correction is applicable when the actual amplitude of the correlation function is known ͑as it happens for many detection schemes͒ and the measured PM amplitude is recoverable accurately by extrapolating the PM data to →0. Clearly, this correction is effective when both the TM and PM correlograms exhibit a good statistical accuracy over the region where they overlap.
VI. DISCUSSION
In this article, we have developed a multi-tau software correlator based on the use of a very minimal hardware, namely a photodetector, a counter, a PC, plus a home made software written in LABVIEW. The correlator is suitable for processing data derived from PCS and FCS experiments, and can work out correlation functions with a time resolution of 25 ns.
The correlator is based on a double data acquisition procedure: For large lag times (у100 s), it works by measuring the number of incoming pulses per time interval, while, for short lag times (р100 s), is based on the measure of the arrival times of the photon pulses. These two procedures work in parallel and the corresponding correlograms ͑called TM and PM correlators, respectively͒ are computed on line, without the necessity of any storage on a hard disk. The overall correlation function is then obtained by merging the TM and PM correlograms.
The TM correlator works in full real time and requires a processing time per gate interval of ϳ3 s ͑on a 1.5 GHz Pentium 4 PC͒. The PM correlator works in batches and takes ϳ30 s per processing each incoming pulse. As a consequence, the duty cycle of the PM correlators depends on the photon count rate, and is 100% for count rates р3.3 ϫ10 4 Hz. At higher count rates, the duty cycle decreases linearly as the reciprocal of the count rate, arriving at ϳ1% at 1 MHz. The latter value may appear rather low, but it should be recalled that, when the count rate is high enough ͑such as ϳ1 MHz͒, not a very long measuring time is necessary for accumulating good statistics in the correlation function at short lag times. This occurs because, under the aforementioned circumstances ͑high count rates and short lag times͒ the photon noise ͑the noise associated with the detection process͒ is usually negligible with respect to the signal noise ͑the noise associated with the finite number of the detected correlation times͒. 3 Conversely, at low count rates ͑such as ϳ10 kHz͒, the uncertainties of the correlation function are dominated by the photon noise and long measuring times are necessary at short lag times. Thus, from this point of view, the software correlator appears to be fairly adequate, allowing high duty cycles at low count rates and low duty cycles at high count rates.
Another important feature of the correlator is its intrinsic flexibility, due to the software elaboration of the data. For example, besides processing the data on line, it is possible to store them on the hard disk and analyze them off line in second time. This provides several advantages, such as: ͑i͒ increasing the duty cycle because the time required for storing the data is shorter than the corresponding processing time, namely ϳ4 s per point against ϳ30 s. Thus the PM correlator can work a at duty cycle of 100% up to count rates of ϳ2ϫ10
5 Hz, as reported in Fig. 4͑a͒ ; ͑ii͒ filtering the data and eliminating possible transient spikes due to presence of residual impurities in the sample momentarily intercepting the laser beam, or other kind of spikelike spurious noise; and ͑iii͒ having access to the entire sequence of the photon arrival times. The last feature is very important because allows a more sophisticated data analysis to be carried out, such as the computation of higher-order correlation functions, which are known to be related to the statistical uncertainties associated with the different channels of the correlation function.
Another example of the correlator flexibility is the possibility of changing, at will, the multi-tau scheme ͑see Ref.
4͒, which determines the ultimate accuracy ͓in terms of systematic errors introduced by the triangular ͑TM͒ and rectangular ͑PM͒ averaging͔ attainable in the correlation function. Also, it is possible to vary the value of 100 s used for the threshold between the TM and PM correlator. This value was chosen so to minimize the processing time per point of the overall TMϩPM correlator, with the constraint that the TM correlator works always in full real time. For example, if one is not interested to the region of micro and submicroseconds lag times, the PM correlator can be switched off and the TM correlator can work ͑in full real time͒ down to lag times of ϳ3 s.
The performances of the correlator, such as its time resolution, duty cycle, and maximum acceptable count rate, are determined ͑and limited͒ by the performances of the hardware components used by the correlator, namely the photodetector, the counter and the PC. Currently, the main limitation is due to the quite small FIFO buffer (16ϫ32 bit) available on the counter board ͑6602-PCI National Instrument͒. As a consequence, the presence of photon bursts may induce systematic errors in the data acquisition procedure of the PM correlator ͑the TM correlator is immune from this problem͒. This effect produces distortions in the PM correlogram with a reduction of its amplitude and correlation time, and makes the anticorrelated hole at the short lag times ͑Ͻ100-200 ns͒ larger than what it should be, that is the width associated with the dead time of the photodetector. In order avoid these effects or reduce them to a negligible extent, it is necessary to limit the photon count rate to ϳ10 5 Hz. While this represents a somewhat unpleasant restriction for PCS experiments, it does not limit the applications to FCS experiments, in which the count rates are usually less than ϳ10 5 Hz. In any case, it should be recalled that under many circumstances the distortions exhibited by the PM correlators at high count rate can be corrected for, as shown in Fig. 6͑a͒ . Moreover, though we have not tried, we expect that these problems will disappear or will be greatly reduced as soon as a counter board with a deeper FIFO will be used.
Finally, we would like to mention that also the 25 ns time resolution of the correlator is limited by the performances of the 6602-PCI board, for which 25 ns is the maximum available clock frequency. There is, in principle, no limitation for enhancing such a resolution, except for the maximum measuring time ͑within a single batch͒ of the PM correlator. Since the output of the counter is 32-bit number, it overflows after ϳ4.3ϫ10 9 clock periods. Thus, even if one uses a 1 ns clock, the maximum measuring time would be ϳ4.3 s, a time much longer than the maximum lag time probed with the PM correlator ͑100 s͒. Clearly, in that case, all the electronic components used by the correlator should be properly equipped to handle such a high speed signals.
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APPENDIX
In this appendix, we report some details of the algorithm followed in the PM correlator for recovering, from the sequence of the arrival times of the photons, the histogram G PM ( k ) which represents the joint probability of having N iϩk counts at the time tϭt i ϩ k after that N i counts have occurred at the time tϭt i ͓see Eqs. ͑4͒ and ͑5͔͒. The effort was to find an algorithm with the minimum processing time per point.
First of all, the algorithm exploits the fact that the q components ͑or stop channels͒ of the integrated times of arrival array are sequentially ordered, with the next component being either equal or larger than the previous one. Thus, the sorting of the (iϩ1)-th component into the histogram bins does not have to span the entire bin range, but starts from the bin incremented by the ith component. Secondly, we carry out the sorting of each component following a doublescheme procedure. On one side, we have a fixed grid of thresholds that define the histogram bins. The bin widths are not constant but increase as a pseudogeometrical progression ͑see Table I͒. On the other hand, though the q times of arrival change from pulse to pulse, they are on average equidistant at a distance arr equal to the reciprocal of the count rate. Thus, even for very high count rates ͑ϳ1-10 MHz͒ it results that arr ӷ⌬t 0 PM ϭ25 ns, and the first stop channels are separated by many bins. Conversely, if q is high enough, many of the last stop channels fall within the same bin. Table I into two contiguous subhistograms split at the k*th bin, and update them following two different algorithms.
For the short lag time subhistogram, we pick up one stop channel at a time and compare it with the sequence of the ordered thresholds which delimit the bins. When a threshold exceeds the value of the considered stop channel, the content of the corresponding bin is incremented by one and the next stop channel is analyzed. The procedure continues until the considered stop channel exceeds the lag time of the last bin of the subhistogram. On average, this will occur after the first ␣ PM stop channels. Beyond that, the remaining stop channels will belong to the other ͑large lag times͒ subhistogram for which the situation is reversed and there are more stop channels than bins. Thus, it is convenient to swap the roles played by the stop channels and the bins, and compare one bin at a time with the sequence of ordered stop channels.
Computer simulations show that the time saved by using a combination of the two methods ͑instead of using only one of them͒, depends on the count rate or, equivalently, on the value of q compared with ␣ PM . For count rates up to 5 ϫ10 4 Hz, corresponding to qϭ␣ PM ϭ5, we can save ϳ40% of the processing time if we use the second procedure instead of the first one. Conversely, at high count rates when q Ͼ␣ PM , the convenience becomes higher and higher with increasing count rate. For example, at count rates of ϳ5 ϫ10 5 Hz (qϳ50) the time saved is ϳ70% while at ϳ10 6 Hz (qϳ100), it becomes ϳ100%. In conclusion, therefore, the combination of the two procedures appears to be the best way to minimize the processing time of the PM correlator.
