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Wepresent sufficient conditionswhich guarantee that all positive solutions of some higher
order rational difference equations are global asymptotically stable. The boundedness of
the solutions and the existence of prime period two solutions of such equations are also
investigated.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
Rational difference equations (or recursive sequences) is an important class of difference equations where they have
many applications in real life situations for example the difference equation
xn+1 = a+ bxnc + xn , n ≥ 0,
has applications in Optics and Mathematical Biology and is known in the literature as the Riccati difference equation, see
Saaty [1]. Also the equation
xn+1 = 1+ xnxn−1 , n ≥ 0,
has applications in Geometry (see Leech [2]) and in frieze patterns (see Conway and Coxeter [3]). For some recursive
sequences, although their forms (or expressions) look very simple, it is extremely difficult to understand thoroughly the
global behaviors of their solutions (see, for instance, [4,5]). For more results related to the dynamics of rational difference
equations, we refer to [6–11].
In this paper we deal with the boundedness, the existence of prime period two solutions and the global stability of
solutions of the following recursive sequences
xn+1 =
axl0n−k0x
l1
n−k1 . . . x
li
n−ki + bx
s0
n−r0x
s1
n−r1 . . . x
sj
n−rj
cxl0n−k0x
l1
n−k1 . . . x
li
n−ki + dx
s0
n−r0x
s1
n−r1 . . . x
sj
n−rj
, n ≥ 0, (1)
and
yn+1 = α0yn + α1yn−1 + · · · + αtyn−t
β0yn + β1yn−1 + · · · + βtyn−t , n ≥ 0, (2)
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where α0, α1, . . . , αt , β0, β1, . . . , βt , a, b, c and d ∈ (0,∞); i, j, k0, k1, . . . , ki, l0, . . . , li, r0, . . . rj, s0, . . . , sj, t ∈ {0, 1,
2, . . .}, ku 6= rv for all u = 0, 1, . . . , i and v = 0, 1, . . . , j and where l0 + l1 + · · · + li = s0 + s1 + · · · + sj with the initial
conditions x−k, x−k+1, . . . , x−1, x0, y−t , y−t+1, . . . , y−1 and y0 ∈ (0,∞)where k = max{k0, k1, . . . , ki, r0, r1, . . . , rj}.
In what follows we set p = l0 + l1 + · · · + li.
2. Boundedness and periodicity of solutions
In this section we study the boundedness of the solutions for Eqs. (1) and (2).
Theorem 1. Every solution of Eq. (1) is bounded and persists.
Proof. Let {xn}∞n=−k be a solution of Eq. (1). It follows from Eq. (1) that
xn+1 =
axl0n−k0x
l1
n−k1 . . . x
li
n−ki + bx
s0
n−r0x
s1
n−r1 . . . x
sj
n−rj
cxl0n−k0x
l1
n−k1 . . . x
li
n−ki + dx
s0
n−r0x
s1
n−r1 . . . x
sj
n−rj
≤ max{a, b}(x
l0
n−k0x
l1
n−k1 . . . x
li
n−ki + x
s0
n−r0x
s1
n−r1 . . . x
sj
n−rj)
min{c, d}(xl0n−k0x
l1
n−k1 . . . x
li
n−ki + x
s0
n−r0x
s1
n−r1 . . . x
sj
n−rj)
= max{a, b}
min{c, d} .
Similarly it is easy to see that
xn ≥ min{a, b}max{c, d} .
Thus we get
0 < m := min{a, b}
max{c, d} ≤ xn ≤
max{a, b}
min{c, d} := M <∞, for all n ≥ 1.
Therefore every solution of Eq. (1) is bounded and persists. Hence the result holds. 
The following results deal with the boundednes of the solutions for Eq. (2).
Lemma 1. For every positive solution {yn}∞n=−t of Eq. (2),
d∗ ≤ yn ≤ D, for all n ≥ 1,
where d∗ and D are positive constants.
Proof. Let {yn}∞n=−t be a positive solution of Eq. (2). Then it follows that
yn+1 = α0yn
β0yn + β1yn−1 + · · · + βtyn−t + · · · +
αtyn−t
β0yn + β1yn−1 + · · · + βtyn−t
≤ α0
β0
+ α1
β1
+ · · · + αt
βt
:= D.
Then
yn ≤ D for all n ≥ 1.
By the change of variables yn = 1zn for all n ≥ 1, Eq. (2) can be rewritten in the form
zn+1 = β0zn−1zn−2 . . . zn−t + β1znzn−2 . . . zn−t + · · · + βtznzn−1 . . . zn−t+1
α0zn−1zn−2 . . . zn−t + α1znzn−2 . . . zn−t + · · · + αtznzn−1 . . . zn−t+1
≤ β0
α0
+ β1
α1
+ · · · + βt
αt
:= d˜.
That is
yn ≥ 1
d˜
:= d∗ for all n ≥ 1,
and this completes the proof. 
Lemma 2. Let {yn}∞n=−t be a positive solution of Eq. (2). Then for some i, j = 0, . . . , t,
αi
αi˜d− βi
≤ yn ≤ βjD− αj
βj
for all n ≥ 1,
where d˜ and D are as in Lemma 1.
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Proof. Let G : (0,∞)t+1 → (0,∞) be a function defined by
G(z0, z1, . . . , zt) = α0z0 + α1z1 + · · · + αtzt
β0z0 + β1z1 + · · · + βtzt .
Then for any values of the quotients α0
β0
,
α1
β1
, . . ., and αt
βt
the function G is non-decreasing in at least one of its arguments and
is non-increasing in at least another one of its arguments. Without loss of generality we assume that G is non-decreasing in
its argument zi and is non-increasing in its argument zj for some i, j = 0, 1, . . . , t with i 6= j. Then it follows from Eq. (2)
that
yn+1 ≤ α0yn + · · · + αj−1yn−j+1 + αj+1yn−j−1 + · · · + αtyn−t
β0yn + · · · + βj−1yn−j+1 + βj−1yn−j−1 + · · · + βtyn−t ,
and
yn+1 ≥ α0yn + · · · + αi−1yn−i+1 + αi+1yn−i−1 + · · · + αtyn−t
β0yn + · · · + βi−1yn−i+1 + βi−1yn−i−1 + · · · + βtyn−t for all n ≥ 0.
The rest of the proof is similar to that of Lemma 1 and will be left to the reader. 
Theorem 2. Every solution of Eq. (2) is bounded and persists.
Proof. Let {yn}∞n=−t be a positive solution of Eq. (2). As in the proof of Theorem 1, it is easy to see for all n ≥ 1 that
0 < M1 := min{α0, α1, . . . , αt}max{β0, β1, . . . , βt} ≤ yn ≤
max{α0, α1, . . . , αt}
min{β0, β1, . . . , βt} := M2 <∞.
Thus the proof is complete. 
Now we study the existence of prime period two solutions of Eq. (1). Set K = {k0, k1, . . . , ki} and R = {r0, r1, . . . , rj}.
Theorem 3. Assume that Γ =∑ kθ∈K
kθ -even
lθ = 1 +∑ rψ∈R
rψ -even
sψ . Then Eq. (1) has positive prime period two solutions if and only
if
4da < (c − d)(b− a). (3)
Proof. First suppose that there exists a prime period two solution
. . . , η, ζ , η, ζ , . . .
of Eq. (1). We will prove that (3) holds. We see from Eq. (1) that
η = aη
p−Γ ζ Γ + bηp−Γ+1ζ Γ−1
cηp−Γ ζ Γ + dηp−Γ+1ζ Γ−1 =
aζ + bη
cζ + dη ,
and
ζ = aζ
p−Γ ηΓ + bζ p−Γ+1ηΓ−1
cζ p−Γ ηΓ + dζ p−Γ+1ηΓ−1 =
aη + bζ
cη + dζ .
Now, by some simple computations, it is easy to see that η and ζ are the two positive distinct roots of the quadratic equation
t2 − (b− a)
d
t + a(b− a)
d(c − d) = 0, (4)
and this makes Inequality (3) true.
Second suppose that Inequality (3) holds and assume that
x−T = x−T+2 = · · · = x−3 = x−1 = η
and
x−T+1 = x−T+3 = · · · = x−2 = x0 = ζ ,
where T = max{ki, rj}, T is odd (the case where T is even, is similar), η and ζ are the roots of Eq. (4). Then by direct
substitution into Eq. (1) and using Mathematical Induction we obtain that Eq. (1) has a prime period two solution of the
form
. . . , η, ζ , η, ζ , . . . .
The proof is complete. 
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Theorem 4. Eq. (2) has positive prime period two solutions if and only if
4
 [ t2 ]∑
ω=0
α2ω
[ t−12 ]∑
δ=0
β2δ+1
 <
[ t−12 ]∑
ω=0
α2ω+1 −
[ t2 ]∑
ω=0
α2ω
 [ t2 ]∑
δ=0
β2δ −
[ t−12 ]∑
δ=0
β2δ+1
 ,
where [.] denotes the greatest integer function.
Proof. The proof is similar to the proof of Theorem 3 and so will be omitted. 
3. Stability analysis
In this section we study the global asymptotic stability of Eqs. (1) and (2).
Observe that each of Eqs. (1) and (2) has a unique positive equilibrium point given by x = a+bc+d and y = α0+α1+···+αtβ0+β1+···+βt
respectively. Therefore the linearized equation of Eq. (1) about the equilibrium x is the linear difference equation
wn+1 −
i∑
u=0
lu
(ad− bc)
(a+ b)(c + d)wn−ku +
j∑
v=0
sv
(ad− bc)
(a+ b)(c + d)wn−rv = 0,
whose characteristic equation is
φk+1 −
i∑
u=0
lu
(ad− bc)
(a+ b)(c + d)φ
k−ku +
j∑
v=0
sv
(ad− bc)
(a+ b)(c + d)φ
k−kv = 0. (5)
Theorem 5. Assume that
2p |(ad− bc)| < (a+ b)(c + d). (6)
Then the positive equilibrium point x of Eq. (1) is global asymptotically stable if
c2p−2 xp−1 (bp + c dp−1 xp) > (c + d) dp−2 [a2p−1 − (cx)2p−1]. (7)
Proof. It is well known that all roots of Eq. (5) lie in the unit disk if∣∣∣∣ (ad− bc)(a+ b)(c + d)
∣∣∣∣ i∑
u=0
lu +
∣∣∣∣ (ad− bc)(a+ b)(c + d)
∣∣∣∣ j∑
v=0
sv < 1,
which is true by (6). Then the equilibrium point of Eq. (1) is locally asymptotically stable. Thus it suffices to show that the
equilibrium x of Eq. (1) is the global attractor of the solutions of Eq. (1).
Now assume that ad ≥ bc (the case ad ≤ bc is similar), it follows from Eq. (1) that
xn+1 =
axl0n−k0x
l1
n−k1 . . . x
li
n−ki + bx
s0
n−r0x
s1
n−r1 . . . x
sj
n−rj
cxl0n−k0x
l1
n−k1 . . . x
li
n−ki + dx
s0
n−r0x
s1
n−r1 . . . x
sj
n−rj
≤ ax
l0
n−k0x
l1
n−k1 . . . x
li
n−ki + b(0)
cxl0n−k0x
l1
n−k1 . . . x
li
n−ki + d(0)
= a
c
, n ≥ 0. (8)
Similarly
xn ≥ bd , for all n ≥ 1. (9)
Then we see from Eqs. (8) and (9) that
b
d
≤ xn ≤ ac for all n ≥ 1.
Therefore there exist positive constants I and S such that
b
d
≤ I = lim
n→∞ inf xn ≤ limn→∞ sup xn = S ≤
a
c
.
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Now we rewrite Eq. (1) in the following form
xn+1 = F(xn−k0 , xn−k1 , . . . , xn−ki , xn−r0 , xn−r1 , . . . , xn−rj)
= ax
l0
n−k0x
l1
n−k1 . . . x
li
n−ki + bx
s0
n−r0x
s1
n−r1 . . . x
sj
n−rj
cxl0n−k0x
l1
n−k1 . . . x
li
n−ki + dx
s0
n−r0x
s1
n−r1 . . . x
sj
n−rj
.
Observe that the function F(w0, w1, . . . , wi, z0, z1, . . . , zj) is non-decreasing in w0, w1, . . . , wi and is non-increasing in
z0, z1, . . . , zj. Then it follows from Eq. (1) that xn+1 ≥ F(I − , I − , . . . , I − , S − , . . . , S − ) for some  > 0, and so
I ≥ F(I − , I − , . . . , I − , S − , . . . , S − ).
Let  → 0, then I ≥ F(I, I, . . . , I, S, . . . , S). That is;
I ≥ aI
p + bSp
cIp + dSp .
Then we obtain
aI2p−1 + bIp−1Sp − cI2p ≤ dIpSp. (10)
Similarly it is easy to see from Eq. (1) that
aS2p−1 + bIpSp−1 − cS2p ≥ dIpSp. (11)
Therefore it follows from Eqs. (10) and (11) that
bIp−1Sp−1(I − S)− a (I2p−1 − S2p−1)+ c (I2p − S2p) ≥ 0,
or
(I − S) (bIp−1Sp−1 + cS2p−1)− (a− cI) (I2p−1 − S2p−1) ≥ 0,
or equivalently
(I − S) [bIp−1Sp−1 + cS2p−1 − (a− cI) (I2p−2 + SI2p−3 + S2I2p−4 + · · · + S2p−3I + S2p−2)] ≥ 0,
and so I ≥ S if
bIp−1Sp−1 + cS2p−1 − (a− cI) (I2p−2 + SI2p−3 + S2I2p−4 + · · · + S2p−3I + S2p−2) ≥ 0. (12)
Now it follows from (7) that
bp + c dp−1 xp > c(c + d) d
p−2 xp
(
a2p−1 − (cx)2p−1)
c2p−1 x2p−1
,
⇔ b
p + c dp−1 xp
dp−1
>
c xp (ad− bc)
[( a
c x
)2p−1 − 1]
d (a− c x) ,
⇔ b xp−1
(
b
d
)p−1
+ c x2p−1 >
c x2p−1 (ad− bc)
[( a
c x
)2p−1 − 1]
d(a− c x) .
Now
bxp−1
(
b
d
)p−1
+ cx2p−1 ≤ bIp−1Sp−1 + cS2p−1, (13)
and
cx2p−1 (ad− bc) [( ac x )2p−1 − 1]
d(a− c x) =
(
a− bc
d
)[
x2p−2 +
(a
c
)
x2p−3 +
(a
c
)2
x2p−4 + · · · +
(a
c
)2p−3
x+
(a
c
)2p−2]
> (a− cI) (I2p−2 + SI2p−3 + S2I2p−4 + · · · + S2p−3I + S2p−2) . (14)
Then we see from (13) and (14) that
bIp−1Sp−1 + cS2p−1 > (a− cI) (I2p−2 + SI2p−3 + S2I2p−4 + · · · + S2p−3I + S2p−2) ,
which yields that (12) is satisfied and then the proof is complete. 
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In the following we discuss the stability of Eq. (2).
Theorem 6. Assume that
t∑
µ, ν=0
∣∣αµβν − ανβµ∣∣ < ( t∑
ζ=0
αζ
)(
t∑
ς=0
βς
)
. (15)
Then the positive equilibrium point y of Eq. (2) is global asymptotically stable if
ατβσ ≥ αβ for some τ , σ = 0, 1, . . . , t with τ 6= σ (16)
where α =∑tµ=0
µ6=τ
αµ and β =∑tν=0
ν 6=σ
βν .
Proof. The linearized equation of Eq. (2) about the equilibrium y is the linear difference equation
zn+1 −
t∑
µ, ν=0
(αµβν − ανβµ)
(α0 + α1 + · · · + αt)(β0 + β1 + · · · + βt) zn−µ = 0,
whose characteristic equation is
λt+1 −
t∑
µ, ν=0
(αµβν − ανβµ)
(α0 + α1 + · · · + αt)(β0 + β1 + · · · + βt)λ
t−µ = 0. (17)
It is well known that all roots of Eq. (17) lie in the unit disk if
t∑
µ, ν=0
∣∣∣∣ (αµβν − ανβµ)(α0 + α1 + · · · + αt)(β0 + β1 + · · · + βt)
∣∣∣∣ < 1,
which is true by (15). Then the equilibrium point of Eq. (2) is locally asymptotically stable.
In the following we prove that y is a global attractor of the solutions of Eq. (2).
Now we obtain from Theorem 2 that there exist positive constants h and H such that
h = lim
n→∞ inf yn ≤ limn→∞ sup yn = H.
In the following we will prove that h ≥ H . Again, as in the proof of Theorem 5, we obtain from Eq. (2) that
αh+ ασH
βH + βτh ≤ yn+1 ≤
αH + ασh
βh+ βτH
for some τ , σ = 0, . . . t. Thus
(αh+ ασH)(βh+ βτH) ≤ (αH + ασh)(βH + βτh),
or
(h− H)(h+ H)(ασβτ − αβ) ≥ 0.
Then it follows from (16) that h ≥ H which gives that
lim
n→∞ yn = y,
and so the proof is complete. 
Remark. The obtained results in this work can be applied for the following general difference equation
xn+1 =
t∑
ρ=0
αρx
lρ0
n−kρ0x
lρ1
n−kρ1 . . . x
lρi
n−kρi
t∑
ρ=0
βρx
lρ0
n−kρ0x
lρ1
n−kρ1 . . . x
lρi
n−kρi
.
4. Applications
In this section we give some examples as direct applications of the obtained results in this paper.
Example 1. Consider the equation
xn+1 = x
2
n + 5xn−1xn−4
7x2n + 3xn−1xn−4
. (18)
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This equation is a special case of Eq. (1) with k0 = k1 = 0, l0 = l1 = 1, l2 = · · · = li = 0, r0 = 1, r1 = 4, s0 = 1, s1 = 1
and s2 = · · · = sj = 0. Eq. (18) satisfies all hypotheses of Theorem 3 with Γ = 2, then Eq. (18) has positive prime period
two solutions. In fact Eq. (18) has the following solution:{
. . .
1
3
, 1,
1
3
, 1, . . .
}
.
Example 2. Consider the equation
xn+1 = α0xn + α1xn−1
β0xn + β1xn−1 . (19)
This equation is a special case of Eq. (2) with t = 1. Assume that α1β0 ≥ α0β1. Then we get the following:
(I) The condition in Theorem 4 becomes
α1β0 > 3α0β1 + α1β1 + α0β0. (20)
(II) The hypotheses of Theorem 6 become
α0β1 ≤ α1β0 < 3α0β1 + α1β1 + α0β0. (21)
Then Eq. (19) has prime period two solutions if and only if (20) holds and its positive solutions are globally asymptotically
stable if (21) is satisfied. These results are consistent with that obtained in [12].
Example 3. Consider the equation
xn+1 = α0xn + α1xn−1 + α2xn−2
β0xn + β1xn−1 + β2xn−2 . (22)
This equation is a special case of Eq. (2) with t = 2. Then the condition in Theorem 4 becomes
4β1(α0 + α1) < (α1 − α0 − α)(β0 + β2 − β1). (23)
Thus according to Theorem 4, Eq. (22) has prime period two solutions if and only if (23) holds and this result agrees with
that given in [6].
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