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Resumen
En este trabajo se desarrolla, implementa y evalu´a una metodolog´ıa para la identifica-
cio´n de fallas en rodamientos de ma´quinas rotativas, a partir de una seleccio´n automa´tica del
nu´mero de estados que describe los para´metros reconstruidos de un modelo oculto de Markov
o HMM.
Un HMM es una herramienta estad´ıstica robusta usada en la clasificacio´n de patrones, usual-
mente implementada en el reconocimiento de voz, pero su potencial se extiende a lo largo de
diferentes a´reas como lo son la bioinforma´tica, los patrones gra´ficos, entre otros.
La clasificacio´n de fallas se logra mediante las sen˜ales de vibracio´n que registran los roda-
mientos frente a diferentes tipo de falla y tambie´n cuando se encuentra en su estado normal.
Para caracterizar estas sen˜ales de vibracio´n se recurre a los coeficientes ceptrales en la fre-
cuencia Mel, mientras que la seleccio´n automa´tica del nu´mero de estados se logra gracias al
me´todo de prunning o poda.
Con una seleccio´n automa´tica del nu´mero de estados, este trabajo busca reducir cargas
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El ana´lisis de vibraciones es un te´cnica implementada en el a´rea del matenimiento predic-
tivo usada en produccio´n e investigacio´n, como herramienta para la prediccio´n de fallas en
maquinaria. El objetivo principal de esta te´cnica es lograr identificar los futuros problemas
que presentara´ una ma´quina, au´n en sus etapas ma´s tempranas. Esto con el fin de programar
y tomar acciones correctivas que no impliquen un paro del proceso en el que participe la
ma´quina, fallos en la ma´quina o dan˜os en otras partes no involucradas.
Las sen˜ales de vibraciones interpretadas durante este trabajo son propias de los rodamientos,
o comu´nmente llamadas balineras, presentes en ma´quinas ele´ctricas rotativas. El estado de
estas se dividen en tres grupos: Normal, Inner (falla en el anillo interior) y Ball (falla en los
bal´ınes o rodamientos). La base de datos que contiene las sen˜ales pertenecen al Bearing Data
Center de Case Western Reserve University [1].
Para analizar las vibraciones correctamente, se deben tener en cuenta dos etapas principales:
medicio´n e interpretacio´n. La medicio´n se logra mediante sensores ubicados en la ma´quina
donde se lleva a cabo, por medio de un analizador de vibraciones, la extraccio´n de sen˜ales en
el dominio del tiempo. Dichas sen˜ales temporales se convierten al dominio de la frecuencia
mediante la transformada discreta de Fourier [2].
En la etapa de interpretacio´n, se extraen las caracter´ısticas aportadas por los coeficientes
ceptrales en la frecuencia Mel (MFCC). Estas caracter´ısticas, adema´s de u´nicamente portar
la informacio´n verdaderamente importante de la sen˜al, son tomadas a partir de un secciona-
miento o fragmentacio´n a la que fue sometida previamente la sen˜al [3].
Una vez finalizada la interpretacio´n de las sen˜ales, es importante el uso de una metodolog´ıa
que permita realizar una clasificacio´n entre las sen˜ales de elementos en fallo y su tipo de fallo
de manera automa´tica. Los modelos ocultos de Markov es un me´todo fuertemente usado en
la actualidad en aspectos como reconocimiento de voz, reconocimiento de escritos, modelado
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de informacio´n gene´tica, entre otros [4].
Este me´todo probabil´ıstico permite conformar los para´metros que describen el modelo oculto
a partir de una serie de observaciones, en este caso las sen˜ales de vibracio´n. La topolog´ıa
de dichos para´metros, es decir, el nu´mero de estados y la secuencia entre ellos, es el gran
reto. Ya que deben de ser establecidos antes de realizar el aprendizaje del modelo oculto, y
permanecer fijos durante toda la etapa de entremaniento [5].
Para conocer el nu´mero de estados de un modelo oculto de Markov, muchos autores han
optado por implementar te´cnicas heur´ısticas en las que se fija un nu´mero mı´nimo de estados
para mantener cargas computacionales bajas, pero que debilita el rendimiento para identifi-
cacio´n del modelo [6].
Asimismo, se han usado te´cnicas computacionalmente poco viables como la validacio´n cru-
zada. Se considera poco viable debido a que toma dos grupos diferentes de datos, uno de
entrenamiento y otro de prueba. Esto sugiere que los datos de prueba son descartados en la
fase de entrenamiento, lo que conlleva a obtener distintas topolog´ıas del modelo segu´n los
grupos de datos elegidos para el entrenamiento. Lo que obliga a probar todas las topolog´ıas
para elegir la de mejor rendimiento [7].
Una seleccio´n automa´tica del nu´mero de estados como la propuesta en este trabajo, dispone
de un tratamiento computacional ma´s liviano y ra´pido, permitiendo al algoritmo de aprendi-
zaje, Baum-Welch, conformar los para´metros del modelo oculto de manera precisa y en corto
tiempo[8].
1.1. Planteamiento del Problema
Los rodamientos son un componente meca´nico empleado en ma´quinas rotativas para so-
portar las cargas y reducir la friccio´n. El fallo de dichos rodamientos resulta en el malfun-
cionamiento repentino o la falla catastro´fica de la ma´quina. Las mayores causas del fallo
prematuro de los rodamientos en la ma´quina son des-ensamblaje, desalineacio´n, lubricacio´n
insuficiente, sobre carga, corrosio´n o errores de manufactura. La existencia de incluso los
defectos ma´s pequen˜os en la superficie que hace contacto con dichos rodamientos puede con-
ducir a fallos con el paso del tiempo [9, 10, 11].
La te´cnica de monitoreo de vibraciones se emplea en las industrias para evaluar la salud de
los rodamientos. Los me´todos ma´s comunes usados en el ana´lisis de vibraciones esta´n basados
en diferentes te´cnicas de ana´lisis de sen˜ales. Uno de los me´todos ma´s empleados en esta a´rea
son los modelos ocultos de Markov, un proceso aleatorio que describe de manera aproximada
la caracter´ıstica de cuasi-estacionariedad de las sen˜ales de vibraciones meca´nicas.
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Uno de los para´metros que determina el ajuste adecuado de un modelo oculto de Markov
a una sen˜al de vibraciones es el nu´mero de estados de la cadena de Markov, inmersa en el
modelo. Al respecto, la mayor´ıa de los autores en esta literatura realiza un procedimiento de
ensayo y error para ajustar la cantidad de estados que mejor describe el proceso aleatorio.
En este proyecto, se propone emplear te´cnicas de teor´ıa de la informacio´n con el fin de hacer
una seleccio´n automa´tica del nu´mero de estados en el modelo oculto de Markov que se usa
en los sistemas de identificacio´n de fallas en rodamientos.
1.2. Justificacio´n
La elaboracio´n de este proyecto esta´ cimentada en la optimizacio´n de un modelo dirigido
al a´rea del mantenimiento predictivo. Es preciso remarcar, inicialmente, que el mantenimien-
to predictivo es una de las te´cnicas de manutencio´n de maquinaria con mayor auge en la
actualidad, basando su poder en las metodolog´ıas no destructivas y no invasivas en la opera-
cio´n normal de las ma´quinas [12]. Al realizarse una correcta prediccio´n de las futuras fallas
que pudiese presentar algu´n ı´tem de la ma´quina estudiada, se estar´ıa en la capacidad moni-
torear y ejecutar las labores de mantenimiento sin causar dan˜os que afecten la vida u´til de
la ma´quina, ni mucho menos causar un paro en la operacio´n de la planta a la que pertenezca
la misma [13].
Las vibraciones, como parte inherente de cualquier ente meca´nico que se encuentre en fun-
cionamiento, son consideradas el mejor medio para la ejecucio´n de un estudio temporal o
espectral de sus cambios, para as´ı medir la ubicacio´n y el tipo de dan˜o que pudiere sufrir una
ma´quina.
Posa´ndose particularmente en los rodamientos que componen la ma´quina como eje central
de este proyecto, la disyuntiva yace en que, a partir del ana´lisis de vibraciones, se lograse una
clasificacio´n tangencial y precisa del tipo de dan˜o que dicho ı´tem esta´ en camino de sufrir.
En el pasado, se ha adoptado el modelo oculto de Markov (HMM) como una herramienta ro-
busta para la clasificacio´n de sen˜ales vibratorias, inmiscuyendo en e´l un algoritmo (algoritmo
de Baum-Welch) que permita entrenar y reconstruir los para´metros que describen la cadena
propia del modelo. Mientras muchos autores au´n intentan alcanzar el nu´mero de estados que
constituyen la cadena a ensayo y error, una seleccio´n automa´tica de estados aportar´ıa direc-
tamente a la velocidad y veracidad de la informacio´n reconstruida, al reducir la cantidad de
modelos entrenados y aumentar la probabilidad de identificacio´n de sen˜ales en evaluacio´n.
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1.3. Objetivos
1.3.1. General
Desarrollar una metodolog´ıa basada en el ana´lisis de sen˜ales de vibraciones meca´nicas
para la identificacio´n automa´tica de fallas en rodamientos de ma´quinas rotativas, empleando
modelos ocultos de Markov con seleccio´n automa´tica del nu´mero de estados.
1.3.2. Especificos
Implementar un esquema de extraccio´n de caracter´ısticas sobre las sen˜ales de vibracio-
nes meca´nicas, que tenga en cuenta las caracter´ısticas de cuasi-estacionariedad de la
sen˜al.
Desarrollar una metodolog´ıa para la estimacio´n de los para´metros de un modelo oculto
de Markov continuo que incorpore la seleccio´n automa´tica del nu´mero de estados.
Validar el desempen˜o de la metodolog´ıa desarrollada en te´rminos de la precisio´n de un
sistema de clasificacio´n basado en modelos ocultos de Markov.
1.4. Estado del arte
Tal y como se indica en [8], los modelos ocultos de Markov han sido usados desde los
an˜os 60’s como una herramienta robusta en la clasificacio´n automa´tica de patrones. Aunque
muchos autores han basado mayormente su potencial en el reconocimiento de voz [14], nue-
vos direccionamientos han llevado a esta te´cnica probabil´ıstica a tomar nuevos rumbos de
investigacio´n, como lo son la biolog´ıa [15] y el ana´lisis de vibraciones en ma´quinaria [16].
Aunque se encuentran tres problemas principales asociados a todo modelo oculto de Markov,
problema de evaluacio´n, de decodificacio´n y de aprendizaje; es este u´ltimo quien presenta un
mayor desaf´ıo a la hora de clasificar patrones [5]. Ya que es aqu´ı donde, a partir de la sen˜ales
de entrada (observaciones), se logra construir un conjunto de para´metros que describen el
modelo oculto de dichas sen˜ales.
La seleccio´n correcta del nu´mero de estados correspondientes al modelo oculto ha sido una
gran disyuntiva para una reconstruccio´n veraz de los para´metros. Inicialmente, se emplearon
me´todos emp´ıricos para seleccio´n de estados. Me´todos tales como el ensayo y error.
Diferente a este, en [7], se presenta la validacio´n cruzada (CV) como un me´todo probabil´ısti-
co basado en la evualuacio´n de cada paso del sistema, eligiendo finalmente la iteracio´n con
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mejor rendimiento. Los datos de entrada al modelo, u observables, son divididos en dos gru-
pos: datos de entrenamiento y datos de prueba. U´nicamente los datos de entrenamiento son
tenidos en cuenta para la generacio´n de modelos, mientras que los datos de prueba se usan
para evaluar el modelo entrenado previamente.
Por otro lado, en [17], presentan una estimacio´n del nu´mero de estados a partir de los pun-
tos cr´ıticos de secuencias temporales, donde crean un entrenamiento de ma´quina en el cual
evalu´an el valor de la mediana segu´n los estados estimados a partir de cada secuencia de
entrenamiento y sus puntos cr´ıticos. Su desempen˜o es puesto en comparacio´n frente al BIC,
o criterio de inferencia bayesiana, en donde estima para´metros del modelo oculto de menor
aproximacio´n a los reales y con una variacio´n marcada entre puntos.
El me´todo de poda (Prunning), ilustrado en [8], enfrenta nuevamente al cr´ıterio de infe-
rencia bayesiana (BIC), pero esta vez contra el cr´ıterio de mı´nima longitud de descripcio´n
de mezcla (MMDL). Los resultados obtenidos muestran una notable similitud entre ambos
me´todos, al mostrar la misma estructura del modelo oculto. Los autores de [8] recalcan una
notoria ventaja de MMDL frente al BIC a la hora de procesar datos con un mayor grado de
dif´ıcultad.
1.5. Alcance
Este trabajo busca desarrollar una metodolog´ıa para determinar automa´ticamente el
nu´mero de estados que describe la topolog´ıa de distintos modelos oculto de Markov, im-
plementando el me´todo de poda o prunning. La metodolog´ıa es puesta en pra´ctica a partir
de una base de datos de sen˜ales de vibracio´n en rodamientos, tanto en fallo como en estado
normal, de ma´quinas rotativas. La base de datos pertence al Bearing Data Center de Case
Western Reserve University [1].
Una vez obtenido el nu´mero de estados, se entrena un HMM para cada tipo de sen˜al de
vibracio´n. Asimismo, se evalu´a cada uno de los modelos frente a algunas muestras de sen˜ales
de vibracio´n de cada tipo (tanto falla como normal) para lograr la clasificacio´n de las mismas.
1.6. Estructura del trabajo de grado
El trabajo de grado esta´ organizado de la siguiente forma: en el Cap´ıtulo 2 se presenta
la metodolog´ıa usada para la extraccio´n de caracter´ısticas de las sen˜ales de vibracio´n. Adi-
cionalmente, se presenta la herramienta denominada HMM o modelos ocultos de Markov, y
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sus tres problemas asociados. Se detalla el algoritmo que desarrolla el me´todo de prunning o
poda. En el Cap´ıtulo 3 se muestra la implementacio´n de la metodolg´ıa desarrollada, sus resu-




A lo largo de este cap´ıtulo se hace un recorrido por las distintas herramientas materiales
y teo´ricas para poder desarrollar la metodolog´ıa de seleccio´n automa´tica de estados.
Inicialmente, en la seccio´n 2.1, se obtienen las sen˜ales de vibraciones meca´nicas de rodamien-
tos, usadas como medio para la identificacio´n automa´tica de fallas en ma´quinas rotativas.
Se desarrolla un procedimiento para lograr la extraccio´n de caracter´ıticas de la sen˜al de vi-
bracio´n meca´nica en la seccio´n 2.2. Posteriormente, se plantea la te´cnica de clasificacio´n de
patrones y sus problemas asociados en la seccio´n 2.3. Adema´s, se ilustra el algoritmo que
desarrolla la metodolog´ıa de seleccio´n automa´tica de estados, junto con cada uno de sus pro-
cesos asociados en la seccio´n 2.4.
Este trabajo busca clasificar automa´ticamente elementos en falla de ma´quinas rotativas, a
partir de sen˜ales de vibraciones meca´nicas presente en la base de datos del Bearing Data Cen-
ter de Case Western Reserve University disponible en [1]. La clasificacio´n es implementada a
paritr de un toolbox con funciones de Matlab desarrollado por Kevin Murphy en el departa-
mento de ciencias de la computacio´n en The University of British Columbia disponible en [18].
2.1. Base de datos de vibraciones
A lo largo de esta seccio´n, se hace una descripcio´n del origen y el contenido de la base
de datos que contienen las sen˜ales de vibracio´n, y algunas herramientas para su tratamien-
to. Adema´s, se muestran caracter´ısticas tanto de la sen˜ales como de los elementos de donde
fueron medidas.
Se descarga la base de datos que contiene las sen˜ales de vibracio´n de la pa´gina web del Bearing
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Data Center de Case Western Reserve University, detallada en [1]. La base de datos contiene
dos carpetas, una que contiene las sen˜ales de vibracio´n y otra que almacena funciones para el
software Matlab R©. Funciones que permiten, por ejemplo, la divisio´n de la sen˜ales en tramos
y el calculo de los coeficientes ceptrales en la frecuencia Mel de las mismas.
Las sen˜ales de vibracio´n fueron documentadas a partir de pruebas realizadas sobre un motor
ele´ctrico de 2 Hp, por la entidad ya mencionada. Dichas sen˜ales fueron obtenidas, inicialmen-
te, mediante la ubicacio´n de un dinamo´metro y un sensor de torque meca´nico, en locaciones
cercanas y distantes del rodamiento.
El estudio considera dos estados del rodamiento: normal y en falla. Las fallas fueron induci-
das mediante un me´todo denominado EDM o mecanizado por electro-descarga. Las sen˜ales
consideradas durante este trabajo son aquellas que se presentaron en elementos con fallas de
0,007 y 0.021 pulgadas de dia´metro, y 0.011024 pulgadas de profundidad, en partes del roda-
miento como el anillo interior (InnerRace) y las balineras (Ball) [19]. Esta partes se muestran
en la figura 2.1.
Las especificaciones de los rodamientos usados son las siguientes:
A´ngulo de contacto igual cero.
Nu´mero de balineras: 9.
Dia´metro de cada balinera: 0.3126 pulgadas.
Dia´metro de paso: 1.537 pulgadas.
Cada tipo de sen˜al, ya sea en estado normal o en falla, contiene 4 muestras distintas. Las
categor´ıas de todas las sen˜ales se relacionan en la tabla 2.1.
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Figura 2.1: Partes de un rodamiento.
Tabla 2.1: Categor´ıas de sen˜ales de vibracio´n.
Categor´ıas
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2.2. Coeficientes Ceptrales en la Frecuencia Mel (MFCC)
En esta seccio´n, se hace un revisio´n de la metodolog´ıa para extraer las caracter´ısticas de
una sen˜al usando MFCC.
Los coeficientes ceptrales en la frecuencia Mel son definidos como una representacio´n no
lineal del sonido, basada en la precepcio´n del o´ıdo humano. Estos coeficientes son usados
generalmente en el reconocimiento del habla, pero su campo de intervencio´n se extiende a lo
largo de la extraccio´n de caracter´ısticas de sen˜ales [20]. Permiten reducir el taman˜o de las
mismas, eliminando sen˜ales de ruido que interfieren para el procesamiento y extrayendo las
caracter´ısticas ma´s importantes. Esto se logra mediante la aplicacio´n de un banco de filtros
correspondientes a la escala de Mel [3].
El procedimiento para encotrar los coeficientes ceptrales en la frecuencia Mel (MFCC) que
definan una sen˜al son los siguientes [21]:
1. Etapa Previa: Se hace una divisio´n de la sen˜al en tramos.
2. Transformada Discreta de Fourier (TDF): Se aplica la TDF a cada uno de los
tramos, para convertirlos del dominio del tiempo al de la frecuencia.
3. Potencia Espectral: Se obtiene la potencia espectral de cada tramo una vez trans-
formado al dominio de la frecuencia.
4. Banco de Filtros: A cada espectro obtenido anteriormente, se le aplica el banco de
filtros en la escala de Mel. Se hace una sumatoria del logaritmo de la energ´ıa a la salida
de cada filtro.
5. Transformada Discreta del Coseno (TDC): Al aplicar la TDC al logaritmo, se
obtienen finalmente los coeficientes ceptrales de la sen˜al.
El procedimiento anteriormente descrito se implementa mediante un algoritmo desarrollo
en el software Matlab R©. Dicho algoritmo incorpora funciones que fueron anteriormente ob-
tenidas en la base de datos especificada en la seccio´n 2.1.
Primero, se usa una funcio´n de ventaneo o hamming para llevar acabo la etapa previa. Dicha
funcio´n permite obtener una matriz de para´metros de la sen˜al dividida en tramos sobrepues-
tos, donde cada fila equivale a un tramo de sen˜al.
Posteriormente, para implementar los pasos 2, 3, 4 y 5 del procemiento para encontrar los
MFCC de las sen˜ales de vibracio´n, se hace uso de una funcio´n que permite obtener 12 coe-
ficientes ceptrales a partir de una sen˜al de entrada. Dichos coeficientes son calculados para
cada uno de los tramos de sen˜al, para todas las muestras y categor´ıas de sen˜al de vibracio´n.
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2.3. Modelos Ocultos de Markov (HMM)
Los modelos ocultos de Markov son procesos estoca´sticos dobles, que involucran tanto un
proceso observable como uno no observable [22]. Su caracter´ıstica de oculto o no observable
corresponde a que la secuencia de estados recorrida para generar uno s´ımbolos de salidas no
se puede observar, pero su salida en cada estado s´ı [19].
Los HMMs son una herramienta robusta en la clasificacio´n de patrones, frecuentemente usada
con sen˜ales con caracter´ısticas de cuasi-estacionareidad y poca repetitividad. [3]
El proceso observable del modelo esta´ estructurado sobre sus s´ımbolos de salida
O = O1, O2, ...., OT , mientras que su proceso oculto se estructura mediante el conjunto finito
de estados Q = Q1, Q2, ...., QT , con k nu´mero de estados.
Cada modelo oculto puede ser descrito mediante una qu´ıntupla λ = {Q, V,A,B,pi} confor-
mada por:
S´ımbolos de observacio´n V = {v1, v2, ...., vm}.
Matriz de probabilidad de transicio´n A = {aij}, donde aij es la probabilidad de pasar
del estado si al estado sj.
Matriz de probablidad de emisio´n B = {b(vj|si)},donde b(vj|si) es la probabilidad de
emitir el s´ımbolo vj posado en el estado si.
Esta matriz B viene definida para modelos discretos. Para modelos continuos, la pro-
babilidad de emisio´n viene representada a partir de distribuciones normales o mezclas
de ellas.
En el caso de las sen˜ales de vibracio´n, el modelo estudiado es un modelo continuo uni-
variado. La probabilidad de emisio´n se considera a partir de sus coeficientes de peso
C1, ...., Ck, adema´s de considerar sus medias µ y su matriz de covarianza σ.
Vector de probabilidad del estado inicial pi = {pi(si)}.




aij = 1 (2.1)
m∑
j=1
b(vj|si) = 1 (2.2)
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k∑
i=1
pi(si) = 1 (2.3)
Cada HMM trae asociado consigo tres problemas principales:
1. Problema de Evaluacio´n: Dado un grupo de para´metros λ, ¿cua´l es la probabilidad
de obtener un secuencia se observaciones O en espec´ıfico?
Este problema se resuelve mediante el algortimo de avance-retroceso [14].
2. Problema de Decodificacio´n: Dados un grupo de para´metros λ y una secuencia de
observaciones O en espec´ıfico, ¿cua´l es la secuencia de estados Q ma´s probable que
pudo haber generado las observaciones O ?
Este problema se resuelve mediante el algoritmo de Viterbi [14].
3. Problema de Aprendizaje: Dada una o varias secuencia de observaciones O en
espec´ıfico, ¿cua´l es el conjunto de para´metros λ que mejor describe el modelo?
Este problema se resuelve mediante el algoritmo Baum-Welch [14, 20].
Es en este u´ltimo problema, y en su solucio´n, que se basa este trabajo. Por lo tanto, se
busca implementar un algoritmo que permita estimar los para´metros λ de cualquier HMM a
partir de una secuencia de observaciones O. Las herramientas que componen dicho algoritmo
son obtenidas en una caja de herramientas o toolbox en formato para el software Matlab R©,
desarrollado por Kevin Murphy en el departamento de ciencias de la computacio´n en The
University of British Columbia, referenciado en la pa´gina web que se muestra en [18].
Dicho toolbox contiene funciones que permite dar solucio´n a cada uno de los problemas
propios de un HMM, tanto para modelos discretos como continuos.
2.3.1. Algoritmo de avance-retroceso
El algoritmo de avance-retroceso es un prodecimiento de programacio´n dina´mica, que per-
mite el ca´lculo de la probabilidad que una secuencia de observaciones O haya sido generada,
dados los para´metros que describen el modelo A, B y pi [14]. La implementacio´n de este
me´todo se hace mediante el uso de una funcio´n presente en el toolbox descargado de [18].
Dicha funcio´n permite estimar el logaritmo de la probabilidad de haber generado un conjunto
de observaciones O, a partir de los para´metros A, B y pi que describe un modelo.
Cabe recalcar que como datos de entrada, esta funcio´n exige tanto el conjunto de observacio-
nes O como unos para´metros inciales λI . Dichos para´metros son generados aleatoriamente,
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pero para esto es obligatorio fijar un nu´mero fijo de estados.
2.3.2. Algoritmo de Baum-Welch
El algoritmo de Baum-Welch es un me´todo iterativo para estimar los para´metros λ que
describen un HMM. Es llamado tambie´n el algoritmo forward-backward, debido a que su
criterio de parada sucede cuando no se logra mejorar la probabilidad haber generado un
conjunto de observaciones O, a partir de un conjunto de para´metros λ futuros, frente a la
probabilidad para un conjunto λ anterior [14].
El algoritmo es iniciado con un conjunto de para´metros generados de forma aleatoria.
La implementacio´n de este me´todo se hace mediante el uso de una funcio´n presente en el
toolbox descargado de [18]. Dicha funcio´n permite estimar los para´metros λ , de un modelo
HMM continuo, ma´s probables, que pudieron haber generado un conjunto de observaciones
O en espec´ıfico.
Cabe recalcar que como datos de entrada, esta funcio´n exige tanto el conjunto de observacio-
nes O como unos para´metros inciales λI . Dichos para´metros son generados aleatoriamente,
pero para esto es obligatorio fijar un nu´mero fijo de estados.
De la correcta eleccio´n de este nu´mero de estados, depende la reconstruccio´n o´ptima de los
para´metros reales que describe los modelo en estudio.
2.4. Me´todo Prunning (Poda)
Tal y como se menciono´ anteriormente en la seccio´n 2.3, el problema de aprendizaje es
quien presenta la mayor aplicabilidad frente a modelos reales de clasificacio´n, pero a su vez
muestra gran dificultad de resolucio´n debido a sus variables asociadas. La topolog´ıa y el
nu´mero de estados del modelo oculto son el objetivo.
Aunque en [8] se proponen usar el me´todo de poda como medio para lograr obtener tanto
topolog´ıa como nu´mero de estados, de modelos con datos sinte´ticos y reales; en este trabajo
se propone utilizar este me´todo u´nicamente como herramienta para determinar automa´tica-
mente el nu´mero de estados que correspondan a un modelo definido por datos reales, como
lo son sen˜ales de vibracio´n en rodamientos, tanto en falla como en condicio´n normal.
El me´todo de prunning o poda consiste en hacer iteraciones en cuenta hacia atra´s, a partir
de un intervalo de estados previamente definido. Se hace una estimacio´n de los para´metros a
partir del nu´mero de estados de la iteracio´n, hasta detener segu´n criterio de convergencia. Se
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computa, segu´n criterio de inferencia Bayesiana (BIC) o de mı´nima longitud de descripcio´n
de mezcla (MMDL), la viabilidad de los estados actuales. Paso a paso, el estado menos pro-
bable es “podado” o eliminado de los para´metros del modelo oculto de Markov que define el
proceso.
Finalmente, se elige el nu´mero de estados que haya alcanzado el mayor valor segu´n el criterio
elegido. Este me´todo se explica mejor en el diagrama de flujo presente en la gra´fica 2.2.
Para lograr un rendimiento o´ptimo del me´todo y una carga computacional baja durante la
ejecucio´n, se recomienda el uso de un intervalo de estados corto [8].
2.4.1. Probabilidad Estacionaria
El vector de probabilidad estacionaria P∞ hace referencia al punto donde la cadena de
Markov inherente a cada HMM se desarrolla de forma indefinida, es decir se encuentra en su
estado estacionario. Cada elemento de este vector corresponde a la ocupacio´n promedio de
cada estado del modelo [8].
El calculo de este vector se lleva a cabo mediante la implementacio´n de la funcio´n, en el
software Matlab R©, que se muestra en la figura2.3. Esta funcio´n se encuentra desarrollada en
[23].
Figura 2.3: Funcio´n para encontrar la probabilidad estacionaria.
donde, pv corresponde al vector de probabilidad estacionaria P∞ y P es la matriz de
transicio´n de estados, anteriormente nombrada A para los modelos oculto de Markov.
2.4.2. Criterio de Inferencia Bayesiana (BIC)
El criterio de inferencia Bayesiana (BIC) es un medio de seleccio´n, donde se encuentra
evidenciado una estimacio´n de para´metros que define un HMM, que o´ptimiza el cr´ıterio. La
eleccio´n se realiza desde una variedad de para´metros, con diferentes topolog´ıas, para entrenar
diferentes HMM [24].




BIC o MMDL 
Establecer  




Modelo inicial aleatorio 





¿  𝒌 ≥ 𝒌𝒎𝒊𝒏 ? 
 
Estimar parámetros del modelo con 
algoritmo Baum-Welch con k estados 
?̂?𝒌 
 
Calcular el valor del criterio elegido y almacenarlo 
𝑩𝑰𝑪𝒌  𝐨 𝑴𝑴𝑫𝑳𝒌  
 
 
Calcular la probabilidad estacionaria 𝑷∞ 
para k estados 
Eliminar el estado menos probable y sus 
elementos correspondientes en A, B y π. 
Se obtiene el modelo reducido ?̅? 
 
 Actualizar datos 
𝝀𝒌−𝟏
𝑰 = ?̅?  ;  𝒌 = 𝒌 − 𝟏 
SI 
Número de estados elegido 
?̂? = 𝒌 → 𝒎𝒂𝒙(𝑩𝑰𝑪𝒌) 
o 
?̂? = 𝒌 → 𝒎𝒂𝒙(𝑴𝑴𝑫𝑳𝒌) 
NO 
FIN 
Figura 2.2: Diagrama flujo me´todo de poda.
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Se define un conjunto de observaciones O con longitud n y dimensionalidad d, usado para
obtener el nu´mero de estados que mejor describe un modelo. Este nu´mero de estados se rige
segu´n el ma´ximo punto encontrado en el vector BIC(k), descrito por la ecuacio´n 2.4. Donde
λ̂k es el conjunto de para´metros que mejor describe un modelo con k estados [8].
El primer te´rmino de la ecuacio´n 2.4, que se define como el logaritmo de la probabilidad
de que un conjunto de observaciones O haya sido generada por un conjunto de para´metros
en espec´ıfico λ̂k, puede ser obtenida implementando el algoritmo en Matlab R©desarrollado en
la seccio´n 2.3.1.
BIC(k) = logp(O|λ̂k)− Nk
2
log(n), (2.4)
donde, logp(O|λ̂k) es el logaritmo de la probabilidad que el conjunto de observaciones O
haya sido generado por un HMM descrito por los para´metros λ̂k. Esta se calcula mediante la
metodolog´ıa desarrollada en la seccio´n 2.3.1.
Se define Nk como el nu´mero de para´metros libres que posee la qu´ıntupla λ̂k. Este se define









NAk = k(k−1) es el nu´mero de para´metros libres de la matriz de probabilidad de transicio´n,
NBk = k ∗d+k ∗d es el nu´mero de para´metros libres de la matriz de probabilidad de emisio´n,
y Npik = k− 1 es el nu´mero de para´metros libres del vector de probabilidad del estado incial.
2.4.3. Criterio de Longitud Mı´nima de Descripcio´n de Mezcla (MMDL)
Aunque se destaca una similitud entre ambos me´todos, BIC y MMDL, este segundo difiere
en que los para´metros estimados por cada uno de los elementos del conjunto O u´nicamente
son evaluados por cada componente y no por todo el conjunto [8].
Al igual que en 2.4.2, el primer te´rmino de la expresio´n 2.6 puede ser obtenido mediante la
metodolog´ıa desarrollada en la seccio´n 2.3.1.
.









donde, p∞(m) es la probabilidad estacionaria para el estado m.
Cap´ıtulo 3
Implementacio´n y validacio´n de
resultados
En este cap´ıtulo se presentan los resultados obtenidos en el me´todo de poda que muestra
en la seccio´n 3.2, para seleccionar automa´ticamente el nu´mero de estados de distintos HMM.
Estos resultados se obtienen a partir de la implementacio´n de dos criterios distintos: BIC y
MMDL.
Una vez elegido alguno de ellos como base de resultados, se implementa una te´cnica de va-
lidacio´n cruzada en la seccio´n 3.3 para evaluar la veracidad de dichos resultados. A esto se
suma el uso de matrices de confusio´n para medir los porcentajes de acierto de cada uno de
los modelos entrenados.
3.1. Extraccio´n de Caracteristicas
Una vez obtenida la base de datos de vibraciones, se procede a extraer las caracter´ısticas
de la sen˜ales. Para esto, se implementa la metodolg´ıa desarrollada en la seccio´n 2.2 a partir
del software Matlab R©. Antes que nada, vale la pena remarcar que ante la simplicidad de las
sen˜ales de la base de datos, se opta por inducir a cada una de ellas una sen˜al de ruido. Dicho
ruido corresponde a una sen˜al generada aletoriamente a partir de coeficientes entregados por
una distribucio´n normal, con media igual a cero y desviacio´n esta´ndar correspondiente al
65 % de la amplitud de la sen˜al original.
En la figura 3.1 se muestra un ejemplo de sen˜al sin ser afectada por el ruido y esta misma
sen˜al de ejemplo con la adicio´n del ruido.
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(a) Sen˜al sin ruido.
(b) Sen˜al con ruido.
Figura 3.1: Sen˜al de ejemplo antes y despue´s de adicionarle ruido.
3.2. Me´todo de Poda
Ya con los coeficientes ceptrales de las sen˜ales, se implementa una metodolog´ıa segu´n el
me´todo de prunning o poda descrito en la seccio´n 2.4. Esta metodolog´ıa es aplicada a cada
uno de los tramos de cada muestra de sen˜al, para cada uno de los tipos de sen˜al, obteniendo
as´ı un nu´mero de estados para cada tramo. De esta manera, se logran 25 resultados por
muestra, que permiten hacer una eleccio´n por mayor´ıa de nu´mero de estados obtenidos. Este
procedimiento se aplica tanto para el criterio de inferencia bayesiana (BIC) como para el
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(a) Normal (b) 7 pulgadas Ball (c) 7 pulgadas InnerRace
(d) 21 pulgadas Ball (e) 21 pulgadas InnerRace
Figura 3.2: Nu´mero de estados discriminados por tipo de sen˜al y tramos de cada muestra
con criterio de inferencia bayesiana (BIC), sin adicio´n de ruido.
critero de longitud mı´nima de descripcio´n de mezcla (MMDL).
Los resultados obtenidos se encuentran categorizados por tipo de sen˜al, tanto de elementos
en fallo como en estado normal. Donde se evidencia el nu´mero de estados versus el nu´mero
de veces que se obtuvo en los 25 tramos de cada muestra de sen˜al. Esto se evidencia en las
figuras 3.2 y 3.3, para criterio BIC y MMDL, respectivamente, para sen˜ales sin adicio´n de
ruido. Tambie´n en 3.4 y 3.5, para criterio BIC y MMDL, respectivamente, para sen˜ales con
adicio´n de ruido.
Para la eleccio´n del nu´mero de estados se opta por obedecer al criterio MMDL. Esto
debido a que se marca una tendencia ma´s definida hacia un nu´mero de estados: 2. Mientras
que para BIC, se observa una variacio´n entre los distintos tipos de sen˜al. Sumado a esto, en
[8], se recalca una superioridad en veracidad del criterio MMDL sobre BIC en el manejo de
datos reales. Adicionalmente, se evidencia en las pruebas, tanto para sen˜ales sin adicio´n de
ruido como para sen˜ales con adicio´n, que el nu´mero de estados que prevalece es 2.
Es por esto que el nu´mero de estados seleccionados automa´ticamente es 2.
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(a) Normal (b) 7 pulgadas Ball (c) 7 pulgadas InnerRace
(d) 21 pulgadas Ball (e) 21 pulgadas InnerRace
Figura 3.3: Nu´mero de estados discriminados por tipo de sen˜al y tramos de cada muestra
con criterio MMDL, sin adicio´n de ruido.
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(a) Normal (b) 7 pulgadas Ball (c) 7 pulgadas InnerRace
(d) 21 pulgadas Ball (e) 21 pulgadas InnerRace
Figura 3.4: Nu´mero de estados discriminados por tipo de sen˜al y tramos de cada muestra
con criterio de inferencia bayesiana (BIC), con adicio´n de ruido.
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(a) Normal (b) 7 pulgadas Ball (c) 7 pulgadas InnerRace
(d) 21 pulgadas Ball (e) 21 pulgadas InnerRace
Figura 3.5: Nu´mero de estados discriminados por tipo de sen˜al y tramos de cada muestra
con criterio MMDL, con adicio´n de ruido.
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3.3. Validacio´n de Resultados
Una vez obtenidos automa´ticamente el nu´mero de estados (2), se procede a validar esta-
disticamente la veracidad de este resultado aplicando la te´cnica de validacio´n cruzada.
Inicialmente, se reorganizan los arreglos de datos compuestos por los tramos de cada muestra
para cada tipo de sen˜al. Es de recordar que cada tipo de sen˜al, ya sea en falla o en estado
normal, tiene asiganado 4 muestras y cada muestra esta´ dividida en 25 tramos. Por lo tanto,
se encuentran arreglos de 100 tramos de sen˜al por cada tipo.
La reorganizacio´n de los arreglos se hace de 10x10, es decir, 10 grupos con 10 tramos de
sen˜al. Esto se repite para cada tipo de sen˜al (Normal, 7 pulgadas Ball, 7 pulgas InnerRace,
21 pulgadas Ball, 21 pulgadas InnerRace).
A partir de este nuevo orden, se dispone a hacer la elecio´n de elementos para entrenamiento
y para prueba. Los elementos de entrenamiento son 90, es decir, 9 de los 10 grupos de cada
tipo de sen˜al. El grupo restante, de 10 elementos, es utilizada para la evaluacio´n del modelo
entrenado.
Este procedimiento de entrenamiento y prueba se realiza 10 veces, garantizando que ambos
grupos cambien de elementos entre iteraciones. La eleccio´n de los grupos se hace mediante
el nombramiento de la columna de la matriz de la ecuacio´n 3.1 por iteracio´n. Es decir, en la
iteracio´n 1, se tiene en cuenta la columna 1 de la matriz. Donde los primeros 9 elementos son
las posiciones que se deben elegir del vector reorganizado para entrenamiento. Mientras que
la de´cima posicio´n es el indicativo de la posicio´n para datos de prueba.

1 2 3 4 5 6 7 8 9 10
2 3 4 5 6 7 8 9 10 1
3 4 5 6 7 8 9 10 1 2
4 5 6 7 8 9 10 1 2 3
5 6 7 8 9 10 1 2 3 4
6 7 8 9 10 1 2 3 4 5
7 8 9 10 1 2 3 4 5 6
8 9 10 1 2 3 4 5 6 7
9 10 1 2 3 4 5 6 7 8
10 1 2 3 4 5 6 7 8 9

(3.1)
Cada una de las 10 iteraciones realizadas generan un porcentaje de acierto. Estos porcen-
tajes de acierto son estudiados estadist´ıcamente a partir de su media y desviacio´n esta´ndar.
El procedimiento anteriormente descrito se realiza para diferentes nu´meros de estados: 2, 3,
4 y 5.
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El entrenamiento de los modelos se hace segu´n la metodolog´ıa descrita en la seccio´n 2.3.2.
El conjunto de observaciones para el entrenamiento son el grupo de 90 tramos elegidos a
partir de la matriz de la ecuacio´n 3.1, para cada una de las iteraciones.
Para la evaluar el modelo entrenado se implementa el algoritmo en Matlab R©desarrollado en
la seccio´n 2.3.1. En este caso, los para´metros λ son los generados a partir del entramiento, y
el grupo de datos de observacio´n son los 10 tramos restantes elegidos a partir de la matriz
de la ecuacio´n 3.1, para cada una de las iteraciones.
Con el fin de lograr un correcta validacio´n de los resultados, y que se logre una correcta cla-
sificacio´n entre elementos en falla y elementos en estado normal, se realizaron las siguientes
cinco pruebas: Normal vs 7 pulgadas Ball, Normal vs 7 pulgadas InnerRace, Normal vs 21
pulgadas Ball, Normal vs 21 pulgadas InnerRace y Normal vs 7 pulgadas Ball vs 7 pulgas
InnerRace vs 21 pulgadas Ball vs 21 pulgadas InnerRace.
Cabe recalcar que el porcentaje de acierto es calculado a partir de una matriz de confusio´n
realizada para cada una de las pruebas. Los aciertos dentro de cada matriz son calculados
as´ı:
Para pruebas que u´nicamente confronten dos tipos de sen˜al, como por ejemplo Normal
vs 7 pulgadas Ball, se entrenan 2 modelos ocultos de Markov: uno de ellos con 90 datos
del grupo de Normal y el otro con 90 datos del grupo de 7 pulgadas Ball. Una vez
entrenados los modelos, se procede a evaluarlos. La evaluacio´n se hace con 20 datos
de observacio´n, 10 del grupo de Normal y 10 del grupo de 7 pulgadas Ball. Se prue-
ba cada una de las observaciones por ambos modelos entrenados, y quien genere una
mayor probabilidad se le asigna la obseracio´n como si hubiese sido generada por sus
para´metros λ. Si la muestra efectivamente corresponde a su categor´ıa, esto corresponde
a un acierto. Por lo tanto, el porcentaje de acierto es calculado a partir del nu´mero
de aciertos obtenidos y el nu´mero total de observaciones, que es 20 en este caso. En la
matriz de la tabla 3.1 se evidencia la matriz de confusio´n de esta prueba, mientras que
en la ecuacio´n 3.2 se muestra como calcular el porcentaje de acierto, donde X1 son el
nu´mero de aciertos para el modelo entrenado con datos Normal y X2 son el nu´mero de
aciertos para el modelo entrenado con datos 7 pulgadas Ball.
Tabla 3.1: Matriz de confusio´n para la prueba Normal vs 7 pulgadas Ball.
Datos de Prueba
Normal 7 pulgadas Ball
Datos de Entrenamiento
Normal X1
7 pulgadas Ball X2
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%Acierto = [(X1 +X2)/20] ∗ 100 (3.2)
Este procedimiento se realiza 10 veces segu´n la matriz de la ecuacio´n 3.1, para los dis-
tintos nu´meros de estados.
Para pruebas que confronten los cinco tipos de sen˜al, como Normal vs 7 pulgadas Ball
vs 7 pulgadas InnerRace vs 21 pulgadas Ball vs 21 pulgadas InnerRace, se entrenan 5
modelos ocultos de Markov: cada uno de ellos con 90 datos del grupo de cada cater-
gor´ıa de sen˜al. Una vez entrenados los modelos, se procede a evaluarlos. La evaluacio´n
se hace con 50 datos de observacio´n, 10 de cada uno de los grupos de cada categor´ıa de
sen˜al. Se prueba cada una de las observaciones por los distintos modelos entrenados, y
quien genere una mayor probabilidad se le asigna la observacio´n como si hubiese sido
generada por sus para´metros λ. Si la muestra efectivamente corresponde a su categor´ıa,
esto corresponde a un acierto. Por lo tanto, el porcentaje de acierto es calculado a
partir del nu´mero de aciertos obtenidos a lo largo de la prueba y el nu´mero total de
observaciones, que es 50 en este caso. En la matriz de la tabla 3.2 se evidencia la matriz
de confusio´n de esta prueba, mientras que en la ecuacio´n 3.3 se muestra como calcular
el porcentaje de acierto, donde X1 son el nu´mero de aciertos para el modelo entrenado
con datos Normal, X2 son el nu´mero de aciertos para el modelo entrenado con datos
7 pulgadas Ball, X3 son el nu´mero de aciertos para el modelo entrenado con datos 7
pulgadas InnerRace, X4 son el nu´mero de aciertos para el modelo entrenado con datos
21 pulgadas Ball y X5 son el nu´mero de aciertos para el modelo entrenado con datos
21 pulgadas InnerRace.
Tabla 3.2: Matriz de confusio´n para la prueba de 5 categor´ıas de sen˜al.
Datos de Prueba
Normal 7 pulgadas Ball 7 pulgadas InnerRace 21pulgadas Ball 21 pulgadas InnerRace
Datos de Entrenamiento
Normal X1
7 pulgadas Ball X2
7 pulgadas InnerRace X3
21 pulgadas Ball X4
21 pulgadas InnerRace X5
%Acierto = [(X1 +X2 +X3 +X4 +X5)/50] ∗ 100 (3.3)
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Este procedimiento se realiza 10 veces segu´n la matriz de la ecuacio´n 3.1, para los dis-
tintos nu´meros de estados.
Los resultados obtenidos para cada una de las pruebas, segu´n el nu´mero de estados esta-
blecido se relacionan a continuacio´n:
Normal vs 7 pulgadas Ball
En la tabla 3.3 se muestran los resultados para esta prueba. All´ı se evidencia la media
y la desviacio´n esta´ndar del porcentaje de acierto segu´n el nu´mero de estados evaluado.
Tabla 3.3: Resultados de la prueba Normal vs 7 pulgadas Ball
Media ± Desviacio´n Esta´ndar
2 estados 70.5 ± 5.5025
3 estados 68.5 ± 9.4428
4 estados 67.0 ± 6.7495
5 estados 70.0 ± 6.6667
Normal vs 7 pulgadas InnerRace
En la tabla 3.4 se muestran los resultados para esta prueba. All´ı se evidencia la media
y la desviacio´n esta´ndar del porcentaje de acierto segu´n el nu´mero de estados evaluado.
Tabla 3.4: Resultados de la prueba Normal vs 7 pulgadas InnerRace
Media ± Desviacio´n Esta´ndar
2 estados 80.5 ± 6.4334
3 estados 77.0 ± 7.5277
4 estados 77.0 ± 10.3280
5 estados 73.0 ± 11.3529
Normal vs 21 pulgadas Ball
En la tabla 3.5 se muestran los resultados para esta prueba. All´ı se evidencia la media
y la desviacio´n esta´ndar del porcentaje de acierto segu´n el nu´mero de estados evaluado.
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Tabla 3.5: Resultados de la prueba Normal vs 21 pulgadas Ball
Media ± Desviacio´n Esta´ndar
2 estados 75.5 ± 7.6194
3 estados 73.5 ± 7.0907
4 estados 69.5 ± 8.3166
5 estados 72.5 ± 8.2496
Normal vs 21 pulgadas InnerRace
En la tabla 3.6 se muestran los resultados para esta prueba. All´ı se evidencia la media
y la desviacio´n esta´ndar del porcentaje de acierto segu´n el nu´mero de estados evaluado.
Tabla 3.6: Resultados de la prueba Normal vs 21 pulgadas InnerRace
Media ± Desviacio´n Esta´ndar
2 estados 93.0 ± 4.8305
3 estados 93.5 ± 4.7434
4 estados 88.5 ± 5.7975
5 estados 89.5 ± 5.9861
Normal vs 7 pulgadas Ball vs 7 pulgadas InnerRace vs 21 pulgadas Ball vs
21 pulgadas InnerRace
En la tabla 3.7 se muestran los resultados para esta prueba. All´ı se evidencia la media
y la desviacio´n esta´ndar del porcentaje de acierto segu´n el nu´mero de estados evaluado.
Tabla 3.7: Resultados de la prueba con 5 categor´ıas de sen˜al.
Media ± Desviacio´n Esta´ndar
2 estados 75.4 ± 3.7771
3 estados 72.8 ± 4.1312
4 estados 72.4 ± 4.9710
5 estados 70.6 ± 2.8363
Como se puede en los resultados anteriormente descritos, en 4 de las 5 pruebas los modelos
ocultos de Markov entrenados con 2 estados son aquellos que presentan una mayor porcentaje
de acierto a la hora de clasificar una sen˜al, ya sea en fallo o en estado normal. De esta manera
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se valida que el nu´mero de estados entregado por el me´todo de poda, segu´n criterio MMDL,




En este trabajo fue posible conformar una metodolog´ıa que permitiera identificar au-
toma´ticamente fallas de rodamientos en ma´quinas rotativas. Esta identificacio´n se llevo´ a
cabo , inicialmente, mediante la extraccio´n de caracter´ısticas de cuasi-estacionareidad, pre-
sentes en sen˜ales de vibraciones meca´nicas generadas por rodamientos, tanto en falla como
en estado normal. Estas caracter´ısticas fueron obtenidas a partir de la aplicacio´n de un banco
de filtros en la frecuencia Mel, dando como resultados los coeficientes ceptrales propios de
las sen˜ales de vibracio´n.
Asimismo, fue posible llevar a cabo una clasificacio´n de los rodamientos, dentro de distintos
tipos de falla y su estado normal. Esta clasificacio´n se llevo´ a cabo mediante la reconstruccio´n
de la topolog´ıa de los para´metros que describen un modelo oculto de Markov, au´n cuando
las sen˜ales usadas como observacio´n, tanto para el entrenamiento como para la evaluacio´n,
conten´ıan un porcentaje considerable de ruido.
La metodolog´ıa de prunning o poda, implementada en conjunto con los modelos ocultos de
Markov muestra una positiva tendencia a obtener automa´ticamente el nu´mero de estados,
que permiten reconstruir de manera o´ptima los para´metros de un modelo real de clasificacio´n,
generando una carga computacional baja a la hora de obtener resultados y claramente una
clasificacio´n veraz de datos reales de un sistema.
Adicionalmente, por medio del me´todo de validacio´n cruzada y las matrices de confusio´n, se
pudo validar estad´ısticamente que el nu´mero de estados obtenidos para entrenar los HMM,
con el fin de clasificar fallas en rodamientos de ma´quinas rotativas, fue en un alto porcentaje
preciso. Esto se puede medir estad´ısticamente a partir de los resultados que se comparan en
la distintas pruebas realizadas en la seccio´n 3.3.
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