Multisensory enhancement, as a facilitation phenomenon, is responsible for superior behavioral performance when an individual is responding to cross-modal versus modality-specific stimuli. However, the event-related potential (ERP) counterparts of behavioral multisensory enhancement are not well known. We recorded ERPs and behavioral data from 14 healthy volunteers with three types of target stimuli (modality-specific, bimodal, and trimodal) to examine the spatio-temporal electrophysiological characteristics of multisensory enhancement by comparing behavioral data with ERPs. We found a strong correlation between P3 latency and behavioral performance in terms of reaction time (RT) (R = 0.98, P <0.001), suggesting that P3 latency constitutes a temporal measure of behavioral multisensory enhancement. In addition, a fast RT and short P3 latency were found when comparing the modality-specifi c visual target with the modality-specifi c auditory and somatosensory targets. Our results indicate that behavioral multisensory enhancement can be identified by the latency and source distribution of the P3 component. These findings may advance our understanding of the neuronal mechanisms of multisensory enhancement.
INTRODUCTION
Information from different sensory inputs and modalities is often perceived simultaneously in daily life. Accordingly, the brain must continuously combine sensory information to construct a coherent percept of the external world [1] .
Multisensory enhancement refers to a facilitation effect by which responses to cross-modal stimuli are superior to those elicited by modality-specifi c stimuli. This phenomenon is typically observed during the detection of bimodal and trimodal targets by the visual, auditory, and somatosensory systems. In behavioral studies, the facilitation effect has been documented in terms of decreased reaction time (RT) during target detection [2] . Concurrently, the underlying mechanisms of multisensory enhancement have been investigated using electrophysiological and functional neuroimaging, including multi-unit neuronal recordings, event-related potentials (ERPs), and functional magnetic resonance imaging (fMRI) [3, 4] . Compared with modalityspecific targets, the detection of cross-modal targets is associated with a higher spiking frequency in the superior colliculus [5, 6] , increased amplitude and earlier peak latency in some ERP components [4, 7] , and in fMRI studies with a more extensive distribution of activation in both sensoryspecific cortices and regions involved in multisensory integration including the superior temporal sulcus and the posterior parietal cortex [3, 8] .
In terms of behavioral evaluation, several primary models have been adopted to evaluate the processing of multisensory enhancement, including the redundant target effect (RTE) [9] , the race model [10] , and the co-activation model. Todd reported that the RT during target detection is faster when the target is accompanied by other sensoryrelevant stimuli [11] . Subsequent studies have produced similar fi ndings, and the multisensory enhancement effect has been suggested to be attributable to the RTE [12] . Furthermore, a faster RT when detecting a cross-modal target in the race model was confi rmed to be not simply a result of probability summation (i.e., not solely due to the summed activity of each modality) [12, 13] . Subsequent studies have proposed a co-activation model [9] , which states that the processing of a target in one modality is infl uenced by the processing of targets in other modalities. Although probability summation does appear to contribute to behavioral multisensory enhancement, the neuronal response interactions between different modalities are clearly important [14] .
Several previous studies have ascribed the multisensory enhancement effect to two general stages of neuronal signal processing: stimulus-driven, bottom-up, early sensory processes [13, [15] [16] [17] and selection-driven, top-down, late cognitive control [18, 19] . Although recent studies have primarily focused on the early sensory processing of multisensory integration, late cognitive processing during cross-modal target detection may also play a crucial role in multisensory enhancement [13, 20, 21] .
Busse et al. reported greater brain activity when a taskirrelevant sound stimulus is accompanied by a visual target during a late perceptual selection stage [20] . In another study, a larger P3 ERP component was elicited during the detection of a bimodal target compared with a modality-specifi c target,
indicating that enhanced awareness processing may be implicated in multisensory enhancement [22] . Furthermore, the P3 component has been reported to reflect updates in working memory [23] . Molholm et al. also reported that a simultaneous visual-auditory stimulus elicits a more positive P2 than the sum of two modality-specific stimuli [13] . Given these fi ndings, the P2 and P3 components may represent an electrophysiological index of perceptual selection processing during multisensory enhancement.
Several studies have reported similar behavioral and ERP results from investigations of cross-modal stimulation with combined visual, auditory, and somatosensory target stimuli [24] [25] [26] [27] . Diederich and Colonius reported differences in RTs when participants responded to modality-specific, bimodal, and trimodal targets combining these three types of stimuli [28] . In that study, the responses to trimodal stimuli were faster than those to bimodal stimuli, while bimodal stimuli elicited faster responses than modality-specific stimuli. In an ERP study of multisensory enhancement, Karns et al. provided evidence for intermodal attentional enhancement by comparing early ERP components elicited by attended and unattended visual, auditory, and tactile stimuli [27] .
The multisensory enhancement effect has been investigated at both the behavioral and the electrophysiological levels in terms of vision, audition, and somatosensation. However, the relationship between behavior and ERPs during multisensory enhancement remains unclear, especially in terms of the late ERP components (such as P3), which are elicited in a welldefi ned manner by target detection [29] .
In a previous study, we explored the dynamic characteristics of multisensory integration using a target detection task, to identify the sensory-specific cognitive processes underlying responses to visual, auditory, and somatosensory targets paired with simultaneous modalityspecific and bimodal background stimuli [30] . In this study, by comparing behavioral data with changes in ERP components (P2 and P3), we examined the temporal and spatial dynamics of neural activation underlying behavioral multisensory enhancement. In addition, we compared the dominance of the visual, auditory, and somatosensory modalities in multisensory processing. 
METHODS

Stimuli
The visual stimuli were adapted from previous studies [13, 31] .
The target visual stimulus (V) was a green, 3-cm-diameter, solid circle displayed for 60 ms at a visual angle of 2.29°. with different tones according to previous studies [13, 31] . The auditory stimuli were presented binaurally via earphones (Stim Audio System; NeuroScan Lab, Charlotte, NC). The target somatosensory stimulus (S) was a high-intensity electrical stimulus with a constant current of 1.5 ± 0.1 mA, presented for 1 ms. The non-target somatosensory stimulus (s) was a low-intensity electrical stimulus with a constant current of 1.0 ± 0.1 mA for 1 ms [32] . The somatosensory stimuli were applied as square-wave pulses on the left index finger via two metal rings. In sum, the difference between target and non-target stimuli was color for visual, frequency for auditory, and intensity for somatosensory.
There were seven different types of non-target stimuli, resulting from a combination of the modality-specific, bimodal, and trimodal stimulus conditions (termed a, s, v, as, av, sv, and asv), and there were seven equivalent types of target stimulus (termed A, S, V, AS, AV, SV, and ASV) (Fig. 1) . Presentation of the stimuli was controlled by software (STIM system; NeuroScan Lab), which aligned the presentation time for each stimulus.
Each participant was seated in a comfortable chair in a dimly-lit room. They were required to pay full attention to the sensory events, which were presented in random order ( The EEG signals were processed using Scan4.3
software from NeuroScan Lab and EEGLAB [34] , and were band-pass filtered between 0.1 and 30 Hz. The EEG epochs were divided into time-windows of 1 200 ms (200 ms pre-stimulus and 1 000 ms post-stimulus). Baseline correction was performed during the pre-stimulus interval.
All epochs contaminated by eye-blinks and eye movements were rejected using automatic artifact rejection processing with Scan4.3. After baseline correction and artifact rejection, all EEG epochs were re-referenced to the double mastoid electrodes. For each participant in each stimulus type, average waveforms were calculated and time-locked to the onset of each event. Average waveforms from single participants were subsequently averaged to acquire grouplevel average waveforms for each stimulus type.
On the average ERP waveforms from each participant, we measured the peak latencies and baseline-to-peak amplitudes of P2 (150-280 ms, at Cz) and P3 (280-600 ms, at Pz) components for all target conditions [35] . Because the P3 component of the ERP was previously defined as an index of neuronal processes related to updating working memory, the P3 peak amplitude and latency from each subject were taken to refl ect a temporal process of neuronal activation during target detection [36] . The P2 wave in the central cortex is considered to refl ect the general neuronal processing that occurs when a simple sensory target is matched with a stored memory representation [37] . For each stimulus type, the scalp topography at the group-level of P2
and P3 components was computed by spline interpolation.
One-way ANOVA was used to compare the peak amplitudes and latencies of P2 and P3 among the seven target conditions. For signifi cant effects, we ran a post hoc analysis using Tukey's correction method to compare the amplitudes and latencies in different target conditions.
Source analyses were performed for all seven target conditions using BESA 5.3 (Brain Electrical Source Analysis software; BESA GmbH, Graefelfing, Germany). We used Classical LORETA Analysis Recursively Applied (CLARA) distributed source analysis to locate the sources of the P3 components, with LORETA mean slow resolution brain electromagnetic tomography [38, 39] .
The singular value decomposition was regularized using a cutoff of 0.01%, and a three-iteration scheme was adopted to execute the CLARA source analysis [38] . The generators of P3 were reconstructed with grand-averaged ERP data using the electrodes common to all subjects, but removing all deviant electrodes. At the same time, all signifi cant regions were identifi ed based on the maximum intensity in the obtained source volumes. Finally, source locations were transformed into normalized Talairach space using a realistic approximation (adult, cr80) model.
Behavioral Performance
RTs between 200 ms and 1 000 ms were considered acceptable for all participants. The difference in RTs in response to different target stimuli (A, S, V, AS, AV, SV, and ASV) was assessed by one-way repeated-measures analysis of variance (ANOVA). If the difference was statistically significant, a post-hoc analysis using Tukey's correction further compared the RTs in the modalityspecifi c, bimodal, and trimodal target conditions.
RT distribution analysis was performed to verify the existence of the RTE. The RT distributions from the trimodal, bimodal, and modality-specific target conditions were divided into 20 quantiles (5% bin for each subject) [12, 25] .
The race model inequality was used to verify violation of the race model [33] . Three bimodal inequalities and one trimodal inequality were built according to the race model inequality, 
RESULTS
Behavioral Results
The RTs in the different target conditions were signifi cantly different (Fig. 2 , Table 1 ). Post hoc comparisons revealed that the RT in response to S was longer than those to other target stimuli except A (all P <0.001), and the RT in response to A was longer than those to V, AV, SV, and ASV (V vs A: P = 0.002; others all P <0.001). Besides, the RT to AS was longer than that to ASV (P = 0.037) ( Table   1 ). These data indicate faster target detection in crossmodal stimulation than in modality-specific stimulation, with the trimodal stimuli being more effective than the bimodal stimuli. These fi ndings are consistent with previous studies [25] .
For the race model test, paired t-tests showed that:
(1) the bimodal auditory-somatosensory (AS) CDF was greater than the sum of the A and S CDFs in three bins (bins 3-5); (2) the AV CDF was greater than the sum of the A and V CDFs in three bins (2) (3) (4) ; (3) the SV CDF was greater than the sum of the S and V CDFs in two bins (3 and 4) ; and (4) the trimodal ASV CDF was greater than the sum of the A+S+V CDFs in four bins (1) (2) (3) (4) (Fig.   3) . Also, the multisensory RT gains in the bimodal and trimodal redundant targets partially exceeded the prediction of the race model (Fig. 3) , resulting in a Miller inequality violation [9] . All those results showed the RT pattern in a co-activation model, demonstrating the multisensory enhancement effect for the bimodal and trimodal redundant targets.
EEG Results
The P2 and P3 latencies were signifi cantly different among the seven target conditions (P2 latency: F = 2.3, P = 0.044; P3 latency: F = 23.3, P <0.001; one-way ANOVA; Table 
1).
Post hoc analyses further revealed a longer P2 latency in response to A than to ASV (P = 0.025). In addition, the P3 latencies in response to S and A were both longer than those to V, AS, AV, SV, and ASV (all P <0.001). Finally, the P3 latency in response to V was longer than that to ASV (P = 0.017), and the P3 latency in response to AS was longer than that to ASV (P = 0.017; Fig. 2 ). 
Source analysis
The imaging results from the source analysis of the P3 component in the seven target conditions are shown in Figure 4 . The activity was determined to arise from four sources in response to the V and A, S and SV, AV and AS, and ASV targets. All these sources were located in the precuneus (parietal lobe), which has been implicated in visuospatial processing, episodic memory, and selfrefl ection [40] . Furthermore, the sources of the responses to visual stimuli were in all four locations, while the sources of the responses to auditory and somatosensory stimuli were only in three of the locations.
Correlation Analysis
Correlation analysis between the behavioral (RT) and ERP results (peak amplitudes and peak latencies of P2 and P3) in all the stimulus conditions revealed a significant correlation only between RT and the P3 latency (R = 0.98, P <0.001; Fig. 5 ). Taken together, these results indicate that among the ERP components, the P3 latency exhibited the strongest correlation with behavioral responses across the seven target conditions.
DISCUSSION
The main goal of the present study was to investigate the relationship between behavioral multisensory enhancement and late ERP components, and to describe the spatiotemporal characteristics of behavioral multisensory enhancement. Our results revealed the multisensory enhancement effect at the behavioral level.
Measurement of Multisensory Enhancement
Although the P2 and P3 latencies elicited during multisensory enhancement were affected by different types of sensory input, only the P3 latency was significantly correlated with the behavioral data. The temporal aspects of behavioral multisensory enhancement in response to different stimuli may be related to the P3 latency. The distributions of P3 latencies in response to the seven target conditions were signifi cantly different among the modalityspecific, bimodal, and trimodal conditions, and between the bimodal and trimodal conditions. Since the P3 latency is considered to be a measure of classification speed for a stimulus [41, 42] , it is likely that it is also correlated with the behavioral data. These behavioral data varied among the seven target conditions only as a result of stimulus-related differences, as a single response button was pressed by each subject in all target conditions when they detected a target stimulus. The significant correlation between the behavioral results and the P3 latency indicated that P3 latency may serve as a temporal measure of the neuronal processing underlying behavioral multisensory enhancement.
Cognitive Resource Allocation and Visual Dominance
In addition to the temporal aspects of behavioral multisensory enhancement, we examined the spatial distribution of P3 sources in the brain among the different target conditions using BESA 5.3, and revealed four source locations (Fig. 4) . The locations of the modality-specific, bimodal, and trimodal P3 sources during multisensory enhancement in this study are consistent with the fi ndings of previous fMRI studies [43] . For instance, responses to the modality-specific stimuli (V, A, and S) had sources close to the posterior precuneus, responses to the bimodal stimuli (SV, AV, and AS) had sources in the middle of the precuneus, and responses to the trimodal stimulus (ASV) had sources in the anterior precuneus [3, 44] . Previous studies have reported that the precuneus is involved in multiple brain functions, including multisensory attention [45] and multisensory-spatial processing [46] . Here, we found the sources of responses to visual stimuli over four locations, while the sources of responses to auditory and somatosensory stimuli were in only three locations. These data suggested that neuronal resources are allocated more extensively when the brain detects visual targets than auditory and somatosensory targets [26, 47, 48] . Our results demonstrated a general visual dominance over touch and audition in terms of the spatial distribution of P3 sources.
