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Abstract
The present work comprises the development and testing of a combined
scanning laser- and widefield polarizing microscope and its application
to research on the properties of two material systems that have received
extensive attention over the past years: the two-dimensional electron-gas
at the LaAlO3/SrTiO3 interface and the metal-insulator transition in the
correlated oxide V2O3.
The microscope combines two imaging modes: a scanning polarizing
microscope achieving a spatial resolution of ∼ 240 nm and a sensitivity for
the orientation of the polarization of 5.0× 10−6 rad/√Hz, and a widefield
polarizing microscope providing a resolution of ∼ 480 nm and a sensitivity
for the orientation of the polarization of 1.0 × 10−4 rad/√Hz. To enable
low-temperature imaging, the sample is mounted on a 4He continuous flow
cryostat providing a temperature range between 4K and 300K. Electro-
magnets are used to apply magnetic fields with variable orientation and a
maximum strength of up to 800mT.
The scanning laser microscope offers an additional imaging mechanism.
By locally perturbing the sample using the focused laser beam, and de-
tecting the beam-induced voltage change across a current-biased sample,
information on the local electric transport properties can be extracted. The
instruments polarization-sensitive detectors enable the imaging of a wide
variety of effects that affect the polarization of light, as for example magneto-
optical effects and birefringence. Altogether, this makes the microscope a
versatile tool that offers the possibility to image magnetic, structural, and
electric features of a sample.
The microscope is applied to investigations on twin walls between fer-
roelastic domains in tetragonal SrTiO3 and their effect on the transport
properties of the two-dimensional electron gas at the interface between
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LaAlO3 and SrTiO3. The influence of twin walls on the electric transport
at the LaAlO3/SrTiO3 interface has been studied using low-temperature
scanning electron microscopy, low-temperature scanning laser microscopy,
and the widefield polarizing microscope. The findings of this study confirm
the presence of twin walls at angles with respect to the crystallographic
axes of the SrTiO3 substrates that match the predictions obtained from
the tiling rules of tetragonal domains. It is further shown that electric
order within the twin walls can be induced by applying an electric field
that exceeds a threshold field of ∼ 1.5 kV/cm.
Furthermore, the low-temperature widefield polarizing microscope was
applied to study the metal-insulator transition in V2O3. Within this study
it was possible to confirm the presence of a phase separation into metallic
and insulating domains at the metal-insulator transition. In addition the mi-
croscope was used to study the electrical breakdown of the insulating phase
of V2O3. It was found that the breakdown occurs through the formation
of metallic filaments and domains. Complementary numerical simulations
confirmed that the metallic filaments are formed by self-reinforced current




Die vorliegende Arbeit behandelt die Entwicklung und Inbetriebnahme
eines kombinierten Rasterlaser-Polarisations- und Weitfeld-Polarisations-
mikroskops, sowie dessen Anwendung zur Untersuchung der Eigenschaften
zweier Materialsysteme die im Zentrum aktueller Forschung stehen: das
zweidimensionale Elektronengas an der Grenzfläche zwischen LaAlO3 und
SrTiO3 und der Metall-Isolator Übergang in V2O3.
Das Mikroskop vereinigt zwei Abbildungsverfahren: ein Rasterlaser-
Polarisationsmikroskop das eine räumliche Auflösung von ∼ 240 nm, sowie
eine Empfindlichkeit für die Ausrichtung der Polarisation von 5.0 ×
10−6 rad/
√
Hz erreicht und ein Weitfeld-Polarisationsmikroskop mit einer
räumlichen Auflösung von ∼ 480 nm und einer Polarisationsempfindlichkeit
von 1.0 × 10−4 rad/√Hz. Um Abbildungen bei tiefen Temperaturen zu
ermöglichen befindet sich die Probe in einem 4He-Durchfluss-Kryostaten,
der es erlaubt die Probentemperatur zwischen 4K und 300K zu variieren.
Mithilfe von Elektromagneten können Magnetfelder mit wählbarer Richtung
und einer Feldstärke von bis zu 800mT an der Probe angelegt werden.
Das Rasterlaser-Mikroskop bietet einen weiteren Abbildungsmechanismus.
Durch lokale Beeinflussung der Probe mit dem fokussierten Laserstrahl ist es
möglich, Informationen über die lokalen elektrischen Transporteigenschaften
zu gewinnen, indem man die strahlinduzierte Spannungsänderung über einer,
mit einem konstanten Strom beaufschlagten, Probe misst. Die polarisa-
tionsempfindlichen Detektoren des Mikroskops bieten die Möglichkeit eine
breite Palette an Effekten, welche die Polarisation beeinflussen, abzubilden.
Beispiele hierfür sind magnetooptische Effekte und Doppelbrechung. Ins-
gesamt macht dies das Mikroskop zu einem vielseitigen Werkzeug, das die
Abbildung von magnetischen, strukturellen und elektrischen Eigenschaften
einer Probe ermöglicht.
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Das Mikroskop wurde zur Untersuchung von Domänenwänden zwischen
ferroelastischen Domänen in der tetragonalen Phase von SrTiO3 und deren
Einfluss auf die elektrischen Transporteigenschaften des zweidimensionalen
Elektronengases an der Grenzfläche zwischen LaAlO3 und SrTiO3 einge-
setzt. Die Untersuchung der Beeinflussung des elektrischen Transports an
der LaAlO3/SrTiO3-Grenzfläche erfolgte mittels Tieftemperatur-Raster-
elektronenmikroskopie, Tieftemperatur-Rasterlasermikroskopie und dem
Weitfeld-Polarisationsmikroskop. Die Ergebnisse dieser Studie bestätigten
das Auftreten von Domänenwänden unter Winkeln bezüglich der kristallo-
graphischen Achsen des SrTiO3-Substrates, die mit den Voraussagen für
tetragonale Domänen übereinstimmen. Des Weiteren wurde gezeigt, dass
durch Anlegen eines elektrischen Feldes, welches einen Schwellwert von
∼ 1, 5 kV/cm übersteigt, elektrische Ordnung innerhalb der Domänenwände
erzeugt werden kann.
Darüber hinaus wurde das Tieftemperatur-Weitfeld-Polarisationsmikro-
skop eingesetzt, um den Metall-Isolator-Übergang in V2O3 zu untersuchen.
Diese Studie bestätigte das Auftreten einer Phasentrennung in metallische
und isolierende Domänen am Metall-Isolator-Übergang. Zudem wurde
der elektrische Durchbruch in der isolierenden Phase von V2O3 mit dem
Mikroskop untersucht. Es zeigte sich, dass der Durchbruch durch Bil-
dung elektrisch leitender Filamente und Domänen auftritt. Ergänzende
numerische Simulationen zeigten, dass sich die metallischen Filamente durch
selbstverstärkte Strombündelung, aufgrund von Jouleschem Heizen und dem
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As silicon-based electronics is approaching its physical limits, the exploration
of alternative approaches towards data processing incorporating additional
functionalities is of broad and current interest in the condensed-matter
physics community. Functional oxides, exhibiting effects like ferromagnetism,
ferroelasticity, ferroelectricity, multiferroicity, superconductivity, and metal-
insulator transitions, are promising candidates in this regard, as domains
of the respective order parameters could be used to store and retrieve
data. The coupling of multiple order parameters could enable devices, like
ultra-fast transistors and non-volatile memories that go beyond binary logic.
Knowledge about the spatial variation of correlations and emergent real-
space patterns such as domains plays a key role in acquiring a fundamental
understanding of the properties and functional characteristics of these
materials, which underlines the importance of techniques that give access
to the materials configuration at the micro- or nanoscale. Of particular
interest is the response of these materials to external stimuli, as for example
changes in magnetic field, electric field, temperature, or current through a
device, revealing the functional characteristics that could be employed to
implement novel devices.
Dedicated imaging techniques achieving excellent spatial resolution, as
for example scanning SQUID microscopy, scanning single electron transistor
microscopy, or piezoresponse force microscopy, have been developed that
exhibit magnificent sensitivity to magnetic flux, electric charge, and ferro-
electric order, respectively. Although operating at a lower spatial resolution,
optical microscopy is of special significance in this context, as all of the
above mentioned effects influence light-matter interaction. Consequently,
optical microscopy is a versatile tool that is sensitive to a wide variety of
effects. It is relatively non-invasive and immune to strong magnetic and
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electric fields. Operating in the far field regime enables a good thermal
decoupling of microscope and sample and offers the possibility to image a
sample over a wide temperature range with sub-µm resolution.
The present work comprises the development of a high-resolution com-
bined scanning laser- and widefield polarizing microscope that allows imag-
ing of ferromagnetic, ferroelastic and ferroelectric domains, electric transport
properties, and the sample’s optical reflectivity. It offers the possibility to
investigate samples in a temperature range from 4K to 300K and in mag-
netic fields up to 800mT. Electrical connections allow for the application of
electric current or voltage to the sample in order to perform electric trans-
port measurements in-situ with optical imaging. The microscope is applied
to investigations on two material systems that are in the focus of recent
research: The first is twin walls between ferroelastic domains that form in
the tetragonal phase of SrTiO3 and their influence on the two-dimensional
electron gas at the interface between the insulators LaAlO3 and SrTiO3.
The second is the phase separation at the metal-insulator transition and the
electrically driven insulator-metal transition in the correlated oxide V2O3.
This thesis is divided into six chapters. The second chapter gives a brief
introduction to light-matter interaction with a focus on polarized light
optics and discusses birefringence/bireflectance, magneto-optical effects,
and the representation of polarization optics within the Jones calculus.
The third chapter describes the design of the polarizing microscope,
discusses its performance and gives two examples demonstrating magneto-
optical imaging of magnetic domains in barium hexaferrite and imaging
of magnetic flux structures in a superconducting niobium film using a
magneto-optical indicator film.
Imaging of twin walls between ferroelastic domains in SrTiO3 by low-
temperature scanning electron microscopy and polarized light microscopy
is addressed in chapter 4. Due to their polarity, twin walls influence the
two-dimensional electron gas at the interface of LaAlO3 and SrTiO3. By
application of an electric field beyond a threshold of 1.5 kV/cm, twin walls
can be created and an electric order of the dipole moments within a twin
wall can be induced.
Chapter 5 examines the metal-insulator transition in V2O3. Optical
imaging of the phase separation at the metal-insulator transition and the
electrically driven insulator-metal transition is demonstrated. A comprehen-
sive study of the breakdown of the insulating phase under the application
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of electric current is given. Complementary numerical simulations confirm
that the breakdown of the insulating phase is driven by Joule heating.





This chapter gives a brief introduction to light-matter interaction with a fo-
cus on polarized light optics. It begins with a discussion of wave propagation
in anisotropic media (Sec. 2.1) and the reflection and refraction at interfaces
(Sec. 2.2). Following this, optical effects that influence the polarization
of light in transmission and reflection are addressed: birefringence and
bireflectance in Sec. 2.3, the magneto-optical Kerr effect and the Faraday
effect in Sec. 2.4. Polarization optics and their description within the Jones
calculus are presented in Sec. 2.5.
2.1 Optics of anisotropic media
2.1.1 The dielectric tensor
In isotropic media the displacement vector D is related to the electric field
E by
D = r0E (2.1)
with the frequency dependent dielectric constant r that describes the
response of the material to electric fields, and the vacuum permittivity 0.
Note that, for isotropic media, D and E are parallel. This is not necessarily
the case in anisotropic media. Here, the relation of D and E is expressed
by the dielectric tensor r, and is given by
D = 0rE = 0





The dielectric tensor can be diagonalized by choosing an appropriate basis,
the principal axes of the medium, and Eq. (2.2) can be written as
D = 0
x 0 00 y 0
0 0 z
E (2.3)
with the so-called principal dielectric constants x, y, and z.
2.1.2 Wave propagation in anisotropic media
A plane wave propagating through an anisotropic medium can be described
by
D = D0ei(ωt−k·r) (2.4)
with wave vector k, phase velocity for a given wave vector direction in the
medium c = ω/|k| and a polarization that is defined by the vector D0.
Classical electrodynamics is described by the Maxwell equations
∇ ·D = ρ (2.5)
∇ ·B = 0 (2.6)
∇×E = −∂tB (2.7)
∇×H = j + ∂tD , (2.8)
with the magnetic flux density B, the magnetic field intensity H, charge
density ρ, current density j and the partial derivative with respect to time
∂t. Evaluating the curl of Eq. (2.7), and inserting Eq. (2.8), under the
assumption that free charges (ρ = 0) and currents (j = 0) are absent, gives





which can be rewritten using the vector identity ∇×(∇×E) = ∇ (∇ ·E)−
∇2E to
∇2E −∇ (∇ ·E) = µ00r∂2tE . (2.10)
In the principal basis, the dielectric tensor is diagonal and it is possible to
write the three components of this equation for m ∈ {x, y, z} as
∂2xEm+∂2yEm+∂2zEm−∂m (∂xEx + ∂yEy + ∂zEz) = 0µ0m∂2tEm , (2.11)
6
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while the components of the plane wave (Eq. (2.4)) are given by
Dm = D0mei(ωt−(kxx+kyy+kzz)) (2.12)
with the three components of the wave vector kx, ky, and kz. Inserting this












= 0µ0ω2Dm . (2.13)
This can be further simplified using the relations 0µ0 = 1/c20 and (k2x +
k2y + k2z) = |k|2, where c0 is the vacuum speed of light, and the principal
phase velocities cm = c0/1/2m of the medium:
Dm = − km0c0
2
|k|2 (c2 − c2m)














= 0 . (2.16)
With the principal refractive indices nm = 1/2m and the refractive index
















= 0 . (2.17)
Equation (2.17) is known as Fresnel’s equation and is quadratic in n. Gen-
erally, solving this equation for the refractive index n of a plane wave
propagating along k yields two solutions n1, n2. These two solutions corre-
spond to two polarizations D01 and D02 of the wave with phase velocities
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(2.16)= 0 . (2.20)
An effect that is known as birefringence. The two solutions n1 and n2
become equal for certain directions of the wave vector. These directions are
called the optic axes. Here, a distinction is made between the optic axis
denoting the crystal direction in which no birefringence is observed and the
optical axis denoting the propagation direction of light through an optical
system.
2.2 Reflection and refraction on interfaces
The amplitudes of a plane electromagnetic wave, that is partially reflected
and partially refracted at an interface between two optical media, underly
boundary conditions that can be obtained from Maxwell’s equations. These
boundary conditions are given by
n12 · (D2 −D1) = ρ (2.21a)
n12 × (E2 −E1) = 0 (2.21b)
n12 · (B2 −B1) = 0 (2.21c)
n12 × (H2 −H1) = j , (2.21d)
where the subscripts indicate medium 1 and 2 and n12 is the surface normal
of the interface. Under the assumption, that is reasonable for dielectrics,
that free surface charges (ρ = 0) and surface currents (j = 0) are absent,
Eq. (2.21a) and (2.21c) describe the conservation of the components D⊥
and B⊥ that are perpendicular to the interface and Eq. (2.21b) and (2.21d)
describe the conservation of the components E‖ and H‖ that are parallel to
8
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the interface. In the case of isotropic media, where D and E are parallel,
the boundary conditions reduce to
1E1⊥ = 2E2⊥ (2.22a)
E1‖ = E2‖ (2.22b)







Note, that at optical frequencies, the magnetic permeability is µ = 1 for
most materials.
The reflection and transmission coefficients can be found using these
boundary conditions, the law of reflection θi = θr and Snell’s law of refraction
nisinθi = ntsinθt. However, they depend on the polarization of the incident
light. Considering three plane electromagnetic waves, that represent the
incident (i), reflected (r) and transmitted (t) wave and which are described
by
Em = E0meikm·x−iωt, Bm = nm
km ×Em
|km| m ∈ {i, r, t} , (2.23)
a distinction is made between light that is polarized perpendicular to the
plane of incidence (s-polarized) and light that is polarized parallel to the
plane of incidence (p-polarized). In the following only the amplitudes of
the waves are considered. For s-polarized light E is perpendicular to the
plane of incidence and thus the component parallel to the interface is given
by Em‖ = |E0m| = E0m, while the component of B that is parallel to the
interface is given by Bm‖ = |B0m|cosθm = nmE0mcosθm. Using Eq. (2.22b)














Similarly, the Fresnel coefficients for p-polarized light can be derived using
Eq. (2.22a), (2.22b), and (2.22d) and the components of the electric field
9
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Deriving the Fresnel coefficients of reflection and transmission at the inter-
face between an isotropic and an anisotropic medium or two anisotropic
media is much more complicated, because D and E are now related by the
dielectric tensor and no longer collinear. The Fresnel coefficients depend
on the orientation of the polarization relative to the interface and the
orientation of the principal axes of the crystal relative to the propagation
direction of the light.
2.3 Birefringence and bireflectance
As has been deduced in Sec. 2.1.2, the index of refraction in optically
anisotropic media depends on the orientation of the polarization. This
is referred to as birefringence. The refractive index as a function of the









= 1 . (2.28)
Birefringent materials are classified as uniaxial, if two of the principal
refractive indices are equal, for example nx = ny 6= nz. In this case, light
that is polarized perpendicular to the z-axis experiences the same refractive
index, called the ordinary refractive index no, regardless of the orientation
of the polarization in the xy-plane. The z-axis is called the optic axis of
the material. On the other hand, light that is polarized along the optic axis
experiences a different refractive index, called extraordinary refractive index
ne. Light propagating in an arbitrary direction, with arbitrary polarization,
can be decomposed into a part that is linearly polarized perpendicular to the
optic axis, called the ordinary ray, and a part that has a component along
the optic axis, called the extraordinary ray. The difference ∆n = ne − no
between the refractive indices quantifies the birefringence. If ∆n > 0, the
crystal is classified as positive uniaxial, otherwise it is negative uniaxial.
10
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Refraction at the interface to a birefringence material has to be considered
separately for the ordinary and extraordinary ray. While Snell’s law applies
to the ordinary ray
sinθi = nosinθt , (2.29)
it has to be modified by a refractive index that depends on the angle θ
between the wave vector and the optic axis
sinθi = ne (θ) sinθt (2.30)
for the extraordinary ray. For non-normal incidence this leads to double
refraction. Additionally, the ordinary and extraordinary ray have different
phase velocities c0/no and c0/ne (θ), which leads to a phase change upon









with the vacuum wavelength λ0. The phase difference introduced by the
crystal, also called retardance, is given by
∆Φ = Φe − Φo = 2pid
λ0
(ne (θ)− no) . (2.33)
For incident light that is linearly polarized at an angle to the ordinary
polarization direction, this leads to a change in its polarization state that
depends on the thickness of the medium. It is possible to realize half-wave
plates, that can be used to rotate the polarization, and quarter wave plates,
that can be used to convert linear to circular polarization, by adjusting the
thickness of the medium accordingly.
Crystals that have three unequal principal refractive indices nx 6= ny 6= nz
are called biaxial. By convention the principal axes are labeled, so that
nx < ny < nz. Biaxial crystals posses two optic axes, that lie in the









relative to the z-axis. If α < 45◦ the crystal is classified as positive biaxial,
otherwise it is negative biaxial.
In addition to the retardance observed in transmission, the anisotropic
refractive index in birefringent materials also leads to a reflectivity that
depends on the orientation of the plane of polarization. An effect that is
referred to as bireflectance.
Both birefringence and bireflectance can be used to image ferroelastic
domains. Additionally, since ferroelasticity is a condition for ferroelectricity,
they can also be used to image ferroelectric domains [1].
2.4 Magneto-optical Kerr effect (MOKE) and Faraday
effect
Microscopically, magneto-optical effects are caused by exchange interaction
and spin-orbit coupling [2–6] in magnetic materials and lead to an alteration
of the polarization of light transmitted through or reflected from the material
that depends on the magnetization. Examples are the magneto-optical
Kerr-effect [7, 8], the Faraday effect [9], the Voigt effect and the Cotton-
Mouton effect [10]. These can be classified with regard to their dependence
on the magnetization, the geometrical relation between the wave vector and
the magnetization, and the nature of the physical effect [11]: The magneto-
optical Kerr effect and the Faraday effect are linear in magnetization and
sensitive to the magnetization component parallel to the wave vector. They
lead to a rotation of the plane of polarization of linearly polarized light
which is caused by a phase shift between left-handed and right-handed
circularly polarized light. Therefore, these effects are classified as magnetic
circular birefringence. In addition, different absorption for left-handed
and right-handed circularly polarized light causes the reflected/transmitted
light to be elliptically polarized. This is referred to as magnetic circular
dichroism. The Kerr effect is observed in reflection and the Faraday effect
in transmission. An important property of the linear magneto-optic effects
is their non-reciprocity. The Cotton-Mouton effect and the Voigt effect are
quadratic in magnetization and sensitive to the magnetization component
perpendicular to the wave vector. For light that is linearly polarized at an
angle to the magnetization, the components parallel and perpendicular to
the magnetization experience both different refractive indices (magnetic
12
2.4 Magneto-optical Kerr effect (MOKE) and Faraday effect
linear birefringence) and different absorption (magnetic linear dichroism),
which leads to rotated and elliptically polarized light, respectively.
Magneto-optical effects can be described [12, 13] by the dielectric per-
mittivity tensor mag, which for an isotropic crystal and the components
mx, my and mz of the magnetization vector m = M/|M | is given by
mag = 









with the Voigt constant Qv, describing the linear magneto-optical Kerr
effect and the Faraday effect, and the magneto-optical constants B1 and B2
that describe quadratic magneto-optical effects, such as the Voigt or the
Cotton-Mouton effect. The observation of domains in magnetic materials
relies mainly on two magneto-optical effects: the magneto-optical Kerr effect
(MOKE) in reflection and the Faraday effect in transmission. The Voigt
effect and the Cotton-Mouton-effect are rarely used for magnetic domain
imaging. Neglecting quadratic magneto-optical effects, the dielectric law
can be written [14] as
D =  (E + iQvm×E) (2.37)
with the gyration vector g = Qvm.
A distinction between three types of MOKE with regard to the orientation
of the magnetization and the plane of incidence is made: polar, longitudinal
and transverse MOKE, being sensitive to the out-of-plane magnetization
component, the in-plane magnetization component along the plane of in-
cidence and the in-plane magnetization component perpendicular to the
plane of incidence, respectively. These three configurations are shown in
Fig. 2.1 for p-polarized light incident on a magnetic sample. For linearly
polarized light, both the longitudinal and the polar MOKE lead to a rotation
of the plane of polarization upon reflection on the sample surface, while
the transverse MOKE leads to a modulation of the reflected intensity. In
addition to the rotation of the plane of polarization, the longitudinal and
polar MOKE also lead to elliptically polarized light caused by a difference in
absorption for left- and right-handed circularly polarized light. Furthermore,
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Figure 2.1: The three different configurations for the magneto-optical Kerr
effect (adapted after [13]). The polar MOKE is sensitive to the out-of-plane
component of the magnetization. The longitudinal MOKE is sensitive to the
in-plane component of the magnetization lying in the plane of incidence. Both
lead to a rotation of the plane of polarization. The transverse MOKE is sensitive
to the magnetization component perpendicular to the plane of incidence and leads
to a magnetization-dependent modulation of the reflected intensity.
the MOKE also depends on the angle of incidence (AOI). The polar MOKE
is an even function of the AOI and has the largest amplitude for normal
incidence. The longitudinal MOKE is an odd function of the AOI and
increases with increasing AOI.
The Faraday effect can be observed when light is transmitted through
transparent ferromagnetic or paramagnetic materials. It describes a rotation
of the plane of polarization by an angle ϑF that is proportional to the
component of the magnetic field B along the propagation direction k of
the light and the length of the path d on which the light interacts with the
material
ϑF = VB · k|k|d , (2.38)
with the material-specific Verdet constant V that describes the strength of
the Faraday-effect in units of rad/(T m).
As an important application, the Faraday effect is exploited in magneto-
optical indicator films (MOIF) [15], that can be used to image the magnetic
stray field above a sample. These typically consist of thin ferrite-garnet
films with in-plane anisotropy that are coated with a mirror on one side.
The mirror side of the MOIF is placed in direct contact with the sample
14
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under investigation, which is observed under perpendicular illumination
with a polarizing microscope. The stray field of the sample leads to a
deflection of the magnetization in the MOIF, that now has a component
along the propagation direction of the light and thus becomes observable
via the Faraday effect. For additional information on MOIF see Sec. 3.6.2.
2.5 Polarization optics and Jones calculus
2.5.1 Jones calculus
The wave equation of polarized light traveling in z-direction is described by
the superposition of two plane waves with amplitude |E| and phase Φ in
the xz-plane and yz-plane and is given by
E(z, t) = (|Ex|eiΦx xˆ+ |Ey|eiΦy yˆ)ei(kz−ωt) . (2.39)
Polarization optics and their effect on the polarization state of light can be
described within the Jones calculus [16–19]. By introducing a global electric
field wave Eeff and the relative amplitudes A and B of the x-component
and y-component of the wave, as well as their phase relation δ
Eeff(z, t) :=
√
|Ex|2 + |Ey|2eiΦxei(kz−ωt) (2.40)
A := |Ex|√|Ex|2 + |Ey|2 (2.41)
B := |Ey|√|Ex|2 + |Ey|2 (2.42)
δ := Φy − Φx (2.43)
Eq. (2.39) can be rewritten as






consisting of two parts: the effective wave Eeff , describing the amplitude,




Generally, E(z, t) represents elliptically polarized light. The polarization
ellipse can be characterized by the angle α, relative to the x-axis, at which















Within the Jones calculus, the polarizing properties of optical components
are described by 2 x 2 matrices acting on the Jones vector. The polariz-
ing effects of optical elements usually depend on the orientation of their
anisotropy axes relative to the reference coordinate system. At the same
time, the polarizing properties of optical elements are easiest to describe in
a coordinate system that is based on their anisotropy axes. The correspond-
ing matrix for the reference coordinate system can then be obtained by
applying a coordinate transformation to the components coordinate system
and back.
For example an ideal linear polarizer that transmits light that is polarized
along an axis a and blocks light along the perpendicular axis b can be








The corresponding matrix P ′ in the reference coordinate system, for the
polarizer with an orientation of its a-axis at an angle θ to the x-axis, can
be determined by applying a rotation R(θ) to the basis (aˆ, bˆ) and back






















The Jones matrix of an optical system, consisting of several optical compo-
nents can be obtained by matrix multiplication.
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2.5.2 Linear polarizer
A non-ideal linear polarizer is characterized by its transmittance of electrical
fields in two orthogonal directions, with transmission coefficients ta and
tb (ta > tb) for light polarized along the a or b-axis, respectively. Or,
alternatively, a linear polarizer is characterized by the transmission ta and
the extinction ratio κ = t2b/t2a, which is the ratio of minimum and maximum
transmitted intensity for fully linearly polarized light. The Jones matrix of
















A large number of different realizations of linear polarizers exist. The
three types used in the setup discussed in chapter 3 are: Glan-Thompson
prism, Wollaston prism, and polarizers based on oriented silver nanoparticles.
A Glan-Thompson prism, shown in Fig. 2.2 (a), consists of two cemented
calcite prisms. Calcite is birefringent with refractive indices no for the
p-polarized ordinary ray and ne for the s-polarized extraordinary ray. The
refractive index of the cement nc is chosen, so that ne < nc < no. The
cutting angle of the prisms is designed, so that the ordinary ray undergoes
total internal reflection while the extraordinary ray is transmitted. Typically,
an extinction ratio of κ < 1× 10−6 and a transmission of ta > 90 % over a
spectral range of 350− 2700 nm can be achieved.
A Wollaston prism, shown in Fig. 2.2 (b), consists of two calcite prisms
that are cemented together at their base. Because the optic axes of the
two prisms are orthogonal, the s-polarized beam is the ordinary beam in
the first prism and becomes the extraordinary beam in the second prism.
The p-polarized beam on the other hand is the extraordinary beam in the
first prism and becomes the ordinary beam in the second prism. Since the
indices of refraction satisfy the condition ne < nc < no, the s-polarized and
p-polarized beam are refracted in opposite directions at the interface of
the two prisms. A Wollaston prism consequently splits an incoming beam
into two beams with orthogonal polarization. Typically, an extinction ratio
of κ < 1× 10−6 and a transmission of ta > 90 % over a spectral range of
350− 2200 nm can be achieved.
Polarizers based on films of oriented prolate silver nanoparticles [20] are
another type of polarizer that achieves high extinction ratios [Fig. 2.2 (c)].
The two plasmon resonance frequencies, for light polarized parallel and
17
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Figure 2.2: Three types of polarizers used for the setup. The white double-
headed arrows indicate the optic axis of the respective birefringent crystals. (a)
Glan-Thompson prism: total internal reflection of the ordinary ray. (b) Wollaston
prism: s- and p-polarized light are refracted in opposite directions. (c) Oriented
prolate silver nanoparticle polarizer: the component polarized along the long axis
of the nanoparticle is absorbed.
perpendicular to the long axis of the nanoparticles, can be tailored by
adjusting the aspect ratio and size of the nanoparticles. By choosing the
right shape and size of nanoparticles, it is possible to achieve a high difference
in transmission for light polarized perpendicular and parallel to the long
axis of the nanoparticles in a certain wavelength range. These polarizers
typically achieve extinction ratios of κ < 1× 10−5 and a transmission of up
to ta = 80 % over a bandwidth of around 100 nm within the optical regime.
Due to the fact that the polarizing element is a thin film, these polarizers
can be manufactured with a compact size.
2.5.3 Wave plates/retarder
A wave plate or retarder is an optical component that is constructed from
a parallel plate of a birefringent material with the optic axis in the plane of
the plate. Due to the difference in refractive index ∆n = no−ne, this leads
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with the vacuum wavelength λ0 and the crystal thickness d. The Jones-
matrix of a retarder with relative phase shift ξ in a basis of ordinary and








The most important types of wave plates are half-wave plates, introducing
a phase shift of ξ = pi, and quarter-wave plates, introducing a phase shift of
ξ = pi/2. The effect of a wave plate with ordinary axis oriented at an angle
θ with respect to the x-axis is given by JWP(ξ, θ) = R(−θ)JWP(ξ)R(θ).








The effect of this matrix on linearly polarized light is a rotation of the plane
of polarization by twice the angle between the ordinary axis and the initial
orientation of the polarization. In the case of a quarter-wave plate, the
matrix is given by
JWP(
pi
2 , θ) =
(
cos2θ + i sin2θ sinθcosθ − i sinθcosθ




Quarter-wave plates can be used to convert linearly polarized light to
elliptically polarized or vice versa.
Wave plates cannot be manufactured in thicknesses that provide a relative
phase shift of a fraction of a wavelength. So called, multi-order wave plates
provide a phase shift ξmult = 2npi + ξzero, n ∈ N, that is a multiple of full
wavelength shifts in addition to the desired phase shift ξzero. Multi-order
wave plates are very sensitive to changes in wavelength or temperature.
These drawbacks can be overcome by zero-order wave plates, which are
manufactured by combining two multi-order wave plates with phase shifts ξ1
and ξ2 that differ by the desired phase shift ξzero. By aligning the ordinary
axis of the second wave plate with the extraordinary axis of the first wave
plate, the phase shifts of both multi-order wave plates compensate each
other and a remaining phase shift ξzero = ξ1 − ξ2 is obtained.
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2.5.4 Reflection and transmission
The reflection and transmission of light at an interface is described by
the complex-valued Fresnel coefficients, which are defined as the ratios
of the reflected electric field Er and transmitted electric field Et to the
incident electric field Ei for light polarized parallel to the plane of incidence














= |ts,p| · eiφ . (2.57)
The Fresnel coefficients, which depend on the angle of incidence θ, keep
track of the amplitude and phase of the reflected and transmitted wave.
















The polarizing effect of a mirror or transparent surface at an arbitrary
angle is determined by the matrices JR and JT and by a rotation from the
reference coordinate system to the (pˆ, sˆ) basis.
2.5.5 Magneto-optical effects
The magneto-optical Kerr effect, the reflection at the interface between a
non-magnetic and a magnetic medium, can be described within the Jones











(nmcosθi + nicosθm)(nicosθi + nmcosθm)
(2.61)
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(nmcosθi + nicosθm)(nicosθi + nmcosθm)cosθm
,
(2.62)
where Qv is the Voigt constant, nm and ni are the refractive indices of the
magnetic medium and the medium of incidence, and θi and θm is the angle
of incidence and the angle of the refracted light in the magnetic medium,
respectively. The magnetization components under investigation in the
polar configuration mpol and longitudinal configuration mlong are given by
the projection of m = M/|M | onto the propagation direction k/|k|.
The Faraday effect can be described as a retardation that is introduced
between right-handed and left-handed circularly polarized light (magnetic








in the basis (lˆ, rˆ) of the circular polarization states. The Faraday rotation
angle ϑF is given according to Eq. (2.38). In the basis of orthogonal linear


























which shows that the Faraday effect causes a pure rotation of the polarization
state in the linear basis.
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The properties of ferroic materials and devices are strongly affected by
their microscopic domain structure. Knowledge about the domains often
plays a key role in the understanding and interpretation of integral measure-
ments, which puts an emphasis on the importance of imaging techniques.
Polarized light microscopy is an excellent tool for this purpose and has
been successfully applied to ferromagnetic [21], ferroelastic [26] and fer-
roelectric [27, 28] domain imaging. Alternative methods for imaging of
magnetic domains include Bitter decoration [29], Lorentz microscopy [30],
electron holography [31], magnetic force microscopy [32], scanning SQUID
microscopy [33], scanning Hall probe microscopy [34], nitrogen vacancy cen-
ter microscopy [35], X-ray magnetic circular dichroism [36], scanning electron
microscopy (SEM) [37], and SEM with polarization analysis (SEMPA) [38].
A comparison of most of these methods can be found in Ref. [13]. Imaging
of ferroelectric domains has also been accomplished by etching [39], nanopar-
ticle decoration [40], scanning electron microscopy [41], piezoresponse force
microscopy [42] and X-ray diffraction [43]. These techniques have been
reviewed by Potnis et al. [44] and by Soergel [45].
Polarized light imaging provides a non-destructive, non-contact way to
observe ferroic domains with sub-µm resolution and high sensitivity that
can be carried out in high magnetic fields. The contrast for imaging of fer-
1Parts of this chapter have been published in [24]. Own contributions: On the basis of
the original design by S. Guénon [25], I remodeled the microscope and designed the
mechanical, optical and electronic parts covered in this chapter. F. Lever designed
and built the Helmholtz coil generating the out-of-plane magnetic field. I developed
the control software, assembled and tested the microscope and wrote the manuscript.
I gratefully acknowledge advice by C. Kalkuhl and the electronics workshop and
thank the mechanical workshop, especially M. Kleinmann and H. Eißler, for their
outstanding work.
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roelastic or ferroelectric domains arises from birefringence or bireflectance [1,
46], which is a consequence of the anisotropic permittivity tensor of these
materials. Ferromagnetic domains, on the other hand, can be imaged via
the magneto-optical Kerr effect [7] (MOKE) or the Faraday effect [9]. Both
confocal laser scanning [47] and widefield [48] microscopy can be used for
imaging with polarized light contrast. In confocal laser scanning microscopy
the image is captured sequentially by scanning a focused laser beam across
the sample. A confocal pinhole eliminates light that does not originate
from the focal volume. This results in a high depth discrimination, a con-
trast enhancement, and a 28% increase in lateral resolution. Widefield
microscopy, on the other hand, has the advantage of faster acquisition rates
and simultaneous image formation.
The instrument discussed below is based on an earlier design by
Guénon [25] and combines a widefield- and a confocal laser scanning mi-
croscope with polarization-sensitive detectors. To study effects at low
temperatures and in magnetic fields, the sample is mounted on a liquid-
helium continuous flow cryostat offering a temperature range from 4K to
300K, and magnetic fields up to 800mT with variable orientation in the
substrate plane and 20mT perpendicular to the substrate plane can be
applied. The confocal laser scanning microscope offers an additional imaging
mechanism: a beam-induced voltage across a current-biased sample can be
generated by the local perturbation of the laser beam. This beam-induced
voltage can be used to extract local information on the electric transport
properties of the sample [49–53]. While several examples of low-temperature
widefield [54–56] and laser scanning polarizing microscopes [57–59] have
been published, the instrument presented here stands out with regard to
the versatility offered by combining widefield and confocal laser scanning
imaging modes, the accessible temperature range, as well as the very high
lateral resolution it provides at low temperatures.
This chapter is organized as follows. The cryostat and the generation
of magnetic fields is described in Section 3.1. The widefield polarizing
microscope is discussed in Section 3.2, and a detailed description of the
scanning laser microscope is presented in Section 3.3. Imaging of electric
transport properties is addressed in Section 3.4, a brief introduction to
digital image processing is given in Sec. 3.5, and examples demonstrating
the performance of the instrument are presented in Section 3.6. The system
specifications are summarized in Sec. 3.7.
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3.1 Cryostat and electromagnets
The cryostat and microscope are mounted on a vibrationally isolated optical
table. Since the sample is fixed on a coldfinger, the microscope needs to
be positioned relative to the sample with sub-µm resolution. To allow
for adjustment of the microscope position relative to the coldfinger, the
microscope is connected to the cryostat via flexible bellows. Because of the
forces exerted by the vacuum, which pull the microscope in z-direction with
a force of approximately 200N, a very sturdy and precise positioning unit
needs to be used. The positioning unit is an improved version of the one
designed by Guénon [25]. It allows for translation of the microscope in x, y,
and z-direction, as well as the adjustment of pitch and yaw, to position the
microscope so that the optical axis is perpendicular to the sample surface.
The liquid-helium continuous flow cryostat is a Janis Research Company,
inc. model ST-200, with the sample in vacuum that has been modified to
adapt the microscope. The modifications include a new vacuum isolation to
adapt the microscope and a new infrared (IR) shielding that incorporates a
vibration reduction mechanism.
Although the setup has been carefully isolated against external sources of
vibrations, the helium evaporating inside the coldfinger can lead to mechan-
ical oscillations that make high resolution imaging impossible. To reduce
these vibrations, the coldfinger is stabilized relative to the IR shielding
with two PEEK2 bolts and one spring-loaded bolt, and the IR shielding
is fixed in the same way relative to the vacuum isolation, as shown in
Fig. 3.1. Vibrations are reduced to well below the resolution limit with this
stabilization mechanism. The coldfinger and sample holder have a diameter
of 25.4mm. Electrical contacts and mounting screws around the perimeter
of the sample holder limit the available space for sample mounting. Samples
with a dimension of up to 12 mm× 12 mm can be conveniently mounted.
The temperature is regulated using a Lakeshore LS340 temperature
controller. The temperature can be adjusted in a range of T = 4K to
T = 300K, and a temperature stability in the mK range can be achieved.
For electric transport measurements, 16 electrical lines are guided to the
coldfinger. Because residual gases and water adsorbed to the cryostat walls
tend to freeze onto the sample upon cool down, great care has been taken
to ensure that all parts inside the cryostat have low outgassing rates and
2Polyether ether ketone
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PEEK bolts spring-loaded bolt
PEEK bolts
Figure 3.1: Stabilization of the coldfinger (25.4mm diameter) against vibrations.
The vacuum isolation is cut away partially to reveal the mechanism used to
stabilize the coldfinger against vibrations caused by the evaporating helium. The
coldfinger is stabilized relative to the IR shielding using two PEEK bolts and a
spring-loaded bolt. The IR shielding is stabilized relative to the vacuum isolation
in the same manner.
smooth surfaces. Where plastics couldn’t be avoided, PEEK or Teflon was
used and metal parts have been electropolished if possible. Before cool
down, the cryostat is evacuated to a pressure of less than 1.5× 10−6 mbar.
During the measurement the vacuum pump needs to be disconnected from
the setup to avoid vibrations.
Two electromagnets are used to generate in-plane magnetic fields of up
to B‖ = ±800mT and out-of-plane magnetic fields of up to B⊥ = ±20mT.
The electromagnets are mounted on a frame that is separated from the
rest of the setup to reduce the risk of vibrations being transferred to the
microscope. The out-of-plane magnetic field is generated by a custom-made
Helmholtz coil that achieves a field homogeneity of 0.2% in a cylindrical
volume of 5mm length in out-of-plane direction and 20mm diameter in the
sample plane. The Helmholtz coil produces a magnetic field of 1.98 mT/A
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and is driven by a power supply delivering a maximum current of 10A
[60]. The electromagnet for the in-plane magnetic field is a water-cooled
GMW model 5403, that can be rotated around the cryostat to allow for an
adjustment of the orientation of the in-plane magnetic field. It is driven by a
unipolar Sorensen DLM 40-75E power supply, which is capable of delivering
a current of up to 75A. A current reversal switch has been designed to add
the possibility of bipolar magnetic field sweeps. The in-plane magnetic field
is homogeneous to within 1% in a cubic volume with an edge length of
12 mm. The magnetic fields for both magnets have been calibrated using a
Hall probe with an accuracy of 2%. Due to spatial constraints limiting the
size of the Helmholtz coil, the achievable out-of-plane magnetic field strength
is limited to 20mT. The range of applications of the instrument could be
enhanced by replacing the two electromagnets by a superconducting vector
magnet that allows the application of magnetic fields with a strength > 1 T
and variable orientation.
3.2 Low-temperature widefield polarizing microscope
(LTWPM)
The optical setup combines two imaging paths, a scanning polarizing mi-
croscope and a widefield polarizing microscope; the latter can be selected
by inserting a mirror into the optical path. A schematic drawing of the
imaging setup is displayed in Fig. 3.2. Conjugate planes to the image plane
are denoted as image planes (IP) and shown in orange. Conjugate planes
to the back focal plane (BFP) of the microscope objective are denoted as
aperture planes (AP) and shown in green. AP and IP have a reciprocal
relationship [48]: rays that are parallel in one set of planes are focused in
the other set of planes. The position of a point in the IP translates to an
angle in the AP and the angle of a ray in the IP corresponds to a point in
the AP.
This section starts with a general description of the optical setup of
the low-temperature widefield polarizing microscope (LTWPM) before
proceeding to a detailed description of the components and their function.
The LTWPM can be used by inserting the removable mirror, as indicated
by the broken lines in the ray diagram (Fig. 3.2). The illumination follows a
Koehler scheme [61] and the sample is illuminated through the microscope
objective. The light source for the LTWPM is realized by fiber-coupled
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Figure 3.2: Schematic overview of the optical setup. Conjugate image planes
(IP) are displayed in orange, conjugate aperture planes (AP) in green. The setup
combines two imaging paths that can be selected via the removable mirror: a
widefield polarizing microscope (mirror inserted), in which the sample is imaged
onto the sensor of the camera, and a scanning polarizing microscope (mirror
removed), that uses a fast-steering mirror (FSM) to scan a laser beam across the
sample. From [24].
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light-emitting diodes (LED), that are combined into a fiber bundle. The
fiber bundle end face is imaged into the back focal plane of the microscope
objective. To achieve this, the fiber output is collimated (collimator-2) and
the field lens is used to image the fiber ends into an AP at the position of
an interchangeable aperture stop (aperture stop-2). A rotatable polarizer
in front of the aperture stop is used to define the plane of polarization. A
field stop, aligned with the shared focal plane of collimator-2 and the field
lens, can be used to confine the illuminated sample area. After passing a
polarization maintaining beam splitter (PMBS-2), the light is reflected by
the removable mirror onto the part of the setup that is shared with the
scanning polarizing microscope. The light passes an afocal relay, which
is used to extend the optical path into the cryostat and to image the
light source into the BFP of the microscope objective. The afocal relay is
discussed in detail in Sec. 3.3.3. After passing the afocal relay, the light is
focused onto the sample by the microscope objective. The light is reflected
back from the sample, passes the microscope objective, afocal relay and
removable mirror and is deflected by the PMBS-2. Subsequently, it passes
the rotatable analyzer, that is used to adjust the polarized light contrast.
The tube lens forms the image on the sensor of the low noise, high dynamic
range sCMOS camera.
3.2.1 Light source
The light source consists of nine high-power LEDs with a dominant wave-
length of 528 nm that are coupled into multimode fibers. The LEDs are
temperature stabilized by thermo-electric coolers and driven with highly
stable current sources. The use of LEDs offers the advantage of low noise,
compact size and excellent stability. The nine fibers are combined into
a fiber bundle consisting of one central fiber of 1mm diameter and eight
surrounding fibers of 0.8mm diameter as shown in Fig. 3.3. A similar
illumination concept has been developed by Soldatov et al. [62, 63]. Since
the LEDs can be controlled individually and the fiber ends are imaged into
the back focal plane of the microscope objective, it is possible to switch
between different angles of incidence. In magneto-optical imaging, the
plane of incidence together with the plane of polarization, is used to adjust
the sensitivity of the instrument to the polar, longitudinal or transverse
MOKE [21, 64]. As was demonstrated by Soldatov et al., this illumination
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Figure 3.3: Illumination concept for the widefield microscope. (a) Cross section
of the fiber bundle: The central fiber is aligned with the optical axis. The eight
surrounding fibers are equally distributed on a concentric circle. (b) The fiber
end faces are imaged into the microscope objective back focal plane. The light
originating from each fiber reaches the sample at a specific angle. The angle of
incidence for the illumination can be selected by controlling the LEDs output
power individually. From [24].
concept can be used to separate longitudinal and polar MOKE and to
achieve a contrast enhancement.
The LEDs can be pulsed with a frequency of more than 1MHz, which can
be used to image repeatable processes with µs temporal resolution. This
is done by a stroboscopic technique. A periodic excitation, for example
a current through a patterned microstructure or an alternating magnetic
field, is used to trigger the repeatable process and short light pulses that
are synchronized with the excitation signal are used to image the sample.
By varying the delay between the begin of the excitation signal and the
emission of the light pulse, time-resolved images can be acquired. It is
necessary to integrate over many light pulses (typically several hundred to
thousands), and hence many cycles of the excitation signal, to achieve a
sufficient signal to noise ratio.
The basic design of the LED driver module is shown in Fig. 3.4. Two
light-emitting diodes are used on each module. One of these LEDs is coupled
into a multimode fiber, while the other only serves as an identical load.
Modulation of the LEDs is achieved by switching between LED1 and LED2.
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Figure 3.4: Basic design of the LED driver module. A constant current IR1 is
steered between LED1 and LED2 by applying a differential voltage Vdiff = VA−VB
to the bases of T1 and T2.
The design is based on a circuit known in electronics as "long-tailed pair":
A constant current sink is realized by the digital to analog converter (DAC),
operational amplifier (IC1), transistor (T3), and shunt resistor (R1) with
resistance R1. The operational amplifier controls its output voltage, and
with it the base current flowing into T3, so that the voltage V1 = R1 · IR1
across the shunt resistor R1 is equal to the output voltage of the DAC.
This makes a very stable programmable current sink that draws a constant
current IR1 = IT1+IT2 through the transistors T1 and T2, and consequently
through LED1 and LED2. By applying a differential voltage Vdiff = VA−VB
to the bases of T1 and T2, the current is steered between LED1 and LED2.
This circuit has the advantage that only the current flowing through the
arms of the long-tailed pair is modulated at high frequencies, while the
total current is a pure dc current.
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3.2.2 Microscope objective
In order to achieve a high spatial resolution it is necessary to use a micro-
scope objective with a high numerical aperture (NA). Such an objective
typically has a short working distance, which does not allow for the use
of a vacuum window in front of the objective. Also, a window in front of
the objective would introduce unwanted variations to the polarization of
the light. Therefore, the microscope objective needs to be mounted inside
the cryostat. This imposes the requirement for the microscope objective
to be vacuum compatible. At the same time, the possibly large difference
in temperature between the microscope objective and the sample prohibits
the use of immersion objectives or objectives with excessively short working
distances, which limits the choice of high NA objectives.
A NIKON CFI TU Plan Fluor EPI-P 50× microscope objective is used.
It has an equivalent focal length of fMO = 4 mm, a numerical aperture of 0.8,
and a working distance of WD = 1 mm. The microscope objectives back
focal plane is situated inside the objective assembly at a distance of 8.5mm
measured from the objective shoulder, and the exit pupil has a diameter of
6.4mm. It has a field of view (FOV) of 500µm diameter and features high
transmission of about 80% at 405 nm and 87% at 528 nm wavelength. The
objective is designed for polarized light microscopy with lenses that have
been mounted strain free and is suitable for confocal scanning, which is an
important requirement because it is also used for the scanning polarizing
microscope.
Although the microscope objective is not designed for use in a high-
vacuum environment, it works very well in this regard and, in contrast to a
previously used objective by another manufacturer, no problems related to
outgassing of components inside the objective assembly have been observed.
3.2.3 Camera, polarization sensitivity and resolution
The small variations in polarization, caused for example by magneto-optical
effects, only lead to a very weak modulation of the intensity reaching the
camera. Therefore, cameras with low noise and high dynamic range are
required for imaging in polarized light microscopy. An Andor Zyla 4.2
PLUS sCMOS camera is used. The camera sensor with 2048 x 2048 pixels,
a pixel size of 6.5µmx 6.5µm and a high quantum efficiency of QE ≈ 80 %
at a wavelength of λ = 528 nm is thermoelectrically cooled to a temperature
32
3.2 Low-temperature widefield polarizing microscope (LTWPM)
of 0 ◦C. The full-well capacity (maximum number of photoelectrons) that
can be stored on a pixel is FW = 30000. The camera’s noise specifications
are given as a number of electrons. It features low median read noise of
Nr = 0.9 and a dark current of D = 0.10 s−1 per pixel. The dynamic range
of 33000:1 is sampled with a bit depth of 16 bit. The communication with
the camera is established through USB3.0 and supports frame rates of up
to 53 frames per second (fps) when capturing the full field of view or up to
1627 fps when imaging a 128 x 128 pixel region of interest.
The achievable polarized light contrast depends on the extinction ratio of
the polarizer and analyzer, as well as on the depolarizing effects occurring
at the optics in between the polarizer and analyzer. Due to their compact
size and moderate cost, polarizers based on oriented silver nanoparticles
featuring an extinction ratio exceeding κ = 1 × 10−5 at a wavelength of
528 nm are used. Depolarizing effects occuring at the optical elements
between polarizer and analyzer [65] lead to a reduction of the extinction
ratio to a value around κ = 1× 10−2.
The polarization sensitivity can be estimated based on the extinction
ratio of the microscope and the camera specifications. The signal is given
by the number of photoelectrons N = M ·B · P · t ·QE that are generated
by a photon flux P during the exposure time t on a pixel with the quantum
efficiency QE for integrating over M exposures and binning of B pixels.
The noise sources contributing to the overall noise are: the signal related
shot noise δshot =
√
N , dark noise δdark =
√
M ·B ·D · t due to thermally
generated electrons and readout noise δread =
√
M ·B ·Nr. By adding the
noise contributions in quadrature, the signal-to-noise ratio
SNR =
√
M ·B · P · t ·QE√
P · t ·QE +D · t+N2r
. (3.1)
is derived.
The SNR increases with the square root of the number of integrated images
and binned pixels. In polarized light imaging, the signal N has to be substi-
tuted by the difference in photoelectrons that is generated by a rotation of
the plane of polarization by an angle θ. This is a function of the analyzer an-
gle β and is given by Npol = N ·(1−κ)(sin2(β+θ)−sin2(β)). The shot noise
has to be replaced by the expression δshot =
√
N · ((1− κ) · sin2(β + θ) + κ).
If it is further considered that the full well capacity FW (maximum number
of photoelectrons) of a camera pixel is limited, it can be seen that the
33
3 Design of the Instrument
0 10 20 30 40 50 60










































Figure 3.5: Detection limit θmin
√
M ·B (solid blue line) and sensitivity (dashed
red line) as a function of analyzer angle. From [24].
highest SNR for a single exposure is achieved after an exposure time of
t1 = FW/
(
P ·QE ((1− κ)sin2(β + θ) + κ)). With this it is possible to
evaluate the smallest angle θmin, the detection limit, that can be measured
with a SNR of 1 as a function of analyzer angle β for a exposure time of t1.
As can be seen in Fig. 3.5, a detection limit of θmin
√
M ·B = 6× 10−4 rad
is reached for an analyzer angle of β = 5.7 ◦. However, since the exposure
time increases with decreasing analyzer angle β, the highest sensitivity
of θmin
√
t1 = 1.0 × 10−4 rad/
√
Hz is realized for an analyzer angle of
β = 17.6 ◦.
The magnification mwf of the image, formed by the tube lens on the
camera sensor, is determined by the ratio of the 200mm focal length fTL of
the tube lens and the 4mm focal length fMO of the microscope objective, di-
vided by the angular magnification MAFR of the afocal relay (see Sec. 3.3.3).
This results in a total magnification of mwf = fTL/(fMOMAFR) ≈ 27. The
diffraction limited resolution at a wavelength of 528 nm and for the NA of
0.8 is given by the Rayleigh criterion dmin = 0.61λ/NA = 403 nm, which
equals to about 11µm on the camera sensor. The image is sampled with a
resolution of dpx = 6.5µm on the image sensor. Therefore, the achievable
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= 481 nm . (3.2)
3.3 Low-temperature scanning polarizing microscope
(LTSPM)
In principle, two different scanning mechanisms can be utilized in scanning
laser microscopy. First, there is mechanical scanning, where either the
microscope or the sample is moved with piezo drives or stepper motors.
The second possibility is optomechanical scanning, where the optical path
is modified by a movable component, for example a mirror, so that the
laser spot changes its position on the sample. A decision in favor of
optomechanical scanning has been made, because it offers several advantages
over mechanical scanning. While providing a very good spatial resolution,
optomechanical scanning has the advantage of a larger field of view and
enables faster acquisition rates. Another benefit is that electromagnetic
noise, that is generated by piezo drives and could disturb measurements of
the electric transport properties of a sample, is avoided. Additionally, if the
sample is to be mounted in a cryostat, good thermal coupling of the sample
to the coldfinger is easily achieved. However, in optomechanical scanning,
greatest care has to be taken to ensure that the modification of the lightpath
doesn’t cause abberrations that prevent diffraction limited imaging or lead
to a non-negligible influence on the polarization state. Therefore, all the
components that are used in the beam scanning part of the microscope
need to be polarization maintaining and designed for confocal scanning.
Hereafter, a general description of the LTSPM setup, shown in Fig. 3.2,
is given and subsequently, the individual components are discussed in detail.
The light source for the LTSPM is a 405 nm wavelength laser diode coupled
into a single-mode polarization maintaining fiber. The fiber output is
collimated and the beam diameter is defined by an adjustable aperture
stop. The plane of polarization is defined by a Glan-Thompson polarizer.
The light passes a polarization-maintaining beam splitter (PMBS-1) with a
splitting ratio of 50:50, the light that is deflected by the beam splitter is
captured by a photodiode and is used as feedback for the stabilization of the
laser intensity. The transmitted light is deflected by a two-axis fast-steering
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mirror (FSM), which is used to set the position of the laser spot on the
sample. The mirror is in a conjugate plane to the back focal plane (aperture
plane AP) of the infinity corrected microscope objective. An afocal relay is
used to image the mirror onto the back focal plane. The angular position of
the FSM thereby defines the XY -position of the laser spot on the sample.
This results in a telecentric illumination of the sample, where the beam is
reflected and consequently passes the microscope objective, afocal relay and
FSM in opposite direction. The light is then deflected by the PMBS-1. A
quarter-wave plate (λ/4) is used to correct for the ellipticity of the reflected
beam’s polarization and a half-wave plate (λ/2) can be used to rotate the
plane of polarization. A beamreducer is necessary to match the beam
diameter to the size of the photodiodes. In the intermediate image plane
of the beamreducer, a pinhole aperture is inserted to make the microscope
confocal. The beam then passes a 405 nm center wavelength band-pass
filter and is split into two perpendicularly polarized beams by the Wollaston
prism. These two beams are detected using two quadrant photodiodes.
3.3.1 Light source
The key requirements for the light source are long-term stability and low
noise. The light source consists of a temperature-stabilized diode laser with
a wavelength of λ = 405 nm and a maximum output power of Pmax = 50mW,
which is coupled into a polarization maintaining single-mode fiber. The
control electronics of the laser diode operate on a battery power supply to
reduce noise and the output power is controlled using the photodiode at the
PMBS-1 as feedback. The laser power can be modulated with frequencies
up to fmax = 1MHz.
3.3.2 Fast-steering mirror (FSM)
Laser-beam scanning can be accomplished by means of galvanometric scan-
ners [66], acousto-optical deflectors [67] or fast-steering mirrors. Galvano-
metric scanners and acousto-optic deflectors provide angular displacement of
the beam about a single axis. Therefore, it is necessary to use two separate
scanners in a perpendicular orientation to achieve XY -scanning. Unless
additional relay optics are used in between the two scanners, this results
in linear displacement of the laser beam from the optical axis. The main
advantage of fast-steering mirrors is that they provide angular displacement
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about two perpendicular axes in a single device. Thus, the mirror can
be placed in a conjugate plane to the back focal plane of the microscope
objective. This results in pure angular displacement of the beam and a
telecentric illumination of the sample. Here, a two-axis fast-steering mirror
with a mechanical scan range of ±1.5 ◦ and an angular resolution of better
than 2µrad is used.
As has been discussed by Ping et al. [68], reflection of a linearly polarized
laser beam at a mirror surface will lead to depolarization, caused by the
difference in reflectivity and phase for s- and p-polarized light, if the beam
is not purely s- or p-polarized. Pure s- or p-polarization can only be realized
for a single scan axis. Since a two-axis scan mirror is used, depolarizing
effects cannot be avoided.
The depolarizing effects occurring at the mirror can easily be evaluated
using the Jones calculus [16, 69] introduced in Sec. 2.5. The Jones matrix for
a mirror is defined in the mirrors coordinate system with axes perpendicular
(s) and parallel (p) to the plane of incidence. The reflection-coefficients
rp(α), rs(α) and the phase difference δ(α) are a function of the angle of
incidence α. The Jones matrix for a two-axis scan mirror at an azimuth angle
α and inclination β is calculated by applying a coordinate transformation,
a rotation R(β), to the mirrors coordinate system.






By considering a rotation of the plane of polarization by an angle θMO
through a magneto-optical effect and the fact that the light is reflected
twice by the mirror, the resulting polarizing state Eout for a given initial
polarization state Ein is given by
Eout = M(α, β)R(θMO)M(α, β)Ein . (3.4)
To minimize depolarizing effects, a dielectric mirror (Layertec 107810 )
with a phase difference of less than 5 ◦ and a reflectivity difference below
0.05 % for s- and p-polarized light at angles of incidence of 45 ± 3◦ and
a wavelength of 405 nm is used. The error introduced by this mirror is
evaluated according to Eq. (3.4). The dominant error is a gradient in the
orientation of the polarization for scanning along the β direction. This can
be seen as a gradient of roughly 1.6µrad/µm along the y-direction in the
image plane.
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3.3.3 The afocal relay (AFR)
In confocal laser beam scanning microscopy, the laser spot is scanned
across the sample by pivoting the laser beam in the back focal plane of the
microscope objective. To achieve this, the scan mirror is imaged into the
back focal plane using an afocal relay. Here, the microscope objective is
mounted inside the cryostat and consequently a vacuum window is needed
at some point before the beam enters the microscope objective. Instead of
a dedicated vacuum window, one of the lenses of the afocal relay serves as
the vacuum window.
An afocal relay is realized by combining two focal systems in such a way
that the rear focal point of the first focal system is coincident with the
front focal point of the second focal system. A collimated beam entering
the first focal system will exit the second focal system as a collimated
beam. The linear magnification m = f2/f1 and the angular magnification
M = f1/f2 are determined by the equivalent focal lengths f1 and f2 of the
first and second focal system, respectively. Cemented achromatic doublets
are often used to realize relay lenses. However, they are not well suited for
confocal imaging, mainly because of the astigmatism and field curvature
they introduce [70, 71]. Therefore, more complex lens systems need to be
used, which are designed to correct these aberrations. Air spaced triplets are
used as a starting point for the two lens groups that make up the afocal relay,
since they offer sufficient degrees of freedom to be made anastigmatic [72].
However, a fourth lens, which acts as the cryostat window, has to be added
to the lens group facing the microscope objective, because the mechanical
stress exerted by the vacuum needs to be handled.
The afocal relay has been specifically designed for use with the microscope
objective and scan mirror. It has an angular magnification of MAFR = 1.85,
so that the range of the scan mirror is matched to the field of view of the
microscope objective, and the rear aperture of the microscope objective will
be completely filled using a laser beam with a diameter of 12mm. The relay
consists of two lens groups: a triplet of two bi-convex and one bi-concave
lenses and a quadruplet of two bi-convex, one bi-concave and one meniscus
lens (Fig. 3.6). The two lens groups are aligned as a 4f system, with the
scan mirror placed in the front focal plane of the triplet lens group and the
microscope objective back focal plane being coincident with the back focal
plane of the quadruplet lens group. The lens parameters for the afocal relay
are given in table 3.1.
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Table 3.1: Lens data for the AFR: Radius of curvature of the surfaces defining
the optical system and their separation along the optical axis. Material specifies
the medium that fills the space between the current surface and the next surface.








1 inf 119.637 air entrance pupil
2 159.604 9.809 N-LASF44 bi-convex
3 -159.604 14.000 air lens
4 -89.906 3.000 SF1 bi-concave
5 89.906 13.356 air lens
6 113.967 3.431 N-BAF10 bi-convex
7 -113.967 125.237 air lens
8 inf 82.248 air intermediate image plane
9 50.810 3.647 N-LAF34 bi-convex
10 -61.500 4.945 air lens
11 -43.268 3.000 SF1 bi-concave
12 43.268 12.000 air lens
13 104.606 6.928 N-LAK33A bi-convex
14 -104.606 8.549 air lens
15 22.402 7.000 SF57HHT meniscus lens and cryostat
16 18.607 42.571 vacuum window
17 inf exit pupil
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The AFR design has been optimized using a ray tracing software, Zemax
OpticStudio [73], to reduce all aberrations, especially astigmatism, coma,
spherical aberration, field curvature and distortion for wavelengths of λ =
405 nm and λ = 528 nm. Since the relay needs to be polarization maintaining,
the design has also been optimized in this regard, including strain-free
mounting of the lenses. The meniscus lens acts as the cryostat window and
is, unavoidably, under considerable mechanical stress. This lens was not
only optimized with regard to its optical performance but also with regard
to the mechanical demands imposed by the vacuum. This lens has been
fabricated from SF57HHT glass, which has an extremely low stress-optical
coefficient, to minimize stress birefringence. Optical performance of the
relay is diffraction limited over the entire scan range, which is essential for
confocal imaging.
3.3.4 Beam reducer, confocal pinhole and resolution
The beam reducer is built from two commercial achromatic doublets with a
design wavelength of 405 nm. They have equivalent focal lengths of fBR1 =
125 mm and fBR2 = 25 mm, so that the exiting beam is matched to the
photodiode diameter of 2.5mm. The confocal pinhole aperture is mounted
in the intermediate image plane of the beamreducer, which is a conjugate
plane to the sample, and consequently blocks light that is not originating
from the focal volume. The pinhole diameter dph is determined by the
diameter of the airy disc and the magnification mcf = fBR1/(fMOMAFR)
of the microscope. It is given in Airy units (AU), with 1 AU being the
diameter of the image of the airy disc in the intermediate image plane of the
beamreducer. The 125mm achromat was selected, so that 1 AU = 10µm,
with
1AU = 1.22λNA mcf . (3.5)
The resolution in confocal microscopy is increased by 28% in comparison
to widefield microscopy. In widefield microscopy, the resolution is given
by the distance between two points for which their point spread functions
(PSF) can be distinguished and is expressed by the Rayleigh criterion
dmin = 0.61λ/NA. In the Rayleigh criterion, the point spread function
is described by the Airy disk. Two point sources are considered to be
resolvable, if the first minimum of the Airy disk of one point coincides with
the global maximum of the other. In this case, the combined intensity
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Figure 3.7: Resolution of the LTSPM. Linescan (red) across the structure shown
in the inset. The red arrow indicates the position and direction of the linescan.
The data has been fitted (dashed black line) using Eq. (3.8). A resolution of
242 nm is achieved. From [24].
profile shows a dip of ≈ 26 % between the maxima corresponding to the two
points. The increase in resolution in confocal microscopy originates from the
fact, that the confocal volume is defined by the product of the illumination
PSF and the convolution of the detection PSF with the pinhole [47]. For a
pinhole with a diameter of 0.5 AU, this results in a function with a sharper
peak compared to the widefield PSF. In this case, the confocal resolution




0.44 · 405 nm
0.8 = 222 nm . (3.6)
Using pinholes smaller than 0.5 AU does not increase the resolution, but
deteriorates the SNR. A linescan across the edge of a patterned structure
is shown in Fig. 3.7. A confocal pinhole of 0.5 AU diameter was used for
the acquisition of the image and the linescan. The intensity profile of the
linescan can be used to evaluate the width of the PSF and the corresponding
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resolution. For a Gaussian laser beam, the PSF has a Gaussian profile with
maximum intensity I0 and 1/e-width ω
I(x, y) = I0 e−
(x2+y2)
ω2 . (3.7)
The edge-spread function (ESF), obtained by scanning over a sharp edge
at x = 0, is the convolution of the PSF at position X and the edge profile
defined by a reflectance R1 for x < 0 and R2 for x ≥ 0. The ESF is given
by


























A resolution criterion for two Gaussian PSF at a distance d, that is similar
to the Rayleigh criterion, is realized when their combined intensity profile
shows a ≈ 26 % dip. This distance is related to the 1/e-width of the
PSF by dRayleigh ≈ 1.97ω. To determine the resolution, the linescan in
Fig. 3.7 is fitted using Eq. (3.8), and a value for the 1/e-width of the PSF
of ω = 122.6 nm is obtained. The resolution, according to the Rayleigh
criterion, is found to be dRayleigh ≈ 242 nm, which is close to the theoretical
value obtained from Eq. (3.6).
3.3.5 Detector
Detectors featuring a high sensitivity for the orientation of the plane of
polarization θ are needed for polarized light microscopy. A useful measure to
assess the detector sensitivity is the noise spectral density for the orientation
of the plane of polarization S1/2θ , given in rad/
√
Hz. Different approaches
towards the measurement of the polarization of light have been employed
for scanning polarizing microscopy. The most basic one is the use of a
polarizer that is rotated close to 90 ◦ relative to the polarization of the
beam. More advanced designs use photoelastic modulators [74] or Faraday
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modulators [75] to modulate the polarization of the light before it is passed
through the analyzer. This generates a signal at the second harmonic of
the modulation frequency that is proportional to the Kerr rotation and
a signal at the modulation frequency that is proportional to the Kerr
ellipticity. Cormier et al. [76] measured a polarization noise of 0.3 mdeg for
an integration time of 50 s using polarization modulation. This corresponds
to a sensitivity of 3.7 × 10−5 rad/√Hz. Another approach is to use a
differential detector [77]. Flaˇjsman et al. [78] report a sensitivity of
5 × 10−7 rad using a differential detector, however they do not provide
information on the bandwidth of this measurement. Spielmann et al. [79]
developed a detector based on a Sagnac interferometer. A sensitivity of
1×10−7 rad/√Hz using a Sagnac interferometer was demonstrated by Xia et
al. [80].
The detector for the LTSPM is a differential detector based on the design
by Clegg et al. [81]. It uses a Wollaston prism to split the incident beam
into two beams with orthogonal polarization [Fig. 3.8 (a)] with intensities
I1 ∝ I0 sin2 θ and I2 ∝ I0 cos2 θ, for an incident beam with intensity I0
and linear polarization at an angle θ relative to the s-polarized beam. The
orientation of the polarization, the angle θ, can be extracted from the
intensities I1 and I2
I2 − I1 = I0(cos2 θ − sin2 θ) = I0 cos(2θ) (3.9)











Note that, with this detection mechanism, the orientation of the plane of
polarization can be measured independently from the intensity I0. This
differential detection scheme is an important feature, because it cancels to
a high degree variations in reflectivity that may occur due to the sample
topography.
The intensity of the two beams is measured using two quadrant photo-
diodes. Since the microscope objective focuses the beam onto the sample
and the quadrant photodiodes are in a conjugate plane to the back focal
plane of the microscope objective, each of the quadrants corresponds to a
unique range of angles of incidence , as shown in Fig. 3.8 (b). Furthermore,
opposite quadrants correspond to opposite angles of incidence. Because the
longitudinal MOKE is an odd function of angle of incidence, while the polar
MOKE is an even function of angle of incidence, the polar and longitudinal
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Figure 3.8: Selection of the illumination path for the LTSPM detector. (a)
Scheme of the detector: the beam is split into two orthogonally polarized beams by
the Wollaston prism (WP). These beams are detected by two quadrant photodiodes
(QPD). (b) Simplified lightpath for the read out of one quadrant. Each quadrant
corresponds to a different illumination direction. From [24].
MOKE can be separated by measuring the Kerr rotation individually for









, X = {A,B,C,D} . (3.11)
In total, six different signals can be measured simultaneously. The polar
Kerr signal θpolarK which is sensitive to the out-of-plane magnetization
θpolarK = θA + θB + θC + θD , (3.12)
the longitudinal Kerr signal θlongK,ij which is sensitive to the magnetization
component along the ij = {xy, xy¯, x, y} direction in the image plane
θlongK,xy¯ = θA − θC (3.13)
θlongK,xy = θD − θB (3.14)
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θlongK,y = (θC + θD)− (θA + θB) (3.15)
θlongK,x = (θA + θD)− (θB + θC) (3.16)




IX1 + IX2 . (3.17)
For reasons of noise suppression and dc error cancellation of the electronics,
the measurement is performed in a lock-in configuration where the laser is
modulated with a frequency of several kHz and a lock-in amplifier is used
to extract the signal. The photocurrent from each quadrant is converted to
a voltage using a transimpedance amplifier with a gain of GTI = 2 MV/A.
A second programmable gain amplifier (PGA) stage provides additional
gain from G = 1 to G = 8000. The PGA is ac-coupled by inserting a
high-pass filter with a cut-off frequency fc = 200Hz at the input of the
PGA. The output of the PGAs is recorded with a sampling rate of 2MHz
and a resolution of 16 bit by a simultaneous sampling data acquisition card.
The signal is demodulated using a software-based lock-in algorithm.
3.3.6 Noise considerations
The different noise sources contributing to the overall system noise can
be divided into three main parts: laser intensity noise, detector noise
and mechanical noise. The laser intensity noise consists of the shot noise
and excess noise related to the pump current, mode hopping, thermal
fluctuations, etc. The excess noise can be reduced by measuring the output
power and using it as feedback to control the pump current, as well as
stabilizing the temperature of the laser diode. The shot noise, however,
cannot be overcome and is a fundamental limit to the intensity noise. Since
the orientation of the plane of polarization is measured using a balanced
detector, laser intensity noise is canceled to a high degree.
The detector noise is produced by the electronic components within the
detector and does not depend on the signal reaching the detector. The dark
noise of one quadrant of the detector, measured at the output of the PGA,
is shown by the green curve in Fig. 3.9 (a). The dark noise at the output of
the digital lock-in amplifier, for a reference frequency of fref = 10 kHz and a
integration time of tint = 1 ms is shown in red. Using lock-in detection shifts
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(a)
(b)
Figure 3.9: Noise characteristics of the detector: (a) Detector noise at the PGA
output (green) and after lock-in detection with fref = 10 kHz, tint = 1 ms (red).
Lock-in detection reduces noise by more than an order of magnitude. (b) Noise
spectral density at the PGA output. 1/f noise is elliminated by ac-coupling the
PGA.
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the signal to higher frequencies, where the 1/f part of the noise is negligible.
The rms noise at the output of the lock-in amplifier is proportional to the
detection bandwidth, which is controlled by the lock-in integration time
tint. In the case of frequency independent white noise, it is calculated by
dividing the noise spectral density S1/2P at the PGA output by the square
root ot the integration time, and is given by ∆Prms = S1/2P /
√
tint. The noise
spectral density for the PGA output is shown in Fig. 3.9 (b). Noise below
the cut-off frequency (fc = 200Hz) of the ac-coupling filter is suppressed
and 1/f noise is practically eliminated. The lock-in detection results in a
noise reduction of more than one order of magnitude that can be further
increased by increasing the integration time.
An additional noise source is mechanical noise, which is related to per-
turbations to the imaging path caused by vibrations, noise in the angu-
lar position of the FSM, vibrations of the coldfinger, etc. A value of
5 × 10−6 rad/√Hz for the sensitivity to the orientation of the plane of
polarization has been determined for the LTSPM detector.
3.4 Imaging of electric transport properties
Imaging of electric transport properties using low-temperature scanning
electron microscopy (LTSEM) has first been demonstrated by Stöhr et
al. [83]. In LTSEM, the electron beam generates a local perturbation to
the electric transport characteristics of typically a current-biased sample
that leads to a global voltage response, which serves as image contrast.
A general response theory for this imaging mechanism was developed by
Clem et al. [84]. For a detailed description of the LTSEM technique see
the reviews by Huebener [85] and by Gross et al. [86]. A similar technique
using a focused laser beam to perturb the sample was used by Divin et
al. [87, 88]. It was shown by Dieckmann et al. [89] that this technique,
low-temperature scanning laser microscopy (LTSLM), delivers results that
are equivalent to LTSEM. LTSLM has, among others, been applied to
research on superconductors [51, 53, 90, 91], the quantum Hall effect [92],
spintronics [93, 94], and spin-caloritronics [95]. The LTSPM can be operated
in LTSLM mode to gain information on the electric transport properties
of a sample. The intensity-modulated laser beam generates a periodic
perturbation that leads to a periodic global voltage response ∆V , which
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Figure 3.10: Principle for LTSLM imaging of local electric transport properties.
The laser beam, that is intensity modulated at the reference frequency of the
lock-in amplifier, locally perturbs the electric transport properties of the current-
biased sample. The perturbation leads to a change ∆V in global voltage, which
is detected by the lock-in amplifier. From [24].
response ∆V , the voltage image, can be acquired by scanning the laser
across the sample. Usually, the primary nature of the perturbation is local
heating [96], although additional mechanism such as the photovoltaic effect,
photoconductivity or quasiparticle creation in superconductors [97] are
possible and may need to be considered for the interpretation of these
images. The spatial resolution of this technique is governed by the length
scale on which the laser beam induced perturbation decays. In the case of
local heating this is the thermal decay length [86] and a typical resolution
of a few µm can be achieved.
3.5 Image processing
Because of the typically weak contrast in polarized light imaging, the appli-
cation of digital image processing techniques is often necessary to extract
the relevant information. In MOKE imaging, e.g. using the LTWPM, the
magneto-optical signal is superimposed by differences in reflectivity and
inhomogeneous illumination of the sample. The magneto-optical signal
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throughout a hysteresis loop can, for example, be extracted by subtracting
a reference image in which the sample shows a homogeneous magnetization,
i.e. is in a saturated state. The open-source software FIJI [98] provides
a wide range of functionalities that can be used for image processing in
polarized light microscopy. Apart from the possibility to efficiently imple-
ment standard mathematical operations to large data sets, it includes a
scripting interface that enables batch processing and custom image process-
ing techniques. A particularly useful feature is a plugin (’StackReg’) that
can be used to automatically correct for sample drift between subsequent
acquisitions with sub-pixel resolution [99].
3.6 Examples
In this Section, two examples demonstrating the capabilities of the mi-
croscope system are presented. First, the imaging of magnetic domains
in barium hexaferrite is addressed. Second, the imaging of magnetic flux
structures in superconductors is discussed. A detailed description of the
underlying physics for these examples is omitted as it would go beyond the
scope of this thesis. However, a short motivation and description for each
study is given.
3.6.1 Magnetic domains in barium hexaferrite 3
Magnetic domains in the basal plane of a barium hexaferrite crystal
[BaFe12O19(0001)] observed with the LTSPM at room temperature and
zero magnetic field are shown in Fig. 3.11 (a) and (b). This ferromagnetic
material has been extensively studied by magnetic force microscopy and
scanning Hall probe microscopy [100–102] as a substrate for superconductor-
ferromagnet hybrids. The magnetic domains in BaFe12O19(0001) form a
labyrinth pattern with zigzag domain walls [102] in the remanent state.
Due to its uniaxial anisotropy, the magnetization within the domains
is parallel/anti-parallel to the [0001]-direction [101]. The width of the
Bloch-type domain walls was found to be around 200 nm [100, 101]. For
a superconductor-ferromagnet hybrid, where a superconducting film is
deposited on top of a ferromagnetic substrate, the magnetic landscape
within the superconducting film that is generated by the ferromagnetic




Figure 3.11: Magnetic domains in BaFe12O19 observed via (a) the polar MOKE
θpolarK and (b) the longitudinal MOKE θ
long
K,y at room temperature and zero mag-
netic field. From [24].
substrate modifies the nucleation of superconductivity. This can lead to
reverse-domain and domain-wall superconductivity, which has been im-
aged by LTSLM [103, 104]. The polar MOKE (θpolarK ) image is shown in
Fig. 3.11 (a). The zigzag folding of the domain walls between domains with
magnetization parallel/antiparallel to the z-direction can clearly be seen.
Fig. 3.11 (b) is acquired at the same time and displays the longitudinal
MOKE ( θlongK,y ) image, which is sensitive to the magnetization component
along the y-direction. No contrast is obtained between adjacent domains,
where the magnetization points in the out-of-plane/into-the-plane direction.
However, a magneto-optical signal is obtained along the Bloch domain walls,
where the magnetization has an in-plane component along the direction of
the domain wall. Since the displayed longitudinal MOKE signal θlongK,y is
only sensitive to the y-component of the magnetization, the contrast is best
if the domain wall runs in y-direction and is lost if the domain walls run in
x-direction.
3.6.2 Magneto-optical imaging of magnetic flux structures in
superconductors
When a type-II superconductor is subjected to an external magnetic field
that exceeds the lower critical field Bc1, flux enters into the superconductor
in the form of Abrikosov vortices [105], characterized by a normal core
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with a diameter of approximately twice the superconducting coherence
length ξGL that is surrounded by a supercurrent that decays on the length-
scale of the London penetration depth λL. Abrikosov vortices carry a
quantized flux that is an integer multiple of the magnetic flux quantum
Φ0 = h/2e = 2.07 × 10−5 Tm2. In an ideal superconductor, the vortices
would enter from the boundaries when Bc1 is exceeded and would spread,
due to a repulsive interaction between the individual vortices, within the
superconductor until their interaction energy is minimized, resulting in a
triangular vortex lattice. In a real superconductor, pinning centers that
trap the vortices are always present. The penetration of flux into hard bulk
superconductors, i.e. where pinning is strong, is described by the Bean
model [106]. In thin films the magnetic field penetration differs from the
Bean model and is described by the model by Norris [107], Brandt and
Indenbom [108].
Experimentally, the magnetic field distribution above the surface of a
superconductor can be determined using magneto-optical indicator films
(MOIF) [109]. These consist of a magneto-optically active layer, often
coated with a mirror, that is positioned on top of the superconductor. The
Faraday effect in the MOIF leads to a rotation of the polarization of linearly
polarized light that is proportional to the magnetic field and is given by
ϑF = 2V BzdMOIF with the Verdet constant V , the magnetic field component
along the propagation direction Bz and the thickness of the magneto-
optically active layer dMOIF. The magneto-optical imaging principle is
illustrated in Fig. 3.12 for a MOIF that consists of a magneto-optically active
layer and a mirror. The magnetic field distribution above the superconductor
(type-II SC) is modulated by the presence of vortices. Without magnetic
field, the magnetization of the magneto-optically active layer lies in the
film plane. The magnetic field above the vortices leads to a rotation of
the magnetization that now possesses an out-of-plane component. Under
perpendicular illumination with polarized light, this out-of-plane component
leads to a rotation of the plane of polarization by an angle ϑF, that can be
visualized using polarized light microscopy. As the magnetic flux rapidly
spreads above the surface of the superconductor, the achievable spatial
resolution of this technique strongly depends on the distance z0 between the
MOIF and the sample. Magneto-optical imaging of single vortices has been
demonstrated by Goa et al. [55] and Veshchunov et al. [110] using magneto-
optical indicator films that are based on magneto-optically active ferrite-











Figure 3.12: Magneto-optical imaging principle for the visualization of the mag-
netic field distribution above a superconductor (SC) containing three Abrikosov
vortices. The magnetic field at the position of the magneto-optically active layer
leads to a deflection of the magnetization M . The out-of-plane component of the
magnetization leads to a rotation of the plane of polarization by an angle ϑF for
linearly polarized light under perpendicular incidence.
constants of V = 0.019 ◦/(mTµm) [55] and V = 0.06 ◦/(mTµm) [110] at a
temperature of 10K. A key factor in achieving single vortex resolution is the
minimization of the distance z0 between MOIF and sample, as the maximum
magnetic field modulation ∆Bz rapidly decays with increasing distance
from the surface. Following the work by Carneiro and Brandt [111], Goa et
al. [55] calculated the field distribution and ∆Bz as a function of distance to
the surface. For a hexagonal lattice of vortices with a spacing of 2µm, they
found that the field modulation that is ∆Bz ≈ 20 mT at the surface of the
superconductor rapidly decreases with increasing distance from the surface,
so that for a distance of 1.6µm the magnetic field modulation ∆B is as low
as 10µT. The signal, i.e. the difference in Faraday rotation, ∆ϑF results
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∆Bz(z) dz . (3.18)
It is evident that, to achieve single vortex resolution, the MOIF should
exhibit a large Verdet constant and be as close as possible to the surface
of the sample. The characterization and investigation of magneto-optical
indicator films for low-temperature imaging of flux structures in supercon-
ductors was the subject of two state examination theses4 by Felix Lever [60]
and Theo Luibrand [112]. The MOIF that have been characterized in
these theses, have kindly been provided by Morris Lindner (Innovent e.V.,
Jena). The MOIF employ a bismuth substituted rare-earth (RE) iron garnet
layer, of composition (Bi,RE)3(Fe,Ga)5O12, as the magneto-optically active
element and have been grown by liquid phase epitaxy on a gadolinium
gallium garnet (Gd3Ga5O12) substrate. The standard version of the MOIF
is covered with a mirror layer and a protective layer of diamond-like carbon
(DLC) with an integral thickness of 4µm. The response of ferrite-garnet
based MOIF to external magnetic fields can be tuned by balancing the
different contributions to their anisotropy. In general, it is attempted to
realize films that have an easy axis in the film plane and show a continuous
Stoner-Wohlfahrt [113] rotation of their magnetization when subjected to
perpendicular magnetic fields. Neglecting the cubic crystalline anisotropy,
the magnetic anisotropy of ferrite-garnet based MOIF can be described by
an effective uniaxial anisotropy Keffu perpendicular to the film surface that
consist of the following contributions [15]








where Kgu is a growth-induced anisotropy, µ0M2s /2 is the shape anisotropy
with the saturation magnetizationMs, 2B1e is the magnetoelastic anisotropy
with the cubic magnetostrictive constant B1 and strain e, and KSu/dMOIF
is a surface contribution that can be neglected for films with dMOIF > 1µm.
Due to the small mismatch between substrate and ferrite-garnet film, the
magnetoelastic contribution can usually be neglected. The growth-induced




anisotropy Kgu can be tailored by adjusting the chemical composition [114]
and deposition parameters. By balancing the growth-induced anisotropy
and the shape anisotropy, films with small and negative effective uniaxial
anisotropy Keffu < 0 can be realized. As a result, the magnetization, lying in
the film plane in zero field, can be easily deflected by an external magnetic
field which results in a high sensitivity and large effective Verdet constant.
Three different standard MOIF, provided by Innovent e.V. Jena, were
examined in the thesis by F. Lever [60]: A so-called ’Type C’ MOIF with a
thickness of dMOIF = 4µm, a saturation magnetization of Ms = 130 kA/m,
and a dielectric mirror plus DLC protective layer with a common thickness of
3− 4µm. A so-called ’Type B’ MOIF with a thickness of dMOIF = 4.9µm,
a saturation magnetization of Ms = 30 kA/m, and a dielectric mirror
plus DLC protective layer with a common thickness of 3 − 4µm. And
finally, a ’Type B’ MOIF with a thickness of dMOIF = 5.1µm, a saturation
magnetization of Ms < 30 kA/m, and a 100 nm thick aluminum mirror.
The low-temperature characterization of these MOIF revealed an increasing
influence of the cubic crystalline anisotropy with decreasing temperature
that leads to the appearance of domains and hysteresis. Nevertheless,
imaging of flux structures in a niobium thin film has been achieved using
the ’Type B’ MOIF with dielectric mirror (see Sec. 3.6.2). Because of the
relatively thick protective layer and mirror, the MOIF is at a distance
to the superconductor where it is not possible to resolve the stray field
of individual vortices. For a detailed description of the low-temperature
characteristics of these MOIF see Ref. [60].
Because the relatively thick mirror and protective layer, as well as unneces-
sarily thick ferrite-garnet films, were suspected to limit the achievable spatial
resolution, thinner films without mirror and protective layer have been pre-
pared and investigated in the ensuing thesis by T. Luibrand [112]. These
were four MOIF of ’Type B’ with different thicknesses (200 nm, 350 nm,
660 nm, and 1.35µm). Since the mirror layer on the MOIF was omitted,
the light was reflected directly by the sample which served as the mirror.
Only the two thickest MOIF showed the expected magneto-optical response
with Verdet constants of V = 0.016 ◦/(mTµm) and V = 0.026 ◦/(mTµm)
for the 660 nm and 1.35µm thick film, respectively. The Verdet constant of
these films is comparable to the MOIF used by Goa et al. [55]. Although
the Verdet constant should be sufficiently large and it should be possible
to bring the MOIF closer to the sample without the mirror and protective
layer, single vortex resolution could not be achieved. It is likely that this is
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due to dirt and particles on the sample surface which still leads to a too
large sample to MOIF spacing. First attempts at mounting the sample and
MOIF in a cleanroom have been made that hopefully will lead to improved
resolution and single vortex imaging in the near future. More details on
this topic can be found in Ref. [112].
Flux structures in Nb thin films 5
As an example for the imaging of magnetic flux in superconductors, a
study of the penetration of vortices into a superconducting resonator is
presented. The measurements have been conducted by Felix Lever as part
of his state examination theses [60]. The performance of superconducting
niobium coplanar half-wavelength resonators for hybrid quantum systems
in perpendicular magnetic fields is detrimentally affected by the presence
of Abrikosov vortices [115–117]. The motion of Abrikosov vortices leads to
energy dissipation and hence to increased losses that reduce the quality factor
of the resonator. Fig. 3.13 (a) shows an optical image of a capacitatively
coupled niobium half-wavelength resonator. The ground planes and the
center conductor are the bright parts, while the gaps between them appear
dark. The penetration of magnetic flux into the part of the resonator that
is highlighted by the blue square has been investigated using the LTWPM
and a MOIF. The MOIF used for this study was the ’Type B’ indicator
film with a thickness of 4.9µm and protective layer of 4.9µm that has been
characterized in [60]. Because of this relatively thick protective layer, the
MOIF is at a distance to the superconductor where it is not possible to
resolve the stray field of individual vortices.
To obtain calibration data, the magneto-optic response of the MOIF
was measured at 10 K, where the niobium film is in the normal state. The
resonator was cooled to a temperature of 5.3K in zero magnetic field and a
reference image was acquired, before the magnetic field was increased. For
the subsequent acquisitions, it is possible to convert the raw image data to
magnetic field maps, by subtracting the reference image and rescaling the
pixel values according to the calibration data that has been acquired at 10 K.
This was done using the image processing software FIJI [98]. Fig. 3.13 (b)
shows the magnetic field distribution at an externally applied magnetic field,
with an orientation perpendicular to the substrate surface, of B⊥ = 1.4mT.
5The author thanks D. Bothner and B. Ferdinand (Universität Tübingen) for providing





Figure 3.13: Imaging of magnetic flux in a superconducting niobium resonator.
Optical image of a superconducting niobium half-wavelength resonator (a). The
ground plane and center conductor appear bright, the gaps between them appear
dark. The blue square indicates the area that has been imaged in (b) and (c)
using a MOIF and the LTWPM. Magnetic field distribution above the resonator
at an externally applied field of B⊥ = 1.4mT (b) and B⊥ = 1.8mT (c) at a
temperature of 5.3K. From [24].
The magnetic field is focused through the gap between the center conductor
and the ground planes and magnetic flux in the form of Abrikosov vortices
has entered the superconducting film. A few locations along the edge of the
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Table 3.2: System specifications
LTSPM LTWPM
resolution 242 nm 481 nm
sensitivity 5× 10−6 rad/√Hz 1.0× 10−4 rad/√Hz
field of view 500µm× 500µm
temperature range 4K to 300K
B‖ ±800mT
B⊥ ±20mT
niobium film are favored for flux entry, indicating a locally reduced surface
barrier for flux penetration. The vortices that enter at these sites tend to
get pinned at defects in the superconducting film. This results in a highly
non-homogeneous distribution of Abrikosov vortices in the niobium film.
As the magnetic field is increased to B⊥ = 1.8mT [Fig. 3.13 (c)] further
flux entry sites appear and additional vortices enter the superconducting
film. A comprehensive study of magnetic flux penetration in niobium thin
films and the effect of indentations and roughness at the film border has
been carried out by Brisbois et al. [118].
3.7 Summary
In summary, a versatile polarizing microscope that offers the possibility to
image ferromagnetic, ferroelectric and ferroelastic domains by using either
confocal laser scanning (LTSPM) or widefield microscopy (LTWPM) has
been presented. Both imaging modes achieve excellent lateral resolution
over a wide field of view. The lateral resolution of the LTSPM of 242 nm is
close to the resolution limit for imaging with visible light. The instrument
is equipped with highly sensitive polarized light detectors that provide a
sensitivity of 1.0× 10−4 rad/√Hz for the LTWPM and 5× 10−6 rad/√Hz
for the LTSPM. A 4He continuous flow cryostat enables observations at
sample temperatures ranging from 4K to 300K, and magnetic fields with
variable orientation can be applied to the sample. The system specifications
are summarized in table 3.2. The capability of the microscope to image
ferromagnetic domains and domain walls in BaFe12O19 and the magnetic
field distribution above a superconducting Nb film has been demonstrated.
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3.7 Summary
It is expected that the instrument will prove to be useful for investigations of
a wide variety of solid-state effects. The combination of magnetic, structural
and electric imaging with high lateral resolution and variable temperature
has the potential to deliver important insights e.g. for research in spintronics,
spin-caloritronics, superconductivity, magnetism and their hybrid systems.
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4 | Twin Walls between Ferro-
elastic Domains in SrTiO3
and their Effect on Electric
Transport at the SrTiO3/
LaAlO3 Interface 1
4.1 Introduction
The emergence of novel effects in low-dimensional structures such as inter-
faces, grain boundaries, twin boundaries, and magnetic domain boundaries
in bulk crystals, thin films or heterostructures of ferromagnetic, ferroelectric,
ferroelastic, or superconducting materials is studied in the flourishing field
of domain boundary engineering [120], that aims to achieve control of the
functionality of domain boundaries at the nano-scale. Strontium titanate
SrTiO3 (STO) has attracted considerable interest in this regard. Although
cubic at room temperature, STO undergoes a ferroelastic phase transition to
a tetragonal crystal structure at around 105K [121]. In its tetragonal phase,
1Parts of this chapter have been published in [119]. The LTSEM measurements
have been performed by S. Scharinger, H.J. Harsan Ma and D. Kohlberger at the
Universität Tübingen. Own contributions: For this publication, I conducted optical
microscopy studies using the LTWPM that confirmed the presence of twin walls.
Further details on these measurements are given in Sec. 4.4. Additionally, I prepared
numerical simulations on the origin of the electron-beam induced voltage signal.
Finally, I assisted in analyzing the data and contributed to the preparation of the
publication [119].
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STO shows pronounced twinning [122] and it has been shown by resonant
ultrasonic spectroscopy [123], piezoelectric spectroscopy [124], and scanning
stress microscopy [125] that the twin boundaries between tetragonal do-
mains (twin walls) can be polar. However, due to zero-point fluctuations
a macroscopic ferroelectric state in STO is not realized. Instead, STO
becomes a quantum paraelectric at temperatures around 37K [126–128].
Yet, signatures of electric-field induced ferroelectricity have been found [126,
129, 130] above a threshold field of 1.40 kV/cm at around 5K. It has been
suggested that the twin walls become ferroelectric at low temperatures [124,
131], which could be an explanation for the field-induced ferroelectricity.
STO is widely used as a substrate for the growth of thin films and usually
considered as a homogeneous single crystal. However, this assumption holds
not true in the low temperature tetragonal phase, where twinning produces
a landscape of ferroelastic domains with twin walls at their boundaries. An
example that is particularly sensitive to the influence of twin walls in STO
is the conducting interface between LaAlO3 (LAO) and STO: although both
materials are insulating in bulk, the interface between a LAO-layer of at least
four unit cells thickness and its TiO2-terminated STO substrate becomes
electrically conducting [132]. Several mechanisms leading to the formation
of the two-dimensional electron gas (2DEG) at the LAO/STO interface
are being discussed: First, the discontinuity between non-polar STO and
polar LAO leads to electronic reconstruction at the interface [133–135].
The alternating layers of La3+O2− and Al3+O4−2 posses alternating charge.
When grown on neutral TiO2-terminated SrTiO3(001), this would lead
to a diverging electric potential for increasing thickness of the LAO layer
[Fig. 4.1 (a)]. This scenario is known as the ’polar catastrophe’. To avoid
the polar catastrophe, half an electron per unit cell is transferred to the
LAO/STO interface [Fig. 4.1 (c)]. In consequence, the electric potential no
longer diverges and the excess charge at the interface leads to the formation
of a 2DEG. Second, the interface could become conducting through the
creation of oxygen vacancies during growth of the LAO film [136–138]. The
third possible mechanism is intermixing of cations at the interface that leads
to conducting La1−xSrxTiO3 [139]. In addition to the formation of a 2DEG,
the LAO/STO interface has been shown to become superconducting [140,
141] below temperatures of approximately 200mK and ferromagnetic [142–
144].
Since it has been shown that the twin walls in the tetragonal phase
of STO can be polar, it is straightforward to assume, within the elec-
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Figure 4.1: Electronic reconstruction at the interface between LaAlO3 and TiO2
terminated SrTiO3(001). (a) The La3+O2− layers posses positive charge, while
the Al3+O4−2 layers have negative charge. Grown on the neutral Ti4+O4−2 plane,
this leads to a diverging electric potential (V). (c) By transferring half an electron
per unit cell to the LAO/STO interface, the electric field is centered around zero
and the potential no longer diverges. From [133].
tronic reconstruction scenario, that they will have a profound effect on
the 2DEG at the LAO/STO interface. The influence of twin walls on the
two-dimensional electron gas at the LAO/STO interface has been studied
by scanning SQUID microscopy [145], scanning single-electron transistor
microscopy [146], scanning stress microscopy [125], and LTSEM [119].
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Figure 4.2: (a) Possible orientation of tetragonal twins in STO. Twin walls are
possible where adjacent twins share an a-axis. Twin walls between X, Y, and Z
domains in the (001)-plane (b) and in the (110)-plane (c). Modified from [119].
4.2 Configuration of twin walls in the tetragonal phase
of SrTiO3
At temperatures below the ferroelastic cubic to tetragonal phase transition
in STO, twins with an orientation of the long axis (c-axis) of their tetragonal
unit cell along the [100], [010], and [001]-direction of the cubic unit cell
are possible and are labeled as X, Y, and Z, respectively in Fig. 4.2 (a).
The orientation of twin walls between the different twin domains can be
found by using the tiling rules of tetragonal domains [146]. Dislocations
are minimized when two adjacent domains share an a-axis. The possible
orientations of twin walls in the (001)-plane of the cubic crystal are shown
in Fig. 4.2 (b), while Fig. 4.2 (c) shows the orientations in the (110)-plane
of the cubic crystal. Twin walls with angles of 0◦, 45◦, and 90◦ relative to
the [100]-axis are possible in the (001)-plane. In the (110)-plane twin walls
can form at angles of 0◦, 55◦, and 125◦ with the [001]-axis or 35◦, 90◦, and
145◦ with the [110]-axis, respectively.
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4.3 LTSEM imaging of tetragonal domains in SrTiO3
Low-temperature scanning electron microscopy (LTSEM) is a method that
can be used to map local electric transport properties of a sample (see
Sec. 3.4). A periodically blanked electron beam is used to locally perturb
the electric transport properties of the current-biased sample. This leads
to a periodical voltage response with amplitude ∆V that can be measured
using a lock-in amplifier. This voltage response serves as contrast for the
LTSEM images.
The samples investigated in this study were prepared at the National
University of Singapore by growing LAO thin films with a thickness of 5
to 20 unit cells on STO single crystal substrates with either (001) or (110)
orientation. To achieve TiO2-terminated surfaces, the STO(001) substrates
have been treated with buffered HF for 30 s and annealed at 950◦C for
1.5 hours in air, while the STO(110) have been annealed at 1050◦C for
2.5 hours following the HF treatment. The LAO thin films were grown by
pulsed laser deposition (PLD) at oxygen partial pressures from 2× 10−4 to
2× 10−3 Torr and a substrate temperature of 750◦C. The LAO layer has
been patterned into Hall bar microbridges with a size of 165µm× 50µm
using photolithography. The microbridges are oriented along the [100] or
[010]-direction of the STO(001) substrate and along the [001] and [110]-
direction of the STO(110) substrate, respectively. For further information
on sample preparation, see Refs. [147, 148].
Figure 4.3 shows LTSEM images of samples grown on STO(001) and
STO(110) at a temperature of 5K. Stripe-like patterns at different angles
relative to the long side of the Hall bar can be seen in these samples.
Samples No. 1 [Fig. 4.3 (a)] and No. 4 [Fig. 4.3 (b)] have been grown on
STO(001) and show stripes at angles of 0 ◦, 45 ◦, and 90 ◦. These angles
agree perfectly with the possible orientations of twin walls in the STO(001)
surface (see Sec. 4.2). Samples No. 5a [Fig. 4.3 (c)] and No. 6a [Fig. 4.3 (d)]
have been grown on STO(110). Here, stripes occur at angles of 55 ◦ and
125 ◦, which again agrees with the possible orientation of twin walls in the
STO(110) surface. The observed stripe angles and expected orientations of
twin walls for a number of different samples are summarized Table 4.1. The
good agreement between the observed patterns and the expected orientation
of twin walls indicates that the stripe-like patterns in the LTSEM images
are indeed caused by twin walls.
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Figure 4.3: LTSEM images of different samples at 5K. Twin walls are observed
along different crystallographic axes and at different angles with respect to the
long side of the 165µm wide microbridge: (a) Along [010] (90 ◦) and [100] (0 ◦)
in sample No. 1. (b) Along [010] (90 ◦) and [110] (45 ◦)in sample No. 4. (c) At
angles of 55 ◦ and 125 ◦ in sample No. 5a. (d) At angles of 55 ◦ and 125 ◦ in sample
No. 6a. The observed orientations of twin walls agree perfectly with the possible
orientations (Sec. 4.2) for the STO(001) and STO(110) surfaces. From [119].
Table 4.1: Summary of device characteristics for samples grown on STO(001) and
STO(110). The thickness of the LAO layer (in unit cells), as well as the expected
and observed orientation of twin walls are given. The angles are measured relative
to the long side of the Hall bar.
STO(001)
Pattern angles (deg)
sample no. LAO thickness [uc] expected observed
1 5 0, 90, 45, 135 0, 90, 135
2 20 0, 90, 45, 135 0, 90
3 5 0, 90, 45, 135 0, 90, 135
4 10 0, 90, 45, 135 0, 90, 45
STO(110)
Pattern angles (deg)
sample no. LAO thickness [uc] expected observed
5a 5 0, 55, 125 55, 125
5b 5 35, 90, 145 35, 90, 145
6a 10 0, 55, 125 55, 125
6b 10 35, 90, 145 35, 90, 145
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Further evidence that the signal is generated at twin walls is shown
in Figure 4.4, which displays LTSEM images measured on sample No.1
for increasing temperature. Stripe-like patterns along the [010]-direction
can be observed. The contrast of these stripes decreases with increasing
Figure 4.4: LTSEM images of sample No. 1 on STO(001) for different tempera-
tures (a). The contrast decreases with increasing temperature (b). A LTSEM
image including the electrodes (c) shows stripes that are oriented along the [100]
and [010]-directions. The microbridge has a width of 165µm. From [119].
temperature [Fig. 4.4 (b)] and approaches zero just above the cubic-to-
tetragonal phase transition temperature of STO at 105K. Additionally, the
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configuration of the stripe-like patterns changes after thermal cycling to
above 125K, which supports the assumption that the patterns are related
to twin walls. A larger part of the sample that includes the leads is shown
in Fig. 4.4 (c). Here, stripes along both the [100] and [010]-direction can be
seen. The mechanism leading to the contrast in LTSEM imaging is often
due to local heating [86] and the voltage response ∆V is proportional to
the temperature derivative dR/dT of the resistance R. However, in this
case both the resistance R and its derivative dR/dT increase with T , while
the contrast decreases. Therefore, local heating cannot be the origin of
the observed signal and alternative mechanisms need to be considered. A
possible explanation might be local charge carrier (holes and electrons)
generation in STO by the electron beam. A fraction of these charge carriers
diffuses to the LAO/STO interface where they get separated in the electric
field along the current-biased Hall bar. Within this scenario, the increased
signal at twin walls can be explained either by a higher charge carrier
generation efficiency, an enhanced diffusion coefficient along the twin wall
or a combination of both.
As the field of domain wall engineering aims at control over their func-
tionality, the electric field response of twin walls in STO has been studied
by applying an electric field via a side-gate or a back-gate electrode. The
configuration of the side-gate measurement is shown in Fig. 4.5 (a). The
electrode is at a distance of 165µm to the Hall bar, so that the threshold
field for the field-induced ferroelectricity [126] of 1.40 kV/cm is reached at a
side-gate voltage of about 23V. The back-gate electrode [Fig.4.5 (b)] is on
the backside of the 500µm thick STO substrate. Therefore, the threshold
field is reached at a back-gate voltage of about 70V. Fig. 4.5 (c) shows
LTSEM images of sample No. 1 for side-gate voltages from 0V to -200V
at a temperature of 5K. With increasing negative gate voltage, a large
number of stripes perpendicular to the long side of the Hall bar appear.
Interestingly, the configuration that is established at a side-gate voltage of
-200V persists after the gate voltage is switched off. Moreover, it cannot
be erased by thermal cycling the sample to temperatures below 100K for
a duration of 12 hours. However, after thermal cycling to 300K most of
the stripes disappear. Note, that the configuration after thermal cycling
to 300K closely resembles the configuration at a side-gate voltage of -20V.
A sequence of LTSEM images for back-gate voltages from 0V to -210V is
shown in Fig. 4.5 (d). The behavior is similar to the side-gate measurement:
more and more stripes appear upon increase of the negative gate voltage,
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although due to the lower electric field at a given voltage not as many as in
the side-gate measurement. Subsequent application of a positive back-gate
voltage of 210V did not change the configuration that was previously ob-
tained at -210V. The number of induced twin walls, shown in Fig. 4.6, scales
Figure 4.5: Electric-field response of twin walls in sample No. 1: (a) side-gate
configuration, (b) back-gate configuration, (c) LTSEM images for different side-
gate voltages Vsg, (d) LTSEM images for different back-gate voltages Vbg. The
microbridge has a width of 165µm. From [119].
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linearly with the electric field for values above a threshold of ∼ 1.5 kV/cm
that agrees well with values previously observed for electric-field induced
order. The twin walls are believed to show ferroelectric order after ex-
ceeding the threshold field Eth. Still, a ferroelectric hysteresis loop that
shows switching of the induced polarization and should manifest in a change
in the twin wall configuration when the electric field is reversed has not
been observed. This is probably due to the fact that the applied electric
Figure 4.6: Number of electric-field induced twin walls as a function of the
applied electric field. The number of twin walls increases linearly for fields above
a threshold of ∼ 1.5 kV/cm. From [119].
field (the maximum electric field reached is on the order of 10 kV/cm) is
below the coercive field for switching of the twin walls. This is schematically
indicated in Fig. 4.5 (e) and (f) for the side-gate and back-gate configuration,
respectively. Normally, a ferri-electric ordering of the dipole moments of a
polar twin wall is expected. However, Zykova-Timan et al. [131] showed
in simulations that the dipole moments form vortex-like structures that
posses a component pointing in a direction perpendicular to the wall that
is switchable and gives rise to ferroelectricity within the twin wall.
In summary, LTSEM imaging of twin walls between ferroelastic domains
in tetragonal STO has been demonstrated. The twin walls are imaged by
measuring their effect on the transport properties of the two-dimensional
electron gas at the interface of the STO substrate and a LAO layer that
has been deposited on top. Despite the fact that twin walls possess a width
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(∼ 1 nm) that is about three orders of magnitude below the resolution of
the instrument, their influence on the transport properties is significant
enough to obtain good contrast in the LTSEM images. The stripes that
are seen in the LTSEM images appear at angles that perfectly match the
possible orientations of twin walls. The stripes disappear above 105K and
form in a different configuration when the sample is repeatedly cooled to
the tetragonal phase. Applying an electric field that exceeds a threshold of
1.5 kV/cm leads to the creation of stripes in the LTSEM images that are
interpreted as a signature of electric-field induced ferroelectric order at the
twin walls.
4.4 Optical imaging of twin walls
Imaging of twin walls in tetragonal STO is also possible by polarized light
microscopy [26]. Birefringence in the STO substrate [149] leads to a contrast
at the twin walls between adjacent ferroelastic domains.
Figure 4.7 shows an image series acquired with the LTWPM during cool-
down of sample No. 5a that has been grown on STO(110). The orientation
of the crystallographic axes and the possible orientation of twin walls is
indicated in Fig. 4.7 L. The horizontal direction is the [001]-axis, the vertical
direction the [110]-axis. At a temperature of 107K (A), above the cubic to
tetragonal transition, no ferroelastic twins or twin walls can be observed.
After cooling to 100K (B), faint lines at an angle of 55 ◦ and 125 ◦ with
the [001]-axis are discernible. These are twin walls between ferroelastic
domains of the STO crystal that formed at the cubic to tetragonal phase
transition at 105 K. The twin walls become more readily visible when
the temperature is further decreased. Two horizontal lines, at 0 ◦ with the
[001]-axis, are visible at 85K in addition to the slanted twin walls. The
observed orientations perfectly match the expected angles (see Table 4.1
and Sec. 4.2). Although all the possible orientations are already present,
the twin-wall (or ferroelastic domain) configuration continues to develop.
In Fig. 4.7 D, acquired at 75K, a bright line entering from the left side
along the Hall bar can be seen. This line expands to the right and moves
downwards in the image when the temperature is lowered to 50K (E and F).
Notice that another twin wall appeared close to the lower edge of the image
and that now there are two parallel twin walls along the [001]-direction in
the lower quarter of the image. As the temperature is reduced to 40K (G),
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A: 107 K B: 100 K C: 85 K
D: 75K E: 55K F: 50K
G: 40K H: 30 K I: 20 K











L: Sample no. 5a
50 µm
Figure 4.7: Temperature evolution of ferroelastic domains and twin walls in
sample no. 5a, grown on STO(110). Panel L shows the orientation of the crystal-
lographic axes and the possible orientations of twin walls between the ferroelastic
X, Y, and Z domains.
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a needle domain propagates from left to right in between these twin walls.
Similarly, another needle domain along the [001]-direction can be observed
in the center of image (H) at a temperature of 30K. For lower temperatures,
down to 5K, the twin-wall configuration remains virtually unchanged (I-K).
The twin walls with angles of 55 ◦ and 125 ◦ are formed at the X-Z and Y-Z
domain boundaries, respectively, while the horizontal (0 ◦) twin walls are
found at the boundary between X and Y domains.
An interesting observation is that twin walls between Y and Z or X and
Z domains form with a high density (or narrow spacing) at the cubic to
tetragonal phase transition and that their configuration remains almost
unaffected by a change in temperature of 100 K. The twin walls between
Y and X domains, on the other hand, are relatively scarce and widely
spaced at temperatures near the cubic to tetragonal transition but become
more frequent at lower temperatures, when e.g. a Y domain is split by the
insertion of an additional X domain, as is the case for the needle domain
observed along the lower edge of the images. Note that no twin walls
between X and Y domains have been observed along the LAO microbridge.
This might explain why it has not been possible to observe twin walls along
the microbridge by LTSEM.
Figure 4.8 shows a comparison of the twin-wall configuration in sample
No. 1 (a) and sample No. 5a (b) at a temperature of 10K and a schematic
representation of the possible orientations of twin walls in STO(001) (d)
and STO(110) (e). Many twin walls at angles of 45 ◦ and 135 ◦ with the
[100]-axis are readily visible in Fig. 4.8 (a). Apart from the large twin walls
spanning almost the entire field of view, a lot of narrow spaced twin walls
can be distinguished in between. However, twin walls at 0 ◦ and 90 ◦ are
not apparent. Still, the zoom on the red rectangle in (a) that is shown in
Fig. 4.8 (c), shows rectangular areas containing 45 ◦ and 135 ◦ twin walls
that are surrounded by regions that are free of twin walls. The boundaries
between these regions are highlighted by the dotted red lines. By comparing
this with (d), the schematic representation of possible orientations of twin
walls, it is discernible that the diagonal twin walls are boundaries between
alternating X and Y domains, while the areas that appear to be free of twin
walls have to be Z domains. Consequently, 0 ◦ and 90 ◦ twin walls have to
be present but exhibit poor contrast. Figure 4.8 (b), shows the twin-wall
configuration of sample no. 5a that has been grown on STO(110). Twin
walls at angles of 0 ◦, 55 ◦, and 125 ◦ with the [001]-axis are visible, which
corresponds exactly to the expected orientations (e). The images shown in
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(a) sample no. 1 - STO(001)


























Figure 4.8: Twin-wall configuration in sample no. 1 (a) and sample no. 5a (b)
at a temperature of 10K. The possible orientations of twin walls between X, Y,
and Z twins are schematically shown in (d) and (e) for STO(001) and STO(110),
respectively. (c) shows a zoom on the part of sample no. 1 that is indicated by the
red rectangle in (a). The red dotted lines in (c) highlight the boundaries between
regions containing X and Y domains and regions that appear to be free of twin
walls and are identified as Z domains.
Fig. 4.7 and Fig. 4.8 have been corrected for uneven illumination by using
the ’subtract background’ feature in FIJI [98].
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Figure 4.9: LTSLM ∆V image of a Nb/LAO/STO(001) Hall bar at a bias
current of 11µA and a temperature of 5K.
The LTSPM offers the possibility to acquire ∆V images (Sec. 3.4). A
LTSLM ∆V image of a Nb/LAO/STO(001) sample2 (sample no. 2) at a
temperature of 5K is shown in Fig. 4.9. Since LAO and STO are highly
transparent for visible light, a niobium layer has been added on top of the
sample to absorb the laser beam, resulting in a local perturbation to the
sample. A bias current of 11µA was sent through the two-dimensional
electron gas (from I to GND). The voltage response ∆V , due to the pertur-
bation of the laser beam, was measured between V+ and V- using a lock-in
amplifier operating at a reference frequency of 10 kHz and with a time
constant of 1ms. Twin walls in the STO substrate lead to a modification of
the LTSLM response and are visible as stripe-like structures at an angle
of 90 ◦ with the long side of the Hall bar in the LTSLM image. The ∆V
image bears a strong resemblance to the images acquired with the LTSEM
and confirms that the observed stripes are related to twin walls in the STO
substrate.
2fabricated by A. Stöhr and H.J. Harsan Ma.
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5 | Metal-Insulator Transition in
V2O3 1
5.1 Introduction
Over the last decades, the strongly correlated vanadium sesquioxide (V2O3)
has attracted extensive interest from both experimental and theoretical
side due to the metal-insulator transition (MIT) it shows with doping,
pressure, and temperature [151, 152]. Due to the good agreement between
predictions from the Hubbard model and experimental data, V2O3 is com-
monly regarded as the prototypical Mott-Hubbard insulator that shows an
electron localization that is caused by Coulomb repulsion [153, 154]. The
phase diagram of V2O3 (Fig. 5.1) shows that, as a function of temperature,
pressure, and doping with titanium or chromium, one of three distinct
phases is realized. At room temperature and ambient pressure, stoichio-
metric V2O3 is a paramagnetic metal (PM) with corundum structure. An
isostructural metal-insulator transition to a paramagnetic insulting phase
(PI) is found for doping with Cr or a change in external pressure. Doping
and pressure have been considered to have an equivalent influence [155]
on the phase of V2O3 for a long time. However, this assumption has been
1This work was performed in collaboration with the group of Ivan K. Schuller at UCSD,
San Diego. The measurements were performed by D. Schwebius as part of his master’s
thesis [150] (under my supervision) and by me. Own contributions: I performed part
of the measurements. I analyzed the data, interpreted the results, and developed the
numerical model. I especially thank Stefan Guénon for initiating the study and Yoav
Kalchheim for providing the sample. I gratefully acknowledge fruitful discussions
with Stefan Guénon, Yoav Kalcheim, Marcelo Rozenberg, Ivan K. Schuller, Reinhold
Kleiner, and Dieter Koelle.
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refuted, recently [156, 157]. At low temperatures, V2O3 is found in an
antiferromagnetic insulating phase (AFI) with monoclinic structure. The
transition between the PM and AFI phase occurs, for undoped V2O3 and
at ambient pressure, at a temperature of about 150K.
Figure 5.1: Phase diagram of vanadium sesquioxide. From [152].
The vanadium d states are split into lower lying t2g and higher lying eσg
states by the crystal field. The trigonal distortion of the oxygen octahedra
leads to a splitting of the t2g into a single a1g and a doubly degenerate epig
state [152, 158]. The two vanadium d-electrons occupy the lower lying t2g
states. The occupation of these states is different for the distinct phases
of V2O3. The possible configurations are that both occupy the epig state
or that one electron is in the epig and the other in the a1g state. The
ratio of these configurations epig epig : epiga1g has been found to be 2:1 in the
AFI phase, 1:1 in the PM phase, and 3:2 in the PI phase [159]. Each
of the t2g levels is again split into an upper and lower Hubbard band by
the strong on-site Coulomb repulsion [160, 161]. The electronic density
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of states is schematically represented in Fig. 5.2 for the AFI and PM
phase. The density of states in the AFI phase is based on local-density
Figure 5.2: Density of states in the antiferromagnetic insulating phase (left) and
the paramagnetic metallic phase (right). Upper (UHB) and lower (LHB) Hubbard
bands for the epig and a1g levels, as well as oxygen 2p bands approximately 4 eV
below the Fermi energy EF. Additional quasiparticle peaks (QP) emerge in the
PM phase. From [161].
approximation calculations incorporating an effective Hubbard potential
(LDA+U) [162], while the density of states in the PM phase is obtained
from LDA+DMFT calculations [160]. In the AFI phase, an energy gap of
≈ 0.5 eV is present between the epig and a1g lower Hubbard bands, which
is a typical result for the band gap for both theoretical calculations and
spectroscopic measurements [163, 164]. For the PM phase, two quasiparticle
peaks (for epig and a1g) emerge at the Fermi level [160].
Due to the strong coupling between electronic and lattice degrees of
freedom in correlated oxides, V2O3 thin films grown on different substrates
show a strong influence of the deposition conditions on the metal-insulator
transition [165–169]. This is attributed to the strain incorporated through
the lattice mismatch between substrate and film. Compressive strain along
the c-axis (or tensile strain along the a-axis) leads to a shift of the metal-
insulator transition to higher temperatures [165, 166, 168, 169], whereas
tensile strain along the c-axis (compressive strain along the a-axis) leads
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to a decrease in metal-insulator transition temperature or even metallic
behavior down to temperatures of 2K [168]. The strain is often expressed
in the c/a-ratio of the lattice parameters of the films. For bulk V2O3 the
lattice parameters are c = 14.00083 A˚ and a = 4.9540 A˚ resulting in a
ratio of c/a = 2.826. It has been shown that a c/a-ratio slightly below
the bulk value can be realized for V2O3 films grown on r-cut sapphire and
that these films exhibit a metal-insulator transition at slightly elevated
temperatures [165]. The structural phase transition from the corundum to
the monoclinic structure in bulk V2O3 goes along with a reduction of c and
an increase of a [155]. Therefore, a reduced c/a-ratio due to strain assists
the metal-insulator transition and leads to higher transition temperatures.
Consequently, growing V2O3 on substrates where either the c-axis or a-axis
is rigidly clamped hinders the corundum-monoclinic transition, and with it
the metal-insulator transition. On the other hand, V2O3 films showing an
insulator-metal transition with a resistance change over several orders of
magnitude can be obtained on r-cut sapphire substrates that allow for a
change in c/a-ratio [165].
Phase separation in strongly correlated electron systems has been theoret-
ically predicted from mean-field theory [170], dynamical cluster approxima-
tion in the Hubbard model [171], and thermodynamics [172]. Experimentally,
a separation of the metallic and insulating phase at the metal-insulator
transition in a 300 nm thick V2O3 film, grown on r-cut sapphire, has been
found by McLeod et al. [173] using scanning near-field infrared microscopy.
In their study they show that the metal-insulator transition progresses from
a homogeneous metallic state to a homogeneous insulating state through
two intermediate stages, the first of which is characterized by percolative
paths formed by metallic and insulating domains whereas the second stage is
characterized by metallic islands in a insulating matrix. This self-organized
phase coexistence is attributed to competing short- and long-range interac-
tions [174]. Moreover, through complementary X-ray diffraction measure-
ments, they show that the metal-insulator transition is decoupled from the
structural phase transition between the corundum and the monoclinic phase
and that metallic domains persist in the monoclinic phase. They conclude
that the striped domain configuration at the metal-insulator transition
is caused by elastic long-range interactions [175, 176] that are produced
by the lattice mismatch of the corundum and monoclinic phase with the
substrate. A similar nano-scale phase separation has also been found in
strained VO2 films [177]. Although a sharp transition between the metallic
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and insulating phase is forbidden due to the long-range interaction [178],
McLeod et al. found that the near-field infrared signal locally shows a
jump at the metal-insulator transition temperature, indicating a first-order
phase transition, which is in agreement with dynamical mean-field theory
treatments of the Hubbard model [151, 153, 179]. However, the near-field
infrared signal does not show a transition between two discrete levels for
the insulating and metallic phase but a gradual increase when approaching
the insulator-metal transition, which they attribute to a narrowing of the
insulating bandgap.
At temperatures close to the insulator-metal transition, V2O3 can be
driven from the insulating phase to the metallic phase by applying a large
enough bias current. This electrically driven breakdown of the insulating
phase, that is also observed in other strongly correlated materials exhibiting
a metal-insulator transition, is under extensive investigation as it bears
potential for novel electronic devices [180], memristive devices [181, 182],
electro-optical elements [183], and as a possible building block for neuro-
morphic computing [184–186]. Whether the electrical breakdown is driven
by electric field, as has been theoretically proposed from DMFT calcu-
lations [187–191], or if it occurs due to the formation of electro-thermal
domains [192–198] is in the focus of recent research. The breakdown has
been shown to occur through the development of current filaments, which
have been imaged using optical microscopy in VO2 [196–199] and LTSEM in
V2O3 [194]. Although optical microscopy is a tool well suited to investigate
metal-insulator transitions, optical imaging of current filaments in V2O3
has not been reported.
This chapter is structured as follows: Imaging of the phase separation at
the metal-insulator transition using the low-temperature widefield micro-
scope is covered in Sec. 5.2, a detailed study of the electrical breakdown of
the insulating phase is presented in Sec. 5.3, a numerical model reproducing
the breakdown characteristics is described in Sec. 5.4. The results are
summarized and discussed in Sec. 5.5.
5.2 Phase separation at the metal-insulator transition
Here, the phase coexistence in V2O3 is studied by low-temperature widefield
microscopy (see Sec. 3.2). A microscope image of the sample investigated
in this study is shown in Fig. 5.3 (a). All the data shown hereafter have
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Figure 5.3: Layout of the V2O3 sample: (a) Microscope image of the sample.
The device under investigation is highlighted by the red rectangle. The bias
current is sent into the upper electrode. The wide horizontal electrode is at
ground. (b) Schematic view of the sample: The gold electrodes are deposited
onto a pristine 300 nm thick V2O3 film, grown on a r-cut sapphire substrate.
been measured on the device that is highlighted by the red rectangle.
Figure 5.3 (b) shows a schematic drawing of the sample and its dimensions.
Gold electrodes with a spacing of ≈ 19.5µm and a width of ≈ 20µm
have been patterned on top of the 300 nm thick continuous V2O3 film,
which has been grown by rf-sputtering on a r-cut sapphire substrate at
UC San Diego. The V2O3 film has not been patterned to avoid potential
defects or alterations to the electrical behavior that could be caused by ion
irradiation. For imaging of the sample, the widefield microscope is used
with parallel orientation of polarizer and analyzer, and consequently the
intensity reflected by the sample is recorded. In contrast to the study by
McLeod et al., the samples resistance is measured concomitantly with the
microscopic images, allowing a direct correlation of domain configuration
and global resistance. The electric transport measurement is conducted
using a Keithley 2400 source/meter unit configured as a current source. In
addition to the global resistance measurement, a numerical model, which is
described in detail in Sec. 5.4, gives access to the temperature dependence
of the insulating phase that, in global measurements, is masked by the
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coexistence of metallic and insulating phase at temperatures close to the
transition temperature.
Figure 5.4 (a) shows the resistance as a function of temperature [R(T )]
for cool-down and warm-up of the sample. The resistance was measured
by applying a bias current of 5µA to the sample while cooling from room
temperature to 80 K and, subsequently, heating back to room temperature.
The sample shows a five-order-of-magnitude increase in resistance across
the metal-insulator transition. It is noteworthy that the metal-insulator
transition of the V2O3 film is amongst the sharpest observed so far. A
distinction is made between the cooling branch henceforth referred to as
metal-insulator transition (MIT) and the heating branch referred to as
insulator-metal transition (IMT). A thermal hysteresis of approximately
5 K between the MIT and IMT is apparent. Figure 5.4 (b) shows a series
of images acquired during the R(T ) measurement. The images are labeled
with letters from A to T and the temperature at which the image has been
recorded. The corresponding point in the R(T ) curve in Fig. 5.4 (a) is
indicated by a red cross with label A to T. Close-up views of the area between
the electrodes are presented and the contrast has been adjusted to show the
V2O3 film. Therefore, the electrodes appear overexposed (white). A first
obvious observation is that the contrast of the V2O3 film changes from dark
(lower reflectivity) in the metallic phase to bright (higher reflectivity) in the
insulating phase. Note that this is in contrast to the intuitive expectation
that the metallic phase would exhibit a higher reflectivity compared to the
insulating phase. The reason for this behavior will be discussed on page 88.
The transition between the two phases progresses through the formation of
domain patterns with dark and bright contrast that are identified as metallic
and insulating regions, respectively. Starting from a homogeneous metallic
state (A: 176K), small insulating islands begin to form (B: 170K) that grow
and connect to form a herringbone-like domain pattern (C: 168K and D:
166K). At this point, the metallic domains still provide continuous paths
connecting the electrodes. These get disconnected when the temperature is
further decreased (E: 164K and F: 162K) which goes along with a steep
increase in resistance, as the current now has to flow through parts of the
film that are in the insulating phase. This is henceforth referred to as the
percolation temperature T percMIT ≈ 162 K. At even lower temperatures (G:
161K, H: 160K, and I: 158K) the V2O3 film is in a state where metallic
patches are embedded within an insulating matrix. The size of the metallic
domains decreases with decreasing temperature until the sample is in a
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A: 176 K B: 170 K C: 168 K D: 166 K E: 164 K
F: 162 K H: 160 K I: 158 K J: 152 KG: 161 K
L: 164 K M: 166 K N: 167 K O: 168 K







Figure 5.4: Phase separation in V2O3 at the metal-insulator transition: (a)
R(T ) curve showing a five-order of magnitude increase of the resistance across
the metal-insulator transition (MIT). A thermal hysteresis of approximately 4.5K
is present between the cooling (MIT) and the heating branch (IMT). (b) Images
acquired at the points, labeled A to T in (a), during cool-down and warm-up of
the sample.
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homogeneous insulating state (J: 152K). The heating branch shows a slightly
different behavior. Beginning from the homogeneous insulating state (K:
160K), small metallic islands appear (L: 164K and M: 166K) that connect
to elongated domains (N: 167K and O: 168K). These domains are wider
than the domains in the cooling branch and have a different preferred
direction. Upon further increase of the temperature, more metallic domains
appear and long metallic paths are created that eventually form continuous
metallic paths that connect the electrodes (P: 170K). The percolation
temperature is estimated to be around T percIMT ≈ 169 K. The metallic regions
grow (Q: 172K and R: 174K) until only isolated insulating patches are left
(S: 176K). Eventually the film arrives in a homogeneous metallic state (T:
180K).
The preferred direction of the domains and their periodicity can be
estimated from the fast Fourier transform (FFT) of the images, which are
shown for selected temperatures, together with corresponding optical images,
in Fig. 5.5. The FFT of the domain configuration in the MIT [Fig. 5.5 (a)
and (b)] clearly shows four peaks that correspond to directions of ≈ 101 ◦
and ≈ 171 ◦, measured counter-clockwise with respect to the horizontal
axis, with a mean periodicity of ≈ 1.3µm at 166 K and ≈ 1.5µm at 162 K.
The preferred orientations of the long axis of the domains in real space are
perpendicular to the directions found in the FFT and are indicated by the
broken lines at ≈ 11 ◦ and ≈ 81 ◦ in the images. Figure 5.5 (c) and (d) show
the domain configuration and FFT for temperatures of 168 K and 172 K in
the IMT. Here, it is not possible to distinguish the peaks of the 101 ◦ and
171 ◦-axes in the FFT. However, the real space image at 168 K shows that a
lot of the domains still are oriented along the 11 ◦ and 81 ◦-axes, while some
domains have an orientation that lies in between these axes. At 172 K, on
the other hand, only few domains are oriented along the 81 ◦-axis, and the
preferred directions become 11 ◦ and 68 ◦, which is observed in the FFT as
a narrowing of the peaks in angular direction. The mean periodicity of the
domains in the heating branch (IMT) is found to be ≈ 2.2µm at 168 K and
≈ 1.8µm at 172 K.
Figure 5.6 (a) and (b) show the domain configuration at 168 K in the
heating branch for two subsequent measurement runs. A complete thermal
cycle (heating to room temperature and cooling to 80K) separates the two
images. While the overall density of metallic domains is similar, the domain
patterns differ significantly. For comparison, a color-coded overlay is shown
in Fig. 5.6 (c). Metallic domains that are present in both (a) and (b),
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Figure 5.5: Domain configuration (left) and fast Fourier transform (right) for
selected temperatures of (a) 166 K and (b) 162 K in the cooling branch (MIT) and
(c) 168 K and (d) 172 K in the heating branch (IMT). The dashed lines highlight
the predominant directionality of the long axis of domains in the real-space images
and the directions at which the peaks occur in the FFT. The angles are measured
counter-clockwise with respect to the horizontal axis. The inner circle in the FFT
corresponds to a spatial frequency of 1/µm, the outer circle to a spatial frequency
of 2/µm.
appear dark. Domains that are present only in image (a) are represented
in green, those that are only present in (b) in red. It is apparent, that the
domain configuration for repeated measurements is neither deterministic nor
random. The same holds true for other temperatures in both the MIT and
IMT. This indicates that the phase separation is not due to growth-induced
local inhomogeneities of the film, for example in chemical composition,
that lead to a spatially varying transition temperature but rather is caused
through minimization of local strain as proposed by McLeod et al. [173].
As a consequence of strong lattice-electron interactions, strain has also
been determined to play an important role for the phase separation at the
metal-insulator transition in VO2 films [177, 200] and nanostructures [201].
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Domain patterns, bearing a strong resemblance to those observed here, can
be found by numerical approximations to the Cahn-Larché equation, which





Figure 5.6: Repeatability of domain configuration. (a) and (b) show the domain
configuration at 168K in the heating branch for two subsequent runs with a full
thermal cycle in between. A color-coded overlay to highlight the differences is
depicted in (c). Metallic domains that are present in both (a) and (b) appear
dark. Domains that are present only in (a) are shown in green. Domains that are
present only in (b) are shown in red. The domain configuration is neither random
nor deterministic.
The evolution of reflectivity with temperature for the global reflectivity,
obtained by averaging over the field of view, and the local reflectivity
evaluated from data of a single pixel, are shown in Fig. 5.7. The reflectivity
has been normalized to the reflectivity of the gold electrodes. The global
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reflectivity shows a smooth transition from lower reflectivity in the metallic
phase to higher reflectivity in the insulating phase with a contrast around
15%. Note that the contrast is reversed in comparison with the findings
of McLeod et al., where, as one would intuitively expect, the reflectivity
was higher in the metallic state. However, they have been imaging at a
























Figure 5.7: Reflectivity of the V2O3 film, normalized to the reflectivity of the
gold electrodes, averaged over the field of view (solid blue line) and for a single
pixel (broken red line) as a function of temperature.
much longer wavelength of 10µm (0.124 eV), whereas here a wavelength of
532 nm (2.33 eV) is used. Spectral measurements of V2O3 in the metallic
and insulating phase [161] show that for energies above 1 eV the optical
conductivity in the insulating phase is higher than in the metallic phase and
that the Drude plasma frequency ωp drops from around 1.2 eV to nearly 0 eV
when going from the metallic to the insulating phase. Therefore, McLeod et
al. have been probing the reflectivity below ωp in the metallic phase and
above ωp in the insulating phase and observed a transition from high to
low reflectivity, respectively. Here, the probing energy is above the plasma
frequency ωp regardless of phase, and the contrast between the metallic and
insulating phase can be attributed to interband transitions between the epig
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and a1g lower Hubbard bands in the insulating state and transitions from
the quasiparticle peak [160, 203] to the a1g upper Hubbard band (cf. [161]
and Fig. 5.2) in the metallic state.
The local reflectivity curves show a jump, as would be expected for a
first-order phase transition, at what is defined as the local metal-insulator
transition temperature TMIT and the local insulator-metal transition tem-
perature TIMT. However, the local reflectivity does not switch between two
discrete levels for the insulating and metallic phase but shows a gradual
change for temperatures approaching the local transition temperature. A
similar behavior has been observed by McLeod et al. [173] and is attributed
to a narrowing of the band gap.
By analyzing the single-pixel reflectivity curves, it is possible to evaluate
the local transition temperatures of the V2O3 film. Figure 5.8 (a) shows a
map of the metal-insulator transition temperature TMIT (x, y), the corre-
sponding insulator-metal transition temperature map TIMT (x, y) is shown
in Fig. 5.8 (b). The maps show a quite heterogeneous spatial distribution
of patches with different transition temperature, where the transition tem-
perature within one patch is the same. The shape and size of individual
patches resembles very much the shape of the domains shown in Fig. 5.4.
Histograms of the local transition temperatures, shown in Fig. 5.9, reveal
that for both the IMT and the MIT, the transition is quite abrupt towards
low temperatures, whereas it is more gradual towards high temperatures.
The mean transition temperatures are found to be T¯IMT = 169.6 K and
T¯MIT = 164.3 K, while the modal transition temperatures are T˜IMT = 168 K
and T˜MIT = 162 K. The modal values of the transition temperature corre-
late well with the percolation temperatures and the points of the largest
change in resistance.
Comparing the R(T ) curve [Fig. 5.4 (a)] with the corresponding images
[Fig. 5.4 (b)] and the temperature profile of the global reflectivity (Fig. 5.7)
reveals that the resistance shows hysteresis for temperatures below 152K
where the images of the sample indicate a homogeneous insulating state
with equal reflectivity for both the cooling and heating branch. Although
the metal-insulator transition in V2O3 is a first-order phase transition, this
suggests that the resistivity shows an gradual increase from the metallic
phase to the insulating phase (and vice versa) over a finite temperature
interval. Due to the phase mixture at the MIT the temperature-dependent
resistivity of the insulating phase is not readily accessible from global
resistance measurements, unless the device is scaled down to the size of
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Figure 5.8: Local transition temperatures (a) TMIT for the metal-insulator
transition, (b) TIMT for the insulator-metal transition.
a single domain. However, since the domain configuration and resistance
have been measured concomitantly, it is possible to assign a temperature
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Figure 5.9: Histogram of the local transition temperatures TIMT and TMIT.
dependence to the transition region that reproduces the globally measured
R(T ) by taking into account the spatial distribution of the insulating and
metallic phase. This is done using the model presented in Sec. 5.4.
In conclusion, imaging of the phase separation at the metal-insulator tran-
sition of undoped V2O3 has been accomplished by using low-temperature
widefield microscopy for the first time. Overall, the results obtained here are
in excellent agreement with the findings of McLeod et al. [173]. The phase
separation and appearance of domains at the metal-insulator transition is
likely going to influence the breakdown characteristics of the device that
will be addressed in the ensuing chapter.
5.3 Electrical breakdown
Here, imaging of current filamentation in V2O3 using low-temperature
widefield microscopy is demonstrated for the first time. The data suggests
that the cause for the electrical breakdown is the formation of electro-
thermal domains caused by Joule heating and self-reinforced focusing of the
current due to the negative temperature coefficient ∂ρ/∂T of the resistivity
ρ of V2O3.
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The electrical breakdown of the insulating phase was studied for tem-
peratures from 157K to 169K by measuring the current-voltage charac-
teristic (IV) and simultaneously recording the reflectivity of the device
with the widefield microscope. Several consecutive IVs have been acquired
at each temperature. Before the recording of each set of IVs, the sample
was brought into a defined initial state by thermal cycling, i.e. heating to
room temperature followed by cooling to 80K. The IVs were obtained in a
current-biased measurement by ramping the current from 0mA to 20mA
and back and measuring the voltage in a 2-point configuration.
5.3.1 Electrical breakdown at 158K
Figure 5.10 (b) shows the first IV measured at a temperature of 158K.
The images corresponding to the points, labeled A to R, are shown in
Fig. 5.10 (a). The IV starts at zero bias current. After warming from
80K, the complete sample is in the insulating state at 158K (A). When
the current is increased, the IV soon starts to deviate from ohmic behavior
indicating a decrease in resistance. This can be interpreted as an increase in
temperature through Joule heating which leads to a decrease in resistance
due to the negative temperature coefficient of the resistivity. The IV even
shows a back bending, i.e. a reduction of voltage for increasing current,
until it arrives at point B. Note that the image at (B) shows no change
compared to (A) and the sample is still completely in the insulating state.
However, further increase in current leads to a discontinuous jump to lower
voltages that goes along with the formation of continuous metallic filaments
connecting the electrodes (C) and the creation of disconnected metallic
domains around the device. Whether this breakdown can be explained by
Joule heating or is driven by electric field is at the center of this study.
As the current is ramped up, most of the metallic domains around the
device disappear (D). A pertinent observation is that the voltage remains
pretty constant with increasing current after the breakdown (C-I), which
implies that the resistance is proportional to the inverse of the current
R ∝ 1/I. Looking at images C-I, the reason for this voltage regulation
becomes obvious: the filaments grow in width for increasing current with
a width that has to be approximately proportional to the bias current.
Once it is formed, the filament can be understood as an electro-thermal
domain. The current is confined to the filament and heats it above the



























Figure 5.10: Electrical breakdown in V2O3 at 158K. (a) Images of the device
at different bias currents throughout the first IV at 158K after thermal cycling.
(b) Corresponding IV curve. The highlighted points, labeled A-R, indicate where
the images in (a) were taken.
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heating increases and it is now possible to sustain a wider electro-thermal
domain. In a perfectly homogeneous material this would lead to a smooth
increase in filament width and a smooth IV-curve with perfect voltage
regulation, as the filament would always be at critical width for a given
current. However, due to the spatial variation of transition temperatures
and thermal hysteresis described in Sec. 5.2, this is not the case here and the
filament growth proceeds through steps. When the current is increased the
filament grows by switching adjacent domains when their insulator-metal
transition temperature is exceeded. A domain that has been switched will
remain metallic until the temperature drops below the metal-insulator-
transition temperature. As a consequence, the critical relationship between
current and filament width is not fulfilled at any time. Whenever the
filament grows by a larger domain, there is drop in voltage because the
filament width now is larger than the critical value. This drop is followed by
an increase in voltage that shows ohmic behavior until the critical relation
between current and filament width is reestablished. This behavior can be
seen in the inset in Fig. 5.10 (b), showing a zoom on the part of the IV after
breakdown. When the current is reduced from the maximum value, the
filament first remains almost unchanged (J), which is due to the thermal
hysteresis between IMT and MIT. The filament starts to split up into several
narrower filaments (K-M) when the temperature has decreased to the point
where it locally falls below the metal-insulator transition temperature and
insulating domains can be created within the filament. As the current
decreases, the filaments disappear one after another (M-O) until there is
only one filament left (P). Whenever a filament disappears, the current is
redistributed to the remaining filaments and a slight increase in voltage
is observed that is followed by a reduction in voltage that shows ohmic
behavior. As the current is redistributed, the remaining filaments heat
up and are no longer critical and hence show ohmic behavior. Only when
the current is reduced far enough to reach the critical state, the voltage
regulation kicks back in. A jump to higher voltages is seen in the IV, when
the last filament vanishes (R). The corresponding image shows a recovery
of the insulating state, although the voltage (and resistance) remain lower
than in the up-sweep.
The mean filament width, that has been determined by calculating the
sum of all filament areas and dividing by their length, is shown in Fig. 5.11 (a)
as a function of bias current. In the up-sweep the filament growth proceeds





Figure 5.11: Electrical breakdown in V2O3 at 158K. The up-sweep of the IV is
shown in blue, the down-sweep of the IV in orange. (a) Mean filament width vs.
current. The width shows a linear current dependency for most of the IV. The
broken lines indicate the critical relation between current and filament width. (b)
Device conductance vs. current bearing strong resemblance to filament width.
(c) Resistivity of the filament vs. current, estimated from filament width. (d)
Power dissipated in the device vs. current. The power is at maximum just before
breakdown.
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a given width (indicated by the broken line) and Joule heating allows for a
wider filament. The steps in filament width are linked to the switching of
large domains that are adjacent to the filament. In the down-sweep, the
filament width remains nearly constant until the current has dropped to a
value where Joule heating is insufficient to sustain the filament. Now, the
filament width decreases linearly with current following a critical relation
for the maximum width that can be sustained by Joule heating. The
hysteresis in filament width can be attributed to the hysteresis between
IMT and MIT in temperature. Interestingly, the decrease in filament width
is much smoother compared to the growth. This can be explained by
the smaller domain size for the metal-insulator transition that leads to
a smoother response and the fact that the filament splits up into several
filaments, which increases the area of the boundary at which a change of
filament width can appear. The accelerated decrease for bias currents below
8mA indicates a change in the balance between Joule heating and filament
width. This can be attributed to the successive vanishing of filaments that
starts at 8mA and leads to a reduction of the boundary area between the
filaments and the surrounding insulating phase and consequently modifies
the dissipation of heat to the film and substrate.
The conductance G = I/U of the device as a function of bias current is
shown in Fig. 5.11 (b). Comparing this with Fig. 5.11 (a) reveals a strong
correlation between conductance and filament width that confirms that the
current is indeed confined to the filament, and furthermore implies that a
significant modulation of filament thickness (spatial extent of the filament
over the thickness of the V2O3-film) is absent. Assuming that the filament
extends over the full thickness of the film, it is possible to calculate the
resistivity of the filament, displayed in Fig. 5.11 (c). The resistivity shows
a small current dependence that is likely to be due to an overestimation
of the filament width at low bias currents, where the width is close to the
resolution of the microscope. At 20mA, the resistivity is ≈ 5µΩm, which
is close to the resistivity of the metallic phase of 4.618µΩm that will be
determined in Sec. 5.4.2. This result supports the idea of a constant filament
width throughout the complete film thickness.
Figure 5.11 (d) shows the power P = U I dissipated within the device as a
function of bias current. At low bias currents (I . 1 mA), where self-heating
is negligible, the power shows an parabolic increase with current. However,
this soon changes to a more or less linear dependence which continues
up to the breakdown. The maximum power of almost 40mW is reached
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immediately before the breakdown. The fact that the voltage (and with it
the electric field) decreases slightly before breakdown [cf. Fig. 5.10 (b)] while
the power is at maximum at the breakdown hints towards a thermally driven
breakdown rather than an electric-field induced effect. After breakdown,
the power shows a nearly linear relationship to the bias current which is
due to the voltage regulation discussed above.
Figure 5.12: Consecutive IVs at 158K. The starting resistance and maximum
voltage are reduced after the first IV. The inset shows a zoom on the part after
breakdown.
Figure 5.12 shows the four consecutively acquired IVs at 158K. Overall,
the IVs are very similar with the exception of the part before the breakdown
in the first IV. The first IV starts at a higher resistance and reaches a
higher maximum voltage compared to the subsequent IVs. The breakdown
and recovery, however, occur at the same bias currents of 2.5 mA and
1.5 mA, respectively. The difference between the first and subsequent IVs
can be explained by the history of the device. Before the measurement
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of the first IV, the sample was cooled to 80K. During the measurement
of the first IV, parts of the device were heated to higher temperatures,
some even above TIMT, before returning to the bath temperature of 158K.
Although they are in the insulating state at 158K, as can be verified from
the corresponding images, they have a lower resistivity than before the first
IV. This is consistent with the fact that the R(T ) curve shows hysteresis for
temperatures at which the images indicate a homogeneous insulating state
(see also Sec. 5.2). Note, that the up-sweep of the subsequent IV-curves
follows the trace of the down-sweep of the first IV.
The evolution of filaments throughout the four IVs is shown in Fig. 5.13 for
specific bias currents. Right after the breakdown, at 2.5mA in the up-sweep,
a narrow filament is observed. While the first IV shows a branched filament,
the 2nd and 4th IV show a single filament and the 3rd IV shows two filaments.
After increasing the current to 10mA, the filaments have grown in width
and only one filament is observed for all of the IVs (although it is branched
for the 1st IV). At the maximum current of 20mA, the filaments have
grown to a width of approximately 5µm. In the down-sweep, at a current of
10mA, the filament has split into several narrower parts. These disappear
one after another (down-sweep 5mA) until only one filament remains at
1.5mA. This filament vanishes when the current is further reduced, leading
to the recovery of the insulating state. Overall the filament configuration
is similar for all of the IVs. In particular, the filament configuration in
the 2nd and 4th IV is nearly identical. Interestingly, a different filament
configuration, as for example in the 2nd and 3rd IV, leads to very similar
global current-voltage characteristics. This is due to the critical relation
between current and filament width. Small differences between the IVs can
be understood in terms of slight local variations of transition temperature
and hysteresis. Although the current-voltage characteristic is changed after
the breakdown in the first IV, the device properties are not permanently
altered. After thermal cycling the device is restored to the initial state
and both the current-voltage characteristics and the R(T ) curve, can be
reproduced.
5.3.2 Electrical breakdown at variable temperature
After having studied the breakdown at a temperature of 158K, in the
following the behavior at higher temperatures throughout the insulator-
metal transition will be discussed. The evolution of IVs for increasing
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Figure 5.13: Evolution of filaments throughout the consecutive IVs for specific
bias currents at a temperature of 158K.
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temperatures throughout the insulator-metal transition is shown in Fig. 5.14
for selected temperatures. Always the first IV at a given temperature is
shown. The sample has been brought into a defined initial state by thermal
cycling before the recording of each of these IVs. As can be seen in the
increasing T
Figure 5.14: First IVs at different temperatures throughout the insulator-metal
transition. The sample has been brought into a defined initial state by thermal
cycling before the acquisition of each of these IVs. The inset shows the starting
points for each of the IVs in the R(T ) characteristic. The starting points are
highlighted by a cross with the same color as the respective IV.
inset, the starting resistance decreases as the sample progresses through the
insulator-metal transition with increasing temperature. While the IVs at
158K and 161K show qualitatively similar behavior in terms of breakdown,
voltage regulation, and (partial) recovery, the characteristic changes at
higher temperatures. The IV at 164K, for example, shows a breakdown but
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no recovery. Also, the part after breakdown is smooth and shows a finite
slope with little hysteresis rather than the voltage regulation observed at
lower temperatures. The respective breakdown voltage decreases while the
breakdown current increases for temperatures from 158K to 164K, whereas
no breakdown is observed at 167K.
Subsequently, the breakdown characteristic will be discussed in detail
for the four temperatures selected for Fig. 5.14, which are exemplary for
the evolution with temperature. However, it should be kept in mind that
the changes in the breakdown characteristic evolve gradually between these
examples.
Figure 5.15 (a) shows a series of images that have been acquired at
selected bias points during the measurement of the first IV at 161K. The
IV and the respective bias points, labeled A to H are shown in Fig. 5.15 (b).
At a temperature of 161K the sample still is almost completely in the
insulating state after thermal cycling. However, a few metallic spots are
visible in (A). The IV shows a pronounced back bending when the current
is increased and, just before breakdown (B), some of the metallic spots
have grown slightly. Immediately after breakdown (C), a lot of metallic
domains appear within a circular area of 50µm diameter around the device.
Although it is difficult to see, a continuous metallic path formed between
the points highlighted by the red arrows. Subsequently, and similar to the
158K measurement, the IV progresses at approximately constant voltage
indicating the presence of electro-thermal domains. As can be seen in
(D), at maximum current, several continuous metallic paths have been
created within the domain pattern that appeared at breakdown. During
the up-sweep from breakdown to maximum current these paths have been
formed by switching the insulating regions, that separated the domains, to
the metallic state. Furthermore, the paths grow with increasing current
and consequently behave just like the filaments observed at 158K. However,
in contrast to lower temperatures, they are not formed in a homogeneous
insulating background but exist within a mixed phase. Still, it is apparent
from the voltage regulation that the current is confined to the filaments.
Consequently, only the region containing the filaments is heated to elevated
temperatures while the remaining parts of the sample are close to the bath
temperature of 161K. The metallic domains that have been formed at
breakdown persist even when the temperature has dropped back to the bath
temperature due to the hysteresis between IMT and MIT. This is consistent
with the data presented in Fig. 5.4 where the sample was shown to be in a
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Figure 5.15: Breakdown during first IV at 161K. (a) Images of the device at
selected bias currents. The red arrows in C and F indicate the endpoints of a
continuous metallic path. (b) Corresponding current-voltage characteristic. The
highlighted points indicate the bias points corresponding to images A-H.
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homogeneous insulating state for both the heating and cooling branch, at
158K whereas it is in the insulating state for the heating branch and in a
mixed state for the cooling branch at 161K. Reducing the current leads to
a decrease in the filaments width (E) and subsequently to a disconnection
of the filaments by formation of insulating domains. Only one filament,
which connects the points highlighted by the red arrows, remains intact
at (F). A further reduction in current causes the filament to break, which
is accompanied by a jump to higher voltages (G). The sample now shows
a considerably lower resistance compared to the initial state due to the
domains that have been created at breakdown and the fact that they persist
even at zero bias (H).
Figure 5.16 shows the four consecutively acquired IVs at 161K. Again,
the device characteristic is changed after the first IV while the following IVs
show similar behavior. The difference between the first IV and the following
IVs can be attributed to the persisting domains that are formed during
breakdown in the first IV (see Fig. 5.15). Both the current at which the
breakdown occurs and the maximum voltage that is reached are reduced
after the first IV. The former by a factor of ≈ 1.6, the latter by a factor
of ≈ 2. Yet, after breakdown the IV-curves progress similarly in terms of
voltage regulation, hysteresis between up- and down-sweep and recovery of
the higher-resistive state. The down-sweep from maximum current is almost
identical and, at recovery, all four IVs show a jump to higher voltage at
the same bias current of 1.3 mA. In the up-sweep, IVs 2 to 4 show slightly
different breakdown currents and voltages and a different evolution directly
after breakdown which becomes more similar at high bias currents.
These differences can be understood by comparing the filament config-
uration for the IVs, which is shown in Fig. 5.17 for selected bias currents
in the up-sweep of IVs 2 to 4. The domain pattern at zero bias (first
row) is similar for the IVs. Immediately after breakdown (second row) a
continuous metallic path has formed between the electrodes. The starting
and endpoints of the respective paths are highlighted by the red arrows. At
a current of 10mA (third row), the electro-thermal domains connecting the
electrodes are easily visible. In contrast to the measurement at 158K where
a single filament was preferred, the electro-thermal domains are composed
of several branched filaments and an increase in current leads to both an
increase in filament width and the formation of new filaments. Accordingly,
at a bias current of 20mA, the electro-thermal domain consist of a complex
network of filaments. The differences in the IV-curves after breakdown
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Figure 5.16: Comparison of the four consecutive IVs at 161K.
can be attributed to the varying configuration of the electro-thermal do-
mains. However, with the increase in domain size and number of filaments
for increasing current, the global electrical behavior converges due to the
fact that the differences between the individual filaments are averaged out
when they connect to a complex network. A reduction in current leads
to successive disconnection of the individual filaments until only a single
filament is left. When this filament vanishes, the IV shows a jump to higher
voltages and the device returns to a similar state as after the first IV.
In the following paragraph the electrical breakdown at a bath temperature
of 164K will be discussed. After thermal cycling to this temperature the
sample is still mostly in the insulating state, as can be verified from image
L in Fig. 5.4 (b), with only few metallic spots embedded into the insulating
matrix. However, it is just before the onset of domain formation with
increasing temperature. Looking at Fig. 5.4 (a) it is apparent that the
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Figure 5.17: Evolution of electro-thermal domains in the up-sweep of the 2nd
to 4th IV at a bath temperature of 161K. The red arrows in the images of the
second row (after breakdown) show the endpoints of the continuous metallic paths
that formed at breakdown.
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resistance ratio between the heating and cooling branch is at maximum
at this temperature. Comparing the images at 164K in the heating and
cooling branch (L and E in Fig. 5.4 (b), respectively) shows that, in contrast
to the heating branch, the sample is in a mixed state in the cooling branch
with a resistance (≈ 10 Ω) that is close to the value of the metallic phase.
Figure 5.18 (a) shows the sample at selected bias currents throughout the
first IV at 164K. The IV is presented in Fig. 5.18 (b), where the bias points
corresponding to the images are highlighted and labeled A to H. Starting
from the initial state at zero bias after thermal cycling (A), the IV shows
a nearly ohmic behavior up to a current of 2mA after which it shows a
reduction in resistance. A maximum voltage of 3.3V is reached at (B) where
the corresponding image shows that a number of metallic spots have been
created in vicinity of the device. Further increase of current leads to a slight
reduction in voltage up to point (C), immediately before breakdown, where
additional metallic domains have formed between the electrodes. After
breakdown (D), a dense network of domains connecting the electrodes has
formed. Contrary to the measurements presented above, it is not possible to
identify a single conducting path. When the current is increased (E and F)
the domain network remains similar to the configuration after breakdown
and shows only minor changes in domain width. This is different to the
behavior at lower temperatures where either a single filament in an insulating
background or multiple filaments in a mixed background have been observed
and the filaments showed a modulation of width with current. Consequently,
after breakdown, the current-voltage characteristic at 164K shows a different
evolution compared to the voltage regulation observed at lower temperatures.
It progresses smoothly with a finite slope, an almost linear relation between
current and voltage, and very little hysteresis between up- and down-sweep.
The domain network remains nearly unchanged when the current is reduced
(G), and the domain width only starts to decrease at small bias currents
(< 6 mA), which is accompanied by a slight change of slope (towards higher
resistance) in the IV-curve. Notice that there is no recovery to a higher
resistive state and the IV-curve progresses smoothly to zero bias (H). This
is an important difference compared to lower temperatures. Due to the high
bath temperature, it is not possible to switch the metallic domains that
have been created at breakdown back to the insulating state. Consequently,
the bistability between the high-resistive and voltage-regulated states that
has been observed at lower temperatures is lost and the sample is brought




















Figure 5.18: Breakdown during first IV at 164K. (a) Images of the device at
selected bias currents. (b) Corresponding current-voltage characteristic. The
highlighted points indicate the bias points corresponding to images A-H.
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As a consequence no breakdown occurs for the following IVs, as can be
seen in Fig. 5.19 showing the four consecutive IVs at 164K. The second to
fourth IV show a very similar progression with a slightly higher resistance
than in the down-sweep of the first IV and a more pronounced hysteresis
between up-sweep and down-sweep.
Figure 5.19: The four consecutive IVs at 164K. The device switched to a lower-
resistive state at breakdown during the first IV, from which it is not able to
recover. The following IVs are very similar and show no breakdown.
Figure 5.20 shows the device at the beginning (a), at the maximum
current (b), and the end (c) of the second IV. The domain configuration of
(a) is only slightly changed in (b) and is completely recovered in (c). This
becomes more readily visible, when looking at the differences between the
images. Figure 5.20 (d) and (e) were obtained by subtracting (a) from (b)
and (c), respectively. The dark spots in (d) indicate regions that have been
switched to the metallic state after ramping the current to 20mA. All of
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these regions return to the insulating state when the current is swept back to







Figure 5.20: Images of the device at bias currents of (a) 0mA at the beginning,
(b) 20mA and (c) 0mA at the end of the second IV at 164K. The difference images
(d) and (e) have been obtained by subtracting (a) from (b) and (c), respectively.
The graph in the lower left panel shows the corresponding IV.
throughout the 3rd and 4th IV will not be shown as it is similar to the
behavior throughout the second IV. The breakdown characteristic at 164K
is different from lower temperatures in that the breakdown occurs through
the formation of a dense network of domains rather than the formation of
filaments. The sample is at a bath temperature where a recovery from the
breakdown is not possible anymore and, accordingly, electric breakdown
occurs only in the first IV.
Finally, the behavior at a bath temperature of 167K will be discussed. At
this temperature, the V2O3 film already shows elongated metallic domains
after thermal cycling. Although the insulator-metal transition is already
far advanced and the resistance has dropped to ≈ 46 Ω, the domains
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are still separated and no continuous metallic path exists between the
electrodes. The evolution of the domain pattern during the first IV is
shown in Fig. 5.21 (a). The pattern (A) remains nearly unchanged up to a
current of 10mA (B) after which metallic domains are created uniformly
over the whole area shown here. The domain pattern is more dense and the
individual domains have connected to longer tracks at the maximum current









Figure 5.21: Images of the device (a) throughout the first IV (b) at 167K.
corresponding IV-curve, shown in Fig. 5.21 (b), reveals that the resistance
stays nearly constant up to 7mA where the IV starts to deviate from linear
behavior. At (C), the resistance has dropped to ≈ 28 Ω. The down-sweep
shows a linear relation of current and voltage which is consistent with the
fact that the domain configuration remains unchanged.
While the behavior at 167K seems unspectacular at first sight, the
homogeneous domain creation during up-sweep becomes an interesting
aspect when looking at a larger portion of the sample. Domains are












Figure 5.22: Changes in domain configuration (dark) after increasing the current
to 20mA at a temperature of 167K. (a) Difference image obtained by subtracting
the first image at zero bias from the image at I = 20 mA. (b) and (c) zoomed
view on the rectangles A and B, respectively.
no apparent spatial dependence relative to the device. Figure 5.22 (a)
shows the difference image at the maximum current of 20mA, obtained by
subtracting the first image at zero bias. Metallic domains that have been
created during the up-sweep appear as dark spots. A zoomed view on the
rectangles A and B is given in Fig. 5.22 (b) and (c), respectively. The film
is driven further through the insulator-metal transition as the current is
ramped up. This change in domain configuration is not localized to the
device (A) but is similarly observed at great distances (B). Still, it is clearly
correlated with the up-sweep of the IV and can be reproduced after thermal
cycling. However, while caused by applying a current to the device, it is
surprising that this effect can be observed at great distances to the device.
In fact, it is present even beyond the ground plane (B) where the electric
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field and current density have to be zero. This raises a question regarding
the driving force of this effect. Since it is present in areas that are free of
electric field and current (B), a direct electrical driving force can be ruled
out. A possible explanation would be a uniform increase in temperature of
the V2O3 film, which will be discussed hereafter.
First, it is important to notice that the bath temperature was stable within
±2 mK during acquisition of the IV and the observed change in domain
configuration cannot be attributed to a drift in bath temperature. Because
of the uniform change in domain configuration it is possible to estimate
the temperature of the V2O3 film by comparing the device resistance, as
calculated from the IV [Fig. 5.21 (b)], to the heating branch of the R(T )
curve [see Fig. 5.4 (a)]. The R(T ) curve was measured at a small bias
current of 5µA, so that Joule heating was negligible. Figure 5.23 shows
the equivalent temperature obtained from the R(T ) curve as a function
of bias current (a) and dissipated power (b). The change in resistance
from I = 0 to maximum current is equivalent to an increase of about
0.5 K in temperature. The homogeneous domain pattern indicates that this
temperature rise would be nearly constant over the imaged area. Assuming
that the current is flowing close to the device this would mean that the






with the thermal conductivity k and the thickness d of the V2O3 film and
the heat transfer coefficient α between film and bath, had to be much
larger than the field of view and would be on the order of at least several
millimeters. The heat transfer to the bath can be estimated from the thermal
conductivity of sapphire [204] and the substrate thickness of 5 × 10−4 m
to α ≈ 2 × 105 W/ (m2 K), while the thermal conductivity in the V2O3
film [205] is k ≈ 4 W/ (m K) at 167K. Inserting these literature values into
Eq. (5.1) results in a thermal decay length of about Λ = 2.5µm for a 300 nm
thick film, which seems to be a reasonable value for lower temperatures
where strong thermal gradients at the edges of the electro-thermal domains
have been observed. A change in the ratio of thermal conductivity in the
film and heat transfer to the substrate of several orders of magnitude with
just a few Kelvin change in bath temperature that would be needed to
explain a thermal decay length of several millimeters at 167K seems unlikely
and is not supported by the data in [205] and [204]. Therefore, a uniform
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Figure 5.23: Equivalent temperature of the V2O3 film, obtained by comparing
the resistance throughout the first IV at 167K [Fig. 5.21 (b)] to the heating
branch of the R(T ) curve from Fig. 5.4 (a), as a function of bias current (a) and
dissipated power (b).
increase in temperature during the up-sweep in the IV can be excluded
as the mechanism behind the change in domain configuration. While it
has been shown that electrical and thermal effects are unlikely to drive
this effect, it was not possible to identify a mechanism that causes the
homogeneous creation of domains.
It could, however, be hypothesized that a possible explanation lies in
the long-range elastic interaction [173] that, in competition with short-
range electronic interactions, leads to the phase separation at the IMT.
In analogy to ferromagnets, where the minimization of the demagnetizing
field leads to formation of domains, the interplay between elastic energy,
strain, and energy gain through electron localization may be influenced
by the minimization of a non-local quantity. Such a non-local quantity
could, for example, be given by the integral over the elastic energy in the
presence of strain. This minimization could be the reason for the presence
of elastic domains that are either metallic or insulating due to the strong
electron lattice coupling in V2O3. As the sample gets closer to the insulator-
metal transition in temperature, the energy balance governing the phase
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transition becomes more susceptible to small perturbations. Now, if the
domain structure is modified locally by sending a current through the device
this could lead to a far-reaching effect as the system tries to minimize the
integral elastic energy by accommodating the domain pattern.
5.3.3 Summary of electric breakdown behavior
To summarize the observations so far, V2O3 shows an electrically induced
breakdown of the insulating phase at temperatures close to the insulator-
metal transition. At lower temperatures (157K and 158K) this breakdown
occurs through the formation of a single metallic filament that connects the
electrodes of the device. After breakdown, the filament can be understood
as an electro-thermal domain and the IV progresses at constant voltage.
This voltage regulation is due to an accommodation of filament width with
current. When the current is reduced to a value where Joule heating is
insufficient to sustain the electro-thermal domain the insulating state is
recovered. Just before breakdown occurs, the IV shows a back bending and
the fact that the power is at maximum at breakdown while the electric field
is reduced before breakdown hints towards a thermally induced breakdown
of the insulating phase. At intermediate temperatures (159K to 166K),
the breakdown characteristic gradually changes from nucleation of a single
filament through the creation of multiple filaments and domains in the
vicinity of the device to the occurrence of a dense network of domains
between the electrodes with increasing temperature. For temperatures of
163K and above a breakdown has only been observed in the first IV after
thermal cycling. Instead of the filaments observed at lower temperatures,
a dense network of domains is created, and consequently the IVs show a
finite slope after breakdown instead of the voltage regulation. The higher
resistive state is not recovered when the current is reduced and therefore
no breakdown is observed in the subsequent IVs. At higher temperatures
(167K to 169K), no breakdown is observed but increasing the current leads
to the formation of domains over a large area of the film. This change in
domain pattern cannot be explained by a direct influence of electric field,
current or Joule heating, as none of these factors reach far enough to be
able to cause the observed alteration of the domain pattern. Instead a
long-range elastic coupling is suggested as the mechanism behind this effect.




















































Figure 5.24: Summary of breakdown characteristics for different bath tempera-
tures.
The evolution of electrical parameters associated with breakdown is shown
in Fig. 5.25 (a) for different bath temperatures. The current, voltage and
dissipated power is evaluated directly before breakdown, i.e. the jump to
lower voltages in the IV. The breakdown current increases with temperature.
This increase is very pronounced for the first IV and less prominent for
the subsequent IVs. The breakdown voltage, on the other hand decreases
steadily with temperature and is higher for the first IV compared to the
following IVs. The dissipated power just before breakdown shows a differing
temperature evolution for the first IV compared to the following IVs. It
remains more or less constant up to a temperature of 161K, where it starts
to decrease in a nearly linear manner, whereas the data for the following
IVs shows a strong decrease over the whole temperature range. While the
behavior for the second to fourth IV is very similar, the breakdown in the
first IV is different. This is due to the initialization by thermal cycling and
can be understood as a non-reversible change in device characteristics that
occurs before or at the breakdown in the first IV.
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(a)  just before breakdown (b)   just before recovery
Figure 5.25: Summary of the characteristic parameters current, voltage, and
power (from top to bottom) vs. bath temperature, (a) just before breakdown and
(b) just before recovery. These were obtained from the four consecutive IVs at
each temperature.
Figure 5.25 (b) shows the current, voltage, and dissipated power im-
mediately before recovery of the higher resistive state as a function of
temperature. All three parameters decrease with temperature and are simi-
lar for the four consecutive IVs that have been acquired at each temperature.
The device characteristics after breakdown can be quite well explained
through the presence of electro-thermal domains. However, the question
whether the breakdown is thermally induced or caused by electric field
remains to be answered. Although the back bending in the IV hints towards
a thermal effect, an electric field induced breakdown is still possible. If the
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threshold field for a field-induced breakdown decreases with temperature,
self-heating in the device would cause the threshold field to drop. Because
the device temperature rises with increasing bias current, it would be
possible that the threshold field is exceeded at a point in the IV where the
back bending already led to a reduction in electric field.
5.4 Numerical model
In order to shed light on the question whether the electrically-driven
insulator-metal transition in V2O3 is mediated by Joule heating or driven by
electric field, a numerical model has been set up which is able to reproduce
the most important characteristics observed in the experiment. The model,
which is solved in two dimensions, takes into account the coupling between
current density and temperature that is established through Joule heating
and the strongly temperature-dependent resistivity of the V2O3 film. The
temperature-dependent resistivity is modeled using the measured local tran-
sition temperatures (Fig. 5.8). Electrically, the sample is represented by a
resistor network and solved through mesh current analysis. The thermal
characteristics are modeled by solving a finite-differences approximation to
the time-dependent heat equation.
5.4.1 Resistor network and mesh current analysis
As has been shown in Sec. 5.2 the metal-insulator transition in V2O3 goes
along with a coexistence of insulating and metallic domains over a finite
temperature interval, which leads to a highly spatially dependent resistivity.
To calculate the current distribution in such a non-homogeneous material,
the sample is approximated by a resistor network that is constructed from a
square primitive cell with edge length ∆x = ∆y that contains a node and 4
resistors. The resulting resistor network, obtained by assembling n primitive
cells in x-direction and m primitive cells in y-direction, is shown in Fig. 5.26.
The resistors within each primitive cell with index i, j with i ∈ {1,m} and
j ∈ {1, n} are assigned the same resistance Ri,j . The resistors at the left
and right edge of the resistor network are truncated, making the boundary
insulating, and a perfectly conducting wire connects the bottom and top
edge to the current source. The loops formed by four neighboring nodal
points and the resistors between them are called essential meshes. The
complete resistor network contains a = (n − 1)(m + 1) essential meshes
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Figure 5.26: Resistor network of m× n primitive cells used to approximate the
resistivity of the sample. Each primitive cell (red squares) contains a node and
4 resistors (except for the columns j = 1 and j = n with only 3 resistors per
primitive cell). A mesh current Ik,l (green) flows in each of the essential meshes
of the resistor network. An additional mesh containing the current source is












Figure 5.27: Close up of the essential mesh k, l. The current through the resistors
in the mesh is given by the difference between the mesh current Ik,l and the
neighbouring mesh currents.
with index k, l with k ∈ {1,m+ 1} and l ∈ {1, n− 1} plus an additional
current source mesh that is connected to the left side of the resistor network.
A clockwise circulating current Ik,l flows in each of the essential meshes.
Figure 5.27 shows a close up of the essential mesh k, l. Following Kirchhoff’s
second law, the sum of the voltages across the resistors in an essential mesh
is equal to zero. The current through the resistors is given by the difference
between the mesh current Ik,l and the neighboring mesh currents, which
have to satisfy the equation
(Ri−1,j +Ri−1,j+1) (Ik,l − Ik−1,l) (5.2)
+ (Ri,j +Ri−1,j) (Ik,l − Ik,l−1)
+ (Ri−1,j+1 +Ri,j+1) (Ik,l − Ik,l+1)
+ (Ri,j +Ri,j+1) (Ik,l − Ik+1,l) = 0 ,
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which can also be written as
− (Ri−1,j +Ri−1,j+1) Ik−1,l − (Ri,j +Ri−1,j) Ik,l−1 (5.3)
+ 2 (Ri−1,j +Ri−1,j+1 +Ri,j +Ri,j+1) Ik,l
− (Ri−1,j+1 +Ri,j+1) Ik,l+1 − (Ri,j +Ri,j+1) Ik+1,l = 0 .
For the complete resistor network this gives a set of a = (n − 1)(m + 1)
equations plus the equation Isource = Ibias for the current source mesh,
which serves as boundary condition. This set of equations is assembled into
a (a+ 1)× (a+ 1) matrix EC so that the equation system can be written




















Solving this equation system returns the mesh currents, from which the
current through each of the 4 resistors (Fig. 5.28) in the primitive cell i, j
can be calculated according to
Ii,j,1 = Ik,l − Ik,l−1 (5.5)
Ii,j,2 = Ik+1,l − Ik,l (5.6)
Ii,j,3 = Ik+1,l − Ik+1,l−1 (5.7)
Ii,j,4 = Ik+1,l−1 − Ik,l−1 , (5.8)
where, by convention, currents flowing in positive x- and y-direction have
positive sign. These describe the current flow between adjacent primitive
cells and are defined on the boundary between them. Although it is not
properly defined it is desirable to evaluate the current density at the nodes.















Figure 5.28: The currents Ii,j,1 to Ii,j,4 flowing through the resistors in the
primitive cell i, j are calculated from the adjacent mesh currents.
the primitive cell, which delivers the current densities Jxi,j in x-direction and












)2 + (Jyi,j)2 , (5.11)
with the edge lengths of the primitive cell ∆x and ∆y and the film thickness
df . Note that these quantities approach the correct value only for ∆x, ∆y →
0 and might deviate from the correct solution for finite dimensions of the
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primitive cell. Therefore, they are only used for displaying the results and
not as input for further calculations. The power density pi,j generated
through Joule heating in the primitive cell of volume Vi,j is a quantity that







I2i,j,1 + I2i,j,2 + I2i,j,3 + I2i,j,4
)
. (5.12)
For the reasons mentioned above, the currents through the boundaries are
used to calculate the power dissipated in the resistors within the primitive




5.4.2 Definition of temperature-dependent resistivity
After setting up the equations for calculating the electric transport through
the sample, it is necessary to define the resistor matrix Ri,j that will be
used as input for the mesh current analysis. Since the primitive cell is
square, the value of Ri,j (T ) is given by
Ri,j (T ) = ρ (x, y, T )
∆x
2 ∆y df
= ρ (x, y, T ) ∆y2 ∆x df
= ρ (x, y, T )2 df
, (5.13)
and depends only on the film thickness df and the resistivity ρ (x, y, T )
evaluated at the central node of the primitive cell i, j. To approximate the
temperature dependence of the samples resistivity, the following assumptions
are made: First, the resistivity ρmet in the metallic phase is constant with
respect to temperature and lateral position. Second, the resistivity ρins
deep into the insulating phase (at temperatures far from the transition) is
homogeneous over the V2O3 film and has the same temperature dependence
as the globally measured R(T ). Third, for cool-down of the sample, the
increase in resistivity from ρmet to ρins in the transition region between
these regimes is described by a function k (TMIT (x, y)− T ) that increases
from 0 above the metal-insulator transition temperature TMIT to 1 at low
temperatures. So that the resistivity for cool-down of the sample is described
by the function
ρ (x, y, T ) = ρins (T ) k (TMIT (x, y)− T ) + ρmet . (5.14)
Similarly, for warm-up of the sample, the decrease in resistivity in the
transition region is described by the same function k (TIMT (x, y)− T ), that
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Figure 5.29: Temperature dependence of the V2O3 resistivity. The resistivity
in the insulating phase ρins is shown in blue, the resistivity ρmet in the metallic
phase in red, the resistivity in the cooling branch in purple, and the resistivity in
the heating branch in yellow. For the cooling branch the resistivity increases from
ρmet to ρins for temperatures below the metal-insulator transition temperature
TMIT (vertical blue dashed line). The resistivity in the heating branch decreases
towards the insulator-metal transition temperature TIMT (vertical green dashed
line).
now has the difference between the insulator-metal transition temperature
TIMT and the temperature as argument
ρ (x, y, T ) = ρins (T ) k (TIMT (x, y)− T ) + ρmet . (5.15)
Since the transition temperatures vary spatially, this leads to a inhomoge-
neous resistivity in the transition region, while the resistivity is homogeneous
outside of the transition region. Note that the transition temperatures
TMIT (x, y) and TIMT (x, y) that are used here to define the temperature
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dependence of the resistivity have been measured (cf. Fig. 5.8), which
should allow for a good spatial representation of the resistivity.
The resistivity in the metallic phase has been determined by adjusting
its value until it agrees with the measurement. A value of ρmet = 4.618×
10−6 Ωm was obtained. The resistivity at low temperatures was obtained
by fitting the measured R(T ) in the temperature range from 80K to 130K
with the function
ρins (T ) = aebT + cedT , (5.16)
which returned the parameters a = 4.66× 108 Ωm, b = −0.1926 1/K, c =
3.19 × 105 Ωm, and d = −0.09849 1/K. The function k that describes
the transition between the metallic and insulating phase is obtained by
running the mesh current analysis with the matrix Ri,j (T ) as input for
temperatures throughout the transition region and adjusting k until the
measured resistance is reproduced. The resulting temperature-dependent
resistivity is shown in Fig. 5.29.
5.4.3 Finite-difference approximation to heat equation
Heat transfer in solids is described by the parabolic partial differential




−∇ · (k∇T ) = q˙V , (5.17)
with the density ρ, the heat capacity at constant pressure cP , thermal
conductivity k, and the volumetric heat source q˙V . In two dimensions and


















= q˙V , (5.18)














with the thermal diffusivity κ = k/ (ρcP ). The partial derivatives in the heat
equation can be approximated by finite differences. The same discretization
in space as for the mesh current analysis will be used and the variables are
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evaluated on the central node of the primitive cell with index i, j. The time
is discretized into time steps ∆t and an index τ is introduced describing
the point in time. The heat equation can be approximated in space and
time using a number of finite-difference methods. Here, the backward Euler
method is used which, in contrast to the forward Euler or Crank-Nicolson
method, is unconditionally stable and immune to oscillations. For a node
spacing of ∆x and ∆y and a time step ∆t the implicit discrete form of
Eq. (5.19) is given by
T τ+1i,j − T τi,j
∆t − κ
(











At this point, an additional temperature coupling to the bath with tem-
perature Tb is introduced which is a consequence of the heat flow to the
coldfinger through the substrate of thickness ds. This can be modeled as a
heat source Q˙b = kb
(
Tb − T τ+1i,j
)
∆x∆y/ds that is given by the power that
is transfered to the bath through a cuboid with cross section ∆x∆y, length
ds, and thermal conductivity kb. So that the volumetric heat source in
Eq. (5.20) is represented by the sum of Joule heating pi,j and a contribution
of Q˙b lumped to the volume Vi,j







Tb − T τ+1i,j
)
. (5.21)
It is further assumed, that the node spacing in x- and y-direction is equal
(∆x = ∆y). With the thermal diffusivity to the bath κb = kb/ (ρ cp),
Eq. (5.20) becomes
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Rearranging this equation so that terms at time τ + 1 are on the left hand











Tb − T τ+1i,j
)




which is further simplified to
−Af T τ+1i−1,j −Af T τ+1i,j−1 + (1 + 4Af +Ab)T τ+1i,j −Af T τ+1i,j+1 (5.24)
−Af T τ+1i+1,j −AbTb = T τi,j +Aq pτi,j ,
by introducing the coefficients Af = κ∆t/ (∆x)2, Ab = κb ∆t/ (df ds),
and Aq = ∆t/ (ρ cP ). These equations are assembled into a (m · n+ 1)×













T τ11 +Aq pτ1,1
...
T τ1n +Aq pτ1,n
...




where the last row contains the equation Tb = Tbath which is used to set
the bath temperature as boundary condition.
The metal-insulator phase transition in V2O3 is connected to the oc-
currence of a latent heat of approximately ∆H = 2 kJ/mol ≈ 13.3 kJ/kg
that has to be supplied to the system to change from one phase to the
other [206]. The latent heat, which is represented by a jump in enthalpy H,
leads to a diverging heat capacity cP = dH/dT at the phase transition [207].
The latent heat is represented in the numerical model by introducing a
temperature dependent heat capacity





where a constant heat capacity cP0 = 450 J/ (kg K) and a finite width
∆T = 0.1 K of the phase transition around the transition temperature Tc is
































Figure 5.30: Temperature dependent heat capacity cP (blue curve) and enthalpy
H (red curve). The latent heat ∆H at the phase transition leads to a jump in
enthalpy and a peak in heat capacity. Broken lines show the insulator-metal
transition at TIMT, solid lines the metal-insulator transition at TMIT.
5.4.4 Simulation of electric breakdown in V2O3
To simulate the electric breakdown in V2O3 the equations for the current
distribution and heat transfer [Eq. (5.4) and Eq. (5.25)] are implemented and
solved in MATLAB [208]. This is done by initializing the system at zero bias
current (Ibias = 0) and the bath temperature (Ti,j = Tbath) for t = 0 and
slowly ramping the current to Imaxbias = 20 mA and back to Iendbias = 0 mA over
time with a rate that is much slower than the thermal dynamics of the sample,
so that the system is modeled in quasi-static approximation. Figure 5.31
shows the programs flow chart. First, the system is initialized at the bath
temperature, zero bias current and completely in the insulating phase. Then,
the resistivity Ri,j for the initial temperature and phase is calculated. The
bias current is increased to the value at the next time step t+∆t. The mesh
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Start
Initialize: I = 0; T =T ; t = 0; insulatingbias i,j bath
calculate R (T )i,j i,j
solve for IEC k,l
calc pi,j
Solve for T (t+ t)HT i,j D












if T > T : metallicIMT
if T < T : insulatingMIT
Figure 5.31: Flow chart for the simulation
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current analysis is solved and the current distribution is calculated. The
Joule heating is calculated from Ri,j and the current distribution and input
into the heat equation which is solved for the temperatures Ti,j (t+ ∆t).
Note that, due to the strong temperature dependence of resistivity and heat
capacity, the system is highly nonlinear as it approaches the metal-insulator
or insulator-metal transition. To accurately capture the nonlinearities a
sufficiently small time step ∆t needs to be used. This is accomplished by
using an adaptive time step. If the maximum change in temperature
∆T = max
∀i,j
(|Ti,j (t+ ∆t)− Ti,j (t) |) (5.27)
is larger than the convergence criterion δ, the time step is reduced and the
temperature distribution is recalculated using the smaller time step. If ∆T
is far below the convergence criterion, the time step is increased. When
the convergence criterion is satisfied, the phase transition is evaluated: the
material is set to the metallic phase, where the insulator-metal transition
temperature TIMT is exceeded and to the insulating phase, where the
temperature has fallen below the metal-insulator transition temperature
TMIT. Subsequently, the time is incremented and the calculated temperature
and phase distribution are used as inputs to calculate the new resistivity
Ri,j . The program runs in a loop, progressing through time, until the bias
current has reached its final value.
5.4.5 Simulation results
The results of this simulation in comparison with the experiment are shown
in Fig. 5.32 for a bath temperature of 158K. The first column shows the
experiment, i.e. images of the device throughout the IV, while the 2nd to
4th column shows the simulation results: the current density Jnorm, the
temperature T and the phase (metallic or insulating), respectively. The
measured and simulated IV are shown in Fig. 5.32 (b). Both show a similar
progression: Starting at zero bias the IVs show a high resistance, followed
by a back bending and a breakdown of the insulating phase. The voltage
stays nearly constant after breakdown. The inset in Fig. 5.32 (b) shows a
zoom on the voltage regulated part of the IVs. Although the simulated IV
is shifted to higher voltages compared to the measurement, both have a
remarkably similar shape. They possess a comparable hysteresis between up-
and down-sweep and show a number of small jumps that can be attributed
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to changes in filament width. At low bias currents in the down-sweep,
the IVs show a jump to higher voltage and subsequently coincide with the
up-sweep, which means that the initial state is recovered. In the simulation,
however, this jump is not as abrupt as in the measurement.
The first row (A) in Fig. 5.32 (a) shows the sample and simulation
immediately before breakdown. While the experiment and simulated phase
reveal that both are completely in the insulating state, the current density
and temperature are not homogeneous. This is due to the temperature-
dependent resistivity in the insulating phase that favors current flow along
the domains with a lower insulator-metal transition temperature TIMT.
An increase in bias current leads to breakdown of the insulating phase
(B) and a filament is observed in both the simulation and the experiment.
The simulated current density shows that the current is confined to the
metallic filament which is heated to above TIMT by Joule heating, while the
temperature rapidly decays to the bath temperature outside of the filament.
A pertinent observation is that the simulation reproduces the orientation
of the filament very well. A further increase in bias current (C), leads the
filament to grow in width. This growth appears exclusively towards the right-
hand side of the device. In contrast to the experiment, the simulation shows
a slight branching of the filament. At the maximum current of 20mA (D),
the filament has grown to a width of about 5µm in both the experiment and
simulation. In the down-sweep, the filament starts to split up into several
narrower filaments (E). While this behavior is reproduced in the simulation,
the filament configuration is slightly different. The experiment shows three
separate filaments (F) with parallel orientation, whereas the filaments are
connected at several points along their length in the simulation. Still, the
integral width of the filaments is comparable. When the bias current is
further reduced, the filaments vanish successively. Two filaments remain
at a current of 5mA (G) and an increase in voltage due to the vanishing
of the third filament, is seen in the IVs. Only one filament survives at
current of 3mA (H). The insulating state is recovered when this filament
disappears. In the simulation, the recovery of the insulating state is not as
abrupt, and at a lower bias current, compared to the experiment. Instead
of an instantaneous switching from metallic to insulating, the filament first
breaks into shorter parts that subsequently return to the insulating state.
Altogether, the simulation reproduces the shape of the IV, the filament
formation and evolution, as well as its orientation and size. The good



































Figure 5.32: Simulation results for a bath temperature of 158K.
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confirms that the electrically driven insulator-metal transition in V2O3 is
caused by Joule heating and self-reinforced current focusing due to the
negative temperature coefficient of the materials resistivity within the
insulator-metal transition.
5.5 Conclusions
In conclusion, low-temperature widefield microscopy has been applied to
study the phase transition of V2O3 from a paramagnetic metal to an antifer-
romagnetic insulator. This phase transition, that is commonly regarded as
a prototypical Mott-Hubbard transition, is observed in bulk stoichiometric
V2O3 when cooling below a temperature of ≈ 150 K. Due to the strong
electron-lattice coupling, the transition temperature is shifted slightly in
strained thin films. Moreover, a phase separation [173] into metallic and
insulating domains occurs at the metal-insulator transition. Here, imaging
of this phase separation by low-temperature widefield microscopy has been
demonstrated for the first time and it was possible to confirm the results
obtained by McLeod et al. [173].
At temperatures close to the insulator-metal transition V2O3 can be
driven from the insulating to the metallic state by applying a large enough
bias current. Whether this electric breakdown of the insulating phase is
driven by electric field or Joule heating is in the focus of recent research.
This work is also the first to realize optical imaging of the electric break-
down at the insulator-metal transition of V2O3. The results of this study
show that the electric breakdown is influenced by the underlying domain
structure. At the lowest investigated temperatures (157K and 158K) the
breakdown occurs through the formation of a metallic filament that follows
the directionality of the domains, observed at the MIT. This filament grows
in width when the current is increased. This accommodation of filament
width causes the current-voltage characteristic to progress at constant volt-
age (voltage regulation). The growth is not continuous but evolves by
switching domains, adjacent to the filament, to the metallic state. Reducing
the current causes the filament to split into several narrower parts that
vanish successively. The insulating state is recovered when the last filament
disappears.
The breakdown characteristic changes with increasing bath temperature
and the influence of the underlying domain structure becomes more promi-
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nent. The metallic phase pattern created at breakdown changes from single
filament to multiple filaments (159K to 162K) and ultimately to a dense
network of domains (163K to 166K). The voltage regulation and recovery
of the insulating state have only been observed for temperatures up to
162K, where the breakdown goes along with the formation of filaments
between the electrodes. It is inferred that the occurrence of current filamen-
tation, voltage regulation and recovery of the insulating state are closely
intertwined.
No breakdown is observed at higher temperatures (T > 166 K) and
applying bias currents of up to 20mA leads to the creation of metallic
domains over a large area of the V2O3 film. The mechanism for this long-
range modification of the domain pattern remains unidentified. However, it
was shown that a direct electric or thermal influence is unlikely to be able
to drive this effect. Instead, a long-range elastic coupling of domains that
might explain the non-local switching is suggested. Yet, further work needs
to be done to establish whether such a long-range elastic interaction exists
and is sufficiently strong to generate the observed changes in the domain
pattern.
Complementary numerical calculations reveal that, at least at a tem-
perature of 158K where the breakdown is characterized by the formation
of a single filament, the electrically driven metal-insulator transition in
these V2O3 devices can be explained by the self-reinforced current focusing
caused by Joule heating coupled to the negative temperature coefficient of
the resistivity. Future work will explore the presented model for other bath
temperatures throughout the insulator-metal transition.
While the results of this study indicate that the breakdown of the in-
sulating phase is thermally driven, it should be noticed that the electric
fields reached throughout the study have been moderate (< 1 V/µm) and
an electric-field induced insulator-metal transition may still be possible. It
might become observable at temperatures far from the insulator-metal tran-
sition where a thermal breakdown is not possible or in nano-scale devices
where it might be possible to reach higher field strengths.
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6 | Summary and Outlook
This thesis describes the development of a high-resolution combined scanning
laser- and widefield polarizing microscope for imaging at temperatures from
4K to 300K and the application of this instrument to studies on the
properties of two material systems that are in the focus of recent research:
the two-dimensional electron gas at the interface of LaAlO3 and SrTiO3
and the metal-insulator transition in the correlated oxide V2O3.
The microscope provides two imaging modes: the low-temperature scan-
ning polarizing microscope (LTSPM) and the low-temperature widefield
polarizing microscope (LTWPM). Both imaging modes achieve an excel-
lent spatial resolution of ∼ 240 nm for the LTSPM and ∼ 480 nm for the
LTWPM and provide a high sensitivity to the orientation of the plane of
polarization of 5.0×10−6 rad/√Hz for the LTSPM and 1.0×10−4 rad/√Hz
for the LTWPM. The sample is mounted on a 4He continuous flow cryo-
stat that allows imaging at sample temperatures from 4K to 300K, and
magnetic fields with variable orientation and a magnitude of up to 800mT
can be applied to the sample. In addition to the acquisition of the intensity
reflected from a sample, the polarization sensitive detectors allow for the
observation of ferromagnetic domains via the magneto-optical Kerr effect
and ferroelastic or ferroelectric domains via birefringence and bireflectance.
The magnetic stray field of a sample, as for example a superconductor, can
be measured by employing the Faraday effect in a magneto-optical indicator
film that is placed on top of the sample. Additionally, the LTSPM provides
an imaging mode, low-temperature scanning laser microscopy (LTSLM),
that gives access to the local electric transport properties of a sample. This
is accomplished by locally perturbing the sample using the laser beam
and measuring the beam-induced voltage change across the current-biased
sample.
135
6 Summary and Outlook
The microscope provides a versatile tool for the investigation of spatial
correlations of magnetic, structural, and electric order and has the potential
to deliver significant findings that enhance knowledge in the research on
spintronic, spin-caloritronic, superconducting, magnetic and many other
material systems.
An example of structural order that has been imaged using the microscope
are twin walls between ferroelastic domains in tetragonal SrTiO3 and their
influence on the two-dimensional electron gas at the interface between a
LaAlO3 layer and a SrTiO3 substrate. Due to their polarity, twin walls mod-
ulate the electric transport characteristics of the two-dimensional electron
gas. The influence of twin walls on the electric transport has been imaged
using low-temperature scanning electron microscopy (LTSEM) and LTSLM.
The twin walls show as stripe-like features in the LTSEM and LTSLM
images that appear at angles with respect to the crystallographic axes that
perfectly match the orientations that can be deduced from the tiling rules
of tetragonal domains. The appearance of twin walls with the predicted
orientation has been confirmed by optical imaging with the LTWPM. It has
been found that ferroelectric order within the twin walls can be induced by
an electric field that exceeds a threshold value of 1.5 kV/cm.
SrTiO3 is widely used as a substrate material and is usually assumed
to be a perfect single crystal in this regard. The present findings are of
broad relevance as they show that this assumption does not hold true for
the tetragonal phase of SrTiO3 and suggest that the presence of polar or
ferroelectric twin walls is likely going to influence the low-temperature
(< 105 K) properties of thin films and heterostructures that have been
grown on SrTiO3 substrates.
The second study that has been conducted using the LTWPM addressed
the metal-insulator transition in the correlated oxide V2O3. This investiga-
tion confirmed the phase separation at the metal-insulator transition that
was first observed by McLeod et al. [173] in V2O3 films that have been
grown on r-cut sapphire.
Furthermore, the LTWPM has been used to investigate the breakdown
of the insulating phase of V2O3 under the application of a large enough
bias current. This electrically driven breakdown of the insulating phase was
studied in a temperature interval from 157K to 169K. It has been shown
that the breakdown of the insulating phase occurs through the formation of
a single metallic filament at low temperatures (< 158 K), multiple filaments
and metallic domains at intermediate temperatures (159 K to 162 K), and a
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dense network of metallic domains at higher temperatures (163 K to 166 K).
No breakdown was observed for temperatures above 166K, but applying
currents of up to 20mA led to a long-range switching of domains from
the insulating to the metallic state. The mechanism driving this non-local
switching remains to be identified. However, a long-range elastic interaction
is suggested as a possible cause for the non-local switching of domains. Yet,
further work needs to be performed to determine if such a long-range elastic
interaction indeed is the mechanism behind this effect.
Complementary numerical simulations confirmed that the electrically
driven insulator-metal transition in these devices can be explained by
self-reinforced current focusing due to Joule heating and the negative
temperature coefficient of the resistivity. Still, an electric-field driven
breakdown, as has been predicted from theory, could be possible at higher
electric-field strengths. Future work might explore the breakdown in devices
of smaller size, where higher electric fields may be possible or at lower
temperatures, far from the insulator-metal transition, where a thermal
breakdown is less likely.
Future work will explore the phase separation and domain configuration
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