We shall examine a model, first studied by Brockwell et al. [1982], which can be used to describe the long-term behaviour of populations that are subject to large-scale mortality or emigration. Populations can suffer dramatic losses when disease, such as an introduced virus, affects the population, or when food shortages occur, due to overbrowsing or significant changes in climate. However, perhaps surprisingly, such populations can survive for long periods and, although they may eventually become extinct, they can exhibit an apparently stationary regime. It is useful to be able to model this behaviour. This is particularly true of the ecological examples which motivated the present study, since, in order to properly manage these populations, it is necessary to be able to predict persistence times and to estimate the distribution of population size. We shall see that although our model predicts eventual extinction, the time till extinction can be long and the stationarity exhibited by these populations over any reasonable time scale can be explained using a quasistationary distribution.
INTRODUCTION
Our starting point is a paper by Klein [1968] (see also Scheffer [1951] and Mech [1966] ) that studies populations of reindeer and moose, which, after introduction into Alaska, have suffered substantial reductions in numbers owing to overbrowsing combined with effects of severe winters; the moose population was additionally subject to Spruce Budworm infestation, and later fire. The model we shall describe, called the birth-death and catastrophe process, is particularly effective in modelling these populations (see Pakes [1987] ). Another possible application of this work lies in the management of fish stocks (Holling [1973] ). Although the model predicts eventual extinction, the time till extinction can be long and the surprising stationarity exhibited by the populations can be explained using a quasistationary distribution. It should be noted that the model has possible applications outside the realm of wildlife management. For example, in the market place one might wish to predict the trend in sales of a certain product, which are affected by the introduction of cheap imports or the introduction of new technology. However, in these examples, and this lies in direct contrast to the ecological examples cited above, the product may be able to adapt * This work was funded by the Australian Research Council (Grant No. A69130032). and recover quickly from catastrophic falls in sales. Nevertheless, our model might still be appropriate in instances where such adaption is less marked.
THE CATASTROPHE PROCESS
We shall use a continuous-time (time-homogeneous) Markov process (X(t); t 0) to model the population, where X(t) is a non-negative, integervalued random variable indicating the size of the population at time t. We shall suppose that the process has transition rates Q = (q jk ; j; k 0) given by q j;j+1 = j a; j 0; q j;j = ?j ; j 0; q j;j?i = j b i ; j 2; 1 i < j; q j;0 = j P i j b i ; j 1;
with all other transition rates equal to 0. Here and a are positive, b i is positive for at least one value of i in f1; 2; : : :g, and a + P i 1 b i = 1. If j 6 = k, q jk has an interpretation as the instantaneous rate at which the population size changes from j to k.
Thus, can be interpreted as the rate per capita at which the population size changes and, given that a change occurs, a is the probability that this results in the birth of an individual and b i is the probability that this results in a catastrophe of size i (that is the death or emigration of individuals). If, of the b j 's, only b 1 is positive, we recover the simple linear birth and death process. Clearly 0 is an absorbing state for the process and C = f1; 2; : : :g is an irreducible class, that is, every state in C can be reached by every other state in C. Thus if the population is initially 0 it will remain so, while if it is initially positive it will either tend to 0 or to 1 . It is well known and easy to prove (see for example Pakes [1987] ) that the probability of extinction i , starting with i individuals, is 1 for all i 2 C if and only if D, the expected increment size, given by D = a ? P ib i = 1 ?
is less than or equal to 0 (here and henceforth, unmarked sums shall be over i 2 C). 
It is interesting to note that i tends to 0 as i tends to 1; roughly speaking, the larger the initial population the less likely the population is to become extinct (in the supercritical case). However, as Pakes [1987] notes, the convergence of i to 0 can be very slow. For example, it is easy to show, letting s " 1 in (1) and using L'Hôpital's rule twice, that
and that this is finite if and only if the second moment of the increment distribution is finite. Later we shall use (1) and (2), together with this condition, when evaluating quasistationary distributions.
The function b we have introduced appears in connection with the theory of Markov branching processes. Indeed these processes are intimately related to the birth, death and catastrophe process, a fact which was established and exploited effectively by Pakes [1987] . We shall use one important fact from 
QUASISTATIONARY DISTRIBUTIONS
We shall use two types of quasistationary distribution to describe the long-term behaviour of the process. In particular, we shall be concerned with the existence of the limits lim t!1 P(X(t) = jjX(0) = i; X(t) > 0; X(t + r) = 0 for some r > 0) (3) and lim t!1 lim s!1 P(X(t) = jjX(0) = i; X(t+s) > 0; X(t + s + r) = 0 for some r > 0) (4) for i; j 2 C. Thus we shall seek the limiting probability that the population size is j, given that extinction has not occurred, or (in the case of (4)) will not occur in the distant future, but that eventually it will; we have conditioned on eventual extinction to deal with the supercritical case, where this event has probability less than 1.
Conditions for the existence of (3) and (4) for a general transient Markov process were obtained by Vere-Jones [1969] and Flaspohler [1974] . However, these conditions are expressed in terms of the transition probabilities of the process, which are seldom available. For conditions in terms of the transition rates, see Pollett [1986] , Pollett [1988] , Pollett [1989] , and Parsons and Pollett [1987] . We shall attempt to describe these results in a way that is appropriate to the present context, avoiding reference to the plethora of nomenclature used in Markov chain theory. We shall start by considering the two eigenvector equations P m j q jk = ? m k ; j 2 C; their existence is guaranteed, at least for the eigenvalue ? with maximum real part (see Darroch and Seneta [1967] ). If C is infinite, as is the case in the present application, the situation can be considerably more complicated. For example, it might not be possible to obtain positive solutions for any value of 0. However, Vere-Jones [1969] has shown that for quasistationary distributions to exist, it is necessary that positive eigenvectors exist for some 0. Thus, we shall assume this to be the case in the present context. If is the maximum value of for which positive eigenvectors exist, then we shall denote these by m and x. Proposition 5.1 of Pollett [1988] can now be restated for our purposes as follows:
P m k x k converges, and either P m k converges or fx k g is bounded, then (4) exists and defines a proper probability distribution
j ; j 2 C) over C, given by
(ii) if in addition P m k k converges, then (3) exists and defines a proper probability distribution
Remarks. The condition that Q be regular can be checked using Reuter's conditions (see Reuter [1957] ). It will certainly be satisfied in the present context if we assume, as we shall, that the decrement distribution has finite mean, that is b 0 (1?) < 0. The condition that P m k x k converges is necessary for (7) to define a proper probability distribution over C. However, its real importance lies in the fact that it is sufficient for C to possess the property of -positive recurrence (Kingman [1963] ) which, for transient processes, is a notion analogous to positive recurrence for stationary processes. Indeed, in order to verify -positive recurrence, it suffices to show only that, for some > 0 and corresponding positive eigenvectors m and x, P m k x k < 1 (this follows from Theorem 5.2 of Pollett [1988] ). Once -positive recurrence is established, Corollary 5.1 of Pollett [1988] tells us that , the maximal value of , is the so-called decay parameter of C (Kingman [1963] ); it determines how quickly the transition probabilities p jk (t) = P(X(t) = kjX(0) = j) tend to 0 as t tends to 1. It then follows, from Proposition 3 of Tweedie [1974] , that positive eigenvectors must exist when = .
GEOMETRIC CATASTROPHES
Before proceeding to the general case, let us examine the important special case of when b j takes the form b j = b(1?q)q j?1 , j = 1; 2; : : :, where b > 0, 0 < q < 1 and a + b = 1. Thus, given that a jump occurs in the size of the population, this is a birth with probability a or a catastrophe with probability b. If a catastrophe occurs, its size has a geometric distribution. Notice that if q = 0 we recover the linear birth and death process. We shall first solve (6), which in this case can be written as We can now determine a candidate for the maximum value of for which there exists a positive right eigenvector by letting s " in (10) and (11).
We see that the series converges to 0. It follows that if x has non-negative entries, they must all be equal to 0.
However, we cannot yet deduce that is maximal in the required sense. It is first necessary to show that, when = , x has positive entries. We shall do this by inverting the generating function X. We can now use Proposition 1 to prove the existence of the quasistationary distribution 
j ; j 2 C), given by
; j 2 C:
The denominator is X( ?) and this can be calculated explicitly from (11) This is consistent with the results of Pollett [1988] .
We shall now prove that if D 6 = 0, the other kind of quasistationary distribution exists as well. To do this, we shall need to check that the condition mentioned in Part (ii) of Proposition 1 is satisfied. First observe that if D < 0, then i , the probability of extinction starting with a population of size i, is equal to 1, and so the condition is satisfied and the existence of (3) in this case is automatic. Clearly (1) is the geometric distribution given by
(1) j = (1 ? ) j?1 ; j 1:
If D > 0 we are required to establish that the series P m k k = P k
converges. In view of (2) it suffices to check that f 00 (1?) < 1 (equivalently b 00 (1?) < 1).
On differentiating b(s) twice we get b 00 (1?) = 2b=(1 ? q) 2 . Indeed, it is easy to invert (1). In doing so we find that i is proportional to r ?i . It follows that (3) exists and again defines a geometric distribution. This is given by
j ; j 1),
where
(1) j = (r?1)r ?j . If q = 0 then r = a=b and the specified quasistationary distributions are consistent with those found in Pollett [1988] for the linear birth and death process.
THE GENERAL CASE
Perhaps surprisingly, the process with a general catastrophe size distribution can be handled with little more difficulty. Indeed, it is possible to follow steps analogous to each of those performed above in connection with the geometric case. (2) j ; j 1) given by (13). Further, the existence of (3) will then be automatic, at least when D > 0, since then i = 1 for all i 1 and 0 < < 1; the quasistationary distribution (1) j ; j 1) will be given by (14) (a result of Pakes [1987] ). If D > 0 then, on consideration of (2) and (15), it is clear that if f 00 (1?) < 1 (equivalently b 00 (1?) < 1), then (3) will exist and
(1) will be given by
(1) will have a probability generating function given by (1).
All of this rests on establishing that the series P x j j converges and that is the maximal value of for which positive eigenvectors exist. It seems difficult to obtain necessary conditions for the convergence of this series. However, in view of Theorem 6.2 of Pakes [1987] , it is clear that a sufficient condition for 
and so clearly L(xt) L(x) for large t. If one of these conditions can be satisfied, then it is possible to deduce that is maximal using an argument based on Theorem 5.1 of Pollett [1988] . Thus, we have been able to establish the existence of the quasistationary distribution (4) in the subcritical case, and in the supercritical case when a regularity condition on b is satisfied. In the subcritical case,
also exists under these conditions, while in the supercritical case an extra condition, that the decrement distribution has finite second moment, is required.
DISCUSSION
To (2) be, respectively, the mean of
(1) and the mean of (1) (solid) and m (2) (dashed) for c = 1.
near-critical values of , in which case genuine quasistationary behaviour obtains. If is large, the likelihood of extinction is rather small yet, surprisingly, both distributions assign all their mass near 1.
Next we shall observe the effect of varying the mean catastrophe size c when is fixed. In order to allow for the possibility of a supercritical case, we shall choose a value of greater than 1, say = 2. Further, the limiting values as c becomes large are not the same, the difference between these values being . That both distributions assign nearly all their mass near 1, is consistent with the fact that the time till extinction is rather short.
