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1CHAPTER 1. Introduction
We consider the problem of classication of nite dimensional non-semisimple Hopf alge-
bras over an algebraically closed eld | of characteristic zero. This classication problem is to
determine the isomorphism classes of Hopf algebras over | for a given dimension. Before dis-
cussing the main problems and the results of this thesis, we provide some related backgrounds
of nite dimensional Hopf algebras.
1.1 Backgrounds
A Hopf algebra over | is a |-algebra H endowed with a coalgebra structure and a |-
linear endomorphism S called antipode which satises some compatibility conditions. Hopf
algebras were introduced in the context of algebraic topology by Heinz Hopf in 1941. Starting
with the late 1960s, Hopf algebras became a subject of study from an algebraic viewpoint.
The research of this area increased extensively in the 1980s because of its connection to the
quantum groups and deformed enveloping algebras which were introduced by Drinfeld and
Jimbo. They systematically provide solutions of the quantum Yang-Baxter equation, and
interesting examples of non-commutative and non-cocommutative Hopf algebras. The module
categories of these quantum groups can be used to obtain invariants of knots and 3-manifolds.
In particular, the Jones-Conway polynomials of a knot can be derived from the point of view
of quantum groups.
In 1975, Kaplansky conjectured that there are only nitely many nite-dimensional Hopf
algebras over C, up to isomorphism, for a given dimension. The conjecture was disproved by a
family of Hopf algebras of dimension p4 with an odd prime p. However, the conjecture appears
to be true when the dimension of the Hopf algebra has less than four prime factors including
2multiplicity. It remains unclear how the dimension of a Hopf algebra determines niteness of
isomorphism classes or the structure of the Hopf algebra. Some progress on the classication
of nite dimensional Hopf algebras has been made recently, and it provides a window for a
deeper understanding of these questions.
The classication of nite dimensional Hopf algebras basically consists of two branches
- semisimple and non-semisimple Hopf algebras. Non-semisimple Hopf algebras can also be
divided into two types - pointed and non-pointed. A Hopf algebra is called pointed if every sim-
ple subcoalgebra is one-dimensional, or equivalently, every simple comodule is one-dimensional.
Therefore, duals of nite dimensional pointed Hopf algebras are basic algebras. Examples of
"small" dimensional non-semisimple and non-pointed Hopf algebras with non-pointed duals
are very rare.
There has been some progress on the study of pointed non-semisimple Hopf algebras, in
particular the case when the group of group-like elements is abelian (cf. [4, 5, 6]). How-
ever, very little is known about the general classication of nite dimensional non-semisimple
Hopf algebras, and even those small dimensions less than 32 are not completed yet. It has
been proved in [14] that there are innitely many isomorphism classes of 32-dimensional Hopf
algebras.
It follows from some recent result, the remaining incomplete classication of Hopf algebras
with dimensions less than 32 are dimensions 20, 24, 27, 28 and 30. All these integers are
products of at least three primes. For the dimension p3 with p an odd prime, semisimple Hopf
algebras were classied completely in [26] and the classication of pointed Hopf algebras of
dimension p3 have been completed independently by dierent techniques in [4], [9] and [43].
Also, partial classication of quasitriangular Hopf algebras of dimension p3 is given in [19].
Some partial results on the classication of pq2-dimensional Hopf algebras have been ob-
tained recently, where p; q are distinct primes. Those semisimple Hopf algebras of dimension
 100 were classied in [29], [30] and [32]. The recent preprint [16] proved that every semisim-
ple Hopf algebra H of dimension pq2 is of Frobenius type, i.e. the dimension every simple
module of H divides the dimension of H. The semisimple Hopf algebras of dimension pq2
3which are of Frobenius type have been studied in [29] and [30]. For q = 2, it is shown in [30]
that there are exactly two isomorphism classes of non-trivial semisimple Hopf algebras over |.
These are self-dual Hopf algebras constructed by Gelaki in [20].
Non-semisimple pointed Hopf algebras of dimension pq2 were classied completely by An-
druskiewitsch and Natale in the appendix of [1]. There are 4(q   1) isomorphism classes and
these Hopf algebras can be described as extensions of Taft algebras and group algebras. More-
over, the set of its group-like elements is a cyclic group of order pq. However, the classication
of general non-semisimple Hopf algebras of dimension pq2 still remains open. The most re-
cently classied dimension is 2q2. It has been shown in [21] that every non-semisimple Hopf
algebra of dimension 2q2 is either pointed or dual-pointed, i.e. the dual of the Hopf algebra
is pointed. More details of the history about classication of nite dimensional Hopf algebras
can be found in [7].
In this thesis, we will look at non-semisimple Hopf algebras of dimension 4p, where p is
an odd prime. The only classied dimension of 4p is 12 which was completed by Natale in
[31]. Every non-semisimple Hopf algebra of dimension 12 is either pointed or dual-pointed.
In some of the papers mentioned above, all known examples of non-semisimple Hopf algebras
of dimension pq2 are pointed or dual-pointed Hopf algebras. We conjecture that all Hopf
algebras of dimension 4p are pointed or dual-pointed. It is natural to speculate that one may
use the analogous techniques for classifying Hopf algebras of dimensions 2p2 and 4p as these
two dimensions look quite similar and both have a factor 2p. Besides, it is also known that
every Hopf algebra of dimension 2p is semisimple (cf. [35]). Nevertheless, we found that the
latter is more subtle.
The goal of this thesis is to investigate the classication of non-semisimple Hopf algebras
of dimension 4p for odd prime p. The content of Chapter 3 has been submitted to Journal of
Algebra [12]. We show that every non-semisimple 4p-dimensional Hopf algebra with more than
two grouplike elements is pointed. It remains unclear whether there exists a non-semisimple
Hopf algebra H of dimension 4p with at most two grouplike elements such that neither H
nor H is pointed. For any odd prime p  11, we show by counting arguments that every
4non-semisimple Hopf algebra of dimension 4p admits a non-trivial skew primitive element.
This implies that non-semisimple Hopf algebras of dimensions 20, 28 and 44 are pointed or
dual-pointed.
1.2 Thesis Organization
The thesis is organized as follows: Chapter 1 introduces related background and devel-
opment of nite dimensional Hopf algebras. In Chapter 2, we give some basic denitions,
important theorems and useful lemmas of Hopf algebras for remainder discussion. The main
part of the thesis is Chapter 3 which discusses the classication of non-semisimple Hopf algebras
of dimension 4p. This chapter includes several cases by studying the possible number of group-
like elements of H and H, and p-dimensional braided Hopf algebras in the Yetter-Drinfeld
category. In particular, we complete the classication of Hopf algebras with dimensions 20, 28
and 44.
5CHAPTER 2. Preliminaries
Throughout this thesis, we assume | to be an algebraically closed eld of characteristic
zero. All vector spaces, algebras, coalgebras, bialgebras and Hopf algebras are over the same
base eld | in the remaining discussion. In this chapter, we will collect some basic denitions
and facts on Hopf algebras. The notation and convention introduced in this section will be
used in the sequel.
2.1 Basic Denitions
In this section, we collect some elementary facts and introduce the denitions of bialgebras,
Hopf algebras, and some related terminologies for our work. The readers are referred to [8],
[10], [42] and [28] for more details.
2.1.1 Algebras
Now we recall some denitions about an |-algebra A and its modules.
Denition 2.1.1. An |-algebra A is a |-linear space together with linear mapsm : A
A! A
and u : |! A satisfying the conditions:
Associativity: m(m
 idA) = m(idA
m)
Unit Property: m(u
 idA) = idA = m(idA
u):
The maps m and u are respectively called the multiplication and the unit of A. The unit
property gives the existence of a unit u(1) = 1A in A.
Example 2.1.1. The set of all square matrices of order n with entries from | is a n2-
dimensional |-algebra with respect to the ordinary operations on matrices. Denote by Mn(|).
6Example 2.1.2. If V is a |-space, then the space of the linear transformations of V forms an
algebra End(V ). The algebra End(V ) is nite dimensional if and only if V is nite dimensional.
Example 2.1.3. Consider the elements of a group G as basis elements of a vector space. i.e.
|G = fP
g2G
gg
g 2 | all but nitely many are zerog. The group multiplication denes the
algebra structure over the space |G. This algebra is called the group algebra of the group G
over the eld |.
To investigate the structure and properties of algebras such as how to determine whether
the structures of two |-algebras are similar, we begin with introducing the morphisms between
them.
Denition 2.1.2. An algebra map  : A! B is a |-linear map such that
mB(
 ) = mA and uA = uB
i.e. (ab) = (a)(b) for any a; b 2 A and (1A) = 1B.
 is an algebra isomorphism if it is injective and surjective.
From the representation theory of nite dimensional algebras, it is known that each element
of an algebra can be viewed as a linear operator on a space V and this gives us a concept about
modules over an algebra. In what follows, we assume that A is a nite dimensional |-algebra
and focus on A-modules with nite dimension.
Denition 2.1.3. A |-linear space M is a left A-module if there is a module structure map
 : A
M !M such that
(idA
) = (mA 
 idM );
i.e. a(b m) = (ab) m for any a; b 2 A and m 2M .
There is a correspondence between representations of an algebra A and A-modules. In
particular, a regular representation of A corresponds to a regular A-module. i.e. let A act on
itself with the action that is the multiplication of A.
LetM be an A-module. A subspace N M is a submodule ofM if a n 2 N for any a 2 A,
n 2 N . M is called an irreducible or simple A-module if M is the only non-zero submodule of
7M . M is called decomposable if M =M1M2 where M1;M2 are non-zero modules and called
direct summands of M ; otherwise M is indecomposable. Each nite dimensional A-module M
admits a descending chain of A-submodules
M =M0 M1 M2     Ms = 0
such that all the factor modules Mi=Mi+1 are simple. Such a chain is called a composition
series of M and each simple factor module is called a composition factor of M . A submodule
N ofM is called maximal if N 6=M and there is no submodule L M such thatM ) L ) N .
The left(resp. right) ideals of an algebra A are submodules of the left(resp. right) regular A-
modules. A subspace I is an ideal of A if it is both a left and right ideal of A. An (two-sided)
ideal I is indecomposable if it cannot be expressed as the direct sum of two non-zero ideals. A
left(right or two sided) ideal I of A is called nilpotent if In = 0 for some n > 0.
Denition 2.1.4. Let M and N be left A-modules with structure maps  and , respectively.
A map  :M ! N is a module morphism if (idA
) = .
The set of all A-module morphisms from M to N forms a |-space and is denoted by
HomA(M;N). When M = N , the space HomA(M;M) is a |-algebra which is denoted by
EndA(M). One can prove that A and EndA(A) are isomorphic as |-algebras.
We say that e 2 A is an idempotent if e2 = e. Two idempotents e and f are called
orthogonal if ef = fe = 0. An idempotent is called minimal or primitive if e cannot be
expressed as a sum of two non-zero idempotents. An idempotent e is called central if it
commutes with all the elements of A.
For each A-moduleM , there is a bijective correspondence between: the decomposition into
a direct sum of submodules, the decomposition of identity of the algebra EndA(M), and the
decomposition of the regular module over the algebra EndA(M). In particular, when M = A,
we have the following theorem:
Theorem 2.1.1. There is a bijective correspondence between
 the decomposition into a direct product of algebras: A = A1     As;
8 the decomposition of the identity into central idempotents: 1A = e1 +   + es;
 the decomposition into a direct sum of ideals: A = I1      Is.
A module M isomorphic to a direct sum of simple modules is called semisimple. An
algebra A is called semisimple if its regular module is semisimple. The simple submodules of
the regular left A-module are called minimal left ideals of A. An algebra that has no non-
zero ideal dierent from zero and itself is called simple. Therefore, a simple algebra over |
is isomorphic to an n2-dimensional matrix algebra for some integer n > 0. Every semisimple
algebra is a direct product of simple subalgebras and has a decomposition into minimal ideals.
Moreover, the identity of a semisimple algebra A can be decomposed into the sum of primitive
central idempotents. A commutative semisimple algebra over an algebraically closed eld | is
isomorphic to |n.
The annihilator of an element m 2M is the set of all elements a 2 A such that a m = 0.
It is a left ideal of A, which is maximal if and only if the submodule generated by m is simple.
Dene annM := fa 2 Aa m = 0 for all m 2 Mg, the intersection of the annihilators of the
elements ofM . It is a maximal ideal if and only ifM is simple. Dene J = J(A), the Jacobson
radical of A, to be the intersection of annihilators of the simple A-modules, i.e. the intersection
of the maximal ideals. J is the maximal nilpotent ideal of A. Moreover, A is semisimple if and
only if J = 0. For any A-module M , JM is the radical of M which is equal to the intersection
of all maximal proper submodules of M . The socle of an A-module M is the sum of all simple
submodules of M . The head of M is Head(M)= M=JM . Thus M=JM and J iM=J i+1M
are semisimple for i > 0. In particular, M is semisimple if JM = 0. An algebra A is called
primary if A=J is a simple algebra. It is known that A is primary if and only if A has a single
simple module.
An A-module P is called projective if for any surjective A-module map p : M ! N and
f 2 HomA(P;N), there exists ef 2 HomA(P;M) such that f = p ef . Or equivalently, for any
exact sequence of A-modules:
0! N ! X  ! P ! 0;
9the A-module map  splits, i.e. X = P N . A projective module P is a projective cover of a
module V if there is an epimorphism p : P ! V which induces P=JP = V=JV . An A-module
I is injective if for any injective A-module map  : N ! M and g 2 HomA(N; I), there exists
eg 2 HomA(I;M) such that g = eg. An injective hull I of an A-module V means I is a minimal
injective A-module containing V . A left A-module M is an extension of V by W if there exists
an epimorphism f 2 HomA(M;V ) such that ker f =W . Thus M ts into an exact sequence
0!W !M f ! V ! 0:
If this sequence splits, or equivalently, W is a summand of M , then the M is called a split
extension of V .
For each nite dimensional |-algebra A, A itself is a left and right regular A-module, and
its |-linear dual A = Hom|(A;|) has a structure of (A;A)-bimodule, namely,
(x  f)(a) = f(ax) and (f  y)(a) = f(ya)
for any x; y; a 2 A and f 2 A. A nite dimensional |-algebra A is a Frobenius algebra if the
left A-modules A and A are isomorphic.
Theorem 2.1.2. Let A be a nite dimensional |-algebra. The following are equivalent:
(1) A is a Frobenius algebra
(2) There is an associative non-degenerate bilinear form  : A  A ! | such that (ab; c) =
(a; bc) for any a; b; c 2 A.
(3) There is a linear functional f : A ! | such that ker f does not contain any non-zero left
or right ideals of A.
Let faig be a basis of a Frobenius algebra A. As A = A, there exists fbig in A such that
(ai; bj) = ij . The pair faig, fbig is called a pair of dual bases for A with respect to . Thus
we have aia =
P
j (aia; bj)aj and abi =
P
j bj(aj ; abi) for any a 2 A.
A non-semisimple nite dimensional |-algebra A has a unique decomposition into a direct
sum of (principle) indecomposable A-modules up to isomorphism. Each principle indecom-
posable A-module has the form Ae with a primitive idempotent e. Moreover, every principle
10
indecomposable A-module is a projective cover P (V ) for some simple A-module V . From a
property of Frobenius algebras, an indecomposable A-module is projective if, and only if, it is
injective.
2.1.2 Coalgebras
The notion of a coalgebra is dual to that of an algebra. It is an important ingredient in
the denition of a Hopf algebra.
Denition 2.1.5. A coalgebra is a vector space C together with linear maps  : C ! C 
C
and " : C ! |, called the comultiplication and the counit respectively, such that
Coassociativity: (
 idC) = (idC 
);
Counit Property: ("
 idC) = idC = (idC 
") :
Example 2.1.4. Let S be a nite set and |S be the |-space with basis S. Then |S is a
coalgebra with comultiplication  and the counite " dened by (s) = s
 s and "(s) = 1 for
any s 2 S. In particular, the eld | is a |-coalgebra with the comultiplication  : | ! |
 |
dened by (c) = c
 1 for any c 2 | and the counit " : |! | the identity map.
Example 2.1.5. Assume that Mn(|) is a matrix algebra of order n with basis (eij)1i;kn,
where eijepq = jpeiq for any i; j; p; q. Let (e

ij)1i;jn be the dual basis of the dual space
Mn(|). Then Mn(|) is a coalgebra with the comultiplication  and the counit "
(eij) =
X
1qn
eiq 
 eqj ; "(eij) = ij :
Let D be a coalgebra. A coalgebra map  : C ! D is a linear map such that
(
 )C = D and "D = "C :
To perform calculation in a coalgebra, we use the Sweedler notation for the comultiplication
of c 2 C with the summation notation suppressed:
(c) = c1 
 c2:
11
The coassociativity axiom allows us to write
n(c) = (
 id
    
 id)   (c) = c1 
 c2 
    
 cn+1
by applying the comultiplication n times with n  1.
A linear map  : V 
W !W 
 V of spaces dened by (v 
 w) = w 
 v is called a twist
map. A coalgebra C is cocommutative if (c) =  (c) for all c 2 C.
An element g 2 C is called group-like if (g) = g 
 g and "(g) = 1. Denote by G(C) the
set of group-like elements, which is always independent. For g; h 2 G(C), c is called a (g; h)-
primitive element if (c) = c
 g + h
 c. Denote by Pg;h = fc 2 Cj(c) = c
 g + h
 cg the
space of all (g; h)-primitive elements. Note that the space |(g h)  Pg;h for any g; h 2 G(C).
A (g; h)-skew primitive x is called non-trivial if x =2 |(g   h).
A subspace I  C is a left coideal if (I)  C 
 I. A space I  C is a coideal if
(I)  I
C+C
I and if "(I) = 0. A coalgebra is simple if it has no non-trivial subcoalgebras.
A coalgebra is called cosemisimple if it is a sum of simple subcoalgebras. A coalgebra C is
pointed if every simple subcoalgebra is one-dimensional, i.e. C is spanned by a group-like
element. The coradical C0 is dened to be the sum of all simple subcoalgebras. The coalgebra
C is called irreducible if C0 is a simple coalgebra and it is called connected if C0 is one-
dimensional.
As the notion of coalgebras is dual to that of algebras, we are also interested in the dual
notion of modules of an algebra.
Denition 2.1.6. Let C be a coalgebra. A left comodule over C is a vector space M with a
linear map  :M ! C 
M , called the C-coaction of M , such that
(idC 
) = (
 idM ) and ("C 
 idM ) = idM :
For a left comodule M with the structure map  : M ! C 
M , we use Sweedler's notation
with the summation suppressed: (m) = m( 1) 
m(0). The coassociativity axiom gives
(m( 1))(1) 
 (m( 1))(2) 
m(0) = m( 1) 
 (m(0))( 1) 
 (m(0))(0);
12
We write the expression as
(
 id)(m) = (id
)(m) = m( 2) 
m( 1) 
m(0):
A map  :M ! N between C-comodules is a comodule morphism if
(idC 
)  M = N  :
A left C-comodule is simple if it has no proper subcomodules.
Similarly, a right C-comodule M is a linear space with the structure map  :M !M 
C
given by (m) = m(0) 
m(1) satisfying
(
 idC) = (idM 
) and (idM 
"C) = idM :
A coalgebra C is a right and a left comodule of C using  = .
Lemma 2.1.3. (1) If A is a nite dimensional algebra, then the dual |-space A is a coalgebra,
with the comultiplication  = m and counit " = u. If A is commutative, then A is
cocommutative.
(2) If a coalgebra C is nite dimensional, then it is cosemisimple if, and only if, C is
cosemisimple.
(3) If M is a right C-comodule with the structure map  : M ! M 
 C given by (m) =
m(0) 
m(1), then M is a left C-module via f m = f(m(1))m(0) for any f 2 C.
2.1.3 Hopf algebras
Let (C;; ") be a |-coalgebra and (A;m; u) be an |-algebra. Then the space Hom|(C;A)
becomes an associative algebra with multiplication dened by the so-called convolution product
f  g = m  (f 
 g)  for any f; g 2 Hom|(C;A);
i.e. (f  g)(c) = f(c1)g(c2) for all c 2 C.
Denition 2.1.7. A 5-tuple is called a bialgebra (H;m; u;; ") if (H;m; u) is an algebra and
(H;; ") is a coalgebra such that one of the following holds
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  and " are algebra morphisms,
 m amd u are coalgebra morphisms.
The bialgebra H is called a Hopf algebra if the identity map idH is invertible in the convolution
algebra End|(H). That is, there exists an element S 2 End|(H), called an antipode of H,
such that S  idH = u  " = idH S, i.e. for all h 2 H, S satises S(h1)h2 = "(h)1H = h1S(h2):
The antipode S is an anti-algebra and anti-coalgebra morphism, that is, for any h; k 2 H,
S(hk) = S(k)S(h); S(1H) = 1H
S(h)(1)
S(h)(2) = S(h(2))
 S(h(1)); "  S(h) = "(h):
A morphism  : H ! H 0 of bialgebras is a morphism of algebra and coalgebra. A Hopf
algebra morphism is a bialgebra morphism and   SH(h) = SH0  (h) for all h 2 H. A
subspace I  H is a Hopf ideal if it is an ideal, a coideal and S(I)  I. For a Hopf ideal I,
the quotient H=I is a Hopf algebra with its structure induced from H.
A |-space M is called a left Hopf module if M is a left H-module and a left H-comodule
with the H-coaction  :M ! H 
M such that  is a left H-module map, i.e.
(h m)( 1) 
 (h m)(0) = h1m( 1) 
 h2 m(0):
Every Hopf algebra H is an H-Hopf module using  = .
If H is a nite dimensional Hopf algebra over | with the antipode S, then its linear dual
H is also a Hopf algebra by reversing all structure maps. The coalgebra structure of H is
given by Hf(h
 k) = mf(h
 k) = f(hk) for any f 2 H, h; k 2 H. The antipode of H,
S, is the transpose of S.
An element  2 H is called a right (resp. left) integral if h = "(h) (resp. h = "(h))
for all h 2 H. Denote by R rH and R `H the corresponding space of right and left integrals. BothR r
H and
R `
H are ideals of H. The Hopf algebra H is called unimodular if
R r
H =
R `
H . Similarly, a
nonzero element  2 H is a right integral if   f = (1)f for any f 2 H. The distinguished
group-like element a 2 H is dened by f   = f(a).
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The set G(H) of group-like elements of H forms a group under the multiplication of H.
The distinguished group-like element  2 H is dened by h = (h) for any h 2 H. Recall
that a Frobenius algebra is an algebra such that there exists an associative non-degenerated
bilinear form on it. The non-zero right integral  denes a non-degenerate associative bilinear
form on H, and hence H is a Frobenius algebra.
Example 2.1.6. Given a nite group G of order n. The group algebra |G has a coalgebra
structure dened by (g) = g 
 g and "(g) = 1 for any g 2 G. The group algebra |G is a
Hopf algebra with the antipode S : |G ! |G dened by S(g) = g 1. The group algebra |G
and its dual are semisimple Hopf algebras.
Example 2.1.7. Let n be a positive integer, and  2 | a primitive n-th root of unity. Consider
a Hopf algebra T () generated by the elements g and x satisfying the relations
gn = 1; xn = 0; xg = gx:
Its coalgebra structure and the antipode S are dened by:
(g) = g 
 g; (x) = x
 g + 1
 x
"(g) = 1; "(x) = 0
S(g) = g 1; S(x) =  xg 1:
This Hopf algebra is called a Taft algebra of dimension n2 with basis fgixj j0  i; j  n 1g. The
Taft algebras are neither commutative nor cocommutative, and the square of their antipodes
are not the identity. In fact, the order of S is 2n. It is known that Taft algebras are non-
semisimple self-dual Hopf algebras.
2.2 General results
In this section, we give some known results for nite dimensional Hopf algebras over |.
Those properties will be repeatedly used in the remainder of the thesis. The last result of the
following lemma is the generalization of Lagrange's theorem, due to Nichols and Zoeller. Our
references for those results are [23], [24], [28], [37] and [40].
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Lemma 2.2.1. Let H be a nite dimensional Hopf algebra over | with antipode S. Let
 2 G(H) and a 2 G(H) be the distinguished group-like elements. Let K be a Hopf subalgebra
of H. Then
(1) Both
R r
H and
R `
H are one-dimensional.
(2) The antipode of S is bijective, and S(
R `
H) =
R r
H .
(3) The order of the antipode S is nite.
(4) H is a Frobenius algebra.
(5) H is free as a left (right) K-module. In particular, dimK divides dimH.
Besides the results above, the following important formula was discovered by Radford:
S4(h) = a( * h (  1)a 1 for all h 2 H: (2.2.1)
There are a couple of nice results which describe some relation between the semisimplicity
and the order of the square of the antipode. Moreover, there is a Maschke Theorem for Hopf
algebras.
Lemma 2.2.2. Let H be a nite dimensional Hopf algebra over | with antipode S. The
following are equivalent:
(1) H is semisimple;
(2) H is semisimple;
(3) "(
R `
H) 6= 0 (, "(
R r
H) 6= 0);
(4) S2 = idH ;
(5) Tr(S2) 6= 0;
(6) Tr(S2  r(b)) = 0 for all b 2 H, where r(b) is the linear operator dened by r(b)(a) = ab
for any a 2 H.
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The following result is very useful to the classication of general nite dimensional non-
semisimple Hopf algebras. Let  be a primitive m-th root of unity. The Hopf algebra K =
K(mn; ) is generated by x; g subject to the relations
xm = (1  gm); gmn = 1; gx = xg;
(g) = g 
 g; (x) = 1
 x+ x
 g; "(x) = 0; "(g) = 1;
S(g) = g 1; S(x) =  xg 1;
where  = 0 if n = 1 and  2 f0; 1g if n 6= 1.
Lemma 2.2.3 ([1]). Let H be a non-semisimple nite dimensional Hopf algebra over |. If
H contains a non-trivial skew primitive element, then H contains a pointed Hopf subalgebra
K = K(mn; ) of dimension m
2n where m;n are nonnegative integers with m > 1. Moreover,
when n = 1, K is isomorphic to a Taft algebra of dimension m2.
We list a few results about Hopf algebras of particular dimensions which are related to our
work.
Lemma 2.2.4 ([44]). Every Hopf algebra of dimension p is a group algebra.
Lemma 2.2.5 ([27],[33]). Let H be a Hopf algebras of dimension p2, p is a prime.
(1) If H is semisimple, then H is isomorphic to a group algebra either |[Zp2 ] or |[Zp  Zp].
(2) If H is non-semisimple, then H is isomorphic to a Taft algebra.
Lemma 2.2.6 ([35]). Let p be an odd prime. A 2p-dimensional Hopf algebra over | is semisim-
ple and isomorphic to |[Z2p], |[D2p] or |[D2p], where Z2p is a cyclic group of order 2p, and
D2p is a dihedral group of order 2p.
2.3 Notation and useful lemmas
Let H be a nite dimensional Hopf algebra over | with the comultiplication , the counit
" and the antipode S. Tensor product 
, End(H) and Hom(H;|) are taken over | when not
specied.
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The linear dual H of H has natural Hopf algebra structures and from Lemma 2.1.3, the
comultiplication  determines the natural actions * and ( of H on H given by
f * h = h1f(h2) and h ( f = f(h1)h2; for any h 2 H; f 2 H:
For  2 G(H),  is an algebra epimorphism from H onto | and an irreducible character of
H with degree 1. We write | as the 1-dimensional simple module which has character  and
| as the trivial H-module |".
A semisimple Hopf algebra is called trivial if it is isomorphic to a group algebra or the dual
of a group algebra.
A Hopf algebra H is pointed if every simple left or right H-comodule is one-dimensional,
i.e. the coradical H0 is a group algebra. Equivalently, H
 is a basic algebra.
For a left H-module V , the antipode S of H can be used to construct a left H-module
structure on the linear dual V  = Hom(V; |). The left dual V _ is the left H-module with the
underlying space V  = Hom(V; |) and the H-action dened by
(hf)(v) = f(S(h)v) for any f 2 V ; h 2 H; v 2 V:
The right dual _V is dened similarly with the dierent H-action given by
(hf)(v) = f(S 1(h)v) for any f 2 V ; h 2 H; v 2 V:
If V is a nite dimensional simple H-module, then V _ and _V are simple H-modules.
Given an algebra automorphism  of H, V is an H-module with the underlying space V
and the action given by h  v = (h)v for h 2 H; v 2 V . Since S2 is an algebra automorphism
of H, we have the H-module isomorphisms
V __ = S2V and __V = S 2V :
Moreover, by Radford's formula, we have
| 
 V ____ 
 | 1 = | 
 S4V 
 | 1 = V = V; (2.3.2)
where (h) = aha 1 for the distinguished group-like element a 2 G(H).
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Let H be a non-semisimple nite dimensional Hopf algebra. Denote P (V ) and I(V ) the
projective cover and the injective hull of a nite dimensional H-module V respectively. De-
note Irr(H) a complete set of non-isomorphic simple H-modules. For any V 2 Irr(H) and a
distinguished group-like element  2 G(H), it is shown in Lemma 1.1 of [36] that
| 1 
 __V = Soc(P (V )) and V = Soc(P (| 
 V __)):
Therefore, we get
P (V ) = I(| 1 
 __V ) and I(V ) = P (| 
 V __): (2.3.3)
For any nite dimensional H-modules U; V;W , we have the following natural isomorphisms:
HomH(V
_ 
 U;W ) = HomH(U; V 
W ) = HomH(U 
_W;V ) (2.3.4)
Moreover, if P is projective, then V 
 P , P 
 V are projective.(cf. [22])
Let M;V be nite dimensional H-modules. Dene [M : V ] := dimHomH(P (V );M). Then
[M : V ] is equal to the multiplicity of V appearing as a composition factor ofM for any simple
H-module V . By duality, we also have
[M : V ] = dimHomH(M; I(V )): (2.3.5)
Lemma 2.3.1. Let V;W be simple H-modules. Then
[P (V ) :W ] = [P (W ) : | 1 
 __V ] :
In addition, if dimV 6= dimW and [P (V ) :W ] > 0, then
dimP (W )  2dimW + [P (V ) :W ]dimV and (2.3.6)
dimP (V )  2dimV + [P (V ) :W ]dimW : (2.3.7)
Proof. By (2.3.3) and (2.3.5), we have
[P (V ) :W ] = dimHomH(P (W ); P (V ))
= dimHomH(P (W ); I(| 1 
 __V )) = [P (W ) : | 1 
 __V ] :
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If [P (V ) :W ] > 0 and dimV 6= dimW , then [P (W ) : | 1 
 __V ] > 0 and P (W ) 6=W . Thus,
besides the socle and the head, P (W ) has the composition factor | 1
__V with multiplicity
[P (V ) :W ]. Therefore,
dimP (W )  2dimW + [P (V ) :W ]dimV :
The second inequality can be obtained by the same argument.
Remark 2.3.1. For V 2 Irr(H), the H-module V _ 
 P (V ) is projective and dimHomH(V _ 

P (V );|) is equal to the multiplicity of P (|) in an indecomposable decomposition of V _ 

P (V ) for all  2 G(H). From (2.3.4), we have
dimHomH(V
_ 
 P (V );|) = [V 
 | : V ] =
8><>: 1; if V
= V 
 | ;
0; otherwise.
(2.3.8)
The rst of the following lemma comes from Lemma 2.1 and the second has been presented
in the proof of Lemma 2.3 in [15].
Lemma 2.3.2 ([15]). Let H be a non-semisimple Hopf algebra over | of nite dimension.
(1) The one-dimensional simple H-module | is not projective.
(2) If there exists an indecomposable 2-dimensional H-module which has an 1-dimensional
simple quotient, then H must contain a non-trivial skew primitive element.
Lemma 2.3.3. Let H be a nite-dimensional non-semisimple Hopf algebra with Jacobson
radical J . For any simple H-modules V;W , we have
[JP (V )=J2P (V ) :W ] = dimExt(V;W ) = [Soc(I(W )=W ) : V ]:
In addition, if H has no non-trivial skew primitive element, then all the simple H-submodules
of JP (|)=J2P (|) or Soc(I(|)=|) are not 1-dimensional.
Proof. Let us abbreviate P (V ) as P , and consider the natural exact sequence
0! JP ! P ! V ! 0 :
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For any simple H-module W , we have the associated long exact sequence
0! HomH(V;W )! HomH(P;W )! HomH(JP;W )! Ext(V;W )! Ext(P;W ) :
Since Ext(P;W ) = 0 and HomH(V;W )! HomH(P;W ) is an isomorphism, we nd
HomH(JP=J
2P;W ) = HomH(JP;W )
=! Ext(V;W ) :
Therefore, [JP=J2P :W ] = dimExt(V;W ). The second equality can be obtained similarly by
considering the exact sequence
0!W ! I(W )! I(W )=W ! 0 :
If H does not have any non-trivial skew primitive element, then Ext(V;W ) = 0 for any
1-dimensional H-modules V;W . Therefore,
[JP (|)=J2P (|) :W ] = [Soc(I(|)=|) :W ] = 0
for all 1-dimensional H-modules W .
The dimensions of projective modules over a nite-dimensional Hopf algebra are of partic-
ular importance to the remaining chapters. The following fact on linear algebra is quite useful
to study these dimensions.
Lemma 2.3.4 ([35, Lemma 1.4]). Let V be a nite-dimensional vector space over the eld |,
p a prime, and T a linear automorphism on V such that Tr(T ) = 0. If T p
n
= idV for some
positive integer n, then p divides the dimension of V .
The following corollary is an application of the preceding lemma.
Corollary 2.3.5. Let H be a non-semisimple Hopf algebra over | with antipode S. If ord(S2) =
pn for some prime p, then every indecomposable projective H-module P such that P = P__ as
H-modules has dimension divisible by p.
Proof. Let P be an indecomposable projective H-module such that P = P__. In view of
(2.3.2), P = S2P . By Lemma A.2 in [21], there exists an H-module isomorphism ' : P ! S2P
such that 'p
n
= id. It follows from Lemma 1.3 of [36], Tr(') = 0. Therefore, Lemma 2.3.4
implies that p divides dimP .
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2.4 Braided Hopf algebras
In this section, we introduce a specic type of Hopf algebras { Bosonization or Radford
biproduct. A large part of chapter 3 in this thesis shall involve this kind of Hopf algebras. We
begin by recalling the notion of braided monoidal category, Yetter-Drinfeld category, braided
Hopf algebras and bosonization. Our main references for this section are [2], [5] and [39].
2.4.1 Yetter-Drinfeld category
Braided Hopf algebras play an important role in the structure theory of pointed Hopf
algebras. We start with the denition of strict monoidal categories.
Denition 2.4.1. A strict monoidal category is a 3-tuple (C;
; I) where C is a category, the
tensor product 
 : C  C ! C is a bifunctor, the unit I is an object of C such that
(U 
 V )
W = U 
 (V 
W ); U 
 I = U = I
 U
for all U; V;W 2 C
Denition 2.4.2. A strict braided monoidal category C is a collection (C;
; I; c), where
(C;
; I) is a strict monoidal category and cV;W : V 
W ! W 
 V is a natural isomorphism
subject to the conditions
cU;V
W = (idV 
cU;W )  (cU;V 
 idW ); cU
V;W = (cU;W 
 idV )  (idU 
cV;W ):
In this thesis, our main example of strict braided monoidal category is the Yetter-Drinfeld
category over a Hopf algebra.
Denition 2.4.3. Let B be a Hopf algebra over | with bijective antipode S. A (left) Yetter-
Drinfeld moduleM over B is a left B-module, a left B-comodule and satises the compatibility
condition
(bm)( 1) 
 (bm)(0) = b(1)m( 1)S(b(3))
 b(2)m(0); 8b 2 B;m 2M:
We denote by BBYD the category of left Yetter-Drinfeld modules over B.
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The category BBYD is strict monoidal with I = | and the usual tensor product 
 of vector
spaces. The tensor product of two Yetter-Drinfeld modules M;N is again a Yetter-Drinfeld
module with structure
b(m
 n) = b1m
 b2n; (m
 n)( 1) 
 (m
 n)(0) = m( 1)n( 1) 
m(0) 
 n(0):
It is also a braided monoidal category with the braiding:
cM;N :M 
N ! N 
M; c(m
 n) = m( 1)n
m(0);
which is an isomorphism with inverse
(cN;M )
 1 = (c 1)M;N : m
 n 7! n(0) 
 S 1(n( 1))m:
If M 2 BBYD is nite dimensional, the linear dual M = Hom(M; |) is a Yetter-Drinfeld
module with action and coaction
 (b  f)(m) = f(S(b)m), for all b 2 B, f 2M and m 2M .
 (f) = f( 1) 
 f(0) :=
P
1i`
S 1(mi( 1))
 f(mi(0))mi, where fmig1i` is a basis of M
with dual basis fmi g1i`.
It is natural to dene algebras and coalgebras in a strict monoidal category C.
An algebra in C is a triple (A;m; u), where A is an object of C, m : A
A! A and u : I! A
are morphisms in C such that
m  (m
 idA) = m  (idA
m) and m  (u
 idA) = idA = m  (idA
u):
A coalgebra in C is a triple (C;; "), where C is an object of C,  : C ! C 
C and " : C ! I
are morphisms in C such that
(
 idC)  = (idC 
)  and ("
 id)  = idC = (idC 
") :
Denition 2.4.4. A bialgebra in a braided category C is a 5-tuple (R;m; u;; "), where
(R;m; u) is an algebra in C and (R;; ") is a coalgebra in C, m;u;; " are morphisms of C
satisfying the compatibility
m = (m
m)  (idR
cR;R 
 idR)  (
):
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A braided Hopf algebra R is a bialgebra with a morphism S : R! R (the antipode), which is
the convolution inverse of the identity in the monoid HomC(R;R), satisfying the usual axioms
m(S 
 id) = u" = m(id
S):
Notice that the multiplication of R 
R and the coproduct involve the braiding cR;R which is
not a usual twisting map,
mR
R = (mR 
mR)  (idR
cR;R 
 idR); R
R = (idR
cR;R 
 idR)  (R 
R):
2.4.2 Bosonization or Biproduct
There are a few ways to obtain a Hopf algebra. We shall introduce one kind by extending
a nite dimensional Hopf algebra, called bosonization or Radford biproduct.
An algebra A is called a leftH-module algebra if A is a leftH-module and the multiplication
and unit map mA, uA are H-module maps. An algebra A is called a left H-comodule algebra
if A is a left H-comodule and mA and uA are left H-comodule maps.
Recall that a nite dimensional braided Hopf algebra R in the Yetter-Drinfeld category BBYD
is a Yetter-Drinfeld module in BBYD, a bialgebra (R;mR; uR;R; "R) in the braided category
B
BYD, and the identity idR has a convolution inverse SR, the antipode.
We now let H and B be nite dimensional Hopf algebras over | with antipodes S, SB.
Assume that the injection  : B ! H and the surjection  : H ! B are Hopf algebra maps
such that  = idB. By analogy with group theory, one may reconstruct H as an extension
from B. Let
R = Hco  = fh 2 H : (id
)(h) = h
 1Bg;
the coinvariant of  in H. It is immediate to see that R is a subalgebra of H, with the same
unit. However, R is not a Hopf algebra in general, but it is a braided Hopf algebra in the
Yetter-Drinfeld category BBYD with the following structures:
comultiplication R(r) = r(1)S(r(2))
 r(3); antipode SR(r) = (r(1))S(r(2));
action b . r = b(1)rSB(b(2)); coaction R(r) = ( 
 id)(r):
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In order to distinguish comultiplications in usual Hopf algebras from those in braided Hopf
algebras, we use Sweedler notation with upper indices for braided Hopf algebras R(r) =
r(1) 
 r(2).
If we assume that R is a braided Hopf algebra in BBYD, then the space R
B is turned to
be a bialgebra RB by using the cross product
(r  b)(r  b0) = (rb1 . r0) b2b0
with unit 1R  1B and the cross coproduct
RB(r  b) = r(1)  r(2)( 1)b1 
 r(2)(0)  b2
with counit "R 
 "B. This bialgebra is an ordinary Hopf algebra with antipode
SRB(r  b) =
 
1R  SB(r( 1)b)
 
SR(r(0)) 1B

:
This Hopf algebra is called the bosonization or biproduct of R by B. We have a Hopf algebra
projection
 : RB ! B; (r  b) = "R(r)b;
and a Hopf algebra injection
 : B ! RB; (b) = 1R  b:
so that  = idB. Therefore, R is a subalgebra of RB and B is a Hopf subalgebra of RB.
We have seen that the Radford biproduct has a projection onto a Hopf subalgebra. Dene
a linear map  : H ! R by (h) = h1SB(h2). Then  is a coalgebra epimorphism and by
[5], [39], we have the following theorem which explains that these constructions are inverse to
each other.
Theorem 2.4.1. The maps
H ! RB; h 7! (h1) (h2)
RB ! H; r  b 7! r(b) for any h 2 H; r 2 R; b 2 B;
are mutually inverse isomorphisms.
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Now we have a mapping system
R
R

R
H = RB



B;
where R is an algebra injection and R is a coalgebra surjection such that RR = idR. From
the denition of R, this algebra is stable under S2.
It is natural to consider R, the dual of a nite dimensional braided Hopf algebra R 2 BBYD,
as a Hopf algebra in B

BYD by the construction:
assume
B



RB = H;
we can dualize it to get
B



(RB) = R 
B;
where the second is an isomorphism of vector spaces and  = idB . It follows that Bco 

=
R 
 "B  R 
B and hence R is a Hopf algebra in BBYD.
Besides, we can make the linear dual R = Hom(R; |) into a Hopf algebra in BBYD. By
using the antipode SB, R
 has a left B-module structure given by
bf(r) = f(SB(b) . r):
Since R is a nite dimensional left B-comodule, R has a transposed right B-comodule struc-
ture, and it becomes a left B-comodule via S 1B , the inverse of SB:
R : R
 ! B 
R; R(f) = f( 1) 
 f(0) where f(0)(r)f( 1) = f(r( 1))S 1B (r(0));
for any f 2 R, r 2 R, b 2 B.
Here we list some important properties of braided Hopf algebras in BBYD for our work
obtained in [3] and [39].
Lemma 2.4.2. If H;B are nite dimensional Hopf algebras such that H = RB is a biproduct
with antipodes S, SB, where R is a nite dimensional braided Hopf algebra in
B
BYD with
antipode SR. Then
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(1) g is a group-like element of H if and only if g = r  b where b 2 G(B) and r 2 G(R)
satises (r) = 1
 r.
(2) If R, B are right integrals, then R  B is a right integral of RB.
(3) If the trace of S2 restricted to R is not zero, then both R and R are semisimple.
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CHAPTER 3. Non-semisimple Hopf Algebras Of Dimension 4p
3.1 Introduction
This chapter is devoted to the classication of Hopf algebras of dimension 4p where p is
an odd prime. Semisimple Hopf algebras of dimension 4p have been classied in [16], [29],
[30], and [32]. We mainly study 4p-dimensional non-semisimple Hopf algebras in this chapter.
Currently, dimension 12 is the only known case that was completely classied in [18] and [31].
The former classied the semisimple case and the latter showed that any non-semisimple Hopf
algebra of dimension 12 is either pointed or dual-pointed.
Our goal is to show the following conjecture:
Conjecture. Let p be an odd prime. Any non-semisimple Hopf algebra over | of dimension
4p is either pointed or dual-pointed.
Let us briey recall the results of classication of pointed Hopf algebras of dimension pq2
with distinct primes p; q that were completed by Andruskiewitsch and Natale in Appendix of
[1]. There are 4(q   1) types of pointed Hopf algebras that can be generated by Taft algebras
and a particular kind of algebras described in the following Lemma:
Lemma 3.1.1 ([1]). Let H be a pointed non-semisimple Hopf algebra of dimension pq2 where
p; q are distinct primes.
(i) G(H) is a cyclic group of order pq.
(ii) Let  2 f0; 1g and  2 | be a primitive q-th root of unity. Then A(; ) is the |-algebra
generated by the elements g and y subject to the relations
gpq = 1; yq = (1  gq); gy = yg:
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The comultiplication is dened by
(g) = g 
 g; (y) = y 
 1 + g 
 1:
There are exactly 4(q   1) pointed Hopf algebras:
A(; 0); A(; 1); A(; 0); T ()
 |[Zp]
where T () is a Taft algebra of dimension q2. Here T () 
 |[Zp] is a self-dual Hopf
algebra.
Remark 3.1.1. It has been shown in [38] that the Hopf algebra A(; 1) is not pointed and its
coalgebra structure is the direct sum of the Taft algebra T () and simple coalgebras Mq(|)
with multiplicity p  1. Therefore,
A(; 0); A(; 0); A(; 1); A(; 1) and T ()
 |[Zp]
account for all non-semisimple pointed or dual-pointed Hopf algebras of dimension pq2.
The following lemma from [1] also provides us the necessary and sucient condition for a
pointed Hopf algebra of dimension pq2:
Lemma 3.1.2. Let H be a non-semisimple Hopf algebra of dimension pq2, where p; q are two
distinct primes. If the coradical of H is a Hopf algebra, then H is pointed.
Therefore, any pointed Hopf algebra of dimension 4p must be one of the types described
in the above lemma. Indeed, we shall justify the conjecture with the following main results of
this chapter.
 A non-semisimple Hopf algebra H over | of dimension 4p with an odd prime p is pointed
if, and only if, jG(H)j > 2.
 Any non-semisimple Hopf algebra H of dimension 4p with an odd prime p, 2 < p < 12,
is pointed or dual-pointed.
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Since the dimension of the group algebra generated by group-like elements divides the
dimension of Hopf algebra, we start by considering all possible orders of the group of group-
like elements. This chapter is organized as follows: In Section 2, we show that if H is a
non-semisimple Hopf algebra of dimension 4p with an odd prime p such that jG(H)j > 2, then
H is pointed. In Section 3, we study semisimple braided Hopf algebras of dimension p in the
Yetter-Drinfeld category over a 4-dimensional Taft algebra T and conclude the commutativity
for dimension p =3, 7 and 11. The case of semisimple braided Hopf algebra of dimension 5
over T will be discussed in Section 4. In the last section of this chapter, Section 5, we show
that Hopf algebras of dimension 20, 28, and 44 must be pointed or dual-pointed.
3.2 Non-semisimple Hopf algebras with dimension 4p
In this section, we will focus on 4p-dimensional non-semisimple Hopf algebras H, where
p is an odd prime. In particular, we prove in Theorem 3.2.5 that if there are more than two
group-like elements in such a Hopf algebra, then H or H must be pointed. This completes
the classication of non-semisimple Hopf algebras of dimension 4p with jG(H)j or jG(H)j > 2
from Lemma 3.1.1. We continue to study the case both G(H) and G(H) with at most two
elements in the next few sections and show that this case does not exist for any non-semisimple
Hopf algebras of dimensions 20, 28 and 44. Hence, they are pointed or their duals are pointed.
Throughout this section, we assume that p is an odd prime, and H is a non-semisimple
Hopf algebra of dimension 4p. We begin with
Lemma 3.2.1. (1) If H contains a Hopf subalgebra K of dimension 2p, then H is pointed
and K must be a cyclic group algebra.
(2) If H contains a Hopf ideal I of dimension 2p, then H contains a Hopf subalgebra isomor-
phic to H=I, which is a cyclic group algebra of dimension 2p.
Proof. (1) By Lemma 2.2.6, K is semisimple and S2K = idK . Hence, at least 2p eigenvalues
of S2 are 1. Since H is non-semisimple, Tr(S2) = 0. This forces the rest of eigenvalues of
S2 are all  1. Therefore, we have S4 = idH . From Proposition 5.1 of [3], if H contains
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a semisimple Hopf subalgebra K such that dimH = 2dimK, then K is equal to the
coradical of H. It follows from Lemma 3.1.2 that H is pointed. Also, from Lemma 3.1.1,
K = |[G(H)] and G(H) is a cyclic group of order 2p.
(2) If I is a Hopf ideal, then H=I is a Hopf algebra of dimension 2p and hence H ! H=I is a
Hopf algebra epimorphism. By dualizing it, H contains a Hopf subalgebra of dimension
2p. The result follows from (1).
Remark 3.2.1. Assume that G(H) is an abelian group of order n. Then the group algebra
K = |[G(H)] is a commutative semisimple Hopf algebra of dimension n. Let E = feig1in be
the complete set of orthogonal primitive idempotents of G(H). By Nichols-Zoeller Theorem,
H is a free K-module and hence dimK divides dimH. Therefore, H =
L
1in
Hei is the
decomposition into right K-modules and dimHei = dimH=dimK for all ei.
We use the above remark to proceed the following lemma:
Lemma 3.2.2. If p divides jG(H)j, then H is pointed.
Proof. As p
jG(H)j, we may assume that g 2 G(H) has order p. First we show that all the
composition factors of P (|) are 1-dimensional.
Let fe1; : : : ; epg be the complete set of orthogonal primitive idempotents of |[g]. By the
preceding remark, H =
L
iHei is a decomposition of left H-modules, and dimHei = 4. By
Krull-Schmidt Theorem, dimP (V )  4 for all V 2 Irr(H). Since H is not semisimple, | is not
projective. Therefore, 2  dimP (|)  4.
If dimP (|) = 2; 3, then all its composition factors are 1-dimensional. Suppose dimP (|) = 4
and it has a composition factor V of dimension greater than 1. Then dimV = 2, [P (|) : V ] = 1
and V is not projective. By Lemma 2.3.1, dimP (V )  2dimV + 1 > 4; a contradiction.
Since P (|) is not simple and all its composition factors are 1-dimensional, it follows from
Lemma 2.3.3 that there exists a non-trivial extension of 1-dimensional H-module. Therefore,
by Lemma 2.3.2, H admits a non-trivial skew primitive element. Now, we apply Lemma 2.2.3
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to conclude that H contains a non-semisimple pointed Hopf subalgebra K of dimension m2n
with m > 1. By Nichols-Zoeller Theorem, m2n
4p and this implies m = 2 and n = 1 or p.
If n = p, then dimK = dimH implies that K = H is pointed. From the classication of
pointed Hopf algebras of dimension 4p in Remark 3.1.1, either H is pointed or jG(H)j = 2.
Since p
jG(H)j, H is pointed.
If n = 1, then K is isomorphic to the Taft algebra T of dimension 4. By dualizing the
inclusion map T ! H, we nd a Hopf algebra surjection  : H ! T . It is known that
the coinvariant R = Hco = fr 2 H j r1 
 (r2) = r 
 1g is a left coideal subalgebra of
dimension p. Since (g) is a group-like element of T , (g) = 1 and hence R = |[g]. As R is
a Hopf subalgebra and hence Hco = coH = fr 2 H j (r1) 
 r2 = 1 
 rg, this implies that
R+H = HR+ and R is normal. Therefore, we have the exact sequence of Hopf algebras:
1! |[g]! H ! T ! 1 :
Since T and |[g] = |[Zp] are self-dual, we can dualize it to get
1! T ! H ! |[g]! 1:
It is well known that the Jacobson radical J(T ) is a Hopf ideal and T=J(T ) = |[Z2]. Applying
[21, Proposition 1.7], we obtain the exact sequence
1! |[Z2]! H

HJ(T )! |[g]! 1;
and that H

HJ(T ) is a semisimple 2p-dimensional Hopf algebra. After dualizing this se-
quence, we get a Hopf subalgebra of dimension 2p in H and hence by Lemma 3.2.1, H is
pointed.
Lemma 3.2.3. Let S be the antipode of H. Then S16 = idH .
Proof. Let a 2 G(H) and  2 G(H) be distinguished group-like elements. If pord()ord(a),
then p
jG(H)jjG(H)j. In view of Lemma 3.2.2, H or H is pointed. Note that the pointedness
of H implies that its coradical is a cyclic group algebra of dimension 2p. Therefore, it follows
from Lemma 3.1.1 and the structure for dual-pointed H described in Remark 3.1.1, S4 = idH .
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If neither H nor H is pointed, then p does not divide jG(H)jjG(H)j. In particular, p does not
divide ord(a)ord(). Therefore, lcm(jG(H)j; jG(H)j)  4. From Radford's formula (2.2.1),
we have S16 = id.
We prove that the order of S2 is 4 in the next lemma.
Lemma 3.2.4. The order of G(H) is not divisible by 4 and S8 = id. Moreover, if V 2 Irr(H)
such that V = V __, then dimP (V ) is even. In particular, dimP (|) is an even integer.
Proof. Suppose 4 j jG(H)j. SinceH is non-semisimple, jG(H)j cannot be 4p and so jG(H)j = 4.
Hence, the Hopf subalgebra K = |[G(H)] is commutative and semisimple. Let fe1; e2; e3; e4g
be the complete set of orthogonal primitive idempotents of K. In view of Remark 3.2.1,
dimHei = p :
As S2 is an algebra automorphism of H and the restriction of S2 to K is idK , S
2 stabilizes
Hei. Moreover, Tr(S
2

Hei
) = Tr(S2  r(ei)) = 0. It follows from Lemma 2.3.5 and S16 = id
that dimHei is even, a contradiction. Therefore, 4 - jG(H)j.
If H or H is pointed, then S4 = id. If neither H nor H is pointed, then Lemma 3.2.2
forces p - jG(H)jjG(H)j. Thus, lcm(jG(H)j; jG(H)j)  2 and S8 = id follow immediately
from Radford's formula (2.2.1).
Consider the natural exact sequence of H-modules
0! JP (V )! P (V )! V ! 0;
we can dualize it to get
0! V _ ! P (V )_ ! JP (V )_ ! 0:
Since H is a Frobenius algebra and we also have the exact sequence
0! V _ ! I(V _)! I(V _)=V _ ! 0;
it follows that P (V )_ = I(V _). If V 2 Irr(H) is isomorphic to V __, then we have P (V )__ =
P (V __) = P (V ). From Lemma 2.3.5, dimP (V ) is even. As | = |_, P (|) is self-dual and
hence dimP (|) is always even.
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If the order of G(H) or G(H) is greater than two, in view of Lemmas 3.2.1, 3.2.2 and
3.2.4, then H or H must be pointed. Therefore, we have the following theorem:
Theorem 3.2.5. Let H be a non-semisimple Hopf algebra of dimension 4p with an odd prime
p. Then H is pointed if, and only if, jG(H)j > 2.
If neither H nor H is pointed, the last lemma of this section shows the non-existence of a
2-dimensional self-dual simple H-module:
Lemma 3.2.6. Every 2-dimensional simple H-module is not self-dual.
Proof. Suppose that V is a 2-dimensional simple H-module such that V = V _ as H-modules.
Note that H cannot be pointed, otherwise every simple H-module is one-dimensional. Since
S is bijective and the H-module V _ is given by h  f(v) = f(S(h)v) for any v 2 V , f 2 V ,
we have S(annV ) = annV _ = annV . Therefore, S induces an isomorphism S on H= annV .
Since V is simple, H= annV is a simple algebra of dimension 4. Let  : H ! H= annV be the
natural algebra surjection. Then  : (H= annV ) ! H is an injective coalgebra map which
satises the commutative diagram:
(H= annV ) 

//
S


H
S

(H= annV ) 

// H :
In particular, C = ((H= annV )) is a simple subcoalgebra of H stabilized by S.
Let K be the subalgebra of H generated by C. Then K is a Hopf subalgebra of H and
hence dimK = 4; p; 2p or 4p. SinceK contains the simple subcoalgebra C, dimK cannot be 4 or
p, otherwise K would be a group algebra, whose simple subcoalgebras are all one-dimensional.
If dimK = 2p, then H is pointed by Lemma 3.2.1. So we may now assume dimK = 4p, and
hence H = K. It follows from Proposition 1.3 of [31] that there exists an exact sequence of
Hopf algebras
1! |G ! H ! B ! 1;
where B is a pointed non-semisimple Hopf algebra and G is a nite group. Note that dimB
can only be 4 or 4p since Hopf algebras of dimension 2; 2p; p are semisimple. If dimB = 4p,
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then B = H and H is pointed. By the classication of pointed Hopf algebras in Remark
3.1.1, H has no 2-dimensional self-dual simple module and hence this is impossible. Therefore,
dimB = 4. Then B is the Taft algebra of dimension 4 and G is a cyclic group of order p. Since
|G = |[G] as Hopf algebras, H contains a subgroup of order p. It follows from Lemma 3.2.2
that H is pointed, a contradiction.
3.3 p-dimensional Hopf algebras in the Yetter-Drinfeld category
Assume that H is a non-semisimple Hopf algebra of dimension 4p with an odd prime p.
In this section, we will investigate the p-dimensional braided Hopf algebra in the category
of Yetter-Drinfeld modules over a four dimensional Taft algebra T . Also, we determine the
necessary and sucient conditions that H or H is pointed provided that they are bosonization
of a braided Hopf algebra of dimension p and a Taft algebra of dimension 4.
3.3.1 Semisimple Braided Hopf algebras in TTYD
Recall that a four dimensional Taft algebra T over | is generated by x; g subject to the
relations
g2 = 1; x2 = 0 and gx =  xg :
The comultiplication , the counit " and the antipode S of T are given by
(x) = x
 g + 1
 x; "(x) = 0; S(x) =  xg;
(g) = g 
 g; "(g) = 1; S(g) = g:
(3.3.1)
A Yetter-Drinfeld module R over the Taft algebra T is a |-space with the T -action ., the
T -coaction  : R! T 
R, (r) = r( 1) 
 r(0), satisfying the compatibility condition:
(t . r) = t1r( 1)ST (t3)
 t2 . r(0):
Let R be a nite dimensional braided Hopf algebra in the Yetter-Drinfeld category TTYD with
the comultiplication R, denote by R(r) = r
(1) 
 r(2), the counit "R and antipode SR. The
bosonization H = R T is an ordinary Hopf algebra with the underlying space R
 T and its
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comultiplication , the counit ", the antipode S are given by
(r  t)(r0  t0) := rt1 . r0  t2t0; (r  t) := r(1)(r(2))( 1)  t1 
 (r(2))(0)  t2
"(r  t) := "R(r)"T (t); S(r  t) := ST (t2) . SR(r) ST (t1)
for any r; s 2 R, t; t0 2 T . Note that R is a braided Hopf algebra in TTYD and we have an
isomorphism
(R T ) = R  T 
as Hopf algebras.
In this section, we focus on p-dimensional braided Hopf algebras in TTYD. They are always
semisimple and cosemisimple.
Theorem 3.3.1. If R is a p-dimensional braided Hopf algebra in TTYD, the category of Yetter-
Drinfeld modules over T , then R and R are semisimple and cosemisimple.
Proof. As R is stable under S2, by Lemma 2.4.2, it suces to show that Tr(S2

R
) 6= 0. From
Lemma 3.2.4, S8 = id. In particular, the order of S2

R
is a power of 2. Since dimR = p is an
odd prime, Tr(S2

R
) 6= 0 from Lemma 2.3.4.
We showed in the previous section that if neither H nor H is pointed, then both jG(H)j
and jG(H)j cannot be greater than 2. We would like to know the role of non-trivial skew
primitive elements in H and when it can be isomorphic to a bosonization of the form R  T .
This can be explained in the next proposition and we shall prove it by using the following
lemma.
Recall that a left coideal subalgebra K of H is an algebra satisfying (K)  H 
K.
Lemma 3.3.2 ([25]). Let H be a nite dimensional Hopf algebra and K is a left coideal
subalgebra of H. The following are equivalent:
(1) H is left and right free over K.
(2) K is a Frobenius algebra.
(3) every object in HKM or in HMK is a free K-module.
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Proposition 3.3.3. Let H be a non-semisimple Hopf algebra of dimension 4p such that neither
H nor H is pointed. Then H = R  T for some p-dimensional braided Hopf algebra in TTYD
if, and only if, both H and H admit a non-trivial skew primitive element.
Proof. Since R  T and (R  T ) contain a Hopf subalgebra T , both of them contain a non-
trivial skew primitive element. Conversely, assume both H and H have non-trivial skew
primitive elements, hence jG(H)j = 2 = jG(H)j. By Lemma 2.2.3, there exists a pointed non-
semisimple Hopf subalgebra K of H such that dimK = m2n with m > 1 and jG(K)j = mn.
As jG(H)j = 2, we have m = 2 and n = 1. Therefore, K is isomorphic to the Taft algebra
T . By the same reason, H contains a pointed Hopf subalgebra isomorphic to T . Then there
exists a Hopf algebra surjection  : H ! T .
The coinvariants R = Hco := fh 2 H(idH 
)(h) = h 
 1T g and L = T co := fh 2
T
(idH 
)(h) = h 
 1T g are left coideal subalgebras in H, and dimR = p. Since T is a
Hopf subalgebra of H and L  R, R is a Hopf module in HLM. As  is a Hopf algebra map,
(T ) is a Hopf subalgebra of T . Hence dimL = 1, 2 or 4. More precisely, L = 1T , |[1T ; xg]
or T and they are Frobenius algebras. By Lemma 3.3.2, R is a free L-module and this implies
dimL = 1. Therefore, (T ) = T or jT is an isomorphism of T . It follows from Section 2.4.2
that H is a Radford biproduct H = R  T , where R is a p-dimensional braided Hopf algebra
in the category of Yetter-Drinfeld modules over T .
It has been shown in Remark 5.9 of [17] that the braided Hopf algebra R is a Frobenius
algebra with the Frobenius map given by a right integral R in R
, i.e. R(r(1))r(2) = R(r)1R
for all r 2 R. Moreover, there exists a right integral R 2 R such that R(R) = 1, and an
algebra map  2 G(T ) such that
R(t . r) = (t)R(r) for any t 2 T; r 2 R: (3.3.2)
This implies
t . R = (t)R for any t 2 T:
From Corollary 5.8 in [17], the semisimplicity of R implies "R(R) 6= 0. Therefore,  = "T and
t . R = "T (t)R and R(t . r) = "T (t)R(r) (3.3.3)
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for any t 2 T .
Lemma 3.3.4. Let R be a semisimple braided Hopf algebra in TTYD. Then
(R) = 1T 
 R; r( 1)R(r(0)) = 1TR(r); SR(R) = R: (3.3.4)
Proof. From [13, (18),(19)], there exists a group-like element g0 2 T such that
(R) = ST (g
0)
 R and R(r)g0 = S 1(r( 1))R(r(0)):
Since "R(R) 6= 0 and "R is a T -comodule map, "T (R)1T = ST (g0)"R(R). Hence, ST (g0) =
1T and (R) = 1T 
 R. By applying ST on both sides of the second equality, we have
r( 1)R(r(0)) = 1TR(r).
Note that SR is an antialgebra map satisfying SR(rs) = (r( 1) . SR(s))SR(r(0)) for any
r; s 2 R. In particular,
"R(r)SR(R) = "R(S
 1
R (r))SR(R) = SR(RS
 1
R (r)) = rSR(R)
since "R SR = "R. Hence SR(R) is a left integral. The semsimplicity of R implies SR(R) =
R for some  2 |. Since "R(SR(R)) = "R(R) 6= 0 , we have  = 1. i.e. SR(R) = R.
Lemma 3.3.5. Let A be a nite dimensional left (resp. right) T -module algebra. If A is
semisimple and e is a central idempotent of A such that the ideal I = Ae is closed under the
action of g, then I is a T -submodule of A, and
g . e = e and x . e = 0:
In particular, I is also a T -module algebra.
Proof. If e is not a primitive idempotent, write e = e1+   +ek where e0is are primitive central
idempotents of A, then eie = ei = eei 2 I for 1  i  k. Since I is an ideal closed under
g-action, g . ei 2 I is a primitive central idempotent of R. Moreover, g . ei 6=  ei, otherwise
 ei = g . ei = (g . ei)(g . ei) = ei results a contradiction. Hence g . ei = ei or ej for some j 6= i
and
g . e =
X
g.ei=ei
ei +
X
g.ei 6=ei
g . ei =
X
g.ei=ei
ei +
X
g.ei=ej
ej = e:
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Since x is a g-derivation, x.e = x.e2 = (x.e)(g .e)+e(x.e) = 2e(x.e) 2 I. Write x.e = ae
for some a 2 A, then ae = 2eae = 2ae implies ae = 0. i.e. x . e = 0. Now, for any a 2 A,
x . ae = (x . a)e 2 I. Thus, I is a T -submodule of A.
Lemma 3.3.6. Let R be a nite dimensional semisimple braided Hopf algebra in TTYD. If I is
an one-dimensional ideal of R, then x . I = 0.
Proof. Since R is semisimple, there exists a primitive central idempotent e1 of R such that
I = Re1.
If g . e1 = e1, then x . e1 = 0 from Lemma 3.3.5. If g . e1 = e2 where e2 6= e1, then e2 is
also a primitive central idempotent. The ideal bI = R(e1 + e2) = Re1 + Re2 is closed under g
action and hence closed under T action from Lemma 3.3.5. Assume x . ei = i1e1 + i2e2 for
some ij 2 | and i; j 2 f1; 2g. As x . (e1 + e2) = 0, we have 11 =  21 and 12 =  22. By
the equation gx . e1 =  x . e2, we nd 12 =  21 and 11 =  22. Write  = 11, we have
x . e1 = (e1 + e2) and x . e2 =  (e1 + e2). Applying (3.3.2) with t = g and r = e1, then
(e1) = (e2) 6= 0 since ker cannot contain a nonzero ideal. Applying (3.3.2) with t = x and
r = e1, then 2(e1) = 0 implies  = 0. Therefore, x . I = 0.
3.3.2 A few important properties
Before we prove the main theorem of this section, we need the following lemma, which
states that if the semisimple braided Hopf algebra R has more than one group-like element,
then there exist more then two group-like elements in H.
Lemma 3.3.7. Let e be a central primitive idempotent of a Hopf algebra R in TTYD such that
g . e = e. Then the 1-dimensional character  of R associated with the idempotent e satises
(t . r) = "(t)(r) for all t 2 T; r 2 R:
Moreover, n   is a group-like element of (R T ) for all  2 G(T ).
Proof. Since e is a central primitive idempotent such that g . e = e, by Lemma 3.3.5 x . e = 0.
Hence t . e = "T (t)e.  is a 1-dimensional character associated with e, so re = (r)e and
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(re) = (r). Thus
(t . r) = ((t . r)e) = (t . re) = (r)(t . e) = "T (t)(r):
We show that |[] is a coalgebra. Since  is linear,
R()(a
 b) = (ab) = (a)(b) = 
 (a
 b);
i.e.  is a group-like element in R. By induction, one can show that n is a group-like
element in R for any n. Moreover, n(t . r) = "T (t)n(r) for all n  1. Therefore, for any
r; r0 2 R; t; t0 2 T , we have
(n  )((r  t)(r0  t0)) = (n  )(rt1 . r0  t2t0) = n(r)"H(t1)n(r0)(t2)(t0)
= n(r)n(r0)(t)(t0) = (n  )(r  t)(n  )(r0  t0):
This shows that n   is a group-like element in H since G(H) = Alg(H; |).
Proposition 3.3.8. Let R be a nite dimensional semisimple braided Hopf algebra in TTYD.
The following are equivalent:
(1) R is commutative
(2) R is cocommutative
(3) R T is pointed
(4) (R T ) is pointed
(5) There exists a g-invariant 1-dimensional ideal which is not generated by a non-zero integral
in R.
(6) The action of x on R is trivial.
Proof. (1))(4), (5), (6) If R is commutative and semisimple, then every simple ideal of R is
one-dimensional. From Lemma 3.3.5, x . R = 0. Moreover, I = xH = Hx is a Hopf ideal of
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dimension 2p and H=I is a commutative Hopf algebra of dimension 2p. Therefore, H contains
a Hopf subalgebra of dimension 2p. It follows from Lemma 3.2.1 that H is pointed.
(3))(1), (4))(2) Assume R  T is pointed. Then R  T contains a cyclic group algebra
K of dimension 2p. This implies that there exists a non-trivial element r 2 R such that r 1T
is a group-like element of R T . Moreover, r is a group-like element of R by Lemma 2.4.2 of
order p. Therefore, R is commutative. Similarly, if (R T ) is pointed, then this would imply
the commutativity of R. Therefore, R is cocommutative.
(2))(3) If R is cocommutative, then R is a commutative braided Hopf algebra in T T YD.
Since T = T , by a similar argument of (1))(4), R T is pointed.
(5))(3), (4) If there exists a g-invariant 1-dimensional ideal which is not generated by a
non-zero integral in R, then by Lemma 3.3.7, H contains more than two group-like elements.
By Theorem 3.2.5 , H or H is pointed and the result follows from (3), (4).
(6))(4) If the x action to R is trivial, then xH = Hx is a Hopf ideal of dimension 2p. By
Lemma 3.2.1, H is pointed.
To further study the structure of R T , our motivation comes from the following observa-
tions of the decomposition of A T into ideals:
 If e is a central primitive idempotent of R such that g . e 6= e, then I  T is a block of
H = R  T where I is the 2-dimensional ideal generated by e; g . e. As an H-module,
I  T = 2P where P is the indecompsable H-module with an exact sequence
0! V ! P ! V ! 0
for some simple H-module V of dimension 2. In particular, Soc(P ) = V = Head(P ).
 If I is a 4-dimensional simple ideal of R and x.I = 0, then IT has a decomposition into
four 4-dimensional principal indecomposable H-modules whose socle is not isomorphic
to its head.
 If I is a 4-dimensional simple ideal of R and x . I 6= 0, then any simple quotient module
of I  T has dimension 4.
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 If I1; I2 are 4-dimensional simple ideals of R such that g . (I1 + I2) = I1 + I2, then
g . Ii = Ii for i = 1; 2.
Recall that a semisimple algebra can always be decomposed into a direct sum of simple
ideals. The group-like element g of T acts on R as an algebra automorphism, so it permutes all
the simple ideals of R as well. Since the order of g is 2, the ideal AI = g . I + I is closed under
the g action for any simple ideal I in R. From Lemma 3.3.5, AI is an ideal closed under T
action, called the T -simple ideal. The semisimplicity of R implies that R has a decomposition
of T -simple ideals, namely
R = A1 A2     A`; A0is are T -simple ideals of R:
Therefore, H has an ideal decomposition
H = A1  T A2  T     A`  T:
We will show that this is a decomposition of indecomposable ideals of H.
Let A be a T -simple ideal in R. Then A has no proper T -simple ideals of R. Let e0 =
(1+ g)=2 and e1 = (1  g)=2. Then fe0; e1; xe0; xe1g forms a basis of T . For simplicity, we use
the identication t := (1R  t) and r := r  1T for all r 2 R and t 2 T . We may assume that
a central idempotent of A T has the form
E = r1e0 + r2e1 + r3xe0 + r4xe1; (3.3.5)
where r1; r2; r3; r4 are elements in A.
Since E commutes with g, this implies that
g . r1 = r1 g . r2 = r2; g . r3 =  r3; g . r4 =  r4: (3.3.6)
Moreover, one can get
x . r1 = 0; x . r2 = 0; x . r3 = x . r4 = r1   r2: (3.3.7)
from the equation Ex = xE. For any r 2 A, Er = rE results
(r1 + r2)r + (r3   r4)xg . r = r(r1 + r2); (r1   r2)g . r + (r3 + r4)x . r = r(r1   r2);
(r3 + r4)r = r(r3 + r4); (r3   r4)g . r = r(r3   r4): (3.3.8)
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If g . r = r, then one has x . r = 0 due to gx =  xg, and from (3.3.8) we have
rri = rir for any i = 1; 2; 3; 4: (3.3.9)
Note that both Ee0 and Ee1 are idempotents. It follows from (Ee0)
2 = Ee0 and (Ee1)
2 = Ee1,
r21 = r1; r
2
2 = r2; r3 = r1r3 + r3r2; r4 = r2r4 + r4r1: (3.3.10)
In view of (3.3.6) and (3.3.9), (3.3.10) becomes
r21 = r1; r
2
2 = r2; r3 = (r1 + r2)r3 = r3(r1 + r2); r4 = (r1 + r2)r4 = r4(r1 + r2):
(3.3.11)
We analyze some properties of T -simple ideals in the next lemma.
Lemma 3.3.9. Let I be a simple ideal with dimension n2 in the semisimple braided Hopf
algebra R in TTYD.
(1) If AI is a simple ideal of R or the action of x on AI is trivial, then AI T is an indecom-
posable ideal in R T .
(2) If AI = Ig.I, then every simple quotient algebra of AIT has dimension 4n2. Moreover,
AI  T is either a direct sum of two simple ideals of dimension 4n2 or a primary algebra.
(3) If AI = I  g . I and x acts on AI trivially, then AI  T is a primary algebra and
AI  T=J(AI  T ) is a simple algebra of dimension 4n2.
In particular, AI  T is either an indecomposable ideal or a direct sum of two simple ideals of
dimension 4n2 in R T .
Proof. (1) Suppose E given in (3.3.5) is a non-trivial central idempotent of AI  T . If AI is
a simple ideal in R, then (3.3.8) implies r3 + r4 = 1AI . Since 1AI is stabilized by the
g action, x . 1AI = 0 and so  = 0. Hence, from (3.3.7), r1 = r2. If the action of x on
AI is trivial, then x . (r3 + r4) = 0 and r1 = r2 by (3.3.7). It follows from (3.3.11) that
ri = 2r2ri = 0 for i = 3; 4 and so r3 = r4 = 0. Therefore, E = r1. In particular, r1 is
a nonzero central idempotent in AI . As r1 is invariant under the g action and AI is a
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T -simple ideal, this implies r1 = 1AI . Therefore, there is no non-trivial central idempotent
in AI  T .
(2) For the rst statement, it is equivalent to show that each indecomposable AI  T -module
has dimension 2n. Note that AI and T are subalgebras of AI  T , so a simple AI  T -
module V is a both AI and T module as well. Assume V = m1V1+m2V2 as an AI -module,
where V1 and V2 are corresponding simple I-module and simple g . I-module. We claim
m1 = m2 = 1. Let z1; z2; : : : ; zm1 2 V such that Iz1; Iz2; : : : ; Izm1 are simple I-modules
and IV =
m1L
i=1
Izi as an I-module. Since g(Izi) = (g . I)(gzi) is a g . I-module and
g(IV ) =
m1L
i=1
g(Izi) as a vector space, we have m1  m2. Similarly, m2  m1 and so
m1 = m2 = m. Note that g(IV1) is a g . I-module, hence dimV1 = dimV2 = n. Therefore,
dimV = 2mn and so AIT=J(AT ) has a simple ideal of dimension 4m2n2. This implies
m = 1.
If AI  T is not a primary algebra, then there is more than one simple quotient algebra
over AI  T and
8n2 = dim(AI  T )  dim(AI  T=J(AI  T ))  8n2:
This equality implies J(AI  T ) = 0, so AI  T is a direct sum of two ideals.
(3) If x acts on AI trivially, then AIx is a nilpotent ideal of AI  T . Hence AI  T is not
semisimple and it follows from (2) that AI  T is a primary algebra.
Lemma 3.3.10. If neither RT nor (RT ) is pointed, then jG(R)j and jG(R)j are integers
congruent to 1 modulo 4.
Proof. By Proposition 3.3.8, R and R must be non-commutative. Since the ideal generated
by the integral element R of R is invariant under the action of g, there exists at least one
1-dimensional ideal of R. Moreover, there can be only one in D, the set of all 1-dimensional
ideals of R, invariant under the g action by Proposition 3.3.8. Therefore, jDj must be odd.
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Suppose jDj is congruent to 3 modulo 4. Let I be a 1-dimensional ideal in D which is not
generated by R. From Lemma 3.3.9, AI = I  g . I is a T -simple ideal of R and AI  T
is a primary algebra of dimension 8. Moreover, if a simple ideal bI of R has dimension  2,
then the dimension of (bI + g . bI)  T must be at least 16. Therefore, bD = fAT  T jI 2
D; I is not generated by Rg is the set of all 8-dimensional indecomposable ideal summands
of R  T . Besides, each of these indecomposable ideals is a primary algebra whose simple
quotient algebra is 4-dimensional. Since AI  I is indecomposable, S permutes all of ideals ofbD. As jbDj is odd and the order of S is even from Lemma 3.2.4, one of these 8-dimensional
ideal is stable under S. Hence, there exists a 2-dimensional self-dual H-module. However, this
contradicts Lemma 3.2.6. Thus, jDj must be congruent to 1 modulo 4.
Now, we make the conclusion in the following corollary:
Corollary 3.3.11. Let R be a semisimple braided Hopf algebra of dimension 3, 7 or 11 in
T
TYD. Then R must be a trivial Yetter-Drinfeld module and a group algebra.
Proof. By Proposition 3.3.8, the statements that R T is pointed or dual-pointed, R in TTYD
is commutative and R is a p-dimensional group algebra, are equivalent. Suppose that neither
R  T nor (R  T ) is pointed. Therefore, R is not commutative. In view of Lemma 3.3.10,
dimR = 3 implies that R is commutative, a contradiction. For dimR = 7, R contains at
least one simple algebra of dimension 4. So jG(R)j can only be congruent to 3 modulo 4,
which is impossible by Lemma 3.3.10. If dimR = 11, then R must contain a simple algebra
of dimension 4 or 9. Since the number of one-dimensional ideal of R must be odd, this simple
algebra is 4-dimensional. So jG(R)j is congruent to 3 modulo 4, which is again impossible by
Lemma 3.3.10. Thus, for dimR = 3; 7 or 11, R is a trivial Yetter-Drinfeld module and a group
algebras.
3.4 Semisimple Braided Hopf algebras of dimension 5 in TTYD
In the previous section we have shown that if neither R T nor (R T ) is pointed, then
jG(R)j and jG(R)j are integers congruent to 1 modulo 4. However, Lemma 3.3.10 cannot be
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used to determine what if the dimension of a semisimple algebra R is congruent to 1 modulo 4.
In this section, we will use the result of Chen and Zhang to study a semisimple braided Hopf
algebra of dimension 5 in TTYD.
We begin with assuming that R is a 5-dimensional non-commutative semisimple braided
Hopf algebra in TTYD. By Proposition 3.3.8, R has a unique ideal decomposition R = A  I
where A is a 4-dimensional isomorphic to a matrix algebra and I is a 1-dimensional ideal
generated by the normalized integral e = R="R(R). Then "R(e) = 1 and "R(A) = 0. In
particular, e is a central idempotent of R. It follows from Lemma 3.3.4 that t . e = "T (t)e for
t 2 T and R(e) = 1T 
 e. Since the action of g is an algebra automorphism of R, g . A = A
and hence g xes the central idempotent  of A. By Lemma 3.3.6, A is a T -submodule of R
and x .  = 0. Thus, A is also a T -module algebra.
The left T -comodule algebra structure of R induces a right T -module algebra on R. Since
T  = T as Hopf algebras, by the same arguments, A is also a right T -submodule of R and
hence a left T -comodule algebra. Thus, A is a 4-dimensional matrix algebra in the category
T
TYD.
3.4.1 Four dimensional simple algebras
Since R is not commutative, it follows from Proposition 3.3.8 that the T -action on R is
non-trivial and so is on A. This kind of four dimensional matrix algebras in TTYD has been
classied in [11]. Although those algebras were considered as Yetter-Drinfeld module algebras
over D(T ), where D(T ) is the Drinfeld double T cop ./ T , it has been proved that the left-right
Yetter-Drinfeld category TYDT and the category D(T )M of left D(T )-modules are equivalent
(cf. [28]).
A nite dimensional Yetter-Drinfeld T -module M in the left-right Yetter-Drinfeld category
over a Taft algebra T , is a left T -module and a right T -comodule satisfying the following
compatibility
(tm)(0) 
 (tm)(1) = t2 . m(0) 
 t3m(1)S 1(t1): (3.4.12)
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The category of left-right Yetter Drinfeld modules and left T -linear, right T -colinear maps
is denoted by TYDT . For any two Yetter-Drinfeld-modules M;N 2 TYDT , M 
 N again is
a Yetter-Drinfeld-module in TYDT . This category is a braided monoidal category with the
braiding cM;N :M
N ! N
M given by cr = crM;N (m
n) = n(0)
n(1)m. Braided algebras,
coalgebras, bialgebras and Hopf algebras in TYDT are dened with the same rationale as TTYD.
We claim that the functor F : TYDT ! TTYD is an isomorphism of monoidal categories.
Let M be an object in TYDT with the right comodule structure Mr(m) = m(0) 
m(1). We
dene F (M) in TTYD to be M as a vector space with the same left H-module action and the
coaction is dened by
M
`(m) = m( 1) 
m(0) = S(m(1))
m(0):
We show that this map makes F (M) into a Yetter Drinfeld module in TTYD. The coassociativity
axiom of M
` follows from that of M
r and the anti-comultiplicativity of S. i.e.
S(m(1))
 S((m(0))(1))
 (m(0))(0) = S(m(2))
 S(m(1))
m(0):
Also, "(m( 1))m(0) = "(S(m(1)))m(0) = "(m(1))m(0) = m. Moreover, it follows from (3.4.12)
that (M;M
`) satises the compatibility
(tm)( 1) 
 (tm)(0) = t(1)m( 1)S(t(3))
 t(2) . m(0);
and hence is a Yetter Drinfeld module in TTYD. Conversely, for each Yetter Drinfeld module
M with coaction M
` in TTYD, one can analogously dene G(M) in TYDT as a vector space M
with the same module structure and the coaction is given by
M
r(m) = m(0) 
m(1) = m(0) 
 S 1(m( 1)):
If a morphism f : M ! N in TYDT is a T -linear map, then F (f) is a left T -linear map.
Let f be a T -comodule map, i.e. f(m)(0) 
 f(m)(1) = f(m(0)) 
 m(1), then F (f) := f is a
left T -colinear map satisfying S(m(1)) 
 f(m(0)) = S(f(m)(1)) 
 f(m(0)). This shows that
the categories TTYD and TYDT are isomorphic as monoidal categories. Moreover, A is a nite
dimensional |-algebra in TYDT if, and only if, A is a |-algebra in TTYD.
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Now we turn to consider those four-dimensional simple algebras in [11] which have the
same left T -module structure as ours. In [11], six kinds of such simple algebras corresponding
to our cases are described in Theorem 4.10 (c), (h), (i), (k), (m), (n) and their structures are
detailed in Lemmas 2.19, 2.27 and 2.31. There exist u; v 2 A such that f; u; v; uvg forms a
basis for A and satisfy the relations
u2 = ; v2 = ; uv + vu =  for some ; ;  2 | : (3.4.13)
The action . of T is given by
x . u = 0; x . v = ;
g . u =  u; g . v =  v :
(3.4.14)
We have seen in Chapter 2 that A is a right T -comodule , A is a left T -module, and if
(a) = a(0)
 a(1) is the comodule map, then f  a = f(a(1))a(0) for all f 2 T . Let f1; g; x; xgg
be the dual basis of f1; g; x; xgg and assume (a) = 1 
 f1 + u 
 fu + v 
 fv + uv 
 fuv. We
shall apply the corresponding D(T )-actions in [11] that are listed below
(I) x  u = 0; g  u =  u; x  u = 0; g  u = 0; xg  u = uv; 1  u = u
x  v = 1; g  v =  v; x  v = 2; g  v = v; xg  v = 0; 1  v = 0
(II) x  u = 0; g  u =  u; x  u = 0; g  u = 0; xg  u = 0; 1  u = 0
x  v = 1; g  v =  v; x  v =  ; g  v = v; xg  v = 0; 1  v = 0
(III) x  u = 0; g  u =  u; x  u =  1; g  u = u; xg  u = 0; 1  u = 0
x  v = 1; g  v =  v; x  v = 0; g  v = v; xg  v = 0; 1  v = 0.
For case (I), by letting a be u and v respectively, we found (u) = u 
 1 + uv 
 hg and
(v) = 1
 2h+ v
 g. Likewise, we can get the right comodule maps for cases (II) and (III).
Since the correspondence of the coaction for each object transformed from TYDT to TTYD is
given by (a) = S(a(1))
 a(0), together with (3.3.1), the left T -comodule structures on A are
(I) (u) = 
 u+ 2x
 uv; (v) = 
 v   2xg 
  and  = 0;
(II) (u) = g 
 u; (v) = xg 
 + g 
 v where  2 |;
(III) (u) = xg 
 + g 
 u; (v) = g 
 v:
(3.4.15)
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3.4.2 Commutativity of R
By (3.4.14), A can be decomposed into the direct sum A = P0P1 as T -modules, where P0
is spanned by uv; u and P1 by v; . The T -modules P0 and P1 are respectively the projective
covers of the simple T -modules | and |. Therefore, R = P0  P1  I is an indecomposable
T -module decomposition of R. Note that
HomT (Pi; Pj) = HomT (P0; I) = HomT (I; P1) = HomT (I; I) = |
as |-linear spaces for all i; j = 0; 1. Since the antipode of R is a left T -module map, we have
SR() = 1
SR(u) = 2u
SR(v) = 3u +1v
SR(uv) = 4 +2uv +5e
SR(e) = 6 +7e
for some 1; : : : ; 7 2 |. Since SR(1R) = 1R and "R  SR = "R, it follows immediately that
5 = 6 = 0; and 1 = 7 = 1:
Let R be a right integral of R
 such that R(e) = 1R. Since R is also a semisimple
|-algebra, R is a both left and right integral. In view of (3.3.2) and (3.4.14), R() = R(u) =
R(v) = 0. Since R is a Frobenius map, kerR cannot contain any non-zero ideal of R and
hence R(uv) 6= 0. It follows from (3.3.4) of Lemma 3.3.4 that case (I) is impossible. One may
normalize u; v and assume
R(uv) = 1 and R(vu) =  1 :
The last equality is an immediate consequence of (3.4.13). Thus, with respect to the form
R(; ), the dual basis of f; u; v; uv; eg is fuv; v; u; ; eg, i.e.
r = R(uvr)  uR(vr) + vR(ur) + uvR(r) + eR(er) for r 2 R:
From [17], dual bases for R with respect to R are given by
fS 1R ((R(2))(0)); T ((R(2))( 1))S 1T ((R2)( 2)) . R(1)g:
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Therefore,

 uv   u
 v + v 
 u+ uv 
 + e
 e
= S 1R
 
(e(2))(0)

 "T  (e(2))( 1)S 1T  (e2)( 2) . e(1)
= S 1R
 
(e(2))(0)

 S 1T  (e(2))( 1) . e(1): (3.4.16)
Hence, by applying SR 
 idR,
SR()
 uv   SR(u)
 v + SR(v)
 u+ SR(uv)
 + SR(e)
 e
= (e(2))(0) 
 S 1T
 
(e(2))( 1)

. e(1): (3.4.17)
Applying R 
 idR to the equation and by (3.3.4), we then have
2+ e = R
 
(e(2))(0)

S 1T
 
(e(2))( 1)

. e(1)
= S 1T
 
R(e
(2))1T

. e(1) = 1T . R(e
(2))e(1) = R(e)1R = 1R: (3.4.18)
Therefore, 2 = 1.
From [13, (1.6)], we apply the equality
S 1R ((e
(2))(0))S
 1
T ((e
(2))( 1)) . e(1) = "R(e)1R
to (3.4.16). We nd  + e = 1R and hence  = 1. However, this implies SR cannot be an
antialgebra homomorphism in the braided sense, i.e.
SR(rs) = (r( 1) . SR(s))S(r(0)) : (3.4.19)
Suppose SR satises the condition (3.4.19). Also from (3.4.13), we nd in both cases (II) and
(III)
S(u2) = ; S(u2) = (u( 1) . SR(u))S(u(0)) =  ;
S(vu) =  3  uv; S(vu) = (1  4)  uv:
These equalities imply  = 0 and 4 = 1. Thus, SR(uv) = uv + . However,
(u( 1) . SR(v))S(u(0)) =
8><>: uv   ; in case (II)uv   2; in case (III),
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do not satisfy (3.4.19). Therefore, there does not exist any non-commutative semisimple
braided Hopf algebra of dimension 5 in TTYD. By Proposition 3.3.8, this can be concluded
in the following corollary:
Corollary 3.4.1. A 5-dimensional semisimple braided Hopf algebra in TTYD is a group algebra.
3.5 Non-semisimple Hopf algebras of dimension 20, 28 and 44
We have seen from Proposition 3.3.3 that if a non-semisimple Hopf algebra H of dimension
4p with an odd prime p is neither pointed nor dual-pointed, thenH is the biproductRT if, and
only if, bothH andH contain a non-trivial skew primitive element, i.e. jG(H)j = 2 = jG(H)j.
In this section, we shall discuss the existence of non-semisimple Hopf algebras that are neither
pointed nor dual-pointed with either (jG(H)j; jG(H)j) = (1; 1); (1; 2) or (2; 1)t. We will prove
the main result: non-semisimple Hopf algebras of dimension 20, 28 and 44 are pointed or
dual-pointed.
3.5.1 Dimension counting
Assume that H is a non-semisimple Hopf algebra of dimension 4p with an odd prime  11
p. The following technical lemma shall be used to complete the proof of our main theorem:
Lemma 3.5.1. A non-semisimple Hopf algebra over | of dimension 4p with an odd prime
p  11 must contain a non-trivial skew primitive element.
To prove this lemma, we rst make some observations and establish a few lemmas below.
Lemma 3.5.2. Let V be a simple H-module with dimV > 1. Assume that V is a composition
factor of P (|). Then
(1) dimP (V )  2dimV + 1, dimP (|)  dimV + 2 and dimP (|) is even.
(2) If V = V __, then dimP (V )  2dimV + 2 andX
W
[P (V ) :W ] is a positive even integer;
where W runs through all isomorphism classes of odd dimensional simple H-modules.
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Proof. (1) The results follow immediately from Lemma 2.3.1 and Lemma 3.2.4.
(2) Note that the order of S2 is a two power by Lemma 3.2.3. If V = V __, then P (V ) =
P (V )__ and dimP (V ) is even from Lemma 3.2.4. Thus, the number of odd dimensional
simple constituent of P (V ) including multiplicities must be even. Moreover, by Lemma
2.3.1, [P (|) : V ] = [P (V ) : | 1 ] where  is a distinguished group-like element. Hence,P
W
[P (V ) :W ] is a positive even integer, where W runs through all isomorphism classes of
odd dimensional simple H-modules.
The cyclic group generated by the antipode S acts on the set Irr(H) by duality. That is,
for any simple H-module U , S  U = U_. The orbit of U is given by
DU = fU;U_; U__; U___;    g
up to isomorphism. Moreover, jDU j = 1; 2; 4 or 8 for any U 2 Irr(H) because S8 = id from
Lemma 3.2.4. By taking the dual of the exact sequence of H-modules
0! JP (U)! P (U)! U ! 0
and by (2.3.3), we have the isomorphism
P (U)_ = I(U_) = P (| 
 U___):
Moreover, together with (2.3.2) and the isomorphisms P (| 
 V ) = | 
 P (V ), P (V 
 |) =
P (V )
 |, one can get
P (U)___ 
 | = P (U_)
for any U 2 Irr(H). Therefore,
dimP (W ) = dimP (U) for any W 2 DU : (3.5.20)
Since H is a Frobenius algebra, we have the equation
dimH =
X
U2Irr(H)
dimU  dimP (U) =
X
U2R
jDU j  dimU  dimP (U); (3.5.21)
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where R is a complete set of representatives of D-orbits.
Since HomH(U
_ 
 P (U);|) = HomH(P (U); U 
 |) and U_ 
 P (U) is projective, P (|) is
a summand of U_ 
 P (U). So
dimUdimP (U)  dimP (|) (3.5.22)
for all simple H-module U . Hence by (3.5.21), we have
j Irr(H)j  dimH=dimP (|) : (3.5.23)
Lemma 3.5.3. For any simple H-module U such that dimU > 1 and jDU j = 1,
dimUdimP (U)  16:
Proof. If jDU j = 1, then U = U_ and so dimU  3. Since U = U__, dimP (U) is even. Thus,
dimP (U) > dimU for dimU odd. Therefore,
dimUdimP (U)  dimU  2dimU  18
for odd dimensional U . If U is even dimensional, then dimP (U)  dimU  4 and so
dimUdimP (U)  16:
Lemma 3.5.4. Let H be a non-semisimple Hopf algebra of dimension 4p. If H does not
have any non-trivial skew primitive element, then there exist two simple H-modules V;W of
dimension greater than 1 such that DV 6= DW .
Proof. By the assumption, H does not have any non-trivial skew primitive element, so H is
not pointed. Hence, by Lemma 2.3.2, dimP (|)  2 and P (|) contains a simple constituent V
of dimension greater than one. From Theorem 3.2.5, jG(H)j  2.
We proceed the proof by contradiction. Suppose that V is a simple H-module such that
DV is the only one complete set of non-isomorphic simple H-modules of dimension greater
than 1. For simplicity, we let
D0 = dimP (|); d = dimV; D = dimP (V ); m = jDV j:
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By Lemma 3.5.2, we have D0  4 and D  5. From (3.5.21), we have the equation
4p = D0jG(H)j+mdD: (3.5.24)
From Remark 2.3.1, by decomposing of V _ 
 P (V ) into indecomposable H-modules and
(3.5.20), we have
dD = dim(V _ 
 P (V )) = n0D0 + n1D (3.5.25)
for some non-negative integer n0; n1 such that 1  n0  jG(H)j and 0  n1 < d. Thus, one
can obtain from these equations that
(d  n1)D = n0D0 and 4p = (md+ k(d  n1))D
where k = jG(H
)j
n0
. Since m; k  1, d  2, and d   n1  1, hence md + k(d   n1)  3.
Therefore, (3.5.25) implies that D = p and md+ k(d  n1) = 4. However, since D is odd, we
have V 6= V __ and hence m  4. Thus, md+ k(d  n1)  8, a contradiction.
3.5.2 Main result
Now we can prove our key Lemma:
proof of Lemma 3.5.1. By duality, it suces to show that H has a non-trivial skew primitive
element. Assume that H does not have any non-trivial skew primitive element, then H is
not pointed. From Lemma 2.3.2 and Theorem 3.2.5, jG(H)j  2 and P (|) contains a simple
constituent V of dimension  2. By Lemma 3.5.4, there exists another simple H-module W
such that dimW  2 and DV 6= DW .
(1) jDV j  2 and dimP (V )  2dimV + 2.
First we claim that for dimW  2, dimWdimP (W )  8. If dimW = 2, W  W_ and
hence dimP (W )  4. For dimW  3, dimP (W )  dimW  3. This proves our claim.
From (3.5.21), we have
dimH  dimP (|) + jDV jdimV dimP (V ) + dimWdimP (W )  4 + jDV j  2  5 + 8:
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This implies that jDV j must be less than 4 and hence jDV j  2. Therefore, V = V __ and
dimP (V )  2dimV + 2 by Lemma 3.5.2.
(2) dimV = 2 and dimP (V )  6.
Assume that dimV  3. Then dimP (V )  8 by (1) and dimP (|)  6 by Lemma 3.5.2.
From the proof of (1), dimWdimP (W )  8 and therefore
dimH  dimP (|) + dimV dimP (V ) + jDW jdimWdimP (W )  6 + 3  8 + jDW j8:
This implies that jDW j = 1. Hence, by Lemma 3.5.3,
dimWdimP (W )  16
and hence
dimH  6 + 3  8 + 16 > 44;
which is a contradiction. Thus, dimV = 2 and so dimP (V )  6 form (1).
(3) jDV j = 2 by (1) and Lemma 3.2.6.
(4) Every composition factor of P (V ) has dimension 1 or 2.
If U is a composition factor of P (V ) and dimU  3, then by (1) dimP (V )  6 and by
Lemma 2.3.1
dimP (U)  2dimU + dimV  8 :
Thus,
dimH  dimP (|) + jDV jdimV dimP (V ) + dimWdimP (W )  4 + 2  2  6 + 3  8 > 44 ;
a contradiction. Therefore, all the composition factors of P (V ) can only have dimension 1
or 2.
(5) Consider the H-module M =
L
2G(H)
P (|). From Lemma 2.3.1, number of multiplicities
of V in M is
[M : V ] =
X
2G(H)
[P (|) : V ] =
X
2G(H)
[P (V ) : | ]:
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By (4) and Lemma 3.5.2, [M : V ]  2. Since M is self-dual, we have [M : V ] = [M : V _].
Therefore, we have
dimM  2jG(H)j+ 2[M : V ]dimV  2jG(H)j+ 8:
If jG(H)j = 2, then dimP (|) = dimM=2  6 since dimP (|) is even. Hence, dimWdimP (W ) 
dimP (|)  6. Now,
dimH  dimM + 2dimV dimP (V ) + jDW jdimWdimP (W )  12 + 2  2  6 + jDW j  6:
This implies that jDW j = 1 and hence dimWdimP (W )  16 from Lemma 3.5.3. However,
we get
dimH  12 + 2  2  6 + 16 > 44;
a contradiction. Therefore, jG(H)j = 1. In this case, M = P (|) and so dimP (|)  10.
Then dimWdimP (W )  10 and
dimH  dimP (|) + 2dimV dimP (V ) + jDW jdimWdimP (W )  10 + 2  2  6 + jDW j  10;
which implies jDW j = 1. Then from Lemma 3.5.3, dimWdimP (W )  16 but
dimH  10 + 2  2  6 + 16 > 44
leads to another contradiction again. Thus, H must contain a non-trivial skew primitive
element.
We have shown that if H is a non-semisimple Hopf algebra of dimension 4p with p an odd
prime  11 such that neither H nor H is pointed, then both H and H have a non-trivial
skew primitive element. We shall use Lemma 3.5.1 to prove the following theorem:
Theorem 3.5.5. Non-semisimple Hopf algebras of dimension 28 and 44 are either pointed or
dual-pointed.
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Proof. Suppose that a non-semisimple 4p-dimensional Hopf algebra H is neither pointed nor
dual-pointed. By Lemma 3.5.1 and Proposition 3.3.3, H is a biproduct H = R  T , where R
is a semisimple braided Hopf algebra of dimension 3; 7 or 11 in TTYD. By Corollary 3.3.11, R
is a commutative group algebra. Thus by Proposition 3.3.8, R T is a pointed Hopf algebra,
a contradiction.
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CHAPTER 4. General Conclusion
4.1 Summary
This thesis deals with the classication of 4p-dimensional non-semisimple Hopf algebras
over an algebraically closed eld of characteristic zero where p is an odd prime.
Our rst main result, Theorem 3.2.5 states that the necessary and sucient condition for
the pointedness of a non-semisimple Hopf algebras of dimension 4p with an odd prime p is the
order of G(H) greater than 2. Therefore, a 4p-dimensional non-semisimple Hopf algebra with
more than two group-like elements is either pointed or dual pointed. Together with Lemma
3.1.1 listing all pointed Hopf algebras of dimension pq2, the structure of a 4p-dimensional
non-semisimple Hopf algebra or its dual with more than two group-like elements is clear.
Proposition 3.3.3 implies that the Hopf algebras of dimension 4p with exactly two group-
like elements and p  11 must be isomorphic to a Radford biproduct of the form R T . The
existence of skew primitive elements plays an important role to this case. Related propositions
or equivalent statements of pointedness for such a biproduct were studied in Lemmas 3.3.9 and
3.3.10 and used to show that a p-dimensional braided Hopf algebra must be a group algebra for
dimension p = 3; 7 and 11. For p = 5, we use the result from [11], classication of 4-dimensional
algebras in the Yetter Drinfeld category over T , to show the commutativity of 5-dimensional
braided Hopf algebras.
Another main result of this thesis is Theorem 3.5.5, which completes the classication of
Hopf algebras of dimensions 20, 28 and 44. We considered the decomposition into indecompos-
able modules and used counting arguments to show the existence of non-trivial skew primitive
elements for non-semisimple Hopf algebras of dimension 12, 20, 28 and 44. Together with the
previous results, this theorem follows.
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4.2 Future works
For this classication problem of non-semisimple Hopf algebras of dimension 4p, where p
is an odd prime, there are two remaining questions. First, we don't know yet whether for any
general prime p, there exists a non-trivial skew primitive element. If yes, we can focus on the
study of Hopf algebras which are the form of biproduct. Secondly, it is still not clear about
the existence of non-commutative semisimple p-dimensional braided Hopf algebras in TTYD.
Moreover, as stated in Proposition 3.3.8, we believe that pointed Hopf algebras which admit a
commutative braided Hopf algebra in TTYD, are self-dual.
Though some results are known about braided Hopf algebras over group algebras. There
are still many open problems about braided Hopf algebras over general semisimple or non-
semisimple Hopf algebras, even the non-semisimple Hopf algebra of least dimension { 4-
dimensional Taft algebra. It appears dicult to understand the structure of braided semisimple
Hopf algebras R in TTYD. It may be possible to extend the case of biproduct by a 4-dimensional
Taft algebra to a Taft algebra of general dimension q2. If this is a case, we may use it to ob-
tain another necessary and sucient condition for the pq2-dimensional non-semisimple Hopf
algebras of the form as biproduct.
As we introduced in Chapter 1, semisimple or pointed Hopf algebras of dimension p3 with
a prime p are known. The general classication for non-semisimple Hopf algebras with lower
dimension less than 32 is not complete yet. There are eight types of non-semisimple pointed
Hopf algebras of dimension p3. Non-semisimple quasitriangular Hopf algebras of dimension
27 have been classied completely in [19], which shows that it is isomorphic to uq(sl2) where
q 6= 1 is a p-th root of unity. We are interested in the classication of non-semisimple Hopf
algebras of dimension 27.
Let H be a non-semisimple Hopf algebra of dimension 27. As the dimension is small,
the method of counting dimensions used in Section 3.4 may be applied to classify such Hopf
algebras. The method of counting dimensions was pretty much used in the classication of
pq-dimensional Hopf algebras with distinct primes p; q (cf. [36]), although it didn't work very
well. To begin with this problem, we use Nichols-Zoeller's theorem and consider possible pairs
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(jG(H)j; jG(H)j). By the non-semisimplicity of H and the duality, we only need to consider
(jG(H)j; jG(H)j) = (9; 9); (9; 3); (9; 1); (3; 3); (3; 1) or (1; 1) for dimH = 27:
If we apply the equation (3.5.21) and analyze the dimension of each principal indecomposable
module of H that are projective cover of simple modules with certain dimensions at most 3,
this approach could work for a few cases listed above. Dierent methods may be required for
the rest of them.
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