In this paper, we develop a fundamental dynamic inequality, a generalization of comparison theorem and reproduce the proofs of some nonlinear integral Pachpatte's inequalities by using their continuous analogue. We also unify and extend these improved integral Pachpatte's inequalities and their corresponding discrete analogues on arbitrary time scales. The results are used to make qualitative analysis of higher order dynamic equations.
Introduction
Modeling of some real world problem requires using a dynamic system which involves both discrete and continuous times. This is natural to see whether it is feasible to give a framework which permits us to incorporate both dynamic systems simultaneously so that one can obtain some insight and a better understanding of the subtle differences of discrete and continuous domains. To answer this, a theory was formulated by Hilger [9] . The main objective of dynamic equations on time scales is that they build bridges between continuous and discrete cases. Later on this theory was developed by many researchers [3, 4] .
Time scales calculus has many applications in applied as well as in pure mathematics. In pure mathematics time scales calculus has been applied in mathematical inequalities to unify discrete and continuous versions of inequalities. In the last few years a lot of work has been done to unify and extend linear and nonlinear integral inequalities on time scales [1, 8, 11, [19] [20] [21] [22] . These integral inequalities are used in many applications for the boundedness, uniqueness, etc. of the solutions of different dynamic equations [6, 12, 13, 15 ].
Pachpatte's inequalities on time scale, both linear and nonlinear, have also been a subject of discussion for quite some time. These Pachpatte's inequalities have been developed by several authors [2, 7, 10, 12] , and [14] . Bohner formulated a number of dynamic inequalities that basically rely on Gronwall's inequality [2] . In the literature these kinds of inequalities are known as Pachpatte type inequalities. Also, the authors of the manuscript [8] expounded some nonlinear integral inequalities on time scales, which unified and extended some inequalities established by Pachpatte. To illustrate the theoretical results, it has been shown that the obtained inequalities can be used as important tools in the study of certain properties of dynamic equations on time scales. Assuming arbitrary time scales, the authors of [14] established some new inequalities of Pachpatte type, incorporating two nonlinear integral terms, which are themselves the generalizations and refinements of many existing results. These obtained results played a vital role in studying some classes of integral and integro-differential equations. Moreover, this approach has various applications in performing the stability analysis of some classes of dynamical systems on time scales. The authors in [18] used some dynamic inequalities to show basic qualitative properties of solutions of a certain nonlinear integrodifferential equation on time scales. The main tools used in the analysis are based on the applications of the Banach fixed point theorem and an inequality with explicit estimate on time scales.
In this paper we present a number of dynamic inequalities that are essentially based on Gronwall's inequality. Most of these inequalities are also known as being of Pachpatte type. In the present assertion, nonlinear Pachpatte's inequalities that we focus on are quite different from the existing ones. Secondly, in the existing theory about Pachpatte's inequalities the authors utilize basic comparison theorem to establish most of the results. But in our case it is not helpful and needs a generalization in the form of fundamental dynamic inequality (see Theorem 3.1) to achieve our goal. Finally, from the application point of view the results are applicable to analyze the qualitative properties of solutions of first order as well as higher order dynamic equations.
The setup of this paper is as follows: Sect. 2 is confined to the basic definitions and preliminary results of calculus on time scales (for further understanding, see [3, 4] , and [5] ). In Sect. 3 a fundamental dynamic inequality (see Theorem 3.1) is established on an arbitrary time scale. From it we extract the fundamental integral inequality which helps us to reproduce the proofs of nonlinear integral Pachpatte's inequalities ( [16] , Theorems 2.7.1-2.7.4). Section 4 is devoted to our main results, in which we accomplished some nonlinear dynamic Pachpatte's inequalities on general time scales. Lastly, we utilize them to study the bounds of the solutions, asymptotic property of the solutions, and the rate at which the solution is growing, of higher order dynamic equations under a few certain suitable conditions.
Calculus on time scales
A time scale T is defined as a nonempty arbitrary closed subset of the real numbers R.
The following definitions and theorems are referred from [3, 4] , and [5] . The proofs of the theorems given below can also be found in the mentioned references. (i) If τ is right-scattered and f is continuous at τ , subsequently f is differentiable at τ and f (τ ) is given by
(v) If f and g are differential at τ , then so is fg with (fg) (τ ) = f (τ )g(τ ) + f σ (τ )g (τ ).
Definition 2.4
A right-dense continuous or rd-continuous function f : T → R is a function which is continuous at the right-dense points in T and its left-sided limits exist (finite) at left-dense points in T. The set of all rd-continuous functions is denoted by C rd , while the set of functions that are differentiable and whose derivative is rd-continuous is denoted by C 1 rd .
Theorem 2.5 Every rd-continuous function has an antiderivative. Let τ 0 ∈ T, then f defined by
is an antiderivative of f.
Theorem 2.6
If f ∈ C rd and τ ∈ T k , then The set of all positive regressive functions is
, and The following theorem exhibits some properties related to an exponential function.
Theorem 2.11
If p, q ∈ R, then (i) e p (τ , τ ) = 1 and e 0 (τ , s) = 1;
Example 2. 12 We note that, if T = R, p : R → R is a continuous function and s, τ ∈ R, the exponential function is given by We also give the exponential function for T = Z when p : Z → R is a sequence satisfying p(τ ) = -1 for all τ ∈ Z and s, τ ∈ Z with s < τ as
When p = α, where α = -1 is a constant, then
Given notation will be followed throughout the text for ease of reading:
Fundamental dynamic inequality
The following dynamic inequality plays a key role in inaugurating the main results of this paper. The inequality is stated as follows.
Theorem 3.1 Let υ(τ ) be a positive function defined for τ ∈ T 0 , let b(τ ) and k(τ ) be nonnegative functions defined for τ ∈ T 0 , and let b(τ ) be regressive and α ≥ 0, α = 1 be a constant. If
for τ ∈ T 0 and υ 1-α 
Proof We note that e b (τ , τ 0 ) satisfies the following equation as in [3] :
Now multiplying (1) by e b (σ (τ ), τ 0 ), we obtain
Using (3) in (4), we get
Set q = 1α and use the following mean value theorem:
where x lies between χ(τ ) and χ(σ (τ )).
Take
For
For the estimation of the value of x in equation (7), we have considered the following two factual cases:
Depending on the value of q, we have two scenarios for the above mentioned two cases:
Also, (5) can be written as
Thus, from (8) and (9), it can be acquired that
Setting τ = s and integrating from τ 0 to τ , we get
Taking q th root, it follows that
Now (5) will take the following form:
Hence, from (11) and (12), we obtained
Putting τ = s and taking integral from τ 0 to τ , we attain
On applying q th root on both sides, it results into
Thus the proof is completed.
On an arbitrary time scale T, one can see that the inequality proved above is a generalization of some existing results. 
for τ ∈ R and υ 1-α 
Define a function ψ(τ ) by
then 
Using (22) in (19), we get
The preceding inequality suggests the approximation for χ(τ ) such that
Now, using (24) and the fact υ(τ ) ≤ χ(τ ), we get the required inequality.
(ii) Let 1 < α < ∞. Further moving with similar steps like in the proof of case (i), it is seen that inequalities (22) and (24) hold for τ ∈ [0, j), and hence we obtain inequality (18) which holds for τ ∈ [0, j). The last conclusion is obvious. Thus the proof is complete. 
Nonlinear Pachpatte's inequalities on time scales
then
where τ ∈ [τ 0 , j 3 ], while for τ ∈ T 0 .
(i) If 0 < α < 1 and E 2 (τ ) is defined by
where τ ∈ [τ 0 , j 5 ] and which is the right-hand side of (34). Then χ(τ 0 ) = c, υ(τ ) ≤ χ(τ ) and
From (38) and (39) and the fact χ(τ ) ≤ ψ(τ ) it follows that
Now the application of Theorem 3.1 to inequality (40) yields
Using (41) in (38), we get
Again by applying Theorem 3.1 to inequality (42) implies the estimate for χ(τ ) such that
(43)
Using (43) and the fact υ(τ ) ≤ χ(τ ), we get the required inequality:
(ii) For 1 < α < ∞, a function χ(τ ) is defined as follows:
Thereafter, applying a similar method to that used in the proof of the first case, it is observed that every one of the inequalities from (38) to (42) holds for τ 0 < τ < j 5 . Additionally, for 1 < α < ∞, inequality (43) gives an estimate for χ(τ ) for τ 0 ≤ τ < j 5 in order that
Using (44) and the fact υ(τ ) ≤ χ(τ ), the requisite inequality is achieved in (37). The final deduction is evident if the proofs of the first and second cases, mentioned above, are followed. The proof is complete. 
Applications
Certain specific nonlinear integral inequalities play their part in the exploration of qualitative properties for solutions of certain differential, integral, and integro-differential equations [6] . This portion is related to the behavior of solutions of the higher order integrodynamic equations of the form
by means of comparison with solutions of the dynamic equation
where ω i :
n k=1 (-μ) k-1 ω k is regressive, and 0 < α < 1 is a constant. A considerable amount of studies of various general and special versions of equation (45) have been done, and many results have emerged in the literature. The theorems proved in the following present some results which are established by the application of the special version of the inequality given in Theorem 4.3. Here it will be assumed that every solution y(τ ) of (45) under discussion exists on T + . In what follows, y 1 (τ ), . . . , y n (τ ) is a fundamental system for (46). Wronskian of n functions y 1 (τ ), . . . , y n (τ ), all of them n -1 times differentiable, is defined naturally by
and W (τ , s) is the determinant of the matrix in (47) where the last row is replaced by (y 1 (s) · · · y n (s)). The following result deals with the boundedness of the solution of (45) under some suitable conditions on the functions involved in (45) and on the solutions of equation (46).
where c 1 , . . . , c n and c > 0 are constants.
M > 0. Let the functions g and h in (45) be bounded by
where a, b : T + → R + are rd-continuous functions. If
then all solutions of (45) are bounded on T + .
Proof By using the variations of constants formula from Theorem 5.119 in [4] , the solutions of (45) and (46) are related by the integral equation
where y 1 , . . . , y n are linearly independent solutions of (46). From (54) and (48)-(51) we obtain
On application of a particular form of Theorem 4.3 (i.e., when f(τ ) = 0), we will get the following:
(56)
The approximation from the above inequality and hypothesis (53) indicate the boundedness of all the solutions of (45) on T + .
The upcoming theorem illustrates that taking into account certain appropriate circumstances on the functions involved in (45) and on the solutions of equation (46), all the solutions of (45) tend towards zero as τ tends towards ∞.
as a consequence, the solutions of (45) tend towards zero as τ tends towards ∞.
Proof Let y 1 (τ ), . . . , y n (τ ) be linearly independent solutions of (46), then the solutions of (45) and (46) are related by the integral equation (54). Using (57)-(60), we obtain
On application of a particular form of Theorem 4.3 (i.e., when f(τ ) = 0) and taking u(τ ) = |y(τ )|e β (τ , τ 0 ), we obtain an inequality which on multiplication by e -β (τ , τ 0 ) will provide the following:
Taking in view hypothesis (62), the preceding approximation provides the required result.
Definition 5.3
For a slowly growing function F(τ ), where F(τ ) is continuous, there exists a constant Λ for every > 0 such that
where Λ may depend on .
The succeeding outcome signifies that compared to any positive exponential function, all the solutions of (45) grow more slowly. results in proving that the solutions of (45) are growing steadily.
The above theorem can be easily proved by following an equivalent reasoning, which was followed to prove Theorem 5.2, with suitable modifications.
Conclusion
It has been shown that by using mean value theorem, a fundamental dynamic inequality is justifiable on any arbitrary time scale. The cases for some special time scales are as follows: For T = Z, the inequality coincides with the fundamental finite difference inequality presented by Pachpatte in ( [17] , Theorem 2.3.4). For T = R, we make an addition with a new fundamental integral inequality in classical analysis and use it in turn to reproduce the proofs of nonlinear integral Pachpatte's inequalities ( [16] , Theorems 2.7.1-2.7.4), which were formerly accomplished by using basic analytical approach.
For nonlinear dynamic Pachpatte's inequalities, we concluded that: If we take the time scale T = Z, the inequalities coincide with the fundamental finite difference inequalities presented by Pachpatte in ( [17] , Theorems 2.4.1, 2.4.2, 2.4.4, 2.4.5), and for T = R, the inequalities matched with nonlinear integral Pachpatte's inequalities produced in ( [16] , Theorems 2.7.1-2.7.4) by Pachpatte in the continuous setting. The preset work distinguishes from the existing ones in three aspects. Firstly, nonlinear Pachpatte's inequalities which we discussed here are quite different from the existing ones. Secondly, the existing literature about integral Pachpatte's inequality utilized comparison theorem to establish their inequalities and other results on time scales. But it is not helpful in our assertion and needs a more generalized form of it to obtain our desire estimates. Finally, in the applied sense, the existing manuals cover first order dynamic equations, while the feasibility of our derived estimates is shown in first as well as in higher order dynamic equations.
