Abstract-The way the processes in a parallel program are scheduled on the processors of a multiprocessor system affects the performance significantly. Finding a schedule of processes to processors which results in minimum completion time is NP-hard. Therefore, one has to resort to heuristic schedules. However, it is often difficult to determine if a specific schedule is close to the optimal case or if it is worthwhile to look for other schedules.
INTRODUCTION
ULTIPROCESSORS are now becoming commercially available, and most modern programming environments support parallel programming, e.g., the tasking concept in Ada, the thread concept in Java, and the Sun Solaris operating system. The way the processes in the parallel program are scheduled to the processors of the multiprocessor system affects the performance significantly. Some multiprocessor systems allow processes to be relocated from one processor to another at run-time. In other systems, run-time relocation of processes is prohibited or only allowed within certain groups of processors, e.g., within processor clusters.
We look at systems where a parallel program, consisting of a number of processes, is executed on a multiprocessor. The processors in the system are grouped into equally sized clusters (see Fig. 1 ). A process can only be executed by the processors in the cluster where it was created. The performance criterion is the completion time of the program.
Using nonoptimal schedules of processes to processors may result in very poor performance. Consider a program consisting of three independent chains containing three processes each (see Fig. 2 ). The processes are created in such an order that the first chain contains the first three processes, the second chain contains processes four to six, and the last chain contains processes seven to nine. The first process in each chain accepts data from an external source.
The middle process performs a number of transformations on the data, and the last process sends the transformed data on to some other system. The processing in each chain is totally dominated by the middle process, which accounts for 90 percent of the total execution time in the chain. The first and the last process account for 5 percent each. All chains perform the same amount of work.
If we schedule this program on a system with three clusters containing one processors each, we could consider using a naive approach, where process number x is scheduled to cluster (x mod 3) + 1, i.e., processes 1, 4, and 7 are scheduled to cluster one, processes 2, 5, and 8, are scheduled to cluster two, and processes 3, 6, and 9 to cluster three. Using this schedule, 90 percent of the total amount of work is scheduled to cluster two, whereas clusters one and three only get 5 percent each. If each chain had been scheduled to its own cluster, the work would have been evenly distributed, and the performance of the system would have been almost three times better. Consequently, it is important to find good schedules of processes to processors.
Finding a schedule of processes to processors which results in minimum completion time, i.e., maximum performance, is NP-hard [6] . Therefore, one has to resort to heuristic schedules. Unless a tight upper bound on the minimum completion time is known, it is difficult to determine if a specific schedule is close to the optimal case or if it is worthwhile to look for other schedules. This paper shows that based on a set of recorded values, it is possible to calculate such a bound.
The rest of this paper is structured in the following way. In Section 2, we introduce the definitions necessary for reading this paper. Specifically, the bounds t n q y k u , , , , , , , q defined in Section 2. In Section 3, the applicability of the results is demonstrated by bounding the performance of a heuristic scheduling algorithm. Section 4 gives a short overview of the methods used for obtaining t n q y k u , , , , , , , q s y
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and s q y k u , , , , , , q s y 2 79. Sections 5, 6 , and 7 contain the proofs and transformations necessary for obtaining the bounds. Section 8 compares our results with previous performance bounds and discusses the applicability of the work. Section 9 concludes the paper.
PROBLEM DEFINITION AND RESULTS
A parallel program consists of a set of sequential processes. A process can be either Blocked, Ready, or Running. Fig. 3 ). We assume that, for each process, the length and order of the sequential segments are independent of the way processes are scheduled. All processes are created at the start of the execution. Some processes may, however, be initially blocked by a Wait. In multiprocessors with clusters, processors of equal speed are connected in a two-level hierarchy. At the lowest level, processors are connected in equally sized clusters. These clusters are connected via a communication network. Processes may not be relocated from one cluster to another. They may, however, be relocated between the processors in a cluster. We assume that only one program may execute on the system at the same time. Moreover, we disregard overhead for process synchronization, context switching, and relocation (these assumptions are discussed in Sections 8 and 9). Under these conditions, the minimal completion time for a program P, using a system with k clusters, each containing u processors with processor speed y, is denoted T(P, k, u, y).
The left part of Fig. 4 shows a parallel program with three processes (p 1 , p 2 , and p 3 ). Work(z) denotes processing of z instructions. Process p 3 cannot start its execution before p 2 has executed for z/y seconds, using a processor with a speed of y instructions per second. This dependency is represented with a Wait on Event_1 in p 3 and an Activate on the same event in p 2 . The total amount of work performed by the program is denoted Z. In the program shown in Fig. 4 , Z = 6z, i.e., each of the three processes execute 2z instructions. Obviously, T(P, k, u, y 1 )/y 2 = T(P, k, u, y 2 )/y 1 , e.g., if T(P, k, u, y 1 ) = 4z/y 1 , then T(P, k, u, y 2 ) = 4z/y 2 and, consequently, T(P, k, u, y 1 )/y 2 = T(P, k, u, y 2 )/y 1 = 4z/(y 1 * y 2 ).
The right part of the figure shows a graphical representation of P and two schedules resulting in minimum completion time for a system with one cluster containing two processors and for a system with two clusters containing one processor each. There are two processors in both systems, but in the rightmost case processes may not be relocated from one processor to another. As indicated in Fig. 4 , the minimum completion time never decreases when process relocation is prohibited. The completion time of a program P using schedule A and a multiprocessor with k clusters containing u processors each, with processor speed y, is denoted T(P, k, u, y, A). Consequently, T(P, k, u, y) = min A 
T(P, k, u, y, A).
When there is only one cluster, it is relatively easy to find a schedule for which the completion time is close to the optimal case. In fact, the completion time using a schedule in which no processor is idle when there are processes in the Ready state, e.g., self-scheduling using one common ready queue for all processors, is always within a factor of two from the optimal case [4] . In most cases, the difference between the completion time using self-scheduling and the minimum completion time is marginal.
When there is more than one cluster, the problem of finding a schedule with near minimum completion time becomes much more difficult. Having executed a parallel program on a system containing more than one cluster, it is very hard to determine if the obtained completion time is close to the minimum completion time or if it is worthwhile to look for other schedules. However, if we are able to find an upper bound on the minimum completion time and if the completion time using schedule A is above this bound, we know that there are other schedules with shorter completion time, and it is consequently worthwhile to look for them.
Assume that we have executed the program on a set of q multiprocessor systems with q 1 , ...,processors, respectively, (qi £ qi + 1) using some, possibly unknown, sched- 
Consequently, the previous executions of the program is defined by the five parameters n, q, q , s , and y (see Fig. 5 = .
Consequently, if we execute a program P on a number of clusters and obtain the completion time vector s (see Fig. 5 Fig. 4 ) is very general. The behavior of parallel programs using common synchronization techniques, The symbols used for characterizing the parallel program n
The number of processors in the parallel program q
The number of previous executions of the parallel program
The completion time vector, σ i denotes the completion time in previous execution number i ( 
The multiprocessor size vector, θ i denotes the number of processors in previous execution number i ( 
The multiprocessor speed vector, y i denotes the speed of the processors in previous execution number i (1 ≤ i ≤ q) The symbols used for characterizing the multiprocessor for which we want to calculate the bound k
The number of clusters in the multiprocessor for which we want to calculate the bound u
The number of processors in each cluster in the multiprocessor for which we want to calculate the bound ψ
The speed of the processors in the multiprocessor for which we want to calculate the bound such as semaphores and monitors, can be represented with combinations of Waits and Activates. It has been shown that the behavior of parallel Ada programs and multithreaded Sun Solaris programs can be represented using this model [11] , [14] , as long as the length and the order of the sequential segments are independent of the way the processes are scheduled. This is the case for a number of parallel programs, e.g., most parallel programs for sorting, matrix manipulation, and the prime sieve program discussed below.
We are now going to show how t n q y k u , , , , , , , q s y 2 7 can be applied to a real case by bounding the completion time of a parallel implementation of an algorithm for generating all prime numbers smaller than or equal to a number X. The algorithm generates the prime numbers in increasing order starting with prime number 2 and ending with the largest prime number smaller than or equal to X. Fig. 6 shows how the algorithm works: There are a number of filters which form a line with a number generator feeding numbers into the line. Each filter filters out numbers which are divisible by its prime number, e.g., the first one filters out all even numbers. If a filter cannot divide a number, that number is forwarded to the next filter. Therefore, prime numbers will reach the end of the line. When a prime number reaches the end of the line, a new filter is created. In this case, the number generator stops by generating the number 3,000,000.
The filter chain is cut up into contiguous subchains containing 500 filters each. Each such subchain is executed by a Sun Solaris thread, thus making the parallelism in the program relatively coarse grained. The maximum number of such threads, which is reached at the end of the execution, is 44.
The program was first executed four times on a Sun Sparc Center 1000 using 1, 2, 4, and 8 processors, respectively. During these executions, the Solaris operating system was free to relocate threads from one processor to another. Based on these four executions, we got four completion Solaris threads can be bound to processors using a routine called processor_bind (see [16] and [18] ). Using our terminology, the Sun Sparc Center 1000 is a system with one cluster. However, by binding threads to processors, we are able to simulate a system with k clusters of unit size, i.e., each processor becomes a cluster.
Using the processor_bind routine, a simple schedule for a system with k clusters of unit size was implemented. The first n k threads are executed by processor one (thread one is the first filter subchain, thread two is the second filter subchain, and so on). Similarly, the next n k threads are executed by processor two. The last n k n k --¥ 1 1 6 threads are executed by processor k. We refer to this as contiguous scheduling, since the chain of threads is cut up into k contiguous subchains, and each subchain is scheduled to a cluster. Fig. 7c shows the completion time using contiguous scheduling and the upper bound. The figure shows that the completion time using contiguous scheduling is above the upper bound when the number of clusters (k) is less than six. Consequently, in this interval we know that contiguous scheduling is not optimal for systems with k clusters containing one processor each, and it is, thus, useful to look for other schedules. When k is greater than or equal to six, the completion time using contiguous scheduling is below the upper bound. In this interval, the bound is less useful; it only tells us that contiguous scheduling may be optimal in this interval.
If the number of threads was unknown, the function we start with an arbitrary program P with n processes for which there exists schedules A 1 , ..., A q , such that si =
, each with n processes, such that s q
. The transformation guaran-
. The transformation guarantees
, , , y y 2 7 2 71 6
1 . The transformation from ¢ P i into ¢¢ P i is made in such a way that it is trivial to find a schedule resulting in T P k u i ¢¢ , , ,y 2 7. Therefore, we are able to present a formula for T P k u i ¢¢ , , ,y 2 7.
The transformations are such that, starting with a program P, we end up with q programs ¢¢ P i (1 £ i £ q). Therefore, if we consider the (infinite) set of all possible programs {P1, P2, P3, ...} with n processes and such that , we use a number of program transformations. However, the bounds are valid for all programs, i.e., the program for which we want to bound the completion time do not have to be transformed. For instance, the prime sieve program considered in the previous section was not transformed in any way. Nevertheless, we were able to bound the completion time of that program.
PROGRAM TRANSFORMATIONS
Given a set of input values n, q, q , s , y , k, u and y, we select an arbitrary program P with n processes for which there exists schedules A 1 , ..., A q , such that
We then consider q multiprocessors with one cluster each. The cluster in multiprocessor i contains q i processors. The processor speed of multiprocessor i is denoted y i . Using multiprocessor i, the execution of P, using schedule A i , is partitioned into m i equally sized time slots in such a way that all process synchronizations, terminations, and switches occur at the end of a time slot. In order to obtain the new programs ¢ P i (1 ≤ i ≤ q), we add new synchronizations at the end of each time slot. These synchronizations guarantee that no processing done in slot r (1 < r ≤ m i ) can be done unless all processing in slot r -1 has been completed. The net effect of this is that a barrier synchronization is introduced at the end of each slot. Fig. 8 shows how a program P is transformed into a new program ¢ P using a multiprocessor with one cluster containing two processors. The synchronizations in each ¢ P i form a superset of the synchronizations in P. Consequently, In order to simplify the discussion, we introduce an equivalent representation of each ¢ P i (see Fig. 8 ). Each process is represented as a vector of length m i , i.e., the program is represented as n vectors. In some situations, we will treat the vectors as one m i ¥ n matrix, where each column corresponds to a vector and each row to a time slot. 
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The total amount of work (Z) performed by the program is unaffected by this transformation. Let A(b) (1 £ b £ n) denote the identity of the cluster where process b is scheduled using schedule A, e.g., the schedule used in the rightmost part of Fig. 4 has the fol- In order to transform ¢ P i to ¢¢ P i , we start by creating n! copies of ¢ P i . Each entry in each copy is divided by n!. The vectors in each copy are reordered so that each copy corresponds to one of the n! possible permutations of n vectors. Vector number b (1 ≤ b ≤ n) in copy number c (1 ≤ c < n!) is concatenated with vector number b in copy c + 1, thus forming a new program ¢¢ P i with n vectors of length n! * m i (see Fig. 9 ). The execution time from slot 1 + (c -1) * m i to c * m i (1 ≤ c ≤ n!), using k clusters containing u processors each, cannot be less than T P k u n i ¢, , , ! y 2 7 . Consequently,
, , , y y 2 7 2 7 . Obviously, PROOF. We order the vectors in ¢¢ P i in such a way that vectors 1 to n 1 are scheduled to cluster C and vectors n 1 + 1 to n 1 + n 2 are scheduled to cluster B. We then prove that moving vector number n 1 + 1 to cluster C does not increase the completion time.
If vector n 1 + 1 has a zero in slot r(1 ≤ r ≤ n! * m), the contribution to the completion time from row r will not be affected by moving vector n 1 + 1 from cluster B to cluster C. Consequently, we only have to consider rows for which the corresponding slot is z/n! in vector n 1 + 1. Moreover, if the number of nonzero slots in positions 1 to n 1 is smaller than the number of nonzero slots in positions n 1 + 1 to n 1 + n 2 , the contribution to the completion time from row r does not increase.
From the way ¢¢ P i has been obtained we know that, for each row r such that position n 1 + 1 contains z/n!, and there are at least as many nonzero values in positions 1 to n 1 as in positions n 1 + 1 to n 1 + n 2 ,
there exists an (n 1 , n 2 )-permutation ¢ r . An (n 1 , n 2 )-permutation of a row is obtained by switching items i and n 1 + n 2 + 1 -i (1 ≤ i ≤ n 1 ) (see Fig. 10 ).
If the contribution to the completion time from row r increases from h(z/n!)/(u * y) to (h + 1)(z/n!)/(u * y) when we move vector n 1 + 1 from cluster B to cluster C, there must be h nonzero slots in positions 1 to n 1 in row r. In that case, we know that the symmetry of the (n 1 , n 2 )-permutation guarantees that there are at least h + 1 nonzero slots in positions n 1 + 1 to n 1 + n 2 in row ¢ r . Positions n 1 + n 2 + 1 to n are identical in r and ¢ r . Therefore, the contribution to the completion time from ¢ r will decrease with (z/n!)/(u * y) when moving vector n 1 + 1 from cluster B to cluster C. Consequently, the completion time of ¢¢ P i cannot increase if we move one vector from cluster B to cluster C.
COROLLARY. A schedule of ¢¢
P resulting in T P k u ¢¢, , ,y 
PARALLEL PROFILE VECTORS
We now introduce the concept of a parallel profile vector v . There is one parallel profile vector v for each program ¢¢ P i . Different programs may, however, correspond to the same parallel profile vector. Entry x in v (1 ≤ x ≤ q) contains the fraction of the rows in the matrix corresponding to ¢¢ P i where there are x nonzero slots. The ¢¢ P i program corresponding to the ¢ P program in Fig. 9 has the following parallel profile vector (q = 2): v (1) = 1/6, i.e., n! of the 6n! rows in ¢¢ P i contain one nonzero slot, and v (2) = 5/6, i.e., 5n! of the rows in ¢¢ P i contain two nonzero slots. The transformations are such that starting with a program P we end up with q programs ¢¢ P i (1 ≤ i ≤ q). Therefore, if we consider the (infinite) set of all possible programs {P1, P2, P3, ...} with n processes and such that s i = T(P1, 1,
.. for some Consequently, the only difference between two programs in a the set P P P
< A which is relevant in this context is the difference between their parallel profile vectors. We want to find programs ¢¢ P i such that T P k u i ¢¢ , , ,y 2 7 is maximal. In order to find these programs, we will calculate their corresponding parallel profile vectors. As shown in the rightmost part of Fig. 9 , the rows in a ¢¢ P program can be partitioned into q i groups, such that all rows in the same group contain the same number of nonzero slots (some groups may be empty). If the total number of rows in ¢¢ P i is m i * n!, the number of rows in group x, i.e., the group where each row contains x (1 £ x £ q i ) nonzero slots, is v x m n i i ( ) ! * * . We know that, in group x, all possible combinations of n-x zero and x nonzero slots occur equally frequently. Consequently, the execution time for group x, using the schedule in the corollary to Theorem 1 and a multiprocessor with k clusters containing u processors of speed y each, can be explicitly calculated by simply generating the rows and calculating the execution time of each row. However, this is extremely inefficient, making it virtually impossible to handle reasonable parameters.
If the nonzero entries in the matrix corresponding to ¢¢ P i equal z i /n!, the execution time of group x in ¢¢ P i using the schedule in the corollary to Theorem 1 and a multiproces- This algorithm generates all decreasing sequences I, and each sequence is generated exactly once. The proof for this has been presented previously ( [9] ). 7 DEFINING t n q k u , , , , , , , q s y y 4 9 AND s q k u , , , , , , q s y y
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Using g(n, k, u, x), the minimum completion time, i.e., the completion time using the schedule in the corollary to Theorem 1, can be expressed as: 
This is an optimization problem which, for example, can be solved using the simplex method [1] .
Consider a program P with n processes for which there , , , , for all programs P corresponding to n, q 1 , s 1 , and y 1 . However, the transformations also guarantee that ¢¢ P 1 is one of the programs which correspond to n, q 1 , s 1 , and y 1 , i.e., it has n processes, and there exists a schedule A 1 , such that s q Second, there are more programs ¢¢ P 1 , thus reducing the 
The only part which is affected by n is g(n, k, u, x). Moreover, we know that G(k, u, x) = max n g(n, k, u, x). Consequently, 
Again, this is an optimization problem which can be solved using the simplex method [1] .
When q = 1, the bound s(1, q 1 , s 1 , y 1 , k, u, y) is optimal, because for any e > 0, there is a program ¢¢ P 1 and a schedule A 1 , such that s q 
( , , , , , , ) . 
DISCUSSION AND RELATED WORK
The results are based on the assumption of zero synchronization overhead. Experience from commercial multiprocessor systems show that, due to poor cache performance, the overhead often grows with the number of processors in a cluster [10] . The reason for this is that when the number of processors is large, processes are often migrated from one processor to another and, in that case, the data associated with the migrated process has to be moved to the cache of the new processor. As processor caches get larger, the process migration penalty within a cluster will increase for all cluster sizes. However, run-time relocation is more frequent in large clusters (in unit-sized clusters there is no relocation at all). If the overhead is larger in the one-cluster systems used for obtaining the recorded information (see Fig. 5 ) than in the target multiprocessor (defined by k, u, and y), the bounds are still valid. They may, however, be somewhat less tight than they could have been. Given a parallel program and a set of recordings from previous executions, the results can also be used for selecting a multiprocessor configuration with a guaranteed performance. For instance, if q previous executions of a parallel program P with n processes have resulted in a completion time vector s corresponding to the vectors q and y (see Fig. 5 ), we know that it is possible to find a schedule which has a completion time shorter than or equal to t(n, q, q , s , y , k, u, y) for a multiprocessor with k clusters containing u processors with speed y. This information can be very useful when selecting a multiprocessor configuration for a parallel real-time program with a hard deadline on the minimum completion time.
From previous results, we know that for systems containing one cluster, the completion time using any schedule where all processors share the same ready queue cannot be more than twice the minimal completion time [4] . For systems with multiple clusters, previous work shows that, in some restricted cases, optimal schedules can be found in polynomial time, e.g., when the number of clusters is limited to two [15] , or when there are strong restrictions on the way processes may be scheduled [2] . Some tight performance bounds are known when all processes are independent, i.e., when there are no synchronizations [3] , [5] , [7] , [8] .
Two optimal bounds on the minimum completion time and the maximum speedup for multiprocessors with multiple clusters have been reported recently. One of these bounds requires complete knowledge of the parallel profile vector corresponding to the program [12] . This kind of input is, in most cases, not available. The other method only uses information from one previous execution [13] , thus limiting the information about the parallel program and making the bounds less tight than the ones reported here.
CONCLUSIONS
The two main results in this paper are the functions t n q y k u , , , , , , , q s y 2 7 and s q y k u , , , , , , q s y 2 7 . These results put nontrivial upper bounds on the minimal completion time of a parallel program, thus making it possible to evaluate heuristic schedules; i.e., if the completion time using a certain heuristic schedule is above the bound, we know that it is worthwhile to look for other schedules. The bounds are based on information from previous executions using different multiprocessors with one cluster.
If there is only information from one previous execution (q = 1), the bounds are optimal and, thus, two final results that cannot be improved within the definition of the problem. Consequently, based on the information we have, the bounds cannot be tighter than t n q y k u , , , , , , , q are optimal when q > 1, i.e., based on the information we have it may be possible to obtain bounds which are somewhat tighter than t n q y k u , , , , , , , q s y 2 7 and s q y k u , , , , , , q s y 2 7
when q > 1. The bounds are based on the assumption that the length and the order of the sequential segments in the parallel program are independent of the way the program is scheduled. This assumption is valid for a number of programs, ranging from parallel real time systems to traditional computer intensive applications such as parallel programs for sorting, matrix manipulation, and the prime sieve program discussed in Section 3. The results are also based on the assumption of zero synchronization overhead. If the program parallelism is relatively coarse grained, this is a reasonable assumption, because the synchronization overhead will be very small compared to the length of the segments of sequential processing. The assumption of zero overhead is also used in most previously reported performance bounds [2] , [3] , [4] , [5] , [7] , [8] , [15] .
The results can also be used for selecting a multiprocessor configuration with a guaranteed performance, e.g., when selecting a configuration for a parallel real-time program with a hard deadline on the minimum completion time.
