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Abstract
In this paper a new connectivity model is introduced
which allows combined clustering and partitioning of
structures without distortion, in contrast to mask con-
nectivity. An algorithm to compute morphological at-
tribute filters based on Max-Trees for this new form of
connectivity is presented. It is shown that the new form
of connectivity is effective in clustering diacritics to-
gether with the appropriate letters in historical docu-
ments, whilst separating letters from different lines in a
single Max-Tree algorithm.
1. Introduction
Connected attribute filters [1, 6] are unique in that
they filter images based on the properties or attributes
of connected components rather than predefined neigh-
bourhoods of pixels. As such, they rely on a notion
of connectivity, which in mathematical morphology is
defined using connectivity classes [7]. A connectivity
class is the family of all subsets of the image domain
which are considered connected. Usually, this con-
sists of the collection of all path-connected sets deriv-
ing from the 4 or 8 neighbour relation in 2D images. By
manipulating the notion of connectivity, we can obtain
task-specific perceptual grouping schemes. We might,
e.g., want to consider the dot over an “i” as part of the
same connected set as the remainder of the letter, as is
shown in Fig. 1. Likewise, accents over characters can
be considered connected to the letter below it.
A very general ways of doing this is through mask
connectivity [3]. This uses a mask image to determine
what is and is not connected. Though this works very
well for clustering, there are problems when we want to
separate touching objects. In this case, we will have to
distort at least one of the objects, by setting foreground
(a) (b) (c) (d)
Figure 1. Mask connections: (a) text; (b)
connectivity mask; (c) “i” detected by
4-connectivity, (d) “i” detected by mask
connectivity using (b)
pixels in the original image to background in the mask
[9]. Inspired by [2], where watersheds are computed
on weights assigned to edges, we propose to add edge
weight information to the mask connectivity scheme. In
this hybrid scheme, clustering is performed by the mask
image, whereas manipulating the edge weights allows
splitting regions without deformation.
The paper is organised as follows. First a theoret-
ical background is given, and the theory is extended
to mask-edge connectivity. After this, we discuss how
the algorithm for the Max-Tree [5] given in [10] can
be adapted to this connectivity. Finally, an experiment
is performed on the problem of character segmentation
and recognition in historical documents.
2. Connectivity and Connected Filters
We will first consider the binary case for simplic-
ity, and move to the grey-scale case afterwards. In the
binary case images X are considered subsets of some
universal set E (the image domain) which is generally
a subset of Z2. The power set of E is denoted P(E).
Foreground pixels are members ofX background pixels
members of X \ E. A connectivity class or connection
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C ⊆ P(E) [7] is any family of subsets of E such that
1. ∅ ∈ C, and for all x ∈ E, {x} ∈ C,
2. for any {Ci} ⊆ C,
⋂
i Ci 6= ∅ ⇒
⋃
i Ci ∈ C
Thus, the empty set and all singletons (pixels in the
discrete case) are considered connected. Furthermore,
if the intersection of any collection of connected sets
{Ci}, is not empty (i.e. they overlap), their union is also
connected. Any image can be decomposed into con-
nected components, which are connected sets of maxi-
mal extent. These can be extracted by means of connec-
tivity openings Γx. For a given location x ∈ E, Γx(X)
returns the connected component of X to which x be-
longs, if x ∈ X and ∅ otherwise.
Attribute filters [1] can be derived from these con-






in which Λ is a selection criterion, and C some con-
nected set. Criterion Λ usually has the form
Λ(C) =
(
µ(C) ≥ λ) (2)
with µ(C) some measure or attribute ofC, such as area,
and λ the attribute threshold. Many examples of at-






which returns the union of all connected components
for which Λ holds. In the grey scale case, we can in
principle compute attribute filters by thresholding the
image at all levels, performing the binary filters at each
level, and superimposing the results. In practice, more
efficient methods are used [1, 5, 10].
Connectivity in image analysis is usually based on 4
or 8 pixel adjacency relationships. The image is implic-
itly seen as a graph, with the pixels as the vertices, each
connected to 4 or 8 neighbours. Using the notion of path
or arc wise connectivity, any set for which there exists
an unbroken path from one pixel to any other pixel is a
member of the base connectivity class C. Fig. 1(a) has
three foreground components using C, one of which is
shown in Fig. 1(c), by only allowing paths consisting of
edges connecting foreground pixels.
In mask connectivity, we only allow paths consisting
of edges that connect foreground pixels in the mask im-
age. Fig. 1(b) shows a mask obtained by dilation with a
vertical line of 50 pixels. This connects the “i” with the
dot above, and yields two connected components, rather
than three, as shown in Fig. 1(d). Formally, we obtain
these connected components using a new connectivity
opening ΓMx , which is defined as
ΓMx (X) =

Γx(M) ∩X if x ∈ X ∩M ,
{x} if x ∈ X \M ,
∅ otherwise.
(4)
withM the mask image. This means that if x ∈M∩X ,
connected components are determined by performing a
regular connectivity opening on M , and intersecting it
with the original image. Foreground pixels in X which
are background inM are treated as singletons. Attribute
filters using this connectivity are defined by replacing
Γx by ΓMx in (3).
Clustering disconnected entities can be carried out
effectively using this scheme, but if, e.g., two letters
touch, the only way to separate them is by setting fore-
ground pixels in the original image to background in the
mask. We always end up with one or more singleton
pixels in this case, and distort one, or both of the re-
maining objects. This is because only by setting a mask
pixel to background we can tell the algorithm that a par-
ticular edge should be removed. What we really want
to do is to remove edges without affecting the status
of pixels. We can achieve this by modelling the edges
between pixels explicitly, rather than implicitly. In the
binary case, we no longer model images as sets of the
vertices of the graph, but as sets of vertices and edges,
following, e.g., [2]. In the next section we move to the
grey scale case, and show how mask-edge connectivity
can be implemented in that case.
2.1. Grey-Scale Connected Filters
Grey scale filters can be computed using threshold
superposition, in which the image is thresholded at each
grey level, a binary filter applied to all binary images,
and the results stack up into a grey-scale result. This
is done efficiently through Max-trees or Min-trees [5].
Each node in the tree represents a peak component or
connected component of a threshold set of the image,
see Figure 2. In 4-connectivity, pixels at level h are con-
nected at that level if there is a 4-connected path through
pixels at level ≥ h in the original image. In mask con-
nectivity, the same holds, but for mask pixels. In mask-
edge connectivity, the path must be through mask pixel
and edges of level ≥ h. In a Max-Tree regional max-
ima form the leaves, whereas in a Min-Tree the regional
minima are the leaves.
In [3], the algorithm from [5] was adapted to com-
pute Max-Trees for mask connectivity. This is know
as the dual-input Max-Tree algorithm. A new algo-

















Figure 2. A 1-D signal f (left), the corre-
sponding peak components (middle) and
the Max-Tree (right).
Figure 3. Three forms of connectivity: (a)
regular; (b) mask; (c) mask-edge. White
nodes are original pixels, blue nodes
mask pixels, red nodes are edges.
dual-input Max-Tree was presented in [10]. Instead of
adapting the algorithm for different connectivities, this
approach adapts the image representation.
During the flood-fill stage of algorithms from [5,10],
a function getNeighbours returns the neighbours of
the current pixel. In normal 4-connectivity, this returns
the 4 neighbours as shown in Figure 3(a), except at the
image borders. In mask based connectivity, the regu-
lar pixels have just one neighbour, i.e., the correspond-
ing pixel in the mask, whereas the mask pixels have 5
neighbours: four mask pixels and the corresponding im-
age pixel, see Figure 3(b). Furthermore, when comput-
ing properties such as area, only the original image pix-
els may contribute. This is done by initializing the area
of the original pixels to one, and that of the mask pix-
els to zero. A similar approach can be made for other
moment-based attributes. Just these simple changes to
the neighbourhood relationship and initialization allow
the algorithm from [10] to compute both types of con-
nectivity. For details see [10].
Table 1. Recall rates
connectivity size weighted recall COI recall
4 - 0.81 (0.78-0.85) 0.25 (0.10-0.35)
mask 4 0.80 (0.78-0.84) 0.31 (0.27-0.41)
mask 8 0.81 (0.78-0.86) 0.63 (0.49-0.73)
mask 15 0.73 (0.67-0.80) 0.74 (0.67-0.88)
mask-edge 4 0.80 (0.73-0.86) 0.30 (0.24-0.41)
mask-edge 8 0.82 (0.77-0.88) 0.61 (0.50-0.73)
mask-edge 15 0.75 (0.65-0.85) 0.74 (0.53-0.91)
To include mask-edge connectivity, we extend the
above strategy, by inserting a third class of “pixel” in
the data structure, namely those representing the edges,
which now have a grey level, as shown in Figure 3(c).
Original image pixels are connected as before, but mask
pixels are now connected to four edges, and these edges
are in turn connected to two mask pixels. Obviously,
edges have zero area. The algorithm of [10] can com-
pute mask-edge connected Max-Trees by these changes
to getNeighbours, and the initialization.
3. Experiments
As data set we used scanned pages from the Rerum
Frisicarum Historia of Ubbo Emmius (1596). Images
were inverted so letters have high grey levels. A ground
truth letter segmentation and classification was obtained
by manual annotation. We implemented the algorithm
in Java, using normalised central moments as vector at-
tribute [8] for each Max-Tree node. Nodes were then
classified using a nearest-neighbour classifier with re-
spect to a ground-truth training set. Background details
were removed by the k-flat method from [4].
The mask was computed by dilation with a verti-
cal line structuring element (SE) of varying lengths.
Edge weights were generally set at 255 (always con-
nect), though they could equally be set to the minimum
grey value of the neighbouring mask pixels. The ex-
ceptions are the edges between two consecutive lines
of text. We first summed the pixel grey levels in the
x direction obtaining a profile. Minima in this profile
should correspond to line separations. Edges between
pixels on either side of such a separation were set to 0.
Table 1 shows the results. The first column lists
the connectivity used. The second indicates the size of
the structuring element used. The third column shows
the recall weighted by class frequency. The final col-
umn shows the recall score for all characters of inter-
est (COI), i.e. those with accents or dots. Recalls are
shown as the mean value with the 1st and 3th quartile
1336
Figure 4. Segmentation results: Left to
right, segmentation using standard con-
nection, mask connection, and mask-
edge-based connection.
Figure 5. Segmentation problems: Left to
right: inappropriate clustering; horizontal
splitting; bad line boundary.
in parentheses. Bold scores are the highest in their col-
umn. Given the rarity of the COI, precision as a statistic
was considered less meaningful.
The results show that improvements are obtained in
terms of recall by using dilation. This is mainly due to
improvements in detecting the COI. For larger SE sizes
we have some degradation of overall performance, due
to incorrect linking of characters. This effect is smaller
in mask-edge connectivity, which has a slight edge over
mask connectivity.
These effects can be seen in detail in Figure 4, which
shows the same page section containing the letter ’j’, as
it is segmented by the three different Max-Trees. Regu-
lar connectivity does not link dot to the letter ’j’. Figure
4(b) shows incorrect linkage of letters to the ’j’ for large
SE in mask connectivity. Figure 4(c) finally shows the
correct segmentation using mask-edge connectivity.
The chosen mask and mask-edge method also intro-
duces a few problems. Figure 5(a) shows unintentional
clustering of two characters, which happens most with
the ’f’ and ’s’ found in old print. Figure 5(b) shows
a split in the letter ’n’. This is in part due to the pre-
processing method used [4]. Here horizontal cluster-
ing would be needed. Finally, figure 5(c) shows the
main problem of mask-edge segmentation in this con-
text. Our line splitting algorithm has problems find-
ing the separations between lines, because it assumes
a straight, horizontal split. These splits are probably the
main reason mask-edge connectivity does not outper-
form mask connectivity by a larger margin.
4. Conclusions
Mask-edge connectivity can be implemented effi-
ciently using the algorithm in [10]. The computational
cost is about twice that of mask connectivity, due to the
increased number of nodes in the graph. Mask-edge
connectivity also shows promise in performing percep-
tual grouping more effectively than mask connectivity.
Having said that, we clearly need a better line separa-
tion method, using e.g. a minimum-cost path algorithm.
Finally, a better, more adaptive clustering approach is
needed to repair erroneously split letters.
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