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Power system harmonics estimation using linear least 
squares method and SVD 
T.Lobos, T. Kozina and H.-J.Koglin 
Abstract: The paper examines singular value decomposition (SVD) for the estimation of harmonics 
in signals in the presence of high noise. The proposed approach results in a linear least squares 
method. The methods developed for locating the frequencies as closely spaced sinusoidal signals are 
appropriate tools for the investigation of power system signals containing harmonics and 
interharmonics differing significantly in their multiplicity. The SVD approach is a numerical 
algorithm to calculate the linear least squares solution. The methods can also be applied for frequency 
estimation of heavy distorted periodical signals. To investigate the methods several experiments have 
been performed using simulated signals and the waveforms of a frequency converter current. For 
comparison, similar experiments have been repeated using the FFT with the same number of samples 
and sampling period. The comparison has proved the superiority of SVD for signals buried in the 
noise. However, the SVD computation is much more complex than FFT and requires more extensive 
mathematical manipulations. 
1 Introduction 
Modern frequency power converters generate a wide spec- 
trum of harmonic components [I], which deteriorate the 
quality of the delivered energy, increase the energy losses as 
well as decrease the reliability of a power system. In some 
cases, large converter systems generate not only characteris- 
tic harmonics typical for the ideal converter operation, but 
also a considerable amount of noncharacteristic harmonics 
and interharmonics which may strongly deteriorate the 
quality of the power supply voltage [2, 31. Interharmonics 
are defined as noninteger harmonics of the main funda- 
mental under consideration. Parameter estimation of the 
components is very important for control and protection 
tasks. The design of harmonics filters relies on the measure- 
ment of harmonic distortion in both current and voltage 
waveforms. Spectrum estimation of discretely sampled 
processes is usually based on procedures employing the fast 
Fourier transform (FFT). This approach is computation- 
ally efficient and produces reasonable results for a large 
class of signal processes. In spite of the advantages there 
are several performance limitations of the FFT approach. 
The most prominent limitation is that of frequency resolu- 
tion, i.e. the ability to distinguish the spectral responses of 
two or more signals. These procedures usually assume that 
only harmonics are present and the periodicity intervals are 
fixed, while periodicity intervals in the presence of interhar- 
monics are variable and very long. It is very important to 
develop better tools for interharmonic estimation to avoid 
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possible danmge due to their influence. A second limitation 
is due to windowing of the data. Windowing manifests 
itself as 'leakage' in the spectral domain. These two limita- 
tions are particularly troublesome when analysing short 
data records. Short data records occur frequently in prac- 
tice, because many measured processes are brief in duration 
or have slowly time-varying spectra that may be considered 
constant only for short record lengths. To alleviate the lim- 
itations of the FFT approach, many new spectral estima- 
tion methods have been proposed during the last few 
decades [4-81. Advantages of the new methods depend 
strongly upon the signal-to-noise ratio (SNR). Even in 
those cases where improved spectral fidelity can be 
achieved, the computational effort of alternative methods 
may be significantly higher than FFT processing. 
Conventional FFT spectral estimation is based on a 
Fourier series model of the data, that is, the process is 
assumed to be composed of a set of harmonically related 
sinusoids. There are two spectral estimation techniques 
based on the Fourier transform: 
(a) based on the indirect approach via an autocorrelation 
estimate (Blackman-Tukey) 
(b) based on the direct approach via FFT operation 
(periodogram) 
Windowing of data makes the implicit assumption that the 
unobserved data outside the window are zero. A smeared 
spectral estimate is a consequence. If more knowledge 
about a process is available, & if it is possible to make-a 
more reasonable assumption, one can select a model for the 
process that is a good approximation. It is then usually 
possible to obtain a better spectral estimate. Spectrum 
analysis becomes a three-step procedure; to select a time 
series model, to estimate the parameters of the assumed 
model and finally to calculate the spectral estimate. The 
modelling approach enables the achievement of a higher 
frequency resolution. There are three basic time series mod- 
els; autoregressive (AR), moving average (MA) and autore- 
gressive moving average (ARMA). When applying the AR 
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model we obtain an overdetermined system of equations, 
which have to be solved according to the least square 
method. The singular value decomposition (SVD) tech- 
nique is a highly reliable, computationally stable mathemat- 
ical tool to solve the rectangular overdetermined system of 
equations. 
Special techniques are required to discover remote har- 
monics. The location of far distant harmonics creates the 
same problems of locating the frequencies as very closely 
spaced sinusoidal signals. The SVD approach is an ideal 
tool for such cases [9-111. The method can also be applied 
for frequency estimation of the fundamental component of 
very distorted periodical signals. The known nonlinear least 
square methods [12, 131 are developed and investigated for 
periodic signals, without interharmonics, and seem to be 
efficient for the narrow range of harmonics frequencies. In 
some cases, the proposed method can be used for calculat- 
ing starting values for the maximum likelihood solution. To 
investigate the ability of the methods several experiments 
have been performed. We have investigated simulated 
waveforms as well as real current waveforms at the output 
of a three-phase frequency converter supplying an induc- 
tion motor. For comparison, similar experiments have been 
repeated using the FFT with the same number of samples 
and the same sampling period. The investigations have 
been carried out using the MATLAB software package. 
2 Principles of the SVD approach 
Let us assume the waveform of the voltage or current as 
the sum of harmonics of unknown magnitudes and phases 
N 
x ( t )  = xx cos(wnt + p x )  + k,e(t)  (1) 
Ic=l 
in which X;,, wk and q,< are the unknown amplitude, angu- 
lar frequency and phase of the kth harmonic and N is the 
number of these harmonics. The variable e(t) represents the 
additive Gaussian noise with unity variance and k ,  is the 
gain factor. Further, let us consider the set of n measured 
samples x,,  x2, .... xn of the waveform. The number of 
measurements is usually higher than the number of 
harmonics. Estimation of harmonics is then equivalent to 
solving an overdetermined system of algebraic equations 
[lo]: 
A h = b  (2) 
where the matrix A and vectors h and b are given as 
follows: 
1 is the order of the predicted AR model of the data (N .s I 
s; n - N/2). The vector h is composed of the coeficients of 
the impulse response of this model 
1 
H(z )  = 1 - hizpi (3) 
i=l 
The solution for vector h of eqn. 2 is possible in the least 
square (LS) sense by minimising the summed squared error 
between the left- and right-hand sides of the equation. The 
objective function to be minimised may be expressed in the 
norm -2 vector notation form as 
For solution, the most suitable method seems to be the 
application of singular value decomposition. In this 
approach we represent the rectangular matrix A as the 
product of three matrices 
where U and V are orthogonal matrices of the dimension 
n x n and I x I respectively, while S is the quasidiagonal 
n x I matrix of singular values sl, s2, .... s, ordered in a 
descending way, i.e. sl 2 s2 2 ... 2 s, 2 0. The essential infor- 
mation of the system is contained in the first nonzero 
singular values and first p singular vectors, forming the 
orthogonal matrices U and V. Cutting the appropriate 
matrices to this size and denoting them by U,, S,, and V,, 
respectively, we get the solution of eqn. 2 in the form 
where 
On the basis of the determined coefficients h the zeros of 
polynomial eqn. 3 can be found. The phases of the roots 
closest to the unit circle denote the angular frequencies of 
the sinusoids forming the waveform eqn. 1. These frequen- 
cies can also be determined on the basis of the frequency 
characteristics of the model eqn. 3. They correspond to the 
frequencies in the range -0.5 sf 5 0.5 for which the magni- 
tude response IH(d2M))I is equal or closest to zero. 
3 Practical suggestion 
Applying the described algorithm to the location of har- 
monics in the power system we should notice some impor- 
tant features of this process. 
If the number of evenly distributed harmonic signals 
taken into consideration is smaller than or eaual to six. 
their distributions on the unit circle are far from each other 
and as a result their detection is simple and can be done by 
any method applicable to frequency estimation at minimal 
commtation cost. For the first six harmonics with the nor- 
malised fundamental frequency w = 1, placed on the unit 
circle, the angle distance between the (k-1) and lcth har- 
monics is (if they exist) 1 rad (= 57"). 
If the number of harmonics signals exceeds six, their 
distribution on the unit circle is becoming dense and the 
distances in the space between some harmonics are close. 
In the case of a signal containing the first 12 harmonics, the 
harmonics 1 and 7, 2 and 8, etc. are placed in pairs, close to 
each other and their recognition is more complex. From 
this point of view this problem is like the recognition of 
closely spaced sinusoids. 
The situation worsens when the number of haimonics 
signals taken into consideration is very large and at the 
same time certain harmonics are distant from each other. If 
we take for example the 50th harmonic signal (the funda- 
mental frequency equal as above w = l), its position on the 
unit circle corresponds to the angle of 346.2" and is very 
close to the position of the sixth harmonic (angle 343.9") 
This is the reason why the conventional frequency detecting 
methods are not satisfactory when the number of harmon- 
ics taken into consideration is large. However, SVD meth- 
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ods, developed for closely spaced sinusoidal signals, are 
ideal tools for such cases. 
In practice, instead of presenting the result on the unit 
circle, we will project them onto the frequency characteris- 
tics of H(z). The point of magnitude response equal to or 
closest to point zero will mark the position of frequency 
that should be taken into consideration at the estimation 
process. 
The other problem that should be answered is the choice 
of the number of samples n and the order I of the predicted 
model of the system. Generally, the higher the number of 
harmonics, the higher should be the number of samples 
and also the order 1 of the model. However, this means the 
increase of the computational complexity of the problem. 
time, ms 
Fig. I Simulated wuvgorm cu in eqn. 8 
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moderate noise-to-signal ratio there is a visible gap between 
the first biggest singular values corresponding to the har- 
monic signals and the rest of them, carrying meaningless 
information. 
4 Experiments with simulated waveforms 
To investigate the ability of the proposed approach we 
have performed several experiments with the signal wave- 
form described by eqn. 8 (Fig. 1) and different values of 
the noise coefficient kY 
x( t )  = 100 cos 2n40t + 50 cos 2n217t 
+ 40 cos 2~7602 + 40 cos 2n1000t + k,e(t) 
( 8 )  
where e(t) is a white noise of zero mean and variance equal 
to 1. 
The signal waveform contains the basic component Cf = 
40 Hz), the higher harmonics Cf = 1000 Hz and 760Hz) and 
one interharmonic Cf = 217 Hz). 
The sample period was 0.4ms and the number of sam- 
ples n as well as the order I of the system were dependent 
on the signal-to-noise ratio. The lower the ratio, the more 
samples and higher-order systems have to be applied. For 
the waveform described in eqn. 8 good results have been 
obtained for n = 80 and I = 70. 
Taking into account only the dominant singular values, 
we can approximately assess the number of components 
existing in the measured waveform. Figs. 2-9 present the 
obtained magnitude frequency characteristics of the system. 
The zeros of the characteristic or the points closest to zero 
determine the exact values of the frequencies. For compari- 
son we have repeated similar experiments using Fourier 
algorithms (FA) with the same number of samples and the 
same sampling period. When using the SVD method, the 
frequencies about 40.5, 217 and 1002 have been estimated. 
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Fig. 2 Magnitude charrrcteristic of the filter model H(z) using the SVD method (a, c, e, g) und the FFT algorithm (11, d j h) of the signal in Fig, I 
1 = 70, n = 80 
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The small error of the basic frequency is caused by noise. 
The Fourier method enables estimation of the frequencies 
about 43, 222 and 1003Hz. In this case the errors are 
mostly caused by the inappropriate window (32ms). The 
period of the main component is equal to 50ms. However, 
in many cases the frequency of the main component is not 
known. 
The SVD method enables us to detect all the harmonics 
and interharmonics of the signal (Fig. 2e). Moreover, the 
method makes it possible to estimate the frequency of the 
basic component -40 Hz (Fig. 2c). When using the FA we 
obtain a frequency close to 43 Hz. 
0 0.01 0.02 0.03 0.04 0.05 0.06 
time, s 
Fig. 3 Sitnuluted duavrfbvn7 25, 50, 125 Hz 
k, = 4 
SVD method 
into account only the dominant singular values, we can 
identify the three components existing in the measured 
waveform. Fig. 5 presents the enlargement of the magni- 
tude characteristics for the filter order 1 = 90. When using 
the same number of samples (n = 100) the Fourier algo- 
rithm indicates the frequencies about 22 and 51 Hz. For the 
FFT calculation we applied a MATLAB procedure, where 
the data outside the duration of observation are assumed 
to be zero. In our calculation we applied an FFT algorithm 
with 512 samples. When the real number of sampled data 
was, e.g. 100, the remaining 412 samples were assumed to 
be zero. The sampling window in this case was 50ms, while 
the period of the 25 Hz component was equal to 40ms. For 
exact estimation of the parameters of the component by 
FFT, we need a sampling window equal to an integer 
number of periods. However, in most cases the frequencies 
of the additional components are not known. The investi- 
gations show, that the SVD method enables more exact 
results to be obtained, when the time of observation is 
comparatively short. 
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Fig. 5 Enlargement of the magnitude cii~~racter.ktic of H(z) uing SVD clnd 
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5 Simulation of a frequency converter 
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Several experiments were performed with the signal 
waveform described in [3]. The investigated signal is charac- 
teristic of a DC arc furnace installation without compensa- 
tion. It consists of the basic harmonic (50Hz), one higher 
harmonic (125 Hz), one interharmonic (25 Hz) and is addi- 
tionally distorted by 4% random noise (Fig. 3). The 
sampling interval was 0.5ms. The signal was investigated 
using the SVD method (Fig. 4). For detection all the 
con~ponents at least n = 100 samples were needed. Taking 
In recent years, simulation programs for complex electrical 
circuits and control systems have been considerably 
improved. The simulation of characteristic transient 
phenomena concerning the electrical quantities becomes 
feasible without any arrangement of hardware. Besides a 
lot of disposable simulation programs, the EMTP-ATP [14] 
as a Fortran-based and DOS~Windows adapted program 
serves for modelling complex one- and three-phase 
networks occurring in drive, control and energy systems. 
We show investigation results of a 3kVA PWM con- 
verter with a modulation frequency of 1 kHz supplying a 
two-pole, 1 kW asynchronous motor ( U  = 380V, I = 2.8A). 
The simulated converter can change the output frequency 
within a range 0.111 5OHz. 
Fig. 6 shows the current waveform at the converter 
output for the frequency 120 Hz. The sampling interval was 
0.2ms. Using the SVD method with 1 = 70 and n = 80 we 
can detect the following frequencies: about 120, 750, 1000, 
2000, 2100Hz. (Fig. 7). The SVD method estimates the 
frequency of the main component more exactly than does 
the Fourier method. 
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6 Industrial frequency converter 
The investigated drive represents a typical configuration of 
industrial drives, consisting of a three-phase asynchronous 
motor and a power converter composed of a single-phase 
half-controlled bridge rectifier and a voltage sourcc 
inverter. The waveforms of the inverter output current 
under normal conditions (Fig. 8) have been investigated 
using the SVD method and the FFT method. The main 
frequency of the waveform was 40Hz. Using the SVD 
method with 1 = 60, rz = 70, we can detect the following 
haimonics (Fig. 9a): 5th, 7th, 23rd, 25th and 35th. The 
FFT method is unable to detect them (Fig. 9h). 
The SVD method identifies the frequency of the main 
component equal to about 39 Hz and the Fourier algorithm 
at more than 40 Hz (Fig. 10). 
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For a concrete practical application in a power system, a 
number of expected frequency components should be a 
priori assessed. It is possible to assume a higher number of 
components than in reality, but the computation time in 
such a case will also be bigger. 
SVDmethod 
1 .O 
0.8 
0.6 
0.4 
I I I I 1 
30 35 40 45 50 
frequency, Hz 
a FFTmethG 
I I 
frequency, Hz 
b 
Fig. 10 Magnitude characteristic of Hfz) using SVD method and FFT 
method of signul in Fig. 8 ~vitlz enlurgernnt for @equency e~timution o f f u h -  
nlental harmonic 
1 = 60, n = 70 
7 Computational efforts 
The presented investigations have been carried out using 
the MATLAB software package and a computer with a 
Pentium I processor (15OMHz). The computation time 
needed for calculating the FFT and plotting on the screen 
was 0.22s, for the number of significant samples n = 100. 
The plotting took the larger part of the time. The time was 
independent of the FFT algorithm (256, 512, 1024 or 2048 
samples). When using, e.g. the algorithm with 512 samples, 
only 100 samples were significant and all the remainder 
were assumed to be zero. 
The computation time needed by the SVD method can 
be divided into three parts: 
(a) creation of the matrices A and b (eqn. 2); 
(b) calculation of the vector h (eqn. 6); 
(c) calculation of the transfer function (eqn. 3) and plotting 
on the screen. 
Assuming the number of samples n = 100, the time needed 
for the parts (a) and (c) was independent of the filter order 
1 (Table 1). The computation time needed for the calcula- 
tion of the vector h depends strongly on the difference 
between the number of samples n and the filter order 1. 
Table 1: Computational efforts of the SVD method 
Filter Computation time [sl 
order1 part a part b part c 
97 0.02 0.07 0.34 
90 0.02 0.18 0.34 
70 0.02 0.62 0.34 
number of samples n = 100 
Because of a significant computational effort, the SVD 
method is especially suitable for offline analysis of recorded 
waveforms. 
8 Conclusions 
The linear least square method for harmonics detection in a 
power system has been investigated using singular value 
decomposition (SVD). It has been shown that the location 
of far distant harmonics creates the same problem as very 
closely spaced sinusoidal signals. The proposed method has 
been investigated at different conditions and found to be a 
very versatile and efficient tool for detection and location 
of all higher harmonics existing in the system. It also makes 
possible the estimation of interhannonics. Comparison 
with the standard FFT technique has proved the superior- 
ity of the approach for signals buried in noise. Because of a 
significant computational effort, the SVD method is espe- 
cially suitable for offline analysis of recorded waveforms. 
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