Abstract
Introduction
Active stereo camera systems, often called "head-eye" systems, typically consist of a pair of cameras whose motion can be controlled. Control over, and measurement of, the motion of the eyes can facilitate many vision algorithms and is a central tenet of many active vision solutions. For example, the ability of a system to fixate can yield useful information about the environment. In order to extract metric information from controlled eye movements, a precise kinematic model parameterizing the motion of the visual sensor can be used. Unlike classical camera calibration, the extrinsic parameters in a dynamic stereo camera system change continuously and new calibration procedures must be developed. Many approaches have been proposed for active stereo calibration. For a system mounted on a mobile robot we sought a solution that: 1) determines the kinematic parameters so that they can be used in later computations, 2) uses a robot-centric frame of reference, 3) is *This research supported in part by NSF IRI-9703352.
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accurate and provides quantitative assessment of the accuracy, 4) performs well when restricted to small rotations of the sensor, and 5) exploits information that is known (e.g. the motion of the pan-tilt units, PTUs). Brooks et. al. [3] assumes that the pan and tilt angles are unknown and solves for them. Knight and Reid [S] present approaches based on projective geometry, however neither provides a solution as functions of the controlled movement (PTU angles). Tsai and Lenz [14] transform the problem to a linear form in terms of the sines and cosines of the rotations sought. Similarly, Shiu and Ahmad [12] re-formulated the vision hand-eye problem as AX = X B then solved the problem by transforming it into a linear problem. The re-formulation into the form AX = X B allows the use of solutions to similar problems in other robot calibration tasks. Li [9] used this formulation of the problem and developed a non-linear optimization technique to solve it. His approach uses the motion of the PTU from a home position to a set of discrete positions and performs a classical camera calibration at each position, and then an optimization step computes the camera transformation.
Our approach is similar to that of Li [9] in that we utilize a classical camera calibration at a set of discrete pan-tilt positions. However, unlike Li, we use the relative motion between positions (not the motion from home to each position) and thus errors in each pair of configurations are independent (not biased towards errors in the home position). Unlike our method, Li's approach does not afford a robot-centric solution.
Here we present our active stereo calibration method that uses the AX = X B formulation. Instead of using optimization we use a Lie theory approach for kinematic modeling [l] . One advantage of this approach is that the use of canonical coordinates enables the formulation of the solution as a linear least squares fit [ll] . Martin and Park [ll] derive a closed form solution to the AX = X B problem as a linear least squares fit and this result is applied here in determining the "hand-eye" transformation. Additionally, our formulation provides a quantitative measure of the calibration results, indicating whether further data is needed to ensure an accurate estimate of the kinematic model. In the remainder of the paper we present our formulation of the active stereo calibration problem for a system with two pan-tilt units mounted on a mobile robot base. Some background is presented and the calibration procedure is described. We present results showing the accuracy of the method in the presence of noise, and the ability of the procedure to quantify possible inaccuracies (when the noise is too high). The kinematic model that results from this procedure enables us to estimate depth using the measured/controlled position of the cameras, along with image data, as demonstrated in section 5.
Head Geometry
Our physical system is similar to numerous others. Two pan-tilt are mounted on a mobile robot base. The PTUs have two degrees of freedom, both of them rotational. In order to describe the physical set-up, it is convenient to assign frames of reference. Here we present the mathematical notations and definitions for the transformations used.
In the following discussions, we will outline the coordinate systems used throughout the rest of the paper (see figure 1 ):
(b)ase the robot-centric coordinate system located midway between the two pan-tilt units. We denote the base coordinate system with a "b" (xb, gbr zb).
( p ) t u fixed on the pan/tilt unit when in "home" position (both cameras parallel to each other facing 'Lforward"). (2)
The transformation from system base to camera has been decomposed into three transformations. Tpb is the transformation from the robot base coordinates to the home position of the pan-tilt unit. Tc9 is the transformation from the pan-tilt unit to the optical center of the camera. Assuming a fixed focus and rigidly attached pan-tilt units, Tcg and Tpb are assumed to be fixed (constant) transformations. Tcg and Tpb can be found using the Robust Active Stereo Calibration (RASC) method described in section 3. Tsp represents the pan/tilt action and is a function of those two angles. The transformation Tgp(q5, T ) describes the motion of the unit from its home position (0,O) to the current "gaze" position ( 4 ,~) . Our Directed Perception pan-tilt unit [4] rotates about a fixed origin, thus we can model the PTU to gaze transformation as COST -sinTcos+ -s i n r s i n + 0 sin7 COSTCOS+ cosrsin4 0
where T is the PTU tilt angle and + is the pan angle.
The value T is a negative rotation (with respect to the chosen right hand coordinate system) but a positive value as commanded on the physical unit (see figure 2 ). With this notation, our goal is restated as:
Given the ability to control Tgp, find T,, and Tpb for each of the "eyes".
2. 3ase-PTU calibration.
(a) Use physical measurements between the PTUs to determine the distance and angle between the PTUs. (b) Construct PTU to base transformations from the transformation between the PTUs.
Camera Calibration
The RASC method requires both intrinsic and extrinsic parameters. This requires some type of 3D-2D correspondence. Using a known 3D model or calibration grid: Determine correspondences between known model points and image projections of those points, solve for the projection matrix, and decompose the projection matrix. Proceedures for this are laid out in detail in [5] and [13].
Figure 2: Pan-tilt transformation is a pure rotation for our hardware.
Calibration Procedure
First we present an outline of our calibration procedure, then the details of each step will be presented. The kinematic calibration of an active stereo head is broken down into the following steps:
1. PTU-camera Calibration. For each "hand-eye" system (PTU/camera) (a) Move each eye to a set of discrete positions. Record the PTU position and the image. For each position: -Perform camera calibration to determine intrinsic and extrinsic parameters at each position.
- [Optional] Find the best intrinsic parameters (use an average of those found, do robust statistics to reject outliers) then re-do the extrinsic parameter estimation using the new (fixed) intrinsic parameters. (b) Calculate the transformation from gaze to image, Tg, using equations (6) and (7).
Gaze to Camera Calibration
We can measure a point with respect to the world coordinate frame (determined in the individual extrinsic calibration step 
for details) and we take the symmetric, positive definite square root of (MTM)-' (see [7] The solution for t,, is unique for a given X . The choice of X is unique if MTA4 is nonsingular and has no repeated eigenvalues. This clearly shows the advantage of using canonical coordinates because our nonlinear problem is transformed to a linear one for which a closed form least squares solutions [Z] can be applied. We use this to solve equation (8) and obtain the rotation component of the gaze to camera transformation. Our rotation component is computed explicitly without the use of optimization/minimization techniques. The quality of the solution can be verified by calculating the noise in the rotation solution. This is a good indication of the overall solution quality. The amount of noise in the rotation solution can be obtained by averaging the Frobenious norm of for all i and j where i # j. Our experience indicated that if Frobenious norm exceeds unity then the solution is unusable.
3.3
The relationship between the PTUs can be found explicitly using loop closure. The values of TA, T;, T;, and TE are known through parameterization or calibration and T, , can be found using the methods described in [5, 141. These values are substituted into equation (12) and TRL is calculated. This procedure provided reasonable results (rotation error of 2 -3 degrees and baseline distance found within about a centimeter). A more practical and accurate way to determine the transformation between the PTUs is to physically measure the angles and translation (because the PTUs were placed using precision machined mounts we have a good estimate of the transformation and measurement confirms the estimate). This method eliminates the noise associated with T,, and T,, that can lead to large errors in TRL. When the transformation was constructed using physical measurements the angular error was less one degree and the error in the baseline was on the order of 2-3 mm. There is an ambiguity in the translation placement of the base frame "symmetrically" with respect to each PTU: an entire plane of solutions exists. The cyclopean frame assumes translations equal and opposite in X (for our particular choice of axes). Choosing this form above allows for a unique solution for b. Although there is flexibility in its exact placement, note that the base frame of reference is on the robot. Hence employing this kinematic model, say using triangulation to produce an estimate of scene depth, will produce a measurement relative to the current pose of the robot. This proves very useful for navigation/localization. In contrast to others who report the need for localization [9] , we can use image information to solve the localization problem.
Evaluation
The procedure outlined in section 3.2 was implemented along with the method outlined by Li [9] . These methods were evaluated using simulated data to determine the effect of various levels of noise. The simulated data was created using a set of known transformations. This set of transformations was constructed to model the active vision system described in section 2. Both methods require as input the pan/tilt angles and T,,. Because the pan/tilt angles are known within a few seconds of a degree, error was found to arise prodominantly from the calibration procedure (image noise and errors in corner detection), and hence in our simulation noise was added to the T,, transformation. The following formula was used to add noise to the true Tcw:
where the noise in the rotation is described by the parameters w l , w2, and w3 and t l , t 2 , and t 3 charicterizes the error in the translation component. The noise parameters were Gaussian with mean zero. Equation (14) was used to create data sets with eight different levels of noise. The data sets were defined by the radius of the Gaussian noise in the angle and translation parameters. In order to get a good statistical representation of the performance of both methods 30 samples were created for each of the noise levels: (0.005 rad, 1 mm), (0.010 rad, 2 mm), (0.015 rad, 3 mm), (0.020 rad, 4 mm), (0.025 rad, 5 mm), (0.030 rad, 6 mm), (0.035 rad, 7 mm), and (0.040 rad, 8 mm) .
These eight data sets were used with each method and the resulting error in the transformation is plotted in Referring to the results (figures 3 and 4) of each method some interesting observations are made. The RASC method produced results with lower error and standard deviation in both the rotation and translation components on average, but the difference in the rotation error was not significant. The translation component of the T,, found with the RASC method contains significantly less error than that obtained with Li's method. Another one of the major advantages of the method described by this paper is its robust,ness to noise in data obtained from any one of the camera positions. The method outlined by Li [9] is dependent on the PTU home position, thus if data from this particular position contains a large amount of error the results will be significantly effected. Using only a moderate amount of noise, (0.030 rad, 6 mm), in the image at this home position, the method described by Li resulted in an order of magnitude more error than those 
Experimental Results
The stereo vision system seen in figure 1 was calibrated using the RASC method described in section 3. The method outlined by [13] was used to find the intrinsic and extrinsic parameters for each camera at nine positions(pan, tilt)[deg]: (k8, &8), ( f 8 , 0 ) , (0, f 8 ) , and (0,O). Then the extrinsic parameters were used to find the transformation from the gaze to camera frames with the method described in section 3.2. The transformation between the PTUs was constructed via physical measurement. The robot-centric coordinate system was arbitrary placed in the middle of the PTUs. Given the kinematic parameters, and assuming that we have identified a point in each eye corresponding to an object of interest. The location of this point, relative to t,he base frame, is computed using a direct kinematic model approach.
The uu coordinates of the left and right image points can be expressed as projections of points in the base coordinate system. Applying equation (1) The projective equivalence relationship yields and we solve for the components in equation (15):
where aij are the elements of the matrix A in equation (15). Combining the image projective relationship for each camera (and using superscripts, and to represent the left and right cameras) results in the linear system of equations which can be solved for Zb, gb and zb using least squares (or total least squares). These four equations relate the four uw values ( U R , U R , U L , UL) to the base coordinates Xb, Yb and Zb. The calibrated model obtained using the method outlined in this paper was used to map the pan/tilt angles and image position of various points to there corresponding 3D base coordinates. The calculated 3D base coordinates were then compared to the measured values to determine the performance of the calibrated head. The target locations observed by the stereo head occurred in 1 by 1 meter planes at three different depths with respect to the robot base, 1.622m,
I5) 1.771m, and 1.8615m. Data was collected using the method outlined in Neubert et. al. [lo] .
A
The model performed well on the data gathered, especially in the x and y directions (see table 1 ). The average error in the x and y directions was on the order of lmm, but produced a standard deviation of about lcm. . As expected, the results contained significantly higher average error and standard deviation in the z direction. Depth estimates from the closer two planes produced about 6mm of error on average with half the standard deviation of the data at the larger (1.8615m) depth. The increase of error as depth increases was expected due to the nature of triangulation. The accuracy of the measurement, combined with the simplicity of the data acquisition and depth computation, will enable solutions (based on multiple measurements) to be developed to compensate for the level of precision obtained. This is consistent with many active vision approaches.
Discussion
A method for kinematic calibration of a dynamic stereo head has been presented. Unlike previous approaches, the solution is simple and explicit (i.e. truly in closed form without requiring analysis of "cases", nor having to perform any optimization or non-linear analysis). This simple approach is made possible through the use of canonical coordinates for Lie Groups describing the motion of the device. The method uses information "equally" (no bias from errors in any "special" zero or home position), and the derivation automatically provides a qualification of the "quality" of fit -thus highly uncertain results can be rejected automatically.
We have presented simulation results to verify RASC's benefits with respect to a previous method. The simulation also demonstrated the robustness of the RASC method to noise. We verified the accuracy of the model by calibrating an active stereo vision system, then using the model we mapped the pan/tilt angles and image coordinates to 3D coordinates in the robotcentric frame. The model produced good estimates of the measured coordinates. The demonstrated application of the calibrated kinematic stereo head model for depth computation shows that this method is simple and accurate, and thus can be readily incorporated into active vision solutions.
