In 2018, Ding et al. introduced a new generalisation of the punctured binary Reed-Muller codes to construct LCD codes and 2-designs. They studied the minimum distance of the codes and proposed an open problem about the minimum distance. In this paper, several new results on the minimum distance of the generalised punctured binary Reed-Muller are presented. Particularly, some of the results are a generalisation or improvement of previous results in (Finite Fields Appl. 53, 144-174, 2018).
Introduction
In 1954, Reed [6] and Muller [5] constructed independently a kind of binary linear codes (Reed-Muller codes) . The punctured binary Reed-Muller codes are cyclic codes and have been generalized into ones over arbitrary finite fields F q (see [3, 4] and others). Such codes and their variants are used not only in error correcting, but also in secret sharing, data storage systems (locally testable or locally decodable codes) and computational complexity theory. Recently, Ding et al. [2] presented a new generalisation (q, m, h) and a variant (q, m, h) of the punctured binary Reed-Muller codes motivated by their applications in combinatorics and LCD codes (linear code with complement dual).
Let q be a power of a prime number, m ≥ 2, and α be a primitive element of the finite field F q m . Therefore, each nonzero element in F q m can be expressed uniquely as α a with 0 ≤ a ≤ n − 1 and n = q m − 1. For any integer a with 0 ≤ a ≤ n − 1, let a = a 0 + a 1 q + · · · + a m−1 q m−1 , 0 ≤ a i ≤ q − 1, be the q-adic expansion of a. The Hamming q-weight wt q (a) of a is defined by the Hamming weight of vector (a 0 , a 1 , · · · , a m−1 ) ∈ Z m q . Namely, wt q (a) = {i : 0 ≤ i ≤ m − 1, a i = 0}. The lengths of the codes (q, m, h) and (q, m, h) are both n = q m − 1. Let k(q, m, h) and k(q, m, h) be the dimensions of (q, m, h) and (q, m, h), then [2] .
Theorem 2 Let q be a power of a prime number, m ≥ 2, n = q m − 1 and 1 ≤ h ≤ m − 1.
Then we have the following.
, Theorems 25-27).
(3) d(3, m, 1) = 4 (reaches the lower bound in [1] ) and (3, m, 1) for all m ≥ 2 are distance-optimal (by sphere-packing bound) ( [2] , Corollary 4). Theorem 6) .
In Section 2 of this paper, we will do the following.
(I) We provide a sufficient condition for a divisor e of n = q m − 1 such that In Section 3, we consider the case of h = 1 more specifically. By Theorem 2 we know that for m ≥ 2,
And by Theorem 6 we have d(q, m, 1) = q + 1 and d(q, m, 1) = 2(q + 1) if m is even. We get the following new upper bound of d(q, m, 1).
(III) For m ≥ 4, d(2, m, 1) = 6 and the code (2, m, 1) is distance-optimal by the spherepacking bound (Theorem 7). d(3, m, 1) ≤ 10 for all m ≥ 2 (Theorem 9). For q ≥ 4, d(q, m, 1) ≤ 2(2q − 1) for sufficient large m ≥ c(q) (Theorem 8). (IV) As an application of Theorem 3, we provide a simple sufficient condition for a divisor e of n = q m − 1 such that d(q, m, 1) ≤ e and d(q, m, 1) ≤ 2e (Theorem 10). For 7 ≤ q ≤ 32, we make a table for such e < 2q − 1 so that the upper bounds d(q, m, 1) ≤ 2q − 1 and d(q, m, 1) ≤ 2(2q − 1) are improved. (V) As a direct corollary of Theorem 6, we get that, if 3|m, then d(q, m, 2) = q 3 −1 q−1 and d(q, m, 2) = 2(q 3 −1) q−1 for any m ≥ 3 and q ≥ 3. For the case 3 m, we calculate the generator polynomial of the cyclic code (q, m, 2).
Finally, the conclusion will be given and further work will be raised as some open problems.
At the end of this section, we remark that Ding et al. [2] also introduced the extended code (q, m, h) of (q, m, h) and showed that the minimum distance d(q, m, h) is d(q, m, h) + The set {0, 1, · · · , n − 1} is partitioned into q-cyclotomic classes. Let Z n = {0, 1, · · · , n − 1} be the ring of integers modulo n. For any a ∈ Z n , assume that l a is the smallest positive integer such that q l a a ≡ a (mod n). Then the q-cyclotomic coset of a modulo n is defined by C a = {a, aq, · · · , aq l a −1 } (mod n) ⊂ Z n and |C a | = l a . The smallest integer in C a is called the coset leader of C a . Thus I (q, m, h) is partitioned into disjoint q-cyclotomic classes I 1 , I 2 , · · · , I r . For each I i , we take the coset leader a i ∈ I i . The set R(q, m, h) = {a 1 , a 2 , · · · , a r } is called a representative system of I 1 , I 2 , · · · , I r .
For any
With the notation we know that
After all these preparation, we present the following general result.
For a divisor e of n, if 2 ≤ e < n and the following condition (*) holds, (*) e a for all a ∈ I (q, m, h) then for any integer l ≥ 1, d(q, ml, h) ≤ e and d(q, ml, h) ≤ 2e.
Proof Let e ≥ 2 be a divisor of n = q m − 1 satisfying the condition (*). Let
Consider the following polynomial:
On the other hand,
For each a ∈ I (q, M, h), we know that 1 ≤ a ≤ q M − 2 and 1 ≤ wt q (a) ≤ h, so that a has the following q-adic expansion,
If there exists i ≥ m such that a i ≥ 1, take a = a − a i q i + a i q i−m . Then 1 ≤ a < a, a ≡ a (mod n) and
After finite steps of this procedure, we get an integer a such that 1 ≤ a ≤ n − 1 = q m − 2, a ≡ a (mod n) and wt q ( a) ≤ h. Therefore, a ∈ I (q, m, h) and a ≡ a (mod e). It follows that e a if and only if e a. This implies that if the condition (*) holds, then the right-hand side of (1) is true, so that c(x) ∈ (q, ml, h). From N = eF and
we know that c(x) is a non-zero codeword in (q, M, h) and its Hamming weight is e.
Next we consider
If the condition (*) holds, then c(α a ) = 0 for all a ∈ I (q, M, h). Moreover, by similar argument, it can be shown that if the condition (*) holds, then c(α a ) = 0 for all a ∈
Obviously, c(1) = 0. Therefore, c(α a ) = 0 for all a ∈ I (q, M, h), which means that
This completes the proof of Theorem 3. R(q, m, h) , ). It is easy to see that both of the conditions (*) and (R) are equivalent to the following condition (M) e a for all a ∈ M(q, m, h). Proof Take e = q h+1 −1 q−1 , m = h + 1 in Theorem 2.1. Then n = ef , f = q − 1. For
Therefore, e is not a divisor of any number a in I (q, m, h) since wt q (a) ≤ h. By Theorems 3 and 2 we get d(q, (h + 1)l, h) = e = q h+1 −1 q−1 and d(q, (h + 1)l, h) = 2e.
Special cases
In this section, we consider the cases h = 1 and h = 2.
The case h = 1
In this subsection we deal with the case h = 1 more precisely. From the first two sections we have the following: Theorem 7 For all m ≥ 4, d(2, m, 1) = 6 and the code (2, m, 1) is distance optimal. (Remark that (2, 3, 1 
Proof The parameters of binary code (2, m, 1) are [n, k, d], where n = 2 m − 1, k = dim F 2 (2, m, 1) = n−|I (2, m, 1)| = n−(1+2m), and we know that d = d(2, m, 1) ≥ 6. If d ≥ 7, the sphere-packing bound gives 2(n + 1) 2 = 2 1+2m = 2 n−k ≥ 3 i=0 n i = 1 + n + 1 2 n(n − 1) + 1 6 n(n − 1)(n − 2), (2) which is equivalent to
It can be checked that f (15) > 0 and f (x) > 0 for all x ≥ 15. This implies that for m ≥ 4, f (n) > 0, which contradicts to the inequality (2). Therefore, d(2, m, 1) = 6 and the codes (2, m, 1) for m ≥ 4 are distance optimal.
The sphere-packing bound can also be used to obtain an upper bound of d(q, m, 1) for q ≥ 3. Suppose that d(q, m, 1) ≥ 2(2q − 1) + 1. The sphere-packing bound gives
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The last term of the right hand side is
When q is fixed, we know that the equality (3) cannot hold for sufficient large m since 2(q − 1) < 2q − 1. This completes the proof of Theorem 8.
By a more careful estimation, one can obtain an explicit value of c(q). The case q = 3 is as follows.
Theorem 9 For any odd integer m ≥ 3, d(3, m, 1) ≤ 10.
Proof If d(3, m, 1) ≥ 11, the sphere-packing bound gives
which, by an elementary computation, is equivalent to
But when m ≥ 3 and n ≥ 26, the left-hand side of (5) is Therefore, the equality (4) does not hold for any odd number m ≥ 3. This completes the proof of Theorem 9.
Next, we show that the upper bound d(q, m, 1) ≤ 2q − 1 can be improved in many cases by using Theorem 3 and a remarkable fact: R(q, m, 1) = {1, 2, · · · , q − 1} is independent of m. For the same case we also present an upper bound of d(q, m, 1) which is smaller than 2(2q − 1).
From q + 1 ≤ d(q, m, 1) ≤ 2q − 1, we know that d(q, m, 1) = q + a, where 1 ≤ a ≤ q − 1.
Theorem 10 Let q be a power of a prime number.
(1) Let 1 ≤ a ≤ q − 2, e = q + a and gcd(a, q) = 1. If the order of (−a) modulo e is an odd integer l, then d(q, λl, 1) ≤ e and d(q, λl, 1) ≤ 2e for all odd integer λ ≥ 1. Proof (1) By assumption and q ≡ −a (mod e) we know that the order of q modulo e is l, and therefore e|q l − 1. From e = q + a > q − 1 we know that e x for any x ∈ R(q, m, 1) = {1, 2, · · · , q − 1}. Then the conclusion is derived from Theorem 3 and Remark 4.
(2) It is a direct consequence of (1). The order l of q modulo e is a divisor of m, therefore l is odd and m = lλ, λ ∈ Z.
Remark 11 (1) For a = 1, the order of −1 modulo q + 1 is 2. One can obtain the previous results: for even number m ≥ 2, d(q, m, 1) ≤ q + 1 and d(q, m, 1) ≤ 2(q + 1). (2) The following facts in elementary number theory may be helpful to judge if the order b modulo e is odd for b, e ∈ Z, e ≥ 2 and gcd(b, e) = 1. We denote the order of b modulo e by O e (b). Namely, O e (b) is the least integer l ≥ 1 such that b l ≡ 1 (mod e). (F2) Let e = p a 1 1 · · · p a s s , where p 1 , · · · , p s are distinct prime numbers, a i ≥ 1,
which means that b ≡ 1 (mod e). For e = p a , where p is an odd prime and a ≥ 1, φ(e) = p a−1 (p − 1). We know that if p b, then
where N is odd, a ≥ 1. Then for p b,
Particularly, if p ≡ 3 (mod 4) and p b, O p (b) is odd if and only if b is a square (quadratic residue) modulo p (which can be determined by the quadratic reciprocity law).
There exist several elementary criteria to judge if b is a 4-th power or 8-th power modulo p for smaller |b| (see [1] , Chapter 7).
Example 12 Take q = 25. We know that for m ≥ 2, q + 1 = 26 ≤ d(25, m, 1) ≤ 49 = 2q − 1 and d(25, m, 1) ≥ 52. Moreover, d(25, m, 1) ≤ 98 for sufficient large m, and for all λ ≥ 1, d(25, 2λ, 1) = 26 , d(25, 2λ, 1) = 52.
Let λ be an arbitrary odd positive integer. From Theorem 10(1), one can obtain the following examples.
If a = 2 and e = q + a = 27, then O e (−2) = 9. Therefore d(25, 9λ, 1) ≤ 27 and d(25, 9λ, 1) ≤ 54.
If a = 3 and e = 28, then O e (−3) = 3. Therefore d(25, 3λ, 1) ≤ 28 and d(25, 3λ, 1) ≤ 56.
If a = 4 and e = 29, then O e (−4) = 7. Therefore d(25, 7λ, 1) ≤ 29 and d(25, 7λ, 1) ≤ 58.
Let a = 8 and e = 33, then O e (−8) = 5. Therefore d(25, 5λ, 1) ≤ 33 and d(25, 5λ, 1) ≤ 66.
Suppose that a = 22 and e = 47, then O e (−22) = 23. Therefore d(25, 23λ, 1) ≤ 47 and d(25, 23λ, 1) ≤ 94. Table 1 presents all integers a such that 2 ≤ a ≤ q − 2 and l = O q+a (−a) is odd for 7 ≤ q ≤ 25, and Table 2 shows all integers a such that 2 ≤ a ≤ q − 2 and l = O q+a (−a) is odd for 27 ≤ q ≤ 32. Theorem 10(1) implies that for all odd λ ≥ 1, d(q, lλ, 1) ≤ q + a and d(q, lλ, 1) ≤ 2(q + a). The general lower bound q + 1 and upper bound 2q − 1 of d(q, m, 1) are also listed in the Tables 1 and 2.
The case h = 2
In this subsection, we consider the case of h = 2. Actually, from Theorem 6, we already have the following result.
Theorem 13 Let q ≥ 3 be a power of a prime number and h = 2. Then for integer m ≥ 3 with 3|m, we have d(q, m, 2) = q h+1 −1 q−1 and d(q, m, h) = 2(q h+1 −1)
Although we can't calculate the minimum distance when h = 2 for all integers m ≥ 2, we can get the generator polynomial g (q,m,2) (x) of (q, m, 2). Suppose all symbols are the same as the previous two sections. Then
Theorem 14 Let g (q,m,2) (x) be the generator polynomial of the cyclic code (q, m, 2). If m is even, then
If m is odd, then
Proof Let R(q, m, 2) be the representative system of all the distinct q-cyclotomic classes in I (q, m, 2). Obviously,
For any integer a with 0 ≤ a ≤ n − 1, let a = a 0 + a 1 q + · · · + a m−1 q m−1 , 0 ≤ a i ≤ q − 1, be the q-adic expansion of a. Then wt q (a) = 1 if and only if there is a unique i, 0 ≤ i ≤ m − 1, such that a i = 0 and a j = 0 for all j = i with 0 ≤ j ≤ m − 1. Therefore,
It is obvious that a 0 and a 0 q i belong to the same q-cyclotomic class. Thus,
For the case wt q (a) = 2, 1 ≤ a ≤ n − 1, we have
Next, we calculate the representative system of all the different q-cyclotomic cosets of the above set. If m is even, let
We conclude that R (q, m, 2) is the representative system of all the different q-cyclotomic cosets of the set in (6) .
Firstly, it is obviously that each a i q i + a j q j , 1 ≤ a i , a j ≤ q − 1, 0 ≤ i < j ≤ m − 1, belongs to some q-cyclotomic C a with a ∈ R (q, m, 2).
Secondly, for any a = b ∈ R (q, m, 2), they are in different q-cyclotomic classes.
-If a = a 0 + a 0 q i and b = b 0 + b 0 q j , since a = b, suppose that there is an integer
It follows that a 0 = b 0 and i + j = m. Since 1 ≤ i, j ≤ m 2 , so i = j = m 2 . Hence a = b. So there is a contradiction, which means a and b are not in the same q-cyclotomic class.
-If a = a 0 + a 0 q i and b = b 0 + b j q j , suppose that there is an integer k, 1 ≤ k ≤ m − 1, such that a ≡ bq k (mod n), that is, a 0 + a 0 q i ≡ (b 0 + b j q j )q k (mod n) with 1 ≤ a 0 ≤ q − 1, 1 ≤ i ≤ m 2 and 1 ≤ b j < b 0 ≤ q − 1, 1 ≤ j ≤ m − 1, which leads to a 0 = b 0 = b j . However we assumed b j < b 0 . So we have a contradiction, which means a and b can not be in the same q-cyclotomic class.
-If a = a 0 + a i q i and b = b 0 + b j q j , suppose that there is an integer k, 1 ≤ k ≤ m − 1, such that a ≡ bq k (mod n), that is, a 0 + a i q i ≡ (b 0 + b j q j )q k (mod n) with 1 ≤ a i < a 0 ≤ q − 1, 1 ≤ b j < b 0 ≤ q − 1, 1 ≤ i, j ≤ m − 1. It follows that a 0 = b j and b 0 = a i . Since 1 ≤ a i < a 0 ≤ q − 1, 1 ≤ b j < b 0 ≤ q − 1, so there is a contradiction.
To summarize, R (q, m, 2) is the representative system of all the different q-cyclotomic cosets of the set in (6) . Therefore, g (q,m,2) (x) = 4. As a direct corollary of Theorem 6, we got that, if 3|m, then d(q, m, 2) = q 3 −1 q−1 and d(q, m, 2) = 2(q 3 −1) q−1 for any m ≥ 3 and q ≥ 3. Also, we calculated the generator polynomial of the cyclic code (q, m, 2). 5. Using the codewords c(x) = x n −1
x f −1 in (q, m, h) and c(x) = (x −1)c(x) in (q, m, h), we got d(q, m, h) ≤ e and d(q, m, h) ≤ 2e for some factor e ≥ 1 of n = q m − 1 (f = n/e). In many cases these upper bounds are better than d(q, m, h) ≤ 2q h − 1 and d(q, m, h) ≤ 2(2q h − 1).
Ding et al. [2] raised several open problems on codes (q, m, h) and (q, m, h). Focus on their minimum distance, we add the following problems. 
