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 “Cognitive science normally takes the individual agent as its unit of analysis. In many human 
endeavors, however, the outcomes of interest are not determined entirely by the information processing 
properties of individuals. Nor can they be inferred from the properties of individual agents, alone, no 
matter how detailed the knowledge of the properties of those individuals may be” (Hutchins, 1995; 
p. 265) 
 
 
 
“Complex systems cannot be understood by studying parts in isolation. The very essence of the system 
lies in the interaction between parts and the overall behaviour that emerges from the interactions. The 
system must be analysed as a whole” (Ottino, 2003, p. 293) 
 
 
 
 
SALMON, P. M                                                                                       DISTRIBUTED SITUATION AWARENESS 
 iii 
 
Abstract 
Situation Awareness (SA) is critical commodity for teams working in complex 
sociotechnical systems and is thus a fundamental consideration in collaborative system 
design and evaluation. Despite this, SA remains predominantly an individual 
construct, with the majority of models and measures focused on SA from an 
individual perspective. In comparison, team SA has received much less attention and 
this thesis argues that further work is required in the area both in relation to the 
development of theoretical perspectives and of valid measures, and to the 
development of guidelines for system, training and procedure design. This thesis 
advances team SA theory and measurement by further investigating a recently 
proposed model of SA in complex collaborative environments, the Distributed 
Situation Awareness (DSA) approach, and by testing a new methodology for 
representing and analysing DSA during real world collaborative activities. A review of 
SA theory and SA measurement approaches is presented. Following this, the DSA 
theory and propositional network assessment methodology are outlined and a series 
of case studies on DSA during real world collaborative activities in the military and 
civil domains are presented. The findings are subsequently used to explore the 
concept of DSA and the sub-concepts of compatible and transactive SA. In 
conclusion, a model of DSA in complex collaborative systems is presented, and a 
series of system design guidelines for supporting DSA are outlined. 
Keywords: Situation Awareness, Distributed Situation Awareness, Propositional Networks, Teamwork, Collaborative 
Systems, System Design. 
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 1 
1 Introduction 
1.1 Introduction 
In the early hours of the 25th March 2003 a challenger II tank from the 2nd Royal Tank 
Regiment, engaged in defending a bridge over the Shatt al Basra canal on the western 
outskirts of Basra, fired two High Explosive Squash Head (HESH) rounds at what it‟s 
commander believed were enemy personnel moving in and out of an ammunitions 
bunker. Unbeknown to the tank commander the target fired upon was actually two 
friendly Challenger II tanks from the C Squadron of the Queens Royal Lancers who 
were sited in over watch position adjacent to a dam only 1500metres to the South 
East of his own position. The first round fired landed short but the effects of the blast 
were sufficient to throw the crewmembers from the tanks turrets. The second round 
was a direct hit, detonating in the commander‟s hatch of one of the Challenger tanks, 
killing its occupants instantly. Two other crewmembers received serious burns and 
other injuries. 
In the aftermath of the incident the official government inquiry (Ministry of Defence, 
2004) identified various causal factors, including a lack of what it called Situation 
Awareness (SA). SA is the term that is used to describe the level of awareness that 
people have of the situation that they are engaged in; it focuses on how people 
develop and maintain a sufficient understanding of „what is going on‟ in order to 
achieve success in task performance.  
Safe and efficient task performance depends on operators possessing and maintaining 
appropriate levels of SA. Systems, devices and procedures therefore need to be 
designed so that they facilitate, rather than inhibit, SA development and maintenance. 
Designing systems in this manner depends on the accurate description of how SA 
operates in the system in question and of what information SA comprises during task 
performance and how this information is integrated and used by different operators. 
Further, valid and accurate approaches for assessing SA are required in order to 
determine how new system, training program and procedural designs are likely to 
impact SA during operations.  
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Disappointingly, despite over two decades of research in the area, there is still huge 
debate over what SA actually is, what it comprises, what factors impact it, how it is 
best acquired, how it can be measured and how SA acquisition and maintenance can 
be supported through system design. Further, the construct becomes even more 
complex and contentious when applied to systems in which distributed teams of 
operators work collaboratively and many have articulated the need for a greater 
understanding of SA in such environments (e.g. Artman and Garbis, 1998; Gorman, 
Cooke & Winner, 2006; Salmon, Stanton, Walker and Green, 2006; Shu and Furuta, 
2005; Siemieniuch & Sinclair, 2006; Sonnenwald, Maglaughlin & Whitton, 2004 etc). 
SA in complex collaborative environments thus currently represents a significant 
challenge for the Human Factors (HF) community and requires further investigation 
and explanation.  
This thesis presents the results of an investigation into the concept of SA in complex 
collaborative environments. Specifically, the aims of this research were to investigate 
how current theoretical perspectives on SA relate to the concept of team SA, to 
explore and extend a new systems approach to describing SA in collaborative 
environments and to extend and validate a new approach to describing and assessing 
SA in collaborative environments. The ultimate goal of this research from the outset 
was to formulate a model of SA in complex collaborative systems and to postulate a 
set of system design guidelines for enhancing the efficiency of SA acquisition and 
maintenance. 
1.2 Research activities undertaken 
The following activities were undertaken as part of this research: 
1. Literature reviews. Comprehensive reviews of the academic literature on the areas of 
SA and SA measurement approaches were undertaken in order to develop an in-
depth understanding of the concept and to determine the current status quo 
regarding SA theory and measurement. Both literature reviews used a wide range of 
resources, including peer reviewed academic journal articles, technical reports, 
academic texts, Internet resources, conference articles, project reports and personal 
communications. 
2. Naturalistic observational studies. Four naturalistic observational studies were 
undertaken as part of this research. The studies involved observing real-world 
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collaborative tasks undertaken in civil and military domains in order to investigate 
the concept of team SA and its measurement. 
3. Synthesis of findings. The findings from the literature reviews, experimental study and 
naturalistic studies were used to develop a model of SA for complex collaborative 
systems and to propose a series of guidelines for enhancing SA in collaborative 
systems. 
1.3 Structure of Thesis 
This thesis has been constructed based on the order that the research was undertaken 
in. A brief summary of each chapter is presented below. 
Chapter two, What really is going on? Situation awareness literature review – In order to set the 
scene and orient the reader, the second chapter presents an introduction to SA and then 
the findings derived from a comprehensive review of the literature on what is currently 
known about SA in complex systems. The most prominent models of individual and 
team SA are described and then compared and contrasted. In conclusion, the flaws 
associated with current SA theory are discussed and the requirement for further 
investigation in the area is outlined. 
Chapter three, How do we know what they know? Situation awareness methods review – analysing 
SA in any domain requires the provision of valid and reliable SA measurement 
approaches. The third chapter introduces the concept of SA measurement and presents 
a comprehensive review and evaluation of existing SA measurement approaches. Over 
twenty SA measurement approaches are compared and contrasted using a set of HF 
methods criteria and the advantages and disadvantages of each approach are discussed. 
In conclusion, the lack of suitable measures for assessing SA during collaborative real 
world tasks is discussed and the requirement for a new team SA measure is articulated. 
Chapter four, Distributed situation awareness: the new world view on SA in collaborative systems and 
its measurement – The inadequacies of existing SA theory and measures discussed in 
chapters two and three highlight the need for new approaches in the area of team SA. In 
the fourth chapter a new model of SA in complex collaborative systems, the DSA 
model, is presented along with a new approach for measuring SA in such environments, 
the propositional network methodology. Both approaches are outlined using examples 
and the relative merits of each approach are discussed. 
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Chapter five, Distributed situation awareness in the real world: A case study in the energy distribution 
domain – The next four chapters of the thesis focus on real world case studies of DSA in 
complex collaborative environments. The first of the case studies, focussing on DSA in 
the energy distribution domain, is presented in chapter five. The energy distribution case 
study involved the use of the propositional network methodology to analyse DSA 
during three energy distribution maintenance scenarios. The findings from the case 
study are discussed in relation to DSA theory, including the structure, quality and 
content of DSA in each case. In particular, the concept of compatible SA is focussed on 
and its implications for DSA theory are discussed. 
Chapter six, Distributed situation awareness in military network enabled capability systems: 
MultiNational Experiment 4 – At this point the thesis moves into the military domain and 
focuses on the impact that newly developed Network Enabled Capability (NEC)-based 
systems are likely to have on DSA during operational activities. Chapter six presents a 
case study on DSA during the MultiNational Experiment 4 (MNE4), which was 
undertaken in order to test a new approach (effects based operations) and a new 
technological system (Information workspace), both of which were designed to support 
modern day multi-national warfare operations. The findings are discussed in relation to 
their implications for DSA theory and for the design of future electronic warfare 
systems. 
Chapter seven, Out with the old and in with the new: A comparison of distributed situation awareness 
using analogue and digital mission support systems – Staying within the military domain but 
moving into the land warfare realm, chapter seven presents a comparison of DSA 
during land warfare planning activities when using an existing paper map process and a 
newly developed digital mission planning system. Digitised systems are currently being 
developed to support future warfare activities and it is claimed that they will lead to 
enhanced levels of shared SA in teams (a claim that does not appear to have yet been 
corroborated by valid scientific means). Training scenarios involving planning activities 
using both of the approaches (old paper map and new digitised system) were analysed 
using the propositional network approach. The findings derived from this study are 
discussed in terms of the impact that the new electronic mission planning system had on 
DSA during the planning activities observed. 
Chapter eight, But I don’t want to know what you know! Analysis of a new electronic mission support 
system and implications for system design – Chapter eight presents a second analysis of the 
electronic mission planning system (focussed on in chapter seven) during real world live 
exercises. DSA was analysed during mission planning and execution activities involving 
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the digitised system using the propositional network approach. This chapter focuses on 
the implications for collaborative system design that the DSA analysis and theory has, in 
particular on the concepts of compatible and transactive SA and what this means for 
collaborative system design. In closing a series of initial guidelines for collaborative 
system design are presented. 
Chapter nine, A model of DSA in collaborative systems – the final phase of the research 
involved developing a model of DSA in complex collaborative environments based on 
the findings derived from the experimental and case studies undertaken up to this point. 
The model of DSA is presented in chapter nine and its main features are discussed. 
Chapter ten, Conclusions for distributed situation awareness theory, measurement and teamwork – The 
final chapter concludes this program of research with a discussion of the main findings 
in relation to the original aims and objectives. In closing, the key contributions to 
knowledge brought about by this research are presented and key areas of further 
investigation are outlined. 
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2 What really is going on? Situation 
awareness literature review 
2.1 Introduction 
This chapter presents the findings derived from a literature review focusing on the 
area of SA in complex sociotechnical systems. The aim of the literature review was to 
review and critique what is currently known on SA and team SA and to identify which 
of the many SA models presented in the literature is currently the most suitable for 
describing and assessing team SA during real world scenarios undertaken in complex 
collaborative systems. For this purpose, a comparison of the most prominent 
individual and team SA models presented in the literature was undertaken. The 
literature review was based on available literature sources, including scientific journal 
articles, technical reports, academic texts, Internet resources, conference articles, 
project reports and personal communications. The findings derived from the literature 
review are discussed below. 
2.2 Situation Awareness 
2.2.1 Origins 
SA is the decorative term given to the level of awareness that an individual has of a 
situation, an operator‟s dynamic understanding of „what is going on‟ (Endsley, 1995a). 
The concept first emerged as a topic of operational interest within the military 
aviation domain when it was identified as a critical asset for military aircraft crews 
during the First World War (Press, 1986; cited in Endsley, 1995a). Despite this, it did 
not begin to receive attention in academic circles until the late 1980s (Stanton and 
Young, 2000), when SA-related research began to emerge within the aviation and air 
traffic control domains (Endsley, 1989, 1993).  
Following a seminal special issue of the Human Factors journal on the subject in 1995, 
SA became an in-vogue topic within the HF research community and many 
researchers began to investigate the construct in a whole host of different domains. 
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The construct has since evolved into a core theme within system design and 
evaluation, and continues to dominate HF research worldwide. For example, SA-
related research is currently prominent in a diverse range of areas, including the 
military (e.g. Stewart, Stanton, Harris, Baber, Salmon, Mock, Tatlock, Wells & Kay, 
2008); civil aviation and air traffic control (e.g. Kaber, Perry, Segall, McClernon and 
Prinzel, 2006); road transport (e.g. Ma and Kaber, 2007); energy distribution (Salmon, 
Stanton, Walker, Jenkins, Baber & McMaster, 2008) rail (Walker, Gibson, Stanton, 
Baber, Salmon & Green, 2006); naval (e.g. Stanton, Stewart, Harris, Houghton, Baber, 
McMaster, Salmon, Hoyle, Walker, Young, Linsell, Dymott, & Green, 2006); sport 
(James & Patrick, 2004); health care and medicine (Hazlehurst, McCullen & Gorman, 
2007) and the emergency services (e.g. Blandford and Wong, 2005). Further, a review 
of peer reviewed academic journal articles indicated that SA-related research has to 
date been reported in over 20 different scientific journals covering a diverse range of 
different subject areas, ranging from HF and ergonomics to sport, computer graphics, 
disaster response and management and artificial intelligence. 
2.2.2 Defining situation awareness 
From the onset, it is clear that the construct is a contentious one. There have been 
numerous attempts at defining SA and a superfluity of definitions exist within the 
academic literature. It is beyond the scope of this chapter to present the range of SA 
definitions available in their entirety (the review identified over 30 definitions); 
however, a selection of the most prominent is offered below.  
Based on a synthesis of fifteen SA definitions, Dominquez (1994) defined SA as an 
individual‟s, “continuous extraction of environmental information, and integration of 
this information with previous knowledge to form a coherent mental picture, and the 
use of that picture in directing future perception and anticipating future events” 
(Dominguez, 1994, p.11). Fracker (1991), defined SA as, “the combining of new 
information with existing knowledge in working memory and the development of a 
composite picture of the situation along with projections of future status and 
subsequent decisions as to appropriate courses of action to take” (Fracker, 1991). 
Smith and Hancock (1995) describe the construct as „externally directed 
consciousness‟ and suggest that SA is, “the invariant in the agent-environment system 
that generates the momentary knowledge and behaviour required to attain the goals 
specified by an arbiter of performance in the environment” (Smith & Hancock, 1995, 
p. 145), with deviations between an individual‟s knowledge and the state of the 
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environment being the variable that directs situation assessment behaviour and the 
subsequent acquisition of data from the environment. Bedny and Meister (1999) argue 
that SA is, “the conscious dynamic reflection on the situation by an individual. It 
provides dynamic orientation to the situation, the opportunity to reflect not only on 
the past, present and future, but the potential features of the situation. The dynamic 
reflection contains logical-conceptual, imaginative, conscious and unconscious 
components which enables individuals to develop mental models of external events” 
(Bedny and Meister, 1999, p.71).  
The most prominent and widely used definition of SA, however, is that offered by 
Endsley (1995a), who defines SA as a cognitive product (resulting from a separate 
process labelled situation assessment) comprising “the perception of the elements in the 
environment within a volume of time and space, the comprehension of their meaning, 
and the projection of their status in the near future” (Endsley, 1995a, p.36).  
Many more researchers have attempted to define SA (e.g. Adams, Tenney & Pew, 
1995; Billings, 1995; Sarter and Woods, 1991; Taylor, 1990 etc). Endsley‟s definition 
enjoys widespread popularity; however, many argue that a universally accepted 
definition of the construct is yet to emerge (e.g. Durso & Gronlund, 1999; Gorman et 
al, 2006; Rousseau, Tremblay & Breton, 2004; Stanton, Chambers & Piggott, 2001). It 
is generally agreed that SA refers to an individual‟s dynamic awareness of the ongoing 
external situation. The main incongruence between definitions lays in the reference to 
SA as either the process of gaining awareness (e.g. Fracker, 1991), as the product of 
awareness (e.g. Endsley, 1995a), or as a combination of the two (e.g. Smith and 
Hancock, 1995). This is a debate that will no doubt continue unabated, however, what 
is clear is that in order to fully appreciate the construct, an understanding of both the 
process and the product is required (Stanton, Chambers & Piggott, 2001).  
2.2.3 Individual models of situation awareness 
Theoretically, the explanation of SA also remains subject to great debate. Analogous 
to the plethora of different SA definitions, various inconsonant theoretical 
perspectives have been presented and great debate still rages over which is the most 
appropriate account. Inaugural SA models were, in the main, focussed on how 
individual operators develop and maintain SA whilst undertaking activity within 
complex systems (e.g. Adams, Tenney & Pew, 1995; Endsley, 1995a; Smith & 
Hancock, 1995). Indeed, the majority of the models presented in the literature are 
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individual focussed theories, such as Endsley‟s three-level model (Endsley, 1995a), 
Smith and Hancock‟s perceptual cycle model (Smith and Hancock, 1995) and Bedny 
and Meisters activity theory model (Bedny and Meister, 1999).  
As well as being divided by the process versus product debate, SA models also differ 
in terms of their underpinning psychological approach. For example, the three level 
model (Endsley, 1995a) is a cognitive theory that uses an information processing 
approach, Smith and Hancock‟s (1995) model is an ecological approach underpinned 
by Neisser‟s perceptual cycle model (Neisser, 1976) approach, and Bedny and Meister‟s 
(1999) model uses an activity theory model to describe SA.  
Various models of SA were identified via the literature review. A brief overview of the 
most prominent models of SA is presented below. The models considered were 
selected based on their description or citation in peer reviewed academic journal 
articles. Consequently, a small number of models presented only in book chapters 
(e.g. Banbury, Croft, Macken & Jones, 2004) and conference articles were not 
considered. 
A number of early articles in the area attempted to clarify the cognitive underpinnings 
of SA using established cognitive psychology research. Sarter and Woods (1991) for 
example discussed the role of various cognitive constructs in the development of SA 
and suggested that great care should be taken to differentiate SA from concepts such 
as mental models and situation assessment. They also highlighted the importance of 
the temporal dimension of SA, something that has been generally ignored by other 
researchers in the area. In discussing the cognitive processes underlying SA, Sarter & 
Woods (1991) suggested that SA is acquired based on the integration of knowledge 
that is derived from recurring situation assessments, where situation assessments are 
the process of perception and pattern matching (Endsley, 1988; cited in Sarter & 
Woods, 1991). Further, they suggested that SA refers to information that is available 
or that can be activated, and using Kihlstrom‟s (1984; cited in Sarter & Woods, 1991) 
taxonomy of mental contents they argued that an individuals awareness comprises 
their conscious and available mental contents. Sarter & Woods (1991) subsequently 
defined SA as “the accessibility of a comprehensive and coherent situation 
representation which is continuously being updated in accordance with the results of 
situation assessments” (Sarter and Woods, 1991; p.52).  
The taxonomic approach has been used by others; for instance, Taylor (1990) used 
interviews with military pilots to identify the dimensions associated with the process 
of maintaining SA. In conclusion, Taylor (1990) suggested that SA comprises three 
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dimensions: the level of demand imposed on attentional resources by a situation; the 
supply of attentional resources in response to these situational demands; and the 
subsequent understanding of the situation. Taylor (1990) further speculated that these 
three dimensions contained ten generic constructs underpinning SA. These included 
familiarity, focusing, information quantity, instability, concentration, complexity, 
variability, arousal, information quality and spare capacity. Taylor (1990) subsequently 
described SA as “the knowledge, cognition and anticipation of events, factors and 
variables affecting the safe, expedient and effective conduct of a mission” (Taylor, 
1990, p. 3-3). 
Endsley‟s three-level (Endsley, 1995a) model has undoubtedly received the most 
attention of all of the models presented within the literature. The three-level model 
describes SA as an internally held cognitive product comprising three hierarchical 
levels that is separate to the processes (termed situation assessment) used to achieve it. 
Endsley‟s model is presented in Figure 2-1. 
System Complexity
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Complexity
Automation
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Perception of the 
elements
Level 2 
Comprehension 
of situation
Level 3 
Projection of 
future states
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TASK AND SYSTEM FACTORS
INDIVIDUAL FACTORS
FEEDBACK
 
Figure 2-1. The three level model of situation awareness (adapted from Endsley, 1995a). 
The model depicts SA as a component of the information processing chain that 
follows perception and leads to decision making and action execution. According to 
the model SA acquisition and maintenance is influenced by various factors including 
individual factors (e.g. experience, training, workload etc), task factors (e.g. 
complexity) and systemic factors (e.g. interface design) (Endsley, 1995a).  
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Endsley‟s account focuses on the individual as a passive information receptor and 
divides SA into three hierarchical levels. The first step involves perceiving the status, 
attributes and dynamics of task-related elements in the surrounding environment 
(Endsley, 1995a). At this stage, the data is merely perceived and no further processing 
of the data takes place. The data perceived is dependent on a range of factors, 
including the task being performed, the operator‟s goals, experience, expectations and 
systemic factors such as system capability, interface design, level of complexity and 
automation. According to Endsley (1995a), “a person‟s goals and plans direct which 
aspects of the environment are attended to in the development of SA” (Endsley, 
1995a, pg 47). 
Level 2 SA involves the interpretation of level 1 data in a way that allows an individual 
to comprehend or understand its relevance in relation to their task and goals. During 
the acquisition of level 2 SA “the decision maker forms a holistic picture of the 
environment, comprehending the significance of objects and events” (Endsley, 1995a, 
pg 37). Similar to level 1 SA, the interpretation and comprehension of SA-related data 
is influenced by an individual‟s goals, expectations, experience in the form of mental 
models, and preconceptions regarding the situation. Key here is the use of experience 
in the form of mental models to facilitate the acquisition of level 2 SA. Endsley 
suggests that more experienced operators use mental models to facilitate this 
integration of level 1 elements and goals to achieve comprehension. 
The highest level of SA involves prognosticating the future states of the system and 
elements in the environment. Using a combination of level 1 and 2 SA-related 
knowledge, and experience in the form of mental models, individuals can forecast 
likely future states in the situation. For example, a military pilot forecasts, based on 
level 1 and level 2-related information (e.g. location, positioning, objectives etc) and 
experience, that an aircraft might attack in a certain manner (Endsley, 1995a). The 
pilot can do this through perceiving and understanding the speed, location, formation 
and movements of enemy aircraft and comparing this to experience (in the form of 
mental models) of similar situations. This comparison of situational data with past 
experience allows operators to project future situational states.  
One of the key assumptions of the three-level model is the critical role of mental 
models in the development and maintenance of SA. According to Endsley (1995a), 
features in the environment are mapped to mental models in the operators mind, and 
the models are then used to facilitate the development of SA. Mental models (formed 
by training and experience) are used to facilitate the achievement of SA by directing 
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attention to critical elements in the environment (level 1), integrating the elements to 
aid understanding of their meaning (level 2) and generating possible future states and 
events (level 3).  
Bedny and Meister (1999) describe SA through a theory of activity approach that 
outlines the various cognitive processes that are associated with human behaviour. 
The theory of activity itself purports that individuals possess goals, which represent an 
ideal image or desired end state of activity, motives that direct them towards the end 
state, and methods of activity (or actions) that permit the achievement of these goals 
(Bedny and Meister, 1999). Differences between the goals and the current situation 
motivate an individual to take action towards achieving the goal. According to the 
theory, activity comprises three stages: the orientational stage, the executive stage and 
the evaluative stage (Bedny and Meister, 1999). The orientational stage involves the 
development of an internal representation or picture of the world or current situation. 
The executive stage involves proceeding towards a desired goal via decision-making 
and action execution. Finally, the evaluative stage involves assessing the situation via 
information feedback, which in turn influences the executive and orientational 
components. The functional model of activity is presented in Figure 2-2.  
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Figure 2-2. Interactive sub-systems approach to situation awareness (Adapted from Bedny and Meister 
1999). 
Bedny and Meister (1999) suggest that each of the functional blocks presented in 
Figure 2-2 has a specific role to play in the development and maintenance of SA and 
that the blocks orientate themselves towards the achievement of SA. The 
interpretation of incoming information (function block 1) is influenced by an 
individual‟s goals (function block 2), conceptual model of the current situation 
(function block 8) and past experience (function block 7). This interpretation then 
modifies an individual‟s goals, experience, and conceptual model of the current 
situation. Critical environmental features are then identified (function block 3) based 
upon their significance to the task goals and the individual‟s motivation towards the 
task goal (function block 4), which directs their interaction with the world (function 
block 5). The extent to which the individual proceeds to engage the task goals is 
determined by their goals (function block 2) and their evaluation of the current 
situation (function block 6). The resultant experience derived from the individual‟s 
interaction with the world is stored as experience (function block 7), which in turn 
informs their conceptual model (function block 8). According to the model, the core 
processes involved in the acquisition of SA are the conceptual model (functional 
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block 8), the image-goal (functional block 2) and the subjectively relevant task 
conditions (function block 3). 
Taking the example of a military commander, Bedny & Meister‟s model suggests that a 
commander interprets information received from the world (function block 1) based on 
his past experience and knowledge of similar situations (function block 7), his abstract 
model of the world (function block 8) and mission goals (function block 2). The 
commander then identifies task critical cues in the environment (function block 3) based 
upon their significance to his goals, his motivation towards these goals (function block 
4) and his interaction with the world (function block 5). Based on the comprehension of 
these task critical cues, his goals and motivation, the commander then decides on an 
appropriate course of action (function block 5) and interacts with the world accordingly 
(i.e. communicates with subordinates, monitors outcomes and receives feedback). His 
interactions and outcomes are then stored as experience (function block 7), which in 
turn informs his representation or conceptual model of the world (function block 8).  
Smith and Hancock‟s (1995) ecological approach takes a more holistic stance, viewing 
SA as a „generative process of knowledge creation and informed action taking‟ (1995, p. 
138). Their description is based upon Neisser‟s (1976) perceptual cycle model, which 
describes an individual‟s interaction with the world and the influential role of schemata 
in these interactions. According to the perceptual cycle model our interaction with the 
world (termed explorations) is directed by internally held schemata. The outcome of 
interaction modifies the original schemata, which in turn directs further exploration. 
This process of directed interaction and modification continues in an infinite cyclical 
nature.  
Using this model, Smith and Hancock (1995) suggest that SA is neither resident in the 
world nor in the person, but resides through the interaction of the person with the 
world. Smith & Hancock (1995, p. 138) describe SA as „externally, directed 
consciousness‟ that is an „invariant component in an adaptive cycle of knowledge, action 
and information‟. Smith and Hancock (1995) argue that the process of achieving and 
maintaining SA revolves around internally held mental models, which contain 
information regarding certain situations. These mental models facilitate the anticipation 
of situational events, directing an individual‟s attention to cues in the environment and 
directing their eventual course of action. An individual then conducts checks to confirm 
that the evolving situation conforms to their expectations. Any unexpected events serve 
to prompt further search and explanation, which in turn modifies the operators existing 
model. The perceptual cycle model of SA is presented in Figure 2-3. 
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Figure 2-3. The perceptual cycle model of SA (Adapted from Smith and Hancock, 1995). 
Unlike the three level model (and similar to the activity theory model), which depicts 
SA as a product separate from the processes used to achieve it, SA is viewed a both 
process and product, offering an explanation of the cognitive activity involved in 
achieving SA and also a judgement as to what the product of SA comprises. Smith 
and Hancock‟s (1995) complete model therefore views SA as more of a holistic 
process that influences the generation of situational representations. For example, in 
reference to air traffic controllers „losing the picture‟, Smith and Hancock suggest, 
“SA is not the controller‟s picture. Rather it is the controllers SA that builds the 
picture and that enables them to know that what they know is insufficient for the 
increasing demands.” (Smith and Hancock, 1995, p. 142). 
In a similar fashion, Adams, Tenney & Pew (1995) used a modified version of 
Neisser‟s (1976) perceptual cycle model in an attempt to clarify the cognitive 
components involved in the acquisition and maintenance of SA. Adams et al (1995) 
mused on the interdependence between the process of SA and the product of SA and 
subsequently argued that Neisser‟s (1976) model could be used to describe how SA is 
acquired and maintained, suggesting that “SA can be seen as both product and 
process. As product, it is the state of the active schema-the conceptual frame or 
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context that governs the selection and interpretation of events. As process, it is the 
state of the perceptual cycle at any given moment. As process and product, it is the 
cyclical resetting of each by the other” (Adams et al, 1995, p.89). Further, they used 
Sanford & Garrod‟s (1981; cited in Adams et al, 1995) work on explicit and implicit 
focus in working memory to speculate on the mechanisms of SA. This suggests that 
working memory contains two bins, explicit focus and implicit focus, and that long-
term memory too contains two bins, episodic memory and semantic memory. Adams 
et al subsequently added these aspects to the perceptual cycle model in order to 
explain how SA is achieved and maintained. According to Adams et al, the explicit 
and implicit focus bins could replace the „schema of present environment‟ box within 
the perceptual cycle (see Figure 3) and the episodic and semantic memory bins could 
replace the „cognitive map of the world and its possibilities‟ box.  
More recently, Hourizi and Johnson (2003) developed and tested a model of 
awareness based on existing cognitive constructs. Inspired by interacting cognitive 
sub-systems theory, they suggest that information has to pass through a series of 
cognitive processes before it can be considered as „awareness‟ (Hourizi & Johnson, 
2003). Hourizi and Johnson‟s model suggests that awareness involves information in 
the world passing through four sub-processes: 1) information is available in the world; 
2) information is perceived; 3) information is attended to; and 4) information is 
subject to higher level cognitive processing. For example, their account suggests that, 
within the cockpit, information that is available in the world is perceived by the pilot. 
This information is then attended to by the pilot, following which it is subject to 
further, higher level semantic cognitive processing which allows the pilot to 
understand the implication of the information in question. 
Similarities between Hourizi and Johnson‟s model and Endsley‟s three level model are 
apparent. Level 2 in this case is similar to Endsley‟s level 1, where information in the 
world is perceived but no interpretation occurs; Level 4 in Hourizi & Johnson‟s model 
ostensibly is similar to Endsley‟s level 2, where the information perceived is 
understood in light of ones goals. 
Hourizi and Johnson (2003) suggest that the model can be used to explain different 
SA breakdowns within the cockpit by specifying the SA sub-process that failed. They 
cite the example of information being available in the cockpit but not being seen by 
the pilot as a failure of level 2 (perception), the instance where information is picked 
up visually but is not attended to due to the pilots attention being elsewhere as an 
example of a level 3 failure, and the instance where information is available, seen, 
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attended to, but not understood as a level 4 failure. They suggest that the model can 
be used to ask focussed questions (i.e. at each level) during the early stages of the 
design process in order to predict potential SA-related problems. 
2.2.4 Summary of Individual SA Models 
In order to identify the most appropriate individual SA model for describing SA in 
complex sociotechnical systems, the different models described above were evaluated. 
For this purpose, a set of criteria for describing and evaluating the models was 
developed based on existing HF review articles and also other HF theory and 
methods criteria taken from the literature (e.g. Kirwan, 1992, 1998; Salmon et al, 2006; 
Stanton & Young, 1999b; Stanton, Hedge, Brookhuis, Salas & Hendrick, 2004; 
Stanton, Salmon, Walker, Baber & Jenkins, 2005). The criteria used included: 
 Model name and acronym – presents the name of the model and any associated 
acronyms; 
 Domain of origin – details the domain in which the model originally emerged; 
 Domain(s) of application – details the domains in which the model has 
subsequently been applied; 
 Theoretical underpinning – describes the use of any established psychological 
theory to underpin the model; 
 Process – summarises the process of developing and maintaining SA according to 
the model; 
 Composition – describes the composition of SA according to the model; 
 Novelty – describes the novelty of the model based on how it differs from 
existing psychological models; 
 Measure – describes any related SA measurement approaches; 
 Process or Product – delineates whether the model describes SA as a process, a 
product or as a combination of the two; 
 Citation – depicts the number of citations derived from a cursory analysis of 
peer-reviewed journal articles; 
 Main strengths – lists the main strengths of the model in relation to its use in 
system design and evaluation; and 
 Main weaknesses – lists the main weaknesses of the model in relation to its use in 
system design and evaluation.  
The individual SA models are evaluated in Table 2-1.  
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Table 2-1. Individual SA theory comparison table 
Main WeaknessesTheoretical UnderpinningTheory CompositionProcess Novelty Main StrengthsMeasure
1. Fails to cater for the dynamic nature of SA
2. SA process oriented definition is contradictory to 
the description of SA as a „product‟ comprising three 
levels
3. Based on ill defined and poorly understood 
psychological models (e.g. information processing, 
mental models)
Information Processing 
Theory
Recognition Primed 
Decision Making Model 
(Klein, 1990)
Three Level Model 
(Endsley, 1995a)
Perception, comprehension 
and projection of SA elements
Perception of elements
Comprehension of meaning
Projection of future states
Not distinct 
from 
information 
processing 
models
1. Simple intuitive description of SA
2. Division of SA into levels is neat and permits 
measurement using SAGAT approach
3. Holistic approach that considers factors such as 
system & interface design, workload and training 
SAGAT (Endsley, 
1995b)
SA Requirements 
Analysis (Endsley, 
1993)
1. Does not translate easily to SA description and 
measurement
2. Limited applications
3. The actual correlation between SA and 
performance is complex and not yet fully understood
Perceptual Cycle Model 
(Niesser, 1976)
Perceptual Cycle Model 
(Smith & Hancock, 1995)
Externally directed 
consciousness
Schema driven exploration 
& modification 
Subset of 
activated 
schema which 
is externally 
focussed
1. Dynamic description of SA acquisition, maintenance 
and update of schema
2. Sound theoretical underpinning
3. Completeness of model is attractive i.e. it describes 
both the process of acquiring SA and the product of SA
Task Performance
Risk Space (Smith 
& Hancock, 1995)
1. Limited application and the model lacks supporting 
empirical evidence
2. Underpinning activity theory remains unclear
3. No measurement approach suggested
Theory of Activity Model 
(Bedny & Meister, 1999)
Theory of Activity Model 
(Bedny & Meister, 1999)
Incoming Information
Goals 
Conceptual Model of Situation
Past Experience
Environmental Features
Motivation towards task goals
Subjectively relevant Task 
Conditions
Orientational Stage
Executive Stage
Evaluative Stage
Separate 
functional 
block within 
activity theory 
model
1. Model offers a more complete, dynamic description of 
SA than the three-level model
2. Clear description of each functional blocks role in SA 
acquisition and maintenance is useful
3. SA described as a distinct and separate entity
N/A
Process or 
Product?
Product
Process & 
Product
Process & 
Product
Domain Applications
Military (Aviation, 
Infantry Ops), Air 
Traffic Control, 
Aviation (Flight & 
Maintenance), Driving, 
Nuclear Power,
Air Traffic Control
N/A
1. More of a discussion than a model
2. Model not since advanced through study
3. Embedded tasks measurement approach has 
received only limited attention
Working Memory
Mental Models
Situation Assessment
Awareness
Sarter & Woods (1991)
Accessible and Activated 
Knowledge
Conscious and available 
mental contents
Integration of knowledge 
derived from situation 
assessments
Activated 
knowledge in 
working 
memory 
derived from 
situation 
assessment
1. Explicitly considers the temporal dimensions of SA
2. Attempts to differentiate between SA and existing 
psychological constructs such as mental models and 
awareness
Embedded Tasks
Process & 
Product
Aviation
1. The use of computational modelling to measure 
SA is questionable
2. Limited applications of the model; theory not since 
advanced
Perceptual Cycle Model 
(Niesser, 1976)
Working Memory Theory
(Sanford & Garrod, 1981)
Adams, Tenney & Pew 
(1995)
Active Schema
Explicit and Implicit focus in 
Working Memory
Schema driven exploration 
& modification 
Activated 
Schema
1. Sound theoretical underpinning
2. Dynamic description of SA acquisition, maintenance 
and update of schema
3. Completeness of model is attractive i.e. it describes 
both the process of acquiring SA and the product of SA
Computational 
Modelling
Process & 
Product
Aviation
1. Limited explanation of the process of acquiring and 
maintaining SA
2. Measurement approach requires simulation
3. Limited applications within published literature
Interactive Cognitive Sub-
systems (Bernard & May, 
2000)
Rushby (1999)
Predictive account of 
awareness
Hourizi & Johnson (2003)
Perceptual level awareness
Semantically Processed level 
of awareness
1) information availability; 
2) perception of information; 
3) attention; and 
4) Higher level cognitive 
processing
Differentiation 
between 
perception 
and semantic 
level SA
1. Attempts to differentiate between perceptual level of 
SA and semantically processed level of SA
2. Use theory to test interface design concept
Undesirable 
Interventions
Man-Machine 
Interactions
Verbal Protocol 
Analysis
Participant De-
Brief
Process & 
Product
Aviation
1.  No description of the process of acquiring and 
maintaining SA
2. Measurement approach (SART) has performed 
poorly in validation studies
3. Does not clearly explain link between workload 
and SA
Theories of Attention and 
Cognition 
Taylor (1990)
Demand, Supply of attentional 
resources, Understanding
10 Dimensions - familiarity, 
focusing, information quantity, 
instability, concentration, 
complexity, variability, arousal, 
information quality and spare 
capacity.
1. Attentional Demand
2. Supply of Attentional 
Resources
3. Situational Understanding
Multi-
dimensional 
charcterisatio
n of SA
1. Attempts to identify the different dimensions 
comprising SA
2. Proposes measurement approach based on SA 
dimensions
3. Based on pilot knowledge elicitation exercise
Situation 
Awareness Rating 
Technique (Taylor, 
1990)
Process & 
Product
Military (Aviation, 
Infantry Ops), Air 
Traffic Control, 
Aviation (Flight & 
Maintenance), Driving, 
Nuclear Power,
Domain of Origin
Aviation
Air Traffic Control
N/A
Aviation
Aviation
Aviation
Aviation
Citations
52
5
4
16
9
1
7
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Endsley‟s three level model is undoubtedly the most popular and widely applied of the 
models described with over 50 citations in the peer reviewed HF literature. On a 
positive note, the model is generic and presents a simplistic and intuitive description 
of SA, which has subsequently led to its application in a plethora of different domains. 
Further, the popularity of the model is such that it has been extended in order to 
describe team SA (e.g. Endsley & Jones, 2001; Endsley & Robertson, 2000).  The 
model‟s utility lies in its simplicity and also the division of SA into three hierarchical 
levels, which allows the construct to be measured easily and effectively and also 
supports the abstraction of SA requirements (e.g. Matthews, Strater & Endsley, 2004) 
and the development of training strategies and design guidelines (e.g. Endsley, Bolte & 
Jones, 2003) to support the acquisition of the different SA levels. Endsley‟s model is 
also comprehensive in that it speculates on the various different factors (individual, 
task and system) that impact an individual‟s acquisition and maintenance of SA. The 
notion that experienced operator‟s use internally held mental models formed by 
experience in order to facilitate the development of the higher levels of SA is also 
fitting, and can be used to effectively explain the differences between the levels of SA 
achieved by novices and experts. This concept is also underpinned by Klein‟s theory 
of recognition-primed decision-making (Klein, 1998).  
Despite its popularity, the three-level model has many flaws. The model is ostensibly a 
linear feedback model of SA and so ignores the notion that SA is much as a feed 
forward phenomena as a feedback one. For example, driving without attention mode 
(Kerr, 1991; May & Gale, 1998) describes how drivers arrive at destinations without 
being aware of how they got there and relates to the notion that experts are likely to 
be able to generate SA without necessarily perceiving all of the elements in the 
environment (i.e. project with perception etc). Such a driver would of course be 
deemed to have poor SA under Endsley‟s model. In addition, many have questioned 
the similarities between Endsley‟s model and the construct of working memory, which 
in turn has led to them questioning the notion that SA represents a construct in its 
own right. There is also a lack of empirical evidence supporting the model and it is 
questionable whether or not a testable hypothesis could in fact be generated using this 
perspective (although this is perhaps a criticism that can be levelled at all SA models).  
Taking a closer look at the model reveals other problems. The description of SA being 
ones awareness, comprehension and projection of „elements‟ in the environment is all 
very well, however, there is little consideration given to the links and interactions 
between these elements and the individuals cognisance of this. The linkage between 
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elements could conceivably determine the character of SA as much as the elements 
themselves. Also, Endsley distinguishes between the product of SA and the processes 
that are used to achieve it and suggests that the two are separate. Her account is 
therefore contradictory, since it refers to the „perception of the elements‟, the 
„understanding of their meaning‟, and the „projection of future states‟, all of which 
could be taken to be processes involved in the development of SA. The model can 
also be criticised for its sequential (or linear) description of the process of achieving 
SA (i.e. level 1 then level 2 then level 3) since it may be that higher levels of SA, 
particularly level 3 can be achieved without the development of the preceding levels.  
A number of researchers have also criticised the model for basing its theoretical 
foundations on what are evidently poorly understood constructs themselves. Smith 
and Hancock (1995), for example, suggest that its reference to mental models, which 
themselves are ill defined, is problematic. Similarly, Uhlarik & Comerford (2002) 
criticised Endsley‟s model for its use of an information-processing model containing 
psychological constructs that are not yet fully understood and that are subject to great 
debate themselves. The model has also been criticised for its inability to cope with the 
dynamic nature of SA. Uhlarik & Comerford (2002) point out that the process of 
achieving SA presented by the three level model is both static and finite. 
The activity theory model description presented by Bedny and Meister offers perhaps 
a more dynamic description of the process of acquiring SA. In particular, the 
description of the way in which SA dynamically modifies interaction with the world 
and then interaction with the world dynamically modifies SA is logical, and goes 
beyond the static perspective taken by Endsley‟s model. Moreover, the clear 
elucidation of each of the functional blocks roles in the development of SA is useful.  
The activity model, however, is also not without its flaws. The activity theory has not 
yet been fully embraced by psychologists and there is a distinct lack of empirical 
evidence that supports the model. The model has also received far less attention than 
the three-level and perceptual cycle models. Further, the process and product 
approach adopted by the model makes the measurement of SA from this perspective 
very difficult. In addition, like most other SA related models, the activity theory model 
does not attempt to cater for, or explain, team or shared SA and has not been 
extended to do so. Finally, the model lacks ecological validity since it only shows a 
one-way link between function blocks 2 and 4, and also there is no link to the world 
from function block 5; the model is therefore closed loop since there is no output or 
feedback prescribed within it. 
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The perceptual cycle model (Smith and Hancock, 1995) offers a complete description 
of how SA is achieved and maintained. The model has sound underpinning theory 
(Neisser, 1976) and is complete in that it refers to the continuous cycle of SA 
acquisition and maintenance, including both the process (the continuous sampling of 
the environment) and the product (the continually updated schema) of SA. Their 
description also caters for the dynamic nature of SA and more clearly describes an 
individual‟s interaction with the world in order to achieve and maintain SA whereas 
Endsley‟s model seems to place the individual as a passive information receiver. The 
model therefore considers the individual, the situation and the interactions between 
the two. The definition and model presented by Smith and Hancock (1995), in the 
author‟s opinion at least, comes closest to most accurately describing the construct. 
Adams, Tenney & Pew‟s (1995) perceptual cycle model is also attractive for the same 
reasons, but mainly for its ability to describe how SA is dynamically acquired, 
maintained and updated. Adams et al (1995) also logically use the model to explain 
anticipation (or level 3 SA as described by Endsley). 
Disappointingly, however, both Adams et al (1995) and Smith and Hancock‟s model 
have not received anywhere near the attention that Endsley‟s model has. Further, 
measuring SA in line with the perceptual cycle models is difficult since they consider 
internally held schema and externally directed consciousness, both of which are 
difficult to assess. It is also notable that, despite their attractiveness as accounts of SA, 
the perceptual cycle models have not yet been extended in order to describe team SA. 
Aside from Endsley‟s model, all of the other approaches described have received only 
very limited attention. Sarter & Woods (1991) approach is useful in that it focuses on 
the temporal dimensions of SA and emphasises the differences between SA, mental 
models and situation assessment. Taylor‟s (1990) work has received attention but 
more so for the Situation Awareness Rating Technique (SART; Taylor, 1990) 
measurement approach that was subsequently developed.  
To summarise, each theory has its useful components. Stanton et al (2001) points out 
that three level model, the perceptual cycle model and the activity theory model all 
have an element of truth in them. The definition of SA as externally directed 
consciousness, in this authors view, certainly holds the most credibility and in terms 
of theoretical utility. Smith and Hancock‟s and Adams et als models are perhaps the 
most useful since they cater for the dynamic aspects of SA. Endsley‟s three level 
model, on the other hand, offers a very intuitive description of SA which allows 
researchers to measure it simplistically and also to abstract SA requirements at each 
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level. Also useful is the description of the individual, task and system factors affecting 
SA acquisition and maintenance offered by Endsley (1995a). It is perhaps for these 
reasons that it has been embraced by researchers wishing to describe and measure the 
nature and content of operator SA in complex systems.  
Disappointingly, there is no empirical evidence that directly validates the models 
discussed. If SA is a cognitive phenomenon it cannot be observed directly, which 
makes the validation of SA models somewhat difficult. Further, the extent to which 
SA represents a psychological construct in its own right has been questioned. Moray 
(2004) for example defines SA not as a unique psychological function, but simply as 
the ability to “keep track of what is going on around you in a complex and dynamic 
environment.” (p. 4). Others have pointed out strong similarities with the construct of 
working memory. Bell and Lyon, for example, suggest that SA is “eventually reducible 
to some form of [..] information in working memory” (Bell & Lyon, 2000. p.42). It is 
worth pointing out, here, that this is not the case should SA be viewed as a „social‟ 
phenomenon (e.g. Hutchins, 1995); in this case, SA is taken to reside in the artefacts 
and conversations around us. 
Aside from judgements on the validity of the different models discussed, the 
overarching conclusion to take from the individual SA models review is that none of 
the models, in their present form at least, are easily extendable to the description of 
SA within collaborative environments; all focus exclusively on SA „in the head‟ of 
individual operators and cannot be used to describe SA during collaborative 
endeavour. The next section of this review therefore considers the different team SA 
models presented in the literature. 
2.3 SA in Collaborative Systems 
The use of teams has increased significantly over the past three decades (Savoie, cited 
in Salas, 2004). This is primarily due to two factors; firstly the increasing complexity of 
work and work procedures and secondly because appropriately trained and 
constructed teams can potentially offer a number of advantages over the use of 
individual operators, including the ability to better perform more difficult and 
complex tasks, greater productivity and improved decision making (Orasanu and 
Fischer, 1997), more efficient performance under stress (Salas & Cannon-Bowers, 
2004) and a reduction in the number of errors made (Wiener, Kanki & Helmreich, 
1993; cited in Salas & Cannon-Bowers, 2004).  
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Due to the significant presence of teams in contemporary systems (Fiore, Salas, 
Cuevas & Bowers, 2003), the construct of team SA is currently receiving increased 
attention from the HF community. Further, as increases in technological capability 
continue, the presence of teams within complex systems is likely to increase 
significantly (Fiore et al, 2003). A team is characterised as consisting of two or more 
people, dealing with multiple information sources and working to accomplish a shared 
or common goal of some sort. Salas, Prince, Baker and Shrestha (1995, p. 127) define 
a team as “a distinguishable set of two or more people who interact dynamically, 
interdependently and adaptively toward a common and valued goal, who have each 
been assigned specific roles or functions to perform and who have a limited life span 
of membership”.  
Collaborative endeavour comprises two forms of activity: teamwork and taskwork. 
Teamwork refers to those instances where individuals interact or co-ordinate 
behaviour in order to achieve tasks that are important to the team‟s goals (i.e., 
behavioural, attitudinal, and cognitive responses coordinated with fellow team 
members), whilst taskwork (i.e., task-oriented skills) describes those instances where 
team members are performing individual tasks separate from their team counterparts. 
Wilson, Salas, Priest and Andrews (2007) define teamwork as “a multidimensional, 
dynamic construct that refers to a set of interrelated cognitions, behaviours and 
attitudes that occur as team members perform a task that results in a coordinated and 
synchronised collective action.”  According to Glickman, Zimmer, Montero, 
Guerette, Campbell, Morgan, and Salas (1987; cited in Burke. 2004) team tasks require 
a combination of taskwork and teamwork skills in order to be completed effectively. 
2.3.1 Team situation awareness 
Team SA is indubitably more complex than individual SA. Salas, Prince, Baker and 
Shrestha (1995) point out that there is a lot more to team SA than merely combining 
individual team member SA. Further, Salas, Muniz and Prince (2006) argue that, due 
to the cognitive nature of team SA, research into the construct is difficult, deficient 
and complex. Consequently, team SA suffers from a similar level of contention as the 
area of individual SA does.  
Ostensibly team SA is multi-dimensional, comprising individual team member SA, 
shared SA between team members, and also the combined SA of the whole team, the 
so-called „common picture‟. Add to this the various team processes involved (e.g. 
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communication, co-ordination, collaboration, etc) and the complexity of the construct 
quickly becomes apparent. Most attempts to understand team SA have centred on a 
„shared understanding‟ of the same situation. Nofi (2000, p.12), for example, defines 
team SA as “a shared awareness of a particular situation” and Perla, Markowitz, Nofi, 
Weuve, Loughran and Stahl (2000, p. 17) suggest that “when used in the sense of 
„shared awareness of a situation,‟ shared SA implies that we all understand a given 
situation in the same way”. Stout et al (cited in Salas, Muniz and Prince, 2006) 
suggested that team SA comprises each team members SA and the degree of shared 
understanding between team members. 
Based on a review of the literature, Salas et al (1995) proposed a framework of team 
SA, suggesting that it comprises two critical, but poorly understood, processes 
individual SA and team processes. According to Salas et al (1995), team SA depends 
on communications at various levels. The perception of SA elements is influenced by 
the communication of mission objectives, individual tasks and roles, team capability 
and other team performance factors. Salas et al (1995) suggested that schema 
limitations can be offset by information exchange and communication, the 
information to support this being provided by communication and co-ordination 
between team members. The comprehension of this information is impacted by the 
interpretations made by other team members, so it is evident that SA leads to SA and 
also modifies SA, in that individual SA is developed, and then shared with other team 
members, which then develops and modifies team member SA. Thus, a cyclical nature 
of developing individual SA, sharing SA with other team members, and then 
modifying SA based on other team members SA is apparent. Salas et al (1995) also 
highlighted the importance of team processes such as communication, assertiveness 
and planning, all of which they suggest contribute to the acquisition and maintenance 
of team SA. Salas et al (1995) subsequently define team SA as “the shared 
understanding of a situation among team members at one point in time (Salas et al, 
1995, p.131) and concluded that team SA “occurs as a consequence of an interaction 
of an individual‟s pre-existing relevant knowledge and expectations; the information 
available from the environment; and cognitive processing skills that include attention 
allocation, perception, data extraction, comprehension and projection” (Salas et al, p. 
125). Salas et al's model of team SA is presented in Figure 2-4. 
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Figure 2-4. Team situation awareness model (adapted from Salas et al, 1995). 
Wellens (1993) used a model of distributed decision-making (Wellens & Ergener, 
1988; cited in Wellens, 1993) to describe SA during collaborative activity. Wellens 
(1993) suggested that the key to team SA lies in the arrangement of teams so that 
sufficient overlap between team member SA occurs to support co-ordination, but also 
so that sufficient separation between members allows individual SA acquisition. 
Wellens (1989a; cited in Wellens, 1993, p.272) defined group or team SA as “the 
sharing of a common perspective between two or more individuals regarding current 
environmental events, their meaning and projected future”.  
Shu and Furuta (2005) recently proposed a novel theory of team SA based on 
Endsley‟s (1995a) model and Bratman‟s (1992; cited in Shu and Furuta, 2005) theory 
of shared co-operative activity. They suggested that team SA comprises both 
individual SA and mutual awareness (the awareness that a co-operative entirety have 
of each other‟s activities, beliefs and intentions) and can be described as a partly 
shared and partly distributed understanding of situation among team members. Shu 
and Furuta (2005) defined team SA as, “two or more individuals share the common 
environment, up-to-the-moment understanding of situation of the environment, and 
another person‟s interaction with the cooperative task.” (Shu and Furuta, 2005, p. 
274). 
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2.3.2 Shared situation awareness 
Endsley (19995) and Endsley & Jones (1997) make the distinction between team SA 
and shared SA. Shared SA refers to the level of overlap in common SA elements 
between team members. That is, each team member has specific SA requirements for 
their task, some of which may overlap with other team member‟s requirements. 
Shared SA is defined as “the degree to which team members have the same SA on 
shared SA requirements” (Endsley & Jones, 1997, p. 54). Team SA, on the other 
hand, is defined as, “the degree to which every team member possesses the SA 
required for his or her responsibilities” (Endsley, 1995b, p. 31). Endsley (1995b) 
suggests that, during team activities, SA can overlap between team members, in that 
individuals need to perceive, comprehend and project SA elements that are specifically 
related to their specific role in the team, but also elements that are required by 
themselves and by other members of the team. Successful team performance requires 
that individual team members have good SA on their specific elements and also the 
same SA for those elements that are shared (Endsley & Robertson, 2000). This is 
represented in Figure 2-5. 
Team 
Member A 
Team 
Member D
Team 
Member C 
Team 
Member B
= Individual team member SA elements
= Shared SA elements                                      
 
Figure 2-5. Team and shared situation awareness (adapted from Endsley, 1995b). 
Endsley‟s shared SA account has been applied in a number of domains. For example, 
in conclusion to a review of team SA in aircraft maintenance teams, Endsley and 
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Robertson (2000) suggested that good team SA is dependent on team members 
understanding the meaning of the information that is passed between one another. 
According to Endsley and Robertson (2000), this means that teams need to share 
pertinent data and the higher levels of SA, such as the significance of SA elements to 
the team‟s goals and projected states. Endsley and Robertson (2000) go on to suggest 
that the primary factors linked to team performance are shared goals, the 
interdependence of team member actions, and the division of labour between team 
members. This means that some SA requirements are independent but also that team 
members possess shared goals and perform interdependent activities, which means 
that they also possess shared SA requirements. Efficient team performance, according 
to Endsley & Robertson, is dependent upon team members having good SA on their 
own SA requirements and the same SA on shared SA requirements. 
2.3.3 Development of team and shared situation awareness 
The role of team behaviours, such as team co-ordination, collaboration, adaptability, 
and co-operation (Fiore et al, 2003) and team attitudes, such as team trust and 
cohesion, collective efficacy and orientation (Fiore et al, 2003) is often only briefly 
considered when describing team SA. Salas et al (1995) for example point out that 
there has been little consideration of the effects of team process variables on team SA. 
It seems logical to assume that an increased level of teamwork will lead to enhanced 
levels of team SA; however, the specific relationship between team SA and team 
behaviours and attributes remains largely unexplained. Most researchers have focused 
on communication as the key element in the acquisition of team SA. Nofi (2000), for 
example, cites communication as the most critical element in the creation of team or 
shared SA and Entin & Entin (2000) report that communication is a prerequisite for 
high levels of team SA. Salas et al (1995) suggest that those team processes that 
facilitate communication, such as assertiveness, planning and leadership contribute to 
team SA development. Salas, Burke & Samman (2001) suggest that one of the key 
factors in facilitating shared SA is a climate that supports clear and open 
communication. Endsley (1995a) mirrors this view by suggesting that that team 
member SA of shared elements may provide an index of teamwork (i.e. co-ordination) 
or team communications.  
Bolstad & Endsley (2000) propose that the development of shared SA involves the 
following four factors: shared SA requirements (e.g. the degree to which team 
members understand which information is needed by other team members), shared 
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SA devices (e.g. communications, shared displays and the shared environment), shared 
SA mechanisms (e.g. shared mental models), and shared SA processes (effective team 
processes for sharing relevant information). Lloyd & Alston (2003) argue that team 
members acquire individual SA and then communicate this throughout the team, 
which leads to a common team understanding. Another key aspect of teamwork that 
is critical to team SA is the process of mutual monitoring, whereby team members 
monitor one another‟s activities (e.g. Rognin, Salembier & Zouinar, 1998), allowing 
the extraction of situational information without explicit verbal communication and 
also of other team members understanding of it. Mutual performance monitoring 
represents the “the ability to keep track of fellow team members work, while carrying 
out their own work, to ensure that everything is running as expected and to ensure 
that they are following procedures correctly” (Wilson et al, 2007); this requires team 
members to have an understanding of the individual team members, overall team 
tasks, as well as an awareness of the team members roles, responsibilities and an 
expectation of what team members should be doing.  
Another key concept thought to be critical to team SA is the notion of shared mental 
models. Mental models are essentially internal representations of a system or process 
and have been defined as “knowledge structures, cognitive representations or 
mechanisms which humans use to organise new information, to describe, explain and 
predict events as well as to guide their interactions with others” (Paris, Salas & Canon-
Bowers, 2000). Fiore et al (2003) suggest that a shared mental model is, “the activation 
in working memory of team and task-related knowledge while engaged in team 
interaction”. According to Klein (2000), shared mental models refer to the extent that 
members have the same understanding of for the dynamics of key processes; for 
example, roles and functions of each team member, nature of the task, and use of 
equipment. Stout, Cannon-Bowers, Salas & Milanovich (1999) suggest that shared 
mental models “are thought to provide team members with a common understanding 
of who is responsible for what task and what the information requirements are. In 
turn, this allows them to anticipate one another‟s needs so that they can work in 
sync”. According to Cannon-Bowers et al (1993; cited in Salas et al, 1995) shared 
mental models are organised bodies of knowledge that are shared across members of 
a team (Cannon-Bowers et al, 1993; cited in Salas et al, 1995). Cannon Bowers and 
Salas (1997) suggest that shared mental models contain overall task and team goals 
and knowledge of individual tasks and team member roles. Endsley & Jones (1997) 
argue that shared mental models should incorporate an understanding of other team‟s 
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roles, plans, information requirements, potential new re-plans and the ability to 
project the actions and responses of other teams. 
The importance of shared mental models in the development and maintenance of 
team SA has been postulated by a number of researchers in the field. According to 
Fox, Code & Langfield-Smith (2000) effective team functioning requires the existence 
of a shared or team mental model among members of a team. Fiore et al (2003) 
suggest that effective teams develop shared mental models that they use to co-
ordinate behaviour. It is also thought that shared mental models facilitate 
communications between team members (Perla et al, 2000) and can allow team 
members to forecast the behaviour of other team members (Fiore et al, 2003; Salas, 
Stout and Cannon Bowers, 1994). Cannon-Bowers et al (1993; cited in Salas et al, 
1995) suggest that when communications channels are limited, shared mental models 
allow team members to anticipate other team member behaviours and information 
requirements. Further, they suggest that shared mental models of team tasks allow 
team members to perform functions from a common frame of reference Endsley 
(1995) argues that team SA is more reliant on shared mental models than it is on 
verbal communication.  
2.3.4 Distributed situation awareness 
A more recent theme to emerge within the SA literature is the concept of distributed 
or systemic SA. Distributed SA (DSA) approaches are borne out of distributed 
cognition theory (Hutchins, 1995), which describes the notion of joint cognitive 
systems comprising of the people in the system and the artefacts that they use. Within 
such systems, cognition is achieved through co-ordination between the system units 
(Artman & Garbis, 1998) and is therefore viewed as an emergent property (i.e. 
relationship between systemic elements) of the system rather than an individual 
endeavour. DSA approaches thus use the system itself as the unit of analysis when 
studying SA rather than the individuals within it. This is in line with Ottino‟s (2003) 
assertion that, “complex systems cannot be understood by studying parts in isolation. 
The very essence of the system lies in the interaction between parts and the overall 
behaviour that emerges from the interactions. The system must be analysed as a 
whole” (p.293). 
DSA approaches therefore view team SA not as a shared understanding of the 
situation, rather as an entity that is separate from team members and is in fact a 
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characteristic of the system itself (Artman & Garbis, 1998). This contradicts Endsley‟s 
assumption that SA is a uniquely cognitive construct and instead takes a worldview on 
SA. Whilst recognising that individuals within a team possess their own SA for a 
particular situation and that team members may share their understanding of the 
situation (Artman & Garbis, 1998), DSA approaches assume that collaborative 
systems posses cognitive properties (such as SA) that are higher than individual 
cognition. SA, as are other systems level cognitive processes, is therefore taken to be 
an emergent property of collaborative systems; it resides in the cycle of activity rather 
than any one agent alone; it may be associated with agents but does not reside within 
them as it is borne out of the interactions between them. 
Artman & Garbis (1998) were the proponents of the distributed cognition approach 
to team SA, suggesting that when considering team performance in complex systems, 
it is necessary to focus on the joint cognitive system as a whole. In their description of 
SA as distributed cognition, they suggest that the SA of a team is distributed not only 
throughout the agents comprising the team, but also in the artefacts that they use in 
order to accomplish their goals. They also argued that in domains such as military 
command, teamwork is essential for success and thus a non-individual approach to 
the assessment of SA is necessary. Their distributed cognition approach focuses on 
the interactions amongst team members and artefacts rather than mental process and 
takes the joint cognitive system as the unit of analyses rather than the individual 
(Artman & Garbis, 1998). In looking at the construct of SA in this manner, it is 
assumed that the teams awareness of the situation is distributed throughout the joint 
system comprised of team members and the artefacts that they are using. No one 
member has the overall SA; rather it is distributed around the system.  Artman and 
Garbis (1998) defined team SA as, “the active construction of a model of a situation 
partly shared and partly distributed between two or more agents, from which one can 
anticipate important future states in the near future” (Artman & Garbis, 1998, p.2). 
Following on from Artman and Garbis (1998), Stanton, Stewart, Harris, Houghton, 
Baber, McMaster, Salmon, Hoyle, Walker, Young, Linsell, Dymott & Green (2006) 
recently proposed the foundations for a theory of DSA. They contend that, during 
collaborative or distributed activity, cognitive processes (such as SA) occur at the 
system‟s level, rather than an individual level. Mirroring the approach taken by 
Artman & Garbis (1998), it is suggested that SA-related knowledge is distributed 
across the agents and artefacts (both human and non-human) comprising the system 
and that these knowledge „themes‟ or „topics‟, labelled information elements, represent 
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what agents „need to know‟ in order to achieve success during task performance. In 
this case, the term „knowledge‟ represents the relationship between concepts (Shadbolt 
& Burton, 1995) and refers to task-level knowledge, which relates to the goals and 
sub-goals of the task being performed. The ownership, usage and sharing of 
knowledge is dynamic and is dependent upon the task and its associated goals. Agents 
therefore have different SA for the same situation, but their SA can be overlapping, 
compatible and complementary, and deficiencies in one agents SA can be 
compensated by another agent. Stanton et al define SA as „activated knowledge for a 
specific task, at a specific time within a system‟ (Stanton et al, 2006), which echoes 
Bell and Lyon‟s (2000) presumption that SA can be defined as knowledge in working 
memory about elements in the environment. Stanton et al propose then, that a 
situation requires the use of appropriate knowledge (held by individuals, captured by 
devices etc.) that relates to the state of the environment and those changes as the 
situation develops.  The „ownership‟ of this knowledge is initially at the system, rather 
than individual level. This notion could be further extend to include „meta-SA‟, where 
its knowledge of other agents‟ knowledge is contained in the system, such that each 
agent could potentially know where to go when they need to find something out. 
Stanton et al‟s model is described in full in chapter 3. 
2.3.5 Summary of collaborative SA models 
The team SA models described above are evaluated in Table 2-2.  
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Table 2-2. Team SA theory comparison table 
1. More of a simplistic extension of the individual 
three level model than a team model in its own right
2. Measurement is complex and impractical for real-
world distributed tasks
Three Level SA Model 
(Endsley, 1995a)
Team SA Model (e.g. 
Endsley & Robertson, 
2000)
Individual SA
Shared SA
(Overlapping SA 
Requirements)
Perception of elements
Comprehension of 
meaning
Projection of future states
Sharing of mental models
Team SA and 
Shared SA
1. Extension of the popular and widely applied three-
level model - sound theoretical underpinning and lots of 
supporting literature
2. Widely applied in a variety of domains
3. Comes with prescribed SA measurement approach 
(SAGAT)
SAGAT (Endsley, 
1995b)
SA Requirements 
Analysis (Endsley, 
1993)
1. Measurement approach is more suited to 
assessing team behaviour and performance than 
SA and team SA measurement applications are 
scarce
2. The model is based on a review of the team 
literature rather than naturalistic or empirical study 
3. Focussed more on team processes than on team 
SA 
Three Level SA Model 
(Endsley, 1995a)
Teamwork Theory
Team SA Model (Salas et 
al, 1995)
Individual SA
Team Processes
Information Seeking
Information Processing
Information Sharing
Perception of elements
Comprehension of 
meaning
Projection of future states
Team Processes
Team SA 
Processes
1. Provides an insight into the team processes linked to 
team SA
2. Based on a review of teamwork literature
3. Relates model to team training and speculates on 
what to measure and how to measure it during team 
SA assessments
Individual SA
Team Processes
Compatibility of 
mental models
TARGETS (Fowlkes 
et al, 1992)
1. SA assessments restricted to CITIES VR 
environment
2. Limited applications
Three Level SA Model 
(Endsley, 1995a)
Distributed Decision 
Making Model (Wellens & 
Ergener, 1988)
Team SA Model 
(Wellens, 1993)
Information space
Situation Space 
Action Space
Communication Bridge
Collection of raw data
Application of decision 
rules
Selection of plans
Information space
Situation Space
Action Space
Distributed 
Decision 
Making 
Model
1. CITIES experimental paradigm developed 
specifically for assessing team SA
2. Discussion of effects of different communications 
media on team SA
3. Based on model of distributed decision making
CITIES (Wellens, 
1993)
Post Task 
Questionnaire
Task Performance
1. Limited applications
2. No prescribed measurement approach
3. Does not describe individual SA processes
Distributed Cognition 
Theory (Hutchins, 1995)
Distributed Cognition 
Approach (Artman & 
Garbis, 1998)
Partly Shared and Partly 
Distributed Model of 
Situation
Shared & Distributed 
Models
Distributed 
Cognition 
Approach
1. Systems level description that permits both 
individual, collaborative and systemic SA assessments
2. Sound theoretical underpinning
Observation/Field 
Study
1. DSA description and measurement is subjective 
and often occurs post-task
2. Propositional Networks methodology lacks 
validation
3. Does not describe individual SA processes
Distributed Cognition 
Theory (Hutchins, 1995)
Distributed SA Theory 
(Artman & Garbis, 1998)
Distributed Situation 
Awareness Model 
(Stanton et al, 2006)
System Level Emergent 
Property
Activated Knowledge
Shared Knowledge
Individual SA
Sharing of Knowledge 
Elements
Team Processes
SA as an 
emergent 
property of 
collaborative 
systems
1. Systems level description that permits both 
individual, collaborative and systemic SA assessments
2. Sound theoretical underpinning
3. Has been applied in a variety of collaborative 
domains
Propositional 
Networks (Stanton, 
Salmon, Walker, 
Baber & Jenkins, 
2005)
Product
Process & 
Product
Process & 
Product
Process & 
Product
Process & 
Product
Military, Aviation 
Maintenance
None
Military
Teleoperations
Military, Maritime, 
Energy Distribution, 
Aviation, Air Traffic 
Control,  Emergency 
Services, Driving
1. More of a simplistic extension of the individual 
three level model than a team model in its own right
2. Measurement is complex and impractical for real-
world distributed tasks
Three Level SA Model 
(Endsley, 1995a)
Inter and Intra Team SA 
Model (Endsley & Jones, 
2001)
Individual Sa
Shared SA
Inter Team SA
Intra Team SA
Perception of elements
Comprehension of 
meaning
Projection of future states
Sharing of mental models
Inter & Intra 
Team SA
1. Extension of the popular and widely applied three-
level model - sound theoretical underpinning and lots of 
supporting literature
2. Considers Inter and Intra team SA
3. Comes with prescribed SA measurement approach 
(SAGAT)
SAGAT (Endsley, 
1995b)
SA Requirements 
Analysis (Endsley, 
1993)
ProductMilitary
Main Weaknesses
Theoretical 
Underpinning
Theory CompositionProcess Novelty Main StrengthsMeasure
Process or 
Product?
Domain Applications
1. Complex description of team SA
2. Measurement approach is limited to authors 
domain
3. Limited application or validation
Three Level SA Model 
(Endsley, 1995a)
Shared Co-operative 
Activity Theory (Bratman, 
1992)
Mutual Awareness Team 
SA Model (Shu & Furuta, 
2005)
Endsley‟s three levels
Individual SA
Mutual Awareness
Individual SA
Mutual Awareness
Mutual 
Awareness
Description of 
SA using 
heuristic rules
1. Model attempts to describe the content of team SA 
and the behaviours involved in its development
2. Attempts to describe Team SA through the use of 
heuristic rules
3. Builds on existing SA theory and uses additional 
shared co-operative activity theory to present 
arguement
TSA Simulation
Process & 
Product
Process Control 
(DURESS)
Domain of Origin Citation
Aviation
Military
Generic
Military
Teleoperations
Process Control
Artificial 
Intelligence
Maritime
7
5
10
4
11
1
1
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The review of team SA models presented in the literature leads the author to conclude 
that there is a lack of a unified, universally accepted definition and theory of team SA. 
The approaches presented in the literature focus on either a summation of team 
member SA, a shared awareness of the situation, the overlap between team member 
SA requirements or on a distributed level of system awareness. It seems that currently 
there is a lack of a model that fully describes the processes (individual and team) 
involved, the content of team SA and also the factors impacting team SA.  
Based on a synthesis of the literature, it is apparent that team SA comprises a team‟s 
collective awareness of the situation. Team members must possess SA-related to their 
individual roles and goals within the team (some of which may be common or „shared‟ 
with other team members), whilst also holding SA-related to other team members, 
including an awareness of other team members activities, roles, and responsibilities, 
and also to the team overall, including goals and performance. SA-related data and 
knowledge is distributed around the team through team processes such as 
communication, co-ordination and collaboration, and serves to inform and modify 
team member SA, which is informed and modified by the overall teams SA. Thus, a 
tripartite composition of team SA is apparent: individual team member SA (some of 
which may be common or „shared‟ with other team members), SA of other team 
members, and SA of the overall team. The three are extrinsically linked of course, 
since individual team member includes the SA of other team members and of the 
team. It is therefore argued that, according to the most prominent literature, and at a 
simple level, team SA comprises three separate but related components: individual 
team member SA, SA of other team-members (task-work SA), and SA of the overall 
team (teamwork SA). Each of these forms of SA is impacted by team processes and 
attributes. This is represented in Figure 2-6.  
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Team 
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Communication
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models
Individual SA
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Projection
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Team 
member B
Team SA
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SA of other Team 
Members
SA of Entire 
Team
Common/Shared 
Picture
DATA
Taskwork Teamwork
 
Figure 2-6.  Team situation awareness. 
This combined awareness of ones own situation, of other team members situation, 
and of the overall teams situation is, according to the literature, what makes up „team 
SA‟. It is the author‟s opinion that this perspective, along with other contemporary 
team SA theories, may be sufficient to describe team SA in simple, small-scale 
collaborative scenarios. However, for complex, real world collaborative scenarios, 
viewing and assessing team SA becomes somewhat more intricate. Take, for example, 
military Networked Enabled Capability (NEC) scenarios. Such tasks involve 
numerous agents and artefacts working both collaboratively and in isolation from one 
another whilst being dispersed geographically, often over great distances. Viewing and 
assessing team SA in such environments is acutely complex. The dispersed, real world 
nature of tasks in these environments inhibits (or at least makes it impractical) the use 
of probe techniques such as the SAGAT (Endsley, 1995b). The notion that team 
members share their awareness is also questionable since they are often distributed 
from one another and have different goals and roles within the team and also different 
levels of experience and schema. 
2.3.6 A note on similarities with other concepts 
Throughout the conduct of the literature review, many parallels were noted between 
SA and other concepts within the HF literature. For example, the concepts of situation 
assessment and sensemaking were all found to be similar and yet are distinct research 
areas in their own right. For the purposes of this literature review, it is worthwhile to 
touch on each concept and briefly discuss their parallels with SA. 
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Sensemaking is currently something of buzzword within HF circles and is receiving a 
great deal of attention (e.g. Endsley, 2004; Jensen, 2007 etc). Brehmer (2007) even 
suggests that it has succeeded SA as everyone‟s favourite concept. Sensemaking refers 
to the process that people undertake in order to make decisions on how to act in 
situations that they encounter (Weick, 1995; cited in Jensen, 2007). According to Wieck 
(1993) „„the basic idea of sensemaking is that reality is an ongoing accomplishment that 
emerges from efforts to create order and make retrospective sense of what occurs‟‟ 
(Weick, 1993, p. 635). In a military context, Brehmer (2007) suggests that sensemaking 
is the process of understanding what needs to be done in order to accomplish a 
mission given the current situation. Alberts & Hayes (2007) suggest that „sensemaking 
spans a set of activities that begins with developing SA and ends with preparing for 
action‟‟ (p. 34). 
The concept has most notably been discussed at an organisational level (Endsley, 2004) 
although it has been described by some SA researchers as a different perspective on 
cognition (e.g. Dekker & Lutzhoft, 2004; cited in Endsley, 2004). It has also been 
discussed with regard to its role in the development and acquisition of SA. Endsley 
(2004) for example suggests that sensemaking closely resembles a subset of the 
processes involved in SA, suggesting that it represents the process of developing level 2 
SA (comprehension of meaning of elements) from level 1 SA (perception of elements 
in the environment) through “effortful processes of gathering and synthesizing 
information, using story building and mental models to find some formulation, some 
representation that accounts for and explains the disparate data” (Endsley, 2004, p. 
324). Endsley (2004) further suggests that sensemaking only represents only a portion 
of the picture since it is essentially backward looking, whereas SA, as an ongoing model 
of the situation, is also focussed on the future. 
Alberts & Hayes (2007) suggest that “sensemaking involves more than developing SA; 
it goes beyond what is happening to include what may happen and what can be done 
about it. This involves analysis and prediction, both of which require a model (mental 
or explicit) and the knowledge of or development of decision options that map to 
various alternative futures”. 
It is clear that there are very close similarities between the two concepts. Sensemaking 
involves understanding what is required to achieve a goal of some sort given the 
current situation, whereas SA refers to the process of developing awareness of a 
situation and also the product of awareness that is developed. Endsley (2004) suggests 
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that sensemaking research is complimentary to SA research and is not directly at odds 
with it. 
Some have also distinguished between the process of situation assessment and the 
resultant product of SA. Endsley (1995a) for example defines situation assessment as 
“the process of achieving, acquiring and maintaining SA” and suggests that it is 
necessary to distinguish between SA as a state of knowledge and situation assessment 
as the process used to achieve it. This is contradictory, since Endsley (1995a) refers to 
the processes of perception, comprehension and projection in her definition of SA. 
Viewing SA in this manner (as a product and nothing else) suggests that SA is a very 
static concept; rather it is argued that SA should be viewed in terms of both the 
processes involved in its development and the end product in terms of what it 
comprises.   
2.4 Conclusions 
The importance of acquiring and maintaining appropriate levels of SA during task 
performance in complex sociotechnical systems has been proposed. Consequently, 
much research effort has been expended in order to identify how the acquisition and 
maintenance of SA works in complex systems, how to enhance the levels of SA 
acquired by individuals and teams during task performance and also to determine 
what factors impact SA acquisition and maintenance. This literature review has 
attempted to provide a synthesis of the key ideas, concepts and theories related to SA 
that are presented in the literature. 
2.4.1 Summary of Literature Review 
The review indicated that, on the whole, the SA literature (both individual and team) 
is disparate. Many models of individual and team SA exist, but each present the 
construct quite differently from one another.  The most prominent SA models are 
individualistic in that they focus on SA acquisition and maintenance solely from the 
point of view of individual operators in complex systems; they focus exclusively on 
the SA „in-the-head‟ of individual operators. Each of the individual models presented 
differ in terms of their treatment of SA as either a process or product or as a 
combination of the two and in their underlying psychological approach to SA. Despite 
the controversy, Endsley‟s three level model is by far the most popular and continues 
to drive research into the construct. None of the other individual models discussed 
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have subsequently received significant attention in recent times. It is also notable that 
despite continued research, the construct is still overshadowed by the process versus 
product debate and some researchers even still question the extent to which SA 
represents a unique psychological construct in its own right (e.g. Bell & Lyon, 2000; 
Moray, 2004) rather than merely being a catch all term encompassing various elements 
of human cognition (e.g. perception, working memory and global workspace).  
In light of the ever increasing use of teams in complex systems, many researchers have 
attempted to prescribe models of team SA (e.g. Endsley & Jones, 2001; Endsley and 
Robertson, 2000; Salas et al, 1995; Shu and Furuta, 2005; Wellens, 1993, etc) and it is 
evident from the literature that there is still no universally accepted model. Ostensibly, 
team SA appears to be multi-dimensional and comprises individual team member SA, 
shared SA between team members, and the combined SA of the whole team, the so-
called „common picture‟. Most models focus on either the summation of individual 
team member SA, on the shared awareness of the situation, or on the overlap between 
team member SA requirements. It seems, however, that there is a lack of a model that 
fully describes the processes involved, the content of team SA and also the factors 
impacting team SA. In particular, the interactions between team members and the 
impact on SA seem to largely have been ignored. 
It is concluded then that SA from an individual operator perspective at least, albeit 
incongruently in most cases, is well described in the literature. In particular, Smith and 
Hancock‟s (1995) ecological account of SA as externally-directed consciousness 
comes closest to catering for the dynamic cyclical process of achieving and 
maintaining SA and presents the most logical and valid account of how SA „works‟. 
Most of the other models (e.g. Bedny & Meister, 1999; Endsley, 1995a) have some 
elements of truth in them. Team SA on the other hand remains a challenge, both in 
terms of its description and in terms of its measurement and it is apparent that the 
area remains ill defined and requires much further investigation. This necessity for 
clarity in the area of team SA is enhanced by the increased use of teams and complex 
procedures in complex sociotechnical systems, which shows no signs of abating. Once 
the concept of team SA is clearly defined and described, only then can valid team 
training and performance judgements be used to enhance team performance and 
safety in these systems. 
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2.4.2 Situation awareness in complex collaborative environments: The way 
forward 
Existing individual, team and shared SA models, whilst each containing useful 
elements, may prove impractical when applied to the description and assessment of 
SA in complex, collaborative environments. Endsley‟s individual model has been 
extended to the team environment (e.g. Endsley and Robertson, 2000, Endsley and 
Jones, 2001); however, it has been argued that Endsley‟s individual, information 
processing-based model is somewhat inadequate when applied to collaborative 
systems. Aside from its individual operator orientation, Endsley‟s model is also beset 
by flaws, which limit its utility within collaborative settings. Further, it will 
undoubtedly prove difficult to measure SA during real world collaborative activities 
using the SAGAT approach that is advocated by the three level model. Other models 
suffer due to their individualistic nature, their lack of a prescribed and practical 
measurement approach and their lack of empirical validation (e.g. Smith and Hancock, 
1995, Bedny and Meister, 1999).  
More recent literature describes the relatively new concept of DSA (e.g. Artman & 
Garbis, 1998; Stanton et al, 2006); these accounts build on the ideas surrounding 
distributed cognition expressed by Hutchins (1995) and differ from traditional 
cognitive viewpoints by analysing the interactions among people and among people 
and artefacts rather than the cognitive properties of individual people (Artman & 
Wñrn, 1999). They are concerned with how information is represented and how 
representations are transformed and propagated throughout systems (Hutchins, 1995). 
It appears that DSA approaches are much more suited to describing and assessing the 
concept of SA within modern day collaborative systems, not least because they focus 
on the system itself as the unit of analysis and thus direct our attention beyond merely 
the cognitive properties of individuals onto the external representations and the 
interaction between them. 
It is therefore concluded that, when examining SA in collaborative systems, systems 
oriented approaches, such as the DSA model proposed by Artman & Garbis (1998) 
are the most suitable. These conclusions are made based on a number of 
observations, not least that the models currently used are individually oriented and 
subsequently „team SA‟ assessments often focus on SA as a cognitive construct and on 
its summation across team members. Systemic approaches, on the other hand, take 
the system itself as the unit of analysis and assess the construct as a systems 
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endeavour. This permits the analysis of interactions and relationships at many 
different levels and allows a focus on specific interactions within sub-systems. 
Viewing SA as a systems level emergent property is fruitful for a number of other 
reasons, including that it permits a systemic description of the knowledge comprising 
SA (which can be extrapolated to an individual SA level) and it allows judgements to 
be made on potential barriers to SA acquisition and maintenance. Further, considering 
SA in this way ensures that team SA within complex collaborative systems is viewed in 
its entirety, rather than as its component parts (i.e. individual team member SA). In 
such systems, tasks are rarely performed entirely independently of others, especially in 
complex situations and when critical decision-making is required (Artman & Garbis, 
1998) – these activities tend to require coordinated activity between several individuals 
(Cannon-Bowers and Salas, 1990; cited in Salas, Prince, Baker and Shrestha, 1995). It 
is important therefore that team SA assessments consider this co-ordination in order 
to promote cohesion.  
Due to their infancy, however, DSA models require further validation and extension 
through naturalistic study and experimental research. Additionally, exactly what these 
models mean in terms of interface and system design, team training, team 
performance enhancement and the design of collaborative systems and procedures 
needs further clarification. Thus, much further work is required in order to 
comprehensively describe the concept of SA in collaborative systems in terms of what 
it is, what it comprises, how it is acquired and what the factors affecting it are.  
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3 How do we know what they know? 
Situation awareness measurement 
methods review  
3.1 Introduction 
The importance of SA as a commodity for operators and teams of operators working 
in complex sociotechnical systems was articulated in chapter two. It follows then that 
researchers, practitioners and system, training and procedure designers need to be able 
to accurately describe and measure individual and team SA in these environments. 
The accurate measurement of SA is critical, not only to the advancement of SA-
related theory, but also to artefact, system, procedure and training program design and 
evaluation efforts. Researchers need valid and reliable methods of assessing SA in 
order to test and advance SA theory, whilst designers need ways of assuring that SA is 
improved and not degraded by new artefacts, systems, interfaces, procedures or 
training programs.  
For this purpose a range of different SA measurement approaches have been 
developed by academics and practitioners. Analogous to the disparity between SA 
models, there is also great debate over what it is that these measures are actually 
measuring (i.e. SA or some other construct) and which of these measurement 
approaches are the most suitable for assessing SA in complex sociotechnical 
environments (e.g. Gorman et al, 2006). This debate is exacerbated further when 
considering the SA of teams working in collaborative environments (since the 
majority of approaches focus on individual operator SA measurement). The purpose 
of this chapter is to compare and contrast the different SA measurement approaches 
that are available to practitioners undertaking an assessment of the construct. 
Moreover, the review had the additional aim of identifying the most suitable 
approaches for describing and measuring SA in complex real world collaborative 
environments (with a view to selecting an appropriate measure for use during this 
research).  
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The methods review covered those SA measurement methods that are described in 
the literature and that are readily available for practitioners to use. The review was 
based on available literature sources, including scientific journal articles, technical 
reports, academic texts, internet resources, conference articles, project reports and 
personal communications. The findings derived from the SA methods review are 
presented below. 
3.2 Situation awareness measurement 
As the construct of SA has become more and more eminent, attempts have been 
made to develop more sophisticated approaches for measuring SA. This has led to a 
range of very different approaches being developed. For example, in a review of SA 
measurement techniques, Endsley (1995b) describes a range of different approaches 
that had previously been used, including physiological measurement techniques (e.g. 
eye tracking devices, electroencephalograms etc), performance measures (e.g. external 
task performance measures and imbedded task performance measures), subjective 
rating techniques (self and observer rating), questionnaires (post-trial and on-line) and 
freeze probe recall techniques (e.g. SAGAT).   
3.2.1 A note on the reliability and validity of situation awareness measures 
When discussing the selection and application of HF methods, their reliability and 
validity is a critical consideration. It is important to ensure that these techniques 
actually work. This seems an obvious statement to make and yet one of the consistent 
criticisms associated with our discipline is that some of the methods that HF 
practitioners use may not be reliable and valid (Annett, 2002; Stanton & Young, 
2003). Stanton & Young (1999a, 2003) point out that despite the increased number of 
HF methods available, there is little evidence that the methods actually work. Further, 
in a review of over 90 HF design and evaluation methods, Stanton, Salmon, Walker, 
Baber & Jenkins (2005) only found validation evidence for a small number of the 
methods considered.  
The objective way of testing whether or not HF methods actually work is to assess 
their reliability and validity (Stanton & Young, 1999a; 2003). In explaining the 
reliability and validity of HF methods, Stanton & Young (1999a) use the analogy of 
the accuracy of a rifle marksman. The reliability of his shooting refers to the grouping 
of the shots whereas the validity refers to the closeness of each shot to the centre of 
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the target. The reliability of a method therefore relates to the repeatability of the 
results generated. Annett (2002), for example, suggests that reliability “is about 
repeatability of results either by another observer or at different times under different 
conditions” (p. 229). A method is deemed reliable when it can be shown that it will 
generate the same results when used by different analysts, at different times and under 
different conditions. There are various forms of reliability that can be tested, 
including: 
1. Test-retest reliability. Refers to the extent to which the method will produce the 
same results when used to measure the same participant over repeated tests under 
the same conditions.  
2. Inter-tester reliability. Refers to the extent to which independent analysts will 
produce the same results when measuring the same phenomenon using the same 
method. 
3. Parallel forms reliability. Refers to the extent to which two measures will produce 
the same results when used to assess the same phenomenon. It is essentially the 
degree of correlation between two independent measures of the same 
phenomenon. 
4. Internal consistency. Refers to the consistency of the measure across items within 
a test. 
The validity of a method, on the other hand, refers to the accuracy of the method in 
terms of what it is supposed to be measuring. Annett (2002) suggests, “a method is 
regarded as valid if, after careful scrutiny, no objection or contradiction can be 
sustained” (p. 228). There are various forms of validity that can be tested, including: 
1. Construct validity. Refers to the extent to which the test defines the trait being 
measured (Annett, 2002). 
2. Predictive validity. Refers to the extent to which test scores is correlated with a 
score on a criterion test (Annett, 2004). 
3. Face validity. Refers to the extent to which a method appears to measure what it is 
supposed to be measuring as judged by an appropriate subject matter expert. 
4. Concurrent validity. Refers to the extent to which the results generated by a 
method correlate with the results produced by methods used to measure the same 
phenomenon. 
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Uhlarik (2002) describes the following categories that should be considered when 
assessing the validity of SA measurement approaches: 
1. Face validity – the degree to which the measure appears to measure SA as judged 
by a subject matter expert; 
2. Construct validity – the degree to which the measure is underpinned by a sound 
theory or model of SA; 
3. Predictive validity – the degree to which the measure can predict SA; and 
4. Concurrent validity – the degree to which the measure correlates with other 
measures of SA. 
For the purposes of this research, which focuses on team SA measurement during real 
world tasks, the author is concerned with inter-tester reliability, the extent to which 
different analysts will generate the same data when measuring SA under the same 
conditions using the same method. That is any method used should be reliable 
regardless of the analyst using it. In terms of validity, face validity, construct validity, 
predictive validity and concurrent validity are all applicable. Essentially validity in this 
case refers to the extent to which the measure is actually measuring SA, and not some 
other psychological process or product.  
Endsley (1995b) reports that when considering SA measurement techniques, it is 
necessary to establish that the technique: 
1. Measures SA and does not measure other processes or factors; 
2. Possesses the required level of sensitivity i.e. the technique can accurately detect 
changes in SA caused by novel technologies and programmes; and 
3. Does not alter SA during the measurement procedure. 
The validation of HF techniques such as SA measurement techniques, whilst 
inherently necessary, is often neglected. This is for a number of reasons, mainly the 
high cost and resources invested when conducting validation studies. Stanton & 
Young (1999) also point out that researchers tend to stick with methods that they 
know and trust (often methods that they developed themselves), and so validation is 
assumed, rather than tested. In conclusion, to their exhaustive methods review, 
Stanton et al (2005) reported that, of the methods available in the open literature, the 
majority are developed, subjected to an initial validation study, and then discarded. 
Those techniques that are successful enough to be used elsewhere are often the 
techniques that receive the most validation testing. Typically, this leads to a small 
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number of techniques within a particular area emerging as the most commonly used 
and extensively validated.  For example, within the field of human error, the 
Systematic Human Error Reduction and Prediction Approach (SHERPA; Embrey, 
1986) is by far the most commonly used human error identification (HEI) technique, 
and has a large number of validation studies associated with it (Whalley & Kirwan, 
1989, Kirwan, 1992, Baber & Stanton, 1996, Baber & Stanton, 2002, Stanton & 
Stevenage, 1998). In the measurement of mental workload, the NASA-TLX (Hart & 
Staveland, 1988) is the most commonly used and the most widely validated of the 
various techniques available. The measurement of SA is no different, with the 
SAGAT (Endsley, 1995b) being by far the most commonly used approach, and also 
the technique with the most associated validation evidence. For example, Jones & 
Kaber (2005) report that numerous studies have been conducted in order to assess the 
validity of SAGAT and that the subsequent evidence suggests that the method is a 
valid metric of SA.  This highlights a potential problem: if new SA measurement 
techniques do not quickly catch on, there may not be any attempts to validate it. As a 
result, advances in the measurement of SA may become stilted, as practitioners will 
tend to use the most familiar methods available. 
3.3 Situation awareness methods review 
The aim of the SA methods review was threefold: to identify and understand the 
range of available SA measurement methods available; to develop an in-depth guide 
for analysts and practitioners wishing to use the methods reviewed; and to evaluate 
the approaches in terms of their suitability for assessing SA during real world tasks in 
complex collaborative environments.  
The measurement of team SA in complex sociotechnical systems poses a great 
challenge to the HF community. The environment is typically complex, dynamic and 
information rich and team members are often distributed across different 
geographical locations. Due to the collaborative and dispersed nature of team-based 
activity, an assessment of both individual and team SA is required in order to provide 
accurate measures of SA. As a result, any method that is used in such environments 
should possess the following three distinct capabilities: 
1. The ability to measure SA simultaneously at different geographical locations. In 
order to gain a true measure of team SA, all of the agents involved should be 
simultaneously assessed for their SA. However, due to the dispersed nature of 
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collaborative activity, agents are typically remote from one another. Therefore, SA 
should be assessed at each of the different geographical locations involved. Any 
technique used to assess team SA should therefore be capable of simultaneous 
administration at different locations. For example, the level of SA at different 
command locations (command centre, mobile units and foot units) may need to 
be assessed to ensure that the team involved has an adequate level of shared SA 
and that task relevant information is communicated efficiently. This would require 
a concurrent assessment of SA at the command centre, the mobile units, and also 
commanders in the field.   
2. The ability to measure both individual and team SA. Team endeavour comprises 
both teamwork and taskwork. Individual team members therefore have individual 
roles and possess individual goals, mental models and SA, whilst simultaneously 
pursuing team goals and maintaining a level of team SA. Any measure of team SA 
should be capable of describing and assessing SA both from viewpoint of the 
individual team members and the team as a whole.  
3. The ability to measure SA in real-time during real world tasks. Typically, 
simulations of scenarios are used in order to assess SA.  However, due to the 
dynamic, collaborative and dispersed nature of team-based activity, it appears that 
this may not be possible, and real world exercises conducted „in-the-field‟ may be 
used. As a result, simulations of task scenarios and querying SA during task 
„freezes‟ may not be appropriate. The team SA measure used to drive this research 
needs to be applied during real world activities and so should be capable of 
assessing SA in real world collaborative environments. 
An initial literature review was conducted in order to create a database of existing SA 
measurement techniques. The review identified references to over thirty different SA 
measurement techniques. A screening process was then employed in order to select 
the most appropriate techniques for further analysis. The screening process was based 
upon technique availability, make-up and applicability to collaborative environments 
and was designed to quickly select or reject techniques from the initial database. As a 
result of the screening process, eighteen SA measurement techniques were selected 
for further analysis (see Table 3.1).   
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Table 3-1. SA Measurement Techniques Subjected to Methods Review 
Method Author/Source 
SAGAT – Situation Awareness Global Assessment 
Technique 
Endsley (1995a) 
SA-SWORD – Subjective Workload Dominance metric Vidulich & Hughes (1991) 
SARS – Situation Awareness rating Scales Waag & Houck (1994) 
SART – Situation Awareness Rating Technique Taylor (1990) 
SALSA Hauss and Eyferth (2002) 
SABARS – Situation Awareness Behavioural Rating 
Scales 
Endsley (2000) 
PSAQ – Participant SA questionnaire Endsley (2000) 
SPAM – Situation-Present Assessment Method Durso et al (1998) 
SACRI - Situation Awareness Control Room Inventory  Hogg et al (1995) 
C-SAS – Cranfield situation awareness scale Dennehy (1997) 
QUASA – Quantitative Assessment of Situation 
Awareness 
Edgar & Edgar (2007) 
CARS – Crew Awareness rating scale McGuinness & Foy (2000) 
MARS – Mission Awareness rating scale Matthews & Beal (2002) 
Verbal Protocol Analysis Walker (2004) 
Process Indices Endsley (2000) 
Performance measures Endsley (2000) 
CAST – Co-ordinated Awareness of Situations by Teams Gorman, Cooke & Winner (2006) 
 
In order to determine their suitability for use in the assessment of SA in collaborative 
environments each technique was evaluated using the following HF methods criteria 
(adapted from Stanton, Hedge, Brookhuis, Salas, & Hendrick, 2005): 
1. Name and acronym – the name of the technique and its associated acronym; 
2. Author(s), affiliations(s) and address(es) – the names, affiliations and addresses of the 
authors are provided to assist with citation and requesting any further help in 
using the technique; 
3. Background and applications – provides an introduction to the method, its origins 
and development, the domain of application of the method and also application 
areas that it has been applied in since its development; 
4. Team or individual – denotes whether the measure was developed for the 
assessment of individual or team performance; 
5. Domain of application – describes the domain that the technique was originally 
developed for and applied in; 
6. Procedure and advice – describes the step-by-step procedure for applying the 
method as well as general points of advice; 
7. Flowchart – presents a flowchart depicting the procedure that analysts should 
follow when applying the method; 
8. Advantages – Lists the main advantages associated with using the method; 
9. Disadvantages - Lists the main disadvantages associated with using the method; 
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10. Example output – presents an example, or examples, of the outputs derived from 
analyses with the method in question;   
11. Related methods – Any closely related methods are listed, including contributory 
and similar methods. 
12. Approximate training and application times - Estimates of the training and application 
times are provided to give the reader an idea of the commitment required when 
using the technique. 
13. Reliability and Validity - Any evidence on the reliability or validity of the method 
are cited. 
14. Tools needed – Describes any additional tools required when using the method. 
15. Bibliography - A bibliography lists recommended further reading on the method 
and the surrounding topic area. 
A number of the criteria used were intentionally descriptive, allowing the output to act 
as a user manual for each technique (e.g. background and applications, procedure and 
advice, flowchart etc). The full output from the methods review is presented in 
Stanton, Salmon, Walker, Baber & Jenkins (2005).   
The methods assessed were divided into the following categories of SA measurement 
technique: 
 SA requirements analysis; 
 freeze probe techniques; 
 real-time probe techniques; 
 self-rating techniques; 
 observer-rating techniques; 
 performance measures; 
 process Indices (e.g. eye tracker); and 
 team SA measures. 
A brief description of each of the different categories of SA measurement method and 
the methods reviewed within each category is presented below along with a discussion 
of the main advantages and disadvantages associated with each method. 
3.3.1.1 SA requirements analysis 
SA requirements analysis forms the first step in an SA assessment effort and is used to 
identify what exactly it is that comprises SA in the scenario and environment in 
question (i.e. before assessing operator SA one needs to understand what exactly it is 
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that makes up that operators SA in the situation under analysis). Endsley (2001) 
defines SA requirements as “those dynamic information needs associated with the 
major goals or sub-goals of the operator in performing his or her job” (p. 8). 
According to Endsley (2001), they concern not only on the data that operators need, 
but also on how the data is integrated to address decisions. Matthews, Strater & 
Endsley (2004) suggest that a fundamental step in developing reliable and valid SA 
metrics is to identify the specific SA requirements of a given task. Further, Matthews 
at al (2004) point out that that knowing what the SA requirements are for a given 
domain provides engineers and technology developers a basis to develop optimal 
system designs to maximise human performance rather than overloading workers and 
degrading their performance. 
Endsley (1993) and Matthews et al (2004) describe a generic procedure for conducting 
an SA requirements analysis that involves the use of unstructured interviews with 
subject matter experts (SMEs), goal-directed task analysis and questionnaires in order 
to determine relevant SA requirements. The output of SA requirements analysis then 
informs the development of the SA assessment technique used, since it specifies 
exactly what situational elements the operator should know about and understand in 
order to achieve SA during the task under analysis. Although other approaches such 
as Hierarchical Task Analysis (HTA; Stanton, 2006) have been used to conduct SA 
requirements analysis, Endsley‟s procedure is the only approach that has been 
developed specifically for this purpose. 
3.3.1.2 Freeze probe techniques 
Freeze probe techniques involve the administration of SA related queries on-line 
during „freezes‟ in a simulation of the task under analysis. Typically, a task is randomly 
frozen and a set of SA queries regarding the current situation at the time of the freeze 
is administered. Participants are required to answer each query based upon their 
knowledge and understanding of the situation at the point of the freeze. During the 
„freezes‟ all operator displays and windows are typically blanked. For example, when 
assessing pilot SA, all cockpit displays (e.g. primary flight display, navigation display, 
altimeter, airspeed indicator etc) and the aircraft windows are blanked.  A computer is 
typically used to select and administer the queries and also to record the responses 
(although during low cost experimentation this is often done manually by researchers).  
SAGAT (Endsley, 1995b) is the most popular freeze probe technique and was 
developed to assess pilot SA based on the three levels of SA postulated in Endsley‟s 
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three-level model. SAGAT uses queries designed to assess participant SA, including 
level 1 SA (perception of the elements), level 2 SA (comprehension of their meaning) 
and level 3 SA (projection of future status) related queries.  Although developed 
specifically for use in the military aviation domain, a number of different versions of 
SAGAT exist, including an air-to-air tactical aircraft version (Endsley, 1990), an 
advanced bomber aircraft version (Endsley, 1989) and an Air traffic control version 
(Endsley & Kiris, 1995). Further, many freeze probe techniques based on the SAGAT 
approach have been developed for use in other domains. SALSA (Hauss & Eyferth, 
2003) for example was developed specifically for use in air traffic control. The SALSA 
queries are based upon fifteen aspects of aircraft flight, such as flight level, ground 
speed, heading, vertical tendency, conflict and type of conflict. The Situation 
Awareness Control Room Inventory (SACRI; Hogg et al, 1995) is an adaptation of the 
SAGAT and uses the freeze technique to administer control room based SA queries 
(it has also been used on-line as a real-time probe approach). SACRI was developed as 
the result of a study investigating the use of SAGAT in process control rooms (Hogg 
et al 1995).   
Freeze-probe techniques such as SAGAT (Endsley, 1995a) are the most commonly 
used SA measurement approaches. There are two primary advantages associated with 
freeze probe approaches. Firstly, they offer a direct measurement of operator SA, 
which removes the various problems associated with collecting post-trial and 
subjective SA data (see self-rating techniques summary); if appropriate probes are 
used, freeze probe techniques therefore offer a direct way of accessing participant SA. 
Participant answers provide information related to their understanding of the 
situation, which can then be compared to the actual situation at the point of the 
freeze. According to Endsley (2000), this provides a direct, objective measure of 
participant SA, since it directly assesses a participants perceptions rather than inferring 
them from other behaviours that may be impacted by other task factors separate to 
SA. Secondly, the SAGAT approach (along with SART) is the most widely used and 
validated of the SA measures available, and has consistently demonstrated reliability 
and validity in a number of domains (Jones & Kaber, 2005).  According to Jones and 
Kaber (2005) numerous studies have been performed to assess the validity of the 
SAGAT and the evidence suggests that the method is a valid metric of SA. Further, 
Endsley (2000) reports that the SAGAT technique has been shown to have a high 
degree of validity and reliability for measuring SA. According to Endsley (2000) a 
study found SAGAT to have high reliability (test-retest scores of .98, .99, .99 and .92) 
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of mean scores for four fighter pilots participating in 2 sets of simulation trials. Collier 
and Folleso (1995) also reported good reliability for SAGAT when measuring nuclear 
power plant operator SA. In addition, in conclusion to a study of driver SA, Gugerty 
(1997) reported good reliability for the percentage of cars recalled; recall error and 
composite recall error. Regarding validity, Endsley et al (2000) reported a good level 
of sensitivity for SAGAT, but not for real time probes and subjective SA measures. 
Endsley (1990) also reported that SAGAT showed a degree of predictive validity 
when measuring pilot SA, with SAGAT scores indicative of pilot performance in a 
combat simulation. The study found that pilots who were able to report on enemy 
aircraft via SAGAT were three times more likely to later kill that target in the 
simulation.  
Whilst freeze probe techniques are the most popular and widely validated of existing 
approaches, they are also flawed in many ways, particularly when considering the 
measurement of team and distributed SA in complex real world environments. Firstly, 
the use of freeze-probe techniques „in-the-field‟ is problematic and often proves 
impractical if not impossible. Freezing a „real‟ scenario (with multiple information 
sources) and administering SA queries to multiple agents who are dispersed across 
different geographical locations appears to be almost impossible. This limitation alone 
poses serious questions regarding the use of freeze probe techniques in real world 
collaborative SA assessments. Secondly, the intrusion upon primary task performance 
caused by the task freezes is problematic. If a novel way of using freeze-probe 
techniques in the field were developed, then the intrusion upon primary task 
performance would still presumably be high, which negates their use during real world 
tasks. Thirdly, the focus of such approaches on participant‟s awareness of SA 
elements is problematic. Ostensibly, they make no allowance for the mapping between 
SA elements, for expert‟s ability to achieve higher levels of SA without first achieving 
lower levels, or for the notion that experts may have parsimonious mental theories of 
the world. All three aspects may mean that experts could be rated by such approaches 
as having poor SA even when they have a very efficient level of SA. Fourthly, freeze 
probe techniques (and other approaches such as real time probe and subjective rating 
approaches) say very little about the processes used in developing and maintaining SA; 
whilst they allow analysts to assess what in the environment participants are aware of, 
they do not permit assessments of the processes involved in developing this 
awareness. Fifthly, freeze probe techniques assume that a person who is „aware‟ of 
more elements in the environment is a better one, however, in collaborative 
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environments artefacts (e.g. interfaces, displays, whiteboards etc) are typically used to 
„remember‟ task related information for the team and so in this case SAGAT may rate 
individual team member SA as poor since they are not aware of everything. Sixthly, 
and perhaps most importantly, freeze probe approaches appear to ignore the mapping 
between SA elements; they assume that an operator who is aware of a set of pre-
defined elements has good SA. This ignores the notion that SA could be more than 
the sum of its parts and that the linkage between SA elements (i.e. relationships 
between concepts) could determine the character of SA as much as the elements 
themselves. 
There are, however, alternative approaches that could be used to remove the various 
problems of using a SAGAT style approach in the field. Instead of incorporating 
freezes, participants could be queried for their SA during low complexity portions of 
the task.  Incorporating freezes whereby participants are queried for their SA into the 
natural flow of the task is also another possible approach. In considering the 
measurement of SA in infantry operations, Endsley et al (2000) report two alternatives 
designed to remove the problems associated with applying SAGAT in the field. The 
„St Peter Technique‟ involves querying participants who have been „killed‟ during task 
performance, and the „Angel of Death Technique‟ involves randomly selecting 
participants to be „killed‟ and then immediately administering a series of SA queries.  
Both approaches, however, whilst allowing a freeze probe style approach to be applied 
in the field, are still problematic. The St Peter Technique may provide a bias measure 
of SA (Endsley et al, 2000) as those participants who are „killed‟ during task 
performance may be those who possess lower levels SA, and so participants with 
higher levels of SA may not be subject to measurement. Furthermore, both 
approaches still carry a high level of intrusion to the task under analysis. 
Therefore, the use of freeze-probe techniques to measure team and DSA in 
collaborative systems is questionable. Even without the various flaws relating to how 
such approaches view SA (i.e. awareness of elements), it is apparent that a novel 
variation of the freeze-probe technique designed to cater for the dispersed, 
collaborative nature of such environments requires development. Incorporating 
freezes into real world exercises represents a major challenge, and is one that has not 
yet been met by the techniques described in the open literature. 
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3.3.1.3 Real-time probe techniques 
One alternative approach to the use of highly intrusive freeze probe techniques is the 
use of real-time probe techniques. Real-time probe techniques involve the 
administration of SA related queries on-line (during task performance), but with no 
freeze of the task under analysis. Typically, SME develop queries either prior to, or 
during, task performance and administer them without a freeze at appropriate points 
in the task. Answer content and response time are typically taken as a measure of 
participant SA.  
The Situation Present Assessment Method (SPAM; Durso, Hackworth, Truitt, 
Crutchfield & Manning, 1998) is a real-time probe technique that was developed for 
use in the assessment of air traffic controllers SA. SPAM involves the use of on-line 
real time probes to evaluate air traffic controller SA. The analyst probes participant 
SA using task related queries based on pertinent information in the environment (e.g. 
which of the two aircraft A or B, has the highest altitude?) via telephone. The query 
response time (for those responses that are correct) is taken as an indicator of the 
operators SA. Additionally, the time taken to answer the telephone is taken as an 
indication of participant workload (e.g. the longer the participant takes to answer the 
telephone, the higher their workload is assumed to be). SASHA (Jeannot, Kelly & 
Thompson 2003) was developed by Eurocontrol™ for the assessment of air traffic 
controller SA in automated systems. SASHA comprises two techniques, SASHA_L 
(real-time probe technique) and SASHA_Q (post-trial questionnaire).  SASHA_L is 
based upon the SPAM technique (Durso et al, 1998), and involves probing the 
participant on-line using real-time SA related queries. The response content and 
response time is recorded. Once the trial is completed, the participant completes the 
SASHA_Q questionnaire, which consists of ten questions designed to elicit subjective 
participant ratings of SA.   
Based upon a comparison of real-time probes, SAGAT and SART when used to 
measure operator SA in war and peace scenarios, Jones and Endsley (2000) reported 
that, when there is no simulation of the system under analysis and the task cannot be 
frozen, real-time probes may provide a viable option for measuring SA. Real-time 
probe techniques therefore offer a way of circumventing the intrusion upon the task 
under analysis imposed by freeze-probe techniques.  
The main advantages associated with real-time probe techniques is the reduced level 
of intrusiveness, since no freeze of the task is required (it is alleged that such 
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techniques retain the direct, objective nature of freeze probe techniques whilst limiting 
the level of intrusion imposed on task performance) and also the ability to be applied 
in-the-field during real world activities. However, the degree to which intrusion upon 
task performance is reduced is certainly questionable. Whilst no freeze is required, the 
SA queries are still administered during task performance, which still represents a 
significant level of intrusion upon the primary task. Furthermore, participant attention 
may be directed to the relevant SA-related information because of the query, which 
could bias the results obtained. Real-time probe techniques also suffer from a number 
of other major flaws. Due to the typically dynamic and unpredictable nature of 
collaborative tasks, the SA queries would presumably be generated in real-time, and 
not prior to task performance. The generation of probes in real-time would potentially 
place a great burden upon SMEs used, and may prove too difficult. Also, when using 
a real-time probe approach to assess team SA, numerous SMEs would be required due 
to the amount of personnel involved.  
Real time probe approaches also suffer from the same criticisms as freeze probe 
approaches do regarding the way in which they view construct (i.e. failure to consider 
mapping between SA elements, failure to cater for SA as a feedforward phenomenon 
etc). Furthermore, a measurement of team or shared SA would be difficult to obtain 
using such an approach. 
3.3.1.4 Self-rating techniques 
Self-rating techniques are used to elicit subjective assessments of participant SA.  
Typically administered post-trial, self-rating techniques involve participants providing 
a subjective rating of their perceived SA via a rating scale of some sort. The Situation 
Awareness Rating Technique (SART; Taylor, 1990) is a subjective rating technique 
that was originally developed for the assessment of pilot SA. SART uses the following 
ten dimensions to measure operator SA: familiarity of the situation, focussing of 
attention, information quantity, information quality, instability of the situation, 
concentration of attention, complexity of the situation, variability of the situation, 
arousal, and spare mental capacity. SART is administered post-trial and involves the 
participant rating each dimension on a seven point rating scale (1 = Low, 7 = High) 
based on their performance of the task under analysis. The ratings are then combined 
in order to calculate a measure of participant SA. The ten SART dimensions can also 
be condensed into the quicker 3 dimensional (3-D) SART, which involves participants 
rating only attentional demand, attentional supply and understanding. The Situation 
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Awareness Rating Scale technique (SARS; Waag & Houck, 1994) is a subjective rating 
technique that was developed for the military aviation domain.  When using the SARS 
technique, participants subjectively rate their performance on a six-point rating scale 
(from unacceptable to outstanding) for 31 facets of fighter pilot SA. According to Waag & 
Houck (1994), the 31 behaviours represent those that are crucial to mission success. 
The SARS SA categories and associated behaviours were developed from interviews 
with experienced F-15 pilots (Waag & Houck, 1994). The 31 SARS behaviours are 
divided into 8 categories representing phases of mission performance. The eight 
categories are: general traits (e.g. decisiveness, spatial ability), tactical game plan (e.g. 
developing and executing plan), communication (e.g. quality), information 
interpretation (e.g. threat prioritisation), tactical employment beyond visual range (e.g. 
targeting decisions), tactical employment visual (e.g. threat evaluation) and tactical 
employment general (e.g. lookout, defensive reaction).  The Crew Awareness Rating 
Scale (CARS; McGuiness & Foy, 2000) technique has been used to assess command 
and control commanders SA and workload (McGuinness & Ebbage, 2002). The 
CARS technique comprises two separate sets of questions based upon the three level 
model of SA (Endsley, 1995a).  The content subscale consists of three statements 
designed to elicit ratings based upon ease of identification, understanding and 
projection of SA elements (levels 1, 2 and 3 SA) during task performance. The fourth 
statement is designed to assess how well participants identify relevant task related 
goals in the situation. The workload subscale also consists of four statements, which 
are designed to assess how difficult, in terms of mental effort, it is for participants to 
identify, understand, and project the future states of the SA related elements in the 
situation. CARS is administered post-trial and involves participants rating each 
category on a scale of one (ideal) to four (worst) (McGuinness & Ebbage, 2002).  The 
Mission Awareness Rating Scale (MARS; Matthews & Beal, 2002) technique is a 
development of the CARS technique (McGuiness & Foy, 2000) designed specifically 
for use in the assessment of SA in real-world military exercises. The technique is 
normally administered post-trial, upon completion of the task or mission under 
analysis. The Quantitative Analysis of Situational Awareness (QUASA) technique 
(Edgar & Edgar, 2007) combines participant self-ratings with on-line probes in order 
to assess actual and perceived SA in military command and control scenarios. 
Participants are probed for their SA during task performance and then simultaneously 
asked to rate their confidence in their answer to each SA probe.  QUASA uses true or 
false probes and a confidence ratings scale (Very low – Very high) in order to assess 
actual and perceived participant SA. Finally, the Cranfield Situation Awareness Scale 
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(C-SAS; Dennehy, 1997) is a simplistic subjective rating scale that is used to assess 
student pilot SA during flight training exercises. C-SAS is administered either during 
or post-trial and involves participants rating five SA related components (Pilot 
knowledge, Understanding and anticipation of future events, Management of stress, 
effort and commitment, Capacity to perceive, assimilate and assess information, and 
Overall SA). Each rating scale score is then summed in order to calculate an overall 
SA score. 
The primary advantages of self-rating techniques are their ease of application (they are 
easy to use, quick to apply and incur a low cost) and their non-intrusive nature (since 
they are administered post-trial). However, subjective self-rating techniques are heavily 
criticised for a number of reasons, including the various problems associated with the 
collection of SA data post-trial (correlation of SA with performance, poor recall etc), 
the extent to which people can be „aware‟ of their own awareness, and also issues 
regarding their sensitivity. 
The use of self-rating techniques to measure SA during collaborative activity is 
attractive for a number of reasons. Firstly, self-rating techniques are non-intrusive to 
task performance, as they are completed post-trial.  Secondly, they are very quick and 
easy to use and require very little training. Thirdly, because of their simplistic nature, 
very little cost is incurred when using self-rating techniques. Fourthly, and perhaps 
most importantly, self-ratings of SA can be obtained from different team members 
(Endsley et al, 2000) and so offer a potential avenue into the assessment of team SA, 
including the level of interaction between team members. Team members could 
potentially rate their own SA, the SA of other team members and the SA of the team 
as a whole. The majority of self-rating techniques are pen and paper tools, whereby 
participants rate their own SA upon completion of the task under analysis, and so 
there is no requirement for expensive simulators, SMEs or a lengthy training process, 
all of which reduces the time and cost of the procedure considerably. The simplicity 
and low cost of self-rating techniques is reflected in their widespread use, with the 
SART technique (Taylor, 1990) being especially popular.  
Despite the various advantages associated with the use of self-rating techniques, their 
use in measuring team and distributed SA is questionable due to a number of flaws. 
Firstly, whilst the majority of self-rating techniques are generic and can be applied in 
numerous environments, a specific team SA approach is yet to emerge. Techniques 
such as SART, QUASA and MARS all focus on individual SA. Consequently, a team 
SA self-rating technique would require development, incorporating the dispersed 
SALMON, P. M                                                           CHAPTER 3 –SITUATION AWARENESS METHODS REVIEW 
 56 
collaborative nature of team-based activity. Secondly, there are a host of problems 
associated with the collection of SA data post-trial that would appear to rule out the 
use of a self-rating tool (on its own at least) for assessing SA in such environments. 
For example, previous research has indicated that SA ratings may be correlated with 
performance (Endsley, 1995b) i.e. a participant who performs well in a trial 
automatically rates their SA as good and extended to the team level a team who 
performs well would probably rate their SA as being of high quality. In addition, 
participants may be prone to „forgetting‟ periods of the task when they possessed a 
poor level of SA, and may more readily remember the periods when they possessed a 
superior level of SA.  Endsley (1995b) reports that people are poor at reporting 
detailed information about past mental events and those post-trial questionnaires only 
capture participant SA at the end of the task under analysis. Thirdly, in various 
validation studies, the SAGAT (freeze probe) technique has proved to be superior in 
terms of reliability, validity and sensitivity when compared to the SART (self-rating) 
technique. Fourthly, as Endsley (1995b) points out, participant‟s ability to rate their 
own SA is questionable, as they may not be able to accurately rate their poor SA. 
Indeed it is questionable how accurately an individual can rate their own poor SA, as 
they may not realise that they have inadequate SA in the first place (i.e. it poses the 
question as to whether an individual can be aware of something that they are not 
aware of!). Fifthly and finally, self-rating techniques typically do not reveal anything 
about the processes used to develop and maintain SA or about the content of SA 
during the task in question. Rather, self-rating approaches typically only offer a rating 
of how aware a participant felt they were during the task. 
3.3.1.5 Observer rating techniques 
Observer rating techniques are most commonly used to assess SA during real-world 
tasks or tasks performed in the field. Observer rating techniques typically involve 
SMEs observing participants during task performance and then providing an 
assessment or rating of each participants SA. The SA ratings are based upon pre-
defined observable SA related behaviours exhibited by participants during task 
performance.  
The Situation Awareness Behaviourally Anchored Rating Scale (SABARS) is an 
observer rating technique that has been used to assess infantry personnel SA during 
field training exercises (Matthews et al, 2000, Matthews & Beal, 2002). The technique 
involves domain experts observing participants during task performance and rating 
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them on 28 observable SA related behaviours. A five point rating scale (1=Very poor, 
5 =Very good) and an additional „not applicable‟ category are used. The 28 rating 
items were designed specifically to assess platoon leader SA (Matthews et al, 2000).     
Observer-rating techniques are most commonly used when measuring SA in the field 
due to their non-intrusive nature, and at first glance appear to be the most suited to 
measuring SA during collaborative real world tasks. The main advantages associated 
with the use of observer rating scales are their non-intrusive nature and their ability to 
be applied during real-world scenarios. However, upon further investigation, it is 
quickly apparent that observer-rating approaches are also beset by a number of flaws 
that may restrict their usage. The primary disadvantage associated with observer-rating 
techniques concerns the construct validity of the measure. The extent to which 
observers can accurately rate participant SA is questionable (Endsley, 1995b), since 
the relationship between task performance and task behaviour has not yet been 
defined. Whilst there are observable behaviours that may indicate certain things 
regarding participant and team SA, the actual level of SA held cannot be accurately 
measured by observation alone. For example, a participant may exhibit appropriate 
behaviours even when they and the team has low SA, and a participant may not 
exhibit expected behaviours when they and the team has perfect SA. Similarly, 
participants and teams with poor SA can presumably achieve adequate task 
performance, whilst participants and teams with even a high level of SA could 
potentially perform poorly. In addition, it may prove extremely difficult to 
discriminate between different levels of SA across a team using observer ratings. 
Observer-rating techniques may also be subject to bias, in that they may serve to alter 
participant behaviour. Knowing that they are being observed may change participant 
behaviour, in that they may strive to operate „by-the-book‟ so to speak, and as a result 
the data obtained is subject to bias. Finally, observer-rating techniques require 
repeated access to multiple SMEs over a long duration of time, which is difficult to 
gain in most cases, especially in complex sociotechnical systems. 
3.3.1.6 Performance measures 
Using performance measures to assess SA involves measuring relevant aspects of 
participant performance during the task under analysis. Depending upon the task, 
certain aspects of performance are recorded in order to derive an indirect measure of 
SA. For example, in a military infantry exercise, performance measures may be „kills‟, 
„hits‟ or mission success or failure. When assessing driver SA, Gugerty (1997) used 
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hazard detection, blocking car detection, and crash avoidance as SA performance 
measures during a simulated driving task.  
Performance measures are attractive as they are simple to obtain (since they are 
generated through the normal flow of the task and are normally recorded during 
experimentation or real world tasks anyway) and are non-intrusive to task 
performance. On the down side, using performance measures as a measure of SA is 
problematic for a number of reasons, but mainly due to the unclear relationship 
between SA and performance (see above). The main problem associated with 
performance measures being used to measure SA is the assumption that efficient 
performance is achieved because of efficient SA and vice versa. As referred to above, 
exemplary performance during a task does not necessarily point to a participant 
having good SA, and vice versa. It may be that efficient performance is achieved 
despite inadequate levels of SA, or that poor performance is achieved regardless of a 
high level of SA. The unstable nature of the relationship between task performance 
and SA serves to diminish the suitability of performance measures as indicators of 
participant SA. The link between performance and SA clearly requires further 
investigation, and until this link is made clear, using performance as an indicator of 
participant SA is not acceptable. 
However, their use is not to be completely discounted as the procedure is often very 
simple, and the data may still have uses, particularly as a back-up SA measure to the 
other techniques employed. 
3.3.1.7 Process indices  
Process indices can also be used to measure SA. Process indices refer to the 
measurement of the cognitive processes employed by participants in order to develop 
and maintain SA during the task under analysis and involve recording these processes 
during task performance. Examples of process indices used to measure SA include eye 
movements (via eye tracking), verbalisations (via verbal protocol analysis) and 
communications (Endsley et al, 2000). The most commonly used process indice is the 
measurement of participant eye movements and fixations using an eye-tracking device 
(e.g. Smolensky, 1993) in order to derive a measure of SA. Using this approach an eye-
tracking device (e.g. FACELAB) is used to measure participant fixations during task 
performance, which can then be used to determine how the participant‟s attention was 
allocated to SA elements in the environment during the task under analysis. Another 
process indice related methodology is concurrent Verbal Protocol analysis (VPA; 
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Walker, 2004), which involves creating written transcripts of operator behaviour as 
they perform the task under analysis. The transcript is based upon the operator 
„thinking aloud‟ as they perform the task. VPA is used as a means of gaining an insight 
into the cognitive aspects of complex behaviours and is often used to indicate 
operator SA during task performance. 
The main disadvantage associated with the use of process indices in general is there 
in-direct nature; they tell us little about the product of SA held by the individual in 
question. Ultimately, the quality of SA is not assessed by such approaches. The use of 
eye trackers is also flawed for a number of reasons. The use of eye-tracking devices in 
the field is often not possible, and so it is not recommended in this case. Furthermore, 
typical eye-tracking devices are temperamental in their operation, and the data analysis 
procedure is a lengthy one, requiring great patience on behalf of the analyst. Another 
problem associated with the use of eye-tracking devices surrounds the „look-but-
failed-to-see‟ phenomenon (Brown, 2001). Whilst the eye-tracker data can point to 
which elements in the environment the participant fixated upon, there is no assurance 
that the element in question was accurately perceived. 
3.3.1.8 Team SA measures 
Interestingly, only relatively little attention has been given to the development of 
specific team SA measures, although this is on the increase at the time of writing this 
thesis. Some of the individual-based SA measures described above have been scaled 
up in order to measure the SA of teams (e.g. SAGAT & SART) and new specific team 
SA measures have been developed. Team SA measures tend to focus on the levels of 
overall team SA and/or the degree of shared awareness between members of a team 
and can be categorised into team probe-recall techniques, observer rating team SA 
techniques and team task performance-based SA assessment techniques. Team probe-
recall techniques (e.g. Bolstad, Cuevas, Gonzalez, & Schneider, 2005) involve the use 
of a SAGAT style approach in a team setting. This involves administering SA probes 
to all team members during freezes in task performance. These approaches suffer 
from the same criticisms that are aimed at SAGAT style approaches and are difficult 
to use during real world collaborative tasks (which are difficult to freeze and are often 
distributed over a wide geographical area). Typically, such approaches are used in a 
simulated environment. Observer rating team SA techniques involve SME observers 
observing team performance and rating the level of SA that each individual team 
member has and the level of team and shared awareness. Like their individual SA 
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assessment counterparts, these approaches suffer from doubts over their validity i.e. 
the extent to which observers can rate participant‟s internal levels of SA. The majority 
of team SA assessment techniques come under the umbrella of team task 
performance-based SA assessment techniques. Typically, responses to changes in the 
task and environment are used to assess how aware a team and its components are. 
The Co-ordinated Assessment of Situation Awareness of Teams (CAST; Gorman et 
al, 2006) is a recently developed approach that uses changes in the task environment 
to assess a teams SA. CAST uses situational „roadblocks‟ and judgements on how the 
team responds to these roadblocks in terms of co-ordinated perception and action 
processes in order to derive a measurement of team SA. The main criticisms of this 
approach relate to the unclear relationship between performance and SA. Although a 
team may respond appropriately to a roadblock their SA may have been diminished in 
some way. In addition, the CAST measure focuses exclusively on team SA and does 
not consider individual team member SA levels. 
The main problem with most „team SA‟ measures is that they still focus on the 
measurement of individual team member SA; assessing each team member‟s SA and 
then making a judgement of the overall level of team SA is obviously problematic; as 
Salas et al (1995) point out there is much more to team SA than simply combining 
individual team member SA. These approaches do not take into account the 
interactions between team members and thus are not truly measuring a collaborative 
concept. At the time of writing more system or team oriented approaches are 
emerging, such as the CAST approach, however as yet these have not yet received 
much attention within the literature. 
A summary of the methods review is presented in Table 3-2. 
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Table 3-2. Summary of SA measurement techniques review. 
Method Method Type Domain of Origin
Domains of 
Application
Individual 
and/or Team?
Application 
Time
Main Strengths Main Weaknesses
SMEs 
Required
Training 
Time
Tools 
Required
Validation 
Studies
Crew Awareness 
Rating Scale (CARS; 
McGuinness & Foy, 
2000)
Self rating 
technique
Military (infantry 
operations)
Military (infantry 
operations)
Individual Low
1) Developed for use in infantry 
environments
2) Less intrusive than on-line 
techniques
3) Quick, easy to use requiring little 
training
1) Construct validity questionable
2) Limited evidence of use and 
validation
3) Problems of gathering SA data post-
trial e.g. correlation with performance, 
forgetting low SA periods
No Low Pen & Paper Yes (2)
Mission Awareness 
Rating Scale (MARS; 
Matthews & Beal, 
2002)
Self rating 
technique
Military (infantry 
operations)
Military (infantry 
operations)
Individual Low
1) Developed for use in infantry 
environments
2) Less intrusive than on-line 
techniques.
3) Quick, easy to use requiring little 
training
1) Construct validity questionable
2) Limited evidence of use and 
validation
3) Problems of gathering SA data post-
trial e.g. correlation with performance, 
forgetting low SA periods
No Low Pen & Paper Yes (2)
Situation Awareness 
Behaviourally 
Anchored Rating 
Scale (SABARS; 
Matthews & Beal, 
2002)
Observer rating 
technique
Military (infantry 
operations)
Military (infantry 
operations)
Individual Medium
1) SABARS behaviours generated 
from infantry SA requirements 
exercise
2) Non-intrusive
3) Could potentially be adapted for 
use in team SA assessments
1) Extent to which observers can 
accurately rate internal construct of SA 
is questionable
2) The presence of observers may 
influence participant behaviour
3) Access to SME's and field settings is 
required
Yes High Pen & Paper Yes (2)
Situation Awareness 
Control Room 
Inventory (SACRI; 
Hogg et al, 1995)
Freeze probe 
recall technique
Nuclear Power Nuclear Power Individual Medium
1) Removes problems associated 
with collecting SA data post-trial
2) Direct approach
3) Gives an SA score for individuals 
based on their awareness of 
elements in the environment
1) Requires task and system simulation
2) Intrusive to primary task performance 
and may direct attention to SA elements
3) Cannot be applied during 
collaborative real world tasks
No Low
Task & 
System 
Simulation
Computer
Yes (1)
Situation Awareness 
Global Assessment 
Technique (SAGAT; 
Endsley, 1995b)
Freeze probe 
recall technique
Aviation
Aviation 
Air Traffic 
Control
Military
Nuclear Power
Driving
Individual Medium
1) Direct approach
2) Extremely popular approach that 
has been subject to numerous 
validation studies
3) Removes problems associated 
with collecting SA data post-trial
1) Requires task and system simulation
2) Intrusive to primary task performance 
and may direct attention to SA elements
3) Cannot be applied during 
collaborative real world tasks
No Low
Task & 
System 
Simulation
Computer
Yes (10+)
SALSA (Huass & 
Eyferth, 2003)
Freeze probe 
recall technique
Air Traffic Control
Air Traffic 
Control
Individual Medium
1) Direct approach
2) Removes problems associated 
with collecting SA data post-trial
3) Based on the popular SAGAT 
approach
1) Requires task and system simulation
2) Intrusive to primary task performance 
and may direct attention to SA elements
3) Cannot be applied during 
collaborative real world tasks
No Low
Task & 
System 
Simulation
Computer
Yes (1)
SASHA (Jeannott, 
Kelly & Thompson, 
2003)
Real time probe 
recall technique
Post trial 
questionnaire
Air Traffic Control
Air Traffic 
Control
Individual Medium
1) Offers two techniques for the 
assessment of SA
2) Administering probes in real-time 
removes the need for task freezes, 
and allows the technique to be 
applied during real world tasks
1) Probes may direct attention to 
required elements
2) Generation of appropriate SA queries 
places great burden upon analyst/SME.
3) Limited evidence of use or validation 
studies
Yes High
Task & 
System 
Simulation
Telephone
Computer
Yes (1)
Situation Awareness 
Rating Scale (SARS; 
Waag & Houck, 1994)
Self rating 
technique
Aviation Aviation Individual Low
1) Quick, low cost and easy to use, 
requiring little training
2) Non-intrusive to primary task
1) Problems of gathering SA data post-
trial e.g. correlation with performance, 
forgetting low SA.
2) Limited use and validation evidence
3) Cannot be applied to team SA 
assessments
No Low Pen & Paper Yes (1)
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Table 3-3. (Continued). Summary of SA measurement techniques review. 
Method Method Type Domain of Origin
Domains of 
Application
Individual 
and/or Team?
Application 
Time
Main Strengths Main Weaknesses
SMEs 
Required
Training 
Time
Tools 
Required
Validation 
Studies
Situation Awareness 
Rating Technique 
(SART; Taylor, 1990)
Self rating 
technique
Aviation
Aviation
Air Traffic 
Control
Military
Nuclear Power
Individual Low
1) Quick, low cost and easy to use 
requiring little training
2) Generic - can be used in other 
domains
3) Non-intrusive to primary task 
performance and can be used 
during real world SA assessments
1) Problems of gathering SA data post-
trial e.g. correlation with performance, 
forgetting low SA periods
2) Issues regarding sensitivity of the 
technique
3) Has not performed well in various 
validation studies and it is questionable 
whether it is in fact assessing SA or not
No Low Pen & Paper Yes (10+)
SA-SWORD
Vidulich & Hughes 
(1991)
Self rating 
technique
Aviation Aviation Individual Low
1) Quick, low cost and easy to use 
requiring little training
2) Useful when comparing two 
systems or artefacts
3) Generic and can be applied in 
any domain
1) Problems of gathering SA data post-
trial e.g. correlation with performance, 
forgetting low SA periods
2) Does not provide a measure of SA 
3) Limited application
No Low Pen & Paper Yes (2)
Situation Present 
Assessment Method 
(SPAM; Durso et al, 
1995)
Real time probe 
technique
Air Traffic Control
Air Traffic 
Control
Aviation
Individual Low
1) No freeze required
2) Has shown promising results in 
validation studies
3) Administering probes in real-time 
removes the need for task freezes, 
allowing the technique to be applied 
during real world SA assessments
1) Low construct validity
2) Limited application
3) Attention may be directed to required 
SA elements
Yes High
Task & 
System 
Simulation
Telephone
Computer
Yes (4)
SA Requirements 
Analysis (Endsley, 
1993)
SA requirements 
analysis 
technique
Generic
Aviation
Air Traffic 
Control
Military
Nuclear Power
Individual and 
Team
High
1) The output specifies the elements 
that comprise operator SA in the 
scenario under analysis
2) Output can be used to develop 
SA measure
3) The procedure is generic and can 
be applied in any domain
1) The procedure is time consuming, 
involving observation, interviews and task 
analysis.
2) Access to numerous SME's is required 
for a lengthy period of time.  This may 
prove difficult to gain
3) Describes only the SA elements and 
not the interactions between them
Yes Med
Pen & Paper
Audio 
recording 
device
No
Cranfield Situation 
Awareness Scale (C-
SAS; Dennehy, 1997)
Self rating/
Observer rating 
technique
Aviation Aviation Individual Low
1) Very quick, low cost and easy to 
use, requiring little training.
2) C-SAS scales are generic, and 
can be applied in any domain.
3) Can be used as a self-rating tool 
and an observer-rating tool.
1) Unsophisticated measurement tool.
2) No validation evidence associated 
with the technique.
3) Problems of gathering SA data post-
trial e.g. correlation with performance, 
forgetting low SA periods.
Yes Low Pen & Paper No
Performance 
Measures (Various)
Performance 
measure
Generic Various
Individual and 
Team
Low
1) Data collection is simplistic
2) Provides an objective measure if 
SA
3) Non-intrusive and can be applied 
during real world collaborative SA 
assessments
1) The relationship between 
performance and SA is an ambiguous 
one e.g. poor performance can still 
occur even when operators have poor 
levels of SA
2) Indirect assessment of SA.
3) Suffers from diagnosticity and 
sensitivity problems.
Yes Low
Dependent 
upon task 
under 
analysis
No
Eye Tracker Process indice Generic Various Individual High
1) Relatively unintrusive to primary 
task performance
2) Can be used to determine which 
environmental elements are 
attended to
3) Widely used
1) Equipment is temperamental and difficult 
to operate, cannot be used 'in-the-field' and 
the data analysis procedure is very time 
consuming.
2) 'Look but do not see' phenomenon should 
be considered.
3) Offers only an indirect assessment of SA 
(Endsley et al 2000).
No Med
Eye Tracker 
equipment 
and 
software
No
Quantitative 
Assessment of 
Situation Awareness 
(QUASA; 
McGuinness, 2004)
Probe/Self rating 
technique
Military Military Individual Low
1) Combines subjective ratings with SA 
probes.
2) Developed specifically for military 
command and control environments.
3) Provides an assessment of actual 
participant SA and also their perceived 
SA (confidence in their SA)
1) Intrusive to primary task performance.
2) Does not cater for teams.
3) Limited evidence of use and validation.
No Low Pen & Paper Yes (3)
Verbal Protocol 
Analysis
Process indice Generic
Military
Driving
Individual and 
Team
High
1) Verbalisations provide a genuine 
insight into cognitive processes.
2) VPA provides a rich data source
3) Simplistic procedure that can be 
applied to teams during real world tasks
1) Data analysis procedure is extremely 
laborious and time consuming.
2) Prone to bias.
3) Verbal commentary can sometimes serve 
to change the nature of the task.
No Medium
Audio 
recording 
equipment
Yes
Co-Ordinated 
Awareness of Teams 
(CAST; Gorman et al, 
2006)
Team 
assessment 
method
Military Military Team Low
1) Developed specifically for team SA 
assessments
2) A novel approach that uses 
roadblocks to assess how teams react 
to situations – considers interactions 
between the team and the situation
1) It is questionable whether this approach 
can be applied during real world tasks
2) The relationship between responses to 
'roadblocks' and team SA is not clear
3) Access to SMEs required
Yes Low Pen & Paper Yes (1)
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In summary, the results of the methods review demonstrate that (aside from the SA 
requirements analysis procedure which would be required prior to any form of SA 
analysis), in their current format, existing SA measurement approaches are inadequate 
for the measurement of SA in complex collaborative environments. There are two 
main reasons underlying this conclusion. Firstly, the majority of the SA measurement 
techniques reviewed (all aside from the CAST approach) were developed specifically 
for the assessment of individual operator SA and thus do not cater for team SA. As 
Salas et al (1995) pointed out, there is much more to team SA than merely combining 
individual team member SA and the literature review presented in chapter two 
highlighted that team SA is a multidimensional construct that consists of individual 
team SA, compatible SA, shared SA, team processes and the interactions between 
team members. It is therefore clearly not acceptable to simply measure individual team 
member‟s SA and then aggregate this in order to derive an assessment of team SA; 
just because each team member has good SA does not mean that the team has good 
SA. The lack of specific team SA measurement approaches available in the literature 
was surprising, however it is notable that the measurement of team SA is currently 
receiving increased attention from the HF community (e.g. Gorman et al, 2006; 
Stanton et al, 2006 etc). However, much further investigation into the measurement of 
SA in real world collaborative environments is required. Secondly, the review 
indicated that, when used in isolation, each of the different SA measurement 
approaches are beset by distinct flaws that could potentially hinder any SA data 
obtained. For example, freeze-probe recall techniques are intrusive and cannot be 
applied „in the field‟ whilst real-time probe techniques are difficult to apply and are 
still intrusive to primary task performance. Self-rating techniques suffer from a host of 
problems associated with collecting subjective SA data post-trial (e.g. correlation with 
performance, participant‟s inability to rate low periods of SA etc) and the construct 
validity of observer rating techniques, process indices and performance measures is 
questionable. 
3.4 Conclusions 
The purpose of this review was to identify and understand the different SA measures 
presented in the literature and to subsequently compare and contrast them in order to 
identify those approaches that are the most suitable for assessing SA during real world 
collaborative activities. In conclusion, the review indicates that existing SA 
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measurement techniques are inadequate for use in the assessment of team and 
distributed SA in complex sociotechnical systems. Whilst each class of technique (e.g. 
freeze-probe, real-time probe, self-rating etc) possess distinct flaws which would 
hinder the data collected, the techniques also fail to meet the requirements specified 
earlier in the chapter, namely that any technique used to assess SA during 
collaborative activity should be able to assess participant SA across multiple locations 
at the same time, assess both individual and team SA for the same task and also assess 
SA in real-time (i.e. during real world activities). Of the techniques reviewed, it is also 
notable that all bar one were developed primarily for the assessment of individual 
operator SA.  
The methods review also produced a number of more general conclusions regarding 
the measurement of SA. Firstly, it was concluded that the SAGAT approach (Endsley, 
1995a) is the most commonly applied SA assessment technique. Consequently, the 
SAGAT approach has the most validation evidence associated with it. Indeed, 
validation of the techniques remains problematic, and the literature review indicated 
that there has been only limited investigation into the validation of SA measurement 
methods. Aside from SAGAT and SART, both of which have been subjected to a 
significant number of validation studies, there is very limited validation evidence 
associated with existing SA measurement techniques.        
3.5 Recommendations  
The measurement of SA in complex collaborative environments poses a considerable 
but not unachievable challenge to the HF community. The concept of team SA 
requires much further investigation in itself, which in turn requires the provision of 
reliable and valid measurement procedures. This review indicates that, in their current 
format, existing SA measurement approaches are inadequate for this purpose, and a 
novel approach is required. As highlighted previously, the main issues surrounding the 
measurement of SA in such environments are the need to assess both individual and 
team SA in real-time, and simultaneously at different locations. From the categories of 
measurement technique available in the literature, not one can boast an ability to 
achieve this without incurring serious flaws that may hinder the data collected. There 
are two potential solutions to this problem. The first solution would be to develop a 
novel approach to the assessment of team SA that could satisfy these requirements. 
The second solution would be to combine the most successful SA measurement 
techniques in order to form a battery or „toolkit‟ of SA measures.  The lack of a single 
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technique that can cope with both individual and team SA across multiple 
geographical locations in real-time suggests that multiple methods approaches may be 
more suited. Also a multiple measure approach ensures that SA data can be effectively 
crosschecked between measures in order to ensure reliability and accuracy. The 
concept of using a battery of human factors methods to achieve more efficient 
performance is not a new one. For example, in conclusion to a review of thirty-eight 
existing human reliability analysis (HRA) and human error identification (HEI) 
techniques (Kirwan, 1998a), Kirwan (1998b) suggested that as none of the techniques 
available satisfied all of the fourteen criteria against which they were evaluated, a 
framework or toolkit approach using a mixture of independent HRA/HEI tools may 
be the most suitable approach to error analysis. It is also common to use a battery of 
methods (e.g. physiological measures, primary and secondary task performance 
measures and subjective measures) for the assessment of operator workload. A 
multiple measure approach has no doubt been used previously to measure SA, and it 
is not offered as a novel procedure, rather it is offered as a solution to the 
considerable challenge faced when measuring team or distributed SA.  The make-up 
of such an approach is unclear, and considerable investigation is required in order to 
determine the logistics of such an approach.  
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4 Distributed situation awareness: A 
new view on situation awareness in 
collaborative environments and its 
measurement 
4.1 Introduction 
The inescapable conclusion from chapters two and three is that currently there is a 
lack of an appropriate model of team SA for complex collaborative environments and 
also that existing SA assessment methods are inadequate when considering the 
measurement of SA during real world collaborative activities. These findings 
combined suggest that our understanding of SA in such environments remains limited 
and subsequently serve to set the scene for the rest of this thesis; that is it is the 
author‟s aim to further investigate the description and measurement of SA in 
collaborative environments. Our lack of knowledge regarding team SA acquisition and 
maintenance and the accompanying lack of approaches for measuring team SA is the 
first issue that should be addressed by this research. The purpose of this chapter is 
therefore to introduce new approaches to both problems. Firstly, a recently developed 
model of DSA, which accounts for SA in collaborative environments, is presented. 
Following this, the propositional networks methodology, an approach that can be 
used to describe and assess DSA during real world collaborative tasks, is described. A 
simple command and control paradigm example is then used to demonstrate both 
approaches. 
4.2 Distributed situation awareness 
As pointed out in chapter two, the concept of DSA has recently emerged within the 
HF literature. DSA approaches are based on the notion that in order to understand 
behaviour in complex systems it is more useful take the system itself as the unit if 
analysis and to focus on the interactions between the parts of the system and the 
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resultant emerging behaviour rather than study its parts in isolation (Ottino, 2003). 
DSA models are borne out of distributed cognition theory (Hutchins, 1995) and 
Cognitive Systems Engineering (CSE; Hollnagel, 1999) approaches, both of which 
focus on the entire system rather than the individuals within in it as the unit of 
analysis when studying activity and cognition. These approaches take the view that the 
people and artefacts working within a system conjugate together to form a so-called 
„joint cognitive system‟ and that cognitive processes emerge from and are distributed 
across this joint cognitive system. Cognition is therefore achieved through co-
ordination between system units (Artman & Garbis, 1998).  
Using distributed cognition and CSE theory as their foundation, DSA approaches 
argue that SA too exists at a systems level and can be viewed as an emergent property 
of collaborative systems. DSA is therefore taken to be the collective awareness of the 
entire system, a characteristic of the system in which the team is working (Artman & 
Garbis, 1998) and a product of the systems behaviour. This is of course in direct 
contradiction with those of models that treat SA as a uniquely internal cognitive 
construct (e.g. Endsley, 1995a); the approach instead views SA as a social 
phenomenon that exists in the artefacts and conversations around us. Artman (2000), 
for example, suggests that SA is “not simply the sum of individual SA or a completely 
group level idea of a situation, it is an actively communicated and co-ordinated 
accomplishment between several members. This accomplishment emerges in a 
context where artefacts and information technology partly structure the possibility of 
sharing and distributing information” (Artman, 2000, p. 16). 
Following on from Artman & Garbis (1998) ideas (see chapter two), Stanton et al 
(2006) recently proposed the foundations for a novel of theory of DSA, suggesting 
that DSA is a product of co-ordination between a system‟s elements and that the 
system collectively holds the SA required for task performance. Stanton et al‟s 
approach views knowledge as the relationship between concepts (Shadbolt & Burton, 
1995) and suggests that SA-related information is held by and distributed between the 
agents and artefacts (both human and non-human) comprising the system. The 
combined sum of these information elements (or concepts) represents the system‟s 
DSA. DSA is defined as “activated knowledge for a specific task, at a specific time 
within a system” (Stanton et al, 2006, p. 1291), meaning that the information required 
for SA becomes active (i.e. used) at different points in time based on the goals and 
activities being performed and their requirements. This definition has similarities with 
Bell and Lyon‟s (2000, p.142) presumption that, “SA could be defined as knowledge 
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(in working memory) about elements of the environment” and also Cowan‟s (1988) 
description of activated working memory as awareness. Stanton et al propose then, 
that a situation requires the use of appropriate knowledge (held by individuals, 
captured by devices etc.) that relates to the state of the environment and those 
changes as the situation develops. The „ownership‟ of this information is initially at the 
system, rather than individual level. This notion is further extended to include „meta-
SA‟, where its knowledge of other agents‟ knowledge is contained in the system, such 
that each agent could potentially know where to go when they need to find something 
out.   
According to Stanton et al (2006), each agent has unique but compatible (not shared) 
views on the situation. Each agent therefore plays a critical role in the development 
and maintenance of other agents SA. An agent with limited or degraded SA can 
enhance or update his SA through interaction with another agent. This interaction 
between agents is critical to the maintenance of both the individual and DSA of the 
agents and the overall network involved.  
Stanton et al (2006) point out that their approach does not contend that individual 
oriented perspectives are redundant; rather they provide an alternative, but 
complementary approach to viewing and describing SA in collaborative systems. For 
example, in extending the DSA approach to Endsley‟s three level model, it is assumed 
that within collaborative systems, some individuals are engaged in perception tasks, 
some are engaged in comprehension and in the projection tasks and others are 
engaged in response execution tasks. 
The main difference between individual and team models of SA and DSA approaches 
relate to the treatment of SA as a cognitive construct or as a systems construct. Most 
individual and team models suggest that SA exists in the mind of individuals whereas 
DSA approaches view SA as an emergent property or a product of the system itself. 
SA is therefore viewed as the „glue‟ that holds the system together. Team and shared 
SA approaches also differ in that they view team SA either as a summation of 
individual SA or as the overlapping SA elements between team members. The key 
difference between existing team SA models (e.g. Endsley & Robertson, 2000; Salas et 
al, 1995) and the approach described by Stanton et al relates to the issue of shared 
versus compatible SA and the treatment of SA as a systems level phenomenon. For 
example, Endsley (1989) and Endsley & Jones (2001) suggest that team SA comprises 
shared and team SA; Shared SA refers to the level of overlap in common SA elements 
between team members and is defined as “the degree to which team members have 
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the same SA on shared SA requirements” (Endsley & Jones, 2001). Team SA, on the 
other hand, is defined as, “the degree to which every team member possesses the SA 
required for his or her responsibilities” (Endsley, 1989). Stanton et al‟s (2006) 
approach differs in that they view team SA as comprised of compatible SA rather than 
shared SA.  
The notion of compatible SA requires further exploration. It may be that within 
collaborative systems, each team member does not need to know everything, rather 
they possess the SA that they need for their specific task but are also cognisant of 
what other team members need to know and do know. However, the extent to which 
systems should support „sharing‟ of awareness is questionable. Although different 
team members may be aware of the same information, this awareness is not shared, 
since the team members often have different goals and tasks on which their view of 
the situation is based on; they are often using information quite differently from one 
another. Each team members SA is however compatible since it is different in content 
but is compatible in that it is all collectively needed for the overall team to perform 
the collaborative task successfully. Therefore, to suggest that all team members have 
their own SA and also shared SA with team members and of the overall team could be 
an oversimplification. To use the analogy of a cog in a machine, each cog does not 
need to „know about‟ all of the other cogs, rather it only needs to be able to interact 
with those cogs adjacent to it – thus it is proposed in this thesis that „compatibility‟ is 
the key to team SA, rather than „sharedness‟. Any sharing of goals, intent, and 
understanding arises out of the need of the individual team members to perform their 
tasks and not for its own sake. The ideas of „sharing‟ have mutated into a vague belief 
that sharing ensures a cohesive team, but it can be argued that „compatibility‟ leads to 
cohesiveness. DSA requirements are thus taken to be different from shared SA 
requirements (Stanton et al, 2006). Shared SA implies shared requirements and 
purposes whereas DSA implies different, but potentially compatible, requirements and 
purposes.  
It is the contention of this research that SA and team SA can be described more 
appropriately using the systems or worldview approach advocated by Stanton et al 
(2006) and Artman & Garbis (1998). It is also felt that the concept of „compatible‟ SA 
is more appropriate than shared SA descriptions. Even in instances where team 
members have access to the same information it is apparent that factors such as the 
tasks being undertaken, roles within the team and past experiences ensure that their 
SA is significantly different. This, of course, has significant implications for 
SALMON, P. M                                           CHAPTER 4 – DISTRIBUTED SITUATION AWARENESS: A NEW VIEW 
 70 
collaborative system design, since it emphasises the need for disseminating only the 
appropriate information to the appropriate team members, rather than the need for 
team members to share their awareness. 
4.3 Representing Distributed Situation Awareness 
Viewing SA as a systems level phenomenon has interesting connotations for its 
assessment. Individual-based measures such as SAGAT and SART are not applicable 
since they focus exclusively on the awareness „in-the-head‟ of individual agents and 
overlook the interactions between them. Rather what is required is an approach that is 
able to describe the concept from a systems perspective; this includes the information 
that is distributed around the system, the usage of this information by different system 
elements, how the information is combined together to form DSA and most 
importantly the SA-related interactions between system elements. When this is 
requirement is coupled with the conclusions taken from the methods review 
presented in chapter two (i.e. that the majority of SA measures are belied by flaws 
limiting their utility when used to assess team SA) it is logical to either develop a new 
systems-based measure of SA or identify an existing distributed cognition-based 
approach that can be modified for DSA assessment. 
Although the DSA approach takes much of its inspiration from distributed cognition 
theory (Hutchins, 1995) it is notable that the methods used in distributed cognition 
assessments may not be suited to SA assessments. Distributed cognition methods 
typically use ethnographic study (e.g. observational study and interview data) to 
develop basic textual descriptions of collaborative activity (e.g. Hutchins, 1995) and 
thus are not likely to provide the level of details required for SA assessments. Clearly a 
more formal, systematic approach is required for DSA assessments. 
As part of a wider research program in which the aim was to develop a measure to 
analyse team activities in command and control environments, Stanton, Salmon, 
Walker, Baber & Jenkins (2005) developed the Event Analysis of System Teamwork 
(EAST) framework. Within this framework, the so-called propositional network 
methodology was proposed as a way of describing systemic SA. Since its 
development, the approach has been applied to a number of real world collaborative 
scenarios, including naval warfare (Stanton et al, 2006), railway maintenance 
operations (Walker et al, 2006), energy distribution substation maintenance scenarios 
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(Salmon et al, 2008) and military aviation airborne early warning systems (Stewart et al, 
2008). A description of the approach is presented in the following section. 
4.3.1 Representing knowledge in networks 
A propositional network is essentially a network depicting the information underlying 
a system‟s awareness and the relationships between the different pieces of 
information. They represent DSA as information elements and the relationships 
between them, which relates back to the assumption that SA comprises concepts and 
the relationships between them. Representing a system‟s awareness in this way also 
permits the representation of the contribution of, and usage of, different pieces of 
information by different agents (human and non-human) within the system. 
Propositional networks therefore provide a way of comprehensively describing the 
system‟s knowledge and the information underlying it. 
The representation of knowledge in a network is not a new concept; semantic 
networks have been used by cognitive psychologists as a way of representing the 
association between items within a concept since the 1970s. Semantic networks are 
based on the long held belief that all knowledge is in the form of associations and 
represent concepts by depicting linked nodes in a network (Eysenck & Keane, 1990). 
Within a semantic network, each node represents an object, such as „elephant‟ or 
„mouse‟. Each of the nodes within the network has associated properties, such as „big‟ 
or „small‟, „tail‟ and „trunk‟, „mammal‟ or „rodent‟. The nodes are linked by pointers 
that are typically verbs such as „has‟ or „is‟. The combination of the nodes, their 
properties and the links between them forms the semantic network. A simple 
semantic network is presented in Figure 4-1. 
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Elephant
Mouse
Is Big
Is Small
Has Trunk
Has Tail
Mammal
Is Rodent
 
Figure 4-1. Example semantic network showing the associations between concepts. 
Similarly, concept maps (Crandall, Klein & Hoffman, 2006) have also been used to 
represent knowledge and do this via the use of networks depicting concepts and the 
relationships between them. According to Crandall et al (2006) concept maps were 
first developed by Novak (1977; cited in Crandall et al, 2006) in order to understand 
and track changes in his student‟s knowledge of science. Concept maps are based on 
Ausubel‟s theory of learning (Ausubel, 1963; cited in Crandall et al, 2006) which 
suggests that meaningful learning occurs via the assimilation of new concepts and 
propositions into existing concepts and propositional frameworks in the mind of the 
learner. Crandall et al (2006) point out that this occurs via subsumption (realising how 
new concepts relate to those already known), differentiation (realising how new 
concepts draw distinctions with those already known) and reconciliation (of 
contradictions between new concepts and those already known). An example concept 
map of the concept map approach is presented in Figure 4-2. 
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Figure 4-2. Concept map about concept maps (adapted from Crandall et al, 2006). 
With close similarities to both approaches, Anderson (1983) proposed the use of 
propositional networks to describe activation in memory. Propositional networks are 
similar in that they contain linked nodes; however, they differ from semantic networks 
in two ways (Stanton et al, 2006). Firstly, rather than being added to the network 
randomly, the words instead are added through the definition of propositions. A 
proposition in this sense represents a basic statement. Secondly, the links between the 
words are labelled in order to define the relationships between the propositions i.e. 
elephant „has‟ tail, mouse „is‟ rodent. Following Crandall et al (2006), a simplistic 
propositional network about propositional networks is presented in Figure 4-3. 
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Figure 4-3. Propositional network diagram about propositional networks. 
4.3.2 Constructing propositional networks 
Propositional networks can be constructed from a variety of data sources. These 
include observational or verbal transcript data, Critical Decision Method (CDM; Klein 
& Armstrong, 2004) data, HTA (Stanton, 2006) data or data derived from work-
related artefacts such as Standard Operating Instructions (SOIs), user manuals, 
procedures and training manuals.  
In order to construct a propositional network, firstly the concepts need to be defined 
followed by the relationships between them. For the purposes of DSA assessments, 
the term „information elements‟ is used to refer to concepts. To identify the 
information elements related to the task under analysis, a simple content analysis is 
performed on the input data (e.g. verbal transcript, HTA or CDM responses) and 
keywords are extracted. These keywords represent the information elements, which 
are then linked based on their causal links during the activities in question (e.g. contact 
„has‟ heading, enemy „knows‟ plan etc). The output of this process is a network of 
linked information elements; the network contains all of the information that is used 
by the different agents and artefacts during task performance and thus represents the 
system‟s knowledge. These information elements represent what the system and its 
agents „needed to know‟ in order to successfully undertake task performance. 
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Information element usage can also be represented via shading of the different nodes 
within the network based on their usage by different agents during task performance. 
Thus, the information elements related to the DSA and also the usage, ownership and 
sharing of these information elements as the scenario unfolds over time can be 
defined.  
A flowchart depicting the propositional network procedure is presented in Figure 4-4. 
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Figure 4-4. Propositional network procedure. 
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To demonstrate how propositional networks are constructed, Figure 4-5 presents an 
extract of a verbal transcript collected during a study of DSA during land warfare activities 
(see chapter eight); the keywords extracted from this transcript via content analysis are 
highlighted in bold and the ensuing propositional network is presented on the right hand 
side of the Figure.  
 
“the goal for the terrain analysis part of question one is 
to produce an overlay to brief the commander on the 
military effects of the terrain on his mission. That 
includes areas that are restricted or very restricted or 
their movement is restricted or very restricted… it 
includes elevation, height….then it goes into detail 
regarding observation & fields of fire, cover and 
concealment, obstacles, key terrain and avenues of 
approach which is basically movement corridors that can 
be used both by the blue forces in achieving the mission 
but also approach routes by the enemy as well”.  
Verbal Transcript
Propositional Network
 
Figure 4-5. Propositional network example; Figure shows verbal transcript and the resultant 
propositional network that is constructed based on the identification (via content analysis) of keywords 
from the verbal transcript data. 
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4.4 Distributed situation awareness example 
To familiarise the reader with both approaches, this section uses a simplistic 
command and control paradigm to demonstrate the DSA concept and the 
propositional network approach. The so-called „sensor to effecter‟ paradigm has 
previously been used to model command and control scenarios (e.g. Jenkins, Stanton, 
Walker, Salmon & Young, 2008) and was developed to represent a range of command 
and control domains (both military and non-military). Whilst it is accepted that this 
model is a simplified account of a sensor to effecter networks found in operational 
environments, the model does attempt to capture the essential features. Other „sensor 
to effecter‟ network analyses have used similar paradigms with some success (e.g. 
Dekker, 2003). 
The paradigm environment is based in an urban setting of approximately 20 hectares. 
Within the environment, there are a number of concealed „targets‟ that require the 
system‟s attention. There are two types of actors working within the environment. 
The first group of actors are reconnaissance units known as „sensors‟; sensors have 
the ability to sweep a geographic area and identify targets that need to be attended to. 
The second group of actors are „effecters‟ who are responsible for attending to 
identified targets. In this simple paradigm, sensors are the only actors that can detect 
targets and effecters are the only actors who can attend to those targets identified. 
There are a number of ways that information can be transmitted between the sensors 
and effecters and this is dependent upon the way that the system is configured. For 
the purposes of this example, a simple hierarchy containing sensors reporting to a 
commander and then the commander directing effecters is used. The command 
structure is presented in Figure 4-6. 
 
SALMON, P. M                                           CHAPTER 4 – DISTRIBUTED SITUATION AWARENESS: A NEW VIEW 
 79 
Commander
Sensor SensorSensor Sensor Effecter EffecterEffecter Effecter
 
Figure 4-6. Example sensor to effecter command structure. 
The example structure presented in Figure 4-6 can be used to present a simple 
example of the DSA concept. In this case, there are four sensors located in the field, a 
commander situated at a remote command centre, and four effecters located in the 
field. The role of the „system‟ is to locate and neutralise targets. The sensors role is to 
search, locate and identify targets, calculate their threat level and pass this information 
onto the commander. The commander‟s role is then to calculate the target priority 
(based on location, type, capability and threat), determine if the targets need to be 
neutralised and then allocate effecters to targets. The effecters‟ role is then to 
neutralise the targets and report their neutralisation back to the commander. 
To begin with, the DSA of the system is incomplete. Although the system is aware of 
the possible presence of targets within the battlefield area, it does not know what or 
where the targets are or what their threat level and capability is. The sensors therefore 
search the battlefield area and upon identifying a target record its location, classify the 
type of target and calculate its threat level. This information is then sent to the 
commander who then takes the various target reports from each of the sensors and 
assigns a priority level with each target, determines whether or not they are to be 
neutralised and then identifies (based on effecter location and workload) an 
appropriate effecter to neutralise each target selected. Finally, the effecter, upon being 
given the assigned target and relevant information (location, capability etc) neutralises 
the target and confirms this with the commander. 
This collaborative endeavour can be used to present examples of the DSA concept. 
The information required for the sensor to effecter system to work is distributed 
around its different components; each component holds information that is required 
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for the system to work effectively. The sensor contributes information related to the 
targets identified (e.g. location, type, capability, threat etc), the commander provides 
information related to the priority level of the targets, the targets that are to be 
neutralised and also the allocation of targets to effecters, finally the effecters provide 
information relating to the neutralisation of the targets. To demonstrate this, the SA 
requirements of the different components of the system are presented in Figure 4-7. 
The SA is therefore distributed around the system; no one agent knows everything 
and for the system to work effectively each components awareness needs to be 
combined with one another. 
Each agent holds a different, but compatible view of the situation based on their role 
and goals within the system. The sensors‟ SA comprises targets, their locations in the 
battlefield area, and their capability and threat level. Each sensor‟s awareness is 
different to one another as they are located in different parts of the battlefield and are 
searching for different targets with differing levels of capability and threat. The 
commander‟s awareness comprises an overall picture of the targets, their location and 
threat levels, the priority and neutralisation requirement of the different targets, and 
the availability and workload of the effecters; he uses the relationship between these 
factors to allocate targets to effecters. Finally, each effecter‟s awareness is based solely 
on the target(s) to which they have been assigned; they are aware only of the target in 
question, its type, capability and location and requirement for neutralisation. Thus, 
each components view on the situation is entirely different but is compatible in that it 
is required collectively for the system to work. 
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Figure 4-7. Sensor to effecter SA requirements example. 
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The example presented can also be used to demonstrate the concept of „SA 
transactions‟, which is proposed here as an alternative to the ideas of shared SA. For 
example, take a situation in which the commander has received information from the 
sensors regarding three targets, has assigned a priority to them and is currently 
looking at effecter locations and workload with a view to assigning targets to 
effecters. If at this stage the commander receives a new target report from a sensor in 
the field, the concept of SA transactions can be demonstrated. Here the commander 
receives a communication from the sensor in the field containing details regarding a 
fourth target, its type, location and capability and also a judgment on its threat level. 
This represents a „transaction‟ or exchange in awareness between the sensor and 
commander; the sensor is passing on part of its awareness to the commander, who 
then combines the information received with his own awareness at that time. There is 
no sharing of awareness since both are using the information for their own ends; 
consequently their awareness, even when using the same information is not the same. 
The sensors awareness comprises simply the target, target type, location and threat 
level, whereas the commanders awareness of the new target also comprises its 
relationship with the other targets that he already knows about (i.e. proximity, threat 
level), priority level and potential effecter assignment. Thus, the sensor and 
commander in this example are not sharing their awareness; rather a transaction in 
awareness occurs between the two. The commander combines the new target 
information with his existing awareness, new relationships between concepts emerge 
and his awareness is modified as a result. This is represented in Figure 4-8. 
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Figure 4-8. SA transaction and resultant modification of awareness; the shaded information elements 
represent those elements that have been modified as a result of the transaction in awareness between 
the sensor and the commander. 
In Figure 4-8, the commander‟s original picture includes an appreciation of the 3 
targets present and an initial judgment on which effecters will deal with which of the 
three targets; upon receiving a new report from one of sensors containing 
information regarding another target (target, type, location, capability and threat) the 
commander‟s awareness is modified; the presence of new information is combined 
with his existing picture and his target assignment is modified based on the new 
information given to him. 
4.5 Comparison with existing models and measurement 
approaches 
4.5.1 Distributed situation awareness versus existing models 
The main criticism of existing SA models (see chapter two) in relation to this thesis is 
that they focus on the description of SA acquisition and maintenance from an 
individual perspective; further, the team models discussed either view team SA as a 
summation of individual team member SA or as a collection of individual and shared 
SA elements. It is the contention of this thesis that these models maybe missing the 
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point somewhat, that is team SA is borne out of the interactions between the agents 
comprising a collaborative system and thus is a social phenomenon that exists 
externally in the artifacts and interactions around us. Thus the main advantage of the 
DSA approach presented in this chapter over and above existing models is that it 
takes a systems perspective on the concept, which allows SA to be viewed in its 
entirety (rather than its component parts as other models permit) as a non-linear 
emergent property of collaborative systems. This in turn allows the collective 
information underlying DSA to be described, which in turn can be decomposed 
further so that each agent‟s usage of, and contribution to, the information underlying 
DSA can be accounted for. The main benefit of this is that only co-coordinated 
activity can be considered, and therefore true team SA is analysed. Many researchers 
have articulated the utility of studying collaborative activity from a systemic 
viewpoint (e.g. Hutchins, 1995; Hollnagel, 1999; Ottino, 2003 etc). 
4.5.2 Propositional networks versus existing situation awareness measures 
It was concluded from the SA measurement technique review presented in chapter 
two that existing SA measurement approaches are not suited to the analysis of SA 
during real-world collaborative tasks. The basic requirement for such an approach was 
that it would be capable of assessing both individual and team SA simultaneously at 
different locations and during real world collaborative activities. The propositional 
network methodology satisfies each of these requirements. Firstly, propositional 
networks are capable of representing and assessing both individual and team SA since 
they can be used to describe the content and usage of an entire systems SA. This 
effectively allows analysts to understand what the content of the entire systems SA is 
and what information (and how this information is related to other information) 
comprises each individuals and each teams SA within the overall systems. Usage of 
the information elements (as identified through the content analysis on input data) is 
used to derive an assessment of each system components SA. The mapping between 
information elements is also represented in the propositional networks, which allows 
the different views on the same situation to be described. Secondly, since the data 
used to construct propositional networks is collected via observational study, verbal 
transcripts or CDM interviews, propositional networks can be used to gather and 
assess SA data from different geographical locations, which in turn allows a 
simultaneous assessment of SA during the scenario under analysis to be made. 
Particularly useful here is the CDM approach which is used to decompose the 
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scenario in question into key decision points, which allows SA data to be collected for 
each key decision point at each of the different locations involved. As outlined above, 
the propositional network has been used to assess SA during real world collaborative 
activities that involved teams of agents dispersed over geographical areas (e.g. Salmon 
et al, 2008; Walker et al, 2006). For example, the energy distribution scenarios 
analysed chapter six involved teams with individual members located in a central 
control room, a command control room, at various substations and also on the 
overhead lines. The data in this case was collected via observational study and CDM 
interview at the different locations involved. Thirdly and finally, the approach can be 
used to assess SA during real world collaborative activities since the data collection 
procedure involved is not intrusive to task performance. The verbal transcript and 
HTA data is typically obtained via observational study and the CDM interviews are 
conducted post task. In this way, it removes the need for scenario freezes and the 
administration of probes and does not require observer ratings of SA. It is 
acknowledged that the data is subjective, since it is provided by SMEs and analysts 
describing the task via HTA, but it is the author‟s opinion that the combination of the 
two data sets (post-trial interview with and HTA developed by observers and 
validated by SMEs) negates the flaws typically associated with post-trial rating of SA. 
The propositional networks approach therefore differs from existing SA measurement 
approaches since it attempts to take a systems view of SA by linking and describing 
the SA-related information used by the system, sub-teams and agents involved in 
collaborative tasks. Whilst propositional networks do not attempt to quantitatively 
score each agents SA quality (although this is something that could be introduced), 
they describe the content of the systems DSA during task performance and the usage 
of this information by the different agents involved. Judgements can be made on the 
quality of SA based on the information elements used. 
4.6 Summary 
The requirement for further clarification of the concept of SA in complex 
collaborative environments has been articulated by many researchers in the field (e.g. 
Artman, 2000; Gorman, Cooke & Winner, 2006; Patrick, James, Ahmed & Halliday; 
Salas et al, 1995; Salmon, Stanton, Walker and Green, 2006; Stanton et al, 2006; Shu 
and Furuta, 2005; Siemieniuch & Sinclair, 2006; Walker et al, 2006 etc.). It is the 
contention of this thesis that the concept of DSA is suited to the description and 
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evaluation of team SA in such environments. However, it is also recognised that the 
DSA concept is still very much in its infancy and subsequently that much further 
investigation and validation is required. In particular, more comprehensive 
descriptions of how DSA works in collaborative environments, what processes are 
involved in its development and maintenance and how it can be augmented through 
system design and the use of training and procedures is required. Further, the sub-
concepts of compatible and transactive SA introduced in this chapter require further 
exploration and explanation.  
It is also contended that the propositional network approach is more suitable than 
existing SA measurement approaches for describing and analysing SA during real 
world collaborative activities. However, it is also apparent that the approach requires 
further extension and validation as a measure of DSA. 
In order to investigate the DSA concept and its measurement further and to 
formulate further explanation of DSA in complex collaborative environments the 
following chapters of this thesis describe a number of case studies on DSA 
undertaken in both civilian and military complex collaborative environments. The 
primary aim of these studies is to further investigate the concept and to validate the 
theory and measurement approach described within this chapter. 
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5 Distributed situation awareness in the 
real world: A case study in the energy 
distribution domain 
5.1 Introduction 
So far this research has focussed on SA theory and measurement and has identified a 
theoretical approach (DSA) and a measurement approach (propositional networks) to 
drive investigation into SA during real world collaborative tasks undertaken within 
complex domains. This thesis now moves from focussing on the current SA literature 
to the assessment of collaborative SA in such contexts. The aim from here on in is to 
investigate and extend the DSA theory and propositional network measurement 
approach, outlined in the previous chapter, with a view to developing guidance on 
how to design systems, procedures and training programs so that DSA is enhanced 
and not inhibited.  
The purpose of this chapter is to present the findings derived from a naturalistic study 
of DSA in the energy distribution domain, the aim of which was to attempt to provide 
empirical support for the DSA theory and to provide validation evidence for the 
propositional network methodology.  
5.2 Energy Distribution Case Study 
The propositional network methodology was used to analyse DSA in the UK energy 
distribution domain. This chapter focuses specifically upon two scenarios undertaken 
on a major UK electrical distribution network (a further two scenarios were also 
analysed). The distribution grid in question consists of 341 geographically dispersed 
substations in England and Wales, which are used to distribute electricity to 
consumers. Power stations (and feeds from continental Europe) energise the Grid, 
who use an interconnected network of 400,000 volt (400Kv), 275Kv (the super grid 
network) and 132Kv overhead lines and towers, or cables running in tunnels to carry 
electricity from source to substations.  The substations are the national distribution 
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company‟s interface with regional electricity companies who step down the grid's 
transmission voltages to 33Kv, 11Kv, 400v and 240v for domestic and industrial 
consumption. Although flexibly manned, in operational terms they are remotely 
manipulated from a central control centre to ensure that the capacity available in the 
grid is used in optimal and rational ways, and that security of supply is maintained.  
Maintenance operations are also coordinated centrally from another centre, thereby 
separating operations from safety. Two maintenance scenarios were analysed by the 
author using the propositional network approach. A brief description of each scenario 
analysed is presented below. 
5.2.1 Scenario 1: Switching Operations Scenario 
Scenario 1 took place at a substation in East London handling voltages and circuits 
from 275Kv down to 33Kv, and a Central Operations Control Room (COCR).  It 
involved the switching out of three circuits relating to so-called 'Super Grid 
Transformers' (SGT), which convert incoming transmission voltages of 275Kv down 
to 132Kv or 33Kv. Specifically, circuit SGT5 was being switched out for the 
installation of a brand new transformer for a bulk electricity consumer while SGT1A 
and 1B were being switched out for substation maintenance. Associated with such 
large pieces of high voltage apparatus are several control circuits, large overhead line 
isolators, remotely operated air blast circuit breakers, other points of isolation, 
compressed air equipment and oil cooling apparatus. All of this disparate equipment 
has to be handled and made safe in a highly prescribed manner by qualified personnel.  
In addition, the work had to be centrally pre-planned by electrical engineers to ensure 
that other circuits are not affected and that the balance and capacity of the system is 
not compromised.  Qualified personnel work on site to these plans and liaise with the 
COCR at key points during this process.   
5.2.2 Scenario 2: Maintenance Scenario 
Scenario 2 took place at the COCR and a rural substation site.  It involved the 
switching out of circuits and overhead lines in order to permit work to commence on 
pieces of the control equipment (Current and Voltage Transformers), used to provide 
readings and inputs into other automatic, on site current, voltage and phase regulation 
devices.  In addition, maintenance work was to be carried out on a Line Isolator (the 
large mechanical switching device that provides a point of isolation for a specific 
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overhead line that departed from this substation (A) and terminated at another 
substation (B)), and major maintenance on a device called an earth switch. There were 
three main parties involved in the outage: a party working at Substation B on the 
outgoing substation A circuit, a party working at Substation A on the substation B 
circuit, and an overhead line party working in between the two sites.  
In both scenarios, the COCR operator took on the role of network commander, 
distributing work instructions to the Senior Authorised Persons (SAPs) and 
Authorised Persons (APs) located at the substations in the field. In addition to 
overseeing the activities that were analysed for the purposes of this research, the 
COCR operator was also involved in other activities being undertaken elsewhere on 
the grid and so had other responsibilities and tasks to attend to during the study. The 
other agents involved in the scenarios included the Central Command Operator 
(CCO) and Overhead Line Party (OLP) personnel working on the overhead lines. The 
COCR operator communicated with the other agents via landline telephone and 
mobile phone. The COCR operator also had access to substation diagrams, work logs 
and databases and the internet. The network structure for scenario one is presented in 
Figure 5-1. The network structure for scenario two is presented in Figure 5-2. 
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Figure 5-1. Scenario one network structure. 
 
SALMON, P. M                         CHAPTER 5 – DISTRIBUTED SITUATION AWARENESS IN ENERGY DISTRIBUTION 
 91 
Central 
Command
COCR 
Operator
SAP#2
CC
Operator
SAP#1
AP#1 CP#1
OLP 
Contact
Central 
Operations 
Control Room
Substation#1
Substation#2
Overhead Lines
 
Figure 5-2. Scenario two network structure. 
5.3 Methodology 
5.3.1 Design  
The study was an observational study that involved directly observing the activities 
undertaken during the scenarios analysed. 
5.3.2 Participants 
This study involved 11 participants who work for the energy distribution organisation in 
question. Scenario one involved the following four participants: a CC operator, a COCR 
operator and a SAP and AP. Scenario two involved the following seven participants: a 
CC operator, a COCR operator and a SAP, AP and CP at one substation, and SAP at 
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another substation and an overhead line party contact. Due to access restrictions and 
the nature of the study (observation during real work activities), it was not possible to 
collect demographic data for the participants involved. 
5.3.3 Materials 
The observers used pen and paper, video and audio recording equipment to collect data 
during the observations. 
5.3.4 Procedure 
The analyses were based on data collected during live observational study of the two 
scenarios. In each scenario, two observers were located at the COCR observing the 
COCR operator, and one observer was located in the field with the SAPs/APs at the 
substation where the work required was being undertaken. The analysts located at the 
COCR observed all of the COCR operators activities and were able to discuss the 
activities being undertaken and query different aspects of the scenarios as they 
unfolded. The analyst located at the substations observed the SAP/APs undertaking 
the work required. Observational transcripts were constructed and audio recordings 
were used to record the communications between those involved and also any verbal 
protocol analysis or talkthrough data. The data collected during the observations 
included a description of the activity (component task steps e.g. issue instructions to 
SAP at substation) performed by each of the agents involved, transcripts of the 
communications that occurred between agents during the scenarios, the technology 
used to mediate these communications, the artefacts used to aid task performance 
(e.g. tools, computers, instructions, substation diagrams etc), time, and additional 
notes relating to the tasks being performed (e.g. why the task was being performed, 
what the outcomes were etc). CDM interviews were conducted with key agents (the 
COCR operator and the SAPs) post scenario.  This involved decomposing the 
scenario into a series of key decision points and administering CDM probes in order 
to interrogate the decision-making processes used at each point. The CDM probes 
used in this case are presented in Table 5-1. For validation purposes, a subject matter 
expert from the energy distribution company reviewed the data collected and the 
subsequent analysis outputs. 
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Table 5-1. CDM Probes (Source: O‟Hare, Williams, Wiggins & Wong, 2000) 
Goal Specification What were your specific goals at the various decision points? 
Cue Identification What features were you looking for when you formulated your decision? 
How did you know that you needed to make the decision?, How did you know when to 
make the decision? 
Expectancy Were you expecting to make this sort of decision during the course of the event? 
Describe how this affected your decision making process. 
Conceptual Are there any situations in which your decision would have turned out differently? 
Influence of 
uncertainty 
At any stage, were you uncertain about either the reliability of the relevance of the 
information that you had available? 
Information 
integration 
What was the most important piece of information that you used to formulate the decision? 
Situation Awareness What information did you have available to you at the time of the decision? 
Situation Assessment Did you use all of the information available to you when formulating the decision? 
Was there any additional information that you might have used to assist in the formulation 
of the decision? 
Options Were there any other alternatives available to you other than the decision you made? 
Decision blocking - 
stress  
Was their any stage during the decision making process in which you found it difficult to 
process and integrate the information available? 
Basis of choice Do you think that you could develop a rule, based on your experience, which could assist 
another person to make the same decision successfully? 
Analogy/ 
generalisation 
Were you at any time, reminded of previous experiences in which a similar/different 
decision was made? 
5.4 Results 
5.4.1 Scenario One 
Scenario one was divided into the following four phases: first issue of instructions; 
deal with switching requests; perform isolation and report back to COCR. 
Propositional networks were constructed for scenario one using the observational 
transcripts, CDM interview responses and HTA of the tasks performed. The overall 
propositional network for scenario one is presented in Figure 5-3 and the 
propositional network depicting information element usage is presented in Figure 5-4. 
Figure 5-3 provides an overall picture of the information elements used by the 
„system‟ during scenario one i.e. the content of the energy distribution system‟s DSA. 
Figure 5-4 presents a representation of the usage of the different information 
elements by each of the agents involved (represented via shading of the information 
elements), and the causal links between them. This provides an indication of the 
distribution of the information around the system. 
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Figure 5-3. Propositional network for scenario one. 
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Figure 5-4. Information element usage during scenario one. 
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The propositional networks were used to calculate the total number of information 
elements used by each agent during scenario one. The frequency of information 
element usage by the different agents during scenario one is presented in Figure 5-5.  
 
 
 
 
 
 
 
 
 
 
Figure 5-5. Information element usage during scenario one (overall). 
The graph presented in Figure 5-5 shows that the AP and SAP used the highest 
number of information elements (77) over the course of scenario one, followed by the 
COCR operator who used 53 and the CC operator who used 44. Figure 5-5 suggests 
then that the SAP and AP needed more information elements for their specific tasks. 
5.4.2 Scenario Two 
Scenario two was divided into the following phases: Prepare plant, personnel and 
apparatus for proposed activity; Issue instructions; Perform isolation tasks; Apply 
earthing; Report operations complete; Issue Permit, and Demark isolated equipment. 
Propositional networks were constructed for scenario two using the observational 
transcripts, CDM interview responses and HTA of the tasks performed. The overall 
propositional network for scenario two is presented in Figure 5-6. Similar to Figure 5-
5, Figure 5-6 provides an overall representation of the system‟s knowledge during 
scenario two. It also presents a representation of the usage of the different 
information elements by each of the agents involved (represented via shading of the 
information elements), and the causal links between them. This provides an indication 
of the distribution of the information around the system during task performance.  
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Figure 5-6. Propositional network for scenario two; propositional network also shows information element 
usage throughout scenario two. 
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The propositional networks were used to calculate the total number of information 
elements used by each agent, both overall during scenario one and during each scenario 
phase. The total number of information elements used by the different agents during 
scenario two is presented in Figure 5-7. The total number of information elements used 
during each of the seven phases comprising scenario two is presented in Table 5-2. 
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Figure 5-7. Information element usage during scenario two (overall). 
The graph presented in Figure 5-7 shows that the AP and SAP used the highest 
number of information elements (91 and 84 respectively) over the course of scenario 
two, followed by the COCR operator who used a total of 67 information elements, the 
CC operator (57) and finally the OLP contact, who used the least amount of 
information elements (43). Again, Figure 5-7 indicates that the SAP and AP needed 
more information to support their activities during scenario two. 
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Table 5-2. Frequency of information element usage per phase during scenario two. 
 
Agent 
Information element usage 
Scenario phase 
1 2 3 4 5 6 7 Total 
COCR Operator 22 41 24 0 20 30 0 67 
SAP 34 36 0 29 18 37 0 84 
AP 33 29 0 24 18 3 14 91 
CC Operator 26 0 0 0 0 0 0 57 
OLP Contact 15 0 0 9 13 0 0 43 
 
Table 5-2 presents a breakdown of information element usage during each of the 
seven phases identified. Table 5-2 shows that the COCR operator used the most 
information elements during phases 2 (issue of instructions), 3 (perform isolation 
tasks) and 5 (issue of permit). The SAP and AP used the most information elements 
during phases 1 (prepare plant and personnel for activity), 4 (apply earthing), 6 
(demarking of equipment; SAP only) and 7 (prepare for maintenance activities; AP 
only). Table 5-2 provides an indication of how the usage of information varies over 
the course of a collaborative task and also the dynamic nature of DSA. 
The key information elements were also identified for each scenario using sociometric 
status and centrality statistical calculations. Sociometric status provides a measure of 
how „busy‟ a node is relative to the total number of nodes present within the network 
under analysis (Houghton et al, 2006). In this case, sociometric status gives an 
indication of the relative prominence of information elements based on their links to 
other information elements in the network. Centrality is also a metric of the standing 
of a node within a network (Houghton et al, 2006), but here this standing is in terms 
of its „distance‟ from all other nodes in the network. A central node is one that is 
close to all other nodes in the network and a message conveyed from that node to an 
arbitrarily selected other node in the network would, on average, arrive via the least 
number of relaying hops (Houghton et al, 2006). Key information elements are 
defined as those that have salience for each scenario phase, salience being defined as 
those information elements that act as hubs to other knowledge elements. Those 
information elements with a sociometric status value above the mean sociometric 
status value, and a centrality score above the mean centrality value were identified as 
key information elements. The key information elements for the two scenarios 
analysed are presented in Figure 5-8. 
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Figure 5-8. Key information elements for each scenario. 
5.5 Discussion 
This chapter has presented the results derived from an analysis of two energy 
distribution maintenance scenarios. The purpose of this study was to build on earlier 
descriptions of DSA theory and DSA measurement (e.g. chapter five) and re-enforce 
the notion that SA in collaborative systems can be effectively described from a 
systems perspective, rather than as a summation or sharing of individual team 
member SA. Further, it was the author‟s intention to further investigate the concept 
of DSA within a complex, real world setting. 
The findings are firstly discussed in relation to the structure, quality and content of the 
energy distribution network‟s DSA and also the DSA theory described by Stanton et 
al (2006). In the scenarios analysed the DSA of the networks involved was adequate to 
support efficient, timely and safe task performance, since all operations were 
completed successfully as envisaged and without incident. The COCR, who took the 
role of network commander, was provided with adequate SA by the system in order to 
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plan, monitor, control and co-ordinate operations in the field, whilst the SAPs and 
APs who undertook the majority of the work also held adequate levels of SA to 
undertake their required tasks efficiently. Based on this analysis and also a wider 
EAST analysis, it is apparent that the high quality of the networks DSA in the 
scenario‟s observed was a function of four factors: the efficient communications links 
between the agents involved, the use of well thought out and rigidly adhered to 
procedures, the structure of the network itself and also the clarity of role definitions.  
The communications links available allowed DSA to propagate efficiently through the 
network of agents involved. For example, each of the agents involved had one or 
more ways of communicating with the other agents in the network, such as landline 
telephone, mobile phone and emails. Obviously, when collaborating across distances, 
SA is mediated by technology (Sonnenwald, Maglaughlin, Whitton, 2004) and 
previous research on team SA has highlighted the importance of efficient 
communications links in collaborative systems (e.g. Stanton et al, 2006, Gorman et al, 
2006). However, the procedures used also encouraged continual, explicit 
communication between each of the agents involved. For example, the procedures 
dictated that, upon writing the work instructions, the COCR operator would contact 
the SAP or AP in the field to issue the work instructions. This involved the COCR 
operator reading the instructions one-by-one and the SAP or AP making a note of the 
instructions and then reading back the instructions to the COCR operator to confirm 
receipt. The procedures also made work progress updates compulsory (i.e. provided to 
the COCR operator by the SAP and AP in the field). The structure of the network 
(along with the procedures adopted) also facilitated DSA since the hierarchical 
organisation meant that the COCR operator, effectively as network commander, 
would contact (or be contacted by) agents in the field in order to gather work progress 
updates, a process which served to update the DSA of the system throughout the 
activities. Finally, since the roles within the networks were so clearly defined, the „meta 
SA‟ of the system (knowledge of other agents knowledge) was facilitated, and so when 
SA-related knowledge was required the agents involved knew where to go to get the 
required information. 
In both scenarios, however, certain characteristics of the network‟s DSA were 
noteworthy. At times, the DSA appeared to be „out-of-date‟ or at least lagging behind 
the real state of the world. Due to the dispersed nature of the networks, and the fact 
that the agents in the field could often become un-contactable (either working away 
from telephones or out of range of mobile phone reception), the COCR would not 
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have an up-to-the-minute level of SA and thus his SA would be based on the last 
situational report that he had received. This meant that the joint picture could often 
be dated. This, however, did not prove detrimental to the networks performance of 
the tasks required and could often be corrected through additional communications 
between the agents in question. Also, the unstable nature of some of the 
communications links, combined with a lack of specific agent geographical location 
information, could often meant that in the event of not being able to contact the 
agents in the field, the COCR operator often also did not know exactly where the 
agents were located and thus exactly what they were doing. 
In both scenarios, DSA and the individual SA of each agent was updated and 
maintained via explicit and implicit interaction between network elements. Within the 
networks, DSA was „facilitated‟ primarily by the COCR operator, who continuously 
developed and maintained the overall „big picture‟ via information exchanges with 
other agents (human and technological) in the network. This allowed him to collect 
and integrate information from a number of different sources, including operators in 
the field (SAPs, APs and overhead line parties), substation diagrams, worksheets, 
computers and databases. The COCR operator then distributed the „joint picture‟ 
throughout the network via verbal communications. In this way, the COCR operator 
effectively acted as the network hub in terms of DSA maintenance.  
Although the COCR was the primary DSA facilitator, the critical role of each agent in 
updating and maintaining other agent‟s SA and thus the DSA of the entire network 
was also demonstrated. For example, there were times during each scenario when the 
COCR operator‟s SA was incomplete, and it was only updated by communications, 
both incoming and outgoing, with the other agents in the network, and by interactions 
with other data sources at the COCR, such as displays, worksheets, computers and 
databases. These findings further highlight the importance of communication links in 
the maintenance of DSA. 
Perhaps of most interest to DSA theory was the fact that compatible SA, rather than 
shared SA, was extant during the activities observed. This means that the different 
agents SA was not the same but was in fact different and thus not shared, which goes 
against the existing „shared SA‟ view of how SA works in collaborative environments 
(e.g. Endsley, 1995a; Endsley & Robertson, 2000; Endsley & Jones, 1997; Nofi, 2000 
etc). In this case, it was apparent that each agent involved had different, but requisite 
SA during the activities, and thus it was concluded that the different agents involved 
held different but compatible, rather than shared, SA for the same situation. For 
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example, the COCR operator held a very high level, overall picture, including the 
current status of the overall work scenario and general knowledge relating to the 
various work being conducted by each of the parties involved (e.g. who was doing 
what, why they were doing it, and what they would be doing next), whilst the agents in 
the field (e.g. SAP and AP) mainly held specific SA related primarily to the work that 
they were currently engaged in and their individual goals. The COCR knew what 
activities the SAP and AP in the field were undertaking and thus what they were aware 
of, but he did not have a detailed and dynamic SA of their activities. Thus, although 
each agent held a different view of the situation, it was compatible with other agents 
SA in that each agent‟s SA formed a composite part of the DSA of the entire network 
and was required collectively for the entire system to work. The compatible versus 
shared SA views are presented in Figure 5-9. 
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Figure 5-9. Shared SA versus compatible SA. 
It is perhaps this finding that is the most important for DSA theory, since it suggests 
that it may be more pertinent for system designers to strive to design for compatibility 
of SA, rather than shared SA in multi-agent systems. This means that it may be more 
pertinent to design systems that provide only the required information to each agent 
rather than the typical „all information to all people‟ approach that is adopted in many 
collaborative systems. The concept of compatible SA is therefore explored in more 
detail in chapters 7, 8, 9 and 10. 
The information comprising DSA during both scenarios was also defined and from 
this it was possible to identify the information elements that each of the agents used 
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during the scenarios. For example, during scenario one, it was concluded that the SAP 
and AP used the most information elements (77). Again, during scenario two, the AP 
and the SAP used the most information elements (91 and 84 respectively) overall. It 
was concluded that this was a consequence of their involvement in the actual conduct 
of the switching operations in the field, which meant that they needed to know and 
understand specific information elements related to the different component task 
steps involved (e.g. check, open, lock and caution tasks). The COCR operator did not 
use as many information elements as the SAP and AP in both scenarios (this may 
seem surprising considering his role in facilitating DSA) since he was effectively 
supervising or overseeing the activity and did not need to know specific pieces of 
information pertaining to the tasks required at the remote locations. Rather, the 
COCR operator appeared to have a high-level, overall awareness of the situation 
(requiring less specific information elements), whereas the SAP and AP had more of a 
fine-grained, component level awareness of their ongoing task, which required 
comprehension of more specific information elements.  
Information element usage per scenario phase was also defined. For example, during 
scenario two the COCR operator used the most information elements during phases 
2, 3 and 5, whilst the SAP and AP used the most during phases and 4, and 6, and the 
AP and CP used the most during phase 7.  It was concluded that this was a function 
of their respective roles during each scenario phase, with the COCR operator issuing 
instructions and permits during phases 2 and 5, and the SAP and AP performing the 
operations in the field during phases 4, 6 and 7. These figures are also corroborated by 
the operational loading figures (from the overall EAST analysis), which indicate that 
the COCR had the highest workload in terms of operations performed during phases 
2, 3 and 5, whilst the SAP and AP had the highest during phases 4, 6 and 7. 
The key information elements extracted from the propositional networks can also be 
used to make judgements on the system design in terms of the artefacts used and the 
procedures adopted. Since it is taken that the key information elements represent the 
most pertinent information related to DSA during task performance, the system in 
question should ensure that this information is made explicit and that communication 
of this information is facilitated during task performance. In this case, it was 
concluded that the key information elements (or their status) identified in both 
scenarios were all presented explicitly to the agents involved via the artefacts used, the 
procedures followed or by communications with one another. To give some 
examples, the information element work instructions was distributed around the network 
SALMON, P. M                         CHAPTER 5 – DISTRIBUTED SITUATION AWARENESS IN ENERGY DISTRIBUTION 
 106 
(enforced by procedure) by the COCR commander in the form of work instructions 
and was also read back to the COCR to ensure correct communication, understanding 
and acceptance. The work instructions were also written down by all parties (as 
required by procedures). The operations information element was distributed around 
the system by work updates (either given to the COCR or requested by the COCR) 
and was held in the switching log, which was maintained by the COCR. Graphical 
displays also presented some of the key information elements, such as system state and 
time, whilst other information elements were in fact physical tools or objects used by 
the agents during task performance (e.g. caution tape, cabinets, motor fuses etc). 
It is therefore concluded that DSA effectively couples distributed systems, in that the 
information comprising DSA links remotely located agents and structures the 
communications between them. This mirrors the notion of Stanton et al (2006) that 
SA holds loosely coupled systems together. SA in collaborative systems can therefore 
be defined as each team member‟s dynamic sharing and usage of systemically held 
task-related knowledge in order to develop and maintain a compatible and timely 
awareness of the ongoing situation. DSA refers to the systems overall awareness 
comprising each of its component agents compatible SA. 
5.5.1.1 Implications for Collaborative Systems 
Perhaps the main implication for collaborative system design to emerge from this 
study (albeit one that requires further exploration through this research) is the notion 
that DSA within collaborative systems comprises each agents compatible, rather than 
shared view of the situation. This is important as it has key implications for the design 
of collaborative systems and the procedures adopted within them. The shared SA 
view (e.g. Endsley & Robertson, 2000) suggests that collaborative systems should be 
designed so that each agent has access to all of the information within the system so 
that SA can be effectively shared across system members. This allows each agent to 
know what the other agents know. The compatible SA view, on the other hand, could 
suggest that it may be more pertinent to provide each agent with only the information 
that they require for their specific role and tasks. If each agents SA is compatible then 
why do they need to be presented with information that only other agents working 
within the system need to know? This is an interesting concept that requires further 
exploration. 
The conclusions from this chapter also suggest that measures can be taken to enhance 
DSA in collaborative systems. For example, both the theory and the case study 
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evidence suggest that communication and communication links are the key element 
involved in the acquisition and maintenance of DSA. This follows on from Stanton et 
al‟s (2006) conclusion that the links between agents in a network are more crucial than 
the agents themselves in maintaining DSA. Presumably, the information elements 
required for DSA are, in some form or another, residing within a particular system, 
and so it is communications and the communications links, in addition to this 
information, that is key to DSA. Take, for example, a system whereby each agent 
holds information that is critical to the DSA of the entire system, but also requires 
information from other agents for their specific SA. It is communication between the 
agents that transmits this information and thus maintains DSA. Further, take the 
example of a system where the information required for DSA is unknown or missing. 
Only through communication can this information be located or identified and then 
dispersed throughout the system. Finally, take the system where information is 
transmitted from sensors in the field to a central commander at a control base. Should 
communication fail or be erroneous in this case, the DSA of the entire system may 
fail. For example, Gorman, Cooke & Winner (2006) describe the Gulf War US Army 
Black Hawk helicopter tragedy in which 26 people died when two US Army Black 
Hawk helicopters were mistakenly shot down by two USAF F-15Cs performing 
routine sweep operations. Gorman, Cooke & Winner (2006) point out that, despite 
there being various multi-level factors involved, it appears that the tragedy could have 
been avoided if appropriate communications channels were exploited. This suggests 
that in some cases, SA failures may in fact not be failures in SA acquisition, but 
failures in communication. That is, an individual may have appropriate SA based on 
what information is communicated to them, since they have perceived and 
comprehended the information that has been presented to them by the system or by 
team members. The SA is only erroneous or inadequate because the required 
information has not been given to the individual. Thus it becomes a communications 
failure rather than erroneous SA. It seems then that communication is the key 
component to making DSA work. It follows then, that network links (between agents) 
are critical. According to Stanton et al (2006) knowing which links to use (and where 
to offer information when needed) will determine the quality of DSA. 
The content of the propositional networks can also be used to inform system and 
procedural design. Firstly, it is possible to identify what information is required, when, 
and by whom, to facilitate effective task performance. Since propositional networks 
depict what information needs to be known and by whom, it is possible to identify 
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instances in systems whereby the information is either not available (i.e. not presented 
by interfaces or communication not enforced by procedures) or its dissemination is 
not supported (i.e. the information cannot be communicated to the people who 
require it). It is also possible to determine the links between the different information 
elements underlying DSA, which can be used to design systems and procedures so 
that linked classes of information are presented or communicated together. Secondly, 
it is also possible, using social network analysis metrics, to identify the key information 
elements within a particular network. This is useful since it can be used to strengthen 
or increase the communication channels that are used to disseminate key information 
elements within a particular system, or introduce new interfaces that present this 
information more explicitly. Thirdly and finally, propositional networks can be used to 
identify what the consequences of removing pieces of information from a system will 
be. It may be that systems providing certain information elements fail during task 
performance, and so it is pertinent to see if a system‟s DSA is sufficient to support 
task performance when information elements are „missing‟. 
It is acknowledged that methodology employed during this study had a number of 
limitations. Firstly, unlike existing approaches such as the SAGAT (Endsley, 1995b), 
the propositional network approach does not quantitatively assess the quality of the 
systems DSA and the individual agents SA. Therefore, judgements on the quality of 
the systems DSA are made based on task performance and SME and analyst 
subjective judgement. Secondly, the use of interview response and observer data to 
identify the key information elements used during task performance could be 
criticised for its inability to identify the tacit SA-related knowledge (i.e. knowledge used 
but not openly expressed), however from an analysis of the standard operating 
procedures for the scenarios analysed it appears that the propositional networks in 
this case were comprehensive. It is also conceivable that the links and propositions 
between the information elements (i.e. relationships between concepts) represent the 
tacit knowledge used by the operators involved. Thirdly, the data used to construct 
the propositional networks was subjective and so could be construed as being either 
prone to error or lacking content. The level of subject matter expert input into both 
data sets reduces the potential for inaccurate data in this case. Finally, the CDM data 
was collected post task performance and so could potentially suffer from the various 
problems associated with post trial data collection, such as memory degradation 
(Klein & Armstrong, 2004). 
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The main aims of this chapter were to further investigate the concept of DSA in 
complex collaborative environments and to test and extend the propositional network 
methodology. This study suggests that viewing SA as a systems level emergent 
property is fruitful for a number of reasons, including that it permits a systemic 
description of the information comprising SA (which can be extrapolated to an 
individual SA level) and it allows judgements to be made on potential barriers to SA 
acquisition and maintenance. Further, considering SA in this way ensures that team 
SA within complex collaborative systems is viewed in its entirety, rather than as its 
component parts (i.e. individual team member SA). In such systems, tasks are rarely 
performed entirely independently of others, especially in complex situations and when 
critical decision-making is required (Artman & Garbis, 1998) – these activities tend to 
require coordinated activity between several individuals (Cannon-Bowers and Salas, 
1990; cited in Salas, Prince, Baker and Shrestha, 1995). It is important therefore that 
SA assessments in collaborative systems consider this co-ordination.  
In closing, it is apparent that further study of DSA during real world collaborative 
tasks is required. Of particular relevance is the concept of compatible SA and further 
investigation into the notion that compatible SA may be represent a more appropriate 
description of how SA works in teams than the shared SA view is required. Also, 
work concerning further validation and extension of the DSA theory and 
propositional network methodology is required.  
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6 Distributed situation awareness in 
military network enabled capability 
systems: MultiNational Experiment 4 
6.1 Introduction 
The focus of this thesis now moves toward DSA in military systems. Within military 
command and control systems, SA is a critical commodity (Artman, 2000; Riley et al, 
2006) and is often a key factor that distinguishes between mission success and failure. 
The nature of military systems is such that studying DSA within them is likely to yield 
significant findings related to the advancement of DSA theory and measurement. 
Military systems are intrinsically complex and typically feature large teams of agents 
dispersed over large distances (sometimes even continents) working collaboratively in 
pursuit of common goals. Tasks are typically performed in complex, rapidly changing, 
and uncertain settings under time pressure and high-risk levels (Riley et al, 2006). To 
complicate things further, the military are typically working alongside coalition forces 
from other nations and other non-military groups such as National Government 
Organisations (NGOs) and charities. Further, the groups are working against an 
enemy of some sort whose main goal is to defeat them.  
Due to continuing technological advances, warfare systems are currently evolving at a 
rapid rate and therefore the need for guidance on system and procedure design within 
the military domain is readily apparent. Revolutions in capability, technology and 
adversaries have influenced the ways in which modern day conflicts are fought and 
the processes, procedures and tools used have evolved dramatically. For example, 
coalitions now have a new approach to undertaking war, crisis and peace time 
operations, known as Effects Based Operations (EBOs). This involves the pursuit of 
end-states and effects rather than specific actions and involves the consideration of 
not only military endeavours but also the Diplomatic, Informational, Military and 
Economic (DIME) effects that might influence friends, enemies and neutrals. To 
support modern day warfare, militaries also have the provision of new advanced 
technological systems, such as collaborative planning tools and Network Centric 
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Warfare (NCW) or Network Enabled Capability (NEC) supported command and 
control systems (hereafter referred to as NEC systems). Both (new processes and new 
technologies) have serious implications for the way in which coalition war and 
operations other than war (e.g. crisis, peacekeeping and humanitarian aid operations) 
are conducted and therefore require scientific testing for their effects on operational 
performance. 
The development and implementation of these new processes and technologies makes 
the concept of DSA critical, both in terms of the design of new military systems, 
technologies, processes and training programs and for performance evaluation in 
these new systems to assess how well they are working and the impact that they have 
on typical operations. The content of DSA and the ways in which these new systems 
and processes impact DSA requires understanding, as does how best NEC systems 
and processes should be designed in order to facilitate DSA.  
The aim of this chapter is to investigate the impact that a new NEC-based technology 
and a new EBO process has on DSA during collaborative military activities. The 
findings derived from an exploratory study on DSA during the Multi National 4 
(MNE4) experiment, which involved a multi national trial of a new EBO-based 
Concept of Operations (CONOPS) using a new digitised collaborative system, are 
presented. As part of a wider analysis the author collected DSA-related data and used 
the propositional network approach assess DSA during the course of the experiment.  
6.2 Network enabled capability 
Militaries worldwide are currently engaged in the process of digitising warfare systems 
and moving towards NEC; there is currently an increasing emphasis within the military 
domain on the use of advanced technology to not only enhance capability in terms of 
range, accuracy and lethality, but also to improve decision making during operations 
(Bolia, 2005).  Much has been said on the enhanced capability that future NEC type 
systems are likely to provide, particularly in relation to the enhancement of SA. If we 
are to believe the hype, the ability of these systems to link distributed forces is likely to 
lead to increased and enhanced information sharing which in turn will lead to 
enhanced SA and shared SA, collaboration, self-synchronisation and speed of 
command.  
The Ministry of Defences Joint Services Publication (JSP) 777 (MOD, 2005) defines 
NEC as: 
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 “the coherent integration of sensors, decision-makers, weapons systems and support capabilities 
to achieve the desired effect. It will enable us to operate more effectively in the future strategic 
environment through the more efficient sharing and exploitation of information within the UK 
Armed Forces and with our coalition partners. The bottom line is that it will mean better-
informed decisions and more timely actions leading to more precise effects” 
The supposed tenets of NCW, the US version of the NEC concept, are presented in 
Figure 6-1. 
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Figure 6-1. Tenets of NCW (adapted from Alberts & Hayes, 2006). 
According to Cebrowski & Garstska (1998; cited in Alberts, Gartska & Stein, 1999) 
NCW “focuses on the combat power that can be generated from the effective linking or 
networking of the warfighting enterprise. It is characterised by the ability of 
geographically dispersed forces to create a high level of shared battlespace awareness 
that can be exploited via self-synchronisation and other network-centric operations to 
achieve commander‟s intent” (Cebrowski & Garstka, 1998; cited in Alberts, Gartska & 
Stein, 1999). Key to the concept of NEC is the projected increase in shared battlespace 
awareness that it will bring. The MOD (2005) suggests that, “in the operational 
environment, it (NEC) will enable shared SA and distributive collaborative working. 
According to Alberts et al (1999), our forces will become empowered by the knowledge 
that is derived from a shared awareness of the battlespace.  
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On the face of it then, the concept of NEC seems to bode well for DSA. Distributed 
force elements should be able to access more information and also share more 
information and in a more efficient manner. These enhancements have led to the claims 
that DSA will be enhanced in such systems. Alberts et al (1999), for example, suggest 
that NEC systems will allow forces to become more knowledgeable due to shared 
awareness of the battlespace and of the commander‟s intent, which will in turn allow 
them to self-synchronise, operate with a smaller footprint and operate autonomously.  
Of course the ability to link every element within a warfare system has great potential 
for DSA. The importance of communication links in the development and maintenance 
of appropriate DSA was demonstrated in chapter six and NEC systems have the 
potential to offer comprehensive communications links within warfare systems. The 
information that is communicated around the system, in terms of its content, format, 
timeliness and accuracy is also of great importance (Alberts et al, 1999). The focus of 
this chapter then is not on communications links but rather on what information is 
communicated around a system.  
Of course, the ability to communicate more information to more people does not 
necessarily mean that DSA will be enhanced (e.g. Bolia et al, 2007) and simply giving all 
information to everyone in a collaborative system does not ensure appropriate DSA. 
Further, Alberts et al (1999) point out information has the dimensions of relevance, 
accuracy and timeliness. In reference to the potential for forces to become more 
knowledgeable, Alberts et al (1999) point out that, 
  “a knowledgeable force depends upon a steady diet of timely, accurate information, and 
the processing power, tools and expertise necessary to put battlespace information into 
context and turn it into battlespace knowledge” (p. 91) 
It is important then that sufficient consideration is given on how to ensure that each 
component of a collaborative system receives relevant, accurate and timely information. 
One of the aims of this study was therefore to investigate what information was 
available to agents working in the warfare system and also how easily the information 
that they required could be accessed. 
6.3 Multi National Experiment 4 
MNE4 was undertaken in order to explore concepts and supporting tools for EBOs 
to assist the development of future processes, organisations and technologies. EBOs 
is the name given to a recently developed broad framework that supports coalition 
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operations in peace, crisis and war and includes the application of military, political 
and economic efforts aimed at shaping the behaviour of an adversary (Smith, 2002). 
EBOs are formally defined as “co-ordinated sets of actions directed at shaping the 
behaviour of friends, foes, and neutrals in peace, crisis and war” (Smith, 2002). 
Effects-based approaches focus on a combination of military and other activities (e.g. 
Diplomatic, Information and Economic) in order to direct the behaviour of the 
enemy, friends and neutrals, with the focus being on desired effects  (end-states) and the 
actions required to achieve these effects rather than merely on actions to be 
undertaken. According to United States Joint Forces Command (USJFCOM, 2005) 
the resulting benefits of EBO are a set of actions that are explicitly linked to a set of 
strategic goals, coherently harmonised with those of other governmental 
organisations, and made truly adaptive within the course of their execution by 
effective assessment.  
MNE4 involved participants from eight countries (United States, United Kingdom, 
Australia, Sweden, Germany, Canada, France and Finland) working together as a 
coalition in a topical warfare scenario. Participants used a new EBO CONOPs to 
undertake a simulated Afghanistan multinational warfare scenario involving a virtual, 
distributed, ad hoc, multinational Coalition Task Force (CTF) headquarters (HQ) of 
132 players. The warfare scenario included the functional constructs of Knowledge-
Based Development (KBD), Effects-Based Planning (EBP), Execution (EBE), and 
Assessment (EBA). Further, supporting constructs such as MultiNational Interagency 
Group (MNIG) coordination, logistics, information operations, intelligence and 
medical support were used. Fundamentally, MNE4 involved testing and evaluating a 
new process of working, the EBO CONOPS, using new forms of organisation and 
technology (Information Workspace Collaborative system).  
6.4 Methodology 
6.4.1 Participants 
A total of 132 military and civilian participants from the eight countries involved took 
part in the experiment. Participants were located at headquarters within in each of the 
eight countries involved and were divided into the following functional groups:  
 Command Group (CG);    
 Effects-based Planning (EBP);   
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 Effects-based Execution (EBE);   
 Effects-based Assessment (EBA);   
 Knowledge-based Development (KBD);  
 Knowledge Support (KS);    
 Knowledge Management (KM);  
 Multinational Inter-Agency Group (MNIG); and 
 Components (Grey Cell). 
Due to access restrictions and the nature of the study (participants dispersed across 
eight different countries), it was not possible to collect demographic data for the 
participants involved. 
6.4.2 Design  
The study involved the conduct of an observational study of the MNE4 experiment. 
The independent variables included the new EBO CONOPS and the Information Work 
Space (IWS) collaborative system. The dependent variables included DSA, 
communications (voice and text), meetings, briefings and documents. The hypotheses to 
be tested in relation to this thesis were that the IWS system and the KBD group 
function would enhance the DSA of the system during the activities observed. 
6.4.3 Materials 
Each of the countries involved conducted the experiment within secure laboratories 
and all information was shared over the Combined Federated Battle Lab Network 
(CFBLNet). Participants worked in their own countries via telecommunication 
systems over secure computerised networks; they interacted with one another and 
undertook daily activities (e.g. planning, meetings, after action reviews etc) on the IWS 
collaborative system, which is a collaborative environment comprising text chat 
rooms, email, radio networks, information databases and Microsoft office tools (e.g. 
PowerPoint, word etc). Participants also had access to the EBO CONOPS, the 
internet, printing facilities and telephones. 
The analysts involved each had access to a desktop PC connected to the IWS system 
and headphones connected to the IWS system in order to listen to voice 
communications over the network. The data collection materials used included pen, 
paper, and CDM questionnaire probes. 
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6.4.4 Procedure  
The participants were presented with a hypothetical modern day Afghanistan coalition 
warfare scenario. They were instructed to use the EBO CONOPS to support 
achievement of the desired end state of establishing a secure environment within the 
Afghanistan area of operations that would be free of internal and external threat. The 
main goals of the coalition included establishing a regional representative government 
of Afghanistan, establishing rule of law, pursuing humanitarian national development, 
building the capacity of the Afghanistan security forces and establishing conditions for 
enhanced opportunities for legal economic and social development (USJFCOM, 
2005). 
The experiment consisted of three, five-day periods (Monday to Friday) and took 
place over a three-week period between February 27th and March 17th 2006. Daily 
activities began at 9.30am and finished at 7.30pm. A daily battle rhythm was used to 
guide the experiment, and scenario injects were used to manipulate the scenario faced 
by the players. 
The analysts were located at the UK HQ during the experiment and observed activity 
taking place in the UK HQ and on the IWS collaborative planning system. This gave 
the analysts access to voice communications and text chat taking place between all 
players, and the meetings taking place between players and all of the documents used 
by players. Due to the size of the experiment and breadth of the activities undertaken, 
the analysts focussed on small vignettes as opposed to the entire experimental scenario; 
this approach is advocated by the NATO code of best practice (NATO, 2002) for 
studying command and control systems, suggesting that an appropriate way of dealing 
with the complexity of such systems is for analysts to present their findings in the form 
of vignettes. The analysts therefore concentrated on meetings and planning sessions 
and recorded information on what was happening during a particular vignette, 
including the communications between players, the content of the communications, 
the topics being discussed and any documents referred to. CDM interviews were also 
conducted where possible. The primary sources of information used were the 
CONOPS, the Commander‟s briefs, observation of meetings, communications 
between players (voice and text chat) and any documents referred to during the 
meetings and briefs.  
SALMON, P. M               CHAPTER 6 – DISTRIBUTED SITUATION AWARENESS IN MULTINATIONAL OPERATIONS 
 117 
The author used the data collected to construct propositional networks for each 
vignette observed during the experiment. The analysis focused specifically on the 
activities of the following five functional groups: 
1. KBD. The KBD group were responsible for building and maintaining a knowledge 
base that players could use for developing SA and understanding, including SA on the 
operating environment, the adversary, friendly, and neutral forces. 
2. EBP. The EBP group were responsible for developing and refining operational 
plans, using DIME planning, that establish clear links between the commanders end 
state and the desired effects required to achieve the end states. 
3. EBE. The EBE group were responsible for co-ordinating, directing and monitoring 
task force operations.  
4. EBA. The EBA group were responsible for assessing the actions and effects in 
order to identify operational deficiencies and recommend methods to improve force 
effectiveness. 
5. MNIG. The MNIG were responsible for the civilian component of the response. 
This involved harmonising the planning and actions of civilian agencies and the 
coalition task force, co-ordinating provision of civilian capabilities, expertise and 
perspectives, enabling collaboration with Coalition partner agencies, international 
organisations and NGOs and facilitating information sharing amongst coalition 
government agencies, militaries, international organizations and nongovernmental 
organizations. 
Figure 6-2 presents a summary of the role and main activities of the groups analysed. 
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Figure 6-2. MNE 4 functional group activities. 
 
6.5 Results and Discussion 
6.5.1 Functional group DSA requirements 
CDM interviews were conducted, using the probes presented in chapter 4, with an SME 
from each of the following groups: KBD, EBP, EBE and EBA. From the CDM data, 
high-level propositional networks were constructed for each group in order to identify 
the DSA requirements of the different groups during EBO-based activities. The 
resultant propositional networks are presented in Figure 6-3.  
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Figure 6-3. Functional group propositional networks showing the different DSA requirements of the KBD, 
EBP, EBE and EBA groups. 
The propositional networks presented in Figure 6-3 demonstrate that, due to their 
distinct roles in the EBO process, the groups involved had very different DSA 
requirements during the activities undertaken. The KBD groups role was to provide 
the knowledge base required for the other groups to acquire and maintain an 
appropriate level of DSA throughout operations undertaken, which meant that there 
DSA requirements were related to collecting and representing information related to 
what the other groups needed to know. Their DSA requirements thus included an 
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understanding of what it was that other groups needed to know and also an 
appreciation of this information itself, including applicable policies, laws and 
strategies, intelligence products, plans and guidance, the CONOPs and the activities 
of enemy, friendly and neutral forces. The EBP groups DSA requirements were 
primarily concerned with the development of effects and plans, and included the 
Commander‟s intent, effects and desired end state, resources and the current situation. 
The EBE group, whose role was to co-ordinate, direct and monitoring task force 
operations, had DSA requirements related mainly to the activities on the ground, 
included information regarding the activities being undertaken by the components and 
other groups. Finally the EBA group were concerned with the progress of the plans 
being enacted and subsequently there DSA requirements mainly comprise measures of 
performance and effectiveness and the progress of activities being undertaken. 
6.5.2 Commanders Brief Propositional Networks 
Overall scenario propositional networks were constructed from the commander‟s 
briefs that were given at the start of each day. The commander‟s brief described all 
activities from the previous day, forthcoming activities and included situation reports 
from each of the different groups (e.g. KBD, EBP, EBE, EBP, EBA and MNIG). 
The purpose of constructing the propositional networks was to identify specifically 
what information was being used by the different groups involved and what 
information was being shared between groups. Due to size restrictions, the entire 
propositional networks cannot be presented and only extracts are used. Extracts from 
the propositional networks constructed from the commander‟s briefs on the 3rd and 
the 9th March are presented in Figure 6-4. 
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Figure 6-4. Commander‟s brief propositional network extracts; Figure shows how information usage 
increased over the course of the experiment 
The usage of information elements by the different groups involved was calculated 
based on each group‟s reference to the topics during their daily situation reports. The 
overall information element usage for the 3rd and 9th March commander‟s brief 
propositional networks is presented in Figure 6-5. 
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Figure 6-5. Information element usage. 
The propositional network analysis of the commander‟s briefs indicated that, initially, 
the information contained within the knowledge base was not being accessed and 
used by the other groups involved. As the observation progressed, however, the usage 
of information by the different groups and the communication of information 
between the KBD and the different groups increased. For example, initially (i.e. 3rd 
March network) the KBD group held the majority of the information related to the 
scenario and this information, although available on the IWS, was not yet being used 
by the other groups involved. This suggests that at this point in the scenario, the other 
groups DSA (and overall DSA of the system) was degraded somewhat, since groups 
were not using the information as required. The 9th March propositional network 
extract, however, demonstrates how the usage of the information provided by the 
KBD group had increased significantly. For example, in the 3rd March propositional 
network a total of 40 information elements held by the KBD group remain unused by 
the other groups involved. In the 9th March propositional network, the total number 
of unused information elements decreased to 21. This suggests that the groups and 
the overall systems DSA had improved somewhat since they were now using more of 
the information required to support task performance. 
The propositional network analysis also indicated that a commonality in the 
information being used by the different groups also increased. For example, on the 3rd 
March, the total number of information elements being used by 3 or more of the 
groups was 2. This figure had increased to 20 by the 9th March. This was taken to 
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show greater consensus on the scenario and activities required and a commonality on 
themes between groups.  
The initial lack of usage of information held by the KBD has interesting ramifications 
for technologically supported and distributed multinational warfare operations. The 
provision of this information on the IWS by the KBD group indicates that the 
information was available to (and to some extent required by) other groups. The non-
usage of the information by other groups suggests that the other groups were not 
accessing the information as required. Further, when the groups pro-actively went 
looking for the information that they required the observations made suggested that 
they either could not locate it on the IWS or did not know who to speak to within the 
organisation to find the information. The observational study also indicated that the 
KBD were waiting for information requests (rather than proactively contacting the 
groups). During the experiment there was some confusion over the KBD groups role, 
with some players seeing them as „sign posters‟ (i.e. pointing players to information) 
and other seeing them as gatekeepers (i.e. supplying information on demand). The 
CONOPS suggested that the KBD group‟s role was a gatekeeper, supplying 
information to other players as and when requested.  
This is finding is particularly significant for NEC-based systems since it seems to 
suggest that, if not designed appropriately, DSA may be initially inhibited by new 
NEC technology and process. The results demonstrate that the systems DSA was 
inadequate initially and that the sub-teams within the system were not aware of who 
knew what nor of where to find the critical information that they required in order to 
undertake their activities. This suggests that the enhanced connectedness of an 
organisation and the presence of a knowledge base do not guarantee enhanced sharing 
of information and DSA as is argued by proponents of such systems (e.g. Alberts & 
Hayes, 2006). 
6.5.3 Humanitarian Aid Propositional Networks 
A critical humanitarian aid scenario unfolded over the course of the experiment. To 
clarify, humanitarian aid “includes programs conducted to relieve or reduce the results 
of natural or man-made disasters or other endemic conditions such as human pain, 
disease, hunger, or privation that might present a serious threat to life or result in 
great damage or loss of property” (US Army, 1994). Humanitarian aid operations are 
particularly relevant when discussing DSA since it involves many stakeholders 
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(including the Army, National Government Organisation, Private Organisations, 
International Organisations and charities to name only a few) working together 
toward a common goal. Propositional networks related to the humanitarian aid 
situation were constructed from the daily updates and situation reports made during 
the experiment.  
Examples of the humanitarian aid propositional networks are presented in Figure 6-6 
to Figure 6-9. Shading of the information elements denotes that they were being used 
by players at that point in the scenario. Unshaded information elements indicate that 
this information was no longer being used at the time in question. The initial 
propositional network from the 6th March (Figure 6-6) suggests that the different 
players held a very high-level awareness of the humanitarian aid situation at that time, 
including a basic knowledge of the overall humanitarian aid requirements and of the 
different locations of the Internationally Displaced Persons (IDP) camps. They had a 
general awareness of what was going on but did not have detailed knowledge related 
to the situation and its implications and requirements. Significantly, much of the 
information required to enhance their information of the situation was available on 
the IWS collaborative system, but was not accessed at this time. 
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Figure 6-6. Humanitarian Aid Operations Propositional Network 6th March 
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Figure 6-7. Humanitarian aid operations propositional network 7th March. 
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Figure 6-8. Humanitarian aid operations propositional network 14th March 
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Figure 6-9. Humanitarian aid operations propositional Network 15th March. 
As the observation progressed, the humanitarian aid situation deteriorated which led 
to an increase in the related information requirements (i.e. information required by 
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players in order to deal with the situation accordingly). This also meant that the 
players required more detailed SA of the situation in order to deal with it accordingly. 
Correspondingly, the KBD group began to make more information available to other 
players within the system, which led to the different groups being able to develop a 
very detailed, specific SA of the situation. For example, the propositional network 
constructed on the 15th March (Figure 6-8) shows that groups had developed a 
detailed level of SA related to requirements and events in the camps. To demonstrate, 
rather than simply knowing that the IDPs need water, the 15th March propositional 
networks shows how the groups are now considering where the water will come from 
(e.g. „supply‟ and „local suppliers‟ information element), how the water will be treated 
(e.g. „treatment‟) and distributed (e.g. „distribution‟, „transport‟ and „routes‟), and how 
it will be stored (e.g. „storage‟ and „wells‟). The expansion of information elements 
related to the water shortage is presented in Figure 6-10.  
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Figure 6-10. Water-related SA information elements. 
The expanding propositional networks presented in Figure 6-6 – 6-9 therefore 
demonstrate the increase in SA requirements and usage of information related to the 
humanitarian aid situation over the course of the experiment and thus demonstrate 
the dynamic nature of DSA in collaborative military environments. As the situation 
unfolded, SA requirements increased and thus more and more information was 
required to maintain an adequate level of SA for dealing with the situation. The 
different players and groups needed to know more about the situation in order to deal 
with it. Further, the increased amount of information elements depicted in the 
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propositional networks demonstrates how more information related to the 
humanitarian aid situation was made available and used by different groups within the 
organisation.  
The key information elements were also extracted from the humanitarian aid scenario 
using sociometric status and centrality statistical calculations (see chapter six for 
descriptions of each metric). Key information elements are defined as those that have 
salience for each scenario phase, salience being defined as those information elements 
that act as hubs to other knowledge elements. Those information elements with a 
sociometric status value above the mean sociometric status value, and a centrality 
score above the mean centrality value were identified as key information elements. 
The key information elements for the humanitarian aid scenario are presented in 
Table 6-1. 
Table 6-1. Key information elements related to the humanitarian aid scenario 
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As demonstrated in Error! Reference source not found., the key information 
elements at the beginning of the scenario (6th and 7th March) as the humanitarian aid 
situation began to unfold were the overall humanitarian aid situation, the IDPs, the IDP 
camps and the humanitarian aid requirements. This reinforces the notion that the players at 
this time held only a very high level awareness of the situation. It is important to 
reiterate however that at this point, some of the information required for a more 
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detailed level of SA on the situation was held by the system (i.e. the KBD group) but 
due to various reasons that will be discussed the different components of the system 
did not access this information. This is a key finding that has direct relevance for the 
design of NEC type systems and processes, that is how to system and procedural 
designers ensure that the information that is held by the system percolates to the 
appropriate system elements in a timely manner? 
As the situation began to deteriorate, the key information elements began to increase 
in line with the requirements and various events occurring within the IDP camps. 
Factors such as food, water, sanitation, supplies and supply distribution began to become of 
primary concern, along with the Taliban, who were beginning to infiltrate IDP camps, 
attacks on IDP camps and United Nations (UN) workers within the IDP camps, the 
effects being planned, the coalition task force and repatriation efforts and the ACM and 
Taliban propaganda. It is significant to note here that along with the increased 
information requirements, the players were now become more proficient with the 
IWS collaborative system and CONOPs procedure and were also more aware of the 
specific roles of the different groups involved. This meant that the different players 
involved were effectively aware of more information as they knew where to find it and 
also who would know what within the system. The key information elements were all 
used by the different players and groups involved. 
6.5.4 Joint planning group targeting meeting 
To demonstrate the outputs derived from the meetings observed, a propositional 
network developed from a Joint Planning Group target prioritisation meeting is 
presented in Figure 6-11. The meeting itself involved discussing and prioritising the 
engagement of potential targets. The agents involved in the meeting were distributed 
and communications between agents were made using the IWS system, which allowed 
both verbal (using microphone headsets) and text (using conventional keyboard) chat. 
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Figure 6-11. Joint engagement planning group target prioritisation meeting propositional network, key 
information elements and social network diagram. 
 
Figure 6-11 provides an example of how, within meetings taking place over the course 
of the experiment, there was some difficulty in addressing non-military effects e.g. 
there were problems with fitting diplomatic, informational and economic effects into a 
military context. In this case, although the diplomatic and economic effects were raised 
initially, the discussion was very much focussed on the military effect of destroying the 
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targets being discussed and MNIG representatives found it difficult to raise non-
military issues associated with the effects being sought. This is demonstrated within 
the propositional network by the linkage between the „military‟ information element to 
the other elements „effects‟, „OPORD‟, „Info Ops‟, „Intel‟, „actions‟, „Op actions‟, 
„priorities‟, „MOPs‟ and „plan‟, whereas the other non-military effects, diplomatic and 
economic, are linked only to the „effects‟ nodes. This demonstrates how the meeting 
was focussed primarily on planning the military effects, including the actions required, 
the measures of performance and resultant orders, whereas the other diplomatic and 
economic aspects were only briefly considered. The „military‟ information element was 
also one of the key information elements identified, as shown in Figure 6-11.  
Also demonstrated in this meeting was the confusion over the KBD groups role 
within the EBO process; the meeting chair had the expectation that KBD 
representatives would supply information on request, whilst the KBD representatives 
saw their role as signposting information, telling other players where to find it. Within 
Figure 6-11 the social network diagram shows that the KBD representative was not 
engaged in communications with the other parties, which suggests that they were not 
supplying information as required. 
Finally, also observed during this meeting was that there was a great deal of reference 
to the CONOPS for clarification purposes, which suggested that players were still 
learning their roles and responsibilities within the EBO process. This is demonstrated 
within Figure 6-11 by the high number of incoming communications to the chief, a 
significant number of which were requests for clarification. 
6.6 Conclusions 
The aim of this chapter was to investigate the concept of DSA in a future military 
multinational operational environment. Specifically, the study focussed on the effects 
that the new technology (IWS collaborative system) and process (EBO CONOPS) 
had on the content and structure of DSA during the experiment. In relation to this 
research, the study was also used as a means of further investigating the concept of 
DSA and its measurement. A summary of the main findings is presented below. 
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6.6.1 Distributed situation awareness 
The propositional networks presented demonstrate that, as the experiment unfolded, 
more information was used by, and passed between the different groups involved. 
The findings also indicated, however, that players initially did not access and use the 
information required for SA that was held by the KBD group. It is concluded that this 
was a result of two factors. Firstly, confusion over the KBDs role meant that the 
KBD group were not initially supplying groups with information; rather they were 
waiting for information requests, which caused a delay in information being 
disseminated as required. Secondly, some of the players were not sufficiently 
proficient with the IWS system (technology) and the CONOPS (process) and thus 
found it difficult to locate the information that they required. They did not know 
either where to look in order to find information or who to speak to in order to get it. 
Both system shortcomings improved as the observation progressed, which is 
demonstrated by the increase in size of the propositional networks presented in 
Figures 6-6 – 6-10, which indicates that players were gaining access to, and using, 
more information towards the end of the experiment. It was notable, however, that 
information tended to be discovered rather than supplied. That is, players had to find 
the information that they required rather than be supplied with it by the KBD group. 
This was incongruent with the CONOPS, which outlined the KBD group‟s role as an 
information supplier to the other groups. Further, the provenance of information was 
also often unknown. There was often no indication of the source of the information 
within a document (i.e., it was not possible to trace it back through the EBO process) 
and nor was their any indication of how appropriate the information was in terms of 
quality, relevance and age. This had an impact on the confidence in either the quality 
of the information or its time-sensitivity, which is critical given the high-tempo nature 
of EBO.  
The quality of DSA improved as the observation progressed. Initially players held only 
a very high level SA of the ongoing situation; infact it could be argued that DSA was 
initially in a diminished state. As an example, the initial humanitarian aid propositional 
networks demonstrate that, although players were aware of the situation, they did not 
possess a detailed awareness of the situation in terms of what the problems were, 
what was required and what was to be done. Instead, they were aware that there was a 
humanitarian aid situation unfolding but their knowledge of specific problems and 
requirements in the camps was limited. As the observation progressed, however, 
player SA developed to a more fine-grained level. It was concluded that this was due a 
SALMON, P. M               CHAPTER 6 – DISTRIBUTED SITUATION AWARENESS IN MULTINATIONAL OPERATIONS 
 135 
clarification of roles that occurred as the observation progressed and also the players 
becoming more proficient with the EBO process and the IWS technology (i.e. they 
were getting better at finding information on the system).  
Again the concept of compatible, rather than shared, SA was demonstrated 
throughout the activities analysed. In this case, the compatibility of SA arose more out 
of the different roles of the different groups involved over and above anything else. 
Propositional networks developed for each of the main groups involved (e.g. KBD, 
EBP, EBE, and EBA) from CDM data demonstrated that each group had very 
different DSA requirements during the EBOs observed. The KBD groups SA, whose 
responsibility it was to provide the knowledge base for other groups SA, consisted of 
an awareness of what other groups needed to know and also what information was 
available and where it was available from. They effectively took on the role of DSA 
facilitators since they were told what groups needed to know and built the knowledge 
base accordingly. The EBP group was concerned with developing and refining 
operational plans and so their SA concerned the current operational situation, the 
desired end state, resources available and what was required. Their SA was planning 
orientated. EBE, whose role it was to co-ordinate and monitor task force operations 
held SA of the ongoing activities on the ground i.e. the status of the execution 
activities. EBA, on the other hand had to assess actions and effects to identify any 
operational deficiencies and so their SA comprised execution activities on the ground 
and also potential approaches to improve force effectiveness. Finally, the MNIG 
group, who were concerned with the civilian component of the response held SA 
relating to non-military aspects of the actions and effects being undertaken (i.e. the 
civilian role in the plans being executed). 
6.6.2 Effects based operations 
It was concluded that the new EBO CONOPs impacted DSA in terms of the 
information used for DSA and the dissemination of this information throughout the 
system. It was evident, for example, that there was some confusion between players as 
to the exact nature of the roles of the different groups within the EBO approach. For 
example, the degree of confusion over the KBDs role during the experiment 
demonstrates this. In MNE4 briefings, the role of the KBD function was discussed in 
terms of supplying information, however many players had the expectation that the 
KBDs role was to supply information on request, whereas KBD representatives felt 
that their role was to point players in direction of information and tell them where to 
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find information. It was concluded that this confusion was a result of ambiguity 
within the CONOPS. In this case the CONOPS specified the 'who' for an activity, 
but not the 'how', allowing contributors to interpret their roles differently. This 
ambiguity may also have been the reason that parts of EBO seemed to ignore 
diplomatic, information and economic input. For example, the CONOPS specified 
that a representative has to be at a particular meeting, but it did not say what role they 
should play - without training in diplomatic, information and economic elements, they 
may find it difficult to incorporate these domains into planning and execution. This 
confusion of roles impacted DSA during the course of experiment. During the 
meetings, there was a great deal of reference to the CONOPS for clarification 
purposes, which suggested that players were still „learning the rules‟ for the 
experiment. This led to a degree of uncertainty in what was required, and had a 
bearing on DSA in terms of players knowing what information they required at 
different times throughout the experiment. These findings can be related to the 
findings derived from the energy distribution study presented in the previous chapter, 
which suggested that clear role definition was one of the key aspects related to the 
high quality of the energy distribution systems DSA in the scenarios observed. 
The MNIG group also found it hard to introduce non-military aspects of effects. 
DSA remained, in the main, military specific and the diplomatic, political, and 
economic aspects of effects were often ignored. 
6.6.3 Implications for the design of future warfare systems 
Whilst these findings again reinforce the conclusions taken in the previous chapter 
that communications links are the critical factor in maintaining a systems DSA (e.g. 
Stanton et al, 2006; Gorman et al, 2006) they also demonstrate that there is much 
more to enhancing DSA than fostering the appropriate communications links alone. 
Alongside the appropriate communications links being present within collaborative 
systems, the findings also suggest that clarity of role definition and the presentation of 
information in terms of where it is presented and to whom it is presented are also 
critical issues. In particular, the clear specification of where and/or who to find 
information from and the supply versus discovery of information are interesting issues 
raised by this study. Further, the findings suggest that having a repository of 
information designed to facilitate DSA development and maintenance may not be 
appropriate if users are not well versed in its appropriate usage.  
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Within multi-agent collaborative systems, roles should be clearly and explicitly defined 
so that the entire system understands what each component (including human and 
non-human components) should be doing and what information they should be 
contributing to the DSA of the overall system. A lack of clarity in role definition may 
mean that components do not appreciate who is likely to know what, where 
information is held and how it can be accessed. A related factor is the clear definition 
of where and who to get information from within collaborative systems. This allows 
each component of the system to quickly be able to locate and access the information 
that they require for their activities. Further, the findings suggest that information 
should be grouped (or presented) together, based on the relationships between them, 
in order to support DSA. For example, information regarding water requirements in 
IDP camps could be presented with links to other related information concerning 
water sources, water storage, and water distribution. Linking information in this way 
supports DSA development, since the relationships between concepts are being 
supported by the information presented by the system. Finally, an important issue 
surrounds whether or not system components should be supplied with the 
information that they require or whether they should be left to their own devices to 
find it themselves. Whilst both aspects may be evident in collaborative systems, it is 
important that system components are aware of how they are to get information i.e. if 
they are required to find information themselves then they should be fully aware that 
they have to do so. 
The findings therefore suggest that the design of multinational warfare procedures 
and systems should focus not only on providing the appropriate communications 
links within a network but also that the links available should be made explicit to the 
agents involved. Agents need to know which links to use in order to access 
information and also where to offer information when needed during task 
performance. The findings also suggest that it is important that within collaborative 
systems, agents need to know who knows what in order for the systems DSA to 
function effectively. This „meta SA‟ is therefore a critical element that is required to 
support efficient and effective DSA. Finally, the importance of clear role definition 
within collaborative systems has again been reinforced. 
6.6.4 Propositional Networks 
Further validation for the propositional network methodology as a means for 
describing and evaluating DSA during complex collaborative activity was offered by 
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this study. In this case, the propositional networks permitted the description of DSA 
from the point of view of multiple agents within the system, which in turn allowed the 
definition of the information used by different agents at different times throughout 
the scenario. The propositional networks developed in this case were also useful in 
that they depicted how the information related to DSA expanded and how DSA 
became more the rich during the experiment. The water example presented in Figure 
7-10 demonstrated how an analysis of the different information elements within the 
propositional networks allows one to evaluate how rich a systems DSA is at a 
particular time. This is particularly useful for assessing the quality of the information 
that is passed around a network and can also be used to identify instances where the 
key information required for DSA is either not available (i.e. not presented by 
interfaces) or its dissemination is not supported (i.e. the information cannot be 
communicated to the people who require it). The usefulness of vignettes, as opposed 
to whole scenarios, to describe and analyse DSA was also demonstrated by this 
analysis, which suggests that, in complex, large scale scenarios it is acceptable to use 
vignettes rather than the whole scenario (which leads to large and unwieldy outputs). 
In closing, it is concluded from the analysis that DSA was impacted by both the new 
process adopted (effects based operations) and the new technology used (e.g. IWS). 
The new EBO process led to some confusion over the roles of different players in 
disseminating information whilst problems with the IWS meant that players found it 
difficult to locate and assimilate DSA-related information. It is recommended 
therefore that further study into the effects of new coalition processes and 
technologies on collaborative SA is undertaken, and that measures are taken to design 
such processes and systems to support, rather than inhibit, SA during multinational 
operations. 
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7 Out with the old and in with the new: 
A comparison of  distributed situation 
awareness using analogue and digital 
mission planning systems 
7.1 Introduction 
The findings derived from the study presented in the previous chapter indicated that 
there may be significant issues associated with the design and implementation of 
future digitised NCW/NEC-based warfare systems and the impact that they have on 
DSA during warfare mission planning and execution activities. This research now 
moves towards the consideration of how warfare support systems should be best 
designed to enhance, rather than inhibit, DSA and focuses specifically on a newly 
developed land warfare digital mission support tool that is currently being tested and 
refined in the UK military domain. This chapter presents a DSA-based analysis of the 
tool in question and a comparison of DSA when using the new electronic system and 
the old analogue paper map system.   
7.2 Digital planning systems  
Much has been said on the enhanced capability that future NEC systems are likely to 
provide (See previous chapter). Central to the utility of such systems is the use of 
linked electronic or digitised mission support systems, which will conjugate together 
to form the „network‟ in NEC. The underlying belief of the proponents of such 
systems is that the provision of larger, better-connected networks will enable more 
information to be communicated quicker and more efficiently to more people, which 
in turn will enhance shared SA and tempo during mission planning and execution. In 
essence, it is postulated that missions will be planned and executed quicker, more 
efficiently, with enhanced SA, tempo and increased levels of collaboration and with 
access to more information than in previous times.  
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In line with the military‟s wholehearted movement towards NEC-based systems, there 
has been a recent spate of digital mission support systems being developed, tested and 
even introduced in theatre. In the UK military, for example, the digital mission 
support digital software tool focussed on in this analysis and the Aero Systems suite 
of Mission Planning Systems (MPS) for military aircraft are currently being developed, 
tested and used in theatre.  
It is the author‟s opinion that great caution should be taken when forecasting the 
benefits of NEC-based systems. The overriding assumption that more information 
will enable better performance is a worrying one when one considers aspects such as 
distributed information requirements, the format in which information is presented 
and the amount of data that can be presented versus the amount of data that can be 
meaningfully processed. Bolia, Vidulich, Nelson & Cook (2007), for example, suggest 
that the increased amount of information available in such systems does not 
necessarily mean that users of the data will make better decisions due to a number of 
factors, including that increases in quantity of information does not necessarily lead to 
an increase in the amount of relevant information, the fact that all data is not good 
data and that false data could be deliberately be fed into networks or data could be 
erroneous and also that data is only as good as its interpretation.  
Designers of mission support systems clearly need to consider how the system can be 
designed so that it enhances, not inhibits, SA during the activities that it is being 
designed to support. Endsley & Jones (1997) for example point out that the way in 
which information is presented by such systems ultimately influences SA by 
determining how much information can be acquired, how accurately it can be 
acquired, and to what degree it is compatible with SA needs (Endsley & Jones, 1997). 
It is clear that there needs to be great consideration given to the impact that new 
technologies have on mission planning and execution activities. Military mission 
planning and execution processes are time served and are efficient and effective as 
they are, and so the addition of software-based mission support tools should be made 
with great care. In particular, the impact of new technological systems on DSA during 
mission planning and execution activities is a key aspect of how well such systems will 
work and thus requires testing throughout the design lifecycle. 
The purpose of this chapter is to present the findings derived from a study, part of 
which was undertaken in order to investigate the impact of a newly developed digital 
mission support system on DSA during the land warfare mission planning process. 
The study focuses on the Combat Estimate (CE) Seven Questions planning process, 
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which can now be undertaken electronically (as opposed to the traditional, analogue, 
paper map process) using the newly developed digital mission support system.  To do 
this, case studies on DSA during the old paper map planning processes and the new 
digital system planning process are compared and contrasted in order to identify the 
impacts, good and bad, on DSA that the new mission support system has had. It is 
intended that the findings from this analysis will inform the development of guidelines 
for the design of software-based mission planning and execution systems. 
7.2.1 The digital mission support system 
Within the land warfare domain, the UK Ministry of Defence is currently developing 
and testing the digital mission support system that this chapter focuses on. The tool is 
a digitised battle management system that provides command and control support for 
battlefield planning and execution tasks and has been designed in order to enhance 
SA, information management, planning, control, and tempo during mission planning 
and execution. According to the systems creator the tool provides the support for 
data distribution, planning, collaboration and execution. Amongst the aspirations for 
the system, one of the key enhancements that it is claimed that it will bring to mission 
planning and execution is enhanced SA. For example, the following quote regarding 
the system is taken from the Army‟s website: 
“it will provide enhanced situational awareness and common operational, intelligence, 
personnel and logistic planning tools to improve the tempo, survivability and effectiveness of 
land forces.  It will also facilitate mission analysis and the provision of orders, map 
overlays and route planning and provide standard reports and returns formats.” (MoD, 
2007) 
One of the processes that the system has been designed to support is the current 
military land warfare mission planning process, the CE. More commonly known as 
the „Seven Questions‟ this involves working through a process of seven questions in 
order to understand the battle area and the enemy‟s intentions and then develop, 
select and resource appropriate courses of action. A brief description of the seven 
questions process is given in the following section. 
7.2.2 The ‘Seven Questions’ planning process 
The Seven Questions mission planning process is a collaborative process that consists 
of the following seven questions: 
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Question 1 – What is the enemy doing and why? 
Question 2 – What have I been told to do and why? 
Question 3 – What effects do I want to have on the enemy and what direction must I 
give to develop my plan? 
Question 4 – Where can I best accomplish each action/effect? 
Question 5 – What resources do I need to accomplish each action/effect? 
Question 6 – When and where do the actions take place in relation to each other? 
Question 7 – What control measures do I need to impose? 
Each question is undertaken by various cells within the organisation (e.g. Battle 
Group or Brigade) and the products from each question are used to inform the other 
questions in the process. A brief description of the process is presented below. 
Question one involves the use of maps to undertake the battlefield area evaluation, 
which involves the terrain analysis, threat evaluation and threat integration processes. 
The terrain analysis component requires an assessment of the effects of the battlespace 
on enemy and friendly operations and involves the identification of likely mobility 
corridors, avenues of approach and manoeuvre areas. For the terrain analysis phase, the 
mnemonic „OCOKA‟ is used, which comprises the following aspects of the terrain 
(MoD, 2007): 
 Observation; 
 Cover and Concealment; 
 Obstacles; 
 Key terrain; and 
 Avenues of Approach. 
Other key SA requirements during the terrain analysis include the weather, restricted 
areas, potential choke points and key terrain.  
The threat evaluation phase involves identifying the enemy‟s likely modus operandi by 
analysing their tactical doctrine, past operations and their strengths and weaknesses. 
The end state of the threat evaluation phase is to “visualise how the enemy normally 
executes operations and how the actions of the past shape what they are capable of in 
the current situation” (MoD, 2007, p. 12). Key SA requirements here include the 
enemy‟s strength and weaknesses, their organisation and combat effectiveness, 
equipment and doctrine and also their tactics and preparedness. 
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The threat integration phase then involves combining the battlefield area evaluation 
and threat evaluation outputs in order to determine the enemy‟s intent and how they 
are likely to operate. The products of the threat integration include the enemy effects 
schematic, situation overlays for each enemy course of action identified and an event 
overlay. Key information during this phase includes the Named Areas of Interest 
(NAIs) and likely enemy courses of action. 
The SA requirements during question one are therefore primarily related to the 
battlefield area itself and also the enemy. The output is an understanding of the 
battlespace and its effects on how the enemy (and friendly forces) are likely to operate. 
The key SA requirements during question one are therefore related to the terrain (e.g. 
OCOKA, weather, key terrain etc), the impact of the terrain on the enemy‟s likely 
actions, the enemy‟s strengths and weakness (including combat effectiveness, resources 
and capability, doctrine and past operations and also the enemy‟s resultant (based on a 
comparison of the terrain with the enemy‟s capability and past activities) likely courses 
of action. 
Question two is known as the mission analysis and asks the question „what have I been 
told to do and why?‟ Of specific interest during question two are the specified and 
implied tasks and the freedoms and constraints of the mission. Undertaking the 
mission analysis involves completing a mission analysis record, which requires a 
statement of the mission both 2 up and 1 up, a statement of the main effort, 
specification of the specified and implied tasks, their deductions, any Requests For 
Information (RFIs), the Commander‟s Critical Information Requirements (CCIRs) and 
finally the freedoms and constraints associated with the mission. Specified tasks are 
typically found in the mission statement, the co-ordination instructions, the DSO, the 
Intelligence collection plan and the Combat Service Support Operations (CSSO) 
(MoD, 2007). The SA requirements extant during question two are therefore initially 
the mission itself and the main effort and then the resultant specified and implied tasks 
and the freedoms and constraints of the mission. 
Question three involves the Commander specifying the effects that he wishes to have 
on the enemy (MoD, 2007), what is referred to as his battle winning idea, or “that 
battlefield activity or technique which would most directly accomplish the mission” 
(MoD, 2007, p. 23). Based on the information gleaned from questions one and two, the 
Commander should now understand the battlespace area and the aims of the friendly 
forces involved and should comprehend how the enemy are likely to operate. Using 
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this understanding, the Commander then identifies the effects required in order to 
achieve the mission and prevent the enemy from achieving their mission. The 
Commander specifies his effects using an effects schematic and gives the purpose and 
his direction to the staff for each of the effects described. Additionally the Commander 
also specifies what the main effort is likely to be and also his desired end state. 
Additional direction designed to focus the planning effort is also given at this stage. 
This might include guidance on the use of applicable functions in combat, principles of 
war and principles of the operation (MoD, 2007). Finally, the Commander confirms his 
CCIRs and RFIs. The SA requirements for the Commander during question three are 
therefore products derived from questions one and two and the overall mission. 
Questions four, five, six and seven are primarily concerned with the development of 
the courses of action required to achieve the Commander‟s desired end state. Question 
four involves identifying where each of the actions and effects specified by the 
Commander are will be best achieved in the present battlespace area and involves 
placing the Commander‟s effects, NAIs, TAIs and Decision Points (DPs) on the 
battlespace. Although some of the effects are likely to be dictated by the Commander 
and the ground, others, such as STRIKE and DEFEAT effects, can often potentially 
take place in a number of areas depending on a variety of factors such as enemy 
location, terrain and friendly force capability. The output of question four is the draft 
Decision Support Overlay (DSO) which contains the Commander‟s effects, NAIs, 
TAIs and DPs for the mission. The key SA requirements during question four are 
therefore the actions and effects specified by the Commander (the Commander‟s battle 
winning idea), the outputs of questions one, two and three (i.e. an understanding of the 
battlespace and its impact on the enemy and also of the enemy‟s capability and likely 
courses of action). 
Question five involves specifying resources for each of the Commander‟s effects, 
NAIs, TAIs and DPs. This involves considering the effects required and then the 
mission, combat power, type, size and strength of the enemy at each NAI and TAI. 
Much of this information can be derived from the assessment of the enemy‟s strengths 
and weakness made during question one as part of the threat evaluation. The output of 
question five is a series of potential courses of action for each effect, NAI and TAI and 
a Decision Support Overlay Matrix (DSOM). The Commander then makes a decision 
of how each effect, NAI and TAI is to be resourced, which leads to the production of 
the final DSOM. Again, the SA requirements during question five include the actions 
and effects specified by the Commander and the outputs of questions one, two and 
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three and four and also information related to the capability (e.g. Combat effectiveness) 
and available resources (and state of the available resources) that the friendly forces 
has. 
Question six focuses on the time and location of each course of action i.e. when and 
where do the actions take place in relation to one another? To determine this, a 
synchronisation matrix is produced, which includes a statement of the overall mission 
and the concept of operations and then a breakdown of events related to time, 
including enemy actions, and friendly force components activities and decision points. 
Key SA requirements here include the actions and effects required, the draft courses of 
action derived from questions four and five, likely enemy actions, locations and time 
and how these all relate to one another. 
Finally, question seven involves identifying any control measures that are required for 
the courses of action specified. Control measures are the means by which activities are 
coordinated and control. Control measures include phase lines, boundaries, fire 
support coordination measures and lines, assembly areas and rules of engagement. 
Again the key SA requirements here are the friendly force courses of action and the 
resultant control measures required. 
At a high level, the SA requirements throughout the seven questions planning process 
are presented in Figure 7-1. Once the plan is completed, wargaming is used to 
evaluate the various courses of actions specified in the plan. These are validated 
against the enemy‟s courses of action. Key decision points are also confirmed and/or 
refined and the co-ordination of assets is tested. The wargame requires members of 
the planning staff acting in the roles of enemy forces, friendly forces, a recorder (of 
information) and a referee.  Several pieces of planning material are used; the decision 
support overlay, decision support matrix, and the products of the battlefield area 
evaluation and intelligence preparation of the battlefield phases. 
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Question One
(Battlefield Area Evaluation, 
Threat Evaluation, Threat 
Integration)
Question Two
(Mission Analysis)
Question Three 
(Expression of Commanders 
Desired End State)
Question Four 
(Decision Support Overlay 
Development)
Question Five
(Resourcing of Actions and 
Effects)
Question Six 
(Synchronisation Matrix)
Question Seven 
(Specification of Control 
Measures)
Battlespace Area - Terrain & Weather, OCOKA, Mobility 
corridors etc
Enemy – Capability & Potential, Organisation, Equipment, 
Doctrine, Tactics, Courses of action & Vulnerabilities, 
Locations etc
Intent (2 up, 1 up and my role)
Mission & Main Effort
Tasks (Specified and Implied)
Freedoms and Constraints
Commanders Critical Information Requirements (CCIRs)
Requests For Information (RFIs)
Desired End State
Commanders Effects (What and Why)
Commanders Guidance
Mission
Intent
Battlespace & Enemy
Courses of Action (Friendly & Enemy)
NAIs, TAIs & DPs
Actions & Effects
Actions & Effects
Resources
Courses of Action, NAIs, TAIs & DPs
Named Areas of Interest
Target Areas of Interest
Enemy (Capability, Courses of Action, Mission etc)
Actions and effects, NAIs, TAIs & DPs
Locations & Battlespace
Logistics & time
Decision Points
Synchronisation
Enemy actions & courses of action
Control Measures
Fire control
Actions and effects
Named Areas of Interest
Target Areas of Interest
Planning Phase High Level Situation Awareness Requirements
 
Figure 7-1. High-level seven questions planning process SA requirements. 
 
A task model of the CE planning process, depicting the main activities undertaken, is 
presented in Figure 7-2. 
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Undertake Seven 
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Communication of 
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Figure 7-2. Combat estimate task model. 
Following successful wargaming, the plan is executed, outcomes are monitored and 
the plan is modified accordingly. Execution involves responding in prescribed ways to 
orders received from higher command formations as they relate to information 
derived from the intelligence preparation of the battlefield.  The command staff then 
direct the various force elements to engage the enemy.  This is undertaken with 
voice/radio communications with the planning staff constantly updating dynamic 
aspects of the battlespace maps, as well as monitoring and where necessary cycling 
through the Combat Estimate technique to modify the plan.   
7.3 The Study 
As part of a wider analysis of the new digital system (See Salmon, Jenkins, Stanton & 
Walker, 2007) two separate training exercises used to trial the system were observed. 
These exercises took place at the Land Warfare Centre in Warminster, Wiltshire, UK, 
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the first between 31st July 2006 and the 4th August (hereafter referred to as „exercise 
one‟) and the second between the 25th and 29th September 2006 (hereafter referred to 
as „exercise two‟). The findings derived from these studies were then compared with 
those derived from an analysis of the „old‟ „paper map seven questions planning 
process (See Walker, Stanton, Stewart, Jenkins, Wells, McMaster & Ellis, 2006) which 
was undertaken previously at the Land Warfare Centre. 
The observations team consisted of four researchers from Brunel University. At any 
one time there were a minimum of two observers logging the events of the exercise. 
Video and audio recorders were also used to record planning and execution activities 
and their associated voice communications. System logs detailing the data 
transmissions between the digital systems terminals were also collected post exercise 
7.3.1 Methodology 
7.3.1.1 Participants 
A total of 11 participants aged between 30 and 45 years old were involved in the trial. 
The participant roles included an SO2 infantry, an SO2 aviation, an SO2 C3S, an SO2 
Armour, Artillery, Engineer, an SO1 CAST, an SO2 manoeuvre, an SO1 manoeuvre 
and SO2 development. 
7.3.1.2 Materials 
The exercises took place in a large single room partially separated with six foot high 
partitioning (see blue sections in Figure 7-3). 
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Figure 7-3. Layout of exercise domain. 
The materials used included the digital mission support system terminals (a total of 28 
were used), a projector and projector screen (for projecting the operational picture), 
and a smart board. In order to collect the data the analysts used video and audio 
recording equipment, CDM questionnaires and pen and paper. Laptop computers and 
Microsoft Word were used to transcribe the data collected (e.g. CDM responses, 
observational transcripts etc).  
7.3.1.3 Procedure 
Both exercises consisted of training phases (whereby users were trained in the use and 
functionality of the digital system), planning phases (whereby users would undertake 
the Seven Questions planning process using the digital system) and execution phases 
(whereby users would undertake battlefield execution scenarios using products from 
the planning phase). For the purpose of this thesis, only the planning scenarios 
analysed are reported. 
During both exercises, planning operations were conducted at the planning and 
execution tables (See Figure 7-3). The analyst team were situated adjacent to planning 
tables and had access to all activities undertaken, as well as access to the trainees post 
exercise. Analysts observed the planning activities undertaken and recorded the voice 
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communications between participants. Video cameras were used to record the activities 
undertaken. Once each planning phase (e.g. each question) was completed, the analysts 
conducted CDM interviews with the key agents involved.  
7.4 Results 
7.4.1 Distributed Situation Awareness 
For the purposes of this research, only the results related to DSA are presented. The 
full analysis, including DSA, social network, teamwork and usability analyses are 
presented in Salmon, Jenkins, Stanton & Walker (2007).  
Propositional networks were developed for the planning process activities undertaken 
during exercises one and two. Due to size restrictions, only the propositional 
networks derived from exercise two are presented. The exercise two propositional 
networks were developed using CDM interview transcripts. These were then 
compared against a HTA of the digital system seven questions process for validation 
purposes. The overall propositional network for the exercise two seven questions 
planning process is presented in Figure 7-4. Figure 7-4 also depicts the overall usage 
of the information elements throughout the entire seven questions process. The 
propositional networks for questions 1 through to 7 follow in Figure 7-5 to Figure 
7-11. Within the propositional network, usage of information elements (i.e. the 
information required for that portion of the Combat Estimate) is represented via 
shading of the nodes.  
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Figure 7-4. Exercise two overall propositional network depicting information element usage during each 
phase of the planning process. 
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Figure 7-5. Question one information element usage. 
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Figure 7-6. Question two information element usage. 
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Figure 7-7. Question three information element usage. 
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Figure 7-8. Question four information element usage. 
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Figure 7-9. Question five information element usage. 
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Figure 7-10. Question six information element usage. 
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Figure 7-11. Question seven information element usage. 
The key information elements related to each phase of the planning process 
undertaken during both exercises were extracted by summing the links between the 
information elements within the propositional networks. In this case, those 
information elements with six or more links were classified as key information 
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elements. The usage of the key information elements during exercise two is presented 
in Table 7-1.  
 
Table 7-1. Key information elements for exercise two seven questions scenario. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Table 7-1 presents an analysis of core information elements for each phase in the 
scenario; in other words, what are the essential pieces of information relating to each 
phase in the scenario.  A total of 42 key information elements were identified from 
the exercise two propositional networks. Similar to those key information elements 
identified during exercise one, the activation of these key objects changes in type and 
structure. For example, information elements such as terrain analysis, locations, 
Knowledge 
Element
Question 1 Question 2 Question 7Question 6Question 5Question 4Question 3
Terrain
Obstacles
Areas of Interest
Enemy Picture
Weather
Overlays
Concealments
Movements
Fields of Fire
Battlefield Areas
Effects
Commander
Brief
Mission
Routes
Information
Enemy
Locations
Displays
COAs
Time
Blue Force
Implied/Specified 
Tasks
Op Order
Products
Intelligence
Plan
ComBAT
Tactics
Instructions
Intent
Effects Schematic
ORBAT
Direction
Resources
Formations 
Capabilities
Control Measures
Dispositions
Equipment
Situation
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overlays and movements predominate in the early phase of the process, whereas 
resources, formations, equipment and capabilities dominate later phases. A total of 9 
elements were found to be used during every phase of the planning process. These 
included the mission, brief, commander, effects, enemy, and time. These elements are 
presented, along with the causal links between them, in Figure 7-12.  
 
COAsMission
Commander
Information
Brief Displays
Effects
Enemy
Time
 
Figure 7-12. Transactive seven questions knowledge elements. 
The information elements presented in Figure 7-12 represent those elements that 
were used during each planning phase; the elements in question are passed from one 
planning phase to another and are modified based on the meaning placed on them 
and their combination with other information elements. For example, the information 
element „effects‟ is likely to be used very differently and also in conjunction with 
different information elements during each planning phase. During question three for 
example, the „effects‟ are considered in terms of what they are and how they relate to 
the desired end state, whereas during question four they are considered in terms of the 
actions required to achieve them. During question five the effects are considered in 
terms of the resources required to achieve them and during question six they are 
considered in terms of where and when they will occur in relation to one another. 
Thus the information element „effects‟ is being viewed differently and used in 
combination with different information elements during each planning phase. 
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The total information element usage during each of the seven questions phases (1-7) 
was also calculated. This is presented in Figure 7-13. 
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Figure 7-13. Information element usage per planning phase. 
This analysis indicates that questions one, four and six incur the most loading in terms 
of the amount of information elements that are required. 
7.5 Comparison of the Old and New Planning Process: Digital 
System versus Paper Maps 
The present analysis findings were compared with a recent analysis of the analogue 
(i.e. paper map) seven questions planning process (See Walker, Stanton, Stewart, 
Jenkins, Wells, McMaster & Ellis, 2006). Briefly, the traditional „paper map‟ analogue 
planning process involves the conducting the seven questions using paper maps, 
whiteboards, flipcharts and acetate overlays. Key elements related to the plan are 
drawn on acetate overlays (e.g. terrain analysis, commander‟s effects, situation overlays 
etc) and products are produced on paper, whiteboards (e.g. mission analysis) or on 
acetates (e.g. overlays such as the commander‟s effects schematic). The purpose of 
this comparison was to identify the impacts that the new digital planning system had 
on DSA during the mission planning process. This could potentially highlight changes 
in the seven questions planning process which are brought about by the digital system 
i.e. instances of technology impacting process and also changes in DSA requirements 
SALMON, P. M                                            CHAPTER 7 – DSA AND DIGITAL MISSION SUPPORT SYSTEMS 
 162 
brought about by the digital system i.e. increased or decreased DSA requirements. For 
example, it may be that the seven questions process is lengthened (i.e. more task 
steps) or made more difficult (increased workload) by the digital system. Conversely, it 
may be that the process is significantly reduced or made easier by the digital system. 
In relation to DSA, it may be that the introduction of a software support system may 
increase DSA requirements (i.e. the information that planners use and need to know 
about) or hinder DSA through usability and system performance problems. A brief 
summary of the comparison of the two analyses, labelled hereafter as CAST (the 
traditional process) and the digital system (the new process using the newly developed 
software) is presented below. 
The propositional networks taken from exercise one and exercise two analyses were 
compared to the propositional networks from the CAST analysis. This comparison 
allows the identification of differences between the two processes in terms of the 
types of information required and the amount of information used during each of the 
seven question phases. For purposes of representation, the propositional networks for 
the digital system analysis (exercise one) and CAST studies are presented in Figure 
7-14 to Figure 7-20. 
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Figure 7-14. Digital system and CAST propositional networks for question one. 
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Figure 7-15. Digital system and CAST propositional networks for question two. 
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Figure 7-16. Digital system and CAST propositional networks for question three. 
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Figure 7-17. Digital system and CAST propositional networks for question four. 
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Figure 7-18. Digital system and CAST propositional networks for question five. 
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Figure 7-19. Digital system and CAST propositional networks for question six. 
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Figure 7-20. Digital system and CAST propositional networks for question seven. 
The total information element usage during each planning phase (questions 1-7) for 
the CAST planning process and the digital system exercises one and two was also 
calculated. This is presented in Figure 7-21. 
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Figure 7-21. Information element usage comparison. 
The comparison indicates that for the seven questions planning process, the digital 
system seems to increase DSA requirements and thus load planners more in terms of 
the information elements required than the CAST process does. That is, more 
information elements are required overall when using the digital system to undertake 
the seven questions. This means that the individuals, sub-teams and system „need to 
know‟ about more pieces of information when undertaking the planning process using 
the digital system. Taking a closer look at the content of the propositional networks, 
the increased information element usage found during the digital planning processes 
appears to be a function of three main factors. Firstly, the different features and tools 
within the digital system seem to add information elements to the process i.e. users 
need to know more as there are additional functions and tools contained within the 
digital system. This means that users are having to think about the system and its 
features in addition to the things that they think about in order to undertake the 
planning process.  For example, features related to the components of the digital 
system such as user defined overlays, drawing tools, and overlay viewers are all 
present in the propositional networks derived from the digital planning process but 
are not used during the CAST manual process (since the tools in this process consist 
of pens, paper maps, stickiness and acetates).  
Secondly, various usability issues that the users had with the digital system served to 
create further information elements, or things for the users to think about when using 
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the system. This was demonstrated in the exercise two analysis when the information 
elements „screen‟, „resolution‟, „zoom‟ and „display‟ were present in the propositional 
networks, which suggests that problems with the screen resolution of the digital 
system may be impacting the planning process since the users have to consider which 
resolution to use when undertaking planning tasks. These additional digital system 
oriented information elements are not present within the CAST manual process 
propositional networks (since the tools used to support this consist of paper maps, 
pens and stickies).  
Thirdly and finally, the difference in the number of information elements used 
between the two processes could also in part be due to the more in-depth data (e.g. 
SOIs, CDM interviews and verbal transcripts) that was used in the construction of the 
digital system propositional networks. This may mean that the propositional networks 
developed for the digital system planning processes are more detailed and thus 
contain more information elements. 
It was concluded that the main advantages (in relation to DSA) of using the digital 
system over the traditional paper map process include that the digital system supports 
rapid communication of large quantities of information over potentially very large 
networks and distances. In the paper map system physical products have to be 
delivered between units, whereas the digital system uses a digital messaging capability 
to deliver products. Communications using the digital system are thus quicker and one 
communication can simultaneously be transmitted to many. The digital system also 
does not require receiving agents to answer, which is advantageous, and it is highly 
auditable since it keeps system logs of communications. The advantages in 
communications have key implications for DSA during operations, since potentially 
DSA-related information can be communicated quicker and to more people, which in 
turn should increase the tempo of DSA development. 
There were, however, some key disadvantages associated with the digital system that 
require further investigation. One of the most interesting issues related to this 
research is that the digital system does not, in its present format at least, consider the 
variety of different roles and SA requirements that are present within the land warfare 
planning system. Instead, the system has a common interface for all users and 
contains the same tools and functions regardless of role, goals and the tasks being 
performed. This means that users are often presented with information, displays, tools 
and functions that they do not require and are unlikely to use, which in turn could 
potentially affect planning performance and tempo. Individuals with very specific 
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roles and SA requirements therefore have to locate and use only the parts of the tool 
that they require. Whilst this aspect of the system was not investigated in this study, it 
is the focus of the study presented in the following chapter. 
Also of importance is the fact that, in its present form, the communications network 
remains largely unstable and the system often breaks down under a high 
communications load. The system also requires extensive training for users to become 
efficient in its usage, and the error potential of the system is extremely high. In terms 
of the presentation of information by the digital system to its users, there are 
significant problems with screen resolution, legibility, viewing area size and icon size. 
These issues with the digital system are investigated further with regard to their impact 
on DSA in the following chapter. 
7.6 Discussion 
The purpose of the study described in this chapter was to analyse DSA during the seven 
questions mission planning process and to analyse the impact of the newly developed 
digital software tool on DSA during this process. Within the wider context of this 
overall thesis the intention was to explore the impacts on SA that technological systems 
and digitisation are likely to have during military planning and execution activities.  
Propositional networks were developed from exercises one and two for the digital 
system supported seven questions planning process and were compared to propositional 
networks developed for the traditional CAST paper map planning process. The results 
indicate that planners used more information during the digital system supported 
planning process than they did during the traditional paper map-based planning process. 
From this it is tentatively concluded that, when using the digital system, users are 
required to think about or know more in order to undertake the planning process 
successfully. Interestingly the increased information elements were not a function of the 
enhanced capability for acquiring and communicating task-related information around 
the system (one of the proposed tenets of NEC systems), rather they appeared to be a 
function of the additional functionality offered by the tool and also various usability and 
interface design problems extant within the digital system (i.e. problems with mapping, 
screen resolution, zoom and the digital system interface). To demonstrate, the 
propositional networks derived from exercise two contain the information elements 
„display‟, „screen‟ and „resolution‟, which indicates that the users are having to think 
about features such as the way in which planning information should be displayed and 
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the screen resolution used when undertaking the planning process. This is something 
that did not come out of the analogue CAST analysis. Looking at the data further, the 
following response was given in the CDM interview for question one: 
“I suppose we are used to dealing with maps but the problem with the screen resolution is 
that if you zoom in to look at the ground in detail you’ve got…the resolution isn’t great so 
you lose the actual picture of the ground because its all lines and contour lines but if you 
zoom out enough so that you can see enough ground to get the shape of the ground you lose 
the detail so you can’t see specific areas”. 
This again indicates that users had to think about the technology as well as the task that 
they were performing. This potentially not only adds to user workload but also could 
take their attention away from the task in hand. This finding alone has interesting 
implications for the digitisation of military processes, since it seems to suggest that 
inappropriately designed digital mission support systems may increase the information 
that users need in order to develop and maintain appropriate levels of SA, which in turn 
may reduce tempo and increase workload. Also noteworthy is that in this case these 
increases in information requirements were not task-related; rather they were related 
specifically to the digital system. Thus, it may be that inappropriately designed digital 
mission support systems could hinder, rather than aid DSA during the planning process. 
It also suggests that system DSA may become denser in terms of the information 
comprising it and so individuals, teams and systems effectively need to know more in 
order to achieve levels of SA appropriate for efficient task performance. It is worth 
noting here that more information does not necessarily mean „more SA‟ and further 
investigation into this aspect of digitisation is recommended.   
The identification of key information elements also indicated that issues associated with 
the digital system impacted DSA during the planning activities analysed. It was 
concluded from the „key‟ information elements analysis that the critical information 
elements related to DSA during the seven questions planning process included features 
related to the battlefield area (e.g. battlefield area evaluation, terrain analysis, locations), 
the mission (e.g. effects, mission analysis, commander‟s direction), the enemy (e.g. 
enemy, threat evaluation, courses of action), and execution activities (e.g. targets and 
areas of interest, time and overlays). Further, a series of „transactive‟ information 
elements (i.e. used during every phase of the planning process) were identified. These 
included the battlefield area, the commander, the commander‟s direction, overlays, the 
plan, time, displays, effects, information, the mission, the enemy, courses of action and 
the brief. Interestingly, the presence of „displays‟ within the key information elements 
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was a result of the users having various problems with the display of information by the 
digital system. For example, the screen resolution and display size often led to the users 
not being able to view the entire battlefield area and also losing context on the 
battlefield when zooming in and out of the battlefield area. 
In terms of the different phases of the planning process, the propositional networks 
indicate that during exercise one, questions one and four required the most information 
elements (i.e. the agents needed to know the most things) to undertake (66 and 67 
information elements respectively), followed by question five (55), question six (44), 
question seven (39), question three (34) and question two (19). During exercise two, 
questions one and six (68 and 63 information elements respectively) required the most 
information, followed by questions four and five (58 and 53), question three (51), 
question seven (47) and question two (38). 
In comparing the two planning processes, the analysis indicated that the SA 
requirements remain the same whether the process is undertook manually using paper 
maps or digitally using the digital system. Albeit at a high level, planners essentially need 
to understand the key features of the battlespace area, enemy and the overall friendly 
force mission and commander‟s effects, use this information to identify likely enemy 
courses of action, and then develop, resource and synchronise their own courses of 
action. The information required to support planner SA requirements are therefore 
derived from maps of the area in question,  intelligence of the enemy, mission orders, 
historical information, and planner experience, planning products from other questions. 
The main difference between the two systems therefore relates to what information is 
presented to the users and how it is presented and also how the planning products are 
constructed using both systems. 
In the paper map system, maps of various scales and acetate overlays are used to present 
battlefield area-related information and develop planning products. For example, the 
Commander‟s effects schematic is manually drawn on acetate and placed on the 
appropriate area on the paper map. The effects schematic is then presented to the 
planners on a bird table. Within the digital system, the user has to draw the effects on a 
user-defined overlay using the digital systems drawing tools and the effects schematic 
product is presented on a smart board display. The two main differences here relate to 
the digital system tools and the resolution of the maps on the digital system. Firstly, the 
digital system‟s drawing tools process is a convoluted one, and so tempo is lost when 
using the digital system to draw and construct overlays such as the effects schematic. 
Secondly, the resolution of the maps used on the digital system is problematic and users 
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cannot often see the ground in enough detail, and when they zoom out they the lose 
context of where they are on the battlespace. 
The SA requirements for the planning process are also interesting in that it appears that 
some of the information required is not presented, rather data is presented that requires 
the planners to make assumptions (based on experience and other information) in order 
to develop detailed SA. For example, during the threat evaluation phase the planners 
have to identify, based on the terrain, enemy doctrine and past activities, probable 
enemy courses of action. This requires that all of the information from the battlefield 
area evaluation be assimilated along with historical information and experience in order 
to make assumptions on the likely enemy courses of action.  Thus portions of the seven 
questions process is completed using a combination of current situational information 
(e.g. the terrain and the enemy), experience (e.g. appropriate courses of actions, 
resourcing and control measures) and historical information (e.g. enemy‟s previous 
activities and doctrine). This information is then used to develop courses of action. 
These features of the planning process have interesting connotations for the design of 
an digital support system, namely that it needs to present current situational and also 
historical information, support user experience and also support the creative planning 
process.  
In terms of the SA requirements for the different planners involved in the seven 
questions process, there are similarities in terms of the SA requirements across 
positions. For example, all positions require an understanding of the overall mission and 
the Commander‟s effects and desired end state and an understanding of the features of 
the battlespace area and the enemy being faced. However, critical differences exist 
between the SA requirements of each component involved in the planning process and 
it is apparent that the digital system does not support these different SA requirements, 
rather the system is the same in terms of the information that it presents, the format in 
which it presents the information and also the menus and tools available, regardless of 
who is using the system. It is apparent that a more role specific design could have been 
adopted whereby different users could tailor the interface, tools and information 
presented based on their role and SA requirements. This aspect of the digital system is 
explored in more detail in the next chapter. 
Differences between the SA requirements of each user are more pronounced in the 
format that the information is required in, the level of detail that the different positions 
require the information to be in and in the ways in which the different positions use the 
SA-information that is presented to them by the system. 
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It is clear that further investigation relating to the impact on DSA that the digital system 
has is required. Of particular concern is the systems effect on DSA during real world 
activities, as opposed to training scenarios and so further evaluation of digital system 
during in-the-field exercises is required. 
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8 But I don’t want to know what you 
know! Analysis of  a new digital 
mission support system and 
implications for system design 
8.1 Introduction 
The previous chapter presented an initial DSA-based analysis of a new land warfare 
digital mission support system and focussed on the impact on DSA that digitising the 
seven questions mission planning process had during land warfare mission planning 
training exercises. The findings suggested that the new digital system was adversely 
impacting the planning process and DSA during the planning activities observed. 
Although the findings were useful, it was also apparent that further investigation is 
required in order to inform redesign of the system so that it more fully supports DSA 
and that more robust findings could be gleaned from an analysis of the digital system 
during in the field, rather than laboratory exercises. Further, a more exhaustive 
investigation into the systems impact on DSA is required, particularly in relation to the 
specification of remedial measures for the design of the system and its interface.  
On the basis of the initial analysis (described in the previous chapter), the HFI-DTC 
was tasked to provide an independent evaluation of the digital system during a recent 
operational field trial that was conducted by the Command and Control Development 
Centre (C2DC) during November 2007. As part of this overall HF analysis, the impact 
of the digital system on DSA during the activities undertaken was assessed by the 
author. The findings derived from this analysis are presented in this chapter. In addition, 
the aim of this chapter is also to investigate the concept of compatible SA further and 
demonstrate how the DSA theory and propositional network methodology can be used 
to evaluate system design and also to inform system design and redesign. Further, the 
purpose of this chapter is also to determine and examine some of the effects that 
digitisation is likely to have on DSA in complex collaborative warfare environments. 
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8.2 System aspirations 
Much has been said on the enhanced capability that the new digital mission support 
system in question is likely to provide. Indeed one of the critical success factors 
regarding the system (cited by Macy, 2007) is that it enhances SA during planning and 
execution activities. Amongst other things, SA is one of the key areas in which the 
proponents of the system claim it will provide specific enhancements to planning and 
execution activities. For example, a promotional video regarding the new system makes 
the following claims (with emphasis added by the author). 
 
“An important benefit of (the system) is improved situational awareness. 
That is answering the age old soldier’s questions: Where am I? Where are my 
mates?” 
 
“Units that convert to (the system) will have greater situational awareness than 
before, and future increments delivered at regular intervals will improve that 
capability. Another fundamental difference that (the system) has brought about is the 
ability to transmit data which introduces marked improvements in the speed and 
accuracy with which information can be sent processed and acted upon.” 
 
“Situational awareness means we can make decisions faster in the head 
quarters, a critical element of that is the secure comms. Which means that if we need 
to confirm anything we can do so quickly but very often we don’t need to at all 
because the information is pushed to us already through the situational 
awareness picture. Because we know where people are we can take decisions on 
fires and manoeuvre quicker and that makes us a much more capable brigade.” 
 
To summarise, a number of claims have been made regarding the new digital system and 
its impact on SA development and maintenance during mission planning and execution 
activities, including that it provides: 
 greater timeliness of the passage of information;  
 greater accuracy in the passage of information; 
 improved SA of own position; 
 improved SA of friendly positions; 
 improved SA of enemy positions; and 
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 improvements in the speed and accuracy with which information can be sent 
processed and acted upon. 
8.3 Land warfare mission planning and execution and 
distributed situation awareness 
It is no surprise that the concept of SA emerged within a military context (Endsley, 
1995a), where it is an integral component that can make the difference between life and 
death and victory and defeat in conflicts. SA is a critical commodity in the military land 
warfare domain, where distributed teams have to understand dynamic, information rich, 
uncertain, rapidly changing environments and elements and plan and execute activities 
against multiple adversaries working to defeat them. For example, Rasker, Post & 
Schraagen (2000; cited in Riley, Endsley, Bolstad & Cuevas, 2006) point out that 
command and control teams need to perceive, interpret and exchange large amounts of 
ambiguous information in order to develop and maintain the SA required for efficient 
decision-making performance. Further, unlike civilian domains, military systems also 
have the added complexity of an adversary attempting to inhibit the development and 
acquisition of SA during operations. During mission planning, inadequate or erroneous 
SA can ultimately lead to inadequate or inappropriate plans and courses of action and 
during battle execution degraded SA can lead to loss of life, failed missions, and in the 
worst case, loss of overall conflicts. In a military context, SA has been defined as: 
“the ability to have accurate real-time information of friendly, enemy, neutral, and non-
combatant locations; a common, relevant picture of the battlefield scaled to specific levels 
of interest and special needs” (TRADOC, 1994; cited in Endsley, Holder, 
Leibricht, Garland, Wampler & Matthews, 2000). 
The level of SA afforded by both the command and control process (i.e. the seven 
questions) and the command and control system (i.e. the digital mission support system) 
during warfare planning and execution is therefore a critical factor in mission success. In 
relation to digital planning and execution tools, Endsley & Jones (1997) suggest that the 
way in which information is presented influences SA by determining how much 
information can be acquired, how accurately it can be acquired, and to what degree it is 
compatible with SA needs (Endsley & Jones, 1997). Therefore how SA related 
information is assimilated, what information is presented by the system and to whom, 
the format in which is it presented and the timeliness of its presentation to users are 
therefore pertinent issues when considering DSA and the assessment of the digital 
system. All of these issues ultimately relate to the overall level of SA that is afforded by 
the digital system.  
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8.3.1 Mission planning 
In addition to being complex, time dependent and subject to uncertainty (Riley et al, 
2006) mission planning is contingent upon planners having an accurate SA of current 
and future events. Riley et al (2006) point out that SA is a critical commodity during 
planning and course of action development and also that the effectiveness of the 
military planning process is highly dependent upon an accurate assessment of the 
situation. A plan can be defined as a proposed sequence of actions to transform a 
current state into a desired state (Klein & Miller, 1999). Within command and control 
environments such as military land warfare, planning is characterised as dynamic, 
collaborative, highly time dependent and subject to high levels of uncertainty (Klein & 
Miller, 1999; cited in Riley et al, 2006). 
In the land warfare context, the information comprising SA is inherently complex and 
so the process and system used should be designed to facilitate the acquisition and 
maintenance of accurate, up-to-the minute SA. Discussing the complexity associated 
with supporting SA during mission planning, Riley et al (2006) point out that, 
 
“Much of the information that soldiers use to develop plans and orders is rife with 
uncertain data. Battlefield information is complex, and identifying what information is 
confirmed and what is suspected or assumed can frequently be difficult. Furthermore, 
modern military operations can involve vast amounts of such incongruent data coming 
from numerous sources (both digital sensor and human intelligence). These data must 
be perceived, filtered, analysed, and effectively exploited for making decisions and 
formulating COAs in a timely manner” (Riley et al, 2006, p. 1142) 
In order to facilitate DSA then, the digital system should present accurate and 
appropriate information to the appropriate users in a timely manner and also in a 
manner which supports the efficient and timely acquisition and maintenance of DSA.  
8.3.2 Battle execution 
Accurate, up-to-the minute DSA is required for efficient battle execution, which 
involves control of activities in the field by the operations cell of the brigade or battle 
group.  Within land warfare, it is repeatedly emphasised that plans do not survive first 
contact with the enemy and so DSA is required in order to control and direct activities 
on the battlefield. Lawson‟s (1991) model of command and control suggests that data 
are extracted from the environment, processed and then compared with the desired end 
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state. Discrepancies between the current state and the desired end state serve to drive 
decisions about how to move towards the desired end state once more. These decisions 
are then turned into actions and communicated to the forces in the field. DSA is 
obviously of critical importance here, since it is the accurate understanding of the 
current situation that is compared to the desired end state. Of primary importance then 
during battle execution are the provision of an accurate and up-to-date Local 
Operational Picture (LOP) and also the presence of communications links for 
facilitating DSA acquisition and maintenance. 
8.4 Digital system distributed situation awareness assessment 
Based on the findings derived from the research conducted to this point and also the 
academic literature (e.g. Endsley & Jones, 1997; Riley et al, 2006), it was possible to 
postulate a number of critical SA-related requirements that digital mission planning and 
execution systems should satisfy in order enhance, rather than inhibit, SA acquisition 
and maintenance during planning and execution activities. These are summarised below: 
 
1. Support for the range of different user SA requirements. The research conducted up to this 
point has demonstrated how collaborative activities, such as land warfare mission 
planning and execution, are characterised by multiple actors working together with very 
different goals, roles and SA requirements. For example, the case studies presented in 
chapters six, seven, and eight demonstrated how collaborative systems comprise agents 
who have distinct compatible SA requirements; DSA is thus facilitated by systems that 
support these compatible SA requirements. Digital mission planning execution systems 
therefore need to be able to present the appropriate information, in an appropriate 
format, to the appropriate users at the appropriate time. Endsley & Jones (1997), for 
example, suggest that the key to SA and information dominance in future warfare is in 
getting the right information to the right person at the right time in a form that they can 
quickly assimilate and use. 
2. Presentation of SA-related information in a timely manner. The temporal nature of DSA 
and the subsequent importance of keeping DSA up to date was emphasised by the 
findings from the studies presented in Chapter six (energy distribution) and chapter 
eight (military mission planning). Both studies highlighted the importance of 
communicating information around a system in a timely manner in order to keep DSA 
up to date with the real state of the world; untimely information distribution ultimately 
leads to diminished DSA. Mission planning and execution activities are highly time 
critical and operational tempo is one of the key factors in the success of land warfare 
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missions. DSA-related information should therefore be presented to users in a timely 
manner, without any delay, in order to enhance planning and execution tempo.  
3. Development and dissemination of planning products in a timely manner. Following on from 
the point made above, planning products need to be developed and disseminated in a 
timely manner (Riley et al, 2006). The system should therefore support the rapid 
development and distribution of plans and planning products. 
4. Presentation of accurate SA-related information. An efficient level of DSA is dependent 
upon the exchange of accurate SA information between agents within the collaborative 
system. Likewise, efficient planning and battle execution is contingent upon an accurate 
understanding of the situation. It goes without saying that the information presented by 
the mission planning and execution system should be up-to-date and accurate. Bolia et 
al (2007) point out that inaccurate data can emerge from erroneous assumptions made 
by data fusion algorithms (e.g. a data fusion algorithm deciding that two sensor inputs 
represent a single entity when they infact represent two different enemy vehicles), from 
deliberately fabricated data being fed into the network or from data that is temporally no 
longer correct (Bolia et al, 2007). The SA-related information presented by the system 
should therefore be accurate and free from spurious data at all times. 
5. User trust/confidence in the SA-related information presented by the system. Trust in other 
team members and the technology being used is a critical element in the acquisition and 
maintenance of DSA. The users of the system should implicitly trust the SA-related 
information that is presented to them at all times. Endsley & Jones (1997) suggest that 
confidence in data is a particular problem in combat environments since information is 
often dated, conflicting, interpreted incorrectly or patently false. They point out that 
“the amount of confidence a crew member has in the accuracy and completeness of the 
information received and their higher level assessment of that information is a critical 
element of SA” (Endsley & Jones, 1997, p. 28). 
6. Support for transactive and compatible SA requirements. The research up to this point has 
demonstrated that DSA is built on the basis of transactions in SA between team 
members and also those different team members have different, but compatible, SA 
requirements. The nature of mission planning and execution activities in the military 
land warfare domain is such that in addition to requiring the overall picture (i.e. global 
SA) different agents with different goals and roles require different types of information. 
Additionally, different agents often use the same information very differently. The 
system should therefore possess the capability to present both global and compatible 
SA-related information to its users and the users should be able to easily toggle between 
the different perspectives. Users should also be able to tailor the system to there own 
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specific needs (i.e. be able to customise the interface, tools available, information 
presented and format of the information presented). Further, the system should support 
SA transactions by presenting related DSA information together and allowing users to 
determine who needs what information and when. 
7. Support for the level of DSA that is required to support efficient, timely and effective mission 
performance. Team performance is most effective when there is good DSA throughout 
the system in question (Stanton et al, 2006); ultimately then, mission support systems 
should be judged on the overall level of DSA that they afford and whether or not they 
facilitate a level of DSA which enables the achievement of mission success.  
In addition to assessing the nature of DSA (in relation to DSA theory) during military 
land warfare planning and execution activities, the purpose of this analysis was to 
evaluate the digital system in terms of the requirements specified above. Each 
requirement formed a sub-hypothesis with the positive outcome as the expected 
outcome. 
8.5 Methodology 
8.5.1 Design 
The study involved a live observational study of an operational field trial of the digital 
mission planning system in question. The three-week trial involved a fully functional 
Division, Brigade and BattleGroup undertaking mission planning and execution 
activities using the new digital system. The trial was set up specifically in order to test 
the new system and closely represented a real-world operational situation. 
8.5.2 Participants 
The participants involved in the study were the army staff working in the Brigade and 
BattleGroup teams involved in the operational field trial of the mission support system 
in question. The Brigade and BattleGroup HQs analysed consisted of the following cells 
for the staff to work from; G3 Operations, G5 Plans, G6 Operations, Combat Systems 
Support Operations (CSSO), Air Aviation, G2 Intelligence, ISTAR, I-Hub, Artillery and 
Engineers. Due to the nature of the study and data restrictions, it was not possible to 
collect participant demographic data. A diagram depicting the Brigade and BattleGroup 
HQs and the component cells is presented in Figure 8-1. 
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Figure 8-1. Brigade/BattleGroup HQ layout showing component cells. 
 
8.5.3 Materials 
The materials used for this study included the digital mission support system terminals, 
the resources used by the Division, Brigade and Battle Group throughout the trial, 
including the materials at each HQ (e.g. maps, pens, VHF radios, acetates, tables, chairs, 
smart boards, standard operating instructions etc) and also on the battlefield (e.g. 
vehicles, equipment, weapons etc). The materials used by the analysts to collect the data 
included notepads and pens, digital cameras, and audio recording equipment. 
8.5.4 Procedure 
The procedure involved two main components: firstly, an analysis was undertaken in 
order to identify the DSA requirements of the Brigade and Battle Group members 
during the mission planning process and, secondly, an analysis of DSA during the 
mission planning and execution activities observed was undertaken.  
For the SA requirements analysis, a HTA was constructed for the planning process 
using data derived from standard operating instructions and interviews with subject 
matter experts. The HTA description was then refined over the course of the field trial 
on the basis of observations and further interactions with subject matter experts. The 
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SA requirements of the different team members involved were then extracted from the 
HTA and were used to construct propositional networks for each team member 
involved in the planning process. 
For the analysis of DSA during mission planning and execution activities, a total of six 
analysts located within the Brigade and BattleGroup HQs undertook direct observation 
of the planning and battle execution activities over the course of the three-week trial. 
The analysts were located within the HQs during both planning and execution activities. 
The data recorded during the observations included a description of the activity (i.e. 
component task steps) being performed by each of the agents involved, transcripts of 
the communications that occurred between agents during the scenarios, the technology 
used to mediate communications, the artefacts used to aid task performance (e.g. tools, 
computers, instructions, substation diagrams etc), the temporal aspects of the tasks 
being undertaken (e.g. time undertaken, time available and time taken to perform tasks), 
and any additional notes relating to the tasks being performed (e.g. why the task was 
being performed, what the outcomes were, errors made, impact of the system on task 
etc). Analysts were also given access to planning products, SOIs, logs, briefs and subject 
matter experts throughout the field trials. To back up the data collected during the 
observations the analysts frequently held discussions with the participants and SMEs. 
Based on the data collected, propositional networks were developed for the mission 
planning and battle execution activities observed. 
8.6 Results 
8.6.1 Situation awareness requirements analysis 
The SA requirements of each of the different team members (Brigade and BattleGroup) 
involved were extracted from the HTA that was developed for the planning process. 
These were then used to develop propositional networks depicting the SA requirements 
of the different team members during each of the seven questions planning phases. For 
example purposes, the team member SA requirements for questions 1 and 2 are 
presented in Figure 8-2. 
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Figure 8-2. Question 1 & 2 SA requirements. 
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8.6.2 Seven questions planning analysis 
The analysis of planning activities focussed specifically on the seven questions planning 
process (see previous chapter for description).A task model of the seven questions 
planning process observed is presented in Figure 8-3. 
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Figure 8-3. Combat Estimate task model. 
Propositional networks were developed for each question of the Brigade Combat 
Estimate planning process observed during the field trial. The seven questions 
propositional networks for mission 1 are presented in Figure 8-4 to Figure 8-10. 
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Figure 8-4. Question one propositional network. 
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Figure 8-5. Question two propositional network. 
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Figure 8-6. Question three propositional network. 
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Figure 8-7. Question four propositional network. 
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Figure 8-8. Question five propositional network. 
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Figure 8-9. Question six propositional network. 
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Figure 8-10. Question seven propositional network. 
The propositional networks presented in Figure 8-4 to Figure 8-10 depict the 
information required during the seven questions planning process. It is notable that, in 
its present form, the digital system presents the information necessary to support the 
seven questions planning process and it also provides users with the necessary 
functionality (i.e. tools) required to undertake the seven questions. Despite this, issues 
associated with the timeliness and accuracy of the information presented, the 
presentation of appropriate (i.e. required) information to users with different SA 
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requirements and the usability of the digital system‟s planning tools all adversely 
impacted the level of DSA that the Battle group held during the planning activities 
observed. For example, the tempo of planning was reduced due to problems with the 
timeliness of the information being presented. In addition, the users often had doubts 
regarding the accuracy of the information presented to them by the digital system, 
which led to them querying the information and undertaking further processes required 
to clarify the data. This also adversely impacted tempo during planning. The usability 
issues with the system‟s planning tools (e.g. map displays, user defined overlays, synch 
matrix, maps, TASKORG etc) also impacted the tempo of planning activities, since the 
users had various problems using them and so took too long to develop planning 
products. Finally, the lack of support for the different SA requirements of the different 
cells involved in the planning process (e.g. G2, G6, Artillery, Engineer etc) meant that 
users had to find and locate the information that they required, which was often time 
consuming and error prone and served to delay the acquisition of situation awareness. 
These issues are discussed in detail in the discussion section of this chapter. 
The key information elements were extracted from the planning execution propositional 
networks using the five or more links rule. The key information elements are presented 
in Table 8-1.  
Table 8-1. Planning key information elements. 
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8.6.3 Battle execution analysis 
A DSA-based analysis of the battle execution activities undertook by the BattleGroup 
during battle two (battle two occurred on Friday 16th November) is presented. 
Propositional networks were constructed for the battle execution activities based on 
content analyses of the verbal communications taking place between the key agents 
located at the ops table in the Battle Group. The battle was effectively run by the Chief 
of Staff (COS) and his colleagues around the operations (ops) table. The ops table 
layout is presented in Figure 8-11. 
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Figure 8-11. Ops table layout. 
A task model was constructed for the battle execution activities observed. Task models 
provide a high-level representation of the key tasks involved. The task model for the 
battle is presented in Figure 8-12. 
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Figure 8-12. Battle execution task model. 
The task model shows, albeit at a high level, the critical activities that the battle group 
were engaged in during the battle. These included developing and maintaining an 
accurate battle picture, comparing the current battle state with the desired end state and 
how the situation should be according to the plan being enacted, developing and 
distributing orders and co-ordinating and directing the enactment of the plan and 
communicating with assets and other elements of the command chain (via situation 
reports etc). It is noteworthy that each of these activities is interlinked and is ultimately 
reliant on the system providing the battle group with highly accurate and timely 
information that is required for DSA. For example, without accurate DSA of what is 
happening on the battlefield the battle group cannot develop and maintain an accurate 
battle picture and thus cannot develop appropriate orders or direct the plan enactment. 
Also, accurate DSA of the current situation and also of the plan being enacted allows 
them to be compared meaningfully. Finally, the provision of accurate situation reports 
up, down and within the battle group is also dependent upon them having an accurate 
picture. 
DSA during battle two was analysed using the propositional network approach. A total 
of six propositional networks were constructed, one for the activities occurring during 
enactment of each of the phase lines involved in the friendly force plan. The phase lines 
represent different phases of the plan and the associated areas on the battlefield. In this 
case the phase lines were named after characters from the Harry Potter novels (e.g. 
Harry and Scabbers, Voldemort, Hagrid, Dobby, Dumbledore and Hedwig). The 
propositional networks are presented in Figure 8-13 to Figure 8-18. 
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Figure 8-13. Harry & Scabbers propositional network. 
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Figure 8-14. Voldemort propositional network. 
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Figure 8-15. Hagrid propositional network. 
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Figure 8-16. Dobby propositional network. 
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Figure 8-17. Dumbledore propositional network. 
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Figure 8-18. Hedwig propositional network. 
 
The key information elements were extracted from the battle execution propositional 
networks using the five or more links rule. The key information elements are presented 
in Table 8-2. 
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Table 8-2. Battle execution key information elements (shaded items denotes information elements that 
were transacted across phase lines battle execution process). 
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The shaded items within Table 8-2 represent those information elements that were 
exchanged across the different phases of the battle (i.e. were key information elements 
during each phase line enactment). The key information elements are useful in this case 
as they represent the key pieces of information that were critical to the battle execution 
process. In this case, it is notable that there were issues surrounding the accuracy and 
timeliness of the presentation of a number of the key information elements. For 
example, enemy and friendly force location information was typically not presented in a 
timely fashion and so was often not compatible with the actual state of the world. 
8.7 Discussion 
The purpose of this chapter was to present an analysis of a new digital mission planning 
system during the operational field trial exercise. The main aims of the study were to 
analyse DSA during land warfare mission planning and execution activities and to 
evaluate the new digital system in terms of its impact on DSA during the activities 
observed and its support for DSA requirements. It was also intended that the analyses 
would inform the development of guidelines for the design of collaborative systems. 
The findings are therefore discussed with regard to three key areas: the nature of DSA 
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during land warfare mission planning and execution, the impact of the digital system on 
DSA, and the resultant implications for future collaborative system design. 
8.7.1 Distributed situation awareness during mission planning and execution 
The analysis revealed a number of interesting facets associated with DSA during the 
mission planning and execution activities analysed. From a theoretical viewpoint, it was 
notable that the notion of compatible, rather than shared, SA was apparent during the 
planning and battle execution activities. The propositional networks indicate that the 
information elements underlying the systems DSA represented compatible, rather than 
shared or common SA requirements. Each team member was using this information for 
their own means and the distinct roles and responsibilities extant throughout the 
planning and battle execution process were such that common or shared SA was neither 
possible nor would it have been productive. This finding was corroborated by the SA 
requirements analysis findings, which suggested that each team member had distinct SA 
requirements. The corollary of this was that, even when different staff were using the 
same information, they were using it for different purposes and so there SA was 
different to one another. 
During the planning process, the planning team is divided into distinct cells, each with 
their own specific role and subsequent goals and tasks to fulfil. For example, during 
question 1 (the battlefield area evaluation phase), the engineer cell is primarily concerned 
with the ground, friendly and enemy forces use of the ground and the impact that the 
ground is likely to have on friendly and enemy operations, whereas the intelligence cell 
is primarily concerned with the threat posed by the enemy, including the enemy‟s 
capability, strengths and weaknesses, and enemy doctrine. Thus even when both team 
members have access to the same information regarding the battlefield area and the 
enemy, they use and view the information in a very different manner; it is the 
relationship between concepts that makes up their distinct SA. Indeed, thinking about 
SA as the relationship between concepts is the key to the DSA approach; even when 
team members have access to the same information, the relationships between the 
information elements is likely to be different based on how they are using the 
information and what they need it for. In the example cited above, the relationships 
between the enemy and the battlefield area are viewed very differently by the engineer 
and the intelligence components; the engineer looks at how the ground may shape 
enemy operations whereas the intelligence cell looks at the ground and the resultant 
threat level imposed by the enemy. It is this unique combination of information 
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elements by each team member that makes their SA compatible and not shared; the very 
fact that an actor has received information, acted on it, combined it with other 
information and then passed it onto other actors means that its interpretation changes 
per team member; this represents the transaction in awareness referred to earlier. The 
engineer versus intelligence components views on the enemy and ground during 
question 1 is represented in Figure 8-19. 
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Figure 8-19. Engineer versus intelligence components differing views on enemy and ground information 
elements; figure demonstrates how each component is using the information for their own ends and how 
its subsequent combination with other information makes each view unique. 
This clear distinction between roles and responsibilities brings with it distinct SA 
requirements for each cell. It is therefore concluded that the organisation of the teams 
involved and the presence of specialised roles was such that the majority of the SA 
elements represented distinct compatible SA elements; each individual and sub-team 
had had their own unique combination of information requirements depending on the 
role, goals and tasks that they were required to undertake. This finding is encouraging 
since it provides further naturalistic evidence to support the notion of compatible SA 
that is postulated by the DSA theory advocated by this research. This finding also has 
clear implications for the design of digital systems to support the seven questions 
planning process and also for the design of collaborative support systems in general 
(these are discussed in toward the end of the chapter).  
This compatibility of team member SA requirements underlying DSA during the 
planning and battle execution activities observed has very clear implications for the 
design of any system intended to support them (and for collaborative systems in which 
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team member roles are distinct). The implication of this is that collaborative system 
design should be driven with a very clear specification of the compatible SA 
requirements of the different users; the system should then be tailored to support these 
unique SA requirements. This permits a system that has the capability to present only 
the required information to the right users at the right time, a provision that is key for 
DSA. Rather than simply design a system that presents all of the information available 
(requiring users to locate the information that they require) and contains all of the 
planning tools and functions required by the overall group (requiring users to locate the 
functions that they require), the tool should instead be tailored specifically to support 
each role (in terms of information and tools required). User-tailored systems such as this 
would minimise the overload of agents with unwanted information and tools.  
This conclusion is corroborated by other findings presented in the literature. For 
example, Bolstad, Riley, Jones & Endsley (2002) analysed the SA requirements of a US 
Army Brigade and also found explicit differences between the SA requirements of the 
different officers. In conclusion, they suggested that, in military planning systems team 
members do not need to know everything that the other team members know; this 
meant that a single display would not meet the needs of all of the brigade officers. 
Subsequently Bolstad et al (2002) recommended that in order to provide only the level 
of detail required for a particular user without presenting unnecessary information 
displays should be tailored to each officers needs whilst also providing information 
relating to the SA of the other officers in the team. Gorman et al (2006) also suggested 
that, due to the specialised roles apparent within typical command and control 
environments, the design principle of giving every team member displays which present 
all of the information required by the entire team is invalid. Gorman et al (2006) 
proposed that it may in fact be prohibitive and counteractive to give everyone mutual 
access to the same information. Similarly, Kuper & Giuerelli (2007) postulate that in 
order to enhance command and control team efficiency, tailored work aids should be 
used to reduce the cognitive load associated with mining through redundant 
information. They argued that the key to efficient and effective command and control 
team performance is the design of work aids that support both holistic work practices 
and unique first person perspectives. 
The present analysis indicated that, despite the presence of such explicitly compatible, 
rather than shared, SA requirements, this has not been taken into account in the design 
of the mission support system. In its current form, the digital system does not support 
the compatible SA requirements of its different users. Rather, the system simply 
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provides the same displays, tools, interface and more importantly information to every 
user regardless of roles and goals. It is not customisable nor can it be tailored based on 
different user requirements. The onus is thus placed on the user to find the information 
and tools that they need within the system, a process which ostensibly is time 
consuming and difficult. 
8.7.2 Digital systems impact on distributed situation awareness 
The analysis also provided compelling evidence of the impact on DSA that the digital 
system had during the activities observed; these findings can be discussed with regard to 
the hypotheses set out at the beginning of this chapter. The first and perhaps most 
telling finding was that, in undertaking the required activities the teams involved 
continued to use the traditional paper map processes in order to support and 
supplement the new digitally supported process. On the majority of occasions, this was 
because of flaws present within the new digital system that were adversely affecting 
DSA. It was simply quicker and easier for users to generate and maintain the level of 
DSA required using the old paper processes. It was concluded that the mission support 
system did not adequately support the acquisition and maintenance of DSA during the 
activities observed; rather, a combination of the paper map process and the new digital 
systems was used. 
Secondly, there were many instances in which the SA-related information presented by 
the digital mission support system was in fact inaccurate and was not compatible with 
the real state of the world at the time when it was presented. This is represented in the 
summary propositional network presented in Figure 8-20. Within Figure 8-20, the 
information elements that were presented inaccurately by the system are shaded as red. 
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Figure 8-20. Inaccurate information elements; those nodes shaded red represent the information that was 
presented inaccurately by the digital system. 
This was particularly problematic during battle execution, where the information 
presented on the LOP was either out of date or spurious. This meant that the Brigade 
and BattleGroup‟s understanding of enemy and friendly force locations, movements, 
number and capabilities was often inaccurate. To overcome this, radio voice 
communications were used to supplement and/or clarify contact reports and a paper 
map with sticky icons was used to represent the battle. These mismatches had the 
impact of reducing the accuracy of DSA and also adding time to the planning and 
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execution; the result of this was a reduction (rather than the projected increase) in 
operational tempo. 
Thirdly, the timeliness of the SA-related information presented by the digital system was 
also problematic; due to data bandwidth limitations voice transmission was given 
precedence over global positioning data regarding the locations and movements of 
entities on the battlefield. Because of this, contact reports and positional information 
presented on the LOP was often up to twenty minutes late. This is represented in Figure 
8-21. 
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Figure 8-21. Untimely information elements; those nodes shaded red represent the information that was 
not presented in a timely manner by the digital system. 
The corollary of this was that the system‟s DSA at times appeared to be „out-of-date‟ or 
at least lagging behind the real state of the world. Ostensibly, the problem of „delayed‟ 
SALMON, P. M                                                         CHAPTER 8 – DSA AND COLLABORATIVE SYSTEM DESIGN 
 211 
SA information presented by the system was a bandwidth issue. Specifically, because of 
the amount of data being transmitted and the limited bandwidth of the system, the voice 
communications data takes precedence over the OSPR data. This meant that during 
complex operations the OSPR data is delayed due to high voice communications traffic. 
Due to the same data transmission problems the digital system was also observed to be 
slow in updating the enemy positions on the LOP.  
As a consequence of the problems discussed above, a fourth issue identified was the low 
level of trust that the users placed in the SA-related information presented to them by 
the digital system. This is represented in Figure 8-22, where the information elements 
shaded in red represent the information that users of the system did not fully trust 
during the activities observed (based on discussions with the users and also observation 
of the activities in question). 
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High level planning & battle execution situation awareness requirements
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Figure 8-22. Lack of trust in information elements; those information elements shaded in red represent 
that information presented by the system that users felt was untrustworthy. 
During both planning and execution activities (mainly execution) the issue of user 
mistrust in the SA-related information presented by the system was evident. Endsley & 
Jones (1997) point out that “the amount of confidence a crew member has in the 
accuracy and completeness of the information received and their higher level assessment 
of that information is a critical element of situation awareness” (Endsley & Jones, 1997, 
p. 28). According to Endsley & Jones (1997) in the event of uncertain information, 
individuals either search for more information or act on uncertain information, both of 
which can be detrimental to SA. It is apparent from the analyses that user trust in the 
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information presented by the digital system was minimal; due to issues such as SA 
mismatches, spurious data and significant delays in the presentation of positional and 
contact reports many users often questioned the information presented by the digital 
system and often took measures to clarify the accuracy of the information (e.g. requests 
for clarification of location and status reports). This served to add to the planning and 
execution process and also adversely impacted the tempo of operations.  
A fifth and final issue related to the granularity of the maps used (within the digital 
system) and their impact on DSA was identified. One of the key issues related to the 
development of SA of the ground during the planning process that was observed 
consistently throughout the exercise was the problems with the granularity of the maps 
used on the digital system. Users found it extremely difficult to analyse the ground and 
appreciate what was going on when looking at the maps presented by digital system. 
This meant that the users could not assess the ground sufficiently and, in addition, the 
size of the display meant that users could not get an overview of the entire battlefield. 
The only way in which users could see the entire battlefield area was to zoom out, 
however, this often led to the users losing context in terms of exactly which area of the 
battlefield area they looking at. This problem was consistently reported by users 
throughout the exercise. 
Overall, the analysis suggests that the digital system did not provide adequate support 
for DSA development and maintenance during the planning and execution activities 
observed. Rather, it was a combination of the digital system and the traditional paper 
map process that enabled the system to develop and maintain the level of DSA required 
for successful completion of planning and execution activities.  
Further analysis of the system can be informed by the literature on SA and command 
and control systems. In conclusion to an analysis of the manoeuvres planning process in 
land-battle situations, Riley et al (2006) identified the following key issues for effective 
planning in command and control operations that require support through new 
technologies and system designs: 
1. Rapid development and dissemination of plans; 
2. Visualisation of plans and tracking deviations to planned activities; 
3. Contingency planning; 
4. Distributed collaborative planning; and 
5. Plan rehearsal. 
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It is possible, based on this analysis, to make judgements on how well the digital mission 
planning system satisfied each of the requirements described by Riley et al (2006). Riley 
et al (2006) suggested that planning products must be disseminated to appropriate units 
in a timely fashion. Unfortunately, the analysis findings indicate that the process of 
developing and disseminating plans was significantly lengthened due to problems with 
the new system. These problems included usability problems with the various tools, data 
transfer problems, and problems with the printing of planning products. It was in fact 
concluded from the overall analysis that the planning process was significantly 
lengthened due to the new digital system. Riley et al (2006) also articulated the need for 
rapid visualisation and comprehension of plans, the requirements for which included 
tools to present visualisation of unambiguous elements of the battle (e.g. terrain and 
weather, weapons and sensor capabilities etc), tools to support global SA and also tools 
to support the understanding of deviations between what was planned and what is really 
happening on the battlefield (comparisons of plan components against battle states. The 
digital system analysed does not currently have a global SA function or a comparison of 
planned versus battle states function and so team members did not have the capability 
to make accurate comparisons between current battle state and the corresponding stages 
of the plan. The capability for contingency planning refers to the ability for planners to 
incorporate contingency plans at various decision points within the proposed courses of 
action (Riley et al, 2006) and also for planners to be able to quickly and easily modify 
plans. According to Riley et al (2006) such plans should explicitly define the triggers (e.g. 
enemy locations, level of combat effectiveness etc) that indicate when the need for a 
particular contingency arises. Unfortunately, although the system analysed in this case 
does permit planners to plan „on-the-fly‟ so to speak, the problems associated with the 
usability of the tools and the length of time that it takes to produce and disseminate 
planning products limits the efficacy of this function. Currently it takes too long to re-
plan and disseminate revised planning products. On a positive note, the digital system 
did support distributed collaborative planning, since it provides a secure voice network, 
information sharing facilities and a digital messaging facility. The final key issue cited by 
Riley et al (2006) was the need for virtual or simulated rehearsal functions which could 
enable courses of action to be compared, evaluated and refined accordingly. Currently 
the digital system does not provide this functionality and during the activities observed 
simulated rehearsal was achieved via wargaming using paper maps and stickies. 
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8.7.3 Implications for system design 
This findings derived from this analysis have clear implications for the design of 
software tools to support collaborative activities. In particular, the following guidance 
emerges from this analysis: 
1. Clear definition and specification of SA (or information) requirements. The findings suggest 
that the collaborative system design process should begin with a clear definition and 
specification of the SA requirements of the different users of the system in question. 
This should include a description of the process involved, the different roles and tasks 
involved in the process and a description of who needs to know what and when in the 
process they need to know it. Clearly, the designers of the system in this case did not 
fully appreciate the distinct roles and SA requirements of the different end users. 
Although this principle sounds somewhat obvious, unfortunately it is not always 
adhered to. Matthews, Strater & Endsley (2004) point out that knowing what the SA 
requirements are for a given domain provides engineers and technology developers a 
basis to develop optimal system designs to maximise human performance rather than 
overloading workers and degrading their performance. Matthews et al (2004) suggest 
that, “it is important, therefore, to know the SA requirements for various jobs to design 
systems that optimally present information, to evaluate the impact of new technology, 
and to develop effective training procedures to prepare workers to interact with 
advanced information systems” (p. 160). Matthews et al 2004) also suggest that 
“systematically identifying what it is the worker needs to know to accomplish key goals 
is a fundamental step in designing technological systems that optimise work 
performance” (p. 161) and that SA requirements analyses findings can be used to 
develop appropriate measures of SA for assessing the final system in terms of its 
support for SA requirements. 
2. Design system to support compatible SA requirements. The findings suggest collaborative 
systems should be designed to cater for the compatible SA requirements of its end 
users. Within collaborative systems, users more often than not have distinct SA 
requirements and so the system should be designed to that users are not presented with 
information, tools and functionality that they do not explicitly require. The system 
should therefore be designed to support the roles, goals and SA requirements of each of 
the different users involved in the process. This might involve the provision of different 
displays, tools and functions for the different roles and tasks involved. This removes the 
problem of high workload and getting bogged down in too much data and also reduces 
the requirement to send large products and data sets to every agent working within the 
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system. In the same way that everyday PCs can be adapted by users so that the user 
interface and its functionality suit their own needs, it may also be more appropriate to 
allow the system and interface to be customisable based on the user‟s role (e.g. G2) or 
on the job that the user is working on at a particular time (e.g. synch matrix) which will 
remove the vast number of redundant components of the system that get in the way 
when the user is doing his or her specific job. Gorman et al (2006) advocate adaptive 
and timely information sharing, which they stress does not mean that everybody has 
access to the same information at the same time, but rather implies communicating the 
appropriate information (and importantly no more than this) to the right person at the 
right time. In this case the analysis indicated that the distinct SA requirements of the 
different end users were not supported in any way; rather the system remained the same 
in terms of information presentation, interfaces, tools available and functionality 
regardless of who was using it. The principle of providing system elements only with the 
information that they require becomes even more critical with the advent of NEC 
systems, where the great increases in information communicated around the system 
mean there is great potential for informational or data overload.    
3. Use multiple interlinked systems for multiple roles and goals. When a team is divided into 
distinct roles and team members have very different goals and informational 
requirements it may be pertinent to offer separate (but linked) systems. In the same way 
that Microsoft Office provides separate word processing (e.g. Word), drawing (e.g. 
Visio) and spreadsheet (e.g. Excel) tools, distributed team working support systems 
should provide a suite of mission support tools catering for the different users and roles 
involved; each tool should have the functionality and information required for the role it 
is designed to support whilst also containing the ability to see global information. As 
referred to above the system focussed on in the current study remained the same 
regardless of who was using it.  
4. Customisable/Tailored interfaces. As articulated previously, the nature of collaborative 
systems is such that there are specific roles and SA requirements and. Subsequently, the 
information and the tools that one agent needs to use maybe very different to that that 
another agent needs. Collaborative systems should therefore be customisable, allowing 
users to customise (either by them or intelligently by the system based on usage) the 
interface so that the information and tools that they specifically require are present. This 
increases the usability and ease of use of the system and also reduces interaction time 
(i.e. having to mine through menus to find information and tools required). 
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5. Consider technological capability and impact on DSA. Again perhaps an obvious, but 
nevertheless critical recommendation is that system designers need to carefully consider 
the constraints imposed on them by technological capability and design the system 
accordingly. DSA in this analysis was adversely impacted by both the capability of the 
displays and mapping used and also by bandwidth limitations. It is therefore 
recommended that systems be designed within the constraints of the technology 
available. 
6. Ensure the accuracy of information presentation. It goes without saying that the 
information presented by any command and control system should be highly accurate. 
System designers need to ensure that the information presented by all aspects of the 
system is accurate at all times. The present study revealed that the mission support 
system under analysis did not always present accurate SA-related information, such as 
contact and positional reports and enemy and friendly movements on the battlefield; 
further this information was often not presented in a timely manner. 
7. Design for tempo. Complex collaborative systems are typically used to support time-
critical activities. It is therefore critical that such systems are designed to enhance rather 
than inhibit operational tempo. 
8. Provide Filtering functions. When systems have displays containing movement and 
location information relating to distinct entities (e.g. enemy, friendly, neutral etc) on a 
map, it is important that the system allow the users to filter the display so that different 
classes of information only are displayed. 
9. Clear communications links. Throughout this research the importance of 
communications links for DSA acquisition and maintenance has consistently been 
highlighted; additionally a number of other researchers have identified communication 
links as key to team SA (e.g. Gorman et al, 2006; Stanton et al, 2006; Walker et al, 2006) 
It is therefore critical that collaborative systems posses the appropriate communications 
links and that the users working with the system understand which communications 
channels are and are not open to them and also understand when and to whom what 
information should be communicated. This follows on from Stanton et al‟s (2006) 
conclusion that the links between agents in a network are at least as important as the 
agents themselves in maintaining DSA. 
10. Test DSA throughout the design lifecycle. It is clear that DSA should be considered and 
tested where possible throughout the design lifecycle. DSA requirements should be used 
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to drive the design of concepts, and concepts should be evaluated based on their ability 
to meet the DSA requirements of the end-users. 
In closing it is the author‟s opinion that, in isolation, the digital system analysed did not 
provide adequate support for DSA during planning and execution activities. Rather, it 
was a combination of the digital system and the analogue paper map process that 
enabled the system to develop and maintain the level of DSA required for successful 
completion of the planning and execution activities observed. Although the digital 
system does appear to have the potential to support DSA during planning and execution 
activities, at present it falls short of this key requirement in a number of areas and 
consequently, a combination of both planning systems (digital and analogue) was used 
throughout the activities observed. The issues limiting the level of DSA afforded by the 
new digital system included the timeliness and accuracy of the information presented 
and the presentation of appropriate information to the appropriate users all of which 
subsequently impact the trust that the users place in the situation awareness-related 
information presented by the system. On a positive note, the system does appear to 
present the information required for DSA and also provides the communication links 
required for DSA to percolate throughout the system. 
The huge potential of digitising warfare systems and processes can only be realised with 
further investigation and evaluation in order to determine how systems can be better 
designed in order to enhance DSA and ultimately mission planning and execution 
activities. Key issues to pursue relating to the concept of SA include what information 
should be presented, in what manner and to which elements of the warfare system, how 
information can be presented in a more timely fashion and how the accuracy of 
information presented by command and control systems can be enhanced and ensured. 
Ultimately the great potential that digitisation offers for enhancing mission planning and 
execution activities in the military domain is also accompanied by a very real 
opportunity to create warfare systems in which activities become more difficult and 
complex, more prone to error and subsequently less efficient.  
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9 A model of  distributed situation 
awareness in complex collaborative 
environments 
9.1 Introduction 
The purpose of this research was to explore and extend the theoretical foundations for a 
DSA proto-theory laid by Stanton et al (2006) and to investigate the concept further in 
terms of its measurement and its implications for collaborative system, training program 
and procedure design. In order to extend Stanton et al‟s (2006) theoretical foundations 
the final phase of the research involved developing a prototype model of DSA in 
complex collaborative environments based on the findings derived up to this point. In 
particular, an explanation of how DSA functions in complex collaborative 
environments, along with the factors impacting it, was required. This chapter presents a 
model of DSA in complex collaborative environments that was formulated based on the 
findings of the research up to this point. 
9.2 Distributed Situation Awareness Model 
The review of SA models presented in chapter two suggested that there is currently a 
lack of a model of SA in collaborative environments that fully describes the processes 
involved, the content of a system‟s DSA and also the factors impacting SA. In response 
to this it was suggested that DSA approaches are more appropriate than existing team 
SA models, however it was also noted that comprehensive models of DSA currently do 
not exist. Stanton et al (2006) laid the foundations for a model of DSA by proposing a 
series of tenets of DSA (see chapter four), but did not go as far as presenting a complete 
model of DSA in complex collaborative environments.  
The overall aim of this research was to extend Stanton et al‟s (2006) model in order to 
more fully explain the concept of DSA. To satisfy this requirement a model of DSA was 
constructed based on the findings derived from the case studies undertaken during this 
research. In presenting a model of DSA the intention is to, using the findings derived 
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from the research undertaken so far, attempt to describe how DSA functions in 
collaborative systems and attempt to describe the various factors that are likely to 
impact DSA acquisition and maintenance. In doing so, the model brings together three 
strands of thinking: schema theory; the perceptual cycle model of SA and the concepts 
of compatible and transactive SA. The model of DSA in complex collaborative 
environments is presented in Figure 9-1. 
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Figure 9-1. Model of distributed situation awareness in complex collaborative systems. 
Using the distributed cognition and cognitive systems engineering perspectives 
described in chapter 1 and building on the account of SA presented by Smith & 
Hancock (1995) and the DSA description provided Stanton et al (2006), the model 
presented in Figure 9-1 uses schema theory as its basis and treats DSA in collaborative 
environments as a systemic property that emerges from the interactions (referred to as 
SA transactions) between system elements (both human and non-human). DSA is viewed 
as the system‟s collective knowledge regarding a situation that comprises each elements 
compatible awareness of that situation. SA in collaborative environments is therefore 
viewed not as a shared awareness of the situation by different team members (e.g. 
Endsley, 1989, 1995a; Endsley & Robertson, 2000) but rather as the systems collective 
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awareness of the situation comprising each elements compatible portion of SA required 
for task performance. 
According to the model, systemic elements each hold the information that the overall 
system requires for the development and maintenance of DSA during task performance 
and this information is passed around the system as and when required via SA 
„transactions‟ that take place between the elements. SA transactions refer to the 
exchange of SA-related information between system elements and can include 
communications between elements (explicit and implicit) and interactions with devices 
(e.g. checking a display). The system‟s DSA and each individuals SA is dynamically 
maintained and updated via these transactions. Each systemic element therefore holds a 
portion of the SA that is critical not only to their own task, goals and roles but also to 
the entire system‟s DSA and overall performance. Whilst this awareness might often be 
built on the same pieces of information, it is not shared SA since each element views it 
differently based on goals, roles and tasks being undertaken and also experience, training 
and the resultant schema. Since SA comprises concepts and the relationships between 
them, each agents SA is different. Each agent‟s awareness is therefore compatible with 
one another in that it is different to other team member‟s SA but is collectively required 
for the system to achieve its desired aim. 
9.3 DSA mechanisms: Schema Theory, the Perceptual Cycle, 
Compatible SA and SA Transactions 
The model of DSA presented in Figure 9-1 presents a high-level view of DSA and the 
factors impacting it in complex collaborative systems. To explain the model further, this 
section focuses on the mechanisms underlying a system‟s DSA. There are three key 
mechanisms underlying the model presented in Figure 1, namely schema and the perceptual 
cycle, compatible SA and transactive SA. These concepts are discussed in more detail below. 
9.3.1 Schema Theory and SA 
9.3.1.1 Introduction to Schema Theory 
The model of DSA presented uses schema theory as its basis for how the individuals 
working within a system develop and maintain their SA. Schema theory first emerged in 
the early 1900s (e.g. Head, 1920; Piaget, 1926) and describes how individuals possess 
mental templates of past experiences which are mapped with information in the world 
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to produce appropriate behaviour. Bartlett (1932) introduced the concept of „schema‟ as 
active organisations of past reactions and past experiences, which are combined with 
information in the world in order to produce behaviour. A schema, therefore, is rather 
like a form of mental template; it is clearly “more than a „set‟ because it is more 
elaborate and less restricted to a particular situation; it is more ideational or implicit than 
a „strategy‟ and conceptually richer than a „hypothesis‟” (Reber, 1995, p. 689).  Bartlett 
(1932) used the example of cricket to demonstrate how, when making a stroke, a 
batsman is not producing entirely new behaviour, nor is he merely repeating old 
behaviour. Rather, Bartlett (1932) suggests that the stroke is “literally manufactured out 
of the living visual and postural „schemata‟ of the moment and their interrelations” 
(Bartlett, 1932, p.201). Bartlett‟s example demonstrates how schemata in the mind of 
the individual combine with their goals, the tools that they are using and the actual 
situation in which they are placed in order to generate behaviour. Bartlett (1932) further 
investigated the concept and the role of schema in an individual‟s recall of events by 
undertaking a series of studies on the processes of remembering and forgetting. In 
conclusion, Bartlett (1932) argued that literal recall was very rare and rather that recall 
was a process of re-construction and that memories showed evidence of consolidation, 
elaboration and invention, using material from other schemata.   
Bartlett subsequently argued that schema allow individuals to orientate themselves 
toward incoming stimuli and adapt their responses to it. This frame-of-reference can 
work to the advantage or disadvantage of the individual.  If the schema is appropriate to 
the situation, then an appropriate response may be produced.  Norman (1981), 
however, has suggested that the „triggers‟ of the situation may be wrongly interpreted 
leading to a maladaptive response.  Schemata are not necessarily open to conscious 
examination, so the question of identification and adaptation of more appropriate 
schema is a moot point.  The schema themselves are unlikely to exist as separate sets of 
templates, but rather as an interconnecting set of structures, of which aspects are 
triggered in response to a particular set of circumstances or experiences.  Thus we could 
view the activated aspects of schemata as structures that move in and out of pre-
conscious (and possibly conscious) attention like the brightening and dimming of 
variable lighting.  Neisser (1976) suggests a hierarchical arrangement of embedded 
schemata and their associated actions.   As proposed by schema theorists (Bartlett, 
Piaget, Neisser and Norman), the schemata are continually modified through interaction 
with the world in which behaviour is created. 
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Anderson (1977) suggested that there are five main defining features of schemata.  
These include that: 1. the schemata are organised meaningfully in some way, 2. they are 
embedded within other schemata and contain sub-schema themselves, 3. they change 
from moment to moment as information is received, 4. are re-organised when incoming 
data reveals a need to restructure and 5. are gestalt mental representations. These 
features allude to the dynamic, non-linear and personal nature of schema, which is why 
Bartlett noted that memories of events (even learning of stories) take on such an 
individual nature when recalled.  They also account for the performance differences 
between novices and experts, as experts might not only be attending to different stimuli 
(as directed by their schemata), but also deriving different types of understanding 
through their interaction.  Further, the gestalt nature of the schema could mean that 
experts are able to infer more than simply the bare facts might suggest, implying a 
higher level of understanding can be derived though richer schema and interactions. 
Norman and Shallice (1986) used the ideas behind schema theory to develop a cognitive 
model of attention and control that could be used to explain everyday behaviour. 
Norman and Shallice distinguished between automatic and willed control and argued 
that schemata are templates for behaviour that are triggered by cues in the environment. 
Although several schemata might be activated at any moment in time (offering a range 
and variety of possible behaviours), the selected schema will be automatically allocated 
on the basis of the strength of activation and motivations of the individual.  Controlled 
processes are only activated when the task becomes too difficult, such as novel 
situations or when errors are made.   
9.3.1.2 Genotype and Phenotype Schema 
Baber and Stanton (2002) describe the concepts of Global Prototypical Routines 
(GPRs) and Local State Specific Routines (LSSRs) in order to explain how individuals 
interact with products and devices. They suggest that individuals use GPRs and LSSRs 
to direct their interactions with products and devices and that GPRs represent the 
schemata in the mind of the person whereas LSSRs represent the activated schema 
brought to bear on a specific problem by a user.  Similar to Bartlett (1932), they suggest 
that the schema is reconstructed with the current stimuli and that the ensuing 
interaction leads to the modification of the schemata toward the goals (although even 
the goals are subject to change in light of the interaction).  GPRs represent stereotypical 
responses to system images that a person has learned, acquired or otherwise developed 
(Baber and Stanton, 2002). Examples of GPRs include a strong stereotyped response to 
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turn a tap (faucet) anti-clockwise to turn it on or to increase water (Sanders and 
McCormick 1992; cited in Baber and Stanton, 2002). Regardless of whether these 
responses are correct it is important to note that individuals typically attempt them 
before any other actions (Baber and Stanton, 2002). Baber and Stanton (2002) also 
propose that individuals possess LSSRs, which involve the generation of appropriate 
actions through the individuals interpretation of a devices „system image‟ in relation to 
the current goal state (Baber and Stanton, 2002). LSSRs are therefore dependent upon 
the information that is available through the system image. Baber and Stanton (2002) 
suggested that designers of those public technologies that expect people to use 
accurately first time, without any instruction, such as food vending machines, ticket 
machines and automated teller machines, need to capitalise on triggering appropriate 
GPRs and supporting the user in adapting LSSRs.   
GPRs are rather like the genotype schemata and LSSRs are rather like the phenotype 
schemata proposed by Neisser (1976). Genotype, in this context at least, refers to the 
wider systemic factors that influence the development of individual cognitive 
phenomena and behaviour.  The local, individual-specific manifestation of cognition 
and behaviour represents the phenotype.  As part of the theory underlying his Cognitive 
Reliability Error Analysis Method (Hollnagel, 1998), Hollnagel (1998) uses the genotype 
and phenotype distinction to illustrate how generic error modes (the genotype) and may 
be related to observed errors (the phenotype) in the world. Hollnagel‟s model suggests 
that the combination of genotypes (man, technological and organisational), the 
environment and random variation produces the phenotype, which is the observable 
manifestation of the error. 
It is apparent that, more often than not, devices fail to trigger appropriate schema in 
their users.  Norman (1981) used schema theory to explain erroneous actions, such as 
slips of action or lapses in attention.  His analysis suggested that three basic genotype 
schema-related errors could account for the majority of errors.  These were activation 
of wrong schemata (due to similar trigger conditions), failure to activate appropriate 
schemata (due to a failure to pick up on the trigger conditions indicating a change in the 
situation) and a faulty triggering of active schemata (triggering the schemata either too 
early or too late to be useful).   
9.3.1.3 Neisser’s Perceptual Cycle 
Neisser‟s (1976) seminal work „Cognition and Reality‟ is perhaps the most commonly 
used and cited text on schema. Here Neisser described the concept of the perceptual-
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action cycle which included the notion that anticipatory schema held by individuals 
served to anticipate perception and direct action. Neisser proposed the ecological view 
in juxtaposition to the information processing view. The ecological approach suggested 
that perception was an active, rather than a passive, process and that perception could 
be viewed as guided exploration in the sense that the active schemata direct where we 
look/listen/touch and what we expect to see/hear/feel. This exploration leads to 
adaptation to the environment by the perceiver, which guides future exploration.  
Neisser adopts the view that interaction with the world is cyclical in nature rather than 
linear, as implied by an information processing chain.  The schemata are the active 
knowledge structures that guide the exploration and interpretation of the information, 
which in turn changes those structures, further guiding exploration, and so on.  The 
form and nature of the schema will determine what we are able to perceive through this 
interaction, i.e., how it fits into our own personal schemata.  Neisser argues that schema 
interact with the temporal nature of events, by linking the past to the future in two main 
ways.  First, the anticipation of what will happen next determines what we do: what 
information we look for and attend to.  Second, we understand the stream of activity 
though the anticipation (and continuous modification of that anticipation) to make 
sense of the events as they unravel through the interaction.  We 
see/hear/feel/smell/taste the whole experience in terms of its meaning to us as 
individuals.   
Neisser considered the multiplicity of information and integration of the modalities 
essential to the interpretation of the experience.  Thus, schema-based theories tacitly 
assume that cognition is not only cyclical (rather than linear) but also parallel (rather 
than single channel).  The schema are modified by the experience, but themselves are 
also modifying the experience creating, if you will, a better situation for the individual to 
be aware of.  In this way, Neisser links cognitive activity to physical behaviour to 
exploration and interaction in the world.  To a psychologist, the perception-action cycle 
together with schema theory offers a theory-of-everything.  It explains the way in which 
the world constrains behaviour as well as how cognition constrains our perception of 
the world.  It explains both top-down and bottom-up processing of information, but 
also shows that everyday behaviour is formed through a mixture of both approaches.  
Whether we process features or meaning is extracted from features depends upon 
which part of the perceptual cycle we are in, which in turn direct the „information pick-
up‟ next time around.  Hollnagel (1993) proposed the perceptual cycle as a fundamental 
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unit of analysis in the assessment of „joint cognitive systems‟, such as found in human-
computer interaction. 
Smith and Hancock (1995) used Neisser‟s perceptual cycle as inspiration to define 
situation awareness as “adaptable, externally-directed, consciousness” (Smith and Hancock, 
1995, p. 135).  It is this view that forms the basis for the model of DSA presented in 
Figure 9-1. The approach fits with a wider, increased level of emphasis placed on the 
collective behaviour of systems as a whole, as opposed to the behaviour of the 
individuals working within the system (e.g. Artman and Garbis, 1998; Hutchins, 1995; 
Hollnagel, 1999; Ottino, 2003). The work of Hollnagel (1993) reflects this trend.  For 
example, he notes that the „unit of analysis‟ of teamwork has to be higher than the level 
of the individual.  Indeed, Hollnagel‟s well known „contextual control model‟ was used 
to describe the mode of activity „the team was in‟, rather than describing the activities of 
any of its members.  Artman and Garbis (1998) also argue that when considering team 
performance in complex systems it is necessary to focus on the joint cognitive system as 
a whole, and that in domains such as the military, teamwork is essential for success.  
The corollary of this, as Ottino (2003) states, is that complex systems cannot be 
understood by studying their parts in isolation, rather that the real meaning of the 
system lies instead in the interaction between its parts and the resultant behaviour that 
emerges from these interactions. Thus, a non-individual approach to the assessment of 
SA fits well with wider movements in the literature.   
Smith and Hancock (1995) identify SA as a subset of the content of working memory in 
the mind of the individual (in one sense it is a product).  However, they emphasise that 
attention is externally directed rather than introspective (and thus is contextually linked 
and dynamic).  Relating Smith and Hancock‟s model to genotype and phenotype 
schema suggests that individuals possess genotype schema, which are triggered by the 
task relevant nature of task performance. During task performance, the phenotype 
schema comes to the fore. Although these genotype and phenotype schema may not be 
open to analysis, we would argue that it is likely that the phenotype schema may be 
inferred though a variety of data collection methods.  Smith and Hancock argue that the 
„unit of analysis‟ should be at the level of the interaction between agents and artefacts, 
rather than individual consideration of each separate component.  The perceptual cycle 
offers insight into this interaction as well as defining how agents maintain an awareness 
of changing situations, on a moment-by-moment basis.  Adams et al (1995) argue that 
the perceptual-action cycle illustrates how it is possible for people to maintain SA 
“provided that the flow of data is manageably paced and reasonably compatible with the 
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knowledge and experience constituting the perceiver‟s active schema” (Adams et al, 
1995, p.90).  It is probably that when the workload is too high to maintain awareness, 
people revert to genotype schemata, as it may not be possible to maintain the 
phenotype. Hole (2007), for example, notes that cognitive theorists (e.g., Norman and 
Shallice, 1986) propose separate supervisory and scheduling sub-systems that attempt to 
resolve conflicts in attentional demands. 
It is apparent that there is significant incongruence between the ideas of schema driven 
SA in collaborative environments and the shared SA view (e.g. Endsley & Robertson, 
2000). According to the perceptual-action cycle view, each team member constructs 
their own personal mental theory of the situation, perception becomes reality, and the 
situation, whatever that may be, is modelled differently by each team member.  The role 
of personalised genotype and phenotype schema further discounts the shared SA view. 
It is therefore apparent that it is not possible for individual team members to share SA 
with one another. Individual team members may be using the same information as one 
another, and may even have the same SA requirements as one another, however, 
variability present in their goals, roles, experiences, training, knowledge, skills and 
attitudes makes the presence of shared SA between them questionable. The presence of 
different goals, roles, experiences, training, knowledge, skills and attitudes across team 
members suggests that each team member‟s genotype schema will be unique, regardless 
of whether the information that they are exposed to is identical. Indeed the findings 
that emerged throughout this research confirm that SA in collaborative environments is 
not shared between team members; rather it is compatible. Whilst the information used 
to construct SA may be shared (that is used by different team members) between team 
members, the resultant SA is not shared since it is different based on goals, roles, tasks 
and experience. 
9.3.2   Compatible SA 
The key difference then between existing team SA models (e.g. Endsley & Robertson, 
2000; Salas et al, 1995) and the DSA model presented therefore relates to the issue of 
shared versus compatible SA. The concept of compatible SA takes a different approach 
to the shared SA view and is based on the notion that no two individuals working within 
a collaborative system will hold exactly same perspective on a situation. Compatible SA 
therefore suggests that, due to factors such as individual roles, goals, tasks, experience, 
training and schema, each member of a collaborative system has a unique level of SA 
that is required to satisfy their particular goals. Each team member does not need to 
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know everything, rather they possess the SA that they need for their specific task but are 
also cognisant of what other team members need to know and do know. Although 
different team members may have access to the same information, their resultant 
awareness of it is not shared, since the team members often have different goals, roles, 
experience and tasks (and thus different schema) and so view the situation differently 
based on these factors. As Salas, Prince Baker & Shrestha (1995) point out, an 
individuals pre-existing knowledge and cognitive processing skills influence their SA.  
Each team members SA is however compatible since it is different in content but is 
compatible in that it is all collectively required for the system to perform collaborative 
tasks successfully.  
Sonnenwald et al (2004) suggest that in most team situations not all team members can, 
or should, have the same-shared understanding of the situation. Therefore, it is argued 
that to suggest that all team members have their own SA and also shared SA with other 
team members and of the overall team is an oversimplification. Any sharing of goals, 
intent, and understanding arises out of the need of the individual team members to 
perform their tasks and not for its own sake.  The ideas of „sharing‟ have mutated into a 
vague belief that sharing ensures a cohesive team, whereas it seems more appropriate 
that „compatibility‟ will in fact lead to cohesiveness. DSA requirements are thus taken to 
be different from shared SA requirements (Stanton et al, 2006). According to Stanton et 
al (2006) shared SA implies shared requirements and purposes whereas DSA implies 
different, but potentially compatible, requirements and purposes.  
It is worth pointing out that the compatible SA concept does not in anyway suggest that 
there are no longer shared SA requirements (i.e. common SA requirements) across team 
members. Shared SA requirements in this sense means that different team members may 
need to „know about‟ the same information in order to achieve their goals during task 
performance. However, this does not mean that when they are using the same 
information they are sharing awareness as they still have different SA to one another. 
This notion of compatibility between team members SA as opposed to shared SA 
between team members is represented in Figure 9-2. 
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Figure 9-2. Shared SA versus compatible SA. 
The concept of compatible SA underlying a system‟s DSA has been consistently 
demonstrated through the research conducted as part of this thesis. For example, the 
findings derived from the energy distribution case studies (see chapter six) highlighted 
how, in each of the scenarios analysed, the different elements of the system all had 
different but compatible SA. For example, in the scenarios analysed the COCR 
operator‟s SA consisted of a very high-level awareness of the activities required and the 
activities being undertaken in the field and also the current status of the ongoing work. 
This was very different to the agents working in the field (e.g. SAPs and APs), whose SA 
comprised very low-level specific details relating to the work that they were undertaking 
at the time. Each knew in generic terms what the other should know but had no specific 
SA of what they actually did know. The COCR knew what activities the SAP and AP in 
the field were undertaking and thus what they were aware of, but he did not have a 
detailed and dynamic SA of their activities. This is not representative of shared SA, 
rather although each agent held a different view of the situation, it was compatible with 
other agents SA in that each agents SA formed a composite part of the DSA of the 
entire network and was required collectively for the entire system to work. Without the 
COCR operator‟s SA of the work required, the SAP and AP in the field would not 
know what work they were required to undertake and similarly, without the SAP and 
APs awareness of their work status and their subsequent transaction of this to the 
COCR operator the system would not know that its aims had been achieved. 
The findings derived from the MNE4 case study also demonstrated the compatible SA 
concept. These showed how the different sub-groups (e.g. EBP, EBE, EBA, MNIG 
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etc) had very different SA requirements throughout the activities observed. Further, 
when SA requirements were common (i.e. the groups were using the same information) 
the different roles of each group meant that their usage and subsequent awareness of 
the information was often different. 
The studies focussing on land warfare planning and execution activities also highlighted 
how the different individuals and teams working within the brigade and Battle Group 
systems each had unique, very different SA requirements during the planning and 
execution processes. Each cell within the brigade and Battle Group system contributed a 
critical portion of SA that made the entire system work. In addition, a number of 
common SA requirements were also identified, such as the mission, the commander‟s 
intent and the commander‟s effects. Despite the presence of these common SA 
requirements however, the analysis indicated that when presented with the same 
information, the different elements of the system had very different perspectives on the 
information presented based on their goals, roles and the tasks that they were required 
to undertake. Thus, both compatible and common SA requirements were demonstrated. 
Further, the importance of considering compatible, rather than shared SA requirements 
when designing collaborative systems was highlighted and one of the key flaws with the 
digital system was found to be its ignorance of the different SA requirements of its 
users. 
9.3.3   SA Transactions 
The question remains as to how DSA is built between team members? How do team 
members „share‟ SA if they do not have shared SA requirements? If team members have 
different SA requirements, then how does the communication of information satisfy 
each team member SA requirements? Of course, the compatible SA view does not 
discount the sharing of information, nor does it discount the notion that different team 
members have access to the same information; this is where the concept of SA 
„transactions‟ applies. Whilst the concept of compatible SA describes the content of 
DSA, the concept of transactive SA goes some way to explain how DSA is maintained 
across the joint cognitive system. The idea of transactive awareness comes from the 
concept of transactive memory (Wegner, 1986) and describes the notion that agents 
within collaborative systems can enhance the awareness of each other through SA 
„transactions‟. A transaction in this case represents an exchange of SA information from 
one agent to another (where agent refers to humans and artefacts). Team members may 
exchange information with one another (though requests, orders and situation reports); 
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the exchange of information between team members leads to transactions in the SA 
being passed around; for example, the request for information gives clues to what the 
other agent is working on.  The act of reporting on the status of various elements tells 
the recipient what the sender is aware of.  Both parties are using the information for 
their own ends, integrated into their own schemata, and reaching an individual 
interpretation. Thus the transaction is an exchange rather than a sharing of awareness. 
Each agents SA (and so the overall DSA) is therefore updated via so-called SA 
transactions. 
9.3.4   Compatible SA and SA Transactions Example 
It is possible to revisit the data in order to demonstrate the concepts described above. 
The following example is taken from the energy distribution case study described in 
chapter six. Specifically the example is taken from the return to service scenario, which 
involved system maintenance and the installation of new equipment.  
A propositional network for the scenario is presented in Figure 9-3. Those elements 
belonging to each of the three sub-teams (i.e., the COCR operator, the SAP and AP 
working at the substation and the overhead line party working on the overhead lines) 
and a fourth type where the same element is used by more than one sub-team.  The 
three different codes indicate the compatible elements in DSA, i.e., those elements that 
are required by each sub-team, that are different to the other sub-teams, but necessary 
for the system to work.  The compatibility of the elements indicates that these elements 
are not in conflict, rather they indicate the different purposes (and therefore different 
schemata that will be brought to bear).  The fourth category of information element is 
those transactional elements that pass between sub-teams.  As with general systems 
theoretic principles, the transaction between systems elements implies some sort of 
conversion of the information received, meaning that information elements will 
undergo change when they are used by a new part of the system.  This change will 
include the way it is combined with other information elements and the meaning that is 
applied to it in the context of the goals of the sub-team. 
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Figure 9-3. Compatible and transactive elements during return to service scenario. 
 
The ownership of the information elements is further explored in Table 9-1; this shows 
the sub-teams, their tasks, and the information elements that they use in pursuit of their 
goals.  The information elements active for the different team roles (shown in the 
vertical columns) represent the genotypic state of SA at the level of the individual.  
Where situational elements are matched in the horizontal plane across all team roles 
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then these elements can be regarded as invariants and can be viewed as the genotypic 
state of „systemic‟ SA. 
Table 9-1. Active situation elements for each team role (the team genotype), the invariants across all team 
roles (the systemic genotype) and the various „transactions‟ between team roles. 
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As Table 9-1 shows, there are 60 information tokens in total, 19 of which are 
transactive (that is, elements that are common to two or more team roles).  When 
people talk of „shared awareness‟, they are probably referring to the use of information 
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which they consider to be identical, such as the information relating to the work status 
or work instructions as identified in this example. However, whilst it is not argued that 
the information in this case is related to the same work being undertaken, it is apparent 
that each component of the system places a rather different meaning and understanding 
on the work status and work instructions. They are using different genotype schemata 
to interpret the information and producing different phenotype schemata to pick-up 
information and perform activities related to their tasks and goals.  Thus we should be 
talking in terms of compatible and transactive elements within a general framework of 
DSA.   
We can explore the concepts of transactive and compatible SA elements further by 
looking at the propositional networks and information elements in more detail. For 
example, Figure 9-4 presents a snapshot of the SA and activities at different points in 
time in the scenario. On the left hand side of Figure 9-4 the task in question is 
described. The information networks presented on the right hand side of Figure 9-4 
depict the information elements comprising SA. Within the information network those 
information elements that represent transactional and compatible SA are identified.  
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Figure 9-4. Transactive and compatible SA during return to service Scenario. 
Distribution of Work Instructions 
During the distribution of work instructions, the SAP at substation A is given the earth 
removal instructions by the COCR operator. Initially the SAP and COCR operator take 
SALMON, P. M                                       CHAPTER 9 – A MODEL OF DSA IN COLLABORATIVE ENVIRONMENTS  
 236 
part in a preamble and once the instructions have been issued, the SAP has to read back 
the instructions to the COCR in order to confirm successful receipt of them. The 
information elements preamble and readback are therefore representative of transactive 
SA elements. All of the other elements including time, location, instructions and the circuits 
involved are representative of both transactive and compatible SA, since they are 
discussed in the context of the work instructions (transactions) but are viewed 
differently by the SAP and COCR due to their different goals. 
Removal of Earths 
During the performance of the earth removal, the SAP at substation A undertakes the 
required activities whilst the COCR operator is engaged in other command activities in 
the control room. All of the information elements are therefore compatible, meaning 
that the SAP and COCR operator had different, but requisite SA during the activities. 
For example, the COCR operator‟s SA consisted of a high-level picture of the various 
activities being undertaken (e.g. who was doing what, what they were doing and why, 
and what they would be doing next), whilst the SAP‟s SA was related specifically to his 
activities at the substation. Thus, although each agent held a different view of the 
situation, it was compatible with the SAPs SA in that each agent‟s SA formed a 
composite part of the DSA of the entire network and was required collectively for the 
entire system to work.  
Work Status Reporting 
In the final propositional network, the SAP contacts the COCR operator to confirm 
that he has completed the removal of earths task. The COCR operator thus receives a 
„transaction‟ of the SAPs SA via the work status report. In this case then, the elements 
related to the removal activities (e.g. paperwork, circuit breakers, inspection, lock, earth 
switches etc) are representative of compatible SA elements since each SAP has a local 
and different SA of them at their specific substation, however, the collective awareness 
of the three SAPs is required for the overall activity to be undertaken successfully. The 
transactive SA elements during this portion of the task are work progress, time and 
location, since they are communicated from the SAPs to the COCR operator during 
work progress updates. This example therefore demonstrates how each agent‟s SA is 
different but compatible and also how transactions update the systems SA and serve to 
prompt further actions.  
The COCR operator has SA of the overall ongoing work activities whereas each SAP in 
the field has SA related to the work that they are undertaking. Each portion of SA is 
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therefore different but compatible and is required collectively for the system to work. 
These concepts can be demonstrated further by overlaying the energy distribution 
systems activities onto Smith and Hancock‟s perceptual cycle model of SA. This is 
presented in Figure 9-5. 
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Figure 9-5. System perceptual cycle DSA example. 
Figure 9-5 demonstrates how the activities and SA transactions occurring within the 
energy distribution system can be mapped onto the perceptual cycle model. The first 
transaction to take place is the issue of instructions by the COCR operator. This serves 
to update each SAPs schema of the system and of the work required, which in turn 
drives the activities that the system then undertakes. The outcome of these activities is 
then checked by the SAPs in the field and the COCR at the control centre (via circuit 
displays) which in turn modifies both the systems and the SAPs and COCR schema of 
the current status of the system.  The examples presented demonstrate how the cyclical 
perception-action notion can be applied to the entire system as well as the teams and 
individuals working within it. The COCR and the SAPs involved each initiate SA 
transactions regarding the state of the environment that serve to initiate action of some 
sort, which in turn modifies other agents and the systems schema, which in turn 
initiates further action and also further transactions regarding the state of the system‟s 
schema.  
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It is also instructive to consider how shared SA approaches would view the same 
scenario. Endsley‟s shared SA model (chosen because of its popularity), would typically 
use goal directed task analysis to identify SA requirements (in the form of SA elements) 
prior to task performance followed by SAGAT approach to assess team member‟s 
perception, comprehension and projection of these SA elements. Subsequent 
comparisons would then be made on the extent to which team member SA was the 
same on those SA requirements that were shared. As a starting point in this comparison, 
it is notable that a SAGAT-based assessment of SA during the scenarios in question was 
not possible. The scenarios were real-world scenarios and so could not be frozen in 
order to administer queries; nor could queries have been easily administered on-line 
during task performance. In suggesting how shared SA models would represent this 
example, one can only assume that a judgement would have to be made on what SA 
elements were shared and what SA elements were distinct. A representation of how 
shared SA models may view this example is presented in Figure 9-6. 
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Figure 9-6. Shared SA perspective. 
This example has illustrated some of the basic concepts in the DSA approach.  It 
demonstrates the phenotypical nature of knowledge activation for individual team roles, 
that is, their present situational reality and the extent to which that situation differs from 
other team members.  The example also shows where these phenotypical states have 
interfaced with other phenotypical states in the form of transactions.  Again the point is 
made that what one element means within one team member‟s situational model is 
likely to be quite different from anothers. This fact does not, however, diminish its 
„compatibility‟.  Having identified the heterogeneous nature of transactive SA, at the 
level of the individual, the case study has also highlighted the homogenous nature of SA 
at the level of the system.  Some situational elements are invariants across all actors.  
Whilst each actor will place their own meaning on these elements and use them for 
different means, the invariant nature of them permits diagnosis of the overall genotypic 
state of a system‟s SA, as an emergent property of its component/individual states.  In 
principle, this paves the way for diagnosis of how that state is achieved and maintained.   
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9.4 Factors Affecting DSA 
The model also encompasses various factors that impact the quality of a system‟s DSA. 
These factors can be grouped under the headings of individual, team, task and system 
factors. Although further exploration is required, each of the factors impacting DSA is 
discussed briefly in the following section. 
9.4.1   Individual Factors 
In terms of individual SA this model follows Smith & Hancock‟s (1995) perceptual cycle 
model of SA which asserts that SA is a “generative process of knowledge creation and 
informed action taking” (Smith & Hancock, 1995, p.142). According to the model, 
individual agent SA is developed and maintained through a schema driven perception-
action cyclical process. This is influenced by the agent‟s goals and roles within the 
system, experience and training and SA requirements. It follows then that individual 
factors such as goals and roles, training, experience, schema and SA requirements all 
have an impact on individual agent SA and subsequently the DSA of the entire system.  
The goals of the agents involved are particularly critical, since they are the foundations 
for each agents SA as they invoke the relevant schemata and also ultimately impact the 
way in which they view the situation. Smith & Hancock (1995) for example suggest that 
SA is referenced to those goals and boundaries imposed on performance. Schema 
directs the individual‟s exploration of the world. An individuals goals therefore plays a 
part in their interaction with the world and individuals with differing goals may view and 
use the same information differently in light of their goals. Similarly, an individual‟s role 
within a team also impacts their SA and subsequently the systems SA. For example, a 
military commander has very different goals to an infantry soldier and their SA differs 
accordingly. 
An individuals experience and training also impact SA acquisition and maintenance 
since they both serve to build up and develop schema. Experience of tasks and 
situations in the form of internally held schema are particularly relevant to an operator‟s 
SA. According to Neisser‟s (1976) perceptual cycle model (on which Smith & Hancock‟s 
model of SA is based) a persons interaction with the world (termed explorations) is 
directed by internally held schemata which are based on previous experiences of the 
world. The outcome of interactions modifies the original schemata, which in turn 
directs further exploration. This process of directed interaction and modification 
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continues in an infinite cyclical nature. It is therefore clear that an individuals experience 
moulds their schema, which ultimately determines the way in which they view the world.  
9.4.2   Team Factors 
Team attributes and processes are obviously a critical factor in the development and 
maintenance of a system‟s DSA. Teamwork is defined as “the ability of team members 
to work together, communicate effectively, anticipate and meet each others demands, 
and inspire confidence, resulting in a co-ordinated collective action (Salas, 2004). A 
number of researchers have attempted to describe the various processes underlying 
teamwork. At a simplistic level, team activity can be divided into two forms of 
behaviour: teamwork and taskwork. Teamwork refers to those instances where 
individuals interact or co-ordinate behaviour in order to achieve tasks that are important 
to the team‟s goals (i.e. behavioural, attitudinal, and cognitive responses coordinated 
with fellow team members), whilst taskwork (i.e. task-oriented skills) describes those 
instances where team members are performing individual tasks (in light of their 
individual roles within the team) separate from their team counterparts. According to 
Glickman, Zimmer, Montero, Guerette, Campbell, Morgan, and Salas (1987; cited in 
Burke, 2004) team tasks require a combination of taskwork and teamwork skills in order 
to be completed effectively.  
Research into teams has led to the identification of various behavioural and cognitive 
dimensions of teamwork, all of which are likely to have some sort of impact on DSA 
within a collaborative system. For example, there have been many attempts to postulate 
models of teamwork (e.g. Flieshman & Zaccaro, 1992; Helmreich & Foushee, 1993; 
Morgan et al, 1986; Salas, Sims & Burke, 2005 etc). Most of the models presented 
attempt to define the different teamwork processes involved and also the different 
attributes that teams posses. Salas et al (2005), for example, outlined the big five model 
of teamwork, arguing that the five most important teamwork processes are: leadership, 
mutual performance monitoring, back up behaviour, adaptability and team orientation. 
Salas et al suggested that these factors would improve performance in any team, 
regardless of type, so long as three supporting mechanisms were also present within the 
team: shared mental models, closed loop communication and mutual trust. Morgan et al 
(1986; cited in Salas et al, 1995) identified the following seven behavioural dimensions 
of teamwork: giving suggestions and criticisms, cooperation, communication, team spirit 
and morale, adaptability, coordination and acceptance of suggestions and criticisms. 
SALMON, P. M                                       CHAPTER 9 – A MODEL OF DSA IN COLLABORATIVE ENVIRONMENTS  
 242 
Salas, Burke and Canon-Bowers (2000) suggest that teamwork comprises the following 
processes: 
 Adaptability; 
 Shared situational awareness; 
 Performance monitoring and feedback; 
 Leadership and team management; 
 Interpersonal relations; 
 Co-ordination;  
 Communication; and  
 Decision making. 
Salas et al (1995) argue that team SA is interwoven with teamwork, however, despite this 
there has been little consideration of the impact of team processes on team SA (Salas et 
al, 1995). It is argued that the efficiency of teamwork attributes, behaviours and 
processes are all likely to have some impact on a system‟s level of DSA. Salas et al 
(1995) for example suggest that those team processes that facilitate communication (e.g. 
leadership, assertiveness and planning) will build SA. Inadequate communication 
between team members may result in shortfalls in the system‟s DSA. Inadequacies in 
any team processes are likely to adversely impact the systems DSA in some way. For 
example, the findings from the energy distribution case study demonstrated how lack of 
communication between agents in the network often led to the system‟s DSA being „out 
of date‟ or behind the actual situation. Also, a lack of shared mental models between 
team members in the MNE4 experiment often meant that players did not who held the 
information that they required to update their SA, which often led to the system‟s DSA 
being becoming impoverished. 
9.4.3   System Factors 
Various aspects of a systems design can enhance or degrade a system‟s DSA. Endsley 
(1995a) pointed out the important role that system design has to play in the 
development and maintenance of SA, suggesting that a system either may not acquire all 
of the required information, may fail to present the appropriate information to the 
operators who require it or that there may be incomplete or erroneous transmission of 
information to operators within the system. Based on the case studies conducted as part 
of this research, the system design factors that are likely to impact DSA include the 
interface design of the artefacts that are used to present SA-related information to the 
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agents within the system, including the type of information presented, the manner in 
which the information is presented, who the information is presented to and how 
accurate the information that is presented actually is. For example, the findings derived 
from the land warfare digital mission support system studies indicated that there were 
inadequacies with the way in which the information was presented to users, who the 
information was presented to and also the accuracy of the information presented, all of 
which adversely impacted DSA during the activities observed. The structure of the 
network of agents involved and the communications channels that are available to the 
different agents comprising the system also is likely to have an impact on the quality of 
the systems DSA. Communication links are one of the critical factors in the acquisition 
and maintenance of DSA and it is important that the appropriate communication links 
are present within a system and are maintained throughout task performance. 
The importance of procedures in the development of a system‟s DSA has also been 
demonstrated. The communication strategies that teams adopt are therefore likely to 
play a significant role in DSA development and maintenance. Procedures that enforce 
the communication of critical DSA-related information, such as instructions, work 
progress and situational updates are particularly important. Stone & Posey (2008), for 
example, suggest that each member‟s awareness of the current situation could be 
significantly reduced if communication is not appropriate among members. One 
approach typically adopted by distributed teams is closed loop communication (Salas et 
al, 2001), which involves the initiation of communication by a sender, acknowledgement 
of receipt of the information by the receiver and then a follow up by the sender to 
check that the message was interpreted as intended (Salas et al, 2001). The use of such 
strategies within teams is critical to ensure that communications are completed 
accurately. Wilson et al (2007) suggest that the use of closed-loop communication 
techniques is critical to ensure that information is clearly and concisely transmitted, 
received, and correctly understood. In the military domain, for example, Wilson et al 
(2007) report that a variety of friendly fire incidents have occurred due to inadequately 
executed closed loop communications. 
The critical role of clear and appropriate procedures in the update and maintenance of 
DSA has also been demonstrated through this research. For example, findings derived 
from the energy distribution case study indicated that procedures played a key role in 
the acquisition and maintenance of DSA. In this case the procedures dictated that the 
COCR operator communicated work instructions to agents in the field who then had to 
readback all of the instructions received to confirm accurate receipt of them. In 
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addition, the procedures dictated that the agents in the field undertaking the 
maintenance activities would periodically report to the COCR in order to give work and 
progress updates. The latter was particularly important in the maintenance of the 
system‟s DSA. Also, during the MNE4 case study it was found that unclear procedures 
(i.e. the CONOPS) led to confusion over how SA-related information was to be 
communicated around the system. In this case, the ambiguous nature of the CONOPs 
led to the different groups being confused over the exact nature of the KBD group‟s 
role. Some of the groups felt that it was the KBD group‟s role to pro-actively provide 
them with the information required for DSA, whereas the KBD group felt that their 
role was to wait for information requests. This confusion over procedures led to DSA 
being degraded during the early stages of the experiment. 
9.4.4   Task Factors 
The characteristics of the tasks being performed by teams can either facilitate or inhibit 
team performance (Paris, Salas & Canon-Bowers, 2000). Various factors related to the 
tasks being performed are also likely to impact DSA. Factors such as task design, 
complexity, workload, time pressure, task allocation and familiarity with the task can all 
potentially impact the DSA acquired during performance of the task in question. For 
example, the level of workload experienced by team members is a key element in the 
safety, reliability and efficiency of complex sociotechnical systems (Gregoriades & 
Sutcliffe, In Press). Inappropriate levels of workload (either too high or to low) are likely 
to lead to reduced levels of DSA. Inappropriate levels of workload imposed on even 
one team member can impact the performance of the team as a whole (Roby and 
Lanzetta 1957a, b, Dyer 1984; all cited in Paris et al, 2000). However, the exact nature of 
the link between workload and SA remains ambiguous and so further exploration is 
required. 
Endsley (1995a) points out that “a major factor creating a challenge for operator SA is 
the increasing complexity of many systems” and suggests that complexity can negatively 
affect SA via factors such as increased system components, the degree of interaction 
between components and the dynamics or rate of change of the components.  
9.5 Summary 
The purpose of this chapter was to present a model of DSA in collaborative systems. 
According to the model, DSA in collaborative systems can be viewed as the system‟s 
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collective knowledge regarding a situation that comprises each agent‟s compatible 
awareness of that situation. The level of SA held by the components of the system is 
compatible, rather than shared, since it is developed based on distinct goals, roles, tasks, 
experience and schema. The knowledge required for DSA is acquired via the use of 
information that is held by systemic elements and passed around the system as and 
when required via SA transactions. According to the model, three key concepts 
underpin DSA, namely schema, compatible SA and SA transactions.  
Whilst the ideas presented in are quite different to those expressed by the dominant 
models of individual and team SA presented in the literature (e.g. Endsley, 1995a; 
Endsley and Jones, 1997) it is contended that that they are more appropriate for the 
study of SA in collaborative environments. The schema-based account of SA in 
collaborative systems affects existing models in four critical ways. 
Firstly, using schema theory as a basis, it is argued that individual team members 
experience a situation in different ways and therefore that their awareness is compatible 
rather than shared. Each team member‟s SA is defined by their own personal 
experience, goals, roles, training, knowledge, skills and so on. „The situation‟ can indeed 
be (objectively) defined in all manner of ways but under a schema/systems perspective 
there is a certain futility in this. Instead, SA is argued as being a systemic property 
(labelled the phenotype) which is the product rather than the sum of each individual‟s 
schema based „theory of the world‟ (labelled the genotype).  
Secondly, this account is in direct contradiction to those that suggest teams possess 
„shared SA‟ (which tacitly assumes „identical‟ awareness and an objectively definable 
situation). The DSA approach suggests that teams instead hold compatible and 
transactive SA.  Within collaborative systems, each team member does not need to 
know everything; rather they possess the SA that they need for their specific task. Yet 
they are also cognisant of what other team members need to know and do know. 
Although different team members may be aware of the same information, this 
awareness is not shared, since the team members often have different goals and so view 
the situation differently based on their own task and goals. Each team members SA is 
however compatible. This is the nub of DSA. It is different in content but is compatible 
in that it is collectively needed for the team to perform the collaborative task 
successfully. On the one hand it could be argued as to how all these individual 
heterogeneous experiences of the situation ever coalesce into something meaningful?   
The idea of transactive SA is put forward, thirdly, as the means by which this occurs.  
Transactive SA focuses on transactions; elements and entities from one model of a 
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situation can form an interacting part of another without any necessary requirement for 
parity of meaning or purpose. Thus transactions represent an exchange in awareness 
between team members. As stated above, it is the systemic „transformation‟ of 
situational elements as they cross the system boundary from one team member to 
another that bestows upon team SA an emergent behaviour.  The analytic and 
methodological challenge seems to be to ensure that this emergent behaviour is 
„desirable‟.  
Fourth and finally, it is argued that there is significant utility in the progression from 
linear, feedback models of cognition (of the sort that underlies Endsley‟s three level 
model) in favour of a cyclical, parallel, generative model based on schema theory.  This 
is a model that helps to explain why individuals can predict before they perceive 
(because they have pre-existing schemata) why less conscious reporting of SA probes 
can mean better SA (because schemas are often not available for conscious inspection 
and retrospective recall) and how individuals play a large part in creating better 
situations for themselves to be aware of (because the model is iterative and cyclical).  
The intuitive appeal of this approach is born out in the case studies and further 
highlighted how deterministic models of SA to the probabilistic behaviour of teams. 
The model also suggests that various factors impact the make up and quality of a 
system's DSA. These include individual factors (e.g. goals, roles, experience and 
training), team factors (e.g. level of teamwork, communication, collaboration, team 
competencies etc), task-related factors (e.g. task complexity, workload etc) and factors 
related to the system‟s design (e.g. support for SA requirements, communications links, 
technology used etc). 
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10 Conclusions for distributed situation 
awareness theory, measurement and 
teamwork 
10.1 Introduction 
The overall aim of this research was to explore and extend the concept of SA in 
collaborative environments. This involved using the foundations of a DSA theory laid 
by Stanton et al (2006) to investigate the concept through experimentation and a series 
of real world naturalistic case studies. A summary of the main conclusions derived from 
this overall program of research is presented below, following which the implications of 
the findings are discussed. 
10.2 What was found? 
Before going on to discuss the implications of this overall body of research, it is first 
worthwhile to summarise succinctly what was discovered. Initially, the reviews of SA 
models and SA measurement approaches served to highlight the significant level of 
contention surrounding the concept. The literature was found to be disparate, disjointed 
and divided and it was concluded that there is currently no universally accepted 
definitions or models of individual or team SA. In addition, existing SA theory was 
found to be inadequate for describing SA in collaborative environments and it was also 
concluded that there are no suitable means available for measuring team SA during real 
world collaborative tasks; all of the team SA models and measures presented in the 
literature were found to be inadequate for various reasons. As a way forward, it was 
concluded that recently formulated DSA models were the most appropriate to drive 
research into SA in collaborative environments. Stanton et al (2006) laid the basis for a 
model of DSA by outlining a series of theoretical foundations; however, this did not 
extend to prescribing a complete model of DSA for collaborative environments. 
In order to drive the research, an extended model of DSA, based on Stanton et al‟s 
(2006) approach, and an accompanying measurement approach, the propositional 
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network methodology, were presented and demonstrated. It was concluded that the 
model, along with its sub-concepts of compatible and transactive SA required further 
validation and exploration through real world study. Further, it was concluded that the 
propositional network methodology required validation through applications in the real 
world. 
A series of case studies were then used to investigate the concept of DSA further and to 
test the propositional network DSA measurement approach. Each case study yielded 
significant findings in relation to DSA theory, but perhaps the most striking finding 
from each was that DSA ostensibly consisted of each team member‟s different but 
compatible portion of SA for the task in question. This finding is in direct contradiction 
with current team SA models (e.g. Endsley, 1995a; Endsley & Robertson, 2000) which 
suggest that team SA comprises team members shared SA of the situation and that good 
team performance is dependent upon each team member‟s SA being the same for 
shared SA requirements. Further, the case studies undertaken suggested that, rather than 
share awareness, agents in collaborative systems engage in SA „transactions‟ whereby 
SA-related information is exchanged between parties. The act of passing awareness onto 
another agent serves to modify the receiver‟s SA. Both parties are using the information 
for their own ends, integrated into their own schemata, and reaching an individual 
interpretation. Thus the transaction is an exchange rather than a sharing of awareness. 
The findings from the four case studies suggest that, on the contrary to shared SA 
accounts, good team performance is likely to be facilitated by supporting compatible SA 
requirements and SA transactions between team members through system and 
procedure design. 
Based on the findings derived from this research, a model of DSA in complex 
collaborative environments was presented. The model is underpinned by three key 
concepts: schema theory and the perceptual cycle, compatible SA, and transactive SA. It 
represents a cyclical, parallel, generative model of SA based on schema theory and 
postulates that DSA comprises each agent‟s compatible view of the situation and is built 
and maintained via SA transactions between agents. Team members each experience a 
situation in different ways (as defined by their own personal experience, goals, roles, 
training, knowledge, skills and so on) and therefore their awareness is compatible rather 
than shared. In this view, SA is viewed as a systemic property (labelled the phenotype) 
which is the product rather than the sum of each individual‟s schema based „theory of 
the world‟ (labelled the genotype).  
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These findings can be explored further using a number of key questions that were 
encountered throughout the conduct of this research. 
10.3 Is the distributed situation awareness approach useful for 
the analysis and design of collaborative systems? 
This research has demonstrated that the DSA approach is suitable for describing and 
analysing SA during real world collaborative tasks. This is something that has thus far 
proved difficult for the HF community and the most prominent team SA models (e.g. 
Endsley & Robertson, 2000, Salas et al, 1995) have been criticised for their inability to 
comprehensively assess team SA. In particular, the summation of individual team 
member SA in order to describe and assess team SA is problematic. Further, the most 
prominent team SA models and measures assess team SA typically only via SME 
interviews (e.g. Endsley & Robertson, 2000) or simulation and cannot be used to assess 
team SA during real world activities. Despite the complexities associated with team 
endeavor, the DSA approach has shown itself to be capable of comprehensively 
describing and assessing DSA during real world collaborative activities. Its systemic 
viewpoint allows SA to be viewed in its entirety (rather than its component parts as 
other models permit) as a non-linear emergent property of such systems that arises from 
the interactions between team members and the artifacts that they use. This in turn 
allows the collective information underlying DSA to be described, which in turn can be 
decomposed further so that each agent‟s usage of, and contribution to, the information 
underlying DSA can be accounted for. Perhaps the main benefit of this is that only 
coordinated activity can be considered, and therefore team SA, and not individual agent 
SA, is analysed.  
The approaches utility lies in its outputs. Describing a system's awareness in this manner 
(i.e. information elements, their links with one another and their usage) not only allows 
the systems DSA to be described in terms of content (which can also be extrapolated to 
an individual level) and in terms of concepts and the relationships between them, but it 
also allows the description of differing views on the same situation by different agents. 
In this way, it goes much further than merely describing what pieces of information 
individuals need to know in order to perform tasks successfully. In particular, the 
mapping between information elements is a key output of the DSA approach. In 
addition decomposing a systems awareness into information elements and the links 
between them allows judgments to be made on how well a system‟s design permits the 
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communication, understanding and usage of the key information underlying DSA. This 
understanding of the key pieces of information underlying task performance and the 
links between them, who uses what information, in what manner and at what time 
throughout a scenario can potentially inform the design of more efficient systems, 
procedures and training programs. 
10.4 What are the main differences between the distributed 
situation awareness approach and the shared situation awareness 
approach? 
The notion of compatible SA is in direct contradiction to the shared SA approaches 
advocated by Endsley and colleagues. The DSA approach postulates that, within 
collaborative systems, team members have different, but compatible, SA regardless of 
whether the information that they have access to is the same or different. Shared SA 
accounts, on the other hand, suggest that some SA requirements are shared and that 
efficient team performance is dependent upon team members having the same SA on 
shared SA requirements. Simply put, the DSA approach contends that, not only is this 
not the case, but also that this may not be possible (in some cases) furthermore, if it was 
the case then team performance may actually suffer rather than benefit. 
The concept of SA transactions, how SA is exchanged between team members and how 
team member SA is modified as a result of these exchanges is also novel. This suggests 
that as team members receive information, its subsequent linkage with already held 
information leads to SA being modified. Thus, even when two team members have 
access to the same information, they use and view the information in a very different 
manner since it is the relationship between concepts that makes up their SA. Indeed, 
thinking about SA as the relationship between concepts is the key to the DSA approach; 
even when team members have access to the same information, the relationships 
between the information elements is likely to be different based on how they are using 
the information and what they need it for. It is this unique combination of information 
elements by each team member that makes their SA compatible and not shared. The 
very fact that an actor has received information, acted on it, combined it with other 
information and then passed it onto other actor means that its interpretation changes 
per team member.  
Both approaches (DSA and shared SA) have their strengths and weaknesses. There can 
be little doubt that at least some proportion of the problem space can be tackled with a 
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linear approach to SA and good results obtained (thus is well worth the effort).  This 
leaves the remainder of the problem space and it is here that the DSA approach comes 
to the fore. The main strengths of the DSA model are related to the systemic approach 
that it advocates. Firstly, the DSA approach takes the system itself as the unit of analysis 
rather than merely the individuals undertaking activity within it; it views SA as a non-
linear, emergent property of collaborative systems. The systems thinking approach is 
one that has become accepted as an approach of considerable utility and is now 
prominent within HF circles. Indeed, many have articulated the utility of taking the 
overall systems as the unit of analysis rather than the individuals within the system (e.g. 
Hutchins, 1995; Hutchins & Klausen, 1996; Ottino, 2003 etc). Further, any SA 
description needs surely to consider the technological as well as human agents residing 
within the system and the SA-related information that they bring to the table. Viewing 
SA in this manner permits: 
 a systemic description of the information comprising SA (which can be 
extrapolated to an individual SA level);  
 judgments to be made on potential barriers to SA acquisition and maintenance; 
 enables team SA within complex collaborative systems to be viewed in its entirety, 
rather than as its component parts (i.e. individual and shared team member SA); and  
 A beneficial side effect is that coordinated activity can be considered. 
The DSA approach also has a strong theoretical underpinning, notably schema theory 
(e.g. Neisser, 1976), distributed cognition (Hutchins, 1995) and cognitive systems 
engineering (Hollnagel, 1998). One of the main criticisms of alternate SA models relates 
to their lack of theoretical underpinning. Endsley‟s model, for example, is based on the 
already contentious notions of information processing (Uhlarik & Comferford, 2002) 
and mental models (Smith & Hancock, 1995). In this case, the use of schema theory 
underlying the DSA concept gives the model a cyclical, parallel, generative nature which 
serves to explain why individuals can predict before they perceive (because they have 
pre-existing schemata) and how individuals play a large part in creating better situations 
for themselves to be aware of (because the model is iterative and cyclical).  Finally, the 
DSA approach is also amenable to accurate assessment. By gathering verbal transcripts, 
task analyses, interview and cognitive task analysis data, it is possible to effectively 
determine what DSA comprises by way of identifying the underlying information 
elements and the relationships between them, what information was used by whom and 
what information was passed between different elements of the system. Taken 
collectively this provides a very powerful description of system endeavor. 
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The main weaknesses of the DSA approach are related to its complexity and its 
measurement. The approach is more complex than other team SA models; the departure 
in moving from thinking about individuals and what they know toward thinking about 
the system and what it knows may be a difficult one to take. Further, since it is currently 
an emerging concept, much more investigation is required, although considerable 
evidence for the approach has been collected through this research. Questions may also 
be raised over the methodological aspects of measuring DSA. Firstly, unlike existing 
approaches such as SAGAT (Endsley, 1995b) and SART (Taylor, 1990), the 
propositional network approach does not quantitatively assess the quality of the systems 
and individual agents SA. Therefore, judgments on the quality of the systems DSA are 
made based on content analyses, task performance and SME and analyst subjective 
judgment. Secondly, the data used to identify the key information elements (e.g. verbal 
transcripts, CDM interview response data, observation transcripts etc) can be criticised 
for its inability to identify the tacit SA-related knowledge (i.e. knowledge used but not 
openly expressed). However, the level of subject matter expert input reduces the 
potential for missing data in this case.  Further, it could be argued that the relationships 
between the information elements (as depicted by the links within the propositional 
networks) provide a representation of this tacit knowledge. Finally, when CDM data is 
used, it is typically collected post task performance and so could potentially suffer from 
the various problems associated with post trial data collection, such as memory 
degradation (Klein & Armstrong, 2004). 
Endsley‟s Shared SA view, on the other hand, takes its main strengths from the 
simplicity of its approach. The approach suggests that in teams, some information 
requirements are distinct and some are shared or overlapping. On the face it, this view is 
correct; at a very high level of analysis, teamwork consists of both teamwork tasks (tasks 
where individuals interact or co-ordinate behaviour to undertake tasks important to the 
teams goals) and taskwork tasks (tasks being performed by individual team members in 
light of their individual roles within the team) and so it is logical to assume that some 
SA requirements will be the same across team members and that some will be distinct. 
This view, however, does not consider how the different team members are using the 
information and also how their roles, tasks and experience impact their SA. The DSA 
approach contends that, in such cases, team member SA may be different even when 
they have access to the same information. Everything that is known about schema 
theory suggests that an individual‟s SA (regardless of whether the information used to 
build it is identical or is entirely different) will be highly personalised based on 
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experience, goals, roles, tasks, knowledge and schema. Of course, depending upon the 
environment under analysis, either approach may be correct; however, for complex 
modern day collaborative environments it is the author‟s view that more sophisticated 
approaches are required. Endsley‟s shared SA view also has an abundance of supporting 
research and has been applied in a wide variety of domains, including; aviation 
maintenance (Endsley & Robertson, 2000), the military (e.g. Endsley & Jones, 1997; 
Riley, Endsley, Bolstad & Cuevas, 2006), aviation and air traffic control (Farley, 
Hansman, Amonlirdviman & Endsley, 2000) and process control (Kaber & Endsley, 
1998) to name only a few. 
The main criticism of the shared SA approach concerns the concept of shared SA itself.  
According to Endsley and Robertson (2000), successful team performance requires that 
not only does each team member have good SA on his or her individual requirements, 
but also the same SA across shared SA requirements. The author contends that, not 
only is this almost impossible (due to the reasons cited above) it is also typically not 
required within collaborative systems; teamwork relies on team members performing 
different activities and whilst they do need an appreciation of other team members tasks 
and awareness, team members do not necessarily want to develop the same SA as other 
team members. Further, the author prefers to label shared SA requirements instead as 
transactive SA requirements in that the same information may be required by different 
team members, but it may often be used entirely differently. The very nature of team 
performance is such that different team members have different roles and so need to 
view and use information differently to other team members. As Gorman, Cooke and 
Winner (2006) point out, it does not make sense for everybody in a team to be aware of 
the same thing, rather it is more important to ensure that the appropriate information is 
communicated to the appropriate team member at the right time. 
Endsley‟s shared SA approach is also often criticised since it is based on her three level 
model account of individual SA and therefore does not consider team performance and 
the interactions between team members in any detail. In addition, many have pointed 
out that the three level model lacks a sound theoretical underpinning. For example, 
Smith and Hancock (1995) suggest that Endsley‟s reference to mental models, which 
themselves are ill-defined, is problematic and Uhlarik & Comerford (2002) criticised 
Endsley‟s theory for its use of an information-processing model containing 
psychological constructs that are not yet fully understood and that are subject to great 
debate themselves. The shared SA view also has weaknesses related to its accompanying 
measurement approach. It is difficult to apply SAGAT during real world collaborative 
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tasks and also it is difficult to generate appropriate SA probes in complex systems where 
SA requirements may not be accurately discernable prior to task performance. Endsley‟s 
model can also be criticised due to its linear, feedback model of cognition approach.  
10.5 What are the implications of the Distributed Situation 
Awareness approach? 
The DSA approach has a number of significant implications for collaborative systems. 
Central to these are the notions that team SA comprises the compatible, rather than 
shared, SA of different team members and that team members engage in SA 
transactions. This means that it may be more appropriate to design collaborative 
systems that cater for compatible, rather than shared, SA and to provide systems that 
support SA transactions between different team members. Currently, many collaborative 
systems are designed so that all of the information required by the team is available to 
every team member (such as the mission support system analysed in chapters eight and 
nine), indeed proponents of NEC systems project that enhanced levels of information 
sharing will lead to enhanced levels of SA. The DSA approach suggests that this is 
inappropriate, and that DSA will be enhanced more by providing interfaces and displays 
that present only the SA information that is required by each team member. The DSA 
approach advocates a „right information at the right time to the right team member‟ 
design philosophy. 
Global (or common) SA displays and interfaces should be made available (i.e. presenting 
an overall team picture), but the most prominent displays and interfaces should present 
only the SA information that is required by each user within the collaborative system. 
Users should be able to easily access the SA-related information required for their role 
and should not be inundated with redundant information (required by other agents but 
not themselves). Whilst this means that more sophisticated systems may be required (i.e. 
that can be customised or tailored based on the user using them) the findings from this 
research suggest that it will provide more effective support for DSA.  
Further, SA transactions should be supported where possible. This means that designers 
need to know exactly what it is that different users need to know and what they need to 
know it for. To support SA transactions and DSA development systems should present 
incoming information in conjunction with the information that it is likely to be used 
with. For example, a land warfare mission support system (analogous to the one 
analysed in chapters eight and nine) could present new incoming information regarding 
SALMON, P. M                                                                                                    CHAPTER 10 – CONCLUSIONS  
 255 
a destroyed combat vehicle to combat service support staff (whose job it is to remove 
and deal with casualties, repair damage and replenish forces) in conjunction with 
information relating to routes to and from the vehicle, casualty evacuation routes, 
distances and projected times, combat effectiveness, medical support information (e.g. 
nearest hospitals etc), force replenishment requirements and also resource availability. In 
this way, the system is supporting the integration of the information from the SA 
transaction with the combat service support staffs existing awareness and future 
awareness needs. The same system could present the information regarding the 
destroyed combat vehicle very differently in light of different user needs. For example, 
when presenting the information to the Chief of Staff (who is „running‟ the battle at the 
ops table), associated information presented could include the proximal units and their 
capabilities, the Commander‟s effects schematic, the task ORG and the combat service 
support staffs‟ assessment. This information would then support the Chief of Staff in 
allocating the destroyed units tasks to another unit on the battlefield.  
The DSA approach therefore suggests that it is critical that the system design process 
begins with a clear definition of the compatible and transactive SA requirements of the 
different components of the collaborative system. These can be identified using 
approaches such as HTA. The SA requirements specification should then be used to 
drive the design of distinct systems (i.e. displays, interfaces and tools) for each element 
of the collaborative system. Only through this process can DSA be truly supported by 
system design. Without such an approach, users may be overloaded with redundant 
information and tools. 
This conclusion backs up other similar recommendations presented in the literature. In 
a similar case study, for example, Bolstad, Riley, Jones & Endsley (2002) found explicit 
differences between the SA requirements of US Army Brigade officers. In conclusion, 
they recommended that displays should be tailored to each officers needs whilst also 
providing information relating to the SA of the other officers in the team. Along the 
same lines, Gorman et al (2006) suggest that it may in fact be prohibitive and 
counteractive to give everyone mutual access to the same information. In conclusion to 
an analysis of the Gulf War Black Hawk friendly fire incident, Gorman et al (2006) 
discussed the typical team SA design principle that every team member should be 
presented with all of the information that is relevant to the team as a whole. In 
conclusion, they reported that; 
“this design principle breaks down in command and control environments as the size of the 
team increases and as team members have more specialised roles, where it may be 
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prohibitive and counteractive, respectively, to give everyone mutual access to the same 
information” (p. 1322-23) 
Similarly, Kuper & Giuerelli (2007) postulate that in order to enhance command and 
control team efficiency, tailored work aids should be used to reduce the cognitive load 
associated with mining through redundant information. They argue that the key to 
efficient and effective command and control team performance is the design of work 
aids that support both holistic work practices and unique first person perspectives.  
The findings also suggest that other means can be taken to enhance DSA. These include 
the use of well thought out and enforced procedures (e.g. dictating that key information 
is communicated to the key agents involved), clearly defined roles and responsibilities 
(e.g. that make explicit who possess what information and how it can be accessed) and 
the presence of appropriate communications links can all be used to enhance DSA in 
collaborative systems. 
10.6 Measuring situation awareness in collaborative systems 
One of the main aims of this work was to develop and validate a suitable approach for 
both describing the content of, and assessing, DSA during real world collaborative 
activities. The propositional network approach was put forward as an approach that 
could satisfy both requirements. The findings derived from this research, particularly the 
case studies, have led to a number of conclusions regarding the propositional network 
approach. In its present format the approach has demonstrated that it can be used to 
accurately describe a system‟s DSA and the usage of the information underlying DSA by 
the different agents involved. Of particular novelty is the way in which the propositional 
networks describe not only the information elements underlying DSA, but also the 
mapping between the different information elements; this is something that has so far 
not been supported by existing SA measures. Further, the key information underlying 
SA can also be identified using social network metrics or the five plus links rule. The 
approach avoids most of the flaws that are typically associated with the measurement of 
SA (see chapter two). Since the data is obtained via observation or post task interview, 
the task under analysis is not impacted in anyway (i.e. no freezes of the task are 
required). In addition, since no probes are used there is no requirement to develop 
appropriate probes a priori. Further, since there are no subjective ratings of the quality 
of SA the approach is not beset by the flaws typically associated with the subjective 
rating of SA, such as correlations with performance, memory degradation and lack of 
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awareness of low awareness portions of the task. Finally, the validation of the 
propositional networks via SMEs removes any doubts regarding the accuracy of the 
DSA description. 
In addition, this research has demonstrated how propositional networks can be used to 
assess and inform system and interface design. Systems can be assessed to the extent to 
which they present each of the information elements contained in the propositional 
networks, whether they support the mapping between SA information elements and 
also whether they present the information in an accurate and timely manner. This 
provides a useful framework for system and interface design assessments. In addition, 
the links between information elements contained within propositional networks can be 
used to determine what information should and should not be grouped together on 
interfaces. 
This research has also led to insights into ways in which the propositional networks 
approach can be improved for future DSA assessment. Firstly, although it was originally 
suggested that propositional networks should be developed from CDM interview 
response data, constraints imposed during the case studies conducted (i.e. limited time 
and access to SMEs) led to different avenues being pursued in order to collect the data 
required. Subsequent SME reviews of the propositional networks developed suggest 
that they did not suffer in anyway due to the use of different data inputs. It is therefore 
recommended that propositional networks can also be developed from other data 
sources, including verbal transcripts, HTA descriptions and SOIs. Further, propositional 
networks can also be supplemented by observational transcript data. Secondly, 
propositional networks can be meaningfully analysed using social network metrics in 
order to identify key information elements within a system. This information is useful as 
it can be used to inform system design i.e. ensuring that the most important information 
is prominent on displays and interfaces. Thirdly and finally, this research has indicated 
that, when propositional networks are large, complex and unwieldy, summary 
propositional networks containing high level information elements are useful. 
10.7 Distributed situation awareness and system design 
Endsley (2004) suggests that, “the most interesting frontier for SA remains in the design 
arena” (Endsley, 2004, p. 337). One of the key aims of this research, and indeed one of 
the major challenges for the concept therefore is to transform what we know about SA 
into guidance for how to design systems so that they enhance, rather than inhibit, the 
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SA of teams working within them. To this end, a DSA-design process and specific 
design guidelines for DSA, developed based on the findings derived from this research, 
are presented below. 
10.7.1 Distributed situation awareness design process 
The findings derived from the research undertaken can be used to propose an overall 
process for system designers wishing to develop systems (e.g. mission support systems) 
that support DSA acquisition and maintenance during collaborative activities. A 
flowchart depicting a DSA design process, derived from a synthesis of the findings of 
this research, is presented in Figure 10-1. 
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Conduct SA 
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Produce design 
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Develop design 
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Assess DSA
Is DSA fully supported 
by design?
No
Yes
START
Produce final 
product
 
Figure 10-1. Distributed situation awareness design process flowchart. 
The process begins with the conduct of an SA requirements analysis in order to 
comprehensively identify and record all of the SA requirements of the different end 
users of the system in question. This involves the conduct of a HTA (Stanton, 2006) of 
the system in question, using data derived from observations of the existing system, 
SOIs, interviews with SMEs and other appropriate documentation. The HTA 
decomposition should then be used to identify the SA requirements. Following this, 
propositional networks should be constructed based on the HTA description in order to 
SALMON, P. M                                                                                                    CHAPTER 10 – CONCLUSIONS  
 260 
identify the relationships between the different SA requirements. It is important to note 
that the SA requirements analysis phase does not involve merely identifying the different 
pieces of information that need to be known, rather it involves going further and 
identifying what it is that needs to be known, how this information is used and what the 
relationships between the different pieces of information actually are i.e. how they are 
integrated and used by different users. In particular, identifying the relationships 
between different pieces of DSA-related information allows designers to group 
information meaningfully in their end design. 
Following the SA requirements analysis phase it is next important to identify which of 
the information elements underlying DSA represent compatible SA information 
elements (i.e. used in a different way by different team members), which are transactive 
SA information elements (i.e. passed between team members during the process in 
question) and which are both. This involves taking the SA requirements analysis outputs 
(i.e. HTA and propositional networks) and, in conjunction with SMEs for the process in 
question, classifying each information element accordingly. 
The SA requirements analysis outputs and the compatible and transactive SA elements 
classification should then be used to inform the development of an SA oriented design 
specification. Again, it is important here to note that this should not involve merely 
specifying what it is that the system should be presenting to its different users. Rather, 
this should involve a specification of what it is the system should be presenting to 
whom, in what format the information should be presented, what other information it 
should be presented in conjunction with (i.e. the relationships between different classes 
of information) and also what the information is to be used for (which may include 
many different things in collaborative systems). To support DSA, it is important that the 
SA design specification informs designers about the processes that the SA-related 
information is being presented to support and about the other information that 
information presented is likely to be used in conjunction with. 
Based on the design specification, mock ups should then be developed. Following this, 
DSA testing should begin. It is critical that SA is tested throughout the design lifecycle if 
SA requirements are to be supported by the end design. Without such testing, it is 
impossible to determine whether the design supports, or even hinders, DSA acquisition 
and maintenance. The DSA assessments should be undertaken using the propositional 
network methodology. The assessment should involve determining the extent to which 
the design supports the DSA requirements specified, although the exact nature of the 
assessment is dependent upon the stage at which the design is. For example, at the 
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mock up stage, the assessment might entail walking through the task with SMEs and 
evaluating the extent to which SA requirements, and the relationships between SA-
related information elements, are supported by the interface in question. On the other 
hand, when the design is at a prototype stage, the assessment could involve assessing 
user performance and DSA during actual operational trials. In addition to the 
propositional network approach, this might also involve conducting interviews (i.e. 
CDM interviews) with SMEs post trial. 
Any DSA-related deficiencies found during DSA testing then send the design back into 
the iterative phase of developing specifications, producing concepts and mock ups and 
then testing them. This cycle also continues through mock up, concept and prototype 
versions of the system in question. Only when designers are satisfied that DSA 
requirements are fully supported can the prototype design proceed from this cycle into 
the development of the final product. 
10.7.2 Distributed situation awareness design guidelines 
Endsley, Bolstad, Jones, & Riley (2003) correctly point out that traditional HF design 
guidelines are inadequate for achieving the SA required in complex systems since they 
typically address the physical and perceptual characteristics of systems rather than the 
way in which systems should function from a cognitive standpoint. Further, there are 
only limited SA-specific design guidelines available (e.g. Endsley, Bolte & Jones, 2003). 
In response to this, the following core collaborative system design principles can be 
extracted from the findings derived from this thesis. 
 
1. Clearly define and specify SA requirements. The importance of system designers knowing 
what it is that different users of systems „need to know‟ during task performance has 
been demonstrated throughout this research. The collaborative system design process 
should therefore begin with a clear definition and specification of the SA requirements 
of the different users of the system in question. This should include a breakdown of 
both compatible and transactive SA requirements. As stated above, it is important that 
SA requirements analysis specification includes more than just the different pieces of 
information that need to be known and should go further to describe what it is that 
needs to be known and by whom, how this information is used by different users and 
what the relationships between the different pieces of information actually are i.e. how 
they are integrated and used by different users. Matthews, Strater & Endsley (2004) 
point out that knowing what the SA requirements are for a given domain provides 
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engineers and technology developers a basis to develop optimal system designs to 
maximize human performance rather than overloading workers and degrading their 
performance.  
2. Ensure roles and responsibilities are clearly defined. Collaborative systems utilise teams 
consisting of multiple members, each of which have distinct goals, roles and 
responsibilities. The different roles and responsibilities within distributed teams need to 
be clearly defined; each team member needs to fully understand what it is that they need 
to do and also be cognisant of what it is the other team members do. Whilst this 
important in terms of overall role and contribution to the team, it is also important on a 
minute-by-minute basis. This should include knowledge of what other team members 
are doing (tasks) but also knowledge of what other team members should know at that 
point in time (meta SA). Meta SA has been found to be important throughout this 
research since it enables SA transactions to occur at the appropriate time between the 
appropriate team members. Ambiguity in role definition can adversely impact DSA 
since it leads to confusion over who knows what at what times and who possess what 
information. 
3. Design to support both compatible SA requirements. This research has demonstrated that 
team members working in collaborative systems each have distinct, but compatible, SA 
requirements. Each of the case studies undertaken demonstrated that team members 
have their own unique SA requirements. Collaborative systems should therefore be 
designed to cater for these compatible SA requirements, rather than to support shared 
SA between team members. Rather than present everything to everyone, this research 
suggests that collaborative systems should be designed so that users are not presented 
with information, tools and functionality that they do not explicitly require. The system 
should therefore be designed to support the roles, goals and SA requirements of each of 
the different users involved in the process in question. This might involve the provision 
of different displays, tools and functions for the different roles and tasks involved.  
4. Design to support SA transactions. This research has proposed the concept of SA 
transactions between team members and artifacts as the means by which DSA is 
developed and maintained during collaborative tasks. Transactions in SA between team 
members involve the exchange of SA-related information elements and the subsequent 
integration of this information with existing schema. Systems and interfaces that present 
information to team members should therefore be designed so that they support SA 
transactions where possible. This involves presenting incoming SA transaction 
information in conjunction with other relevant information (i.e. information that the 
incoming information is related to and is to be combined with) and also providing users 
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with clear and efficient communications links with other team members. Similarly, 
procedures can be used to support SA transactions; this might involve incorporating 
certain pieces of information into procedural communications between team members 
in order to support SA transactions. 
5. Remove unwanted information. The case studies focusing on NEC and digital mission 
planning systems (chapters seven, eight and nine) highlighted the problems associated 
with users having to plough through redundant information in order to locate the 
information that they required for DSA. Information that is not needed by team 
members should therefore not be presented to them. Any displays or interfaces should 
be designed so that based on user requirements, unwanted information can be removed 
or hidden. 
6. Use Customisable/Tailored interfaces. As articulated previously, the nature of 
collaborative systems is such that there are specific roles and SA requirements. 
Subsequently, the information and the tools that one agent needs to use maybe very 
different to that that another agent needs. Collaborative system interfaces and displays 
should therefore be customisable, allowing users to customise (either by themselves or 
intelligently by the system based on usage) the interface so that only the information and 
tools that they require are present. This increases the usability and ease of use of the 
system and also reduces interaction time (i.e. having to mine through menus to find 
information and tools required).  
7. Use multiple interlinked systems for multiple roles and goals. The analysis of the digital 
mission support system presented in chapters eight and nine suggested that role specific 
systems might be more appropriate to support DSA development and maintenance. 
When a team is divided into distinct roles, team members have very different goals and 
informational requirements; it may therefore be pertinent to offer separate (but linked) 
support systems. In the same way that Microsoft Office provides separate word 
processing (e.g. Word), drawing (e.g. Visio) and spreadsheet (e.g. Excel) tools, 
distributed team working support systems should provide a suite of mission support 
tools catering for the different users and roles involved; each tool should have the 
functionality and information required for the role it is designed to support whilst also 
containing the ability to see global information. 
8. Consider the technological capability available and its impact on SA. The analysis of the 
digital mission support system presented in chapters eight and nine highlighted the 
problems associated with technology limitations that can degrade DSA (e.g. bandwidth 
limitations that led to DSA information presentation being untimely and inaccurate). 
Again perhaps an obvious, but nevertheless critical recommendation is that system 
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designers need to carefully consider the constraints imposed on them by technological 
capability and design the system accordingly within these constraints.  
9. Ensure that the information presented to users is accurate at all times. Each of the case 
studies conducted as part of this research highlighted the importance of the 
communication of only accurate information. The transmission of erroneous 
information leads to erroneous DSA and also a reduction in tempo, since measures are 
often taken to interrogate questionable information (as was the case during the battle 
execution activities analysed in chapter nine). DSA is ultimately contingent upon 
accurate information. The information presented by any collaborative system should 
therefore be highly accurate. System designers need to ensure that the information 
presented by all aspects of the system is accurate at all times. Systems should also be 
designed to somehow communicate the level of latency of information. 
10. Provide appropriate and explicit communications links. Communication is defined as “the 
process by which information is clearly and accurately exchanged between two or more 
team members in the prescribed manner and with proper terminology; the ability to 
clarify or acknowledge receipt of information” (Canon-Bowers, Tannenbaum, Salas & 
Volpe, 1995, p. 345). Throughout this research, the importance of efficient, appropriate 
communications links as an enabler for distributed team working and DSA has been 
highlighted. It is critical that collaborative systems posses the appropriate 
communications links and that the users working with the system understand which 
communications channels are and are not open to them. This follows on from Stanton 
et al‟s (2006) conclusion that the links between agents in a network are more crucial 
than the agents themselves in maintaining DSA. 
11. Ensure team members are cognisant of what other team members should know during task 
performance. The case studies undertaken highlighted the importance of team members 
having an understanding of what it is that other team members are doing and therefore 
should „know‟ at different times during task performance; this allows team members to 
understand when and where information is required in the distributed team. It is 
therefore recommended that, through team training and system design interventions, 
each team member has an appreciation of what it is that the other team members need 
to know at which points in during task performance. Stanton et al (2006), for example, 
point out that “it is important for the agents within a system to have awareness of who 
is likely to hold specific views and, consequently, to interpret the potential usefulness of 
information that can be passed through the network in terms of these views” (p. 1308). 
Further Stanton et al (2006) point out that there are two aspects of situation awareness 
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at any given node in a distributed team; individual situation awareness of ones own task 
and „meta‟ situation awareness of the entire system‟s DSA. 
12. More information is not always better. Designers should reconsider the notion that 
presenting all of the information contained within a system will lead to enhanced levels 
of DSA. Each of the case studies conducted suggest that it is preferable to present user 
with only the information that they specifically require rather than all of the information 
that the system is capable of presenting. Bolia, Vidulich, Nelson & Cook (2007) suggest 
that the increased amount of information available does not necessarily mean that users 
of the data will make better decisions due to a number of factors, including that 
increases in quantity of information does not necessarily lead to an increase in the 
amount of relevant information, the fact that all data is not good data and that false data 
could be deliberately be fed into networks or data could be erroneous and also that data 
is only as good as its interpretation. 
13. Use filtering functions. When systems have displays containing movement and location 
information relating to distinct entities (e.g. enemy, friendly, neutral etc) on a map, it is 
important that the system allows the users to filter the display so that different classes of 
information only are displayed. This provision is also likely to support DSA 
development since the user can select the different pieces of information that they want 
the system to present together. 
14. Present SA-related information in an appropriate format. The systems in which the DSA 
approach is typically applied are complex, dynamic and information rich and the human 
elements of these systems need to assimilate and understand large volumes of 
information. It is therefore critical that systems are designed to that the information 
presented to users is in a format that is amenable to quick, efficient and accurate 
assimilation and understanding. The information presented should be in a format that 
facilitates DSA development. Endsley (2000) points out that designers must ensure that 
systems provide not only the information required by users, but also that the 
information is presented in a manner that us cognitively useable. 
15. Use procedures to facilitate DSA. This research has indicated that procedures are an 
effective means of facilitating DSA acquisition and maintenance through SA 
transactions. It is therefore recommended that procedures should be used to support 
SA transactions via encouraging the continual communication of DSA-related 
information around collaborative systems and also by structuring communications so 
that related information is communicated together. 
16. Test DSA throughout the system lifecycle. It is the author‟s opinion that DSA was not 
assessed throughout the system design lifecycle of some of the systems analysed during 
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this research. It is clear that DSA should be considered and tested where possible 
throughout the design lifecycle. DSA requirements should be used to drive the design of 
concepts, and concepts should be evaluated based on their ability to meet the DSA 
requirements of the end-users. 
10.8 Areas for Future Research 
Throughout the course of this research, a number of key areas for future research within 
the SA area emerged. A summary of these is given below. 
10.8.1  Distributed situation awareness versus shared situation awareness designs 
The ultimate aim of developing theory and measures, within HF circles at least, is to 
provide knowledge that enables systems and artifacts to be designed better so that 
human performance is enhanced and not inhibited. With the implications for system 
design outlined above, one pertinent avenue of further exploration is to develop and test 
compatible or DSA-based interfaces and devices. In particular, „compatible SA‟ oriented 
designs should be tested against „shared SA‟ oriented designs in order to evaluate which 
afford the higher levels of DSA in collaborative systems. 
10.8.2 Distributed situation awareness and sport? Further applications in other 
domains 
With any new model of human performance, it is important to develop a library of case 
studies; each new application can be used to validate the DSA approach and also to 
provide additional insight into the capabilities and limitations of the approach. In 
addition to the three domains focussed in this research others in the field have used this 
approach to assess DSA in the naval domain (Stewart et al, 2008), air traffic control 
(Walker et al, 2005), rail (Walker et al, 2006), road transport (Walker, Stanton, Kazi, 
Salmon and Jenkins, 2008) and the emergency services (Houghton et al, 2006). Within 
the realm of collaborative activity, this represents only a minute portion of the different 
domains present and it is therefore recommended that further DSA evaluations be 
undertaken across additional collaborative domains. Potential domains of inquiry 
include the nuclear power domain, civil aviation, team sports (e.g. football, rugby), the 
maritime domain and the gas and oil production domains. 
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10.8.3 What should go where? Further guidance for system designers 
Although this and other research (e.g. Endsley, Bolte & Jones, 2003) has attempted to 
prescribe guidance for collaborative systems designers, it is apparent that further, more 
specific guidance on how to design systems, interfaces and artifacts to enhance DSA is 
required. At present, the guidance presented here and in the literature is at a relatively 
high level, and further specific advice is required. It is therefore recommended that 
further investigation be used to formulate a series of specific and exhaustive DSA-
oriented system design guidelines. 
10.8.4 You won’t be aware of this! Prescriptive SA Models 
As with other HF constructs, the final frontier for SA is the ability to accurately predict 
it. The need for prescriptive SA models has been discussed by many in the area (e.g. 
Bryant, Lichacz, Hollands & Baranski, 2004; Endsley, 2004; Moray, 2004; Rousseau, 
Tremblay & Breton, 2004). The ability to predict, a priori, the level of SA afforded by a 
particular system or device design is an extremely powerful commodity. However, the 
provision of such models is likely to be extremely difficult and thus much more 
investigation is required. Endsley (2004) points out that “while a worthwhile goal…it is 
certainly a tall order for SA” (p. 329). It is therefore recommended that further research 
is expended in exploring the prediction of DSA in collaborative systems using the 
propositional network approach. 
10.8.5 Is my mobile phone aware? Awareness of humans versus technological 
agents 
The idea that technological agents are aware represents a significant departure from 
traditional models of team performance in complex collaborative systems and yet it 
forms a significant part of the DSA approach. This contention needs further 
exploration, notably in terms of what technological agents can be aware of in 
collaborative systems and also how best their „awareness‟ should be communicated to 
human agents in the system. 
10.8.6 Measuring distributed situation awareness: New probes and new metrics 
The propositional network approach used throughout this research is still relatively new 
and although it served its purpose here, it is recommended that further study is required, 
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not only to validate the approach further but also in methodological terms to investigate 
new means of analysing the networks developed. It is the author‟s opinion that the 
propositional network approach could potentially be extended in four areas.  
Firstly, one of the criticisms of the approach is that they do not provide a quantitative 
analysis of the quality of a system‟s DSA. Other SA measurement approaches tend to 
present some sort of quantitative analysis (e.g. SAGAT, SART). It is therefore 
recommended that investigation be made into how the propositional network approach 
can be modified so that DSA is quantitatively assessed.  
Secondly, at the moment propositional networks are a retrospective approach. Data 
either is collected during or post task performance and propositional networks are 
developed after the fact. The approaches utility would be strengthened significantly if it 
could be used, a priori, to construct propositional networks (before task performance). 
This would allow the approach to be used to analyse DSA during the early phases of the 
design lifecycle (i.e. when no product or system exists) and also to be used quantitatively 
(since pre-task propositional networks could be meaningfully compared with post task 
ones). 
Thirdly, it is the author‟s opinion that the data collection procedure used for 
propositional networks could be refined somewhat. Currently, input data is derived 
from observational study, verbal transcripts, HTA and/or standard operating 
instructions (either in combination or in isolation). It is the author‟s opinion that a set of 
specific probes designed to collect the data required for propositional networks could be 
developed, based on the experiences encountered during this research. Examples of the 
types of probes that could be used include: 
 What were the goals of the different agents involved throughout the scenario? 
 What activities did you (and the other agents involved) need to perform in order to 
achieve the scenario goals?  
 Describe the information/knowledge that each of the agents involved „needed to 
know‟ in order to accomplish their required tasks successfully. Where did this 
information/knowledge come from? 
 What plans, strategies, procedures (e.g. Standard Operating Procedures) and work 
instructions were used throughout the scenario? 
 What documents (e.g. Standard Operating Procedures, instructions, diaries, 
databases etc) were used by different agents throughout the scenario? 
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 What equipment (e.g. tools, technology, displays, controls, databases) was used, by 
yourself and by the other agents involved, during the scenario? 
 What specific locations were involved in the scenario (e.g. where were the agents 
located and where did the work activities take place)? 
 Which agents were involved in the scenario? 
 Of the agents involved, who did communications take place between throughout 
the scenario? What technology was used to mediate these communications? What 
was the content of these communications? 
 What assets/resources did each of the agents involved have at their disposal 
throughout the scenario? 
Fourthly and finally, further investigation is required into the use of additional metrics 
to analyse the propositional network outputs. At the moment, social network metrics 
such as centrality and sociometric status are used to identify key information elements. 
It is the author‟s opinion that the use of further social network metrics be investigated. 
For example, the following social network metrics could be used to further analyse a 
system‟s DSA, the network robustness metric refers to the degree to which a network 
can continue to function efficiently when one of its nodes is removed. This metric could 
be used to identify the impact on DSA when certain pieces of information are removed 
from a system. 
10.8.7 The distributed situation awareness design toolkit 
A DSA-based design process was presented based on this research. The next logical step 
is to provide software support for the DSA-design process. It is therefore 
recommended that a DSA-design software tool be developed. Such a tool could provide 
support for DSA requirements analysis, DSA design (e.g. provision of DSA design 
guidelines) and DSA analysis (e.g. propositional networks). 
10.8.8 There is no I in teamwork: Team processes and impacts upon distributed 
situation awareness 
Team performance is well defined in terms of the different processes underlying it (e.g. 
Salas, Sims & Burke, 2005). The literature reviews conducted as part of this research 
suggest that there has been only very limited investigation into the specific effects of 
each of these processes on team SA. For example, exactly what effect on team SA does 
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inadequate co-ordination, communication, mutual monitoring and team leadership 
have? Whilst many have alluded to the likely effects, (e.g. Salas et al, 1995) it is apparent 
that there has been little scientific investigation of these effects. It is therefore 
recommended that studies focusing on the impact that inadequate teamwork processes 
have on SA during collaborative activity. 
10.9 Closing Remarks 
Although not completely new to the field, I began this research facing the daunting task 
of trawling through the great expanse of disparate SA literature, making sense of the 
concept, devising appropriate ways of studying it in the real world and then contributing 
to its advancement. Through this research, I have learnt that SA is a critical commodity 
for teams working within in complex systems and, although inherently complex, that the 
concept can be meaningfully studied within real world collaborative environments. 
Perhaps more surprising to me is the fact that, despite its importance, there appears to 
be little specific consideration given to how SA in collaborative environments can be 
enhanced by system designers; rather the principle of simply providing users with the 
totality of information contained within the system seems to be the status quo for 
designers. Encouragingly, this research indicates that simple measures can be taken to 
ensure that system designs enhance, rather than inhibit, SA during team performance 
and it is hoped that, through publication of SA-related research, knowledge of these 
measures can be meaningfully communicated to system designers. 
It is my hope that this thesis has provided a significant contribution to knowledge in the 
area, both in terms of how team SA should be viewed, how it can be assessed, and what 
measures can be taken to enhance it. In particular, I hope that the model and method 
advocated by this research are taken, applied and advanced further by other researchers 
and that ultimately collaborative systems benefit from the resultant knowledge. 
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