The process of Ultra High Definition TV videos requires a lot of resources in terms of memory and computation time. In this paper we consider a block-propagation background subtraction (BPBGS) method which spreads to neighboring blocks if a part of an object is detected on the borders of the current block. This allows us to avoid processing unnecessary areas which do not contain any object thus saving memory and computational time. The results show that our method is particularly efficient in sequences where objects occupy a small portion of the scene despite the fact that there are a lot of background movements. At same scale our BPBGS performs much faster than the state-of-art methods for a similar detection quality.
Introduction
Foreground detection is a key task for multiple computer vision systems as it provides valuable information about objects' position and shape in the scene. The two major applications which can benefit from it are in the fields of augmented reality systems and in the field of video surveillance for object tracking, behavior recognition, person counting, etc. This subject has been studied for the last thirty years, however the resolution of the video used for testing algorithms has been confined to standard definition (SD) of 640 × 480 pixels at most. With the increase of mobile devices and the appearance of Ultra High Definition TV (UHDTV), there is a need for more efficient algorithms able to deal with very big video sources at a acceptable computing cost. Indeed, the 8K UHDTV [3] which has a definition of 7680 × 4320 pixels, will make its start in 2020 and will require adapted detection systems. In a recent synthesis work of Sobral [5] , almost thirty background subtraction (BGS) systems have been compared on their speed, memory consumption and detection quality. Some of the most noticeable algorithms are the Pixel-Based Adaptive Segmenter (PBAS) [1] introduced by Hoffmann et al. in 2012, the Multi-layer BGS [8] of Yao and Odobez in 2007, the Gaussian average [7] of Wren et al. in 1997 and the Mixture of Gaussian [2] proposed by Kaewtrakulpong and Bowden in 2001. Three out of four of those algorithms are statistical methods based on one or multiple Gaussians and also based on color and texture features. The PBAS distinguishes itself by being a non-parametric approach.
We propose here a Block-Propagative Background Subtraction (BPBGS) method which, starting from a seed-block, will propagate the detection to neighboring blocks in the cases where there 1 Graduate School of Information, Production and Systems, Waseda University, Kitakyushu, Fukuoka 808-0135, Japan a) axel.beaugendre@fuji.waseda.jp are foreground pixels detected on one or multiple borders of the current block. The seeds are the positions of the detected objects (or blobs) from the previous frame. The major asset of this work is that it focuses only on areas where objects are most likely located and the areas without objects are not processed at all, thus saving a great amount of computational time and memory resources. This propagative approach allows us to deal with ultra high definition images at a low cost since only the blocks around the seeds will be processed. First we present our blockpropagative background subtraction method in Section 2. Then we will compare our algorithm with some state-of-art works in Section 3. Finally conclusions are given in Section 4.
Block-Propagative Background Subtraction

Block Detection
In order to work reliably, a full frame object detection is required to obtain the first foreground objects (also called blobs) which will be used as starting seeds in the block-propagative mode. Later, this full detection will occur every Δ r frames in order to potentially detect new objects and avoid to have too much discrepancies. The refreshing period Δ r should be set in adequacy with the frame rate (fmr) of the video, a too small value might be unproductive as the state of blobs will be updated needlessly. Empirically we set the refreshing period to Δ r = 2/3 × fmr.
For the rest of the frames, the blobs B t−1 obtained from the previous frames f t−1 will become seeds for the block propagation. The frame is virtually cut out into W × H blocks of equal dimensions width × height. The size of the block has a big influence on the propagation. If the block is too big then we might process more than enough area and, on the contrary, if the blocks are too small then there is a chance to not detect some parts because of fragments which would be in a different block. 
For all blobs B t−1 , once the seed block coordinates are set, the local detection on the seed blocks begins. First the region R(x b , y b ) where the block is located needs to be checked. For that purpose, we create an history map which will save the blocks already processed. The map is an image of the same size as the input image and will be kept and updated during all the current frame process. One pixel on each border (top, bottom, right, left) is enough to determine if a block has been already processed. If it is the case then the detection process stops right there for this block. If on the contrary the block has not been processed yet, we update the history map with the current block and the detection can continue. The block is used as a region of interest which is first extracted from the input image. Then a classic static background subtraction is effectuated followed by morphological operations (open and close) and by a label of connected components. Figure 1 presents the flowchart of the block detection.
Block-propagation
The main asset of the proposed method is its recursive aspect. Indeed, the next step is the propagation of the detection to neighboring blocks. If there are objects adjacent to one or multiple borders, then it means that it is very likely that the object is truncated and that the rest of the object is on the other side of the border. Depending on the situation, the block can propagate the detection in a maximum of four directions: top, bottom, right and left. For each direction D in which the block will propagate, the position of the next block B D (x, y) is calculated and the call for the next block detection is launched. The neighboring blocks' processes are parallelized to converge more quickly. As seen previously, the region of the block is verified through the history map before actually processing the block, therefore there cannot be multiple instances processing the same block at the same time. Also the history map is updated by all instances and it is protected during the updating process. An example of the propagation can be seen in Fig. 2 . The detection expands little by little to neighboring blocks until there is no foreground pixel on any block border.
Experimental Results
We tested our method with an 8K UHDTV sequence from Ref. [3] , the scene of the field. It is a 704 frames (12960-13664) long video in which children run through a rice field. The video is subject to a heavy background noise due to the crops' movements. The 8K ground truth frames are available at * 1 . In order to compare our work to state-of-art methods, we used the BGSLibrary [4] . We chose four methods among the best methods mentioned in Ref. [5] : the PBAS, the MultiLayerBGS, the DPWrenGABGS and the MixtureOfGaussianV1BGS.
The parameters used are as follow: Δ r = 40, T = 30, (W 270 = 16, H 270 = 9), (W 1080 = 32, H 1080 = 18), (W 4K = 48, H 4K = 27), (W 8K = 32, H 8K = 18). We developed in C++ with the OpenCV library * 2 and OpenMP 2.0 * 3 , the computer used is a Quadcore i7@2.83 GHz with 4 Go of RAM. In order to compare the different methods, we evaluated the performance with the number of foreground pixels classified as foreground also called True Positive (TP), the number of background pixels classified as background or True Negative (TN), the number of False Positive (FP) which are background pixels classified as foreground and the number of foreground pixels classified as background or False Negative (FN). To measure the static quality metrics we computed different metrics: the Recall or detection rate which focuses on missed detection or false negative
the positive prediction or Precision (Pre.)
which takes into account the background noise and incorrect detection or false positive. Moreover, the Similarity measure considers both incorrect and miss detections:
We measured another metric which uses the pixels metrics, the F-score which is the weighted harmonic mean of Precision and Recall is defined by
Additionally we compute the perceptual measure SSIM (Structural SIMilarity) [6] : 
The computational speeds of the methods which include the label of connected components is measured in frames per second (fps). Table 1 presents the comparison of our BPBGS to the stateof-art algorithms using the metrics we just introduced. In order to show the efficiency of our work we tested our method with multiple scales: 270 p, 1080 p, 4K and 8K. However, the other algorithms we tested on the sequence could not support scale above 270 p. Indeed, above this size the algorithms were either unable to process due to lack of memory or the processing time was unreasonable. For example the MultiLayerBGS was processing a single 1080 p frame in more than 15 min (0.001 fps). The sequence being very subject to background noise, the precision which takes into account the number of pixels incorrectly detected as foreground is very important. We can see in Table 1 that our proposals, which do not process the entire frame, are much less affected by the background noise. On the contrary, the Recall rate is lower for our BPBGS, especially for higher scales. The reason lies in the fact that some fragments might appear if the missing junction is on a border, meaning no foreground pixels on the border of a block, then the detection is not propagated. If we look at the F-score which takes into account both miss and incorrect detection rates, we can see that our BPBGS is headto-head with the PBAS and above the MultiLayerBGS. We also obtained better results by the perceptual measure SSIM with all the different scales used. Last and most importantly, our proposals perform much faster than the state-of-art algorithms. Except for the original UHDTV scale of our BPBGS which runs at 1 fps, our proposals are much faster than the 270 p version of the other methods. We even reach real-time despite including the label process which is essential to applications such as tracking. Figure 3 shows a visual comparison of the state-of-art methods and our BPBGS. Despite having some remaining background noise, our proposals of HD and UHDTV scales fit better the ground truth shape than the other works and detect the correct shape of the arm of the child on the right of the image (Fig. 3 (h)-3 (j) ).
Conclusions
The block-propagative background subtraction method proposed in this paper is a fast and efficient way to detect foreground objects in high and ultra high definition videos. By recursively propagating the local block-detection to neighboring blocks, it is possible to avoid processing most of the unnecessary areas. The method obtains similar quality results compared to state-of-art background subtraction algorithms while being much faster than them. It can reach the speeds of 24 fps for the 270 p scale from the re-scale to the connected component label. For the process of the original 8K scale, the BPBGS performs at a speed of 1 fps, which is already faster than the speed of the best state-of-art algorithm on a 1080 p video. For the future work, we would like to extend this block-propagation method with more advanced and stronger background subtraction algorithms without losing too much speed in the process.
