We propose an algorithm for the automatic acquisition of a bilingual lexicon in the legal domain. We make use of a parallel corpus of bilingual court judgments, aligned to the sentence level, and analyse the bilingual context profiles to extract corresponding legal terms in both languages. Our method is different from those in past studies as it does not require any prior knowledge source, and naturally extends to multi-word terms in either language. A pilot test was done with a sample of ten legal terms, each with ten or more occurrences in the data. Encouraging results of about 75% average accuracy were obtained. This figure does not only reflect the effectiveness of the method for bilingual lexicon acquisition, but also its potential for bilingual alignment at the word or expression level.
Introduction
In this study, we propose an approach for acquiring legal term translations from parallel corpora, by analysing bilingual context profiles.
Following the implementation of legal bilingualism in the 90's, Hong Kong has experienced an increasing demand for authentic and high quality legal texts in both Chinese and English. In view of this, the Electronic Legal Documentation/Corpus System (ELDoS) project was initiated in 2000.1 ELDoS is essentially a bilingual legal document retrieval system which provides a handy reference for the preparation of legal texts, Chinese judgments in particular (Kwong and Luk, 2001; LISRC, 2001 ).
The data in ELDoS come from two sources: a parallel corpus of original court judgment texts, in Chinese and English, and a bilingual glossary of legal terms derived from these judgments. According to many legal professionals, different terminologies are in fact used for different genres of legal documents such as statutes, judgments, and contracts. Hence for robustness and authenticity, the glossary in ELDoS is based on the corpus rather than any existing bilingual legal dictionary.
The compilation of the bilingual glossary from the judgments is thus one of the main tasks in the project. However, identification of legal terms and relevant concepts by humans depends to a large extent on their sensitivity which is, in turn, based on personal experience and legal knowledge. So not only is the process labour intensive, the results are also seriously prone to inconsistency. More importantly, inconsistency is to be avoided in the legal domain where language use should be precise and absolute. Naturally, one way to facilitate the process is to seek automatic means to extract the relevant bilingual terms from texts. Past studies in this area mostly dealt with English and other Indo-European languages, and only few with English and Chinese.
In this study, we start with a list of Chinese legal terms extracted by a simple but effective method tailored to the characteristics of Chinese legal texts (Kwong and Tsou, 2001) . For each of these ELDoS is a joint project between the City University of Hong Kong and the Judiciary of the Hong Kong Special Administrative Region (HKSAR).
Chinese terms, we attempt to automatically identify their English equivalents by analysing the context profiles in the bilingual texts.
The rest of this paper is organised as follows. In Section 2, we review past studies on term extraction and bilingual lexicon acquisition. In Section 3, we discuss the characteristics observed for Chinese legal terms which past studies had not addressed. In Section 4, we present the proposed mechanism for acquiring bilingual legal terms, with examples for illustration. In Section 5, we report on a pilot testing of the proposed method and discuss the results, before concluding in Section 6.
Related Work
On monolingual term extraction, Smadja (1993) developed Xtract to learn collocation patterns within small windows, taking the relative positions of the co-occurring words into account. Lin (1998) extracted English collocations from dependency triples obtained from a parser, using mutual information to filter triples which were likely to have co-occurred by chance.
Amongst the few relevant work on Chinese, Fung and Wu (1994) attempted to augment a Chinese machine-readable dictionary by collecting Chinese character groups from an untokenised corpus statistically. They modified Smadja' s Xtract to CXtract for Chinese, starting with significant 2-character bigrams within a window of ±5 characters and seeding with these bigrams to match for longer n-grams. The corpus is made up of transcriptions of the parliamentary proceedings of the Legislative Council (LegCo) of Hong Kong. On average over 70% of the bigrams were found to be legitimate words and so for about 30-50% of other n-grams. With the extracted terms, they were able to obtain a 5% augmentation for a given Chinese dictionary. On the other hand, Kwong and Tsou (2001) applied simple collocation extraction techniques on a word-segmented corpus of Chinese court judgments. They found that simple methods, with slight adjustment to accommodate for the characteristics of Chinese legal terms, are as effective and the results could supplement a manually constructed glossary from the same set of data.
Extending from monolingual collocations, bilingual translation lexicons can be acquired (e.g. Wu and Xia, 1995; Smadja et al., 1996; Fung, 1998) . This is particularly useful in machine translation, and is also pertinent to our setting. Wu and Xia (1995) , for instance, learned translation associations between English words and individual Chinese characters, • and obtained "encouraging but unsatisfactory" results, as they claimed. They also made use of terms extracted by CXtract to learn collocation translations for English words from the bilingual LegCo proceedings, reporting a precision of about 90%. Also using purely statistical methods, Fung (1998) discussed an algorithm, Convec, to extract bilingual lexicons from non-parallel corpora. To find the Chinese translation of an English word, she compared the context vector of the English word with the context vectors of all Chinese words for the most similar candidate. She reported a 30% accuracy if the top-one candidate was considered, and the accuracy was more than doubled if the top-20 candidates were taken.
However, we find that the above methods for bilingual lexicon acquisition are limited in at least three ways. First, they need some existing general bilingual lexicons as bridges in the extraction process. Second, since they are purely statistically based, very large corpora are required, and data sparseness is still an obstacle. For example, Fung (1998) found that the precision on term extraction from a large corpus was much higher than that from a small corpus. Notwithstanding that, the above methods are apparently restricted to single English words. As we will see in the next section, these methods would not be sufficient for the extraction of legal terms for practical uses.
For about 150 years, the legal system in Hong Kong operated through English only. It is not until these few years that parallel Chinese versions of legal documents are produced. Hence there are few established standards on how some legal concepts in the Common Law tradition should be expressed in Chinese, and the rendition of such English terms in Chinese inevitably leads to innovative use of Chinese expressions.
Meanwhile, a legal term glossary does not only contain single-word terms, but also longer expressions for relevant legal concepts. Legal concepts are not always lexicalised. For instance, the action of filing a lawsuit against someone is lexicalised as "sue" in English or "Ka in Chinese. But apparently there is no simple term for the action resulting in the status of "assault occasioning actual bodily harm" or "fiq-jq [RitA4frjr z. 2-14" except to use the whole expression as it is.
Thus partly as a lack of cross-lingual parallel lexicalisation and partly to do with a translator's style, a concise .English term can correspond to a long and complex paraphrase in Chinese, and the reverse can also be true. For example, an English term can be of a simple modifier-head structure such as "procedural irregularity", but the Chinese translation -fk1 .E./Tit-q*At2 -is more complex.
Hence we see that the compilation of a legal term glossary is much more complicated than that of a general lexicon. Very often the entries to be included are not single-word terms, and their lengths may differ considerably between Chinese and English. In this study, we therefore propose an approach for the extraction of bilingual legal terms, which makes use of the consistency observed in legal translation, and avoids the problems which are likely to be met by existing methods.
The Proposed Mechanism and Examples
The algorithm we propose for acquiring bilingual legal glossary models the process of corpus-based construction of bilingual dictionaries. In general, parallel corpora are used and bilingually equivalent terms are identified from analysing context profiles of parallel concordances. We also take advantage of the characteristics of bilingual legal texts and make the following assumptions:
(1) Bilingual legal texts form relatively clean parallel corpora, in the sense that the alignments are expected to be neat, with few insertions and deletions.
(2) Legal terms, be they simple or compound, tend to be translated more consistently than general terms. Figure 1 shows a schematic representation of our proposed approach, the rationale of which is explained below.
Our approach starts with the bilingual corpus aligned up to the sentence level. As said, bilingual corpora in the legal domain are relatively clean corpora. Sentences can often be one-to-one aligned. Given that legal terms are not always cross-lingually lexicalised in similar ways, as discussed in Section 3, term length and position in a sentence might not be reliable parameters for alignment at a level finer than sentence. Moreover, many important legal concepts are expressed in compound terms or phrases. Hence it would be desirable if these terms were located in one language first, before finding their equivalents in the other language, so that we do not need to restrict ourselves to single-word terms. Within the concordances, a given term often has higher frequency than other co-occurring words. 3 Since terms in legal texts are more likely to be consistently translated, which is another characteristic of legal translation as mentioned, the source concordances should share a comparable context profile, i.e. frequency distribution, with the target concordances. That means words in the target concordances forming the equivalent term should share a similar frequency with the source term. Hence, by analysing the context profiles, we can identify the words in the target language which are likely to be expressing the concept of the source term. respectively. These Chinese terms were extracted automatically by the algorithm in Kwong and Tsou (2001) . Some bilingual concordances are also shown. As can be seen, the top frequency words in the 114
English context profile often form compound terms in the English texts, or they are part of a relevant phrase spanning a small window.
(1) AMA* (Starting point) Hence we suggest an algorithm as follows:
Step 1 Run the Chinese term extraction algorithm on the word-segmented Chinese half of the bilingual corpus.
Step 2 For an extracted Chinese (compound) term, mark it as a single unit in the original corpus and retrieve its concordances (source concordances).
Step 3 Retrieve all corresponding, aligned sentences from the English half of the corpus (target concordances). Words should be counted in their lemmatized forms.
Step 4 Delete all stop words from both the Chinese and English concordances.
Step 5 Perform a word frequency analysis from the concordances and rank the results.
Step 6 Define a frequency threshold as T*source frequency and a small window size w. For a given T, pick the words in the context profile of the target concordances above the threshold. Locate these words in the original concordances and mark off their co-occurring patterns within a window of size w. The longest string spanning over w forms a candidate translation of the original Chinese term.
Our method is thus different from those described in Section 2 in the following regards:
(1) It is not restricted to single-word terms. Starting from compounds in the source language, it looks for equivalents in the target language.
(2) Although more evidence would be desirable from a large corpus, the method does not inherently require a large corpus to start with. As the examples above illustrate, it works well even with only a few concordances.
(3) No prior knowledge source (e.g. online word lists, existing bilingual dictionaries, etc.) is required.
Pilot testing and discussion
A pilot testing of the method proposed in the last section was done. To start with, ten Chinese legal terms (all compound terms) were randomly selected from those extracted automatically by Kwong and Tsou (2001) . The samples contain terms of different lengths and structures. The same set of corpus data, which consists of about 100K Chinese characters and their corresponding English portions of authentic Hong Kong court judgments, was used in the current study. Testing was done with different values for the parameters T (0.8 and 0.9) and w (n, n+1, n+2 and n+3, where n is the number of English words crossing the frequency threshold).
With the selected Chinese terms, the algorithm described in Section 4 was run. Accuracy was measured in terms of the amount of candidate translations extracted being the correct candidates. The results are summarized in Table 1 .
As seen in Table 1 , the results are in fact very encouraging. The algorithm correctly identifies the English equivalents of many Chinese terms under test. The extracted terms are not restricted to any particular length or structure. In most cases, the results are similar with T set at 0.9 or 0.8. However, it is still marginally better with a higher T, to include only the most salient words. As for the variation of w, a wider window seems to introduce more noise, but that also seems to depend on the length and complexity of the term in question. Generally speaking, the optimal combination in our experiment is 0.9 for T and n+1 for w, which results in an average accuracy of over 75%.
In addition, we observe the following interesting phenomena and problems, which call for further refinement of the algorithm as well as post-processing steps to clean up the results. We will discuss below how our method might be improved.
• Pattern Generalisation Some generalisation from the translation candidates would be needed. For example, the different renditions found for mi -w4A", including "allow the appeal", "appeal be allowed", "allowing the appeal", and "appeal is allowed", are essentially the variants of the same English V-0 pattern, namely "allow appeal". To make an informative bilingual glossary, we need both the root form as well as the more frequent form found in real data, i.e. the corpus per se.
• Further Significance Testing Although T could be varied, it is possible that words other than the relevant ones also cross the frequency threshold. On the one hand, these words, although not part of the correct translation, are very strong collocates of the term in question. On the other hand, these words might in fact be frequent throughout the corpus, and their association with the term in question is not significant. As a result, even though our method can get rid of most irrelevant words at an early stage, the significance of the remaining ones and their association strength are still worth attention. Our samples on "j m" give an ideal illustration. The correct translation for the term is "jurisdiction", but it always co-occur with "court", which is nevertheless extremely abundant in the whole corpus.
• Other Supplementary Parameters Sometimes more than one translation candidate would be found within the same concordance line, but the original Chinese term only appeared once on the Chinese side. For instance, in the first example below, the correct translation, "lawful order", was found twice on the English side where there was only one Mpt--1-1" in the Chinese sentence. On the other hand, in the second example below, two different candidate English terms, "Court of Appeal" (incorrect) and "allowed the appeal" (correct), were found for the Chinese term "±IMM". In these cases, it is apparent that some ways have to be established to decide on the exact correspondences. Relative position might be one criterion, although not always reliable with two languages so different in nature. Alternatively, since we would not just focus on one or two terms in the whole corpus, it is very likely that "Court of Appeal" had already been identified as the translation for another term: "E-4iAft". So by cross checking with other terms and their translations, we might be able to filter out some invalid candidates. In many cases, the corresponding English rendition for "N$M-fri .i>nf,,M" ("enforcement of a
Convention award") is identified as "enforcement of the award". This is acceptable from the perspective of bilingual alignment, and in fact it is a perfect match in this context. The accuracy of the method, therefore, does not only reflect the effectiveness of the method for bilingual lexicon acquisition, but also hints on its potential for bilingual alignment at the word or expression level. However, "enforcement of the ward" is not the precise translation for the term out of context. The reason for such a mismatch is that the definite description "the award" must be referring to some aforementioned "Convention award". Hence, to improve the precision of the term extraction process, either the anaphors have to be resolved beforehand, or discarded from the candidates. 6 
Conclusion
Thus in this paper, we have proposed a mechanism based on bilingual context profiles for the automatic extraction of bilingual legal terms. Not many past studies discussed the problem between English and Chinese. Our algorithm, unlike other past methods, does not require any prior knowledge source and is not limited to single-word terms. The only resource needed is a sentence-aligned parallel corpus. Our pilot experiment has demonstrated the plausibility of the algorithm, with an average accuracy of about 75%, and in fact above average for many test instances. Our next step is to fine-tune the algorithm, with regard to the various points discussed in Section 5, and then apply it on a larger scale. 
