In this paper, we focus on the optimal cubic-order family of iterative schemes considering the basins of attraction when the multiplicity is known. In addition, we experiment with the 3 methods to solve 4 different test equations having roots with various multiplicities.
Introduction
There are relatively few iterative methods to find the multiple roots of nonlinear equations when the multiplicity is known [1] , [2] , [3] , [4] . To guarantee the convergence of an iterative method, it is one of the most important things to take a good initial value close to the desired zero of the given nonlinear equation [6] , [7] . Here we focus on the optimal cubic-order family of iterative schemes considering the basins of attraction [9] , [17] .
Let f : C → C have a multiple root α with integer multiplicity m ≥ 1 and be analytic in a small neighborhood of α. Assume that β is a fixed point of f . Then the basin of attraction of β consists of all x such that f
[n] (x) → β as n increases without bound, where f
[n] is the nth iterate of f [13] , [14] . We m are controlled parameters to be selected to guarantee the third order of convergence.
Numerical examples
We describe the dynamical behavior of iterative methods (1), (2) and (3) and experiment with the 3 methods to solve 4 different test equations having roots with various multiplicities [11] , [12] , [13] , [14] . The numerical results such as the average number of iterations per point, the number of divergent points and CPU time are displayed in Table 1 . In all the cases, a 6 by 6 square region is centered at the origin including all the zeros of the test polynomial functions. A 600 × 600 uniform grid in the square is taken to mark initial points for the iterative methods to illustrate basins of attraction. Each grid point of a square is colored diversely according to the iteration number for convergence and the root it converged to α. The point is colored in black if the method do not converge after 40 iterations. We can figure out if the method converged within the maximum number of iteration allowed and if it converged to the root closer to the initial grid point [16] , [17] .
For plotting the complex dynamics of (1), (2) and (3) with the desired basins of attraction, we take various polynomials having multiple roots with multiplicity m = 2, 4, 5, 6. Statistical data for the basins of attraction are tabulated in Table 1 . In this table, abbreviations CPU, TCON, AVG and TDIV denote the value of CPU time for convergence, the value of total convergent points, the value of average iteration number for convergence and the value of divergent points.
In the first instance, we have taken the following polynomial
2 whose roots z = −0.341164 ± 1.16154i, 0.682328 are all with multiplicity m = 2. Based on Table 1 and Figure 1 , we realize that the method NS is better in view of AVG and MG is better in view of TDIV. As can be seen in Figure 1 , the method LM has shown considerable amount of black point. These points causing divergence behavior were expected from the last column of Table 1 .
As our next sample, the polynomial P 2 (z) = (z 2 − z) 4 has the roots z = 0, 1 of multiplicity m = 4. The results are listed in Table 1 and Figure 2 . The method LM is best in veiew of CPU and TDIV. As can be seen in Figure 2 , MG has shown considerable amount of black point.
As the third example, we choose the polynomial P 3 (z) = (z 3 + 5) 5 with roots z = ±2.23607i and multiplicity m = 5. The results are listed in Table  1 and Figure 3 . The method LM is best in view of CPU and TDIV. The worst result for CPU is by NS.
In the last example, we use the following polynomial
whose roots z = −1.5 ± 1.65831i are with multiplicity m = 6. The results are presented in Table 1 and Figure 4 . The method LM is best in view of CPU and TDIV . The left for NS , the center for LM and the right for MG, for the roots of the polynomial The left for NS , the center for LM and the right for MG, for the roots of the polynomial 
