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Einleitung
Ende der 70-er Jahre wurde ein u¨berraschender und zuna¨chst unerkla¨rlich erscheinender
Zusammenhang zwischen Fourierkoeffizienten von Modulfunktionen und Dimensionen ir-
reduzibler Darstellungen der gro¨ßten sporadischen einfachen Gruppe, dem Monster, ge-
funden. Eine teilweise Erkla¨rung fand dieses
”
moonshine“ genannte Pha¨nomen Mitte
der 80-er Jahre mit Hilfe der Vertexoperator-Algebren. In der vorliegenden Arbeit wer-
den selbstduale Vertexoperator-Superalgebren untersucht, dies sind Vertexoperator Super-
algebren mit genau einer irreduziblen Darstellung. Die Vertexoperator Superalgebren
haben neben der Theorie der Modulfunktionen und endlichen Gruppen Verbindungen
zu vielen weiteren Strukturen in Mathematik und Physik, wie affinen Kac-Moody Al-
gebren, elliptischen Geschlechtern, Operaden und konformen Quantenfeldtheorien. Ein
Leitgedanke der Arbeit ist die Analogie zwischen Codes, Gittern und Vertexoperator Al-
gebren, die auch den folgenden Satz motivierte, eines der Hauptresultate der Arbeit:
Satz: Es existiert eine Vertexoperator-Superalgebra VB ♮ vom Rang 231
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auf der das
Babymonster B — die zweitgro¨ßte sporadische endliche einfache Gruppe — in natu¨rlicher
Weise operiert. Sie besitzt den Charakter
χVB ♮ = χ
47
1/2 − 47χ231/2 = q−
47
48 (1 + 4371 q3/2 + 96256 q2 + 1143745 q5/2 + · · ·),
wobei χ1/2 =
√∑
n∈Z q
1
2
n2/(q1/24
∏∞
n=1(1− qn)).
Diese Babymonster Vertexoperator-Superalgebra ist das Analogon zum ku¨rzeren Golay
Code bzw. zum ku¨rzeren Leechgitter. Das Hauptanliegen der Arbeit ist aber allgemeiner
und besteht in der Entwicklung einer neuen Methode zur systematischen Klassifikation
der selbstdualen Vertexoperator-Superalgebren. Das oben angegebene Resultat ordnet
sich so in das in diesem Zusammenhang erzielte Klassifikationsresultat fu¨r die spezielle
Klasse der extremalen selbstdualen Vertexoperator-Superalgebren ein.
Wir geben in der Einleitung zuerst eine kurze Einfu¨hrung in die verschiedenen Aspekte der
Theorie und erla¨utern den von uns gewa¨hlten Zugang. In einem erga¨nzenden Abschnitt
werden einige der Zusammenha¨nge zu anderen Gebieten beschrieben, die diese Arbeit
motiviert haben. Dort werden auch einige der zugeho¨rigen Begiffe erla¨utert. Schließlich
geben wir eine Zusammenfassung u¨ber den Aufbau der Arbeit und der erzielten Resultate.
Der vor allem hieran interessierte Leser sollte gleich mit diesem Abschnitt beginnen.
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Einfu¨hrung in die Theorie der VOAs und die vorliegende Arbeit
Die Theorie der Vertexoperator-Algebren (VOAs) wurde vor etwa zehn Jahren von R. Bor-
cherds [Bor86] sowie I. Frenkel, J. Lepowsky und A. Meurmann [FLM88] eingefu¨hrt, um
einen Mondscheinmodul V ♮ fu¨r das Monster [Gri82] — der gro¨ßten sporadischen end-
lichen einfachen Gruppe — zu konstruieren und damit Teile des als Monstrous Moon-
shine bekannten Pha¨nomens [CN79] zu verstehen. Gleichzeitig sind VOAs die mathe-
matische Pra¨zisierung des physikalischen Begriffs der Chiralen Algebra einer konformen
Quantenfeldtheorie [BPZ84].
Die wesentlichen Daten einer Vertexoperator-Superalgebra (SVOA) sind ein graduierter
komplexer Vektorraum V =
⊕
n∈ 1
2
Z≥0
Vn mit endlichdimensionalen Vn, zusammen mit
einer linearen Abbildung Y (., z) : V → End(V )[[z, z−1]] von V in den Vektorraum der
formalen Laurentreihen mit Koeffizienten in den Endomorphismen von V und zwei aus-
gezeichneten Elementen 1 ∈ V0 und ω ∈ V2. Die Reihen Y (v, z) fu¨r Elemente v aus V
werden als Vertexoperatoren bezeichnet.
Zusa¨tzlich zu einer Reihe von Endlichkeitsbedingungen gelten zwei Hauptaxiome. Das
eine ist die Kommutativita¨t der Vertexoperatoren:
Y (u, z1)Y (v, z2) ∼ ±Y (v, z2)Y (u, z1),
wobei die Tilde ∼ so zu verstehen ist, daß es eine natu¨rliche Zahl n gibt, so daß nach
Multiplikation beider Seiten mit (z1−z2)n eine Gleichheit zwischen formalen Laurentreihen
besteht. Die technische Schwierigkeit hier ist, daß Reihenentwicklungen von (z1−z2)−n in
verschieden Gebieten von C2 verglichen werden mu¨ssen. Das andere Hauptaxiom betrifft
das Element ω. Die Koeffizienten des Vertexoperators Y (ω, z) =
∑
n∈Z Lnz
−n−2 sollen
eine Darstellung der Virasoroalgebra bilden:
[Ln, Lm] = (m− n)Lm+n + 1
12
(m3 −m)δm+nc · idV .
Die reelle Zahl c wird als der Rang der VOA bezeichnet. Die Operation der Virasoro-
algebra muß mit der Vertexoperator Abbildung Y (., z) vertra¨glich sein, was durch die
Beziehung
d
dz
Y (v, z) = Y (L−1v, z), fu¨r v ∈ V
gefordert wird.
Der Schwerpunkt der bisherigen mathematischen Forschung auf diesem Gebiet lag einer-
seits in der Konstruktion spezieller Beispiele, wie VOAs zu Ho¨chstgewichtsdarstellungen
von affinen Kac-Moody Algebren [FZ92] oder der Virasoroalgebra [Wan93], und anderer-
seits in der Entwicklung der allgemeinen Theorie, insbesondere einer Darstellungstheorie
fu¨r VOAs sowie mo¨glichen Verallgemeinerungen der Struktur wie Vertexoperator-Super-
algebren (SVOAs) oder, noch allgemeiner, abelschen Intertwineralgebren [DL93].
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Die allgemeine Theorie umfaßt die Entwicklung der Darstellungstheorie mit den Begrif-
fen Modul, Intertwineroperator [FHL93] und Tensorprodukt [HL94c, Li94] sowie ei-
ne geometrische Interpretation mit Hilfe des Modulraumes punktierter Riemannscher
Fla¨chen [Hua91] und durch Operaden [HL94b]. Da sich Fla¨chen ho¨heren Geschlechtes
durch Zusammenkleben 3-fach punktierter Spha¨ren erhalten lassen, sollten Eigenschaften
fu¨r ho¨heres Geschlecht, wie z.B. in den Arbeiten [Zhu90, Zhu94], sich als Folgerungen
ergeben.
Wir werden in dieser Arbeit auf den geometrischen Standpunkt und den Zusammenhang
zu Operaden nicht weiter eingehen. Das einzige wichtige Resultat, das wir aus der Theorie
fu¨r ho¨heres Geschlecht beno¨tigen, ist das Modultransformationsverhalten des Charakters
χV = q
− c
24
∑
n∈Z
dimVn · qn
einer VOA V sowie der Charaktere ihrer Moduln [Zhu90] und die Verallgemeinerung fu¨r
SVOAs.
Die natu¨rliche Frage nach der Klassifikation von SVOAs ist von der mathematischen
Seite bislang noch kaum untersucht worden. Fu¨r die Vektoren in V1/2, V1 oder V2 einer
SVOA V ist bekannt, daß sie unter gewissen Bedingungen (S)VOAs erzeugen, die zur
unendlichdimensionalen Clifford, zu affinen Kac-Moody bzw. Virasoro Algebren assoziert
sind. Systematische Klassifkationsansa¨tze sind bisher allerdings noch nicht entwickelt
worden, zumindest nicht von der mathematischen Seite. Eine Klassifikation aller VOAs
wird auch nicht mo¨glich sein: Jedes gerade Gitter definiert eine VOA und schon die
selbstdualen geraden Gitter ab Rang 32 sind nicht mehr explizit zu klassifizieren, da ihre
Anzahl fu¨r ho¨here Ra¨nge sehr stark anwa¨chst.
Andererseits wurde schon in [FLM88] fu¨r die Monster-VOA V ♮ vom Rang 24 vermu-
tet, daß sie die einzige selbstduale VOA vom Rang 24 mit V1 = 0 ist. Diese — bisher
noch nicht bewiesene — Eigenschaft wa¨re das Analogon entsprechender Aussagen fu¨r den
Golay Code und das Leechgitter in Dimension 24. Ganz allgemein scheint eine tieferlie-
gende, nicht restlos verstandene Analogie zwischen Codes, Gittern und VOAs zu bestehen
(vgl. [God89]), wenn auch Codes und Gitter und ihre Beziehung untereinander recht gut
verstanden sind. Es existiert eine injektive Abbildung von der Menge der Codes in die
der Gitter sowie — in einem na¨chsten Schritt — eine injektive Abbildung von der Menge
der Gitter in die der VOAs. Trotzdem sollte jede der drei Objektklassen auch fu¨r sich
untersucht werden, da jede der drei ihre eigene Hierarchie an Resultaten besitzt.
Schellekens [Sch92] hat eine Liste von 71 VOAs angegeben, die vermutlich alle selbst-
dualen VOAs vom Rang 24 beschreiben, allerdings ist nur fu¨r einen Teil der Liste die
volle VOA-Struktur konstruiert, und die Klassifikationsmethode bedarf noch einer ma-
thematischen Rechtfertigung. Dieses Resultat ist das Analogon der Klassifikation der
selbstdualen geraden Gitter vom Rang 24 durch Niemeier [Nie73, CS93] und eines ents-
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prechenden Resultates fu¨r Codes (9 Codes, [MS77]). Selbstduale ungerade Codes und
selbstduale ungerade Gitter sind ebenfalls bis zum Rang 24 klassifiziert (s. [CP80] fu¨r
Codes und [CS82], Kapitel 16, fu¨r Gitter). Ihre Klassifikation kann auf die Klassifikation
der geraden Codes und Gitter in Dimension 24 zuru¨ckgefu¨hrt werden. Das Analogon zu
ungeraden Codes und Gittern bilden Vertexoperator-Superalgebren. Ihre Klassifikation
kann ganz analog auf die der selbstdualen VOAs zuru¨ckgefu¨hrt werden.
Als Folgerung des Modultransformationsverhaltens des Charakters la¨ßt sich zeigen, daß
SVOAs stets einen halbganzen Rang besitzen. Bei Rang 231
2
findet sich als ein interes-
santes Beispiel die schon zu Beginn erwa¨hnte Babymonster-SVOA VB ♮, auf der das von
B. Fischer gefundene und in [LcS77] konstruierte Babymonster B in natu¨rlicher Weise
operiert. Diese Babymonster-SVOA besitzt als Charakter die Modulfunktion
χVB ♮ = q
− 47
48 (1 + 4371 q
3
2 + 96256 q2 + 1143745 q
5
2 + 9646891 q3 + 64680601 q
7
2 + · · · ),
deren Berechnung den Ausgangspunkt zu dieser Arbeit bildete. Die SVOA VB ♮ ist das
Analogon des ku¨rzeren Golay Codes g22 in Dimension 22 und des ku¨rzeren Leechgitters
O23 in Dimension 23. Wir vermuten, daß VB
♮ selbstdual ist.
Die in dieser Arbeit entwickelte Klassifikationsmethode fu¨r selbstduale (S)VOAs ver-
wendet Strukturaussagen fu¨r von Vektoren kleinen Gewichts erzeugte SVOAs, das Modul-
transformationsverhalten der Charaktere sowie die Beziehung zwischen selbstdualen
SVOAs und VOAs. Einige der in den Resultaten der Arbeit gemachten technischen
Annahmen werden sich wohl durch weitere Untersuchungen als unno¨tig erweisen. Eine
Hoffnung ist, daß das Versta¨ndnis von SVOAs bis zum Rang 26 nu¨tzlich fu¨r Anwendungen
sein wird, a¨hnlich wie z.B. Cartans Klassifikation der halbeinfachen Liealgebren oder die
Klassifikation der selbstdualen Codes und Gitter in Dimensionen bis 26. Zumindest wird
eine fu¨r sich interessante Struktur sichtbar.
Zusammenha¨nge zu anderen Gebieten
Wir erla¨utern in diesem Abschnitt kurz einige der Zusammenha¨nge zu anderen Gebieten,
die fu¨r diese Arbeit von Bedeutung waren. Ansonsten sei auf die angegebene Literatur
verwiesen, insbesondere auf die ausfu¨hrliche Einleitung in [FLM88].
Kombinatorik: Codes, Gitter und VOAs
Eine Einfu¨hrung und Standardreferenz zur Codierungstheorie ist das Buch [MS77]. Fu¨r
Gitter und Kugelpackungen bietet [CS93] eine ziemlich vollsta¨ndige U¨bersicht. Codes und
Gitter, die ersten beiden Objektklassen der dreifachen Analogie zwischen Codes, Gittern
und VOAs, werden auch in [Ebe94] ausfu¨hrlich untersucht. Dieses Buch basiert auf einer
Vorlesung von Prof. Hirzebruch, die ich im Wintersemester 86/87 in Bonn geho¨rt habe.
Wir fassen hier kurz die wichtigsten Definitionen fu¨r Codes und Gitter zusammen.
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Ein (bina¨rer linearer) Code C der La¨nge n ist ein linearer Unterraum des Vektorraumes Fn2
u¨ber dem Ko¨rper mit 2 Elementen. Auf Fn2 hat man das Standardskalarprodukt (c, d) =∑n
i=1 ci ·di fu¨r Vektoren c, d ∈ Fn2 . Mit C⊥ wird der zu C bezu¨glich (., .) orthogonale Code
bezeichnet. Ein Code C heißt selbstdual , falls C = C⊥ gilt und (doppelt) gerade falls das
Gewicht w(c) =
∑n
i=1 ci ∈ Z fu¨r alle c ∈ C durch 4 teilbar ist. Das Gewichtsza¨hlerpolynom
von C ist die erzeugende Funktion
WC(x) =
∑
c∈C
xn−w(c)
fu¨r die Anzahl der Codewo¨rter vom festem Gewicht.
Ein Gitter L vom Rang n ist eine diskrete Untergruppe von maximalen Rang in dem
Vektorraum Rn, der die standard euklidischen Struktur besitzt. Mit L∗ = {x ∈ Rn |
(x, y) ∈ Z fu¨r alle y ∈ L} wird das zu L duale Gitter bezeichnet. Das Gitter L heißt
ganz, falls L ⊂ L∗ ist, d.h. das Skalarprodukt zwischen zwei beliebigen Gittervektoren
eine ganze Zahl ist. Ein Gitter L heißt selbstdual oder unimodular, falls L = L∗ gilt und
gerade, falls die Quadratla¨nge (x, x) fu¨r alle x ∈ L durch 2 teilbar ist. Die Thetareihe von
L ist die erzeugende Funktion
ΘL(q) =
∑
x∈L
q
1
2
(x,x)
fu¨r die Anzahl der Gittervektoren von fester Quadratla¨nge.
Jedem Code C kann ein Gitter LC zugeordnet werden:
LC :=
1√
2
ρ−1(C),
wobei ρ : Zn −→ Fn2 die Reduktion modulo 2 darstellt. Ist C selbstorthogonal, selbstdual
bzw. gerade, so ist LC ganz, selbstdual bzw. gerade.
Fu¨r SVOAs hat man analoge Definitionen: Eine SVOA heißt selbstdual , falls sie genau
einen irreduziblen Modul besitzt. Eine gerade SVOA ist eine VOA und der Charakter
ist die erzeugende Funktion fu¨r die Dimensionen der homogenen Komponenten. Jedem
ganzen Gitter L kann eine SVOA VL zugeordnet werden.
Einen weiteren vierten Schritt in der Analogie zwischen Codes, Gittern und VOAs bilden
Codes u¨ber der Kleinschen Vierergruppe Z2 × Z2 (s. [Ho¨h96]).
Gruppentheorie: Endliche einfache Gruppen und Liealgebren
Die kompakten einfachen zusammenha¨ngenden Lieschen Gruppen sind vor hundert Jahren
unabha¨ngig von W. Killing und E. Cartan klassifiziert worden. Die Klassifikation der
endlichen einfachen Gruppen kam vor etwa 15 Jahren zu einem Abschluß: Die Liste der
endlichen einfachen Gruppen besteht aus den zyklischen Gruppen von Primzahlordnung,
den alternierenden Gruppen, den Gruppen von Lieschem Typ sowie einer Liste von 26
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Ausnahmegruppen, den sogenannten sporadischen einfachen Gruppen [CCN+85, Asc94].
Die gro¨ßte sporadische einfache Gruppe ist das Monster, die zweitgro¨ßte das Babymonster.
A¨hnlich wie die Darstellungstheorie von kompakten Lieschen Gruppen bzw. ihren Lieal-
gebren kann die Darstellungstheorie von affinen Kac-Moody Algebren, den Liealgebren
von Schleifengruppen kompakter Liescher Gruppen, entwickelt werden [Kac90]. Es stellt
sich heraus, daß die integrablen Ho¨chstgewichtsdarstellungen von affinen Kac-Moody Al-
gebren die gro¨ßere Struktur einer VOA bzw. von Moduln hieru¨ber besitzen [FZ92]. Die
Automorphismengruppe dieser VOAs ist die zu der affinen Kac-Moody Algebra geho¨rige
Liesche Gruppe.
Andererseits finden sich auch VOAs mit endlichen Gruppen als Automorphismengruppen,
wie z.B. der Mondscheinmodul V ♮, der das Monster als Automorphismengruppe be-
sitzt [FLM88] oder die in dieser Arbeit konstruierte SVOA mit dem Babymonster als
Automorphismengruppe. Vom Standpunkt der VOA-Theorie stehen also endliche und
Liesche Gruppen auf einer Stufe.
Die fu¨nf Mathieugruppen lassen sich am einfachsten mit Hilfe der Golay Codes verste-
hen, sieben weitere sporadische Gruppen mit Hilfe des Leechgitters. Die restlichen durch
das Monster gegebenen sporadischen Gruppen sollten sich alle in natu¨rlicher Weise als
Automorphismengruppen von VOAs beschreiben lassen. Ob die u¨brigen sechs als
”
Parias“
bezeichneten sporadischen Gruppen eine angemessene Beschreibung durch VOAs besitzen
ist offen. Das Studium von VOAs u¨ber endlichen Ko¨rpern ko¨nnte vielleicht Resultate in
dieser Richtung liefern (vgl. [Ryb94, BR]).
Mathematische Physik: Konforme Quantenfeldtheorie und Stringtheorie
Die der Quantenmechanik zugrunde liegende Mathematik ist im wesentlichen die lineare
Algebra von hermiteschen Vektorra¨umen sowie die Darstellungstheorie von endlichen
Gruppen und Liealgebren.
Fu¨r Quantenfeldtheorien (QFTs) wie die Quantenelektrodynamik ist gegenwa¨rtig keine
vollsta¨ndig befriedigende mathematische Beschreibung verfu¨gbar, obwohl dies fu¨r einzelne
Bausteine wie die Differentialgeometrie von Prinzipalbu¨ndeln zutrifft. Einen recht all-
gemeinen Rahmen zur Beschreibung von QFTs liefern die Wightman Axiome [SW89,
Haa92]. Lange Zeit waren allerdings keine vollsta¨ndig konstruierten nichttrivialen Bei-
spiele bekannt.
Diese a¨nderte sich mit dem Auffinden von konformen Quantenfeldtheorien [BPZ84,
God89]. Sie sind gerade die QFTs, die den Wightman Axiomen und den (geeignet er-
weiterten) Atiyah’schen Axiomen einer topologischen QFT [Ati90] fu¨r zweidimensionale
Raumzeiten mit konformer Struktur genu¨gen. VOAs bilden die einer konformen QFT
unterliegendende mathematische Struktur, sie entsprechen der Chiralen Algebra. Die
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Einbeziehung von Fermionen als Feldern zu halbganzen Spindarstellungen entspricht der
Erweiterung zu SVOAs.
Schließlich sei auf Verbindungen zur Stringtheorie [LT89, Man89, Bor92b] hingewiesen.
Nur in Dimension 26 la¨ßt sich die bosonische Stringtheorie
”
anomaliefrei“ formulieren.
Dies ist gerade der Rang der von Borcherds in [Bor92a] aus dem Mondscheinmodul kon-
struierten Monster Liealgebra, die dem Raum der
”
physikalischen Zusta¨nde des Strings“
entspricht. In der heterotischen Stringtheorie kommt den beiden selbstdualen VOAs
VE8 ⊗ VE8 und VD+16 vom Rang 16 eine wichtige Rolle zu.
Differential-Topologie: Elliptische Geschlechter
Der analytische Index Ind(D ⊗ E) eines mit einem reellen Vektorbu¨ndel E getwisteten
reellen Diracoperators u¨ber einer n-dimensionalen Spin Mannigfaltigkeit X ist ein Ele-
ment in M˜n/i∗M˜n+1, den graduierten Cliffordalgebren Cln(R)-Moduln modulo denen,
die schon Cln+1(R)-Moduln sind. Der topologische Index kann durch eine Abbildung
α : ΩSpin∗ (BO) −→ KO−∗(pt)
in die KO-Theorie beschrieben werden. Der Atiyah-Singer Indexsatz besagt, daß folgende
Gleichheit gilt:
Ind(D ⊗E) = α(X,E).
Hierbei wird nach Atiyah-Bott-Shapiro KO−n(pt) mit M˜n/i∗M˜n+1 identifiziert.
Elliptische Geschlechter [HBJ92] sind die formale stringtheoretisch motivierte Erwei-
terung des topologischen Indexes auf den Schleifenraum LX . Die VOAs bilden hier in
gewisser Weise das stringtheoretische Analogon zur Struktur des Vektorraumes im klas-
sischen Fall. Fu¨r eine fixierte (S)VOA V betrachtet man die Abbildung
Lα : ΩSpin∗ (BAut(V )) −→ KO−n(pt)[[q]], (X, V˜ ) 7→ α(X,
∞⊗
n=1
SqnTXC ⊗ V˜ ),
wobei V˜ =
⊕
n≥0 V˜n qn das zu dem Aut(V )-Prinzipalbu¨ndel assoziierte Element in
KO(X)[[q]] bezeichnet. Ist z.B. V die zur fundamentalen Stufe 1 Darstellung der affinen
Liealgebra s˜o(n) assoziierte SVOA V ⊗nFermi, so erha¨lt man fu¨r das zum Tangentialbu¨ndel
geho¨rige SO(n)-Prinzipalbu¨ndel das elliptische Geschlecht der Stufe 2, welches auch als
die formale S1-a¨quivariante Signatur des Schleifenraumes definiert ist.
Gegenwa¨rtig sind noch kaum Definitionen oder Sa¨tze bekannt, die den Schleifenraum
verwenden oder die volle VOA-Struktur beinhalten. Insbesondere fehlt eine zurK-Theorie
analoge geometrische Definition von elliptischer Kohomologie (vgl. [Seg88]). Ein Resultat
in dieser Richtung ist von H. Tamanoi erzielt worden [Tam95a]. Er zeigt u.a. daß das
elliptische Geschlecht ein (S)VOA-Modul u¨ber der (S)VOA der parallelen Schnitte in V˜
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ist. Das vom Verfasser in seiner Diplomarbeit [Ho¨91] fu¨r komplexe Mannigfaltigkeiten mit
erster Chernklassse c1 = 0 eingefu¨hrte und untersuchte universelle komplexe elliptische
Geschlecht ϕell steht in Verbindung zu N = 2 supersymmetrischen SVOAs [KYY93].
Aufbau der Arbeit und Zusammenfassung der Resultate
In Kapitel 1 finden sich die Definitionen von Vertexoperator-Superalgebren, deren Mo-
duln und den Intertwinerra¨umen. Es werden die wichtigsten bekannten Beispiele und
Klassifikationsresultate zusammengestellt. Nach einer Einfu¨hrung der wichtigsten Be-
griffe aus der Theorie der Modulfunktionen beschreiben wir die Resultate von Zhu u¨ber
die Korrelationsfunktionen auf Riemanschen Fla¨chen vom Geschlecht 1 und ihre Verall-
gemeinerungen fu¨r SVOAs:
Satz: Die n-Punkt Korrelationsfunktionen auf dem Torus einer vollsta¨ndigen Liste M1,
M2, . . ., Mm von irreduziblen Moduln einer ”
scho¨nen“ rationalen SVOA V formen einen
Γθ-Modul.
Die Thetagruppe Γθ — die Untergruppe von SL2(Z), die eine der Spinstrukturen auf dem
Torus C/(Zτ + Z) fixiert — operiert dabei in der u¨blichen Weise auf Cn ×H.
In Kapitel 2 werden selbstduale (S)VOAs betrachtet. Außer deren Definition und der
Diskussion der bisher bekannten Beispiele werden die folgenden beiden Aussagen u¨ber
den Charakter einer selbstdualen (S)VOA bewiesen:
Satz: (a) Der Charakter einer selbstdualen
”
scho¨nen“ rationalen VOA ist ein homogenes
Polynom in den Charakteren der VOAs VE8 und V
♮.
(b) Der Charakter einer selbstdualen
”
sehr scho¨nen“ unita¨ren rationalen SVOA ist ein
homogenes Polynom in den Charakteren der SVOAs VFermi und VE8 .
Insbesondere erhalten wir als Korollar, daß der Rang einer wie im Satz betrachteten SVOA
eine halbganze Zahl ist.
Kapitel 3 untersucht die Beziehung zwischen selbstdualen SVOAs und VOAs. Es wird
der folgende Zusammenhang gefunden:
Seien c ∈ 1
2
Z und d > c, d ∈ 8Z. Dann besteht eine 1 : 1-Korrespondenz zwischen
(1) Isomorphieklassen von selbstdualen
”
sehr scho¨nen“ unita¨ren SVOAs vom Rang c.
(2) Isomorphieklassen von Paaren (V, VSO(k)) von selbstdualen ”
scho¨nen“ unita¨ren VOAs
V vom Rang d zusammen mit einer Unter-VOA VSO(k) vom Rang
k
2
= d − c. (Falls
k = 8, ist wegen der Triality von so(8) zusa¨tzlich ein VSO(8)-Modul bis auf Isomorphie zu
fixieren.)
Bewiesen werden in dieser Arbeit allerdings nur Teile der Richtung (2) nach (1) unter
einer weiteren schwachen Rationalita¨tsforderung. Der Zusammenhang erlaubt es uns, die
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vermutlich vollsta¨ndige Liste aller selbstdualen SVOAs bis zum Rang 16 anzugeben.
In Kapitel 4 wird dieser Zusammenhang auf den Mondscheinmodul V ♮ angewendet, und
man erha¨lt die Babymonster-SVOA:
Satz: Es existiert eine SVOA VB ♮ vom Rang 231
2
mit Charakter
χVB ♮ = −
31
16
χ47VFermi +
47
16
χ31VFermiχE8 = q
− 47
48 (1 + 4371 q
3
2 + 96256 q2 + 1143745 q
5
2 + · · · ),
auf der die Gruppe 2× B, wobei B das Babymonster ist, in natu¨rlicher Weise operiert.
Wir vermuten, daß VB ♮ selbstdual und die einzige solche SVOA V vom Rang 231
2
mit
V1/2 = V1 = 0 ist. Die SVOA VB
♮ sollte als das natu¨rliche Objekt angesehen werden,
welches das Babymonster B, die zweitgro¨ßte sporadische einfache endliche Gruppe, defi-
niert.
In Kapitel 5 schließlich werden allgemein extremale selbstduale (S)VOAs betrachtet. Dies
sind selbstduale (S)VOAs, fu¨r die die ersten Koeffizienten des Charakters so klein wie
mo¨glich sind, bei Beru¨cksichtigung der in Kapitel 2 beschriebenen Struktur der Charak-
tere. Man erha¨lt in Analogie zu Codes und Gittern das folgende Klassifikationsresultat:
Satz: Extremale selbstduale
”
sehr scho¨ne“ unita¨re rationale SVOAs existieren nur fu¨r die
Ra¨nge 1
2
, 1, . . ., 71
2
, 8, 12, 14, 15, 151
2
, 231
2
und 24. Fu¨r jeden Rang ist genau ein Beispiel
bekannt: VFermi, V
⊗2
Fermi, . . ., V
⊗15
Fermi, VE8 , VD+12
, V(E7+E7)+ , VA+15
, VE+8,2
, VB ♮ und V ♮.
Fu¨r die Beispiele VE+8,2
und VB ♮ sind allerdings nicht alle Eigenschaften bewiesen. Es wird
vermutet, daß die angegebene Liste von extremalen SVOAs vollsta¨ndig ist.
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Kapitel 1
Grundlagen der Theorie der
Vertexoperator-Superalgebren
In diesem ersten Kapitel finden sich die wichtigsten Begriffe und Resultate aus der Theorie
der VOAs, die in dieser Arbeit beno¨tigen werden. Eine Einfu¨hrung in dieses Gebiet geben
die beiden Bu¨cher [FLM88] und [FHL93]. Fu¨r eine Zusammenfassung des gegenwa¨rtigen
Standes der Theorie sei auf die drei U¨bersichtsartikel [Don95, Li95, Hua95b] und die
dortigen Literaturangaben verwiesen.
Abschnitt 1 entha¨lt die Definition von SVOAs, ihren Moduln und den Intertwinerra¨umen.
Wir geben die Umformulierung der Jacobi-Identita¨t in Termen von Korrelationsfunk-
tionen auf der Spha¨re, welche uns spa¨ter in Kapitel 3 erlauben wird, die Axiome der dort
konstruierten SVOAs zu verifizieren. Zusa¨tzlich werden symmetrische und hermitesche
Bilinearformen betrachtet und die Konstruktion des (a¨ußeren) Tensorproduktes bespro-
chen. In Abschnitt 2 beschreiben wir die wichtigsten Beispiele von VOAs und beweisen
einige Strukturaussagen u¨ber (S)VOAs, die von Vektoren vom Gewicht 1
2
, 1 oder 2 erzeugt
werden. Abschnitt 3 stellt die in dieser Arbeit beno¨tigten Grundlagen aus der Theorie
der Modulfunktionen zusammen. Schließlich finden sich in Abschnitt 4 die Resultate u¨ber
Korrelationsfunktionen auf Riemanschen Fla¨chen vom Geschlecht 1, die sich gegenwa¨rtig
schon aus dem axiomatischen algebraischen Zugang zur konformen Quantenfeldtheorie
mittels VOAs herleiten lassen. Wir formulieren eine SVOA-Erweiterung des Zhu’chen
Resultates [Zhu90] u¨ber das Modultransformationsverhalten der Korrelationsfunktionen
der Moduln einer VOA.
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1.1 Definitionen und grundlegende Sa¨tze
Die Axiome von Vertexoperator-Algebren sind aus der mathematischen Pra¨zisierung des
Begriffs der chiralen Algebra einer konformen Quantenfeldtheorie auf der Riemannschen
Zahlenkugel entstanden.
Die n-Punkt Korrelationsfunktionen von Vertexoperatoren sind rationale Funktionen, de-
ren Potenzreihenentwicklung im allgemeinen nicht in ganz Cn konvergieren werden. Um
trotzdem Entwicklungen in verschiedenen Gebieten vergleichen zu ko¨nnen, verwenden wir
in der Definition von (S)VOAs die formale Entwicklung der δ-Distribution bei 0:
δ(z) =
∑
n∈Z
zn ∈ C[[z, z−1]].
Die Reihe δ(z1 + z2) wird definiert durch
δ(z1 + z2) =
∑
n∈Z
∑
m∈N
(
n
m
)
zn−m1 z
m
2 ,
d.h. alle binomische Ausdru¨cke werden in nichtnegative ganze Potenzen in der zweiten
Variable z2 entwickelt. Man beachte, daß die Definition in z1 und z2 nicht symmetrisch
ist.
Definition 1.1.1 Eine Vertexoperator-Superalgebra (SVOA) ist ein Tupel (V, Y, 1, ω), be-
stehend aus einem 1
2
Z-graduierten C-Vektorraum V =
⊕
n∈ 1
2
Z Vn, einer linearen Abbild-
ung Y ( . , z) : V −→ End(V )[[z, z−1]], a 7→ Y (a, z) = ∑n∈Z an z−n−1 (dem Vertexoperator)
und zwei Elementen 1 ∈ V0 (dem Vakuum) und ω ∈ V2 (dem Virasoroelement), das den
folgenden Axiomen genu¨gt:
(A1) (Regularita¨t)
— dim Vn <∞ fu¨r alle n und dimVn = 0 fu¨r n hinreichend klein,
— fu¨r alle a, b ∈ V ist anb = 0, wenn n genu¨gend groß,
— Y (a, z) = 0 genau dann, wenn a = 0.
(A2) Y (1, z) = idV .
(A3) Die Koeffizienten von
Y (ω, z) =
∑
n∈Z
ωn z
−n−1 =
∑
n∈Z
Ln z
−n−2
erfu¨llen die Bedingungen
— L0|Vn = n · idVn,
— Y (L−1a, z) = ddzY (a, z) fu¨r alle a ∈ V (Translationseigenschaft),
— [Lm, Ln] = (m− n)Lm+n + m3−m12 c δm+n,0 · idV (Virasoro Algebra),
wobei c ∈ C als der Rang von V bezeichnet wird.
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(A4) Fu¨r alle homogenen a, b ∈ V gilt (Jakobiidentita¨t):
t−1δ
(
z − w
t
)
Y (a, z)Y (b, w)− (−1)|a||b|t−1δ
(
w − z
−t
)
Y (b, w)Y (a, z)
= w−1δ
(
z − t
w
)
(Y (Y (a, t)b), w)
mit
|u| =
{
0, fu¨r u ∈⊕n∈Z Vn
1, fu¨r u ∈⊕n∈Z+ 1
2
Vn.
Wir setzen V(0) =
⊕
n∈Z Vn bzw. V(1) =
⊕
n∈Z+ 1
2
Vn und bezeichnen V(0) als den gera-
den und V(1) als den ungeraden Teil von V . Elemente in V(0) (bzw. V(1)) heißen gerade
(bzw. ungerade). Fu¨r das Tupel (V, Y, 1, ω) schreiben wir meist nur V , falls klar ist, welche
Vertexoperator Struktur auf V betrachtet wird. Eine Vertexoperator-Algebra (kurz VOA)
ist eine SVOA V = V(0), die nur aus geraden Elementen besteht.
Ein Element a hat das (konforme) Gewicht k, falls a ∈ Vk. Die Koeffizienten an ∈ End(V )
des Vertexoperators Y (a, z) sind dann homogen vom Grad k − n− 1:
an(Vm) ⊂ Vm+k−n−1.
Zwei wichtige Folgerungen aus der Jakobiidentita¨t sind die Kommutatorrelationen:
[an, bm] =
∑
i≥0
(
m
i
)
(aib)m+n−i, (1.1)
und die Assoziativita¨tsrelationen:
(alb)n =
∑
i≥0
(−1)i
(
l
i
)(
al−ibn+i − (−1)lal+n−ibi
)
(1.2)
Die drei Abbildungen L−1, L0 und L1 erzeugen eine Liealgebra sl2(C), unter denen die
Vertexoperatoren zu Elementen a ∈ V die folgenden Transformationseigenschaft besitzen:
[L−1, Y (a, z)] = Y (L−1a, z), (1.3)
[L0, Y (a, z)] = Y (L0a, z) + z Y (L−1a, z), (1.4)
[L1, Y (a, z)] = Y (L1a, z) + 2z Y (L0a, z) + z
2 Y (L−1a, z). (1.5)
Den wichtigen Begriff der Darstellung einer (S)VOA beschreibt die
Definition 1.1.2 Ein Modul einer SVOA V ist ein Paar (M,YM), bestehend aus
einem Q-graduierten C-Vektorraum M =
⊕
n∈QMn und einer linearen Abbildung
YM( . , z) : V −→ End(M)[[z, z−1]], a 7→ YM(a, z) = ∑n∈Z an z−n−1, das den folgenden
Axiomen genu¨gt:
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(B1) (Regularita¨t)
— dimMn <∞ fu¨r alle n und dimMn = 0 fu¨r n hinreichend klein,
— fu¨r alle a ∈ V , b ∈M ist anb = 0, wenn n genu¨gend groß,
— YM(a, z) = 0 genau dann, wenn a = 0.
(B2) YM(1, z) = idM .
(B3) Die Koeffizienten von
YM(ω, z) =
∑
n∈Z
ωn z
−n−1 =
∑
n∈Z
Ln z
−n−2
erfu¨llen die Bedingungen
— L0|Mn = n · idMn,
— YM(L−1a, z) = ddzYM(a, z) fu¨r alle a ∈ V (Translationseigenschaft),
— [Lm, Ln] = (m− n)Lm+n + m3−m12 rank(V ) δm+n,0 · idM (Virasoro Algebra).
(B4) Fu¨r alle homogene a, b ∈ V gilt (Jakobiidentita¨t):
t−1δ
(
z − w
t
)
YM(a, z)YM(b, w)− (−1)|a||b|t−1δ
(
w − z
−t
)
YM(b, w)YM(a, z)
= w−1δ
(
z − t
w
)
(YM(Y (a, t)b), w).
Wir bezeichen den V -Modul (M,YM) ha¨ufig mit M und den Vertexoperator YM einfach
mit Y . Man hat die u¨blichen Modulnotationen wie Homomorphismus, direkte Summe
und Irreduzibilita¨t. Das (konforme) Gewicht eines irreduziblen Moduls M ist das kleinste
h ∈ Q mit dimMh > 0.
Offensichtlich ist eine (S)VOA stets ein Modul u¨ber sich selbst, den wir als den adjun-
gierten Modul bezeichnen. Eine (S)VOA heißt einfach, wenn sie als adjungierter Modul
irreduzibel ist.
Zu jedem Modul M einer VOA V gibt es einen dualen Modul (M ′, YM ′) (s. [FHL93],
Abschnitt 5.2): Der unterliegende Vektorraum ist der eingeschra¨nkte Dualraum M ′ :=⊕
n∈QM
∗
n, und der Vertexoperator YM ′ ist definiert durch
〈YM ′(a, z)w′, w〉 = 〈w′, YM(ezL1(−z−2)L0a, z−1)w〉,
wobei w ∈ M , w′ ∈M ′ und a ∈ V .
Wir sagen daß ein Modul einer SVOA die Bedingung PV ir erfu¨llt, wenn er eine direkte
Summe von Virasoroho¨chstgewichtsdarstellungen ist.
In [Zhu90] ist von Zhu die folgende Endlichkeitsbedingung C2 eingefu¨hrt worden: Sei
V−2V der von Elementen des Typs a−2b aufgespannte Untervektorraum von V . Eine
SVOA V erfu¨llt die Bedingung C2, falls der Quotient V/(V−2V ) endlichdimensional ist.
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Es ist nu¨tzlich, zusa¨tzlich zu den Axiomen in Definition 1.1.1 und 1.1.2 noch die folgenden
drei Bedingungen zu fordern:
Definition 1.1.3 (
”
scho¨n“) Eine (S)VOA V heißt
”
scho¨n“, wenn die folgenden Eigen-
schaften gelten:
1) Vm = 0 fu¨r m < 0 und V0 = C · 1,
2) alle Moduln von V und V(0) erfu¨llen die Bedingung PV ir,
3) V erfu¨llt die Bedingung C2 von Zhu.
Die Bedingungen 1) und 2) sind auch aus physikalischer Sicht sinnvoll. Viele Sa¨tze gelten
nur unter diesen Voraussetzungen (vgl. z.B. [Lia94], Kap. 3), ansonsten lassen sich Gegen-
beispiele finden. Verschiedene Autoren nehmen daher unterschiedliche Teile von 1.1.3 in
die Definition einer (S)VOA mit auf. Der folgende Satz beno¨tigt z.B. die Eigenschaften
1) und 2) (s. [Li]).
Satz 1.1.4 (Bilinearform) Jede
”
scho¨ne“ VOA V besitzt eine eindeutige nicht aus-
geartete symmetrische invariante Bilinearform ( . , . ), die durch
(a, b) · 1 = Reszz−1(Y (ezL1(−z−2)L0a, z−1)b) fu¨r a, b ∈ V,
gegeben ist.
Invarianz ist hierbei durch
(Y (u, z)v, w) = (v, Y (ezL1(−z−2)L0u, z−1)w) fu¨r alle u, v, w ∈ V
definiert.
Eine Beschreibung von Vertexoperatoren zwischen drei Moduln gibt die folgende Defini-
tion, in der wir uns auf den spa¨ter beno¨tigten Fall von VOAs beschra¨nken. Dazu sei
fu¨r einen Vektorraum V mit V {z} = {∑n∈Q vnzn | vn ∈ V } der Raum der V -wertigen
formalen Reihen in rationalen z-Potenzen bezeichnet.
Definition 1.1.5 (Intertwiner Operatoren) Sei V eine VOA und seien (Mi, Yi),
(Mj , Yj) und (Mk, Yk) drei V -Moduln. Der Raum
(
Mk
Mi Mj
)
V
der Intertwineroperatoren vom
Typ
(
k
i j
)
ist definiert als der C-Vektorraum von linearen Abbildungen Y( . , z) : Wi −→
Hom(Wj ,Wk){z}, Y(w, , z) = ∑n∈Q wn z−n−1, die den folgenden Axiomen genu¨gen:
(C1) (Regularita¨t)
— fu¨r alle m(i) ∈Mi, m(j) ∈Mj ist m(i)nm(j) = 0, wenn n genu¨gend groß,
— Y(m(i), z) = 0 genau dann, wenn m(i) = 0.
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(C2) (Translationseigenschaft)
Y(L−1m(i), z) = d
dz
Y(m(i), z) fu¨r alle m(i) ∈Mi.
(C3) Fu¨r alle a ∈ V , m(i) ∈Mi gilt (Jakobiidentita¨t):
t−1δ
(
z − w
t
)
Yk(a, z)Y(m(i), w)− t−1δ
(
w − z
−t
)
Y(m(i), w)Yj(a, z)
= w−1δ
(
z − t
w
)
(Y(Yi(a, t)m(i)), w).
Wir setzen Nkij = dim
(
Mk
Mi Mj
)
V
und bezeichnen diese Zahlen als die Fusionsregeln. Sie
beschreiben in gewisser Weise die Zerlegung des (inneren) Tensorproduktes zweier irre-
duzibler Moduln in irreduzible Komponenten. Die Tensorprodukttheorie war von Huang
und Lepowsky in den Arbeiten [HL94c, HL93a, HL93b, HL95, Hua95a] eingefu¨hrt worden.
Ein anderer Ansatz hierfu¨r findet sich in [Li94].
Definition 1.1.6 (Fusionsalgebra) Die Fusionsalgebra F(V ) einer SVOA V ist der
von den irreduziblen Moduln von V erzeugte freie Z-Modul zusammen mit der
auf den Erzeugern durch Mi × Mj = ∑kNkij Mk definierten bilinearen Abbildung
× : F(V )⊗ F(V ) −→ F(V ).
Ha¨ufig wird F(V ) auch als C-Vektorraum angesehen. Es wird vermutet, daß F(V ) eine
kommutative und assoziative Algebra ist. Dies ist der Fall, wenn die Tensorprodukttheorie
von Huang und Lepowsky anwendbar ist.
Die Jacobiidentita¨t fu¨r SVOAs und ihre Moduln la¨ßt sich mit Hilfe der
”
Dualita¨t“ umfor-
mulieren. Sei V eine SVOA und M ein Modul. Fu¨r Elemente a1, . . ., an ∈ V und v ∈M ,
v′ ∈M ′ konvergiert in dem Gebiet |z1| > · · · > |zn| > 0 die Reihe
〈v′, Y (a1, z1) . . . Y (an, zn)v〉 ∈ C[[z1, z−11 , . . . , zn, z−1n ]]
zu einer rationalen Funktion Rv′,v((a1, z1), . . . , (an, zn)) ∈ C[zi, z−1i , 1zi−zj ], die mo¨gliche
Pole bei 0, ∞ und zj als Funktion in zi besitzt. Wir bezeichnen diese Funktion als die
n-Punkt Korrelationsfunktion auf der Spha¨re.
Satz 1.1.7 (Kommutativita¨t) Seien a1, . . ., an ∈ V homogene Elemente und σ ∈ Sn
eine Permutation. Dann gilt fu¨r die n-Punktkorellationsfunktionen (Kommutativita¨t):
Rv′,v((a1, z1), . . . , (an, zn)) = (−1)wRv′,v((aσ(1), zσ(1)), . . . , (aσ(n), zσ(n))), (1.6)
wobei w die Anzahl der Vertauschungen von ungeraden Elementen ai ∈ V(1) in σ ist.
Physikalisch entspricht die (Anti-)Kommutativita¨t der Kausalita¨t — eine der fundamenta-
len Forderungen an eine Quantenfeldtheorie.
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In [DL93], Kapitel 7, wurde gezeigt:
Satz 1.1.8 In Definition 1.1.1 bzw. 1.1.2 kann die Jacobiidentita¨t (Axiom (A4) bzw.
(B4)) durch die Rationalita¨t und Kommutativita¨t (1.6) der 2-Punkt Korrelations-
funktionen auf der Spha¨re und den beiden Bedingungen (1.3) und (1.4) fu¨r L−1 und L0
ersetzt werden.
Die Rationalita¨t und Kommutativita¨t ist in den Anwendungen oft leichter nachzupru¨fen
als die Jacobiidentita¨t.
Eine wichtige Klasse von (S)VOAs besitzt zusa¨tzlich die folgenden Eigenschaften:
Definition 1.1.9 (rational) Eine (S)VOA heißt rational, falls der Rang rational ist, sie
nur endlich viele irreduzible Moduln besitzt und jeder endlich erzeugte Modul eine direkte
Summe von irreduziblen Moduln ist. Zusa¨tzlich sollen fu¨r SVOAs diese Eigenschaften
auch fu¨r die gerade Unter-VOA gelten.
Es ist zu vermuten, daß die Rationalita¨t des Ranges aus den anderen Bedingungen folgt
(vgl. [AM88]).
Wir sagen: Eine VOA V ist von reellem Typ, falls sie die Komplexifizierung einer u¨ber R
definierten VOA VR ist: V = VR ⊗R C.
Definition 1.1.10 (unita¨r) Eine VOA V heißt unita¨r, wenn sie von reellem Typ ist
und jeder V -Modul M eine positiv definite invariante hermitesche Bilinearform 〈 . , . 〉M
besitzt. Invarianz bedeutet, daß fu¨r Elemente u, v ∈ M und einen homogenen sl2(C) =
SpanC(L−1, L0, L1) Ho¨chstgewichtsvektor a ∈ (VR)h fu¨r alle n ∈ Z die Beziehung
〈a−n−2(h−1)u, v〉M = 〈u, anv〉M gilt.
Eine Unter-VOA einer unita¨ren VOA ist auch wieder unita¨r. Eine SVOA heißt unita¨r,
wenn ihre gerade Unter-VOA unita¨r ist.
Lemma 1.1.11 Fu¨r den Rang c einer
”
scho¨nen“ unita¨ren VOA V und das konforme
Gewicht h eines V -Moduls M gelten c ≥ 0, h ≥ 0.
Beweis: Sei v ∈ M ein normierter Virasoroho¨chstgewichtsvektor vom Gewicht (c, h).
Aus der Beziehung LnL−nv = L−nLnv + 2nh v +
n(n2−1)
12
c v folgt 〈L−nv, L−nv〉M = 2nh+
n(n2−1)
12
c fu¨r n > 0. Daraus ergibt sich fu¨r n = 1 die Ungleichung h ≥ 0, und fu¨r n sehr
groß die Ungleichung c ≥ 0.
Lemma 1.1.12 Der Gewicht 1 Anteil V1 einer ”
scho¨nen“ unita¨ren SVOA V ist eine re-
duktive Liealgebra, d.h. die direkte Summe einer abelschen und einer halbeinfachen Lieal-
gebra.
18
Beweis: 1) g := V1 ist eine Lie Algebra mit Lieklammer [a, b] = a0b.
2) Ist u ein Ideal von g, so ist es wegen der Invarianz der hermiteschen Form auch das
orthogonale Komplement u⊥.
3) Da die Form positiv definit ist, gilt Argument 2) auch fu¨r alle Lie Unteralgebren von
g.
Es folgt, daß g eine direkte Summe von einfachen bzw. abelschen Summanden ist.
Seien (V1, Y1, 11, ω1), . . ., (Vn, Yn, 1n, ωn) (S)VOAs. Das Tensorprodukt
V = V1 ⊗ · · · ⊗ Vn
kann in natu¨rlicher Weise mit einer (S)VOA-Struktur (V, Y, 1, ω) versehen werden:
Y (v1 ⊗ · · · ⊗ vn, z) = Y1(v1, z)⊗ · · · ⊗ Yn(vn, z) (vi ∈ Vi), (1.7)
1 = 11 ⊗ · · · ⊗ 1n,
ω = ω1 ⊗ 12 ⊗ · · · ⊗ 1n + · · ·+ 11 ⊗ · · · ⊗ 1n−1 ⊗ ωn.
Das Tensorprodukt in (1.7) ist dabei in einem Z2-graduierten Sinne zu verstehen. Analog
definiert man das Tensorprodukt fu¨r Moduln und Intertwineroperatoren. Wir fassen die
wichtigsten Eigenschaften des Tensorproduktes zusammen in
Satz 1.1.13 Das Tupel (V, Y, 1, ω) ist eine (S)VOA, deren Rang die Summe der Ra¨nge
der einzelnen Faktoren ist. Ihre irreduziblen Moduln (wobei alle Eigenwerte der Vira-
sorooperatoren (Li)0 als rational vorausgesetzt seien) sind gerade die Tensorprodukte der
irreduziblen Moduln der einzelnen Vi, i = 1, . . ., n. Besitzen alle Faktoren die Eigenschaf-
ten
”
scho¨n“, unita¨r oder rational, so besitzt diese auch das Tensorprodukt.
Zum Beweis der (S)VOA-Eigenschaft des Tensorproduktes und der Aussage u¨ber die irre-
duziblen Moduln siehe [FHL93] und [DL93], Kap. 10. Die Rationalita¨t wurde in [DMZ94]
bewiesen, die Eigenschaften
”
scho¨n“ und unita¨r folgen leicht aus der Definition.
Das (a¨ußere) Tensorprodukt
”
⊗“ der (S)VOAs V1, . . ., Vn ist von dem (inneren) Tensor-
podukt von Moduln M1, . . ., Mn einer festen (S)VOA zu unterscheiden, das in Anschluß
an Definition 1.1.5 erwa¨hnt wurde.
1.2 Beispiele von (S)VOAs und Struktursa¨tze
Die Angabe einer Basis ist die einfachste Mo¨glichkeit, einen Code oder ein Gitter zu de-
finieren, und umgekehrt kann jeder Code oder jedes Gitter auf diese Weise beschrieben
werden. Die gleiche Rolle u¨bernimmt die Cartanmatrix fu¨r eine endlichdimensionale hal-
beinfache komplexe Liealgebra. Wesentlich schwieriger ist die Situation bei (S)VOAs: Es
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ist keine einfache explizite Beschreibung einer (S)VOA bekannt, aus der sich die Gu¨ltigkeit
aller Axiome unmittelbar erga¨be (siehe aber [Lien]). Umgekehrt ist auch nicht bekannt,
ob endlich viele komplexe Zahlen genu¨gen, um alle SVOAs von z.B. festem Rang in ein-
facher natu¨rlicher Weise zu beschreiben. 1 Alle bisher bekannten Beispiele von
”
scho¨nen“
rationalen VOAs und ihren Moduln gehen auf vier Beispielklassen zuru¨ck, in denen die
VOA-Struktur aus einer einfacheren bekannten Struktur konstruiert wird, und dann mit
deren Hilfe die Axiome verifiziert werden.
Im einzelnen sind dies die SVOAs, die zu den Ho¨chstgewichtsdarstellungen einer unendlich
dimensionalen Cliffordalgebra, einer affinen Kac-Moody Algebra oder der Virasoroalgebra
assoziert sind, sowie die SVOAs, die mit Hilfe ganzer Gitter konstruiert werden. Die ersten
drei Beispielklassen lassen sich dadurch charakterisieren, daß sie von den Vertexoperatoren
zu Vektoren vom Gewicht 1
2
, 1 oder 2 erzeugt werden. Dies wird fu¨r die Klassifikations-
u¨berlegungen in dieser Arbeit wichtig sein. Alle weiteren Beispiele sind hieraus mittels des
Tensorproduktes [FHL93, DMZ94], der Kommutantenkonstruktion [FZ92] oder mittels
Orbifoldkonstruktionen [FLM88, DM95] erhalten worden.
Nach Definition ist jede
”
scho¨ne“ VOA eine direkte Summe von Moduln u¨ber der vom
Virasoroelement erzeugten Virasoroalgebra. Eine besonders einfache Struktur haben
daher die VOAs, die nur aus einem solchen Modul bestehen, na¨mlich dem vom Va-
kuum erzeugten. Sei Lcp,q(0) die irreduzible Ho¨chstgewichtsdarstellung der Virasoral-
gebra vom Ho¨chstgewicht (cp,q, 0), mit cp,q = 1 − 6(p − q)2/pq und p, q ∈ {2, 3, 4, . . .},
(p, q) = 1; seien Lcp,q(hm,n) die irreduziblen Darstellungen vom Ho¨chstgewicht (cp,q, hn,m)
mit hn,m =
(np−mq)2−(p−q)2
4pq
, 0 < m < p, 0 < n < q. Der Vektorraum Lcp,q(0) besitzt eine
natu¨rliche VOA-Struktur (s. [FZ92], Abschnitt 4) und die Lcp,q(hm,n) sind VOA-Moduln
hieru¨ber. Der folgende Satz von Wang (s. [Wan93], Satz 4.2) sagt aus, daß die in der
Physik als
”
Minimale Modelle“ bezeichneten VOAs Lcp,q(0), rational sind.
Satz 1.2.1 (Virasoro VOAs) Die VOA Lcp,q(0) ist rational, und die Lcp,q(hm,n), 0 <
m < p, 0 < n < q sind gerade alle irreduziblen Darstellungen von Lcp,q(0).
Die VOAs Lcp,q(0) sind fu¨r q = p+ 1, d.h. cp,q = 1− 6m(m+1) , m ∈ {3, 4, . . .}, unita¨r.
Unter gewissen Bedingungen ist der von den Koeffizienten des Vertexoperators eines Ele-
mentes vom Gewicht 2 vom Vakuum erzeugte Untervektorraum eine zu einer Virasoro-
algebra assoziierte Unter-VOA:
Satz 1.2.2 (Eigenschaft L-Vir) Sei V eine
”
scho¨ne“ V OA und a ∈ V2 ein Element
vom Gewicht 2, so daß die Koeffizienten an des Vertexoperators Y (a, z) =
∑
n∈Z an z
−n−1
1Mengentheoretisch ist dies trivial, aber dies ist hier nicht das Problem.
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die folgenden drei Bedingungen erfu¨llen:
a1a = 2 · a, a2a = 0 und a3a = d
2
. (1.8)
Dann gilt:
1) Das System {an | n ∈ Z} ∪ {idV } erzeugt eine Virasoroalgebra Vira unter der
Lieklammer.
2) Der von Vira erzeugte Untervektorraum Wa := U(Vira)1 = U(Vir−a )1 ist eine
Unter-VOA von V vom Rang d mit Virasoroelement a.
3) Die Unter-VOA Wa ist als VOA isomorph zu einem Quotienten von Md :=
U(Vir−)/〈L−11〉.
Wir bezeichnen die Bedingungen (1.8) an ein Element a als Eigenschaft L-Vir .
Beweis:
Zu 1) Aus den Kommutatorrelationen (1.1) und den Beziehungen (1.8), sowie a(n)a = 0
fu¨r n ≥ 3, erha¨lt man bei Beachtung der Indexverschiebung x(n) := xn+1 die Gleichungen
[a(n), a(m)] =
∑
i≥−1
(
n+ 1
i+ 1
)
(a(i)a)(m+ n− i)
= (a(−1)a)(m+ n + 1) + 2(n+ 1) · a(m+ n) +
(
n+ 1
3
)
d
2
· 1(m+ n− 2).
Dies vereinfacht sich zu
[a(n), a(m)] =
1
2
([a(n), a(m)]− [a(m), a(n)]) = (n−m) · a(m+ n) + n
3 − n
12
δm+n,0 · idV ,
also gerade zu den Kommutatorrelationen der Virasoroalgebra.
Zu 2) Ein Element w ∈ Wa ist wegen der Virasororelation und a01 = 0 eine Linearkom-
bination von Elementen des Typs v = a−i1a−i2 . . . a−ik1, wobei iν ≥ 0, ν = 1, . . ., k. Wir
zeigen durch vollsta¨ndige Induktion u¨ber k, daß der Koeffizient vn des Vertexoperators
Y (v, z) eine Linarkombination von Abbildungen a−j1a−j2 . . . a−jl, jµ ∈ Z ist. Fu¨r k = 1
gilt (a−i11)n =
( −i1
−n+1
)
a−i1+n+1; allgemein gilt wegen der Assoziativita¨tsrelation (1.2)
vn = (a−i1a−i2 . . . a−ik1)n (1.9)
=
∑
µ≥0
(−1)µ
(−i1
µ
)(
a−i1−µ(a−i2 . . . a−ik1)n+µ − (−1)−i1(a−i2 . . . a−ik1)−i1+n−µaµ
)
,
d.h. aufgrund der Induktionsannahme hat vn die verlangte Gestalt. Wir haben damit
gezeigt, daß Wa in V abgeschlossen ist, d.h. eine Unter-VOA bildet.
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Zu 3) Gleichung (1.9) zeigt auch, daß die VOA-Struktur von Wa schon vollsta¨ndig durch
die Abbildungen an bestimmt ist. Andererseits is Wa nach 1) und 2) ein Ho¨chstgewichts-
modul u¨ber der Virasoroalgebra vom Ho¨chstgewicht (d, 0) mit a01 = 0. Er ist daher
ein VOA-Quotient des Vermamodulquotienten U(Vir−)1/〈a01〉 = Md, der nach [FZ92],
Abschnitt 4, eine VOA-Struktur besitzt.
Eine wichtige Klasse von SVOAs wird von unendlichdimensionalen Cliffordalgebren er-
zeugt.
Sei A ein l-dimensionaler Vektorraum zusammen mit einer nichtentarteten Bilinearform
〈., .〉. Wir setzen
A(Z+
1
2
) =
⊕
n∈Z+ 1
2
A(n),
wobei A(n) eine Kopie von A vom Gewicht n ∈ Z + 1
2
ist. Auf A(Z + 1
2
) sei fu¨r Ele-
mente a(n) ∈ A(n), b(m) ∈ A(m) und m, n ∈ Z+ 1
2
die Form 〈., .〉 durch 〈a(n), b(m)〉 =
〈a, b〉δn,−m fortgesetzt. Die Untervektorra¨ume A±(Z + 12) =
⊕
0<n∈Z+ 1
2
A(±n) sind dann
maximale isotrope Teilra¨ume. Bezu¨glich dieser Bilinearform erzeugt A(Z+ 1
2
) eine unend-
lich dimensionale Cliffordalgebra Cliff(Z + 1
2
). Sei J das von A+(Z + 1
2
) erzeugte Ideal
in Cliff(Z+ 1
2
). Der Vektorraum
VFermi,l := Cliff(Z+
1
2
)/J = Λ∗(A−(Z+ 1
2
)) 1 =
⊗
0<n∈Z+ 1
2
Λ∗(A(−n)) 1
ist dann ein irreduzibler Cliff(Z+ 1
2
)-Modul. Tatsa¨chlich besitzt V sehr viel mehr Struk-
tur. Wir fassen dies zusammen in
Satz 1.2.3 (Clifford SVOAs) Der Vektorraum VFermi,l besitzt die Struktur einer ”
scho¨-
nen“ unita¨ren SVOA vom Rang l
2
. Die Koeffizienten an des zu a ∈ V1/2 ∼= A geho¨rigen
Vertexoperators Y (a, z) operieren auf V gerade wie a(n) durch die Cliffordmultiplikation.
Die SVOA VFermi,l ist rational und besitzt genau eine irreduzible Darstellung na¨mlich V
selbst.
Fu¨r diese Konstruktion vgl. [Tsu90, FFR91] und [KW94], Abschnitt 4. In den ersten
beiden Referenzen wird l als gerade vorausgesetzt, dies ist aber eine nicht notwendige
Einschra¨nkung. In der Physik werden diese SVOAs als
”
freie Fermionen“ bezeichnet.
Die Koeffizienten der Vertexoperatoren zu Elementen aus V1/2 einer SVOA V bilden ganz
allgemein eine unendlich dimensionale Cliffordalgebra. Fu¨r die von ihnen erzeugte Unter-
SVOA gilt (vgl. Prop. 6.2 [Tam95b], der Beweis dort bleibt auch fu¨r ungerade l gu¨ltig):
Satz 1.2.4 (Eigenschaft L-Clifford) Sei V eine
”
scho¨ne“ unita¨re SVOA mit dimV1/2 =
l. Dann ist die von V1/2 erzeugte Unter-SVOA isomorph zu VFermi,l.
22
Die SVOA VFermi := VFermi,1 hat den Rang
1
2
und die gerade Unter-VOA ist L1/2(0). Als
L1/2(0)-Modul besteht die Zerlegung VFermi = L1/2(0)⊕ L1/2(12).
Eine dritte Klasse sind die zu affinen Kac-Moody Algebren assozierten und in der Physik
als
”
WZW-Modelle“ bekannten VOAs. Sei g eine einfache komplexe Liealgebra und
gˆ = g ⊗C[t, t−1]⊕C · c = gˆ+ ⊕ g ⊕ gˆ− ⊕C · c
die zugeho¨rige affine Liealgebra, sei {Λ0, . . . ,Λn} ein System von fundamentalen Ge-
wichten von gˆ, so daß {Λ1, . . . ,Λn} fundamentale Gewichte fu¨r g sind. Fu¨r eine Ho¨chstge-
wichtsdarstellung Vλ von g mit Ho¨chstgewicht λ ∈ Z≥0 Λ1⊕ . . .⊕Z≥0 Λn und ein k ∈ Z≥0
bezeichnen wir mit VˆkΛ0+λ = U(gˆ)⊗U(g⊕gˆ−⊕C·c)Vλ den Vermamodul vom Ho¨chstgewicht
kΛ0 + λ. Er entha¨lt einen maximalen eindeutigen Untermodul I(k, λ). Sei LkΛ0+λ der
Quotientenmodul VˆkΛ0+λ/I(k, λ). Bezeichne schließlich mit gˇ die duale Coxeterzahl, mit
θ die la¨ngste Wurzel von g und schreibe ( . , . ) fu¨r die invariante Bilinearform auf g, die
so normiert ist, daß 2 die Quadratla¨nge einer langen Wurzel ist.
Satz 1.2.5 (Kac-Moody VOAs) Der gˆ-Modul LkΛ0 besitzt eine natu¨rliche VOA-Struk-
tur vom Rang k·dimg
k+gˇ
. Die so erhaltene VOA ist
”
scho¨n“, unita¨r und rational und besitzt
als irreduzible Moduln gerade die irreduziblen integrablen Ho¨chstgewichtsdarstellungen
{LkΛ0+λ | (λ, θ) ≤ k} von gˆ der Stufe k.
Zu jedem ganzen positiv definiten Gitter L ⊂ Rn kann eine SVOA VL assoziiert werden.
Dem geraden Untergitter L0 ⊂ L entspricht dabei die gerade Unter-VOA V(0) = VL0,
d.h. VL ist eine VOA, falls L gerade. Bezeichne mit L
∗ = {x ∈ Rn | 〈x, y〉 ∈
Z fu¨r alle y ∈ L} das zu L duale Gitter.
Satz 1.2.6 (Gitter-SVOAs) Die Gitter-SVOA VL ist eine ”
scho¨ne“ unita¨re rationale
SVOA vom Rang n, deren irreduzible Moduln den Nebenklassen L∗/L entsprechen. Die
Fusionsalgebra ist isomorph zum Gruppenring Z[L∗/L].
Die VOA-Struktur war in [FLM88] (gerade Gitter) und [DL93] (ungerade Gitter) kons-
truiert worden. Die irreduziblen Moduln waren im geraden Fall in [Don93] bestimmt
worden. Der etwas allgemeinere Fall von beliebigen ganzen Gittern und deren assozier-
ten SVOAs ist zumindest in der physikalischen Literatur ebenfalls untersucht worden
(vgl. z.B. [God89]). Dort werden diese SVOAs durch die Quantisierung eines
”
Strings auf
dem Torus Rn/L“ konstruiert.
Es besteht der folgende Zusammenhang zwischen Gitter-VOAs und den zu affinen Kac-
Moody Algebren geho¨rigen VOAs (s. [FLM88], Kapitel 7):
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Satz 1.2.7 Die zu den Wurzelgittern der Liealgebren vom Typ An, Dn (n ≥ 1) und En
(n = 6, 7, 8) geho¨rigen VOAs sind isomorph zu den VOAs, die zu den fundamentalen
Stufe 1 Darstellungen der entsprechenden affinen Kac-Moody Algebren assoziiert sind.
Die zum geraden Gitter L =
√
2kZ; k ∈ N, k > 1 assoziierte VOA kann als die zu der
abelschen Liealgebra Lie(U(1)) =: t assozierte VOA bei Stufe k aufgefaßt werden.
Die Koeffizienten von Vertexoperatoren zu Elementen vom Gewicht 1 bilden eine affine
Liealgebra. Zusammen mit Lemma 1.1.12 ist daher zu vermuten, daß unita¨re
”
scho¨ne“
rationale VOAs die folgende Eigenschaft besitzen:
Definition 1.2.8 (Eigenschaft L-Lie) Sei V eine VOA, V˜1 die von V1 erzeugte Unter-
VOA und W = ComV (V˜1) die Kommutante von V˜1 in V . Wir sagen: V besitzt die
Eigenschaft L-Lie, wenn gilt:
a) W ist eine rationale Unter-VOA von V .
b) V˜1 ist ein Tensorprodukt von Kac-Moody VOAs L
gi
kiΛ
(i)
0
, wobei die gi die einfachen
bzw. abelschen Summanden der reduktiven Liealgebra V1 = g =
⊕n
i=1 gi sind.
Hat eine VOA V die Eigenschaft L-Lie, so ist sie eine direkte Summe von Moduln der
rationalen Unter-VOA V˜1 ⊗W . Eine Schwierigkeit L-Lie fu¨r beliebige unita¨re rationale
VOAs zu beweisen, ist u.a. die geforderte Rationalita¨t von W .
Schließlich sei noch der Mondscheinmodul V ♮ aufgefu¨hrt. Er wurde in [FLM88] kon-
struiert, um Teile des
”
Mondschein des Monsters“ [CN79] zu erkla¨ren, und war glei-
chzeitig das Beispiel, welches in der Mathematik die Definition der VOA-Struktur mo-
tivierte [Bor86, FLM84]. Zusa¨tzlich ist er das erste Beispiel einer Orbifold-VOA. Wir
notieren das Hauptresultat aus [FLM88] — mit den Bezeichnungen wie dort — als
Satz 1.2.9 (Mondscheinmodul V ♮) Der als Z2-Orbifold der Leechgitter-VOA kon-
struierte Mondscheinmodul V ♮ = V +Λ24 ⊕ (V TΛ24)+ ist eine unita¨re VOA vom Rang 24 mit
dem Monster als Automorphismengruppe.
1.3 Modulgruppen und Modulfunktionen
Wir fu¨hren die in dieser Arbeit verwendeten Notationen und elementaren Resultate im Zu-
sammenhang mit Modulfunktionen ein. Dies, sowie die meisten der beno¨tigten expliziten
Reihenentwicklungen finden sich in gro¨ßerer Ausfu¨hrlichkeit in Anhang I von [HBJ92].
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Sei H = {τ ∈ C | Im(τ) > 0} die obere Halbebene der komplexen Zahlen. Die Gruppe
SL2(Z) operiert auf H vermo¨ge
(A, τ) 7→ Aτ := aτ + b
cτ + d
, fu¨r A =
(
a b
c d
)
∈ SL2(Z) und τ ∈ H.
Eine Kongruenzuntergruppe Γ ist eine Untergruppe von SL2(Z), die eine Hauptkongruenz-
untergruppe Γ(N) := {A ∈ Γ | A ≡
(
1 0
0 1
)
(mod N)} fu¨r ein N ∈ N entha¨lt. Die Spitzen
von Γ sind die Bahnen der Operation von Γ auf P1(Q) ⊂ P1(R). Der Bahnenraum H/Γ
kann durch die Hinzunahme der Spitzen von Γ zu einer kompakten Riemannschen Fla¨che
H/Γ erweitert werden.
Die Operation von SL2(Z) aufH induziert eine Operation von SL2(Z) auf den Funktionen
auf H:
f(τ) 7→ f |A (τ) := f(aτ + b
cτ + d
) fu¨r ein f : H −→ C und A =
(
a b
c d
)
∈ SL2(Z).
Eine Modulfunktion zur Gruppe Γ ist eine unter der |-Operation invariante meromorphe
Funktion auf H, die in den Spitzen eine Fourierreihenentwicklung besitzt und dort ho¨chs-
tens einen Pol hat. Dies sind gerade die meromorphen Funktionen M(H/Γ) auf der
Fla¨che H/Γ.
Im Zusammenhang mit selbstdualen SVOAs sind wir insbesondere an SL2(Z) selbst und
der Thetagruppe Γθ := {A ∈ SL2(Z) | A ≡
(
1 0
0 1
)
oder
(
0 1
1 0
)
(mod 2)} interessiert.
Die Gruppe SL2(Z) wird erzeugt von den beiden Elementen S =
(
0−1
1 0
)
und T =
(
1 1
0 1
)
.
Sie ist genauer das freie Produkt von S und T modulo der Relationen S4 = (ST )6 = 1 und
S2 = (ST )3. Die inhomogene Gruppe PSL2(Z) = SL2(Z)/〈±1〉 ist das freie Produkt der
ebenfalls wieder mit S und T bezeichneten Bildern von S und T in PSL2(Z) zusammen
mit den beiden Relationen S2 = 1 und (ST )3 = 1.
Die Fla¨che H/SL2(Z) hat eine mit ∞ bezeichnete Spitze und ist vom Geschlecht 0. Der
Ko¨rper der meromorphen Funktionen von H/SL2(Z) ist daher ein rationaler Funktio-
nenko¨rper. Die Modulfunktion j =
E34
∆
zu SL2(Z) ist holomorph in H und besitzt in der
Spitze ∞ (lokale Koordinate q = e2πiτ ) die Fourierreihenentwicklung
j = q−1 + 744 + 196884 q + 21493760 q2 + · · · , (1.10)
d.h. es gilt M(H/Γ) ∼= C(j). Hierbei ist E4 = 1 + 240∑∞n=1 σ3(n) qn eine Eisensteinreihe
vom Gewicht 4 zu SL2(Z), und die Diskriminante ∆ ist die 24-te Potenz der η-Funktion,
die die Produktentwicklung
η = q
1
24
∞∏
n=1
(1− qn)
besitzt.
25
Die Thetagruppe Γθ (vgl. [Ran77]) wird erzeugt von S und T
2. Sie ist das freie Pro-
dukt von S und T 2 modulo der Relationen S4 = 1 und S2T 2 = T 2S2. Die inhomogene
Thetagruppe Γθ = Γθ/〈±1〉 ⊂ PSL2(Z) ist das freie Produkt von S und T 2 zusammen
mit der Relation S2 = 1. Die Kongruenzuntergruppe Γθ hat Index 3 in SL2(Z), und die
drei Nebenklassen SL2(Z)/Γθ werden repra¨sentiert von 1, T und ST . Die Fla¨che H/Γθ
hat ebenfalls das Geschlecht 0 und besitzt die beiden Spitzen 1 und ∞. Die Funktion
jθ =
(
ΘZ
η
)12
, wobei ΘZ =
∑
n∈Z q
1
2
n2 die Thetareihe zum Gitter Z ist, ist eine Modulfunk-
tion zu Γθ. Sie hat in der Spitze ∞ (lokale Koordinate q 12 ) die Produktentwicklung
jθ =
(
η2(τ)
η(2τ)η(τ/2)
)24
= q−
1
2
∞∏
n=0
(1 + qn+
1
2 )24, (1.11)
hat dort also einen einfachen Pol. In der Spitze 1 hat sie die Entwicklung
jθ = −212
(
η(2τ)
η(τ)
)24
= −212 · q
∞∏
n=1
(1 + qn)24, (1.12)
d.h. dort hat sie eine einfache Nullstelle. Aufgrund der Produktentwicklung ist sie eine in
H holomorphe Funktion, und es gilt M(H/Γθ) ∼= C(jθ).
Mit ΘL =
∑
x∈L q
1
2
〈x,x〉 bezeichnen wir die Thetareihe eines ganzen Gitters L ⊂ Rn. Sie
ist eine Modulform vom Gewicht n
2
zur Thetagruppe Γθ.
Wir werden eine Modulfunktion oft mit ihrer Reihenentwicklung in einer Spitze iden-
tifizieren.
1.4 (S)VOAs bei Geschlecht Eins
Die Beschreibung einer konformen Quantenfeldtheorie fu¨r Riemannsche Fla¨chen von ho¨he-
rem Geschlecht sollte sich aus der Beschreibung bei Geschlecht Null ergeben, denn Fla¨chen
gro¨ßeren Geschlechtes lassen sich durch Zusammenkleben der dreifach punktierten Zah-
lenkugel erhalten (vgl. [MS89]).
In diesem Abschnitt stellen wir die Resultate zusammen, die sich aus der Theorie der
Vertexoperator-Algebren (mathematische Beschreibung von CFT bei Geschlecht 0) fu¨r
Riemansche Fla¨chen bei Geschlecht 1 (Tori) ergeben. Die wesentlichen Sa¨tze finden sich
in der Arbeit [Zhu90] von Zhu. Wir formulieren weiter die entsprechenden Resultate fu¨r
SVOAs.
Sei V eine
”
scho¨ne“ rationale VOA vom Rang c und M ein irreduzibler V -Modul vom
konformen Gewicht h. Fu¨r ein n-Tupel (a1, a2, . . . , an) von homogenen Elementen ai ∈ V
definiert die formale q-Spur
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FM((a1, x1), (a2, x2), . . . , (an, xn), q) :=
x1
deg a1 · · · · · x2deg an tr |M Y (a1, x1)Y (a2, x2) . . . Y (an, xn)qL0 (1.13)
ein Element in qhC[[x1, x
−1
1 , x2, x
−1
2 , . . . , xn, x
−1
n , q]].
Die Reihe FM((a1, x1), (a2, x2), . . . , (an, xn), q) konvergiert nach Satz 4.2.1 aus [Zhu90] zu
einer in dem Gebiet
{(x1, x2, . . . , xn, q) | 1 > |x1| > · · · |xn| > |q|}
holomorphen Funktion, und der Limes kann zu einer in dem Gebiet
{(x1, x2, . . . , xn, q) | xi 6= 0, |q| < 1}
meromorphen Funktion F˜M fortgesetzt werden. Wir ersetzen die Variable xi durch e
2πizi,
q durch e2πiτ und bezeichnen
TM ((a1, z1), . . . , (an, zn), τ) = q
− c
24 F˜M((a1, e
2πiz1), . . . , (an, e
2πizn), e2πiτ ) (1.14)
als die n-Punkt-Korrelationsfunktion der Vertexoperatoren Y (a1, x1), . . ., Y (an, xn) auf
dem Torus mit Parameter τ . Die Funktion TM((a1, z1), (a2, z2), . . . , (an, zn), τ) ist nach
Satz 4.5.1 aus [Zhu90] eine in jeder Variablen zi doppeltperiodische Funktion mit den
Perioden 1 und τ , und die einzigen mo¨glichen Singularita¨ten sind die Stellen zi = zj +
m + kτ (i 6= j; m, k ∈ Z). Weiter ha¨ngt die Funktion nicht von der Reihenfolge der
Vertexoperatoren Y (ai, xi) ab, d.h. fu¨r jede Permutation σ ∈ Sn gilt
TM ((a1, z1), (a2, z2), . . . , (an, zn), τ) = TM((aσ(1), zσ(1)), (aσ(2), zσ(2)), . . . , (aσ(n), zσ(n)), τ).
Definition 1.4.1 Sei V eine rationale
”
scho¨ne“ VOA und M1, . . ., Mm eine vollsta¨ndige
Liste von irreduziblen V -Moduln. Den C-Vektorraum B, der von den m Funktionen
TMi :
⋃∞
n=1((V ×C)n ×H) −→ C,(i = 1, . . ., m) aufgespannt wird, bezeichnen wir als
den konformen Block auf dem Torus.
Anmerkung: Unsere Definition des konformen Blockes auf dem Torus stimmt mit derjeni-
gen in [Zhu90] nach den dort bewiesenen Sa¨tzen u¨berein. Insbesondere sind die m Funk-
tionen TMi linear unabha¨ngig, d.h. B ist ein m-dimensionaler C-Vektorraum mit der
ausgezeichneten Basis {TMi}. Das Hauptresultat aus [Zhu90] (Satz 5.3.2) ist:
Satz 1.4.2 (Zhu) Es existiert eine Darstellung ρ : SL2(Z) −→ End(B) der Modulgruppe,
so daß fu¨r Virasoroho¨chstgewichtsvektoren a1, a2, . . ., an und A =
(
a b
c d
)
∈ SL2(Z) die
n-Punkt-Korrelationsfunktionen das folgende Transformationsverhalten besitzen:
TMi((a1,
z1
cτ + d
), (a2,
z2
cτ + d
), . . . , (an,
zn
cτ + d
),
aτ + b
cτ + d
) =
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(cτ + d)
∑n
i=1
deg ai
m∑
j=1
ρ(A)ijTMj ((a1, z1), (a2, z2), . . . , (an, zn), τ).
Hierbei ist (ρ(A)ij) die m × m-Matrix der in der Basis {TMi} geschriebenen Abbildung
ρ(A) ∈ End(B).
Der Vektor {TMi((a1, z1), . . . , (an, zn), τ)} kann also als eine vektorwertige meromorphe
Jacobiform vom Gewicht
∑n
i=1 deg ai zur vollen Modulgruppe Z
2 >✁ SL2(Z) aufgefaßt
werden (vgl. [EZ85]).
Fu¨r n = 1 hat die in z1 elliptische Funktion TM((a1, z1), τ) keine Polstellen, ist also
konstant bzgl. z1. Wir bezeichnen
χM := TM((1, z1), τ) = q
− c
24
∞∑
n=1
dimMn q
n = tr|M qL0− c24
als den (konformen) Charakter eines V -Moduls M . Er ist eine in τ ∈ H holomorphe
Funktion.
Korollar 1.4.3 (Zhu) Die natu¨rliche Projektion π : B −→ B := Span{χMi} induziert
eine Darstellung
ρ : PSL2(Z) −→ End(B)
der inhomogenen Modulgruppe auf dem Vektorraum der konformen Charaktere.
Im allgemeinen ist π nicht injektiv, z.B. gilt fu¨r einMi und seinen dualen ModulM
∗
i = Mi′
die Beziehung χMi = χMi′ , aberMi undMi′ sind nicht notwendig isomorph. Wir schreiben
fu¨r ein Element A ∈ SL2(Z) kurz A˜ = ρ(A) und A = ρ(A).
Verlinde hat in [Ver88] den folgenden Zusammenhang zwischen der Fusionsalgebra und
der Darstellung ρ aus Satz 1.4.2 hergestellt:
Vermutung 1.4.4 (Verlindeformel) Die Dimensionen Nkij der Intertwinerra¨ume einer
einfachen
”
scho¨nen“ rationalen VOA V mit irreduziblen Moduln M1 = V , M2, . . ., Mm
lassen sich durch die m×m-Matrix S˜ = ρ(S), S =
(
0−1
1 0
)
ausdru¨cken:
Nkij =
m∑
n=1
S˜inS˜jnS˜
−1
nk
S˜1n
.
Fu¨r beliebige
”
scho¨ne“ rationale VOAs ist die Verlindeformel bisher noch nicht bewiesen.
Die Definiton des Raumes der Vakua in [Zhu94] fu¨r Riemannsche Fla¨chen ho¨heren Ges-
chlechtes erlaubt die allgemeine Formulierung der Verlindeformel im Rahmen von VOAs.
Analog zu VOAs lassen sich auch fu¨r SVOAs die Korrelationsfunktionen auf dem Torus
definieren und entsprechende Resultate erzielen. Wir werden daher hier nur die Aussagen
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formulieren und an einigen Stellen etwas zur Beweismethode sagen. Die nachfolgenden
Kapitel sind auch unabha¨ngig von diesen U¨berlegungen, falls in der Definiton der SVOA
zusa¨tzlich das entsprechende Modultransformationsverhalten der Charaktere gefordert
wird.
Die Definiton der n-Punkt Korrelationsfunktion auf dem Torus ist fu¨r eine SVOA V =
V(0) ⊕ V(1) die gleiche wie in (1.13) und (1.14), allerdings folgen nur fu¨r a1, . . ., an ∈ V(0)
die Konvergenz und die analytische Fortsetzbarkeit direkt aus dem Resultat fu¨r VOAs.
Fu¨r beliebige ai ∈ V ist TM((a1, z1), (a2, z2), . . . , (an, zn), τ)) eine in den Variablen zi
doppeltperiodische Funktion mit den beiden Perioden 1 und 2τ . Beim U¨bergang zi 7→
zi+ τ transformiert sich TM mit dem Vorzeichen (−1)|ai|. Fu¨r eine beliebige Permutation
σ ∈ Sn gilt
TM ((a1, z1), . . . , (an, zn), τ) = (−1)w · TM((aσ(1), zσ(1)), . . . , (aσ(n), zσ(n)), τ),
wobei w die Anzahl der Vertauschungen von ungeraden Elementen ai ∈ V(1) in σ ist.
Entsprechend dem konformen Block definiert man den superkonformen Block:
Definition 1.4.5 Sei V eine rationale
”
scho¨ne“ SVOA und sei M1, . . ., Mm eine voll-
sta¨ndige Liste von irreduziblen V -Moduln. Der superkonforme Block auf dem Torus ist
der von den m Funktionen TMi :
⋃∞
n=1((V ×C)n×H) −→ C,(i = 1, . . ., m) aufgespannte
C-Vektorraum SB.
Die
”
Super-Erweiterung“ von Satz 1.4.2 ist
Satz 1.4.6 Es existiert eine Darstellung ρ : Γθ −→ End(SB) der Thetagruppe, so daß
fu¨r Virasoroho¨chstgewichtsvektoren a1, a2, . . ., an und A =
(
a b
c d
)
∈ Γθ die n-Punkt-
Korrelationsfunktionen das folgende Transformationsverhalten besitzen:
TMi((a1,
z1
cτ + d
), (a2,
z2
cτ + d
), . . . , (an,
zn
cτ + d
),
aτ + b
cτ + d
) =
(cτ + d)
∑n
i=1
deg ai
n∑
j=1
ρ(A)ijTMj ((a1, z1), (a2, z2), . . . , (an, zn), τ).
Hierbei ist (ρ(A)ij) die m × m-Matrix der in der Basis {TMi} geschriebenen Abbildung
ρ(A) ∈ End(SB).
Fu¨r die Charaktere gilt das
Korollar 1.4.7 Die natu¨rliche Projektion π : SB −→ SB := Span{χMi} induziert eine
Darstellung
ρ : Γθ −→ End(B)
der inhomogenen Thetagruppe auf dem Vektorraum der konformen Charaktere.
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Anmerkung: Vertexoperatoren Y (a, x) zu Virasoroho¨chstgewichtsvektoren a ∈ Vk trans-
formieren sich wie Schnitte in der 2k-ten Tensorpotenz des Spinorbu¨ndels u¨ber dem Torus
C/(Z + Zτ) zu der durch κ : (1, τ) 7→ (1,−1) gegebenen Spin-Struktur. Zwei Tori
mit dieser Spin-Struktur sind genau dann konform a¨quivalent, wenn die Modulparameter
durch Γθ ineinander u¨bergefu¨hrt werden ko¨nnen. Um zu einer Darstellung von SL2(Z) zu
gelangen, muß man alle drei nichttrivialen (ungeraden) Spin-Strukturen betrachten und
den superkonformen Block SB um die Korrelationsfunktionen von getwisteten V -Moduln
erweitern (vgl. S. 39). Korrelationsfunktionen zur geraden Spin-Struktur liefern ebenfalls
eine SL2(Z)-Darstellung.
Beweis von Satz 1.4.6 (grobe Skizze): Kac und Wang haben in [KW94] das Ana-
logon der Zhu’schen Algebra A(V ) fu¨r SVOAs definiert und gezeigt, daß eine 1 : 1-
Korrespondenz zwischen irreduziblen A(V )-Moduln und irreduziblen V -Moduln besteht.
Dies ist der
”
Geschlecht 0 Teil“.
Fu¨r den
”
Geschlecht 1 Teil“ kann man ebenfalls analog zu der Arbeit von Zhu [Zhu90]
vorgehen und zuerst den superkonformen Block auf dem Torus
”
axiomatisch“ definieren
und dann zeigen:
(1) Die Korrelationsfunktionen auf dem Torus liegen in dem superkonformen Block.
(2) Bei Transformationen mit Γθ bleibt man im superkonformen Block.
(3) Ein Element im superkonformen Block la¨ßt sich als Spur auf A(V ) ausdru¨cken.
Dazu muß man zeigen, daß man wegen der Endlichkeitsbedingung C2 eine Differential-
gleichung erha¨lt, deren Koeffizienten elliptische Funktionen zu dem Paar Kurve mit festem
2-Teilungspunkt sind.
Man erha¨lt leicht die folgenden Eigenschaften des (super)konformen Blockes bei VOA-
kategoriellen Konstruktionen.
Seien V1 und V2 zwei ”
scho¨ne“ rationale (S)VOAs. Fu¨r den als SL2(Z)-Modul (bzw. Γθ-
Modul) aufgefaßten (super)konformen Block des Tensorproduktes V1 ⊗ V2 gilt
(S)BV1⊗V2 ∼= (S)BV1 ⊗ (S)BV2.
Dies folgt unmittelbar aus Satz 1.1.13 und Definition 1.4.1 bzw. 1.4.5.
Eine Einbettung i : U ⊂ V von zwei
”
scho¨nen“ rationalen (S)VOAs U und V induziert
die natu¨rliche Abbildung i∗ : (S)BV −→ (S)BU zwischen SL2(Z)- (bzw. Γθ-) Moduln,
die vermutlich injektiv ist. Schließlich liefert die Inklusion i : W(0) ⊂ W der Unter-VOA
W(0) in einer ”
scho¨nen“ rationalen SVOA W das folgende kommutative Diagramm:
Γθ × SBW ν × i
∗
−→ SL2(Z)× BW(0)
ρ ↓ ρ ↓
SBW
i∗−→ BW(0).
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Hierbei ist ν die Inklusion Γθ ⊂ SL2(Z), und i∗ : SBW −→ BW(0) bildet die Funk-
tion TM :
⋃∞
n=1((W × C)n,H) −→ C auf die Einschra¨nkung i∗(TM) = TM |i ◦ i :⋃∞
n=1((W(0) ×C)n,H) −→ C ab. Da W(0) auch rational ist, zerlegt sich M |i als direkte
Summe von irreduziblen W(0)-Moduln.
Alle drei Konstruktionen sind mit der Projektion π auf die konformen Charaktere
vertra¨glich.
Wir notieren noch die konformen Charaktere der wichtigsten Beispiele aus dem vorletzten
Abschnitt. Diese ergeben sich aus der Definition der der (S)VOA und ihren Moduln unter-
liegenden Vektorra¨ume.
Die Charaktere der 3 irreduziblen L1/2(0)-Moduln sind:
χL1/2(0) =
1
2
(√
ΘZ
η
+
√
ΘZ
η
|T
)
= q−
1
48 (1 + q2 + q3 + +2 q4 + 2 q5 + · · · ),
χL1/2( 12 )
=
1
2
(√
ΘZ
η
−
√
ΘZ
η
|T
)
= q−
1
48 (q
1
2 + q
3
2 + q
5
2 + q
7
2 + 2 q
9
2 + 2 q
11
2 + · · · ),
χL1/2( 116 )
=
1√
2
√√√√ΘZ+ 12
η
= q−
1
48 (q
1
16 + q
17
16 + q
33
16 + 2 q
49
16 + 2 q
65
16 ++ · · · ). (1.15)
Fu¨r den Charakter der Fermi-SVOA VFermi ∼= L1/2(0)⊕ L1/2(12) ergibt sich somit:
χVFermi =
√
ΘZ
η
= 24
√
jθ. (1.16)
Die Charaktere der irreduziblen Moduln ML+[i], [i] ∈ L∗/L einer Gitter-(S)VOA VL zum
ganzen Gitter L ⊂ Rn sind
χML+[i] =
ΘL+[i]
ηn
.
Fu¨r die Moduln V gkΛ0+λ zum Ho¨chstgewicht λ der zu einer Kac-Moody Algebra gˆ asso-
ziierten VOA bei Stufe k ergibt sich der Charakter aus der Weil-Kac Charakterformel
(s. [Kac90], Prop. 10.10, Bezeichnungen wie dort):
χV g
kΛ0+λ
= q−
c
24
∏
α∈∆∨+
(
1− q〈kΛ0+λ+ρ,α〉
1− q〈ρ,α〉
)multα
.
Schließlich erha¨lt man fu¨r den Charakter des Mondscheinmoduls V ♮ (s. [FLM88],
(10.5.55)):
χV ♮ = j(q)− 744 = J(q).
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Kapitel 2
Selbstduale
Vertexoperator-Superalgebren
Fu¨r selbstduale gerade und ungerade Codes erha¨lt man aus der MacWilliams Iden-
tita¨t [MS77] mit Hilfe von Invariantentheorie eine Beschreibung des Gewichtsza¨hler-
polynomes des Codes. Fu¨r selbstduale gerade und ungerade Gitter ergibt sich aus der
Jacobi-Umkehrformel und der Theorie der Modulformen eine Beschreibung der Thetareihe
des Gitters. In diesem Kapitel geben wir eine analoge Beschreibung fu¨r den Charakter von
selbstdualen VOAs und SVOAs. Hierzu benutzen wir einerseits den Satz von Zhu (1.4.2)
bzw. seine Verallgemeinerung 1.4.6 fu¨r SVOAs und andererseits elementare Eigenschaften
von meromorphen Funktionen. Fu¨r SVOAs stellt sich die Bedingung unita¨r als wichtig
heraus. Ein Ganzzahligkeitsargument erlaubt es uns weiter zu zeigen, daß der Rang einer
selbstdualen SVOA ein Element von 1
2
Z ist, was schon in [Ver88] vermutet worden war.
Selbstduale Codes und Gitter besitzen viele interessante Eigenschaften, so daß auch
die Klassifkation von selbstdualen VOAs natu¨rlich erscheint. Die Klassifikation der 24-
dimensionalen selbstdualen geraden Gitter steht in Verbindung mit den verschiedenen
Typen von tiefen Lo¨chern im Leechgitter [CS93], Kapitel 23 und 24, und den Bahnen von
lichtartigen Vektoren im 26-dimensionalen selbstdualen Lorentzgitter unter der Operation
der Automorphismengruppe [CS93], Kapitel 26 und 27. Wir geben hier fu¨r Ra¨nge c ≤ 24
eine Liste [Sch92] an, von der vermutet wird, daß sie alle selbstdualen unita¨ren VOAs
beschreibt. Die analoge Klassifikation fu¨r selbstduale Gitter war von Kneser [Kne57] und
Niemeier [Nie73] erhalten worden. Weiter geben wir in diesem Kapitel eine Beschreibung
der selbstdualen unita¨ren SVOAs vom Rang kleiner 8: fu¨r jeden Rang gibt es genau
eine SVOA. Mit den Methoden des na¨chsten Kapitels wird es mo¨glich sein, die selbst-
dualen unita¨ren SVOAs vom Rang kleiner 24 zu klassifizieren [Ho¨h]. Viel weiter wird
man in der Klassifikation nicht kommen ko¨nnen, da die Minkowski-Siegelsche Maßfor-
mel [Dir40, Min84, Sie35, Wei82] zeigt, daß die Anzahl der selbstdualen Gitter und damit
auch die Anzahl der (S)VOAs jenseits von 24 sehr stark anwa¨chst.
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Eine interessante Fragestellung ist es, eine analoge Maßformel auch fu¨r VOAs zu finden.
Probleme hierbei sind, daß man gleichzeitig endliche und unendliche Automorphismen-
gruppen beru¨cksichtigen muß, daß man keinen Raum kennt (Fn2 bei Codes, R
n bei Git-
tern), in den sich alle VOAs festen Ranges einbetten lassen, und daß man keine offensicht-
liche Gruppe hat, die operiert (Sn bei Codes, SOn(AQ) die orthogonale Gruppe u¨ber den
Adelen bei Gittern ∼= quadratischen Formen). Insbesondere wa¨re eine U¨bertragung des
Begriffes Geschlechter [Cas78, Are95] von quadratischen Formen auf VOAs interessant.
Zu erwarten ist dann zumindest, daß die Klassenzahl , d.h. die Anzahl der Isomorphie-
klassen von VOAs von festem Geschlecht (z.B. dem selbstdualen) endlich ist.
2.1 Selbstduale VOAs
Die Struktur der in 1.1.6 definierten Fusionsalgebra kann recht kompliziert sein, es sind
keine allgemeinen Klassifikationssa¨tze bekannt. Es erscheint daher sinnvoll, insbesondere
die (S)VOAs zu untersuchen, fu¨r die die Fusionalgebra trivial ist. Wie das Beispiel des
Mondscheinmoduls zeigt, ko¨nnen diese (S)VOAs trotzdem eine interessante Struktur be-
sitzen. Wir machen daher die
Definition 2.1.1 Eine (S)VOA V heißt selbstdual, wenn sie bis auf Isomorphie genau
einen irreduziblen Modul besitzt, na¨mlich V als adjungierten Modul selbst.
Anmerkungen: Außer der Bezeichnung selbstdual werden auch die Bezeichnungen holo-
morph [DM] oder meromorph [Sch92] verwendet. Wegen der Analogie zu Codes und
Gitter verwenden wir in dieser Arbeit die Bezeichnung selbstdual.
Eine selbstduale (S)VOA ist insbesondere einfach, da sie als adjungierter Modul irreduzi-
bel ist.
Nach Satz 1.2.6 ist die Fusionsalgebra einer SVOA VL zu einem ganzen Gitter L isomorph
zum Gruppenring Z[L∗/L], d.h. VL ist genau dann selbstdual, wenn L selbstdual ist.
Im Rest dieses Abschnittes betrachten wir selbstduale VOAs und im na¨chsten selbstduale
SVOAs. Alle Aussagen dieses Abschnittes finden sich auch in der physikalischen Literatur,
sind dort teilweise aber nicht bewiesen oder nur ohne genaue Angabe der Voraussetzung.
In Verallgemeinerung der entsprechenden Sa¨tze fu¨r gerade Codes (Gleason, vgl. [MS77],
Kap. 19) und Gitter (Hecke, vgl. [CS93], Kap. 7.6) gilt der
Satz 2.1.2 (vgl. z.B. [God89]) Sei V eine selbstduale
”
scho¨ne“ rationale VOA vom
Rang c. Dann ist der Charakter χV = q
−c/24∑∞
n=0 dimVn q
n ein homogenes Polynom
P (x, y) vom Gewicht c in den Funktionen x = 3
√
j (Gewicht 8) und y = 1 (Gewicht 24),
oder — a¨quivalent dazu — ein homogenes Polynom in x = χVE8 und y = χV ♮, den
Charakteren der selbstdualen VOA zum Gitter E8 und der selbstdualen Monster-VOA V
♮.
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Korollar 2.1.3 Der Rang c einer selbstdualen
”
scho¨nen“ rationalen VOA ist ein ganz-
zahliges Vielfaches von 8.
Falls V unita¨r ist, gilt nach Satz 1.1.11 natu¨rlich c ≥ 0.
Beweis: Da V nur einen irreduziblen Modul besitzt, liefert nach Korollar 1.4.3 zum Satz
von Zhu der von χV = q
−c/24∑∞
n=0 dimVnq
n aufgespannte C-Vektorraum eine eindimen-
sionale Darstellung von PSL2(Z). Fu¨r die Erzeuger S =
(
0−1
1 0
)
und T =
(
1 1
0 1
)
hat man
das folgende Transformationsverhalten:
χV (τ) |T = e− 2πic24 · χV (τ),
χV (τ) |S = χV (τ).
Die zweite Gleichung gilt wegen S2 = id und χV (i) = χV (i) |S= ∑∞n=0 dimVn ·
e−2π(−c/24+n) > 0. Wegen der Relation (ST )3 = id in PSL2(Z) folgt e2πi
c
8 = 1, d.h. c ∈ 8Z.
Daher ist χV (τ) invariant unter T
3.
Die von S und T 3 erzeugte Untergruppe Γ hat Index 3 in PSL2(Z) und die zugeho¨rige
Fla¨che H/Γ hat das Geschlecht 0. Den Ko¨rper der meromorphen Funktionen bilden die
rationalen Funktionen in 3
√
j = q−(1/3)(1 + 248q + · · ·) ∈ q−(1/3)Z[[q]], der 3-ten Wurzel
der absoluten Modulinvariante j (siehe [Sch74], S. 131). Die Funktion 3
√
j hat einen ein-
fachen Pol in der Spitze ∞ (lokale Koordinate q1/3). Der Charakter χV ∈ q− 13 · c8Z[[q]] ist
nach Satz 1.4.2 holomorph in der oberen Halbebene und hat einen Pol der Ordnung c
8
in
∞. Er ist daher ein Polynom vom Grad c
8
in 3
√
j, in dem wegen der q -Entwicklung nur
Exponenten kongruent c/8 (mod 3) vorkommen. Hieraus folgt der Satz. Die Umformu-
lierung gilt wegen χVE8 =
3
√
j und χV ♮ =
(
3
√
j
)3 − 744.
Beispiele von selbstdualen
”
scho¨nen“ rationalen VOAs:
Positiv definite gerade selbstduale Gitter liefern nach Konstruktion 1.2.6 die folgenden
Beispiele von selbstdualen unita¨ren VOAs: Fu¨r c = 8: VE8 , fu¨r c = 16: VE8 ⊗ VE8 , VD+16
und fu¨r c = 24 die 24 VOAs, die zu den 24 Niemeiergittern [Nie73] geho¨ren. Fu¨r c ≥ 32
gibt es mehr als 80 Millionen Gitter (vgl. [Ser73], Kap. 7) und daher mindestens ebenso
viele VOAs, d.h. eine Klassifikation fu¨r c ≥ 32 ist praktisch nicht durchfu¨hrbar.
Die Monster-VOA V ♮ (s. 1.2.9) ist nach Dong [Don94] rational und selbstdual.
Schellekens [Sch92, Sch93] hat fu¨r c = 24 eine Liste von 71 selbstdualen VOA-Kandida-
ten angegeben. Davon sind allerdings nur fu¨r 39 Kandidaten (24 Niemeiergitter-VOAs
& 15
”
Z2-Orbifolds“ [DGM90b]) die volle VOA-Struktur konstruiert und fu¨r 25 davon
(Niemeiergitter-VOAs [Don93] und V ♮) die Selbstdualita¨t bewiesen. Die Konstruktion
der Liste beruht auf der Klassifikation der von V1 erzeugten affinen Liealgebren. Da V1
nach Lemma 1.1.12 reduktiv ist, falls V
”
scho¨n“ und unita¨r ist, fassen wir zusammen:
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Vermutung 2.1.4 Sei V eine selbstduale unita¨re
”
scho¨ne“ rationale VOA vom Rang
c ≤ 24. Dann gilt
fu¨r c = 8 : V ∼= VE8 ,
fu¨r c = 16 : V ∼= VE8 ⊗ VE8, VD+16 ,
fu¨r c = 24 : V ist isomorph zu einer der 71 VOAs aus [Sch92].
Bei Annahme der Eigenschaft L-Lie (siehe 1.2.8) ko¨nnen wir fu¨r c = 8 bzw. c = 16 die
Vermutung fast beweisen. Aus Satz 2.1.2 folgt dimV1 = 248 bzw. dimV1 = 496. Die
Gleichungen (s. 1.2.5) dimV1 =
∑
dim gi und c =
∑ ki·dimgi
ki+gˇi)
liefern als einzige Lo¨sungen
V˜1 = VE8,1 fu¨r c = 8 bzw. (a) V˜1 = VE8,1 ⊗ VE8,1 oder (b) V˜1 = VD16,1 fu¨r c = 16. Da
χV = χVE8,1 , folgt V = VE8,1 fu¨r c = 8. Fu¨r c = 16 folgt (a) V = VE8,1 ⊗ VE8,1 oder
(b) V = VD16,1 ⊕ V h=2D16,1 . Die Gitter-VOAs zu den Wurzelsystemen An, Dn, En sind nach
Satz 1.2.7 isomorph zu den VOAs, die zu den fundamentalen Stufe 1 Darstellungen der
zugeho¨rigen affinen Kac-Moody-Algebren assoziiert sind. Allerdings bleibt zu zeigen, daß
bei (b) die VOA-Struktur stets mit der VOA-Struktur der Gitter-VOA u¨bereinstimmt.
2.2 Selbstduale SVOAs
Fu¨r selbstduale Codes ist es offensichtlich, daß sie nur fu¨r gerade Dimensionen existieren.
Der Rang eines Gitters ist nach Definition immer ganz. Wir werden hier zeigen, daß der
Rang einer selbstdualen SVOA halbganz ist. Als Vorbereitung beno¨tigen wir folgendes
einfaches
Lemma 2.2.1 Sei f(p) = 1 + p + a2 p
2 + · · · ∈ Z[[p]]. Dann werden die Nenner der
Potenzreihe f r fu¨r r ∈ Q \ Z beliebig groß.
Beweis: Sei π ein Primteiler des Nenners des geku¨rzten Bruches r = u
v
. Annahme:
f r =
∞∑
i=0
bi p
i = 1 +
u
v
p+O
(
p2
)
hat beschra¨nkte Nenner. Dann gibt es einen kleinsten Index i0 ≥ 1, fu¨r den bi0 die
maximale π-Potenz πl mit l ≥ 1 in den Nennern der bi hat. Der Koeffizient von pv·i0 in
f r·v = fu ∈ Z[[p]] ist ∑
α1,...,αv
α1+···+αv=v·i0
bα1 · · · · · bαv .
Der in der Summe enthaltende Summand bvi0 hat den Faktor π
v·l im Nenner. Nach De-
finition von i0 ist dies aber auch der einzige mit dieser Eigenschaft, im Widerspruch zur
Ganzzahligkeit der Summe.
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Satz 2.2.2 Der Rang c einer selbstdualen
”
scho¨nen“ rationalen SVOA V ist eine halb-
ganze Zahl.
Beweis: Da V selbstdual und rational ist, bildet nach Korollar 1.4.7 der von dem Charak-
ter χV aufgespannte C-Vektorraum eine eindimensionale Darstellung von Γθ = 〈S, T 2〉.
Wie beim Beweis von Satz 2.1.2 hat man:
χV (τ) |T 2 = e2πi 2c24 · χV (τ), (2.1)
χV (τ) |S = χV (τ). (2.2)
Bezeichne fu¨r eine natu¨rliche Zahl N mit Γθ,N den Kern des durch ρ(S) = 1 und ρ(T
2) =
e2πi·
1
N gegebenen Gruppenhomomorphismus ρ : Γθ −→ C∗. Da T 2 in Γθ einen freien
zyklischen Faktor erzeugt, ist ρ wohldefiniert. Die Fla¨cheH/Γθ,N ist dann eineN -bla¨ttrige
U¨berlagerung vonH/Γθ ∼= CP1, die in den beiden Spitzen∞ und 1 von Γθ einen N -fachen
Verzweigungspunkt besitzt. Die Modulfunktion jθ (s. 1.11) bildetH/Γθ biholomorph nach
CP1 ab, d.h. der Ko¨rper der meromorphen Funktionen von H/Γθ sind die rationalen
Funktionen in jθ. Da jθ einen einfachen Pol in der Spitze ∞ und eine einfache Nullstelle
in der Spitze 1 besitzt, ist C(N
√
jθ) der Ko¨rper der meromorphen Funktionen auf H/Γθ,N .
Sei N der Nenner der rationalen Zahl 2c
24
. Nach Satz 1.4.6 ist χV holomorph in H und we-
gen (2.1) ist χV invariant unter Γθ,N , definiert also eine aufH/Γθ,N holomorphe Funktion.
In der Spitze ∞ hat χV ho¨chstens einen Pol. Dies gilt auch fu¨r die andere Spitze: Nach
Definition der Rationalita¨t ist auch die Unter-VOA V(0) rational. Da χV = χV (0) + χV (1),
erha¨lt man mit Satz 1.4.2 fu¨r die q-Entwicklung in der Spitze 1
χV |TS=
l∑
i=1
ri χMi , (2.3)
wobei die M1 bis Ml die irreduziblen Moduln von V(0) sind. Die Mi haben nach Defini-
tion 1.1.2 nach unten beschra¨nkte L0-Eigenwerte, d.h. χMi hat ho¨chstens einen Pol in ∞.
Insgesamt ist somit χV eine meromorphe Funktion auf H/Γθ,N , also χV ∈ C(N
√
jθ).
Die 24-te Wurzel χ1/2 aus jθ hat nach (1.11) noch eine ganzzahlige q-Entwicklung:
1
χ1/2 =
24
√
jθ = q
− 1
48
∞∏
n=0
(1 + qn+
1
2 ) ∈ q− 148Z[[q1/2]].
1Lemma 2.2.1 zeigt, daß N
√
jθ genau dann eine q-Entwicklung mit beschra¨nkten Nennern hat, falls N
ein Teiler von 24 ist. Da die Koeffizienten von Modulfunktionen zu Γ(n) mit rationaler q-Entwicklung
stets beschra¨nkte Nenner besitzen, kann nur fu¨r N | 24 die Gruppe Γθ,N eine Kongruenzuntergruppe sein.
Andererseits gilt Γ(48) ⊂ Γθ,24, wie man mit (1.11) und dem Transformationsverhalten der η-Funktion
unter beliebigen Matrizen A ∈ SL2(Z) (vgl. [Rad73], S. 163) leicht nachrechnet, d.h. Γθ,N ist fu¨r N | 24
eine Kongruenzuntergruppe.
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Sei c = c¯ + r mit c¯ ∈ 1
2
Z und 0 ≤ r < 1
2
. Die Funktion χV · χ−2r1/2 ∈ q−c¯/24Q[[q1/2]]
multipliziert sich mit einer 24-ten Einheitwurzel unter T 2 und liegt daher inM(H/Γθ,24) =
C(χ1/2). Es folgt
χV · χ−2r1/2 =
n0∑
i=0
ai · χ2c¯−24i1/2 (2.4)
mit rationalen Zahlen ai. Sei M der gemeinsame Nenner der ai. Da auch χ
−1
V ∈
qc/24Z[[q1/2]], erha¨lt man schließlich
χ−2r1/2 ∈ q
r
24
1
M
Z[[q1/2]].
Nach Lemma 2.2.1 ist dies aber nur fu¨r r = 0 mo¨glich, d.h. es gilt c = c¯ ∈ 1
2
Z.
Satz 2.2.2 war von Verlinde in [Ver88], S. 375 vermutet worden. Setzen wir V zusa¨tzlich
noch als unita¨r voraus, so ko¨nnen wir den Charakter noch genauer bestimmen:
Satz 2.2.3 Sei V eine selbstduale
”
scho¨ne“ unita¨re rationale SVOA vom Rang c. Dann
ist ihr Charakter χV = q
− c
24
∑∞
n=0 dimVn q
n ein homogenes Polynom P (x, y) vom Gewicht
c in den Reihen x =
√
ΘZ
η
= χ1/2 (Gewicht 1/2) und y =
3
√
j (Gewicht 8), d.h. in den
Charakteren der SVOAs VFermi vom Rang 1/2 und VE8 von Rang 8.
Beweis: Wie im letzten Satz gezeigt, ist c halbganz, und nach Gleichung (2.4) gilt daher
χV =
n0∑
i=0
ai χ
2c−24i
1/2 . (2.5)
Auf H/Γθ,24 hat χ1/2 einen einfachen Pol in∞ (lokale Koordinate q1/48) und eine einfache
Nullstelle in 1 (lokale Koordinate q1/24). Nach Gleichung (2.3) gilt fu¨r die Entwicklung
von χV in 1:
χV |TS=
l∑
i=1
ri χMi mit χMi = q
− c
24
+hi
∑
n≥0
dimMi q
n.
Da V als unita¨r vorausgesetzt wurde, ist nach Lemma 1.1.11 hi ≥ 0. Daher hat χMi
ho¨chstens einen Pol der Ordnung c in∞ bzw. χV ho¨chstens einen Pol der Ordnung c in 1,
und daher kann in (2.5) n0 =
[
c
8
]
gesetzt werden. Umformen liefert
χV =
[ c8 ]∑
i=0
bi χ
2c−16i
1/2 ·
(
χ161/2 − 16χ−81/2
)i
mit Zahlen bi, die sich linear aus den ai ergeben. Also ist χV — wie behauptet — ein
homogenes Polynom vom Gewicht c in χ1/2 = χVFermi und (χ
16
1/2 − 16χ−81/2) = 3
√
j = χVE8 .
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U¨ber die Eigenschaften der Unter-VOA V(0) einer selbstdualen ”
scho¨nen“ rationalen SVOA
V = V(0) + V(1) lassen sich weitere Aussagen machen.
Nach Satz 1.4.6 ist der von dem Charakter χV = χV(0)+χV(1) aufgespannte C-Vektorraum
invariant unter Γθ = 〈S, T 2〉. Die drei Funktionen χV , χV |T und χV |TS spannen daher
einen ho¨chstens 3-dimensionalen (gleich 3 falls V(0) 6= 0) PSL2(Z)-Modul auf. Wir wa¨hlen
eine neue Basis, auf der T fu¨r beliebige c diagonal operiert:
χV (0) =
1
2
(χV + e
2πi c
24χV |T ), χV (1) = 1
2
(χV − e2πi c24χV |T ), χRest = 1√
2
· e2πi c24χV |TS .
Fu¨r die Operation der Erzeuger S und T von PSL2(Z) erhalten wir unter Verwendung
der Relation (ST )3 = id in dieser Basis die Matrizen
T =

e−2πi
c
24 0 0
0 e2πi(−
c
24
+ 1
2
) 0
0 0 e2πi(−
c
24
+ c
8
)
 , S =

1
2
1
2
1√
2
1
2
1
2
− 1√
2
1√
2
− 1√
2
0
 . (2.6)
Die Funktion χRest wurde so normiert, daß S unita¨r ist. Nehmen wir nun an, daß V(0)
und V(1) irreduzible V(0)-Moduln sind, die Verlindeformel (1.4.4) gilt und die ”
Quantendi-
mensionen“ S˜i1
S˜11
≥ 1 sind (s. [Fuc92], S. 343), so sind die mo¨glichen S˜-Matrizen (s. 1.4.2)
gegeben durch
Fall (a) S˜ =

1
2
1
2
1√
2
1
2
1
2
− 1√
2
1√
2
− 1√
2
0
 , Fall (b) S˜ =

1
2
1
2
1
2
1
2
1
2
1
2
−1
2
−1
2
1
2
−1
2
∓ i
2
± i
2
1
2
−1
2
± i
2
∓ i
2
 (2.7)
oder Fall (c) S˜ =

1
2
1
2
1
2
1
2
1
2
1
2
−1
2
−1
2
1
2
−1
2
±1
2
∓1
2
1
2
−1
2
∓1
2
±1
2
 ,
und χRest ist der Charakter von einem bzw.
√
2χRest der Charakter von zwei V(0)-Moduln.
Fu¨r die zugeho¨rigen Fusionsalgebren F(V(0)) erga¨be sich aus der Verlindeformel im
Fall (a) : 3 Moduln V(0), V(1) und V(2), Fusionsalgebra wie beim ”
Isingmodell“,
Fall (b) : 4 Moduln V(0), V(1), V(2) und V(3), Fusionsalgebra F(V(0)) ∼= Z[Z/4Z],
Fall (c) : 4 Moduln V(0), V(1), V(2) und V(3), Fusionsalgebra F(V(0)) ∼= Z[Z/2Z× Z/2Z].
(2.8)
Wir machen daher die folgende
Definition 2.2.4 Eine selbstduale
”
scho¨ne“ rationale SVOA V heißt
”
sehr scho¨n“, falls
die Fusionsalgebra der Unter-VOA V(0) eine der drei Fa¨lle (a), (b) oder (c) in (2.8) ist, die
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Operation von S ∈ SL2(Z) auf den ”Korellationsfunktionen auf dem Torus“ durch (2.7)
gegeben ist und χRest der Charakter des Moduls V(2) (im Fall (a)) bzw.
√
2χRest die Summe
der Charaktere von V(2) und V(3) (Fa¨lle (b) und (c)) ist. Außerdem ist der Fall V = V(0)
zugelassen, d.h. V ist sogar eine selbstduale VOA.
Vermutlich ist eine selbstduale
”
scho¨ne“ unita¨re rationale SVOA stets
”
sehr scho¨n“, hierzu
mu¨ßte man die Beziehung zwischen den Algebren A(V(0)) und A(V ) genauer untersuchen
(vgl. die Beweisskizze von Satz 1.4.6).
Es besteht der folgende Zusammenhang zwischen dem nach Satz 2.2.2 halbganzen Rang
c und der Struktur der Fusionsalgebra von V(0):
Satz 2.2.5 Sei V eine selbstduale
”
sehr scho¨ne“ unita¨re rationale SVOA. In Abha¨ngigkeit
vom Rang c ist die Struktur der Fusionsalgebra von V(0) gegeben durch
F(V(0)) =

Ising (Fall (a)), falls c ∈ 1
2
Z \ Z,
Z[Z/4Z] (Fall (b)), falls c ∈ Z \ 2Z,
Z[Z/2Z × Z/2Z] (Fall (c)), falls c ∈ 2Z.
(2.9)
Beweis: Nach Gleichung (2.5) gilt χV =
∑n0
i=0 aiχ
2c−24i
1/2 mit ganzen Zahlen ai, also
χRest =
1√
2
e2πi
c
24 χV |TS= 1√
2
n0∑
i=0
ai (−1)i
(
e
2πi
48 χ1/2 |TS
)2c−24i
.
Da χ1/2 |TS= e− 2πi48
√
2 q
1
24
∏∞
n=1(1 + q
n), hat χRest fu¨r c ∈ 12Z \ Z eine rationale
q-Entwicklung bzw.
√
2χRest fu¨r c ∈ Z, d.h. fu¨r c ∈ 12Z \Z muß Fall (a) vorliegen und fu¨r
c ∈ Z der Fall (b) oder (c).
Im Fall (b) oder (c) gilt T˜ = Diag(e−2πi
c
24 , e2πi(−
c
24
+ 1
2
), e2πi(−
c
24
+ c
8
), e2πi(−
c
24
+ c
8
)). Man erha¨lt
aus (ST )6 = id in SL2(Z) im Fall (b) die Bedingung c ∈ Z \ 2Z bzw. im Fall (c) die
Bedingung c ∈ 2Z . Die Vorzeichen in S˜ sind durch die Restklasse c mod 4 eindeutig
festgelegt.
Definiert man auf einer SVOA V einen linearen Isomorphismus κ durch
κ(v) =
{
v, fu¨r v ∈ V(0),
−v, fu¨r v ∈ V(1),
wobei V(0) und V(1) der gerade bzw. ungerade Unterraum von V sind, so ist κ eine In-
volution und ein Automorphismus der SVOA V . Es ist daher natu¨rlich, κ-getwistete
V -Moduln zu betrachten (fu¨r eine Definition siehe [FFR91]). In der physikalischen Lite-
ratur werden die (ungetwisteten) V -Moduln als die Neveu-Schwarz Sektoren fu¨r V und
die κ-getwisteten V -Moduln als die Ramond Sektoren fu¨r V bezeichnet. Fu¨r eine selbst-
duale
”
sehr scho¨ne“ SVOA V ist zu erwarten, daß die irreduziblen κ-getwisteten Moduln
von V gerade V(2) ⊕ V(2) (c ∈ Z+ 12) bzw. V(2) ⊕ V(3) (c ∈ Z) sind.
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Beispiele von selbstdualen
”
sehr scho¨nen“ unita¨ren rationalen SVOAs:
Die SVOA VFermi: Eine SVOA mit dem kleinsten zula¨ssigen Rang c =
1
2
wurde in [KW94],
konstruiert. Diese auch als
”
freies Fermion“ bezeichnete SVOA VFermi ist rational und
selbstdual (Satz 4.1 in [KW94]). Fu¨r die Eigenschaft unita¨r vgl. [God89], Abschnitt
8. Die Unter-VOA (VFermi)(0) kann nach Satz 1.2.2 nur die zur unita¨ren c =
1
2
Ho¨chst-
gewichtsdarstellung der Virasoroalgebra assozierte VOA L1/2(0) sein, deren Rationalita¨t
in [Wan93] gezeigt wurde. Dort wurden auch die 3 irreduziblen L1/2(0)-Moduln L1/2(0),
L1/2(
1
2
) und L1/2(
1
16
) mit den konformen Gewichten 0, 1
2
und 1
16
bestimmt. Fu¨r die Fu-
sionsalgebra von L1/2(0) ergibt sich nach [DMZ94], Abschnitt 3, die in der physikalischen
Literatur als
”
Fusionsregeln des Isingmodells“ bezeichnete Struktur:
L1/2(
1
2
)× L1/2(1
2
) = L1/2(0), L1/2(
1
2
)× L1/2( 1
16
) = L1/2(
1
16
),
L1/2(
1
16
)× L1/2( 1
16
) = L1/2(0) + L1/2(
1
2
) (2.10)
und L1/2(0) ist die Identita¨t in der Fusionsalgebra. Da fu¨r den Charakter χVFermi = χ1/2
gilt (Satz 2.2.3 oder (1.16)), muß schließlich VFermi = L1/2(0) ⊕ L1/2(12) gelten. Nach
Gleichung (1.15) ist weiter 1√
2
χRest = χL1/2( 116 )
, d.h. VFermi ist ”
sehr scho¨n“.
Die zu ungeraden selbstdualen Gittern L assoziierten SVOAs VL: Die Eigenschaft ”
sehr
scho¨n“ ergibt sich aus Satz 1.2.6, da fu¨r das gerade Untergitter L0 ⊂ L = L0 ∪ (L0 + [2])
in geraden Dimensionen L∗0/L0 ∼= Z/2Z×Z/2Z und in ungeraden Dimensionen L∗0/L0 ∼=
Z/4Z gilt und die Zerlegung der SVOA VL = VL0 ⊕ VL0+[2] in den geraden und den
ungeraden Teil besteht.
Die SVOA VO ♮ = WNS: Die mit der Monster VOA V
♮ in Beziehung stehende SVOA
WNS ist das VOA-Analogon zu dem ungeraden Golay Code Z24 [PS75] und dem un-
geraden Leechgitter O24 [OP44] in Dimension 24 und ko¨nnte daher auch als ungerader
Mondscheinmodul VO ♮ bezeichnet werden. Die SVOA WNS ist eine Unter-SVOA einer
in [DGH88] beschriebenen
”
superkonformen“ VOA W vom Rang 24: In [Hua94] wird
gezeigt, daß die bei der Konstruktion des Monstermoduls V ♮ = V +Λ ⊕ (V TΛ )+ verwendete
Unter-VOA V +Λ die 4 irreduziblen Moduln V
+
Λ , V
−
Λ , (V
T
Λ )
− und (V TΛ )
+ mit den konformen
Gewichten 0, 1, 3
2
und 2 besitzt, und aufW = V +Λ ⊕V −Λ ⊕(V TΛ )−⊕(V TΛ )+ wird die Existenz
einer
”
superkonformen“ Struktur bewiesen. Diese induziert dann auf WNS = V
+
Λ ⊕ (V TΛ )−
eine SVOA-Struktur (die sogar N = 1 supersymmetrisch im Sinne von [KW94] ist).
Die Unter-VOA (WNS)(0) von WNS ist V
+
Λ und hat die Fusionsalgebra Z[Z/2Z × Z/2Z]
([Hua94], Satz 3.7). Die Selbstdualita¨t von WNS wurde nicht gezeigt, ist aber zu vermu-
ten. In Analogie zu der Situation bei Codes und Gittern ist außerdem zu vermuten, daß
V ♮ und WNS die einzigen selbstdualen ”
sehr scho¨nen“ unita¨ren rationalen SVOAs mit
V1 = 0 sind. Das Beispiel WNS zeigt, daß die Charaktere von V(2) und V(3), deren Summe
die Beziehung
√
2χRest = χV(2) + χV(3) erfu¨llt, auch verschieden sein ko¨nnen.
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Das Tensorprodukt zweier selbstdualer
”
sehr scho¨ner“ SVOAs sollte wieder
”
sehr scho¨n“
sein. Wir betrachten hier das im na¨chsten Kapitel beno¨tigte Beispiel V ⊗kFermi:
Zuerst sei daran erinnert, daß die VOA VDl,1 , die zur fundamentalen Stufe 1 Darstellung
der affinen Kac-Moody Algebra D˜l ∼= s˜o(2l) assoziert ist, isomorph zur Gitter-VOA VDl
von Rang l ist (Satz 1.2.7), und daher nach Satz 1.2.6 die Fusionsalgebra F(VDl) durch
(2.9) gegeben ist. Die Charaktere der irreduziblen Moduln sind in Abschnitt 1.4 beschrie-
ben. Die zu B˜l ∼= s˜o(2l + 1), l ≥ 1 geho¨rige VOA VBl,1 hat als irreduzible Moduln die 3
Stufe 1 Darstellungen von B˜l. Die Fusionsalgebra wird fu¨r affine Kac-Moody VOAs ganz
allgemein in [FZ92] beschrieben, und man pru¨ft nach, daß sich die Ising Fusionsregeln
ergeben. Die Charaktere ergeben sich aus der Weyl-Kac-Charakterformel [Kac90].
Satz 2.2.6 Das k-fache Tensorprodukt V ⊗kFermi ist eine selbstduale ”
sehr scho¨ne“ unita¨re
rationale SVOA von Rang k
2
. Die Unter-VOA Vso(k) := (V
⊗k
Fermi)(0) ist die zu den folgenden
Ho¨chstgewichtsdarstellungen von affinen Kac-Moody Algebren assoziierte VOA:
VSO(k) =
{
VDl,1 falls l = 2k,
VBl,1 falls l = 2k + 1,
und der ungerade Teil (V ⊗kFermi)(1) ist der (bzw. einer, falls k = 8) Stufe 1 Modul mit dem
konformen Gewicht h = 1
2
.
Beweis: Nach Satz 1.1.13 ist V ⊗kFermi eine ”
scho¨ne“ unita¨re rationale SVOA. Zu zeigen
bleibt die angegebene Struktur des geraden und ungeraden Teils von V ⊗kFermi. Dann gelten
wegen der oben beschriebenen Eigenschaften von VDl,1 und VBl,1 alle die fu¨r ”
sehr scho¨n“
beno¨tigten Eigenschaften.
Der Summe VDl,1 ⊕ VDh=1/2
l,1
kann die Struktur einer SVOA gegeben werden (vgl. [Tsu90,
FFR91, DM94a]), fu¨r die Summe VBl,1 ⊕ VBh=1/2
l,1
wurde dies in [DLM95a] (Beispiel 5.12)
gezeigt. Aufgrund der Eigenschaft L-Clifford (Satz 1.2.4) erzeugen die Vertexoperatoren
des Gewicht 1
2
-Anteils von V ⊗kFermi als auch von VDl,1 ⊕VDh=1/2
l,1
bzw. VBl,1 ⊕VBh=1/2
l,1
eine zur
unendlich dimensionalen Cliffordalgebra Cliff(Z + 1
2
) assoziierte Unter-SVOA mit dem
Charakter χk1/2. Dies ist aber auch der Charakter von VDl,1 ⊕VDh=1/2
l,1
bzw. VBl,1 ⊕VBh=1/2
l,1
,
d.h. beide SVOAs sind isomorph zur Clifford SVOA.
Da nach Satz 2.2.3 der Charakter einer selbstdualen
”
sehr scho¨nen“ unita¨ren und rationa-
len SVOA fu¨r Ra¨nge c kleiner als 8 durch χ2c1/2 gegeben ist, also dimV1/2 = 2c gilt, liefert
voranstehender Beweis das folgende Klassifikationsresultat fu¨r den Bereich 0 ≤ c < 8:
Satz 2.2.7 Eine selbstduale
”
sehr scho¨ne“ unita¨re rationale SVOA vom Rang c mit
0 ≤ c < 8 ist isomorph zu V ⊗2cFermi.
Im na¨chsten Kapitel, in dem ganz allgemein die Klassifikation der selbstdualen SVOAs auf
diejenige der selbstdualen VOAs zuru¨ckgefu¨hrt wird, werden wir einen Klassifikationssatz
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fu¨r den Bereich 8 ≤ c < 16 angeben. Der folgende Satz zeigt, daß man sich auf SVOAs
mit V1/2 = 0 beschra¨nken kann.
Satz 2.2.8 (vgl. [God89], Abschnitt 8) Sei V eine selbstduale
”
scho¨ne“ unita¨re ra-
tionale SVOA vom Rang c mit dimV1/2 = k. Dann ist V isomorph zu W ⊗ V ⊗kFermi, wobei
W selbst wieder eine selbstduale
”
scho¨ne“ unita¨re rationale SVOA vom Rang c′ = c − k
2
ist.
Beweis (Skizze): Da wegen χU⊗V = χU ⊗χV , d.h. dim(U⊗V )1/2 = dimU1/2+dimV1/2,
induktiv vorgegangen werden kann, genu¨gt es, V = VFermi ⊗ W zu zeigen. Dies folgt
aus der Eigenschaft L-Clifford mit W = ComV (VFermi). Nach [DMZ94, Prop. 2.7] ist W
rational und nach [DMZ94, Lemma 2.8] ist W selbstdual. (Bei Verallgemeinerung der
jeweiligen Sa¨tze dort auf SVOAs, vgl. [KW94] sowie [DL93].) Die Eigenschaften
”
scho¨n“
und unita¨r fu¨r W folgen aus denen von V und L1/2(0).
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Kapitel 3
Die Beziehung zwischen selbstdualen
VOAs und SVOAs
Die Klassifikation der ungeraden selbstdualen Codes bzw. Gitter la¨ßt sich auf die Klas-
sifikation der geraden selbstdualen Codes bzw. Gitter in der na¨chstho¨heren zula¨ssigen
Dimension zuru¨ckfu¨hren. In diesem Kapitel wird ein analoges (Teil-)Resultat fu¨r die
Beziehung zwischen selbstdualen unita¨ren
”
sehr scho¨nen“ rationalen SVOAs und VOAs
bewiesen.
Wir skizzieren hier kurz die Beziehung zwischen ungeraden und geraden selbstdualen
Codes (siehe [CP80], S. 42). Sei C ein selbstdualer gerader Code der Dimension n ∈ 8Z.
Bezeichne mit dk den Tetradencode der La¨nge k ∈ 2Z, dies ist der gerade Untercode von
c
k/2
2 , wobei c2 = {(0, 0), (1, 1)}. Der duale Code d⊥k hat bezu¨glich dk vier Nebenklassen
d0k = dk, d
1
k, d
2
k und d
3
k, die jeweils Vektoren des Minimalgewichts 0, 2,
k
2
und k
2
enthalten.
Bei Wahl eines Untercodes dk ⊂ C zerlegt sich C in
(w0 ⊕ d0k) ∪ (w1 ⊕ d1k) ∪ (w2 ⊕ d2k) ∪ (w3 ⊕ d3k).
Hierbei ist w0 das Komplement von dk in C, d.h. die Vektoren aus C der Gestalt
(u1, u2, . . . , un−k, 0, . . . , 0), wobei fu¨r dk die letzten k Koordinaten verwendet wurden.
Die Vereinigung W := w0 ∪ w1 bildet dann (falls w1 6= 0) einen ungeraden selbstdualen
Code der La¨nge n−k. Es leicht einzusehen, daß die Konstruktion umkehrbar ist und eine
Bijektion zwischen den Isomorphieklassen von ungeraden selbstdualen Codes der La¨nge
n − k und den Isomorphieklassen von Paaren (C, dk) von selbstdualen Codes C mit Un-
tercode dk liefert. (Fu¨r k = 4 muß zusa¨tzlich noch die Wahl der Nebenklasse d
1
k fixiert
werden, da das Minimalgewicht aller drei Nebenklassen d1k, d
2
k und d
3
k gleich 2 ist. Umge-
kehrt ist eine Unterscheidung zwischen d2k und d
3
k nicht erforderlich, da beide durch einen
”
a¨ußeren“ Automorphismus von dk vertauscht werden ko¨nnen.)
Fu¨r die analoge Konstruktion bei selbstdualen Gitter siehe die Arbeit [CS82]. Die Rolle
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von dk u¨bernimmt hier das Gitter Dk, das gerade Untergitter von Z
k.
Im Fall der Vertexoperatoralgebren schließlich ist VSO(k), die Unter-VOA der SVOA V
⊗k
Fermi,
das richtige Analogon. In Abschnitt 3.1 beweisen wir einen Satz fu¨r die Richtung VOA
nach SVOA, in Abschnitt 3.2 diskutieren wir die Ru¨ckrichtung.
3.1 Die Konstruktion von SVOAs aus VOAs
In diesem Abschnitt konstruieren wir zu einer selbstdualen VOA V und einer Unteralge-
bra VSO(k) eine SVOA W . Da beim gegenwa¨rtigen Stand der Theorie der VOAs es im
allgemeinen nicht bekannt ist, ob die Kommutante von VSO(k) in V rational ist — was
aber zu vermuten ist —, machen wir hier die etwas technische Voraussetzung, daß die
Kommutante zumindest eine rationale Unter-VOA mit gleichem Virasoroelement wie die
Kommutante entha¨lt. Die Konstruktion von W ha¨ngt aber nicht von der Wahl dieser
Unter-VOA ab. In den uns interessierenden Fa¨llen rank(V ) ≤ 24 ist diese Voraussetzung
auch erfu¨llt; man findet stets eine geignete Virasoro oder Kac-Moody Unter-VOA.
Sei also V eine
”
scho¨ne“ rationale VOA vom Rang c mit Virasoroelement ω zusammen
mit einer Unter-VOA L := VSO(k) vom Rang
k
2
mit Virasoroelement ω′′. Die Kommutante
W (0) = ComV (L) := {v ∈ V | ω′′0v = 0} ist nach [FZ92], Satz 5.1 und 5.2 eine Unter-
VOA von V vom Rang c′ = c − k
2
, wenn die Bedingung ω2ω
′′ = 0 erfu¨llt ist. Weiter
sei angenommen, daß eine rationale Unter-VOA U ⊂W (0) mit gleichem Virasoroelement
ω′ := ω − ω′′ wie W (0) existiert. Nach [DMZ94], Prop. 2.7 ist dann auch U ⊗ L rational,
und wir haben eine direkte Summenzerlegung
V =
⊕
i∈I
Mi ⊗Ni (3.1)
mit irreduziblen U bzw. LModulnMi und Ni. Nach Satz 2.2.6 besitzt L, in Abha¨ngigkeit
vom Rang, 3 oder 4 Typen von irreduziblen Moduln, die wir mit L = L(0), L(1), L(2) (und
L(3)) bezeichnen und die die konformen Gewichte 0,
1
2
, k
8
(und k
8
) besitzen. Setzen wir
W(a) :=
⊕
i∈Ia Mi, mit Ia = {i ∈ I | Ni ∼= L(a)}, so ist (3.1) a¨quivalent zu
V =
⊕
a=0,1,2(,3)
W(a) ⊗ L(a). (3.2)
Die Graduierung von W(a) und L(a) ist durch die Virasoroelemente ω
′ ∈ W (0) bzw. ω′′ ∈
L(0) gegeben und sie ist kompatibel mit der von V .
Lemma 3.1.1 Der U-Modul W(0) ⊗ 1 stimmt mit der Unter-VOA W (0) u¨berein.
Beweis: Ein von Null verschiedener Vektor m ⊗ n ∈ Mi ⊗ Ni liegt genau dann in der
Kommutante W (0) von L, wenn fu¨r das Virasoroelement ω
′′ = 1 ⊗ ω′′ die Gleichung
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(1⊗ ω′′)0(m ⊗ n) = 0 gilt. Nach Definition des Tensorproduktes ist (1⊗ ω′′)0(m ⊗ n) =
m⊗ ω′′0n und ω′′0n = 0 heißt, daß n ein vakuumartiges Element ist. Da wir V als ”scho¨n“
vorausgesetzt haben, ist dies nach [DLM], Abschnitt 2.4, gleichbedeutend mit n ∈ C · 1,
insbesondere also n ∈ Ni ∼= L(0) und damit m⊗ n ∈ W(0) ⊗ 1.
Wir werden auf W := W(0) ⊕W(1) eine SVOA-Struktur definieren, wobei auch W(1) = 0
zugelassen sein soll. Fu¨r k = 8 bedeutet die Wahl vonW(1) zusa¨tzlich die Auswahl von L(1)
unter den 3 a¨quivalenten VSO(8)-Moduln L(1), L(2) und L(3). Bisher haben wir fu¨r W eine
U -Modulstruktur und — da U inW(0) liegt — auch Elemente 1 ∈ (W(0))0 und ω′ ∈ (W(0))2.
Zu konstruieren bleibt der Vertexoperator WY (., z) : W −→ End(W )[[z−1, z]]. Dazu
zerlegen wir den Vertexoperator VY (., z) : V −→ End(V )[[z−1, z]] von V bzgl. U ⊗ L:
VY =
⊕
i,j,k∈I
VY kij , wobei
VY kij ∈
(
Mk ⊗Nk
Mi ⊗Ni Mj ⊗Nj
)
U⊗L
.
Nach [DMZ94], Prop. 2.10, besteht der Isomorphismus(
Mk ⊗Nk
Mi ⊗Ni Mj ⊗Nj
)
U⊗L
∼=
(
Mk
Mi Mj
)
U
⊗
(
Nk
Ni Nj
)
L
.
Sei nun (i, j, k) ∈ Ia × Ib × Ic mit a, b, c ∈ {0, 1}. Nach den Fusionsregeln fu¨r VSO(k) ∼= L
ist N cab = dim
(
L(c)
L(a) L(b)
)
L
∈ {0, 1}. Die SVOA-Struktur von V ⊗kFermi ∼= L(0) ⊕ L(1) liefert
fu¨r a + b + c ≡ 0 (mod 2) ein von Null verschiedenes Element LY cab ∈
(
L(c)
L(a) L(b)
)
L
∼=(
Lk
Li Lj
)
L
. Wir ko¨nnen fu¨r (i, j, k) ∈ Ia×Ib×Ic den Vertexoperator von V daher schreiben
als
VY kij =
{
UY kij ⊗ LY cab, falls a+ b+ c ≡ 0 (mod 2),
0, falls a+ b+ c ≡ 1 (mod 2). (3.3)
Fu¨r W =W(0) ⊕W(1) = ⊕i∈I0∪I1 Mi definieren wir daher:
WY :=
⊕
(i,j,k)∈Ia×Ib×Ic
UY kij , (3.4)
wobei wir fu¨r (i, j, k) ∈ Ia× Ib× Ic, a+ b+ c ≡ 1 (mod 2) noch UY kij = 0 gesetzt haben.
Lemma 3.1.2 Der in (3.4) definierte Vertexoperator WY : W −→ End(W )[[z, z−1]] ha¨ngt
nicht von der Auswahl der rationalen Unter-VOA U ⊂W(0) ab.
Beweis: Seien homogene Elemente u, v in W(0) bzw. W(1) und w
′ in dem eingeschra¨nkten
DualraumW ′(0) bzw.W
′
(1) gegeben. Sei | . | wie in Definition 1.1.1. Falls | w′ |6≡| u | + | v |
(mod 2), verschwindet nach Definition (3.4) die Funktion 〈w′,WY (u, z)v〉.
Nach Satz 2.2.6 und Satz 2.2.5 ist LY cab ∈
(
L(c)
L(a) L(b)
)
L
∼= C fu¨r a + b + c ≡ 0 (mod 2)
von Null verschieden, da nach Definition L(0) ⊕ L(1) eine zu V ⊗kFermi isomorphe SVOA ist.
Falls | w′ |≡| u | + | v | (mod 2), gibt es nach [DL93, Prop. 11.9] daher Elemente
u, v ∈ L(0) ⊕ L(1) bzw. w′ ∈ L′(0) ⊕ L′(1) mit |u| = |u|, |v| = |v| und |w′| = |w′| und
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〈w′, LY (u, z)v〉 6≡ 0. (3.5)
Nach Definition gilt aber
〈w′,WY (u, z)v〉 · 〈w′, LY (u, z)v〉 = 〈w′ ⊗ w′, VY (u⊗ u, z)v ⊗ v〉. (3.6)
Aus (3.5) folgt, daß 〈w′,WY (u, z)v〉 eine in z rationale Funktion ist, d.h. die Laurent-
entwicklung von WY in 0 ist wohldefiniert.
Insbesondere stimmt WY |W(0) mit der W(0)-Modulstruktur auf W u¨berein, welche auch
ohne Ru¨ckgriff auf die Intertwinerra¨ume definiert werden kann. Wu¨rde man anderer-
seits WY durch Gleichung (3.6) definieren, wa¨re es schwieriger das folgende Resultat zu
beweisen.
Satz 3.1.3 Das Tupel (W,WY, 1, ω′) mit dem in (3.4) definierten Vertexoperator WY ist
eine
”
scho¨ne“ SVOA vom Rang c− k
2
.
Beweis: Da WY als direkte Summe von U -Intertwinern geschrieben ist, sind alle Axiome
bis auf die Jacobi Identita¨t klar.
Die Jacobi Identita¨t fu¨r SVOAs ist bei Annahme der u¨brigen Axiome nach [DL93],
Prop. 7.16, a¨quivalent zur verallgemeinerten Rationalita¨t und Kommutativita¨t und zu
zwei Bedingungen an L0 und L1. Bis auf die Kommutativita¨t sind diese offensichtlich
erfu¨llt.
Zu zeigen ist somit fu¨r alle w, u, v inW(0) oderW(1) bzw. w
′ inW ′(0) oderW
′
(1) die Identita¨t
〈w′,WY (u, z1)WY (v, z2)w〉 = (−1)|u||v|〈w′,WY (v, z2)WY (u, z1)w〉 (3.7)
zwischen rationalen Funktionen in z1 und z2. Wegen Definition (3.4) verschwinden beide
Seiten von (3.7), falls |w′| 6≡ |u|+ |v|+ |w| (mod 2) ist. Mit dem gleichen Argument wie
beim Beweis der vorangehenden Lemmas findet man Elemente w, u, v ∈ L(0) ⊕ L(1) bzw.
w′ ∈ L′(0) ⊕ L′(1) mit
|u| = |u|, |v| = |v|, |w| = |w| und |w′| = |w′| (3.8)
und
〈w′, LY (u, z1)LY (v, z2)w〉 = (−1)|u||v|〈w′, LY (v, z2)LY (u, z1)w〉 6= 0. (3.9)
Sei also |w′| ≡ |u|+ |v|+ |w| (mod 2) und seien die u, v, w, w′ so gewa¨hlt, daß sie die
Bedingungen (3.8) und (3.9) erfu¨llen. Wir erhalten:
〈w′,WY (u, z1)WY (v, z2)w〉 · 〈w′, LY (u, z1)LY (v, z2)w〉
= 〈w′ ⊗ w′, (WY (u, z1)⊗ LY (u, z1))(WY (v, z2)⊗ LY (v, z2))w ⊗ w〉
nach Definition von WY
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= 〈w′ ⊗ w′, VY (u⊗ u, z1)VY (v ⊗ v, z2)w ⊗ w〉
wegen der Jacobi Identita¨t von V
= 〈w′ ⊗ w′, VY (v ⊗ v, z2)VY (u⊗ u, z1)w ⊗ w〉
nach Definition von WY
= 〈w′ ⊗ w′, (WY (v, z2)⊗ LY (v, z2))(WY (u, z1)⊗ LY (u, z1))w ⊗ w〉
= 〈w′,WY (v, z2)WY (u, z1)w〉 · 〈w′, LY (v, z1)LY (u, z2)w〉
= 〈w′,WY (v, z2)WY (u, z1)w〉 · (−1)|u||v|〈w′, LY (u, z2)LY (v, z1)w〉.
Hieraus erha¨lt man schließlich wegen der Bedingungen (3.8) und (3.9) die zu zeigende
Gleichung (3.7).
Vermutung 3.1.4 Ist die VOA V selbstdual, so ist die so erhaltene SVOA W rational,
selbstdual und
”
sehr scho¨n“. Die Unter-VOA W(0) besitzt (falls W(1) 6= 0) zusa¨tzlich zu
W(0) und W(1) noch die irreduziblen Moduln W(2) (und W(3), falls k gerade). Ist weiter V
unita¨r, so ist es auch W .
Liegt die V -UnterVOA Lk = VSO(k) in einer V -UnterVOA L
l = VSO(l) fu¨r ein l > k (von
der natu¨rlichen Einbettung SO(k) ⊂ SO(l) herkommend), so la¨ßt sich der Zusammenhang
zwischen der wie oben mit Lk konstruierten SVOAW und der mit Ll konstruierten SVOA
W ′ leicht beschreiben. Dazu betrachte man die folgende Zerlegung von V ⊗lFermi in den
geraden und den ungeraden Anteil:
V ⊗lFermi = V
⊗l−k
Fermi ⊗ V ⊗lFermi = Ll(0) ⊕ Ll(1)
= (Ll−k(0) ⊗ Lk(0) ⊕ Ll−k(1) ⊗ Lk(1))⊕ (Ll−k(0) ⊗ Lk(1) ⊕ Ll−k(1) ⊗ Lk(0)).
Mit W ′(0) = ComV (L
l) ko¨nnen wir daher V wie folgt zerlegen:
V =
⊕
a=0,1,2(,3)
W ′(a) ⊗ Ll(a)
= W ′(0) ⊗ (Ll−k(0) ⊗ Lk(0) ⊕ Ll−k(1) ⊗ Lk(1))⊕W ′(1) ⊗ (Ll−k(0) ⊗ Lk(1) ⊕ Ll−k(1) ⊗ Lk(0))⊕ · · ·
= (W ′(0) ⊗ Ll−k(0) ⊕W ′(1) ⊗ Ll−k(1) )⊗ Lk(0) ⊕ (W ′(0) ⊗ Ll−k(1) ⊕W ′(1) ⊗ Ll−k(0) )⊗ Lk(1) ⊕ · · ·
=
⊕
a=0,1,2(,3)
W(a) ⊗ Lk(a).
Somit ergibt sich die Zerlegung
W = W(0) ⊕W(1)
= (W ′(0) ⊗ Ll−k(0) ⊕W ′(1) ⊗ Ll−k(1) )⊕ (W ′(0) ⊗ Ll−k(1) ⊕W ′(1) ⊗ Ll−k(0) )
= (W ′ ⊗ V ⊗l−kFermi )(0) ⊕ (W ′ ⊗ V ⊗l−kFermi )(1) = W ′ ⊗ V ⊗l−kFermi . (3.10)
Es ist leicht einzusehen, daß diese Zerlegungen alle mit der jeweiligen (S)VOA-Struktur
vertra¨glich sind.
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3.2 Die Konstruktion von VOAs aus SVOAs
Die umgekehrte Konstruktion von VOAs aus SVOAs ist nicht so einfach. Im Gegensatz
zu der Situation bei Codes und Gittern fehlt ein
”
einbettender Raum“ wie Fn2 oder R
n,
von dem der konstruierte Kandidat in natu¨rlicher Weise die Struktur einer VOA erbt.
Der der Konstruktion zu Grunde liegende Vektorraum und die zugeho¨rige VOA-Struktur
lassen sich trotzdem leicht beschreiben.
Sei also W eine selbstduale
”
sehr scho¨ne“ rationale SVOA vom Rang c′, die nicht schon
eine VOA ist. Betrachte die SVOA V ⊗kFermi = L(0) ⊕ L(1) vom Rang k2 , wobei k so gewa¨hlt
sei, daß c′ + k
2
∈ 8Z. Die Ra¨nge c′ und k
2
liegen dann entweder beide in 1
2
Z \ Z, Z \ 2Z
oder 2Z und die Fusionsalgebren von L(0) und W(0) sind isomorph (vgl. Satz 2.2.5). Die
Summe V :=
⊕
a=0,1,2(,3)W(a) ⊗ L(a) ist dann ein W(0) ⊗ L(0)-Modul, der eine ganzzahlige
Graduierung durch die Eigenwerte von ω1 des Virasoroelement ω von W(0) ⊗L(0) besitzt.
Die Intertwinerra¨ume(
W(k) ⊗ L(k)
W(i) ⊗ L(i) W(j) ⊗ L(j)
)
W(0)⊗L(0)
∼=
(
W(k)
W(i) W(j)
)
W(0)
⊗
(
L(k)
L(i) L(j)
)
L(0)
sind aufgrund der Struktur der Fusionsalgebra vonW und L alle null- oder eindimensional.
Man kann daher geeignet normierte VY kij ∈
(
W(k)⊗L(k)
W(i)⊗L(i) W(j)⊗L(j)
)
W(0)⊗L(0)
(VY kij 6= 0, falls
Nkij = 1) wa¨hlen und schließlich
VY =
⊕
i,j,k=0,1,2(,3)
VY kij
setzen.
Wenn die SVOAW schon eine VOA ist, setzen wir V = W⊗VD+
k
, wobei VD+
k
∼= Lk(0)⊕Lk(2)
die selbstduale VOA zum fu¨r k ∈ 8Z geraden selbstdualen Gitter D+k ist.
Vermutung 3.2.1 Das Tupel (V, VY, 1, ω) wird so zu einer selbstdualen
”
scho¨nen“ ratio-
nalen VOA. Ist weiter W unita¨r, so ist es auch V .
Die Konstruktion von V ist fu¨r c′ ∈ Z unabha¨ngig von der gemachten Auswahl zwischen
W(2) und W(3), da L(2) und L(3) durch einen a¨ußeren Automorphismus von so(2l) = Dl,
l = k
2
∈ Z, der auf der Fusionsalgebra von L(0) operiert, vertauscht werden.
Wenn wir die beiden Vermutungen 3.1.4 und 3.2.1 als richtig voraussetzen, so ist klar,
daß die Konstruktionen von VOAs zu SVOAs und umgekehrt von SVOAs zu VOAs invers
zueinander sind. Man erha¨lt genauer eine Bijektion zwischen den Isomorphieklassen von
selbstdualen SVOAs W vom Rang c′ und den Isomorphieklassen von Paaren (V, VSO(k)),
wobei V eine selbstduale VOA vom Rang c = c′ + k
2
∈ 8Z und VSO(k) eine Unter-VOA
vom Rang k
2
ist (zusammen mit der Auswahl des VSO(k)-Moduls L(1), falls k = 8 ist).
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Isomorphieklasse des Paares (V, VSO(k)) bedeutet Fixierung der Isomorphieklasse von V
und dann Wahl der Unter-VOA VSO(k) bis auf A¨quivalenz unter Aut(V), den Automor-
phismen von V . (Falls k = 8, muß die Operation von der Untergruppe von Aut(V), die
VSO(8) fixiert, auf den drei VSO(8)-Moduln betrachtet werden: Zwei Auswahlen von VSO(8)-
Moduln sind a¨quivalent, falls ein Automorphismus sie ineinander u¨berfu¨hrt.) Wenn die
SVOA W schon eine VOA ist, so ist diese Beziehung offenbar auch richtig.
Verwendet man noch Satz 2.2.8 und Zerlegung (3.10), so kann man die Klassifikation
der selbstdualen SVOAs mit W1/2 = 0 auf die Bestimmung der maximalen VSO(k)-
Unteralgebren von V zuru¨ckfu¨hren, da diese das erste Glied in der Folge W , W ⊗ VFermi,
W ⊗ V ⊗2Fermi, . . . bilden.
Die Konstruktionen aus diesem Abschnitt sind in dieser Arbeit allerdings nur skizziert,
und Teilschritte sind noch zu beweisen. Evt. mu¨ssen außer selbstdual (sehr)
”
scho¨n“
unita¨r und rational noch weitere technische Forderungen an die (S)VOAs gestellt werden.
Sicherlich ist aber die Klasse von (S)VOAs, fu¨r die die U¨berlegungen dieses Kapitels
gelten, diejenige, die interessant ist und die man betrachten sollte.
Wir formulieren den beschriebenen Zusammenhang noch als
Vermutung 3.2.2 Es besteht eine umkehrbar eindeutige Beziehung zwischen den Iso-
morphieklassen von selbstdualen
”
sehr scho¨nen“ unita¨ren rationalen SVOAs vom Rang
c′ und den Isomorphieklassen von selbstdualen
”
scho¨nen“ unita¨ren rationalen VOAs vom
Rang c zusammen mit einer Unter-VOA VSO(k) vom Rang
k
2
= c− c′ (und Auswahl eines
VSO(k)-Moduls falls k = 8).
Es ist einfach, die Berechnung der Automorphismengruppe von W auf das Studium
der Operation der Automorphismengruppe von V auf der Unteralgebra VSO(k) zuru¨ck-
zufu¨hren. Wir werden dies hier nicht genauer untersuchen, sondern im na¨chsten Kapitel
nur den dort beno¨tigten Zusammenhang zwischen den Automorphismengruppen von V ♮
und VB ♮ beschreiben.
Beispiele fu¨r die Beziehung zwischen VOAs und SVOAs:
Wenn k ≥ 3 ist, wird die VOA L = VSO(k) von den Elementen aus (VSO(k))1 ∼= so(k)
erzeugt. Die Klassifikation von VOA-Unteralgebren VSO(k) in V kann daher im wesentli-
chen auf die Klassifikation von Lieunteralgebren so(k) in der reduktiven Liealgebra V1 = g
zuru¨ckgefu¨hrt werden (vgl. [Fuc92], Abschnitte 1.8, 2.8, 3.8 und [MP81, Dyn57]).
Bereich 0 ≤ c < 8: Wir erhalten so wieder das Resultat aus Korollar 2.2.7: Wa¨hlen wir
Rang V = 8, so existiert nur die VOA VE8
∼= VE8,1 . In der Liealgebra E8 gibt es bis auf
Isomorphie nur eine Klasse von regula¨ren (konformen) Einbettungen der so(k), k ≥ 3
(vgl. [MP81]). Die so(16) ∼= D8 ist maximal. Fu¨r 0 ≤ c ≤ 612 gilt daher W ∼= V ⊗2cFermi. Fu¨r
c = 7 und c = 71
2
ist es einfacher, die beiden VOAs vom Rang 16 zu betrachten: VE8×E8
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und VD+16
. In E8 × E8 ist eine so(k), k > 16 nicht einbettbar, und in D16 ist die so(32)
auch maximal, d.h. auch fu¨r c = 7 oder c = 71
2
gilt W ∼= V ⊗2cFermi.
Bereich 8 ≤ c < 16: Fu¨r den Bereich 8 ≤ c ≤ 16 ist es am einfachsten, Schellekens
Liste [Sch92] der selbstdualen VOAs mit Rang c = 24 heranzuziehen. Denn fu¨r k ≥ 9 gibt
es bis auf Isomorphie immer nur ho¨chstens eine regula¨re (konforme) maximale Einbettung
von so(k) in eine einfache Liealgebra g (in dem Sinne, daß V˜SO(k),1 VOA-Unteralgebra
von V˜1). Wir erhalten die folgende Liste:
c 8 12 14 15 31
2
SVOA VE8 VD+12
V(E7+E7)+ VA+15
VE+8,2
(3.11)
Man u¨berpru¨ft leicht, daß die so erhaltenen Beispiele fu¨r c ∈ {8, 12, 14, 15} mit den ents-
prechenden Gittertheorien (siehe Satz 1.2.7) u¨bereinstimmen (VE8 ist sogar eine VOA).
Fu¨r c = 151
2
erha¨lt man die
”
neue“ SVOA VE+8,2
— die zur Level 2 Darstellung von E8
geho¨rende VOA zusammen mit dem Modul mit konformen Gewicht 1
2
—, die allerdings
in der physikalischen Literatur schon untersucht wurde [SY89] (zumindest die Fusionsal-
gebra); vgl. auch [DLM95a], Bemerkung 5.9.
Vermutung 3.2.3 Die Liste in (3.11) entha¨lt alle selbstdualen unzerlegbaren SVOAs in
dem Bereich 8 ≤ c < 16.
Unsere obigen U¨berlegungen haben zumindest das folgende gezeigt:
Satz 3.2.4 Die Liste der in (3.11) angegebenen selbstdualen unzerlegbaren SVOAs fu¨r
den Bereich 8 ≤ c < 16 ergibt sich aus der Annahme der Umkehrvermutung 3.2.2 und der
Vermutung 2.1.4 fu¨r c = 16 bzw. c = 24.
Die Klassifikation der selbstdualen SVOAs fu¨r den Bereich 16 ≤ c < 24 ist mit Hilfe
von Schellekens Liste [Sch92] ebenfalls mo¨glich. Fu¨r V 6= V ♮ ist dies, wie schon oben
gesehen, auf die Klassifikation von Einbettungen der Liealgebra so(k) in die Liealgebra
V1 zuru¨ckfu¨hrbar. Dies wird in einer separaten Arbeit genauer ausgefu¨hrt [Ho¨h]. Im
besonders interessanten Fall des Mondscheinmoduls V ♮ ist V ♮1 = 0, und daher ist eine
maximale Unter-VOA ho¨chstens eine VSO(1). Tatsa¨chlich la¨ßt sich eine A¨quivalenzklasse
von zur (c, h) = (1
2
, 0)-Ho¨chstgewichtsdarstellung der Virasoroalgebra assozierten Unter-
VOAs L1/2(0) ∼= VSO(1) finden. Die auf diese Weise erhaltene Babymonster-SVOA VB ♮
wird im na¨chsten Kapitel genauer untersucht werden.
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Kapitel 4
Die Babymonster
Vertexoperator-Superalgebra
Das Ziel dieses Kapitels ist die Konstruktion einer SVOA VB ♮ vom Rang 231
2
auf der
das Babymonster B durch Automorphismen operiert. Diese SVOA ist das Analogon
des ku¨rzeren Golay Codes g22 (s. [PS75]) bzw. des ku¨rzeren Leechgitters O23 (s. [CS82]),
welche eine zweifache Erweiterung der Mathieu GruppeM22 bzw. der Conway Gruppe Co2
als Automorphismengruppe besitzen. So wie g22 keine Tetraden (Vektoren vom Gewicht
4) und O23 keine Wurzeln (Vektoren der Quadratla¨nge 2) besitzt, so entha¨lt VB
♮ keine
nichttriviale Lie Unteralgebra V1 (Vektoren vom konformen Gewicht 1). Die SVOA VB
♮
ist das natu¨rliche Objekt, auf dem B×Z2 durch Automorphismen operiert, und in diesem
Sinne liefert sie die natu¨rlichste Definition des Babymonsters.
In Abschnitt 4.2 wird VB ♮ aus dem Mondscheinmodul V ♮ unter Verwendung der Metho-
den des vorherigen Kapitels konstruiert. Dazu wird in Abschnitt 4.1 eine Beschreibung
von Virasoro Untervertexoperator-Algebren vom Rang 1
2
in V ♮ gegeben.
4.1 Zerlegung des Mondscheinmoduls V ♮ unter
L⊗481/2 (0)
Der Mondscheinmodul kann, da V ♮1 = 0, nicht in eine Summe von Ho¨chstgewichts-
darstellungen von affinen Kac-Moody Algebren zerlegt werden. Wie Dong, Mason und
Zhu in [DMZ94] gezeigt haben, kann man aber 48 paarweise zur c = 1
2
unita¨ren Ho¨chst-
gewichtsdarstellung der Virasoroalgebra assozierte kommutierende Unter-VOAs L1/2(0)
vom Rang 1
2
finden. Die Monster-VOA zerlegt sich dann als direkte Summe von VOA-
Moduln von L⊗481/2 (0). Wir werden in diesem Abschnitt zeigen, daß dieses Resultat auch
aus einer Arbeit [MN93] von W. Meyer und W. Neutsch u¨ber assoziative Unteralgebren
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der Griess Algebra folgt. Weiter geben wir mit Hilfe von Invariantentheorie eine neue
genauere Beschreibung der Zerlegung von V ♮.
Die 196884-dimensionale kommutative nicht assoziative Griess Algebra B [Gri82] ist der
Gewicht 2 Anteil V ♮2 des Mondscheinmoduls. Fu¨r zwei Elemente a, b ∈ B ist das Al-
gebraprodukt von B gegeben durch a × b = a1b und die nichtsingula¨re symmetrische
Bilinearform 〈., .〉 durch a3b = 〈a, b〉 · 1. Sie stimmt mit der in Satz 1.1.4 beschriebenen
invarianten symmetrischen Bilinearform u¨berein, d.h. es gilt
〈a× b, c〉 = 〈a, b× c〉
fu¨r Elemente a, b, c ∈ B. Das Einselement von B ist e = 1
2
ω, die Ha¨lfte des Virasoroe-
lementes, und hat die Norm 〈e, e〉 = 1
4
· ω3ω = c8 = 3 (vgl. [FLM88], Prop. 10.3.6). Da
V ♮1 = 0, gilt noch a2b = 0.
Die Struktur von assoziativen Unteralgebren von B wurde in [MN93] untersucht. Wir
fassen die dort erhaltenen allgemeinen Strukturresultate zusammen in
Satz 4.1.1 (Meyer, Neutsch) Sei U eine k-dimensionale assoziative Unteralgebra (der
reellen Form) der Griess Algebra B. Dann gilt
1) U ist isomorph zu einer direkten Summe von k Kopien von R: U ∼= Rk.
2) U entha¨lt eine Basis von k paarweise sich annihilierenden idempotenten Ele-
menten ai die orthogonal zueinander sind: ai × aj = 0 und 〈ai, aj〉 = 0 fu¨r alle
1 ≤ i, j ≤ k mit i 6= j.
3) Die idempotenten Elemente von U sind genau die 2k Elemente ai1+ai2+ · · ·+aiν ,
1 ≤ i1 < i2 < . . . < iv ≤ k, wobei {a1, . . . ak} die einzige Orthogonal Basis unter
ihnen ist. Die a1, . . ., ak heißen daher die Fundamental-Idempotenten von U .
4) U ist genau dann maximal assoziativ, wenn die folgenden beiden Bedingungen
erfu¨llt sind:
a) Das Einselement e von B liegt in U .
b) Die Fundamental-Idempotenten a1, · · ·, ak sind unzerlegbar, d.h. sie lassen
sich nicht als Summe von zwei oder mehr von Null verschiedenen Idempotenten
schreiben.
Der Beweis beruht im wesentlichen auf der Nortonungleichung [Con84]
〈a× a, b× b〉 ≥ 〈a× b, a× b〉
fu¨r Elemente a, b aus B.
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Eine Verbindung zwischen assoziativen Unteralgebren von B und Unter-VOAs von V ♮
stellt nun der folgende Satz her.
Satz 4.1.2 1 Sei U eine k-dimensionale maximale assoziative Unteralgebra der Griess
Algebra B mit den Fundamental-Idempotenten a1, . . ., ak. Dann bildet der von den Kom-
ponenten (2ai)n des Vertexoperators Y (2ai, z) vom Vakuum 1 erzeugte Untervektorraum
von V ♮ eine zur Virasoroalgebra assozierte Unter-VOA mit Virasoroelement ωi = 2ai vom
Rang ci = 8〈ai, ai〉. Diese k Unter-VOAs kommutieren paarweise, und ihr Tensorprodukt
ist eine Unter-VOA von V ♮ mit dem gleichen Virasoroelement ω =
∑k
i=1 ωi wie V
♮.
Beweis: Fu¨r ein Idempotent a ∈ B gilt a3a = a und a2a = 0. Nach Satz 1.2.2 er-
zeugen die Koeffizienten von Y (2a, z) daher eine Unter-VOA vom Rang 8〈a, a〉, die zu
einer Darstellung der Virasoroalgebra assoziert ist. Fu¨r zwei Virasoroelemente ωi 6= ωj
gilt aus Dimensionsgru¨nden (ωi)2ωj = 0 und (ωi)nωj = 0 fu¨r n ≥ 4. Nach Voraussetzung
und Satz 4.1.1, 2) gilt (ωi)1ωj = (ωi)3ωj = 0. Der Vektor ωj ist daher ein Ho¨chstge-
wichtsvektor vom Ho¨chstgewichts h = 0 fu¨r die von den Koeffizienten Li(n) := (ωi)n+1
von Y (ωi, z) =
∑
n∈Z(ωi)nz
−n−1 erzeugte Virasoroalgebra V iri. Der von ωj erzeugte
V iri-Untermodul von V
♮ ist unita¨r und muß daher zu einem Quotienten des Viraso-
romoduls Mc = U(V ir−)1/〈L−11〉 isomorph sein. Fu¨r diesen Vakuummodul gilt aber
Li(−1)ωj = (ωi)0(ωj) = 0. Die Kommutatorformel (vgl. [FHL93] (2.3.1)) liefert nun
[Y (ωi, z1), Y (ωj, z2)] = resz0z
−1
2 δ(
z1−z0
z2
)Y (Y (ωi, z0)ωj, z2) = 0, da
∑
n≥0(ωi)nωjz
−n−1
0 = 0
und nur diese singula¨ren Terme bei der Berechnung des Residuums beru¨cksichtigt werden.
Die linearen Abbildungen (ωi)n und (ωj)n kommutieren somit fu¨r alle m, n ∈ Z. Dann
kommutieren aber auch alle Vertexoperatoren der von ωi und ωj erzeugten Unter-VOAs,
denn diese lassen sich nach Satz 1.2.2 durch die (ωi)m bzw. (ωj)n ausdru¨cken.
Da V ♮ unita¨r ist, sind die zu den Idempotenten geho¨rigen Unter-VOAs entweder die
VOAs zu den Virasoroho¨chstgewichtsdarstellungen Mc = U(V ir−)1/〈L−11〉 (c ≥ 1) oder
die unita¨ren Darstellungen Lc(0) = Mc/Ic der minimalen Serie, wobei hier fu¨r den Rang
nur die Werte c = 1− 6
n(n+1)
, n = 3, 4, . . . zula¨ssig sind (s. [Lan88] oder [CdG94], Kap. 12).
Der kleinste mo¨gliche Wert ist c = 1
2
, und wir erhalten das schon in [MN93] vermutete
Korollar 4.1.3 Die Dimension einer assoziativen Unteralgebra der Griess Algebra ist
ho¨chstens 48.
Die einzige bekannte Klasse von Idempotenten mit minimaler Norm 1
16
liefern die
Transpositions-Idempotenten (vgl. [Con84, CCN+85, MN93]): Zu jeder Involution α vom
Typ 2A im Monster (
”
Transpositionen“) gibt es ein als axialen Vektor tα bezeichnetes Ele-
ment in der Griess Algebra. Das zugeho¨rige Transpositions-Idempotent ist dann iα =
1
64
tα.
1Der Zusammenhang zwischen Idempotenten in B und Virasoroalgebren ist auch in [Miy] betrachtet
worden.
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Auf der Menge {iα} ⊂ B der Transpositions-Idempotenten operiert M so, wie es auf der
Menge {α} ⊂ M der 2A-Involutionen durch Konjugation operiert. Zwei Transpositions-
Idempotente iα und iβ annihilieren sich gegenseitig genau dann, wenn αβ eine Involution
vom Typ 2B in M ist. Es gilt nun der
Satz 4.1.4 ([MN93] und [DMZ94]) Es gibt 48-dimensionale assoziative Unteralgeb-
ren in B mit Transpositions-Idempotenten als Fundamental-Idempotente.
Nach [Nor82, GMS89] operiert das Monster als Rang 9 Permutationsgruppe auf den
2A-Involutionen, und die Bahnen von Paaren von Involutionen sind durch die M-
Konjugationsklassen ihres Produktes gegeben, d.h. alle Paare (α, β) mit α·β in 2B sind un-
terM a¨quivalent. Daher sind auch alle Paare (iα, iβ) von kommutierenden Transpositions-
Idempotenten iα und iβ a¨quivalent.
Die Konstruktion von 48-Tupel S von Transpositions-Idempotenten wie in Satz 4.1.4
bzw. a¨quivalent dazu 48-Tupel von 2A-Involutionen in M , deren paarweises Produkt eine
2B-Involution ist, ist modulo der Operation von M hingegen nicht eindeutig. Betrach-
ten wir den Monstergraphen, dessen Ecken die 2A-Involutionen sind und dessen Kanten
mit der M-Konjugationsklasse des Produktes der Ecken gefa¨rbt sind, so interessieren
wir uns fu¨r die Orbiten vollsta¨ndiger Untergraphen vom Kantentyp 2B. Diese gruppen-
theoretische Umformulierung sollte mit gruppentheoretischen Methoden zu beantworten
sein (vgl. [Nor82, Iva94, CM95]). Sei nun ein festes 48-Tupel S fixiert.
Wegen Satz 4.1.4, Satz 4.1.2 und Satz 1.1.13 zerlegt sich V ♮ als direkte Summe von
L⊗481/2 (0)-Moduln:
V ♮ =
⊕
h1,...,h48∈{0, 12 , 116}
ch1,...,h48 L1/2(h1, . . . , h48), (4.1)
wobei L1/2(h1, . . . , h48) = L1/2(h1)⊗ . . .⊗ L1/2(h48) das 48-fache Tensorprodukt von den
drei irreduziblen L1/2(0)-Moduln L1/2(0), L1/2(
1
2
) und L1/2(
1
16
) ist.
Seien i, j und k nichtnegative Zahlen mit i + j + k = 48. Wir sagen, daß der Modul
L1/2(h1, · · · , h48) den Typ (i, j, k) hat, falls #{ν | hν = 0} = i, #{ν | hν = 12} = j und
#{ν | hν = 116} = k ist. Die Vielfachheit mi,j,k, mit der L⊗481/2 (0)-Moduln vom Typ (i, j, k)
in V ♮ vorkommen, ist dann
mi,j,k =
∑
h1,...,h48∈{0, 12 , 116}
#{ν|hν= 12}=j
#{ν|hν= 116}=k
ch1,...,h48. (4.2)
Schließlich setzen wir noch
P SV ♮(a, b, c) =
∑
i,j,k∈Z+
i+j+k=48
mi,j,k a
ibjck (4.3)
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und bezeichnen dieses homogene Polynom vom Grad 48 als das L1/2(0)-Gewichtsza¨hler-
polynom von V ♮ bezu¨glich S, da seine Koeffizienten die Anzahl der linear unabha¨ngi-
gen Virasoroho¨chstgewichtsvektoren von einem bestimmten Typ za¨hlen. Dieses Polynom
ha¨ngt tatsa¨chlich von der Auswahl von S ab. Um im na¨chsten Abschnitt den Charakter
der Babymonster-SVOA berechnen zu ko¨nnen, beno¨tigen wir den
Satz 4.1.5 Bei Wahl des Systems S von 48 Transpositions-Idempotenten wie in [DMZ94]
erha¨lt man fu¨r das L1/2(0)-Gewichtsza¨hlerpolynom von V
♮:
PSV ♮(a, b, c) = a
48 + b48 +804 (a44 b4 + a4 b44) + 10560 (a42 b6+ a6 b42) + 174306 (a40 b8+ a8 b40)+
1615680 (a38 b10 + a10 b38) + 16382612 (a36 b12 + a12 b36) + 116707584 (a34 b14 + a14 b34)+
554455407 (a32 b16 + a16 b32) + 1786512640 (a30 b18 + a18 b30) + 4077522504 (a28 b20 + a20 b28)+
6680893824 (a26 b22 + a22 b26) + 7891186524 a24 b24+(
1536 (a37 b3 + a3 b37) + 155136 (a35 b5 + a5 b35) + 4773888 (a33 b7 + a7 b33)+
70699008 (a31 b9 + a9 b31) + 596299776 (a29 b11 + a11 b29) + 3100876800 (a27 b13 + a13 b27)+
10370684928 (a25 b15 + a15 b25) + 22879881216 (a23 b17 + a17 b23)+
33843588096 (a21 b19 + a19 b21)
)
c8+(
16512 (a30 b2 + a2 b30) + 1112832 (a28 b4 + a4 b28) + 28038528 (a26 b6 + a6 b26)+
325307904 (a24 b8 + a8 b24) + 1996192896 (a22 b10 + a10 b22) + 6985020672 (a20 b12 + a12 b20)+
14585195904 (a18 b14 + a14 b18) + 18596004864 a16 b16
)
c16+(
168960 (a23 b+ a b23) + 14306304 (a21 b3 + a3 b21) + 300432384 (a19 b5 + a5 b19)+
2446205952 (a17 b7+a7 b17)+9241528320 (a15 b9+a9 b15)+17642698752 (a13 b11+a11 b13)
)
c24+(
9024 (a16+b16)+941568 (a14 b2+a2 b14)+14445312 (a12 b4+a4 b12)+63361536 (a10 b6+a6 b10)+
102007680 a8 b8
)
c32 +
(
135168 (a7 b+ a b7) + 946176 (a5 b3 + a3 b5)
)
c40 + 2048 c48.
Beweis: Nach Satz 1.4.2 definiert der konforme Block einer
”
scho¨nen“ rationalen VOA
mit k irreduziblen Moduln eine k-dimensionale Darstellung von SL2(Z). Die Darstel-
lung ρ : SL2(Z) −→ End(C3) fu¨r die VOA L1/2(0) war in (2.6) bzw. (2.7) beschrieben
worden. Fu¨r L⊗481/2 (0) erha¨lt man die Darstellung ρ
⊗48 : SL2(Z) −→ End((C3)⊗48). Der
konforme Block von V ♮ ist wegen der Selbstdualita¨t des Mondscheinmoduls [Don94] und
Rang V ♮ = 24 der triviale eindimensionale SL2(Z)-Modul. Die Restriktion der Vertexope-
ratorabbildung Y (., z) : V ♮ −→ End(V ♮)[[z, z−1]] auf L⊗481/2 (0) definiert eine SL2(Z)-a¨qui-
variante Einbettung des konformen Blockes von V ♮ in den von L⊗481/2 (0), d.h. wir erhalten
ein Element P˜ in ((C3)⊗48)SL2(Z). Das Gewichtza¨hlerpolynom P SV ♮(a, b, c) ist gerade die
Projektion von P˜ in den Grad-48-Anteil der SL2(Z)-Invarianten der symmetrischen Al-
gebra Sym∗(ρ). Um P SV ♮(a, b, c) zu berechnen, muß man also die unter der Operation von
ρ(SL2(Z)) invarianten Polynome in den 3 Variablen a, b und c betrachten. Die Gruppe
G := ρ(SL2(Z)) = 〈ρ(S), ρ(T )〉 hat die Ordnung 1152. Die Dimension der G-invarianten
55
Polynome ist durch den folgenden Satz von Molien (vgl. [MS77]) gegeben:
ρG(t) :=
∞∑
n=0
dim
(
Symn(ρ)G
)
tn =
1
|G|
∑
g∈G
1
det(1− g t) .
Man erha¨lt2
ρG(t) = 1 + t
3 + t6 + t9 + t12 + t15 + t18 + t21 +
+3 t24 + 3 t27 + 3 t30 + 3 t33 + 3 t36 + 3 t39 + 3 t42 + 3 t45 + 7 t48 + · · · .
Die folgenden Polynome sind invariant unter G:
p1 = a
2 c− b2 c,
p2 = −(a23 b+ a b23) + (a21 b3 + a3 b21) + 21 (a19 b5 + a5 b19)− 85 (a17 b7 + a7 b17)
+134 (a15 b9 + a9 b15)− 70 (a13 b11 + a11 b13) +
(
− 2 (a16 c8 + b16)− 240 (a14 b2 + a2 b14)
−3640 (a12 b4 + a4 b12)− 16016 (a10 b6 + a6 b10)− 25740 a8 b8)
)
c8
+
(
256 (a7 b+ a b7) + 1792 a5 b3 + a3 b5)
)
c16,
p3 = 3 (a
23 b+ a b23) + 253 (a21 b3 + a3 b21) + 5313 (a19 b5 + a5 b19) + 43263 (a17 b7 + a7 b17)
+163438 (a15 b9 + a9 b15) + 312018 (a13 b11 + a11 b13)− 256 c24,
p4 = χV ⊗3
E8
=
(
1
2
(
(a+ b)16 + (a− b)16
)
+ 128 c16
)3
. 3
Die 7 Polynome p161 , p
8
1 p2, p
8
1 p3, p
2
2, p
2
3, p2 p3 und p4 sind, wie man leicht nachrechnet, linear
unabha¨ngig, bilden also eine Basis fu¨r Sym48(ρ)G. In [DMZ94], Satz 6.5 sind die Anzahl
der verschiedenen Typen von linear unabha¨ngigen von Virasoroho¨chstgewichtsvektoren in
V ♮0 , V
♮
1 und V
♮
2 angeben worden (fu¨r V
♮
2 allerdings fehlerhaft). Die (richtigen) Anzahlen
sind
V ♮0 : m48,0,0 = 1,
V ♮1 : m46,2,0 = m39,1,8 = m32,0,16 = 0,
V ♮2 : m44,4,0 =
(
24
2
)
· 3− 24, m37,3,8 = 24 · 26, m30,2,16 = 258 · 26,
m23,1,24 = 24 · 211 + 336 · 26 + 24 · 212, m16,0,32 = 141 · 26.
Leider ergeben sich hieraus nur 6 statt 7 linear unabha¨ngige Bedingungen. Fu¨r V ♮3 erha¨lt
man zumindest die Gleichung
m7,1,40 = 9 · 214 − 6m0,0,48. (4.4)
Betrachtet man zusa¨tzlich die Dodekaden im Golay Code (Vektoren vom Gewicht 12), so
liefern diese unter anderem mindestens 2 ·210 linear unabha¨ngige Ho¨chstgewichtsvektoren
2Z.B. unter Verwendung der Computeralgebrasysteme GAP [So94] und Mathematica.
3Die Vielfachheit von L⊗161/2 (
1
16 ) in VE8 ist nicht 2
8, wie in [DMZ94] angegeben, sondern richtig ist 27.
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vom Typ (0, 0, 48) in V ♮3 und 132 · 210 vom Typ (7, 1, 40), d.h. es gilt m0,0,48 ≥ 2 · 210
und m7,1,40 ≥ 132 · 210. Wegen Relation (4.4) kann in beiden Ungleichungen nur das
Gleichheitszeichen gelten. Damit ist eine 7-te Bedingung gefunden, man kann P SV ♮(a, b, c)
vollsta¨ndig berechnen und erha¨lt das oben angegebene Polynom.
4.2 Konstruktion der Babymonster-SVOA VB ♮
In diesem Abschnitt wird nun mit Hilfe von Satz 3.1.3 aus dem Mondscheinmodul V ♮ die
Babymonster-SVOA VB ♮ konstruiert. Die hierzu beno¨tigten rationalen Unteralgebren U
und L liefert die im letzten Abschnitt betrachtete Zerlegung von V ♮ bezu¨glich L⊗481/2 (0).
Wir vermuten, daß die SVOA VB ♮ selbstdual,
”
sehr scho¨n“, unita¨r und rational ist und
die einzige derartige SVOA ist, die keine Clifford oder Lie Unteralgebra besitzt.
Sei iα ∈ V ♮2 das Transpositions-Idempotent zu einer 2A-Involution α im Monster. Da alle
Transpositions-Idempotente iα unter M a¨quivalent sind, liegt iα in einem 48-Tupel S von
kommutierenden Transpositions-Idempotenten, wie es in Satz 4.1.5 betrachtet wurde. Die
Numerierung der Idempotenten aus S sei so gewa¨hlt, daß ω48 = 2 · iα das Virasoroelement
des 48-ten Faktors L
(48)
1/2 (0) der zu S geho¨rigen Unteralgebra L
⊗48
1/2 (0) ⊂ V ♮ ist. Wir setzen
fu¨r l = 0, 1 und 2 mit der gleichen Notation wie in (4.1)
K(l) =
⊕
h1,...,h48
h48=nl
ch1,...,h48L1/2(h1, . . . , h48), (4.5)
wobei n0 = 0, n1 =
1
2
und n2 =
1
16
.
Die Struktur der Fusionsalgebra von L1/2(0) zeigt, daß K(0) eine Unteralgebra von V
♮ ist,
und der Mondscheinmodul die direkte Summe der drei K(0)-Moduln K(0), K(1) und K(2)
ist:
V ♮ = K(0) ⊕K(1) ⊕K(2). (4.6)
Der Modul K(l) wird von den Eigenvektoren der Komponente (ω48)1 ∈ End(V ♮) des Ver-
texoperators Y (ω48, z) aufgespannt, die einen Eigenwert λ ≡ nl (mod Z) besitzen.
In Verallgemeinerung von [DMZ94], Prop. 5.1 (2), gilt der folgende
Satz 4.2.1 Jede Unter-VOA R von V ♮, die L⊗481/2 (0) entha¨lt, ist einfach.
Beweis: Sei T ein von Null verschiedener R-Untermodul von R. Da L⊗481/2 (0) ⊂ R rational
ist, zerlegt sich T als direkte Summe von L⊗481/2 (0)-Moduln. Fu¨r Elemente u und v eines
in T enthaltenen L⊗481/2 (0)-Moduls L(h1, . . . , h48) gilt wegen der Fusionsregeln Y (u, z)v ∈
S[[z, z−1]], wobei S =
(⊕
fi∈{0, 12} cf1,...,f48 L(f1, . . . , f48)
)
∩ R Unteralgebra von R ist. Da
V ♮ als adjungierter V ♮-Modul irreduzibel ist, gilt nach [DL93], Prop. 11.9, Y (u, z)v 6= 0
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fu¨r von Null verschiedene u und v, d.h. es gibt einen L⊗481/2 (0)-Untermodul L(f1, . . . , f48)
mit fi ∈ {0, 12} in T . Wendet man das gleiche Argument nochmal auf Elemente u′,
v′ ∈ L(f1, . . . , f48) an, folgt L⊗481/2 (0) ⊂ T ; insbesondere also 1 ∈ T und daher T = R,
d.h. T ist irreduzibel.
Die VOA K(0), als adjungierter Modul aufgefaßt, ist somit irreduzibel. Daru¨ber hinaus
gilt der
Satz 4.2.2 Der K(0)-Modul K(1) ist irreduzibel.
Beweis: Der Koeffizient von b48 im L-Gewichtsza¨hlerpolynom P SV ♮(a, b, c) ist nach Satz
4.1.5 gerade 1, d.h. L(1
2
, . . . , 1
2
) ist mit einfacher Vielfachheit in K(1) enthalten. Sei t ein
L := L⊗481/2 (0)-Ho¨chstgewichtsvektor fu¨r L(
1
2
, . . . , 1
2
).
Wir zeigen als erstes: In jedem nichttrivialen K(0)-Untermodul N von K(1) =⊕
ch1,...,h47,1/2L1/2(h1, . . . , h47,
1
2
) ist fu¨r ch1,...,h47,1/2 > 0 ein L-Modul L(h1, . . . , h47,
1
2
) in
der isotypischen (h1, . . . , h47,
1
2
)-Komponente von N enthalten.
Fu¨r 0 6= v ∈ L(h1, . . . , h48) ⊂ V ♮ ist nach [DL93], Prop. 11.9 Y (t, z)v 6= 0. Setzen wir
h′i :=

1
2
fu¨r hi = 0,
0 fu¨r hi =
1
2
,
1
16
fu¨r hi =
1
16
,
so erhalten wir wegen der Fusionsregeln (2.10) einen Untermodul L(h′1, . . . , h
′
48) in V
♮,
Zu Elementen 0 6= m ∈ L(h1, . . . , h47, 12) ⊂ K(1) und 0 6= n ∈ L(f1, . . . , f47, 12) ⊂ K(1)
gibt es also Elemente 0 6= m′ ∈ L(h′1, . . . , h′47, 0) ⊂ K(0) und 0 6= n′ ∈ L(f ′1, . . . , f ′47, 0) ⊂
K(0). Da K(0) irreduzibel ist, gibt es nach [DM94b], Korollar 4.2, ein Element w ∈
K(0) mit wkm
′ = n′ fu¨r ein k. Wiederum aufgrund der Fusionsregeln (!) ist dann 0 6=
Y (w, z)m ∈ L(f1, . . . , f47, 12)[[z, z−1]], d.h. wir erhalten ein Element n 6= 0 in einem L-
Modul L(f1, . . . f47,
1
2
) ⊂ K(1).
Zu zeigen bleibt noch: Ist ein Modul L(h1, . . . , h47,
1
2
) in einem K(0)-Untermodul N ent-
halten, so auch die ganze zugeho¨rige isotypische (h1, . . . , h47,
1
2
)-Komponente.
Sei X bzw. X ′ der Vektorraum der Virasoroho¨chstgewichtsvektoren vom Typ
(h1, . . . , h47,
1
2
) bzw. vom Typ (h′1, . . . , h
′
47, 0). Sei weiter W ⊂ K(0) der L-Untermodul,
dessen Vertexoperatoren die Moduln vom Typ (h1, . . . , h47,
1
2
) oder — a¨quivalent dazu —
vom Typ (h′1, . . . , h
′
47, 0) in sich abbilden. Bezeichne mit A die von den Endomorphismen
wdegw−1 zu Virasoroho¨chstgewichtsvektoren w ∈ W erzeugte Unteralgebra von End(V ♮).
Das Korollar 4.2 aus [DM94b] und Lemma 4.5 aus [DLM95b] zeigen zusammen mit der
Irreduzibilita¨t von K(0): X
′ ist ein irreduzibler A-Modul.
Aber auch der A-Modul X ist irreduzibel: Die durch das oben definierte Element t ge-
gebene Abbildung tdegt−1 : X ′ −→ X ist ein A-Modulhomomorphismus, da aus der As-
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soziativita¨t des Tensorproduktes folgt, daß tdegt−1tdegt−1 ein nichtverschwindender Skalar
ist.
Ein anderer Beweis ergibt sich mit der in [DM94b] entwickelten Theorie:4 Die VOA
K(0) ⊕K(1) ist als Fixpunktmenge der 2A-Involution α einfach (s. Satz 4.2.4). Betrachte
auf K(0) ⊕K(1) den Automorphismus σ, der mit 1 auf K(0) und mit −1 auf K(1) operiert.
Es folgt dann aus Satz 3 in [DM94b], daß K(0) eine einfache VOA und K(1) ein irreduzibler
K(0)-Modul ist.
Vermutlich ist K(2) ebenfalls ein irreduzibler K(0)-Modul.
In der Zerlegung (4.5) la¨ßt sich L1/2(nl) abspalten: Setzt man
VB ♮(l) =
⊕
h1,...,h47
ch1,...,h47,nlL1/2(h1, . . . , h47), (4.7)
so gilt K(l) = VB
♮
(l) ⊗L1/2(nl). Wir sind nun genau in der in Abschnitt 3.1 beschriebenen
Situation, wobei hier U = L⊗471/2 (0) und L = L
(48)
1/2 (0) ist.
Gleichung (3.2) aus Kapitel 3 ist die Zerlegung
V ♮ =
⊕
l=0,1,2
VB ♮(l) ⊗ L(nl)
des Mondscheinmoduls.
Da K(l) = VB
♮
(l) ⊗ L1/2(nl) fu¨r l = 0 oder 1 irreduzibel ist, gilt dies auch fu¨r die VB ♮(0)-
Moduln VB ♮(0) und VB
♮
(1) (s. [FHL93], Prop. 4.7.2).
Nach Satz 3.1.3 wird durch (3.4) auf VB ♮ := VB ♮(0)⊕VB ♮(1) die Struktur einer SVOA vom
Rang 231
2
definiert. Wir werden zeigen, daß das Babymonster B — die zweitgro¨ßte spora-
dische einfache endliche Gruppe, die von B. Fischer gefunden und in [LcS77] konstruiert
worden ist — eine Untergruppe der Automorphismengruppe von VB ♮ ist, und bezeichnen
daher VB ♮ als den ku¨rzeren Mondscheinmodul oder als die Babymonster-SVOA.
Wie in Kapitel 3 gezeigt (Lemma 3.1.2), ha¨ngt die SVOA-Struktur nicht von der gewa¨hlten
rationalen Unter-VOA L ∼= L⊗481/2 (0) ab.
Wir formulieren Vermutung 3.1.4 fu¨r die SVOA VB ♮ nochmal fu¨r sich alleine:
Vermutung 4.2.3 Die Babymonster-SVOA VB ♮ ist selbstdual
”
sehr scho¨n“ unita¨r und
rational.
Einige der unter der Definition
”
sehr scho¨n“ zusammengefaßten Eigenschaften werden wir
im folgenden auch beweisen.
4Nach einem Hinweis von C. Dong und G. Mason.
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Bevor wir die Operation von B betrachten, sei an die Definition der Automorphismen-
gruppe Aut(V ) einer (S)V OA (V, Y, 1, ω) erinnert. Ein Automorphismus von V ist eine
invertierbare lineare Abbildung f : V −→ V , so daß f(1) = 1, f(ω) = ω und
f Y (v, z) = Y (f(v), z)f
fu¨r alle v ∈ V gilt.
Ist (M,YM) ein V -Modul, so induziert ein Automorphismus f auf dem unterliegenden
linearen Raum M eine neue mit (M,Y
(f)
M ) bezeichnete V -Modulstruktur, die durch
Y
(f)
M (v, z) = YM(f(v), z)
fu¨r alle v ∈ V gegeben wird.
Der Automorphismus f heißt innerer Automorphismus, falls fu¨r jeden irreduziblen V -Mo-
dul (M,YM) der V -Modul (M,Y
(f)
M ) zu (M,YM) isomorph ist. Die Untergruppe Inn(V )
der inneren Automorphismen von V ist ein Normalteiler von Aut(V ); die Faktorgruppe
operiert als Permutationsgruppe auf der Menge der irreduziblen Moduln. Es ist zu vermu-
ten, daß Aut(V )/Inn(V ) eine Untergruppe (oder sogar gleich) der Automorphismengruppe
der abstrakten Fusionsalgebra F(V ) ist.
Auf jedem irreduziblen V -Modul existiert eine projektive Darstellung von Inn(V )
(siehe [DM94a], Abschnitt 2).
Wir untersuchen nun, welche Untergruppe des Monsters M auf den Moduln K(l)
bzw. VB ♮(l) operiert. Der Zentralisator einer 2A-Involution ist CentM(α)
∼= 2.B, die maxi-
male (nichtsplittende) zentrale Erweiterung des Babymonsters B. Die Zerlegung von V ♮2
unter 2.B in irreduzible invariante Unterra¨ume zeigt die folgende U¨bersicht (vgl. [Con84]
und [MN93]):
2.B Darstellung: 1 ⊕ 1 ⊕ 96255 ⊕ 4371 ⊕ 96256
Eigenwerte von (ω48)1: 2 0 0
1
2
1
16
Eigenwerte von α: +1 +1 +1 +1 −1
(4.8)
Hierbei ist ω48 = 2 · iα das Virasoroelement zum Idempotent iα. Die ersten beiden
Komponenten der Zerlegung sind die von den Virasoroelementen ω48 von L
(48)
1/2 (0) und
ω − ω48 von VB ♮(0) aufgespannten Vektorra¨ume, d.h. 2.B fixiert die Virasoroelemen-
te von L
(48)
1/2 (0) und VB
♮
(0). Daher sind auch die Unteralgebren L
(48)
1/2 (0) und VB
♮
(0)
= ComV ♮(L
(48)
1/2 (0)) = {v ∈ V ♮ | (ω48)0v = 0} invariant unter 2.B (vgl. Lemma 3.1.1).
Auch die Zerlegung (4.6) wird von 2.B respektiert, da die Zerlegung durch die Eigen-
werte 0, 1
2
und 1
16
(mod Z) von (ω48)1 gegeben ist.
Satz 4.2.4 Auf K(0) und K(1) operiert das zentrale Element α ∈ 2.B mit +1, auf K(2)
mit −1.
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Beweis: Der Mondscheinmodul V ♮ ist ein irreduzibler Modul der affinen Griess
Algebra Bˆ, d.h. er wird erzeugt von den Koeffizienten der Vertexoperatoren von Elementen
aus V ♮2 (s. [FLM88], Satz 12.3.1. (g)) Ein Element v ∈ V ♮ ist also Linearkombination von
Elementen
w = (x1)n1(x2)n2 . . . (xk)nk 1 mit xi ∈ (K(l))2.
Wegen der Fusionsregeln von L1/2(0) gilt:
w ∈
{
K(0), K(1) falls eine gerade Anzahl der xi ∈ (K(2))2,
K(2) falls eine ungerade Anzahl der xi ∈ (K(2))2. (4.9)
Fu¨r die Involution α ∈ 2.B ⊂ Aut(V ♮) erha¨lt man:
αw = (αx1)n1(αx2)n2 . . . (αxk)nk(α1)
= (−1)#{i|xi∈(K(2))2}w, (4.10)
denn nach (4.8) gilt
αx =
{
+x falls x ∈ (K(0))2, (K(1))2,
−x falls x ∈ (K(2))2.
Die beiden Gleichungen (4.9) und (4.10) ergeben die Behauptung.
Wir erhalten somit eine B-Operation auf K(0)⊕K(1) und, da B auf dem Virasoroelement
von L
(48)
1/2 (0) trivial operiert, eine Operation auf den Faktoren des Tensorproduktes:
Lemma 4.2.5 Das Babymonster B operiert durch Automorphismen auf den beiden
VB ♮(0)-Moduln VB
♮
(0) und VB
♮
(1).
Beweis: Da die K(0)-Moduln K(l) (l = 0 oder 1) irreduzibel sind, ko¨nnen wir die ”
abs-
trakten“ VB ♮(0)-Moduln VB
♮
(l) als ”
VB ♮(0)-Untermoduln“ von K(l) auffassen (s. [FHL93],
Beweis von Satz 4.7.4): Sei w = x ⊗ y ein zerlegbarer von Null verschiedener Tensor in
(K(l))min, der kleinsten nichttrivialen Komponente von K(l). Dann ist VB
♮
(l) der ”
VB ♮(0)-
Untermodul“, der von den Elementen der Form (v ⊗ 1)n(x ⊗ y) erzeugt wird, wobei
v ∈ VB ♮(0) als homogen vorausgesetzt werden kann. Hierbei haben wir noch Proposition
4.1 aus [DM94b] benutzt. Die VB ♮(0)-Modulstruktur ist offensichtlich.
Die B-Operation auf VB ♮(0) = Span((v ⊗ 1)n(1 ⊗ 1)) = Span(vn1 ⊗ 1) ⊂ K(0) ist gerade
die Einschra¨nkung der B-Operation von K(0) auf VB
♮
(0) = Com(L
(48)
1/2 (0)).
Die B-Operation auf K(1) bildet fu¨r g ∈ B ein Element (v ⊗ 1)n(x ⊗ y) auf das Ele-
ment g((v ⊗ 1)n(x ⊗ y)) = (g(v) ⊗ 1)n(g(x ⊗ y)) ab. Nun kann wegen dim (K(1))2 =
dim (VB ♮(1))3/2 · dim (L(48)1/2 (12))1/2 und dim (L(48)1/2 (12))1/2 = 1 die Komponente (K(1))2 mit
(VB ♮(1))3/2 identifiziert werden, d.h. g(x⊗ y) =: g(x)⊗ y liegt wieder in VB ♮(1). Somit ist
VB ♮(1) ein B-invarianter ”
VB ♮(0)-Untermodul“, wir haben also eine mit der VB
♮
(0)-Modul-
struktur vertra¨gliche B-Operation auf VB ♮(1).
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Fassen wir L1/2(nl) als trivialen B-Modul auf, dann ist fu¨r l = 0 oder 1 die B-Operation
auf VB ♮(l) gerade so konstruiert, daß K(l)
∼= VB ♮(l) ⊗ L1/2(nl) ein Isomorphismus von B-
Moduln ist.
Satz 4.2.6 Auf der Babymonster-SVOA VB ♮ = VB ♮(0)⊕ VB ♮(1) operiert das Babymonster
nichttrivial durch Automorphismen.
Beweis: Die Effektivita¨t der B-Operation folgt aus der Zerlegung (4.8). Zu zeigen ist, daß
die Operation mit der vollen SVOA-Struktur, wie sie in (3.4) definiert wurde, vertra¨glich
ist. Dazu betrachten wir wie beim Beweis von Lemma 3.1.2 oder Satz 3.1.3 die Korrella-
tionsfunktionen.
Seien u, v Elemente in VB ♮(0) oder VB
♮
(1) bzw. w
′ ein Element in dem eingeschra¨nkten
Dualraum VB ♮(0)
′
oder VB ♮(1)
′
, sei g ∈ B. Auf VB ♮(l)
′
operiert g vermo¨ge 〈g(w′), v〉 =
〈w′, g−1(v)〉. Die Invarianz des Vertexoperators VB ♮Y : VB ♮ −→ End(VB ♮)[[z, z−1]] ist
daher a¨quivalent zu der Gleichheit
〈g(w′), VB ♮Y (g(u), z)g(v)〉 = 〈w′, VB ♮Y (u, z)v〉 (4.11)
von rationalen Funktionen in z. Wie beim Beweis von Lemma 3.1.2 ko¨nnen wir | w′ |
≡ | u | + | v | (mod 2) voraussetzen und dann zu u, v und w′ Elemente u, v ∈ L1/2(nl)
bzw. w′ ∈ L′1/2(nl) mit | u |=| u |, | v |=| v | und | w′ |=| w′ | sowie
〈w′, L1/2Y (u, z)v〉 6= 0 (4.12)
finden. Man erha¨lt
〈w′, VB ♮Y (u, z)v〉 · 〈w′, L1/2Y (u, z)v〉
= 〈w′ ⊗ w′, (VB ♮Y (u, z)⊗ L1/2Y (u, z))v ⊗ v〉
= 〈w′ ⊗ w′, V ♮Y (u⊗ u, z)v ⊗ v〉
wegen der Invarianz von V
♮
Y unter 2.B ⊂M
= 〈g(w′ ⊗ w′), V ♮Y (g(u⊗ u), z)g(v ⊗ v)〉
nach Definition der B-Operation auf VB ♮(l) ⊗ L1/2(nl)
= 〈g(w′)⊗ w′, V ♮Y (g(u)⊗ u, z)g(v)⊗ v〉
= 〈g(w′), VB ♮Y (g(u), z)g(v)〉 · 〈w′, L1/2Y (u, z)v〉.
Hieraus und aus (4.12) folgt (4.11).
Der Beweis la¨ßt sich auf alle der in Kapitel 3 aus einem Paar (V, L) konstruierten SVOAs
W u¨bertragen, falls die Gruppenoperation auf W geeignet definiert wird.
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J. Tits hatte in [Tit84] u.a. gezeigt, daß das Monster die volle Automorphismengruppe
der Griessalgebra B ist. Dazu wird zuerst gezeigt, daß die Automorphismengruppe end-
lich ist, und dann wird eine gruppentheoretische Charakterisierung des Monsters durch
S. Smith verwendet. Da nach [FLM88] das Monster auf V ♮ operiert, muß es wegen der
Irreduzibilita¨t von V ♮ als Bˆ-Modul die volle Automorphismengruppe von V ♮ sein.
Fu¨r VB ♮ ko¨nnte man a¨hnlich vorgehen, und versuchen die Arbeit [Bie79] zu verwenden, in
der das Babymonster dadurch charakterisiert wird, daß der Zentralisator einer Involution
eine Erweiterung der Conwaygruppe Co2 durch eine extraspezielle 2-Gruppe ist.
Satz 4.2.7 Die Automorphismengruppe von VB ♮2 der 96256-dimensionalen Unteralgebra
der Griess Algebra ist eine endliche Gruppe G > B. Fu¨r die Automorphismengruppe
von SVOA VB ♮ gilt 2 × B < Aut(VB ♮) < 2 × G, wobei der Faktor 2 dem in Seite 39
betrachteten Automorphismus κ entspricht, der auf VB ♮(1) mit −1 operiert.
Beweis: (Skizze)
(1) G := Aut(VB ♮2 ) ist endlich: Die in VB
♮
2 gelegenen Transpositions-Idempotenten erzeu-
gen VB ♮2 als Vektorraum, da B transitiv auf ihnen operiert. Wa¨re G unendlich, so ga¨be
es auf der 96255-dimensionalen Spha¨re ein Transpositions-Idempotent i mit sehr nahem
G-Bild i′:
i′ = i+ ǫ u+O(ǫ2),
wobei u orthogonal zu i und ǫ sehr klein. Wir erhalten
i′1i
′ = i1i+ 2ǫ i1u+O(ǫ2).
Nach (4.8) gilt aber ||i1u|| ≤ 14 ||u||, im Widerspruch zur Gleichung i′1i′ = i′.
(2) B ⊂ Aut(VB ♮(0)) ⊂ G: Hierzu ist zu zeigen, daß VB ♮(0) ein irreduzibler Modul u¨ber der
affinen Algebra ˆV B
♮
2 ist. Dazu verwende man die Zerlegung als L
⊗47
1/2 (0)-Modul und die
Zerlegung als B-Modul, wie in Lemma 4.2.10 beschrieben.
(3) Sei α ∈ Aut(VB ♮), α = α0 ⊕ α1. Dann ist auch α = α0 ⊕ −α1 ∈ Aut(VB ♮).
Umgekehrt ist α1 durch α0 bis auf das Vorzeichen festgelegt: Sei α
′ = α0 ⊕ α′1; dann
gilt α′α−1 = id ⊕ α′1α−11 , d.h. α′1α−11 ist ein VB ♮(1)-Modulhomomorphismus. Wegen der
Irreduzibilita¨t von VB ♮(1) ist er ein Skalar s und somit s = ±1. (Sei α = id ⊕ s · id, fu¨r
x ∈ VB ♮(1) gilt s2 · xnx = (sx)n(sx) = xnx, also s = ±1.)
Vermutlich gilt die Gleichheit G = B. Ein anderer Beweis fu¨r Aut(VB ♮) = 2×B mit Hilfe
von VOA-Theorie erga¨be sich aus Vermutung 4.2.3 und der zu vermutenden (projektiven)
Erweiterbarkeit von Automorphismen einer
”
scho¨nen“ rationalen VOA zur vollen
”
Inter-
twineralgebra“ (d.h. den Intertwineroperatoren zwischen den irreduziblen Moduln; siehe
auch S. 59): Jeder Automorphismus von VB ♮(0) lieferte einen Automorphismus von V
♮ =
63
VB ♮(0) ⊗ L1/2(0) ⊕ VB ♮(1) ⊗ L1/2(12) ⊕ VB ♮(2) ⊗ L1/2( 116) der L1/2(0) fixiert, d.h. er mu¨ßte
wegen Aut(V ♮) =M in 2.B liegen.
Satz 4.2.8 (Charakter von VB ♮) Fu¨r den Charakter der Babymonster-SVOA VB ♮ gilt
χVB ♮ = χ
47
1/2 − 47 · χ231/2 = q−
47
48 (1 + 4371 q
3
2 + 96256 q2 + 1143745 q5/2 + 9646891 q3 + · · ·).
Im einzelnen erha¨lt man fu¨r die Charaktere der VB ♮(0)-Moduln:
χVB ♮
(0)
= q−
47
48 (1 + 96256 q2 + 9646891 q3 + 366845011 q4+ 8223700027 q5+ · · ·),
χVB ♮
(1)
= q−
47
48 (4371 q
3
2 + 1143745 q
5
2 + 64680601 q
7
2 + 1829005611 q
9
2 + · · ·), (4.13)
χVB ♮
(2)
= q−
47
48 (96256 q
31
16 + 10602496 q
47
16 + 420831232 q
63
16 + 9685952512 q
79
16 + · · ·).
Wenn wir Vermutung 4.2.3 schon bewiesen ha¨tten, erga¨be sich der Charakter von VB ♮
wegen VB ♮1/2 = VB
♮
1 = 0 unmittelbar aus Satz 2.2.3. Stattdessen gehen wir direkter vor
und verwenden Satz 4.1.5.
Beweis von Satz 4.2.8: Fixiert man ein Idempotent ax, x ∈ {1, . . . , 48} aus dem in
Satz 4.1.5 verwendeten System S von Transpositions-Idempotenten, so entspricht Sx :=
S \ {ax} einem System von 47 Idempotenten fu¨r die mittels des Idempotents ax wie in
(4.7) konstruierte Version von VB ♮. Wir definieren analog zu (4.2) und (4.3) die L1/2(0)-
Gewichtsza¨hlerpolynome von VB ♮(0), VB
♮
(1) und VB
♮
(2) bzgl. Sx durch
P Sx
VB ♮
(l)
=
∑
i,j,k∈Z+
i+j+k=47
mx,li,j,k a
ibjck,
wobei mx,li,j,k die Anzahl von L
⊗48
1/2 (0)-Moduln in der Zerlegung (4.1) ist, fu¨r die hx = 0
(falls l = 0), hx =
1
2
(falls l = 1), bzw. hx =
1
16
(falls l = 2) ist. Vermutlich ha¨ngen
die Koeffizienten mx,li,j,k von der Position x ab, so daß wir sie nicht direkt ausrechnen
ko¨nnen. Durch Einsetzen der Charaktere der L1/2(0)-Moduln a = χL1/2(0), b = χL1/2( 12 )
und c = χL1/2( 116 )
in P Sx
VB ♮
(l)
(a, b, c) erha¨lt man die Charaktere χVB ♮
(l)
. Diese sind sicher
unabha¨ngig von der Auswahl von ax, da das Monster ja transitiv auf den Idempotenten
zu 2A-Involutionen operiert. Daher erha¨lt man
χVB ♮
(l)
=
1
48
∑
x∈{1,...,48}
P Sx
VB ♮
(l)
(χL1/2(0), χL1/2( 12 )
, χL1/2( 116 )
). (4.14)
Die Koeffizienten wi,j,k von
∑
x∈{1,...,48} P
Sx
VB ♮
(l)
(a, b, c) ergeben sich aber aus denen von
P SV ♮(a, b, c) durch doppeltes Abza¨hlen:
wi,j,k =

(i+ 1)mi+1,j,k, falls l = 0,
(j + 1)mi,j+1,k, falls l = 1,
(k + 1)mi,j,k+1, falls l = 2.
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Die Gleichungen (4.13) folgen dann aus (4.14) durch Einsetzen und Feststellen der U¨be-
reinstimmung der ersten Koeffizienten der q-Entwicklung in Z[[q1/48]], denn beide Seiten
sind meromorphe Funktionen auf einer Fla¨che H/Γ mit endlich vielen Polstellen bes-
chra¨nkter Ordnung.
Fu¨r den Mondscheinmodul V ♮ wird in [FLM88] vermutet, daß er die einzige selbstduale
rationale VOA V vom Rang 24 mit V1 = 0 ist. In Analogie zu der Charakterisierung des
ku¨rzeren Golaycodes und des ku¨rzeren Leechgitters sollte folgendes gelten:
Vermutung 4.2.9 Die Babymonster-SVOA VB ♮ ist bis auf Isomorphie die einzige selbst-
duale, unita¨re,
”
sehr scho¨ne“ und rationale SVOA V vom Rang 231
2
mit V1/2 = V1 = 0.
Dieses Resultat wu¨rde aus der Eindeutigkeit des Mondscheinmoduls V ♮ folgen, wenn ge-
zeigt wird, daß die Transpositions-Idempotenten die einzigen Idempotenten der Griess
Algebra mit Norm 1
16
sind und Vermutung 3.2.2 gilt. Die Eindeutigkeit der Norm- 1
16
-
Idempotenten sollte sich aus der Bemerkung in [Miy] ergeben, daß na¨mlich ein solches
Idempotent aufgrund der Struktur der Fusionsalgebra von L1/2(0) stets eine nichttriviale
Involution in Aut(V ♮) = M liefert. Um umgekehrt die Eindeutigkeit des Mondscheinmo-
duls aus der Eindeutigkeit von VB ♮ herzuleiten, mu¨ßte man zusa¨tzlich zeigen, daß die
Algebra V2 einer extremalen VOA vom Rang 24 (d.h. einer VOA mit V1 = 0, s. Kap. 5)
stets Idempotente der Norm 1
16
besitzt.
Die Zerlegung der homogenen Komponenten von V ♮ in irreduzible M-Moduln (s. [CN79,
Bor92a]) liefert durch Restriktion auch eine Zerlegung in irreduzible 2.B-Moduln. Der
Teil, auf dem das zentrale Element von 2.B mit −1 operiert, bestimmt den K(2)-Anteil
von V ♮ und man erha¨lt so die Zerlegung der Komponenten von VB ♮(2) in irreduzible
2.B-Moduln. Fu¨r die Aufteilung der irreduziblen B-Moduln von K(0) ⊕ K(1) auf die
Summanden K(0) bzw. K(1) beno¨tigt man weitere Informationen, die sich z.B. aus den
verallgemeinerten Nortonvermutungen [Nor87] und einer expliziten Beschreibung des 2A-
getwisteten Sektors V ♮(2A) ergeben wu¨rden (s. [DLM95b]). Fu¨r die ersten Komponenten
von VB ♮ erha¨lt man die Aufteilung allerdings eindeutig aus dem in Satz 4.2.8 berechneten
Charakter und der Zerlegung als Virasoromodul (vgl. [DLM]).
Lemma 4.2.10 Die beiden nachfolgenden Tabellen beschreiben die Zerlegung der ersten
Komponenten von VB ♮ bzw. VB ♮(2) in irreduzible B- bzw. 2B-Moduln. Die Eintra¨ge geben
die jeweilige Vielfachheit des Charakters an.
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χ1 χ2 χ3 χ4 χ5 χ6 χ7 χ8 χ9 χ10 χ11 χ12 χ13 χ14
VB ♮0 1
VB ♮1 0
VB ♮2 1 0 1
VB ♮3 1 0 1 0 0 1
VB ♮4 2 0 2 0 1 1 0 1
VB ♮5 2 0 3 0 1 3 0 1 0 0 1 0 0 1
VB ♮1/2 0
VB ♮3/2 0 1
VB ♮5/2 0 1 0 1
VB ♮7/2 0 2 0 1 0 0 1
VB ♮9/2 0 3 0 2 0 0 1 0 1 1
χ185 χ186 χ187 χ188 χ189 χ190 χ191 χ192 χ193 χ194 χ195 χ196
(VB ♮(2))0 1
(VB ♮(2))1 1 1
(VB ♮(2))2 2 1 1
(VB ♮(2))3 3 2 2 1
(VB ♮(2))4 5 4 4 2 1 0 0 1
(VB ♮(2))5 8 7 8 5 2 0 0 2 1 1
(VB ♮(2))6 13 12 15 10 5 0 0 5 3 3 1 1
In den na¨chsten nicht mehr in der Tabelle aufgefu¨hrten Komponenten von VB ♮(0) und
VB ♮(1) finden sich erstmals gleiche B-Charaktere. Die Charaktere χ190 und χ191 ko¨nnen,
da nicht reell, in VB ♮(2) nicht vorkommen.
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Kapitel 5
Extremale selbstduale
Vertexoperator-Superalgebren
Auch dieses Kapitel ist durch die Analogie zwischen Codes, Gittern und VOAs motiviert.
Ausgehend von dem Problem mo¨glichst dichte Kugelpackungen in den 2-fach homogenen
Ra¨umen Fn2 (Hammingschema, s. [Del73]) bzw. R
n (euklidischer Raum) zu konstruieren,
betrachtet man in der Codierungstheorie lineare Codes mit mo¨glichst großem Minimal-
gewicht bzw. Gitter mit großer Minimalnorm (vgl. [CS93], Kap. 9). Es zeigt sich, daß
in der Klasse der selbstdualen (geraden) Codes bzw. Gitter, asymptotisch gute Packun-
gen existieren, die den theoretischen Schranken sehr nahe kommen (vgl. [CS93], Kap. 7
u. [MH73], Kap. II, §9). Fu¨r kleine n (n <∼ 24) sind diese Codes und Gitter ha¨ufig die
eindeutig bestimmte optimale Lo¨sung des Packungsproblemes und weisen interessante
Symmetriegruppen auf.
Wir definieren das Minimalgewicht einer (S)VOA als das minimale konforme Gewicht
eines vom Vakuum verschiedenen Virasoroho¨chstgewichtsvektors. Vo¨llig analog zu der
Definition von selbstdualen Codes und Gittern (vgl. [CS93], Kap. 7), lassen sich nun
extremale selbstduale (S)VOAs definieren und a¨hnliche Aussagen beweisen; insbesondere
wird eine Charakterisierung der extremalen selbstdualen SVOAs (Satz 5.3.2) gegeben.
Offen bleibt die Frage nach der Existenz eines den Kugelpackungsproblemen verwandten
”
geometrischen Extremalproblems“, fu¨r welches diese extremalen (S)VOAs die (eindeuti-
gen ?) Lo¨sungen darstellen. Gibt es eine
”
nichtmeromorphe“ verallgemeinerte VOA Uc
vom Rang c, in die sich alle (S)VOAs gleichen Ranges einbetten lassen ? Sie wa¨re das Ana-
logon zu Fn2 bzw. R
n. Was ist das VOA-Analogon zu Blockpla¨nen [BJL85] bzw. spha¨ri-
schen Blockpla¨nen [DGS77] ?
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5.1 Das Minimalgewicht einer (S)VOA
Das Minimalgewicht eines linearen Codes ist das kleinste Hamminggewicht von allen Co-
dewo¨rtern außer dem Nullvektor. Die Minimalnorm eines Gitters ist die kleinste Qua-
dratla¨nge von allen Gittervektoren außer dem Ursprung. Das richtige Analogon bei VOAs
ist das kleinste konforme Gewicht eines Virasoroho¨chstgewichtsvektors außer dem Va-
kuum.
Eine (S)VOA V ist ein Modul u¨ber der von dem Virasoroelement erzeugten Virsoro-
algebra.
Definition 5.1.1 Das Minimalgewicht µ(V ) einer SVOA V ist der kleinste L0-Eigenwert
eines Virasoroho¨chstgewichtsvektors aus V ungleich dem Vakuum C ·1 ⊂ V0. Falls außer
dem Vakuum keine weiteren Virasoroho¨chstgewichtsvektoren existieren, sei µ(V ) = ∞
gesetzt.
Anmerkung: Wu¨rde man sich in der Definition nicht auf Virasoroho¨chstgewichtsvekto-
ren beschra¨nken, sondern beliebige L0-Eigenwerte zulassen, so wa¨re wegen ω ∈ V2 stets
µ(V ) ≤ 2.
Sei nun V als
”
scho¨n“ vorausgesetzt. Nach Definition 1.1.3 existiert dann eine Zerlegung
von V als direkte Summe von Ho¨chstgewichtsdarstellungen ihrer Virasoroalgebra:
V =
⊕
i
Mc,hi.
Da dort weiter dim(Vn) = 0 fu¨r n < 0 und dim(V0) = 1 vorausgesetzt werden, ist das
Minimalgewicht µ(V ) fu¨r VOAs eine positive ganze Zahl bzw. eine positive halbganze
Zahl bei SVOAs.
Fu¨r Ra¨nge c > 1 ist der vom Vakuum erzeugte Modul Mc := U(Vir−)/〈L−11〉 irredu-
zibel und hat den Charakter χMc = q
−c/24∏∞
n=2
1
1−qn (vgl. [Wan93]). Die Moduln Mc,h,
c > 1, h > 0 besitzen den Charakter χMc = q
−c/24∏∞
n=1
1
1−qn . Insgesamt schreibt sich der
Charakter von V daher als
χV = q
− c
24
 ∞∏
n=2
1
1− qn +
∞∏
n=1
1
1− qn
 ∑
i≥µ(V )
Pi · qi
 , (5.1)
wobei Pi die Dimension des Vektorraumes der Virasoroho¨chstgewichte vom Gewicht (c, i)
ist, d.h. bis zum Term q−c/24+µ(V ) stimmen die Charaktere von V und Mc u¨berein: χV =
χMc + q
−c/24 ·O(qµ(V )).
Im Gegensatz zu der Situation bei Codes und Gittern, wo man durch Umskalieren beliebig
großes Minimalgewicht erha¨lt, ist es bei VOAs fu¨r c > 1 nicht so einfach, unita¨re rationale
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Beispiele mit großem Minimalgewicht zu finden. Die zu Virasoroho¨chstgewichtsdarstel-
lungen assoziierten VOAs (s. 1.2.1) sind nur fu¨r c = 1− 6
n(n+1)
, n = 3, 4, . . . rational. Die
zu Ho¨chstgewichtsdarstellungen von Kac-Moody Algebren assoziierten VOAs (s. 1.2.5)
und die VOAs zu Gittern (s. 1.2.6) haben wegen V1 6= 0 das Minimalgewicht 1. Die Z2-
Orbifolds von Gitter-VOAs haben ho¨chstens das Minimalgewicht 2 (vgl. Gleichung (5.8)).
Wenn, wie vermutet (vgl. [DVVV89]), Orbifoldkonstruktionen von rationalen VOAs wie-
der rational sind, so haben wir folgendes Beispiel mit c = 24 und µ(V ) ≥ 10: Wir betrach-
ten die Unter-VOA (V ♮)M von V ♮, die aus den unter der Operation des Monsters invarian-
ten Vektoren des Mondscheinmoduls besteht. Die Zerlegung der
”
Head-Charaktere“ in
irreduzibleM-Darstellungen (s. [CN79], [CCN+85], S. 321) zeigt, daß bis einschließlich V ♮10
nur Vektoren im Vakuummodul M24 invariant unter M sind, d.h. es gilt µ((V
♮)M) ≥ 10.
Tatsa¨chlich ist µ((V ♮)M) = 12, wie man z.B. aus der Tabelle in [HL94a] ablesen kann.
Wenn die Menge aller
”
scho¨nen“ unita¨ren rationalen VOAs a¨hnliche Eigenschaften wie
die der Codes und Gitter hat, ist folgendes zu erwarten: Fu¨r festen Rang c gibt es VOAs
mit beliebig großem Minimalgewicht, die zugeho¨rige Fusionsalgebra wird dann aber auch
beliebig
”
groß“. Genauer sollte fu¨r selbstduale VOAs die folgende Situation vorliegen:
Bezeichne mit
µc := sup
V
µ(V )
— wobei V alle selbstdualen VOAs vom Rang c durchla¨uft — das gro¨ßte Minimalgewicht
einer selbstdualen VOAs vom Rang c. Zu erwarten ist, daß positive Konstanten C1 und
C2 existieren, so daß
C1 ≤ lim inf
c−→∞
µc
c
≤ lim sup
c−→∞
µc
c
≤ C2.
Im na¨chsten Abschnitt werden wir zeigen, daß zumindest die obere Abscha¨tzung mit
C2 =
1
24
erfu¨llt ist.
5.2 Extremale selbstduale VOAs
Codes und Gitter mit großem Minimalgewicht finden sich unter den selbstdualen Codes
bzw. Gittern (siehe [CS93], Kap. 7.3–7.7). Insbesondere die extremalen geraden (oder
Typ II) selbstdualen Codes und Gitter besitzen interessante Eigenschaften. In diesem
Abschnitt betrachten wir das Analogon fu¨r selbstduale VOAs.
Sei in diesem Abschnitt V eine
”
scho¨ne“ rationale selbstduale VOA vom Rang c. Nach
Satz 2.1.2 ist c ein ganzzahliges Vielfaches von 8, und der Charakter von V ist ein Polynom
in χ8 =
3
√
j = q−1/3(1 + 248 q + 4124 q2 + · · ·):
χV =
k∑
r=0
ar · χc/8−3r8 ; k =
[
c
24
]
, (5.2)
mit eindeutig bestimmten ganzen Zahlen a0, . . ., ak.
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Definition 5.2.1 Sind die ar so gewa¨hlt, daß
χV = χMc · (1 + Ak+1qk+1 + Ak+2qk+2 + · · ·), (5.3)
so heißt (5.3) der extremale Charakter in Rang c und eine selbstduale VOA mit diesem
Charakter eine extremale selbstduale VOA.
Der Charakter einer extremalen VOA ist insbesondere eindeutig bestimmt. Wegen Glei-
chung (5.1) gilt fu¨r das Minimalgewicht einer extremalen VOA µ(V ) ≥ [ c
24
] + 1.
A¨hnlich wie in [MOS75] beweist man den
Satz 5.2.2 In dem extremalen Charakter (5.3) sind fu¨r alle Ra¨nge c der Koeffizient Ak+1
und die Differenz Ak+2 −Ak+1 positiv.
Mit (5.1) erhalten wir aus (5.3) fu¨r die Dimension Pi des Raumes der Virasoroho¨chst-
gewichtsvektoren vom Gewicht i: P0 = 1, P1 = . . . = Pk = 0, Pk+1 = Ak+1, Pk+2 =
Ak+2 − Ak+1.
Wegen Pk+1 = Ak+1 6= 0 folgt unmittelbar das
Korollar 5.2.3 Das Minimalgewicht einer selbstdualen VOA V erfu¨llt
µ(V ) ≤
[
c
24
]
+ 1. (5.4)
Anders als im Fall von Codes und Gittern ko¨nen wir aus Satz 5.2.2 nicht schließen, daß
fu¨r große c keine extremalen selbstdualen VOAs existieren, denn Pk+2 = Ak+2−Ak+1 wird
fu¨r große c nicht negativ.
Beweis von Satz 5.2.2: Wir entwickeln χMc · χ−c/88 in Potenzen von φ := χ−38 = j−1 =
q − 744 q2 +O(q3):
χMc · χ−c/88 =
∞∑
r=0
αr · φr. (5.5)
Hierbei gilt fu¨r den Koeffizienten αr nach dem Bu¨rmanschen Satz [WW69] die Formel
αr =
1
r!
dr−1
dqr−1
d(χMc · χ
−c/8
8 )
dq
(
q
φ
)r
q=0
. (5.6)
Unter Verwendung von (5.2), (5.3) und (5.5) erha¨lt man
k∑
r=0
arφ
r = χV · χ−c/88 = χV · χ−1Mc · χMc · χ−c/88
=
1 + ∞∑
n=k+1
Anq
n
 k∑
r=0
αrφ
r +
∞∑
r=k+1
αrφ
r
 . (5.7)
Koeffizientenvergleich liefert ar = αr fu¨r 0 ≤ r ≤ k, und aus den Koeffizienten von qk+1
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und qk+2 ergibt sich
Ak+1 = −αk+1,
Ak+2 = −αk+2 + 744(k + 1)αk+1 − α1 · Ak+1.
Fu¨r r = 1 liefert Gleichung (5.6) α1 = −248 · c8 . Somit ist
Ak+2 = −αk+2 + 744(1 +
[
c
24
]
− c
24
)αk+1.
Gleichung (5.6) fu¨r die αr la¨ßt sich unter Verwendung der Abku¨rzung
d
dq
= ′ weiter
umformen zu
αr =
1
r!
dr−1
dqr−1
{
qr
[
χ′Mc · χ8 −
c
8
· χMc · χ′8
]
· χ3r−c/8−18
}
q=0
.
Fu¨r r ≥ k+1 ist 3r− c/8−1 ≥ 3([ c
24
]+1)− c/8−1 ≥ 0, und daher sind die Koeffizienten
von χ
3r−c/8−1
8 alle positiv. Da χ8 der Charakter der VOA VE8 ist, folgt aus (5.1), daß
χ8
χMc
= q(c−8)/24
(
1 + 1
1−q
(∑
i≥1 Pi q
i
))
positive Koeffizienten hat. Dann hat aber auch
χ2Mc
(
χ8
χMc
)′
= χMcχ
′
8 − χ′Mcχ8 positive Koeffizienten und χ′Mcχ8 − c8χMcχ′8 hat fu¨r c ≥ 8
negative Koeffizienten. Insgesamt ist somit Ak+1 = −αk+1 stets positiv.
Mit der Rademacherschen Kreismethode [Rad73] kann man nun das Wachstum der Koef-
fizienten un und vn der Reihen q
c/24χMc und χ8 abscha¨tzen (vgl. [Apo76]): Es gilt
un = e
π
√
(2/3)n+O(log n) und vn = e
π
√
(16/3)n+O(logn). Somit verha¨lt sich der n-te Koeffizient
von qr
(
χMcχ
′
8 − c8χ′Mcχ8
)
χ
3r−c/8−1
8 wie −eπ
√
((2/3)+(16/3)l)n+O(logn) mit l = 3r − c
8
. Setzen
wir x = 3
((
c
24
)
−
[
c
24
])
, so strebt daher in Abha¨ngigkeit der Restklasse c (mod 24) der
Quotient αk+2/αk+1 = e
π(
√
((2/3)+(16/3)(6−x))−
√
((2/3)+(16/3)(3−x)) )√k+O(log k) gegen unendlich.
Insbesondere bleibt Ak+2−Ak+1 = −αk+2+(744(1+ [c/24]− c/24)+1)αk+1 stets positiv.
Beispiele von extremalen selbstdualen VOAs:
Fu¨r c = 8 ist VE8 extremal, fu¨r c = 16 sind V
⊗2
E8 und VD+16
extremal und fu¨r c = 24 ist
die Monster-VOA V ♮ extremal. Es wird vermutet, daß dies fu¨r diese Werte von c die
einzigen extremalen VOAs sind, zumindest dann, wenn man zusa¨tzlich unita¨r voraus-
setzt. Vergleiche hierzu die Diskussion in Kapitel 2 bei Vermutung 2.1.4. Fu¨r c = 24 ist
dies die Eindeutigkeitsvermutung von Frenkel, Lepowsky und Meurmann (vgl. [FLM88],
Einleitung S. xxxiii).
Zu unimodularen geraden Gittern kann man außer der Gitter-VOA VL stets auch eine
Z2-Orbifold-VOA V
twist
L konstruieren (vgl. [DGH88, DGM90b, DGM90a]). Die Konstruk-
tion ist mathematisch exakt formulierbar (s. [Lep92], Abschnitt 4). Der Charakter in
Abha¨ngigkeit vom Rang c ist
χV twistL = q
− c
24 · 1
2
(
ΘL∏∞
n=1 (1− qn)c
+
1∏∞
n=1 (1 + q
n)c
)
+
71
Tabelle 5.1: Charaktere der extremalen VOAs fu¨r die Ra¨nge c = 8, 16, . . ., 48 und 72
c = 8 : q−1/3( 1 + 248 q + 4124 q2 + 34752 q3 + 213126 q4 + 1057504 q5 + 4530744 q6 + · · · )
c = 16 : q−2/3( 1 + 496 q + 69752 q2 + 2115008 q3 + 34670620 q4 + 394460000 q5 + · · · )
c = 24 : q−1( 1 + 196884 q2 + 21493760 q3 + 864299970 q4 + 20245856256q5 + · · · )
c = 32 : q−4/3( 1 + 139504 q2 + 69332992 q3 + 6998296696 q4 + 330022830080 q5 + · · · )
c = 40 : q−5/3( 1 + 20620 q2 + 86666240 q3 + 24243884350 q4 + 2347780456448 q5 + · · · )
c = 48 : q−2( 1 + q2 + 42987520 q3 + 40491909396 q4 + 8504046600192 q5 + · · · )
c = 72 : q−3( 1 + q2 + q3 + 2593096794 q4 + 12756091394048 q5 + 9529321553850114 q6 + · · · )
q−
c
24
+ c
16 · 2 c2 · 1
2
 1∏∞
n=1
(
1− qn− 12
)c + (−1) c8 1∏∞
n=1
(
1 + qn−
1
2
)c
 . (5.8)
Fu¨r c = 32 und c = 40 sind daher die Z2-Orbifold-VOAs zu den extremalen geraden
Gittern in diesen Dimensionen extremal, d.h. es gilt V1 = 0. Die Selbstdualita¨t ist zu
vermuten. Da in den Dimensionen 32 und 40 nichtisomorphe extremale Gitter existieren
(s. [CS93], Kap. 7.7), gibt es auch nichtisomorphe extremale VOAs.
Fu¨r c ≥ 48 sind keine extremalen VOAs bekannt.
Tabelle 5.1 entha¨lt den Beginn der extremalen Charaktere fu¨r die Ra¨nge c = 8, 16, . . .,
48 und 72.
5.3 Extremale selbstduale SVOAs
Die extremalen ungeraden selbstdualen Codes (s. [MS73, War76]) und Gitter (s. [COS78])
lassen sich alle explizit angeben. In diesem Abschnitt beweisen wir ein analoges Resul-
tat fu¨r extremale SVOAs, wobei die vermutete Eindeutigkeit der angegebenen SVOAs
allerdings offen bleibt.
Sei V in diesem Abschnitt eine selbstduale
”
sehr scho¨ne“ unita¨re und rationale SVOA
vom Rang c. Nach Satz 2.2.3 ist c eine halbganze Zahl und ihr Charakter ist ein Laurent-
polynom in χ1/2 =
24
√
jθ = q
−1/48(1 + q1/2 + q3/2 + q2 + · · ·):
χV =
k∑
r=0
arχ
2c−24r
1/2 , k =
[
c
8
]
, (5.9)
mit eindeutigen ganzen Zahlen a0, . . ., ak.
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Definition 5.3.1 Sind die ar so gewa¨hlt, daß
χV = χMc · (1 + Ak+1 · q
k+1
2 + Ak+2 · q k+22 + · · ·), (5.10)
so heißt (5.10) der extremale Charakter in Rang c und eine SVOA mit diesem Charakter
eine extremale SVOA.
Eine extremale selbstduale SVOA kann sogar auch schon eine VOA sein.
Wegen Gleichung (5.1) gilt fu¨r das Minimalgewicht einer extremalen SVOA
µ(V ) ≥ 1
2
[
c
8
]
+ 1
2
.
Hauptresultat dieses Kapitels ist der
Satz 5.3.2 Extremale selbstduale
”
sehr scho¨ne“ unita¨re rationale SVOAs existieren ge-
nau fu¨r die Ra¨nge c ∈ E := {0, 1
2
, 1, . . . , 15
2
, 8, 12, 14, 15, 31
2
, 47
2
, 24}. Fu¨r jeden dieser
Werte ist genau eine SVOA bekannt:
c 0–15
2
8 12 14 15 31
2
47
2
24
SVOA V ⊗2cFermi VE8 VD+12 V(E7+E7)+ VA+15 VE+8,2 VB
♮ V ♮
Der Satz wird allerdings nur unter den folgenden Einschra¨nkungen bewiesen:
— Fu¨r c ∈ {10, 11, 25
2
, 13, 27
2
, 29
2
} muß die Vollsta¨ndigkeit der Liste der selbstdualen VOAs
in Vermutung 3.2.3 vorausgesetzt werden,
— fu¨r c = 31
2
ist die SVOA-Struktur nicht vollsta¨ndig konstruiert,
— und fu¨r c = 31
2
oder 47
2
ist die Selbstdualita¨t nicht gezeigt.
Anmerkungen:
— Es wird vermutet, daß die angegebenen SVOAs fu¨r den jeweiligen Rang eindeutig sind.
Fu¨r 0 ≤ c < 8 ist dies Satz 2.2.7. Fu¨r 8 ≤ c < 16 folgt die angegebene Struktur der von
den Gewicht 1 Vektoren erzeugten Unter-VOA aus der Annahme der Eigenschaft L-Lie
(s. 1.2.8); siehe dazu auch Vermutung 3.2.3 und Satz 3.2.4. Fu¨r VB ♮ wurde die Eindeu-
tigkeit schon in Kapitel 4 vermutet und fu¨r V ♮ ist es wieder die Eindeutigkeitsvermutung
aus [FLM88].
— Die SVOAs VE8 und V
♮ sind sogar extremale VOAs.
Tabelle 5.2 faßt alle extremalen ungeraden Codes und Gitter bzw. SVOAs in einem U¨ber-
sichtsdiagramm zusammen. Die Pfeile von Codes zu Gittern symbolisieren darin die auf
S. 7 beschriebene Konstruktion C → LC ; die Pfeile von Gittern zu SVOAs symbolisieren
die Konstruktion der Gitter-SVOA zu diesem Gitter (s. Satz 1.2.6).
Aus Satz 5.3.2 folgt unmittelbar das
Korollar 5.3.3 Das Minimalgewicht einer selbstdualen SVOA V erfu¨llt µ(V ) ≤ 1
2
[
c
8
]
+ 1
2
.
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Tabelle 5.2: Extremale ungerade Codes, Gitter und SVOAs
Rang 1
2
1 3
2
2 5
2
3 7
2
4 9
2
5 11
2
6 13
2
7 15
2
Codes c2 c
2
2 c
3
2
↓ ↓ ↓
Gitter Z Z2 Z3 Z4 Z5 Z6 Z7
↓ ↓ ↓ ↓ ↓ ↓ ↓
SVOAs VF V
2
F V
3
F V
4
F V
5
F V
6
F V
7
F V
8
F V
9
F V
10
F V
11
F V
12
F V
13
F V
14
F V
15
F
Rang 8 12 14 15 31
2
22 23 47
2
24
Codes e8 d
+
12 (e7 + e7)
+ g22 g24
↓ ↓ ↓
Gitter E8 D
+
12 (E7 + E7)
+ A+15 O23 Λ24
↓ ↓ ↓ ↓
SVOAs VE8 VD+12
V(E7+E7)+ VA+15
VE+8,2
VB ♮ V ♮
Die µ(V ) ≤ 1
2
[ c
8
] + 1
2
entsprechenden Abscha¨tzungen fu¨r das Minimalgewicht von Codes
bzw. Gittern sind asymptotisch schlecht (siehe [CS90a, CS91, CS90b]). Vermutlich gilt
ein a¨hnliches Resultat wie dort auch fu¨r SVOAs. Wir definieren extremal trotzdem wie
in Definition 5.3.1, um mit der Notation bei Codes und Gittern konform zu sein.
Beweis von Satz 5.3.2: Die Beweisidee ist vo¨llig analog zum Beweis der entsprechenden
Sa¨tze fu¨r ungerade Codes bzw. Gitter.
Existenz der extremalen SVOAs fu¨r c ∈ E:
Fu¨r 0 ≤ c < 8 ist der extremale Charakter χ2c1/2. Nach (2.2.6) ist V 2cFermi eine selbstduale
SVOA mit diesem Charakter.
Im Bereich 8 ≤ c < 16 beginnt der extremale Charakter mit χV = q−c/24(1 + A2q + · · ·).
Fu¨r die in Satz 3.2.3 angegebenen SVOAs gilt V1/2 = 0, und die Selbstdualita¨t fu¨r VE8,
VD+12
, V(E7+E7)+ und VA+15
folgt aus der Konstruktion als Gitter-SVOA. Fu¨r VE+8,2
sind
Existenz und Selbstdualita¨t nicht vollsta¨ndig gezeigt.
Fu¨r c = 47/2 ist die in Kapitel 4 konstruierte Babymonster-SVOA VB ♮ extremal, da nach
Satz 4.2.8 χVB ♮ = χ
47
1/2 − 47χ231/2 = q−47/48 (1 + 4371 q3/2 + · · ·); die Selbstdualita¨t wurde
vermutet (Vermutung 4.2.9).
Schließlich ist fu¨r c = 24 die Monster-VOA V ♮ extremal. Die Selbstdualita¨t wurde von
C. Dong in [Don94] gezeigt.
In Tabelle 5.3 sind alle Charaktere der extremalen SVOAs aufgelistet. Die erste Spalte
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Tabelle 5.3: Charaktere der extremalen SVOAs
V c Charaktere
1 0 1
VOA
VFermi
1
2
q−
1
48 (1 + q
1
2 + q
3
2 + q2 + q
5
2 + q3 + q
7
2 + 2 q4 + 2 q
9
2 + 2 q5 + 2 q
11
2 + · · · )
q−
1
48 (q
1
16 + q
17
16 + q
33
16 + 2 q
49
16 + 2 q
65
16 + 3 q
81
16 + 4 q
97
16 + · · · )
V ⊗2Fermi 1 q
− 2
48 (1 + 2 q
1
2 + q + 2 q
3
2 + 4 q2 + 4 q
5
2 + 5 q3 + 6 q
7
2 + 9 q4 + 12 q
9
2 + 13 q5 + 16 q
11
2 + · · · )
q−
2
48 (q
1
8 + 2 q
9
8 + 3 q
17
8 + 6 q
25
8 + 9 q
33
8 + 14 q
41
8 + 22 q
49
8 + · · · )
V ⊗3
Fermi
3
2
q−
3
48 (1 + 3 q
1
2 + 3 q + 4 q
3
2 + 9 q2 + 12 q
5
2 + 15 q3 + 21 q
7
2 + 30 q4 + 43 q
9
2 + 54 q5 + 69 q
11
2 + · · · )
q−
3
48 (2 q
3
16 + 6 q
19
16 + 12 q
35
16 + 26 q
51
16 + 48 q
67
16 + 84 q
83
16 + 146 q
99
16 + · · · )
V ⊗4
Fermi
2 q−
4
48 (1 + 4 q
1
2 + 6 q + 8 q
3
2 + 17 q2 + 28 q
5
2 + 38 q3 + 56 q
7
2 + 84 q4 + 124 q
9
2 + 172 q5 + · · · )
q−
4
48 (2 q
1
4 + 8 q
5
4 + 20 q
9
4 + 48 q
13
4 + 102 q
17
4 + 200 q
21
4 + 380 q
25
4 + · · · )
V ⊗5Fermi
5
2
q−
5
48 (1 + 5 q
1
2 + 10 q + 15 q
3
2 + 30 q2 + 56 q
5
2 + 85 q3 + 130 q
7
2 + 205 q4 + 315 q
9
2 + 465 q5 + · · · )
q−
5
48 (4 q
5
16 + 20 q
21
16 + 60 q
37
16 + 160 q
53
16 + 380 q
69
16 + 824 q
85
16 + · · · )
V ⊗6Fermi 3 q
− 6
48 (1 + 6 q
1
2 + 15 q + 26 q
3
2 + 51 q2 + 102 q
5
2 + 172 q3 + 276 q
7
2 + 453 q4 + 728 q
9
2 + 1128 q5 + · · · )
q−
6
48 (4 q
3
8 + 24 q
11
8 + 84 q
19
8 + 248 q
27
8 + 648 q
35
8 + 1536 q
43
8 + · · · )
V ⊗7
Fermi
7
2
q−
7
48 (1 + 7 q
1
2 + 21 q + 42 q
3
2 + 84 q2 + 175 q
5
2 + 322 q3 + 547 q
7
2 + 931 q4 + 1561 q
9
2 + 2527 q5 + · · · )
q−
7
48 (8 q
7
16 + 56 q
23
16 + 224 q
39
16 + 728 q
55
16 + 2072 q
71
16 + 5320 q
87
16 + · · · )
V ⊗8
Fermi
4 q−
8
48 (1 + 8 q
1
2 + 28 q + 64 q
3
2 + 134 q2 + 288 q
5
2 + 568 q3 + 1024 q
7
2 + 1809 q4 + 3152 q
9
2 + · · · )
q−
8
48 (8 q
1
2 + 64 q
3
2 + 288 q
5
2 + 1024 q
7
2 + 3152 q
9
2 + · · · )
V ⊗9Fermi
9
2
q−
9
48 (1 + 9 q
1
2 + 36 q + 93 q
3
2 + 207 q2 + 459 q
5
2 + 957 q3 + 1827 q
7
2 + 3357 q4 + 6061 q
9
2 + · · · )
q−
9
48 (16 q
9
16 + 144 q
25
16 + 720 q
41
16 + 2784 q
57
16 + 9216 q
73
16 + 27216 q
89
16 + · · · )
V ⊗10Fermi 5 q
− 10
48 (1 + 10 q
1
2 + 45 q + 130 q
3
2 + 310 q2 + 712 q
5
2 + 1555 q3 + 3130 q
7
2 + 5990 q4 + 11190 q
9
2 + · · · )
q−
10
48 (16 q
5
8 + 160 q
13
8 + 880 q
21
8 + 3680 q
29
8 + 13040 q
37
8 + 40992 q
45
8 + · · · )
V ⊗11
Fermi
11
2
q−
11
48 (1 + 11 q
1
2 + 55 q + 176 q
3
2 + 451 q2 + 1078 q
5
2 + 2453 q3 + 5181 q
7
2 + 10329 q4 + 19954 q
9
2 + · · · )
q−
11
48 (32 q
11
16 + 352 q
27
16 + 2112 q
43
16 + 9504 q
59
16 + 35904 q
75
16 + 119680 q
91
16 + · · · )
V ⊗12
Fermi
6 q−
12
48 (1 + 12 q
1
2 + 66 q + 232 q
3
2 + 639 q2 + 1596 q
5
2 + 3774 q3 + 8328 q
7
2 + 17283 q4 + 34520 q
9
2 + · · · )
q−
12
48 (32 q
3
4 + 384 q
7
4 + 2496 q
11
4 + 12032 q
15
4 + 48288 q
19
4 + 170112 q
23
4 + · · · )
V ⊗13Fermi
13
2
q−
13
48 (1 + 13 q
1
2 + 78 q + 299 q
3
2 + 884 q2 + 2314 q
5
2 + 5681 q3 + 13052 q
7
2 + 28158 q4 + 58136 q
9
2 + · · · )
q−
13
48 (64 q
13
16 + 832 q
29
16 + 5824 q
45
16 + 29952 q
61
16 + 127296 q
77
16 + 472576 q
93
16 + · · · )
V ⊗14Fermi 7 q
− 14
48 (1 + 14 q
1
2 + 91 q + 378 q
3
2 + 1197 q2 + 3290 q
5
2 + 8386 q3 + 20008 q
7
2 + 44800 q4 + · · · )
q−
14
48 (64 q
7
8 + 896 q
15
8 + 6720 q
23
8 + 36736 q
31
8 + 164864 q
39
8 + 643328 q
47
8 + · · · )
V ⊗15Fermi
15
2
q−
15
48 (1 + 15 q
1
2 + 105 q + 470 q
3
2 + 1590 q2 + 4593 q
5
2 + 12160 q3 + 30075 q
7
2 + 69780 q4 + · · · )
q−
15
48 (128 q
15
16 + 1920 q
31
16 + 15360 q
47
16 + 88960 q
63
16 + 420480 q
79
16 + 1720704 q
95
16 + · · · )
VE8 8 q
− 1
3 (1 + 248 q + 4124 q2 + 34752 q3 + 213126 q4 + 1057504 q5 + 4530744 q6 + · · · )
VOA
V
D+
12
12 q−
24
48 (1 + 276 q + 2048 q
3
2 + 11202 q2 + 49152 q
5
2 + 184024 q3 + 614400 q
7
2 + 1881471 q4 · · · )
q−
24
48 (12 q
1
2 + 2048 q
3
2 + 49152 q
5
2 + 614400 q
7
2 + 5373952 q
9
2 + 37122048 q
11
2 + · · · )
V(E7+E7)+ 14 q
− 28
48 (1 + 266 q + 3136 q
3
2 + 21035 q2 + 108416 q
5
2 + 468846 q3 + 1777472 q
7
2 + 6094557 q4 + · · · )
q−
28
48 (56 q
3
4 + 8416 q
7
4 + 229936 q
11
4 + 3327296 q
15
4 + 33491752 q
19
4 + 264189408 q
23
4 + · · · )
V
A+
15
15 q−
30
48 (1 + 255 q + 3640 q
3
2 + 27525 q2 + 154056 q
5
2 + 713850 q3 + 2878920 q
7
2 + 10432650 q4 + · · · )
q−
30
48 (120 q
7
8 + 17104 q
15
8 + 494040 q
23
8 + 7626000 q
31
8 + 81775600 q
39
8 + 685224960 q
47
8 + · · · )
V
E
+
8,2
31
2
q−
31
48 (1 + 248 q + 3875 q
3
2 + 31124 q2 + 181753 q
5
2 + 871627 q3 + 3623869 q
7
2 + 13496501 q4 + · · · )
q−
31
48 (248 q
15
16 + 34504 q
31
16 + 1022752 q
47
16 + 16275496 q
63
16 + 179862248 q
79
16 + · · · )
VB ♮ 47
2
q−
47
48 (1 + 4371 q
3
2 + 96256 q2 + 1143745 q
5
2 + 9646891 q3 + 64680601 q
7
2 + 366845011 q4 + · · · )
q−
47
48 (96256 q
31
16 + 10602496 q
47
16 + 420831232 q
63
16 + 9685952512 q
79
16 + 156435924992 q
95
16 + · · · )
V ♮ 24 q−1(1 + 196884 q2 + 21493760 q3 + 864299970 q4 + 20245856256 q5 + 333202640600 q6 + · · · )
VOA
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gibt die SVOA, die zweite den Rang an. In der dritten Spalte zeigt die erste Zeile eines
Eintrages den Charakter χV = χV(0) + χV(1) , die zweite den Charakter χV(2) = χV(3) der
irreduziblen V(0)-Moduln V(2) und V(3) (falls existent).
Nichtexistenz der extremalen SVOAs fu¨r c 6∈ E :
Falls V sogar eine selbstduale VOA ist, gilt nach Korollar 5.2.3 µ(V ) ≤ [c/24] + 1 und
8|c. Da fu¨r V als extremale SVOA µ(V ) ≥ 1
2
[ c
8
] + 1
2
ist, folgt c = 8 oder 24, d.h. c ∈ E.
Wir ko¨nnen daher voraussetzen, daß V eine SVOA mit V(1) 6= 0 ist.
Sei V(0) die gerade Unter-VOA von V . Da wir V als ”
sehr scho¨n“ vorausgesetzt haben,
gilt V = V(0) ⊕ V(1) mit irreduziblen V(0)-Moduln V(0) und V(1). Zusa¨tzlich besitzt V(0) fu¨r
c ∈ Z + 1
2
einen dritten irreduziblen Modul V(2) bzw. fu¨r c ∈ Z zwei irreduzible Moduln
V(2) und V(3). Fu¨r den Charakter gilt χV = χV(0) + χV(1) . Bezeichnen wir mit χ˜V die
Entwicklung von χV in der Spitze 1, so erhalten wir nach Definition 2.2.4 und Satz 2.2.5
den Charakter der Moduln V(2) bzw. V(3):
e2c·
2πi
48 χ˜V =
{
χV(2) + χV(3) , falls c ∈ Z,√
2χV(2) , falls c ∈ Z+ 12 .
(5.11)
Die Koeffizienten der Charaktere χV(0) , χV(1) , χV(2) + χV(3) mu¨ssen positive ganze Zahlen
sein. Wir haben somit die folgenden Nichtexistenzargumente:
Argument N : Mindestens ein Koeffizient von χV(2) + χV(3) ist negativ.
Argument G: Mindestens ein Koeffizient von χV(2) + χV(3) ist nicht ganz.
In den Fa¨llen c ∈ {10, 11, 25
2
, 13, 27
2
, 29
2
} reichen diese Argumente nicht aus, und wir beno¨ti-
gen
Argument L: Die Liste der in (3.11) angegebenen selbstdualen SVOAs im Bereich
8 ≤ c < 16 ist vollsta¨ndig (Vermutung 3.2.3, vgl. die dortige Diskussion und Satz 3.2.4).
Wir fassen die Rechnungen fu¨r den Bereich 8 < c < 48 in zwei Tabellen zusammen.
Tabelle 5.4 behandelt die Fa¨lle 8 < c < 24, c 6∈ E: In Spalte 1 ist der Rang c angegeben,
Spalte 2 und 3 geben die ersten Koeffizienten der q-Entwicklung von qc/24 (χV(0) + χV(1))
bzw. qc/24 (χV(2) + χV(3)) an und in Spalte 4 sind das oder die Nichtexistenzargumente
angegeben.
Tabelle 5.5 behandelt die Fa¨lle 24 < c < 48: Aufgelistet sind der Rang und der erste
Koeffizient B∗ = B0 (c ∈ Z) bzw. B∗ = B0/
√
2 (c ∈ Z+ 1/2) von χV(2) + χV(3) bzw. χV(2).
Er ist nie ganz, und daher kann nach Argument G fu¨r diese Ra¨nge keine extremale SVOA
existieren.
Die Eintra¨ge in den Tabellen 5.4 und 5.5 ergeben sich leicht durch Gleichsetzen von (5.9)
und (5.10), sowie durch (5.11) und der Entwicklung von χ1/2 in der Spitze 1 in der lokalen
Koordinate q1/24 (vgl. (1.12)):
χ˜1/2 = e
− 2πi
48
√
2 · q 124
∞∏
n=1
(1 + qn) = e−
2πi
48
√
2 · q 124 (1 + q + q2 + · · ·). (5.12)
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Tabelle 5.4: Extremale Charaktere fu¨r c < 24, c 6∈ E
17
2
1 + 255 q + 221 q
3
2 + 4216 q2 + 4114 q
5
2 + 35666 q3 + · · · 17
16
q
1
16 + 3977
16
q
17
16 + 69989
16
q
33
16 + · · · G
9 1 + 261 q + 456 q
3
2 + 4500 q2 + 8424 q
5
2 + 40641 q3 + · · · 9
4
q
1
8 + 997
2
q
9
8 + 36999
4
q
17
8 + · · · G
19
2
1 + 266 q + 703 q
3
2 + 4997 q2 + 13091 q
5
2 + 49989 q3 + · · · 19
8
q
3
16 + 4001
8
q
19
16 + 39007
4
q
35
16 + · · · G
10 1 + 270 q + 960 q
3
2 + 5725 q2 + 18304 q
5
2 + 64150 q3 + · · · 5 q 14 + 1004 q 54 + 20510 q 94 + · · · L
21
2
1 + 273 q + 1225 q
3
2 + 6699 q2 + 24276 q
5
2 + 83727 q3 + · · · 21
4
q
5
16 + 4033
4
q
21
16 + 86079
4
q
37
16 + · · · G
11 1 + 275 q + 1496 q
3
2 + 7931 q2 + 31240 q
5
2 + 109516 q3 + · · · 11 q 38 + 2026 q 118 + 45067 q 198 + · · · L
23
2
1 + 276 q + 1771 q
3
2 + 9430 q2 + 39445 q
5
2 + 142531 q3 + · · · 23
2
q
7
16 + 4073
2
q
23
16 + 47104 q
39
16 + · · · G
25
2
1 + 275 q + 2325 q
3
2 + 13250 q2 + 60630 q
5
2 + 235500 q3 + · · · 25 q 916 + 4121 q 2516 + 102425 q 4116 + · · · L
13 1 + 273 q + 2600 q
3
2 + 15574 q2 + 74152 q
5
2 + 298727 q3 + · · · 52 q 58 + 8296 q 138 + 213148 q 218 + · · · L
27
2
1 + 270 q + 2871 q
3
2 + 18171 q2 + 89991 q
5
2 + 375741 q3 + · · · 54 q 1116 + 8354 q 2716 + 221508 q 4316 + · · · L
29
2
1 + 261 q + 3393 q
3
2 + 24157 q2 + 129688 q
5
2 + 580609 q3 + · · · 116 q 1316 + 16964 q 2916 + 476876 q 4516 + · · · L
16 1 + 7936 q
3
2 + 2296 q2 + 412672 q
5
2 + 65536 q3 + · · · − 15
16
+ 527 q + 139039
2
q2 + 2116124 q3 · · · N,G
33
2
1 + 7766 q
3
2 + 11220 q2 + 408507 q
5
2 + 515251 q3 + · · · −231
256
q
1
16 + 138633
256
q
17
16 + 17969473
256
q
33
16 + · · · N,G
17 1 + 7582 q
3
2 + 19907 q2 + 413678 q
5
2 + 956573 q3 + · · · −221
128
q
1
8 + 71179
64
q
9
8 + 18149745
128
q
17
8 + · · · N,G
35
2
1 + 7385 q
3
2 + 28315 q2 + 427987 q
5
2 + 1398635 q3 + · · · −105
64
q
3
16 + 73045
64
q
19
16 + 4584449
32
q
35
16 + · · · N,G
18 1 + 7176 q
3
2 + 36405 q2 + 451152 q
5
2 + 1850520 q3 + · · · −99
32
q
1
4 + 18729
8
q
5
4 + 4633405
16
q
9
4 + · · · N,G
37
2
1 + 6956 q
3
2 + 44141 q2 + 482813 q
5
2 + 2321121 q3 + · · · −185
64
q
5
16 + 153587
64
q
21
16 + 18737217
64
q
37
16 + · · · N,G
19 1 + 6726 q
3
2 + 51490 q2 + 522538 q
5
2 + 2819011 q3 + · · · −171
32
q
3
8 + 78679
16
q
11
8 + 18948593
32
q
19
8 + · · · N,G
39
2
1 + 6487 q
3
2 + 58422 q2 + 569829 q
5
2 + 3352323 q3 + · · · −39
8
q
7
16 + 40287
8
q
23
16 + 1197985
2
q
39
16 + · · · N,G
20 1 + 6240 q
3
2 + 64910 q2 + 624128 q
5
2 + 3928640 q3 + · · · −35
4
q
1
2 + 10310 q
3
2 + 1212171 q
5
2 + · · · N,G
41
2
1 + 5986 q
3
2 + 70930 q2 + 684823 q
5
2 + 4554895 q3 + · · · −123
16
q
9
16 + 168797
16
q
25
16 + 19629545
16
q
41
16 + · · · N,G
21 1 + 5726 q
3
2 + 76461 q2 + 751254 q
5
2 + 5237281 q3 + · · · −105
8
q
5
8 + 86331
4
q
13
8 + 19872217
8
q
21
8 + · · · N,G
43
2
1 + 5461 q
3
2 + 81485 q2 + 822719 q
5
2 + 5981171 q3 + · · · −43
4
q
11
16 + 88279
4
q
27
16 + 5030697
2
q
43
16 + · · · N,G
22 1 + 5192 q
3
2 + 85987 q2 + 898480 q
5
2 + 6791048 q3 + · · · −33
2
q
3
4 + 45122 q
7
4 + 5095325 q
11
4 + · · · N,G
45
2
1 + 4920 q
3
2 + 89955 q2 + 977769 q
5
2 + 7670445 q3 + · · · −45
4
q
13
16 + 184455
4
q
29
16 + 20922345
2
q
23
8 · · · N,G
23 1 + 4646 q
3
2 + 93380 q2 + 1059794 q
5
2 + 8621895 q3 + · · · −23
2
q
7
8 + 94231 q
15
8 + 20922345
2
q
23
8 · · · N,G
Tabelle 5.5: Erster Koeffizient des extremalen Charakters bei Entwicklung in der Spitze 1
fu¨r 24 < c < 48, c 6∈ E
Rang 49/2 25 51/2 26 53/2 27 55/2 28 57/2 29
B∗ 19112048
1775
1024
3281
2048
377
128
689
256
1251
256
2255
512
63
8
893
128
783
64
Rang 59/2 30 61/2 31 63/2 32 65/2 33 67/2 34
B∗ 1357128
145
8
61
4
403
16
651
32 − 7396765536 − 6798965536 − 3113516384 − 5681532768 − 129074096
Rang 69/2 35 71/2 36 73/2 37 75/2 38 77/2 39
B∗ − 58392048 − 420698192 − 94252048 − 336054096 − 297834096 − 3279256 − 229492048 − 9965512 − 8585512 − 14663512
Rang 79/2 40 81/2 41 83/2 42 85/2 43 87/2 44
B∗ − 6201256 8615565536 627945524288 285213131072 1033171524288 291458192 839041262144 37607365536 33585965536 746898192
Rang 89/2 45 91/2 46 93/2 47 95/2
B∗ 13231916384
7293
512
409677
32768
44723
2048
310803
16384
134231
4096
28811
1024
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Zu erledigen bleiben noch die Fa¨lle c ≥ 48. Wir werden zeigen: In der Entwicklung
e2c·
2πi
48 χ˜V = q
c/12−[c/8](B0 + B1 q + · · ·) von χV in der Spitze 1 ist entweder B0 oder B1
negativ — Widerspruch nach Argument N bei Verwendung von (5.11).
Dazu setzen wir p = q1/2 und entwickeln, a¨hnlich wie beim Beweis von Satz 5.2.2, χMc ·χ−2c1/2
in Potenzen von φ := χ−241/2 = j
−1
θ = p+O(p
2):
χMc · χ−2c1/2 =
∞∑
r=0
αrφ
r, (5.13)
wobei
αr =
1
r!
dr−1
dpr−1
d(χMc · χ
−2c
1/2 )
dp
(
p
φ
)r
p=0
=
1
r!
dr−1
dpr−1
{
pr · χ24r−2c−31/2
[
χ′Mcχ
3
1/2 − 2c · χMcχ21/2χ′1/2
]}
p=0
. (5.14)
Gleichungen (5.9), (5.10) und (5.13) liefern
k∑
r=0
arφ
r = χV · χ−2c1/2 = χV · χ−1Mc · χMc · χ−2c1/2
=
1 + ∞∑
n=k+1
Anp
n
 k∑
r=0
αrφ
r +
∞∑
r=k+1
αrφ
r
 .
Koeffizientenvergleich zeigt ar = αr fu¨r 0 ≤ r ≤ k.
Man betrachte nun die Entwicklung in der Spitze 1. Mit der lokalen Koordinate q1/24
erha¨lt man unter Verwendung von (5.12) fu¨r den Charakter
e2c·
2πi
48 χ˜V = e
2c· 2πi
48
k∑
r=0
akχ˜
2c−24r
1/2 =q
s
24 (
√
2)s
(
(−1)kak(1 + sq) + (−1)k−1ak−1(
√
2)24q +O(q2)
)
,
wobei s = 2c− 24[ c
8
] < 0. Zusammenfassen ergibt
= (−1)k(
√
2)sak︸ ︷︷ ︸
B0
·q s24 + (−1)k−1(
√
2)s
(
−aks+ ak−1 · 212
)
︸ ︷︷ ︸
B1
·q s24+1 + · · · . (5.15)
Fu¨r c ≥ 48 und r = k − 1 = [ c
8
]− 1 oder r = k = [ c
8
] ist 24r − 2c− 3 ≥ 0, und χ24r−2c−31/2
hat daher positive Koeffizienten. Da χ31/2 der Charakter der SVOA V
⊗3
Fermi vom Rang
3
2
ist,
hat
χ3
1/2
χMc
= qc/24−3/48
(
1 + 1
1−q
(∑
i≥1/2 Pi q
i
))
nach (5.1) positive Koeffizienten. Es folgt,
daß χ2Mc ·
(
χ3
1/2
χMc
)′
= 3 · χMcχ21/2χ′1/2 − χ′Mcχ31/2 positive und χ′Mcχ31/2 − 2c · χMcχ21/2χ′1/2 fu¨r
c ≥ 3
2
negative Koeffizienten hat. Wegen (5.14) sind also ak = αk und ak−1 = αk−1 fu¨r
c ≥ 48 beide negativ, d.h. in (5.15) ist entweder B0 oder B1 negativ. Dies vervollsta¨ndigt
den Beweis von Satz 5.3.2.
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Alternativ kann man fu¨r 8 < c < 112 die Charaktere explizit ausrechnen und dann zeigen,
daß der Koeffizient Ak+2 ab c ≥ 112 negativ wird.
Eine diesem Abschnitt gewissermaßen komplementa¨re Fragestellung ist die Untersuchung
von selbstdualen SVOAs V mit mo¨glichst großem Minimalgewicht von V(2) bzw. V(2)⊕V(3)
(dem
”
Schatten“). Man erha¨lt auch hier wieder Resultate (s. [Ho¨h95]), deren Analoga fu¨r
Codes und Gitter ku¨rzlich von N. Elkies [Elka, Elkb] beschrieben worden sind. Insbeson-
dere ergibt sich eine weitere Charakterisierung der Babymonster-SVOA VB ♮ sowie — als
Folgerung — die Ergebnisse fu¨r Codes und Gitter.
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