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On the Category of Group Codes
Rolando Go´mez Macedo and Felipe Zaldı´var
Abstract—For the category of group codes, that generalizes
the category of linear codes over a finite field, and with the
generalized notions of direct sums and indecomposable group
codes, we prove that every MDS non trivial code, every perfect
non trivial code, and every constant weight nondegenerate group
code are indecomposable. We prove that every group code is a
direct sum of indecomposable group codes, and using this result
we obtain the automorphism groups of any group code in terms
of its decomposition in indecomposable components. We conclude
with the determination of the structure of decomposable cyclic
group codes.
Index Terms—Group code, indecomposable code, automor-
phism of codes, perfect codes, constant-weight codes, MDS codes,
cyclic codes.
I. Introduction
Slepian [8] and Assmus [1] studied the category of linear
codes over a finite field. In this work we extend this categorical
formulation to include codes defined over an arbitrary finite al-
phabet A. Here, An is a metric space for the Hamming distance,
and a code over the alphabet A is a non empty subset C ⊆ An
with the induced metric. If r ∈ N and c ∈ C, the ball of center
c and radius r is Br(c) = {x ∈ An | d(x, c) ≤ r}. The key point is
the definition of morphism. In [1] Assmus defines a morphism
of linear codes, over a finite field, as a linear transformation
ψ : C → D such that d(ψ(c1), ψ(c2)) ≤ d(c1, c2) for c1, c2 ∈ C,
where d is the Hamming distance in the corresponding Frq. An
immediate consequence is that ψ : C → D is an isomorphism
if and only if it is an isometry. Several authors observed that
this notion of isomorphism does not seem to take into account
the number of errors that each of the involved codes corrects.
To take this property into the definition Constantinescu and
Heise [2] proposed the following: given linear codes C ⊆ Fnq ,
D ⊆ Fmq over Fq, an isomorphism between C and D is a linear
isometry ϕ : C → D that is the restriction of a linear isometry
ϕ : Fnq → F
m
q . By the MacWilliams Extension Theorem [4]
and [5], see also [9, Theorems 6.3 and 6.4.], the two previous
definitions of isomorphism are equivalent in the category of
linear codes.
Generalizing the above definitions to codes over an arbitrary
alphabet A, a morphism between codes C ⊆ An, D ⊆ Am is a
map ϕ : An → Am such that ϕ(C) ⊆ D and dAm (ϕ(x), ϕ(y)) ≤
dAn (x, y) for all x, y ∈ An. We say that ϕ is an isomorphism
if the map ϕ : An → Am is bijective and its inverse ψ is a
morphism ψ : D → C of codes.
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There is a natural notion of direct sum, since we have a
bijection of Am×Am to An+m, the latter has a Hamming distance
given by d = dAn + dAm . If C ⊆ An and D ⊆ Am are codes, its
direct sum is the code C ⊕D = {(x, y) ∈ An+m | x ∈ C, y ∈ D}.
The following properties are immediate:
1) C ⊕D has length n + m.
2) The minimum distance of the direct sum is dAn+m (C ⊕
D) = min {dAn (C), dAm (D)}.
3) |C ⊕ D| = |C| · |D|.
4) C ⊕D is isomorphic to D⊕ C.
Let C,C′ ⊆ An, D,D′ ⊆ Am be codes and ϕ : C → C′,
ϕ : D → D′ code morphisms. The sum ϕ⊕ψ : C⊕D → C′⊕D′
is the code morphism given by (ϕ ⊕ ψ)(x, y) = (ϕ(x), ψ(y)) for
(x, y) ∈ An+m. If ϕ and ψ are isomorphisms, then ϕ⊕ψ is also an
isomorphism. Following Slepian [8] we say that a code C ⊆ An
is decomposable if there are codes D ⊆ Am and E ⊆ Al such
that C is isomorphic to D ⊕ E. If C is not decomposable we
say that C is an indecomposable code.
In Section II we give examples of decomposable codes, in
particular we will show that all non trivial MDS or perfect
codes are indecomposable. We also give necessary and suffi-
cient conditions for a code to be indecomposable.
When the alphabet is a finite group G and the codes
are subgroups of Gn, following Slepian [8] we call these
codes group codes. In Section III we study the category of
group codes. The main result is that every group code has
a decomposition as a direct sum of indecomposable group
codes, unique up to isomorphism. Using this result we describe
the automorphism group of a group code in terms of the
automorphism groups of its indecomposable summands.
Throughout this paper we use the standard concepts: For a
code C ⊆ An over an alphabet A, its length is n, its minimum
distance d(C) is the usual one, and its dimension is k = logq |C|,
where q = |A| is the cardinality of the set A. In this situation we
say that C is a [n, k, d]q-code. The usual Singleton bound holds:
k + d ≤ n + 1. An MDS code (maximum distance separable
code) is a code such that its parameters satisfy k + d = n +
1. An integer r ∈ N is a correcting error radius for C, if
Br(c1) ∩ Br(c2) = ∅ for all c1, c2 ∈ C with c1 , c2. The largest
correcting radius of a code C is e =
⌊ d(C)−1
2
⌋
, an it is called the
correction capacity of the code C. We say that z ∈ An corrects
the word c ∈ C, if there exists a correcting error radius r for
C such that z ∈ Br(c). A perfect code is a code C ⊆ An such
that any word of An corrects a word of C. A trivial code is a
code isomorphic to some An.
Proposition 1: A perfect code C with capacity correction e
is perfect if and only if e is a correction radius for C and for
all x ∈ An there exists c ∈ C such that x ∈ Be(c).
Proposition 2: (1) If C is a [n, k, d ]q MDS code over A,
then C is trivial if and only if d = 1.
2(2) A perfect code with correction capacity e is trivial if and
only if e = 0.
If A is an alphabet and x0 ∈ An is a fixed element, the weight
of y ∈ An relative to x0 is wx0 (y) = d(y, x0). If x0 ∈ An and
0 ≤ r ≤ n we denote by R rx0 = {y ∈ A
n|wx0 (y) = r} the sphere
of centre x0 and radius r. A code C ⊆ An is a constant weight
code if there exists x0 ∈ An such that C ⊆ R rx0 .
We let S A denote the group of permutations of the set A.
In particular, if A = In = {1, 2, . . . , n}, we set S In = S n. A
function f : An → An is a configuration of An if there exist
f1, . . . , fn ∈ S A such that f (a1, . . . , an) = ( f1(a), . . . , fn(a))
for all (a1, . . . , an) ∈ An. An equivalence of An is a map
σ : An → An induced by an element σ ∈ S n and given by
σ(a1, . . . , an) = (aσ(1), . . . , aσ(n)). Configurations and equiva-
lences of An are isometries of An. We denote by Conf (An)
the group of configurations of An, by Equ (An) the group of
equivalences of An and by Iso(An) the group of isometries
of An. Markov Jr. see [6, Theorem 14.2, pp. 300] and
Constantinescu and Heise [2] have proven the following:
Theorem 3: If ϕ is an isometry of An, there exist σ ∈
Equ (An) and f ∈ Conf (An) such that ϕ = f ◦ σ.
In general, if f = ( f1, . . . , fn) ∈ Conf (An) and σ ∈ S n,
they induce a configuration fσ ∈ Conf (An) by means of
fσ(x1, . . . , xn) = ( fσ(1)(x1), . . . , fσ(n)(xn)) for all (x1, . . . , xn) ∈
An. It follows that σ−1 ◦ f ◦σ = fσ−1 and therefore the group
of configurations Conf (An) is a normal subgroup of Iso(An).
Moreover, since Conf (An)∩Equ (An) = {IdAn }, then Iso(An) is
a semidirect product:
Corollary 4: Iso(An) = Conf (An) ⋊ Equ (An).
II. Indecomposable codes over arbitrary alphabets
Given an arbitrary finite alphabet A, the category of codes
over A has as objects the codes on the alphabet A. A morphism
between two codes C ⊆ An and D ⊆ Am is a map ϕ : An → Am
such that ϕ(C) ⊆ D and moreover dAm(ϕ(x), ϕ(y)) ≤ dAn(x, y)
for all x, y ∈ An. We denote this morphism by ϕ : C → D.
Clearly, for any code C ⊆ An the identity Id : An → An is a
morphism Id : D → D. The composition of two morphisms
is also a morphism. An isomorphism of codes is a morphism
ϕ : C → D such that the map ϕ : An → Am is bijective and its
inverse ψ : Am → An is a morphism of codes ψ : D → C. It
follows that n = m and that ϕ◦ψ = IdD and ψ◦ϕ = IdC. If there
is an isomorphism between the codes D and C we will use
the notation C ≃ D. Moreover, isomorphisms are restrictions
of isometries of An since for all x, y ∈ An,
d(x, y) = d(ψ(ϕ(x)), ψ(ϕ(y)) ≤ d(ϕ(x), ϕ(y)) ≤ d(x, y).
An automorphism is an isomorphism of a code onto itself.
Example 5: If C ⊆ An is a code and 1 ≤ m < n, let Y =
{i1, . . . , im} ⊆ In, where i j ≤ ik for j ≤ k. The function πY :
An → Am given by πY (x1, . . . , xn) = (xi1 , . . . , xim ), determines
the code πY (C) = {πY (c) ∈ Am | c ∈ C} ⊆ Am and a morphism
of codes πY : C → πY (C), called the Y-proyeccio´n of C.
Example 6: For codes C ⊆ Am, D ⊆ Al, and b ∈ D, a fixed
element, the map ib : Am → Am ⊕Al given by ib(x) = (x, b) for
x ∈ Am, defines a morphism ib : C → C⊕D. Observe that for
all x, y ∈ Am we have that d(x, y) = d (ib (x) , ib (y)). Similarly,
if a ∈ C we have the morphism ia : D → C ⊕ D given by
ia(y) = (a, y) for y ∈ Al.
Example 7: For any alphabet A:
1) Every non empty subset of A is an indecomposable code.
2) If C = An, then C =
n⊕
i=1
Ci, where Ci = A for each i, and
A is indecomposable.
Proposition 8: Every non trivial MDS code is indecompos-
able.
Proof: Assume there exist an [n, k, d ]q nontrivial MDS
code C over A and codes D ⊆ Am, E ⊆ Al such that
C ≃ D ⊕ E. Without loss of generality we may as-
sume that d(D) ≤ d(E). Since |D ⊕ E| = |D| |E|, if D
and E have parameters [m, k1, d(D) ]q and [l, k2, d(E) ]q, then
k = logq (|D ⊕ E|) = k1 + k2. Moreover, the parameters of D y
E satisfy k1 + d(D) ≤ m + 1 y k2 + d(E) ≤ l + 1, respectively.
Adding and using that d(C) = min{d(D), d(E)} = d(D), it
follows that:
k + d(C) + d(E) = (k1 + k1) + d(D) + d(E) ≤ m + l + 2 = n + 2.
Finally, since C is an MDS code, d(C) = d(D) ≤ d(E) ≤ 1, by
Proposition 2, C would be a trivial code, a contradiction.
Proposition 9: Every non trivial perfect code is indecom-
posable.
Proof: Assume there exist an C ⊆ An a perfect non trivial
code and D ⊆ Am, E ⊆ Al codes such that C ≃ D ⊕ E.
Assume that these codes have error capacities e
C
, e
D
and
e
E
, respectively. Without loss of generality we may assume
that d(D) ≤ d(E). Then, e
D
=
⌊ d(D)−1
2
⌋
≤
⌊ d(E)−1
2
⌋
= e
E
. In
particular e
D
is a correcting error radius for E. Moreover, since
d(C) = min{d(D), d(E)}, then e
C
= e
D
. Let a ∈ D and x ∈ Al.
Since D⊕E is a perfect code, there exists (b, c) ∈ D⊕E such
that dAn ((a, x), (b, c)) ≤ eC . Therefore
dAl (x, c) ≤ dAm (a, x) + dAl (b, c) = dAn ((a, x), (b, c)) ≤ eC = eD
By Proposition 1, e
D
= e
E
. Now consider (β, γ) ∈ D ⊕ E and
let y ∈ Am, z ∈ Al such that dAm (β, y) = eC and dAl(γ, z) = eC .
Since D ⊕ E is a perfect code, there exists (β′, γ′) ∈ D ⊕ E
such that
dAm(β′, y) + dAl (γ′, z) = dAn ((β′, γ′), (y, z)) ≤ eC = eD = eE .
Therefore dAm(β′, y) ≤ eD and dAl(γ′, z) ≤ eE . Hence, y ∈
Be
D
(β)∩Be
D
(β′) and z ∈ Be
E
(γ)∩Be
E
(γ′). It follows that β = β′,
γ = γ′ and
2e
C
= e
D
+ e
E
= dAm (β, x) + dAl(γ, y) ≤ eC .
Which, by Proposition 2 is a contradiction since C is a non
trivial perfect code.
The following is a useful criterion:
Proposition 10: A code C ⊆ An is decomposable if and
only if there exist J, K  In such that J ∪ K = In, J ∩ K = ∅
and |C| =
∣∣∣πJ (C)
∣∣∣ ∣∣∣πK (C)
∣∣∣.
Proof: Assume that C ⊆ An is a decomposable code.
Then, there exist codes D ⊆ Am, E ⊆ Al, and ϕ : D ⊕ E → C
an isomorphism such that ϕ = f ◦ σ, where f ∈ Conf (An)
y σ ∈ Equ (An). If b ∈ E is a fixed element, consider the
inclusion ib : D → D⊕E. If J = σ(Im) and K = σ(In − Im), a
straightforward computation shows that πJ ◦ϕ◦ib : D → πJ (C)
is an isomorphism. Similarly, if a ∈ D is a fixed element, for
3the inclusion ia : E → D ⊕ E, the composition πK ◦ ϕ ◦ ia :
E → πK (C) is an isomorphism. Hence,(
πJ ◦ ϕ ◦ ib
)
⊕
(
πK ◦ ϕ ◦ ia
)
: D⊕ E → πJ (C) ⊕ πK (C)
is an isomorphism and thus C ≃ πJ (C) ⊕ πK (C).
Conversely, assume that C ⊆ An is a code and that there exist
J, K ⊆ In such that |C| =
∣∣∣πJ (C)
∣∣∣ ∣∣∣πK (C)
∣∣∣ and satisfy that J∩K =
∅ y J ∪ K = In. The last two conditions imply that the map
ϕ : An → An given by ϕ(x) = (πJ (x), πK (x)) is an isometry of
An such that ϕ(C) ⊆ πJ (C)⊕πK (C). Since |C| =
∣∣∣πJ (C)
∣∣∣ ∣∣∣πK (C)
∣∣∣ =∣∣∣πJ (C) ⊕ πK (C)
∣∣∣, it follows that ϕ (C) = πJ (C) ⊕ πK (C). Thus,
ϕ : C → πJ (C) ⊕ πK (C) is an isomorphism.
Example 11: If the alphabet A = Z/4 is the ring of
integers modulo 4. For the code C ⊆ (Z/(4))3 given by C ={
(0, 0, 0), (2, 0, 0), (1, 2, 1), (3, 2, 1), (2, 0, 2), (0, 0, 2), (3, 2, 3),
(1, 2, 3)
}
. Since
|π1(C)| ·
∣∣∣π{2,3}(C)∣∣∣ = 4 · 4 = 16
|π2(C)| ·
∣∣∣π{1,3}(C)∣∣∣ = 2 · 8 = 16
|π3(C)| ·
∣∣∣π{1,2}(C)∣∣∣ = 4 · 4 = 16
by Proposition 10, C is indecomposable.
Proposition 12: Let C,C′ ⊆ Am and D,D′ ⊆ Al. Assume
that ϕ : C ⊕ D → C′ ⊕ D′ is an isomorphism and let f ∈
Conf(Am+l), σ ∈ Equ(Am+l) such that ϕ = f ◦σ. If σ(Im) = Im,
then C is isomorphic to C′, and D is isomorphic to D′.
Proof: Let b ∈ D and consider the inclusion ib : C → C⊕
D. Since σ (Im) = Im, it follows that πIm ◦ϕ◦ ib : C → C′ is an
isomorphism. From σ (Im) = Im it follows that σ (Im+l − Im) =
Im+l − Im, and if a ∈ C is a fixed element and ia : D→ C⊕D
is the corresponding inclusion, then πIm+l−Im ◦ ϕ ◦ ia : D → D
′
is an isomorphism.
Definition 13: A code C ⊆ An+1 is degenerated if there exist
x ∈ A and D ⊆ An such that C ≃ {x} ⊕ D. Otherwise we say
that C is a non degenerated code.
Corollary 14: A code C ⊆ An is degenerated if and only if
there exists i ∈ In such that |πi(C)| = 1.
Corollary 15: If C ⊆ An is a non degenerated code of car-
dinality p, with p a prime integer, then C is indecomposable.
III. Group codes
In this section we assume that the alphabet is a finite group
G. A group code is a subgroup C ⊆ Gn. If C ⊆ Gn and D ⊆ Gm
are group codes, a morphism of group codes ϕ : C → D is
morphism of codes that is also a homomorphism of groups. In
particular, an isomorphism of group codes is an isomorphism
of groups which is an isometry.
Example 16: If In = {1, 2, . . . , n}, for all ∅ , Y  
In and any group code C ⊆ Gn, the projection
πY : C → π (C) is a morphism of group codes. Given group
codes D ⊆ Gm and E ⊆ Gl, for the identity el ∈ Gl, the
inclusion iel : D → D⊕ E is a morphism of group codes.
Clearly, every σ ∈ Equ (Gn) is an automorphism of group
codes. Hence, if ϕ is an automorphism of the group code
Gn, by Theorem 3, there exist ( f1, . . . , fn) ∈ Conf (Gn) and
σ ∈ Equ (Gn) such that ϕ ◦ σ−1 = ( f1, . . . , fn). Therefore, fi is
an automorphism of the group code G. From Corollary 4 we
obtain:
Proposition 17: Let G be a finite group and C ⊆ Gn be a
group code. Denote by AutGC(C) the automorphism group of
the group code C, and by Aut(C) the automorphism group of
the group C. Then, AutGC(Gn) = (Aut(G))n ⋊ Equ (Gn).
Our main result shows that in the category of group codes,
the indecomposable codes determine the group codes and the
morphisms between them:
Theorem 18: Every group code C is isomorphic to a direct
sum of indecomposable codes, that is C ≃ D1⊕· · ·⊕Dr, where
each Di is an indecomposable group code. This decomposition
is unique up to permutation of the factors and isomorphisms,
that is, if we also have that C ≃ D′1 ⊕ · · ·⊕D
′
s, where each D′i
is an indecomposable group code, then r = s and there exists
a permutation γ ∈ S r such that Di ≃ D′γ(i) for each i ∈ Ir.
Proof: If there is a group code C ⊆ Gn that can not be
written as a sum of indecomposables, there is one such code
of minimal length. This code cannot be indecomposable and
thus there exist D, E such that C ≃ D ⊕ E. Since the lengths
of D and E are strictly less than n, by assumption D and E
are sum of indecomposables. That is, D ≃ A1 ⊕ · · · ⊕ Ar and
E ≃ B1 ⊕ · · · ⊕ Bs, where all Ai and B j are indecomposable.
Hence,
C ≃ D ⊕ E ≃ (A1 ⊕A2 ⊕ · · · ⊕ Ar) ⊕ (B1 ⊕ B2 ⊕ · · · ⊕ Bs) ,
a contradiction. For the uniqueness property, assume that
C ≃ D1 ⊕ D2 ⊕ · · · ⊕ Dr ≃ D
′
1 ⊕D
′
2 ⊕ · · · ⊕ D
′
s
with all Di and D ′i indecomposable group codes, and that
r ≤ s. We do induction on r. If r = 1, then C ≃ D1 ≃
D′1 ⊕ D
′
2 ⊕ · · ·D
′
s is indecomposable and we must then have
that s = 1 and D1 ≃ D′1. Assume that the result is valid up to
r and that there is an isomorphism
ϕ : D1 ⊕D2 ⊕ · · · ⊕ Dr ⊕Dr+1 ≃ D
′
1 ⊕ D
′
2 ⊕ · · · ⊕ D
′
s
If n is the length of C, by Proposition 17 there exist
( f1, . . . , fn) ∈ Aut(G)n and σ ∈ Equ (Gn) such that ϕ =
( f1, . . . , fn) ◦ σ.
Let I
D1
= In1  In be the set of indexes that label the coordi-
nates of D1 ⊆ Gn1 in the sum D1 ⊕D2⊕ · · ·⊕Dm+1. Likewise,
let I
D′i
 In be the set of indexes that label the coordinates of
D′i in the sum D′1 ⊕D
′
2 ⊕ · · · ⊕D
′
s. Then, σ(ID1 ) ∩ ID′i , ∅ for
some i ∈ Is, and we may assume that σ(ID1 ) ∩ ID′1 , ∅. We
claim that σ(I
D1
) ⊆ I
D′1
. Indeed, if otherwise σ(I
D1
) * I
D′1
, let
J = σ(I
D1
)∩ I
D′1
and K = σ(I
D1
)− I
D′1
. For the identity e of Gn1
and the corresponding inclusion ie : D1 →
⊕m
i=1 Di, define
ψJ = πJ ◦ ϕ ◦ ie : D1 → πJ (ϕ (ie (D1)))
ψK = πK ◦ ϕ ◦ ie : D1 → πK (ϕ (ie (D1)))
and the group code morphism
ψ : D1 → πJ (ϕ (ie (D1))) ⊕ πK (ϕ (ie (D1)))
given by ψ (x) = (ψJ (x), ψK (x)) for x ∈ Gn1 . Since σ(ID1 ) =
J∪K and J∩K = ∅, then πJ (ϕ (ie (D1)))⊕πK (ϕ (ie (D1))) and
D1 have the same length n1 and d (ψ(x), ψ(y)) = d(x, y) for all
x, y ∈ Gn1 . To show that ψ is a group code morphism observe
that
ψ (D1) ⊆ πJ (ϕ (ie (D1))) ⊕ πK (ϕ (ie (D1))) .
For the other inclusion, if a ∈ πJ (ϕ (ie (D1))), since J ⊆ ID′1 ,
there exists α ∈ D1 such that ϕ (ie (α)) = (a1, e1) ∈ ϕ (ie (D1)),
4where a1 ∈ D′1 and e1 is the identity of
⊕m
i=2 Di. Therefore
πJ (a1, e1) = a and πK (a1, e1) = eK , where eK is the identity
of πK (ϕ (ie (D1))). If b ∈ πK (ϕ (ie (D1))), since K ∩ ID′1 = ∅,
there exists β ∈ D1 such that ϕ (ie (β)) = (e2, b1) ∈ ϕ (ie (D1)),
where e2 is the identity of D′1 and b1 ∈
⊕m
i=2 Di. Therefore,
πK (e2, b1) = b and πK (e2, b1) = eJ , where eJ is the iden-
tity of πJ (ϕ (ie (D1))). Hence, for (a, b) ∈ πJ (ϕ (ie (D1))) ⊕
πK (ϕ (ie (D1))), there exist α, β ∈ D1, such that
ψ(αβ) = ψ(α)ψ(β) = (ψJ (α), ψK (α)) (ψJ (β), ψK (β))
=
(
a, eK
) (
eJ , b
)
= (a, b)
Thus, ψ is a group code isomorphism and hence D1 is a de-
composable code, a contradiction. It follows that σ(I
D1
) ⊆ I
D′1
.
A similar argument, for ϕ−1 = ( f
σ−1
)−1 ◦ σ−1 shows that
σ−1(I
D′1
) ⊆ I
D1
, and hence σ(I
D1
) = I
D′1
. From Proposition
12, D1 ≃ D′1 and D2 ⊕ · · · ⊕ Dm+1 ≃ D
′
2 ⊕ · · · ⊕ D
′
s. By the
induction hypothesis the result follows.
For each j ∈ Im, consider a group code D j ⊆ Gn j and the
direct sum group code
⊕m
j=1 D j ⊆ G
n
, where n =
∑m
j=1 n j. Let
e j be the identity of Gn j and ie j the corresponding inclusion
of D j in
⊕m
j=1 D j. We denote its image by ie j (D j) = D˜ j.
Corollary 19: Let
⊕m
j=1 D j ⊆ G
n be a direct sum of inde-
composable group codes and ϕ = f ◦ σ ∈ AutGC
(⊕m
j=1 D j
)
,
with f ∈ (Aut(G))n and σ ∈ Equ(Gn). If ID j ⊆ In is the set
of indexes that label the elements of D j in the sum
⊕m
j=1 D j,
then σ(I
D j ) ∩ IDk , ∅ if and only if ϕ
(
D˜ j
)
= D˜k.
If E ⊆ Gn is an indecomposable group code and α ∈ Z+, we
use the notation Eα = E1⊕ · · ·⊕Eα, where E j = E for each j ∈
Iα. Thus, if
⊕m
i=1 Di ⊆ G
n is a direct sum of indecomposable
group codes, joining together the isomorphic group codes and
reindexing we may write
m⊕
i=1
Di ≃
k⊕
j=1
E
α j
j ,
where E j ≃ Di j for some i j ∈ Im and Es ; Et if s , t.
Corollary 20: Let
⊕k
j=1 D
α j
j be a direct sum of inde-
composable group codes, with Ds ; Dt for s , t. If
ϕ ∈ AutGC
(⊕k
j=1 D
α j
j
)
, then ϕ
(
D˜
α j
j
)
= D˜
α j
j .
Proposition 21: If
⊕k
j=1 D
α j
j is a direct sum of indecom-
posable group codes, where Ds ; Dt for s , t, then
AutGC
(⊕k
j=1 D
α j
j
)
is a group isomorphic to
∏k
j=1 AutGC
(
D
α j
j
)
.
Proof: For each j ∈ Ik let ID j be the set of indexes that
label the elements of Dα jj in the sum
⊕k
j=1 D
α j
j . Let ie j be the
inclusion of Dα jj in the sum
⊕k
j=1 D
α j
j . The following diagram
commutes
D
α j
j ie j
//
ϕ j
''
k⊕
j=1
D
α j
j ϕ
//
k⊕
j=1
D
α j
j πI
D j
// D
α j
j
By Corollary 20, ϕ j = πD j ◦ ϕ ◦ ie j is an automorphism of the
group code Dα jj , for each j ∈ Ik. Since ie j ◦ πID j = IdD˜α jj
:
D˜
α j
j → D˜
α j
j , if ϕ, ψ ∈ AutGC
(⊕k
j=1 D
α j
j
)
, then
(ψ ◦ ϕ) j = πI
D j
◦ ψ ◦ ϕ ◦ ie j = πI
D j
◦ ψ ◦ ie j ◦ πI
D j
◦ ϕ ◦ ie j
= ψ j ◦ ϕ j.
This shows that the map
χ : AutGC
( k⊕
j=1
D
α j
j
)
→
k∏
j=1
AutGC
(
D
α j
j
)
given by ϕ 7→ (ϕ1, . . . , ϕk) is a homomorphism of groups,
which clearly is an isomorphism.
Proposition 22: Let D ⊆ Gm be an indecomposable group
code and α ∈ Z+. Then, AutGC (Dα) is a group isomorphic to
AutGC (D)α ⋊ S α.
Proof: Dα = ⊕αi=1 Di, where Di = D for each i ∈ Iα.
By Corollary 19 for each j ∈ Iα there exists a unique
k j ∈ Iα such that ϕ(D˜ j) = D˜k j Let γ : Iα → Iα be the
permutation given by γ( j) = k j and let γ−1 ∈ Equ (Gn)
be defined by γ−1 (a1, . . . , aα) =
(
aγ −1(1), . . . , aγ −1 (α)
)
for
(a1, . . . , aα) ∈ (Gm)α, where a j ∈ Gm for j ∈ Iα. Note that
γ
(
D˜ j
)
= D˜γ −1( j). For each j ∈ Iα, let i j : D → Dα be the j-th
inclusion of D in Dα, and let I
D j be the set of indexes of thej-th summand of Dα. We then have a commutative diagram
D
i j
//
ϕ j
''
Dα
ϕ◦γ
−1
// Dα
πI
D j
// D
where ϕ j = πI j ◦ ϕ ◦ γ ◦ i j is an automorphism of group codes
of D. Clearly, ϕ ◦ γ−1 =
⊕k
j=1 ϕ j.
If H =
{⊕k
j=1 ϕ j ∈ AutGC (Dα) : (ϕ1, . . . , ϕα) ∈
(AutGC (D))α
}
and N = {γ ∈ AutGC (Dα) | γ ∈ Iα}, then H and N
are subgroups of AutGC (Dα). A direct computation shows that
γ
−1
◦
k⊕
j=1
ϕ j ◦ γ =
k⊕
j=1
ϕγ−1( j)
for all elements
⊕k
j=1 ϕ j ∈ H and γ ∈ N. Therefore, H is a
normal subgroup of AutGC (D) and since H ∩ N = IdDα , then
AutGC (D)α = H ⋊ N. Since H ≃ (AutGC (D))α and N ≃ S α, the
result follows.
Propositions 21 and 22 give:
Theorem 23: If
⊕k
j=1 D
α j
j is a direct sum of inde-
composable group codes, where Ds ; Dt for s ,
t, then AutGC
(⊕k
j=1 D
α j
j
)
is a group isomorphic to∏k
j=1
((Aut GC (D))α j ⋊ S α j ).
The following result gives examples of indecomposable
group codes. We say that C ⊆ Gn is a constant weight
group code if there exists an integer 0 < r ≤ n, such that
C − {en} ⊆ Bren , where en is the identity of G
n
. If x ∈ Gn,
the weight of x in Gn is w(x) = d(x, en). Then, C ⊆ Gn is a
constant weight code of weight r if and only if w(x) = r, for
all x ∈ C − {en}.
Proposition 24: Every non degenerated constant weight
code is indecomposable.
Proof: Assume that there exist a group code C ⊆ Gn of
constant weight r and D ⊆ Gk y E ⊆ Gl group codes such
that C ≃ D⊕E. Since C is non degenerated, then |D| ≥ 2 and
5|E| ≥ 2. Hence, there exist a1, a2 ∈ D and b1, b2 ∈ E, with
a1 , a2 and b1 , b2. Since
r = w((a1a−12 , b1b−12 )) = dGn ((a1, b1), (a2, b2))
= dGm (a1, a2) + dGl (b1, b2)
and
r = w((a1a−12 , b1b−11 )) = dGn ((a1, b1)(a2, b1)) = dGm (a1, a2)
then d
Gl
(b1, b2) = 0 and so b1 = b2, a contradiction.
IV. The Structure of Cyclic Group Codes
For any finite alphabet A, a cyclic code is a code C ⊆ An
such that for all c ∈ C and for the n-cycle δ = (1, . . . , n) ∈ S n
for the equivalence δ we have that δ(c) ∈ C. A cyclic group
code is a cyclic code C ⊆ Gn which is also a subgroup of Gn.
Theorem 25: Let C ⊆ Gn be a decomposable cyclic group
code, say C ≃
⊕m
j=1 D j, with D j indecomposable group codes
for each j ∈ Im. Then, D j ≃ D1 for each j ∈ Im.
Proof: Let ϕ : C → ⊕mj=1 D j be an isomorphism of
group codes. Let f ∈ (Aut(G))n and σ ∈ Equ (Gn) such that
ϕ = f ◦ σ. For the cycle δ = (12 . . .n) ∈ S n, since C ⊆ Gn is
a cyclic group code, then δ t ∈ AutGC (C) for all t ∈ N. Hence,
ϕ ◦ δ
t
◦ ϕ−1 ∈ AutGC
(⊕m
j=1 D j
) for all t ∈ N, and
ϕ ◦ δ
t
◦ ϕ−1 = f ◦ σ ◦ δ t ◦ ( f
σ −1
)−1
◦ σ
−1
= f ◦ (( f
σ −1
)−1)
σ◦δ t
◦ σ ◦ δ
t
◦ σ
−1
For each j ∈ Im let ID j be the set of indexes that label the
elements of D j in the sum
⊕m
j=1 D j. If k j ∈ ID j , there exists
t j ∈ N such that (δ t j ◦ σ−1)(1) = σ−1(k j) or equivalently (σ ◦
δ t j ◦ σ−1)(1) = k j. That is, (σ ◦ δ t j ◦ σ−1)(ID1 ) ∩ ID j , ∅, and
thus, by Corollary 19, D j ≃ D1 for each j ∈ Im.
Corollary 26: Let C ⊆ Gn be a cyclic group code and write
its order as |C| = pξ11 · · · p
ξs
s with pi prime integers. Let ξ =
gcd(ξ1, . . . , ξn) be its greatest common factor. If gcd(ξ, n) = 1,
then C is an indecomposable group code.
Proof: If C ⊆ Gn is a decomposable cyclic group code, by
Proposition 25, C ≃ Dα, where D ⊆ Gm is an indecomposable
group code and α ≥ 2. Since the lengths of C and Dα are the
same, then mα = n. Writing |D| = pζ11 · · · p
ζs
s , then ζiα = ξi,
and thus α ≥ 2 divides ξ. Since by hypothesis gcd(ξ, n) = 1,
then α = 1, a contradiction.
Example 27: The converse of Corollary 26 is false. Indeed,
if G is a finite group such that |Gn| = pξ11 · · · p
ξs
s with ξ =
gcd(ξ1, . . . , ξn), then Gn is a decomposable group code for all
n ≥ 2, in particular for n such that gcd(ξ, n) = 1.
Proposition 28: If D ⊆ Gm is a cyclic group code, then for
any nonnegative integer ℓ, Dℓ is isomorphic to a cyclic group
code.
Proof: Put n = ℓm. Every t ∈ In can be written in a unique
way as t = sm + r, with 0 ≤ s ≤ ℓ − 1 and 1 ≤ r ≤ m. Define
σ ∈ S n by σ(t) = σ(sm + r) = (r − 1)ℓ + (s + 1). Consider the
cycle δ = (1 · · ·n) ∈ S n and
((a11, a12, . . . , a1m), (a21, a22, . . . , a2m), . . . , (aℓ1, aℓ2, . . . , aℓm)) ∈ Dℓ.
Then,
δ (σ ((a11, . . . , a1m), (a21, . . . , a2m), . . . , (aℓ1, . . . , aℓm)))
= δ (a11, . . . , aℓ1, a12, . . . , aℓ2, . . . , a1m, . . . , aℓ−1m, aℓm)
= (aℓm, a11, . . . , a(ℓ−1)1︸                  ︷︷                  ︸
ℓ−places
, aℓ1, a12, . . . , a(ℓ−1)2︸                 ︷︷                 ︸
ℓ−places
, . . . ,
aℓ(m−1), a1m, . . . , aℓ−1m︸                      ︷︷                      ︸
ℓ−places
)
= σ((aℓm, aℓ1, . . . , aℓ(m−1)), (a11, a12, . . . , a1m), . . . ,
(a(ℓ−1)1, a(ℓ−1)2, . . . , a(ℓ−1)m)).
Therefore, C = σ(Dℓ) is a cyclic group code.
Example 29: For G = Z/2, the group of integers modulo 2,
consider the group code
D = {(0, 0, 0), (1, 1, 0), (0, 1, 1), (1, 0, 1)} ⊆ (Z/2)3.
By Proposition 28, D2 ⊆ (Z/2)6 is isomorphic to a cyclic
group code C by means of the equivalence σ whose permu-
tation σ ∈ S 6 is given by σ(1) = 1, σ(2) = 3, σ(3) = 5,
σ(4) = 2, σ(5) = 4, σ(6) = 6.
D2 C
(0, 0, 0, 0, 0, 0) 7→ (0, 0, 0, 0, 0, 0)
(0, 0, 0, 1, 1, 0) 7→ (0, 1, 0, 1, 0, 0)
(0, 0, 0, 0, 1, 1) 7→ (0, 0, 0, 1, 0, 1)
(0, 0, 0, 1, 0, 1) 7→ (0, 1, 0, 0, 0, 1)
(1, 1, 0, 0, 0, 0) 7→ (1, 0, 1, 0, 0, 0)
(1, 1, 0, 1, 1, 0) 7→ (1, 1, 1, 1, 0, 0)
(1, 1, 0, 0, 1, 1) 7→ (1, 0, 1, 1, 0, 1)
(1, 1, 0, 1, 0, 1) 7→ (1, 1, 1, 0, 0, 1)
(0, 1, 1, 0, 0, 0) 7→ (0, 0, 1, 0, 1, 0)
(0, 1, 1, 1, 1, 0) 7→ (0, 1, 1, 1, 1, 0)
(0, 1, 1, 0, 1, 1) 7→ (0, 0, 1, 1, 1, 1)
(0, 1, 1, 1, 0, 1) 7→ (0, 1, 1, 0, 1, 1)
(1, 0, 1, 0, 0, 0) 7→ (1, 0, 0, 0, 1, 0)
(1, 0, 1, 1, 1, 0) 7→ (1, 1, 0, 1, 1, 0)
(1, 0, 1, 0, 1, 1) 7→ (1, 0, 0, 1, 1, 1)
(1, 0, 1, 1, 0, 1) 7→ (1, 1, 0, 0, 1, 1)
Proposition 30: Every decomposable cyclic group code is
isomorphic to a direct sum of indecomposable cyclic group
codes.
Proof: Let C ⊆ Gn be a decomposable cyclic group
code. By Theorem 25, there exists an indecomposable group
code D ⊆ Gm such that C ≃ Dα. I.e., there exists an
isomorphism of group codes ϕ : Dα → C, with ϕ = f ◦ σ
and where f ∈ (Aut(G))n and σ ∈ Equ(Gn). Recall that
Dα = D1 ⊕ · · · ⊕ Dα with Di = D for each i ∈ Iα. Let IDi
be the set of indexes that label the coordinates of Di in Dα.
For each i ∈ Iα, let JDi = σ(IDi ). If δ = (1 · · ·n) ∈ S n and
Ki =
{
δ
t
| δt(J
Di
) = J
Di
}
. Since ϕ−1 ◦ δ s ◦ϕ ∈ AutGC (Dα) for all
s ∈ N, and ϕ−1 ◦ δ t ◦ ϕ = ( f
σ −1
)−1 ◦ f
σ−1◦δ t
◦ σ
−1
◦ δ
t
◦ σ, we
have that δ t ∈ Ki if and only if (σ−1 ◦δ t ◦σ)(IDi ) = IDi . Ki acts
naturally on I
Di
by δ t ∈ Ki and j ∈ IDi , δ
t
· j := (σ−1◦δ t◦σ)( j).
Since C is a cyclic group code, if j ∈ I
Di
, its orbit is
Orb( j) = I
Di
and its stabilizer is Stab( j) = IdGn . From the
orbit-stabilizer theorem it follows that |Ki| = m. Moreover,
since H is a cyclic group, then Ki = 〈δ
t0
〉, where t0 divides n.
Therefore, the order of this element is o(δ t0 ) = |Ki| = m. It then
6follows that t0 = α, and thus Ki = 〈δ
α
〉. Hence, if ji = min JDi ,
then J
Di
= { ji, δα( ji), δ2α( ji), . . . , δ (m−1)α( ji)}. The composition
πJ
Di
◦ ϕ ◦ i
Di
: Di → πJ
Di
(C) (where i
Di
is the inclusion
of Di in Dα) is an isomorphism of group codes. Therefore
C ≃ πJ
D1
(C) ⊕ · · · ⊕ πJ
Dα
(C). It remains to show that each
summand πJ
Di
(C) is a cyclic group code. To do this, observe
that for every (a ji , aδ α( ji), aδ 2α( ji), . . . , aδ (m−1)α( ji)) ∈ πJDi (C) there
exists (. . . , a ji , . . . , aδ α( ji), . . . , aδ 2α( ji), . . . , aδ (m−1)α( ji), . . .) ∈ C
such that
πJ
Di
(. . . , a ji , . . . , aδ α( ji), . . . , aδ 2α( ji), . . . , aδ (m−1)α( ji), . . .)
= (a ji , aδ α( ji), aδ 2α( ji), . . . , aδ (m−1)α( ji)).
And since
πJ
Di
(δ (m−1)α(. . . , a ji , . . . , aδ α( ji), . . . , aδ 2α( ji), . . . , aδ (m−1)α( ji), . . .))
= πJ
Di
(. . . , aδ (m−1)α( ji), . . . , a ji , . . . , aδ α( ji), . . . , aδ (m−2)α( ji), . . .)
= (aδ (m−1)α( ji), a ji , aδ α( ji), . . . , aδ (m−2)α( ji))
it follows that πJ
Di
(C) is a cyclic code for every i ∈ Iα. Since
the lengt of πJ
Di
(C) is m for every i ∈ Iα, by Theorem 18
πJ
Di
(C) is an indecomposable code for every i ∈ Iα.
Example 31: Let n,m ∈ Z+ and for each i ∈ Im let
Gi be a finite group and G =
∏m
i=1 Gi. If Ci ⊆ Gni is
a cyclic group code for each i ∈ Im, we define the join
of the family of group codes {Ci}mi=1 as the group code∐m
i=1 Ci = {((h11, h21, . . . , hm1), . . . , (h1n, h2n, . . . , hmn)) ∈ Gn :
(hi1, hi2, . . . , hin) ∈ Ci}, which clearly is a cyclic group code.
V. Conclusions
With the definition of morphism of codes that we introduced
for arbitrary group codes, the concept of isomorphism of
codes coincides with the classical one for linear codes over
Frobenius rings, in particular for linear codes over finite fields.
All classification results are generalized in the new context
with streamlined proofs.
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