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Abstract
Modeling the physics of two-phase flows and the development of numerical tools for
their simulation are important challenges in modern CFD. Contrary to single-phase
flows, where the underlying physics is quite well understood and relatively general
numerical methods can be employed in flow simulations, the physical phenomena
occurring in two-phase flows are far more versatile and still not fundamentally un-
derstood in all details. The difficulties in multiphase flow modeling arise from large
dissimilarities between different types of flow configurations and the complex flow
conditions associated. Various modeling approaches and numerical methods have
been derived and applied in this scope during the last decades. This process lead
to the conclusion that the applicability of a particular modeling approach strongly
depends on the type of two-phase flow configuration involved. In other words, to
pick an adequate numerical approach to simulate a particular two-phase flow prob-
lem on a computer, it is required to carefully identify the underlying physics before
selecting a solution method.
This Ph.D. thesis deals with modeling and simulation of dispersed two phase
flows. Such flows involve a continuous carrier medium that contains small dispersed
particles or bubbles. In terms of material properties and states of matter involved,
gaseous flows involving solid particles differ significantly from liquid flows involving
gas bubbles. However, if we regard the physical topologies of these two types of
two-phase flow, we see that there are also very high similarities. In dispersed flows,
the secondary phase is scattered into small entities in a continuous primary phase
flow. The phase interfaces in dispersed two-phase flows are very small compared to
the the global scale of the flow problem of interest. These circumstances lead to the
conclusion that dispersed two-phase flows, regardless of their physical parameters,
can generally be treated by a unified modeling approach, where only the modeling
parameters distinguish the sub-type of the flow, may it be of particle-laden or bub-
bly nature.
A promising model to provide a numerical solution to incorporate different types
of dispersed two-phase flows is the Eulerian-Lagrangian approach. In the present
work, the development of an integrated numerical tool for the simulation of particle-
laden and bubbly two-phase flows based on this approach is documented. The large
similarities but also the differences between particle-laden and bubbly flows are iden-
tified and taken into account in the simulations carried out in the scope of this work.
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Various simulation examples to validate the simulation software are given for both
flow sub-types.
A further challenge in nowadays CFD is the integration of combined simulation
approaches that allow to track different physical and even chemical mechanisms. A
frequently referred key word concerning such ambitious intentions is multi-physics.
A topical numerical application of a multi-physical problem is the combination of
dispersed two-phase flow with electrochemical phenomena such as ion transport and
reaction kinetics. In nowadays literature, broad spectra of models exist to simu-
late two-phase flow and electrochemistry separately, while an integrated approach
taking into account the coupling and interaction of both phenomena has not been
addressed in great detail so far.
In the present Ph.D. thesis, an approach for the numerical modeling of bub-
bly two-phase flow combined with ion transport and gas-producing electrochemical
reactions is carried out. The fluid flow part of the problem is addressed by the
Eulerian-Lagrangian approach while the electrochemistry is taken into account by
the Multi Ion Transport and Reaction Model (MITReM). An integrated numerical
method combining those two building blocks allows to take into account coupling
effects, such as the influence of the gas phase on the conductivity of a liquid elec-
trolyte and the current density field as well as the conversion of a gas flux into a
set of bubbles on a gas-producing electrode. This approach is found promising and
comprises a set of novelties regarding multi-physics simulations.
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Zusammenfassung
Die Modellierung sowie die Entwicklung numerischer Methoden zur computerge-
stu¨tzten Simulation von Zweiphasenstro¨mungen sind von großer Bedeutung in der
heutigen CFD. Im Gegensatz zu Einphasenstro¨mungen, bei denen die physikalis-
chen Grundlagen weitestgehend erforscht sind und zu deren Simulation eine Vielzahl
numerischer Methoden existiert, liegen Zweiphasenstro¨mungen weitaus komplexere
physikalische Zusammenha¨nge zugrunde, welche noch nicht vollends erforscht sind.
Die Schwierigkeit in der Modellierung von Zweiphasenstro¨mungen liegt in der Viel-
zahl von auftretenden Stro¨mungskonfigurationen, zu deren Simulation in den letzten
Jahrzehnten ein großer Fundus an numerischen Methoden entwickelt wurde. Aus der
Analyse dieser Entwicklung la¨ßt sich schlussfolgern, dass die Anwendbarkeit einer
bestimmten numerischen Methode stark von der Stro¨mungskonfiguration abha¨ngig
ist. Grundsa¨tzlich gilt, dass eine umfassende Analyse des zugerundeliegenden Stro¨-
mungsproblems unabdingbar fu¨r die Wahl der Simulationsmethode ist.
Die vorliegende Arbeit behandelt die Modellierung und Simulation disperser Zwei-
phasenstro¨mungen. Diese Art von Stro¨mung zeichnet sich durch eine kontinuierliche
Tra¨gerphase aus, die disperse Partikel oder Bla¨schen beinhaltet. In der Anwendung
unterscheiden sich Partikelstro¨mungen zwar grundlegend von Bla¨schenstro¨mungen,
jedoch lassen sich bezu¨glich der Stro¨mungskonfiguration viele A¨hnlichkeiten fest-
stellen. Bei beiden Stro¨mungstypen ist die Sekunda¨rphase auf kleine Entita¨ten in
der Prima¨rphase verteilt. Die Phasengrenzen sind klein und kommen nur lokal vor.
Der einzige Unterschied besteht folglich in den unterschiedlichen Aggregatzusta¨nden
und Materialeigenschaften der Phasen. Dieser Umstand la¨ßt die Schlussfolgerung
zu, dass sich beide Stro¨mungstypen grundsa¨tzlich mit derselben numerischen Meth-
ode simulieren lassen. Die Modellierungsparameter bestimmen dabei den Typ der
Zweiphasenstro¨mung.
Der in dieser Arbeit verwendete Ansatz zur Simulation verschiedener Typen dis-
perser Zweiphasenstro¨mungen ist die Euler-Lagrange-Methode. Die Arbeit doku-
mentiert die Entwicklung eines numerischen Werkzeugs zur Simulation von Partikel-
und Bla¨schenstro¨mungen und zeigt die Gemeinsamkeiten sowie die Unterschiede
dieser beiden Stro¨mungstypen auf. Die grundlegenden physikalischen Zusammenha¨nge
werden durch zahlreiche Simulationsbeispiele veranschaulicht, welche daru¨berhinaus
zur Validierung der im Rahmen der Arbeit entwickelten Modellierungssoftware di-
enen.
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Zusammenfassung
Eine weitere große Herausforderung in der heutigen CFD ist die Integration ver-
schiedener Simulationstechniken, um komplexe Probleme, welche verschiedene phy-
sikalische und chemische Aspekte beinhalten, numerisch zu lo¨sen. Ein heutzutage oft
referenziertes Schlu¨sselwort in diesem Zusammenhang istMulti-physics. Ein Beispiel
fu¨r eine solche komplexe Problemstellung ist die Kombination einer Zweiphasen-
stro¨mung mit einem elektrochemischen Prozess, in dem Ionentransport und Reak-
tionskinetik eine Rolle spielen. In der heutigen wissenschaftichen Literatur findet
sich eine Vielzahl von Modellen zur Simulation von Zweiphasenstro¨mungen und elek-
trochemischen Prozessen, doch nur wenige pra¨mature Ansa¨tze, welche diese beiden
Pha¨nomene in einem integrierten Rechenverfahren miteinander koppeln.
Die vorliegende Arbeit beschreibt einen Ansatz zur Modellierung und integrierten
Simulation von Bla¨schenstro¨mungen, Ionentransport und gaserzeugunden elektro-
chemischen Reaktionen. Dabei wird die Zweiphasenstro¨mung wie beschrieben mit
der Euler-Lagrange-Methode simuliert, wa¨hrend die elektrochemischen Parameter
mit dem Multi Ion Transport and Reaction Model (MITReM) berechnet werden.
Dies resultiert in einem integrierten numerischen Ansatz, der es erlaubt, auftretende
Kopplungen zwischen Zweiphasenstro¨mung und elektrochemischen Pha¨nomenen zu
simulieren. Beispiele fu¨r solche Kopplungen sind der Einfluss der Gasphase auf die
elektrische Leitfa¨higkeit eines Elektolyts sowie das Stromdichtefeld, oder der Um-
satz eines an einer Elektrode auftretenden Gasmassenstroms in Gasbla¨schen. Der
in dieser Arbeit gezeigte Ansatz beinhaltet einige wissenschaftliche Neuheiten im
Hinblick auf die Kopplung multiphysikalischer Pha¨nomene.
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Chapter 1
Introduction
Two-phase flows occur in a wide variety of applications in diverse industrial branches.
They are present e.g. in boilers, condensers, cooling systems, fluidized beds and cy-
clones. Numerical strategies for effective computational simulations of two-phase
flows contribute to the solution of industrial problems in nowadays engineering to
great extent. Moreover, numerical modeling and computer simulation provide a
promising way to gain fundamental understanding of process parameters involved
in two-phase flows at a wide range of scales, from the process control macro-scale
to nano-scale material specifications at molecular level.
An industrial field where two-phase flows play an important role are electrochem-
ical systems and reactors. To successfully simulate an electrochemical process that
involves two-phase flow, it is inevitable to first have working tools for the separated
simulation of two-phase flow, ion transport and reaction kinetics available. Only
if all those phenomena can be reliably simulated independent from each other, it
is possible to go a step further and aim at an integrated numerical approach that
allows to simulate these phenomena in a coupled manner. Such a combined ap-
proach results in a complex multi-physical simulation, where interactions between
two-phase flow and electrochemistry can be taken into account.
The present Ph.D. thesis aims to derive an integrated simulation approach which
allows to model electrochemical systems involving bubbly flow. The first step to-
wards this goal is the development of an adequate numerical tool that allows to
simulate dispersed two-phase flow, i.e. gas bubbles in a liquid carrier flow. Once
this building block software tool is provided, it becomes possible to use it for the
simulation of a multi-physical problem involving electrochemistry and two-phase
flow. Therefore, the first chapters of the present thesis deal solely with two-phase
flow, while the electrochemical aspects and the coupling between two-phase flow and
electrochemistry are addressed afterwards. Since the simulation approach chosen for
this work allows to describe the physics of all sub-types of dispersed two-phase flows,
also particle-laden flows will be addressed for validation purposes.
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1.1 Categories of two-phase flows
The classification of two-phase flows can be based on the structure of the inter-
faces separating the phases. Ishii [1] distinguishes two-phase flows according to the
following three categories:
∙ Separated flows.
∙ Dispersed flows.
∙ Transient flows.
In separated flows, the phases are spatially disassociated from each other (i.e.
film flows, annular flows or jet flows), while in dispersed flows, a continuous primary
phase encounters a secondary phase which is scattered into small volumes (i.e. bub-
bles, droplets or solid particles). In between those two main categories lie numerous
types of transient flows, which can be exemplified e.g. by a flow configuration where
a pure liquid evaporates to steam. Ishii’s categorization of two-phase flow configura-
tions can be illustrated by Figure 1.1, which was taken from the work of Sommerfeld
[2]. Here, one can clearly identify the large differences in terms of flow patterns be-
tween the three flow categories, underlining the fact that the possible topologies of
two-phase flows cover a wide spectrum.
The concerns of the present work are the modeling and the numerical simulation
of dispersed two-phase flows. This generally includes all types of two-phase flow
where one phase is not materially connected, but scattered into small regions en-
countered by the other phase. The primary phase can thus be referred to as the
carrier phase for the dispersed entities forming the secondary phase. As mentioned
above, dispersed flows can be subdivided into flows with solid particles, droplets
and bubbles, according to the material specification of the carrier phase and the
dispersed entities involved. The properties of these flow patterns can be summed
up as follows:
∙ Solid particles in gas or liquid: Flows involving solid particles are generally
referred to as particle-laden flows in the scope of this work. Gas-solid flows
have a gaseous carrier medium, while the carrier phase in liquid-solid flows is
of liquid type. There are large differences regarding the material properties
of the carrier phase (i.e. density and viscosity) between those two sub-types.
Moreover, a gaseous carrier medium may be of compressible nature, while
a liquid carrier medium can be ideally regarded as incompressible. In the
present work, only gas-solid flows involving an incompressible carrier phase
will be addressed. They are mainly characterized by a large density ratio
between the carrier and the dispersed phase, where the carrier phase is the
lighter one.
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(c) Transient flow
(d) Separated flow
(e) Dispersed flow
Figure 1.1: Two-phase flow categorization according to Ishii [1] and Sommerfeld [2]:
(a) transient flow patterns, (b) separated flow in film and slug patterns,
(c) dispersed flow with solid particles, droplets and bubbles.
∙ Gas bubbles in liquid: Dispersed two-phase flows including gas bubbles are
referred to as bubbly flows throughout this work. Alternatively, this type of
flow is often called liquid-gas flows in literature. Contrary to particle-laden
flows, the dispersed entities in bubbly flows consist of a fluid material, leading
to the fact that there is fluid flow inside a bubble. Due to this circumstance,
the interface between the two phases is of deformable nature in bubbly flows.
Compared to gas-particle flows, the density ratio between the phases is inversed
and the dispersed phase is much lighter than the carrier phase.
∙ Liquid droplets in gas: In droplet-laden flows, both phases are of a fluid
medium, but with an inverse density ratio between the phases compared to
bubbly flows. The carrier medium in this type of flow is a gas, therefore flows
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with droplets are also referred to as gas-liquid flows. Like in bubbly flows,
deformable interfaces between the two phases are involved in droplet-laden
flows. However, dispersed flows with droplets are not considered in the scope
of this work.
1.2 Industrial applications of dispersed flows
Dispersed two-phase flows involving small solid particles occur in many industrial
applications, ranging from processes for flow separation (e.g. settling chambers or
cyclone separators) over particle transport applications (e.g. pneumatic conveying
systems) and fluidized beds to high-enthalpy flow applications like plasma spray
coating [3]. Further possible applications are re-entry problems in dusty atmo-
spheres, which are characterized by supersonic conditions at very high velocities
and temperatures [4] as well as the generation of nano-powders, where particle sizes
and volume-to-surface ratios are orders of magnitudes smaller than in common in-
dustrial particle processes [5].
Bubbly flows appear as well in a variety of industrially relevant processes in en-
vironmental, chemical, electrochemical and nuclear engineering. There is a wide
range of applications where bubbly flow phenomena like boiling (heat-exchangers,
steam generators, cooling systems), cavitation (ultrasonic cleaning, degassing and
homogenization of liquids) and bubble formation due to chemical and electrochem-
ical reactions play an important role. The latter of those phenomena is subject and
motivation of the present work.
In electrochemical applications, small gas bubbles may appear due to gas-producing
reactions at the electrodes of an electrolytic process, where the reactions are driven
by an externally applied current [6]. In most cases, the gas bubble formation is not
a principal goal but rather a side-effect of the process. Industrial applications of
interest in this scope are:
∙ Surface treatment of metallic substrates like e.g. etching, graining or electro-
chemical machining.
∙ Electrolytic production of alkali metal chlorate.
∙ Electrodeposition of metals (e.g. chromium plating).
The above mentioned types of applications are governed by mass and charge
transport in a fluid medium, where the carrier flow regime ranges from laminar to
turbulent nature, resulting in multi-physical problems of high complexity [7, 8].
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1.3 Modeling approaches for dispersed flows
Various modeling approaches and numerical methods for dispersed two-phase flows
have been developed in the past and are well known in nowadays CFD. The most
straightforward way for a numerical simulation is to solve the conservation equa-
tions of mass, momentum and energy together with the constitutive equations of
the phases and the interface conditions between the continuous and the dispersed
phase. This approach offers a fully resolved simulation to any dispersed two-phase
flow problem. The main concern in such a direct method is the resolution of the
phase interfaces. The numerical techniques associated to this problem are com-
putationally extremely costly, thus they can only be applied to problems where a
relatively small number of dispersed entities is involved. Up to now, direct methods
are for this reason only used in fundamental studies. In industrially relevant, com-
plex simulations, mostly a very large number of particles or bubbles is involved and
these methods are not applicable. The most widely used techniques in this field are
Volume-of-Fluid methods [9], level-set methods [10] and front-tracking methods [11].
Apart from direct methods, which are by nature the most accurate techniques,
more simple and therefore better applicable models exist. Two distinct approaches
can be considered to be the most well known ones in multiphase CFD, namely:
∙ The Eulerian-Eulerian model.
∙ The Eulerian-Lagrangian model.
A widely used technique is to set up transport laws based on the volume fractions
of the two phases in every computational control volume, which leads to a contin-
uous representation of both phases. This approach is referred to as the Two-fluid
model or also called Eulerian-Eulerian model and is based on the work of Ishii [1],
which was later followed by Carver [12] and Drew [13]. Its basic feature is that
the two phases are treated as inter-penetrating, non-mixing continua. Each of the
two phases occupies a certain space volume in the computational domain. Since the
continuous flow fields of both phases have to fulfill the conservation laws for mass,
momentum and energy, they are weighted by the fraction of volume they occupy in
every control volume. As a closure relation, the sum of the volume fractions equals
one in every control volume.
Another approach is to treat only the carrier phase in a continuous manner, while
the dispersed entities are approximated as mass-points and tracked individually,
each one represented by Newton’s equation of motion. This approach is referred to
as Eulerian-Lagrangian model. This modeling approach is the one chosen for the
numerical simulations discussed in this work and will be discussed in detail through-
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out this thesis.
Eulerian-Eulerian and Eulerian-Lagrangian methods are both applicable to meso-
scale modeling of dispersed two-phase flows and provide reliable, often identical
results [14]. The choice which method to apply strongly depends on the specific
physical problem one wishes to solve. For dilute dispersed two-phase flows with
small entities, the Eulerian-Lagrangian method is preferred, while for denser mix-
tures, an Eulerian-Eulerian representation is regarded to be more useful.
1.4 Motivation for the present work
As pointed out in Section 1.1, two-phase flows cover a large range of flow patterns.
For this reason, it is important to identify the flow regime of the application of
interest before considering a suitable modeling approach and an adequate numer-
ical solution technique. The present work is dedicated to the physical phenomena
involved in dispersed two-phase flows, i.e. flows with small particles and bubbles.
A high amount of fundamental research in this field has already been performed
and is substantially documented in verious textbooks [3, 15, 16]. However, there is
still room for numerical investigations concerning dispersed two-phase flows. The
following points stress the main motivation of the present work:
∙ The numerical simulation of particle-laden and bubbly two-phase flows is a
topical task in nowadays CFD. With growing computational power, the fun-
damental understanding of the dynamics of the dispersed phase as well as the
interaction of particles and bubbles with the carrier fluid surrounding them
can be improved, a fact that especially concerns carrier flows of turbulent na-
ture. The CFD community has put great effort to these kinds of problems in
the recent years and there is still a large resort of fundamental questions not
being answered in all details.
∙ For effective numerical simulation of industrially relevant dispersed flow prob-
lems, there is strong need for simulation software that is applicable to both
particle-laden and bubbly two-phase flows and which can be used as an add-on
to existing single-phase flow solvers. A further requirement of such a software
solution is that it can be used on parallel computers in order to allow the
simulation of complex problems involving large computational meshes.
∙ Bubbly two-phase flows in electrochemical processes have not been investi-
gated in great detail by previous numerical studies, although they appear in
many applications. In industrial processes, two-phase phenomena may arise
when gas-evolving reactions take place at the electrodes of an electrochemical
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reactor and gas bubbles are produced. These bubbles are known to affect the
ion transport properties of the electrochemical system, leading to a strongly
coupled multi-physical problem of high complexity.
1.5 Overview of the thesis
The present Ph.D. thesis describes the process of developing a CFD solver module
for the numerical simulation of particle-laden and bubbly two-phase flows. Fur-
thermore, this solver module is coupled to an electrochemistry solver in order to
perform an integrated simulation approach for bubbly flows in electrochemical sys-
tems. Computations for different flow patterns in various numerical test cases have
been carried out. The thesis is decomposed into the following chapters:
∙ Chapter 2 gives an introduction to the modeling principles of dispersed two-
phase flows, describing the general characteristics of flows involving particles
and bubbles along with the governing equations of the Eulerian-Lagrangian
two-phase flow model. The differences between modeling particle-laden flows
and bubbly flows are pointed out and phase-coupling as well as turbulence
effects are discussed. Furthermore, the numerical techniques used in the La-
grangian simulation software PLaS, which has been developed in the scope of
the present work, are pointed out.
∙ Chapter 3 includes a discussion of results obtained by numerical simulations of
turbulent particle-laden flows, which have been performed in order to validate
the PLaS software. Numerical test cases to simulate particle dispersion in
a fully turbulent channel flow as well as particle interaction with isotropic
turbulence are discussed and both one-way and two-way momentum coupling
effects between the phases are addressed.
∙ Chapter 4 is dedicated to the numerical simulations of bubbly flows. It ad-
dresses investigations on the hydrodynamics and dispersive phenomena of bub-
ble plumes in column reactors, including bubble injection and plume formation
in an initially quiescent fluid as well as bubble generation and dispersion in a
rotating electrochemical reactor. The modeling of the electrochemical param-
eters is omitted in this section and the focus lies purely on the two-phase flow
phenomena.
∙ Chapter 5 describes an approach to perform numerical simulations of bubbly
two-phase flow coupled to electrochemical phenomena, which are modeled by
the MITReM model. This integrated approach allows to perform a full simula-
tion cycle including electrolyte flow, ion transport, gas evolution on electrodes
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and bubble dispersion. Results of this complex multi-physical simulation ap-
proach are presented for the case of a parallel channel flow reactor with a
gas-producing electrode configuration.
∙ Chapter 6 summarizes the investigations carried out in the present Ph.D. work
and points out conclusions. Furthermore, suggestions for further numerical
work in related research projects are given.
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Chapter 2
Eulerian-Lagrangian modeling of
dispersed flows
The Eulerian-Lagrangian method has been chosen as modeling approach for the
numerical simulations presented in this work. This technique represents the carrier
phase in a continuous manner, while the dispersed phase entities are tracked indi-
vidually by their equations of motion. The interfaces between the phases are not
resolved, since the dispersed entities are modeled as mass-points, i.e. they have no
spatial extent and are represented solely by their velocity and position. Size, shape,
mass and volume of a dispersed entity are taken into account in terms of simulation
parameters. The continuous carrier phase is not affected by the presence of the par-
ticles or bubbles in the sense of material boundaries. For this reason, simple models
including adequate closure relations for mass, momentum and energy transfer can be
introduced in the governing equations of the continuous phase in order to introduce
the presence of the secondary phase and to couple the dynamics of both phases in
a straightforward way.
2.1 Properties of the Eulerian-Lagrangiam model
The Eulerian-Lagrangian approach suffers from limitations regarding the size and
volume loading of the dispersed entities and can only be applied if both the size
and the number of the dispersed entities present in the two-phase mixture are of
moderate extent. If the entities are too large in size, the scale of the fluid flow
around the entity is becoming significant and the mass-point approximation does
not hold any more [17]. On the other hand, in case of a heavy volume loading of
dispersed entities, the two-phase mixture becomes dense and the spacing between
the entities is so small that their motion becomes driven by collisions, such that
accurate numerical predictions of the entity trajectories are not feasible any more
without further modeling effort [18]. The introduction of appropriate collision and
(in case of bubbly flow) coalescence models is a way to overcome this [2, 19].
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In the applications of interest for the present work, relatively small dispersed en-
tities with sizes in the micrometer regime are present at volume loadings below one
percent. If such small sizes and volume loadings of dispersed entities are involved,
the Eulerian-Lagrangian method is a well suited modeling approach.
The size of the dispersed entities compared to the spacing of the computational
grid used for the primary phase simulations is another crucial factor for the applica-
bility of the Eulerian-Lagrangian method. Since the entities have no spatial extent
due to the mass-point approximation, a characteristic parameter representing their
diameter is assigned to each of them. If the diameter of a particle or bubble is of
the same length scale as the grid cells representing the continuous domain of the
primary phase, the flow around the entity cannot be simulated accurately any more.
In an ideal case, the entities are an order of magnitude smaller than the cells of
the computational grid in order to assure accurate numerical predictability of the
two-phase mixture [20].
Another important point in Eulerian-Lagrangian modeling is related to the fact
that the mass-point approximation prevents the dispersed entities from having a
definite shape. The most straightforward approach to model the dynamics of an
entity is to regard it as spherical, since in this way its size can be represented by
the diameter of a sphere and well-known and relatively simple formulas to model
the carrier flow around an entity can be applied. The dynamics of spherical entities
has been analyzed in great detail in the past, e.g. the patterns of flow around and
past spheres has been subject to many investigations for both laminar and turbulent
flows, whereas the flow around non-spherical, randomly shaped objects is a difficult
problem due to the lack of a single unambiguous dimension. For such cases, rather
complex non-sphericity correlations have to be applied [15]. Throughout the present
work, a sphericity assumption for the dispersed entities is made even if in the real
flow particles and bubbles might be non-spherical.
The Eulerian-Lagrangian method has been widely used in numerical investigations
of dispersed two-phase flows including particles and bubbles over the last years. Aca-
demic test cases with rather simple set-ups like homogeneous and isotropic turbu-
lence, mixing-layers as well as turbulent wall-bounded flows were applied to study the
dispersion of particles and bubbles and the mass, momentum and energy exchange
between the dispersed entities and the carrier flow. However, this method has not
been used excessively for industrial simulation purposes until the recent years, when
the Eulerian-Lagrangian model was implemented to commercially available CFD
codes like Fluent, CFX or StarCD.
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2.2 Characteristics of dispersed two-phase flows
An important issue in the scope of modeling continuous carrier media containing
small particles, droplets or bubbles is to find measures to characterize and quantify
the dispersed two-phase mixture in terms of volume loading, entity spacing, and
sizing as well as interaction between the dispersed entities and the carrier fluid flow.
The dispersed entities are modeled as mass-points characterized by a parameter
representing their szie. Because of the sphericity assumption made for the dispersed
entities throughout the present work, as mentioned in Section 2.1, they are modeled
by a sphere diameter 푑, while their volume is given by
푉푑 =
휋푑3
6
(2.1)
(a) Volume fraction (b) Entity spacing
Figure 2.1: Characteristic measures of dense and dilute flows according to Crowe [3]:
(a) Control volume 푉푐 including dispersed entities, (b) Concept of the
entity spacing 퐿/푑.
An important aspect in the frame of dispersed two-phase flows is the classification
of the flow as dense or dilute. In a dilute flow, the motion of dispersed entities is
mainly driven by the fluid forces acting on them, while in a dense flow, collisions
between entities play a major role. Two quantities that classify the flow pattern
are the dispersed phase volume fraction 훼푑 and the entity spacing 퐿/푑. The volume
fraction of a number of 푛 spherical dispersed entities with diameter 푑 in a control
volume 푉푐 is defined by
훼푑 =
푛푉푑
푉푐
=
푛휋푑3
6푉푐
, (2.2)
as illustrated in Figure 2.1a. The characteristic entity spacing 퐿/푑 of a dispersed
two-phase flow is defined as the distance 퐿 between the middle-points of two adjacent
11
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dispersed entities divided by the entity diameter 푑 and can be can be stated by
퐿
푑
=
(
휋
6훼푑
) 1
3
, (2.3)
as illustrated in Figure 2.1b. In this way, the maximum volume fraction for
퐿/푑 = 1 and spherical entities in a simple cubic lattice arrangement is 훼푑,푚푎푥 = 휋/6.
Another important parameter is the response time scale of a dispersed entity to
momentum fluctuations of the carrier flow. The definition of the response time 휏푑
of a spherical body in a flow derives from the expression of the drag force over the
body [3] and can be formulated as
휏푑 =
4
3휇푐
휌푑푑
2
푅푒푑퐶퐷
, (2.4)
where 휇푐 is the continuous phase viscosity, 휌푑 is the density of the dispersed entity,
퐶퐷 is the drag coefficient and 푅푒푑 is the Reynolds number with respect to the entity:
푅푒푑 =
휌푐∣푢⃗− 푣⃗∣푑
휇푐
. (2.5)
The velocity scale used in the above expression is the relative velocity between
the entity velocity 푣⃗ and the flow velocity 푢⃗ at the position of the entity. It tends
to zero if the entity is moving with the flow.
Figure 2.2: Effect of the Stokes number on the motion of a dispersed entity.
The response time of a particle or bubble can be normalized by a characteristic
time scale 휏푐 of the carrier flow. The resulting non-dimensional parameter is referred
to as Stokes number:
푆푡 =
휏푑
휏푐
. (2.6)
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The motion of a dispersed entity in a carrier flow field generally depends on the
Stokes number of the entity. Dispersed entities with a low Stokes number tend to
follow a flow with less inertia than entities with a high Stokes number. As the re-
sponse time is proportional to the square of the entity diameter, small entities tend
to follow the flow closer than large ones, as schematically shown in Figure 2.2.
2.3 Governing equations
In the Eulerian-Lagrangian modeling approach, the physical representations of the
carrier and the dispersed phase, respectively, are entirely different in nature. The
carrier phase is described as a continuum and can thus be described by single-phase
flow equations, which can be discretized in space on a computational mesh by well-
known techniques like Finite Differences [21], Finite Volumes [22], Finite Elements
[23] or Residual Distribution Schemes [24]. On the other hand, the mass-point ap-
proximation assumed for the dispersed entities makes it necessary to formulate an
equation of motion for every entity involved in the two-phase mixture. According to
this principle, the governing equations of the two phases are initially fully decoupled
from each other, so that a suitable coupling approach to model mass, momentum
and energy exchange between the phases has to be formulated.
2.3.1 Continuous phase equations
Continuous fluid media can be described by the Navier-Stokes equations, which
are expressing the conservation of mass, momentum and energy. Throughout the
present work, the carrier phase flow is assumed to be incompressible and isothermal.
Under these circumstances, the density 휌푐 is constant and the conservation of energy
is not taken into account. The governing equations for the continuous phase thus
reduce to the incompressible Navier-Stokes equations, which govern the pressure 푝
and velocity 푢⃗ of the carrier fluid.
Regarding the two-phase flow formulation, a significant amount of dispersed phase
volume fraction 훼푑 may be present in the two-phase mixture. As the mass and
momentum conservation of the continuous phase are based on balances in elementary
volumes of the fluid, the presence of the dispersed phase causes an imbalance and
violates the conservation laws. To overcome this deviation, we introduce volume-
weighted Navier-Stokes equations for the continuous carrier phase, i.e. we weight the
Navier-Stokes equations by the carrier phase volume fraction 훼푐, which is expressed
13
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by the following constitutive law:
훼푐 = 1− 훼푑 . (2.7)
In this way, the incompressible conservation equations of the carrier phase in case
of non-negligible dispersed volume fractions 훼푑 can be written as follows:
∂훼푐
∂푡
+∇ ⋅ 훼푐푢⃗ = 0 , (2.8)
∂ (훼푐푢⃗)
∂푡
+∇ ⋅ 훼푐푢⃗푢⃗+ 1
휌푐
훼푐∇푝+ 1
휌푐
∇ ⋅ 훼푐휏⃗푐 = 1
휌푐
Φ⃗ . (2.9)
This formulation is consistent with the average phase equations for a two-phase
mixture derived in [1, 13] and has been widely used for Eulerian-Lagrangian simu-
lations of dispersed two-phase flows with considerably large dispersed phase volume
fractions over the last years [25, 26].
In case of low dispersed phase volume fractions present in the two-phase mixture
(훼푑 → 0), one can neglect the effect of the secondary phase. In this case, equations
(2.8) and (2.9) reduce to the incompressible Navier-Stokes equations for single-phase
flow:
∇ ⋅ 푢⃗ = 0 , (2.10)
∂푢⃗
∂푡
+∇ ⋅ 푢⃗푢⃗+ 1
휌푐
∇푝+ 1
휌푐
∇ ⋅ 휏⃗푐 = 1
휌푐
Φ⃗ . (2.11)
The right hand side term Φ⃗ in the momentum equations (2.9) and (2.11) represents
the transfer of momentum between the phases. In case of momentum back-coupling
from the dispersed entities to the flow, Φ⃗ contains reaction contributions from all
entities of the secondary phase in order to balance the phases. The reader is referred
to Section 2.6 for a detailed description of this term.
The viscous stress tensor 휏⃗푐 of the continuous phase is modeled assuming Newto-
nian behavior of the fluid, where 휇푐 is the viscosity:
휏⃗푐 = −휇푐
(∇푢⃗+∇푢⃗푇 ) . (2.12)
Throughout this work, we assume that no mass transfer occurs between the contin-
uous and the dispersed phase. Thus, the right hand side of the continuity equations
(2.8) and (2.10) is always zero.
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2.3.2 Dispersed phase equations
In the Eulerian-Lagrangian method, each dispersed entity is modeled individually
by an equation of motion. An ordinary differential equation for the velocity 푣⃗ of a
dispersed entity, may it be a particle, a droplet or a bubble, can be derived from
Newtons second law:
휌푑푉푑
푑푣⃗
푑푡
= 퐹⃗ , (2.13)
where 휌푑푉푑 represents the mass of the entity and the temporal derivative of 푣⃗ is
its acceleration. The momentum balance for a dispersed entity states that the mass
times the acceleration of the entity equals the sum of all volume and surface forces
퐹⃗ acting on the entity. In Section 2.4 and Section 2.5, all relevant forces acting on
particles and bubbles are identified and explained in detail.
In addition to equation (2.13), a second ordinary differential equation can be
stated to link the entity velocity 푣⃗ to its position 푥⃗:
푣⃗ =
푑푥⃗
푑푡
. (2.14)
Equations (2.13) and (2.14) form the Lagrangian equations of motion for a dis-
persed entity. Thus it requires the solution of two ordinary differential equations to
track the trajectory of a dispersed entity inside a continuous carrier flow.
In order to take into account the rotation of a dispersed entity, an additional
equation for its angular velocity 휔⃗ has to be solved:
Θ
푑휔⃗
푑푡
= 푇⃗ , (2.15)
where Θ is the moment of inertia of the entity and 푇⃗ the torque acting on it. In
the present work, effects of particle, bubble or droplet rotation are neglected and
only equations (2.13) and (2.14) are solved to determine the trajectory of a dispersed
entity.
In case of mass transfer between the continuous and the dispersed phase, the mass
and thus the diameter of a dispersed entity changes with time, so that an appro-
priate model has to be formulated. This results in a differential equation for the
entity diameter 푑. On top of this, the volume 푉푑 of the entity is not constant any
more, so that equation (2.13) will be modified as well, resulting in a coupled system
of differential equations. This is documented for the case of droplet evaporation in
[27]. In the present work, phase mass transfer will not be taken into account.
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In the present modeling framework, the dispersed entities are assumed to be small,
so that the mass-point approximation can be applied. The physical representation
of the fluid flow in the vicinity of a dispersed entity, however, has to assume a cer-
tain spatial extent of the entity. For this reason, the fluid flow over the entity is
represented as flow over a rigid spherical body with an ideally smooth surface.
2.4 Particle-laden flow
Small particles at low particle Reynolds numbers 푅푒푑 are mainly driven by the
steady-state drag force, the lift force and the gravity [17, 28]. The force vector 퐹⃗ in
equation (2.13) thus can thus be written as:
퐹⃗ = 퐹⃗퐷 + 퐹⃗퐿 +푚푑푔⃗ , (2.16)
where 퐹⃗퐷 is the drag force, 퐹⃗퐿 the lift force and 푚푑푔⃗ is the force due to gravity.
2.4.1 Drag force
The drag force reduces the difference in velocity due to the different densities of the
phases. Acting on a spherical rigid body, it can be denoted by
퐹⃗퐷 =
3
4
휌푐
휌푑
퐶퐷
푑
푚푑 ∣푢⃗− 푣⃗∣ (푢⃗− 푣⃗) , (2.17)
where 퐶퐷 is the drag coefficient and 푚푑 = 휌푑푉푑 is the mass of the dispersed en-
tity, while the volume 푉푑 of a sphere of diameter 푑 is given by equation (2.1). In
the Stokes flow regime, which is characterized by entity Reynolds numbers below
푅푒푑 = 1, the drag coefficient for a spherical solid particle is proportional to the
inverse of the Reynolds number. With increasing Reynolds number, the drag co-
efficient decreases before approaching a nearly constant value in the inertial range
above 푅푒푑 = 1000. A significant drop of the drag coefficient occurs at the critical
Reynolds number of 푅푒푑 = 300000, where the boundary layer around the sphere
becomes turbulent. A sketch of this standard drag curve for a rigid particle taken
from [3] is shown in Figure 2.3.
Various approaches exist to model the drag coefficient analytically. A first em-
pirical particle drag model and an expression for 퐶퐷 as a function of the dispersed
phase Reynolds number 푅푒푑 was proposed by Schiller & Naumann [29]:
퐶퐷 =
24
푅푒푑
(
1 + 0.15푅푒0.687푑
)
. (2.18)
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Figure 2.3: Drag coefficient variation with Reynolds number for a rigid sphere [3].
Another correlation quite similar to the one above was proposed in [30]. These
correlations are known to be valid up to a value of 푅푒푑 = 1000. Above this Reynolds
number, several correction terms were proposed for the drag coefficient in the inertial
range up to the critical Reynolds number [31, 32]. A rough estimation is, however,
to assume the drag coefficient to be constant 퐶퐷 = 0.45 is the inertial range. A drag
coefficient model that also covers the supercritical regime has been proposed in [15].
However, in the case where only very low particle Reynolds numbers are considered
(Stokes flow), a reciprocal dependence of the drag coefficient on 푅푒푑 can be applied:
퐶퐷 =
24
푅푒푑
. (2.19)
In the present work we have used the Schiller & Naumann model as stated by
equation (2.18) for all simulated cases. The simplification to equation (2.19) is ap-
plied for particle Reynolds numbers of 푅푒푑 < 1.5.
2.4.2 Lift force
The lift force acting on a sphere can either be induced by slip-shear, i.e. a pressure
distribution due to a velocity gradient (Saffman force) or by the fact that the sphere
is rotating (Magnus force). Since we do not take into account rotation in the present
work, only the former of the two effects is regarded in the following. Following [3, 33],
the lift force due to slip-shear for a small particle can be explained by a motion based
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on the velocity difference between the bottom and top of the particle in a shear flow:
퐹⃗퐿 = 1.61푑
2
√
휇푐휌푐
∣∇ × 푢⃗∣ ((푢⃗− 푣⃗)× (∇× 푢⃗)) . (2.20)
The cross product ∇× 푢⃗ evaluated at the particle middle-point represents an an-
gular velocity. The lift force thus acts in the direction perpendicular to this angular
velocity and the relative velocity 푢⃗ − 푣⃗ of the particle. If the relative velocity is
positive, there is a lift force towards the higher velocity and if the relative velocity
is negative, the lift force acts towards the lower velocity.
For particles of small diameter and low Reynolds number, the response time 휏푝 to
balance the velocity difference 푢⃗− 푣⃗ is very small. Thus, in the simulations carried
out in the present work, the Saffman lift force on particles is found to be negligibly
small and has therefore been omitted.
2.4.3 Equation of motion for a particle
In the particle-laden flows regarded in the present work, the continuous carrier
medium is assumed to be gaseous. In most cases, solid particles are of materials
that are much heavier than gases. Some examples for material combinations in
particle-laden flows are given in Table 2.1. The density ratio 휌푐/휌푑 in those cases is
of the order of 10−3 or even 10−4.
Phase Material Density 휌 [푘푔/푚3]
Hydrogen 0.084
Continuous Nitrogen 1.17
Air 1.2
Oxygen 1.33
Cork 500
Polystyrene 1050
Dispersed Quartz 2200
Iron oxide 5100
Copper 8950
Table 2.1: Material properties for particle-laden flows with gaseous carrier media.
Values for gases are given at a temperature of 20∘C.
If we assume flow in the Stokes regime, i.e. at very low particle Reynolds numbers,
and make use of relations (2.5) and (2.19), the response time (2.4) for a particle
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simplifies to the following:
휏푝 =
휌푑푑
2
18휇푐
. (2.21)
Using the above expression for the response time in the drag force term (2.17) and
neglecting the lift force, the equation of motion for a particle can finally be written
as follows:
푑푣⃗
푑푡
=
1
휏푝
(푢⃗− 푣⃗) + 푔⃗ . (2.22)
2.5 Bubbly flow
Regarding the flow around a rigid spherical bubble, one can identify a number of
forces constituting the vector 퐹⃗ on the right hand side of equation (2.13). The
following formulation has been stated by Maxey & Riley [34]:
퐹⃗ = 퐹⃗퐷 + 퐹⃗퐿 + 퐹⃗푃 + 퐹⃗푉 + 퐹⃗퐵 +푚푑푔⃗ . (2.23)
Here, 퐹⃗퐷 represents the steady-state drag force and 퐹⃗퐿 the lift force on the entity.
퐹⃗푃 includes the force due to the local pressure gradient and the shear-stress of the
carrier phase. The unsteady forces can be divided into the virtual mass force 퐹⃗푉 due
to the acceleration of the dispersed entity and the Basset history force 퐹⃗퐵. Finally,
푚푑푔⃗ is the force due to gravity.
From the above stated formulation, one can see that the physical phenomena
involved in bubbly flow are more complex than in the particle-laden flow case (dis-
cussed in Section 2.4). This is mainly due to the inverse density ratio between those
two types of flow, which allows to neglect certain forces in particle-laden flow that
have to be considered in the case of bubbly flow.
2.5.1 Drag force
Since we limit ourselves to spherical entities in the present work, the drag force
formulation for a bubble is the same than for a particle, given by equation (2.17):
퐹⃗퐷 =
3
4
휌푐
휌푑
퐶퐷
푑
푚푑 ∣푢⃗− 푣⃗∣ (푢⃗− 푣⃗) . (2.24)
Gas bubbles are characterized by internal fluid flow circulation and do not behave
like rigid particles in all Reynolds number regimes. In the Stokes regime, the drag
coefficient for a bubble depends reciprocally on 푅푒푑 and thus fairly behaves like for a
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solid particle. It has been mentioned in [25, 35] that the values of 퐶퐷 with increasing
푅푒푑 are lower for a bubble in a purified liquid than in a liquid contaminated by
surfactants. If a contaminated carrier flow medium like e.g. tap water is used, the
surfactants tend to collect at the rear of the bubble. In this way, the slip along the
surface of the bubble is restrained and the bubble behaves almost exactly like a solid
particle:
퐶퐷 =
휉퐷
푅푒푑
, where
{
휉퐷 = 16 for a purified liquid
휉퐷 = 24 for a contaminated liquid
. (2.25)
For higher Reynolds numbers than 푅푒푑 = 100, an increase of 퐶퐷 with 푅푒푑 occurs,
before a constant value of about 퐶퐷 = 2.61 is reached around 푅푒푑 = 1500. Figure
2.4 and Figure 2.5 show this behavior for both purified and contaminated liquid
carrier media, as proposed by [19], based on analytical models [36, 37] as well as
experimental studies [38, 39].
Figure 2.4: Drag coefficient variation with Reynolds number for an air bubble in a
purified liquid [19].
In case of Stokes flow at low entity Reynolds numbers and under the assumption
that in most industrial applications involving bubbly flow a contaminated carrier
liquid is used rather than a purified one, the Schiller & Naumann drag coefficient
model given by equation (2.18) is thus applicable for both spherical bubbles and
particles and has been used throughout the present work.
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Figure 2.5: Drag coefficient variation with Reynolds number for an air bubble in a
contaminated liquid [19].
2.5.2 Lift force
As discussed for solid particles in Section 2.4.2, we do not take into account the
Magnus lift force due to slip-rotation in the present work, because rotational motion
of the dispersed entities is neglected. A proposition for the Saffman lift force acting
on a spherical bubble has been made by Auton [35]:
퐹⃗퐿 = 퐶퐿푚푑
휌푐
휌푑
((푢⃗− 푣⃗)× (∇× 푢⃗)) , (2.26)
where 퐶퐿 is the lift coefficient, which can be estimated using a constant value of
퐶퐿 = 0.53. Equation (2.26) is valid under the following assumption:
푅푒푑∇푢⃗
푢⃗
→ 0 , (2.27)
which is satisfied in cases when the bubbles are of small diameter and the liquid
velocity gradients are small, i.e. in a homogeneous flow regime. Throughout the
present work, Auton’s lift coefficient estimation is used .
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2.5.3 Pressure gradient and buoyancy force
The pressure force 퐹⃗푃 can be divided into a contribution due to the hydrostatic
pressure and another one due to shear stress in the carrier fluid:
퐹⃗푃 = 퐹⃗퐻 + 퐹⃗휏 . (2.28)
The force due to the hydrostatic pressure gradient is denoted by:
퐹⃗퐻 = −∇푝푉푑 = −휌푐푉푑푔⃗ , (2.29)
and represents the buoyancy. It is equal to the weight of the fluid displaced by
the volume of the bubble. The force due to the shear stress in the carrier fluid can
be expressed as follows:
퐹⃗휏 = ∇ ⋅ 휏⃗푉푑 = 푚푑 휌푐
휌푑
퐷푢⃗
퐷푡
, (2.30)
underlying the estimate that the magnitude of the pressure gradient in the carrier
phase is the order of the flow acceleration [3, 15].
2.5.4 Virtual mass force
When a sphere is accelerated by the carrier fluid, it experiences a virtual mass force,
meaning that the fluid around the sphere is accelerated as well and additional work
is done. This results is an additional unsteady drag due to the fluid acceleration.
The virtual mass force can be stated as follows:
퐹⃗푉 =
1
2
푚푑
휌푐
휌푑
(
퐷푢⃗
퐷푡
− 푑푣⃗
푑푡
)
. (2.31)
In the above equation, the derivative 푑/푑푡 is following the moving sphere with re-
spect to time, while 퐷/퐷푡 is the total acceleration of the fluid as seen by the sphere,
evaluated at the position of the sphere [3, 15]. The virtual mass force is equivalent
to adding mass to the sphere and is often referred to as added or apparent mass force.
2.5.5 Basset history force
The Basset history force accounts for the unsteady viscous effects of the fluid and
represents the temporal delay of the boundary layer development as the relative
velocity between the sphere and the fluid is changing with time, resulting in an
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additional unsteady drag on the sphere. The analytical expression for the Basset
history force is
퐹⃗퐵 =
3
2
푑2
√
휋휌푐휇푐
푡∫
0
(
퐷푢⃗
퐷휏
− 푑푣⃗
푑휏
)
푑휏√
푡− 휏 , (2.32)
implying that the temporal history of the entity’s acceleration plays a role in
predicting the dynamics and the trajectory of the entity [3, 15]. For numerical
computations, this means that when applying the Basset history force, derivatives
of both the fluid and the entity velocity have to be stored for various time steps,
leading to significant storage requirements. Note that the Basset history force will
not be used throughout the present work
2.5.6 Equation of motion for a bubble
Contrary to particle-laden flows, where the ratio of the densities 휌푐/휌푑 between the
phases is small, it becomes very large in the case of bubbly flows and takes values
of the orders of 103 or 104, because the primary phase is a liquid and the dispersed
bubbles are gaseous. Table 2.2 gives examples for common material combinations
occurring in bubbly flows.
Phase Material Symbol Density Viscosity
휌 [푘푔/푚3] 휇 [푘푔/푚푠]
Water 퐻2푂 1000 1.02⋅10−3
Continuous Nitric acid 퐻푁푂3 1512 8.8⋅10−4
Sulfuric acid 퐻2푆푂4 1834 2.46⋅10−2
Hydrogen 퐻2 0.09 8.4⋅10−6
Dispersed Air - 1.2 1.74⋅10−5
Oxygen 푂2 1.43 1.92⋅10−5
Chlorine 퐶푙2 3.21 1.35⋅10−5
Table 2.2: Material properties for bubbly flows. All values are given for a tempera-
ture of 20∘C. Values for acids are at 100% concentration.
The response time of a bubble in the Stokes flow regime can be stated by using
equations (2.4) and (2.25):
휏푏 =
휌푑푑
2
휓퐷휇푐
, where
{
휓퐷 = 12 for a purified liquid
휓퐷 = 18 for a contaminated liquid
. (2.33)
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The Lagrangian equation of motion (2.13) with all relevant forces included can
be re-written as follows:
푑푣⃗
푑푡
=
3
4
휌푐
휌푑
퐶퐷
푑
∣푢⃗− 푣⃗∣ (푢⃗− 푣⃗) + 1
2
휌푐
휌푑
(
퐷푢⃗
퐷푡
− 푑푣⃗
푑푡
)
+
휌푐
휌푑
퐷푢⃗
퐷푡
+
퐶퐿
휌푐
휌푑
((푢⃗− 푣⃗)× (∇× 푢⃗)) +
(
1− 휌푐
휌푑
)
푔⃗ . (2.34)
The Basset history force has been neglected in the above equation, since it will
not be used in the following. By multiplying equation (2.34) by 휌푑/휌푐 and some
algebraic transformations we get:
(
휌푑
휌푐
+
1
2
)
푑푣⃗
푑푡
=
3
4
퐶퐷
푑
∣푢⃗− 푣⃗∣ (푢⃗− 푣⃗) + 3
2
퐷푢⃗
퐷푡
+
퐶퐿 ((푢⃗− 푣⃗)× (∇× 푢⃗)) +
(
휌푑
휌푐
− 1
)
푔⃗ . (2.35)
If we finally neglect the density ratio 휌푑/휌푐 in equation (2.35), we end up with the
following equation of motion for a bubble:
푑푣⃗
푑푡
=
2
휏푏
(푢⃗− 푣⃗) + 3퐷푢⃗
퐷푡
+ 2퐶퐿 ((푢⃗− 푣⃗)× (∇× 푢⃗))− 2푔⃗ (2.36)
2.6 Coupling between dispersed and continuous phase
In dispersed two-phase flow, the particles, bubbles or droplets interact with the
continuous carrier phase in various ways. The coupling comes to pass through mass,
momentum and energy exchange between the phases:
∙ Mass exchange takes place e.g. during evaporation, condensation or sublima-
tion of droplets or particles. Chemical reactions can as well lead to an exchange
of mass between the two phases.
∙ Momentum exchange describes the effect of the carrier fluid on the dynamic
behavior (i.e. the trajectory) of a dispersed entity and the counter-effect of the
entity on the fluid velocity field surrounding it. These effects strongly depend
on the carrier flow pattern around the entity as well as on the inertia of the
entity and therefore on its Stokes number.
∙ An example for energy exchange is e.g. the heat from a hot particle augmenting
the thermal energy of the carrier phase.
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All investigations in the present work are assuming isothermal conditions. More-
over, we do not take into account phase changes. Therefore, mass and energy cou-
pling are neglected and the further emphasis of this section lies on momentum
coupling effects.
2.6.1 Momentum coupling regimes
Concerning the momentum coupling between the dispersed entities and the carrier
flow, different modeling approaches are applicable, depending on how the dynamic
behavior of both phases is expected to be influenced by the presence of the other
phase. Suitable criteria to distinguish these effects are the volume fraction of the
dispersed phase in the two-phase mixture and the entity spacing as introduced in
Section 2.2 and denoted by equations (2.2) and (2.3).
∙ For dilute flows with a low dispersed phase volume fraction and a large entity
spacing 퐿/푑 → ∞, the influence of the dispersed entities on the continuous
phase can be neglected, which results in a one-way coupling, where the dis-
persed phase motion is entirely driven by the continuous carrier flow.
∙ With growing volume fraction, the modification of the carrier flow by the
dispersed entities has to be taken into account by means of two-way coupling.
∙ For dense flows with 퐿/푑→ 1, collisions between dispersed entities need to be
considered in addition, leading to a so called four-way coupling approach. In
case of a bubbly flow, the latter can eventually lead to effects like coalescence
and break-up of bubbles.
A schematic diagram of the fluid-entity-interaction pointed out above is provided
in Figure 2.6, while Figure 2.7 quantifies the introduced coupling regions by means
of the entity spacing and the volume fraction. According to Sommerfeld [2], one-way
coupling is applicable up to volume fractions of 훼푑 = 10
−6, while the upper limit
of two-way coupling lies at 훼푑 = 10
−3, corresponding to entity spacing values of
퐿/푑 = 100 and 퐿/푑 = 10 respectively. These values are based on particle-laden
flows and agree well with those published by Elghobashi [40]. Sommerfeld indicates
a two phase mixture as dilute if four-way coupling can be neglected, while the mix-
ture is dense in case of higher dispersed phase volume fraction.
For bubbly flow, however, general quantitative studies about the effect of the vol-
ume fraction and the entity spacing on the momentum coupling mechanisms have
not been carried out so far. However, from a qualitative point of view, the physical
behavior is found to be the same as for particles, namely that two- and four-way
coupling become more important with increasing gas volume fraction [41].
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(a) One-way (b) Two-way (c) Four-way
Figure 2.6: Schematic diagram of (a) one-way (b) two-way and (c) four-way coupling
between carrier flow and dispersed entities.
Figure 2.7: Quantification of momentum coupling approaches in terms of entity
spacing 퐿/푑 and volume fraction 훼푑, according to [2].
2.6.2 One-way coupling
For very dilute flows with a dispersed phase volume fraction of 훼푑 < 10
−6, a one-way
momentum coupled approach leads to sufficiently accurate results since the effect
of the dispersed entities on the fluid flow is negligibly small in this case. The mo-
mentum transfer from the dispersed entities to the carrier fluid is neglected and no
source term Φ⃗ is put into the Navier-Stokes momentum equation (2.9) of the fluid
phase. The motion of a dispersed entity is driven entirely by the fluid flow through
the force 퐹⃗ described in equation (2.13). This force vector is depending on the
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material properties of the two phases as well as on the continuous phase velocity
at the position of the entity, as discussed in Section 2.4 and Section 2.5, respectively.
2.6.3 Two-way coupling
If the volume fraction of the dispersed phase reaches values of 훼푑 > 10
−6, momentum
back-coupling from the dispersed entities to the carrier fluid can not be neglected any
more and a two-way coupling approach has to be applied. According to Newton’s
first law, the impact of the surface forces imposed from the fluid phase to each
particle or bubble causes a negative reaction force of the same amount on the fluid
phase at the position of the dispersed entity. This back-coupling force is modeled
by a local source term Φ⃗ in the Navier-Stokes momentum equation. In order to
compute this term, we define a negative volume weighted momentum transfer force
푓⃗푑,푖 acting from a dispersed entity 푖 on the flow, which is a reaction force due to the
surface forces acting on the entity [25]:
푓⃗푑,푖 = −
(
퐹⃗퐷,푖 + 퐹⃗퐿,푖 + 퐹⃗푉,푖
푉푑,푖
)
. (2.37)
To assemble the momentum transfer term Φ⃗ in the Navier-Stokes equation for a
control volume 푗, the following general formulation can be applied:
Φ⃗푗 =
1
푉푗
푁푗∑
푖=0
푉푑,푖푓⃗푑,푖 (푥⃗푖) 훿 (푥⃗− 푥⃗푖) . (2.38)
The reaction forces of all entities 푖 contained in the control volume 푉푗 of the
fluid flow are summed up, weighted by the volumes 푉푑,푖 of the entities. The term
훿 (푥⃗− 푥⃗푖) indicates that the entities are modeled as Dirac forces at the positions 푥⃗푖,
resulting from the mass-point approximation.
2.6.4 Four-way coupling
For dense two-phase flows of a dispersed volume fraction of 훼푑 > 10
−3, the impact
of collisions between the dispersed entities can not be neglected any more. Crowe
[42] proposes the averaged time 휏퐶표푙푙 between two successive collisions relative to
the response time 휏푑 of an entity as a criterion to classify the two-phase mixture as
dense:
휏푑
휏퐶표푙푙
> 1 . (2.39)
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In this case, the time between collisions is smaller than the response time and
the dispersed entities are not able to completely respond to fluctuations of the pri-
mary phase fluid between two collisions. The collisions thus dominate the dynamic
behavior of the dispersed entities. In dilute flows, characterized by
휏푑
휏퐶표푙푙
< 1 . (2.40)
collisions may also occur, but in this case it is the fluid dynamic transport which
is dominating the behavior of the entities and the impact of the collisions can be
neglected.
When using the Eulerian-Lagrangian approach for dispersed two-phase flow sim-
ulations, a severe problem arises when it comes to the modeling of inter-particle and
inter-bubble collisions, because the momentum equations of the dispersed entities
are fully decoupled from each other. Thus, no direct information about the momen-
tum interaction of a dispersed entity with its neighbouring entities is available. This
leads to the fact that the numerical consideration of collisions requires the use of an
appropriate collision model.
Various numerical techniques to model collisions have been invented over the past
years for both particle-laden and bubbly flows. The most straightforward way to
precisely model the collisions between the entities is to correlate the trajectories of
each entity in the simulation process in order to check for an intersection [43]. The
impact between two entities can then be determined by means of their position and
relative motion. However, such a direct approach is computationally very expensive
for flows involving a large number of dispersed entities and therefore not applicable
to complex problems. A more suitable method is to model the collisions by means
of a stochastic approach, where the interactions between dispersed entities are mod-
eled by means of collision probabilities. Such methods are of course microscopically
invalid, but for high number densities they become reliable in a macroscopic sense.
Stochastic collision models were originally developed for particles [2, 44, 45, 46] and
later adopted for bubbles. In the latter case, one can also include bubbly flow phe-
nomena like bubble coalescence and break-up in a stochastic manner [19].
Collision-driven two-phase flows involving particles and bubbles are not considered
in the present work. An implementation of a stochastic collision model according to
[2, 46] is documented in [47].
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2.7 Turbulent dispersed two-phase flows
An important aspect regarding dispersed two-phase flow mixtures is the interaction
of dispersed entities with a turbulent carrier medium. In the past, several investiga-
tions on this subject have been carried out. A major part of these studies has been
accomplished in the scope of understanding the role of the particle or bubble size
and the volumetric loading of the dispersed phase when interacting with turbulent
structures in the carrier flow.
2.7.1 Dispersed entities and carrier phase turbulence
A comparative analysis of experimental data on turbulent particle-laden flow has
been carried out by Hetsroni [48]. In this study, it has been concluded that particles
with a low particle Reynolds number tend to suppress the turbulence of the carrier
fluid, while particles of Reynolds numbers above 푅푒푑 = 400 tend to enhance turbu-
lence, most likely due to vortex shedding.
Figure 2.8: Effect of the particle size on the turbulent intensity [50]. The horizontal
axis shows the ratio of the entity diameter 푑 to a characteristic turbulence
length scale.
Further comparative studies have been published by Gore & Crowe [49, 50], who
related this behavior to the ratio of the particle diameter to the turbulence length
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scales. From the collected data, shown in Figure 2.8, it has been concluded that the
transition from an attenuating to an amplifying behavior occurs when the particle
size is about 1/10 of the integral length scale of turbulence.
Elghobashi [40, 51] proposed the map depicted in Figure 2.9 to classify the effect
of particles on carrier-phase turbulence. For the one-way coupling region character-
ized by volume fractions less than 10−6, the presence of the particles is assumed to
have no effect on the turbulent flow structures. For volume fractions between 10−6
and 10−3, in the region where two-way coupling is applied, the particles can either
augment the turbulence - if the Stokes number based on the characteristic turnover
time of a large eddy is greater than unity - or attenuate turbulence in the other case.
For volume fractions greater than 10−3, inter-particle collisions become significant
and the turbulence of the carrier phase is found to be affected by the oscillatory
motion due to those collisions.
Figure 2.9: Particle-turbulence modulation effects in terms of the Stokes number as
a function of dispersed phase volume fraction 훼푑 [40].
While the momentum interaction between solid particles and turbulent carrier
flow media has been investigated in great detail over the last decades both experi-
mentally and numerically, comparable quantitative results for bubbly flows are quite
rare up to now. It has been reported that the presence and accumulation of very
small bubbles in vortical structures of the carrier flow enhances the decay rate of
vorticity and enstrophy [52, 53, 54, 55] and thus reduces the turbulent kinetic energy
in decaying turbulence [56, 57, 58]. For larger bubbles and significant amounts of gas
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volume loadings, like e.g. in bubble columns, the phenomena of bubble-induced fluid
flow [59, 60] and bubble-generated turbulence [37] have been reported along with the
conclusion that a reliable and global model of bubble-fluid-interaction is still lacking.
2.7.2 Turbulence models for dispersed flows
Since there is only one continuous flow field in the Eulerian-Lagrangian method, the
choice to apply a single-phase turbulence model for the simulation of the carrier fluid
is reasonable. However, the source terms and transport coefficients of the chosen
turbulence model have to be modified in order to take into account the presence of
the dispersed phase. On the other hand, the fluid velocity in the momentum equa-
tion of a dispersed entity has to represent the turbulent fluctuations of the carrier
flow. In the following, a few comments on the applicability of some of the most
frequently used turbulence modeling approaches to Eulerian-Lagrangian two-phase
flow simulations are given.
Two-equation RANS models
Reynolds-averaged Navier-Stokes (RANS) models can be regarded as the basis of
considerable research on turbulent flow CFD. Many two-equation closure models for
the RANS equations have been derived in the last decades and are frequently used
to simulate complex industrial problems. The most widely used type along them
are turbulence energy-dissipation models like the 푘 − 휖 or the 푘 − 휔 model, where
conservation equations for the turbulent kinetic energy and its dissipation are solved
among with the Navier-Stokes equations of the mean flow. These models are known
to be robust, well resolved and have been implemented to all relevant, commercially
available CFD solvers.
One of the problems in coupling Lagrangian particle tracking to a carrier flow
solved by a RANS approach is that the local instantaneous fluid velocity at the po-
sition of a dispersed entity is not directly available from the solution of the carrier
flow field, since only a mean flow velocity is calculated in the fluid momentum equa-
tion and the velocity fluctuations are expressed by the turbulent kinetic energy and
its dissipation. Various stochastic approaches to model these velocity fluctuations
exist. Yuu et al. [61] proposed to sample it from a Gaussian distribution around
the mean velocity with a variance related to 푘, Dukowicz [62] chose to calculate a
random particle displacement based on the Gaussian distribution corresponding to
a dispersion coefficient, while Lockwood et al. [63] introduced a diffusional velocity
related to 푘 and the carrier flow velocity gradient ∇푢⃗. All these approaches are
found to be robust and relatively simple to implement. However, they are only valid
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in a stochastic manner and do not allow to accurately predict the trajectories of
dispersed entities on a microscopic scale.
When taking into account momentum back-coupling from the dispersed entities
to the carrier flow, a further problem arises, because introducing local perturbations
representing the motion of dispersed entities to the fluid momentum equation will
not lead to accurate results in terms of flow modulation. A suitable solution is to
modify the equation of the turbulent kinetic energy in order to model the small-scale
fluctuations resulting from the two-way momentum coupling, as proposed in various
modes, such as of Shuen et al. [64] and Yuan & Michaelides [65].
Large Eddy Simulation
Large Eddy Simulation (LES) involves features of both Reynolds-averaging and di-
rect simulation of turbulence. The large-scale effects of the flow are solved directly,
while the small-scale eddies below a certain cut-off length are modeled by an appro-
priate sub-grid scale (SGS) model. In a turbulent flow, the large eddies are most
important in terms of momentum and energy transport. LES brings the advantage of
being able to accurately predict these large scale turbulent structures. Since the fil-
tered small-scale eddies can in most cases be regarded as homogeneous and isotropic
over a space and time average, as well as independent of the overall flow geometry, it
is obvious that LES offers reasonably accurate results on all turbulence length scales.
The coupling of LES with Lagrangian tracking of dispersed particles is a rather
new topic in the CFD community. Elghobashi [40] pointed out that a crucial point
in employing this technique is the prediction of two-way momentum coupled flows,
since this implies a modification of the sub-grid scale turbulence model, because the
particles mostly affect the smallest scales of turbulent structures. Recent studies by
Armenio et al. [66], Yamamoto et al. [67] and Fede & Simonin [68] tracked this
problem for simple particle-turbulence test cases, showing that particle concentra-
tion, dispersion and collisions are strongly affected by the sub-grid scale turbulence.
Direct Numerical Simulation
The most straightforward, but also the computationally most costly method to
model turbulence is its Direct Numerical Simulation (DNS). In this approach, all
turbulent length scales are resolved and the computational mesh is refined up to the
Kolmogorov scale, on which the smallest turbulent structures are dissipated into
heat. In this way, the direct simulation of the Navier-Stokes equations leads to an
accurate prediction of turbulence.
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Since all scales of the fluid flow are solved directly, Lagrangian particle tracking
can be applied to DNS without any restrictions on one-way, two-way and four-way
momentum coupling. However, the dispersed entities should not be larger in size
than the Kolmogorov length scale of the turbulence spectrum in order to ensure that
fluid-particle interaction is computed accurately. Many numerical studies of turbu-
lent dispersed two-phase flow using DNS have been carried out over the last decades.
In the scope of the present work, we will focus on particle-turbulence interaction
where the carrier flow is simulated by means of a DNS approach. In Chapter 3 of
this thesis, two numerical studies related to this topic are documented.
2.8 Simulation approach
The Eulerian-Lagrangian two-phase flow simulations carried out in the scope of the
present work were achieved by using two software modules:
∙ A fluid flow solver to simulate the primary phase flow by solving the incom-
pressible Navier-Stokes equations.
∙ The Lagrangian solver module PLaS to simulate the dispersed phase, i.e. small
solid particles or gas bubbles. PLaS stands for Parallel Lagrangian Solver and
is a solver module developed exclusively for the simulation of dispersed two-
phase flows. It has been designed and implemented in the scope of the present
Ph.D. work. Based on the Eulerian-Lagrangian modeling strategy, it tracks the
trajectories of a set of dispersed entities inside a three-dimensional continuous
carrier flow, including phase coupling.
PLaS is not a standalone computer program, since it has to be linked to an ex-
ternal Navier-Stokes solver, which performs the computation the carrier phase flow.
A standardized data interface to couple these two modules has been designed and
implemented.
Figure 2.10 shows the operational principle of a simulation performed by coupling
PLaS to a Navier-Stokes solver. The flow solver serves as driving program of an
iterative simulation cycle. It hosts the computational geometry and mesh and com-
putes the flow field of the carrier phase. PLaS updates the velocities and positions
of a set of dispersed entities by solving its Lagrangian equations of motion. The
two software modules are synchronized by a discrete time-stepping procedure. In
each time step Δ푡, the primary phase flow field is solved before the dispersed enti-
ties are tracked. This succession is applied in order to provide an updated carrier
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Figure 2.10: Algorithm flowchart of the Eulerian-Lagrangian two-phase flow simu-
lations performed by coupling PLaS to a fluid flow solver.
phase velocity field as an input to PLaS, since the fluid velocity is the main driving
mechanism for the motion of the dispersed entities. According to this principle, the
back-coupling forces of the dispersed entities on the continuous phase flow field are
computed after solving the trajectories of the dispersed entities and plugged into
the Navier-Stokes equations in the following time step.
In the scope of the present work, the PLaS module has been successfully interfaced
to the following Navier-Stokes solvers:
∙ The 2D/3D incompressible Finite Element solver Morpheus [69].
∙ The 3D pseudo-spectral DNS solver SFELES [70].
∙ The 2D/3D incompressible Finite Volume and Residual Distribution based
solver included in the software framework COOLFluiD [71].
The data interface between the flow solver and PLaS is bilateral. To compute the
trajectories of the dispersed entities, PLaS needs the following information from the
carrier flow solver:
∙ Information about the grid topology (nodes, elements and connectivity).
∙ Information about the boundaries of the computational domain.
∙ The velocity field of the carrier phase.
To take into account the back-coupling of the particles on the carrier flow, the
Navier-Stokes solver needs the following information from PLaS:
34
2.9 The Lagrangian solver module PLaS
∙ The volume fraction field of the secondary phase.
∙ Mass, momentum and energy transfer terms computed on the nodes of the
computational grid. In the present work, this is limited to momentum transfer.
2.9 The Lagrangian solver module PLaS
As mentioned in Section 2.8, the Lagrangian solver PLaS provides functionality to
track the trajectories of a set of entities involved in a dispersed two-phase mixture. It
is designed for the simulation of particle-laden, droplet-laden and bubbly two-phase
flow. The PLaS module is written in standard C language, following a procedural
programming strategy. Its structure, functionality and the main numerical tech-
niques involved are documented in the following.
2.9.1 Structure of the code
PLaS is structured in a modular way. It is decomposed into several files and sub-
routines, which are grouped under functional aspects. The code module is designed
as an add-on to a single-phase Navier-Stokes flow solver. Its data interface to the
flow solver consists of only three functions:
∙ An initialization function initPLaS(*PLAS DATA) to allocate the memory needed
by PLaS. This function is called once before starting the iterative simulation
cycle.
∙ A main function runPLaS(*PLAS DATA), which is the core of the module and
solves the trajectories of the dispersed entities. It is called by the flow solver
at every time step Δ푡 after updating the carrier velocity field. Its functionality
will be discussed in detail in Section 2.9.2.
∙ A termination function terminatePLaS(*PLAS DATA) to de-allocates memory
and finalizes PLaS. It is called once after the iterative simulation cycle is
finished.
To instantiate the PLaS data, a single instance of the data type PLAS DATA has
to be created in the flow solver. This data type consists of various custom sub-
structures, in which all PLaS data is grouped and encapsulated. The instance of
PLAS DATA is passed to the PLaS interface functions by reference. In this way it
is assured that all PLaS data is provided with the program lifetime of the driving
primary phase flow solver.
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2.9.2 Procedural description
As mentioned in Section 2.9.1, the PLaS main function runPLaS(PLAS DATA*) is
called by the flow solver at every time step Δ푡 of the iterative simulation cycle.
Since PLaS is a procedural code, this function is run through from top to bottom
at every call.
Figure 2.11: Algorithm flowchart of the PLaS main routine.
Figure 2.11 shows a flowchart of the PLaS main function. In the following, its
functionality regarding the computation of the dispersed phase trajectory increments
and the back-coupling terms is described step by step:
∙ The PLaS input parameters are read from a data file.
∙ Initial and boundary conditions for the dispersed phase are imposed. New
entities are created in defined local production domains at given mass flow
rates. This is explained in detail in Section 2.9.3.
∙ A loop over all dispersed entities is performed to sequentially update their
trajectories by solving the entity’s equations of motion.
∙ In case of a parallel computation (see Section 2.9.4), entity information is
passed between processes. This is necessary when entities leave the computa-
tional domain of one process to another one.
36
2.9 The Lagrangian solver module PLaS
∙ Dispersed phase data for post-processing is computed on all nodal volumes of
the computational grid given by the flow solver (see Section 2.9.8).
∙ Back-coupling terms for the fluid flow solver equations are computed.
All dispersed entities are tracked sequentially. A trajectory increment of a single
entity follows the procedure described in the following. According to a stability
criterion, i.e. that an entity should not cross more than one computational cell per
sub-step, a Lagrangian time step Δ푡퐿 ≤ Δ푡 is computed and the trajectory update
is performed in sub-steps. The following procedure is undergone for every sub-step
of every trajectory calculation:
∙ The element of the computational grid that hosts the entity position is deter-
mined by a successive neighbour search method as described in Section 2.9.6.
∙ The fluid velocity 푢⃗ at the entity position, its derivatives in space and time
and the fluid vorticity are computed by means of interpolation from the nodes
of the computational grid. The interpolation method is described in Section
2.9.7.
∙ The relative velocity between the phases, the flow coefficients, the dispersed
Reynolds number and the response time are computed.
∙ The entity trajectory (velocity 푣⃗ and position 푥⃗) is updated by solving the
Lagrangian equations of motion. The numerical procedure is described in
Section 2.9.5.
∙ Wall bounces are performed and entities leaving the domain through periodic
boundaries, flow outlets and process boundaries are identified.
∙ Entity collisions and, in case of bubbly flow, coalescence are included by means
of according stochastic models.
2.9.3 Input parameters
A set of input parameters has to be specified in order to determine the performance
of PLaS. According to the type and the topology of the dispersed two-phase flow to
simulate, different configurations can be chosen. The following parameters have to
be specified and are read from an input file during the simulation cycle:
∙ Number of initially distributed entities: Determines the number of enti-
ties present at the first iteration. This option offers the choice to either restart
PLaS from a previous solution or impose entities at random positions.
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∙ Production domains and dispersed phase mass fluxes: Determines ge-
ometric domains in which dispersed entities are produced. These domains
represent dispersed phase inlets. Various geometric types of domains are fea-
tured: Lines, rectangles, boxes, circles, spheres or ellipsoids. The dispersed
phase mass flux specifies how many entities per second are generated in a pro-
duction domain. In this way, mass flow boundary conditions for the dispersed
phase can be specified.
∙ Diameter: Determines the diameter distribution of the entities. Different
types of diameter spectra can be applied: Constant diameter, Gaussian di-
ameter distribution and log-normal diameter distribution. In case of a non-
constant diameter distribution, a mean diameter and a standard deviation
have to be specified.
∙ Initial relative velocity: Determines the initial velocity of an entity relative
to the carrier flow.
∙ Temperature: This parameter specifies the value for the dispersed phase
initial temperature. Note that the inclusion of heat and mass transfer effects
goes beyond the contents of the present Ph.D. thesis, thus a constant dispersed
phase temperature of 293퐾 is applied in all discussed two-phase flow cases.
However, a study on mass and energy transfer in droplet-laden flow with PLaS
has been carried out in [27].
∙ Entity material: Parameter to choose the material of the dispersed enti-
ties and thus the flow type (particle-laden or bubbly flow). PLaS features a
material database supporting many common materials occurring in two-phase
flows.
∙ Momentum back-coupling: Determines whether one-way or two-way cou-
pling is used. In the latter case, the dispersed entities have a counter-effect on
the fluid flow.
∙ Collision model: Determines whether a collision model for the simulation
of four-way coupled flows is used or not. The collision model functionality of
PLaS is not applied in the present Ph.D. work, but is described in a separate
study [47].
2.9.4 Parallelization
The simulation cycle presented in Section 2.8 has been conceptually designed to
operate as well in serial as in parallel (multi-processor) computing environments. In
order to perform parallel computations, PLaS needs to be linked to a flow solver
that features a parallel programming architecture by means of mesh partitioning.
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Inter-process communication is hereby realized through MPI [72, 73].
In the parallel computation case, PLaS adapts the geometric partitioning topol-
ogy defined by the Navier-Stokes solver, where the computational mesh is divided
into sub-regions in which the flow equations are solved on different processors (see
Figure 2.12). In this way, PLaS distributes the particle or bubble tracking on a
parallel computer architecture according to the partitioning of the spatial computa-
tional domain. Trajectories of dispersed entities located in a sub-region of the mesh
are computed on the same processor as the according fluid flow. Once an entity
leaves the sub-region via an inter-process boundary, its data is passed to another
processor and the computation for this entity is continued there.
Figure 2.12: Example for the geometric division of a three-dimensional mesh into
sub-regions for parallelization.
2.9.5 Trajectory integration
For each dispersed entity, its Lagrangian equations of motion (2.13) and (2.14) in
three space dimensions form a system of six ordinary differential equations with the
vector of unknowns being:
푈⃗ = (푢, 푣, 푤, 푥, 푦, 푧)푇 . (2.41)
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Since the position can be determined by integrating the velocity, the Lagrangian
equations of motion can be decoupled and solved one after another, leading to the
following vectors of unknowns:
푈⃗1 = 푣⃗ = (푢, 푣, 푤)
푇 , (2.42)
푈⃗2 = 푥⃗ = (푥, 푦, 푧)
푇 . (2.43)
To compute the updated entity velocity 푣⃗푛+1, the entity momentum equation
(2.13) is integrated in time by using the trapezoidal Crank-Nicholson scheme, which
provides second order accuracy:
푣⃗푛+1 − 푣⃗푛
Δ푡
=
1
2
푅(푣⃗푛+1) +
1
2
푅(푣⃗푛) . (2.44)
In the above equation, the residual 푅(푣⃗) corresponds to the right hand side of the
entity momentum equation. A first order Taylor series expansion of 푅(푣⃗푛+1) leads
to
푅(푣⃗푛+1) = 푅(푣⃗푛) +AΔ푣⃗ + . . . , (2.45)
where the cut-off term is of second order. The matrix A is the Jacobian of the
residual
A =
∂푅(푣⃗푛)
∂푣⃗
, (2.46)
and the velocity increment Δ푣⃗ is defined as:
Δ푣⃗ = 푣⃗푛+1 − 푣⃗푛 . (2.47)
To obtain the velocity increment for the time step Δ푡, the following linear system
is solved for each dispersed entity:(
I
Δ푡
− A
2
)
Δ푣⃗ = 푅(푣⃗푛) , (2.48)
where I is the unity matrix.
Once the velocity increment is computed, equation (2.47) is used to obtain the
updated velocity 푣⃗푛+1, since the velocity 푣⃗푛 is known from the previous time step.
To compute the updated entity position 푥⃗푛+1, the entity position equation (2.14)
gives the following expression after discretization by means of the trapezoidal Crank-
Nicholson scheme:
푥⃗푛+1 =
1
2
(
푣⃗푛+1 + 푣⃗푛
)
Δ푡+ 푥⃗푛 . (2.49)
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Since the updated velocity 푣⃗푛+1 is already known, the position can be computed
directly.
2.9.6 Neighbour search method
In order to map a dispersed entity to the computational grid of the flow solver, we
have to determine the grid element in which the entity is located. For this pur-
pose, PLaS makes use of an effective neighbour search algorithm that is similar to
particle tracer methods as introduced by Brackbill & Ruppel [74] and Lo¨hner & Am-
brosiano [75]. This mapping is needed to track the entity trajectory with respect to
an unstructured computational mesh, allowing the interpolation of the carrier fluid
velocity 푢⃗ from the nodes of the computational grid to the entity position (see Sec-
tion 2.9.7). Furthermore, the mapping allows the computation of cell-wise dispersed
phase data like the volume fraction and back-coupling terms.
The neighbour search method makes use of a geometric criterion to map entities
to the elements of the mesh, using the element last occupied as an initial guess and
searching the adjacent neighbouring element in the direction of the entity position.
The basic problem concerning the search for a neighbouring element is to find the
element face through which the entity has left its host element after a trajectory
increment. One possible approach to determine this face is to use the properties
of linear basis functions, which are used in the Finite Element Method [76]. This
is a trivial task for linear Simplex elements like triangles and tetrahedra [75], but
leads to a higher complexity for arbitrary element shapes and higher-order elements.
Therefore, a more general geometric criterion is introduced in the following.
For each element face 푖, the geometric face center 푥⃗푓,푖 and the unit inward normal
vector 푛⃗푖 can be computed. On this basis, the signed face distance 푆푖 of an entity
located at position 푥⃗푑 to the element face 푖 is computed according to the following
scalar product:
푆푖 = (푥⃗푑 − 푥⃗푓,푖) ⋅ 푛⃗푖 . (2.50)
The scalar product is nothing else than the entity position relative to the face
center projected to the unit inward normal vector of the face. The entity at 푥⃗푑 lies
within the element only if its signed distances to all element faces are positive, i.e.
the following relation is fulfilled:
푆푚푖푛 = min(푆1, 푆2 . . . 푆푛) ≥ 0 . (2.51)
If one or several signed face distances 푆푖 are less than zero, the entity at 푥⃗푑 is
not located inside the element, but beyond the element faces 푖 for which the signed
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distances are not positive. Thus, the neighbouring element adjacent to the face with
the smallest signed distance 푆푚푖푛 is searched in the next step. This procedure is
repeated until the target element is found, leading to a directive neighbour search
method as illustrated in Figure 2.13. This algorithm provides a simple geometric cri-
terion to decide whether an entity position lies within an element represented by its
face centers and normals. It works for arbitrary types of two- and three-dimensional
elements, of which the most common are triangles, tetrahedra, quadrilaterals, hex-
ahedra, prisms and pyramids.
Figure 2.13: Two example search paths through an unstructures grid [75]. The gray
circle marks the last known entity position, while the arrows show the
sequence of elements searched.
A drawback of successive neighbour search methods is that they fail to find an ele-
ment when reaching a domain boundary, meaning an element face with no neighbour
element on the other side. This causes a problem in case of geometric domains that
are not convex or domains with interior boundaries. For these cases, PLaS features
an additional brute force search algorithm which consecutively applies the signed
face distance criterion to all elements in order to make sure that no dispersed entity
is lost due to a failing neighbour search. This direct method is computationally very
costly. However, since the successive method always starts with the element that
contained the entity in the last time step, such cases are minimized in the present
implementation.
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2.9.7 Velocity interpolation
As stated in Section 2.9.5, it is necessary to interpolate the fluid velocity and its
derivatives in time and space from the computational grid of the fluid flow solver to
the position of the entity in order to assemble the Lagrangian equation of motion.
Once the link between a dispersed entity at position 푥⃗푑 and its hosting grid element
has been established by means of the neighbour search algorithm presented in Sec-
tion 2.9.6, an interpolation method to obtain the local instantaneous carrier fluid
velocity at the entity position is applied. This local velocity is interpolated from the
nodes of the element that hosts the entity, meaning that the interpolation method
in PLaS is restricted to element topologies where the flow variables are stored node-
wise. However, if the flow variables are stored cell-wise, no interpolation is necessary
because the fluid velocity of the cell is directly available.
The nodal interpolation method used in PLaS is based on weighted inverse dis-
tances 푊푖 of the entity position 푥⃗푑 to the nodes of the element:
푊푖 =
1
푃푖 ⋅
푁푛표푑∑
푗=0
1
푃푗
, (2.52)
where 푃푖 is the distance of the entity position to node 푖 of the element:
푃푖 = ∥푥⃗푑 − 푥⃗푛,푖∥ . (2.53)
The sum of all weighted inverse distances in an element is equal to one in every
case:
푁푛표푑∑
푖=0
푊푖 = 1 . (2.54)
In this way, each element node is assigned an impact factor on the dispersed entity
at 푥⃗푑, which is reciprocal to the distance between the node and the entity. For a
node 푖 that is located 푛 times further away from the entity position as another node
푗, this means:
푃푖 = 푛푃푗 → 푊푖 = 1
푛
푊푗 . (2.55)
The element node that is located the closest to the entity position thus has the
highest impact on the local instantaneous fluid velocity at the entity position. The
following formula is applied to interpolate the carrier fluid velocity from the element
43
Chapter 2 Eulerian-Lagrangian modeling of dispersed flows
nodes to an entity position:
푢⃗ =
푁푛표푑∑
푖=0
푊푖푢⃗푖 . (2.56)
The velocity interpolation method based on inverse distances is very fast and ap-
plicable to elements of arbitrary shape, since it takes into account the element nodes
as a set of points without regard to their connectivity.
2.9.8 Computation of the volume fraction field
As stated in Section 2.3.1, the fluid flow equations (2.8) and (2.9) are weighted by the
continuous phase volume fraction 훼푐 in order to balance the mass and momentum
conservation. To estimate the dispersed phase volume fraction on a node of the
computational mesh used by the flow solver, the volumes of all dispersed entities 푖
located in the median dual cell of a node 푗 are summed up and divided by the nodal
cell volume 푉푗:
훼푑 =
푁푗∑
푖=0
푉푑,푖
푉푗
. (2.57)
Figure 2.14: Median dual cell of triangles meeting in node 푗. The cell volume is
indicated by 푉푗.
The principle to compute a median dual cell around a node 푗 is shown in Figure
2.14 for triangles in two space dimensions. The extension to three space dimensions
and arbitrary element types is straightforward. The middle points of all grid ele-
ments adjacent to node 푗 are connected to form the median dual cell with volume 푉푗.
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The volume fraction weighting of the Navier-Stokes equations is realized through
additional source terms. By applying some algebraic manipulation to the volume
fraction weighted continuity equation (2.8) and introducing equation (2.7) as closure
relation, we get
∇ ⋅ 푢⃗ = 1
1− 훼푑 ⋅
(
∂훼푑
∂푡
+ 푢⃗ ⋅ ∇훼푑
)
. (2.58)
which is nothing else than the single-phase continuity equation with a right hand
side term that can be calculated explicitly from the volume fraction, its temporal
and spatial derivatives and the interpolated local instantaneous fluid velocity as
computed by equation (2.56). The right hand side expression in equation (2.58)
gets singular in case of a dispersed phase volume fraction of 훼푑 = 1, which is the
physical limit of the two-phase mixture.
A similar algebraic manipulation can be applied to the fluid momentum equation
(2.9), which leads to the following:
∂푢⃗
∂푡
+∇⋅푢⃗푢⃗+ 1
휌푐
∇푝+ 1
휌푐
∇⋅ 휏⃗푐 = 1
(1− 훼푑)
1
휌푐
Φ⃗+
푢⃗
1− 훼푑 ⋅
(
∂훼푑
∂푡
+ 푢⃗ ⋅ ∇훼푑
)
. (2.59)
Here, the right hand side term can as well be calculated explicitly, following the
approach introduced for the continuity equation above.
2.9.9 Computation of the back-coupling terms
In case of two-way momentum coupling between the continuous fluid phase and
the dispersed phase, back-coupling contributions from the dispersed entities to the
carrier flow are assembled, as pointed out in Section 2.6. The momentum transfer
resulting from the surface forces acting from a dispersed entity to the flow, as given
by equation (2.38), acts at the position of the dispersed entity according to the mass
point approximation. Various methods to interpolate this force to the grid nodes of
the computational flow domain exist.
The most straightforward approach is to transfer the entity force 푓⃗푑,푖 to the nearest
grid node 푗. This method is referred to as Particle-In-Cell (PIC) or Particle-Source-
In-Cell (PSIC) method [2, 77], since it sums up the force contributions of all dispersed
entities located in a nodal cell:
Φ⃗푗 =
1
푉푗
푁푗∑
푖=0
푉푑,푖푓⃗푑,푖 . (2.60)
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Here, 푉푑,푖 is the volume of a dispersed entity 푖 and 푉푗 is the nodal cell volume of
node 푗.
A more accurate approach is to distribute the back-coupling force of an entity 푖
to all grid nodes of the element that contains the entity. This can be achieved by
making use of the weighted inverse distances introduced in equation (2.52):
Φ⃗푗 =
1
푉푗
푁푗∑
푖=0
푊푖푗푉푑,푖푓⃗푑,푖 . (2.61)
Here, 푊푖푗 is the weighted inverse distance of an entity 푖 to each node 푗 of its host
element.
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Simulation of turbulent particle-laden
two-phase flow
Particle-laden two-phase flows involving turbulent carrier fluids are of interest for
a large field of industrial applications. The numerical modeling of small particles
interacting with turbulent flows is an important issue to understand the physical
phenomena involved in such type of flows. Recent work in this field focused on
collective effects, such as dispersion and evolution of local particle concentrations
using different kinds of approaches to model turbulence, ranging from two-equation
RANS models up to LES and DNS techniques [78].
In the following, dispersed turbulent two-phase flows involving small solid particles
are discussed on the basis of two academic DNS test cases. Particle segregation in a
one-way coupled dilute two-phase flow has been analyzed for the case of a turbulent
channel flow (see Section 3.2), while the two-way coupled interaction of particles
and turbulence has been studied for the case of decaying isotropic turbulence (see
Section 3.3).
The particle-laden two-phase flow simulations have been performed by coupling
the Lagrangian solver PLaS to the pseudo-spectral flow solver SFELES, which is
briefly described in Section 3.1. PLaS computes the trajectories of the dispersed
particles by solving their equations of motion (see Section 2.9), while the turbulent
carrier flow is computed by solving the Navier-Stokes equations in the computational
domain with SFELES.
It is known from turbulent flow theory that the energy transfer in a turbulent flow
covers the range between the macroscopic system length scale and the Kolmogorov
length scale, where the smallest turbulent structures are dissipated into heat. The
particles involved in the present simulations are smaller in size than the Kolmogorov
length scale. If such small particles interact with a turbulent flow, the kinematic
phenomena involved lie below the smallest turbulence length scales, which allows us
to use the Eulerian-Lagrangian two-phase model without restrictions.
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The transport of particles in turbulent flow depends highly on the dynamics of the
turbulent structures in the flow. Due to their inertia, the response of solid particles
to turbulent carrier flow fluctuations is selective, depending on the particle mass
and size as well as on the intensity of the carrier flow velocity fluctuations. This
behavior may lead to collective effects like particle accumulation and segregation.
The presence of particles in turbulent flows can significantly influence the struc-
tures of turbulence. While the turbulent dispersion of particles is controlled by local
fluctuations of the carrier flow, the particles have a counter-effect on the turbulence
intensity by modulating the turbulent kinetic energy and its dissipation rate. This
behavior depends on the particle volume fraction and the characteristic turbulent
length scales, as pointed out in Section 2.7.
3.1 Turbulent carrier flow simulation
The numerical framework used for the turbulent carrier flow simulations is the Spec-
tral/Finite Element code SFELES, as described by Snyder & Degrez [79]. It dis-
cretizes the incompressible Navier-Stokes in 푥-푦-planes using P1 linear Finite Ele-
ments, while the transverse 푧-direction of the flow field is represented by means of
a truncated Fourier series, assuming periodicity in this direction. For the temporal
discretization, the second order accurate Crank-Nicholson scheme is used to inte-
grate the pressure and viscous terms in time while the Adams-Bashforth method is
used for the convective terms:
푅푛+1퐶 = ∇ ⋅ 푢⃗푛+1 = 0 , (3.1)
푅푛+1푀 =
1
Δ푡
(
푢⃗푛+1 − 푢⃗푛)+ 3
2
(푢⃗ ⋅ ∇푢⃗)푛 − 1
2
(푢⃗ ⋅ ∇푢⃗)푛−1 + 1
휌푐
∇푝푛+ 12
−1
2
휈푐∇2
(
푢⃗푛+1 + 푢⃗푛
)− 1
휌푐
푓⃗푛+
1
2 = 0 , (3.2)
where the continuity and momentum residuals, 푅푛+1퐶 and 푅
푛+1
푀 respectively, must
equal zero.
In the Finite Element discretization of the continuity equation, spurious pressure
oscillations are encountered when using equal order elements for pressure and ve-
locity [80, 81, 82]. For this reason, the Pressure-Stabilized Petrov-Galerkin (PSPG)
dissipation is used in SFELES. The idea behind this approach is to add an extra
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term to the mass conservation law, based on the divergence of the momentum equa-
tion. The pressure Laplacian in this term keeps the pressure field smooth. This
approach is known to retain second order accuracy [83]. To eliminate convective
instabilities, a fourth order Laplacian dissipation term similar to the one used by
Jameson et al. [84] is used to stabilize the momentum equation. In this way the
spatial discretization is ensured to be of second order.
To eliminate the remaining z-derivatives occurring after the Finite Element dis-
cretization, a truncated Fourier series is used. The 3D problem in physical space
is transformed into a series of loosely coupled 2D problems in Fourier space by
means of an FFT. For reasons of computational efficiency, the convective terms are
computed in physical space and then transformed to Fourier space, which makes it
a pseudo-spectral approach. The 2D linear problems are solved sequentially on a
distributed memory parallel computer [70]. Inter-process communication is realized
through standard MPI operations.
3.2 Particle dispersion in a turbulent channel
Turbulent particle-laden channel flow has been widely investigated in the past.
McLaughlin [28], Young & Hanratty [85] as well as Brooke et al. [86] analyzed
the dispersion of one-way coupled particles in a turbulent channel and found that
the particles tend to accumulate in the viscous sublayer, leading to irreversible parti-
cle clustering at the wall. Recent work carried out by Soldati et al. [87, 88] analyzed
this behavior in greater detail for different particle sizes and pointed out preferen-
tial accumulation in the low-speed streaks of the turbulent boundary layer, linking
it to the sweep and ejection phenomena occurring in near-wall turbulence. Pan &
Banerjee [89, 90] used near-neutral density particles to investigate two-way coupling
between particles and the carrier flow and showed that particles smaller than the
Kolmogorov length scale reduce the turbulence intensity while larger particles tend
to amplify it. While all the studies cited above focused on DNS of the turbulent
carrier fluid, Wang & Squires [91] as well as Portela & Oliemans [92] investigated the
performance of LES modes in this scope, pointing out that an appropriate sub-grid
scale model for particle-turbulence momentum interaction is needed.
Experimental investigations of particle-laden flow in turbulent boundary layers
were performed by Fessler et al. [93], Kulick et al. [94], Kaftori et al. [95] as well
as Tanie`re et al. [96]. Since it has been shown that in experiments it is generally
difficult to analyze the effects of different, superimposed physical phenomena, DNS
and LES are found to be suitable methods of investigation for turbulent two-phase
flows. In a numerical simulation, one can control all flow parameters separate from
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each other, the turbulence properties of every single particle are directly available
and a detailed investigation of the flow in the micro-scale range is feasible.
Particle motion, dispersion and segregation in a turbulent channel flow have been
investigated numerically in the scope of the present work. We assume the parti-
cles to be small enough so that their back-coupling effect on the primary phase
can be neglected [40]. For this reason, the particles are not affecting the turbulent
structures of the flow. We first compare the flow field statistics obtained from DNS
simulations of the single-phase Navier-Stokes equations to reference results, before
analyzing and discussing the particle phenomena in the channel.
3.2.1 Turbulent single-phase channel flow
Turbulent flow in a fully developed channel is a classical test case for single-phase
DNS. It contains a wealth of information that has lead to a great understanding
of the nature of wall-bounded turbulence in the past. Near the channel walls, in
the turbulent boundary layer, high momentum fluid is swept from the center of
the channel towards the wall by coherent vortical structures. In the same way, low
momentum fluid near the wall is ejected to the center of the channel. This motion
increases the mixing of momentum and gives rise to strong velocity fluctuations.
The coherent vortical structures present in the turbulent boundary layer provide an
excellent test for DNS investigations.
Due to its geometric simplicity but rich turbulent nature, the turbulent channel
flow test case has been subject to many studies in the past. Eckelmann [97] and
Niederschulte et al. [98] performed fundamental experimental investigations, while
Kim et al. [99], Jimenez & Moin [100] as well as Moser et al. [101] published seminal
numerical benchmark results in this field.
In the present work, turbulent single-phase channel flow DNS simulations have
been performed by the Spectral/Finite Element code SFELES, as described in Sec-
tion 3.1. The channel is bounded by no-slip walls on its top and bottom, where
the half-height of the channel is denoted by ℎ. Periodic boundary conditions are
applied in the streamwise and spanwise directions, respectively. The domain size of
the channel was chosen such that all spatial correlations vanish at the half of the
total channel length in order to avoid auto-excitation phenomena due to the periodic
boundary conditions. The periodic length of the channel in the streamwise direction
is 4휋ℎ and the periodic width in the spanwise direction is 2휋ℎ, which corresponds
to the dimensions used in [99]. Due to the periodicity in two space dimensions, this
test case can be physically regarded as a fully developed turbulent flow between two
infinitely long plates. The geometry of this test case is shown in Figure 3.1. The
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flow is orineted in the spectral direction, thus flow phenomena in the wall-normal
and transverse directions are computed on a stretched Finite Element mesh.
Figure 3.1: Geometry for the turbulent channel flow test case.
We use the shear velocity 푢휏 and the length scale 푦
+ = 푦푢휏/휈푐 as characteristic
scales to describe the turbulent flow of the continuous phase. The shear velocity is
defined by
푢휏 =
√
휏푤
휌푐
, (3.3)
where 휏푤 is the average wall shear stress. The shear Reynolds number is defined
as
푅푒휏 =
푢휏ℎ
휈푐
, (3.4)
and has been set to 푅푒휏 = 154 in the present calculations. This corresponds to
a bulk Reynolds number 푅푒푏푢푙푘 = 푢푏푢푙푘ℎ/휈푐 = 2450, where 푢푏푢푙푘 is the streamwise
velocity averaged over the height ℎ of the channel. The flow medium is considered
to be air of density 휌푐 = 1.3푘푔/푚
3 and viscosity 휈푐 = 15.7 ⋅ 10−6푚2/푠. The com-
putational grid used in the present case consisted of 128×160×129 points in the
streamwise, spanwise and wall-normal directions, respectively. The grid is stretched
in the wall-normal direction such that the size of the first cell at the wall is 푦+ = 0.05
and 12 grid points are located within 푦+ < 8. This provides a good resolution of
the viscous sub-layer. Turbulence statistics were taken by averaging the flow vari-
ables in time and the streamwise and spanwise directions over a dimensionless time
푡∗ = 푡푢휏/ℎ = 10 with a time step of Δ푡
∗ = 4.8 ⋅ 10−4. This time step is smaller than
the time step required for a temporally resolved simulation, as stated in [102].
51
Chapter 3 Simulation of turbulent particle-laden two-phase flow
Case 푅푒푏푢푙푘 푅푒휏 Grid size Domain size
SFELES 2450 154 128×160×129 4휋h×2휋h×2h
Kim et al. [99] 2792 178 192×160×129 4휋h×2휋h×2h
Table 3.1: Reynolds numbers, grid and domain sizes for the turbulent channel flow
test case compared to the reference.
Table 3.1 shows a comparison of the test case configuration used in the present
work to the configuration used in the validation reference [99]. The grid in the
present case is slightly coarser in the streamwise direction, while the resolution of
the turbulent boundary layer is of the same order. The slight difference in Reynolds
number is the result of an inaccuracy introduced by the forcing function to sustain
the turbulence in the SFELES code.
(a) Streamwise velocity profile (b) Diagonal Reynolds stresses
Figure 3.2: Averaged streamwise velocity profile 푢+ and diagonal Reynolds stresses
⟨푢푟푚푠⟩, ⟨푣푟푚푠⟩ and ⟨푤푟푚푠⟩ compared to DNS results of Kim et al. [99].
Comparisons of turbulence statistics were accomplished in terms of mean flow
profiles (Figure 3.2a) and root-mean-square velocity fluctuations (Figure 3.2b) ac-
cording to the following relations:
푢+ =
푢
푢휏
, (3.5)
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⟨푢푟푚푠⟩ =
√〈
(푢− 푢)2
푢2휏
〉
. (3.6)
The results performed with SFELES show very good agreement with the reference
results. The small differences in the velocity fluctuation plots can be explained by
the slightly different Reynolds number. As a conclusion of the turbulent single-phase
simulations, we can state that the turbulent carrier phase flow field is sufficiently
resolved to provide accurate simulations for the case of a particle-laden channel.
3.2.2 Physical mechanisms in wall-bounded turbulence
To investigate particle dynamics in wall-bounded turbulence, the physics of turbu-
lent structures at the wall has to be understood [103]. In a turbulent boundary layer,
momentum transfer is controlled by the instantaneous realizations of the Reynolds
stresses, which may be conveniently examined by employing the quadrant analysis
for the wall-normal and the streamwise components of the fluctuating velocity field.
Considering the events in the 푣′-푤′ plane shown in Figure 3.3, Reynolds stresses are
produced by four types of events:
∙ First quadrant events (Q1): Outward motion of high-speed (푤′ > 0) fluid
away from the wall (푣′ > 0).
∙ Second quadrant events (Q2): Outward motion of low-speed (푤′ < 0) fluid
away from the wall (푣′ > 0), usually referred to as ejection.
∙ Third quadrant events (Q3): Inward motion of low-speed (푤′ < 0) fluid
towards the wall (푣′ < 0).
∙ Fourth quadrant events (Q4): Inward motion of high-speed (푤′ > 0) fluid
towards the wall (푣′ < 0), usually referred to as sweep.
Drag-generating events fall in the second and fourth quadrant, since both sweeps
and ejections contribute to negative Reynolds stress, i.e. to the increase of turbu-
lence production and thus to an increase in drag. Contrary to this, first and third
quadrant events contribute to positive Reynolds stress and lead to a decrease in drag.
Sweeps and ejections are separated by the level of wall shear stress they generate.
While sweeps correspond to high shear stress regions, ejections correspond to regions
of low shear stress. Sweep and ejection events are part of the turbulence regener-
ation cycle shown in Figure 3.4. There is still some uncertainty about the nature
of these mechanisms, but according to Waleffe & Kim [104] they are generated by
the quasi-streamwise vortices in the turbulent boundary layer, which redistribute
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Figure 3.3: Fluctuating velocity quadrant analysis for fluid motion in a turbulent
boundary layer.
the mean shear, resulting in patterns of low-speed streaks near the wall. Many
quasi-streamwise vortices are usually associated with one single low-speed streak.
The streaks are unstable and the nonlinear self-interaction of the perturbation that
results from this instability directly feeds back onto the streamwise vortex rolls.
(a) Self-sustained process. (b) Quasi-streamwise vortices
Figure 3.4: Turbulence regeneration cycle [104].
According to Soldati [88], Willmarth & Lu [105] and Cleaver & Yates [106], par-
ticle transport towards the wall is driven by Q4-events (sweeps), while Q2-events
(ejections) force the transport of the particles away from the wall. Due to their
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high density, particles cluster around the large quasi-streamwise vortical flow struc-
tures. This behavior is driven by the centripetal forces of these vortices. From the
so formed clusters, the particles are transported to the wall by sweeps and accumu-
late in specific reservoirs, classified by a streamwise velocity lower than the mean.
Even though these low-speed regions are characterized by ejection environments,
the particles remain trapped in the viscous sub-layer, leading to an irreversible ac-
cumulation of particles at the wall. Figure 3.5 presents a schematic view of the
accumulation process.
Figure 3.5: Schematic view of particle accumulation in a low-speed streak due to the
motion of a counter-rotating vortex pair.
3.2.3 Particle-laden channel flow
Once a statistically validated turbulent single-phase channel flow is obtained by SFE-
LES, small solid particles are immersed into the flow at random locations within the
computational domain at time step 푡 = 0. The paerticle trajectories are tracked by
the Lagrangian solver PLaS. The initial velocity of each particle is set to the local
instantaneous fluid velocity at the position of the particle. Gravitational settling
has been set aside for the time being, allowing the particles to cluster at the same
accumulation rates both on the top as on the bottom wall of the channel. The
particles are supposed to be non-interacting and do not have an effect on the carrier
flow, meaning that one-way momentum coupling is applied. The particle size has
been computed from a given Stokes number, defined as the dimensionless response
time of the particle in wall units:
푆푡 = 휏+푝 =
휏푝푢휏
휈푐
. (3.7)
All particle parameters have been chosen such that they match the configuration
used in [88] in order to be able to compare the results with this reference. The
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number of initially released particles is 105 and the density ratio 휌푐/휌푑 has been
set to a value of 0.001. To investigate segregation effect of particles at the walls,
instantaneous particle distributions were taken at 푡∗ = 10 for different values of 휏+푝 .
Figure 3.6 shows the instantaneous particle distribution in a streamwise cross-
section of the channel for 휏+푝 = 25. It is clearly visible that the particles are not
homogeneously distributed along the channel, but tend to cluster at the top and
bottom walls. This qualitatively agrees to the reference results.
(a) SFELES/PLaS results
(b) Reference results of Soldati et al. [88]
Figure 3.6: Instantaneous particle distribution in a streamwise plane for 휏+푝 = 25 at
푡∗ = 10 compared to reference results.
To closer identify the particle clustering effect near the wall, Figure 3.7 shows
the instantaneous distribution of particles in the low-speed streaks of the viscous
sub-layer for 푦+ < 3. The clustering in the streaks, driven by the sweeps and ejec-
tions in the turbulent boundary layer, is well visible. Again, very good qualitative
agreement to the reference results is achieved.
The clustering effect of the particles in between two pairwise counter-rotating
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(a) SFELES/PLaS results (b) Reference results [88]
Figure 3.7: Top view of the instantaneous particle distribution in the turbulent
boundary layer for 휏+푝 = 25 at 푦
+ < 3 and 푡∗ = 10 compared to ref-
erence results.
vortex tubes is illustrated by the snapshot shown in Figure 3.8, where iso-surfaces of
negative and positive streamwise vorticity are presented together with instantaneous
particle locations in the viscous sub-layer. The skin friction is represented by iso-
contours at the wall. The streamwise vorticity is computed as follows:
휔푧 =
∂푣
∂푥
− ∂푢
∂푦
. (3.8)
To quantify the effect of the Stokes number on the particle accumulation, suc-
cessive simulations were performed with a varying Stokes number, taking values of
휏+푝 = 0.2, 휏
+
푝 = 1, 휏
+
푝 = 5 and 휏
+
푝 = 25. Figure 3.9 shows the particle volume fraction
plotted as a function of the non-dimensional wall distance 푦+ for all four indicated
cases. A logarithmic scale is used to capture the detail of particle distribution in
the near-wall region. The particle volume fraction 훼푑 has been normalized by the
initially uniform volume fraction 훼푑,0 after randomly distributing the particles over
the channel volume. It is clearly visible that the tendency of wall accumulation is
more pronounced for large particles than for small ones. The particle concentration
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near the wall rises with increasing Stokes number. This behavior can be explained
by the fact that particles with a low Stokes number follow small scale flow varia-
tions more closely and can thus be easily ejected from the low speed streaks of the
turbulent boundary layer.
Figure 3.8: Iso-surfaces of streamwise vorticity 휔푧,1 = −0.1 and 휔푧,2 = 0.1 along
with particle locations in the viscous sub-layer.
Comparisons of particle concentration profiles for the different Stokes numbers
to the reference results presented in [88] are shown in Figure 3.10 and Figure 3.11.
The profiles have good quantitative agreement to the reference, but do not match
exactly. In all four cases, the deviation is most significant in the region close to the
wall. The particle accumulation at the wall is known to be increasing with time and
reaches statistically steady concentration profiles after 20000 wall time units (푡∗),
as reported in [92, 107]. Thus, the present profiles taken after 푡∗ = 10 have to be
regarded as not being fully developed. Moreover, in the present case we start the
simulation from an initially random particle distribution with the starting velocity
fixed to the flow velocity at the particle center, instead of averaging from an already
developed particle field.
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Figure 3.9: Normalized particle volume fraction 훼푑/훼푑,0 as a function of 푦
+ for dif-
ferent Stokes numbers.
(a) 휏+푝 = 0.2 (b) 휏
+
푝 = 1
Figure 3.10: Normalized particle volume fraction 훼푑/훼푑,0 as a function of 푦
+ for
휏+푝 = 0.2 and 휏
+
푝 = 1 compared to the results of [88].
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(a) 휏+푝 = 5 (b) 휏
+
푝 = 25
Figure 3.11: Normalized particle volume fraction 훼푑/훼푑,0 as a function of 푦
+ for
휏+푝 = 5 and 휏
+
푝 = 25 compared to the results of [88].
3.3 Particle interaction with decaying isotropic
turbulence
The decay of isotropic turbulence has been studied extensively in the past, starting
with the experiments of Taylor [108]. Since then, various fundamental analytical
studies have been carried out e.g. by Kolmogorov [109], Reeks [110] and George
[111], leading to circumstantial understanding of the physics behind this type of
flow. Since isotropic turbulence features no wall-boundedness and no turbulence
production mechanism, it turns out to be a suitable test case to quantitatively an-
alyze the interaction of dispersed particles with turbulent flow.
Concerning the two-way momentum interaction between small solid particles and
turbulent flow structures, many experimental investigations have been performed
in the past. Rogers & Eaton [112] as well as Tanie`re et al. [96] carried out ex-
perimental studies about particle effects on turbulent boundary layers, Kulick et
al. [94] investigated turbulence modulation by particles in fully developed turbulent
channel flow, while Fessler & Eaton [113] investigated the effect of small particles
on turbulent flow in a backward-facing step. All these experimental studies have
shown independently of the test case geometry that turbulence velocity fluctuations
may either be amplified or damped out due to the modulation of the flow by the
presence of the particles, basically depending on the particle size and mass loading.
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Regarding the coupling of particles and turbulent flow structures in grid-generated
isotropic turbulence, experimental investigations have been performed by Comte-
Bellot & Corrsin [114]. Since in experiments it is generally very difficult to analyze
the effects of different flow parameters, the use of computational models for turbu-
lent flows provides a suitable approach of investigation for particle-laden turbulent
flows. In this way, detailed investigations in the micro-scale range are feasible. In
the past, DNS investigations of heavy particle transport in isotropic turbulence have
been carried out for one-way momentum coupled flows by Squires & Eaton [115, 116]
and Wang & Maxey [117], who reported strong preferential concentrations of parti-
cles in regions of low vorticity and high strain rate. Concerning two-way momentum
coupling, Squires & Eaton [17] found that turbulence modulation depends strongly
on the particle response time. Further investigations by Boivin et al. [77], El-
ghobashi & Truesdell [118, 119], Druzhinin & Elghobashi [120] as well as Ferrante
& Elghobashi [121] have shown that particles of sizes below the Kolmogorov length
scale increase the decay of turbulent kinetic energy.
In the present work, the behavior of a large number of randomly distributed
particles in decaying isotropic turbulence in a cubic domain with periodic bound-
ary conditions has been analyzed by means of DNS of the turbulent flow field and
Lagrangian tracking of the particles. Two-way momentum coupling between the
particles and the carrier flow is taken into account. A comparison to reference re-
sults is applied in order to validate the two-way momentum coupling performance
of the Lagrangian solver PLaS. The dispersed phase volume fractions occurring in
the present numerical simulations do not significantly exceed 훼푑 = 10
−3, so that ac-
cording to [40], the two-phase mixture is dilute enough to neglect four-way coupling
effects like inter-particle collisions (see Section 2.6). A previous study of this work
has been carried out in [122].
In the following, we first compare the isotropic turbulence flow field statistics
obtained from DNS simulations of the single-phase Navier-Stokes equations to ref-
erence results, before analyzing and discussing particle-turbulence interaction.
3.3.1 Single-phase isotropic turbulence
Isotropic turbulence is characterized by a Reynolds number based on the Taylor
micro scale 휆 as follows:
푅푒휆 =
휆푢푡표푡
휈푐
, (3.9)
휆 =
√
15휈푐푢2푡표푡
휀
, (3.10)
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where 푢푡표푡 is a measure of the total velocity in the domain and can be computed
from the total kinetic energy 푞2 as follows:
푢푡표푡 =
√
2
3
푞2 . (3.11)
The kinetic energy 푞2 and the dissipation rate 휀 are obtained from the energy
spectrum 퐸(푘):
푞2 =
∞∫
0
퐸(푘)푑푘 , (3.12)
휀 = 2휈푐
∞∫
0
푘2퐸(푘)푑푘 . (3.13)
The integral length scale Λ of turbulence and the Kolmogorov length scale 휂 are
given by the following relations:
Λ =
휋
2푢2푡표푡
∞∫
0
퐸(푘)
푘
푑푘 , (3.14)
휂 =
(
휈3푐
휀
)1/4
, (3.15)
while the relevant time scales based on the Kolmogorov length 휂, the Taylor micro
length-scale 휆 and the integral length scale Λ are denoted as follows:
휏푘 =
(휈푐
휀
)1/2
, (3.16)
휏휆 =
(
휆2
휀
)1/3
, (3.17)
휏Λ =
Λ
푢푡표푡
. (3.18)
The above time scales are referred to as Kolmogorov time scale 휏푘, Taylor time
scale 휏휆 and large eddy turnover time 휏Λ. Furthermore, we define an Eulerian time
scale of turbulence 휏푒 as:
휏푒 =
푞2
휀
. (3.19)
The pseudo-spectral Navier-Stokes solver SFELES, which has been described in
Section 3.1, was used to obtain DNS simulations of decaying isotropic turbulence in a
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cubic domain with with a side length of 퐿 = 2휋 and periodic boundary conditions in
all three space dimensions. All length scales used in this test case are dimensionless
and were normalized by 1푚. The initial velocity and pressure fields for the present
simulations were generated by using a specified energy spectrum, which satisfies
the incompressible Navier-Stokes equations. The input energy spectrum has been
defined by a function of the form:
퐸(푘) = 퐶퐴푘
4푒
−2
(
푘
퐶퐵
)2
. (3.20)
Here, the constants 퐶퐴 and 퐶퐵 were used to characterize the spectrum. The
amplitude is controlled by 퐶퐴, while 퐶퐵 determines the upper extent of the range
where the −5/3 law is enforced. For the computations carried out in the following,
the constants were set to 퐶퐴 = 1.0 and 퐶퐵 = 1.0. Figure 3.12 shows a typical initial
velocity vector and pressure field as well as pressure iso-contours for this test case,
giving an idea about the characteristic length scales involved. The simulations were
performed on a grid consisting of 643 points equally distributed along the 푥-, 푦- and
푧-axis, respectively.
(a) Velocity vector and pressure field (b) Pressure iso-contours
Figure 3.12: Characteristic initial velocity vector and pressure field for the isotropic
turbulence decay test case [123].
Starting from the flow field generated according to the initial energy spectrum, the
flow solver was run to let the turbulence decay, while statistics of the flow variables
were taken. Since there is no turbulence production mechanism in isotropic turbu-
lence, the kinetic energy and dissipation rate decrease and the turbulent time and
length scales increase with time. The flow was decaying until it became independent
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of its initial conditions. The velocity field was amplified after every few iterations in
order to maintain a constant Reynolds number 푅푒휆. The moment when a suitable,
divergence-free flow field has established defines the particle release time 푡 = 0, from
where on the velocity field was not amplified any longer.
Figure 3.13 shows a comparison of single-phase results obtained from a SFELES
simulation to results of a spectral DNS code in terms of the decay of turbulent ki-
netic energy over time [123]. In both cases, the initial kinetic energy at 푡 = 0 was
푞20 = 0.32푚
2/푠2. The results show an almost perfect agreement, which means that
the decay of isotropic turbulence is accurately simulated.
Figure 3.13: Kinetic energy decay for isotropic turbulence with 푅푒휆,0 = 32, 휈푐 =
0.02푚2/푠 and 푞20 = 0.32푚
2/푠2 compared to spectral DNS data [123].
3.3.2 Particle-turbulence interaction
The particle-turbulence simulations were started from the initial fluid flow conditions
stated in Section 3.3.1. The initial parameters of the carrier fluid flow, including
all relevant length and time scales, are summarized in Table 3.2. At the initial
time 푡 = 0, a number of 105 randomly placed particles were released into the flow
at random positions in the cubic domain. Their trajectories were tracked by the
Lagrangian solver PLaS. The mass loading 훽푑 of the particles can be defined as a
function of the dispersed phase volume fraction 훼푑 and the density ratio between
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the phases:
훽푑 = 훼푑
휌푑
휌푐
. (3.21)
In the present study, the mass loading has been varied between 훽푑 = 0 (which
corresponds to fluid flow without particles) and 훽푑 = 1. Turbulence modulation due
to two-way interaction between the particles and the flow has been studied. The
density 휌푑 and the response time 휏푑 of the particles were varied in order to adjust
the mass loading. This study was preliminary carried out in [122] and compares to
similar investigations published in [17, 77, 119].
Quantity Symbol Unit Value
Fluid density 휌푐 [푘푔/푚
3] 1.0
Fluid viscosity 휈푐 [푚
2/푠] 0.003
Turbulent kinetic energy 푞2 [푚2/푠2] 0.33
Dissipation rate 휀 [푚2/푠3] 0.064
Reynolds number 푅푒휆 [−] 62.0
Integral length scale Λ [−] 2.29
Taylor micro-scale 휆 [−] 0.39
Kolmogorov length scale 휂 [−] 0.025
Eulerian time scale 휏푒 [푠] 5.17
Large eddy turnover time 휏Λ [푠] 4.86
Taylor time scale 휏휆 [푠] 1.34
Kolmogorov time scale 휏푘 [푠] 0.22
Table 3.2: Flow parameters, length and time scales of the initial field. All length
scales are normalized by 1푚.
Due to computational limitations, a larger number of simulated particles than 105
could not be used in the present simulations. In order to compare the obtained re-
sults to other studies published in nowadays literature, particles of larger sizes than
in the reference studies were used to obtain comparable volume fractions and mass
loadings. In the investigations of Boivin et al. [77], 9⋅105 particles have been used.
Recent studies like the one published by Ferrante & Elghobashi [121] use up to 8⋅107
particles. In these cases, much smaller particle sizes have been imposed to obtain
the same volume fractions and mass loadings as in the present work. However, all
particles in the present simulations were smaller than the Kolmogorov length scale
(푑 < 휂) in order to ensure that two-way momentum coupling can be accurately
predicted on the small scales of the flow.
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Turbulence statistics for all test runs were taken for a period of 푡 = 20푠, which is
approximately equal to four large eddy turnover times 휏Λ. Two different configura-
tions have been defined to analyze the effect of the particle mass loading 훽푑 on the
decaying turbulent flow field. In the first configuration (cases 1 to 4), the particle
density 휌푑 has been varied, while in the second configuration (cases 5 to 8), the
particle response time 휏푑 has been varied. Case 0 denotes isotropic turbulent decay
without the influence of particles (i.e. 훽푑 = 0), as described in Section 3.3.1.
Quantity Unit Case 1 Case 2 Case 3 Case 4
휌푑 [푘푔/푚
3] 5475 1370 610 345
휏푑 [푠] 3.65 3.65 3.65 3.65
푑 [−] 0.006 0.012 0.018 0.024
훼푑 [−] 4.57⋅10−5 3.65⋅10−4 1.23⋅10−3 2.92⋅10−3
훽푑 [−] 0.25 0.5 0.75 1.0
푑/휂0 [−] 0.24 0.48 0.72 0.96
푑/Λ0 [−] 2.62⋅10−3 5.24⋅10−3 7.86⋅10−3 1.05⋅10−2
휏푑/휏푘,0 [−] 16.59 16.59 16.59 16.59
휏푑/휏Λ,0 [−] 0.75 0.75 0.75 0.75
Table 3.3: Particle properties for the varying particle density case (Configuration I).
Quantity Unit Case 5 Case 6 Case 7 Case 8
휌푑 [푘푔/푚
3] 1000 1000 1000 1000
휏푑 [푠] 2.08 3.33 4.34 5.23
푑 [−] 0.0106 0.0134 0.0153 0.0168
훼푑 [−] 2.52⋅10−4 5.09⋅10−4 7.57⋅10−4 1.01⋅10−3
훽푑 [−] 0.25 0.5 0.75 1.0
푑/휂0 [−] 0.424 0.536 0.612 0.672
푑/Λ0 [−] 4.63⋅10−3 5.85⋅10−3 6.68⋅10−3 7.34⋅10−3
휏푑/휏푘,0 [−] 9.45 15.14 19.73 23.77
휏푑/휏Λ,0 [−] 0.43 0.69 0.89 1.08
Table 3.4: Particle properties for the varying particle response time case (Configu-
ration II).
Table 3.3 and Table 3.4 show the particle properties for all test runs in both con-
figurations. In order to compare the particle length and time scales 푑 and 휏푑 with
the according scales of both ends of the turbulence spectrum, the particle diameter
is non-dimensionalized by both the Kolmogorov length scale 휂 as well as the integral
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length scale of turbulence Λ. The particle response time 휏푑 has accordingly been
non-dimensionalized by the Kolmogorov time scale 휏푘 and the large eddy turnover
time 휏Λ. We can see that the particle response time is in the order of magnitude of
the large scale fluctuations of the turbulent flow, but an order of magnitude larger
than the small scale fluctuations at the level of the Kolmogorov scale.
(a) Configuration I (b) Configuration II
Figure 3.14: Effect of increasing mass loading 훽푑 on the temporal evolution of the
turbulent kinetic energy 푞2.
In Figure 3.14, the turbulent kinetic energy 푞2 is plotted as a function of time for
all computed test cases. Its decaying character is pointed out as a function of the
particle mass loading 훽푑. The particles increase the decay rate of turbulent kinetic
energy with increasing mass loading for both configurations, a fact that qualitatively
corresponds with the predictions made by Boivin et al. [77], who analyzed particle
mass loadings between 0 and 1 for isotropic turbulence at the same Reynolds num-
ber and comparable turbulence length scales as in the present simulations (see Table
3.5). However, the integral length scale of turbulence in the reference calculation is
about two times smaller, indicating a difference in the energy spectrum. In addi-
tion, all relevant time scales are about four times smaller than in the present study.
This is related to the above mentioned fact that we use less but larger particles.
According to the correlations of Gore & Crowe [50], which are pointed out in Sec-
tion 2.7.1, the particles in the present case are sufficiently small to have a damping
effect on the turbulent flow structures, since the ratio 푑/Λ is far below 0.1 in all cases.
Figure 3.15 shows the temporal development of the dissipation rate 휀 of the tur-
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푞2 휀 Λ 휂 휏푑 휏푒 휏푘
Case [푚2/푠2] [푚2/푠3] [−] [−] [푠] [푠] [푠]
SFELES/PLaS 0.33 0.064 2.29 0.025 2.08 - 5.23 5.17 0.22
Boivin et al. [77] 7.0 5.7 0.92 0.028 0.006 - 0.58 1.23 0.051
Table 3.5: Comparison of characteristic turbulence length and time scales to the
values used in the reference calculations.
(a) Configuration I (b) Configuration II
Figure 3.15: Effect of increasing mass loading 훽푑 on the temporal evolution of the
dissipation rate 휀 of the turbulent kinetic energy.
bulent kinetic energy. It indicates that the presence of the particles increases the
decay of 휀 with increasing mass loading. Thus, an increase of 훽푑 amplifies the decay
of both 푞2 and 휀 for the given turbulence length and time scale configuration at
푅푒휆 = 62, a result that as well agrees with what has been found in [77].
Figure 3.16 shows the temporal development of the particle Reynolds number 푅푒푑,
which has been ensemble averaged at every time step over all particles present in the
simulation. Since the particle Reynolds number is a measure for the relative veloc-
ity between the particles and the flow, this shows how fast the particles align with
the flow over time. By nature, smaller particles (case 1 and 5, respectively) have a
lower relative velocity compared to larger ones. The curves in Figure 3.16 show an
increase in particle Reynolds number in the beginning, when the particles are not
aligned with the flow velocity. After approximately half a large eddy turnover time
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(a) Configuration I (b) Configuration II
Figure 3.16: Effect of increasing mass loading 훽푑 on the temporal evolution of the
particle Reynolds number 푅푒푑.
휏Λ, the particle Reynolds number reaches a peak value before it decays due to the
decreasing turbulence intensity. From this point on, the particles start to align with
the large fluid flow structures. This behavior agrees well with what has been found
out in similar investigations published by Elghobashi & Truesdell [119].
Figure 3.17 shows the temporal evolution of the Kolmogorov length scale 휂 with
increased mass loading for both tested configurations. The value of 휂 increases with
time as it is expected in isotropic turbulence due to the absence of a turbulence
production mechanism [124]. The Kolmogorov length scale grows faster when the
mass loading is increased, which goes along with the increase in dissipation observed.
Figure 3.18 compares the normalized values of kinetic energy 푞2 and dissipation
rate 휀 at time 푡 = 10 as a function of the mass loading 훽푑 to the reference results
presented in [77]. The present results were obtained after 3휏Λ, when the particles
were already aligned with the large turbulent flow structures, and are found to be in
very good qualitative agreement to the reference. For the case of the kinetic energy,
it is observed that the curves follow a relatively steep decay in the low mass loading
region while they flatten out for higher values of 훽푑. According to [40], particles
tend to enhance production of turbulence at very high mass loadings, meaning that
we expect the 푞2-curves to have a minimum at a critical value of 훽푑 above which
turbulent kinetic energy is increased. From a quantitative point of view, the 푞2-
and 휀-profiles obtained in the present simulations have lower values compared to
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(a) Configuration I (b) Configuration II
Figure 3.17: Effect of increasing mass loading 훽푑 on the temporal evolution of the
Kolmogorov length scale 휂.
(a) Configuration I (b) Configuration II
Figure 3.18: Effect of mass loading 훽푑 on the kinetic energy 푞
2 and the dissipation
rate 휀 normalized by their values at 훽푑 = 0, compared to [77].
the results of [77], which results from two facts:
∙ Different values for particle number density and particle size have been applied
compared to the reference study, a circumstance that is due to computational
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limitations.
∙ A different initial energy spectrum compared to the reference computation has
been used, expressed by a different initial kinetic energy 푞20 and dissipation rate
휀0 as well as different turbulence length and time scales.
The obtained simulation results agree quantitatively well with similar investiga-
tions available in literature. Even though the particle properties and the turbulent
energy spectrum differed from the chosen reference computation, the good quanti-
tative agreement is regarded to be reasonable for the validation of the accuracy of
the Lagrangian solver PLaS in terms of predicting two-way momentum interaction
between solid particles and the carrier flow.
3.4 Conclusion
Two numerical studies about the interaction of small particles with turbulent car-
rier flow media have been carried out by means of the Eulerian-Lagrangian modeling
approach. These studies serve to validate the robustness, accuracy and overall per-
formance of the Lagrangian solver PLaS, which has been developed and implemented
in the scope of the present Ph.D. work. All simulations have been carried out by
coupling PLaS to the Navier-Stokes solver SFELES.
For the case of a dilute particle-laden flow in a fully turbulent channel of 푅푒휏 =
154, the phenomenon of particle segregation in the low-speed streaks in the sub-
region of the turbulent boundary layer of the channel has been investigated. Con-
centration profiles of particles near the wall were found to match well with reference
results published in [88] for various particle sizes. All particle parameters have been
chosen such that they match the configuration used in the cited reference. One-way
momentum coupling between the particles and the carrier flow has been taken into
account.
From the instantaneous particle distribution in a streamwise cross-section of the
channel, it is observed that the particles tend to cluster at the top and bottom walls.
The instantaneous distribution of particles in the 푦+ = 3 plane of the channel shows
preferential particle accumulation in the low-speed streaks of the viscous sub-layer.
This behavior qualitatively agrees well with what has been found in various exper-
imental and numerical studies. To quantify the effect of the Stokes number on the
particle accumulation, successive simulations were performed with a varying Stokes
number. The tendency of wall accumulation is more pronounced for large particles
than for small ones. The particle concentration near the wall rises with increasing
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Stokes number. The obtained particle concentration profiles have good quantitative
agreement with the cited reference.
For the case of two-way momentum interaction between small particles and tur-
bulent flow, the behavior of a large number of randomly distributed particles in
decaying isotropic turbulence of 푅푒휆 = 62 in a cubic domain with periodic bound-
ary conditions has been analyzed by means of DNS of the turbulent flow field and
Lagrangian tracking of the particles. The impact of the particles on the decay of the
turbulent kinetic energy and its dissipation rate for varying particle mass loading
(ranging from 훽푑 = 0 to 훽푑 = 1) has been found to be in good agreement with
reference results published in [77]. Two-way momentum coupling between the par-
ticles and the carrier flow is taken into account. All particles were smaller than the
Kolmogorov length scale of the turbulent flow.
From turbulence statistics taken over a period of four large eddy turnover times,
it is observed that an increase of the particle mass loading amplifies the decay of
both the turbulent kinetic energy and its dissipation rate for the given turbulence
length and time scale configuration. The obtained results agree quantitatively well
with the cited reference. After approximately half a large eddy turnover time, the
particles start to align with the large fluid flow structures.
The results obtained for particle-laden two-phase flow simulations with the La-
grangian solver PLaS can be regarded as a reasonable basis to validate the perfor-
mance of the Lagrangian solver PLaS in terms of predicting one-way and two-way
momentum interaction between solid particles and a turbulent carrier flow.
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Simulation of bubbly two-phase flow
Bubbly flows occur in a variety of processes in the chemical, electrochemical and
nuclear industry. The bubbles involved in these processes can be generated by injec-
tion into the flow, by cavitation as well as by chemical or electrochemical reactions.
Chemical reactions cause bubbles to grow and detach from surfaces, i.e. in etch-
ing processes. In electrochemical processes, bubbles emerge from electrode surfaces,
e.g. in hydrolysis of water, the production of chloride or as a side-reaction in metal
plating. In many of these processes, bubble columns play an important role. Such
columns occur due to a large number of bubbles generated in the same location over
a certain time and their buoyant rise induced by the density difference between the
two phases. Understanding the fundamental physical principles of such a process
benefits from advances in experimental bubble measurement devices as well as in-
creasingly adequate numerical simulations.
In the following, the hydrodynamics of air-liquid two-phase flows in bubble columns
is simulated. Two numerical test cases were chosen in the scope of modeling gas-
liquid bubble columns. In order to study the unsteady flow phenomena inside a
bubble column, a numerical study of gas injection into an initially quiescent fluid
in a rectangular tank has been performed (see Section 4.3), while the bubble plume
formation in the flow field of a rotating electrochemical reactor has been simulated
in order to gain fundamental understanding about two-phase flow in a complex elec-
trochemical application (see Section 4.4).
To simulate the bubbly two-phase flow, the Lagrangian solver PLaS has been
coupled to the Finite Element Navier-Stokes solver Morpheus, which is described
in Section 4.2. The equations of motion for a set of bubbles are computed by
PLaS (see Section 2.9), while Morpheus solves the Navier-Stokes equations in the
computational domain.
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4.1 Properties of bubbles
A bubble is a closed gas-liquid phase interface, where the gaseous phase is located
in the interior and surrounded by the liquid phase. The pressure inside the bubble
is a function of the surface tension 휎 and the bubble diameter 푑:
푝 = 푝0 +
4휎
푑
, (4.1)
where 푝0 is the pressure in the liquid surrounding the bubble.
Figure 4.1: Bubble shapes in unhindered gravitational rise through liquids depend-
ing on Eo¨tvo¨s, Reynolds and Morton numbers [15].
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In the scope of this thesis, we generally assume all bubbles to be of spherical
shape as well as non-deformable. A bubble can be approximated by a sphere if
its interfacial tension or viscous forces are large compared to its inertia forces. For
bubbles rising due to buoyancy, the Eo¨tvo¨s and Morton numbers can be determined
as criteria of the bubble shape:
퐸표 =
Δ휌푑2푔
휎
, (4.2)
푀표 =
푔휇4푐
휌푐휎3
, (4.3)
where 푔 = 9.81푚/푠2 the gravitational acceleration. Figure 4.1 shows a classifica-
tion of bubble shapes in function of the Eo¨tvo¨s number 퐸표, the Morton number푀표
and the bubble Reynolds number 푅푒푑 according to [15]. The sphericity assumption
of bubbles is thus valid if both 퐸표 and 푅푒푑 are of the order of 10 or lower.
Figure 4.2: Terminal rise velocity of air bubbles in water at 20∘C [15].
When a bubble is rising in a surrounding liquid due to buoyancy, it will be ac-
celerated until it reaches its terminal rise velocity 푣⃗푇 . Figure 4.2 shows a collection
of experimental results for terminal velocities in air-water systems. For low bubble
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diameters and Eo¨tvo¨s numbers, a linear relation between 푑 and 푣⃗푇 can be derived
by balancing buoyancy and drag effects on the bubble:
푣⃗푇 =
푔⃗푑2
12휈푐
. (4.4)
This relation is valid for bubble diameters up to a critical value of approximately
푑 = 1푚푚 (spherical regime). Above this limit, the terminal velocity of the bubble is
no longer proportional to the bubble size, since its drag coefficient 퐶퐷 is increasing
dramatically (ellipsoidal regime). Thus, the terminal velocity reaches an upper
limit. The following relation for 푣⃗푇 can be applied in the ellipsoidal regime above
the critical size for air bubbles rising in purified water:
푣⃗푇 =
√
2.14휎
휌푐푑
+ 0.505푔⃗푑 . (4.5)
For contaminated liquids, the terminal velocity curve is flatter in the ellipsoidal
regime, because the drag coefficient curve has a different profile than for the purified
liquid case (see Figure 2.5). However, for small bubbles of diameters below 1푚푚
the linear relation (4.4) holds for both pure and contaminated carrier liquid.
4.2 Carrier flow simulation
For the carrier phase flow simulations, the incompressible Navier-Stokes solver Mor-
pheus has been used. It discretizes the incompressible Navier-Stokes equations in a
second order accurate manner in space by means of a 3D Petrov-Galerkin stabilized
Finite Element method using linear tetrahedral (T1) elements, in which the discrete
solution of the governing equations is represented as:
푈⃗(푡, 푥⃗) =
∑
푗
푈⃗푗(푡)푁푗(푥⃗) , (4.6)
where 푈⃗ = (푝, 푢⃗)푇 is the vector consisting the set of dependent variables and 푁푗
is the linear T1 basis function, which is equal to 1 in any node 푗 in the element and
0 in the neighbouring nodes:
푁푗(푥⃗푖) = 훿푖푗 . (4.7)
The discretized equations are multiplied by a set of test functions 휔푖 and inte-
grated over the computational domain. The result is set to zero to minimize the
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residual 푅⃗ of the equation system. This leads to the weighted residual Finite Ele-
ment formulation of the discretized governing equations:
∫
Ω
휔푖(푥⃗)푅⃗(푡, 푥⃗)푑Ω = 0 . (4.8)
The Galerkin approach sets the basis functions equal to the test functions:
휔푖(푥⃗) = 푁푖(푥⃗) . (4.9)
It is well known that for linear Finite Elements, the Galerkin approach suffers
from oscillative behavior when applied to the Navier-Stokes equations, unless ap-
propriate stabilization terms are introduced. For this reason, the PSPG dissipation
is used to avoid spurious pressure oscillations that are encountered when using equal
order pressure and velocity discretization, while the SUPG dissipation is applied to
eliminate convective instabilities [69, 82]. The discretized and stabilized governing
equations thus can be written as follows:
∫
Ω
푁푖푅⃗푐푑Ω +
∫
Ω
휏푃푆∇푁푖 ⋅ 푅⃗푚푑Ω = 0 , (4.10)
∫
Ω
푁푖푅⃗푚푑Ω +
∫
Ω
휏푆푈 푢⃗ ⋅ ∇푁푖푅⃗푚푑Ω = 0 , (4.11)
where 푅⃗푐 and 푅⃗푚 are the residuals of the continuity and momentum equations,
respectively, and 휏푃푆 and 휏푆푈 are the PSPG and SUPG time scales.
The time integration scheme of Morpheus follows the fully coupled approach doc-
umented in [69]. The convective velocity is extrapolated from the values of past
time steps to a value at time step 푛+ 1/2 before spatial discretization is applied:
푢⃗푛+1/2 = 퐶0푢⃗
푛 + 퐶1푢⃗
푛−1 + 퐶2푢⃗
푛−2 + 퐶3푢⃗
푛−3 . (4.12)
This procedure offers an elegant way to treat the non-linear convection term and
allows to perform time-accurate simulations with no linear time step restriction
and without Newton-like inner iterations. This time integration scheme can be
formulated for any order of accuracy by choosing appropriate coefficients 퐶푖. Second
order accuracy is given for the following configuration:
퐶0 = 1.5 , 퐶1 = −0.5 , 퐶2 = 0 , 퐶3 = 0 . (4.13)
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4.3 Study of the hydrodynamics in a bubble column
A bubble column is a tank which is used for a process wherein gas and liquid are
mixed and which is supplied with a gas rising from its bottom at a certain mass flow
rate 푚˙. The gas is agitating in the fluid in the form of dispersed bubbles. A bubble
plume is generated and rises towards the top of the column due to buoyancy.
Gas-liquid bubble columns occur in a wide range of processes in the biological
and chemical industry. However, full physical understanding of time-dependent
phenomena concerning the hydrodynamics of bubble columns is not accomplished
yet in nowadays fluid dynamics research [60].
Various numerical studies on bubble columns have been performed over the past
decades. Torvik & Svendsen [125], Sokolichin & Eigenberger [126] as well as Pan &
Dudukovic [127] used the two-fluid approach to validate experimental bubble col-
umn measurements on a numerical basis. The two-fluid model is known to suffer
from various disadvantages, the most crucial of them being that the assumption of a
constant bubble size does not allow to take into account size distributions. Further-
more, bubble-liquid and bubble-bubble interaction as well as mass transfer effects
or bubble coalescence cannot be modeled on small scales. To overcome these dis-
advantages, the Eulerian-Lagrangian method is known to be a suitable and widely
used technique to simulate bubble columns, as reported by Lapin & Lu¨bbert [128].
In the recent years, this method has been applied in various numerical studies about
bubble columns. Delnoij et al. [60] investigated the influence of the aspect ratio
of a bubble column on the overall fluid motion in the column. Lain et al. [36, 37]
investigated turbulence effects generated by the bubble source and Darmana et al.
[26] combined a hydrodynamic study including mass transfer and chemical reactions,
leading to a complex multi-physical approach.
In the present study, we model the gas-liquid flow in a square bubble column
including two-way momentum interaction between the carrier fluid flow and the gas
bubbles. The column has a square geometry of side length 퐿푥 = 퐿푦 = 0.15푚 and a
height of 퐿푧 = 0.45푚, thus the aspect ration of the column is 퐿푧/퐿푥 = 3. A simple
sketch of the column rector and the computational grid used for the simulations are
shown in Figure 4.3. The geometry and all flow conditions are in agreement with a
reference study performed by Darmana et al. [26]. The computational grid used for
the present bubble column simulations consists of 73.000 unstructured tetrahedra
with an average cell size of Δ푥 = 0.01푚.
The carrier flow medium in the column is water with a density of 휌푐 = 1000푘푔/푚
3
and a viscosity of 휈푐 = 1.025 ⋅ 10−6푘푔/푚푠. Air bubbles of diameter 푑 = 0.004푚 and
density 휌푑 = 1.2푘푔/푚
3 are injected into the column from a square bottom plate,
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which is located in the center of the square base area and has a side length of
0.0375푚. The injection velocity of the bubbles is 0.0049푚/푠.
Figure 4.3: Sketches of the bubble column geometry and computational grid used
for the present simulations.
Since all bubbles in this test case are of the same diameter, a global Eo¨tvo¨s
number 퐸표 = 2.18 can be calculated. The bubbles present in the simulation were
assumed to be spherical, an assumption which is on the brink of being valid for the
bubble size chosen, but can still considered to be acceptable in our case for bubble
Reynolds numbers up to the order of magnitude of 1000. We neglect the fact that
the bubbles might be slightly wobbling under the present conditions. From Figure
4.2 and equation (4.5), we can furthermore estimate the terminal rise velocity of the
bubbles a priori to be approximately 푣푇,푒푠푡 = 0.17푚/푠, which means that a bubble
will leave the column about 2.25푠 after it is released at the bottom.
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4.3.1 Physical mechanisms in a bubble column
The hydrodynamic phenomena in a bubble column are dominated by the motion of
the bubble plume, which is rising from the bottom of the column to the top surface
under the influence of buoyancy [129, 130, 131]. The bubbles drag carrier fluid with
them and thus set the entire fluid in the column in motion. Vortical flow structures
that continuously change sizes and positions occur in the liquid phase and have a
counter-effect on the bubble plume [126]. It is generally accepted that only three
dimensional simulations can track the essential features of bubble columns in an
accurate manner [60, 132].
On a large scale, the bubble-induced upward flow in the center of the column
causes a downward oriented flow on the sides of the tank, leading to large recir-
culation zone patterns. Whereas the time-averaged gas and liquid flow structures
are regular and symmetric, the instantaneous flow behavior is found to be highly
unstructured and asymmetric, because it is driven at small scales by the motion of
the bubbles. For certain configurations, the bubble plume moves periodically in the
lateral direction [133, 134].
Bubble columns with a rectangular cross-section have been of great interest for
numerical simulations in the past years and various studies have been carried out to
describe their physical mechanisms. It has been found that the characteristic flow
structures of both phases, liquid and gas, depend on operating parameters such as
the gas flow rate, the height and length of the column as well as the location of the
gas-producing inlet on the bottom of the column.
When the bubbles are released into an initially quiescent fluid and the bubble
plume evolves, it is characterized by a mushroom-like shape, which is referred to
as the starting plume. It is characterized by a pressure peak induced by the liquid
pushed away by the rising bubbles. From the sides, liquid is drawn towards the
plume, hence a small recirculation zone develops. A rotating vortex ring is induced
which captures bubbles and generates the mushroom shape of the plume. Its motion
and development depend strongly on the size spectrum of the bubbles involved as
well as on the gas flow rate and the local gas volume fraction.
4.3.2 Two-phase hydrodynamics
The hydrodynamics of the air-water-system described above has been studied over
a time period of 푡 = 120푠. The bubbles were released into the column at mass flow
rates ranging from 0.0241푔/푠 to 0.0844푔/푠. Table 4.1 gives an overview of the config-
urations of the simulated test cases. Here, 푁˙ is the production rate of bubbles and
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푚˙퐺푎푠 is the gas mass flow per second. The values given for the gas volume fraction
훼푡표푡 provide an estimate of the total fraction of gas in the column without respect
to local concentrations. The a posteriori computed values of 훼푚푎푥 correspond to the
highest occurring volume fraction in the core of the bubble plume averaged over the
sampling time. Ensemble averaged values for the bubble rise velocity ⟨푢푏⟩ and time
averages of the induced flow velocity 푢푧 have been taken.
Case 푁˙ [1/푠] 푚˙퐺푎푠[푔/푠] 훼푡표푡 훼푚푎푥 ⟨푢푏⟩[푚/푠] 푢푧[푚/푠] ⟨푢푠⟩[푚/푠]
1 600 0.0241 0.0045 0.2581 0.3230 0.1695 0.1535
2 900 0.0362 0.0067 0.2840 0.3186 0.1328 0.1858
3 1200 0.0482 0.0089 0.3742 0.3312 0.1606 0.1706
4 1500 0.0603 0.0112 0.4257 0.3320 0.1829 0.1491
5 1800 0.0723 0.0134 0.4600 0.3254 0.1950 0.1304
6 2100 0.0844 0.0156 0.4877 0.3302 0.1874 0.1428
Table 4.1: Characteristics of the bubble column test case configurations.
Figure 4.4 and Figure 4.5 show instantaneous snapshots of the gas bubble field
viewed from the side of the reactor and corresponding induced carrier flow velocity
vectors in the 푦 = 0.075푚 plane for test cases 3 and 5 at time steps 푡 = 72푠 and
푡 = 120푠. The first bubbles leave the reactor at 푡 = 1.82푠 after gas injection in case
1 and at 푡 = 1.62 after gas injection in case 6, so that the presented instantaneous
flow fields can be considered as independent of the starting plume.
When comparing the flow fields at the two different time steps, we clearly see the
chaotic motion of the bubble plume and the induced fluid velocity field. The flow
fields can not be correlated to each other. The effect of the increased number den-
sity of bubbles at the higher mass loading (case 5) is clearly visible. The gas mass
flow rate is found to have a strong effect on the induced fluid velocity fluctuations.
With increased gas mass flow, the gas volume fraction in the column increases both
globally and locally. Thus the mass and momentum back-coupling from the bubbles
to the flow become stronger and higher flow velocities are induced.
To compare the results in a quantitative manner, we define a temporal velocity
mean 푢 and a velocity fluctuation 푢′ from 푁 samples in time as follows:
푢 =
1
푁
푁∑
푖=0
푢푖 (4.14)
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(a) 푡 = 72푠 (b) 푡 = 120푠
Figure 4.4: Instantaneous bubble positions and the corresponding carrier velocity
field in the 푦 = 0.075푚 plane for 푚˙퐺푎푠 = 0.0482푔/푠 (Case 3).
푢′ =
1
푁
√√√⎷ 푁∑
푖=0
(푢푖 − 푢)2 . (4.15)
Figure 4.6 shows the time variation of the induced upward velocity 푢푧 at 푥 =
푦 = 0.075푚 and 푧 = 0.252푚 for two different mass flow rates (test cases 1 and 6).
For both cases, we can clearly see the unsteady behavior of the fluid flow due to
the bubble plume. In case of increasing mass loading, the peak fluctuations 푢′푧 are
higher, while the mean fluid flow 푢푧 does not change significantly (see Table 4.1).
The average slip velocity ⟨푢푠⟩ between the phases is defined as
⟨푢푠⟩ = ⟨푢푏⟩ − 푢푧 , (4.16)
and is found to be matching well with the a priori estimated value of 푣푇,푒푠푡 =
0.17푚/푠.
Figure 4.7 shows the fluctuating behavior of the horizontal velocity component 푢푥
at the same sample coordinates as for 푢푧. The mean lateral flow is zero as expected,
82
4.3 Study of the hydrodynamics in a bubble column
(a) 푡 = 72푠 (b) 푡 = 120푠
Figure 4.5: Instantaneous bubble positions and the corresponding carrier velocity
field in the 푦 = 0.075푚 plane for 푚˙퐺푎푠 = 0.0723푔/푠 (Case 5).
since the unsteady bubble plume is randomly changing direction.
From Figure 4.6 and Figure 4.7 we see that the velocity fluctuations are stronger
in the case of higher gas mas flow. To illustrate this observation quantitatively,
Figure 4.8 shows the increase of 푢′푥 and 푢
′
푧 with respect to the gas mass flow 푚˙퐺푎푠.
Both curves have an almost linear behavior, so that it seems possible to predict the
magnitude of both vertical and horizontal velocity fluctuations for given gas flow
rates. Further studies with varying bubble diameter and injection velocity will give
a more global understanding of this phenomenon.
It is observed that a stable mean flow profile establishes, where the carrier flow
is dragged upwards by the bubbles in the center of the column, while it flows back
downwards at the sides. In the following, we compare results for the mean and
fluctuating components of the bubble-induced carrier flow velocity to reference data
coming from PIV measurements of Deen et al. [26, 135].
Statistics according to equations (4.14) and (4.15) were taken between 푡 = 20푠
and 푡 = 120푠 in order to start the sampling from a fully established two-phase flow
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(a) 푚˙ = 0.0241푔/푠 (Case 1) (b) 푚˙ = 0.0844푔/푠 (Case 6)
Figure 4.6: Time variation of the induced vertical velocity 푢푧 at 푥 = 푦 = 0.075푚
and 푧 = 0.252푚 for minimum and maximum mass flow rate values.
(a) 푚˙ = 0.0241푔/푠 (Case 1) (b) 푚˙ = 0.0844푔/푠 (Case 6)
Figure 4.7: Time variation of the horizontal velocity 푢푥 at 푥 = 푦 = 0.075푚 and
푧 = 0.252푚 for minimum and maximum mass flow rate values.
field and to drop out the effect of the starting plume. Horizontal velocity profiles
were taken along the 푥-axis of the column at 푦 = 0.075푚 and 푧 = 0.252푚, which is
in agreement with the reference.
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Figure 4.8: Fluctuating velocity components 푢′푥 and 푢
′
푧 as a function of the gas mass
flow 푚˙퐺푎푠.
Figure 4.9: Comparison of numerical results for the liquid average vertical velocity
푢푧(푥) at 푦 = 0.075푚 and 푧 = 0.252푚 with PIV measurements [135].
Figure 4.9 shows a comparison between the obtained numerical results and the
PIV measurements published in [135] in terms of the averaged vertical velocity 푢푧(푥)
of the carrier phase, which is induced by the bubble plume rising in the column. The
computed profiles for different gas flow rates (cases 2, 4 and 6) stress that the aver-
age velocity profile is independent of 푚˙. The present results are found to match very
85
Chapter 4 Simulation of bubbly two-phase flow
(a) Vertical fluctuation (b) Horizontal fluctuation
Figure 4.10: Comparison of numerical results for the liquid vertical and horizontal
velocity fluctuations 푢′푧(푥) and 푢
′
푥(푥) at 푦 = 0.075푚 and 푧 = 0.252푚
with PIV measurements [135].
well with the experimental reference results. Figure 4.10 shows profiles of the liquid
vertical and horizontal velocity fluctuations 푢′푧(푥) and 푢
′
푥(푥) in comparison with the
PIV results for case 6. The gas mass flow rate applied in the reference matches this
configuration best and the numerical and experimental results are found to be in
good agreement.
4.4 Bubbly flow in an IRDE reactor
In the framework of electrochemically generated bubbles, an inverted rotating disk
electrode (IRDE) reactor geometry as proposed by Van Parys et al. [136, 137] has
been studied in terms of hydrodynamic effects of bubbly two-phase flow at different
rotational speeds of the rotating electrode, following a previous study which has
been documented in [138]. The present results have also been documented in [139].
The IRDE reactor configuration develops from the rotating disk electrode (RDE)
reactor, which is known to be an important tool for the elucidation of reaction
mechanisms and the study of the kinetics of electrochemical reactions. Due to the
controlled convection obtained by the rotating electrode, it is possible to distinguish
between mass and charge transport control in surface reactions. The drawback of
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the RDE configuration is that its working electrode is located at the top of the reac-
tor and faces downwards. In case of gas-evolving reactions, the formed gas bubbles
tend to stick to the electrode and shield the active surface in this way. To over-
come this problem, the inverted rotating disk electrode (IRDE) has been proposed
[140, 141, 142]. The main difference between the RDE and the IRDE configuration
is that in the IRDE case, the rotating electrode is placed at the bottom of the cell,
with the electrode surface facing upwards. In this way, the produced gas can freely
rise due to buoyancy and does no longer shield the electrode surface. It has been
shown in [137], that if no bubbles are disturbing the flow, the same analytical equa-
tions of mass and charge transfer as in the classical RDE can be used in the IRDE
configuration.
Figure 4.11: Geometry of the IRDE reactor [136].
Figure 4.11 shows a simple sketch of the IRDE reactor geometry used in the
present study. The reactor consists of a cylindrical vessel of 74푚푚 diameter and
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200푚푚 height with a square water jacket around it to control the temperature of
the electrolyte. The rotating disk electrode is of 4푚푚 diameter and thus it has a
surface of 12.56푚푚2. It consists of a platinum rod embedded in an insulating PVDF
cylinder of 18푚푚 diameter and 30푚푚 height. This cylinder is put into rotation at a
controlled angular velocity 휔푧. A platinum grid counter-electrode and an 퐴푔/퐴푔퐶푙
reference-electrode are located in the liquid electrolyte just below the surface of the
electrolyte at the top in order to close the electric circuit. The presence of both
counter and reference electrode is assumed to have no influence on the flow in the
reactor, therefore they were not included in the test case geometry for the for fluid
flow calculations.
When a potential difference is externally applied between the two electrodes of
the reactor, electrochemical reactions take place on the electrodes, leading to the
generation of small hydrogen bubbles on the surface of the rotating electrode, which
is cathodically polarized. The bubbles grow and detach into the flow. Experiments
performed by Dehaeck [143] indicate that typical bubble sizes lie in the micrometer
regime (푑 < 300휇푚). Due to this observation, we assume all bubbles to be of low
Eo¨tvo¨s number, thus they can be regarded to be non-deformable and of spherical
shape (see Figure 4.1).
The electrolyte used in the experimental reactor consists of 0.1푀 sodium sulfate
(푁푎2푆푂4). Once-distilled and de-mineralized water is used. Sulfuric acid is added
to the solution to adjust the 푝퐻. In the present case, a value of 푝퐻 = 2.5 is imposed.
From correlations pointed out in [144], we can estimate the density and kinematic
viscosity of our solution at 20∘C to be 휌푐 = 1015푘푔/푚
3 and 휈푐 = 1.05 ⋅ 10−6푚2/푠.
These values are slightly higher compared to pure water.
We set aside the electrochemical part of the problem for the time being and focus
on the hydrodynamics of the bubbly flow in the IRDE reactor, which results in a
bubble plume emerging from a rotating disk in a cylindrical tank. The dynamics of
the liquid phase as well as the bubble behavior near the rotating cylinder is studied
numerically for different rotational speeds and validated against experimental data
obtained from optical measurements.
4.4.1 Carrier flow characterization
The carrier flow simulations have been performed by the Navier-Stokes solver Mor-
pheus, which is described in Section 4.2. According to the reactor geometry shown
in Figure 4.11, a three-dimensional grid of 145.000 tetrahedral cells has been used
for the simulations. The grid is shown in Figure 4.12. The flow patterns of main
interest are present in the regions around the rotating cylinder, especially in the
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vicinity above the rotating disk electrode. At the side of the cylinder, a boundary
layer with the smallest element being of the size Δ푥 = 10−4푚 was used, while on top
of the cylinder, in the region of the gas-producing electrode, a boundary layer with
a refinement of Δ푥 = 5 ⋅ 10−6푚 was used in order to re-use the grid for future elec-
trochemistry simulations, which require such a high resolution on electrode surfaces.
(a) Full view (b) Cross-cut
Figure 4.12: Computational grid used for the IRDE reactor simulations.
In order to delimit laminar from turbulent flow patterns, a Reynolds number
analysis is performed. The geometry and flow topology of the present case are of
rather complex nature, so that we first decompose the geometry into a combination
of sub-geometries for which a definition of the Reynolds number exists.
Near the outer wall of the reactor, the flow pattern can be ideally regarded as
flow in a rotating cylinder. The Reynolds number for this case is
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푅푒퐶푦푙 =
휔푧푟
2
퐶푦푙
휈푐
, (4.17)
where 푟퐶푦푙 is the radius of the outer cylinder of the reactor and 휔푧 is the angular
velocity of the fluid rotating around the 푧-axis. The critical Reynolds number where
transition from laminar to turbulent flow occurs is 푅푒 = 105 [145].
The flow field in the region above the rotating cylinder can be ideally regarded
as flow over an infinitely large rotating disk. The Reynolds number for this type of
flow can be stated as follows:
푅푒푅퐷 =
1.217푟휔푧훿
휈푐
, (4.18)
where 푟 is the radius from the axis of rotation and 훿 is the displacement thickness
of the fluid boundary layer, which is defined by
훿 =
√
휈푐
휔푧
. (4.19)
To assure unperturbed laminar flow behavior in the vicinity of the electrode sur-
face, the Reynolds number must be below a critical value of 푅푒푅퐷 = 332, which has
been proposed by Kobayashi et al. [146].
In the present study, the IRDE reactor operates at rotational speeds which are
low enough to ensure laminar flow both in the outer part of the cylinder reactor
as well as over the whole surface of the rotating disk. Thus, we do not take into
account transition and turbulence phenomena in the present study. Table 4.2 gives
an overview of all relevant variables used the Reynolds number analysis for various
rotational speeds.
Case 휔푧 [푟푎푑/푠] 훿 [휇푚] 훿ℎ [휇푚] 푅푒퐶푦푙 푅푒푅퐷
0푟푝푚 0.0 - - - -
100푟푝푚 10.5 314 1129 2215 32.4
250푟푝푚 26.2 198 714 5540 51.3
500푟푝푚 52.4 140 505 11080 72.5
1000푟푝푚 104.7 99 357 22150 102.5
Table 4.2: Reynolds number analysis for the numerical IRDE reactor tests at various
rotational speeds 휔푧.
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Figure 4.13: Schematic sketch of the velocity flow field in the vicinity of a rotating
disk [147].
Figure 4.13 shows a schematic sketch of the velocity flow field near the rotating
disk electrode, indicating the flow patterns and the velocity components in radial,
swirl and axial direction, 푢푟, 푢휃 and 푢푧, respectively [147]. The hydrodynamic
boundary layer thickness 훿ℎ for a rotating disk is defined as [148]:
훿ℎ = 3.6훿 = 3.6
√
휈푐
휔푧
. (4.20)
The flow profile in the laminar boundary layer (푧 < 훿ℎ) over a rotating disk can
be compared to an analytical solution for an infinitely large rotating disk. The flow
above a rotating disk with infinite radial and axial dimensions was first described
analytically by Von Karman [149], who stated that the radial, swirl and axial flow
velocity components can be described in function of a dimensionless distance variable
훾 as follows:
푢푟 = −푟휔푧 ⋅ 퐹 (훾) , (4.21)
푢휃 = 푟휔푧 ⋅퐺(훾) , (4.22)
푢푧 = −√휔푧휈푐 ⋅퐻(훾) , (4.23)
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where
훾 =
푧
훿
. (4.24)
Later, Cochran [150] proposed power series solutions for 퐹 (훾), 퐺(훾) and 퐻(훾) in
the vicinity close to the rotating disk (훾 → 0) as follows:
퐹 (훾) = 퐶푎훾 +
1
2
훾2 +
퐶푏
3
훾3 + ⋅ ⋅ ⋅ , (4.25)
퐺(훾) = 1 + 퐶푏훾 − 퐶푎
3
훾3 + ⋅ ⋅ ⋅ , (4.26)
퐻(훾) = 퐶푎훾
2 +
1
3
훾3 +
퐶푏
6
훾4 + ⋅ ⋅ ⋅ , (4.27)
where
퐶푎 = −0.51 and 퐶푏 = −0.616 . (4.28)
In the following, we analyze the flow close to the rotating disk. Therefore we
compare time averaged flow profiles 푢∗푟(훾), 푢
∗
휃(훾) and 푢
∗
푧(훾) obtained from the sim-
ulations to the values predicted by the analytical solution according to equations
(4.25), (4.26) and (4.27) above. The velocity components have been normalized by
푢∗푟 =
푢푟
푟휔푧
, 푢∗휃 =
푢휃
푟휔푧
, 푢∗푧 =
푢푧√
휔푧휈푐
. (4.29)
Figure 4.14 shows profiles for the radial velocity 푢∗푟 in function of the dimensionless
height 훾. Up to a value of 훾 = 0.6, the agreement of the profiles with the analytical
solution is almost perfect for the 100푟푝푚 case, while there is a slight divergence for
the 1000푟푝푚 case. At 훾 = 1, which represents the displacement thickness 훿 of the
boundary layer, the curves are within 5% error (100푟푝푚) and 12% error (1000푟푝푚),
respectively. Above 훾 = 1, the three-term power series equation (4.25) is found to
become invalid, a fact that has also been documented in [151]. However, the ana-
lytical solution is strictly valid only for an infinitely large rotating disk, while in the
present case the disk is of finite lateral extent.
Swirl velocity profiles 푢∗휃(훾) are shown in Figure 4.15. Again, the power series
analytical solution (4.26) is only valid below 훾 = 1. In the range close to the disk,
within the displacement thickness 훿 of the fluid boundary layer, the velocity profiles
are in very good agreement and within 4% error (100푟푝푚) and 10% error (1000푟푝푚),
respectively. The calculated profiles are slightly under-preducted with respect to the
analytical solution. The slope ∂푢∗휃/∂훾 is predicted accurately.
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(a) 0 < 훾 < 4 (b) 0 < 훾 < 0.8
Figure 4.14: Mean radial velocity component profiles 푢∗푟(훾) and comparison to the
analytical solution proposed in [150].
(a) 0 < 훾 < 4 (b) 0 < 훾 < 0.8
Figure 4.15: Mean swirl velocity component profiles 푢∗휃(훾) and comparison to the
analytical solution proposed in [150].
Figure 4.16 compares the computed axial velocity component profiles 푢∗푧(훾). This
velocity component shows the best agreement between computed and analytical so-
lution (4.27). The computed profiles match the analytical solution almost exactly
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(a) 0 < 훾 < 4 (b) 0 < 훾 < 0.8
Figure 4.16: Mean axial velocity component profiles 푢∗푧(훾) and comparison to the
analytical solution proposed in [150].
in the region close to the electrode up to 훾 = 1, the error is below 1.5% in this case
for both rotational speeds, thus the perfect agreement in terms of axial velocity is
found to be independent of 휔푧.
As a conclusion on the characterization of the electrolyte flow in the vicinity of
the rotating electrode, we can say that up to 훾 = 1, an almost perfect agreement
between the obtained velocity profiles and the analytical solution is reached. This
agrees well with the results of Mandin [151], who carried out a similar hydrodynamic
study in an RDE reactor. The inversion of the geometry in the IRDE case has thus
no influence on the fluid flow patterns in the vicinity of the gas-producing electrode.
Case 푢푧,∞ [푚/푠] 푢푧,푚푎푥 [푚/푠] 푢푧,푚푎푥/푢푧,∞ 푢푧,푚푎푥/휔푧 [푚/푟푎푑]
100푟푝푚 -0.0029 -0.0085 2.93 -8.11⋅10−4
250푟푝푚 -0.0046 -0.0207 4.50 -7.91⋅10−4
500푟푝푚 -0.0065 -0.0422 6.49 -8.06⋅10−4
1000푟푝푚 -0.0092 -0.0765 8.31 -7.31⋅10−4
Table 4.3: Analytical values of the rotation-induced downflow velocity for an in-
finitely large rotating disk compared to the present, wall-bounded case.
In Figure 4.17, Figure 4.18, Figure 4.19 and Figure 4.20, instantaneous contour
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(a) 푢푟 (b) 푢휃 (c) 푢푧
Figure 4.17: Mean axial (푢푧), radial (푢푟) and swirl (푢휃) velocity contour plots for
the IRDE reactor at 100푟푝푚 .
plots of the radial, swirl and axial velocity components of the flow in the IRDE
reactor are presented for all rotational speeds investigated. The laminar flow in the
reactor is found to develop to a quasi-steady state, thus marginal derivations from
a perfectly symmetric profile are present in the contour plots.
The flow patterns in the IRDE reactor can be divided into two characteristic
regions, namely the lower part of the reactor adjacent to the rotating cylinder
(푧 < 0.03푚) and the upper part of the reactor (푧 > 0.03푚). While the flow in
the lower part is mainly consisting of circulation patterns due to the rotation of the
inner cylinder, the downflow motion of the fluid due to the rotation-induced suction
is dominant in the upper part.
The axial flow velocity component 푢푧 shows high gradients in the radial direction
(∂푢푧/∂푟), while the gradients along the axis (∂푢푧/∂푧) are very small, except near
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(a) 푢푟 (b) 푢휃 (c) 푢푧
Figure 4.18: Mean axial (푢푧), radial (푢푟) and swirl (푢휃) velocity contour plots for
the IRDE reactor at 250푟푝푚.
the top and bottom wall. This indicates the large recirculation patterns induced
by the rotation of the cylinder. A downflow motion is induced in the center of the
reactor while fluid is flowing upwards at the sides. For the lowest rotational speed,
the recirculation does not propagate to the top of the reactor due to diffusive effects.
With increasing 휔푧, the advective behavior becomes dominant and the recirculation
zone covers the whole tank.
The axial downflow velocity in the reactor reaches maximum values 푢푧,푚푎푥 at a
certain height ℎ푧 in the centerline above the rotating cylinder. The value of ℎ푧
shifts upwards for increasing rotational speed. For the case of an infinitively large
rotating disk (see Figure 4.13), the downflow velocity tends asymptotically to a
constant value 푢푧,∞ far away from the disk [149, 150]:
푢푧,∞ = −0.866√휔푧휈푐 . (4.30)
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(a) 푢푟 (b) 푢휃 (c) 푢푧
Figure 4.19: Mean axial (푢푧), radial (푢푟) and swirl (푢휃) velocity contour plots for
the IRDE reactor at 500푟푝푚.
In the present case, the peak downflow velocity 푢푧,푚푎푥 is larger than the value
predicted by (4.30), as denoted in Table 4.3. This deviation from the analytically
computed value can be explained by the wall-boundedness of the flow domain and
the according recirculation patterns in the reactor, which amplify the flow in the
center of the reactor with respect to the infinite disk case. The maximum downflow
velocity 푢푧,푚푎푥 is found to be proportional to the rotational speed 휔푧.
The radial velocity 푢푟 reaches its peak value close to the rotating cylinder, while
far from walls, the values of 푢푟 are very low. Large gradients in axial direction
(∂푢푟/∂푧) appear near the rotating disk and close to the top of the reactor. These
gradients are more distinct for higher rotation speeds and indicate the intensity of
the large recirculation patterns.
The swirl velocity 푢휃 reaches maximum values halfway between the axial center-
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(a) 푢푟 (b) 푢휃 (c) 푢푧
Figure 4.20: Mean axial (푢푧), radial (푢푟) and swirl (푢휃) velocity contour plots for
the IRDE reactor at 1000푟푝푚.
line and the side walls. Its axial gradients (∂푢휃/∂푧) are almost zero in the whole
reactor in all cases, while steep gradients in the radial direction (∂푢휃/∂푟) are occur-
ring.
4.4.2 Experiments on bubble size distribution
In the experiments underlying the present study, size distributions of electrochemi-
cally generated bubbles in the IRDE reactor have been obtained for the non-rotating
case as well as for rotational speeds of 100푟푝푚 and 250푟푝푚, respectively. The mea-
surements have been performed by means of non-intrusive optical imaging tech-
niques:
∙ LMS (Laser Marked Shadowgraphy), which combines backlighting with GPVS
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(Glare Point Velocimetry and Sizing). Backlighting is a technique in which
the bubbles are illuminated by a diffuse light source from the back of the field
of view. The bubbles cast shadows, which are imaged. The size of the shadow
image is representative for the bubble size. Since the distance of the bubble
to the camera is not exactly known, considerable sizing errors may arise. To
overcome these deviations, GPVS is applied, meaning that the bubbles are
additionally illuminated from two sides by a laser sheet that is perpendicularly
positioned to the lens and camera. When the camera is positioned in the focal
plane of the lens, two glare points are visible on the image. They originate
from the reflected and refracted light of the laser sheet on the bubble surface.
Due to the presence of these glare points, the distance between lens and bubble
is exactly known and the bubble size can be accurately determined [143, 152].
∙ ILIDS (Interferometric Laser Imaging for Droplet Sizing), which uses the same
set up as GPVS with the camera being placed out-of-focus. In this case, the
glare points morph into circular shapes determined by the aperture of the lens.
If the camera is place sufficiently out-of-focus the two circles overlap and create
an interference pattern. The frequency of this interference pattern can be
recorded by a camera and is proportional to the bubble size [143, 153, 154, 155].
Figure 4.21 shows the principles of the measurement techniques described above.
Both techniques are complimentary. ILIDS is best suited to scan a large field of view
containing only some microscopic bubbles, whereas LMS gives better results with
higher gas volume fractions but only over a relatively small field of view. Therefore
both techniques were used to obtain bubble size distributions.
In the experimental investigations carried out, 퐻2 gas production in a 푁푎2푆푂4
electrolyte with 푝퐻 = 2.5 is studied. Hydrogen bubbles were generated electro-
chemically by applying a potential difference of −1.8푉 versus NHE between the two
electrodes of the IRDE reactor. The following hydrogen-producing reaction takes
place on the cathodically polarized cylinder electrode, where hydrogen protons (퐻+)
are reduced:
2퐻+ + 2푒− → 퐻2 . (4.31)
The hydrogen protons are produced in an oxygen-producing reaction on the anod-
ically polarized electrode on top of the reactor, where water molecules are oxidized:
2퐻2푂 → 푂2 + 4퐻+ + 4푒− . (4.32)
In the present work, the focus is put on the study of the gas bubbles formed by
the hydrogen reduction reaction, so we set aside the effect of oxygen production
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Figure 4.21: Principles of LMS and ILIDS [143].
at the anode. The 퐻2 produced at the cathode dissolves into the electrolyte on
a molecular level and saturates the region adjacent to the electrode. When the
concentration of gas reaches a certain critical level, the electrode gets supersatu-
rated. Supersaturation enables the formation of gas bubbles at nucleation sites on
the electrode surface. The bubbles grow in size until they reach a critical break-off
diameter. Afterwards, they are released and disperse into the electrolyte. Sources of
nucleation are irregularities of the electrode surfaces, which may contain entrapped
gas. Section 5.3 gives a more detailed description of the underlying phenomena of
surface gas evolution in electrochemical processes.
The experimental investigations show that when hydrogen bubbles are injected
from the rotating electrode into the swirling electrolyte flow, the bubble motion in
the region above the inner cylinder is mainly determined by the ability of the bubbles
to overcome the rotation-induced downflow velocity 푢푧 of the electrolyte near the
disk surface. If a bubble is large enough to overcome the drag of the counter flow by
buoyancy, it rises upwards towards the top of the reactor. Smaller bubbles without
a sufficiently large buoyancy are dragged away from the electrode in radial direction
and transported into the circulation zone in the bottom region of the reactor [138].
To illustrate the bubble behavior macroscopically, Figure 4.22 shows instantaneous
GPVS snapshots of the bubbly flow field in the IRDE reactor near the rotating elec-
trode at a rotational speed of 100푟푝푚. It can be seen that the larger bubbles move
upwards, while the smaller bubbles are dragged to the side. The larger bubbles are
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able to overcome the rotation-induced downflow velocity towards the electrode and
form a rising bubble plume. The shape of the plume does not significantly change
between the two instantaneous snapshots taken at times 푡 = 4푠 and 푡 = 8푠. This
indicates a stable, non-oscillating behavior of the plume at 100푟푝푚.
(a) 푡 = 4푠 (b) 푡 = 8푠
Figure 4.22: GPVS images of hydrogen bubbles released from the rotating electrode
for the 100푟푝푚 case.
(a) 100푟푝푚 (b) 250푟푝푚
Figure 4.23: Backlighting images of hydrogen bubbles released from the rotating
electrode at 푡 = 9푠 after bubble injection.
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Figure 4.24: Positions of the optical windows 푊1 and 푊2 for bubble size measure-
ments in the IRDE reactor.
The backlighting images in Figure 4.23 give a more detailed view on the region
close to the electrode surface, clearly pointing out the size difference between the
bubbles that move to the sides and those which move upwards. The bubbles that
remain in the plume for 250푟푝푚 are apparently larger than for 100푟푝푚, indicating
that the threshold in bubble size to overcome the increasing downflow velocity rises
with the rotational speed.
The mass flux of hydrogen emerging from the rotating electrode surface has been
calculated from the electric current 퐼 at the electrode by Faraday’s law of electrolysis:
푚˙퐻2 =
푀퐻2퐼
푛퐹
= 1.5 ⋅ 10−10푘푔/푠 , (4.33)
where 푀퐻2 = 2.016푔/푚표푙 is the molar mass of 퐻2, 푛 = 2 is the number of hy-
drogen valence ions and 퐹 = 9.649 ⋅ 104퐶/푚표푙 is Faraday’s constant. A constant
electric current has been applied in the experiments, thus the value of the hydrogen
mass flux is fixed for all investigated cases.
Bubble size distributions were measured in two optical windows. Window 푊1 is
located in the region above the electrode and is used to track bubbles in the rising
plume, while window 푊2 is placed at the side of the rotating cylinder and serves to
track the bubbles going to the side by centripetal forces. The window configuration
is illustrated in Figure 4.24. Both optical windows are of width 푙푊 = 18푚푚 and
height ℎ푊 = 12푚푚 and focus in the plane of symmetry of the IRDE reactor. The
focal thickness of the windows is 훿푊 = 1푚푚.
To obtain a bubble diameter spectrum for the non-rotating reactor case (0푟푝푚),
rising bubbles have been tracked for a time of 29푠 through the optical window 푊1.
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In absence of rotational movement, all generated bubbles move upwards through
this window and no bubbles move sidewards, thus the size distribution obtained by
the optical measurements corresponds to the distribution of bubbles generated at
the electrode.
4.4.3 Comments on the measurement uncertainty
Regarding the measurement uncertainty of the optical techniques used in the exper-
iments to obtain the bubble diameter distributions (LMS and ILIDS), we first have
to identify the measurement parameters on which the measured diameter depends.
For the case of LMS, Dehaeck states in [143] that the measured bubble diameter
for a spherical bubble with both glare points present can be inferred from the sepa-
rating distance of these glare points at 90∘ as follows:
푑 =
√
2훿푝푖푥
푛
. (4.34)
Here, 훿푝푖푥 is the separating distance in pixels between the two glare points and 푛 is
is the amount of pixels per millimetre. The measurement uncertainty of LMS is thus
Δ푑
푑
=
√(
Δ훿푝푖푥
훿푝푖푥
)2
+
(
Δ푛
푛
)2
, (4.35)
and is estimated to be 0.3%, as stated in [143].
Concernig the ILIDS technique, the following relation is given in [153] for a mea-
sured bubble diameter:
푑 = 휆훼푎푖푟푓 . (4.36)
Here, 휆 is the laser wavelength, 훼푎푖푟 is the conversion factor to calculate the parti-
cle diameter from the observed glare point separation in air as used in GPVS [152],
while 푓 is thr frequency of the fringes, i.e. the amount of fringes per radian. Since
the uncertainty related to the laser wavelength is negligible compared to the other
sources, only the uncertainties related to the three remaining parameters are taken
into account in defining the measurement uncertainty of ILIDS:
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Δ푑
푑
=
√(
Δ훼푎푖푟
훼푎푖푟
)2
+
(
Δ푓
푓
)2
. (4.37)
Each of these uncertainty sources is discussed in detail in [153] along with an in-
tegrated view of how these error sources can be minimized by choosing appropriate
set-up parameters. This shows that combined uncertainties below 2% are realistic
for bubble diameter measurements.
4.4.4 Bubble dispersion and size distribution in rotating flow
In the numerical test cases for bubbly two-phase flow in the IRDE reactor, a size
distribution obtained experimentally by the techniques described in Section 4.4.2
for the zero rotation case has been used as input spectrum. The mean diameter for
bubbles generated at 0푟푝푚 was measured to 푑 = 145휇푚 with a standard deviation
of 휎푑 = 76휇푚.
Figure 4.25: Bubble diameter distribution in window 푊1 for the 0푟푝푚 case. Light
bars: Experimentally obtained values. Dark bars: Input diameter spec-
trum for the simulations.
The experimentally measured bubble size spectrum is shown by the light bars in
Figure 4.25. It is found to be best described by a log-normal distribution. There-
fore, a random sampled log-normal size distribution following the experimentally
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measured values for the arithmetic mean 푑 and the standard deviation 휎푑 has been
used as input spectrum for the numerical test cases. In this way, the gas mass flux
푚˙퐻2 measured in the experiments and described by equation (4.33) is conserved.
Random sample diameters were obtained by means of a Box-Muller transformation
algorithm [156]. This technique generates random values of Gaussian distribution
according to an expected value 퐸 and a variance 푉 . To obtain log-normal distributed
random values from the Gaussian distribution, the following transformations have
to be performed:
휎2 = ln
(
푉
퐸2
+ 1
)
, (4.38)
휇 = 푙푛(퐸)− 휎
2
2
. (4.39)
Here, 휇 and 휎 are the arithmetic mean and variance of the natural logarithm of
a Gaussian distributed variable 푋, so that random values exp(푋) obtained by a
Box-Muller transformation obey a log-normal distribution with arithmetic mean 퐸
and variance 푉 , as defined above.
Figure 4.25 compares the numerical input diameter spectrum obtained by the
randomly generated bubbles (dark bars) to the experimental results for 0푟푝푚 (light
bars). The slight differences between the two spectra are due to the fact that the
experimentally measured results are not exactly fitting a log-normal distribution. At
the left end of the spectrum, the deviation can be explained by the fact that smaller
bubbles rise slower than larger ones. Since the experimentally achieved data consists
of a series of images obtained at a frequency of 푓 = 11.4/푠, the small bubbles might
be detected in more than one image and thus distort the spectrum, leading to a
measurement uncertainty. This is compensated in the numerical input spectrum.
Figure 4.26 and Figure 4.27 show snapshots of instantaneous bubble distributions
in the IRDE reactor at different rotational speeds obtained at 푡 = 9푠 after the first
bubbles emerge from the rotating electrode. These snapshots allow to qualitatively
characterize the bubble dispersion in the reactor. At 100푟푝푚, the bubble plume is
not significantly affected by the rotation and only a few small bubbles are dragged
to the side of the rotating cylinder. For 250푟푝푚 and 500푟푝푚, we see already a
large distortion of the plume and many small bubbles going to the side due to the
rotation. At 1000푟푝푚, the bubble plume brakes up almost completely. The bubbles
move through the reactor in a chaotic motion and even larger bubbles are dragged
to the side due to the rotation.
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(a) 100푟푝푚 (b) 250푟푝푚
Figure 4.26: Instantaneous bubble distribution obtained from the IRDE reactor sim-
ulations at 푡 = 9푠 for the two lower rotational speeds tested.
(a) 500푟푝푚 (b) 1000푟푝푚
Figure 4.27: Instantaneous bubble distribution obtained from the IRDE reactor sim-
ulations at 푡 = 9푠 for the two higher rotational speeds tested.
Table 4.4 gives an overview of mean values and standard deviations of the di-
ameter spectra for all measured cases in both experiments and simulations. Figure
4.28 and Figure 4.29 show the according diameter distributions for the rising bubble
plumes at rotational speeds of 100푟푝푚 and 250푟푝푚, respectively. In the numerical
cases, the spectra were obtained by detecting the bubbles in the region correspond-
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0rpm 100rpm 250rpm
푑 [휇푚] 휎푑 [휇푚] 푑 [휇푚] 휎푑 [휇푚] 푑 [휇푚] 휎푑 [휇푚]
Optical window 푊1 (top)
Experiment 145 76 145 85 153 80
Simulation 145 74 147 71 171 59
Optical window 푊2 (side)
Experiment - - 44 13 64 29
Simulation - - 44 9 88 20
Table 4.4: Comparison between numerical and experimental data in terms of mea-
sured mean bubble diameters 푑 and standard deviations 휎푑.
ing to the optical windows 푊1 and 푊2 used in the measurements.
Experimentally we were not able to measure the correct bubble size distributions
for 500푟푝푚 and 1000푟푝푚. Due to the chaotic motion of the bubbles, too few bubbles
are passing through the measuring window푊1. This makes it difficult to determine
the size distribution in a statistically accurate way, so the present analysis of bubble
dispersion and size distribution is limited to the rotational speeds of 100푟푝푚 and
250푟푝푚.
In the 100푟푝푚 case (see Figure 4.28), the agreement of the diameter spectra
between experiment and simulation is very good except for a few outliers in the
experimental data. The calculated mean diameters 푑 agree, though the standard
deviation 휎푑 is slightly higher for the experimental case. This is judged to be an
outcome of the measurement uncertainty regarding the image processing for small
bubble sizes, as mentioned above.
The agreement between experimental data and simulation results in the 250푟푝푚
case (see Figure 4.29) is less good than in the 100푟푝푚 case, but still acceptable.
The simulation results show a log-normal diameter distribution, but in comparison
to the experimental data, the spectrum is shifted to the right. The obtained mean
diameter in the simulation results is significantly higher than in the experiment,
while the standard deviation is lower.
The discrepancies between numerical and experimental results in terms of bub-
ble size distribution is related to the fact that with growing rotational speed of the
RDE, the size of detaching bubbles decreases due to the higher amount of rotation-
induced shear on the electrode surface. This causes the bubbles to detach earlier
from the electrode and as a consequence, the detaching bubbles are smaller. Since
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Figure 4.28: Comparison of experimental and simulation data for the bubble diam-
eter distribution in window 푊1 in the 100푟푝푚 case.
Figure 4.29: Comparison of experimental and simulation data for the bubble diam-
eter distribution in window 푊1 in the 250푟푝푚 case.
the diameter spectrum of the bubble plume obtained in non-rotating flow is taken
as numerical input even for the cases including rotation, the computation of the
two-phase flow field suffers from slightly wrong initial conditions.
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(a) 100푟푝푚 (b) 250푟푝푚
Figure 4.30: Comparison of experimental and simulation data for the bubble diam-
eter distribution in window 푊2.
Figure 4.30 shows the bubble diameter distributions for the optical window 푊2
for the rotational speeds of 100푟푝푚 and 250푟푝푚, respectively. The size distribution
of the bubbles that are dragged to the side after emerging from the rotating electrode
is presented. As for the 푊1 results, the experimental and simulation data match
very well in case of 100푟푝푚, while for 250푟푝푚 the numerically obtained bubble sizes
are much higher than in the experiments. Again, we see that for increased rotational
speed of the RDE, the size spectrum of bubbles emerging from the electrode shifts
to smaller diameters.
To estimate the bubble size threshold to overcome the rotation-induced downflow,
we set the peak fluid downflow velocity ∥푢푧,푚푎푥∥ in the region above the rotating
electrode before bubble injection equal to the terminal rise velocity 푣푇 of a generic
bubble of diameter 푑, as stated by equation (4.4). If the rise velocity is larger than
the downflow velocity of the electrolyte, the bubble is considered to overcome the
fluid flow and becomes able to rise to the top of the reactor. In this way, the following
expression for a threshold diameter is obtained:
푑푡ℎ =
√
12휈푐∥푢푧,푚푎푥∥
푔
with 푔 = 9.81푚/푠2 . (4.40)
Table 4.5 summarizes theoretical values of 푑푡ℎ for the different rotational speeds
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applied in the present test cases based on equation (4.40). With increasing rotational
speed, the threshold diameter rises. The computed values of 푑푡ℎ for the 100푟푝푚 and
the 250푟푝푚 case correspond well with the observed numerical and experimental be-
havior. Form Figure 4.30 we see that the bubbles that are dragged to the side obey
the predicted values for the threshold diameter.
Case ∥푢푧,푚푎푥∥ [푚/푠] 푑푡ℎ [휇푚]
100푟푝푚 0.0062 88.4
250푟푝푚 0.0140 132.8
500푟푝푚 0.0175 148.5
1000푟푝푚 0.0298 193.8
Table 4.5: Electrolyte downflow velocities ∥푢푧,푚푎푥∥ before bubble injection and the-
oretical values of 푑푡ℎ for the present test cases.
As a conclusion about bubble dispersion and size distribution in the rotating flow
of an IRDE reactor, we can state that the numerical investigations carried out agree
well with the data obtained from the experiments. However, we do not take into
account the fact that for increasing rotational movement of the gas-producing elec-
trode, the detaching bubbles are of smaller sizes. This results in a deviation of
numerical and experimental results in terms of size distributions for higher rota-
tional speeds. Thus, in more advanced modeling the effect of the shear velocity at
the rotating electrode on the bubble size distribution should be taken into account.
Since the size distribution of bubbles detaching from the electrode in case of rotation
cannot be measured directly by the experimental techniques proposed in this work,
a suitable future point of research would be to perform an extensive experimental
correlation study of bubble size spectra and rotational speeds.
4.4.5 Two-way coupling effects between bubbles and electrolyte
When bubbles are injected from the rotating electrode into the electrolyte, they
induce an upward flow velocity in the reactor due to two-way momentum coupling
with the fluid, as described in Section 2.6.3. The induced velocity acts in opposite
direction to the downward flow velocity induced by the rotation, leading to an in-
teraction of physical phenomena that causes a complex flow problem. It has been
found that the upward flow induced by the bubbles is logarithmically increasing
with the gas mass flow rate [138].
If we consider a cylindrical fluid control volume 푉푐 of radius 푟푐 = 2푚푚 just above
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the gas-producing electrode, bubbles of a mean diameter following the experimen-
tally obtained value of 푑 = 145휇푚 and a gas mass flux of 1.5 ⋅10−10푘푔/푠, as given by
equation (4.33), we end up with a hydrogen volume fraction in the control volume of
훼퐻2 =
푚˙퐻2
휋푟2푐푣푇휌퐻2
= 0.88 ⋅ 10−3 . (4.41)
This value of 훼퐻2 is found to have a strong two-way coupling impact after [40, 41],
thus the rising bubble plume is expected to significantly influence the fluid flow, in-
ducing an upward motion.
The influence of the bubble motion on the fluid flow and thus the two-way cou-
pling effect is shown in Figure 4.31 and Figure 4.32. The axial (푢푧) and radial (푢푟)
fluid velocity components in the vicinity of the rotating electrode for two different
rotation speeds, namely 100푟푝푚 and 1000푟푝푚, are plotted as a function of the lat-
eral distance 푥 from the vertical centerline of the reactor in the plane of symmetry,
where 푥 = 0.002푚 corresponds to the outer electrode edge and 푥 = 0 is the center
of the electrode. The velocities are calculated at a height of 훾 = 3.6, which repre-
sents the edge of the hydrodynamic layer, and at 훾 = 1, below which the analytical
solution of the flow field without bubbles holds for all three components of the flow
velocity, as described in section Section 4.4.1.
(a) 100푟푝푚 (b) 1000푟푝푚
Figure 4.31: Axial electrolyte velocity 푢푧 near the rotating electrode before and 푡 =
9푠 after bubble injection.
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(a) 100푟푝푚 (b) 1000푟푝푚
Figure 4.32: Radial electrolyte velocity 푢푟 near the rotating electrode before and
푡 = 9푠 after bubble injection.
The axial fluid flow velocity (see Figure 4.31) calculated before bubble injection
shows almost unperturbed downward flow towards the electrode for both rotational
speeds. At 푡 = 9푠 after bubble injection, we clearly see a two-way coupling effect
in the case of 100푟푝푚, resulting in a reduced flow velocity above the electrode. At
훾 = 1 the axial velocity with and without bubble induced flow deviates up to 75%.
At 훾 = 3.6 the two-way coupling even results in an upward fluid flow above the
electrode surface. At 1000푟푝푚, the bubbles do not have a significant effect on the
downward flow velocity. This indicates that the axial velocity profiles predicted by
the Cochran solution are no longer valid in case of gas bubbles created at the ro-
tating electrode at low rotational speeds, while for higher speeds, the bubbles do
not seem to affect the axial flow component. This can be related to the increased
amount of dispersion at high rotational speeds.
The radial flow velocity profiles (see Figure 4.32) on injection time clearly show
the centripetal effect of the rotation, which accelerates the flow with increasing dis-
tance to the axis of symmetry. The gas bubbles are found to have a reducing effect
on the radial velocity. For both rotational speeds, there is a strong reduction of
the radial fluid velocity due to the bubble-induced upward flow. For 100푟푝푚 and
훾 = 3.6, the centripetal fluid motion is even inverted by the presence of the bubble
plume. This is due to the bubble-induced upward motion in the reactor which re-
sults in an inversion of the vortical flow pattern near the electrode.
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4.5 Conclusion
Two studies on bubbly two-phase flows, involving hydrodynamics and dispersive
phenomena of bubble plumes, have been performed by means of the Eulerian-
Lagrangian modeling approach in order to validate the robustness, accuracy and
overall performance of the Lagrangian solver PLaS, which has been developed and
implemented in the scope of the present Ph.D. work. All simulations have been
carried out by coupling PLaS to the Navier-Stokes solver Morpheus.
The simulation of the unsteady motion of the air-lift flow in a square bubble col-
umn at different gas mass flow rates lead to very good agreement to experimental
results published in [135] in terms of mean and fluctuating liquid velocity. The
column dimensions and bubble size have been chosen such that they match the con-
figuration used in the cited reference. Two-way momentum coupling between the
bubbles and the carrier liquid has been taken into account.
Regarding the two-phase flow field over a smapling time of 푡 = 120푠, chaotic
motion of the bubble plume and the according induced fluid velocity field is found.
Instantaneous flow fields at different time steps can not be correlated to each other.
With increased gas mass flow, the mass and momentum back-coupling from the
bubbles to the flow become stronger and higher flow velocities are induced. Com-
parisons to the cited reference in terms of averaged vertical liquid velocity as well
as vertical and horizontal liquid velocity fluctuations show very good agreement.
The motion of a bubble plume in the rotating flow field of an inverted rotating
disk electrode (IRDE) reactor has been analyzed for varying rotational speed of the
disk electrode. Bubble dispersion effects and size distributions have been compared
to data obtained by the optical measurement techniques LMS and ILIDS, leading
to a good agreement between experiment and simulation.
Two-way momentum coupling effects between bubbles and carrier flow have been
investigated near the rotating disk of the IRDE reactor, showing that the analytical
fluid flow solution for single phase flow documented in [150] is violated by the pres-
ence of the gas phase for moderate rotational speeds. For high rotational speeds,
however, this violation is found to be less significant, because the momentum induced
by the rotating electrode becomes dominant over the phase momentum transfer.
The results obtained for bubbly two-phase flow simulations with the Lagrangian
solver PLaS prove that the developed solver is well suited for the simulation of
complex two-phase flow problems in the frame of air-lift flows and electrochemically
generated bubbles, including two-way mass and momentum coupling.
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Coupling of two-phase flow and
electrochemistry
In many industrially relevant electrochemical reactors, bubbly flows occur as a side-
effect of the electrochemical process, when gas-producing electrode reactions are
involved. The produced gas bubbles are known to affect the ion transport proper-
ties of the system, thus influencing the overall performance of the reactor. This leads
to a multi-physical problem of high complexity involving fluid flow, electrochemical
reactions and gas bubble evolution. In the following, an integrated modeling ap-
proach to such a complex mechanism is presented and applied to simulate a simple
electrochemical channel flow reactor.
5.1 Introduction to electrochemistry
Electrochemistry deals with the mutual conversion of chemical and electrical energy
in electrochemical reactions. Contrary to a normal, homogeneous chemical reaction
between ionic species, which occurs in any location where the involved species col-
lide, an electrochemical reaction is governed by heterogeneous transfer of electrons,
taking place only at the interface between an electrode and an electrolyte solution.
As a result of the charge exchange at the electrode/electrolyte interface, electrical
energy is converted into chemical energy and vice versa. In this process, substances
are consumed and generated at the electrodes. For a detailed description of the
subject, the reader is referred to textbooks on electrochemistry, as published by
Newman [157], Bockris & Reddy [158] and Walsh [159].
5.1.1 The electrochemical cell
A simple electrochemical cell consists of two electrodes immersed in an electrolyte
solution. The electrodes are connected by a conducting material through an exter-
nal circuit, in which electron flow occurs. The liquid electrolyte is governed by ion
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flow, while an exchange of electrons takes place at the electrode surfaces. An elec-
trode on which an oxidation reaction takes place is called anode, while the electrode
hosting a reduction reaction is called cathode. Electrochemical reactions either use
or generate an electric current in the external circuit. Electrochemical cells which
generate an electric current by spontaneously occurring reactions are called galvanic
cells, while cells that use an externally supplied electric current to drive an otherwise
non-spontaneous chemical reaction are called electrolytic cells. In the frame of the
present work we will deal with the latter type of cell, thus galvanic cells will not be
discussed further.
Figure 5.1: Example for a simple electrolytic cell.
A common example for an electrolytic cell is the electrolysis of molten sodium
chloride (푁푎퐶푙). Electrolysis literally uses an electric current to split a compound
into its elements. Its idealized concept is shown in Figure 5.1. The 푁푎퐶푙 salt has
been heated until it melts. An anode and a cathode are immersed into the solution
of molten 푁푎퐶푙. If an external voltage is applied, this results in an electrostatic
potential difference between the two electrodes. As a result, a current 퐼 is flowing
and electrochemical reactions occur on both electrode surfaces. In the solution,
푁푎퐶푙 is split up into 푁푎+ and 퐶푙−. The 푁푎+ ions flow toward the cathode and
the 퐶푙− ions flow toward the anode, where they donate electrons and gaseous 퐶푙2 is
formed. The electrons flow through the external circuit to the cathode, where they
combine with 푁푎+ ions to form sodium (푁푎). The dotted vertical line in the center
of the above figure represents a diaphragm that keeps the 퐶푙2 gas produced at the
anode from coming into contact with the sodium metal generated at the cathode.
The reactions occurring at the electrodes and in the bulk of the two electrolyte
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solutions of the electrolytic cell described above are formally written as follows:
Anode: 2퐶푙− → 퐶푙2 + 2푒− , (5.1)
Electrolyte: 2푁푎퐶푙퐿푖푞 → 2푁푎퐿푖푞 + 퐶푙퐺푎푠2 , (5.2)
Cathode: 푁푎+ + 푒− → 푁푎 . (5.3)
5.1.2 Reactions on electrodes
Electrochemical reactions like (5.3) and (5.1) take place at the interface between an
electrode and the electrolyte solution. In this region, several layers can be distin-
guished. Close to the electrode surface, a double layer is formed, which consists of
two characteristic adjacent regions [8]:
∙ The compact layer, which develops directly next to the electrode surface due
to the hydratation shells around the reacting ions as well as the non-reacting
molecules that restrict the access of reacting ions to the electrode. The thick-
ness of this layer is of the size of these molecules. Ions must reach a certain
potential to surpass this molecular barrier.
∙ The diffuse layer develops in the bulk next to the compact double layer because
of the imbalance between the number of anions and cations present in this
layer.
Outside of the double layer, the so called diffusive layer is located. In this layer,
concentration gradients of ionic species are present and ion diffusion dominates over
advective ion transport. Outside of this layer, in the bulk of the electrolyte, the
species concentrations are homogeneous. The double layer is usually several magni-
tudes smaller than the hydrodynamic boundary layer over the electrode, while the
diffusive layer has a magnitude of 1/10 of the hydrodynamic boundary layer.
The rate of an electrochemical reaction at an electrode and thus the value of
the electrical current through the circuit are determined by the slowest step in the
reaction mechanism. The steps of the reaction mechanism are:
∙ Electron transfer at the electrode.
∙ Transport of electrochemically active species towards the electrode.
∙ Chemical reactions that produce one of the electrochemically active species.
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Just like homogeneous reactions, electrochemical reactions are characterized by ki-
netic parameters and depend on the local temperature, pressure and concentrations.
In addition, the potential difference over the compact layer close to the electrode
plays a role on electrochemical reactions.
5.1.3 Faraday’s laws of electrolysis
The most fundamental principles concerning electrolytic cells are Faraday’s first and
second law of electroylsis, which are stated as follows:
∙ Faraday’s first law: The mass 푚 of a substance generated by an electrolytic
reaction is proportional to the amount of electric current 퐼 passed through the
cell.
∙ Faraday’s second law: One equivalent weight of a substance is generated at
an electrode during the passage of 96485퐶 of charge 푄 through an electrolytic
cell. Here, 퐹 = 96485퐶/푚표푙 is known as Faraday’s constant.
The two laws combined can be written as
푚 =
푄
푛퐹
, (5.4)
where 푛 is the number of electrons consumed in the reduction reaction to form
one molecule of the reduced substance. Since current is defined as
푄 = 퐼푡 , (5.5)
we end up with a mass flux 푚˙ of the reduced substance:
푚˙ =
퐼
푛퐹
. (5.6)
Equation (5.6) gives the mass flux in the unit 푚표푙/푠. To calculate the mass flux
in 푘푔/푠, one has to multiply by the molar mass 푀 of the substance.
5.1.4 Modeling requirements
In order to describe all physical phenomena present in electrochemical systems, one
needs an adequate modeling strategy, taking into account the following phenomena:
∙ The transport of all involved ionic species through the electrolyte due to con-
vection, diffusion and migration.
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∙ The electrochemical reactions at the electrode surfaces, involving electron and
ion transfer between electrode and electrolyte.
∙ The electrical properties of the electrode.
∙ The electron flow in the external circuit that connects the electrodes.
On top of modeling the electrochemical parameters, the electrolyte itself has to
be considered as a fluid medium and therefore it has to be modeled by fluid flow
equations. In case of electrode reactions that produce a gaseous species, two-phase
phenomena arise due to the formation of gas bubbles that detach from the electrode
surface into the electrolyte. In this way, a complex multi-physical problem involving
electrochemistry and two-phase flow, i.e. ion and gas transport in electrochemical
reactors, is formulated.
In the present work, we simulate the bubbly electrolyte flow by means of the
Eulerian-Lagrangian method, as pointed out in Chapter 2, while the ion transport
in the electrolyte and the electrode reactions will be tracked by the MITReM model,
which is presented in Section 5.2. The description of the external circuit and the
modeling of the electrodes itself is omitted. Thus, uniform distributions of electrode
potential on the electrode surfaces are considered. Although numerous materials in
different states of matter for both electrodes and electrolyte are conceivable, only
metal electrodes and liquid electrolytes will be considered.
5.2 The MITReM model
In the recent years, a variety of models have been proposed in order to describe
electron transfer and ion transport in electrochemical processes. A review of exist-
ing models can be found in [160, 161, 162]. For the electrochemistry simulations in
the present work, the multi-ion transport and reaction model (MITReM), which is
based on the dilute solution model proposed in [157], has been chosen. This model
has recently been implemented and validated by Bortels [160, 163] and Van den
Bossche [161, 164] for one-dimensional, planar and axi-symmetrical configurations
and a wide variety of electrochemical systems. Furthermore, Nelissen [162, 165] ex-
tended the model to turbulent flows and mass transfer and Dan [8] considered the
effects of gas produced at an electrode coupled with electrochemical reactions using
the MITReM model.
The MITReM model is based on mass conservation and potential field equations,
which completely describe the transport of ionic species in an infinitely diluted elec-
trolyte. The electron transfer by electrochemical reactions is taken into account in
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terms of non-linear boundary conditions at the electrode surface.
5.2.1 Transport equations
Considering an electrochemical system with 푁 ionic species in a non-ionized solvent
at constant pressure and temperature, one can write down an equation system con-
sisting of 푁 + 1 equations, namely 푁 conservation equations for each ionic species
in the electrolyte and an additional equation to calculate the electric potential field.
This equation system has to be solved for 푁 ion concentrations 푐푘 and the electro-
static potential 푈 . Based on the ion concentrations and potential values one may
calculate the physical properties relevant for the simulation, such as the current
density 퐽⃗ or deposition thickness 훿푑푒푝 after a given time.
Mass conservation
For each ion species 푘, the change of its concentration in a control volume must be
equal to the flux over the control volume boundaries plus the local production rate
푅푘 due to homogeneous chemical reactions in the solution:
∂푐푘
∂푡
= −∇ ⋅ 푁⃗푘 +푅푘 . (5.7)
The flux density 푁⃗푘 is a vector quantity indicating the mean direction in which
ions of the species 푘 are moving and the number of molecules going through a plane
oriented perpendicular to the mean flow of these ions. In dilute solutions, the flux
of an ion species 푘 with a local concentration 푐푘 due to the convection, diffusion and
migration is given by [157]:
푁⃗푘 = 푐푘푢⃗−퐷푘∇푐푘 − 푧푘푐푘휒푘퐹∇푈 . (5.8)
The first term on the right hand side of the above equation expresses convection,
which is caused by the motion of the ions driven by the fluid electrolyte velocity
field 푢⃗. The second term reflects the effects of ionic diffusion due to concentration
gradients in the solution, leading to a movement of ions towards regions of low con-
centrations. The diffusion coefficient 퐷푘 is independent of the ionic concentrations
푐푘 in dilute solutions, but depends on pressure, temperature and the composition of
the electrolyte. The third term expresses migration of ions due to external electrical
forces. The migration contribution in dilute solution depends on the gradient of
electric potential ∇푈 , the charge 푧푘 and the mobility 휒푘 of the ions:
휒푘 =
퐷푘
푅푇
, (5.9)
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where 푅 = 8.314퐽/푚표푙퐾 is the universal gas constant and 푇 is the temperature.
Relation (5.9) is known as the Nernst-Einstein equation [157].
From (5.7) and (5.8), one obtains the following differential equation for the ion
concentration of species 푘:
∂푐푘
∂푡
= −∇ ⋅ (푐푘푢⃗) +∇ ⋅ (퐷푘∇푐푘) + 푧푘퐹∇ ⋅ (휒푘푐푘∇푈) +푅푘 . (5.10)
Potential field
The charge density at each point of the solution is the sum of the charges of all
ions per unit volume 푧푘푐푘. The electric potential 푈 in a medium with a dielectric
constant 휀 is given by the Poisson equation:
∇2푈 = −퐹
휀
∑
푘
푧푘푐푘 . (5.11)
The constant given by the ratio 퐹/휀 is usually very large compared to the Lapla-
cian of the potential ∇2푈 , so that (5.11) can be approximated by the so called
electroneutrality condition:
∑
푘
푧푘푐푘 = 0 . (5.12)
The electroneutrality condition, implying that considerable changes of the elec-
tric potential are necessary to create a charge separation, is valid in the whole bulk
electrolyte, while it is violated in the double layer near an electrode.
Current density field
The current density due to the movement of an ionic species 푘 in the electrolyte is
obtained by multiplying the ion flux by the corresponding charge per mole:
퐽⃗푘 = 푧푘퐹푁⃗푘 . (5.13)
The total current density is obtained by summing up the current densities of all
ionic species 푘 present in the solution:
퐽⃗ =
∑
푘
퐽⃗푘 . (5.14)
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Since in the bulk electrolyte, the electroneutrality condition stated by (5.12) holds,
the convection term cancels out after plugging (5.8) and (5.13) into (5.14) and the
current density reduces to the following equation:
퐽⃗ = −휎∇푈 − 퐹
∑
푘
푧푘퐷푘∇푐푘 , (5.15)
where 휎 is the electric conductivity of the solution
휎 = 퐹 2
∑
푘
푧2푘휒푘푐푘 . (5.16)
From the above equations we see that the current density is proportional to the
electrical field and the sum of the species concentration gradients. Thus if there are
concentration gradients present in the solution, there is also a diffusion current and
Ohm’s law does no longer hold.
5.2.2 Boundary conditions
As stated above, the MITReM model composed by the mass conservation and po-
tential field equations bears 푁 +1 unknowns, namely the ion concentrations 푐푘 and
the electrical potential 푈 . The underlying system of equations has to be completed
by appropriate boundary conditions for electrodes, insulators as well as electrolyte
inlets and outlets.
Electrodes
An electrode is regarded as a wall from the fluid flow point of view. The ion flux
normal to the electrode is zero for non-reacting ions, but non-zero for reacting ions,
which leave the computational domain via the electrode/electrolyte interface where
the electrochemical reactions take place.
For non-reacting ions, the flux of an ionic species 푘 in the direction 푛 normal to
the electrode is zero, therefore the concentration gradient will always compensate
the local potential gradient. This can be derived from (5.8), as stated in [8]:
푧푘휒푘퐹푐푘
∂푈
∂푛
= −퐷푘 ∂푐푘
∂푛
. (5.17)
For reacting ions, the flux of a reacting ionic species normal to the electrode is
calculated from the current density going through the electrode. In the most general
case, several ionic species 푘 react simultaneously on an electrode in several different
reactions 푟. According to equation (5.14), the total current density 퐽 normal to the
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electrode can be considered as the sum of the current densities originating from the
reacting ions 퐽푘, which can be calculated based on the reaction current densities 퐽푟:
퐽푘 =
∑
푟
푠푘푟퐽푟 , (5.18)
where 푠푘푟 is the stoichiometric coefficient of ion 푘 in the reaction 푟. The flux
푁푘 of a reacting ionic species 푘 normal to an electrode can then be computed by
re-writing equation (5.13) and inserting equation (5.18):
푁푘 = 푁⃗푘 ⋅ 1⃗푛 =
∑
푟 푠푘푟퐽푟
푧푘퐹
. (5.19)
The remaining unknowns in (5.19) are the reaction current densities 퐽푟, which
are modeled by the Butler-Volmer equation. This equation describes how the elec-
trical current on an electrode depends on the potential difference across the elec-
trode/electrolyte interface and the local concentration of the reacting ions:
퐽푟 = 푘푂푥푐0,푂푥푒
휙푂푥푛퐹
푅푇
(푉−푈0) − 푘푅푒푑푐0,푅푒푑푒
휙푅푒푑푛퐹
푅푇
(푉−푈0) , (5.20)
where the former part of the right hand side describes the oxidation reaction,
while the latter part stands for the reduction reaction. In equation (5.20), 푐0,푂푥 and
푐0,푅푒푑 are the surface concentrations of the reacting ions involved in the reaction 푟,
휙푂푥 and 휙푅푒푑 are the charge transfer coefficients, while 푘푂푥 and 푘푅푒푑 are reaction
rate constants. The term 푉 − 푈0 represents the potential difference over the com-
pact layer, where 푉 is the potential of the electrode and 푈0 is the potential of the
electrolyte solution on the other side of the compact layer. For a closer description
on the Butler-Volmer equation, the reader is referred to [8, 157, 162].
Insulators, inlets and outlets
On insulators, which are solid walls from the fluid flow point of view, the electrolyte
velocity must be equal to the velocity of the wall, i.e. zero in case of a stationary
wall. Because there is no flux of ions through the insulator, one must impose that the
flux of each ionic species in direction 푛 normal to the wall is zero, as demonstrated
in [160]:
∂푐푘
∂푛
=
∂푈
∂푛
= 0 . (5.21)
Bulk values of the concentrations for all ionic species are imposed as Dirichlet
boundary conditions for electrolyte inlets, such that the values obey the electroneu-
trality and the homogeneous reaction equilibrium conditions:
푐푘 = 푐푘,퐵푢푙푘 . (5.22)
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As no current may enter or leave the system through an electrolyte inlet or out-
let, the normal gradients of both ion concentration and potential need to be zero
in order to assure that no current leaves the system. Thus, the insulator boundary
conditions (5.21) hold as well for inlets and outlets.
5.3 Gas evolution in electrochemical reactions
In electrochemical reactions, some products are released in the form of a gaseous
phase (e.g. oxygen, hydrogen, chloride). The gas is generated at the electrode sur-
face on a molecular level. When the saturation concentration 푐푆푎푡 is reached, gas
bubbles may be formed. These bubbles grow on the electrode surface and detach
into the electrolyte. Gas-evolving electrodes are frequent in industrial applications.
In many cases, the formation of gas bubbles is an unwanted side-effect of the electro-
chemical system. It affects the motion of the electrolyte flow and as a consequence
it has an effect on the mass transport of the electrochemically active species in the
process [166]. Furthermore, the conductivity of the electrolyte is affected by the
presence of the bubbles [167, 168].
5.3.1 Gas-evolving electrodes
At low current densities, the gas produced on the electrode surface diffuses on a
molecular level and is transported away from the electrode by liquid convection
without forming a gas phase. This phenomenon occurs even at high current density
if the dissolved gas immediately reacts with other species in homogeneous reactions.
For the electrochemical systems considered in the present work, we assume that those
kinds of homogeneous reactions do not appear. Thus, the released gas ions saturate
the electrolyte near the electrode at high current densities. When the concentration
of gas reaches a certain critical level, supersaturation occurs and gas bubbles are
formed out of the gas ions. For hydrogen and oxygen evolving electrodes in acidic
solutions, Shibata [169, 170] found that supersaturation occurs at current densities
of about 퐽 = 1000퐴푚−2. The amount of supersaturation depends on the current
density, the electrolyte material properties and the flow field near the electrode.
Gas bubbles develop at nucleation sites on the electrode surface, grow in size until
they reach a critical break-off diameter and detach into the electrolyte afterwards.
The gas evolution mechanisms in electrochemical reactions are in many aspects anal-
ogous to boiling. When a bubble detaches from the electrode surface, some residual
gas remains at the nucleation site and another bubble will form at the same place.
Sources of nucleation are usually irregularities of the electrode surfaces, e.g. pits
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and scratches, that are capable of containing entrapped gas. Once a nucleus exists,
the formed bubble grows in size once a certain level of supersaturation of the gas
species around the nucleus is reached. If the current density is low, no bubbles will
form even if suitable nucleation sites are present. Besides the supersaturation level,
the growth of bubbles depends also on the hydrodynamic properties of the liquid
electrolyte, i.e. on inertial, viscous and interfacial forces. The bubbles detach from
the electrode when they reach a critical diameter. This diameter depends on various
factors, such as buoyancy, pressure and adhesion forces as well as on the electrolyte
composition. A detailed description of models to calculate the rate of bubble growth
and the critical lift-off size is discussed by Vogt [6]. Typical lift-off diameters range
from 50휇푚 for aqueous solutions to 1푚푚 for salt melts. According to Figure 4.2 and
equation (4.4), gas bubbles in this size range can be regarded as spherical entities
with their terminal rise velocity depending linearly on their diameter.
At very high current densities, the level of supersaturation increases and more
nucleation sites are activated. Coalescence, i.e. the interaction of a forming bubble
with other bubbles, also plays a role in this context. Bubbles collide and merge on
the electrode, so that a gas film covers the whole electrode surface. Contrary to
boiling, where the heat flux is able to pass through the gas film by conduction and
radiation, the charge transfer of the electrochemical reaction is interrupted by the
gas film and the electrode is blocked.
Once the bubbles have detached from the electrode, they can still grow in size if
the electrolyte is saturated with dissolved gas. As mentioned in [171], for oxygen
and hydrogen evolution in the electrolysis of aqueous 퐻2푆푂4 solutions, only 20%
to 60% of the gas generated at the electrode is immediately absorbed into growing
bubbles. The remaining gas is transported into the electrolyte on a molecular level
and gives rise to supersaturation that causes an increase of the growth of bubbles
that move through electrolyte.
5.3.2 Effect of gas bubbles on electrochemical parameters
The presence of a gas phase in a continuous electrolyte changes its conductivity 휎,
which is a consequence of the global decrease of the diffusion coefficient 퐷푘. The
relation between the local conductivity and the gas volume fraction 훼푑 has been
intensively studied in the past. Empirical relations proposed by different authors
are discussed e.g. by Vogt [6] and Kreysa & Kuhn [172]. Considering the gas bubbles
as non-conducting spheres surrounded by a continuum liquid with conductivity 휎0,
several expressions have been proposed for the conductivity of an electrolyte with
gas fraction, where the best fit with available experimental data was found to be
125
Chapter 5 Coupling of two-phase flow and electrochemistry
the Bruggemann formulation [173], which has been used in the present work:
휎 = 휎0
√
(1− 훼푑)3 . (5.23)
According to equations (5.9) and (5.16), the conductivity 휎 varies linearly with the
ion mobility 휒푘 and the diffusion coefficient 퐷푘 for very dilute solutions. According
to the Bruggemann formulation, we can state the following:
휒푘 = 휒푘,0
√
(1− 훼푑)3 . (5.24)
퐷푘 = 퐷푘,0
√
(1− 훼푑)3 . (5.25)
In the above equations, 휒푘,0 and 퐷푘,0 are the properties of ion 푘 when there is no
gas in the electrolyte.
Regarding the continuous electrolyte flow, the presence of gas changes the velocity
profiles of the liquid at the electrode and in the bulk due to two-way momentum
coupling between the two phases, as described in Section 2.6.3. Consequently, the
transport of ions in the electrolyte is modified due to the convection contribution in
the MITReM model. According to [174], there are three main effects related to the
presence of gas in the electrolyte:
∙ The penetration effect is caused by bubbles detaching from the electrode, bring-
ing the surrounding liquid towards the electrode. As a result, the electrolyte
adjacent to the electrode is periodically refreshed with ions by the centripetal
flow of the liquid around the detached bubble.
∙ The microconvection effect is due to microflows that are generated by bub-
bles detaching from the electrode, pushing the liquid past the electrode in
centrifugal directions.
∙ The macroconvection effect is a global convective effect caused by the move-
ment of the bubble swarm through the bulk electrolyte.
The first two effects mentioned above are related to single bubble movement,
whereas the last effect is a consequence of bubble swarm movement, i.e. the motion
of numerous bubbles [8].
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5.4 Multi-physical simulation approach
An integrated, fully coupled multi-physical simulation approach that combines nu-
merical models for electrolyte flow, ion transport, gas evolution and bubble disper-
sion has been designed and implemented in the frame of the present Ph.D. thesis.
For this purpose, different software modules were coupled, resulting in a process
consisting of the following components:
∙ The fluid flow solver Morpheus (see Section 4.2) to compute the flow of the
electrolyte.
∙ The Lagrangian tracking solver module PLaS (see Section 2.9) to compute the
trajectories of the gas bubbles created in the electrochemical process.
∙ The ion-transport and reaction kinetics simulation module MITReM, which
uses the model described in Section 5.2 to compute the electrostatic potential
field and the concentrations of the ionic species involved in the electrochemical
system. Furthermore, the MITReM module computes fluxes of gaseous species
produced on electrodes. A detailed description of this module is given in
Section 5.4.2.
∙ A bubble evolution module, which transforms the gas fluxes produced on the
electrodes, as computed by MITReM, into input data for PLaS, i.e. positions,
velocities and diameters of gas bubbles. A detailed description of this module
is given in Section 5.4.3.
The above mentioned software modules were developed independent of each other
and were linked via data interfaces in order to form an integrated, fully coupled
multi-physics software approach, which has also been documented in [175, 176].
5.4.1 Realization
Figure 5.2 shows the operational principle of the multi-physical simulation approach.
The software modules are synchronized by a discrete time-stepping procedure, driven
by the fluid flow solver, from where the PLaS, MITReM and the bubble evolution
module are interfaced. This approach is similar to the one presented in Section 2.8,
including two additional modules in the simulation cycle.
In each time step Δ푡 imposed by the fluid flow solver, the electrolyte flow field is
solved before the electrochemistry calculations are performed and the gas bubbles
are tracked. All data flow in this process cycle is managed by the fluid flow solver,
while the three additional modules are interfaced to the flow solver as plug-ins. The
process for a time step of the multi-physics simulation cycle is as follows:
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Figure 5.2: Algorithm flowchart of multi-physical simulations including electrolyte
flow, multi-ion transport, gas evolution and bubble dispersion.
∙ The fluid flow solver Morpheus updates the electrolyte velocity field 푢⃗ and
pressure field 푝 by solving the incompressible Navier-Stokes equations on the
computational mesh. Source terms resulting from two-way coupling with the
gas bubbles are taken into account.
∙ The MITReM module updates the ion concentrations 푐푘 and the potential
field 푈 by solving the MITReM equations on the computational mesh, while
electrode reactions are determined by the Butler-Volmer model. The fluid
flow velocity 푢⃗ and the gas volume fraction 훼푑 serve as input parameters.
The Bruggemann relations are used to take into account the presence of gas
bubbles in the electrolyte. In case of gas-evolving reactions taking place at
electrodes, the MITReM module provides a gas flux per boundary element on
each gas-producing electrode.
∙ The bubble evolution module transforms the element-wise gas flux, as com-
puted by the MITReM module, into a set of bubbles for PLaS, represented by
their positions, lift-off velocities and diameters. The size distribution of the
bubbles is hereby defined inside PLaS. The electrode surface blocking effect
induced by the presence of a gas phase on the electrode is taken into account.
∙ PLaS updates the trajectories of the bubbles created on the electrodes by the
bubble evolution module. The gas volume fraction field is updated and the
two-way coupling source terms acting on the fluid flow are computed.
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Equivalent to the approach pointed out in Section 2.8, the data interface between
the flow solver and its plug-ins in the present case is bilateral. The flow solver
provides information about the computational mesh (nodes, elements and connec-
tivity), the boundaries of the computational domain and the velocity field of the
fluid electrolyte to the plug-in modules, while output data from the plug-ins is given
to the flow solver.
The software process described above is designed to operate on a multi-processor
parallel computer architecture, where inter-process communication is realized by
means of MPI [72, 73]. All plug-ins adapt the mesh partitioning defined by the
Navier-Stokes solver in the parallel case. This concept has been pointed out for the
case of PLaS coupled to a flow solver in Section 2.9.4 and is extended in a straight-
forward manner in case of the present, multi-physical approach.
5.4.2 The MITReM module
The MITReMmodule computes the electrochemical parameters of the multi-physical
process. The ion concentrations 푐푘 of a set of 푘 ionic species and the electrostatic
potential 푈 are updated by solving 푘 mass conservation equations (5.10) and the
Poisson equation (5.11). Alternatively to the Poisson equation, the electrostatic
potential can be computed by the electroneutrality condition (5.12). Boundary con-
ditions on inlets, outlets, walls and electrodes are applied according to Section 5.2.2.
The electrode reactions of the electrochemical process are computed by the Butler-
Volmer reaction kinetics as stated by equation (5.20). For each simulation case, one
has to define the following parameters for the MITReM module:
∙ The composition of the electrolyte, i.e. the involved ionic species together with
their initial (bulk) values, diffusion coefficients and inlet boundary conditions.
∙ The position of the electrodes, which have to be defined as wall segments of
the computational domain defined in the flow solver.
∙ The electrochemical reactions taking place at the electrodes and the homo-
geneous reactions taking place in the bulk electrolyte, as well as kinematic
parameters for every reaction.
Figure 5.3 shows the operational principle of the MITReM solver module, which
discretizes the governing equations, i.e. the balance equations for each species 푘
together with the Poisson (or electroneutrality) equation, on the computational grid
in three space dimensions by means of a Galerkin Finite Element approach using
T1 linear elements. This method has been pointed out in Section 4.2 for the Navier-
Stokes equations. To avoid convective instabilities, the convection term of the species
129
Chapter 5 Coupling of two-phase flow and electrochemistry
Figure 5.3: Algorithm flowchart of the MITReM module.
balance equations (5.10) is discretized by means of a Residual Distribution (RDS)
method, using the N-scheme [24]. Partial integration is applied to the diffusion and
migration terms, resulting in fluxes perpendicular to the domain boundary.
The MITReM module needs the following data as input for every element of the
computational grid:
∙ The coordinates of the element nodes, defining the spatial extent of the ele-
ment.
∙ The fluid electrolyte velocity 푢⃗ in the element nodes in order to compute the
convective contributions to the concentration equations.
∙ The ion concentrations 푐푘 and the electrostatic potential 푈 in the element
nodes of the previous time step.
∙ The values of fluid temperature 푇푐 and density 휌푐 on the element nodes. Since
in this work we limit the physical complexity of the multi-physical problem
to incompressible, iso-thermal flows, the fluid temperature and density are
constant for the time being.
∙ The gas volume fraction 훼푑 on the element nodes in order to take into account
the presence of a gas phase through the Bruggemann relations.
To impose boundary conditions, MITReM needs the following information for
every electrode boundary element of the computational mesh:
∙ The surface coverage 휃 of the boundary element in order to take into account
the blockage effect of the electrode.
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∙ The electrode reactions taking place at the electrode to which the present
boundary element belongs. This includes gas-producing reactions.
∙ The electrode potential 푉 to be imposed.
On inlet, outlet and wall boundary elements of the computational domain, the
gradients of ion concentration and potential normal to the boundary are imposed to
be zero in order to prevent the passage of current. On inlet boundary elements, the
bulk concentrations 푐푘,푏푢푙푘 of the ionic species are imposed in addition. At electrode
boundary elements, the flux 푁⃗푘 is replaced by the flux calculated by the Butler-
Volmer relation. The boundary conditions are described in detail in Section 5.2.2.
According to the gas-producing reactions specified on the electrodes of the electro-
chemical system, the MITReM module computes a gas mass flux 푚˙푘 of the gaseous
reaction products for every electrode boundary element where a gas-producing reac-
tion takes place. This gas-producing reaction transfers the molar flux of a gaseous
species 푘 into a gas phase at a given reaction rate.
The surface coverage 휃 of a boundary element is calculated as follows:
휃 =
휋
4
(
6푉퐺푎푠
휋
)2/3
퐴
, (5.26)
where 퐴 is the surface of the boundary element and 푉퐺푎푠 the residual volume of
gas produced in the boundary element which has not been transformed into bub-
bles yet (see Section 5.4.3). The above formula assumes that 푉퐺푎푠 corresponds to a
spherical bubble attached to the boundary element.
5.4.3 The bubble evolution module
The bubble evolution module converts the gas mass flux 푚˙푘, as computed by the
MITReM module, into a set of bubbles, which are tracked by PLaS afterwards. To
convert the gas mass flux into a set of bubbles, the following procedure is undergone
for every electrode boundary element of the grid:
∙ A bubble diameter 푑 is picked randomly from a pre-defined bubble size spec-
trum and the position of the bubble nucleation site is randomly computed
within the boundary element.
∙ The mass flux of gas 푚˙푘 in the present time step Δ푡, as computed by the
MITReM module, is transformed into a gas volume and cumulated, i.e. added
to the remaining amount of gas from the previous time step.
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∙ If the amount of the cumulated gas volume is larger than the volume of a
spherical bubble with diameter 푑, this bubble is produced and its volume is
subtracted from the cumulated gas volume. A new diameter and a new nucle-
ation position are computed. This procedure is repeated until the cumulated
gas volume is not sufficient to produce another bubble in the present time step.
∙ The bubbles produced in the present time step are given to PLaS. Their lift-
off velocity is set to zero for the time being, i.e. the bubbles do not have a
superficial velocity on injection time.
Figure 5.4: Algorithm flowchart of the bubble evolution module.
The above described procedure is depicted in Figure 5.4. The present modeling
approach to transform a gas flux coming from the computation of the gas-producing
electrode reaction kinetics is a very simple approach, which is based on a series of
assumptions. It does not take into account the distribution of nucleation sites on
the electrode material, i.e. the influence of the roughness of the electrode surface
is neglected. Instead, bubbles are created in random positions. However, the de-
scribed approach is regarded to give a sufficiently accurate bubble distribution on a
macroscopic process level in the applications of interest.
132
5.5 Bubble evolution in a parallel flow reactor
5.5 Bubble evolution in a parallel flow reactor
In nowadays literature on electrochemical reactors, several attempts to take into
account the arising two-phase flow phenomena in case of gas-evolving reactions at
electrodes are proposed. Ibl & Venczel [177] linked the bubble evolution rate on an
electrode to the local mass transport and the mass diffusion toward the electrode
surface by a deterministic approach without solving a two-phase flow field. Byrne et
al. [178] used this formulation to calculate the current distribution in a chlor-alkali
membrane cell. Wedin & Dahlkild [179, 180] performed two-phase simulations in a
vertical channel flow for a single vertical electrode, where the gas bubbles rise due to
buoyancy. Their model solves the coupled hydrodynamic and electrical properties in
the case of a mono-disperse gas using the two fluid formulation proposed by Ishii [1].
Mandin et al. [151, 181] pointed out that the momentum exchange between liquid
and bubbles is an important factor to calculate the electrochemical cell performance.
He proposed to model the secondary phase flow by means of a Lagrangian model
and emphasizes the need for experimental and numerical data obtained in the same
configuration. In previous studies, we performed DNS of a fully turbulent channel
to analyze the transport of small gas bubbles rising from a bottom electrode into
the turbulent boundary layer of the lower channel wall [182, 183]. It has been found
that the motion of the bubbles is influenced by the coherent turbulent structures of
a turbulent boundary layer, but this influence is partially overcome by the effect of
buoyancy.
In the present study we simulate a parallel flow channel reactor with a hydrogen-
producing electrode on the bottom. The flow in the channel is assumed to follow a
laminar Poiseuille profile that is constant in the spanwise direction of the channel
and does not change with time. The flow is driven by a pressure gradient in the
streamwise direction and is retarded by viscous drag along the top and bottom walls
of the channel, such that pressure and viscosity forces are in balance. For the side
walls, slip conditions are applied.
Figure 5.5: Geometric specifications of the parallel channel flow reactor.
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Figure 5.5 shows a simple sketch of the parallel channel flow reactor. Its height
is ℎ = 0.01푚 while its width is 푤 = 0.1푚. The total length of the channel is
푙 = 0.864푚. Two electrodes are located at the channel walls, a cathode at the
bottom and an anode at the top. Both electrodes have a streamwise length of
푙퐸 = 0.06푚 and cover the whole span of the channel. The anode at the top wall of
the reactor is located downstream of the cathode at the bottom wall. All channel di-
mensions are outlined in Table 5.1. The average streamwise velocity of the Poiseuille
flow profile is 푢푧 = 0.2푚/푠, leading to a Reynolds number of 푅푒 = 970 based on the
half-height of the channel. As electrolyte, a 1푀 sodium sulfate (푁푎2푆푂4) solution
is used, having a density of 휌푐 = 1030푘푔/푚
3 and a viscosity of 휈푐 = 1.35 ⋅ 10−6푚2/푠,
as calculated after [144]. The computational mesh used in the present simulations
consists of 72.000 tetrahedral cells. On both electrodes a boundary layer with the
smallest cell size in wall-normal direction being Δ푧 = 2 ⋅ 10−5푚 is applied in order
to accurately capture the concentration boundary layers of the species involved in
the electrode reactions.
Length Symbol Value [m]
Channel height ℎ 0.01
Channel width 푤 0.1
Bottom wall upstream segment 퐿푊1 0.402
Bottom wall downstream segment 퐿푊2 0.402
Top wall upstream segment 퐿푊3 0.467
Top wall downstream segment 퐿푊4 0.337
Electrode length 퐿퐸 0.06
Table 5.1: Parallel channel flow reactor dimensions.
The electrochemical system used in the parallel channel flow reactor test case
consists of eight species, which are sodium ions (푁푎+), sulfate (푆푂2−4 ), 푁푎푆푂
−
4 ,
bisulfate (퐻푆푂−4 ), hydroxide (푂퐻
−), water (퐻2푂), hydrogen ions (퐻
+) and dis-
solved hydrogen (퐻퐷푖푠푠2 ). Table 5.2 shows the bulk concentrations 푐퐵푢푙푘,푘 and the
diffusion coefficients 퐷푘 of the involved species.
On the cathode, the following hydrogen production reactions take place:
2퐻+ + 2푒− → 퐻퐷푖푠푠2 at 푝퐻 < 7 , (5.27)
2퐻2푂 + 2푒
− → 퐻퐷푖푠푠2 + 2푂퐻− at 푝퐻 ≥ 7 . (5.28)
These reactions are only acting in one direction, i.e. hydrogen ions or water
molecules are reduced to form dissolved hydrogen. The 푝퐻 of the solution deter-
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Species 푘 푐퐵푢푙푘,푘 [푚표푙/푚
3] 퐷푘 [푚
2/푠]
푁푎+ 1285.97 9.30⋅10−10
푆푂2−4 283.01 7.19⋅10−10
푁푎푆푂−4 714.02 6.75⋅10−10
퐻푆푂−4 9.23 9.35⋅10−10
푂퐻− 3.05⋅10−9 5.22⋅10−9
퐻2푂 5.55⋅104 1.55⋅10−9
퐻+ 3.29 9.30⋅10−9
퐻퐷푖푠푠2 0.0 4.87⋅10−9
Table 5.2: Bulk concentrations and diffusion coefficients of the ionic species involved
in the electrochemical system.
mines which of the two reactions takes place. Analogous to the hydrogen production
on the cathode, an oxygen production reaction takes place on the anode:
2퐻2푂 → 푂2 + 4퐻+ + 4푒− . (5.29)
Here, water molecules are oxidized to form oxygen and 퐻+. In the electrolyte,
a set of homogeneous reactions take place. Those reactions are the dissociation of
water, bisulfate and 푁푎푆푂−4 :
퐻2푂 ⇀↽ 퐻
+ +푂퐻− , (5.30)
퐻푆푂−4 ⇀↽ 퐻
+ + 푆푂2−4 , (5.31)
푁푎푆푂−4 ⇀↽ 푁푎
+ + 푆푂2−4 . (5.32)
These homogeneous reactions are equilibrium reactions, i.e. they are reversible
and act in forward and backward direction in order to balance the solution. Com-
plete dissociation of sodium sulfate and sulphuric acid has been assumed:
푁푎2푆푂4 → 푁푎+ +푁푎푆푂−4 , (5.33)
퐻2푆푂4 → 퐻+ +퐻푆푂−4 . (5.34)
The reaction rates 푣푟 of the electrode reactions (5.27), (5.28) and (5.29) are related
to the reaction current densities 퐽푟 as computed by the Butler-Volmer relation (5.20)
as follows:
푣푟 =
퐽푟
푛퐹
. (5.35)
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The dissolved hydrogen produced at the cathode by reactions (5.27) and (5.28) is
transferred into a gas phase:
퐻퐷푖푠푠2 → 퐻퐺푎푠2 . (5.36)
This phase transfer takes place at a reaction rate 푣퐺푎푠 with a given rate constant
푘퐺푎푠, when a specific saturation concentration 푐퐻2,푆푎푡 is reached:
푣퐺푎푠 = 푘퐺푎푠max (0, 푐퐻2 − 푐퐻2,푆푎푡) . (5.37)
Figure 5.6 shows a qualitative flowchart for the hydrogen generated in the electro-
chemical process. Dissolved hydrogen 퐻퐷푖푠푠2 is generated by the cathode reactions
and forms gaseous hydrogen 퐻퐺푎푠2 according to the local supersaturation level of
퐻퐷푖푠푠2 . The remaining hydrogen diffuses away from the cathode in dissolved form.
Figure 5.6: Qualitative flowchart for hydrogen produced in the electrochemical
process.
In the following, we focus only on the hydrogen-producing cathode. Thus, the
production of 푂2 as stated by reaction (5.29) and the formation of an according
oxygen gas phase are not studied for the time being.
5.5.1 Reaction kinetics and species concentrations
The fully coupled multi-physical simulations of the parallel channel flow reactor
were performed for a varying electrode potential difference, which ranged between
Δ푉 = 1.0푉 and Δ푉 = 2.0푉 and has been incremented in steps of 0.2푉 . The
cathode potential has been set to zero in all presented cases. To obtain an electrode
potential difference, the anode potential has been varied. The saturation concen-
tration of hydrogen in the present case is 푐퐻2,푆푎푡 = 0.00075푚표푙/푚
3, which fits the
solubility of 퐻2 in water at a temperature of 25 ∘ 퐶, as presented in [184].
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Figure 5.7 shows curves of the potential 푈 as a function of the channel length
푥. The profiles were taken in the lateral and vertical centerline of the channel at
a spanwise width of 푦 = 0.05푚 and a height of 푧 = 0.005푚. We can see a steep
increase of 푈 in the streamwise direction in the region below the anode. The po-
tential jumps from a low level upstream of the anode to a higher level downstream.
This jump is more distinct for increasing anode potential. While at low electrode
potential differences Δ푉 = 1.0 and Δ푉 = 1.2 it is almost negligibly small, the
potential increases by 80% at Δ푉 = 1.8 and by 155% at Δ푉 = 2.0.
Figure 5.7: Potential curves 푈(푥) in the centerline of the channel for varying elec-
trode potential difference Δ푉 .
Figure 5.8 and Figure 5.9 show concentration profiles 푐푘(푧) of the ionic species of
the supporting electrolyte, namely 푁푎+, 푆푂2−4 , 푁푎푆푂
−
4 and 퐻푆푂
−
4 . The profiles
were taken normal to the lower channel wall in the streamwise and spanwise center of
the cathode at 푥 = 0.432푚 and 푦 = 0.05푚. The height 푧 is plotted in a logarithmic
scale. At Δ푉 = 1.0, we see almost no variance from the bulk concentrations near the
cathode. With increasing electrode potential difference, the electrochemical reaction
mechanisms accelerate and the species concentrations near the cathode rise. How-
ever, compared to their bulk concentrations, the supporting electrolyte component
concentration gradients are rather small, as one would expect. For the Δ푉 = 2.0푉
case, the increase of 푐푁푎+ is 0.004%, while for 푐푆푂2−
4
and 푐푁푎푆푂−
4
it is 0.05%, which
is almost negligibe. The decrease of 10% for 푐퐻푆푂−
4
is more significant. This is
due to the fact that 퐻+ ions are consumed to form 퐻퐷푖푠푠2 and thus the chemical
reaction (5.31) will restore the balance by dissociating 퐻푆푂−4 . The same concen-
tration characteristics as for the supporting electrolyte components is observed for
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(a) 푁푎+ (b) 푆푂2−4
Figure 5.8: Concentration profiles 푐푘(푧) of sodium and sulfate ions normal to the
cathode for varying electrode potential difference Δ푉 .
(a) 푁푎푆푂−4 (b) 퐻푆푂
−
4
Figure 5.9: Concentration profiles 푐푘(푧) of 푁푎푆푂
−
4 and bisulfate normal to the cath-
ode for varying electrode potential difference Δ푉 .
the species involved in the cathode reactions (퐻+, 푂퐻− and 퐻퐷푖푠푠2 ), as plotted in
Figure 5.10 and Figure 5.11. The increase in concentration for the Δ푉 = 2.0푉 case
takes significant values of 1840% for 푐푂퐻− and 10% for 푐퐻+ . For 푐퐻2 , a concentration
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(a) 퐻+ (b) 푂퐻−
Figure 5.10: Concentration profiles 푐푘(푧) of hydroxide and hydrogen ions normal to
the cathode for varying electrode potential difference Δ푉 .
Figure 5.11: Concentration profiles 푐퐻2(푧) of dissolved hydrogen normal to the cath-
ode for varying electrode potential difference Δ푉 .
increase can not be quantified, because the bulk concentratin of 퐻퐷푖푠푠2 is zero. The
dissolved hydrogen concentration at the cathode for the Δ푉 = 1.0 case lies only
slightly above the saturation concentration 푐퐻2,푆푎푡, so that we expect a very low gas
phase evolution. For increasing potential, the concentration of 퐻퐷푖푠푠2 at the cathode
rises, thus a growing amount of produced hydrogen gas is expected. Figure 5.12
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(a) 푁푎+ (b) 푆푂2−4
Figure 5.12: Concentration profiles 푐푘(푥) of sodium and sulfate ions along the cath-
ode for varying electrode potential difference Δ푉 .
(a) 푁푎푆푂−4 (b) 퐻푆푂
−
4
Figure 5.13: Concentration profiles 푐푘(푥) of 푁푎푆푂
−
4 and bisulfate along the cathode
for varying electrode potential difference Δ푉 .
and Figure 5.13 show the concentration variance over the cathode length for the
supporting electrolyte species 푁푎+, 푆푂2−4 , 푁푎푆푂
−
4 and 퐻푆푂
−
4 , while Figure 5.14
and Figure 5.15 show the same for the ions involved in the cathode reactions. The
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(a) 퐻+ (b) 푂퐻−
Figure 5.14: Concentration profiles 푐푘(푥) of hydroxide and hydrogen ions along the
cathode for varying electrode potential difference Δ푉 .
Figure 5.15: Concentration profiles 푐퐻2(푥) of dissolved hydrogen along the cathode
for varying electrode potential difference Δ푉 .
concentrations were measured in the first grid cell at 푧 = 2 ⋅ 10−5푚 for all cases.
The streamwise concentration profiles clearly show the effect of advection due to
the electrolyte velocity. All species have a significant increase in concentration to-
wards the downstream edge of the cathode, whereafter the concentration drops to
the bulk value. The concentration is more distinct with increasing electrode po-
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tential difference. Concerning the production of hydrogen gas, the largest amount
of hydrogen bubbles is expected to be formed at the downstream edge of the cathode.
5.5.2 Dispersion of electrochemically generated bubbles
Hydrogen ions are produced on the cathode by reactions (5.27) and (5.28). The
reaction rate 푣퐺푎푠, as stated by equation (5.37), determines the speed of the gas-
evolution due to supersaturation of 퐻퐷푖푠푠2 in the electrolyte near the cathode. It
depends on the reaction rate constant 푘퐺푎푠. In the present case, we imposed a reac-
tion rate constant of 푘퐺푎푠 = 0.01푚/푠. This value is large enough to ensure that all
produced hydrogen is consumed to form gas bubbles and the amount of dissolved
hydrogen is minimized.
The diameter spectrum of the produced bubbles has been imposed to be of log-
normal type with a mean diameter of 100휇푚 and a standard deviation of 30휇푚.
Two-way coupling between the bubbles and the fluid flow has been neglected for
the time being, so the laminar Poiseuille flow profile at the lower channel wall is not
disturbed.
As discussed in Section 5.5.1, the electron and ion transfer rates in the electro-
chemical system are augmented for increasing electrode potential difference Δ푉 and
the concentration of hydrogen 푐퐻2 at the cathode rises. Table 5.3 shows quantitative
parameters for the hydrogen gas evolution on the cathode of the parallel channel flow
reactor. The peak hydrogen gas volume fractions 훼퐻2,푚푎푥 measured were occurring
right above the downstream edge of the cathode, where the hydrogen gas evolution
is most pronounced. The average bubble number density flux 푁˙푎푣푔 indicates how
many hydrogen bubbles are produced on the whole cathode in a certain time, while
the indicated mass flux 푚˙퐻2 gives the total mass of hydrogen gas produced.
From Table 5.3 we see that for an increasing electrode potential difference Δ푉 ,
the number of produced bubbles increases along with the mass flux of 퐻퐺푎푠2 . Thus,
the volume fraction of the hydrogen gas phase rises accordingly. The bubble num-
ber density and mass fluxes at Δ푉 = 2.0푉 are more than two orders of magnitude
higher than at Δ푉 = 1.0푉 .
Figure 5.16 shows plots of the peak volume fraction and the 퐻퐺푎푠2 mass flux as
functions of the electrode potential difference. The figures indicate that the gas
production grows exponentially with Δ푉 . We can see that Δ푉 = 1.0푉 marks a
threshold below which the electrochemical reaction rates are too slow to induce
significant ion transfer on the electrodes. This observation agrees with the species
concentration profiles at the cathode, which have been discussed in Section 5.5.1.
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Δ푉 [푉 ] 훼퐻2,푚푎푥 [−] 푚˙퐻2 [푘푔/푠] 푁˙푎푣푔 [1/푠]
1.0 0.0029 3.52 ⋅ 10−11 747
1.2 0.0062 1.37 ⋅ 10−10 2906
1.4 0.0124 4.48 ⋅ 10−10 9510
1.6 0.0169 1.29 ⋅ 10−9 27343
1.8 0.0248 3.02 ⋅ 10−9 64152
2.0 0.0421 5.76 ⋅ 10−9 122135
Table 5.3: Gas-evolving cathode parameters for different electrode potential differ-
ences: Peak hydrogen volume fractions 훼퐻2,푚푎푥, mass fluxes 푚˙퐻2 and
average bubble number density fluxes 푁˙푎푣푔.
Regarding the values of the dispersed phase volume fraction, which in the peak
regions above the downstream edge of the cathode reach values around 4% for the
Δ푉 = 2.0푉 case, it is obvious that two-way coupling effects of the gas phase on
the carrier phase have to be taken into account in a further study to investigate the
momentum transfer effect of the bubbles on the electrolyte flow.
(a) 푚˙퐻2(Δ푉 ) (b) 훼퐻2,푚푎푥(Δ푉 )
Figure 5.16: Quantification of hydrogen gas evolution with increasing electrode po-
tential difference in terms of (a) gas mass fluxes and (b) peak volume
fractions.
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(a) Δ푉 = 1.0푉
(b) Δ푉 = 1.2푉
(c) Δ푉 = 1.4푉
Figure 5.17: Side-view of gas bubbles emerging from the cathode at the three lower
levels of Δ푉 at 푡 = 2푠.
In Figure 5.17 and Figure 5.18, instantaneous side views of the parallel flow re-
actor in the region of the downstream edge of the cathode are shown for different
values of the electrode potential difference Δ푉 at 푡 = 2푠 after the gas production
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(a) Δ푉 = 1.6푉
(b) Δ푉 = 1.8푉
(c) Δ푉 = 2.0푉
Figure 5.18: Side-view of gas bubbles emerging from the cathode at the three higher
levels of Δ푉 at 푡 = 2푠.
started. From these figures, we obtain a qualitative idea about the bubble disper-
sion downstream of the cathode. The bubbles rise due to buoyancy, while they are
advected by the electrolyte due to drag force. Since non-uniform bubble sizes are
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present, the effect of buoyancy is clearly visible, i.e. large bubbles rise faster than
smaller ones. The gas production is most pronounced at the downstream edge of the
cathode, as expected from the concentration profiles documented in Section 5.5.1.
Downstream of the gas-producing bottom electrode, a bubble-free zone occurs.
This happens since in the flow conditions applied, the trajectories of the detaching
bubbles are inclined under a certain angle that is determined by the bubble diam-
eter and the Reynolds number of the channel flow [182, 183]. Moreover, two-way
momentum coupling effects between the bubbles and the carrier electrolyte have not
been taken into account, so that the laminar flow profile applied in the present test
case remains unperturbed by the presence of the bubbles and thus the trajectories
are not affected by fluctuating motion of the carrier fluid. Two-way momentum
coupling effects between the dispersed and the continuous phase in the region above
the gas-producing cathode of the parallel channel flow reactor should be subject to
a further numerical study.
5.6 Conclusion
Based on the Eulerian-Lagrangian two-phase flow approach using the PLaS solver,
which has been developed and implemented in the scope of the present Ph.D. work,
a simulation approach that combines numerical models for bubbly two-phase flow,
ion transport and gas evolution has been proposed. This approach is suited to sim-
ulate electrochemical processed where gas bubbles are produced due to electrode
reactions. It is found to be promising with regard to industrially relevant multi-
physical problems.
The mass and momentum conservation of the liquid electrolyte flow is modeled
by the incompressible Navier-Stokes equations, using the Moprheus solver. Based
on the MITReM model, a concentration balance equation for each ionic species in
the system is stated together with a closure relation for the electric potential. This
set of equations has been implemented in terms of a MITReM module, which has
been coupled to the Navier-Stokes solver and the Lagrangian module PLaS. For the
electrochemical reactions on the electrodes, the Butler-Volmer kinetics is used. Gas
bubbles are formed by consuming dissolved gas based on a supersaturation mod-
elm, which has been implemented in terms of a bubble evolution module. The gas
bubbles produced in this process are tracked by the PLaS solver. The presence of
the gas bubbles in the electrolyte solution is taken into account by the Bruggemann
relations. All developed code modules have been coupled together and operate in a
multi-physical simulation cycle.
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Two-phase flow and electrochemical effects in a parallel flow channel reactor with
a sodium sulfate electrolyte solution have been simulated. An anode is located at
the top of the channel, while a hydrogen producing electrode is located on the bot-
tom. The flow in the channel follows a laminar, steady-state Poiseuille profile that is
constant in the spanwise direction of the channel. The electrochemical system used
in the parallel channel flow reactor test case consists of eight species. On the cath-
ode, hydrogen production reactions take place, in which hydrogen ions and water
molecules are reduced to form dissolved hydrogen. This dissplved hydrogen is trans-
formed into a gaseous species when supersaturation is reached. In the electrolyte, a
set of homogeneous reactions take place in terms of the dissociation of water, bisul-
fate and 푁푎푆푂−4 . Complete dissociation of sodium sulfate and sulphuric acid has
been assumed.
Results show that for an increasing electrode potential difference, the concentra-
tion of dissolved hydrogen increases in the vicinity of the cathode. Above Δ푉 = 1.0,
supersaturation occurs and gas bubbles are produced. The amount of bubbles evolv-
ing from the gas-producing electrode rises exponentially with increasing electrode
potential difference. Streamwise concentration profiles near the electrode surface
show the effect of advection due to the electrolyte velocity. All species have a signif-
icant increase in concentration towards the downstream edge of the cathode, where
the largest amount of gas bubbles is produced. The bubbles which are emerging
from the electrode surface rise due to buoyancy, while they are advected by the
electrolyte due to drag force.
The simulations carried out in the present work serve as an initial test case for in-
tegrated numerical research on complex multi-physical problems involving two-phase
flow, ion transport, reaction kinetics and gas production. The novel, fully-coupled
simulation approach pointed out in the frame of the present Ph.D. thesis proved to
work well. Promising results for the parallel channel flow reactor test case have been
obtained.
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In the present Ph.D. thesis, the development of a CFD software tool for the simula-
tion of particle-laden and bubbly two-phase flows based on the Eulerian-Lagrangian
modeling approach has been documented. Furthermore, bubbly flow simulations
have been coupled with simulations for ion-transport, reaction kinetics and gas evo-
lution occurring in an electrochemical system, leading to a promising multi-physical
simulation approach with regard to complex, industrially relevant problems.
Dispersed two-phase flows involve a continuous carrier medium that contains dis-
persed entities. Regarding the physical topologies of particle-laden and bubbly flow,
very high similarities can be observed between these two sub-types of dispersed flow.
This leads to the conclusion that regardless of their physical parameters, these sub-
types of flow can be tracked by a unified modeling approach, namely the Eulerian-
Lagrangian two-phase flow model used in the scope of the present Ph.D. work. The
large similarities but also the differences between particle-laden and bubbly flows
have been identified and taken into account in the simulations carried out in the
scope of this work, as documented in Chapter 2. Various simulation examples to
validate the developed simulation software have been given for both flow sub-types.
Concerning particle-laden two-phase flows, two studies have been carried out and
are documented in Chapter 3. They are subject to the interaction of small particles
with turbulent carrier flow media. The obtained results have been compared to
reference results published in nowadays fluid dynamics literature. For the case of a
one-way coupled dilute two-phase flow in a fully turbulent channel, the phenomenon
of particle segregation in the low-speed streaks in the sub-region of the turbulent
boundary layer has been investigated. The obtained results are found to match well
with reference results published in [88] for various particle sizes. For the case of
two-way momentum interaction between small particles and homogeneous isotropic
turbulence, the impact of the particles on the decay of turbulent kinetic energy
and its dissipation rate for varying particle mass loading was found to be in good
agreement with reference results published in [77]. The particle-laden two-phase
flow results clearly state the accuracy and reliability of the Eulerian-Lagrangian
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two-phase flow solver PLaS developed in the scope of this work.
Concerning bubbly two-phase flows, two studies involving hydrodynamics and dis-
persive phenomena of bubble plumes have been performed and are documented in
Chapter 4. The simulation of the unsteady motion of an air-lift flow in a square
bubble column at different gas mass flow rates lead to very good agreement to ex-
perimental results published in [135]. Furthermore, the motion of a bubble plume
in the rotating flow field of an inverted rotating disk electrode (IRDE) reactor has
been analyzed. Bubble dispersion effects and size distributions have been compared
to experimentally obtained data, leading to a good agreement. These results prove
that the developed Eulerian-Lagrangian solver PLaS is suited for the simulation of
complex bubbly two-phase flow problems.
The integration of simulation approaches to track multi-physical mechanisms is
a challenge in nowadays CFD. A topical numerical application of a multi-physical
problem is the combination of dispersed two-phase flow and electrochemical phe-
nomena such as ion transport and reaction kinetics. In the present Ph.D. thesis,
an approach for the numerical modeling of bubbly two-phase flow combined with
ion transport and gas-producing electrochemical reactions has been carried out.
The fluid flow part of the problem has been addressed by the Eulerian-Lagrangian
approach while the ion transport in the electrolyte has been taken into account
by the MITReM model. The electrode reaction kinetics has been modeled by the
Butler-Volmer kinetics. An approach to convert a gas mass flux evolving from a gas-
producing electrode into a set of bubbles according to a pre-defined size spectrum
has been introduced. The procedure is documented in Chapter 5 and is found to be
a promising simulation approach for industrially relevant multi-physical problems
involving two-phase flow and electrochemistry.
Two-phase flow and electrochemical effects in a parallel flow channel reactor have
been simulated. The obtained results show that for an increasing electrode potential
difference, supersaturation of gaseous species increases and the amount of bubbles
evolving from the gas-producing electrode rises. The novel simulation approach
pointed out in the present work proved to work well and promising initial results for
the parallel channel flow reactor test case have been obtained.
With the multi-physical simulation tool developed in the frame of the present
Ph.D. work, a large amount of possible future applications concerning is conceivable:
∙ The effect of two-way and four-way momentum coupling between gas bubbles
and carrier electrolyte should be studied for the test case of the parallel channel
flow reactor. The present one-way coupled simulations have shown that high
volume fractions of gas are reached even for moderate electrostatic potentials.
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The application of suitable collision and coalescence models for dispersed two-
phase flow would be of interest in this frame.
∙ In the frame of the IWT-SBO project MuTEch, in which the present work
has been accomplished, a parallel channel flow reactor and an IRDE reactor
matching the geometrical specifications of the present simulation cases have
been built. This generally allows to aim for more detailed experimental corre-
lations serving as input parameters for future simulations. In this framework,
an experimental fitting of the gas production reaction rate coefficient could
e.g. lead to a more reliable modeling of electrochemical cells.
∙ The application of the present multi-physical modeling approach to turbulent
electrolyte flow would give more insight in industrially relevant reactor model-
ing test cases. The two-phase flow solver developed in the present work proved
to give accurate results for turbulent dispersed flow.
∙ A more reliable nucleation site modeling strategy for gas evolution on elec-
trodes could lead to microscopically more accurate gas bubble distributions
and bubble size spectra, modeling electrode surface structures as well as bub-
ble growth and detachment. In the present approach, a random distribution
of nucleation sites in the boundary elements of the computational grid is used,
leading to macroscopically valid bubble distributions. A bubble size spectrum
is imposed, because bubble growth and detachment are not modeled.
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