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ABSTRACT
The idea of preconditioning transmit waveforms for optimal clutter rejection in radar imaging is presented.
Waveform preconditioning involves determining a map on the space of transmit waveforms, and then applying this
map to the waveforms before transmission. The work applies to systems with an arbitrary number of transmit-
and receive-antenna elements, and makes no assumptions about the elements being co-located. Waveform
preconditioning for clutter rejection achieves eﬃcient use of power and computational resources by distributing
power properly over a frequency band and by eliminating clutter ﬁltering in receive processing.
Keywords: Clutter rejection, waveform preconditioning, distributed aperture, sparse aperture, waveformdesign,
imaging.
1. INTRODUCTION
In this paper we show how we by appropriate ﬁltering of the transmit signals can design waveforms that suppress
undesired features in the scattered signal. This ﬁlter will be referred to as a preconditioning operator; it is applied
to the transmit waveform prior to transmission. In radar applications the scene (everything in the radar beam) is
composed of three classes: objects of interest, objects which are not of interest, and (known) background. Objects
of interest are referred to as targets, while those objects which are not of interest are referred to as clutter.I n
this paper, scattering from clutter is an undesired feature to be rejected by means of a waveform preconditioning
operator. Clutter rejection is an important task, as scattering from clutter can overpower scattering from targets,
thus rendering the targets diﬃcult to detect or image. Our primary application is radar imaging. It should be
clear, however, that our physics-based approach, which we formulate in terms of Green’s functions and second-
order random ﬁelds, is applicable to pulse-echo imaging in general, e.g. ultrasound imaging, sonar imaging and
microwave imaging.
There are two main waveform design approaches in the radar literature, namely the ambiguity and variational-
based approaches. In the ﬁrst approach, a range-Doppler echo model is used with matched-ﬁlter processing. The
waveforms are designed and combined in order to create an approximate Dirac-delta ambiguity function.1–10 In
the second approach, the scene is assumed to be static and therefore the range-only echo model is considered.
Similar to the ﬁrst approach, matched ﬁltering is used as a foundation for joint design of waveforms and receive
processing for target detection, identiﬁcation and classiﬁcation.11–15 For target detection, the waveforms are
designed by maximizing the signal-to-noise or signal-to-interference ratios.12–14 A mutual information criteria
has also been used to design optimal waveforms for target classiﬁcation.12 In both of the aforementioned
approaches a monostatic radar system is considered.
Optimal recovery of a deterministic distribution of targets was presented by Naparst.16 Recently, Yazici et
al. introduced waveform preconditioning as an approach to waveform design under the assumption that an a
priori stochastic characterization of the scattering distribution is available.17
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This require special attention since the same waveform need not be transmitted from all antennas. The
concept of Multiple-Input-Multiple-Output (MIMO) radar has been used to explore the advantages of multiple
antennas.18,19
We formulate the processing of radar data from an arbitrary number of transmit- and receive-antennas in a
stochastic framework. In this sense our work is closely related to Yazici et al.,17 where an ap r i o r istochastic
characterization of the scattering distribution was used to construct optimal waveforms for mono-static range-
Doppler imaging. It should be clear, however, that our idea also applies to other situations such as suppression
of multipath artifacts, enhancement of features for target identiﬁcation.
From a communications point of view, the radar transmit signal which illuminates the target may be
considered as a means for establishing a communications channel between the target and the observer.I n t h i s
language, the eﬀect of a complex environment is considered as part of this communications channel. The goal
is to design a ﬁlter which, when applied to the transmit signal, virtually shapes the received signal in a desired
manner. Thus, there are obvious similarities between the ideas presented here for radar imaging, and the
existing literature on precoding.20–22 However, since imaging applications primarily aim at reconstructing the
spatial distribution of the target, the spatial aspects of the wave propagation are pronounced in our work.
2. PRELIMINARY THEORY AND MODELING
We will consider a radar antenna consisting of m transmitting elements, and n receiving elements. The placement
of these elements can be chosen arbitrarily, i.e., the location of each element may be assigned independently of
where the other elements are located. For simplicity, we assume each element to behave like an isotropic point
antenna, i.e., radiation patterns from each element do not exhibit any directivity. The latter assumption is
not needed, but is made in order to make the analysis more transparent. An important feature of the system
under consideration is that we have a reference clock which is common to all of the elements. This common
reference clock facilitates coherent data processing, i.e., full knowledge of the signal phase as well as amplitude.
An illustration of the distributed nature of an antenna with two transmitting elements and ten receiving elements
is shown in Fig.1.
In order to exploit the spatial diversity inherent in the antenna, it is desirable to allow for transmitting
diﬀerent waveforms from each element. Let sj(t) denote the waveform which emanates from the jth element.
The transmit waveforms are arranged in a transmit vector s(t)
s(t)=[ s1(t),...,s m(t)]
T . (1)
Similarly, if the measured scattering at the ith receive element is denoted by mi(t), then the scattering which is
collected by the distributed antenna may be arranged in a measurement vector m(t)
m(t)=[ m1(t),...,m n(t)]
T . (2)
2.1. Scattering model
The ability to distinguish targets depends on how much their electromagnetic properties deviate from a known
background. We denote this deviation by the scattering potential V (x). At an abstract level, we denote by
H(V ) the operator which maps the transmit vector s(t) to the measurement vector m(t)
m(t)=H(V )s(t). (3)
An explicit relationship between the scattering potential V and the operator H(V ) can be derived in terms of
the Green’s function g(x,y,t) for the background medium. The Green’s function is the response measured at
position x from an impulse δ(t) at position y. The geometric layout of the antenna elements naturally plays
an important role here. Let therefore the jth transmit element be located at position zj,a n dt h eith receive
Proc. of SPIE Vol. 6568  65680N-2[λ]
−10 −5 0 5 10
−6
−4
−2
0
2
4
6
8
10
Figure 1. Distributed radar antenna with two transmitting elements (circles) and ten receiving elements (diamonds).
The elements are placed at equidistant points along a an arc with radius 10λ,w h e r eλ is the wavelength corresponding
to the center frequency of the transmitters. The target is indicated as a square with sides of 1.5λ, while the region of
interest is 5λ × 5λ around the target. This region is ﬁlled with clutter. The solid straight line indicates the location of a
reﬂective mirror in our simple multipath scenario
element be located at position xi. In the current analysis we use a linear scattering model often known as the
distorted-wave Born approximation.23 If we deﬁne a (m × n)m a t r i xG(y,t) with matrix elements
Gij(y,t)=

g(zj,y,τ )∂2
t g(y,xi,t− τ )dτ , (4)
then
m(t)=H(V )s(t)=

G(y,t− τ)V (y)dys (τ)dτ. (5)
Integration in Eq.(5) is understood to be element-wise.
The map H(V ) is linear from the space of transmit vectors to the space of measurement vectors. By employing
a set of transmit waveform vectors {sk(t)}, the action of H(V ) can be determined on the space spanned by these
vectors. Once the map is known, imaging is formally performed as
ˆ V (x)=H
−1H(V ), (6)
where H−1 is an approximate inverse that can be computed using the prior knowledge about the background.24
Here we will not discuss further how we can perform this inversion, but rather focus our attention to clutter
rejection.
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The above formalism allows us to utilize a physics-based model for the background which in principle can have
an arbitrary level of detail. It is not reasonable, however, to expect that our background model will account for
all details of the scene except for the target. As outlined in the introduction, this suggests that the scattering
potential should be divided into two parts
V (x)=T(x)+C(x), (7)
where T(x)r e p r e s e n t starget and C(x)r e p r e s e n t sclutter. By this approach, our deﬁnition of clutter includes
contrubutions due to a compromise between model ﬁdelity and tractability: deviations between the background
and our model for the background. The real interest lies in recovering T, while suppressing C.
In many situations it is reasonable to assume that information about statistics of the scattering is available.
There is a large body of literature on stochastic signal models for electromagnetic waves (see e.g.,S a r k a ret al.25
and the references therein). Here we have chosen to impose a stochastic model for the scattering potential itself.
In our development we assume that T(x)a n dC(x) are realizations of second-order random ﬁelds with known
ﬁrst- and second-order statistics. It should be clear that the background may be deﬁned in such a way that the
ﬁrst-order statistics of the scattering potentials are zero. Thus, without loss of generality, we will assume that
the processes have zero-mean and known auto-correlation functions
RT(y1,y2)=E

T(y1)T(y2)

(8)
RC(y1,y2)=E

C(y1)C(y2)

. (9)
Finally, we will assume that the ﬁelds T and C are statistically independent, i.e.,
RV (y1,y2)=E

(T(y1)+C(y1))(T(y2)+C(y2))

(10)
= RT(y1,y2)+RC(y1,y2). (11)
The fact that the scattering potential is stochastic will of course imply that the kernel of the integral operator
in Eq.(5) is stochastic [26, Ch.2]. Furthermore, it directly relates the statistics of the electromagnetic scattering
received by a radar antenna to the statistics of the scattering potential. Thus, we assume that Eq.(5) is deﬁned
in the mean-square sense.
We will suppress C by modifying the transmit waveforms such that they produce mostly scattering from T.
We formulate this as determining an operator W such that
H(T + C)W≈H (T). (12)
We achieve clutter rejection by employing the transmit waveform Ws instead of s(t). Our approach is illustrated
in Fig.2.
In this work we choose to reject clutter in the minimum-mean-square-error (MMSE) sense. To be more
speciﬁc: under mild assumptions about the transmit waveforms and the scattering potentials we can show that
H(V ) is a Hilbert-Schmidt (HS) operator [27, Ch. 6.2]. Our goal is therefore to determine a linear operator W
which minimizes the HS norm
W =a r g m i n
W
||H(T + C)W−H (T)||
2
HS. (13)
Recall that the HS norm is induced by the inner product between HS operators A and B deﬁned as follows
 A,B HS ≡

k
 Aek,Bek ≡Tr{B∗A}, (14)
Proc. of SPIE Vol. 6568  65680N-4s(t) m(t) H
−1
H(T)
H(T + C)
H
H
W
T(x)
ˆ T(x)
T(x)+C(x)
Figure 2. Block diagram for the radar imaging process with waveform preconditioning operator W. Solid arrows indicate
the signal path from waveform, through preconditioning operator and then transmitted into an environment with system
response H(T + C). Dashed lines indicate the “ideal” signal path which is emulated by applying the preconditioning
operator.
where {ek} is a orthonormal complete basis for the domain of the operators, B∗ is the adjoint of the operator B,
and Tr{·} denotes the trace. Since we are dealing with stochastic signals, we employ the following inner product
between random vector processes in Eq.1428
 x,y  =

i

E

xi(t)yi(t)

dt. (15)
We observe that the HS norm is simply the sum of L2 norms for an orthonormal basis of transmit vectors.
Hence, determining W according to Eq.(13) will in our stochastic setting minimize the average MMSE over
these orthonormal transmit vectors.
3. THE PRECONDITIONING OPERATOR
In this section we will derive an explicit expression for W as deﬁned in Eq.(13). In order for the analysis to
hold, it is necessary to make certain assumptions about the transmit waveforms and the scattering environment.
These assumptions are mild enough to be satisﬁed for any practical application.
First of all, we need to consider only transmit waveforms which have ﬁnite length, and which has suﬃcient
spectral decay as a function of frequency. For a transmit waveform s(t) with Fourier transform ˆ s(ω), this
asymptotic decay can be made precise by requiring that24
 
1+ω6
|ˆ s(ω)|2dω<∞. (16)
Second it is convenient to assume that no echoes emerge from outside a suﬃciently large region, i.e.,t h a t
the scattering potential has compact support. In a practical situation where additive noise is present it is not
reasonable to expect scattering to be detectable from arbitrary large distances.
Finally we will assume that the correlation function RV (y1,y2) is absolutely integrable

|R(y1,y2)|dy1dy2 < ∞. (17)
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H(V ) is a HS operator. We are therefore justiﬁed in using the HS norm when determining the preconditioning
operator.
Let {ek(t)} be a basis for the space of transmit vectors. By combining Eqns.(14) and (15) we see that the
HS norm of H(V ) can be computed as
||H(V )||
2
HS =

k

e
H
k (t)E[H(V )
∗H(V )]ek(t)dt, (18)
where
E[H(V )∗H(V )]ek(t)=G∗RV Gek(t). (19)
Here ∗ denotes the adjoint, and H denotes the conjugate transpose of a vector. Furthermore, G is an integral
operator with (matrix) kernel G(y,t,τ), and RV is an integral operator with (scalar) kernel RV (y1,y2), i.e.,
Gf(y,t)=

G(y,t,τ)f(τ)dτ, (20)
RV f(y1)=

RV (y1,y2)f(y2)dy2. (21)
We now determine the operator W which minimizes
∆(W) ≡ ||H(T + C)W−H (T)||2
HS. (22)
This minimum is found by means of variational analysis. If we require that
∆(W + δW) − ∆(W)=O(||δW||2) (23)
for all perturbations δW, we obtain the following
0= H(T + C)δW,[H(T + C)W−H (T)] HS (24)
=T r

E

(H(T + C)W−H (T))
∗ H(T + C)
	
δW


. (25)
We then evaluate the expectations in terms of deterministic functions, in a similar fashion to what was performed
in Eq.(19). Since T and C are stochastically independent
E

(H(T + C)W)
∗ H(T + C)
	
= W∗G∗(RT + RC)G (26)
E

(H(T))
∗ H(T + C)
	
= G∗RTG. (27)
T h ek e r n e l so ft h eo p e r a t o r sRT and RC are the auto-correlation functions for T and C, respectively. In order
for Eq. (25) to hold for all δW, all basis vectors must be in the null-space of
G∗(RT + RC)GW −G∗RTG. (28)
Hence we ﬁnd that
W =( G∗[RT + RC]G)
† G∗RTG. (29)
Here † denotes pseudo-inverse.
Both G∗RTG and G∗[RT + RC]G are compact self-adjoint operators. Therefore, they have a spectral repre-
sentation in the form of a discrete sum of eigenfunctions.29 Let {(λk,uk)} be a set of eigenvalues/eigenfunctions
for G∗RTG,a n d{(σk,vk)} be a set of eigenvalues/eigenfunctions for G∗(RT + RC)G
λkuk = G
∗RTGuk (30)
σkvk = G∗(RT + RC)Gvk. (31)
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Ws =

l
1
σl
 

k
λk s,uk uk,vl vl (32)
=

l

k
λk
σl
 s,uk  uk,vl vl. (33)
This operator may be applied to any transmit vector to yield a new transmit vector; W is a bounded linear
operator on the space of transmit vectors. Loosely speaking, W emphasizes the parts of s residing the subspaces
in which the signal-to-clutter ratio is relatively high.
4. NUMERICAL SIMULATION
In order to demonstrate the clutter-suppression obtained with our waveform preconditioning operator, we have
performed a set of numerical simulations. In these simulations we want to recover the target T from scattering
measurements made with two transmitters and ten receivers. The transmitters and receivers were placed equally
spaced on an arc around the target. This simulation setup is illustrated in Fig.1.
We have performed two numerical experiments. First we simulated scattering from only the target and the
clutter. Then we perform another simulation where we insert a mirror surface behind the target (see Fig.1. The
role of this mirror is to illustrate a simple multipath scenario.
From the two transmitters we transmitted short chirp signals: transmitter 1 emitted a linear up-chirp, while
transmitter 2 simultaneously emanated a linear down-chirp. All dimensions of the experiment were normalized
according to the wavelength corresponding to the center frequency. We denote this wavelength by λ.
As a target we chose a square with sides 1.5λ×1.5λ. From this target model we constructed a target spectrum
as if the target were a realization of a stationary random ﬁeld. A high-frequency version of the stationary
stochastic target model was then constructed and used to simulate diﬀerent realizations of the surrounding
clutter. This construction is explained further in Yazici et al.30 The compact support of the clutter was imposed
by applying a spatial mask. For our purpose we used a region of 5λ × 5λ around the target. Finally, the radius
of the arc on which the antenna elements were placed was set to 10λ.
The preconditioning operator was constructed according to Eq.(29) by a Monte-Carlo approach where we
used 500 realizations of the stochastic ﬁelds T and C. The spatial discretization for each scattering simulation
was 15 samples per wavelength λ.
The signal-to-clutter ratio (SCR) in our simulations was set to -3.5dB, when deﬁned according to
SCR = 10log

E

|T(x)|2	
dx

E[|C(x)|2]dx

. (34)
The performance of the preconditioning was then evaluated by observing the square error in the reconstructed
image when compared to the true scattering potential. The mean-square-error(MSE) was estimated by averaging
over 10 clutter realizations. We computed the MSE according to
MSE(W)=1 0l o g

E

|[H−1H(T + C)W](x) − T(x)|2	
dx

E[|T(x)|2]dx

. (35)
To be consistent with the MMSE-criterion from which the preconditioning was constructed, we used an imaging
reconstruction algorithm which is based on minimising the MSE of the ﬁnal image.24 The images were
reconstructed on a grid with 10 samples per wavelength.
Figure 3 shows the target embedded in clutter, as well as a reconstructed image based on scattering without
clutter in free space. The MSE is in this case was -3.7dB.
Figures 4 and 5 show reconstruction results for scattering with clutter in free space and in multipath scenarios,
respectively. For the free space scenario, preconditioning of the transmit waveform improves image quality from
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Figure 3. Target with clutter (left) and reconstruction of target from clutter-free scattering (right)
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Figure 4. Reconstruction results for a single realization of clutter in free space simulation. Left: image from scattering
with original chirp waveform. Right: image from scattering with preconditioned chirp waveform
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Figure 5. Reconstruction results for a single realization of clutter in multipath simulation. Left: image from scattering
with original chirp waveform. Right: image from scattering with preconditioned chirp waveform.
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Figure 6. Spectrum of transmit waveforms. Left: preconditioned for clutter rejection in free space. Right: preconditioned
for clutter rejection in multipath environment.
1.1˙ dB to -3.6dB when measured using the MSE deﬁned in Eq.(35). For the multipath situation, however,
preconditioning improves the result from 0.1dB to -1.4dB.
Figure 6 shows the spectrum of one of the transmit waveform that were employed in this experiment. We
note that the most dramatic modiﬁcation of the waveform occurs for the free space scenario.
5. DISCUSSION AND CONCLUDING REMARKS
In this work we have separated the scattering potential into two distinct classes: target and clutter. The clutter
essentially produces unwanted scattering which in turn degrades the ﬁnal result of the reconstructed image.
If scattering from clutter can be removed from the measurement, the end result will be improved. We have
presented a method for preconditioning the transmit waveform in order to obtain this clutter rejection based on
ap r i o r iinformation about the statistics of the scattering potential.
We address the problem of optimally modifying the transmit waveform when the transmit power is limited.
Obviously, after preconditioning the resulting waveform may not have the same strength. However, this is
trivially amended by proper normalization of the preconditioned waveform. As a result, the transmit vector will
contain the same amount of power, but will minimize scattering from clutter.
When we perform clutter rejection we identify a transmit-vector subspace where the signal-to-clutter (SCR)
ratio is high. The fact that the signals which are employed at each transmitter are transmitted simultaneously,
and that they are not orthogonal imply that there is a great deal of ambiguity in the data with respect to the
correct time-of-ﬂight for a given echo. We therefore have limited ability to determine the correct source-reciever
pair for a given echo. As we are forming the images using a our limited-angle tomographic approach, we to not
rely on the ability to resolve the source-reciever ambiguity.24
Multipath may be modeled by adding more transmitters. This will increase the complexity of the propagation
path and hence result in a more complex illumination pattern as compared to the free space scenario. However,
our ability to control the illumination pattern does not increase as we are still restricted to use the same number
of independently controllable transmit elements. Furthermore, by eﬀectively illuminating the target and clutter
from additional directions, it is harder to ﬁnd a subspace where the SCR is high. One way to increase the ﬂexibility
would be to employ multiple transmit vectors, i.e., span a larger transmit vector space. Our preconditioning
operator can be applied to any set of transmit vectors in order to oprimally reject scattering from clutter in the
MMSE sense.
An important feature of the preconditioning approach is the improved SCR of the scattering. Hence, for a
ﬁxed total transmit power, the SCR may be improved in the ﬁnal image. Alternatively, for a given signal-to-noise
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desirable to keep the transmit power as low as possible, e.g., to reduce transmitter vulnerability/detectability.
Our approach employs information about the scene in the form of the Green’s function. This Green’s function
is then used to map second-order statistics of the clutter and target to the space of transmit vectors and thereby
construct the preconditioning operator. The second-order statistics can be derived for each typical location; for
example, diﬀerent landscape types or housing styles yield diﬀerent kinds of clutter statistics.
In Eq.(33) the preconditioning operator is expressed in terms of ratios between eigenvalues of G∗RTG and
G∗ (RT + RC)G. It is therefore evident that the preconditioning operator will emphasize parts of the waveform
which resides in subspaces which produces more scattering from target than from clutter. Our preconditioning
can therefore be viewed as a subspace technique for transmit waveforms.
The underlying propagation model which we have used for this work is derived from a scalar wave equation.
This is a commonly-used model for many radar applications where polarization eﬀects may be ignored. In order
to get explicit expressions in terms of Green’s functions, a linearized scattering model was used, namely the
distorted-wave Born approximation (DWB). Note, however, that the operator norm which we used to determined
the preconditioning operator will make sense also without the DWB. A propagation model based on a scalar
Green’s function is applicable in many other applications such as ultrasound, sonar and microwave imaging. In
situations where polarization is important, a similar framework can be developed using a dyadic Green’s function.
Clutter ﬁltering is an integral part of space-time adaptive processing (STAP). In STAP the statistics of the
clutter is used to perform ﬁltering of the measurement in order to reduce the clutter content.31 Filtering of the
measurement implies that parts of the scattered power will not contribute to the ﬁnal result. In this sense it is
wasted scattering power. We obtain a similar result by ﬁltering the transmit signal, thereby avoiding transmitting
power which will be predominantly used to produce scattering from clutter. In this sense, the preconditioned
transmit vector will yield more eﬃcient use of the transmitters. Furthermore, by avoiding clutter ﬁltering of
the measurements, we reduce the computational resources needed at each the receiver element. Our scheme is
therefore suited for applications where inexpensive receiver elements with limited computing power are employed,
such as distributed sensing in urban environments.
The development in this paper was performed using the minimum-mean-square-error (MMSE) to deﬁne the
optimal clutter rejection operator. This is a suitable in many applications. However, the idea can be extended
to include other ﬁgures of merit, such as limited transmit power, limited bandwidth or absolute error. Although
other ﬁgures of merit will change the optimal preconditioning operator, the same idea of preconditioning the
transmit vectors remains can be used.
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