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The electronic properties of two-dimensional transition metal dichalcogenides (2D TMDs) have
attracted much attention during the last decade. We show how a diagrammatic ab initio coupled
cluster singles and doubles (CCSD) treatment paired with a careful thermodynamic limit extrapo-
lation in two dimensions can be used to obtain converged bandgaps for monolayer materials in the
MoS2 family. We find general agreement between CCSD and previously reported GW simulations
in terms of the band structure, but predict slightly higher band gap values and effective hole masses
compared to previous reports. We also investigate the ability of CCSD to describe trion states,
finding reasonable qualitative structure, but poor excitation energies due to the lack of screening of
three-particle excitations in the effective Hamiltonian. Our study provides an independent high-level
benchmark of the role of many-body effects in 2D TMDs and showcases the potential strengths and
weaknesses of diagrammatic coupled cluster approaches for realistic materials.
Two-dimensional (2D) materials are flat, atomically
thin crystals[1–3] that can be prepared through a num-
ber of well-established techniques[4–6]. They display
diverse electronic structure ranging from conventional
semiconductors with an optical band gap[7] to topo-
logical insulators[8, 9], materials hosting unconventional
magnetism[10, 11], superconductivity[12, 13] and spin
physics[14, 15]. 2D transition metal dichalcogenides
(TMDs) MX2, M = Mo,W,Nb,Ti, ..., X = S,Se,Te
are amongst the most promising representatives of this
family, with potential applications in electronics[4, 16–
20] and beyond[9, 12, 14].
The electronic properties of the 2H structural phase
of monolayer TMDs and MoS2 in particular have been
studied extensively through spectroscopy[18, 21–24], and
transport[17, 18] experiments. Several studies have
probed the electronic band structure directly [4, 7, 21,
25–30]. A large number of theoretical works based on
model or first-principles Hamiltonians (the latter in con-
junction with various flavors of density functional theory
(DFT) and the DFT-GW approximation) have been car-
ried out to complement the experimental picture [31–41].
Although broad agreement between theory and experi-
ment is observed, there is uncertainty at the quantitative
level in numerical results arising from different method-
ologies, with estimates of the bandgap varying over a
range of 0.4 eV or more even from different flavours of
DFT-GW [41]. In this context, independent high-level
many-body benchmarks of the electronic properties of
monolayer TMDs remain desirable.
The GW approximation has long been the state-of-
the-art in the ab initio many-body description of ma-
terials single-particle spectra. More recently, however,
coupled cluster (CC) theory, widely used in accurate
molecular calculations, has emerged as a viable approach
for extended systems [42–47]. In particular, equation-
of-motion coupled cluster theory, the extension to ex-
cited states and spectra, has been shown at the sin-
gles and doubles level of approximation (EOM-CCSD)
to yield improved results over the GW approximation in
more correlated systems, with a reduced dependence on
the mean-field starting point [48], while a careful dia-
grammatic analysis shows that EOM-CCSD is diagram-
matically comparable or superior to the standard GW
approximation[49].
In the present work we report benchmark single-
particle bandgaps for the monolayer TMDs and the full
band structure for the representative monolayer material
MoS2, obtained from first-principles EOM-CCSD calcu-
lations. We discuss the role of dimensionality in finite size
effects which are the largest source of uncertainty in our
results. The bandgaps and the MoS2 band structure are
generally in good agreement with previous many-body re-
sults, and we analyze remaining uncertainties in our com-
puted band structure arising from spin-orbit coupling.
Finally, we examine the three-particle excited states of
the coupled cluster Hamiltonian and compare them to
trions observed in these materials.
We describe the 2D material in terms of an all-electron
Hamiltonian with periodic boundary conditions (PBC)
expressed in a finite crystalline molecular orbital (Bloch)
basis:
H =
∑
αβk
hαβkc
†
αkcβk+
∑
αβγδ
k1k2k3
v(αk1),(βk2)
(γk3),(δk4)
c†αk1c
†
βk2
cδk4cγk3 ,
(1)
where cαk is a fermionic annihilation operator remov-
ing one electron from crystalline molecular spin-orbital
αk (α and other Greek symbols denote orbitals, k is the
Bloch wavevector), h denotes single-particle Hamiltonian
matrix elements corresponding to the sum of kinetic and
external potential energies of the electrons, v denotes the
Coulomb repulsion matrix element for the four crystalline
molecular orbitals (k4 satisfies pseudomomentum conser-
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2vation in the scattering process: k1 + k2 = k3 + k4).
The crystalline molecular orbitals ψαk(r) are expanded
in terms of crystalline Gaussian atomic orbitals φ˜λk, i.e.
ψαk =
∑
λ uαλφ˜λk, with φ˜λk(r) =
∑
R φλ(r − R)eik·R
where φλ(r) is a Gaussian basis function centered at
r = 0; R are lattice vectors. In this work we used the
DZVP basis[50] for dense k-point calculations of mono-
layer MoS2, MoSe2 and the def2-TZVP[51] basis set was
used for the tungsten materials. The wavevectors k were
chosen to sample the Brillouin zone (BZ) uniformly. The
Coulomb integrals v can formally be defined to be finite
in reciprocal space:
v(αk1),(βk2)
(γk3),(δk4)
= v1234 =
∫
dG ·K(G)ρ13(G)ρ24(−G) ≈∑
G 6=0
w ·K(G)ρ13(G)ρ24(−G) , (2)
where G are reciprocal lattice vectors, K(G) =∫
dr · e−iG·r/r is the Coulomb kernel; ρij(G) =∫
dre−iG·rψ∗i (r)ψj(r) are Fourier transforms of pair den-
sities (r belongs to the unit cell); w is the volume of the
reciprocal-space grid box. In this work, we used Gaussian
density fitting [52, 53] to compute v efficiently.
We constructed the Hamiltonian in Eq. 1 and deter-
mined the spectrum in the following steps:
1. The Hartree-Fock determinant |Φ〉 and molecular
orbitals were computed in the crystalline Gaussian
orbital basis. Real-space summation cutoffs and
other saturating parameters where chosen to pro-
duce sub-µHartree error in the total energy in a
3× 3 k-point benchmark model;
2. An “active” single-particle space for the correlated
calculations was restricted to the 7 hole and 7 elec-
tron bands adjacent to the band gap, see Fig. 1(d)
for the basis set error in the resulting band gap size;
3. The Hamiltonian matrix elements were re-
computed within this active space;
4. The ground-state wavefunction eT |Φ〉 was com-
puted at the (spin-restricted) coupled-cluster sin-
gles and doubles (CCSD) level[47], where T con-
tains one and two particle-hole excitations;
5. Low-lying equation-of-motion (EOM) spin-
restricted CCSD roots were determined in the
Ne + 1 (electron affinity, EA) and Ne − 1 (ioniza-
tion potential, IP) sectors (Ne is the number of
electrons per unit cell multiplied by the number of
k points sampled in the Brillouin zone) by diago-
nalizing the coupled cluster effective Hamiltonian
H¯ = e−THeT in the p, pph (EA) and h, phh
(IP) spaces (where p and h denote particle, hole
respectively) [47, 54–56]. This was done for a set
of uniformly shifted k point grids, where shift
vectors sample the Brillouin zone of the supercell
uniformly: for example, values on an 18 × 18 k
point grid were obtained through 6 separate 6 × 6
ground- and excited-state CCSD calculations (time
reversal symmetry was used). The principal roots
were interpreted as the band energies.
All calculations were performed using the PySCF
package[57].
Apart from the intrinsic many-body error associated
with the CCSD approximation and from the Gaussian
basis, a dominant source of uncertainty comes from the
finite size effects due to finite sampling of the Brillouin
zone. This is most evident in the Coulomb matrix el-
ements due to the slowly decaying tail of the Coulomb
operator for r → ∞, G = 0. Several corrections for the
tail error[58–60] have been developed to reduce it. We
employed the extrapolation of observable values as a ro-
bust and straightforward way to correct the G = 0 error.
For this, we performed several calculations with different
samplings (numbers of k-points) of the 2D BZ. To ex-
trapolate the size of the band gap at the high-symmetry
K point ∆K (Fig. 1) we performed simulations with up
to N2k = 7× 7 = 49 k-points and fitted the data to linear
and quadratic polynomials in 1/Nk. The corresponding
uniform k-point grids were chosen to always include the
K point explicitly.
The calculated values of ∆K for monolayer MoS2 are
presented in Fig. 1 for both Hartree-Fock (the single-
particle energy difference) and CCSD (the difference be-
tween EA and IP eigenvalues) as a function of the number
of k-points along one reciprocal axis Nk. Two datasets
are presented in each case, “2D” and “3D”, standing for
two possible approaches to calculating matrix elements
h and v. The “3D” approach is the conventional way to
describe a 2D crystal with PBC in 3 dimensions: peri-
odic images of a 2D material are separated with a large
but finite vacuum in the z direction while the integral
Eq. 2 is carried out in 3 dimensions with a 3D Coulomb
kernel K = 4pi/G2. The “2D” approach assumes PBC
in two dimensions only (xy plane) while the z direction
is under “infinite” boundary conditions and is integrated
out in real space. The Coulomb kernel in this case can
be found e.g. in Ref. [61].
The two approaches are equivalent only in theNk →∞
limit while finite-size errors behave differently in each
case. The finite-size error in the 2D case can be estimated
as the magnitude of the first non-zero term in Eq. 2:
err2D(∆) ∼ w2/Gmin ∼ 1/Nk , (3)
where Gmin is the spacing of the 2D reciprocal grid and
w2 is the surface area of the reciprocal 2D grid. The same
approach in 3D yields a different error estimate:
err3D(∆) ∼ w3/G2min ∼ max(Nk, z)2/(zN2k ) , (4)
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FIG. 1. Atomic structure and the size of the Hartree-Fock
(HF) and coupled-cluster singles-and-doubles (CCSD) band
gap in monolayer MoS2. (a) Atomic structure of monolayer
MoS2: top and side views. Sage circles indicate the location of
Mo atoms, yellow circles stand for S atoms. (b) The location
of high-symmetry points Γ, M, K, K’ in the hexagonal Bril-
louin zone. (c,d) Extrapolation of HF and CCSD band gaps
at the high-symmetry K point ∆K. Solid lines and circles are
obtained from the 2D approach when calculating the band
gap; dashed line and crosses correspond to the 3D approach
(see main text). The CCSD band gaps calculated using the
full DZVP basis set are presented as a reference (grey sym-
bols). The horizontal axis represents the number of k-points
along one reciprocal axis plotted on the N−1k scale. Scatter
and line plots represent calculated and fitted values of the
band gap respectively. The extrapolated Nk → ∞ band gap
sizes are indicated. Negative values of the band gap reflect
the overlap of occupied and virtual single-particle spaces dur-
ing the HF calculation due to the finite-size error discussed
in the main text.
where w3 is the volume of the reciprocal 3D box and z
stands for the ratio between the vacuum size and the
lattice constant[? ]: z ∼ 20A˚/3.193A˚ ≈ 6.26 in the
MoS2 model presented. Eq. 4 takes two possible lim-
its: err3D(∆) ∼ z/N2k , z  Nk and err3D(∆) ∼ 1/z,
z  Nk. This is consistent with the behavior presented
in Fig. 1: while the 2D treatment results in a clear 1/Nk
trend for both Hartree-Fock and CCSD band gap, ∆(Nk)
calculated with the 3D treatment exhibits a minimum
corresponding to the transition from the z  Nk to the
z  Nk limit. Because of the high computational cost of
the CCSD calculations, we were restricted to a maximum
Nk,max = 7, comparable to the vacuum size z ∼ 6, pro-
hibiting a meaningful extrapolation of the CCSD band
gap in the “3D” case. However, in the case of the HF
gap, where we computed up to a larger Nk,max = 10,
MoS2 MoSe2 WS2 WSe2
DFT-PBE 1.60 1.35 1.56 1.19
GW 2.82 2.41 2.88 2.42
CCSD 3.00 (2.93) 2.63 3.23 3.01
CCSD* 2.92 2.52 3.00 2.76
TABLE I. Band gap sizes across four monolayer TMDs. The
reference DFT and GW data is taken from Ref. [37] (note
slightly different lattice parameters). The value in brackets
indicates an indirect Γ-K band gap.
*The last row is calculated as ∆CCSD∗ = ∆CCSD − SOC/2,
where ∆CCSD is the extrapolated CCSD band gap at K and
SOC are spin-orbit-coupling-induced valence band splittings
taken from Ref. [37].
the two approaches agree for the extrapolated HF band
gap size (Fig. 1 (c)). Given the greater reliability of the
2D extrapolation for CCSD with the k point meshes we
could sample in this work, we will henceforth only discuss
results from the 2D treatment.
Previous studies have found a range of values for
the 2D MoS2 fundamental band gap: 1.9 – 2.2
eV (STS experiments[29, 30]), 1.7 – 1.8 eV (DFT
calculations[31, 32, 35]), 1.8 – 2.3 eV (hybrid functional
DFT calculations[33, 40, 62]), 2.5 – 2.8 eV (DFT-based
GW calculations[38, 41]), while the optical band gap
ranged from 1.8 – 1.9 eV (optical spectroscopy[4, 7, 21,
25]), and 1.8 – 2.2 eV (GW -BSE calculations[38, 41]).
The extrapolated CCSD band gap value of 3.00 ± 0.05
eV is close to the fundamental band gap predicted by
DFT-GW from Ref. [37]. However, CCSD consistently
predicts a higher band gap size for other materials in the
same family: MoSe2, WS2, WSe2, see Table I. This is
likely related to the absence of spin-orbit splitting of the
valence bands in our model. An estimate of the band
gap size ∆K for the spin-orbit splitting is presented in
the last row of Table I, where the CCSD band gap value
is combined with the GW spin-orbit splitting size. The
corrected band gap sizes of monolayer MoS2, MoSe2 and
WS2 are then in closer agreement with the GW values
in Ref. [37] while the WSe2 CCSD band gap is 300 meV
larger.
Most earlier theoretical and experimental studies of
monolayer MoS2 agree that the fundamental band gap is
direct and located at the K, K’ points of the hexagonal
BZ. However, bilayer, multi-layer, bulk[18, 34, 36, 63], as
well as deformed monolayer crystals of MoS2[35, 63–65]
are also known to have an indirect band gap originating
from the the maximum of the valence bands located at
the Γ point. In addition, some GW studies[39, 66] have
suggested a different location of the conduction bands
minimum occurring along the Γ-K high-symmetry path
but not at the K point itself. These observations are
explained by a rather small ∼ 100 meV difference be-
tween the corresponding band extrema[7]. To investigate
this question in detail, we plot the EOM-CCSD elec-
tronic band structure of monolayer MoS2 and compare
4it to other methods in Fig. 2. To obtain the band en-
ergies, we performed CCSD band structure calculations
using multiple k point grids as described previously in
the text. From these calculations, we obtained the dis-
persion of spin-degenerate valence and conduction bands
adjacent to the band gap with a high (> 90%) weight
of single-particle excitations. The band structure we ob-
tain contains an indirect Γ − K band gap as shown in
Fig. 2(a). However, the difference between the Γ−K and
K − K transitions is ∼ 70 meV: this is less than a typ-
ical spin-orbit-induced valence bands shifts 150/2 = 75
meV[21]. Thus, a direct band gap ∆K is expected upon
the inclusion of the spin-orbit coupling into the model.
Red bands in Fig. 2 (a) demonstrate the spin-orbit split-
ting of 164 meV[37] added to the CCSD bands as an
illustration of the expected behavior. For comparison,
local-density-approximation (LDA) DFT bands without
spin-orbit splitting effects plotted in Fig. 2(b) also possess
an indirect 1.61 eV band gap with a 110 meV difference
between valence band extrema at K and Γ. In contrast,
HF bands form a pronounced direct band gap at the K
point, Fig. 2(b). Note that these observations are sub-
ject to the choice of lattice parameters: a relatively small
strain is known to cause a pronounced indirect band gap
in both DFT and GW models of the material[36, 39] and
the same effect is expected here.
As a further analysis of the band structure in Fig. 2, we
computed the effective electron m∗e and hole m
∗
h masses.
Previous studies have found effective masses to be in a
wide energy region depending on the approach[34, 37,
39, 67–69]: m∗e = 0.3 − 0.6me, |m∗h| = 0.35 − 0.65me
(experimental value |m∗h| = 0.43 − 0.48me[28]). The
electron mass m∗e = 0.48me predicted by CCSD falls
within the above range. In contrast, the hole mass
|m∗h| = 0.75me deviates significantly due to a less dis-
persive valence band. This is partially explained by the
aforementioned absence of the spin-orbit splitting in the
model, which would otherwise increase the energy scale
and reduce the effective mass of the hole quasiparticles.
To support this explanation, we calculated the effective
hole mass from the LDA DFT band structure under the
spin-restricted approximation and observed a similar ef-
fect:
∣∣∣m∗(DFT)h ∣∣∣ = 0.70me. The similarity of the LDA
DFT and CCSD spin-restricted valence bands is evident
from Fig. 2 (b) where the band profiles are plotted: while
the effective masses match closely, the trigonal warping of
the CCSD valence bands is less pronounced. Conversely,
the CCSD conduction bands are considerably more dis-
persive while retaining the LDA DFT conduction bands’
shape.
Finally, we examine the EOM-CCSD excitations that
display an explicit many-body nature. Trions in mono-
layer MoS2 and similar materials have been observed in
several experiments[25, 70–74] where a large ten-meV-
order binding energy between charged and charge-neutral
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FIG. 2. Electronic band structure of monolayer MoS2. (a)
Electronic band structure of monolayer MoS2 along the high-
symmetry M-Γ-K-M path: CCSD bands (solid lines), HF and
LDA DFT bands (dashed lines), and the spin-orbit correc-
tion to CCSD valence bands (red). Arrows indicate CCSD
direct and indirect band gaps. All calculations were per-
formed within the same setup (lattice parameters, basis sets,
all-electron calculation). HF and CCSD bands are shifted to
match the extrapolated band gap size. (b) Shapes of valence
and conduction bands at the K point: CCSD (solid) and LDA
DFT (dashed) isolines. The numbers indicate isoline level off-
sets in meV from the corresponding valence and conduction
band extrema at the K point. The scale bar is 0.1 A˚
−1
.
excitations was measured. We focused on trion roots in
our model that are closest to the Fermi level (example
shown in Fig. 3). All trions we observed couple single-
particle states belonging to the topmost valence band
and lowest-lying conduction band. The primary contri-
butions to the EOM amplitudes originate from either K
and K’ points (both electrons and holes) or the Γ point
(holes only) which are closest to the Fermi level in our
model, as expected. Fig. 3 demonstrates an example of
such a root where the primary contribution comes from
an exciton at the K’ point which is coupled to a hole at
the K point. In addition, there is a significant contri-
bution of a double-hole excitation at Γ plus an electron
at K’ to this root. The trion solution shown in Fig. 3
is nearly degenerate with at least 5 other similar roots
with total momentum k = K,K′ pointing to the exis-
tence of dark excitons in the material[74]. However, the
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FIG. 3. Weights of the trion-like IP root (color) in
the EOM CCSD spectrum of monolayer MoS2 (two-particle
weight w > 0.99). The central image shows weights of
the trion in the hexagonal Brillouin zone (6x6 sampling)
w (ki) =
∑
kj ;ija
r
(2)
ija (ki, kj), where r
(2) are the 3-particle ampli-
tudes (h+h+e) of the solution. The three side images resolve
w (kj) =
∑
ija
r
(2)
ija (ki, kj) for the ki contributing the largest
weights in the first plot.
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FIG. 4. Diagrammatic expansion of the effective particle-
particle interaction in EOM-CCSD. The terms shown in the
Figure are bare Coulomb interaction (middle) and one of the
T2 contractions from the CCSD theory (right).
energies of the trions roughly correspond to those in the
Hartree-Fock single-particle picture i + j − a. This re-
sults from the inability of EOM-CCSD to describe screen-
ing in three-particle excitations. To understand this, note
that while including the pph and hhp spaces when diag-
onalizing the EOM-CC effective Hamiltonian results in
effective screening of the principal poles of the Green’s
function [75], the effective Hamiltonian matrix elements
do not themselves properly contain screened interactions.
For example, all Goldstone diagrams contributing to the
particle-particle effective interactions always contain at
least one unscreened interaction line, see Fig. 4 for an
example. To screen the particle/hole interactions in the
trion thus requires including the 3p2h and 3h2p spaces
when diagonalizing the EOM-CC effective Hamiltonian,
which incurs greater expense.
In summary, we have found that the equation-of-
motion coupled cluster within the singles and doubles
(EOM-CCSD) approximation can be applied in practice
to access the electronic band gap and band structure of
monolayer TMDs. We analyzed the form of the con-
vergence to the thermodynamic limit in two dimensions,
which is the primary source of error, similarly to seen
in 3D semiconductors[47]. The size of the band gaps are
close to those in previous GW studies of 2D TMDs with a
slight trend of increasing the band gap size. The discrep-
ancies between our computed electronic band structure
for monolayer MoS2 and experimental and earlier theo-
retical results can be traced to the neglect of spin-orbit
coupling in our Hamiltonian, known to be important for
this system. The CCSD approach is able to qualitatively
predict three-particle excited states, although quantita-
tive energies will require the inclusion of more states
when diagonalizing the effective Hamiltonian. Our re-
sults illustrate the potential for many-body coupled clus-
ter methods to provide a deeper understanding of the
electronic structure of novel two-dimensional materials.
Acknowledgments. Author A.P. thanks Swiss NSF for
the support provided through the Early Postdoc. Mo-
bility program (project P2ELP2 175281). Author GKC
was supported by the US Department of Energy via
SC0018140 for this work. Secondary support for PySCF
software infrastructure was provided by the US National
Science Foundation under NSF SI2-1657286. We thank
Q. Sun and J. McClain for valuable discussions.
∗ Present address: QuTech and Kavli Institute of
Nanoscience, Delft University of Technology, 2600 GA
Delft, The Netherlands
E-mail: gpulkin@gmail.com
† E-mail: gkc1000@gmail.com
[1] K. S. Novoselov, D. Jiang, F. Schedin, T. J. Booth,
V. V. Khotkevich, S. V. Morozov, and A. K. Geim,
Proceedings of the National Academy of Sciences of the
United States of America 102, 10451 (2005), ISSN 0027-
8424, 1091-6490, URL http://www.pnas.org/content/
102/30/10451.
[2] S. Z. Butler, S. M. Hollen, L. Cao, Y. Cui, J. A. Gupta,
H. R. Gutie´rrez, T. F. Heinz, S. S. Hong, J. Huang, A. F.
Ismach, et al., ACS Nano 7, 2898 (2013), ISSN 1936-
0851, URL http://dx.doi.org/10.1021/nn400280c.
[3] A. B. Kaul, Journal of Materials Research 29, 348 (2014).
[4] A. Splendiani, L. Sun, Y. Zhang, T. Li, J. Kim, C.-Y.
Chim, G. Galli, and F. Wang, Nano Letters 10, 1271
(2010), ISSN 1530-6984, URL http://dx.doi.org/10.
1021/nl903868w.
[5] Y.-H. Lee, X.-Q. Zhang, W. Zhang, M.-T. Chang, C.-
T. Lin, K.-D. Chang, Y.-C. Yu, J. T.-W. Wang, C.-S.
Chang, L.-J. Li, et al., Advanced Materials 24, 2320
(2012), ISSN 1521-4095, URL http://onlinelibrary.
wiley.com/doi/10.1002/adma.201104798/abstract.
[6] Y. Zhang, T.-R. Chang, B. Zhou, Y.-T. Cui, H. Yan,
Z. Liu, F. Schmitt, J. Lee, R. Moore, Y. Chen, et al.,
Nature Nanotechnology 9, 111 (2014), ISSN 1748-
3387, URL http://www.nature.com/nnano/journal/
v9/n2/full/nnano.2013.277.html.
6[7] K. F. Mak, C. Lee, J. Hone, J. Shan, and T. F. Heinz,
Physical Review Letters 105, 136805 (2010), URL
http://link.aps.org/doi/10.1103/PhysRevLett.105.
136805.
[8] C. L. Kane and E. J. Mele, Physical Review Letters
95, 226801 (2005), URL http://link.aps.org/doi/10.
1103/PhysRevLett.95.226801.
[9] X. Qian, J. Liu, L. Fu, and J. Li, Science 346, 1344
(2014), ISSN 0036-8075, 1095-9203, arXiv: 1406.2749,
URL http://arxiv.org/abs/1406.2749.
[10] N. Samarth, Nature 546, 216 (2017), ISSN 1476-4687,
URL https://www.nature.com/articles/546216a.
[11] M. Gibertini, M. Koperski, A. F. Morpurgo, and K. S.
Novoselov, Nature Nanotechnology 14, 408 (2019), ISSN
1748-3395, URL https://www.nature.com/articles/
s41565-019-0438-6.
[12] V. Fatemi, S. Wu, Y. Cao, L. Bretheau, Q. D. Gib-
son, K. Watanabe, T. Taniguchi, R. J. Cava, and
P. Jarillo-Herrero, Science 362, 926 (2018), ISSN 0036-
8075, 1095-9203, URL https://science.sciencemag.
org/content/362/6417/926.
[13] C. Xu and L. Balents, Physical Review Letters 121,
087001 (2018), URL https://link.aps.org/doi/10.
1103/PhysRevLett.121.087001.
[14] D. Xiao, G.-B. Liu, W. Feng, X. Xu, and W. Yao, Phys-
ical Review Letters 108, 196802 (2012), URL http://
link.aps.org/doi/10.1103/PhysRevLett.108.196802.
[15] X. Xi, Z. Wang, W. Zhao, J.-H. Park, K. T.
Law, H. Berger, L. Forro´, J. Shan, and K. F.
Mak, Nature Physics 12, 139 (2016), ISSN 1745-2473,
URL http://www.nature.com/nphys/journal/v12/n2/
full/nphys3538.html.
[16] B. Radisavljevic, M. B. Whitwick, and A. Kis, ACS Nano
5, 9934 (2011), ISSN 1936-0851, URL http://dx.doi.
org/10.1021/nn203715c.
[17] B. Radisavljevic, A. Radenovic, J. Brivio, V. Giacometti,
and A. Kis, Nature Nanotechnology 6, 147 (2011),
ISSN 1748-3387, URL http://www.nature.com/nnano/
journal/v6/n3/full/nnano.2010.279.html.
[18] Q. H. Wang, K. Kalantar-Zadeh, A. Kis, J. N. Coleman,
and M. S. Strano, Nature Nanotechnology 7, 699 (2012),
ISSN 1748-3387, URL http://www.nature.com/nnano/
journal/v7/n11/full/nnano.2012.193.html.
[19] B. W. H. Baugher, H. O. H. Churchill, Y. Yang,
and P. Jarillo-Herrero, Nano Letters 13, 4212 (2013),
ISSN 1530-6984, URL http://dx.doi.org/10.1021/
nl401916s.
[20] X. Duan, C. Wang, A. Pan, R. Yu, and X. Duan, 44, 8859
(2015), ISSN 1460-4744, URL http://pubs.rsc.org/
en/content/articlelanding/2015/cs/c5cs00507h.
[21] K. F. Mak, K. He, J. Shan, and T. F. Heinz,
Nature Nanotechnology 7, 494 (2012), ISSN 1748-
3387, URL http://www.nature.com/nnano/journal/
v7/n8/full/nnano.2012.96.html.
[22] M. Bernardi, M. Palummo, and J. C. Grossman, Nano
Letters 13, 3664 (2013), ISSN 1530-6984, URL http:
//dx.doi.org/10.1021/nl401544y.
[23] M. M. Ugeda, A. J. Bradley, S.-F. Shi, F. H. da Jornada,
Y. Zhang, D. Y. Qiu, W. Ruan, S.-K. Mo, Z. Hussain,
Z.-X. Shen, et al., Nature Materials 13, 1091 (2014),
ISSN 1476-1122, URL http://www.nature.com/nmat/
journal/v13/n12/full/nmat4061.html.
[24] M. M. Ugeda, A. Pulkin, S. Tang, H. Ryu, Q. Wu,
Y. Zhang, D. Wong, Z. Pedramrazi, A. Mart´ın-Recio,
Y. Chen, et al., Nature Communications 9, 3401
(2018), ISSN 2041-1723, URL https://www.nature.
com/articles/s41467-018-05672-w.
[25] K. F. Mak, K. He, C. Lee, G. H. Lee, J. Hone, T. F.
Heinz, and J. Shan, Nature Materials 12, 207 (2013),
ISSN 1476-1122, URL http://www.nature.com/nmat/
journal/v12/n3/full/nmat3505.html.
[26] W. Jin, P.-C. Yeh, N. Zaki, D. Zhang, J. T. Sadowski,
A. Al-Mahboob, A. M. van der Zande, D. A. Chenet,
J. I. Dadap, I. P. Herman, et al., Physical Review Let-
ters 111, 106801 (2013), URL http://link.aps.org/
doi/10.1103/PhysRevLett.111.106801.
[27] N. Alidoust, G. Bian, S.-Y. Xu, R. Sankar, M. Neu-
pane, C. Liu, I. Belopolski, D.-X. Qu, J. D. Denlinger,
F.-C. Chou, et al., Nature Communications 5, 4673
(2014), ISSN 2041-1723, URL https://www.nature.
com/articles/ncomms5673.
[28] W. Jin, P.-C. Yeh, N. Zaki, D. Zhang, J. T. Liou,
J. T. Sadowski, A. Barinov, M. Yablonskikh, J. I.
Dadap, P. Sutter, et al., Physical Review B 91,
121409 (2015), URL https://link.aps.org/doi/10.
1103/PhysRevB.91.121409.
[29] P. Vancso´, G. Z. Magda, J. Peto˝, J.-Y. Noh, Y.-S. Kim,
C. Hwang, L. P. Biro´, and L. Tapaszto´, Scientific Reports
6, 29726 (2016), ISSN 2045-2322, URL https://www.
nature.com/articles/srep29726.
[30] H. M. Hill, A. F. Rigosi, K. T. Rim, G. W. Flynn, and
T. F. Heinz, Nano Letters 16, 4831 (2016), ISSN 1530-
6984, URL https://doi.org/10.1021/acs.nanolett.
6b01007.
[31] T. Li and G. Galli, The Journal of Physical Chemistry C
111, 16192 (2007), ISSN 1932-7447, URL https://doi.
org/10.1021/jp075424v.
[32] Z. Zhu, Y. Cheng, and U. Schwingenschlo¨gl, Physical Re-
view B 84, 153402 (2011), URL http://link.aps.org/
doi/10.1103/PhysRevB.84.153402.
[33] J. K. Ellis, M. J. Lucero, and G. E. Scuseria, Ap-
plied Physics Letters 99, 261908 (2011), ISSN 0003-6951,
URL https://aip.scitation.org/doi/full/10.1063/
1.3672219.
[34] T. Cheiwchanchamnangij and W. R. L. Lambrecht, Phys-
ical Review B 85, 205302 (2012), URL https://link.
aps.org/doi/10.1103/PhysRevB.85.205302.
[35] P. Johari and V. B. Shenoy, ACS Nano 6, 5449
(2012), ISSN 1936-0851, URL https://doi.org/10.
1021/nn301320r.
[36] A. Kumar and P. K. Ahluwalia, The European Phys-
ical Journal B 85, 1 (2012), ISSN 1434-6028, 1434-
6036, URL http://link.springer.com/article/10.
1140/epjb/e2012-30070-x.
[37] A. Ramasubramaniam, Physical Review B 86, 115409
(2012), URL http://link.aps.org/doi/10.1103/
PhysRevB.86.115409.
[38] D. Y. Qiu, F. H. da Jornada, and S. G. Louie, Physical
Review Letters 111, 216805 (2013), URL https://link.
aps.org/doi/10.1103/PhysRevLett.111.216805.
[39] H. Shi, H. Pan, Y.-W. Zhang, and B. I. Yakobson, Phys-
ical Review B 87, 155304 (2013), URL https://link.
aps.org/doi/10.1103/PhysRevB.87.155304.
[40] F. Zahid, L. Liu, Y. Zhu, J. Wang, and H. Guo, AIP
Advances 3, 052111 (2013), ISSN 2158-3226, URL
http://scitation.aip.org/content/aip/journal/
adva/3/5/10.1063/1.4804936.
[41] D. Y. Qiu, F. H. da Jornada, and S. G. Louie, Physical
7Review B 93, 235435 (2016), URL http://link.aps.
org/doi/10.1103/PhysRevB.93.235435.
[42] S. Hirata, I. Grabowski, M. Tobita, and R. J. Bartlett,
Chemical Physics Letters 345, 475 (2001), ISSN 0009-
2614, URL http://www.sciencedirect.com/science/
article/pii/S0009261401008971.
[43] S. Hirata, R. Podeszwa, M. Tobita, and R. J. Bartlett,
The Journal of Chemical Physics 120, 2581 (2004),
ISSN 0021-9606, URL http://aip.scitation.org/doi/
10.1063/1.1637577.
[44] H. Katagiri, The Journal of Chemical Physics 122,
224901 (2005), ISSN 0021-9606, URL https://aip.
scitation.org/doi/10.1063/1.1929731.
[45] G. H. Booth, A. Gru¨neis, G. Kresse, and A. Alavi, Nature
493, 365 (2013).
[46] J. Yang, W. Hu, D. Usvyat, D. Matthews, M. Schu¨tz,
and G. K.-L. Chan, Science 345, 640 (2014).
[47] J. McClain, Q. Sun, G. K.-L. Chan, and T. C. Berkel-
bach, Journal of Chemical Theory and Computation 13,
1209 (2017), ISSN 1549-9618, URL https://doi.org/
10.1021/acs.jctc.7b00049.
[48] J. McClain, J. Lischner, T. Watson, D. A. Matthews,
E. Ronca, S. G. Louie, T. C. Berkelbach, and G. K.-L.
Chan, Physical Review B 93, 235139 (2016).
[49] M. F. Lange and T. C. Berkelbach, Journal of Chem-
ical Theory and Computation 14, 4224 (2018), ISSN
1549-9618, URL https://doi.org/10.1021/acs.jctc.
8b00455.
[50] N. Godbout, D. R. Salahub, J. Andzelm, and E. Wim-
mer, Canadian Journal of Chemistry 70, 560 (1992),
ISSN 0008-4042, URL https://www.nrcresearchpress.
com/doi/10.1139/v92-079.
[51] F. Weigend and R. Ahlrichs, Physical Chemistry Chem-
ical Physics 7, 3297 (2005), ISSN 1463-9084, URL
https://pubs.rsc.org/en/content/articlelanding/
2005/cp/b508541a.
[52] Q. Sun, T. C. Berkelbach, N. S. Blunt, G. H. Booth,
S. Guo, Z. Li, J. Liu, J. McClain, S. Sharma,
S. Wouters, et al., arXiv:1701.08223 [physics] (2017),
arXiv: 1701.08223, URL http://arxiv.org/abs/1701.
08223.
[53] Q. Sun, T. C. Berkelbach, J. D. McClain, and G. K.-
L. Chan, The Journal of chemical physics 147, 164119
(2017).
[54] J. F. Stanton and R. J. Bartlett, The Journal of chemical
physics 98, 7029 (1993).
[55] A. I. Krylov, Annu. Rev. Phys. Chem. 59, 433 (2008).
[56] I. Shavitt and R. J. Bartlett, Many-body methods in
chemistry and physics: MBPT and coupled-cluster the-
ory (Cambridge university press, 2009).
[57] Q. Sun, T. C. Berkelbach, N. S. Blunt, G. H. Booth,
S. Guo, Z. Li, J. Liu, J. D. McClain, E. R. Sayfut-
yarova, S. Sharma, et al., Wiley Interdisciplinary Re-
views: Computational Molecular Science 8, e1340 (2018),
ISSN 1759-0884, URL https://onlinelibrary.wiley.
com/doi/abs/10.1002/wcms.1340.
[58] F. Gygi and A. Baldereschi, Physical Review B
34, 4405 (1986), URL https://link.aps.org/doi/10.
1103/PhysRevB.34.4405.
[59] J. Paier, R. Hirschl, M. Marsman, and G. Kresse,
The Journal of Chemical Physics 122, 234102 (2005),
ISSN 0021-9606, URL https://aip.scitation.org/
doi/full/10.1063/1.1926272.
[60] T. Gruber, K. Liao, T. Tsatsoulis, F. Hummel, and
A. Gru¨neis, Physical Review X 8, 021043 (2018),
URL https://link.aps.org/doi/10.1103/PhysRevX.
8.021043.
[61] R. Sundararaman and T. Arias, Physical Review B 87,
165122 (2013).
[62] D. Liu, Y. Guo, L. Fang, and J. Robertson, Applied
Physics Letters 103, 183113 (2013), ISSN 0003-6951,
1077-3118, URL http://scitation.aip.org/content/
aip/journal/apl/103/18/10.1063/1.4824893.
[63] H. Peelaers and C. G. Van de Walle, Physical Review
B 86, 241401 (2012), URL https://link.aps.org/doi/
10.1103/PhysRevB.86.241401.
[64] H. J. Conley, B. Wang, J. I. Ziegler, R. F. Haglund,
S. T. Pantelides, and K. I. Bolotin, Nano Letters 13,
3626 (2013), ISSN 1530-6984, URL https://doi.org/
10.1021/nl4014748.
[65] K. He, C. Poole, K. F. Mak, and J. Shan, Nano Letters
13, 2931 (2013), ISSN 1530-6984, URL https://doi.
org/10.1021/nl4013166.
[66] F. Hu¨ser, T. Olsen, and K. S. Thygesen, Physical Review
B 88, 245309 (2013), URL https://link.aps.org/doi/
10.1103/PhysRevB.88.245309.
[67] J. Xi, T. Zhao, D. Wang, and Z. Shuai, The Journal of
Physical Chemistry Letters 5, 285 (2014), ISSN 1948-
7185, URL https://doi.org/10.1021/jz402375s.
[68] J. Chang, L. F. Register, and S. K. Banerjee, Journal
of Applied Physics 115, 084506 (2014), ISSN 0021-8979,
1089-7550, URL http://scitation.aip.org/content/
aip/journal/jap/115/8/10.1063/1.4866872.
[69] D. Wickramaratne, F. Zahid, and R. K. Lake, The Jour-
nal of Chemical Physics 140, 124710 (2014), ISSN 0021-
9606, URL https://aip.scitation.org/doi/10.1063/
1.4869142.
[70] J. S. Ross, S. Wu, H. Yu, N. J. Ghimire, A. M. Jones,
G. Aivazian, J. Yan, D. G. Mandrus, D. Xiao, W. Yao,
et al., Nature Communications 4, 1474 (2013), ISSN
2041-1723, URL https://www.nature.com/articles/
ncomms2498.
[71] C. Zhang, H. Wang, W. Chan, C. Manolatou, and
F. Rana, Physical Review B 89, 205436 (2014),
URL https://link.aps.org/doi/10.1103/PhysRevB.
89.205436.
[72] J. W. Christopher, B. B. Goldberg, and A. K.
Swan, Scientific Reports 7, 14062 (2017), ISSN
2045-2322, URL https://www.nature.com/articles/
s41598-017-14378-w.
[73] A. P. S. Gaur, A. M. Rivera, S. P. Dash, S. Dey, R. S.
Katiyar, and S. Sahoo (2019), URL https://arxiv.org/
abs/1906.03126v1.
[74] Z. Li, T. Wang, Z. Lu, M. Khatoniar, Z. Lian, Y. Meng,
M. Blei, T. Taniguchi, K. Watanabe, S. A. McGill, et al.,
arXiv:1909.04004 [cond-mat] (2019), arXiv: 1909.04004,
URL http://arxiv.org/abs/1909.04004.
[75] M. F. Lange and T. C. Berkelbach, Journal of chemical
theory and computation 14, 4224 (2018).
