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Using (9.32, 5.88) million ð2S; 3SÞ decays taken with the CLEO III detector, we obtain five product
branching fractions for the exclusive processes ð2SÞ ! b0;1;2ð1PÞ ! ð1SÞ and ð3SÞ !
b1;2ð1PÞ ! ð1SÞ. We observe the transition b0ð1PÞ ! ð1SÞ for the first time. Using the
known branching fractions for B½ð2SÞ ! bJð1PÞ, we extract values for B½bJð1PÞ ! ð1SÞ
for J ¼ 0, 1, 2. In turn, these values can be used to unfold the ð3SÞ product branching fractions to obtain
values forB½ð3SÞ ! b1;2ð1PÞ for the first time individually. Comparison of these with each other and
with the branching fractionB½ð3SÞ ! b0 previously measured by CLEO provides tests of relativistic
corrections to electric dipole matrix elements.
DOI: 10.1103/PhysRevD.83.054003 PACS numbers: 14.40.Pq, 13.20.He, 13.25.Gv
I. INTRODUCTION
The bottomonium (b b) resonances display a rich pattern
of electromagnetic transitions, including electric dipole
(E1) transitions between S-wave (ðnSÞ) and P-wave
(bðnPÞ) states [1]. Branching fractions for these
*Now at: Pacific Northwest National Laboratory, Richland,
WA 99352, USA.
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transitions involving the lowest bð1PÞ states are summa-
rized in Table I [2]. Notable in Table I is the suppression of
the transitions from the ð3SÞ to the bJð1PÞ states. The
electric dipole matrix element for the ð3SÞ ! bJð1PÞ
transition, h1Pjrj3Si, is very small (see Ref. [3] for a
discussion), and thus is quite sensitive to assumed shapes
of wave functions due to various relativistic corrections. In
the nonrelativistic limit it should be independent of J, with
the corresponding decay rates given by
½ð3SÞ ! bJð1PÞ ¼ 4
35
ð2J þ 1ÞE3jh1Pjrj3Sij2:
Thus, one would expect the rates for J ¼ 0:1:2 to be
governed by the term E3  ð2J þ 1Þ, or to be in the ratio
1:2:4:3:6. Various treatments of relativistic corrections to
these decay rates [4] imply ratios differing considerably
from these values and from one another, providing an
opportunity to distinguish between them.
As seen in Table I, the four photon energies for the
cascade transitions ð3SÞ ! b1;2ð1PÞ ! ð1SÞ are
all in the range 423–452 MeV in the rest frames of the
decaying particle, making it difficult to extract the product
branching fractions for individual values of J [5,6]. Thus,
until now, only the sum over J values (assumed here to be







Ref. [5] obtains Bsum ¼ ð1:2þ0:40:3  0:09Þ  103, while
Ref. [6] obtains Bsum ¼ ð2:14 0:22 0:21Þ  103.
In this article, we obtain separate product branching
fractions for J ¼ 1 and J ¼ 2. Notice, however, that un-
folding B½ð3SÞ ! b1;2 from the product branching
fractions requires knowledge of the b1;2ð1PÞ ! ð1SÞ
rates, which, as seen in Table I, have relative errors exceed-
ing 20%. Therefore we also measure similar product
branching fractions for ð2SÞ transitions, B½ð2SÞ !
bJð1PÞ B½bJð1PÞ ! ð1SÞ, from which the E1
rates for bJð1PÞ decays can be extracted by using the
known ð2SÞ branching fractions in Table I. Thus, with
product branching fractions for two-photon cascade tran-
sitions from ð3SÞ and ð2SÞ to ð1SÞ through bJð1PÞ,
we can make the first determinations of E1 branching
fractions from ð3SÞ through bJð1PÞ for J ¼ 1 and
J ¼ 2 and for b0ð1PÞ E1 transitions to ð1SÞ, as well as
improved values for b1;2ð1PÞ ! ð1SÞ. The branching
fractionsB½ð3SÞ ! b1;2may be compared with those
for J ¼ 0 previously measured by CLEO [7], B½ð3SÞ !
b0ð1PÞ ¼ ð0:30 0:04 0:10Þ%, providing tests of
relativistic corrections to electric dipole matrix elements
such as those involved in the predictions of Refs. [4].
We discuss the data samples in Sec. II. We describe
our analysis method in Sec. III, and our fits to the
transitions ð2SÞ ! bJð1PÞ ! ð1SÞ and ð3SÞ !
bJð1PÞ ! ð1SÞ in Secs. IV and V, respectively.
We summarize our results and compare theoretical pre-
dictions against the measured branching fractions
B½ð3SÞ ! bJð1PÞ in Sec. VI and against B½bJ !
ð1SÞ in Appendix A.
II. DATA SAMPLE
Our event selection criteria (and this entire analysis
procedure) closely follow the analysis of ð2SÞ !
ð1SÞ [8]. The data used in this analysis were collected
in eþe collisions at the Cornell Electron Storage Ring
(CESR), at center-of-mass energies at and 25 MeV be-
low the ð1SÞ, ð2SÞ, and ð3SÞ resonances. Integrated
luminosities as well as the estimated numbers of these
narrow resonance decays are shown in Table II. Events
were recorded in the CLEO III detector, equipped with an
electromagnetic calorimeter consisting of 7784 thallium-
doped cesium iodide (CsI) crystals and covering 93% of
solid angle, initially installed in the CLEO II [10] detector
configuration. The energy resolution of the crystal calo-
rimeter is 5% (2.2%) for 0.1 GeV (1 GeV) photons. The
CLEO III tracking system [11] consists of a silicon strip
detector and a large drift chamber, achieving a charged
TABLE I. Previous data [2] for branching fractions for electric
dipole transitions in the bottomonium (b b) system involving the
lowest P-wave spin-triplet states bð1PÞ. Note the absence of
measurements for ð3SÞ ! b1;2ð1PÞ and b0ð1PÞ ! ð1SÞ.
Transition E (MeV) B (%)
ð3SÞ ! b0ð1PÞ 483.9 0:30 0:11
ð3SÞ ! b1ð1PÞ 452.1 <0:17
ð3SÞ ! b2ð1PÞ 433.5 <1:9
ð2SÞ ! b0ð1PÞ 162.5 3:8 0:4
ð2SÞ ! b1ð1PÞ 129.6 6:9 0:4
ð2SÞ ! b2ð1PÞ 110.4 7:15 0:35
b0ð1PÞ ! ð1SÞ 391.1 <6
b1ð1PÞ ! ð1SÞ 423.0 35 8
b2ð1PÞ ! ð1SÞ 441.6 22 4
TABLE II. Integrated luminosities of data sets used in this
analysis, in units of pb1. ‘‘ON’’ corresponds to data sets taken
in the vicinity of the nominal masses [2] of the corresponding
narrow resonances, while ‘‘OFF’’ represents data taken
25 MeV below the respective resonance masses. The esti-
mated numbers of narrow resonance decays in each data set
[9] are listed at the bottom row.
ð1SÞ ð2SÞ ð3SÞ
ON 1056 1305 1387
OFF 190 438 158
ðnSÞ (106) 20:81 0:37 9:32 0:14 5:88 0:10
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particle momentum resolution of 0.35% (1%) at 1 GeV=c
(5 GeV=c) in a 1.5 T axial magnetic field.
III. ANALYSIS METHOD
One can choose a set of ‘þ‘ events (‘ ¼ e or
) in which the two photon energies sum up to a range
consistent with the transition ð2S; 3SÞ ! bJð1PÞ !
ð1SÞ. We label the energy of the lower-energy photon
Elow , and that of the higher-energy photon E
high
 . In this
section, we describe how we select our lepton candidates
fromð1SÞ ! ‘þ‘, how we apply kinematic constraints,
and what our main backgrounds are.
A. Selection of leptons and photons
In order to identify leptonic decays of ð1SÞ, we first
select the two highest-momentum tracks in an event. We
call a track an electron candidate if E=p > 0:75 or a muon
candidate if E=p < 0:20, where E is the energy observed in
the calorimeter shower associated with it and p is its
momentum measured in the tracking system. Each track
must satisfy j cosj< 0:83, where  is the angle with
respect to the positron beam direction, to ensure reliable
triggering and optimal performances of the tracking system
and calorimeter for lepton identification. These tracks must
originate within 5 cm (5 mm) along the beam direction (in
the r– plane) of the interaction point (IP). Both tracks
must be of the same lepton type and be of opposite charge.
Electron candidate tracks are dealt with somewhat dif-
ferently, as they may radiate energy via bremsstrahlung,
and also contain significant contamination from radiative
Bhabha scattering. To recover bremsstrahlung, we add
to each lepton candidate’s four-momentum the four-
momentum of any photon candidates found to lie within
a cone of 100 mrad of the lepton candidate track direction
at the IP. To suppress contributions from Bhabha scattering
in eþe final states, we require eþ candidates to satisfy
coseþ < 0:5, where the final state positron makes an angle
eþ with the incoming positron beam direction. This se-
lection criterion greatly suppresses Bhabha scattering
background while keeping a large fraction of the signal.
Photon candidates must be detected either in the barrel
(j cosj< 0:81) or in the endcaps (0:85< j cosj< 0:93)
of the calorimeter. Each must have a lateral shower profile
consistent with that of a photon, and the shower energy
must exceed 30 (50) MeV in the barrel (endcaps).
Additionally, such showers must not be aligned with the
initial momentum of a track.
B. Background composition
As in the analysis of ð2S; 3SÞ ! 0=ð1S; 2SÞ [8],
the dominant (and almost sole) sources of background are
the doubly radiative QED processes eþe ! ‘þ‘.
Such events can completely satisfy the restrictions on kine-
matic fit quality (see below) when the ‘þ‘ coincidentally
has an invariant mass near that of theð1SÞ. Using our off-
resonance data samples described in Table II to study these
backgrounds, we find that such events produce smooth,
nearly flat, nonpeaking spectra in Elow and E
high
 . For the
ð3SÞ ! ‘þ‘ analysis, we prepare Monte Carlo (MC)
simulations of these processes for use in the nominal fits
(see Sec. VA2).
To improve photon resolutions, we use values of kine-
matically constrained four-vectors instead of the observed
ones. We perform kinematic fitting on events in the follow-
ing manner (cf. Ref. [8]). We constrain the two leptons to
have the ð1SÞ mass and the total four-momentum of the
ð1SÞ candidate and the two photons to be that of the
incoming eþe, accounting for the nonzero crossing angle
of the beams. The dilepton vertex is constrained to the
beam spot, which itself is measured with multitrack had-
ronic events for each run of approximately 1 h duration.
The photons are assumed to originate at the beam spot.
The specific procedure employed is the following:
Obtain reduced 2 values (i.e., values of 2 per degree of
freedom) from the above vertex and momentum fits. Call
them 2v;1C and 
2
m;1C, respectively. Combine the mass-
fitted object with two-photon candidates and constrain
the sum of their four-momenta (a 4C fit) to the laboratory
FIG. 1 (color online). Distributions of 2m;4C for ð1SÞ !
þ candidates (a, b) and ð1SÞ ! eþe candidates (c, d)
based on events of ð2SÞ ! ð1SÞ candidates (a, c) and
ð3SÞ ! ð1SÞ candidates (b, d) via bJð1PÞ, respectively.
Open circles represent data, solid histograms the sum of scaled
signal MC and background contributions, where the background
levels are indicated by scaled off-resonance data (dotted histo-
gram) and, for ð3SÞ decays, QED MC simulation (dashed
histograms). Solid arrows indicate standard selection criteria,
and dashed arrows alternate values used for systematic studies of
dependence on selection criteria.
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four-momentum, obtaining a reduced 2 value denoted by
2m;4C. Require reduced 
2 values in the following order:
(1) 2v;1C < 10; (2) 
2
m;1C < 10 (3) 
2
m;4C < 5.
Our kinematic fitting software assumes that measured
distributions are Gaussian, but there are well-understood
and reasonably well-modeled low-side tails on the energy
response of the calorimeter. Hence, the (reduced) 2 dis-
tributions from fits in both MC and data will also have tails
not seen in formal 2 probability distributions. Good
agreement of the reduced 2 distributions between data
and MC is essential. We explored this agreement in
previous CLEO analyses [12] and in this analysis
(Sec. IVC4). We included the small discrepancies we
found in our systematic errors.
Figure 1 shows distributions of one of our reduced 2
variables, 2m;4C, for the ð2S; 3SÞ ! ð1SÞ analyses.
Standard and alternate restrictions on these variables are
indicated in the figure. The overlaid histograms indicate
the contributions of MC signal and background, weighted
by our final measured values. Based on the scaled off-
resonance data, the expected background levels in the
signal regions correspond to background-to-signal ratios
of 1:5ð3Þ% for the ð1SÞ ! þ candidates and
15ð20Þ% for the ð1SÞ ! eþe candidates in ð2SÞ
(ð3SÞ) decays.
IV. ANALYSIS OF ð2SÞ ! ‘þ‘ VIA bJð1PÞ
Because the expected Elow spectra (110–160 MeV) have
excellent separation of decays through different bJð1PÞ
spin states, we can obtain the yields of the individual J
contributions with a fit to Elow , without regard to E
high

(390–440 MeV). The Elow spectra exhibit three clearly
distinguishable peaks with known peak energies and reso-
lutions entirely dominated by measurement effects,
although detector resolution is improved upon by the con-
strained fit. Figure 2 illustrates the Elow distributions from
data, along with the fits described in the following
subsections.
A. Signal Monte Carlo samples
We use the EVTGEN event generator [13] to generate
expected signal shapes in Monte Carlo (MC) simulations.
To simulate the photon angular distributions, we assume
that the radiative transitions are pure electric dipole. We
generate 100 k events with B½ð2SÞ ! bJð1PÞ ¼
B½bJ ! ð1SÞ ¼ 100% while B½ð1SÞ ! eþe ¼
B½ð1SÞ ! þ ¼ 50% for each of J ¼ 0, 1, and 2.
We fit each of the MC distributions of Elow with a double
Gaussian whose difference between the two means we
allow to float. Resultant reconstruction efficiencies are
shown in Table III.
B. Fitting the data
Our nominal fit procedure is to take these double
Gaussian shapes based on the signal MC samples to fit to
data, fixing the respective narrower Gaussian widths and
differences between the two Gaussian means but allowing
the larger widths (	J where J ¼ 0, 1, and 2) to float. We
use a flat background shape whose normalization is also
allowed to float. We then perform a maximum likelihood
fit. Figure 2 shows fits to data for ð1SÞ ! þ candi-
dates (a, b) and ð1SÞ ! eþe candidates (c, d) with flat
background shapes represented by the dashed histograms,
while the dotted histograms are based on scaled
FIG. 2 (color online). Fits to data with a flat background shape
represented by dashed histograms for ð1SÞ ! þ ½eþe
candidates in the two plots (a, b) [(c, d)]. Plots (b) and (d) are
identical, respectively, to (a) and (c) but zoomed in so as to
highlight the J ¼ 0 component. The dotted histograms represent
the scaled background shapes based on the off-resonance data.
The dot-dashed lines show components of each of the three
photon lines.
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off-ð2SÞ-resonance data. In Fig. 2(b), we zoom in to a
smaller vertical scale to emphasize the J ¼ 0 component,
which is clearly visible for the þ candidates.
However, in Fig. 2(d) the J ¼ 0 peak is obscured by the
relatively larger background in the eþe candidates. To
compensate for the larger backgrounds in the distributions
for the eþe candidates, we fix the ratio of the widths of
the J ¼ 0 peak to the width of the J ¼ 1 peak (	0=	1) to
be equal to the ratio obtained for the signal MC samples.
(In our systematic study, we remove this restriction and
observe the deviation from our central value.) The ob-
served yields, along with efficiency-corrected products of
branching fractions, are shown in Table III. The last col-
umn of Table III (labeled as ‘‘All J’’) represents measure-
ments of these same two-photon cascade events, but is
summed over J for J ¼ 0, 1, and 2. We obtain the yield
simply by subtracting the fitted background shape, with
normalization determined from the nominal fit, and then by
summing the resultant spectrum over the signal region.
There, efficiencies are weighted by the measured branch-
ing fractions for each spin state. The 2 values for the fits
are 50.1 for 60 data points (minus 9 parameters), c:l: ¼
51:0% for ð1SÞ ! eþe, and 51.4 for 60 data points
(minus 10 parameters), c:l: ¼ 42:0% for ð1SÞ ! þ.
C. Systematic uncertainties
Systematic uncertainties are assessed as J-independent
contributions that impact the yields of several modes
equally, or are determined individually. Where errors differ
for eþe and þ candidates, they are averaged with
the same statistical weights used for combining the respec-
tive product branching fractions.
1. Uncertainties common to both
eþe and þ candidates
The uncertainties common to both eþe and þ
candidates are relative uncertainties known already from
external sources, and which impact every yield identically.
The relative uncertainties on the numbers of resonance
decays in our data sets were estimated in Ref. [9]. We
take the dilepton reconstruction systematic uncertainty
from Ref. [14] as 1.0%, since our dilepton reconstruction
is identical to that used there. Similarly, we use the result
from that paper for 0-finding, which was 1.6% per 0.
We therefore use this as an estimate of the uncertainty for
reconstructing the two photons in the cascade, since the
photon energies we are studying in this analysis very
closely resemble the photon energies in Ref. [14], and
otherwise the processes are kinematically very similar.
Instead of 1.6% for the pair, we round up to 2.0% to be
conservative.
2. Signal shapes
In our nominal fit procedure, we take a double Gaussian,
fitted to the signal MC samples, to represent the signal line
shapes but float the larger widths of the Gaussians for the
fits to data to accommodate imperfect simulations of
detector resolutions. Here, we have tried the following
variations:
(i) Constrain all 	J in both ð1SÞ ! ‘þ‘ candidates
while requiring the ratios	0=	1 and	2=	1 to be the
same as in our signal MC samples.
(ii) Do not constrain the ‘‘	’’ in either lepton flavor.
3. Background shape
The only backgrounds predicted by a MC simulation of
all ð2SÞ decays are from ð2SÞ ! 00ð1SÞ. Even so,
this background source is found to be negligible because it
contributes only 5–10 events to the signal regions and it has
no significant structure in photon energy. Hence, to the
extent it matters at all, it will tend to get absorbed into the
background shape in the fit. Backgrounds from ð2SÞ !
0=ð1SÞ, using the recently measured branching frac-
tions [8], are also found to be insignificant.
To represent our background, whose main compositions
are either doubly radiative Bhabha events or -pairs, we
use a flat shape with floating normalization in our nominal
fit. To probe the sensitivity to the fitted yields due to this
assumption, we try a first-order polynomial.
TABLE III. Fitted yields, reconstruction efficiencies (
), and corresponding branching fractions are shown with statistical errors
only. Here, B1 ¼ B½ð2SÞ ! bJð1PÞ, B2 ¼ B½bJð1PÞ ! ð1SÞ, and B3 ¼ B½ð1SÞ ! ‘þ‘. The last column (‘‘All J’’)
shows results for the sum of J ¼ 0, 1, and 2 components obtained by subtracting fits to the backgrounds from the data, as described in
the text.
‘þ‘ J ¼ 0 J ¼ 1 J ¼ 2 All J
Yields eþe 16 9 1068 36 600 30 1684 41
Yields þ 71 10 2154 50 1170 39 3395 58

ð102Þ eþe 20:9 0:2 21:3 0:2 20:2 0:2 20:9 0:2

ð102Þ þ 38:6 0:3 39:9 0:3 37:7 0:3 39:1 0:2
B1B2B3ð104Þ eþe 0:083 0:044 5:38 0:18 3:19 0:16 8:66 0:21
B1B2B3ð104Þ þ 0:196 0:028 5:79 0:13 3:33 0:11 9:32 0:16
B1B2B3ð104Þ eþe and þ 0:163 0:024 5:65 0:11 3:29 0:09 9:08 0:13
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To determine possible systematical effects due to the
fixed background normalization in the ‘‘All J’’ procedure,
we vary the background by 1	 of the statistical uncer-
tainty observed in our nominal procedure.
4. Kinematic fit reduced 2 requirements
We consider different choices in reduced 2 criteria for
our vertex and four-momentum fits. The four variations to
our standard selection are: 2m;4C < 4 or<10 rather than 5,
2m;1C < 5 rather than 10, and 
2
v;1C < 5 rather than 10. The
spin of the bJð1PÞ state should have almost no influence
on how these reduced 2 distributions are simulated, so to
increase statistical stability on the resultant variations, we
take variations from the ‘‘All J’’ procedure to assign this
systematic uncertainty.
5. Lepton flavor difference
We have also assessed possible systematic uncertainties
due to the difference between eþe and þ results by
calculating the yield for the sum of J ¼ 1 and J ¼ 2 for
eþe and then for þ. (As in the case of determining
possible uncertainties due to requirements on the fitted
reduced 2, the spin of the bJð1PÞ state should have no
influence on whether leptons are correctly reconstructed.)
We then took half the difference between the yields ob-
tained for each lepton flavor, and divided by the average
yield as an estimate of the relative systematic uncertainty
arising from lepton flavor differences.
6. Additional contributing uncertainties
Other possible systematical effects we have investigated
include: variations in fit ranges, histogram binning,
TABLE IV. Fractional uncertainties (in %) on the combined dilepton product branching
fractions, B½ð2SÞ ! bJð1PÞ B½bJð1PÞ ! ð1SÞ B½ð1SÞ ! ‘þ‘, due to var-
iations of the listed selection criteria and fit procedures. The last column (‘‘All J’’) shows fit
results for the sum of the three two-photon cascades via bJð1PÞ states for J ¼ 0, 1, and 2. For
this last column, the entry for ‘‘MC simulation’’ includes not only statistical errors on
reconstruction efficiencies, but also the effect of total uncertainties of the measured branching
fractions on the weighted efficiency.




Reduced 2 requirement 1.4
Lepton identification 0.4
Lepton flavor difference 3.6
Fit range 7.1 0.2 0.7 0.4
Signal shape 1.4 0.5 0.6   
QED bkg shape 1.9 0.01 0.2 0.9
Bin width 1.6 0.04 0.01 0.01
MC simulation 0.8 0.8 0.8 0.6
Total 9.0 4.8 4.9 4.9
TABLE V. Final results of this analysis. Here,B1 ¼ B½ð2SÞ ! bJð1PÞ,B2 ¼ B½bJð1PÞ ! ð1SÞ, andB3 ¼ B½ð1SÞ !
‘þ‘. We use B3 ¼ ð2:48 0:05Þ% [2] and B1 values from Table I to extract B1B2 as well as B2. The last column (‘‘All J’’)
shows fit results for the sum over J ¼ 0, 1, and 2. Again, the first errors are statistical, the second errors are systematic, and the third
errors (when applicable) are uncertainties due to uncertainties in B1 and/or B3. In the bottom half of the table we also show results
from other experiments for a comparison.
J ¼ 0 J ¼ 1 J ¼ 2 All J
B1B2B3ð104Þ 0:163 0:024 0:015 5:65 0:11 0:27 3:29 0:09 0:16 9:08 0:13 0:44
B1B2ð103Þ 0:659 0:096 0:059 0:013 22:8 0:4 1:1 0:5 13:3 0:4 0:6 0:3 36:7 0:6 1:8 0:7
B2ð102Þ 1:73 0:25 0:16 0:19 33:0 0:6 1:6 2:0 18:5 0:5 0:9 1:0   
Values of B2ð102Þ from other experiments
PDG average [2] <6 at 90% CL 35 8 22 4   
Crystal Ball [15] <6 at 90% CL 32 6 7 27 6 6   
CUSB <11 at 90% CL [16] 47 18 [17] 20 5 [17]   
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statistical uncertainties in signal MC samples, un-
certainties in the measured B½ð2SÞ ! bJð1PÞ
B½bJð1PÞ ! ð1SÞ to weight efficiencies for the
‘‘All J’’ case, as well as cuts on E=p to identify lepton
species.
Table IV shows sources of systematic uncertainties we
have considered for this analysis.
D. Results on analysis of ð2SÞ ! ‘þ‘
Table V shows our final results for ourð2SÞ analysis as
well as those from other experiments.
V. ANALYSIS OF ð3SÞ ! ‘þ‘ VIA bJð1PÞ
In the case of the three transitions ð3SÞ !
bJð1PÞ ! ð1SÞ, the higher- and lower-energy pho-
tons have similar energies. Furthermore, among these tran-
sitions in some cases the higher energy photon is emitted
from the ð3SÞ, and in some cases the higher-energy
photon is emitted from the boosted bJð1PÞ. Therefore,
instead of fitting just one distribution, as we do for the
ð2SÞ analysis, we maximize our use of information and fit





 are kinematically constrained E. Our fit
will utilize the 2D histograms from our signal
Monte Carlo for each of the J ¼ 0, 1, and 2 samples, as
well as MC samples of doubly radiative Bhabha events and
-pairs.
A. Monte Carlo samples
1. Signal MC for ð3SÞ ! bJð1PÞ
Approximately 100 k events for each spin were gener-
ated for each of the bJð1PÞ subsamples, where ð3SÞ !
bJð1PÞ at 100%, bJð1PÞ ! ð1SÞ at 100% and with
ð1SÞ decaying half the time to each of þ and eþe.
These samples were used to generate the three relevant 2D
histograms of Elow versus E
high
 for each spins. In projec-
tions of these histograms on the Ehigh and Elow axes, for
J ¼ 0 and J ¼ 1, the higher-energy photon has a sharp
distribution, while the lower-energy photon is Doppler-
broadened (see Table I). For J ¼ 2, the situation is reversed
to a large extent.
Figure 3 shows the Elow versus E
high
 two-dimensional
histogram forð3SÞ-signal MC samples, weighted accord-
ing to our final measured branching fractions. Notice that
the events are restricted to the diagonal band by two simple
kinematic facts: first, that Elow < E
high
 , and second, that
the invariant mass recoiling against the two photons has
been constrained to that of the ð1SÞ. The lower boundary
line corresponds to the case in which the photon three-
momenta have zero opening angle in the initial eþe rest
frame (recoiling against the dilepton pair with maximum
possible combined momentum), and the upper boundary
line to the case in which the photon momenta directly
oppose one another (with the softer one traveling along
the same direction as the ð1SÞ candidate, and the more
energetic one in the opposite direction). Note that the
boundaries are purely kinematic in nature due to the
ð1SÞ mass constraint, and hold for background as well
as signal events. In Fig. 3, these limits are labeled ¼ 0
and , respectively.
The population within the band is directly related to the
cosine of the angle  between the two photons in the rest
frame of the bJð1PÞ. The distributions WJðcosÞ for









W2ðcosÞ ¼ 1160 ð73þ 21cos
2Þ; (2)
implying a slight enhancement at each end of the cos
range and hence at maximum and minimum Doppler-
broadened photon energy. This feature is present in all of
our signal MC samples that take account of the photon
angular distributions properly. The respective reconstruc-
tion efficiencies are shown in Table VI.
FIG. 3 (color online). Distributions of Elow versus E
high
 based
on ð3SÞ signal MC samples for J ¼ 0 (open circles), J ¼ 1
(open rectangles), and J ¼ 2 (closed triangles) using þ
selection. The diagonal band, edged by lines labeled as  ¼
 (or 0), where is an opening angle between the two emitted
photons, is generated due to our kinematic constraints. The three
samples are normalized to our measured production rates in this
work while the size of a symbol in a bin is proportional to the
number of events for the corresponding J in that bin.
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2. Background from QED processes
Only the processes eþ e ! ðeþe; þÞ can be
reasonably expected to contribute much background. To
represent the doubly radiative QED events, we prepare MC
samples generated via the Babayaga event generator [18]
with sizes of roughly 100 (200) times larger luminosity
than what the data have for doubly radiative Bhabha
(-pair) events, respectively. The very large number of
QED events are then reduced with a very loose selection
at the generator level to have at least two photons and a
dilepton invariant mass near that of the ð1SÞ. Only those
chosen events are passed along to the next stage of pro-
cessing, the CLEO detector simulation.
B. Fitting the data
Figure 4 shows a distribution of Elow versus E
high
 based
on the on-ð3SÞ data. To constrain the backgrounds in our
fits, we use fit ranges for Elow and E
high
 larger than the
ranges illustrated in the figure. We choose our fit ranges
to be ð420< Ehigh < 560Þ MeV and ð340< Elow <
460Þ MeV. While the upper (lower) bound of Elow (Ehigh )
does not matter much because of bins containing no events,
the choice of the lower (upper) bound of Elow (E
high
 )
TABLE VI. Fitted yields, reconstruction efficiencies (
), and corresponding branching frac-
tions are shown. Here, B1 ¼ B½ð3SÞ ! bJð1PÞ, B2 ¼ B½bJð1PÞ ! ð1SÞ, and B3 ¼
B½ð1SÞ ! ‘þ‘. The last column (‘‘J ¼ 1 and 2’’) shows results of sum of the two two-
photon cascades via bJð1PÞ states for 1 and 2 obtained by subtracting fits to the backgrounds
from the data, as described in the text.
‘þ‘ J ¼ 1 J ¼ 2 J ¼ 1 and 2
Yields eþe 12 6 48 9 61 8
Yields þ 38 9 78 11 117 11

ð102Þ eþe 22:3 0:2 21:3 0:2 21:6 0:2

ð102Þ þ 41:1 0:2 38:8 0:2 39:5 0:2
B1B2B3ð105Þ eþe 0:91 0:49 3:88 0:70 4:79 0:61
B1B2B3ð105Þ þ 1:58 0:38 3:40 0:49 5:06 0:47
B1B2B3ð105Þ eþe and þ 1:33 0:30 3:56 0:40 4:96 0:37
FIG. 4 (color online). Distributions of Elow versus E
high
 based
on the on-ð3SÞ data. Open triangles (closed rectangles) repre-
sent data points based on eþe (þ) selection. The size of
each symbol is proportional to the number of events in the bin.
FIG. 5 (color online). Projections from the nominal fit to data
onto (a,c) Elow and (b,d) E
high
 axes for data using the (a,b)
þ and (c,d) eþe selections. The dashed histograms rep-
resent signal photons via bJð1PÞ. The dotted histograms repre-
sent the QED MC sample contribution as normalized by the fit,
and the solid histogram is the sum of background and signal
histograms.
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controls the statistics available for fitting the backgrounds.
Since the minimum Elow is related to the maximum E
high

by the kinematic constraints, we study the variation of the
background scale factor as a function of the maximum
E
high
 . Based on this exercise, we choose the maximum
E
high
 to be 560 MeV and the minimum Elow ¼ 340ð’
900–560Þ MeV where Ehigh þ Elow ’ 900 values for
which the fitted normalization scale factors become stable
compared to the sizes of their statistical errors.
Using the QEDMC background histograms as the back-
ground function and the three signal Monte Carlo samples,
and fixing the normalization of the J ¼ 0 component
with the measured B½ð3SÞ ! b0ð1PÞ [9] and
B½b0ð1PÞ ! ð1SÞ (this work), we perform a
maximum-likelihood fit to the the 2D data distribution in
Elow versus E
high
 . We float the normalizations of both
background and signals (for J ¼ 1 and 2 only). The results
of the fits projected onto the two photon-energy axes are
shown in Fig. 5.
We also extract signal yield by subtracting the fitted
background shape, with normalization fixed based on the
above nominal fit procedure, and then by summing the
resultant distribution over the signal region. This yield
corresponds to the one from both transitions, ð3SÞ !
‘þ‘ via bJð1PÞ for J ¼ 1 and 2. The observed yields,
along with efficiency-corrected branching fractions, are
shown in Table VI.
C. Systematic uncertainties
We study the systematic uncertainties in a similar way as
in Sec. IVC. We mention only studies whose methods
differ from the description given in Sec. IVC. Table VII
shows a summary of estimated systematic uncertainties.
1. Binning scheme
We calculate the branching fractions using 4 MeV bins
instead of the nominal 2 MeV bins. Beside a difference in
bin sizes, we also consider a difference in bin shapes
with a distribution of ESUM ( ¼ Elow þ Ehigh ) versus EDIFF
(¼ Ehigh  Elow ).
2. Photon energy resolution
In order to account for the possibility that thewidth of the
signal MC photon distributions may not accurately reflect
the width of the photon distributions in data, we have
generated additional signal MC sets with the detector reso-
lution broadened and narrowed by 10% of itself and recal-
culated the branching fractions using these alteredMC sets.
3. Photon absolute energy calibration
To estimate possible systematic effects due to miscali-
bration of the absolute photon energy, we examine how
TABLE VII. Estimates of relative systematic uncertainties (in
%) for this analysis, for each J, and the sum of J ¼ 1 and 2. The
first six entries are calculated for both spins. The fit to the sum of
J ¼ 1 and 2 has better stability against our binning scheme
variations since yields of J ¼ 1 and 2 are statistically anticorre-
lated, resulting in smaller variations in terms of their sum. For
the rightmost column, the entry for ‘‘MC simulation’’ includes
not only statistical errors of reconstruction efficiencies, but also
the total uncertainties of the measured branching fractions on the
weighted efficiency.




Reduced 2 requirement 4.9
Lepton identification 1.1
Lepton flavor difference 1.2
QED background — — 8.8
Include ð3SÞ ! 00ð1SÞ 0.3 1.2 0.5
b0ð1PÞ Yield variation 0.0 0.6 0.2
Binning scheme 3.3 11.6 2.7
Photon energy resolution 2.3 3.7 —
Photon absolute energy 9.1 11.0 —
MC simulation — — 0.7
Total 11.6 17.5 11.0
TABLE VIII. Final results of this analysis. Here, B1 ¼ B½ð3SÞ ! bJð1PÞ, B2 ¼ B½bJð1PÞ ! ð1SÞ, and B3 ¼
B½ð1SÞ ! ‘þ‘. We use B3 ¼ ð2:48 0:05Þ% [2] and B2 ¼ ð18:5 0:5Þ%Þ, ð33:0 0:6Þ% from Sec. IV for J ¼ 2 and
J ¼ 1, respectively, to extract B1B2 as well as B1. The first three rows show results from this work while the second three
rows show previous results. Here, the first errors are statistical, the second errors are systematic, and the third errors (when applicable)
are uncertainties due to external sources.
J ¼ 1 J ¼ 2 J ¼ 1 and 2
B1B2B3ð105Þ 1:33 0:30 0:23 3:56 0:40 0:41 4:96 0:37 0:55
B1B2ð104Þ 5:38 1:20 0:94 0:11 14:35 1:62 1:66 0:29 19:99 1:50 2:20 0:40
B1ð103Þ 1:63 0:36 0:28 0:09 7:74 0:88 0:88 0:38   
B1B2B3ð105Þ [6]       5:20 0:54 0:52
B1B2ð104Þ [19]       12þ43  0:9
B1ð103Þ [7] <1:9 <20:3 (11 6 2 1)   
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well the peak values in the kinematically fitted distribu-
tions of Elow for ð2SÞ ! ð1SÞ candidates are cali-
brated with respect to those expected. The largest deviation
is 0.2 MeV for the J ¼ 2 peak position when an eþe final
state is selected. It is well reproduced in our MC samples
with input masses of ð1S; 2SÞ as well as of bJð1PÞ
based on the latest information [2]. These photon energies
are kinematically fitted variables, with Elow and E
high

constrained to a fixed value for any given ð1SÞ momen-
tum, so any shift in Elow must be compensated by a
corresponding one of opposite sign in E
high
 . Based on these
observations, we conservatively vary signal positions by
E
high
  1 MeV and simultaneously by Elow  1 MeV.
4. Additional contributing uncertainties
Other possible systematic effects that we have investi-
gated include a variation in the (small) branching fraction
for the transition through b0ð1PÞ and insertion of an
explicit fixed background component from ð3SÞ !
00ð1SÞ.
TABLE IX. Comparison of measurements and theoretical predictions [4] for suppressed E1 transition rates ½ð3SÞ ! bJð1PÞ
and ratios J¼1=J¼0  ½ð3SÞ ! b1ð1PÞ=½ð3SÞ ! b0ð1PÞ, J¼2=J¼0  ½ð3SÞ ! b2ð1PÞ=½ð3SÞ !
b0ð1PÞ, and J¼2=J¼1  ½ð3SÞ ! b2ð1PÞ=½ð3SÞ ! b1ð1PÞ. The CLEO III values are based on total½ð3SÞ ¼
ð20:32 1:85Þ keV [2] and are obtained by taking the central value of the measurement for the J ¼ 0 state [9] and the values for J ¼ 1
and 2 from this work. The last row shows J¼1=J¼0 and J¼2=J¼0 when scaling rates according to E3  ð2J þ 1Þ.
J¼0 (eV) J¼1 (eV) J¼1=J¼0 J¼2 (eV) J¼2=J¼0 J¼2=J¼1
CLEO III (This expt.)    33 10 0:54 0:25 157 30 2:58 1:01 4:75 1:75
Inclusive expt. [9] 61 23      
bJð1PÞ exclusive expt. [7] <186 <38 <413
Moxhay-Rosner (1983) 25 25 1.0 150 6.0 6.0
Gupta et al. (1984) 1.2 3.1 2.6 4.6 3.8 1.5
Grotch et al. (1984)a 114 3.4 0.03 194 1.7 57
Grotch et al. (1984)b 130 0.3 0.002 430 3.3 1433
Daghighian–Silverman (1987) 42 c c 130 3.1 c
Fulcher (1990) 10 20 2.0 30 3.0 1.5
Lähde (2003) 150 110 0.7 40 0.3 0.4
Ebert et al. (2003) 27 67 2.5 97 3.6 1.4
E3  ð2J þ 1Þ 2.4 3.6 1.5
aScalar confining potential.
bVector confining potential.
cThe authors did not provide a prediction for ½ð3SÞ ! b1ð1PÞ.
FIG. 6 (color online). Illustration of ratios of suppressed E1 transition rates, J¼1=J¼0 (circles), J¼2=J¼0 (squares), and
J¼2=J¼1 (triangles) from Table IX.
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D. Results on analysis of ð3SÞ ! ‘þ‘
Taking the above systematic uncertainties into account,
we now arrive at the final results for the product of branch-
ing fractions for each of the transitions as shown in
Table VIII. Also shown are comparisons to results from
other analyses. The first uncertainty is the statistical
uncertainty, the second is the overall systematic uncer-
tainty, and the third (when applicable) is the uncertainty
due to external inputs.
VI. RESULTS AND CONCLUSIONS
We obtain product branching fractions for the exclusive
processes ð2SÞ ! b0;1;2ð1PÞ ! ð1SÞ (Table V)
and ð3SÞ ! b1;2ð1PÞ ! ð1SÞ (Table VIII), where
ð1SÞ is identified by its decay to eþe and þ.
The extracted B½bJð1PÞ ! ð1SÞ are the most pre-
cise to date for J ¼ 1, 2, while for J ¼ 0 this represents the
first observation of this transition. These branching
fractions appear to be systematically smaller than the
theoretical predictions (see Appendix A), indicating that
the hadronic widths of bJð1PÞ might have been
underestimated.
The extracted B½ð3SÞ ! b1;2ð1PÞ may be com-
pared with the branching fraction previously measured
by CLEO, B½ð3SÞ ! b0ð1PÞ ¼ ð0:30 0:04
0:10Þ% [9], providing tests of relativistic corrections to
electric dipole matrix elements. Table IX shows compari-
son against some theoretical predictions in terms of tran-
sition rates as well as ratios of transition rates while Fig. 6
shows the ratios pictorially. It might be worth revisiting
these calculations in light of our new experimental results.
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APPENDIX A: COMPARISON OF BRANCHING
FRACTIONS B½bJð1PÞ ! ð1SÞ WITH
PREDICTIONS
The measured branching fractions for bJð1PÞ !
ð1SÞ may be compared with the predictions [4,20]
summarized in Table X. Most of the predicted branching
fractions for these electric dipole transitions are systemati-
cally larger than the experimental values, indicating that
the hadronic widths h were underestimated. A modest
increase in the assumed value of Sðm2bÞ leads to much
better agreement with experiment. As one example, the
values in Ref. [20] were calculated for Sðm2bÞ ¼ 0:18.
For this value it was found that h½bð0;1;2Þð1PÞ ¼
ð791; 38:3; 132:3Þ keV, while the E1 transition rates
were predicted to be ½bð0;1;2Þð1PÞ ! ð1SÞ ¼
ð26:1; 32:8; 37:8Þ keV. The hadronic widths scale for the
J ¼ 0 and J ¼ 2 states 2Sðm2bÞ times known QCD correc-
tion factors [21], while for the J ¼ 1 state they scale as
3Sðm2bÞ. (The QCD correction factor for J ¼ 1 is not
known [21] and will be ignored.)
Using the scale factors, values of S, and the QCD































TABLE X. Comparison of our results for B½bJð1PÞ ! ð1SÞ with some theoretical
predictions [4,20], in units of 102.
Reference J ¼ 0 J ¼ 1 J ¼ 2
CLEO III 1:73 0:35 33:0 2:6 18:3 1:4
Moxhay-Rosner (1983) 3.8 50.6 22.3
Gupta et al. (1984) 4.1 56.8 26.7
Grotch et al. (1984) a 3.1 41.9 19.4
Grotch et al. (1984)b 3.3 43.9 20.3
Daghighian-Silverman (1987) 2.3 31.6 16.6
Kwong-Rosner (1988) 3.2 46.1 22.2
Fulcher (1990) 3.1 39.9 18.6
Lähde (2003) 3.3 45.7 21.1
Ebert et al. (2003) 3.7 51.5 23.6
aScalar confining potential.
bVector confining potential.
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The minimum 2 of a fit to the values determined in this
work is found to be 1.45 for 2 degrees of freedom. The
value of S that minimizes 
2 and the corresponding error
(defined by the range for which 2 	 1 from the mini-
mum) are Sðm2bÞ ¼ 0:214 0:006. This is quite consis-
tent with the determination of Ref. [22] for a scale of
5 GeV (see Fig. 5 there). At this value, the rescaled values
predicted in the approach of Ref. [20] areB½b0;1;2ð1PÞ !
ð1SÞ ¼ ð2:1; 33:8; 16:8Þ% and tot½b0;1;2ð1PÞ ¼









is roughly R ¼ 5:92þ 12½Sðm2bÞ  0:18, to be com-
pared with the value R ¼ 8:6 3:2 based on the observed
branching fractions. Thus, the QCD corrections go in
the right direction to modify the uncorrected value of
15=4 ¼ 3:75.
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