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Luku 1
Johdanto
Ta¨ma¨ tyo¨ ka¨sittelee data-assimilaatiota[4] ja siihen liittyvia¨ menetelmia¨ ja
sovelluksia. Tyo¨ rakentuu ta¨ma¨n johdantoluvun lisa¨ksi nelja¨a¨n erilliseen lu-
kuun, joista kaksi ensimma¨ista¨ ka¨sitteleva¨t data-assimilaatiota ja menetelmia¨
ja kaksi seuraavaa niiden sovelluksia. Liitteessa¨ A esittelemme yleisia¨ mate-
maattisia ja tilastollisia ka¨sitteita¨, seka¨ na¨ihin liittyva¨a¨ notaatiota. Osan ka¨-
sitteista¨ ja ominaisuuksista oletamme kuitenkin tunnetuiksi, kuten esimer-
kiksi tavalliset matriisioperaatiot.
Ta¨ma¨n tyo¨n teoriaosuudessa tulemme esittelema¨a¨n keskeisimpia¨ data-as-
similaatio-tekniikoita pyrkien esitta¨ma¨a¨n menetelmien taustalla olevan idean
ja mahdollisesti havoinnollistamaan menetelma¨n toimintaa esimerkkien va-
lossa. Useassa tapauksessa tulemme myo¨s johtamaan tekniikat kirjallisuudes-
ta tutuilla tavoilla. Kaikkia kaavoja emme ole kuitenkaan johtaneet ja silloin
viittaammekin la¨hdekirjallisuuteen. Tulemme ka¨sittelema¨a¨n lyhyesti myo¨s
data-assimilaatiossa ka¨ytettyja¨ apuva¨lineita¨ kuten optimointimenetelmia¨.
Ta¨ma¨ tyo¨ on tehty yhteistyo¨ssa¨ Ilmatieteen laitoksen kanssa ja varsinai-
sessa sovellusosuudessa ka¨ytetty data on oikeata satelliiteista havaittua dataa
ja ka¨ytetty malli on oikea ilmakeha¨n kemiaa kuvaava malli. Ta¨lla¨ tyo¨lla¨ on-
kin kaksi tarkoitusta: Toisaalta esitella¨ kattavasti eri tekniikoita ja toisaalta
rakentaa toimiva data-assimilaatiosysteemi Ilmatieteen laitoksen tarpeisiin.
Joitain ka¨yta¨nno¨n data-assimilaatiossa esiintyvia¨ ongelmia kuten esimerkiksi
kovarianssimatriisien arviointia ja havainto-operaattorin luontia ei ole kuiten-
kaan ka¨sitelty.
1.1 Notaatiosta
Ta¨ssa¨ tyo¨ssa¨ merkitsemme vektoria pienella¨ kursiivilla kirjaimella (esim. x)
ja matriisia isolla kursiivilla kirjaimella (esim. C). Epa¨lineaarista funktio-
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ta merkitsemme kaunokirjoitussymbolilla (esim. H). Alaindeksia¨ ka¨yta¨mme
merkitsema¨a¨n vektorin alkiota ja yla¨indeksia¨ kuvaamaan ensemblen element-
tia¨. Taulukossa 1.1 on esitetty keskeisimma¨t lyhenteet ja symbolit. Huomau-
tamme, etta¨ la¨hteista¨ riippuen notaatio data-assimilaatiossa vaihtelee suu-
resti. Data-assimilaatiolle on luotu standardinotaatio [11], jota emme kuiten-
kaan ka¨yta¨ ta¨ssa¨ tyo¨ssa¨. Termilla¨ analyysi tarkoitamme data-assimilaatiossa
tehtya¨ analyysia¨ emme perinteisessa¨ mielessa¨ matematiikasta tunnettua ana-
lyysia¨.
Taulukko 1.1: Symbolit ja lyhenteet.
Ma¨a¨rite Selite
est Estimaatti, analyysi
a A priori, tausta
true Totuus
obs Havainto
t Aika
B,Ca Taustavirheen kovarianssimatriisi n× n
R,Cε Havaintovirheen kovarianssimatriisi p× p
A,Cest Analyysivirheen kovarianssimatriisi n× n
Cξ Mallivirheen kovarianssimatriisi n× n
x Tilavektori n× 1
y Havaintovektori p× 1
ε Virhe(vektori)
G Vahvistusmatriisi
M,M Mallioperaattori
H,H Havainto-operaattori
J Sakkofunktio
I Identtinen matriisi
1.2 Kiitokset
Erityiskiitos Marko Laineelle ja Heikki Haariolle erinomaisesta ohjauksesta.
Kiitos myo¨s kaikille niille, jotka antoivat vinkkeja¨, kommentteja ja tukea.
Lisa¨ksi kiitos koko Ilmatieteen laitoksen kaukokartoitusryhma¨lle; erityisesti
Simolle jatkuvista hyvista¨ vinkeista¨ ja Johannalle mahdollisuuksien antami-
sesta.
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Luku 2
Data-assimilaatio
Data-assimilaatiota on perinteisesti ka¨ytetty sa¨a¨n ennustamisessa, mutta sita¨
on sovellettu menestyksekka¨a¨sti myo¨s monilla muilla tieteen aloilla. Historial-
lisesti data-assimilaation voidaankin katsoa alkaneen 1950-luvulla kun mene-
telmia¨ numeeriseen sa¨a¨n ennustamiseen ruvettiin kehitta¨ma¨a¨n. Satelliiteista
saatavat mittaukset ja tietokoneiden kehittyminen ovat vaikuttaneet data-
assimilaation suosioon merkitta¨va¨sti, ja se on viela¨ ta¨na¨kin pa¨iva¨na¨ aktiivi-
sen tutkimuksen kohteena. Ta¨ssa¨ luvussa ka¨sitella¨a¨n erityisesti data-assimi-
laation soveltamisesta ilmakeha¨n kaukokartoitukseen seka¨ data-assimilaation
hyo¨tyja¨ ja perusperiaatteita.
2.1 Mita¨ data-assimilaatio on?
Data-assimilaatio on tekniikka, jossa havaintoja yhdisteta¨a¨n dynaamisiin nu-
meerisiin malleihin tarkoituksena tuottaa optimaalista esitysta¨ esimerkiksi
ilmankeha¨n muuttuvasta tilasta [20]. Optimaalisella tarkoitetaan sita¨, etta¨
malleista ja havainnoista saatavaa informaatiota yhdisteta¨a¨n tavalla, jossa
estimoidun tilan (mahdollisesti tunnettu) virhearvio on mahdollisimman pie-
ni. Malli tuottaa yhtena¨isyytta¨ havaintoihin ja interpoloi niita¨ johdonmukai-
sella tavalla myo¨s alueille, joissa havaintoja ei ole tehty. Havainnot korjaavat
epa¨ta¨ydellisesta¨ mallista saatavaa liikekaarta pita¨en sen raiteillaan. Lasken-
tatehon kasvaessa yha¨ enemma¨n huomiota on kiinnitetty optimaalisiin me-
netelmiin.
Tiivista¨en voidaan sanoa, etta¨ data-assimilaatiolla on seuraavia ka¨ytto¨-
tapoja [6]. Data-assimilaation avulla
1. voidaan suodattamalla erottaa signaali kohinaisista havainnoista,
2. havaintoja voidaan interpoloida tilassa ja ajassa ja
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Peräkkäinen ja ei-jatkuva assimilaatio
havainnot
analyysi
havainnotmalli
Peräkkäinen ja jatkuva assimilaatio
havainto
Takautuva ja ei-jatkuva assimilaatio
analyysi
Takautuva ja jatkuva assimilaatio
analyysi ja malli
havainnot havainnot
analyysi ja malli
analyysi ja malli
havainnot
havainnot
havainto
havainto havainto
havainnot
havainnot
Kuva 2.1: Eri la¨hto¨kohtia data-assimilaatioon. Huomaa nuolten suunnat.
3. saadaan ta¨ydenta¨ma¨lla¨ tietoa myo¨s muista tilamuuttujista, joista ei ole
havaintoja.
Data-assimilaatioon on kaksi perusteeltaan erilaista la¨hestymistapaa: pe-
ra¨kka¨inen ja takautuva. Pera¨kka¨isessa¨ huomioidaan (vain) mittaushetkeen
asti tehty analyysi. Takautuvassa voidaan ka¨ytta¨a¨ hyva¨ksi seka¨ analysointi-
hetken ennen etta¨ ja¨lkeen tehtyja¨ havaintoja. Pera¨kka¨isia¨ menetelmia¨ ka¨y-
teta¨a¨n esimerkiksi reaaliaikaisissa assimilaatiosysteemeissa¨. La¨hestymistapo-
ja on esitelty kuvassa 2.1. Menetelmia¨, jotka toimivat pera¨kka¨in kutsutaan
usein suotimiksi (eng. filter) ja vastaavasti takautuvia menetelmia¨ kutsutaan
usein silottajiksi (eng. smoother). Ta¨ssa¨ tyo¨ssa¨ keskitymme la¨hinna¨ pera¨k-
ka¨isiin menetelmiin.
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2.2 Data-assimilaatio osana ilmakeha¨n kau-
kokartoitusta
Satelliiteista tehtya¨ ilmakeha¨n kaukokartoitusta ka¨yteta¨a¨n sa¨a¨n ennustami-
seen ja globaalin ilmakeha¨n tutkimiseen. Ilmakeha¨n havaintodataa saadaan
useista eri la¨hteista¨ ja se on usein varsin heterogeenista. Data voi olla useista
eri satelliiteista saatavia radianssi-mittauksia, sondeista saatavia mittauksia
ja niin edelleen. Saadaksemme maksimaalisen hyo¨dyn datasta meida¨n ta¨ytyy
lo¨yta¨a¨ tapa yhdista¨a¨ mittaukset. Usein tavoitteena on muodostaa globaali ku-
va tutkittavasta ilmio¨sta¨. Haluamme myo¨s, etta¨ analyysimme on johdonmu-
kainen ilmakeha¨n fysiikan ja kemian lainalaisuuksien kanssa. Moderni tapa
saavuttaa ta¨ma¨ pa¨a¨ma¨a¨ra¨ on data-assimilaatio.
Ilmakeha¨n muutokset ovat fysikaalisessa mielessa¨ jatkuvia, joten haluam-
me, etta¨ tekema¨mme analyysikin on. Perusteeltaan ilmakeha¨mallit ovat mo-
nimutkaisia ja ylima¨a¨ra¨isena¨ hankaluutena – vaikkakin ilmakeha¨n dynamiik-
kaa kuvaavat kaavat ovatkin periaatteessa tunnettuja – on, etta¨ tila muuttuu
ajan funktiona. Ka¨yta¨nno¨ssa¨ vaatimuksena on, etta¨ kaikki havainnot ka¨yte-
ta¨a¨n hyo¨dyksi – ainoastaan virheellinen data hyla¨ta¨a¨n. Kaukokartoitukses-
sa data-assimilaatiota onkin ka¨ytetetty optimoimaan kallista satelliittidataa.
Data-assimilaatiota on alettu soveltamaan myo¨s ilmakeha¨n kemiankuljetus-
malleihin.
Globaali analyysiongelma on samanlainen kuin kaukokartoituksessa usein
esiintyva¨ (esimerkiksi otsoni-)profiilien hankintaongelma, mutta huomatta-
vasti laajempi [22]. Tilavektori on annetussa hilassa koko ilmakeha¨ntila, toi-
sin kuin yksitta¨inen profiili. Viime aikoihin asti monet analyysimenetelma¨t
pystyiva¨t ainoastaan assimiloimaan mallimuuttujia itsessa¨a¨n, niin etta¨ sa-
telliittidatasta oli ensin hankittava pystyprofiilit ennen kuin niita¨ pystyttiin
ka¨ytta¨ma¨a¨n. Kuitenkin suoria assimilointimenetelmia¨ – ilman kaukomittauk-
sista va¨lissa¨ olevaa retrieval-askelta – on nyt ryhdytty kehitta¨ma¨a¨n.
Data-assimilaatiossa on tarpeen lo¨yta¨a¨ paras tilaestimaatti, joka on so-
pusoinnussa havaintojen ja saatavilla olevan priori-informaation kanssa. Kal-
manin suodin (3.1) on suunniteltu ta¨sma¨lleen na¨ihin olosuhteisiin, mutta glo-
baali analyysi on niin laaja ongelma, etta¨ Kalmanin suotimen suora ka¨ytto¨
ilman approksimaatioita on viela¨ osin mahdotonta toteuttaa. Ta¨lla¨ hetkel-
la¨ nopeampia ja yksinkertaisempia menetelmia¨ on yleisesti ka¨yto¨ssa¨, jotka
perustuvat muun muassa optimointiteoriaan.
Ilmakeha¨n tila voidaan ma¨a¨ritella¨ joukolla mallimuuttujia kuten la¨mpo¨ti-
la, paine, tuulten nopeudet ja ilmankosteus. Na¨ma¨ esiteta¨a¨n yleensa¨ yhdessa¨
korkeuden kanssa karteesisessa pituus-leveyspiiri-hilassa, vaikkakin on monia
yhta¨pita¨via¨ tapoja esitta¨a¨ tila, kuten ikosahedrisessa¨ hilassa. Erityisesti sa¨a¨n
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ennustuksessa lopputuotteen tarkkuus riippuu suuresti siita¨ mika¨ globaali
kentta¨ esitta¨a¨ yksitta¨isella¨ ajanhetkella¨ ilmakeha¨n todellista tilaa.
2.3 Data-assimilaation hyo¨dyt
Ta¨ssa¨ kappaleessa kootaan yhteen jo aiemmissa kappalessa esiintyneita¨ da-
ta-assimilaation hyo¨tyja¨. Seuraavassa listassa [20] on data-assimilaation kes-
keisimma¨t edut:
Laadunvalvonta: Priori-informaatio antaa menetelma¨n laadunvalvontaan.
Vertailemalla analyysia¨mme priori-informaatioon voimme ma¨a¨ritta¨a¨ ovat-
ko assimilaationsysteemin la¨hto¨tiedot virheellisia¨.
Havaintojen yhdista¨minen: Data-assimalaation avulla voidaan yhdista¨a¨
ja sovittaa havaintoja ja prioritietoa eri la¨hteista¨ saadaksemme parhaan
tilaestimaatin.
Virheet datassa ja mallissa: Vertailemalla havaintoja ja priori-informaa-
tiota tilaestimaattiin voimme muodostaa virhearvioita, joilla voimme
kehitta¨a¨ instrumentteja ja menetelmia¨.
Puuttuvien havaintojen ta¨ydenta¨minen: Malli mahdollistaa informaa-
tion levitta¨misen myo¨s alueille, joista havaintoja ei ole tai niita¨ on va¨-
ha¨n.
Fysikaalisen ja kemiallisen tasapainon sa¨ilyminen: Malli varmistaa, et-
ta¨ fysikaaliset ja kemialliset suhteet muuttujissa sa¨ilyva¨t huolimatta
havainnoissa olevista virheista¨, jotka muuten saattaisivat johtaa epa¨-
johdonmukaisuuksiin.
Havaitsemattomien suureiden estimointi: Mallissa olevien muuttujien
suhteiden avulla voimme saada informaatiota myo¨s muuttujista, joita
ei ole havaittu.
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Luku 3
Data-assimilaatiomenetelmia¨
Ta¨ssa¨ luvussa esitella¨a¨n eri data-assimilaatiomenetelmia¨. Pa¨a¨piirteitta¨in me-
netelma¨t voidaan jakaa kahteen eri luokkaan: Kalmanin suotimiin ja variaa-
tionaalisiin menetelmiin. Aluksi menetelmia¨ ka¨sitella¨a¨n hyvin yleisella¨ tasol-
la. Kappaleissa (3.1) ja (3.2) ka¨sitella¨a¨n eri menetelmia¨ yksityiskohtaisem-
min. Aluksi kiinniteta¨a¨n notaatiota ja ma¨a¨ritella¨a¨n data-assimilaatioon liit-
tyvia¨ yleisia¨ ka¨sitteita¨. Taustalla pyrita¨a¨n pita¨ma¨a¨n ajatusta mahdollisista
sovelluskohteista ilmakeha¨n mallinnukseen.
La¨hdetta¨essa¨ muodostamaan ongelman matemaattista formulointia on
ta¨rkea¨a¨ ma¨a¨ritella¨ niin sanottu tila-avaruus (eng. state space). Esimerkik-
si sa¨a¨ennustusmallissa ilmakeha¨n tilaa kuvataan tietylla¨ hetkella¨1 t tilavekto-
rilla x ∈ Rn. Diskretointi eli kannan valinta vaikuttaa siihen miten tilavek-
torin komponentit suhtautuvat todelliseen tilaan; usein kaukokartoituksessa
tilavektori esiteta¨a¨n esimerkiksi pituus–leveyspiiri–hilassa. Tilavektoria, joka
parhaiten annetussa kannassa kuvaa todellisuutta merkitsemme symbolilla
xtrue. Yleensa¨ ka¨yto¨ssa¨mme on myo¨s jotain tausta- eli priori-informaatiota,
joka voi perustua esimerkiksi edelliseen analyysiin. Vektoria, joka kuvaa en-
nakkoka¨sitysta¨mme tilasta merkitsemme symbolilla xa. Ja analyysin avulla
saatua estimaattia, joka kuvaa ka¨sitysta¨mme todellista tilasta merkitsemme
symbolilla xest.
Mittausten avulla saatua havaintotietoa merkitsemme havaintovektorilla
y ∈ Rp. On hyva¨ huomata, etta¨ havaintovektorin ja tilavektorin dimensio ei
useinkaan ole sama. Itse asiassa systeemimme ovat la¨hes poikkeuksetta ali-
ma¨a¨ra¨ttyja¨ eli mittauksia on (paljon) va¨hemma¨n kuin mallissa on parametre-
ja; dim(x) dim(y). Funktiota joka liitta¨a¨ mallin tila-avaruuden havaintoa-
varuuteen kutsutaan havainto-operaattoriksi H. Ka¨yta¨nno¨ssa¨ H : Rn → Rp
on kokoelma interpolaatio-operaattoreita mallidiskretoinnista havaintopistei-
1Mika¨li on tarpeen, niin merkitsemme ajanhetken na¨kyviin alaindeksina¨ xt.
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siin ja ka¨a¨nno¨ksia¨ mallimuuttujista havaintoparametreihin. Yksinkertaisim-
millaan H voisi olla identtinen matriisi.
Ka¨yta¨nno¨ssa¨ havaintoihin, priori-informaatioon ja tehtyyn analyysiin liit-
tyy aina epa¨varmuutta, jolloin on tarvetta tilastollisiin tarkasteluihin. Ta¨l-
lo¨in jokaiselle virhetyypille oletetaan jokin todenna¨ko¨isyys-, usein esimerkiksi
gaussinen, jakauma. Kirjoitetaan muuttujat ja niihin liittyva¨t virheet seuraa-
vasti
xa = xtrue + εa
y = H(xtrue) + εobs
xest = xtrue + εest.
Ta¨llo¨in virheet taustalla ja havainnossa mallinnetaan seuraavasti:
priorivirhe: εa = xa − xtrue, jolla on kovarianssimatriisi B.
havaintovirhe: εobs = y −H(xtrue), jolla on kovarianssimatriisi R.
analyysivirhe: εest = xest − xtrue, jolla on kovarianssimatriisi A.
Yleensa¨ oletetaan, etta¨ virheiden odotusarvot ovat nollia. Ta¨llo¨in esimer-
kiksi priorivirheen kovarianssimatriisi voidaan laskea kaavalla B = E(εaε
T
a ).
Haluamme, etta¨ estimaattimme xest on lineaarinen pienimma¨n varianssin
harhaton estimaatti eli niin kutsuttu BLUE-estimaatti (eng. Best Linear Un-
biased Estimate). Merkita¨a¨n εest = (εest,1, · · · , εest,n)T . Tarkasteellaan mat-
riisin A ja¨lkea¨. Kovarianssimatriisin diagonaalilla ovat varianssit eli
diag(A) = (var(εest,1), · · · , var(εest,n))T ,
joten A:n ja¨lki on
Tr(A) =
n∑
i=1
var(εest,i)
= E(
n∑
i=1
(εest,i − εest)2) = E(‖εest − εest)‖2).
Edellisessa¨ kaavassa oleva summa on se, jonka haluamme minimoida. Ha-
luamme lisa¨ksi, etta¨ analyysivirheen odotusarvo on nolla eli estimaattimme
on harhaton.
Olkoot priori- ja havaintovirheet harhattomia ja keskena¨a¨n korreloimatto-
mia ja olkoot niiden kovarianssimatriisit positiivisesti definiitteja¨. Oletetaan
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ensin, etta¨ havainto-operaattori H on lineaarinen taustatilan la¨heisyydessa¨
jolloin
H(x)−H(xa) = H(x− xa), (3.1)
missa¨ H ∈ Rn×p on lineaarinen operaattori. Nyt voimme muotoilla seuraavan
lauseen [4]:
Lause 3.0.1. Olkoot muuttujat kuten edella¨. Ta¨llo¨in lineaarinen pienimma¨n
varianssin harhaton estimaatti saadaan seuraavista yhta¨lo¨ista¨:
xest = xa +G(y −H(xa))), (3.2)
missa¨
G = BHT (HBHT +R)−1. (3.3)
Lineaarista operaattoria G kutsutaan vahvistusmatriisiksi (eng. gain matrix).
Analyysivirheen kovarianssimatriisi A = cov(εest) voidaan laskea seuraavasti
A = (I −GH)B. (3.4)
Todistus. Olkoon G mielivaltainen matriisi ja ma¨a¨ritella¨a¨n xest kaavalla 3.2.
Ta¨llo¨in
εest − εa = xest − xa = G(y −H(xa))
= G(εobs +H(xtrue)−H(xa))
= G(εobs +H(xtrue − xa))
= G(εobs −H(εa)),
joten
εest = Gεobs − (I +GH)εa. (3.5)
Nyt
εestε
T
est = (Gεobs + (I −GH)εa)(Gεobs + (I −GH)εa)T
= Gεobsε
T
obsG
T + (I −GH)εaεTa (I −GH)T
+Gεobsε
T
a (I −GH)T + (I −GH)εaεTobsGT
Koska oletimme, etta¨ E(εa) = E(εobs) = 0, niin yhta¨lo¨sta¨ (3.5) seuraa suo-
raan, etta¨ E(εest) = 0 eli estimaattimme on harhaton. Nyt siis ottamalla
puolittain odotusarvon ja ka¨ytta¨ma¨lla¨ oletusta siita¨, etta¨ ristikovarianssi on
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nolla ja huomioimalla B:n ja R:n ma¨a¨ritelma¨t saamme analyysivirheen ko-
varianssimatriisiksi
A = E(εestε
T
est) = GE(εobsε
T
obs)G
T + (I −GH) E(εaεTa )(I −GH)T (3.6)
+GE(εobsε
T
a )(I −GH)T + (I −GH) E(εaεTobs)GT (3.7)
= (I −GH)B(I −GH)T +GRGT . (3.8)
Koska haluamme, etta¨ estimaattimme xest on lineaarinen pienimma¨n va-
rianssin estimaatti, niin meida¨n tulee minimoida sen kovarianssimatriisin ja¨l-
ki Tr(A). Nyt A:n yleisesta¨ muodosta (3.8) saamme
Tr(A) = Tr(B)− 2 Tr(BHTGT ) + Tr(GHBHTGT ) + Tr(GRGT ).
Olkoon L nyt mielivaltainen testimatriisi. Lasketaan matriisiderivaatta (katso
liite A).
d
dG
(Tr(A))L = 2 Tr(GHBHTLT )− 2 Tr(BHTLT ) + 2 Tr(GRLT )
= 2 Tr(GHBHTLT −BHTLT +GRLT )
= 2 Tr((G(HBHT +R)−BHT )LT )
Viimeiselta¨ rivilta¨ saamme, etta¨ derivaatta on nolla kaikilla L, jos ja vain jos
G = BHT (HBHT +R)−1.
Olkoon G nyt kuten edella¨. Na¨yteta¨a¨n, etta¨ ta¨llo¨in
−(I −GH)BHTGT +GRGT = 0.
Ta¨llo¨in (3.8) sievenee haluttuun muotoon (3.4). Suoraan laskemalla saamme
− (I −GH)BHTGT +GRGT = −((I −GH)BHT −GR)GT
= −((BHT −G(HBHT +R))GT ,
mika¨ on nolla kun huomioidaan G:n ma¨a¨ritelma¨.
Huomautus. Tarvitsimme H lineaarisuuden taustatilan la¨heisyydessa¨
johtaaksemme tarkat algebralliset yhta¨lo¨t. Ka¨yta¨nno¨ssa¨ H ei va¨ltta¨ma¨tta¨
ole lineaarinen, mutta usein voimme kuitenkin olettaa, etta¨ taustatilan la¨-
heisyydessa¨
H(x)−H(xa) ≈ H(x− xa),
eli hieman ta¨sma¨llisemmin
H(x+ h) = H(x) +Hh+ ε(h),
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missa¨ ε(h)→ 0, kun h→ 0.
Ehdolliset jakaumat ja Bayesin kaava. Tarkastellaan tilannetta hie-
man toisella tavalla ka¨ytta¨en ehdollisia todennko¨isyysjakaumia. Kiinniteta¨a¨n
aluksi hiukan merkinto¨ja¨. Merkinna¨lla¨ P (A|B) tarkoitetaan tapahtuman A
todenna¨ko¨isyytta¨, kun tiedeta¨a¨n tapahtuman B tapahtuneen. Vastaavasti
merkinna¨lla¨ p(x|y) takoitamme satunnaismuuttujan x:n tiheysfunktiota eh-
dolla, etta¨ muuttujan y arvot ovat tunnettuja.
Bayesin kaava. Jos p(y) 6= 0, niin ta¨llo¨in niin sanottu posterioritiheys-
funktio p(x|y) voidaan laskea seuraavasti:
p(x|y) = p(y|x)p(x)
p(y)
, (3.9)
missa¨ p(x) on priorijakauma, p(y|x) uskottavuusfunktio ja p(y) = ∫ p(y|x)p(x) dx
normeeraustekija¨.
Oletetaan nyt, etta¨ x ∼ N(xa, B) ja y|x ∼ N(H(x), R). Ta¨llo¨in
p(x) =
1
(2pi)n/2 det(B)1/2
exp(−1
2
(xa − x)TB−1(xa − x))
p(y|x) = 1
(2pi)m/2 det(R)1/2
exp(−1
2
(y −H(x))TR−1(y −H(x))).
Bayesin kaavaan (3.9) sijoittamalla saamme
p(x|y) = c exp(−1
2
((xa − x)TB−1(xa − x) + (y −H(x))TR−1(y −H(x))),
missa¨ c on vakio, joka ei riipu x:sta¨. Ratkaisua joka maksimoi edellisen funk-
tion x:n suhteen kutsumme suurimman posteriorin estimaatiksi (eng. Maxi-
mum A Posteriori estimate, MAP-estimate) eli MAP-estimaatiksi. Ta¨ma¨n
kanssa on yhta¨pita¨va¨a¨ minimoida seuraavaa funktiota. Ottamalla puolittain
logaritmin saamme
−2 ln(p(x|y))− ln c = (xa − x)TB−1(xa − x) + (y −H(x))TR−1(y −H(x)).
Variaationaalisessa data-assimilaatiossa on tarkoitus minimoida sakko-
funktiota (eng. penalty function tai cost function):
J(x) = (xa − x)TB−1(xa − x) + (y −H(x))TR−1(y −H(x)) (3.10)
= Ja(x) + Jobs(x), (3.11)
missa¨ Ja(x) on prioritermi ja Jobs(x) on havaintotermi. Ta¨llo¨in optimointion-
gelman ratkaisu on siis
x˜est = arg min
x
J(x).
Todistakaamme seuraavaksi, etta¨ lauseen 3.0.1 ratkaisu xest ja x˜est yhty-
va¨t. Samoilla oletuksilla kuin ensimma¨issa¨ lauseessa 3.0.1 pa¨tee tulos:
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Lause 3.0.2. Lineaarinen pienimma¨n varianssin harhaton estimaatti on
ekvivalentti optimointiongelmasta (3.11) saadun ratkaisun kanssa eli kun G
on kuten kaavassa (3.3), niin
arg min
x
J(x) = xa +G(y −H(xa))). (3.12)
Jos lisa¨ksi priori- ja havaintovirheiden tiheysfunktiot ovat gaussisia, niin sil-
loin xest on myo¨s vektorin xtrue MAP-estimaatti.
Todistus. Koska x˜est on optimointiongelman ratkaisu, niin sakkofunktion gra-
dientti kohdassa x˜est on nolla. Derivoimalla saamme
0 = ∇J(x˜est) = 2B−1(x˜est − xa)− 2HTR−1(y −H(x˜est)).
Jakamalla puolittain luvulla 2 ja ka¨ytta¨ma¨lla¨ hyva¨ksi kaavaa (3.1) saamme
0 = B−1(x˜est − xa)−HTR−1(y −H(xa)−HTR−1H(x˜est − xa)
ja edelleen
x˜est = xa + (B
−1 +HTR−1H)−1HTR−1(y −H(xa).
Seuraava identiteetti pa¨tee
HTR−1(HBHT +R) = HR−1HBHT +HT (3.13)
= (B−1 +HR−1H)BHT , (3.14)
joten kertomalla (B−1 +HR−1H)−1 vasemmalta ja (HBHT +R)−1 oikealta
saamme
(B−1 +HR−1H)−1HTR−1 = BHT (HBHT +R)−1.
Sijoittamalla ta¨ma¨n yhta¨lo¨o¨n (3.14) saamme
x˜est = xa +BH
T (HBHT +R)−1(y −H(xa). (3.15)
Huomioimalla nyt G:n ma¨a¨ritelma¨n saamme
x˜est = xa +G(y −H(xa)) = xest,
mika¨ on haluttu yhta¨suuruus.
Se, etta¨ gaussisessa tapauksessa ratkaisu on myo¨s MAP-estimaatti on
selva¨a¨, silla¨ ta¨llo¨in sakkofunktio ja uskottavuusfunktion logaritmin negaatio
lisa¨ttyna¨ vakiolla ma¨a¨ritella¨a¨n vakiota vaille samalla kaavalla.
12
3.1 Kalmanin suotimet
Ta¨ssa¨ kappaleessa tarkastelemme eri Kalmanin suodatustekniikoita2. Yleinen
asettelu ongelmalle diskreetteina¨ ajanhetkina¨ ti = t0, t1, . . . annetaan parina{
xti =Mti(xti−1) + ξti
yti = Hti(xti) + εti ,
(3.16)
missa¨ xti on tila ajanhetkella¨ ti,Mti on tunnettu systeemioperaattori, joka vie
vektorin xti−1 vektorille xti ja ξti on mallista johtuva prosessointivirhe, joka
johtuu siita¨, etta¨ malli ei kuvaa ilmio¨ta¨ ta¨ydellisesti. Toisessa yhta¨lo¨ssa¨ olevat
termit ovat samat kuin edellisessa¨ kappaleessa ja siina¨ kuvataan havaintoja
yti tilasta xti , poikkeuksena kuitenkin, etta¨ nyt niiden ajatella riippuvan myo¨s
ajanhetkesta¨ ti. Virheiden ξti ja εti kovarianssimatriisit oletetaan tunnetuiksi
ja niita¨ merkita¨a¨n symboleilla Cξ,ti ja Cε,ti . Ongelmana on lo¨yta¨a¨ xti :n paras
estimaatti, kun havainnot yt1 , . . . , yti on saatu.
3.1.1 Tavallinen lineaarinen Kalmanin suodin
Tavallisessa lineaarisessa Kalmanin suodatuksessa (eng. basic linear Kalman
Filter, KF) la¨hdeta¨a¨n liikkeelle ongelman (3.16) lineaarisesta versiosta{
xti = Mtixti−1 + ξti
yti = Htixt + εti ,
(3.17)
missa¨ Mti ja Hti ovat ajasta riippuvia tunnettuja matriiseja. Haluamme ka¨yt-
ta¨a¨ hyva¨ksemme lausetta 3.0.1. Ka¨yteta¨a¨n prioritietona edellisesta¨ vaiheesta
saatua estimaattia, jota on siirretty eteenpa¨in mallilla Mti . Nyt siis
xa,ti = Mtixest,ti−1 . (3.18)
Olettamalla, etta¨ xest,ti−1 ja ξti ovat riippumattomia, niin priorivirheen kova-
rianssimatriisi Ca,ti = cov(xa,ti) voidaan laskea seuraavasti:
Ca,ti = cov(Mtixest,ti−1 + ξti) = MtiCest,ti−1M
T
ti
+ Cξ,ti . (3.19)
Sijoittamalla na¨ma¨ lauseen 3.0.1 kaavoihin (3.2)–(3.3) saamme
xest,ti = xa,ti +Gti(yt −Htixa,ti), (3.20)
2Termi Kalmanin suodin ei ole ta¨ysin vakiintunut, vaan saatetaan esimerkiksi kirjoittaa
Kalman-suodin. Lisa¨ksi suodin, voi olla esimerkiksi suodatin tai filtteri.
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Kuva 3.1: Simuloitu satunaiskulku. Oikeata arvoa on merkitty suoralla vii-
valla, ’mittauksia’ ta¨hdella¨ ja KF:sta¨ saatua estimaattia katkoviivalla.
missa¨
Gti = Ca,tiH
T
ti
(HCa,tiH
T
ti
+ Cεti )
−1. (3.21)
Samoin xest,t:n kovarianssimatriisi on
Cest,ti = (I −GtiHti)Ca,ti . (3.22)
Yhta¨lo¨t (3.18)–(3.22) muodostavat rekursiivisen Kalmanin suodinmallin, jos-
sa matriisia Gti kutsutaan Kalmanin vahvistusmatriisiksi (eng. Kalman gain
matrix). Nyt voimme luoda seuraavan Kalmanin suodinalgoritmin:
Askel 0: Valitse alkuarvaus xest,t0 , kovarianssimatriisi Cest,t0 ja aseta i = 1.
Askel 1: Laske xa,ti = Mtixest,ti−1 ja Ca,ti = MtiCest,ti−1M
T
ti
+ Cξ,ti .
Askel 2: Laske Gti = Ca,tiH
T
ti
(HCa,tiH
T
ti
+Cε,ti)
−1, xest,ti = xa,ti +Gti(yti −
Htixa,ti) ja Cest,ti = (I −GtiHti)Ca,ti .
Askel 3: Pa¨ivita¨ i = i+ 1 ja palaa askeleeseen 1.
Tarkastellaan Kalmanin suotimen toimintaa yksinkertaisen esimerkin va-
lossa.
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Esimerkki 3.1.1 (Satunnaiskulku). Tarkastellaan reaaliarvoista prosessia
xti ja havaintoa yti, jotka saadaan seuraavista yhta¨lo¨ista¨{
xti = xti−1 + ξti
yti = xti + εti ,
(3.23)
missa¨ ξti:n varianssi on σ
2
ξ ja εti:n varianssi on σ
2
ε .
Ka¨ytta¨ma¨lla¨ yhta¨lo¨parin (3.17) notaatiota havaitsemme, etta¨Mti = Hti =
1 kaikillta ti. Kaavoista (3.18)–(3.19) saamme
xa,ti = xest,ti−1
σ2a,ti = σ
2
est,ti−1 + σ
2
ξ .
Kalmanin vahvistusmatriisiksi saamme
Gti =
σ2est,ti−1 + σ
2
ξ
σ2est,ti−1 + σ
2
ξ + σ
2
ε
ja estimaatiksi
xest,ti = xa,ti +Gti(yti − xa,ti).
Pa¨ivitetta¨va¨ varianssia saa muodon
σ2est,ti = σ
2
a,ti
−Gtiσ2a,ti .
Simuloimme satunaiskulun alkuarvosta xt0 = 2. Variansseille ka¨ytimme
arvoja σ2ξ = 1 ja σ
2
ε = 1. Kalmanin suodinta varten ka¨ytta¨ma¨mme alkuarvot
olivat σ2est,t0 = 1 ja xest,t0 = 2. Simuloinnin tulos on esitetty kuvassa 3.1.
3.1.2 Kalmanin silotin
Kiintea¨n viiveen Kalmanin silotin (eng. Fixed-Lag Kalman Smoother, FLKS)
on takautuva data-assimilaatio menetelma¨, jonka tarkoituksena on silottaa
Kalmanin suotimesta saatuja tuloksia. Ideana on, etta¨ seka¨ analyysihetken
ennen etta¨ ja¨lkeen tehtyja¨ havaintoja voidaan ka¨ytta¨a¨ hyo¨dyksi. Esittelem-
me menetelma¨n ainoastaan silottaaksemme tavallisesta lineaarisesta Kalma-
nin suotimesta saatuja estimaatteja. Menetelma¨n pystyy myo¨s yleista¨ma¨a¨n
muihin Kalmanin suotimiin. Yleisesti Kalmanin silotin parantaa analyysin
laatua, mutta hintana on sen soveltumattomuus reaaliaikaiseen data-assi-
milaatioon. Menetelma¨ on kuitenkin ka¨ytto¨kelpoinen niin sanotussa oﬄine-
tilanteessa.
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Tarkastelkaamme kiinteita¨ ajanhetkia¨ ti = t0, . . . , tN ja ka¨ytta¨ka¨a¨mme
kiintea¨sta¨ viiveesta¨mme merkinta¨a¨ L. Viive voi olla eninta¨a¨n N . Kalmanin
silottimesta saatua estimaattia hetkella¨ ti−l merkitsemme xestti−l|ti kun analyysi
on suoritettu ajanhetkeen ti asti. Nyt voimme esitta¨a¨ Kalmanin silottimen
yhta¨lo¨n seuraavasti
xestti−l|ti = x
est
ti−l|ti−1 +Gti−l|ti(yti −Htixa,ti), (3.24)
missa¨ Gti−l|ti on hetkea¨ ti−l vastaava vahvistusmatriisi kun analyysi on suo-
ritettu hetkeen ti asti.
Yhta¨lo¨ 3.24 on ka¨ytto¨kelpoinen vain kun l ≤ i. Kun L ≤ i, niin l = 1, . . . , i
ja muulloin l = 1, . . . , L. Vahvistusmatriisi Gti−l|ti saadaan seuraavasti
Gti−l|ti = C
a,est
ti,ti−l|ti−1H
T
ti
(HtiCa,tiH
T
ti
+ Cε,ti)
−1. (3.25)
Yhta¨lo¨ssa¨ oleva ristikovarianssimatriisi Ca,estti,ti−l|ti−1 saadaan seuraavista yhta¨-
lo¨ista¨
Ca,estti,ti−l|ti−1 = MtiC
est,est
ti−1,ti−l|ti−1 (3.26)
Cest,estti,ti−l|ti = (I −GtiHti)C
a,est
ti,ti−l|ti−1 . (3.27)
Silottimen estimaatin kovarianssimatriisi saadaan kaavasta
Cestti−l|ti = C
est
ti−l,ti−1 −Gti−l|tiHtiCa,estti,ti−l|ti−1 . (3.28)
Huomautus. Kun l = 1, niin
Cest,estti−1,ti−1|ti−1 = Cest,ti−1
ja
Cestti−1,ti−1 = Cest,ti−1 .
Nyt voimme koota yhta¨lo¨t (3.24)-(3.28) seuraavaksi Kalmanin silotinal-
goritmiksi:
Askel 0: Ma¨a¨rita¨ L ja aseta i = 1.
Askel 1: Aseta l = 1 .
Askel 2: Laske Ca,estti,ti−l|ti−1 = MtiC
est,est
ti−1,ti−l|ti−1 .
Askel 3: Laske Gt−l|t kuten yhta¨lo¨ssa¨ (3.25) ja xestti−l|ti kuten yhta¨lo¨ssa¨ (3.24).
Askel 4: Laske Ca,estti,ti−l|ti−1 = MtiC
est,est
ti−1,ti−l|ti−1 ja C
est,est
ti,ti−l|ti = (I−GtiHti)C
a,est
ti,ti−l|ti−1 .
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Kuva 3.2: Simuloitu satunaiskulku. Muuten sama kuin kuva 3.1, mutta Kal-
manin silottimesta saatua estimaattia on merkitty pisteviivalla. Kiintea¨na¨
viiveena¨ on ka¨ytetty arvoa kolme.
Askel 5: Laske Cestti−l|ti = C
est
ti−l,ti−1 −Gti−l|tiHtiCa,estti,ti−l|ti−1 .
Askel 6: Pa¨ivita¨ l = l + 1 ja palaa askeleeseen 2 niin kauan kunnes l <
min(L, i).
Askel 7: Pa¨ivita¨ i = i+ 1 ja palaa askeleeseen 1.
Simuloidaan silottimen toimintaa esimerkin 3.1.1 avulla. Simuloinnin tu-
los viiveen arvolla kolme on esitetty kuvassa 3.2. Havaitsemme, etta¨ silotti-
mesta saatava estimaatti on parempi kuin Kalmanin suotimesta saatu.
Kalmanin silotinta on ka¨sitelty tarkemmin artikkeleissa [21] ja yhta¨lo¨t on
johdettu tarkasti artikkelissa [5]. Periaatteessa yhta¨lo¨t voidaan johtaa kuten
lauseessa 3.0.1.
3.1.3 Laajennettu Kalmanin suodin
Laajennetussa Kalmanin suodatuksessa (eng. Extended Kalman Filter, EKF)
on tarkoitus ratkaista yleinen suodatusongelma (3.16). Kun systeemi- ja/tai
havainto-operaattori eiva¨t ole lineaarisia, niin tavallista lineaarista Kalma-
nin suodinmallia ei ena¨a¨ voida suoraan ka¨ytta¨a¨. Ta¨llo¨in voimme kuitenkin
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Jacobin matriisin avulla tehda¨ seuraavat linearisoidut approksimaatiot
Mti =
∂Mti(xest,ti−1)
∂x
,
Hti =
∂Hti(xa,ti)
∂x
,
(3.29)
joita tarvitaan kovarianssien laskemiseen. Derivointi suoritetaan siis muuttu-
jan x suhteen pisteessa¨ xest,ti−1 ja malli evaluoidaan aikapisteessa¨ ti. Toisen-
laisella notaatiolla ta¨ma¨n voi kirjoittaa seuraavasti:
Mti =
∂Mti(x)
∂x
∣∣∣
x=xest,ti−1
. (3.30)
Triviaalisti on syyta¨ huomauttaa, etta¨ yhta¨lo¨issa¨ (3.29) olevaa derivointia
ei suoriteta ajan suhteen, mutta mika¨li malli annetaan esimerkiksi differen-
tiaaliyhta¨lo¨na¨ ajan suhteen, niin differentiaaliyhta¨lo¨n ratkaisijassa ka¨ytetty
aika-askel vaikuttaa approksimaatioon. Havainnollistetaan yhta¨lo¨a¨ (3.30) esi-
merkin avulla.
Esimerkki 3.1.2. Tarkastellaan hetkella¨ ti epa¨lineaarista mallia
Mti(x) = (x21, x1x2)T
ja oletetaan, etta¨ edellisessa¨ vaiheessa on saatu estimaatiksi xest,ti−1 = (3, 5)
T .
Laskemalla Jacobin matriisin saamme
Mti =
(
2xest,ti−1,1 0
xest,ti−1,1 xest,ti−1,2
)
=
(
6 0
3 5
)
.
Kun approksimaatiot (3.29) on suoritettu voimme ratkaista ongelmam-
me kuten tavallisen lineaarisen Kalmanin suotimen tapauksessa seuraavin
yhta¨lo¨in
xa,ti =Mti(xest,ti−1), (3.31)
Ca,ti = MtiCest,t1M
T
ti
+ Cξ,ti , (3.32)
xest,ti = xa,ti +Gti(yti −Hti(xa,ti)), (3.33)
Gti = Ca,tiH
T
ti
(HCa,tiH
T
ti
+ Cε,ti)
−1, (3.34)
Cest,ti = (I −GtiHti)Ca,ti , (3.35)
missa¨ kaikki symbolit ovat ma¨a¨ritelty kuten lineaarisen Kalmanin suotimen
tapauksessa. Kuitenkin on syyta¨ huomata, etta¨ yhta¨lo¨ssa¨ (3.31) xa,ti on saatu
ka¨ytta¨ma¨lla¨ epa¨lineaarista mallia Mti , eika¨ sen linearisoitua versiota Mti .
Nyt voimme luoda seuraavan laajennetun Kalmanin suodinalgoritmin:
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Kuva 3.3: Brusselatorin ensimma¨inen komponentti. Oikeata arvoa on mer-
kitty suoralla viivalla, ’mittauksia’ ta¨hdella¨ ja EKF:sta¨ saatua estimaattia
katkoviivalla.
Askel 0: Valitse alkuarvaus xest,t0 , kovarianssimatriisi Cest,t0 ja aseta i = 1.
Askel 1: Laske xa,ti =Mti(xest,ti−1)
Askel 2: Laske Mti ja Hti kuten kaavassa (3.29).
Askel 3: Laske Ca,ti = MtiCest,ti−1M
T
ti
+ Cξ,ti .
Askel 4: Laske Gti = Ca,tiH
T
ti
(HCa,tiH
T
ti
+ Cε,ti)
−1, xest,ti = xa,ti +Gt(yti −
Hti(xa,ti)) ja Cest,ti = (I −GtiHti)Ca,ti .
Askel 5: Pa¨ivita¨ i = i+ 1 ja palaa Askeleeseen 1.
Askelessa 2 Mti ja Hti voidaan laskea tai estimoida usealla eri tavalla esimer-
kiksi numeerisesti differenssien avulla. Ta¨ma¨ voi olla laskennallisesti eritta¨in
kallista, silla¨ muodostamiseen tarvittavia mallievaluointeja on n kappaletta.
Tarkastellaan laajennetun Kalmanin suotimen toimintaa niin kutsuttujen
Brusselator-yhta¨lo¨iden avulla, jotka mallintavat autokatalyyttisia¨ reaktioita.
Tulemme ka¨ytta¨ma¨a¨n ta¨ta¨ esimerkkia¨ jatkossakin.
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Esimerkki 3.1.3 (Brusselator). Tarkastellaan seuraavaa differentiaaliyhta¨-
lo¨ryhma¨a¨ {
u′ = 1 + au2v − (b+ 1)u
v′ = bu− au2v, (3.36)
missa¨ a ja b ovat vakioita. Alkuarvoina ovat u(0) = u0 ja v(0) = v0.
Aikaisemman ka¨ytta¨ma¨mme notaation valossa u = x1 ja v = x2. Nyt
voimme kirjoitaa mallimme seuraavasti
Mti(uti−1 , vti−1) = (uti , vti). (3.37)
Laskemme simulaatiota varten todellisen tilan Matlabin differentiaaliyhta¨lo¨-
ratkaisijalla, joka ka¨ytta¨a¨ Runge-Kutta-menetelma¨a¨, simuloimme ta¨ha¨n vir-
hetta¨ ja simuloimme ta¨sta¨ havainnon. Alkupisteena¨ ka¨yta¨mme (ut0 , vt0) =
(1, 1). Havainto-operaattorina ka¨yta¨mme identtista¨ matriisia eli havainnot
osuvat samoihin hilapisteisiin kuin tilamuuttujat. Ka¨yta¨mme vakioiden ar-
voja a = 1 ja b = 2 ja havainnon aika-askeleeksi otimme ∆t = 0,2. Kova-
rianssimatriisit oletimme kaikilla ti seuraaviksi
Cξ,ti = Cε,ti = 0,005I.
EKF:n alkuarvauksena ka¨ytimme oikeita arvoja eli (uest,t0 , vest,t0) = (1, 1) ja
ta¨lle oletimme kovarianssimatriisiksi Cest,t0 = I. Mallin linearisoinnin laskim-
me differenssien avulla. Kuvassa 3.3 on havainnollistettu simuloinnin tulos
ensimma¨isessa¨ komponentissa.
Seuraavaksi esita¨mme joitakin huomioita edella¨ ka¨ytettyihin Kalmanin
suotimiin. Siina¨ missa¨ tavallinen KF on lauseen 3.0.1 nojalla optimaalinen,
niin sama ei va¨ltta¨ma¨tta¨ pa¨de laajennetun Kalmanin suotimen osalta. Ta¨ma¨
johtuu siita¨, etta¨ mallin ollessa hyvin epa¨lineaarinen ei algoritmin kolmannes-
sa askeleessa ka¨ytetty kovarianssimatriisi ole va¨ltta¨ma¨tta¨ oikea. Usein kun
systeemin koko on pieni ja aika-askel riitta¨va¨n lyhyt ovat ka¨ytetyt approksi-
maatiot riitta¨va¨n hyvia¨.
Mika¨li systeemin koko on iso syntyy approksimaatioiden tarve. Erityisesti
ta¨ma¨ koskee vahvistusmatriisin laskemista, ja siina¨ tarvittavan ka¨a¨nteismat-
riisin muodostamista. Myo¨s kovarianssimatriisin koko kasvaa nopeasti liian
suureksi, eika¨ matriiseja va¨ltta¨ma¨tta¨ pystyta¨ edes tallentamaan muistiin. Li-
sa¨ksi mika¨li matriisin M laskenta suoritetaan ka¨ytta¨en differensseja¨, niin las-
kennasta tulee huomattavan hidasta. Na¨ma¨ seikat johtavat siihen, etta¨ perin-
teisesta¨ Kalmanin suodatuksesta tulee ongelman koon kasvaessa toteuttamis-
kelvoton. Seuraavaksi esittelemme muutaman eri vaihtoehdon approksimoida
perinteista¨ Kalmanin suodatusta.
20
3.1.4 Ensemble Kalmanin suodin
Ensemble Kalmanin suodatus (eng. Ensemble Kalman Filter, EnKF) la¨htee
samoista ongelmanasettelusta (3.16), kuin edellisetkin Kalmanin suotimet,
mutta siina¨ on tarkoitus va¨ltta¨a¨ laajennetussa Kalmanin suodatuksessa tar-
vittavaa mallin linearisointia. Perusideana on luoda mallitilojen joukko eli
niin sanottu ensemble Xest = (x
1, . . . , xN)T , jota vieda¨a¨n mallilla eteenpa¨in,
ja jonka ja¨lkeen siita¨ voidaan laskea otoskeskiarvo ja otoskovarianssi. Na¨ita¨
voidaan ka¨ytta¨a¨ prioritietona tuotettaessa analyysia.
Suodatus la¨htee ka¨yntiin luomalla alkuensemble Xest,t0 . Sen luomiseen on
eri vaihtoehtoja, mutta kun alkuarvauksen xest,t0 jakauma ja kovarianssimat-
riisi Cest,t0 oletetaan tunnetuiksi, niin alkuensemblen voi tuottaa esimerkiksi
satunnaislukugeneraattorilla. Seuraavaksi ensemble vieda¨a¨n mallilla seuraa-
vaan ajanhetkeen ja siihen lisa¨ta¨a¨n satunnaislukugeneraattorilla tunnettua
mallivirhetta¨ ξti vastaavaa ha¨irio¨ta¨, jolloin saamme
xka,ti =Mti(xkest,ti−1) + ξkt . (3.38)
Laskemalla ta¨sta¨ siirretysta¨ otoksesta keskiarvon ja kovarianssimatriisin saam-
me tarvittavat priori-informaatiot
xa,ti =
1
N
N∑
k=1
xka,ti , (3.39)
(Ca,ti)lj =
1
N − 1
N∑
k=1
(xkl,ti − xl,ti)(xkj,ti − xj,ti). (3.40)
Nyt voimme laskea vahvistusmatriisin kuten aiemminkin
Gti = Ca,tiH
T
ti
(HCa,tiH
T
ti
+ Cε,ti)
−1 (3.41)
ja sen avulla voimme pa¨ivitta¨a¨ ensemblen, kun havainnot yti on tehty:
xkest,ti = x
k
a,ti
+Gti((yti −Hti(xka,ti)). (3.42)
Laskemalla ta¨sta¨ keskiarvon ja kovarianssin saamme estimaatit
xest,ti =
1
N
N∑
k=1
xkest,ti , (3.43)
(Cest,ti)lj =
1
N − 1
N∑
k=1
(xkest,l,ti − xest,l,ti)(xkest,j,ti − xest,j,ti). (3.44)
Nyt voimme koota yhta¨lo¨t (3.38)-(3.44) yhteen ensemble Kalmanin suodinal-
goritmiksi:
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Kuva 3.4: EnKF:n toiminta. Ensimma¨isessa¨ kuvassa on simuloitu alkuen-
semble ja 95 prosentin luottamusalue. Ensemblen keskiarvoa on merkitty
ta¨hdella¨ ja alkuarvausta nelio¨lla¨. Toisessa kuvassa ensemble on viety mallil-
la eteenpa¨in ja pisteista¨ on laskettu keskiarvo ja 95 prosentin luottamusalue.
Kolmannessa kuvassa on piirretty ensemblen keskiarvo (ta¨hti) ja 95 prosentin
luottamusalue, seka¨ tehty havainto (nelio¨) ja piirretty ta¨ma¨n luottamusalue.
Nelja¨nnessa¨ kuvassa on piirretty lisa¨ksi pa¨ivitetty ensemble ja ta¨sta¨ laskettu
keskiarvo ja luottamusalue. Mallina on ka¨ytetty Brusselator-yhta¨lo¨ita¨.
Askel 0: Luo alkuensemble Xest,t0 ja aseta i = 1.
Askel 1: Vie ensemble eteenpa¨in mallilla ja ha¨irio¨ita¨ xka,ti =Mti(xkest,ti−1) +
ξkti .
Askel 2: Laske Hti kuten kaavassa (3.29).
Askel 3: Laske xa,ti = mean(Xa,ti) ja Ca,ti = cov(Xa,ti) ja Gti .
Askel 4: Pa¨ivita¨ ensemble xkest,ti = x
k
a,ti
+Gti((yti −Hti(xka,ti) + kti).
Askel 5: Laske xest,ti = mean(Xest,ti) ja Cest,ti = cov(Xest,ti).
Askel 6: Pa¨ivita¨ i = i+ 1 ja palaa Askeleeseen 1.
Algoritmin vaiheita on esitelty kuvassa 3.4. Havainnollistetaan viela¨ en-
semble Kalmanin suotimen toimintaa jo ka¨ytetyn esimerkin 3.1.1 valossa.
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Kuva 3.5: Simuloitu satunaiskulku. Muuten sama kuin kuva 3.1, mutta
EnKF:sta¨ saatua estimaattia on merkitty pisteviivalla.
Simuloinnissa on ensemblen kokona ka¨ytetty kymmenta¨. Simuloinnin tulos
on esitetty kuvassa 3.5. Havaitaan, etta¨ EnKF:n antama estimaatti on la¨hes
sama, kuin KF:sta¨kin saatu.
On selva¨a¨, etta¨ alkuensemble pita¨isi ideaalisesti esitta¨a¨ alkuarvauksen
xest,t0 virheiden tilastolliset ominaisuudet hyvin. Vaatimattomat virhetulkin-
nat alkuensemblen kanssa eiva¨t kuitenkaan vaikuta tuloksiin merkitta¨va¨sti
ajan kuluessa. Nyrkkisa¨a¨nto¨na¨ voitaisiin pita¨a¨, etta¨ alkuensemblen voi luo-
da lisa¨ten jonkinlaista ha¨irio¨ta¨ parhaaseen arvaukseen ja sen ja¨lkeen vieda¨
ensemblea eteenpa¨in mallilla, jonka ja¨lkeen siihen lisa¨ta¨a¨n tunnettua mal-
livirhetta¨ vastaavaa ha¨irio¨ta¨. Ta¨ma¨ riitta¨a¨ takaamaan, etta¨ systeemi pysyy
tasapainossa ja etta¨ riitta¨va¨t korrelaatiot ovat syntyneet.
Ensemble Kalmanin suodatusta on myo¨s yritetty ilman, etta¨ mallilla
eteenpa¨in vietya¨ ensemblea ha¨irio¨iteta¨a¨n. Ta¨ma¨ menetelma¨ johtaa kuitenkin
liian pieniin virhearvioihin. Kun ensemblen kokoa kasvatetaan, niin EnKF
konvergoituu kohti (laajennettua) Kalmanin suodinta [7].
3.1.5 Paikallinen ensemble-muunnos Kalmanin suodin
Paikallinen ensemble-muunnos Kalmanin suodin (eng. Local Ensemble Trans-
form Kalman Filter, LETKF) on ensemble Kalmanin suodatusta muistutta-
va menetelma¨. Siina¨ ideana on muuntaa taustaensemble analyysiensembleksi
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ka¨ytta¨en painovektoreita (eng. weight vector), jotka tarjoavat ’parhaan’ so-
vituksen ensembleha¨irio¨iden viritta¨ma¨ssa¨ aliavaruudessa.
Kirjoitetaan EnKF-mentelma¨ssa¨ ka¨ytetty taustavirheen kovarianssimat-
riis muodossa
Ca =
1
N − 1X
a(Xa)T ,
missa¨ Xa on n × N -ulotteinen matriisi, jonka sarakkeina ovat erotukset
xka − xa. Ta¨llo¨in matriisin Xa sarakkeiden summa on nolla. Korvataan nyt
sakkofunktiossa (3.11) ollut matriisi B matriisilla Ca. Formaalisti saamme
J(x) = (xa − x)TC−1a (xa − x) + (y −H(x))TR−1(y −H(x)).
Oletetaan nyt, etta¨ x saadaan lineaarikombinaationa
x = xa +X
aw,
missa¨ w on painovektori. Mika¨li w on nollakeskinen gaussisesti jakautunut
satunnaismuuttuja kovarianssimatriisilla 1/(N − 1)I, niin ta¨llo¨in x on gaus-
sisesti jakautunut kovarinssimatriisilla Ca ja odotusarvolla xa. Ta¨ma¨ motivoi
meita¨ ma¨a¨rittelema¨a¨n seuraavan sakkofunktion
J˜(w) = (N − 1)wTw + (y −H(xa +Xaw))TR−1(y −H(xa +Xaw)). (3.45)
Ta¨llo¨in mika¨li w minimoi sakkofunktion J˜ , niin xest = xa+X
aw minimoi sak-
kofunktion J [10]. Mika¨li H on epa¨lineaarinen, niin muodostetaan ensemble:
yka = H(xka)
ja vastaavasti Y a kuten Xa. Tehda¨a¨n approksimaatio
H(xa +Xaw) ≈ ya + Y aw,
jolloin voimme kirjoittaa sakkofunktion (3.45) muodossa
J˜∗(w) = (N − 1)wTw + (y − ya + Y aw)TR−1(y − ya + Y aw).
Ta¨ma¨ sakkofunktio minimoituu3 kohdassa
west = C˜est(Y
a)TR−1(y − ya),
missa¨
C˜est = ((N − 1)I + (Y a)TR−1Y a)−1,
3Havaitaan esimerkiksi derivoimalla kuten aiemminkin.
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Analyysipuolella estimaatti ja sen kovarianssi saadaan ta¨llo¨in kaavoista:
xest = xa +X
awest,
Cest = X
aC˜est(X
a)T .
Tarvitsemme nyt analyysiensemblen (ja sita¨ vastaavan matriisin Xest),
jonka keskiarvo on xest ja kovarianssi Cest. Valitaan nyt
Xest = XaW est,
missa¨
W est = ((N − 1)C˜est) 12 , (3.46)
jossa nelio¨juurella tarkoitamme symmetrista¨ nelio¨juurta. Ta¨llo¨in
C˜est =
1
N − 1W
est(W est)T
ja edelleen
Cest = X
aC˜est(X
a)T = Xa
1
N − 1W
est(W est)T (Xa)T
=
1
N − 1X
est(Xest)T
eli Cest on matriisin X
est ma¨a¨ra¨ma¨n ensemblen kovarianssimatriisi. Na¨yte-
ta¨a¨n viela¨, etta¨ matriisin Xest sarakkeiden summa on nolla. Ta¨sta¨ seuraa,
etta¨ ensemblen keskiarvo on haluamamme xest.
Olkoon v = (1, · · · , 1)T . Mika¨li Xest sarakkeiden summa on nolla, niin
Xestv = 0.
Koska matriisin Y a sarakkeiden summa on nolla, niin
C˜−1estv = ((N − 1)I + (Y a)TR−1Y a)v = (N − 1)v
eli v on matriisin C˜est ominaisvektori ominaisarvolla 1/(N − 1), jolloin yhta¨-
lo¨sta¨ (3.46) seuraa, etta¨ v on myo¨s matriisin W est ominaisvektori ominaisar-
volla yksi. Nyt koska matriisin Xa sarakkeiden summa on nolla, niin
Xestv = XaW estv = Xav = 0.
Lisa¨a¨ma¨lla¨ matriisiinW est sarakkeisiin vektorin west voimme luoda analyysi-
ensemblen seuraavasti
xkest = xa +X
awiest.
Kootkaamme LETKF-menetelma¨ algoritmiksi:
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Kuva 3.6: Brusselatorin ensimma¨inen komponentti. Oikeata arvoa on merkit-
ty suoralla viivalla, ’mittauksia’ ta¨hdella¨, LETKF:sta¨ saatua estimaattia pis-
teviivalla ja LETKF-estimaattia, joka on saatu kovarianssikorjauksen avulla
(r = 1) katkoviivalla.
Askel 0: Luo alkuensemble ja aseta i = 1.
Askel 1: Vie ensemble eteenpa¨in mallilla, laske siita¨ keskiarvo xa,ti ja muo-
dosta matriisi Xati ja laske ensemble y
k
a,ti
ja matriisi Y ati .
Askel 2: Laske kovarianssimatriisi C˜est,ti ja painovektori west,ti .
Askel 3: Laske estimaatti xest,ti = xa,ti + X
a,tiwest,ti ja sen kovarianssimat-
riisi Cest,ti = X
a
ti
C˜est,ti(X
a
ti
)T .
Askel 4: Laske matriisi W estti ja muodosta ensemble w
k
est,ti
lisa¨a¨ma¨lla¨ mat-
riisin W estti sarakkeisiin vektori west,ti .
Askel 5: Pa¨ivita¨ analyysi-ensemble xkest,ti = xa,ti +X
a
ti
wiest,ti .
Askel 6: Pa¨ivita¨ i = i+ 1 ja palaa Askeleeseen 1.
Kovarianssi-inflaatio. Era¨s LETKF-menetelma¨n heikkouksista on, et-
ta¨ menetelma¨ssa¨ – toisin kuin muissa Kalmanin suotimissa – ei ka¨yteta¨ lain-
kaan mallivirhetta¨. Ta¨ma¨ voi ka¨yta¨nno¨ssa¨ johtaa liian pieniin virhearvioihin.
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Virhearvioiden pienuus taas johtaa siihen, etta¨ analyysissa ruvetaan painot-
tamaan (mahdollisesti virheellista¨) taustatilaa havaintojen kustannuksella.
Ta¨ta¨ voi yritta¨a¨ korjata kasvattamalla keinotekoisesti kovariansseja assimi-
laatiosyklissa¨. Era¨s ka¨ytetty korjaus on
C˜est =
(
N − 1
r
I + (Y a)TR−1Y a
)−1
,
missa¨ r > 0 on vapaasti valittava viritysparametri [10].
Tarkastellaan korjauksen vaikutusta jo esitetyn Brusselator-esimerkin avul-
la. Ka¨ytetyt parametrit ovat samat kuin aikaisemminkin. Kuvassa 3.6 on esi-
tetty ajon tulos ilman korjausta ja korjauksen kanssa (r = 1). Havaitsemme,
etta¨ korjauksella on merkitta¨va¨ vaikutus.
LETKF-menetelma¨a¨ ja sen paikallista ka¨ytto¨a¨ on tarkasteltu tarkemmin
aritikkeleissa [10] [8]. Lisa¨ksi siita¨ on tehty neliulotteinen versio 4D-LETKF,
joka muistuttaa hieman 4D-Var-menetelma¨a¨ (katso kappale 3.2.1). Siina¨ ka¨y-
tetty sakkofunktio on korvattu 4D-Var-menetelma¨n vastaavalla. Menetelma¨n
johto ei ole oleellisesti hankalampi ja sita¨ on hahmoteltu edella¨ mainituissa
artikkeleissa.
3.1.6 Muista Kalmanin suotimista
Edellisissa¨ kappaleissa mainittujen Kalmanin suotimien lisa¨ksi on kehitelty
eri tarkoituksia varten iso joukko muita Kalmanin suotimia. Na¨ille menetel-
mille yhteista¨ on, etta¨ niissa¨ pyrita¨a¨n va¨ltta¨ma¨a¨n kovarianssimatriisin suoraa
laskemista ja/tai mallin linearisointia. Na¨ma¨ menetelma¨t juontavat siita¨, etta¨
perinteista¨ Kalmanin suodatusta ei jostain syysta¨ – usein ongelman suuren
koon takia – voida ka¨ytta¨a¨, vaan sita¨ pyrita¨a¨n approksimoimaan ka¨ytetta¨va¨l-
la¨ menetelma¨lla¨. Approksimaatioissa usein kuitenkin meneta¨mme riitta¨va¨n
informaation tilaestimaatista ja virhearvioista.
Muita Kalmanin suotimia ovat muun muassa hajustamaton Kalmanin
suodin (eng. Unscented Kalman Filter, UKF) [1][25] ja nopea Kalmanin suo-
din (eng. Fast Kalman Filter, FKF) [16].
Ta¨ssa¨ tyo¨ssa¨ ka¨sittelemme kuitenkin viela¨ niin sanotun variaationaalisen
Kalmanin suotimen (3.2.4), jossa yhdisteta¨a¨n variaationaalisia data-assimi-
laatiomenetelmia¨ ja Kalmanin suodatusta.
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Kuva 3.7: Havaintokuva sakkofunktion minimoimisesta [4].
3.2 Variaationaaliset data-assimilaatiomene-
telma¨t
Kolmiulotteisessa variaationaalisessa data-assimilaatiossa (lyh. 3D-Var)4, toi-
sin kun Kalmanin suotimien tapauksissa, on tarkoitus va¨ltta¨a¨ vahvistusmat-
riisin (3.3) laskemista. Siina¨ on tarkoitus ratkaista jollain numeerisella al-
goritmilla pienimma¨n varianssin ratkaisun kanssa ekvivalentti (lause 3.0.2)
minimointiongelma
xest = arg min
x
J(x),
missa¨ J on kuten aiemminkin,
J(x) = (xa − x)TB−1(xa − x) + (y −H(x))TR−1(y −H(x))
esitetty sakkofunktio. Approksimointi perustuu siihen, etta¨ vain pieni ma¨a¨-
ra¨ iteraatioita suoritetaan. Ka¨yta¨nno¨ssa¨ minimointi voidaan pysa¨ytta¨a¨ kun
’riitta¨va¨’ ma¨a¨ra¨ iteraatioita on suoritettu tai kun sakkofunktion gradientin
∇J(x) = 2B−1(x− xa)− 2HTR−1(y −H(x))
normi ‖∇J(x)‖ va¨henee ’tarpeeksi’. Edellisessa¨ kaavassa H on havainto-ope-
raattorin H derivaatta. Kuvassa 3.7 on havainnollistettu sakkofunktion mi-
nimoimista.
4Ongelman ei va¨ltta¨ma¨tta¨ tarvitse olla kolmiulotteinen, silla¨ lyhenteet 1D-Var ja 2D-
Var eiva¨t ole vakiintuneessa ka¨yto¨ssa¨. Ongelman ei kuitenkaan oleteta riippuvan ajasta.
Ajasta riippuville ongelmille ka¨yteta¨a¨n (dimensiosta huolimatta) lyhennetta¨ 4D-var.
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Variaationaalisessa data-assimilaatiossa analyysivirheen kovarianssimat-
riisi A = E((xest − xtrue)(xest − xtrue)T )) saadaan seuraavan lauseen [4] avul-
la.
Lause 3.2.1 (Hessen informaatiolause). Analyysivirheen kovarianssimatriisi
A saadaan sakkofunktion J Hessen matriisin ka¨a¨nteismatriisin avulla kaa-
valla
A = (
1
2
Hess(J))−1. (3.47)
Todistus. Hessen matriisi saadaan derivoimalla kaksi kertaa sakkofunktiota
J(x). Na¨in saamme
∇J(x) = 2B−1(x− xa)− 2HTR−1(y −H(x)) (3.48)
∇∇J(x) = 2(B−1 +HTR−1H). (3.49)
Nyt ka¨ytta¨en hyva¨ksi tietoa, etta¨ ∇J(xest) = 0 ja lisa¨a¨ma¨lla¨ xtrue saamme
0 = B−1(xest − xa)−HTR−1(y −H(xest))
= B−1(xest − xtrue + xtrue − xa)−HTR−1(y −H(xtrue)−H(xtrue − xest))
= B−1(xest − xtrue)−HTR−1H(xtrue − xest)−B−1(xa − xtrue)−HTR−1(y −H(xtrue)),
joten
(B−1 +HTR−1)H(xest − xtrue) = B−1(xa − xtrue) +HTR−1(y −H(xtrue)).
Kertomalla ta¨ta¨ oikealta transpoosillaan ja ottamalla puolittain odotusarvon
saamme
E((B−1 +HTR−1H)(xest − xtrue)(xest − xtrue)T (B−1 +HTR−1H)T )
= E(B−1(xa − xtrue)(xa − xtrue)T (B−1)T )
+ E(B−1(xa − xtrue)(y −H(xtrue))T (HTR−1)T )
+ E(HTR−1(y −H(xtrue))(y −H(xtrue))T (HTR−1)T )
+ E(HTR−1(y −H(xtrue))(xa − xtrue)T (B−1)T ).
Koska oletamme, etta¨ prioritilat ja mittaukset ovat korreloimattomia saamme
huomioimalla matriisien A ja R kaavat
(B−1 +HTR−1H)A(B−1 +HTR−1H)T = B−1B(B−1)T +HTR−1R(HTR−1)T
= (B−1 +HTR−1H)T ,
joten kertomalla matriisin A oikealla ja vasemmalla puolella olevien matrii-
sien ka¨a¨nteismatriiseilla saamme
A = (B−1 +HTR−1H)−1 = (
1
2
Hess(J))−1.
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Huomautus. Mika¨li H voidaan muodostaa tarkasti, esimerkiksi jos H
on lineaarinen, niin sakkofunktion Hessen matriisi ei riipu analyysin arvosta.
Itse asiassa kovarianssimatriisi A voidaan ma¨a¨ritta¨a¨ ennen kuin analyysia on
edes tehty.
3.2.1 4D-Var
Neliulotteinen variaationaalinen assimilaatio (lyh. 4D-Var) on 3D-Var-me-
netelma¨n yleistys, joka on riippuvainen ajasta. Se on operaatiivisessa ka¨y-
to¨ssa¨ sa¨a¨nennustamisessa. Yhta¨lo¨t 4D-Var-menetelma¨ssa¨ ova pa¨a¨piirteitta¨in
samoja kuin 3D-Var-menetelma¨ssa¨kin, mutta nyt ne riippuvat diskreetteista¨
ajanhetkista¨ ti = t0, . . . , tN . 4D-Var-menetelma¨ssa¨ ka¨ytettya¨ aikaa kutsu-
taan assimilaatioikkunaksi. Ideana on, etta¨ hetkella¨ t = t0 vieda¨a¨n edelli-
sesta¨ vaiheesta saatua estimaatti mallilla eteenpa¨in assimilaatioikkunan vii-
meiseen ajanhetkeen asti, jonka ja¨lkeen suoritetaan analyysi, jossa verrataan
tulevaisuuden mittauksia mallilla saatuun tietoon. Ta¨ma¨n analyysin pohjal-
ta muutamme arviotamme tilaestimaatista ajanhetkella¨ ti = t0. Kuvassa 3.8
on havainnollistettu 4D-Var-menetelma¨n toimintaa.
4D-Var-menetelma¨ssa¨ sakkofunktiomme saa seuraavan muodon
J(xt0) = (xa − xt0)TB−1(xa − xt0) +
N∑
i=0
(yti −Hti(xti))TR−1ti (yti −Hti(xti))
= Ja + Jobs,
missa¨ xti on tilaestimaatti, yti havainto, Hti havainto-operaattori ja Rti ha-
vaintovirheen kovarianssimatriisi hetkella¨ ti. Sakkofunktion ensimma¨inen ter-
mi on sama kuin aikaisemminkin. Lisa¨ksi, kuten Kalmanin suotimien kanssa,
meilla¨ on ka¨yto¨ssa¨mme malli, joka vie tilaa eteenpa¨in
xti =Mti(xti−1) =Mti(Mti−1(· · · (Mt1(xt0)) · · · )))).
Asettakaamme ja¨lleen optimointiongelma
xest = arg min
xt0
J(xt0).
Kuten aikaisemmassa tapauksessa, voidaan osoittaa, etta¨ mika¨li virheet
oletetaan gaussisiksi, niin minimointi on ekvivalentti posteriorifunktion mak-
simoinnin kanssa.
Yleisesti optimointimenetelma¨a¨ varten tarvittava sakkofunktion gradien-
tin laskeminen voi olla hankalaa ja numeerisesti kallista. Seuraava esitella¨a¨n
menetelma¨ sakkofunktion gradientin tehokkaaseen laskemiseen.
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Kuva 3.8: Havaintokuva 4D-Varin toiminnasta [4].
Sakkofunktion prioritermi on sama kuin 3D-Var-menetelma¨ssa¨, joten ja¨-
teta¨a¨n se merkinto¨jen helpottamiseksi ka¨sittelema¨tta¨ ja merkita¨a¨n sakko-
funktion havaintotermeja symbolilla Jobs,ti . Lasketaan mallin avulla tilat xti
muistiin. Lasketaan myo¨s seuraava skaalattu residuaali muistiin
dti = R
−1
ti
(yti −Hti(xti)).
Derivoimalla saamme
−1
2
∇Jobs(x) = −1
2
N∑
i=0
∇Jobs,ti(x)
=
N∑
i=0
∇(H(Mti(Mti−1(· · · (Mt1(x)) · · · ))))R−1ti (yti −Hti(xti))
=
N∑
i=0
MTt0M
T
t1
· · ·MTtiHTtidti
= MTt0(H
T
t0
dt0 +M
T
t1
(HTt1dti + . . .+M
T
tN
(HTtN + x˜tN+1)) . . .)︸ ︷︷ ︸
=x˜t1
),
missa¨ MTt0 on identtinen matriisi ja x˜tN+1 = 0. Laskemalla nyt niin sanotut
liittomuuttujat x˜ti−1 = M
T
ti
(HTtidti + x˜ti) vaiheittain saamme lopuksi, etta¨
∇Jobs(x) = −2x˜t0 .
Lisa¨a¨ma¨lla¨ ta¨ha¨n prioritermin gradientin saamme koko sakkofunktion gra-
dientin
∇Jobs(x) = −2B−1(xa − x) +∇Jobs(x).
Mika¨li ongelman koko on suuri, niin lineaarisen operaattorin
∂Mti(xti−1)
∂x
esitysmatriisia Mti ei va¨ltta¨ma¨tta¨ pystyta¨ edes tallentamaan muistiin. Edel-
la¨ olevassa esityksessa¨ esitysmatriisia ei kuitenkaan tarvita matriisimuodossa
31
vaan kuvauksena x 7→Mtix. Ta¨lle kuvaukselle voidaan kuitenkin tietokoneel-
la tehda¨ tangenttilineaarinen koodi, jota yleensa¨ kirjallisuudessa merkita¨a¨n
symbolilla M tlti , jossa matriisia Mti ei tarvitse tallentaa muistiin. Ta¨lle ohjel-
makoodille voidaan taas tehda¨ sita¨ vastaava liittokoodi M∗ti (katso kappale
3.2.3). Olennaista on, etta¨ M tlti ja M
∗
ti
eiva¨t ole ena¨a¨ matriiseja, joten niiden
va¨lilla¨ ei voi esimerkiksi suorittaa matriisioperaatioita. M∗ti voidaan kuitenkin
ajatella M tlti :n transpoosina.
Nyt voimme muodostaa seuraavan algoritmin sakkofunktion havaintoter-
min gradientin laskemiseksi
Askel 0: Ma¨a¨rita¨ assimilaatioikkunan pituus N ja laske kaikilla ajanhetkilla¨
dti = R
−1
ti (yti −Hti(xti)) muistiin. Aseta i = N ja x˜ = 0.
Askel 1: Laske x˜ = M∗ti(H
T
ti
dti + x˜).
Askel 2: Pa¨ivita¨ i = i− 1 ja palaa askeleeseen 1, kunnes i = 0.
Askel 3: Laske lopuksi gradientin arvo ∇Jobs(x) = −2x˜.
Kun sakkofunktion gradientti on ka¨yto¨ssa¨, niin periaatteessa 4D-Var-me-
netelma¨ssa¨ voidaan ka¨ytta¨a¨ mita¨ tahansa gradientti-pohjaista optimointime-
netelma¨a¨. Usein ka¨yteta¨a¨n LBFGS-menetelma¨a¨. Eri menetelmia¨ ka¨sitella¨a¨n
seuraavassa kappaleessa.
Yleisesti 4D-Var – toisin kuin Kalmanin suotimet – toimii sen oletuksen
alla, etta¨ malli on ta¨ydellinen. Mika¨li mallin oletetaan olevan ta¨ydellinen,
niin 4D-Var on yhta¨pita¨va¨ Kalmanin suotimien kanssa, mutta laskennaltaan
paljon kevyempi. Pitka¨lla¨ assimilaatio ikkunalla 4D-Varin on sanottu olevan
silottava algoritmi ja se soveltuu erityisen hyvin esimerkiksi sa¨a¨n ennustami-
seen.
Ennen siirtymista¨ seuraavaan data-assimilaatiomenetelma¨a¨n hankkikaa-
me hiukan optimointityo¨kaluja ja tarkastelkaamme hiukan tarkemmin edella¨
esiintynytta¨ liittokoodia.
3.2.2 Optimointimenetelmia¨
Ta¨ssa¨ kappaleessa ka¨sitellemme lyhyesti optimointimenetelmia¨ joita tarvit-
semme muun muassa sakkofunktion minimoimiseen. Numeerinen kustannus
on ta¨rkea¨ ominaisuus. Lisa¨ksi on ta¨rkea¨a¨ lo¨yta¨a¨ kompromissi numeerisen no-
peuden, tilastollisen optimaalisuuden ja fysikaalisen realismin va¨lilla¨.
Optimointia varten on kehitelty paljon erilaisia, eri ka¨ytto¨tarkoitukseen
soveltuvia menetelmia¨. Era¨s yksinkertaisimmista menetelmista¨ on gradientti-
pohjainen jyrkimma¨n laskun menetelma¨ (eng. the method of steepest descent).
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Menetelmista¨ missa¨ tarvitaan Hessen matriisia suosituin lienee Levenbergin
ja Marquardtin menetelma¨. Hessen matriisin laskeminen ei kuitenkaan ole
ka¨yta¨nno¨llista¨ suurikokoisissa data-assimilaatio-ongelmissa, joten sen sijaan
esittelemme niin kutsutun BFGS-menetelma¨n ja sen rajoitetun muistin ver-
sion. Siina¨ missa¨ menetelmia¨, joissa tarvitaan Hessen matriisia kutsutaan
Newtonin menetelmiksi, niin menetelmia¨ joissa Hessen matriisia approksi-
moidaan iteratiivisesti kutsutaan kvasi-Newtonin menetelmiksi.
Jyrkimma¨n laskun menetelma¨. Olkoon f : Rn → R funktio, jonka
haluamme minimoida. Jyrkimma¨n laskun menetelma¨ssa¨ la¨hdemme ratkaise-
maan ta¨ta¨ iteratiivisesti. La¨hdemme liikkeelle mielivaltaisesta pisteesta¨ x0 ja
otamme sarjan askelia x1, x2, . . . kunnes olemme ’riitta¨va¨n’ la¨hella¨ ratkaisua
x. Kun otamme askeleen valitsemme suunnan johon f va¨henee voimakkaim-
min. Ta¨ma¨ suunta on vastakkainen gradienttiin na¨hden, joten ta¨ma¨ suunta
r on
r = −∇f(x).
Kun iteraatti xi on saatu, niin seuraavassa vaiheessa otamme siis pisteen
xi+1 = xi + αiri,
missa¨ α on askeleen pituus. Seuraava kysymys kuuluukin, kuinka suuren as-
keleen α otamme. Va¨ltta¨ma¨to¨n, mutta yksina¨a¨n riitta¨ma¨to¨n vaatimus on,
etta¨ f va¨henee eli
f(xi + αiri) < f(xi).
Parametrin α valinnalle ’riitta¨va¨t’ ehdot saamme esimerkiksi niin kutsutuista
Wolfen ehdoista {
f(xi + αiri) ≤ f(xi) + c1αi∇fTi ri,
∇f(xi + αiri)T ri ≥ c2∇fTi ri,
(3.50)
missa¨ 0 < c1 < c2 < 1. Na¨ista¨ ensimma¨inen on va¨henevyys- ja toinen kaare-
vuusehto. Voimakkaissa Wolfen ehdoissa ja¨lkimma¨inen epa¨yhta¨lo¨ korvataan
ehdolla
|∇f(xi + αiri)T ri| ≥ c2|∇fTi ri|.
Kuten totesimme, niin va¨henevyysehto ei yksina¨a¨n ole riitta¨va¨. Mika¨-
li emme kuitenkaan halua ka¨ytta¨a¨ kaarevuusehtoa, niin voimme turvautua
niin kutsuttuun pera¨a¨ntyva¨a¨n (eng. backtracking) la¨hestymistapaan. Yksin-
kertaisimmillaan ta¨ma¨ voidaan esitta¨a¨ seuraavana algoritmina:
Askel 0: Valitse α > 0, ρ ∈ (0, 1) ja c ∈ (0, 1).
Askel 1: Tarkista ehto f(xi + αri) ≤ f(xi) + cα∇fTi ri. Mika¨li ehto on voi-
massa, niin lopeta, muulloin siirry askeleesen 2.
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Askel 2: Pa¨ivita¨ α = ρα ja palaa askeleeseen 1.
Pa¨a¨to¨ksen siita¨ milloin olemme ’riitta¨va¨n’ la¨hella¨ ratkaisua x ei ole yh-
ta¨ oikeaa ratkaisua. Voimme esimerkiksi pa¨a¨tta¨a¨ keinotekoisesti iteraatioi-
den lukuma¨a¨ra¨lle yla¨rajan imax tai suorittaa iteraatiota kunnes ‖∇f(xi)‖ ≤
ε‖∇f(x0)‖, missa¨ ε on ennalta ma¨a¨ra¨tty toleranssi. Nyt voimme kirjoittaa
jyrkimma¨n laskun menetelma¨lle seuraavan algoritmin:
Askel 0: Aseta i = 0 ja alkuarvaus x, toleranssi ε ja iteraatiolle yla¨raja imax.
Askel 1: Laske r = −∇f(x) ja δ = rT r, seka¨ aseta δ0 = δ.
Askel 2: Valitse α esimerkiksi, niin etta¨ se toteuttaa Wolfen ehdot ja pa¨ivita¨
x = x+ αr.
Askel 3: Laske r = −∇f(x) ja δ = rT r.
Askel 5: Pa¨ivita¨ i = i + 1. Palaa askeleeseen 2 kunnes i > imax tai kunnes
δ > ε2δ0.
BFGS-menetelma¨. Seuraavaksi esittelemme kuuluisan BFGS-menetelma¨n
eli Broydenin, Fletcherin, Goldfarbin ja Shannon menetelma¨n, joka on niin
kutsuttu kvasi-Newtonin menetelma¨. Esittelemme lisa¨ksi sen rajoitetun muis-
tin version LBFGS-menetelma¨n (eng. Limited memory BFGS-method).
Olettakaamme minimoitavalle funktiolle f toisen asteen Taylorin sarjan
approksimaatio
f(x+ ∆x) ≈ f(x) + (∇f(x))T∆x+ 1
2
(∆x)TB∆x,
missa¨ B on funktion f Hessen matriisi. Ta¨ma¨n approksimaation gradientti
∆x:n suhteen on
∇f(x+ ∆x) ≈ ∇f(x) +B∆x.
Jatkossa merkitsemme tehdyt approksimaatiot tarkaksi. Asettamalla gra-
dientin nollaksi saamme Newtonin askeleen
∆x = −B−1∇f(x).
Ka¨ytta¨ma¨lla¨ samaa logiikkaa kuin jyrkimma¨n laskun menetelma¨ssa¨ voim-
me kirjoittaa
∆xi = −αiB−1i ∇f(xi)
ja edelleen
xi+1 = xi + ∆xi.
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Merkita¨a¨n
zi = ∇f(xi+1)−∇f(xi).
BFGS-menetelma¨ssa¨ edella¨ olevat yhta¨lo¨t ja minimointiongelmassa
min
B
‖B −Bk‖F
ka¨ytetty Frobeniuksen normi johtavat siihen, etta¨ Hessen matriisin ka¨a¨nteis-
matriisin pa¨ivityksessa¨ ka¨yteta¨a¨n seuraavaa kaavaa [19]
B−1i+1 =
(
I − z
i(∆xi)T
(zi)T∆xi
)T
B−1i
(
I − z
i(∆xi)T
(zi)T∆xi
)
+
∆xi(∆xi)T
(zi)T∆xi
.
Lisa¨ksi tarvittaessa voimme laskea
Bi+1 = Bi +
zi(zi)T
(zi)T∆xi
− Bi∆x
i(Bi∆x
i)T
(∆xi)TBi∆xi
.
Nyt olemme valmiit kirjoittamaan seuraavan BFGS-algoritmin:
Askel 0: Aseta i = 0, alkuarvaus x0, alkuarvaus kovarianssimatriisin ka¨a¨n-
teismatriisille B−10 , toleranssi ε ja iteraatiolle yla¨raja imax.
Askel 1: Laske g0 = ∇f(x0) ja δ = gT0 g0, seka¨ aseta δ0 = δ.
Askel 2: Laske ri = −B−1i gi ja etsi αi, joka toteuttaa voimakkaat Wolfen
ehtot.
Askel 3: Laske xi+1 = xi + αiri.
Askel 4: Laske gi+1 = ∇f(xi+1) ja δ = gTi+1gi+1.
Askel 5: Laske zi = xi+1−xi, di = gi+1− gi , ρi = 1/(dTi zi), Vi = I − ρidizTi
ja B−1i+1 = V
T
i B
−1
i Vi + ρiziz
T
i .
Askel 6: Pa¨ivita¨ i = i + 1. Palaa askeleeseen 2 kunnes i > imax tai kunnes
δ > ε2δ0.
Rajoitetun muistin versio. Mika¨li ongelmamme on laaja, niin mat-
riisin B−1 tallentaminen kokonaan muistiin ei ena¨a¨ onnistu. Ta¨ma¨ motivoi
ka¨ytta¨ma¨a¨n rajoitetun muistin versiota algoritmista. Oletetaan, etta¨ iteraa-
tion hetkella¨ i on tallennettu j kappaletta vektoripareja {zi, di}i−1k=i−j. Ta¨llo¨in
voimme laskea Hessen ka¨a¨nteismatriisille seuraavasti
B−1i = (V
T
i−1 · · ·V Ti−j)B−10 (Vi−j+1 · · ·Vi−1)
+ ρi−j(V Ti−1 · · ·V Ti−j+1)zi−jzTi−j(Vi−j+1 · · ·Vi−1)
+ . . .
+ ρi−1zi−1zTi−1.
35
Ta¨sta¨ voimme laskea tulon B−1i gi tehokkaasti.
Mika¨li laskut ovat tarkkoja ja j on yhta¨ suuri kuin ongelman koko n, niin
xi konvergoi kohti f :n yksika¨sitteista¨ minimoijaa eninta¨a¨n n:lla¨ iteraatilla.
Mika¨li n iteraattia suoritetaan, niin B−1n+1 = B
−1. Eri minimointimenetelmia¨
on ka¨sitelty muun muassa teoksissa [19][13][24].
3.2.3 Adjungaattimenetelmista¨
Kuten todettua, niin aina emme voi edes tallentaa mallimme M linearisaatio-
ta matriisimuodossa. Kuitenkin voimme tulkita matriisin lineaarikuvauksena
M : Rn → Rn, jolloin voimme kirjoittaa ta¨ma¨n kuvauksen tangenttilineaa-
risena ohjelmakoodina, jota tarvitsimme muun muassa 4D-Var-menetelma¨n
yhteydessa¨. Ta¨lle ohjelmakoodille voimme kirjoittaa sita¨ vastaavan liittokoo-
din, joka on tulkittavissa matriisin M transpoosiksi. Yleisesti adjungaatti
ma¨a¨ritella¨a¨n seuraavasti.
Ma¨a¨ritelma¨ 3.2.1. Olkoon A lineaarikuvaus E → F . Ja olkoot 〈·, ·〉E ja
〈·, ·〉F sisa¨tuloja. Ta¨llo¨in A:n adjungaatti saadaan kaavasta
〈Ax, y〉F = 〈x,A∗y〉E. (3.51)
Huomautus Meida¨n tapauksessamme E ja F ovat aina a¨a¨rellisulotteisia,
joten adjungaatin olemassa olon kanssa ei tule ongelmia, mika¨li vain A on
olemassa.
Ma¨a¨ritelma¨ 3.2.1 antaa myo¨s mahdollisuuden testata onko adjungaatille
tehty liittokoodi oikea. Tyypillisesti ratkaistu malli on differentiaaliyhta¨lo¨n
numeerinen ratkaisu. Mika¨li malli annetaan differentiaaliyhta¨lo¨ina¨, niin myo¨s
ratkaisija joudutaan ottamaan mukaan kaavoihin. Havainnollistetaan liitto-
koodin laskemista Brusselator-esimerkkin valossa.
Esimerkki 3.2.1. Palautetaan mieliin Brusselator-yhta¨lo¨t{
u′ = 1 + au2v − (b+ 1)u
v′ = bu− au2v, (3.52)
joista Eulerin menetelma¨lla¨ saatu diskretoitu ratkaisu on{
uti = uti−1 + ∆tu
′
ti−1
vti = vti−1 + ∆tdv
′
ti−1 ,
(3.53)
missa¨ ∆t on ka¨ytetty aika-askel.
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Nyt voimme kirjoittaa diskretoidun mallimme muodossa
Mti(uti−1 , vti−1) = (uti , vti).
Ta¨ssa¨ esimerkissa¨ oletamme, etta¨ Eulerin menetelma¨ssa¨ ka¨ytetty aika-askel
on sama kuin data-assimilaatiossakin. Mika¨li na¨in ei haluttaisi toimia voi
ylla¨ olevan mallin sisa¨a¨n kirjoitaa useamman Euler-askeleen. Esimerkiksi, jos
va¨lin keskipisteessa¨ halutaan suorittaa Euler-askel, niin kirjoitamme
Mti(uti−1 , vti−1) = (uk + k(uti−1 + ku′ti−1), vk + k(vti−1 + kv′ti−1)),
missa¨ k = (ti − ti−1)/2.
Emme jatkossa merkitse ena¨a¨ indeksia¨ t na¨kyviin. LasketaanM:n Jacobin
matriisi yhta¨lo¨iden (3.52) ja (3.53) avulla ja saadaan
M =
(
1 + ∆t(2auv − (b+ 1)) ∆t(au2)
∆t(b− 2auv) 1 + ∆t(−au2)
)
.
Kun matriisi tulkitaan lineaarikuvaukseksi (z, h) ∈ R2 → R2 eli(
∂u
∂v
)
= M
(
z
h
)
, (3.54)
niin voimme laskea seuraavat tangenttilineaariset yhta¨lo¨t{
∂u = z + ∆t((2auv − (b+ 1))z + (au2)h),
∂v = h+ ∆t((b− 2auv)z + (−au2)h).
Vastaavasti ottamalla matriisista M transpoosin ja tulkitsemalla ta¨ma¨n li-
neaarikuvaukseksi saamme liittoyhta¨lo¨t{
∂u˜ = z + ∆t((2auv − (b+ 1))z + (b− 2auv)h),
∂v˜ = h+ ∆t((au2)z + (−au2)h).
Tangenttilineaaristen yhta¨lo¨iden avulla voimme kirjoittaa ohjelmakoodin M tl
ja liittoyhta¨lo¨iden avulla ohjelmakoodin M∗ ilman, etta¨ vastaavia matriiseja
tarvitsee tallentaa muistiin.
Yleisesti liittokoodin tekeminen on tyo¨la¨sta¨, mutta usein monien ka¨yta¨n-
no¨n data-assimilaatiosysteemien kannalta va¨ltta¨ma¨to¨nta¨. Liittokoodin teo-
reettista muodostamista ja ka¨yta¨nno¨n koodin tekoa on ka¨sitelty esimerkiksi
[12][9].
37
3.2.4 Variaationaalinen Kalmanin suodin
Kuten jo todettua, mika¨li assimilaatio-ongelman koko on iso, niin perinteista¨
Kalmanin suodatuksesta tulee epa¨ka¨yta¨nno¨llinen tai jopa toteuttamiskelvo-
ton. Variaationaalisessa Kalmanin suotimessa (eng. Variational Kalman Fil-
ter, VKF) hyo¨dynneta¨a¨n seka¨ variaationaalisia data-assimilaatiomenetelmia¨,
seka¨ Kalmanin suodatusta. Esittelemme ainoastaan epa¨lineaarisen version
– lineaarinen versio menee vastaavasti. Menetelma¨n ideana on hyo¨dynta¨a¨
LBFGS-menetelma¨sta¨ saatua kovarianssimatriisien ja niiden ka¨a¨nteismatrii-
sin rajoitetun muistin approksimaatiota ja ka¨ytta¨a¨ niita¨ minimoitaessa sak-
kofunktioita. Jatkossa ajattelemmekin matriiseja Cest ja C
−1
a niiden rajoite-
tun muistin versioina.
Ensimma¨isessa¨ vaiheessa lasketaan prioriestimaatti kuten aiemminkin vie-
ma¨lla¨ edellisessa¨ vaiheessa saatua estimaattia eteenpa¨in mallilla
xa,ti =Mti(xest,ti−1).
Tarvittava priorikovarianssin Ca,ti ka¨a¨nteismatriisin saamme minimoimalla
funktiota
JC(x) = x
TMtiCest,ti−1M
T
ti
x+ xTCξtix
LBFGS-algoritmilla. Ta¨ssa¨ oletetaan, etta¨ lineaarinen operaattori Mti on voi-
tu muodostaa kuten kaavassa (3.29). Mika¨li tangenttilineaarinen koodi ja sita¨
vastaava liittokoodi on ka¨yto¨ssa¨, niin voimme kirjoittaa minimoitavan funk-
tion muodossa
JC(x) = x
T (M tltiCest,ti−1M
∗
ti−1x+ Cξtix).
Ta¨ma¨n ja¨lkeen minimoimme sakkofunktiota, jossa on ka¨ytetty edella¨ saatuja
estimaatteja
J(x) = (x− xa,ti)TC−1a,ti(x− xa,ti) + (yti −Hti(x))TC−1εti (yti −Hti(x)),
ka¨ytta¨en LFBGS-menetelma¨a¨. Ta¨ma¨n minimoinnin seurauksena saamme es-
timaatit xest,ti ja Cest,ti . Nyt voimme muodostaa seuraavan VKF-algoritmin:
Askel 0: Valitse alkuarvaus xest,t0 , kovarianssimatriisi Cest,t0 ja aseta i = 1.
Askel 1: Minimoi LBFGS-algoritmilla JC(x) = x
TMtiCest,ti−1M
T
ti
x+xTCξtix
tai vaihtoehtoisesti JC(x) = x
T (M tltiCest,ti−1M
∗
ti
x+Cξtix) ja talleta saa-
tu kovarianssimatriisin ka¨a¨nteismatriisi C−1a,ti .
Askel 2: Minimoi LBFGS-algoritmilla sakkofunktio J(x) = (x−xa,ti)TC−1a,ti(x−
xa,ti)+(yti−Hti(x))TC−1εti (yti−Hti(x)) ja talleta saadut estimaatit xest,ti
ja Cest,ti .
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Kuva 3.9: Brusselatorin toinen komponentti. Oikeata arvoa on merkitty suo-
ralla viivalla, ’mittauksia’ ta¨hdella¨ ja VKF:sta¨ saatua estimaattia katkovii-
valla.
Askel 3: Pa¨ivita¨ i = i+ 1 ja palaa askeleeseen 1.
Kuvassa 3.9 on simuloitu VKF:n toimintaa Brusselator-esimerkin avulla.
Liitto- ja tangenttilineearinen koodi on saatu kuten esimerkissa¨ 3.2.1. Mini-
mointialgoritmina ka¨ytettiin tavallista BFGS-algoritmia.
VKF on suhteellisen uusi menetelma¨, eika¨ se ole viela¨ laajalti ka¨yto¨s-
sa¨. Kuitenkin sita¨ pystyy ka¨ytta¨ma¨a¨n huomattavasti isompiin assimilaatio-
ongelmiin kun mihin tavallisilla Kalmanin suotimilla voidaan toteuttaa. Era¨s
keskeinen hyo¨ty verrattuna 4D-Var-menetelma¨a¨n on, etta¨ VKF:ssa¨ voidaan
ka¨ytta¨a¨ myo¨s mallivirhetta¨, kun taas 4D-Var-menetelma¨ssa¨ mallin oletetaan
olevan ta¨ydellinen. Laskennallisesti VKF on samankaltainen 4D-Var-menetel-
ma¨n kanssa. Pullonkaulana voidaan pita¨a¨ C−1a,ti laskemista, koska sen laskemi-
seen tarvitaan liittokoodia, jonka tekeminen on tyo¨la¨sta¨. VKF-menetelma¨a¨
on esitetty tarkemmin artikkelissa [2].
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Luku 4
Numeeriset esimerkit
Ta¨ssa¨ luvussa tarkastelemme era¨sta¨ data-assimilaatiossa usein ka¨ytettya¨ niin
kutsuttua benchmark-mallia. Ka¨yta¨mme sita¨ vertaillaksemme eri data-assi-
milaatiomenetelmia¨. Hyo¨dynnamme vertailussa myo¨s jo aikaisemmin esiinty-
nytta¨ Brusselator-esimerkkia¨. On ta¨rkea¨a¨ verrata eri data-assimilaatiomene-
telmia¨ benchmark-malleilla, jotta meilla¨ on luottamus ja ka¨yto¨nno¨n tuntuma
assimilaatiomenetelma¨a¨mme. Se, etta¨ menetelma¨ toimii benchmark-mallissa,
ei viela¨ takaa sita¨, etta¨ menetelma¨ toimii ’oikeassa’ data-assimilaatio-ongel-
massa. Ennen siirtymista¨ eri menetelmien vertailuun ma¨a¨ritella¨a¨n muutama
suure, jolla assimilaation ’hyvyytta¨’ voidaan mitata.
Suhteellinen virhe (eng. relative error) on suure
[suhteellinen virhe]ti =
‖xest,ti − xtrue,ti‖
‖xtrue,ti‖
ja nelio¨llinen keskiarvo (eng. root mean square, rms) on
[rms]ti =
√
1
n
‖xest,ti − xtrue,ti‖2.
4.1 Brusselator
Brusselator yhta¨lo¨t on esitetty jo esimerkissa¨ 3.1.3 ja niille on laskettu tan-
genttilineaarinen koodi ja liittokoodi esimerkissa¨ 3.2.1. Simuloinnissa ka¨yte-
tyt virhearviot ja alkuarvot ovat samat kuin aikaisemmissakin esimerkeissa¨.
Na¨in pienessa¨ mallissa ei menetelmien toiminnassa ole juurikaan ole eroa,
mika¨li malliin ei oleteta systemaattista virhetta¨ eli harhaa (eng. bias). Yleen-
sa¨ pienissa¨ malleissa voidaan EKF:n ajatella olevan perusmenetelma¨ ja muut
sen approksimaatioita.
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Kuva 4.1: Brusselator-mallin ensimma¨inen ja toinen komponentti. Oikeata
arvoa on merkitty suoralla viivalla, ’mittauksia’ ta¨hdella¨, EKF:sta¨ saatua
estimaattia katkoviivalla, VKF:sta¨ saatua estimaattia pisteviivalla ja 4D-Var-
menetelma¨sta¨ saatua estimaattia punaisella viivalla.
Seuraavaksi testataan harhan vaikutusta eri menetelmiin. Oletetaan, et-
ta¨ Brusselator-yhta¨lo¨issa¨ ka¨ytetyt parametrien arvot ovat tuntemattomia ja
simuloidaan oikea arvo ka¨ytta¨en parametrien arvoja a = 1,2 ja b = 2,05,
mutta ka¨ytta¨en assimilaatiomallissamme arvoja a = 1 ja b = 2. Lisa¨ksi en-
simma¨iseen komponenttiin lisa¨ta¨a¨n arvo 0,2.
Tarkastellaan EKF:n, VKF:n ja 4D-Var-menetelma¨n eroja. Kuvassa 4.1
on piirretty assimilaation tulos molemmissa komponentissa. Kuvassa 4.2 on
laskettu menetelma¨n tekema¨ suhteellinen virhe ja kuvassa 4.3 nelio¨llinen kes-
kiarvo. Ta¨ssa¨ esimerkissa¨ EKF ja VKF tuottavat ta¨sma¨lleen saman tulok-
sen. Mika¨li ongelman koko olisi niin suuri, etta¨ ka¨ytetta¨isiin aidosti LBFGS-
optimointimenetelma¨a¨, niin menetelmien erot tulisivat esiin. Havaitaan myo¨s,
etta¨ 4D-Var-menetelma¨ (N = 4) toimii heikommin. Mika¨li valitaan N = 1,
niin tulokset paranevat (ei na¨ytetty). Ta¨ma¨ johtuu nimenomaan harhan vai-
kutuksesta.
Jatketaan testausta ka¨ytta¨en LETKF- ja EKF-menetelmia¨. Ka¨yteta¨a¨n
LETKF-menetelma¨ssa¨ viritysparametrin arvoa r = 3. Ajon tulos on esitetty
kuvassa 4.4. Havaitsemme, etta¨ kovarianssikorjattu LETKF antaa paremman
estimaatin kuin EKF. Mika¨li kovarianssimatriisia ei korjata, niin LETKF-
menetelma¨ ei toimi lainkaan. Huomautetaan viela¨, etta¨ mika¨li virityspara-
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Kuva 4.2: Brusselator-simulaatiossa muodostuneet estimaattien tekema¨t suh-
teelliset virheet.
Kuva 4.3: Brusselator-simulaatiossa muodostuneet nelio¨lliset keskiarvot.
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Kuva 4.4: Brusselatorin ensimma¨inen komponentti. Oikeata arvoa on mer-
kitty suoralla viivalla, ’mittauksia’ ta¨hdella¨, LETKF:sta¨ saatua estimaattia
pisteviivalla, EKF:sta¨ saatua estimaattia punaisella katkoviivalla ja LETKF-
estimaattia, joka on saatu kovarianssikorjauksen avulla (r = 3) katkoviivalla.
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Kuva 4.5: Lorenz95. Kolmaskymmenes komponentti (N = 40). Viivat ovat eri
ennustuksia la¨hdetta¨essa¨ va¨ha¨n ha¨irio¨itetysta¨ tilasta. Punainen viiva kuvaa
ennustusta la¨hetta¨en oikeasta tilasta.
metrina ka¨yteta¨a¨n ’liian’ suurta arvoa, niin LETKF rupeaa painottamaan
pelkka¨a¨ mittausta.
4.2 Lorenz95
Lorenz95 on Edward Lorenzin vuonna 1995 esittelema¨ dynaaminen systeemi,
jolla on samanlainen virheiden kasvu kuin operatiivisessa ka¨yto¨ssa¨ olevilla
numeerisen sa¨a¨n ennustussysteemeilla¨ [17]. Systeemi muodostuu yhta¨lo¨ista¨
dxk
dt
= −xk−2xk−1 + xk−1xk+1 − xk + F, (4.1)
missa¨ k = 1, ..., N ja reunaehtoina on x0 = xN , x−1 = xN−1 ja xN+1 = x1.
Esimerkiksi arvolla F = 8 systeemista¨ tulee kaoottinen. Systeemin kaootti-
suutta on havainnollistettu kuvassa 4.5. Systeemin voi esimerkiksi ajatella
kuvaavan sa¨a¨tilaa kiinnitetylla¨ pituuspiirilla¨. Systeemin ka¨ytta¨ma¨ aikayksik-
ko¨ vastaa viitta¨ vuorokautta.
Tutkimme EKF:n ja EnKF:n eroja Lorenz95-systeemin avulla. Teimme
simulaatiota varten kaksi koetta eri ensemble-koon arvolla. Ka¨yta¨nno¨n simu-
lointi varten asetimme seuraavat kovarianssimatriisit alkuarvaukselle, malli-
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virheelle ja havaintovirheelle:
Cest,t0 = (0,3σclim)
2I
Cξ,ti = (0,005σclim)
2I
Cε,ti = (0,15σclim)
2I
missa¨ σclim = 3,6414723 on era¨s ilmastollisista simulaatioista saatu approk-
simatiivinen keskihajonta. Alkutilan systeemille saimme ajamalla mallia il-
man assimilaatiota pitka¨a¨n alkutilasta, missa¨ asetimme xi = 8 kaikilla i =
1, . . . , 40 paitsi x(30) = 8,008. Na¨in saatua alkutilaa ka¨ytimme myo¨s al-
kuarvauksena kaikille assimilaatiomenetelmille. Ka¨ytimme suoria havaintoja,
mutta havaintoja ei tehty jokaisessa hilapisteessa¨. Havaintoverkkomme koos-
tui seuraavista pisteista¨ 3, 4, 5, 8, 9, 10, . . . , 38, 39, 40. Ensemblen kokona ka¨y-
timme arvoja Nens = 30 ja Nens = 80. Assimilaation suoritimme ∆t = 0,025
aikayksiko¨n (eli kolmen tunnin) va¨lein.
Simulointimme suoritimme seuraavasti: Veimme tilan xtrue,ti Lorenz95-
mallilla eteenpa¨in ja generoimme ta¨ha¨n mallivirheen satunaislukugeneraat-
torilla. Mittauksen saimme generoimalla na¨in saatuun oikeaan arvoon mitta-
virhetta¨. Mallissa tarvittavan differentiaaliyhta¨lo¨ryhma¨n ratkaisimme Mat-
labin differentiaaliyhta¨lo¨ratkaisijalla. Mallin linearisoinnin laajennettua Kal-
manin suodinta varten laskimme Eulerin menetelma¨n avulla kuten kappa-
leessa 3.2.3.
Kuvassa 4.6 on piirretty assimilaation tulos kymmenennessa¨ komponen-
tissa molemmilla ka¨ytta¨milla¨mme ensemblen koilla. Kuvassa 4.7 on laskettu
menetelma¨n tekema¨ suhteellinen virhe ja kuvassa 4.8 nelio¨lliset keskiarvot
samoin molemmilla ensemblen koilla.
Havaitsemme, etta¨ kun ensemblen koko on pieni, niin virhearviot alkavat
kasvaa ajan kuluessa. Kun ensemblen kokoa kasvatetaan, niin EnKF yhtyy
EKF:a¨a¨n. Tulos on odotettu kappaleessa (3.1.4) esitetyn tuloksen perusteella.
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Kuva 4.6: Lorenz95:n kymmenes komponentti. Oikeata arvoa on merkitty
suoralla viivalla, ’mittauksia’ ta¨hdella¨, EKF:sta¨ saatua estimaattia katkovii-
valla ja EnKF:sta¨ saatuja estimaatteja palloviivalla (Nens = 80) ja pistevii-
valla (Nens = 30).
Kuva 4.7: Lorenz95-simulaatiossa muodostuneet estimaattien tekema¨t suh-
teelliset virheet.
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Kuva 4.8: Lorenz95-simulaatiossa muodostuneet nelio¨lliset keskiarvot.
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Luku 5
Data-assimilaatio
ROSE-kemiakuljetusmallissa
Ta¨ssa¨ luvussa ka¨sittelemme keski-ilmakeha¨n kemiallisia prosesseja kuvaavan
ROSE-kemiakuljetusmallia ja satelliitti-instrumenteista havaitun otsonin as-
similointia. Tavoitteenamme on assimiloida GOMOS-instrumentista saatua
otsonia.
5.1 Malli ja data
ROSE-kemiakuljetusmalli (Research for Ozone in the Strtosphere and its
Evolution, ROSE) [23] on Klaus Rosen (dynamiikka) ja Guy Brasseur’n (ke-
mia) alunperin 1980 luvulla kehitta¨ma¨ kemiakuljetusmalli.
Ta¨ssa¨ tyo¨ssa¨ ka¨yta¨mme NCAR:n (the National Center for Atmosphe-
ric Research, NCAR) muunnelmaa ROSE-mallista, joka fokusoi ilmakeha¨n
mesosfa¨a¨rin kemiaan ja dynamiikkaan [26]. ROSE:ssa on mallinnettuna 29
kemiallista ainetta. Se on hilapistemalli, jonka dimensiot ovat:
nx: 32 pituuspiiria¨ 11,25 asteen resoluutiolla va¨lilla¨ 0◦–348,75◦.
ny: 36 leveyspiiria¨ 5 asteen resoluutiolla va¨lilla¨ −87,5◦– 87,5◦.
nz: 64 kerrosta 0,3 skaalauskertoimen resoluutiolla va¨lilla¨ 2,4–21,3.
Mallin tilavektorin koko on siis 32 × 36 × 64 eli 73728 pistetta¨. Malli rat-
kaistaan lyhytkestoisissa kemiallisissa aineissa implisiittisella¨ Eulerin mene-
telma¨lla¨ ja pitka¨kestoisissa semi-implisiittisella¨ backward Eulerin menetel-
ma¨lla¨. Se ka¨ytta¨a¨ kiinta¨a¨ 7,5 minuutin aika-askelta.
Korkeus saadaan skaalauskertoimesta kertomalla se seitsema¨lla¨ kilomet-
rilla¨ eli esimerkiksi mallin alin kerros on 2,4× 7 = 16,8 kilometria¨.
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Kuva 5.1: Kaksi otsonin pystyprofiilia ekvaattorilla 1.1.2004. GOMOS-
instrumentista saatua profiilia on merkitty ympyra¨lla¨ ja ROSE-mallin prio-
ritilaa ristilla¨.
Havainnot. Havaintoina ka¨yta¨mme GOMOS-instrumentista (Global Ozo-
ne Monitoring by Occultation of Stars, GOMOS) [15] saatuja otsonin pys-
typrofiileja. Otsoniprofiilien 15–100 kilometrin va¨lilla¨ oleva pystyresoluutio
on parempi kuin 1,7 kilometria¨ ja niilla¨ on hyva¨ globaali peitto. GOMOS-
instrumentti laukaistiin Envisat-satelliitin mukana maaliskuussa 2002. Envi-
sat (Enviromental satellite) on Euroopan avaruusja¨rjesto¨ ESA:n ympa¨risto¨a¨
mittaava kaukokartoitussatelliitti.
GOMOS-instrumenttti mittaa valon intensiteettia¨ kolmella eri aallonpi-
tuus kaistalla. Instrumentin mittaus perustuu ta¨htiokkultaatioon eli mittauk-
sissa ka¨yteta¨a¨n valon la¨hteena¨ eri ta¨htia¨. Seurattavien ta¨htien magnitudi eli
kirkkaus vaikuttaa mittaustuloksen tarkkuuteen. Mittaustulos on sita¨ luotet-
tavampi mita¨ kirkkaampi ta¨hti on mittauksen kohteena [3].
Kuvassa 5.1 on havainnollistettuna GOMOS-instrumentista saatu otsoni-
profiili, seka¨ ROSE-mallin la¨hto¨tila ekvaattorilla 1.1.2004.
5.2 Assimilaatiomenetelma¨
Ensimma¨isen kerran Kalmanin suotimia sovellettiin satelliittihavaintojen as-
similaatioon globaalin ilmakeha¨n kuljetusmallissa vuonna 1997 [14]. Ta¨ssa¨
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tyo¨ssa¨ ka¨yta¨mme la¨hto¨kohtaa, jota on ka¨ytetty muun muassa MLS-instru-
mentista (Microwave Limb Sounder, MLS) saatavan otsonin assimiloimiseen.
Assimilaatio perustuu Kalmanin suotimiin ja sita¨ on esitelty muun muassa
to¨issa¨ [18][14].
Koska mallin hila on huomattavan suuri, niin meilla¨ tarvetta approksi-
maatioihin. Ensimma¨inen approksimaatio on, etta¨ assimilaatio suoritetaan
joka kerrokselle erikseen. Ta¨ma¨ tarkoittaa sita¨, etta¨ priori- ja havaintovirhei-
den kovarianssit asetetaan pystysuunnassa nolliksi. GOMOS-instrumentista
saamamme otsonin interpoloimme mallikorkeuksille. Kerroksittain suoritet-
tu assimilaatio va¨henta¨a¨ kerralla ratkaistavan ongelman koon 73728 pistees-
ta¨ (32 × 36 × 64) 1152 pisteeseen (32 × 36), joka on mahdollista ratkaista
nykypa¨iva¨n tietokoneilla.
Menetelma¨mme perustuu siis Kalmanin suotimiin eli ka¨yta¨mme seuraavia
yhta¨lo¨ita¨ (merkinna¨t kuten sivulla 18)
xa,ti =Mti(xest,ti−1),
xest,ti = xa,ti +Gti(yti −Hti(xa,ti)),
Gti = Ca,tiH
T
ti
(HCa,tiH
T
ti
+ Cε,ti)
−1,
Cest,ti = (I −GtiHti)Ca,ti .
Koska satelliittimittaukset eiva¨t osu mallimme hilapisteisiin ei havainto-
operaattori H ole identtinen matriisi. Muodostomme matriisin H siten, etta¨
silla¨ operoiminen vastaa eta¨isyyden nelio¨lla¨ ka¨a¨nta¨en painotettua hilanurk-
kien malliarvojen keskiarvon laskemista. Ta¨llo¨in H on matriisi, jonka yhdella¨
rivilla¨ on eninta¨a¨n nelja¨ nollasta eroavaa alkiota.
Havaintovirheen kovarianssimatriisin Cε,ti oletamme diagonaalimatriisiksi
eli
Cε,ti,j,j = σ
2
ti,j,j
,
missa¨ σti,j,j on GOMOS-tuotteen keskihajonta.
Taustavirheen kovarianssin Ca,ti muodon oletamme pysyva¨n ajan suhteen
vakiona [18][14]. Matriisin Ca,ti diagonaalialkioiksi oletamme 10 prosenttia
mallin ennustamasta otsonin sekoitussuhteesta. Ta¨ma¨ voi olla huono arvio
kun pitoisuus on pieni. Diagonaalin ulkopuoliset elementit saadaan gaussi-
sesta funktiosta, jonka korrelaatiopituus on kiinnitetty. Korrelaatiopituutena
L ka¨yta¨mme kymmenta¨ astetta, joka vastaa noin 1000 kilometria¨. Lisa¨ksi ha-
luamme, etta¨ matriisi Ca,ti on harva eli siina¨ on paljon nolla-alkioita. Ta¨ma¨n
vuoksi asetamme elementin arvon nollaksi, jos sen korrelaatiokertoimen arvo
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on pienempi kuin δ = 0,0001. Nyt siis saamme, etta¨
Ca,ti,j,k =

(0,1O3(j))
2, kun j = k√
Ca,ti,j,jCa,ti,k,ke
−1/2(dj,k/L)2 , kun j 6= k ja e−1/2(dj,k/Lj,k)2 ≥ δ
0, muulloin.
Kaavassa dj,k on mallipisteiden j ja k va¨linen eta¨isyys.
Analyysin suoritamme vuorokauden va¨lein kello 12 UTC-aikaa. Ja ka¨y-
ta¨mme havaintoina analyysihetkesta¨ 12 tuntia ennen ja ja¨lkeen tehtyja¨ ha-
vaintoja. Va¨ltta¨a¨ksemme mahdollisia ongelmia otsonin yo¨-pa¨iva¨-vaihtelun
kanssa suoritamme assimiloinnin vain 17. kerrokseen eli 50,4 kilometriin as-
ti. GOMOS-mittauksien ka¨ytta¨miselle asetimme hyvin konservatiiviset ehdot
eli kaikista havainnoista valitsimme vain ne havainnot, jossa seurattava ta¨hti
oli ollut riitta¨va¨n kirkas. Assimilaatiossa ka¨ytettiin 1025:ta¨ otsoniprofiilia.
5.3 Tuloksia ja johtopa¨a¨to¨ksia¨
Teimme aluksi kuukauden kontrolliajon mallilla ilman data-assimilaatiota
la¨htien pa¨iva¨ma¨a¨ra¨sta¨ 1.1.2004. Malliajon tulos kaikilta mallikerroksilta las-
kettuna totaaliotsonina Dobsonin yksiko¨ssa¨ on esitetty kuvassa 5.4. Ta¨ma¨n
ja¨lkeen suoritimme saman ajon uudestaan ka¨ytta¨en edellisessa¨ kappaleessa
esitettya¨ data-assimilaatiomenetelma¨a¨. Kuvassa 5.5 on esitetty ajon tulos.
Kuvassa 5.6 on esitetty na¨iden ajojen erotus ja kuvassa 5.3 ka¨ytta¨miemme
GOMOS-havaintojen paikat.
Havaitsemme, etta¨ esimerkiksi Etela¨mantereella, josta havaintoja ei ole
laisinkaan, niin ero assimiloidun ja assimiloimattoman totaaliotsonin va¨lilla¨
on pieni (alle 5 prosenttia). Kuitenkin niilla¨ etela¨isen pallonpuoliskon alueilla
joista havaintoja on paljon erot tulosten va¨lilla¨ na¨kyva¨t selva¨sti. Pohjoisella
pallonpuoliskolla, myo¨s alueilla joissa mittauksia ei ole, havaitsemme assimi-
loidusta ajosta selva¨sti enemma¨n otsonia kuin ilman assimilaatiota tehdysta¨
ajosta. Ta¨ma¨ selittynee mallin talviajan dynamiikalla pohjoisella pallonpuo-
liskolla seka¨ isolla korrelaatiopituudella. Kuvasta 5.7 havaitsemme, etta¨ ajo-
jen suhteellinen ero on varsin pieni lukuunottamatta yhta¨ Sipeariassa olevaa
aluetta.
Johtuen taustavirheen kovarianssimatriisin muodon pysymisena¨ vakiona
ja approksimaation karkeudesta analyysimme alkaa painottua havaintoihin.
Na¨in ollen GOMOS-datan laatu onkin ta¨rkea¨ tekija¨ ma¨a¨ritelta¨essa¨ tulosten
laatua. Yksitta¨isen GOMOS-havainnon vaikutusala on esitetty kuvassa 5.2.
On selva¨a¨, etta¨ tekema¨mme yksinkertaistukset assimilaatio-ongelmaan
ovat varsin karkeita. Erityisesti se, etta¨ suoritamme assimilaation kerroksit-
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Kuva 5.2: Yksitta¨isen GOMOS-havainnon vaikutus assimilaatiosysteemissa¨
viidennella¨ kerroksella.
tain aiheuttaa ongelmia, silla¨ mallissa esiintyy myo¨s kuljetusta korkeussuun-
nassa, eika¨ myo¨ska¨a¨n GOMOS-mittauksissa olevien virheiden voida olettaa
olevan ta¨ysin riippumattomia eri kerroksilla. Laskennallisesti seuraava asekel
olisikin priorivirheen kovarianssimatriisin laskeminen tavalla, joka huomioi
mallin vaikutuksen. Ka¨yta¨nno¨ssa¨ ta¨ma¨ vaatisi ensemble-menetelma¨n tai liit-
tokoodin implementoimisen. Myo¨ska¨a¨n vuorokauden kesta¨va¨ analyysiva¨li ei
ole ideaali johtuen muun muassa otsonin yo¨–pa¨iva¨-vaihtelusta ylemmilla¨ ker-
roksilla.
Vaikka ka¨ytta¨ma¨mme assimilaatiomenetelma¨ onkin varsin yksinkertai-
nen, niin se antaa kuitenkin tekniikan johdonmukaisiin tarkasteluihin. Sen
avulla on muun muassa mahdollista levitta¨a¨ havainnoista saatua informaa-
tiota alueille, joissa mittauksia on va¨ha¨n, ja pystymme hyo¨dynta¨ma¨a¨n myo¨s
niita¨ profiileja joiden laatu ei ole hyva¨. Lisa¨ksi systeemiin on helppo lisa¨ta¨
myo¨s muista instrumenteista saatua otsonia, jolla voidaan parantaa analyy-
sin laatua.
Tulevaisuudessa tarkoituksena on lisa¨ta¨ data-assimilaatiosysteemiin myo¨s
OSIRIS-insrumentista hankittuja otsoniprofiileja ja kiinnita¨a¨n enemma¨n huo-
miota validointiin. Lisa¨ksi tavoitteena on siirtya¨ ka¨ytta¨ma¨a¨n Ilmatieteen lai-
toksessa kehitettya¨ FinROSE-mallia, joka ka¨ytta¨a¨ dynamiikan tuottamiseen
Euroopan keskuksen (ECMWF) tuulitietoja ja siten vastaa paremmin todel-
lista dynamiikkaa.
53
Kuva 5.3: Data-assimilaatiossa ka¨ytetyt GOMOS-havainnot.
Kuva 5.4: Mallin antama totaaliotsoni Dobsonin yksiko¨issa¨ 1.2.2004.
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Kuva 5.5: Data-assimilaatiosysteemista¨ saatu totaaliotsoni Dobsonin yksi-
ko¨issa¨ 1.2.2004.
Kuva 5.6: Mallista saadun ja data-assimilaatiosysteemista¨ saadun totaaliot-
sonin erotus Dobsonin yksiko¨ssa¨.
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Kuva 5.7: Mallista saadun ja data-assimilaatiosysteemista¨ saadun totaaliot-
sonin suhteellinen ero.
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Liite A
Ka¨sitteita¨ ja ma¨a¨ritelmia¨
Olkoon yi ∈ R, i = 1, . . . , p tehdyt havainnot ja f : Ω ⊂ Rn → R ilmio¨ta¨
kuvaava malli. Vektori x ∈ Rn on tunnettu mallin tilamuuttuja. Ta¨llo¨in
tilannetta kuvaa yhta¨lo¨
yi = f(x) + εi
missa¨ εi on havaintovirhe. Estimaattia xest = minx∈Ω S(x), joka minimoi
nelio¨summan
S(x) =
p∑
i=1
(yi − f(x))2
kutsutaan pienimma¨n nelio¨summan estimaatiksi (eng. least squares estima-
te). Virhetermi ε oletetaan usein satunnaismuuttujaksi ja sen statistisia omi-
naisuuksia ka¨sittelemme todenna¨ko¨isyysjakaumien avulla. Usein oletamme,
etta¨ virhe on normaalisti eli gaussisesti jakautunut. Satunnaismuuttuja ε ∈
Rn on normaalijakautunut (merkita¨a¨n ε ∼ N(µ,C)), jos silla¨ on tiheysfunktio
p(ε) =
1
(2pi)n/2 det(C)1/2
exp(−1
2
(ε− µ)TC−1(ε− µ)),
missa¨ vektori µ ∈ Rn on satunaismuuttujan ε odotusarvo E(ε) ja C ∈ Rn×n
sen kovarianssimatriisi. Kovarianssimatriisi ma¨a¨ritella¨a¨n kaavalla
cov(ε) = E((ε− µ)(ε− µ)T ).
Auki kirjoitettuna kovarianssimatriisi na¨ytta¨a¨ seuraavalta
cov(ε) =
E((ε1 − µ1)(ε1 − µ1)) · · · E((ε1 − µ1)(εn − µn))... . . . ...
E((εn − µn)(ε1 − µ1)) · · · E((εn − µn)(εn − µn))
 .
61
Huomaamme, etta¨ kovarianssimatriisi on aina symmetrinen. Sanomme, etta¨
kovarianssimatriisi C on positiivisesti definiitti, jos
γTCγ > 0
kaikilla γ ∈ Rn.
Satunnaismuuttujien ε ja γ va¨linen ristikovarianssimatriisi ma¨a¨ritella¨a¨n
kaavalla
cov(ε, γ) = E((ε− E(ε))(γ − E(γ))T ).
Sanomme, etta¨ satunaismuuttujat ovat korreloimattomia (eng. uncorrelated),
jos niiden va¨linen ristikovarianssi on nollamatriisi.
Mittaussarjasta yi ∈ Rp, k = 1, . . . , N voimme laskea otoskeskiarvon
mean(Y ) = Y =
1
N
N∑
k=1
yi
ja otoskovarianssimatriisin S
Sij =
1
N − 1
N∑
k=1
(yki − yi)(ykj − yj).
Funktion f : Rn → Rp Jacobin matriisi ma¨a¨ritella¨a¨n kaavalla
Jacob(f(x)) =

∂f1(x)
∂x1
· · · ∂f1(x)
∂xn
...
. . .
...
∂fp(x)
∂x1
· · · ∂fp(x)
∂xn
 .
Funktion g : Rn → R gradientti ma¨a¨ritella¨a¨n kaavalla
∇g(x) =
(
∂g(x)
∂x1
, . . . ,
∂g(x)
∂xn
)T
ja Hessen matriisi kaavalla
Hess(g(x)) =

∂g(x)
∂x1∂x1
· · · ∂g(x)
∂x1∂xn
...
. . .
...
∂g(x)
∂xn∂x1
· · · ∂g(x)
∂xn∂xn
 .
Funktion h : Rn×m → R matriisiderivaattaa ma¨a¨ritella¨a¨n kaavalla
∂h(X)
∂X
=

∂h(X)
∂X1,1
· · · ∂h(X)
∂Xn,1
...
. . .
...
∂h(X)
∂X1,m
· · · ∂h(X)
∂Xn,m
 .
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Vektorin γ euklidista normia merkitsemme ‖γ‖. Sen voi laskea kaavalla
‖γ‖ =
√
γ21 + · · ·+ γ2n.
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