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Abstract
In this paper a method of controlling nonholonomic systems within the port-Hamiltonian (pH) framework is presented. It
is well known that nonholonomic systems can be represented as pH systems without Lagrange multipliers by considering a
reduced momentum space. Here, we revisit the modelling of these systems for the purpose of identifying the role that physical
damping plays. Using this representation, a geometric structure generalising the well known chained form is identified as chained
structure. A discontinuous control law is then proposed for pH systems with chained structure such that the configuration of
the system asymptotically approaches the origin. The proposed control law is robust against the damping and inertial of the
open-loop system. The results are then demonstrated numerically on a car-like vehicle.
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1 Introduction
The control problem of set-point regulation for nonholo-
nomic systems has been widely studied within the liter-
ature [1,2,14,23,19]. This problem is inherently difficult
as nonholonomic systems do not satisfy Brockett’s nec-
essary condition for smooth stabilisation which implies
that they cannot be stabilised using smooth control laws,
or even continuous control laws [2]. In response to these
limitations, the control community has utilised several
alternate classes of controllers to stabilise nonholonomic
systems including time-varying control [21,23], switch-
ing control [15] and discontinuous control [1,9].
One approach that has been utilised to solve the con-
trol problem is to assume that the system has a par-
ticular kinematic structure known as chained form [19].
Email addresses: Joel.Ferguson@uon.edu.au (Joel
Ferguson), alejandro.donaire@qut.edu.au (Alejandro
Donaire), Christopher.Renton@newcastle.edu.au
(Christopher Renton),
Richard.Middleton@newcastle.edu.au (Richard H.
Middleton).
This structure was previously utilised in [1] to propose
a discontinuous control law to achieve set-point regula-
tion for this class of systems. While it may seem restric-
tive to assume this kinematic structure, many systems of
practical importance have been shown to be of chained
form under suitable coordinate and input transforma-
tions. Examples of this are the kinematic car [19] and the
n-trailer system [22]. This form of kinematic structure
plays a central role in the developments presented here.
Dynamic models for many nonholonomic systems (ie.
systems with drift) are able to be formulated within
the port-Hamiltonian framework where the constraints
enter the dynamics equations as Lagrange multipliers
[11]. It was shown in [24] that the Lagrange multipli-
ers, arising from the constraint equations, can be elim-
inated from the pH representation of such systems by
appropriately reducing the dimension fo the momentum
space. Interestingly, the reduced equations have a non-
canonical structure and the dimension of the momen-
tum space is less than the dimension of the configuration
space. It was further shown in [17] that stabilisation of
the pH system can easily be achieved using the reduced
representation via potential energy shaping. Asymptotic
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stability, however, was not considered in that work.
While the control of nonholonomic systems has been ex-
tensively studied within the literature, control methods
that exploit the natural passivity of these systems are
rather limited. Some exceptions to this trend are the
works [5,4,18] which all utilised smooth control laws to
achieve some control objective. In each of these cases, the
control objective was to stabilise some non-trivial sub-
manifold of the configuration space with characteristics
such that Brockett’s condition does not apply. Similar
to this approach, a switching control law for a 3-degree
of freedom mobile robot was proposed in [15]. Each of
the individual control laws used in the switching scheme
were smooth and stabilised a sub-manifold of the config-
uration space. The stabilised sub-manifolds were chosen
such that their intersection was the origin of the config-
uration space. Using a switching heuristic, the switch-
ing control law was able to drive the 3-degree of freedom
robot to a compact set containing the origin.
In our previous work [6], we considered a switching
control law for the Chaplygin sleigh where each of the
individual control laws were potential energy-shaping
controllers were the target potential energy was a dis-
continuous function of the state. Each of the controllers
stabilised a submanifold of the configuration space
where the stabilised sub-manifolds were chosen such
that they intersect at the origin. A switching heuristic
was then proposed such that the system converged to
the origin of the configuration space asymptotically.
Likewise, asymptotic stability of 3-degree of freedom
nonholonomic systems was considered in [8,9] where
the proposed approach was to use a potential energy-
shaping control law where the target potential energy
was a discontinuous function of the state. This ap-
proach has the advantage of not requiring any switching
heuristic to achieve convergence.
In this paper, inspired by the works [1] and [9], we pro-
pose a discontinuous potential energy-shaping control
law for a class of nonholonomic systems 1 . First, the
procedure to eliminate the Lagrange multipliers from
the pH representation of a nonholonomic system pro-
posed in [24] is revisited and the role of physical damp-
ing is defined. Then, considering the reduced represen-
tation of the system, a special geometric structure that
generalises the well know chained form is identified and
called chained structure. A discontinuous control law,
1 A short version of this paper has been accepted for pre-
sentation at LHMNC 2018 [7]. The conference version con-
siders control of the Chaplygin sleigh system using a sim-
plified version of the control law presented here. Lemma 13,
Proposition 14 and Proposition 16 can be found within the
conference version. The extension to n-dimensional systems,
the presented example and all other technical developments
are original to this work.
with the interpretation of potential energy shaping to-
gether with damping injection, is then proposed for n-
degree of freedom pH systems with chained structure
such that the configuration asymptotically converges to
the origin. The controller is shown to be robust against
the damping and inertial properties of the open-loop sys-
tem.
Notation: Given a scalar function f(x) : Rn →
R, ∇xf denotes the column of partial derivatives[
∂
∂x1
f · · · ∂∂xn f
]>
. For a vector valued function
g(x) ∈ Rm, ∂∂xg denotes the standard Jacobian matrix.
In and 0n denote the n × n identity and zero matrices,
respectively. 0n×m is the n×m zero matrix.
2 Problem formulation
This work is concerned with mechanical systems that
are subject to constraints that are non-integrable, linear
combination of generalised velocities:
G>c (q)q˙ = 0k×1, (1)
where q ∈ Rn is the configuration, k is the number of
linearly independent constraints and Gc ∈ Rn×k is full
rank. Such constraints are called nonholonomic, Pfaf-
fian constraints [3] and naturally arises when consider-
ing non-slip conditions of wheels [2]. For the remainder
of the paper, the term nonholonomic is used to refer to
constraints of the form (1).
Nonholonomic constraints do not place a restriction on
achievable configurations of the system, but rather, re-
stricts the valid paths of the system through the config-
uration space. Mechanical systems with nonholonomic
constraints can be modelled as pH systems where the
constants appear as Lagrange multipliers [17]:
[
q˙
p˙0
]
=
[
0n In
−In −D0
][
∇qH0
∇p0H0
]
+
[
0n×m 0n×k
G0 Gc
][
u
λ
]
y = G>0 ∇p0H0 +G>c ∇p0H0 = G>0 ∇p0H0
H0(q, p) = 1
2
p>0 M
−1
0 (q)p0︸ ︷︷ ︸
T0
+V(q),
(2)
where p0 ∈ Rn is the momentum, u, y ∈ Rm, with
m = n − k, are the input and output respectively,
G0(q) ∈ Rn×m is the input mapping matrix, λ ∈ Rk
are the Lagrange multipliers corresponding to the
constraints (1), D0(p0, q) = D0(p0, q)
> ≥ 0 contains
physical damping terms, M0(q) = M
>
0 (q) > 0 is the
mass matrix, T0 is the kinetic energy and V(q) > 0
is the potential energy [12], [20]. It is assumed that
2
(q, p0)
(q, p)
(z, p)
(w, p)
Eliminate Lagrange multipliers
Obtain chained structure
Discontinuous configuration transformation
required to design control law
Fig. 1. The progression of coordinate transformations and
their respective purposes.
the matrix
[
G0(q) Gc(q)
]
∈ Rn×n is full rank. The
constraint equation (1) has been used to determine
G>c ∇p0H0 = G>c q˙ = 0m×1 to simplify the output equa-
tion.
Problem statement: Given the nonholonomic pH sys-
tem (2), design a discontinuous control law u = u(q, p0)
such that limt→∞ q(t) = 0n×1.
Throughout this paper, several coordinate transforma-
tions will be performed on the nonholonomic system
(2) in order to address the problem statement. Figure 1
summarises the coordinate transformations utilised and
states their respective purposes.
3 Elimination of Lagrange multipliers
In this section, the system (2) is simplified by eliminating
the Lagrange multipliers from the pH representation.
As was done in [24], this simplification is achieved via
a reduction of the dimension of the momentum space.
The presented formulation explicitly considers the role of
physical damping which will be utilised in the following
sections. To this end, we recall the following lemma:
Lemma 1 (Section 3, [25]) Let Q0(q) ∈ Rn×n be any
invertible matrix and define p˜ = Q>0 (q)p0. Then, the
dynamics (2) can be equivalently expressed in coordinates
(q, p˜) as:
[
q˙
˙˜p
]
=
[
0n Q0
−Q>0 C˜ − D˜
][
∇qH
∇p˜H
]
+
[
0n×m 0n×k
G G˜
][
u
λ
]
y =
[
G>
G˜>
]
∇p˜H
H˜(q, p˜) , H0(q,Q−>0 p˜) =
1
2
p˜>M˜−1(q)p˜︸ ︷︷ ︸
T˜
+V(q),
(3)
where
D˜(q, p˜) = Q>0 (q)D0(Q
−>
0 (q)p˜, q)Q0(q)
C˜(q, p˜) = Q>0 (q)
{
∂>
∂q
[
Q−>0 (q)p˜
]
− ∂
∂q
[
Q−>0 (q)p˜
]}
Q0(q)
M˜(q) = Q>0 (q)M0(q)Q0(q)
G(q) = Q>0 (q)G0(q)
G˜(q) = Q>0 (q)Gc(q).
(4)
It is now shown that for an appropriate choice of Q0,
(3) can be equivalently described in a reduced momen-
tum space without Lagrange multipliers. To see this, let
G⊥c (q) be a left annihilator ofGc(q) with rankm = n−k.
Using this definition we propose the new momentum
variable
p˜ =
[
µ
p
]
=
[
A>(q)
Q>(q)
]
︸ ︷︷ ︸
Q>0 (q)
p0, (5)
for the system (2) where µ ∈ Rk, p ∈ Rm and Q =
(G⊥c )
>.
Lemma 2 Consider the matrix Q0 in (5). If G
>
c A is
invertible, then Q0 is also invertible.
PROOF. The proof is provided in the Appendix.
The matrix A is then chosen such that G>c A is invertible
which implies that Q0 is invertible by Lemma 2.
Proposition 3 Consider system (2) under the change
of momentum (5). The system dynamics can equivalently
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expressed as[
q˙
p˙
]
=
[
0n Q
−Q> C −D
][
∇qH
∇pH
]
+
[
0n×m
G
]
u
y = G>
∂H
∂p
H(p, q) = 1
2
p>M−1p︸ ︷︷ ︸
T
+V,
(6)
where
G(q) = Q>(q)G0(q)
D(p, q) = Q>(q)D0(q, p0)Q(q)
C(p, q) = Q>(q)
{
∂>
∂q
[
M0Q
(
Q>M0Q
)−1
p
]
− ∂
∂q
[
M0Q
(
Q>M0Q
)−1
p
]}
Q(q)
M(q) = Q>(q)M0(q)Q(q).
(7)
PROOF. By Proposition 1, system (2) under the mo-
mentum transformation (5) has the form
q˙
µ˙
p˙
 =

0n A Q
−A> C˜11 − D˜11 −C˜>21 − D˜>21
−Q> C˜21 − D˜21 C˜22 − D˜22


∇qH˜
∇µH˜
∇pH˜

+

0n×m 0n×k
A>G0 A>Gc
Q>G0 0m×k

[
u
λ
]
y =
[
G>0 A G
>
0 Q
G>c A G
>
c Q
][
∇µH˜
∇pH˜
]
.
(8)
Considering the constraint equation (1),
G>c q˙ = G
>
c ∇p0H0 = G>c Q>0 ∇p˜H˜ = 0k×1. (9)
As G>c A is invertible and G
>
c Q = 0, then (9) implies
that
∇µH˜ = 0k×1. (10)
Considering the ∇p˜H˜ = M˜−1p˜, we obtain
∇p˜H˜ =
(
Q>0 M0Q0
)−1
p˜[
µ
p
]
=
[
A>M0A A>M0Q
Q>M0A Q>M0Q
][
∇µH˜
∇pH˜
]
.
(11)
From (10) and (11), it follows that
∇pH˜ =
(
Q>M0Q
)−1
p
µ = A>M0Q
(
Q>M0Q
)−1
p.
(12)
Thus µ is fully determined by p, rendering the µ dy-
namics redundant. The modified momentum p˜ may be
computed from the reduced momentum p using (12) as
follows:
p˜ = Q>0 M0Q0∇p˜H˜
= Q>0 M0
[
A Q
] [ 0k×1(
Q>M0Q
)−1
p
]
= Q>0 M0Q
(
Q>M0Q
)−1
p.
(13)
Using (13), consider the Hamiltonian function in (3)
T˜ = 1
2
p˜>M˜−1(q)p˜
=
1
2
p>(Q>M0Q)−1p,
(14)
which confirms our choice of Hamiltonian in (6) and mass
matrix in (7). Combining (5) and (13), the canonical
momentum p0 is given by
p0 = Q
−>
0 p˜ = M0Q
(
Q>M0Q
)−1
p. (15)
2
The transformation used in [24] can be seen to be a
special case of the transformation (5) where A = Gc.
This satisfies the necessary condition thatG>c A = G
>
c Gc
be invertible.
An alternative to this transformation arises by choosing
A = M−10 Gc. This satisfies the necessary condition that
G>c A = G
>
c M
−1
0 Gc is invertible. From (12), this choice
leads to:
µ = G>c B
(
B>M0B
)−1
p = 0k×1, (16)
and the modified mass matrix becomes
M˜ =
[
G>c M
−1
0 Gc 0k×m
0m×k Q>M0Q
]
. (17)
This transformation has the property that µ is equal
to the velocities in the directions that the forces due to
nonholonomic constraints act, and is thus trivially zero.
As a result of this, the mass matrix is block diagonalised,
which further reinforces the point that the decoupled
4
dynamics due to the constraints may be omitted from
the model.
Regardless of the choice of a suitable matrixA, for isolat-
ing and eliminating redundant components of momen-
tum in the presence of nonholonomic constraints, there is
still freedom available in the elements of G⊥c . For exam-
ple, we may construct G⊥c to render the modified mass
matrix constant, as done in [5].
Remark 4 In the derivation of [24], the term C has the
form −p>0 [Qi, Qj ] where [·, ·] is the lie bracket and Qk
denotes the kth column ofQ. This expression is equivalent
to the form given in (7).
4 PH systems with chained structure
In this section, two configuration transformations are
proposed for the system (6). The first transformation
fz : q → z is used to transform the system such that the
transformed system has a chained structure, a general-
isation of chained form. A second discontinuous config-
uration transformation fw : z → w is proposed which
serves two purposes: Firstly, the asymptotic behaviour
of z(t) is reduced to the asymptotic behaviour of a single
variable in the w space. Secondly, the control objective
can be addressed by shaping the potential energy to be
quadratic in w.
4.1 Chained structure
Chained form systems are two input kinematic systems
described by the equations:
z˙1
z˙2
z˙3
z˙4
...
z˙n

=

1 0
0 1
z2 0
z3 0
...
...
zn−1 0

︸ ︷︷ ︸
Qc(z)
[
v1
v2
]
, (18)
where v1, v2 ∈ R are velocity inputs and zi ∈ R are
configuration variables [2,1,19]. The kinematic models
of many interesting nonholonomic systems can be ex-
pressed in chained form under the appropriate coordi-
nate and input transformations. A procedure to trans-
form kinematic models into chained form was presented
in [19].
Consider now a new set of generalised coordinates z =
fz(q) for the system (6) where fz is invertible. By Lemma
2 of [10], the system (6) is equivalently described in the
coordinates (z, p) by:[
z˙
p˙
]
=
[
0n Qz
−Q>z Cz −Dz
][
∇zHz
∇pHz
]
+
[
0n×m
Gz
]
u
y = G>z ∇pHz
Hz = 1
2
p>M−1z p+ Vz(z),
(19)
where
Hz = H(q, p)|q=f−1z (z)
Vz = V(q)|q=f−1z (z)
Mz = M(q)|q=f−1z (z)
Qz =
∂
∂q
(fz)Q(q)|q=f−1z (z)
Cz = C(q, p)|q=f−1z (z)
Dz = D(q, p)|q=f−1z (z)
Gz = G(q)|q=f−1z (z).
(20)
Considering the nonholonomic system expressed in the
coordinates (z, p) given by (19), pH systems with chained
structure can now be defined.
Definition 5 A nonholonomic pH system of the form
(19) has a chained structure if Qz has a left annihilator
of the form
Q⊥z (z) =

−z2 0 1 0 · · · 0
−z3 0 0 1 · · · 0
...
...
...
...
. . .
...
−zn−1 0 0 0 · · · 1
 ∈ R(n−2)×n. (21)
The relationship between chained systems and chained
structure is now apparent; Qc as defined in (18) has the
trivial left annihilator of the form (21). This annihilator
is then used as the defining property used in our defini-
tion of chained structure. By this definition, pH systems
with chained structure are two-input systems (u ∈ R2)
with momentum space of dimension 2 (pr ∈ R2).
Remark 6 The kinematics associated with (6) are q˙ =
Q∇prHr where∇prHr is considered an input to the kine-
matic system. If this kinematic system admits a feedback
transformation that transforms it into chained form us-
ing the method presented in [19], then by Proposition 1
of [9], there exists a coordinate and momentum trans-
formation that transforms (6) into (19) with Qz = Qc.
Such a system clearly has a chained structure.
4.2 Discontinuous coordinate transformation
A discontinuous coordinate transformation fw : z → w
for systems with chained structure is now proposed. The
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purpose of this transformation is to render the open-
loop dynamics in a form whereby the control problem
can be addressed by shaping the potential energy to be
quadratic in w.
The transformation fw is defined implicitly by its inverse
mapping:

z1
z2
z3
...
zj
...
zn

= f−1w (w) =

w1
w1w2 +
∑n
i=3
1
(i−2)!w
(i−2)
1 wi∑n
i=3
1
(i−1)!w
(i−1)
1 wi
...∑n
i=3
1
(i+j−4)!w
(i+j−4)
1 wi
...∑n
i=3
1
(i+n−4)!w
(i+n−4)
1 wi

.
(22)
The inverse transformation (22) has been constructed
to satisfy two properties. Firstly, it can be seen that
the mapping f−1w is smooth and if w1 = 0 then z = 0.
Thus the control problem can be addressed in the w
coordinates simply by controlling w1. The second useful
property of (22) is that each element of z(w) = f−1w (w)
satisfies the relationship
zi+1(w) =
∫
zi(w)|w2=0dw1 (23)
for i ≥ 2. Considering chained form systems (18), such a
definition is closely related to the underlying system but
integration now occurs spatially, rather than temporally.
The remainder of this section is devoted to proving that
fw : z → w, defined implicitly by (22), is well defined
for all z1 6= 0.
Lemma 7 The matrix Sn defined as
Sn =

1
2!
1
3! · · · 1(n−1)!
1
3!
1
4! · · · 1n!
...
...
. . .
...
1
(n−1)!
1
n! · · · 1(2n−4)!
 (24)
is invertible for all n ≥ 3.
PROOF. The proof is provided in the Appendix 2 . 2
2 The proof of Lemma 7 was proposed by user1551 on
math.stackexchange.com
Proposition 8 The function fw : z → w, defined im-
plicitly by (22), is well defined for all z1 6= 0.
PROOF. First note that z1 = w1 is invertible for all
z1. Let z
′ =
[
z3 · · · zn
]>
, w′ =
[
w3 · · · wn
]>
and
N(w1) = diag(w1, w
2
1, . . . , w
n−2
1 ). z
′ and w′ are related
by
z′ = N(w1)SnN(w1)w′. (25)
N(w1) is invertible for all w1 6= 0 and Sn is invertible by
Lemma 7. Thus, we have that
w′ = N−1(z1)S−1n N
−1(z1)z′. (26)
Finally, the transformation for w2 can be solved alge-
braically as the solution to
w2 =
z2
z1
−
n∑
i=3
1
(i− 3)!z
(i−2)
1 wi(z). (27)
2
By Lemma 2 of [10], (19) can be equivalently described
in the coordinates (w, p) by:[
w˙
p˙
]
=
[
0n Qw
−Q>w Cw −Dw
][
∇wHw
∇pHw
]
+
[
0n×2
Gw
]
u
Hw = 1
2
p>M−1w p+ Vw,
(28)
where
Hw = Hz(z, p)|z=f−1w (w)
Vw = Vz(z)|z=f−1w (w)
Mw = Mz(z)|z=f−1w (w)
Qw =
∂
∂z
(fw)Qz(z)|z=f−1w (w)
Cw = Cz(z, p)|z=f−1w (w)
Dw = Dz(z, p)|z=f−1w (w)
Gw = Gz(z)|z=f−1w (w).
(29)
5 Stabilisation via potential energy shaping and
damping injection
In this section, a discontinuous control law is proposed
for the nonholonomic pH system (2).
Assumption 9 Consider the nonholonomic pH system
(2) that has been expressed without Lagrange multi-
pliers in the form (6). It is assumed that there exists
a coordinate transformation fz : q → z such that
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f−1z (0n×1) = 0n×1 and the dynamics expressed as a
function of z, given by (19), have a chained structure
with smooth Qz.
Under Assumption 9, (2) can be equivalently represented
in the (z, p) coordinates by (19) with a chained structure
or in the coordinates (w, p) as per (28).
5.1 Stabilising control law
Proposition 10 Consider the system (28) in closed-
loop with the control law
u = −G−1w
{
Q>w [Lw −∇wVw]
+
[
Dˆ +
k
w21
Q>we1e
>
1 Qw
]
∇pHw
}
,
(30)
where Dˆ ∈ R2×2 is positive definite, e1 ∈ Rn is the
first standard basis vector, k > 0 is a constant and L =
diag(l1, . . . , ln) is a constant positive matrix. The closed-
loop dynamics have the form[
w˙
p˙
]
=
[
0n Qw
−Q>w Cw −Dd
][
∇wHd
∇pHd
]
Hd = 1
2
p>M−1w p+
1
2
w>Lw︸ ︷︷ ︸
Vd
,
(31)
where Dd = Dw + Dˆ +
k
w21
Q>we1e
>
1 Qw.
PROOF. The proof follows from direct computa-
tion. 2
The proposed control law is comprised of two parts: po-
tential energy shaping and damping injection. The term
−G−1w Q>w [Lw −∇wVw] can be considered to be poten-
tial energy shaping as its role is to replace the potential
energy term Vw of (28) with Vd. The role of the potential
energy shaping is to drive the system to the configuration
z1 = w1 = 0 whilst keeping each wi bounded. Likewise,
the term −G−1w
[
Dˆ + k
w21
Q>we1e
>
1 Qw
]
∇pHw can be con-
sidered damping injection as it increases the damping
from Dw to Dd. As the dynamics (28) are not defined
at z1 = w1 = 0, the role of the damping injection is to
ensure that the system cannot reach the configuration
z1 = 0 in finite time. The combination of the two terms
drives the system to the configuration w1 = 0 asymp-
totically, but prevents any finite time convergence.
To visualise the potential function Vdw, consider the case
that n = 3. The resulting discontinuous transformation
is given by
fw(z) =

z1
z2
z1
− 2z3
z21
2z3
z21
 . (32)
Figure 2 is a plot of the function
Vz(z) =
1
2
w1(z)
2 +
1
2
w2(z)
2|z2=0 +
1
2
w3(z)
2
=
1
2
z21 +
4z23
z41
,
(33)
which is part of the shaped potential energy function,
projected onto z2 = 0. Interestingly, the level sets re-
semble “figure of eights” and the function diverges as z1
tends to 0, unless the ratio z3
z21
is bounded. Thus, it can
be seen that the potential function only allows the sys-
tem to approach the origin from particular directions.
0
Discontinuous potential function
45
2
z1z3
00
-2
-4-5
V z
| z 2
=
0 5
Fig. 2. A component of the discontinuous potential energy
function Vw = 12w>Lw with n = 3 and L = I3×3 expressed
as a function of z projected onto z2 = 0.
Remark 11 As Qw is full rank, the term ∇pHw can be
expressed as a function ofw, w˙. Thus, the control law (30)
can be expressed independent of the systems mass matrix
Mw. Further, the control law is independent of the open-
loop damping structure Dw. Thus the proposed control
scheme is robust against damping parameters. This is
similar to the case of energy shaping of fully-actuated
mechanical systems.
Remark 12 The control law has been presented as a
function of (w, p) and stability analysis will be performed
primarily in these coordinates. However, the control law
(30) can be equivalently expressed as a function of (z, p)
via the mapping f−1w :
u = −G−1z
{
Q>z
[
∂>
∂z
(fw)∇zVdz −∇zVz
]
+
[
Dˆ +
k
z21
Q>z e1e
>
1 Qz
]
∇pHz
}
,
(34)
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where Vdz = Vdw|w=fw(z). The control law is discontin-
uous as a function of z due to the terms ∂
>
∂z (fw)∇zVdz
and k
z21
Q>z e1z˙1.
5.2 Stability analysis
The remainder of this section is devoted to showing that
the closed-loop dynamics (31) are well defined for all
time and w1 → 0 as t → ∞. To do this, let x = (p, w)
and define the set
U = {x|Hd(x) ≤ Hd(0), w1 6= 0}. (35)
Recalling that fw is well defined for z1 6= 0, the closed-
loop dynamics (31) are well defined on U .
The following proposition demonstrates that the set U is
positively invariant which implies that provided that the
system is initialised with w1(t0) 6= 0, then (31) describes
the system dynamics for all time.
Lemma 13 Any real valued function f(x) satisfies the
inequality,
− 1
x2 − x1
(∫ x2
x1
f(x)dx
)2
≥ −
∫ x2
x1
f2(x)dx, (36)
where x2 > x1 are in the domain of f .
PROOF. The proof follows from the Schwarz inequal-
ity [16]. Details are provided in the Appendix. 2
Proposition 14 If the closed-loop dynamics (31) have
initial conditions such that w1(t0) 6= 0, then the set U is
positively invariant. That is, x(t) ∈ U for all t ≥ t0.
PROOF. The time derivative of Hd satisfies
H˙d = −p>M−1w DdM−1w p ≤ 0. (37)
For any time interval ∆t = [t0, T ) with the property
that w1(t) 6= 0 ∀t ∈ ∆t, the shaped Hamiltonian will
satisfyHd(t) ≤ Hd(t0). Considering thatHd is quadratic
in p and w, this means that p(t) and w(t) are bounded
for all t ∈ ∆t. This means that z(t) is bounded on ∆t
as f−1w is smooth (22). As w1 = z1, p(t) is bounded
and Qz is smooth, considering the dynamics (19) reveal
that w˙1(t) = z˙1(t) is bounded for all t ∈ ∆t. As w˙(t) is
bounded, limt→T w1(t) exists for any T .
Now, for the sake of contradiction, assume that
limt→T w1(t) = 0 for some finite T ∈ [t0,∞). Taking
any interval [t1, T ], such that t1 ≥ t0, pick t′ such that
it maximises w21(t) on the interval [t1, T ]. The time
derivative of the Hamiltonian satisfies
H˙d(t) ≤ − k
w21
∇>p HdQ>we1e>1 Qw∇pHd
= − k
w21(t)
w˙21(t).
(38)
Integrating with respect to time from t′ to T
Hd(T )−Hd(t′) ≤ −
∫ T
t′
k
w21(t)
w˙21(t)dt. (39)
As w1(t
′) = max{w1(t)} ∀t ∈ [t1, T ],
Hd(T )−Hd(t′) ≤ − k
w21(t
′)
∫ T
t′
w˙21(t)dt. (40)
Applying Lemma 13 to this inequality
Hd(T )−Hd(t′)
≤ − k
w21(t
′)
1
T − t′
(∫ T
t′
w˙1(t)dt
)2
≤ − k
w21(t
′)
1
T − t′ (w1(T )− w1(t
′))2
≤ − k
w21(t
′)
1
T − t′w
2
1(t
′)
≤ − k
T − t′ .
(41)
As T − t′ ≤ T − t1 is arbitrarily small, the right hand
side of this inequality can be made arbitrarily large by
choosing T − t1 small enough. However, the Hamilto-
nian is lower bounded, thus we have a contradiction.
Thus, we conclude that there is no finite T such that
limt→T z1(t) = 0 which implies that U is positively in-
variant. 2
By Proposition 14, it is clear that the closed-loop dy-
namics are well defined for all finite time t < ∞. The
asymptotic behaviour of the system is now considered.
The underlying approach taken here is to show that the
system cannot approach any subset of U asymptotically.
To this end, the following Lemma shows that H˙d cannot
be identically equal to zero on the set U .
Lemma 15 Consider the closed-loop dynamics (31) de-
fined for all w1 6= 0. On the set U there is no solution to
(31) satisfying H˙d = 0 identically.
PROOF. The time derivative ofHd along the trajecto-
ries of (31) are given by (37). As Dd,Mw > 0, for (37) to
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be identically equal to zero, p must be identically equal
to zero. This means that p˙ = 02×1 along such a solution.
Evaluating the p˙ dynamics of (31) at p = p˙ = 02×1
results in
−Q>wLw = 0n×1. (42)
From (29), Q>w =
[
Q>z (z)
∂>
∂z (fw)
] ∣∣
z=f−1w (w)
, which al-
lows (42) to be rewritten as
Q>z (z)
∣∣
z=f−1w (w)
∂>
∂z
(fw)
∣∣
z=f−1w (w)
Lw︸ ︷︷ ︸
Qra
= 0n×1. (43)
The expression (43) is satisfied if the columns of Qra are
in the null-space of Q>z . Letting Q
⊥
z be any full rank left
annihilator of Qz, (43) is satisfied if
∂>
∂z
(fw)|z=f−1w (w)Lw =
[
Q⊥z
∣∣
z=f−1w (w)
]>
a(w), (44)
where a(w) ∈ Rn−2 is an arbitrary vector. Rearranging
(44) results in
Lw =
∂>
∂w
(f−1w )
[
Q⊥z
∣∣
z=f−1w (w)
]>
a(w). (45)
Taking Q⊥z to be (21), the term
∂>
∂w (f
−1
w )
[
Q⊥z
]>
is ex-
panded in (46), where ∗ denotes an unevaluated element.
Considering the second row of (45) with the evaluation
in (46), w2 = 0. Substituting in w2 = 0 and considering
the first row of (45), w1 = 0. Clearly, such a solution is
not contained in U . 2
When analysing the asymptotic behaviour of Hamilto-
nian systems, it is typical to invoke LaSalle’s invariance
principle to show that the system converges to the largest
invariant set contained within H˙d = 0. However, we note
that as the closed-loop dynamics (31) have a discontin-
uous right hand side, LaSalle’s theorem does not apply.
The following Proposition shows that w1 does indeed
tend towards zero. The intuition behind that Proposition
is noticing that if the system were to converge to a set
that is at least partially contained within U , then H˙d
would be identically equal to zero on this set. Note that
the proof presented here is very similar in nature to the
proof of LaSalle’s theorem found in [13].
Proposition 16 If the closed-loop dynamics (31) have
initial conditions such thatw1(t0) 6= 0 then limt→∞ w1 =
0. Furthermore, this implies that limt→∞ z = 0n×1.
PROOF. Recall that x = (p, w) and U defined in
(35) is positively invariant by Proposition 14. As Hd is
quadratic in p and w, it is radially unbounded which
implies that U is a bounded set.
By the Bolzano-Weierstrass theorem, any solution x(t)
admits an accumulation point as t → ∞. The set of all
accumulation points is denoted L+. To see that x(t) →
L+, first presume that does not. Then, there exists a se-
quence tk such that d(x(tk), L
+) > . As x(t) is bounded,
x(tk) has a convergent subsequence by the Bolzano-
Weierstrass theorem and such a subsequence converges
to L+, which is a contradiction.
As Hd(t) is monotonically decreasing and bounded be-
low by zero, limt→∞Hd = HL exists. Now suppose that
V = L+ ∩ U 6= ∅. By definition, for each y ∈ V , there
exists a sequence tn such that limn→∞ x(tn) = y. As Hd
is continuous and limt→∞Hd = HL, H(V ) = HL. By
the continuity of solutions on U and Lemma 14, a solu-
tion x(t) with x(0) = y is contained in V . Thus, such a
solution satisfies H˙d(t) = 0.
But by Proposition 15, there is no solution in the set
U satisfying H˙d = 0 identically. Thus we conclude that
V = ∅ and L+ is contained in the set
U¯ \ U = {x|H(x) ≤ H(0), w1 = 0}. (47)
As x(t)→ L+, w1(t)→ 0.
Considering the coordinate transformation (22), and
noting that each wi(t) is bounded, w1(t) → 0 implies
that each zi(t) tends towards zero. 2
Notice that although z tends towards the origin asymp-
totically, the asymptotic behaviour of p has not been es-
tablished. Clearly p(t) ∈ L∞ as 12p>M−1w p < Hd(t) ≤Hd(0) for all time. Further analysis is considered beyond
the scope of this paper and left an area for future re-
search.
6 Car-like system example
In this section, a car-like system is modelled and con-
trolled. The system is shown to have a chained structure
and thus is able to be controlled with the control law
(30).
6.1 Modelling the car-like system
The car-like system (Figure 3) can be modelled as a
mechanical pH system (2), subject to two Pfaffian con-
straints. The kinetic co-energy of the system is computed
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
1 w2 +
∑n
i=3
1
(i−3)!w
(i−3)
1 wi z2(w)|w2=0 · · · zn−1(w)
0 w1 0 · · · 0
0 w1
1
2!
w21 · · · 1(n−1)!wn−11
0 1
2!
w21
1
3!
w31 · · · 1n!wn1
...
...
...
. . .
...
0 1
(n−2)!w
n−2
1
1
(n−1)!w
n−1
1 · · · 1(2n−4)!w(2n−4)1

︸ ︷︷ ︸
∂>
∂w
(f−1w )

−z2 −z3 · · · −zn−1
0 0 · · · 0
1 0 · · · 0
0 1 · · · 0
...
...
. . .
...
0 0 · · · 1

︸ ︷︷ ︸
[Q⊥z ]
>
=

−w1w2 0 · · · 0
0 0 · · · 0
∗ ∗ · · · ∗
∗ ∗ · · · ∗
...
...
. . .
...
∗ ∗ · · · ∗

(46)
y
x
(x1, y1)
θ
φ
(x2, y2)
l
Fig. 3. The car-like system is fixed to the ground at the points
(x1, y1) and (x2, y2). The point (x1, y1) is able to move along
the direction of θ while (x2, y2) can move in the direction of
θ + φ. The two wheels have a fixed distance given by l and
the rear wheel is unable to move relative to the frame. The
front wheel can pivot about its point of anchor to the frame.
We have two control inputs to this system; A torque can be
applied to the front wheel to cause it to turn about φ and
a force can be applied to the rear wheel along the direction
given by θ.
as
T ∗ = 1
2
m1(x˙
2
1 + y˙
2
1) +
1
2
J1θ˙
2
1 +
1
2
m2(x˙
2
2 + y˙
2
2) +
1
2
J2θ˙
2
2,
(48)
where mi, Ji are the masses and moment of inertias of
the rear and front wheels respectively. The system is
subject to two holonomic constraints
x2 = x1 + l cos θ
y2 = y1 + l sin θ,
(49)
which must be satisfied along any solution to the system.
The need for these auxiliary equations can be removed
by the appropriate selection of configuration variables.
Our objective is to stabilise the configuration of the rear
wheel (x1, y1, θ) to the origin. As such, the coordinates
x2 and y2 are eliminated from our dynamic equations by
using the identities (49). Taking the time derivatives of
the constraints (49) results in
x˙2 = x˙1 − lθ˙ sin θ
y˙2 = y˙1 + lθ˙ cos θ,
(50)
which can be substituted into (48) to find
T ∗ = 1
2
m1(x˙
2
1 + y˙
2
1) +
1
2
J1θ˙
2 +
1
2
m2
(
(x˙1 − lθ˙ sin θ)2
+(y˙1 + lθ˙ cos θ)
2
)
+
1
2
J2φ˙
2
2.
(51)
Taking the configuration to be q = (x1, y1, θ, φ), the
mass matrix for the car-like system to be
M0(q) =

m1 +m2 0 −m2l sin θ 0
0 m1 +m2 m2l cos θ 0
−m2l sin θ m2l cos θ m2l2 + J1 0
0 0 0 J2
 . (52)
It is assumed that the system experiences linear viscous
damping with dissipation term
D0 =

du 0 0 0
0 du 0 0
0 0 dθ 0
0 0 0 dφ
 , (53)
where du, dθ, dφ > 0 are the damping coefficients. du is
the coefficient for the x1 and y1 directions while dθ is
the damping in the θ direction and dφ is the damping in
the φ direction. It is assumed that there is a force input
along θ to the rear wheel and a torque input about φ on
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the front wheel, which gives the input mapping matrix
G0(q) =

cos θ 0
sin θ 0
0 0
0 1
 . (54)
The system is subject to two nonholonomic constraints
that arise due to the non-slip conditions on the wheels:
y˙1 cos θ − x˙1 sin θ = 0
y˙2 cos(θ + φ)− x˙2 sin(θ + φ) = 0. (55)
These constraints can be written without x˙2 and y˙2 using
the identities (50) and then expressed in the form (1)
with the matrix
G>c (q) =
[
sin θ − cos θ 0 0
sin(θ + φ) − cos(θ + φ) −l cosφ 0
]
. (56)
The matrices (52), (53), (54) and (56) describe the car
like system in the form (2).
6.2 Elimination of Lagrange multipliers
Now the results of Section 3 are applied in order to ex-
press the equations of motion of the car-like vehicle with-
out Lagrange multipliers. As per (5), we define the ma-
trix
(G⊥c (q))
> =

1 0
tan θ 0
1
l sec θ tanφ 0
0 1
 , (57)
which satisfies G⊥c (q)Gc(q) = 0. Note that this choice of
Gc coincides with the kinematic description of the car-
like vehicle studied in [19]. Defining
Q(q) = (G⊥c (q))
> (58)
allows us to express systems dynamics without Lagrange
multipliers according to Proposition 3. The car-like sys-
tem can now be written in the form (6), where the sys-
tem matrices are computed according to (7),
Q =

1 0
tan θ 0
1
l sec θ tanφ 0
0 1

M =
[
a(q) 0
0 J2
]
D =
[
b(q) 0
0 dφ
]
C =
[
0 c(q)p1
−c(q)p1 0
]
G =
[
l cos(θ1 − θ2) 0
0 1
]
V(q) = 0,
(59)
where
a(q) =
J1 sin
2 φ+ l2m2 + l
2m1 cos
2 φ
l2 cos2 θ cos2 φ
b(q) =
dθ sin
2 φ+ dul
2 − dul2 sin2 φ
l2 cos2 θ cos2 φ
c(q) =
(m2l
2 + J1) sinφ
cosφ(J1 sin
2 φ+ l2m2 + l2m1 cos2 φ)
.
(60)
6.3 Coordinate transformation
The dynamics of the car-like system can be expressed
in a different set of generalised coordinates in order to
obtain a chained structure. Utilising the transformation
proposed in [19], the transformation fz is defined as
z =

z1
z2
z3
z4
 = fz(q) =

x1
1
l sec
3 θ tanφ
tan θ
y
 , (61)
which results in a new pH system of the form (19) with
Qz =

1 0
3z22z3
z23+1
1
l (z
2
3 + 1)
3
2
[
l2z22
(z23+1)
3 + 1
]
z2 0
z3 0
 . (62)
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The control law can be implemented as a function of z
as per (34).
6.4 Numerical simulation
The car-like vehicle was simulated using the following
parameters:
m1 = 0.5
m2 = 2
J1 = 1
J2 = 1
L = diag(1, 10, 0.01, 0.0001)
l = 1.5
du = 4
dθ = 1
dφ = 2
k = 0.01.
(63)
The simulation was run for 60 seconds using the initial
conditions x(0) = 4, y(0) = 2, θ(0) = 0, φ(0) = 0. Figure
4 shows the time history of the states q(t) and control
action u(t) and Figure 5 is a time-lapse plot of the car-
like vehicle travelling from its initial conditions to the
origin.
0 10 20 30 40 50 60
t
-2
0
2
4
q(t
)
Configuration
x1
y1
0 10 20 30 40 50 60
t
-5
0
5
10
u
(t)
Control action
u1
u2
Fig. 4. Time history of the configuration variables of the car–
like vehicle. Using the discontinuous control law, all states
converge to the origin asymptotically.
7 Conclusion
In this paper, a discontinuous control law for set-point
regulation of nonholonomic, port-Hamiltonian systems
with chained structure to the origin is presented. The
control scheme relies on a discontinuous coordinate
transformation that reduces the control problem to
the stabilisation of a single variable in the transformed
space. The proposed control law can be interpreted as
potential energy shaping with damping injection and is
Fig. 5. The car-like vehicle moving through the task space.
The ghosted images represent a time-lapse of the trajectory
at times t0 = 0.0s, t1 = 7.05s, t2 = 60.0s. The red and blue
lines are the paths of the front and rear wheel projected onto
the x− y plane respectively.
robust against the inertial and damping properties of
the open-loop system. Future work will be concerned
with extending the analysis of the closed-loop system
to consider the asymptotic behaviour of the momentum
variables and control action.
References
[1] A. Astolfi. Discontinuous control of nonholonomic systems.
Systems & Control Letters, 38(27):15–37, 1996.
[2] A. Bloch, J. Baillieul, P. Crouch, and J. Marsden.
Nonholonomic Mechanics and Control. Springer-Verlag, New
York, 2003.
[3] H. Choset, L. Lynch, S. Hutchinson, G. Kantor, W. Burgard,
L. Kavraki, and T. Sebastian. Principles of Robot Motion:
Theory, Algorithms, and Implementation. The MIT Press,
2005.
[4] S. Delgado and P. Kotyczka. Energy shaping for position
and speed control of a wheeled inverted pendulum in reduced
space. Automatica, 74:222–229, 2016.
[5] A. Donaire, J.G. Romero, T. Perez, and R. Ortega. Smooth
stabilisation of nonholonomic robots subject to disturbances.
In IEEE, editor, IEEE International Conference on Robotics
and Automation, pages 4385–4390, Seattle, 2015.
[6] J. Ferguson, A. Donaire, and R.H. Middleton. Switched
Passivity-Based Control of the Chaplygin Sleigh. In Proc.
IFAC Symposium on Nonlinear Control Systems, pages 1012–
1017, Monterey, California, 2016. Elsevier B.V.
[7] J Ferguson, A Donaire, and R.˜H. Middleton. Discontinuous
energy shaping control of the Chaplygin sleigh. In Proc.
IFAC Workshop on Lagrangian and Hamiltonian Methods
for Nonlinear Control, 2018, arXiv: 1801.06278.
[8] K. Fujimoto, K. Ishikawa, and T. Sugie. Stabilization of a
class of Hamiltonian systems with nonholonomic constraints
and its experimental evaluation. In IEEE Conference on
Decision and Control, pages 3478 – 3483, 1999.
12
[9] K. Fujimoto, S. Sakai, and T. Sugie. Passivity-based
control of a class of Hamiltonian systems with nonholonomic
constraints. Automatica, 48(12):3054–3063, 2012.
[10] K. Fujimoto and T. Sugie. Canonical transformation and
stabilization of generalized Hamiltonian systems. Systems
and Control Letters, 42(3):217–227, 2001.
[11] H. Goldstein. Classical Mechanics. Addison-Wesley, Reading,
MA, 2 edition, 1980.
[12] F. Go´mez-Estern and A.J. van der Schaft. Physical damping
in IDA-PBC controlled underactuated mechanical Systems.
European Journal of Control, 10(5):451–468, 2004.
[13] H. Khalil. Nonlinear systems. Prentice Hall, New Jersey,
third edition, 1996.
[14] I. Kolmanovsky and N.H. Mcclamroch. Developments in
nonholonomic control problems. IEEE Control Systems,
15(6):20–36, 1995.
[15] D. Lee. Passivity-based switching control for stabilization
of wheeled mobile robots. In Proc. Robotics: Science and
Systems, 2007.
[16] E.H. Lieb and M. Loss. Analysis. American Mathematical
Society, Providence, RI, 2 edition, 2001.
[17] B.M. Maschke and A. van der Schaft. A Hamiltonian
approach to stabilization of nonholonomic mechanical
systems. In IEEE Conference on Decision and Control, pages
2950–2954, 1994.
[18] V. Muralidharan,
M.T. Ravichandran, and A.D. Mahindrakar. Extending
interconnection and damping assignment passivity-based
control (IDA-PBC) to underactuated mechanical systems
with nonholonomic Pfaffian constraints: The mobile inverted
pendulum robot. In IEEE Conference on Decision and
Control, pages 6305–6310, 2009.
[19] R.M. Murray and S.S. Sastry. Steering nonholonomic systems
in chained form. In IEEE Conference on Decision and
Control, pages 1121–1126, 1991.
[20] R. Ortega and E. Garcia-Canseco. Interconnection and
damping assignment passivity-based control: A survey.
European Journal of control, 10(5):432–450, 2004.
[21] C. Samson. Control of chained systems application to
path following and time-varying point-stabilization of mobile
robots. IEEE Transactions on Automatic Control, 40(1):64–
77, 1995.
[22] O.J. Sørdalen. Conversion of the kinematics of a car with
n trailers into a chained form. International Conference on
Robotics and Automation, pages 382–387, 1993.
[23] Y.P. Tian and S. Li. Exponential stabilization of
nonholonomic dynamic systems by smooth time-varying
control. Automatica, 38(7):1139–1146, 2002.
[24] A. van der Schaft and B.M. Maschke. On the Hamiltonian
formulation of nonholonomic mechanical systems. Reports
on Mathematical Physics, 34(2):225–233, 1994.
[25] G. Viola, R. Ortega, and R. Banavar. Total energy shaping
control of mechanical systems: simplifying the matching
equations via coordinate changes. IEEE Transactions on
Automatic Control, 52(6):1093–1099, 2007.
A Appendix
Proof of Lemma 2 Assume that Q>0 is singular. Then,
there exists a non-trivial solution z to Q>0 z = 0. Then,
A>z = 0 (A.1)
and
G⊥c z = 0. (A.2)
Since z 6= 0, then (A.2) requires that z = Gcx for some
x 6= 0 as z must be in the range of Gc. Then (A.1) be-
comesA>Gcx = 0. AsA>Gc is invertible by assumption,
x cannot be non-zero, which is a contradiction. Hence,
we conclude that Q0 must be invertible. 2
Proof of Lemma 7 Consider the matrix
Ak =

(n+1)!
(n−k+2)!
(n+2)!
(n−k+3)! · · · (n+k)!(n+1)!
(n+1)!
(n−k+3)!
(n+2)!
(n−k+4)! · · · (n+k)!(n+2)!
...
...
. . .
...
(n+1)!
(n−1)!
(n+2)!
n! · · · (n+k)!(n+k−2)!
(n+1)!
n!
(n+2)!
(n+1)! · · · (n+k)!(n+k−1)!
1 1 · · · 1

. (A.3)
AsAn = Sn diag{(n+1)!, (n+2)!, · · · , 2n!}, invertibility
of An is equivalent to invertibility of Sn. We will show
that Ak is invertible by induction. Suppose that Ak−1 is
invertible. Subtracting each column ofAk by the column
on its left results in the matrix
A˜k =

(n+1)!
(n−k+2)!
(n+1)!
(n−k+3)! (k − 1) · · · (n+k−1)!(n+1)! (k − 1)
(n+1)!
(n−k+3)!
(n+1)!
(n−k+4)! (k − 2) · · · (n+k−1)!(n+2)! (k − 2)
...
...
. . .
...
(n+1)!
(n−1)!
(n+1)!
n! (2) · · · (n+k−1)!(n+k−2)! (2)
n+ 1 1 · · · 1
1 0 · · · 0

.
(A.4)
Notice that the top right (k − 1) × (k − 1) block is
diag(k − 1, k − 2, · · · , 2, 1)Ak−1 which is invertible by
our inductive hypothesis. Thus A˜k, and hence Ak, is in-
vertible. To complete the proof, we note that A1 = [1] is
trivially invertible.
Proof of Lemma 13 By the Schwarz inequality [16],
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any two real valued functions f(x), g(x) satisfy
(∫ x2
x1
f(x)g(x)dx
)2
≤
∫ x2
x1
f2(x)dx
∫ x2
x1
g2(x)dx.
(A.5)
Taking g(x) = 1, (A.5) simplifies to
(∫ x2
x1
f(x)dx
)2
≤
∫ x2
x1
f2(x)dx
∫ x2
x1
1dx
≤ (x2 − x1)
∫ x2
x1
f2(x)dx
1
x2 − x1
(∫ x2
x1
f(x)dx
)2
≤
∫ x2
x1
f2(x)dx
(A.6)
Taking the negative of this inequality results in
− 1
x2 − x1
(∫ x2
x1
f(x)dx
)2
≥ −
∫ x2
x1
f2(x)dx (A.7)
as desired.
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