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A major problem for firms making information technology investment decisions is predicting and understanding the effects of future technological developments on the value of present technologies. Failure to adequately address this problem can result in wasted organization resources in acquiring, developing, managing, and training employees in the use of technologies that are short-lived and fail to produce adequate return on investment. The sheer number of available technologies and the complex set of relationships among them make IT landscape analysis extremely challenging. Most IT-consuming firms rely on third parties and suppliers for strategic recommendations on IT investments, which can lead to biased and generic advice. We address this problem by defining a new set of constructs and methodologies upon which we develop an IT ecosystem model. The objective of these artifacts is to provide a formal problem representation structure for the analysis of information technology development trends and to reduce the complexity of the IT landscape for practitioners making IT investment decisions. We adopt a process theory perspective and use a combination of visual mapping and quantification strategies to develop
Introduction
The information technology landscape is in a constant state of change. An overwhelming number of information technologies are available for use by organizations and that set continues to grow. Additionally, the economic scope of IT investments can be substantial. Inappropriate IT investment decisions can, therefore, have major adverse effects on organizational performance. These factors contribute to the difficulty of making IT investment decisions. Our discussions with IT managers also indicate that it is difficult to accurately forecast advances and trends in IT. Nevertheless, IT investment decisions must be made. Senior managers must understand the nature of technological change and be able to accurately interpret the IT landscape 2 to position their firms' high-value technology investments and to achieve success with emerging market opportunities.
The following quote from the vice president of global IT infrastructure at a Fortune 500 company shows a typical response to this problem-outsourcing the IT landscape analysis along with the IT strategic decision-making process to third parties:
It's kind of a funny thing. In IT it's okay to outsource your future decision-making, but with the business you would never do that... [Companies] outsource their IT decision making just because it's so complicated. -Vice President of Global IT Infrastructure at a Fortune 500 company
The difficulty lies in the need for skills and expertise beyond the capabilities of most firms. As a result, many firms rely on reports produced by consulting companies such as Gartner, Forrester, and IDC, and advice provided by their existing IT partners and suppliers. We recognize that such input can be helpful in the decision-making process; however, our in-depth interviews with IT experts identified two key concerns with this approach. First, advice provided by existing partners and suppliers is often biased; existing suppliers have an incentive to encourage firms to continue their investment. Second, reports produced by third parties are usually too general and often lack formal analysis of the IT landscape, relying primarily on expert opinion and simple extrapolations to make recommendations.
The main challenge is the dynamic nature of the whole rapidly changing IT environment...what we need are more formal frameworks and tools to help see more clearly the current and potential future technology landscapes. There is definitely room for improvement in developing these types of tools for managers. -Senior Academic Researcher and IT Industry Consultant
To address these problems, we propose a new theory-based conceptual approach, a set of new constructs, and a novel methodology for formally analyzing the IT landscape and identifying trends in IT evolution. Adomavicius et al. (2007) proposed a new ecosystem model of technology evolution for understanding the dynamic and complex nature of technological evolution. Building on this model, we use a process theory approach (Langley 1999; Mohr 1982) to develop a new set of problem representation constructs and a novel methodology for identifying and visualizing patterns of technology evolution in the IT landscape. We extend prior work in this research stream by going beyond the typical use of ecosystems merely as an analogy and developing a new set of analytical tools that aid practitioners in evaluating technological change. The goal of our new approach and methodology is to complement existing techniques and provide firms that make IT investment decisions with a more formal technique for analyzing specific IT ecosystems, making sense of the interdependent relationships among the technologies they contain, and aiding in IT trend prediction.
We adopt a design science research approach (Hevner et al. 2004; March and Smith 1995) . Design science research involves the construction and evaluation of IT artifacts, constructs, models, methods, and instantiations, by which important organizational IT problems can be addressed. Our proposed set of artifacts includes constructs and a model for 2 Throughout the paper we often use the terms IT landscape and IT ecosystem.
IT landscape is commonly used by practitioners to describe the overall IT environment. IT ecosystem is a term that we operationally define as a portion of the IT landscape centered on a specific set of technologies in a specific context that is the subject of analysis using the methods and artifacts that we will shortly propose.
representing relationships between IT components, products, and infrastructure, and a new method for identifying and representing patterns of technology evolution. Together, they constitute a novel process for representing, understanding, evaluating, and forecasting the IT landscape, thus enabling managers to make more effective IT investment decisions. As noted by Benbasat and Zmud (2003) , the information systems research discipline includes the development of methodological practices and capabilities involved in the planning, construction, and implementation of IT artifacts. This research follows in that vein by providing a new set of tools for analysts involved in the IT investment and development decision-making process.
An important aspect of design science research is the evaluation of the proposed artifacts; in other words, the utility of the proposed artifacts must be demonstrated. To perform this evaluation, we first present two cases to establish validity of the proposed constructs and methods and demonstrate their use in characterizing specific IT ecosystems and IT evolution. We then assess the use of the proposed constructs and methods through in-depth semi-structured interviews with a set of knowledgeable IT industry experts including senior IT executives, consultants, industry research analysts, and academic researchers. These interviews were conducted to provide (1) further understanding and motivation for the business and organizational IT problem we address, (2) an evaluation of the utility of our proposed approach in real-world settings, and (3) suggestions for improvements and future work.
The remainder of the article proceeds as follows. The next section reviews the conceptual foundations of the research and discusses sensemaking from process data and the IT ecosystem model. The third section outlines the new problem representation structure and defines our analytical constructs, including the concepts of IT ecosystem, technology roles, technology paths of influence, and patterns of technology evolution. In the fourth section, we present a state-diagrambased visualization approach for representing trends in IT evolution and illustrate the application of the constructs with a qualitative example from the digital music industry. The fifth section further demonstrates the application of the constructs with a quantitative analysis of the wireless networking IT ecosystem using a new empirical method for identifying trends in IT evolution. The sixth section provides an evaluation of the utility of our proposed approach using indepth interviews with IT industry experts and an analysis of complementarities with existing techniques for technology forecasting. The final section provides a summary of contributions and limitations of our work as well as opportunities for future research.
Conceptual Foundations
Decision-making and justification for IT investments are of strategic importance for modern firms and can be difficult for even the most-seasoned and knowledgeable managers in the presence of technological, organizational, and market complexity (Bacon 1992; Clemons and Weber 1990 ). An important aspect of the IT investment decision-making process is analyzing the market landscape to identify and predict trends in IT development, which is often helpful for investment planning and product development strategies. Formal analysis in this domain has traditionally been difficult, primarily due to the sheer number of available technologies and the complex inter-relationships among them. Compounding this problem is the fact that practitioner knowledge of the historical drivers, relationships, and patterns of technology evolution is often limited, and rarely is it well-structured outside the realm of the IT forecasting and consulting firm "gurus." The objective of our research is to address this problem by providing industry practitioners with a new set of tools for analyzing the IT landscape and predicting IT trends. We use existing theory on technology evolution and IT innovation and use a process theory approach to guide the design of the constructs upon which we formulate and develop our proposed tools.
The Process Theory Perspective for Design Science Research
Understanding the complexity and changes that occur over time in the IT landscape requires sensemaking (Weick 1979) of an environment that consists of many technologies and relationships. Process theories are concerned with explaining how complex outcomes evolve or develop over time (Markus and Robey 1988; Mohr 1982) , and, therefore, provide the ideal lens for developing tools to analyze the IT landscape.
The process theory approach has been used extensively in IS research, most notably as a base for structuration analysis (Orlikowski 1993; Orlikowski and Robey 1991) and for modeling sequences of events (Abbot 1990; Newman and Robey 1992) . In many cases, the process theory approach was applied to inform the development of new techniques for analyzing complex process data. Process data are difficult to analyze and manipulate because they deal mainly with sequences of events, often involve multiple levels and units of analysis, vary in terms of temporal precision and duration, and tend to focus on eclectic phenomena such as changing relationships (Langley 1999) . This description matches the type of data available to analyze and predict trends in an IT landscape-event data (e.g., new technology introductions) consisting of multiple types of technologies with differing attributes and various measures of time. Our tools should be designed to help practitioners understand how technologies evolve over time and why they evolve in a certain way, which is also a key objective of process-data-related research (Van de Ven and Huber 1990). Langley (1999) outlines seven strategies for sensemaking and theorizing with process data, and our current research uses a combination of two of them-the quantification strategy and the visual mapping strategy-to develop the proposed artifacts. The quantification strategy, as exemplified by the research of Van de Ven and Poole (1990) , involves the systematic coding of events according to predetermined characteristics. It further involves gradually reducing the complexity of the process data to a set of quantitative time series that can be analyzed using empirical methods (e.g., Garud and Van de Ven 1992; Romanelli and Tushman 1994) . The visual mapping strategy, which can be used for the development and verification of theoretical ideas, involves producing graphical representations of process data to present large quantities of data in relatively little space (Miles and Huberman 1994) . Visual mappings allow simultaneous representations of a large number of dimensions and can be easily used to show precedence, parallel processes, and the passage of time (Langley 1999) . The representations it produces can help researchers (and in our case, managers) look for common sequences of events, patterns, and progressions in process data (Langley and Truax 1994) . A common use of visual mapping strategy is the development of process maps, as demonstrated by both organization researchers (e.g., Meyer 1991; Meyer and Goes 1988) and decision science researchers (e.g., Mintzberg et al. 1976; Pentland 1995) .
Our research combines the principles and sensemaking strategies of process theory with the formal guidelines of design science research (Hevner et al. 2004 ) to develop new tools for modeling, visualizing, analyzing, and predicting trends in the IT landscape. The quantification strategy is used for coding IT innovations and developing a methodology for empirically identifying patterns of technology evolution. The visual mapping strategy is used to represent these patterns over time.
The Technology Ecosystem
An ecosystem view is a useful approach for representing the many technologies and relationships that make up the IT landscape. Freeman's (1977, 1989) seminal work on organizational ecology has sparked the increased use of an ecological analogy in business and organization research. The theoretical perspective of organizational ecology is used to examine the environment in which organizations compete as well as the birth and death processes of firms. Strategy researchers have also adopted an ecosystem model in the analysis of business relationships and strategic decision-making (Iansiti and Levien 2002, 2004) . Managers and academicians are recognizing the value of the ecosystem metaphor for understanding the complex network of business relationships within and across industries (Harte et al. 2001) . Most recently, IS researchers have also begun to adopt an ecosystem perspective: Quaadgras (2005) used network modeling techniques to define the RFID business ecosystem and forecast firm participation, Nickerson and zur Muehlen (2006) analyzed Internet standards creation using a population ecology model, and Funk (2007) presented a hierarchy of relationships between technologies to determine the timing of dominant technology designs.
Although the ecosystem view is proving to be important in business and research, in most cases the ecosystem perspective has been used merely as means of starting discussion. There has been a lack of development of analytical tools that provide real value to practitioners based on an ecological perspective. Additionally, previous research incorporating the ecosystem analogy has focused primarily on industrial ecosystems and relationships between firms and organizations. Our research goes beyond this existing literature in an effort to formalize the ecosystem analogy in the context of IT and apply it to the task of forecasting IT trends.
Two recent papers on IT innovation and technological change provide insights for developing an IT ecosystem model. Lyytinen and Rose's (2003) model of disruptive IT innovation considers the interrelationships among technological innovations at the systems development, IT base, and IT service levels. They argue that existing IT innovation theory must be expanded upon, and modeling cross-level impacts of innovation is one of the key steps in understanding the relationships among different technologies over time. In their analysis, they take a primarily organizational innovation view, which demonstrates the effects of disruptive IT innovation on the firm's adoption and acceptance of new technologies. Our research differs by focusing on the technology level of analysis and considering relationships between technologies and technological innovation independent of specific firms. Adomavicius et al. (2007) explored an ecosystem approach to technology evolution for the purposes of representing temporal relationships among technologies. Although both of these papers provide useful frameworks for viewing relationships among technologies in the IT landscape, they both stop short of providing useful tools for practitioners and researchers. We attempt to address this gap by using the insights from this prior research to inform the design of our formal modeling constructs and methods, with the goal of producing useful tools to aid IT decision makers in identifying, analyzing, and predicting trends in the IT landscape.
The term technology ecosystem emphasizes the organic nature of technology development and innovation that is often absent in standard forecasting and analytical methods. The traditional notion of an "ecosystem" in biological sciences describes a habitat for a variety of different species that coexist, influence each other, and are affected by various external forces. In the ecosystem, the evolution of one species affects and is affected by the evolution of other species. By considering the technology ecosystem as an interrelated set of technologies, a manager can more successfully identify factors that may impact innovation, development, and adoption of new technologies-and ultimately the success of the business activities that use the innovations.
The ecosystem model of technology evolution (Adomavicius et al. 2007 ) integrates the strengths of many modeling methods and theoretical frameworks in economics, engineering, and organizational theory. Three key research streams are combined to provide a comprehensive conceptual model of evolution within a technology ecosystem. First, the population perspective (Saviotti 1996; Saviotti and Metcalfe 1984) proposes that multiple interrelated technologies should be viewed as a system or population whose characteristics and members change over time. This concept of viewing technologies as an interrelated system is also supported by Dosi's technology paradigms (1982) , Nelson and Winter's technology regimes (1982) , Laudan's technology complexes (1984) , and Sood and Tellis' platform of innovation (2005) . Second, complex systems of technologies can be organized in hierarchies (Clark 1985; Rosenkopf and Nerkar 1999) , which leads to the definition of specific roles played by technologies in the ecosystem. Three levels of the hierarchy are typically considered: component-level technologies combine to form product-level technologies, and products are then grouped to form a system of use. Coevolution of technologies in this model occurs both within and across levels in the hierarchy (Campbell 1990; Rosenkopf and Nerkar 1999) . Finally, technologies tend to follow specific trajectories (Dosi 1982) and patterns of innovation (Sahal 1981 (Sahal , 1985 through the process of technology evolution. Clark (1997, 2000) argue that, in the "age of modularity," specific design rules govern the common patterns of technological innovation. This suggests that patterns and trends in IT innovation can be identified.
Each of the aforementioned research streams (i.e., technology populations, technology hierarchies, and technology trajectories) provides a different (and perhaps complementary) perspective for understanding technological change and has its advantages and limitations. Thus, one of the major contributions of our work is the synthesis of these different research perspectives to develop constructs and methods leading to a more comprehensive understanding of technology evolution.
Model and Constructs
The core of our model is the concept of an IT ecosystem and a set of roles and relationships that are used to code technology innovations and represent patterns of technological change. In this section, we discuss our use of theory to support the design of artifacts (Gregor 2006) and define constructs that provide foundations for a new visual representation and empirical approach for modeling technology evolution patterns over time.
IT Ecosystem
The size and complexity of the IT landscape contributes to the difficulty of predicting future IT developments. To reduce this complexity, we introduce the concept of an IT ecosystem. Following the notions of systems of use (Rosenkopf and Nerkar 1999) and technology ecosystem (Adomavicius et al. 2007 ), we define an IT ecosystem as a subset of information technologies in the IT landscape that are related to one another in a specific context of use. There can be many different IT ecosystems, which can also possibly overlap. A specific context of use is necessary to be able to define the most relevant set of technologies that make up an IT ecosystem. For example, an IT ecosystem could be defined by an analyst working for a mobile phone manufacturer interested in the context of providing mobile entertainment to users. This ecosystem would include the technologies involved in the delivery and consumption of mobile-phonebased entertainment. By limiting the scope of an ecosystem through the context of use, the complexity of the IT landscape is greatly reduced, and trends relevant to the analysis at hand can be more easily identified.
Roles in the IT Ecosystem
The hierarchical nature of technologies within a population leads to the identification of specific roles that technologies can play within an IT ecosystem. By acting through these roles, classes of technologies can influence each others' evolution and development through common patterns of inno-vation. Due to the systemic nature of IT, information technologies can act as products and applications, components, or infrastructure (Adomavicius et al. 2007 ).
The product and application role describes technologies that interact with a user in the given context of use and are built up from component technologies. They are designed to perform a specific set of functions in the specific context of use. For example, in an IT ecosystem centered on digital music playback, an MP3 player would act in a product role because it interacts directly with the user in the given context: storing and playing digital music files. Other technologies that would be considered products in this context include CD players, mobile phones, laptops, and satellite radio devices.
The component role represents technologies that are subunits or subsystems of other technologies in an IT ecosystem. For example, in a personal computing IT ecosystem, there are several technologies that act as components: microprocessors, RAM chips, hard disk drives, etc. Individually and in combination, these components provide functionality to products (such as laptops, desktops, PDAs, and smart phones) in this IT ecosystem. The concept of component is very closely related to module as defined by Baldwin and Clark (2000) . To differentiate between components and products, the latter are typically defined by designers and emerge by combining components into products that solve users' problems or needs. For example, a recent report on emerging economies notes that combining existing components to create new products is becoming a common mode of technological innovation (Economist 2007) . Individual component technologies can be subunits of multiple products in the same ecosystem and contain components themselves. For example, the hard disk drive is a standard component in many of the products mentioned above. However, the hard disk drive also has a set of component technologies itself, including DC spindle motors, actuators, and platters. This emphasizes the importance of defining the scope of the IT ecosystem around a context of use relevant to a specific analytical task.
The infrastructure role describes technologies that enable or work in conjunction with (or as a peripheral to) product and application role technologies in an IT ecosystem. Note that the term infrastructure has multiple connotations in the research literature. For example, Star and Ruhleder (1996) define infrastructure as a constellation of products that are in use by multiple communities (over time and space). In this paper, we define infrastructure as technologies that add value to the use of the product technologies they support in the given context of use. Therefore, technologies in the infrastructure role are, by definition, differentiated from product technologies. For example, in the personal computing IT ecosystem, a printer becomes an infrastructure technology because it is not physically necessary for the design and use of a PC, but it extends the PC's functionality, expands the PC's system of use, and provides additional value and services to users.
Paths of Influence in the Technology Ecosystem
Technological evolution and development is complex and can take many paths within a technology ecosystem. Boland et al. (2003) argue that understanding the changes of information technology over time requires an integrated view of the innovation process. In particular, their work highlights the importance of history and the effects of time in understanding innovation (Arthur 1989) and viewing it as a continuous path creation process. To capture the types of temporal influences technologies have on one another, we define paths of influence to represent the impacts of innovation across technology roles within an IT ecosystem. Innovations in any one of the technology roles within an ecosystem can cascade through the other roles resulting in subsequent innovations. We are essentially adopting a path-dependent view, in which change in an IT ecosystem follows "a dynamic process whose evolution is governed by its own history" (David 2007, p. 1) . For example, the introduction of a new component technology can influence the development of new product technologies in the future, representing a specific path of influence: Component role  Product/application role* (or CP*). Here the asterisk (*) is used to indicate a future state of a technology role in the ecosystem, and C, P, and I are used as abbreviations for component role, product and application role, and infrastructure role.
Paths of influence represent the impact one technology role has on another in the evolution of a set of technologies in the ecosystem. For example, the success of the DVD player has helped drive the development of new DVD component technologies. These include recordable DVD ROMs, multi-layer DVD ROMs, and new blu-ray and HD technologies (PC*). Similarly, the evolution of infrastructure technologies can drive the development of new product technologies. For example, a third-generation cellular phone network provides infrastructure for new phone services and applications such as streaming video and rich applications (IP*). Paths of influence provide a problem representation structure for analyzing technological interdependencies in an IT ecosystem over time. Specifically, they provide a way to reduce the complexity of relationships among technologies within an ecosystem and identify trends in technological change. 
Diffusion and Adoption.
Examples: Widespread adoption of personal computers helps drive high-speed internet service development.
Infrastructure Present State (I)
Infrastructure-Driven Component Development. Examples: Internet and broadband infrastructure helps drive development of wireless chipsets and multimedia optimized processors.
Infrastructure-Leveraging Product Development.
Examples: Internet-optimized PC designs and smart phones designed to utilize the broadband wireless services.
Support Evolution.
Examples: Continual improvement of networking infrastructure, such as gigabit Ethernet and fiber optics.
3 × 3 matrix that classifies the nine possible paths of influence based on the three information technology roles. The examples in Table 1 are potential paths of influence in a personal computing IT ecosystem.
There are many theories of what drives technological change. Technological determinism posits that technological development drives social and cultural changes (Smith and Marx 1994) , while social construction of technology (SCOT) argues the opposite: society and culture determine technological development (Bjiker et al. 1987) . A related, yet slightly different debate exists in the economics and management literature. On one hand, demand-side forces, such as consumer and market needs, drive technological development (e.g., Adner and Levinthal 2001 , Clark 1985 , Malerba et al. 1999 . The opposing perspective is that supply-side forces, such as firm capabilities and research and development, are responsible for technological development (e.g., Dosi 1982 , Sahal 1985 . Our current model is focused on the technical drivers of technological change (Nelson 1995) and does not explicitly model external forces such as society, culture, and the supply or demand environment. We recognize that society and culture impact the development and evolution of technology. Clearly, technological determinism and SCOT encompass the set of theoretical perspectives on technology evolution. Both technological and social forces impact the development of technology, and in our theoretical model we assume that the mix of these forces varies by ecosystem and, therefore, is an endogenous factor to our analysis. In an effort to develop a parsimonious model and usable artifacts that reduce the complexity of the IT landscape, our current model is focused only on technology roles and relationships in an IT ecosystem. Although our long-term goal is to incorporate both societal and technological forces and develop a comprehensive set of interactions, in this paper we demonstrate that reducing technological complexity while increasing the understanding of the IT landscape can be accomplished by focusing strictly on relationships among information technologies. Thus, since our model is targeted for use by domain experts, for this study we assume that domain experts are aware of market and social forces and will be able to define their ecosystems with appropriate consideration.
Representing Patterns of Technology Evolution
Identifying patterns of technological change within an IT ecosystem is necessary for predicting future trends. Sahal (1981 Sahal ( , 1985 identifies several specific patterns of technological change, including invention, innovation, and diffusion, and recognizes that technology development follows an evolutionary process. Other researchers have made similar observations. Worlton (1998) observes that patterns of technological change typically follow four stages: invention, innovation, diffusion, and change of scale, and Clark (1997, 2000) argue that, due to increased modularity, specific design rules can lead to predictable innovation patterns. The constructs defined in the previous section can be used to identify patterns of technological change within an IT ecosystem.
Visual mapping strategies provide a means for simultaneously representing multiple dimensions and can help researchers identify common patterns, sequences, and progressions in process data (Langley 1999; Langley and Truax 1994) . For example, Nickerson and zur Muehlen (2006) demonstrated the use of a population ecology perspective to map out the complexities in Internet standards making. They use a visual mapping strategy to represent the "space-time network" of the migration of ideas generated during Web services standards development. Similarly, Boland et al. (2003) used a visual mapping strategy to represent path creations in industries as a result of IT-led innovations. We present a method for visually mapping patterns of technological change in an IT ecosystem to help IT practitioners identify, analyze, and predict IT trends using the concepts of technology roles and paths of influence.
As technologies evolve, some new technologies are introduced, and some existing technologies die out. An ecosystem's form and content change as well as the patterns of evolution occurring within the ecosystem. Technologies in an ecosystem can be coded into the roles
• components (e.g., technological subunits that can be combined to form higher-level technologies) • products (e.g., technologies that interact with the "user" in a given usage context) • infrastructure (e.g., technologies that support and extend the use of product technologies)
Within a specific time period, the quantity of technologies in each role determines the dominance of a role in the ecosystem. Transitions from one set of dominant roles in the ecosystem to another set can then be represented by paths of influence and, over time, evolutionary patterns can be identified as collections of the paths of influence occurring in the IT ecosystem. Table 1 provided a pattern template, and Figure 1 provides examples of several patterns of technological change, each one represented by a collection of paths of influence (denoted by shaded cells) occurring in an ecosystem at the same time.
An alternative representation of the patterns can be achieved using a graph-based approach. The nodes in Figure 2 represent the collection of component (C), product (P), and infrastructure (I) technologies at each time in the evolutionary process. The edges between nodes represent the individual paths of influence, and the evolutionary patterns are represented by the set of edges in each time period.
Three roles may seem to offer a rather simple representation; however, nine possible paths of influence emerge from these roles, and dozens of possible patterns of technology evolution emerge as various combinations of different paths of influence. The three technology roles provide a simple set of constructs that enable representation of a large number of complex patterns of technological change.
Although the ability to identify single patterns of evolution in technology ecosystems provides insights for managers making technology-related decisions, a more significant contribution of the ecosystem model is its ability to provide a systematic approach for describing the temporal changes (transitions) in the ecosystem using these patterns. In the next section, we demonstrate the use of our approach by examining how a series of evolutionary transitions can be represented by connecting multiple patterns over time, which can lead to the identification of some intrinsic patterns that can be utilized in technology forecasting. We also demonstrate how analysts can use educated speculation based on the results of our approach to forecast future patterns of technological change.
Qualitative Application: Evolutionary Transitions in Digital Music Technologies
We use the digital music technology ecosystem to provide a demonstration of a qualitative approach for applying the constructs and identifying patterns of technological change. This example demonstrates the design and use of our constructs and communicates their relevance for both IS research and practice. We use our visual mapping strategy to create a state diagram to map the patterns of technological change and innovations that emerge.
Qualitative Analysis Approach
The digital music technology ecosystem is an ideal setting for analysis. It includes many different component, product, and infrastructure technologies and, although most digital music technologies have only existed since the mid-1990s, there has been a significant amount of technological change in this ecosystem. Demand for these technologies has skyrocketed over the past several years, so we expect to see many new product introductions in the market. Additionally, digital music tech- nologies span the consumer electronics, entertainment, and computer industries, which suggest that there is an underlying complexity in their design and relationships within the ecosystem. Furthermore, digital music technologies have revolutionized the consumption of music and other forms of media, and most people can relate to these technologies since they likely own or use them.
In developing this qualitative example, we follow the descriptive approach outlined by Hevner et al. (2004) to demonstrate the application of our proposed constructs. We used LexisNexis and Internet search tools to gather announcements, news stories, and historical records related to technologies in the digital music ecosystem between 1989 and 2006. In total, we gathered information on approximately 100 related technologies (e.g., flash-based storage, LCD screens, MP3 players, digital music services). These announcements were coded into examples of new technologies in the component, product, and infrastructure roles. Using information on the timing of technology releases, we developed a rich qualitative interpretation of technology trends in the ecosystem. We provide insights on the nature of digital music technology evolution and illustrate the use of our artifacts for qualitative analysis of an IT ecosystem.
Technology Evolution in the Digital Music Ecosystem
The demand for digitally formatted music files, players, and services has grown steadily over the past decade. In fact, a new digital music market has developed with many technolo-gical innovations and rapid consumer adoption. Since it was originally patented in Germany in 1989, the MP3 audio compression format has had a significant impact on the traditional music industry. In 1999, peer-to-peer (P2P) file sharing networks gained rapid acceptance, sparking legal battles and the development of new encryption and filetracking technologies. In February 1999, Sub Pop Records became one of the first labels to begin releasing music in the MP3 format (Wired News 1999). Since then, the introduction of mass storage digital music players and online digital music retailers has transformed the music business. Table 2 and Figure 3 provide multiple illustrations of the time line and the evolution of digital music technologies.
Digital music technology evolution started with the introduction of the MP3 compression format and software applications for playing MP3-encoded music files. The birth period of the digital music industry was characterized primarily by the initial product development pattern of technology evolution (Figure 1a ), where component technologies (such as the MP3 compression format) and product technologies (digital music software, such as WinAmp) were being refined as they gained more attention. Activities in this era included the refinement of the MP3 format by integrating it into MPEG-1 in 1992 and MPEG-2 in 1994. Once MP3 files reached a reasonable level of adoption, a feed-forward pattern of technology evolution ( Figure 1c ) took over as new product and infrastructure technologies were introduced based on the MP3 encryption format. The first portable MP3 player, the 32MB MPMan device from Eiger Labs, was released in mid-1998 (Van Buskirk 2005 , and P2P networks were introduced with Napster's inception in May 1999. Both technologies emerged because of the popularity of the MP3 compression format.
As popularity increased for the technologies in the digital music ecosystem, additional infrastructure technologies were developed to align with existing product offerings (Figure 1b) , including refinements to P2P networks and the introduction of new digital music encoding standards, such as Microsoft's WMA and Apple's AAC. As a result of the continued growth in popularity of digital music products and technologies, a feed-back pattern of technology evolution (Figure 1d ) took hold, and new components and products, such as higher capacity flash-storage-based players, were developed. At this point, the majority of MP3 players were flash-storage-based and virtually all MP3 file distribution occurred over P2P networks. 
Mapping the Analysis Back to the Constructs
The events that occurred in the digital music technology ecosystem can be represented as patterns of technological change using the roles and paths of influence. Figure 4 provides a visual representation of transitions between multiple evolutionary patterns over time. Coding the technologies into roles allowed us to identify paths of influence, represented by the arrows in Figure 4 , and multiple patterns of technology evolution, represented by the collection of arrows in each time period. Figures 3 and 4 represent two different ways in which we can visually depict the sequence of 3 × 3 matrices representing paths of influence as a state diagram. Both qualitative and quantitative analysis can be used to develop these representations of evolutionary patterns, enabling an analyst to understand and predict the next generation of technologies in the desired context. Our development is supported by prior research, which shows that innovation typically occurs in specific patterns (Baldwin and Clark 2000; Sahal 1981 Sahal , 1985 Worlton 1998) , in some cases cycles (Rosenkopf and Nerkar 1999; Worlton 1998) , and that new innovations typically replace existing ones (Rosenkopf and Nerkar 1999) .
Based on this visual mapping, an analyst could forecast that the next generation of digital music technologies will begin as new components are introduced that allow for even more advanced features in product technologies. For example, the evolution of components that are used across multiple ecosystems may result in the convergence of hand-held computing devices (e.g., PDAs, cellular phones, MP3 players, digital cameras). In fact, Motorola introduced one of the first MP3-enabled mobile phones (Shillingford 2005) 
Quantitative Application: Evolutionary Transitions in Wi-Fi Technologies
To further substantiate the application of our constructs and model, we developed a new empirical methodology to identify technology evolution patterns by combining a quantification strategy with the visual mapping state-diagram-based approach for sensemaking from process data (Langley 1999; Van de Ven and Poole 1990) . A quantitative approach for analyzing the IT landscape provides a strong complement to the qualitative approach we demonstrated in the previous section. When sufficient data on the introduction of technologies are available, a quantitative approach provides additional rigor to the identification of evolutionary patterns. We follow guidelines in Hevner et al. (2004) and use an analysis of real data to demonstrate our methodology.
Data
The wireless networking ecosystem provides an appropriate context for applying our empirical methodology for several reasons. Similar to the digital music technology ecosystem example, wireless networking technologies are relatively young but have experienced a large amount of technological change; in addition, these technologies also fit into the computer and consumer electronics industries, so complexity is high. However, unlike digital music technologies, wireless networking technologies have had clearly defined generations based on IEEE standards. The existence of these standards suggests that recognizable patterns may exist, and our empirical methodology can be validated by identifying those patterns. Furthermore, wireless networking technologies are used not just by individuals but also by firms and organizations. They are also typically certified by the Wi-Fi Alliance, which maintains a database of product certifications and makes the data publicly available. 
Empirical Methodology
Following a quantification strategy similar to Van de Ven and Poole (1990) , we present a methodology for reducing the complexity of technology evolution process data to a set of time-based quantitative data that can be used to empirically identify patterns. Table 3 provides a high-level description of the steps in the methodology.
First, raw technology introduction data were coded according to the component, product, and infrastructure roles within a specific ecosystem (Step 1 in Table 3 ). As noted above, the wireless networking data were coded based on the product category assigned to a technology in the Wi-Fi Alliance certification. Next, to derive a baseline for the number of new technologies introduced over time, we estimated a function of the frequency of all technologies introduced across all roles (Step 2 in Table 3 ). This function provides an approximation for the total innovation activity in the technology ecosystem over time. A wide variety of approximation techniques may be used for this purpose. For example, for the wireless network data we used a 5-month moving average of the frequency counts (i.e., to eliminate random monthly fluctuations and obtain the underlying trend) and estimated the frequency curve using a polynomial approximation function. In this specific case, a sixth-degree polynomial provided a good fit with R 2 values over 90 percent. Figure 5 depicts the estimation for the frequency of technology introductions in the 802.11b generation.
3 WPA (Wi-Fi protected access) is a standard for wireless network security.
For more information, see en.wikipedia.org/wiki/WPA. EAP (extensible authentication protocol) is a universal authentication framework frequently used in wireless networks, and PEAP is an open-standard authentication framework based on EAP proposed by Cisco, Microsoft, and RSA Security. See en.wikipedia.org/wiki/Extensible_Authentication_Protocol for additional information. WMM (Wi-Fi multimedia, also known as WME-wireless multimedia extensions) is a standard that provides basic quality of service (QoS) for wireless networks by prioritizing traffic according to the following access categories: voice, video, best effort, and background. en.wikipedia. org/wiki/WMM offers details. Step Description
Coding
Raw data on technology introductions is coded into the component, product, and infrastructure roles.
Frequency Estimation
A function of the frequency of all technology introductions over time is estimated.
Threshold Determination
Based on the proportion of technologies of each role within the overall number of technology introductions, a threshold function is derived for each role.
Dominant Role Identification
Actual frequency of technology introductions is compared to threshold function for each role to determine dominant roles in each time period.
Pattern Identification
Transitions between dominant roles in adjacent time periods are mapped out.
Figure 5. Estimating the Monthly Frequency of 802.11b Technology Certifications Using a Polynomial Approximation Function
We next derived threshold frequency functions for each role using the frequency function estimated for all technology introductions (Step 3 in Table 3 ). If we assume that the technology roles do not have an effect on the timing of new technology introductions and there are no interdependencies across roles, we would expect to see the number of technology introductions in each role over time be proportional to the total number of technology introductions in the ecosystem. With this in mind, we derive estimated frequency functions for each role based on the proportion each role has of the total number of technology introductions. For reference, the set of technologies released in the 802.11b generation is 54.4 percent components, 10.4 percent products, and 35.2 percent infrastructure, and the set released in the 802.11g generation is 45.9 percent components, 8.0 percent products, and 46.1 percent infrastructure. In Figure 6 , the top curve represents the estimated frequency function for all technologies and the three curves below represent the proportional frequency estimates for components, infrastructure, and products, respectively from the top.
Estimating the proportional frequency curves is necessary in order to take into account scale differences in the number of technologies introduced in each role. In the context of the wireless networking data, the total number of product certifications is significantly lower than the number of component and infrastructure certifications. There are several possible reasons for the lower number of product certifications. In par- 
Figure 6. Proportional Frequency Functions for the Total Number of 802.11b Certifications and Each
Technology Role ticular, one certification for an embedded client or cellular convergence technology is often applied to multiple product models using the same technology. For example, Dell may certify one laptop-embedded client and then apply the certification to multiple laptops using the same client. Also, not all product technologies in this ecosystem need to be certified. For example, a laptop that uses a wireless adapter is a product technology in this ecosystem; however, the adapter is certified but not each possible laptop model.
The proportional frequency functions are used as thresholds for determining the dominant technology roles over time (see
Step 4 in Table 3 ). If the number of actual technologies released for a certain role is above (below) the threshold, then one can argue that there is proportionally more (less) innovation activity occurring in that role than expected under the assumption of independent technology introductions and no interdependencies among roles. Using error bars, in this case exogenously set at ±5% of the threshold curve value, actual frequencies of technology introductions in each role are compared to the threshold (plus or minus error) to determine which roles are dominant at what times. Figures 7 and 8 present this comparison for the 802.11b and 802.11g wireless technology generations. In the figures, the solid line with error bars is the threshold curve, the dotted line represents the actual frequency counts per month, and the smoothed line represents a 5-month moving average of the frequency counts. From these plots it is apparent that over time the dominant technology roles vary. For example, for the 802.11b generation it is clear that component and infrastructure technologies either trace the threshold or surpass it for the first half of the generation, but they begin to lag in the second half as product technologies begin to dominate. Similar patterns are apparent in the 802.11g figure. The results of the threshold comparisons discussed above can be represented using the visual mapping strategy discussed previously. By identifying the dominant technology roles in each time period, a state diagram can be created to represent the transitions across technology evolution patterns (see Step 5 in Table 3 ). The next section provides the examples of state diagrams obtained from the Wi-Fi certification data using the proposed methodology.
Mapping the Analysis Results Back to the Constructs
Based on the analysis presented in Figures 7 and 8 for the 802.11b and 802.11g wireless technologies, the state diagram in Figure 9 was generated, which allows several general trends to be observed. The empirical method described above identifies the dominant technology type within each time period (represented as nodes in Figure 9 ), and the expert can then define the transitions from one time period to the next (represented as arrows in Figure 9 ) using contextual informa- Certifications .
Figure 7. Actual Frequencies of 802.11b Technologies Plotted Against Threshold Functions
tion from the domain. In particular, it is apparent that innovations in product technologies clearly lag the introduction of new component and infrastructure technologies. As 802.11b component and infrastructure innovation intensity begins to drop off, an increase in 802.11b product certifications develops as well as the initial certifications for 802.11g components and infrastructure (i.e., the next innovation cycle begins). In addition, product innovations initially lag component and infrastructure innovations, but for the second generation this lag is shorter, likely because 802.11g products are backward-compatible with 802.11b components and infrastructure. Manufacturers are able introduce the next generation (802.11g) of wireless product technologies more quickly without having to wait for the widespread development of 802.11g components and infrastructure.
A state diagram for the WPA1 and WPA2 generations in the same wireless networking data is presented in Figure 10 . In this case, it is also apparent that component technology innovations predate product and infrastructure technology innovations. In the WPA2 generation the progression of technological innovation was from components to infrastructure to products, while in the WPA1 case there is an initial component precedence followed by a dominance of infrastructure and products.
Using the information provided by these two cycles of technology evolution in the Wi-Fi ecosystem, an analyst may be able to forecast that the lag between component and infrastructure technology innovations and product technology innovations will continue to reduce, and eventually simultaneous innovation across all technology roles will occur. In 2006, Linksys demonstrated routers (infrastructure) and Internal cards (components) that operate on the emerging 802.11n standard (Garcia 2006) and Dell Computer shipped an 802.11n laptop client (product) using Broadcom chipsets 
Comparison of Digital Music and Wireless Networking Technologies
The qualitative example of digital music evolution and the quantitative analysis of the wireless network technologies demonstrated that different patterns of technological change can occur in different ecosystems. The difference in the digital music and Wi-Fi evolutionary patterns might be explained in part by the influence of infrastructure technologies as either supporting or enabling other technologies within the ecosystem. Specifically, in the digital music ecosystem, infrastructure technologies typically play a supporting role-they are not required for the use of digital music products but provide additional value (e.g., online digital music stores, FM transmitters, P2P networks). In contrast, in the Wi-Fi ecosystem, infrastructure technologies had to be developed first simply to make wireless networking possible for product technologies. Then, as the ecosystem developed, new infrastructure technologies, such as wireless printers, supported the product technologies by providing additional value. The existence of two different types of infrastructure rolessupporting and enabling-provides a possible explanation of different evolutionary cycles across different ecosystems.
There are also other possible explanations for the different patterns in these ecosystems. For example, the types of consumers that purchase digital music technology products versus wireless networking technology products could be fundamentally different. The social construction of technology view (Bjiker et al. 1987) would argue that different social and cultural environments around the use of each technology lead to different patterns of innovation. Similarly, demand-driven theories of innovation (e.g., Adner and Levinthal 2001) would argue that the consumer and market will demand different functionality from the technologies in each of these ecosystems, and therefore their evolution should be different. As mentioned earlier, we plan to explore this issue in more detail in our future work.
Utility Evaluation of the Proposed Artifacts
To demonstrate the utility of our proposed artifacts, we follow Hevner et al. (2004) , who suggested seven evaluation methods, two of which are appropriate for the context we have studied. The first of these is the observational approach, which is exemplified by case study and interviewing methods. In the previous two sections, we used two case studies to establish face validity of our proposed artifacts and demonstrate their application using both quantitative and qualitative approaches. In this section we report the results of a number of 1-hour semi-structured interviews with IT industry experts who assessed the use of the proposed artifacts by practitioners for analysis of the IT landscape. We also use the descriptive approach of artifact evaluation by employing the informed argument method using information from the knowledge base of our research domain to build arguments for the utility of our proposed artifacts. We accomplished this by assessing common techniques that are used in practice for technology forecasting, and discussing how our artifacts complement these techniques to improve IT landscape analysis capabilities.
Our proposed artifacts provide a novel approach to IT landscape analysis. This approach is not directly comparable to existing technology forecasting techniques on any specific quantitative performance measures because of its fundamentally different focus on technological change within an IT ecosystem (as opposed to other forecasting techniques that typically focus on evolution of either individual technologies or entire industry sectors). Therefore, we must rely on qualitative evaluation techniques. In an ideal evaluation scenario, a prediction of IT evolution would be made using the proposed techniques followed by a wait and then an assessment of the accuracy of the prediction. Since the ideal evaluation scenario is not possible in this context, combining case studies with interviews and comparative analysis provides the next best evaluation approach.
Interviews with IT Industry Experts
Conducting interviews is a key technique for performing IS case study research (Benbasat et al. 1987; Eisenhardt 1989) and is one of the most important data gathering tools in qualitative research (Myers and Newman 2007) . Interviews provide a means for capturing extremely rich data and, in this case, can be used to evaluate the potential utility of our proposed artifacts in a business setting by allowing the informed opinions of IT industry experts to be captured.
The Interview Process
Our interview approach was based on an interview script that was pretested to ensure questions would be understood and properly interpreted, would yield the appropriate kinds of insights, and would be scoped to encourage open-ended input and help us to gauge the utility of the technological artifacts in our research. The interviewer ensured that all questions in the script were covered during the interview; however, related topics of discussion were permitted in order to increase the richness of the information captured. The interview included an opening for capturing basic background information, an introduction to explain the purpose of the interview, key questions, and a closing to provide a debriefing (Myers and Newman 2007) . The interview questions are provided in the appendix.
Each interview participant was asked questions about (1) the business and organizational problem of analyzing the IT landscape for technology investment and development decisionmaking; (2) the utility of our proposed artifacts, based on their strengths and weaknesses in a context of use; and (3) potential improvements that might be appropriate to our proposed artifacts. Between the first two sets of questions, the participant was given a three-page handout that summarized our proposed approach for the first time. The interviewer subsequently spent, on average, 25 minutes explaining and demonstrating the proposed approach and answering clarification questions, using the handout as a guide. The interviews took, on average, one hour each.
Interview Subjects
We interviewed a set of IT industry experts with participants from four distinct populations: (1) IT industry senior executives, (2) IT industry consultants, (3) IT industry research staff and analysts, and (4) senior academic researchers with expertise on the IT industry. We chose these groups to represent the comprehensive set of perspectives of experts typically involved in the problem of IT landscape analysis. Using local industry and national academic contacts, we invited up to eight people in each group to participate in the interview process and selected a subset of participants to have a balanced sample based on availability and given time constraints. We interviewed a total of 12 experts, 3 in each group. All participants, with one exception, had over 10 years of IT industry experience, and over 10 years of experience in a management or senior decision-making role. All but one participant evaluated themselves as having a high level of understanding of the landscape of current and past information technologies (the exception self-reported a medium level of understanding). The participants hailed from Fortune 500 companies, technology research and government organizations, and well-known research universities. A summary description of the interview participants appears in Table 4 .
Question Coverage
We asked questions to evoke the participants' opinions about four key aspects of using our artifacts for analyzing the IT landscape. (See Table 5 .) First, we evaluated the usefulness of the proposed constructs in the ecosystem model. In particular, we asked whether the component, product, and infra- 
Characteristic Description
Years IT of Experience All but one participant had more than 10 years work experience in IT or IT related fields. The one exception had greater than 5 years of experience.
Self-Reported Expertise on IT Landscape
All but one of the participants self-rated as having "high" level of expertise on the IT landscape (out of three choices: low, medium, high). The one exception selected "medium."
Participant Professions Represented
Senior IT executives (3), senior IT consultants (3), senior IT analysts or industry researchers (3), senior IT-related academic researchers (3).
Industries Represented IT services and consulting, IT hardware manufacturing, software, medical device manufacturing, materials/general manufacturing, retail, transportation, government IT office, government research lab, university research lab, university business school. 
Issue Description
Constructs Is the ecosystem model, with its technology roles and paths of influence, a useful approach for representing the evolution of ITs? Does this representation improve managerial capabilities for analysis? Does it aid the processes of IT investment and development decision-making?
Logic of Methodology
Are the qualitative and quantitative methodologies we propose for identifying trends in technology evolution sound? Do they produce new insights?
Information Produced Is the information produced by the proposed artifacts useful to practitioners? Does it aid in IT investment and development decision-making?
Relationship to Existing Techniques
Do the proposed artifacts complement existing techniques to provide new insights and improved analysis of IT evolution? structure roles provided a useful model for representing technologies within an ecosystem. We also queried their opinions about the use of paths of influence to classify temporal relationships. Second, we evaluated the logic of the qualitative and quantitative methodologies for identifying and visualizing trends in the IT landscape. Here our questions directed the discussion to the soundness of the methodologies and the insights produced by following them. Third, we evaluated the utility of the information produced by the proposed qualitative and quantitative methodologies. Here we directed the discussion to the participants' opinions about the usefulness of the information about technology trends to practitioners and organizations involved in the IT investment or development decision-making process. We also captured opinions about the format and understandability of the output graphs and diagrams. Fourth, we captured their opinions about how our methods complement existing approaches for analyzing the IT landscape. The participants' feedback regarding these four issues led us to identify several key dimensions of utility for our proposed artifacts.
Results of the Interviews: Key Dimensions of Utility
Responses to the first set of interview questions provided motivation and shaping of the business and organizational problem our proposed artifacts address. Several key insights came out of this part of the interview. On average, the participants indicated the importance of historical, current, and future IT landscape analysis to IT investment decision making as 3.7, 4.6, and 4.5 (on a scale 1 to 5), respectively. (Table 6 provides summary statistics of numeric questions we asked in the interview.) The majority of participants (9 of 12) independently noted that the staff and management of most ITconsuming companies do not have the time or expertise to perform the necessary analysis of the IT landscape, and so they must outsource this process to third parties. Additionally, every participant independently noted the reliance of IT organizations on reports produced by the companies like Gartner, Forrester, and IDC. Multiple participants (6 of 12) also noted that current IT investments and partnerships play a significant role in future investments, and often IT investment decisions are outsourced to partners and suppliers. These insights reinforced the importance of providing new techniques to aid practitioners in evaluating trends in the IT landscape.
In general, all of the participants found value in our proposed artifacts for evaluating the IT landscape and providing aid in predicting future technology trends, rating the potential effectiveness of using our proposed artifacts as 4.2 (on a scale 1 to 5), as shown in Table 6 . Four key dimensions about the utility of our proposed artifacts consistently emerged in their opinions regarding the value of our research. These dimensions were identified from the interpretation of points independently made by several interview participants. In particular, we found that the proposed artifacts support complexity reduction, help to structure investment decisions, provide a formal method for quantifying technology ecosystem evolution, and support the identification of the locus of value for post-investment evaluation. We discuss each of these in succession, and provide our respondents' reactions to illustrate our arguments about utility. Table 7 provides a summary of our interview findings with respect to the different dimensions of utility.
Complexity Reduction
The general consensus of the experts we interviewed was that the use of technology roles and the paths of influence provide a novel and useful way of reducing the complexity of the IT landscape while maintaining the important relationships among technologies. The exercise of defining the technology ecosystem provides two useful insights to the user of the proposed constructs from the points of view of our respondents. First, it forces the analyst to consider interdependencies among technologies and realize the complexity of the technology ecosystem. Second, it provides structure (based on the concepts of technology roles and paths of influence) to reduce this complexity using a system view of the IT landscape and captures the technology ecosystem from the analyst's point of view. Each of these aspects enhances the user's ability to understand the nature of relationships in the IT landscape.
Structure for IT Investment Decision-Making
The interviewees also reported:
This approach provides structure to the conversation and decision-making process for IT investment. Through the interviews we discovered evidence of a lack of structure in how firms go about analyzing the IT landscape. They typically rely on third-party reports and advice from suppliers and partners, as we noted earlier, but this apparently is still not sufficient. Ten of the twelve respondents noted that our proposed methodology provides a means for generating representations of the IT landscape and associated technology trends that are relevant to the firm's interests and business contexts. Six of the twelve participants also noted that the proposed approach is a useful tool for decision-makers across different functional roles in the organization. The participants felt that senior managers and strategic planners, as well as technical managers and engineers, could all benefit from understanding the IT landscape and technology trends in terms of the proposed technology ecosystem model. In general, the consensus of the participants was that the proposed methods should be useful in the IT investment and development decision-making process. We gathered from our interviews that only a few firmsincluding those producing industry reports-use formal quantitative means to produce technology forecasts, aside from simple linear extrapolation. All participants found the quantification aspect of the proposed methods to be useful, and 9 out of 12 also commented that our formal approach will complement existing techniques well and will provide firms with new and useful information for making IT investment and development decisions.
Formal Method to Quantify Technological Change
Locus of Value for the Artifacts
We also learned where the value of our proposed artifacts will be the highest, which is another important aspect of their utility. This is similar to the locus of value construct (Kauffman and Weill 1989) Based on interviews, an interesting finding for us was that, in terms of the locus of value, the interview participants differentiated between the utilities of different artifacts: (1) the utility of the proposed model, constructs, and the information produced by our methods (i.e., resulting graphs and diagrams of specific ecosystems), and (2) the utility of methodologies themselves for conducting IT landscape analysis and producing various patterns of technology evolution. The participants indicated that the information produced by our proposed methods would be useful to decision makers in both IT-consuming and IT-producing firms. On the other hand, the majority of the interview participants (7 of 12) felt that using the proposed approach to actually conduct the analysis of the IT landscape would be most beneficial to firms that either produce IT or produce the industry reports on trends in IT. An additional aspect of utility suggested by most of the interview participants (10 of 12) was that our proposed methods will complement well existing techniques for analyzing the IT landscape. To delve deeper into the potential complementarities, we evaluated the strengths and weaknesses of many common approaches for technology forecasting and IT landscape analysis and discuss how our approach specifically complements each of them. Table 8 provides an outline of common technology forecasting and planning techniques used in industry, including trend analysis, expert opinion, modeling and simulation, and scenario analysis. Although specific methods are most often proprietary, firms, such as Gartner, Forrester, and IDC, use some version and/or combination of these techniques to generate their IT forecasts and reports. These reports typically are narrative summaries of entire industry sectors based on market and financial information as well as expert opinions that are obtained in a sequential Delphi-type approach. These reports often focus on trajectories of diffusion, cost forecasts, and impact of current technologies. In contrast, our approach A formal quantitative approach and a representation of the past and current IT landscape that can structure discussion among experts.
A representation of the structure of the IT landscape that can inform the development of a more realistic simulation.
A formal representation of the past and present ecosystem which can be used as quantifiable input for generating scenarios.
Note: Based on the technology forecasting methods discussed in Millet and Honton (1991) and Porter et al. (1991) .
utilizes elements of trend analysis and modeling techniques, enables mapping of the historical relationships among specific technologies, and can provide useful insights regarding the next possible evolutionary steps within a specific ecosystem.
In particular, our approach may complement existing technology forecasting methods (as noted in the last row of Table 8 ) by providing structured input and formal analysis of the past and current states of the IT landscape.
Another relevant industry analysis approach is a technology roadmap. A technology roadmap is a tool that is typically used for planning purposes, such as in product, strategic, service/capability, and process planning (Kostoff and Schaller 2001; Phaal et al. 2004; Rinne 2004) . Technology roadmaps provide a way to identify, evaluate, and select strategic alternatives by mapping structural and temporal relationships among research and development, technologies, potential products, and markets. The process of generating a technology roadmap follows a visual mapping strategy not unlike the one we have presented. Our methods complement technology roadmaps by providing a problem representation vocabulary that extends current road-mapping techniques, and provides a more formal quantitative method for identifying trends in technological change. Technology roadmaps are designed to outline the set of possible future strategies for a specific firm, and our technique adds to this by providing a method for historically evaluating the evolution of an entire set of interrelated technologies (represented by technology roles within the ecosystem) using similar visual representation techniques.
As noted in Table 8 , all technology forecasting methods have inherent assumptions, and the accuracy of these assumptions influences the predictive accuracy of the forecast. Most of these methods, with the exception of some regression and econometric approaches, are not predictive in the sense of classical variance theory (Mohr 1982) , where a set of predictor variables is used to predict the level of some outcome variable. The basic assumption in all forecasting techniques, including the ones that a variance theory would suggest, is that the historical trends and patterns will continue into the future following the same dynamics. Our approach follows the same basic assumption: If technological change will continue to occur following the same patterns identified using our methods, then we can make reasonable forecasts about the future.
Conclusions, Limitations, and Future Work
Following the design science research paradigm, the major contribution of this research is the development of a new set of artifacts designed to help IT practitioners and researchers make sense of the IT landscape and identify, analyze, and predict technological trends. Specifically, the artifacts provide tools for (1) codifying technological innovations based on the role they play within an ecosystem of interrelated technologies, (2) identifying dominant technology roles within an ecosystem using real-world data, and (3) visually representing patterns of technological change over time based on dominant technological roles. We build on prior management research that uses the ecosystem analogy by operationalizing constructs for analyzing relationships between technologies within the IT landscape. We evaluated the proposed artifacts in several ways. First, we used a qualitative case study of digital music technologies and a quantitative case study of wireless networking technologies to demonstrate the face validity of the proposed artifacts and their applicability to real-world business problems. Second, we conducted indepth interviews with several IT industry experts to assess the use of the proposed artifacts by practitioners for analyzing the IT landscape. Finally, we provided a comparison of the proposed artifacts to existing technology forecasting techniques to highlight complementarities.
This work contributes to the IS research field in several additional ways. We provide a review of relevant IS and organizational science research on technology evolution and construct a theoretical perspective that integrates and builds upon previous ideas. We demonstrate strategies for sensemaking of complex data (e.g., quantification and visual mapping) from process theory. In addition, we provide insightful analysis on the evolution in two contemporary and important IT ecosystems: digital music and wireless networking technologies. We also review and compare existing technology forecasting methods.
The visual mapping and quantitative strategies for sensemaking from process data that we used to develop our proposed artifacts do have their limitations. Process mapping and visual representations may exclude some dimensions of data ambiguity, and graphical forms may be biased toward the representation of certain types of information over others. The conclusions derived may sometimes have rather mechanical qualities since these representations deal more with the surface structure of activity sequences than the underlying forces. On the other hand, since the goal of quantification strategies is to reduce complexity, their use may sometimes lead to a loss of richness in the process data (Langley 1999) .
To address the limitations of process theory, Langley (1999) and Van de Ven (1992) suggest that both the quantitative and visual mapping strategies should be used in combination with other approaches, as we have done in this work by using the two together. Visual mapping provides additional contextual information that may be lost in quantification, while quantification provides an opportunity to apply empirical rigor that is missing in visualization.
All models are abstractions of the real world and, therefore, depend on the assumptions used in their construction. In this research we relied on the assumption, based on our synthesis of prior literature and our observations of the real world, that the common roles technologies play in an ecosystem are components, products, and infrastructure. Another choice we make in this model is to currently exclude the role of external forces, such as market dynamics, the demand environment, society, and culture. Although an objective of our approach is to demonstrate that the patterns of technological change can be identified using a model based solely on relationships between technologies, multiple interview participants recommended expanding our model in future research to include external forces and context-specific factors. Excluding these factors may result in a loss of contextual richness; however, by limiting the number of factors considered in the model, we gain control and specificity and reduce complexity for the user of our methods. Additionally, we found in our example analyses that supporting and enabling infrastructure technologies can result in different patterns of technology evolution. This provides a starting point for future work on developing new theories about the role of infrastructure in technology evolution.
The interview participants who evaluated our proposed artifacts provided three additional important recommendations and comments for expansions to the current research. First, there was a suggestion that exploring the directionality of paths of influence may provide interesting insights on technological development. In the current model, we looked primarily at positive relationships-an innovation of a technology in one role provides an opportunity for the development of a new technology in another role. The negative relationships between technologies may also provide important insights. For example, a new technology may make a series of existing technologies obsolete, thus effectively exterminating a portion of the ecosystem. Considering the directionality of the relationships between technologies also reinforces the ecological analogy in which both birth and death processes occur. Second, the time scale may be used more effectively in quantitative analysis to identify lags in transitions between patterns in technology trends. Quantifying such lags may provide a predictive tool for forecasting the occurrence of future trends. Third, two of the interview participants noted that they would expect data collection for performing the proposed analysis to be difficult for many firms. We recognize the importance of this comment and note that many technology services companies are investing significantly in new business intelligence tools for extracting quantifiable data from the seas of information available on and off the Internet. As these tools evolve, rich data on the IT landscape should become more readily available, and we plan to investigate opportunities for integrating our proposed approach with these tools.
Modeling the IT landscape is a difficult, complex, and important problem and there are many potential extensions to the current work. The notion of path dependence (i.e., that a dynamic process is governed by its own history) aligns well with our proposed methodology and provides interesting avenues for extensions to our research. As noted by David (2007, p. 1) , path dependence figures especially prominently in "the analytical consciousness of all who are concerned to study the evolution of technologies." The idea of path dependence emphasizes a broader and more influential role of history, which is in contrast to many traditional approaches of economic and social science analyses that focus on finding stable, unique equilibrium of a system. Path dependence also emphasizes the effect of initial conditions and historic events, which can have an influential impact on future outcomes. Additionally, the role of agents, such as engineers and policy makers, and the decisions that they make based on current system conditions can have a substantial impact on the future system dynamics. Applying the formal definitions and modeling techniques of path dependence in stochastic processes and dynamic systems to the IT ecosystem model is a promising extension to our research that we plan to explore.
Simulation provides an advantageous approach for modeling the system dynamics of an IT ecosystem and would allow us to extend the current research and include the role of agents, external forces (e.g., demand and social environment), and the formalisms of path dependence. In addition, the current lack of structured data and the general complexity of the IT landscape provide further reasons for exploring simulation techniques. Simulation can be used to explore the emergent behavior of IT ecosystems and incorporate additional structures into the system, such as firms and consumers.
Finally, to continue to provide useful tools to practitioners and researchers who are analyzing the IT landscape, we plan to explore combining design science with action research to extend this work with research methods that have a more proactive orientation (Cole et al. 2005) . Action research is an iterative problem-solving process that involves researcher and practitioner acting together to conduct relevant IS research (Avison et al. 1999) . Combining the action and design science research approaches will inform the refinement and extension of our IT ecosystem model and improve the utility of the resulting artifacts for analyzing the IT landscape.
