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La  structure  discursive  d'un  texte  est  un  élément  essentiel  à  la  compréhension  du  contenu 
véhiculé  par  ce  texte.  Elle  affecte,  par  exemple,  la  structure  temporelle  du  texte,  ou  encore 
l'interprétation des expressions anaphoriques. La structure discursive a montré son utilité dans de 
nombreuses  applications  de  TAL,  telles  que  le  résumé  automatique,  ou  encore  l’inférence 
textuelle. Dans cette thèse, nous aborderons les effets de la structure discursive sur l'analyse de 
sentiments.  
L’analyse  des  sentiments  est  un  domaine  de  recherche  extrêmement  actif  en  traitement 
automatique  des  langues.  En  effet,  ces  dernières  années  ont  vu  se multiplier  les  sources  de 
données textuelles porteuses d'opinion disponibles sur le web : avis d'internautes, de plus en plus 
centralisés  par  les moteurs  de  recherche,  forums,  réseaux  sociaux,  enquêtes  consommateurs 
effectuées  par  les  grandes  marques.  Devant  cette  abondance  de  données  et  de  sources, 
l'automatisation de la synthèse des multiples avis devient cruciale pour obtenir efficacement une 
vue d'ensemble des opinions sur un sujet donné. L'intérêt de ces données est considérable, pour 


































de  l'effet  linguistique des opérateurs  venant  altérer  les  caractéristiques  a priori d'une 

















consumer  reviews,  forums,  social  networks.  With  this  abundance  in  data  and  sources,  the 
automation of  the summary of opinion documents becomes crucial  for who wants  to keep an 























We  then  present  the  architecture  of  a  system  analyzing  opinions  in  discourse  at  different 
granularity levels: 
 At the segment level, we suggest to select the discourse segments of the documents which 
















































































































































































Figure 1.1  : Catégories principales du  framework Appraisal  (Martin 2005; Whitelaw, Garg, and 
Argamon 2005a) ............................................................................................................................. 28 














Figure  2.8  : Corrélation entre note  globale et opinions  explicites/implicites pour  le  corpus de 
commentaires web ......................................................................................................................... 85 












































Figure  7.9  :  Graphe  de  discours  de  l'exemple  cas  d'étude  avec  élagage  par  règles,  option 
objectivation. ................................................................................................................................ 205 














































































































































































































L'analyse	 des	 sentiments,	 un	 domaine	 applicatif	 en	 phase	
d'industrialisation	
L’analyse  des  sentiments  est  un  domaine  de  recherche  extrêmement  actif  en  traitement 
automatique  des  langues.  En  effet,  ces  dernières  années  ont  vu  se multiplier  les  sources  de 
données textuelles porteuses d'opinion disponibles sur le web : avis d'internautes, de plus en plus 
centralisés  par  les moteurs  de  recherche,  forums,  réseaux  sociaux,  enquêtes  consommateurs 
effectuées  par  les  grandes  marques.  Devant  cette  abondance  de  données  et  de  sources, 
l'automatisation de la synthèse des multiples avis devient cruciale pour obtenir efficacement une 
vue d'ensemble des opinions sur un sujet donné. L'intérêt de ces données est considérable, pour 





























notamment aux  internautes une extraction de  l’opinion à partir de données notamment  issues 
des réseaux sociaux. Citons par exemple Tweetfeel2 (Figure 0.2 ci‐dessus), qui propose une analyse 
des  tweets  des  derniers  jours,  en  comptant  les  positifs  et  les  négatifs,  ou  encore  Twitter 
Sentiment3 (Figure 0.3 ci‐dessous), qui présente le nombre de positifs et négatifs sous forme de 































La	 structure	 discursive,	 information	 clef	 pour	 une	 bonne	
compréhension	d'un	texte	
La  structure  discursive  d'un  texte  est  un  élément  essentiel  à  la  compréhension  du  contenu 
véhiculé  par  ce  texte.  Elle  affecte,  par  exemple,  la  structure  temporelle  du  texte,  ou  encore 
l'interprétation des expressions anaphoriques. La structure discursive a montré son utilité dans de 




ne  font pas exception  :  considérons par exemple  le document  suivant,  commentaire de  série 
télévisée : 
Les personnages sont antipathiques au possible. Le scénario est complètement absurde. Le 





conduit  à  un  contre‐sens,  et  seule  la  prise  en  compte  de  la  structure  discursive  permet  de 
désambiguïser la polarité globale du document. 
La structure discursive est également un bon indicateur de la subjectivité et / ou de la polarité au 
niveau  d'un  segment  de  discours,  indépendamment  de  la  présence  d'opinion  explicite  (i.e. 




























































proposons  ensuite  une  architecture  informatique  (cf.  chapitre  3)  permettant  d’analyser  les 
opinions dans le discours selon différents niveaux de grain : 






et  d’autre  part  une  étude  de  l'effet  linguistique  des  opérateurs  venant  altérer  les 













































La  classification de Quirk  (Quirk  et  al.  1985)  regroupe quant  à  elle  les états privés  (« private 
states »), c’est‐à‐dire tout état de  l’individu qui ne peut être observé ou vérifié objectivement. 
Rentrent dans cette catégorie les sentiments et les évaluations, mais aussi les croyances. Basée 
sur  cette  classification,  les  annotations  du  corpus  MPQA  (Wiebe,  Wilson,  and  Cardie  2005) 
distinguent trois types d’annotations d’états privés : 
‐ Les mentions explicites d’états privés  (ex  : “The U.S.  fears a  spill‐over,”  said Xirao‐
Nima. ‐ (Wiebe, Wilson, and Cardie 2005)) 





2009; Daille et al. 2011) donne un  schéma d’annotations,  inspiré des  travaux de  (Charaudeau 
1992), distinguant cinq catégories : 
‐ Opinion  :  cette  catégorie  contient  les «  faits ou  informations présupposées que  le 
rédacteur replace dans son univers de croyance » (Daille et al. 2011). Cette catégorie 
se divise en deux  sous‐types  :  les  convictions  («  Je  suis persuadé que … »), et  les 














les  actes d’une personne. Ces  jugements peuvent être  explicites positifs,  explicites 
négatifs, ou implicites (dans le sens où l’auteur du jugement est implicite) : ce dernier 
cas recouvre les catégories félicitations, pardon, accusation, reproche. 




transverse  basé  sur  six  catégories  de  subjectivité  :  incertitude  (uncertainty),  imprécision 
(imprecision), caractère vague de  l'assertion  (vagueness), ambiguïté  (ambiguity), gradation  sur 







Dans  cette  thèse,  nous  proposons  d’étudier  les  opinions  évaluatives  selon  la  catégorisation 













du  document.  Par  exemple,  nous  pouvons  reprendre  le  commentaire  de  série  télévisée  cité 
précédemment : 
Les personnages sont antipathiques au possible. Le scénario est complètement absurde. Le 





La section 1.2.1 traite des avancées de  la  littérature en regard de  la recherche de  l’opinion au 

















tâche  d’analyse  de  polarité.  En  préambule,  nous  présentons  rapidement  les  méthodes 
d’apprentissage automatique, notamment utilisée pour ces tâches. 
Pour  traiter  ces  problèmes  de  très  nombreuses  approches  emploient  une  méthode 
d'apprentissage automatique.  
Appliqué  au  TAL,  le  principe  de  l'apprentissage  automatique  est  de  déduire  d'un  corpus 




trois  exemples  de  classifieurs  supervisés,  couramment  utilisées  pour  la  classification  de 
documents : le classifeur Bayésien naïf (Naive Bayes), le classifieur Maximum Entropie (MaxEnt), 
et le classifieur SVM (Support Vector Machine). 
Le classifieur Bayésien naïf est  inspiré de  la  formule de calcul de probabilité conditionnelle de 
Bayes : 




en une série de traits ሼ ଵ݂, … ௡݂ሽ, avec ݇௜ሺ݀ሻ la fréquence de  ௜݂ dans le document ݀. Le classifieur 
Bayésien  naïf  est  basé  sur  l’hypothèse  que  ces  traits  sont  indépendants  :  nous  avons  donc 
ܲሺ݀|ܿሻ ൌ ∏ ܲሺ ௜݂|ܿሻ௞೔ሺௗሻ௜ . L’apprentissage consiste donc à estimer la valeur de ܲሺܿሻ et de ܲሺ ௜݂|ܿሻ 











ܲሺܿ|݀ሻ ൌ 1ܼሺ݀ሻ ∗ exp	ሺ෍ߤ௜,௖ ∗ ܨ௜,௖ሺ݀, ܿሻሻ௜
 












pas de doute  (par exemple,  les  commentaires web  sur des  restaurants ou des  films  sont par 





catégories  du Wall  Street  Journal  :  Editorial,  Letter  to  Editor,  News,  et  Business.  Ces  quatre 
catégories  sont  théoriquement  associées  à  des  articles  tous  subjectifs  ou  tous  objectifs.  Le 
classifieur utilisé est un  classifieur Bayésien naïf utilisant des unigrammes  comme  traits,  sans 
stemmatisation. (Wiebe et al. 2004) utilisent un algorithme de classification basé sur  les k plus 
proches  voisins  (Cover  and  Hart  1967)  pour  une  classification  de  subjectivité  au  niveau  du 
document. Celle‐ci s'appuie sur la détection au niveau local d'éléments potentiellement subjectifs 
(Potential Subjective Elements – PSE), c’est‐à‐dire d’éléments pouvant être subjectifs étant donné 
un  certain  contexte. Par exemple, en  français,  le  terme « navet » peut être  subjectif dans  le 
domaine du cinéma, où il désigne un mauvais film et non un légume. 
La  campagne  d’évaluations  TREC  (Text  REtrieval  Conference)  comprenait  jusqu’en  2008  un 




















Les  travaux  sur  la  classification  de  document  par  polarité  ont  pris  leur  essor  au  début  des 
années 2000. Différentes approches ont été étudiées pour résoudre cette tâche : nous distinguons 












traits,  nature  grammaticale  du  mot.  Les  résultats  montrent  en  général  un  avantage  à  la 
classification  SVM  sur  les  autres  classifieurs utilisés.  Le  corpus utilisé pour  les évaluations est 




d'expressions  pertinentes  pour  la  classification).  (Matsumoto,  Takamura,  and Okumura  2005) 
proposent quant à eux d'inclure au classifieur SVM des traits issus de la structure syntaxique du 
texte  : ordre des mots dans  le  texte, arbre de dépendance syntaxique, et patrons syntaxiques 
fréquents. Les résultats obtenus sur le corpus de (Pang, Lee, and Vaithyanathan 2002) montrent 
un  gain en pertinence  (accuracy)  important – de  l'ordre de +5 %. Pour  le  Français et dans  le 
contexte de l'évaluation DEFT'07, (Plantié et al. 2007) ont testé plusieurs classifieurs supervisés : 
un classifieur Naive Bayes, un classifieur SVM, un classifieur basé sur les réseaux de neurones RBF, 











(Pointwise Mutual  Information – PMI) au niveau du mot,  il détermine  la polarité au niveau du 
document via une heuristique de moyenne des scores des adjectifs et adverbes repérés. Le PMI 
suit, pour x et y indépendants, la formule suivante : 











une classification automatique  supervisée  (Simple Logistic Classifier,  implémenté au  sein de  la 










‐ L'entraînement  sur un  corpus mixte,  constitué de données provenant de plusieurs 
autres domaines. 






































Dans  le  cadre  de  cette même  évaluation,  (Vernier  et  al.  2007)  ont  également  proposé  une 
approche mixte, basée sur deux classifieurs. Le premier classifieur se base sur l'apprentissage de 
n‐grammes  caractéristiques  d'une  catégorie  d'opinion  (négative  comme  dans  "une  vraie 
catastrophe", et positivie  comme dans  "très belle œuvre"), et  inclut une  série de  traitements 








niveau du document.  Les  résultats de  ces deux  classifieurs  sont ensuite utilisés par un méta‐
classifieur supervisé afin de produire la classification finale. 
Enfin, (Wang and Manning 2012), remarquent que les classifieurs SVM ont tendance à mieux se 

















d'intensité  pour  les  opinions.  Dans  le  cadre  du  projet  MPQA  (Multi  Perspective  Question 
Answering) et de la constitution du corpus éponyme, (Wiebe, Wilson, and Cardie 2005; Wilson, 
Wiebe, and Hwa 2006) distinguent quatre niveaux d'intensité, allant de  faible  (low) à extrême 
(extreme).  (Mathieu  2008)  relève  la  présence  d'intensifieurs  inclus  dans  certains  verbes  (par 
exemple, "Les fantômes terrifient Luke" est équivalent à "Les fantômes effraient beaucoup Luke"), 










divisent  l'évaluation  en plusieurs  catégories  (modalités)  :  l'Opinion,  l’Accord  ou  le Désaccord, 
l’Acceptation ou le Refus, le Jugement, l’Appréciation. (Paroubek, Pak, et Mostefa 2010) pour le 
projet  DoXa  proposent  quant  à  eux  17  catégories,  inspirées  des  catégories  de  sentiment  de 












partie  définie  de  la  phrase.  (Hu  and  Liu  2004)  proposent  une méthode  d’identification  de  la 




2008),  qui  traitent  également  les  négations,  et  résolvent  certaines  ambiguïtés  de  sens  par  le 
contexte local. (Bethard et al. 2004) s’intéressent quant à eux à la reconnaissance de l’opinion au 
niveau de la proposition, en se basant sur la structure syntaxique et sur la reconnaissance de mots 
d’opinion,  utilisés  au  sein  d’un  classifieur  SVM.  (Kim  and  Hovy  2006a),  pour  la  tâche 




niveau du  segment discursif, et  se  sont basés  sur  l'absence ou  la présence d'une  relation RST 











notamment  (Stoyanov  and  Cardie  2008)  qui  ont  proposé  une  couche  complémentaire 


























































De nombreux  travaux proposent un  traitement de  la négation pour  l'analyse de  l'opinion.  La 
plupart  de  ces  travaux  adoptent  une  approche  de  simple  renversement  de  polarité  :  citons 
notamment (Wilson, Wiebe, and Hoffmann 2005; Polanyi and Zaenen 2006; Moilanen and Pulman 
2007; Choi and Cardie 2008, 2). 
Dans  le  cadre  de  la  théorie  Appraisal,  (Whitelaw, Garg,  and  Argamon  2005b) modélisent  les 
opérateurs  suivant  les modifications  qu'ils  apportent  aux  traits  de  l'opinion,  en  particulier  la 
polarité et  l'intensité.  (J.  Liu and  Seneff 2009)  traitent de manière plus générale  les adverbes 
modifiant  l'opinion  –  i.e.  certains  opérateurs,  incluant  les  négations  –  via  un modèle  linéaire 
additif. (Wilson, Wiebe, and Hoffmann 2009) ont traité les négations et inversions de polarité en 
ajoutant  simplement  un  attribut  de  polarité  contextuelle.  (Taboada  et  al.  2011)  ont  isolé  les 
opérateurs de négation et d'intensité, et ont proposé un modèle calculatoire de  leur  impact  : 
décalage fixe d'intensité pour la négation et facteur multiplicatif pour les opérateurs d'intensité. 
Le  chapitre 6 présente un état de  l’art plus détaillé  sur  l’utilisation et  la prise en  compte des 
opérateurs. Citons également  (Wiegand et al. 2010), qui décrit en détails  le rôle des négations 
dans le contexte des opinions. 
1.2.3. La	 structure	 discursive,	 information	 clef	 pour	 une	
extraction	fine	au	niveau	du	document		
Comme  nous  avons  pu  le  voir,  ces  deux  niveaux  d'extraction  –  le  document  d’une  part  et 
l’expression d’opinion d’autre part – recouvrent des problématiques et des méthodes distinctes. 
Ces deux niveaux ne  sont pour autant pas  indépendants  l'un de  l'autre, et  la  classification au 
niveau du document peut par exemple tirer partie de celle au niveau local. Nous allons voir dans 








De même,  ces  deux  phrases  comprennent  le même  ensemble  d'opinion  (mêmes  expressions 
d'opinion avec les mêmes opérateurs s'appliquant sur celles‐ci : ሼ	ݐݎèݏሺܾ݋݊ሻ, ݄ܿ݁ݎ	ሽ). 
Néanmoins, ces deux phrases ne véhiculent pas la même opinion. La première insiste sur le coût 
































discursive.  Ces  relations  sont  également  structurées  hiérarchiquement,  suivant  qu’elles  sont 












and  Ruppenhofer  2008;  Somasundaran  2010;  Asher,  Benamara,  and  Mathieu  2008;  Asher, 
Benamara, and Mathieu 2009; Taboada, Voll, and Brooke 2008; Heerschop et al. 2011; Polanyi and 
van den Berg 2011; Trnavac and Taboada 2011; Zhou et al. 2011). 










classification de discours politiques pour  les débats de  lois au  congrès américain.  Les auteurs 
partent de  la constatation que  les segments (dans ce contexte, un segment est une portion de 
discours, prononcé par la même personne et ininterrompue) sont fortement intégrés au sein du 
débat,  et  donc  en  relation  discursive  avec  les  interventions  précédentes  et  suivantes.  Par 
conséquent,  ils proposent d'enrichir  les traits de classification en ajoutant  la présence de deux 
relations  macro‐discursives  :  "Same‐speaker  constraint"  relie  deux  segments  de  discours 
prononcés par la même personne, et "Different‐speaker agreements", qui relie deux segments de 
discours où l'un fait référence explicitement à l'autre, et annonce un accord avec sa position. La 












(Somasundaran,  Wiebe,  and  Ruppenhofer  2008;  Somasundaran  2010)  proposent  un  cadre 
d'analyse de l'opinion via le repérage de relations discursives entre opinions unitaires. Les auteurs 
distinguent au niveau local deux types d'opinion, hérités de leurs travaux précédents (Wilson and 
Wiebe  2005)  :  les  sentiments  (Sentiment)  –  évaluations,  émotions,  et  jugements  –  et  les 
argumentations (Arguing) – pour ou contre une entité ou une action. Ces deux catégories sont 
toutes deux associées à une polarité – positive ou négative – et à un sujet. Dans leur framework, 
















should be [O1]  curved [t1] Arguing / Positive (AP) 
Nothing [O2]  square‐like [t2] Arguing / Negative (AN) 
shouldn't have [O3]  square corners [t3] Arguing / Negative (AN) 
too [O4]  square corners [t3] Sentiment / Negative (SN) 















contextuelle  aux  structures  d'opinion  repérées,  et  la  résolution  d'opinion  ambiguës.  Les 
expérimentations de reconnaissance automatique des Opinion Frames ont montré des résultats 
encourageants, avec près de 50 % de F‐score pour un classifieur SVM. Les relations associées aux 
Opinion  Frames  ne  sont  pas  directement  déductibles  des  relations  discursives  des  théories 










































Les  structures  de  traits  proposées  comportent  une  représentation  sémantique  associée  à  la 
catégorie.  Ainsi,  les  expressions  de  reportage  sont  associées  à  une  force  et  à  un  degré 








d'Elaboration  et  d'Explication),  Résultat,  Continuation.  À  ces  relations  sont  ensuite  associées 
certaines règles de remontée de l'opinion au niveau du document. Enfin, afin de valider ce modèle 


























Afin  d’expérimenter  ces  hypothèses,  les  auteurs  proposent  plusieurs  pondérations  pour  les 
phrases acceptées / rejetées suivant chacune des deux heuristiques : 
























(+6 % environ), est  toutefois plus  faible  lorsque  les deux éléments  sont pris  en  compte. Ceci 
montre néanmoins  l’intérêt de  la prise en compte du discours pour  la détermination du score 
d’opinion au niveau du document. 
Poursuivant  la même  idée,  (Heerschop  et  al.  2011) ont  également  associé  à  leur  système de 
classification de documents d’opinion PATHOS un parser RST (SPADE, (Soricut and Marcu 2003)). 
Afin de classer un document en positif ou négatif, leur système se base sur un score d’opinion au 
niveau  du  mot.  Ce  score  est  déterminé  par  lexique,  après  désambiguïsation  syntaxique  et 
sémantique  :  cette dernière est effectuée de manière non  supervisée par  calcul de  similarité 




‐ Simple  :  partant  du  principe  que  l’auteur  d’un  texte  garde  les  éléments  les  plus 






























plus  efficace  que  les  baselines  sur  ces  données,  la  méthode  Extended  Spade  permet  une 
amélioration  de  la  F‐mesure  de  l’ordre  de  4 %,  à  la  fois  pour  les  documents  positifs  et  les 
documents négatifs. 
(Zhou et al. 2011) se sont  intéressés aux ambiguïtés de polarité à  l’intérieur de  la phrase. Pour 
cela, ils proposent d’une part un schéma discursif basé sur certaines relations de la RST permettant 

























ces  instances. Enfin,  les patrons SSRs  sont utilisés pour  repérer  les  segments de discours,  soit 








76 %). Enfin,  la prise en compte de ces  informations permet d’améliorer  la  reconnaissance de 
polarité au niveau du document de 1 à 2 %, respectivement pour les SSRs seuls ou en tant que 
traits SVM. 




informations  retenues par  les auteurs  comme pertinents pour  l'analyse de  l'opinion  (polarité, 
émetteur,  sujet).  Les  unités  de  discours  sont  ensuite  reliées  entre  elles  par  des  relations 
d'attachement de discours pour former un arbre. Les relations d'attachement de discours sont de 







‐ ascendant  (upward  sentiment  inheritance)  :  la  polarité  d'une  liste  coordonnée  de 




Enfin,  (Trnavac  and  Taboada  2011)  ont  examiné  comment  les  relations  rhétoriques  et  les 
marqueurs lexicaux de modalité non‐véridique contribuent à l'expression d'une évaluation dans 








relations  apparaissant  dans  un  contexte  de  non‐véridicité.  Les  auteures  prévoient  un  effet 
d’atténuation de l’évaluation pour la Condition, et un effet de renversement de la polarité pour la 
Concession.  Après  étude  sur  corpus  (sur  une  partie  du  Simon  Fraser  University  Corpus11, 
constituée d’environ  100  commentaires web de  films  et de  livres, équilibrés  entre positifs  et 





évaluative,  permettant  de  déterminer  finement  celle‐ci  au  niveau  du  document,  tout  en 
conservant  l’information au niveau  local. Cette dernière peut en effet  illustrer  l’opinion globale 
(notion  de  «  phrase  support  »),  ou  encore  permettre  de  créer  des  liens  sémantiques  entre 
documents, suivant par exemples des opinions similaires sur un même sujet (par exemple, deux 






appuyons  sur  la  structure discursive pour  remonter  l’information d’opinion du niveau  local au 
niveau du document.  
Pour ce faire, nous avons choisi la SDRT comme cadre de travail pour le discours. Ce choix présente 
plusieurs avantages dans  le contexte de  l’analyse d’opinion. Tout d'abord,  la  segmentation en 
SDRT se fait à un grain plus fin que dans le modèle de (Wolf and Gibson 2006), ou que dans les 
schémas  d'annotation  proposé  pour  la  RST  (Mann  and  Thompson  1988;  Carlson, Marcu,  and 
Okurowski 2003) ou celui associé au Penn Discourse TreeBank (PDTB, (Miltsakaki et al. 2004)). En 
effet, en RST,  les segments de discours sont  typiquement des phrases simples, ou des clauses 



























Concernant  les  différents modules  de  notre  chaîne  de  traitement,  le  repérage  préalable  des 
opinons au niveau local est effectué par lexique, dans la lignée des travaux effectués par (Dubreil 
et al. 2008; Wilson and Wiebe 2005). Ceci nous permet d’isoler des expressions d’opinion unitaires 







la  remontée  de  l’opinion  au  niveau  d’un  document  via  le  discours,  nous  avons  adopté  une 
approche basée sur l’association de règles de remontée de l’opinion aux relations de discours. En 
cela, nos travaux sont dans la lignée de (Asher, Benamara, and Mathieu 2008; Asher, Benamara, 
and Mathieu  2009),  et  sont  proches  de  (Zhou  et  al.  2011). Néanmoins,  contrairement  à  ces 
travaux, nous proposons un  jeu de  règles plus  important, permettant de prendre  en  compte 


















un modèle d’annotation de  l’opinion, à  la  fois au niveau  local et au niveau d’un document. Ce 


















Explicitations directes d’états privés : 
Text anchor: fears 
Source: <writer,Xirao-Nima,U.S.> 
Intensity: medium 































sur  trois niveaux  : au niveau du document  (niveau macro), avec  l’annotation d’une polarité et 
d’une intensité sur 3 niveaux, au niveau d’un extrait de texte de 1000 caractères (niveau meso), 
et  au  niveau  d’une  expression  d’opinion  (niveau  micro),  accompagné  d’une  catégorisation 
sémantique en 17 catégories,  inspirées de  (Mathieu 2000; Mathieu 2006). Les annotations du 





éléments  de  ces  projets  :  annotation  d’une  polarité  et  d’une  intensité  sur  3  niveaux,  et 
catégorisation sémantique fine. Nos catégories sémantiques, présentées ci‐après, sont également 
dans  la  lignée  des  travaux  de  (Asher,  Benamara,  and Mathieu  2008;  Asher,  Benamara,  and 













Le chapitre se divise en 5  sous‐sections. La  section 2.2  traite du modèle  local de  l’opinion, au 
niveau d’une  expression  véhiculant une opinion unitaire.  La  section  2.3  expose  le modèle de 
l’opinion au niveau du segment de discours. La section 2.4  introduit  le modèle au niveau d’un 
document et de sa structure discursive. La section 2.5 présente un exemple d’annotation, ainsi 











‐ Un  ou  plusieurs  opérateurs,  qui  viennent  altérer  l'opinion  a  priori,  portée  par 
l'expression. 






























les  expressions  d'opinion  en  quatre  catégories  sémantiques  distinctes,  présentées  en  section 
1.2.2.3. Suivant la catégorie de l'expression d'opinion, celle‐ci peut également être associée à une 





















Les  expressions  de  jugement  expriment  des  évaluations  normatives  d'objets  et  d'actions,  à 
l'intérieur desquelles on peut distinguer les sous‐catégories suivantes : 














































‐ Suggérer  : expressions utilisées par  l'émetteur d'opinion pour suggérer ou spéculer 
sans être absolument certain 









































Une expression d'opinion possède une polarité, qui peut être  soit positive,  soit négative,  soit 
neutre. La valeur neutre correspond à une opinion de polarité ambiguë, qui sera éventuellement 


















































1  intensité basse  correct décevant intrigant 
2  intensité moyenne  brillant nul surprenant 
































Ces  derniers  seront  appelés  sujets  partiels  du  sujet  principal,  ou  part‐of_topic.  Par  souci  de 
concision,  nous  appellerons  dans  la  suite  Sujet  Partiel  les  sujets  partiels  concernant  le  sujet 
principal. Dans l'exemple (16), les plats et le service sont deux exemples de sujets partiels. 









Enfin,  certaines opinions  concernent un  sujet qui n'a  rien  à  voir  avec  le  sujet principal. Nous 
appellerons ce type de sujet Sujets Autre (other_topic). 
Exemple  :  Extrait  d'un  commentaire  web  sur  le  restaurant  "Sushi  House".  Les  expressions 
d'opinion sont soulignées, les sujets associés sont en gras. 















































Expression d'opinion  Sujet de l'opinion Émetteur Type d'émetteur
   beau     match   Pierre Autre émetteur
































































‐ Effet  de  nuance  temporelle.  Souvent,  il  s'agit  d'adverbes  de  temps,  comme  par 














































































cas  d'un  segment  subjectif,  celui‐ci  peut  être  explicite  ou  implicite.  Nous  distinguons  cinq 
catégories principales de subjectivité. 
Segments	objectifs	purs	(O)	








































Opinion Polarité Sujet Émetteur 
bruyamment  négative (Les) spectateurs <locuteur> 
<implicite>  négative <film> (Les) spectateurs 
Tableau 2.8 : Opinions du segment (28.a) 
Polarité	







































Ces  liens  peuvent  également  être  implicites,  tout  en  étant  indispensable  à  la  bonne 
compréhension du texte, comme dans l'exemple suivant. 
Exemple : deux segments en relation d'explication non marquée : 
[L'équipe  de  France  de  handball  a  perdu  lamentablement  hier.]1  [Elle  avait  trop  de 
blessés.]2 
Notre objectif lors de l’annotation de ces relations est de voir en quoi le discours peut être utile 
lors  de  l’analyse  de  l’opinion,  et  non  de  constituer  une  banque  de  données  annotée 
discursivement  qui  vérifierait  l’adéquation  entre  la  SDRT  et  l’intuition  des  annotateurs.  Par 
conséquent, en plus d’une définition précise de la notion de relation de discours, notre manuel 























‐ Résultat  (coordonnante)  :  le  segment  cible  exprime  le  résultat  des  actions  ou 
évènements décrit dans le segment source 
o Exemple : 























































































































Graphiquement, un  segment complexe peut  se  représenter par une boite englobant plusieurs 
nœuds.  Il est possible de créer des relations sortant d'un segment complexe  (i.e. des relations 
dont  le segment source est englobé dans un segment complexe	ܥ, mais dont  le segment cible 



















Nous  allons  tout  d’abord  présenter  l’outil  ayant  servi  pour  les  annotations  d’opinion  et  de 
discours, puis les annotations sur ce document 
2.4.1. Outil	d’annotation	













segment  source  et  un  segment  cible).  Cet  objet  est  particulièrement  adapté  aux  relations 
discursives, mais  également pour  relier une  anaphore  (par exemple d'expression d'opinion)  à 
l'unité à laquelle elle se réfère. 
Remarque : Il est également possible d'attacher des relations à un schéma. La structure devient 












id  Portion de texte concernée  Type d'annotation Attributs 
1.1  Je  Émetteur type=main_holder 
1.2  Sushiyaki  Sujet type=main_topic 
  
 [On y mange très bien.]_2 
id  Portion de texte concernée  Type d'annotation Attributs
2.1  On  Émetteur type=main_holder 
2.2  mange  Sujet type=partof_topic 
2.3  très  Opérateur type=Intensifieur+ 








id  Portion de texte concernée  Type d'annotation Attributs
3.1  Je  Émetteur type=main_holder 
3.2  recommande  Expression d'Opinion  type=Conseil/Recommander ;polarité=+ ; intensité=2 





id  Portion de texte concernée  Type d'annotation Attributs 
4.1  Ils  Sujet type=partof_topic 
4.2  meilleurs  Expression d'Opinion  type= Jugement/Évaluation ;polarité=+ ; intensité=better 





id  Portion de texte concernée  Type d'annotation Attributs 
5.1  Je  Émetteur type=main_holder 
5.2  mangés le mois dernier au Japan Sujet type=other_topic 
 
 [Les glaces au thé vert m'ont rappelé mon enfance au pays.]_6 
id  Portion de texte concernée  Type d'annotation Attributs 
6.1  Les glaces au thé vert  Sujet type=partof_topic 
6.2  m'  Émetteur type=main_holder 
 
 [Bref, une cuisine saine]_7 
id  Portion de texte concernée  Type d'annotation Attributs 
7.1  Une cuisine  Sujet type=partof_topic 







id  Portion de texte concernée  Type d'annotation Attributs
8.1  très  Opérateur type=Intensifieur+ 





id  Portion de texte concernée  Type d'annotation Attributs 
9.1  restaurant  Sujet type=main_topic 
9.2  devrait  Opérateur type=Modalité 
 
Le Tableau 2.9 suivant reprend les valeurs d'opinions annotées pour chacun des segments. 
Segment  Subjectivité Polarité Intensité
1	 O /	 /
2	 SE + 3
3	 SE + 2
4	 SEI + 3
5	 O /	 /
6	 SI + 2
7	 SE + 2
8	 SE + 3






























effet,  l’annotation  étant  une  tâche  fastidieuse,  il  est  difficile  pour  un  annotateur  de 
garantir une cohérence d’annotation sur un texte long, en particulier pour les annotations 
discursives.  À  l’inverse,  un  document  trop  court  n’aura  pas  une  structure  rhétorique 
suffisante pour être exploitée. 



































ils  ont  néanmoins  en  général  une  structure  rhétorique  bien  construite.  En  plus  de  pouvoir 







les  catégories  société, politique,  actualité  internationale.  Seules  les  réactions de plus de  trois 
phrases d’une part, et liées à un article ayant reçu au moins 10 réactions différentes d’autre part, 







dans  le cadre de  la campagne anglophone MPQA  (Wiebe, Wilson, and Cardie 2005), ainsi que, 
entre autres travaux, par (Kim and Hovy 2006b). 
Les  deux  corpus  annotés  présentent  une  certaine  complémentarité  :  dans  le  cadre  des 
commentaires de produits (reviews), les opinions sont majoritairement explicites, et souvent très 
intenses.  Les  réactions  aux  articles  de  presse  présentent  à  l’inverse  de  nombreuses  opinions 






dans  l'environnement  logiciel.  Ces  deux manuels  ont  été  réalisés  sous  forme  de Wiki,  ce  qui 
permet un parcours du document à la recherche d'informations spécifiques aisé pour l'utilisateur, 
et  une maintenance  facile  pour  les membres  du  projet  (tout  le monde  à  toujours  accès  à  la 
dernière version). 
Afin  de  faciliter  le  travail  des  annotateurs,  et  ainsi  de  limiter  les  erreurs  d’annotations,  deux 
artefacts d’annotation ont été introduits dans ce manuel : 
‐ Une relation d’anaphore, permettant à l’annotateur d’indiquer que certains annotations 




































produites  par  les  différents  annotateurs  naïfs.  Ainsi  et  afin  d'éviter  les  erreurs  liées  à  la 
segmentation, nous avons décidé que  la phase de segmentation discursive serait effectuée en 




issues  du  fait  que  ces  contraintes  sont  souvent  difficiles  à  vérifier  graphiquement,  tout 
particulièrement dans  le cas de documents  longs et/ou denses. Un outil externe de vérification 
des contraintes à donc été développé, permettant de vérifier : 



















‐ Pendant  la  première  phase  d'entraînement,  pendant  une  semaine,  les  trois 




ont  annoté  des  textes  distincts  (10  textes),  et  n'ont  pas  discuté  entre  eux.  Après 
analyse  des  annotations  produites,  des  recommandations  ont  été  données  aux 
annotateurs  quand  cela  était  nécessaire,  afin  de  limiter  les  erreurs  et  d'éviter  les 
mauvaises interprétations. 
‐ Enfin, dans un troisième temps, les annotateurs ont annotés le corpus opérationnel. 




réalisé  dans  le  cadre  du  projet  CASOAR,  en  collaboration  avec  Farah  Benamara  et  Vladimir 
Popescu. 
Les  corpus  annotés  ont  été  séparés  en  trois  parties,  chaque  partie  étant  annotée  par  deux 
annotateurs distincts. Chaque document est donc doublement annoté. 
Notre objectif étant d’étudier  l’interaction entre  la structure discursive d’une part, et  l’opinion 
annotée dans le document, nous nous focalisons dans cette section sur les statistiques suivantes : 
‐ Analyse quantitative des opinions (cf. section 2.5.2.1) 




















‐ dont segments SE 1482 (53.9 %) 574 (33.0 %) 
‐ dont segments SN 121 (4.4 %) 79 (4.5 %) 
‐ dont segments SI  587 (21.3 %) 607 (34.9 %) 
‐ dont segments O  441 (16.0 %) 455 (26.2 %) 



















SEI) est  très différent d'un genre à  l'autre. En effet, alors que dans  les commentaires web  les 
expressions  sont majoritairement  exprimées  via des  expressions  d'opinion  explicites,  on  peut 
remarquer que  les  réactions  aux  articles de presse  contiennent majoritairement des opinions 
implicites. Dans les deux cas, nous pouvons observer un taux similaire, assez faible, de segments 
purement  objectifs  (environ  30  %).  Les  documents  annotés  sont  donc,  comme  pressentis, 
majoritairement constitués de segments porteurs d'opinion. 
Concernant la polarité des documents, nous pouvons également observer un biais dépendant du 
corpus.  Si  les  commentaires  web  contiennent  majoritairement  des  opinions  positives,  les 
réactions de presse contiennent quant à elle une grande majorité de segments négatifs. 












Les  tableaux  ci‐dessous  présentent  les  kappas  de Cohen  entre  les  annotateurs A1, A2  et A3. 
L'échelle va de ‐1 pour un désaccord complet a +1 pour un accord complet. 
  A1 – A2 A1 – A3 A2 – A3 
Segments SE  0.55 0.63 0.69 
Segments SN  0.22 0.57 0.60 
Segments SI  0.26 0.34 0.53 
Segments O 0.47 0.57 0.58 
Tableau 2.11 : Accords inter‐annotateurs pour le corpus "Reviews" 
  A1 – A2 A1 – A3 A2 – A3 
Segments SE  0.23 0.25 0.45 
Segments SN  0.17 0.14 0.66 
Segments SI  0.08 0.15 0.32 















implicites est nécessaire pour  la constitution d'une chaîne d'analyse de  l'opinion  sur un genre 













interprété  en  termes  de  valeur  absolue  :  plus  la  valeur  absolue  du  score  est  élevée,  plus  la 
corrélation  est  importante.  Naturellement,  la  corrélation  entre  la  note  et  les  vecteurs  de 


















Par  conséquent,  le  repérage  des  opinions  implicites  semble moins  essentiel  pour  ce  type  de 











Nous  avons  également  testé  de  pondérer  le  poids  de  chaque  segment  dans  les  vecteurs  de 
comptage par l'intensité du segment. Les quatre segments deviennent alors : 





‐ Expl_Neg  :  somme  des  intensités  des  segments  explicites  négatifs  pour  chaque 
document  
‐ Impl_Pos  :  somme  des  intensités  des  segments  implicites  positifs  pour  chaque 
document  













Les  résultats  obtenus  sont  sensiblement  similaires  à  ceux  obtenus  sans  prise  en  compte  des 


























1536  pour  celui  de  réactions  aux  articles  de  presse.  Afin  de mieux  comprendre  le  contexte 




























Les relations  les plus fréquentes dans  les corpus sont  les relations de continuation, ce qui était 
attendu. Les relations d'explication, d'Elaboration, d'Elaboration d'entité, de Commentaire, et de 
Contraste  sont  également  présentes  en  quantité  relativement  importante.  Ces  résultats  sont 
globalement  stables  d'un  genre  à  un  autre,  à  l'exception  de  la  relation  Unknown,  qui  est 
sensiblement plus fréquente dans les réactions aux articles de presse. Ceci peut être dû à deux 
facteurs : 
‐ La qualité de  rédaction  :  les  réactions  aux  articles de presse  sont en  général bien 
écrites, et comportent donc une structure discursive assez claire. Les commentaires 
web peuvent  à  l'inverse être écrits par des  rédacteurs  assez  jeunes, et  rédigés de 
manière plus simple, moins élaborée. 














  EDU‐EDU  EDU‐CDU23  CDU‐CDU  EDU‐EDU 
EDU‐
CDU24  CDU‐CDU 
Explication  37 %  43 % 20 % 51 % 27 %  22 %
But  79 %  17 % 4 % 75 % 25 %  0 %
Résultat  31 %  42 % 27 % 35 % 37 %  28 %
Parallèle  35 %  24 % 41 % 73 % 20 %  7 %
Contraste  33 %  33 % 34 % 31 % 31 %  38 %
Continuation  68 %  13 % 19 % 72 % 16 %  12 %
Conditionnelle  61 %  31 % 8 % 50 % 36 %  14 %
Alternative  70 %  30 % 0% 70 % 15 %  15 %
Attribution  69 %  29 % 2 % 42 % 52 %  6 %
Arrière‐Plan  68 %  20 % 12 % 50 % 50 %  0 %
Narration  44 %  39 % 17 % 42 % 17 %  41 %
Flashback  100 %  0 % 0 % 0 % 100 %  0 %
Encadrement  35 %  58 % 7 % 59 % 31 %  10 %
Elaboration  15 %  49 % 36 % 17 % 55 %  28 %
E‐Elaboration  61 %  33 % 6 % 60 % 35 %  5 %
Commentaire  33 %  38 % 29 % 21 % 38 %  41 %
Correction  33 %  40 % 27 % 40 % 40 %  20 %
Unknown  68 %  9 % 23 % 50 % 30 %  20 %
Tableau 2.14 : Répartition fréquentielle des types de segments reliés par type de relation 
 
Nous pouvons  remarquer que  les  relations ont majoritairement au moins une CDU dans  leurs 
arguments (i.e. elles partent d’une CDU ou arrivent sur une CDU). Ceci souligne l'importance des 
segments complexe dans  les types de documents annotés. Ceci est d'autant plus vrai que cela 




























Continuation  81 %  19 % 79 % 21 % 
Commentaire  61 %  39 % 75 % 25 % 
Elaboration  50 %  50 % 82 % 18 % 
Contraste  76 %  24 % 76 % 24 % 
E‐Elaboration  63 %  37 % 65 % 35 % 
Résultat  81 %  19 % 47 % 53 % 
Attribution  14 %  86 % 18 % 82 % 
Parallèle  100 %  0 % 73 % 27 % 
Explication  76 %  24 % 78 % 22 % 





















Continuation  97 %  3 % 90 % 10 % 
Commentaire  82 %  18 % 96 % 4 % 
Elaboration  100 %  0 % 100 % 0 % 
Contraste  15 %  85 % 59 % 41 % 
E‐Elaboration  71 %  29 % 86 % 14 % 
Résultat  100 %  0 % 100 % 0 % 
Attribution  50 %  50 % 100 % 0 % 
Parallèle  100 %  0 % 100 % 0 % 
Explication  80 %  20 % 83 % 17 % 
Encadrement  100 %  0 % 86 % 14 % 
Tableau 2.16 : Préservation de la subjectivité par type de relation 












intensité),  le  sujet  de  l'opinion,  l'émetteur  de  l'opinion,  et  les  éventuels  opérateurs  venant 
s'appliquer sur l'expression d'opinion, et altérer ses caractéristiques (polarité, intensité, certitude 
associée). Ensuite au niveau du segment de discours, où nous annotons le type de subjectivité et 
les  attributs  d'opinion  hérités  du  contenu  ancré  dans  le  segment  (expressions  d'opinion  et 
opérateurs pour les segments explicites). Enfin, au niveau du document, où nous annotons la note 








l’opinion,  et  avons  observé  une  forte  influence  de  celui‐ci  à  la  fois  sur  la  polarité  et  sur  la 
subjectivité. Fort de ces résultats, nous pouvons envisager des approches basées sur le discours 

















Dans  le  chapitre  précédent,  nous  venons  de  voir  comment  structurer  l’opinion  de manière  à 
l’annoter et à raisonner sur ces annotations. Nous avons également pu voir que cette structure 














document,  via  un  pipeline  de  processus.  (Hu  and  Liu  2004)  ont  ainsi  proposé  une  chaîne  de 
traitement  de  l'opinion,  orientée  sur  l'extraction  d'opinion  sur  les  composantes  d'un  produit 
donné  dans  les  commentaires  web  de  consommateurs.  Ils  se  basent  pour  cela  sur  une 
















(Somasundaran 2010) présente une architecture centrée  sur  la notion de  relation de discours 
entre opinions. À partir d'un  texte découpé en  segments  (Dialog Acts), elle propose plusieurs 
modules visant à reconnaitre la polarité au niveau d'un segment de phrase, et à raffiner celle‐ci 

















Dans  ce  chapitre,  nous  allons  poser  les  fondations  informatiques  qui  vont  nous  permettre 
d’effectuer  automatiquement  notre  annotation,  et  de  répondre  aux  besoins  spécifiques 
d'industrialisation de la chaîne. La section 2.2 précisera les spécifications techniques relatives à la 
chaîne, et décomposera le problème en différentes sous‐tâches et modules associés. La section 




























Par  conséquent,  toute  erreur  dans  le  lexique  sera  propagée  dans  la  totalité  de  la  chaîne  de 
traitement. 
Le lexique final adopté pour la chaîne de traitement est décrit dans le chapitre 4. Le module de 













Exemple  :  texte  découpé  discursivement,  extrait  du  corpus  de  commentaires web  du  projet 
CASOAR. Les segments sont délimités par des crochets, et numérotés. 
[Je viens de découvrir le Sushiyaki.]1 [On y mange très bien.]2 [Je vous 
recommande les sashimis de saumon.]3 [Ils sont meilleurs que ceux]4 [que 
j'ai mangés le mois dernier au Japon.]5 [Les glaces au thé vert m'ont 
rappelé mon enfance au pays.]6 [En bref, une cuisine saine]7 [et très 







mais  ne  peuvent  pas  se  recouper  partiellement.  Par  conséquent,  un  ensemble  bien  formé 
d'ouverture et fermeture de segments équivaut à un et un seul ensemble de segments discursifs. 
Exemple : Étant donné le repérage automatique des bornes suivant : 
 [Celle-ci, [prudente,] a préféré conserver l'anonymat.] 
La seule segmentation possible est : 
[prudente,]1 



























Dans  le  contexte  de  l'analyse  d'opinion,  nous  sommes  intéressés  à  repérer  des  relations 














dossiers  (10‐fold cross validation) sur  le corpus Annodis  (Péry‐Woodley et al. 2009). Ceci nous 
permet de comparer nos résultats avec ceux obtenus par (Afantenos et al., 2010). Ensuite, nous 
avons  testé  l'utilisation du  corpus Annodis  complet  en  tant que  corpus d'entraînement,  et  le 












  Rappel Précision F1 
10‐fold cross validation, Annodis 0.858 0.913 0.885 
Train. Annodis ; Test Casoar Reviews 0.791 0.927 0.853 
10‐fold  cross  validation,  Casoar 
Reviews  0.925  0.942  0.933 
Tableau 3.1 : Résultats pour la classe R 
(borne ouvrante d'un ou plusieurs segments) 
  Rappel Précision F1 
10‐fold cross validation, Annodis 0.872 0.894 0.883 
Train. Annodis ; Test Casoar Reviews 0.752 0.917 0.827 
10‐fold  cross  validation,  Casoar 
Reviews  0.941  0.952  0.946 
Tableau 3.2 : Résultats pour la classe L 
(borne fermante d'un ou plusieurs segments) 
  Rappel Précision F1 
10‐fold cross validation, Annodis 0.976 0.967 0.972 
Train. Annodis ; Test Casoar Reviews 0.978 0.926 0.952 
10‐fold  cross  validation,  Casoar 















(information de  subjectivité  issue de  l'annotation manuelle –  tableau 3.4), ou déterminée par 
lexique  (tableau  3.5).  Enfin,  le  Tableau  3.6  décrit  les  résultats  obtenus  lorsque  l'on  corrige 
préalablement l'orthographe du corpus, de façon automatique. Cette correction orthographique 






la  fonctionnalité de correction automatique permet de  remplacer automatiquement un  terme 
fautif si le remplacement est jugé statistiquement « sûr » par le moteur de correction. 
  Rappel Précision F1 
Bornes des segments28  0.976 0.968 0.972 
Reconnaissance globale des UDE29 0.821 0.732 0.774 
Tableau 3.4 : Résultats pour la sur‐segmentation  
(information de subjectivité donnée par oracle) 
  Rappel Précision F1 
Bornes des segments  0.961 0.977 0.969 
Reconnaissance globale des UDE 0.751 0.772 0.762 
Tableau 3.5 : Résultats pour la sur‐segmentation  
(information de subjectivité déterminée par lexique) 
  Rappel Précision F1 
Bornes des segments  0.963 0.979 0.971 
Reconnaissance globale des UDE 0.763 0.791 0.777 
Tableau 3.6 : Résultats pour la sur‐segmentation après correction orthographique 
automatique (information de subjectivité déterminée par lexique) 
Nous pouvons  remarquer que  les  résultats obtenus  sont  comparables  à  ceux  issus de  la pré‐
segmentation par classification. La correction orthographique préalable apporte également une 






subjectivité	ݏݑܾ݆௦௘௚ ∈ ሼܵܧ, ܱ, ܵܫ, ܵܰሽ.  
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l'opinion globale 
grammaticale,  et  de  sens  présentes  dans  le  lexique.  Ce  repérage  est  également  effectué  en 




précision de  la chaîne de traitement, n'est pas  l'unique possibilité proposée dans  la  littérature. 
Ainsi, (Ding, Liu, and Yu 2008) ont proposé des règles contextuelles associées à  la détection du 













Cette tâche peut se diviser en deux parties,  la détermination de  la portée des opérateurs, et  le 





Formellement,  cette  tâche  consiste  à  associer,  pour  chaque  élément	ݓ௢௣	߳	 ஽ܹ௢௖,  l'ensemble 
ሼ݋݌݁ݎ	 ∈ 	ܱ݌݁ݎݏ஽௢௖	|	݋݌݁ݎ	 ∈ ݋݌݁ݎݏ௪೚೛ሽ des opérateurs  s'appliquant  sur cette expression, et à 










Une  étude  linguistique  des  effets  des  opérateurs,  et  le  modèle  proposé  pour  appliquer  les 
opérateurs – modèle parabolique – seront abordés en seconde partie du chapitre 5. 
Formellement,  cette  tâche  consiste, pour  tout  segment discursif  ݏ݁݃  subjectif,  à  calculer une 










recherche ouvert, qui ne sera pas  traité dans  le cadre de cette  thèse. Ainsi, dans  les chapitres 
concernés,  les sujets seront considérés comme donnés, soit par annotation manuelle, soit par 
module de détection "parfait". 
En pratique, dans  le contexte de  la chaîne de traitement,  le repérage du sujet de  l'opinion est 
effectué ad hoc, en partant d’une ontologie et/ou d’une  liste de sujets possibles pour chaque 
document. 








concrets  : dispose‐t‐on  facilement d’outils  complémentaires accessibles  via  la plate‐forme, ou 
faut‐il développer des passerelles spécifiques ? Le langage utilisé permet‐il la manipulation directe 
d’abstractions spécifiques au traitement du langage (par exemple, la notion de mots ou Tokens) ? 
Le  caractère  industrialisable  de  la  chaîne  demande  de  répondre  à  plusieurs  questions.  Tout 
d’abord,  la  portabilité  :  est‐ce  que  la  chaîne  sera  utilisable  dans  l’environnement  technique 
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intermédiaires ? De même,  il  faut considérer  les problématiques d’optimisation  :  la chaîne de 





d’une  chaîne propriétaire  (par exemple,  avec une  licence de  type  LGPL30), où  l’utilisation des 
composants  impliquent‐ils  que  la  chaîne  complète  soit Open  Source  (par  exemple,  avec  une 
licence de type GPL31) ? 
La  facilité  de maintenance  regroupe  deux  aspects  :  la maintenance  corrective  (i.e.  le  fait  de 
corriger  ou  d’améliorer  les  fonctionnalités  déjà  implémentées),  et  l’ajout  de  nouvelles 
fonctionnalités.  Contrairement  à  ce  que  l'on  pourrait  attendre  intuitivement,  la  facilité  de 
maintenance est tout à fait distincte de la facilité de prototypage. En effet, même si les éléments 
facilitant  le  prototypage  auront  naturellement  tendance  à  faciliter  la  maintenance,  d’autres 
















Dans  le  cadre du projet Rhécitas  (Tanguy  et  al.  2009),  le  composant d’analyse  syntaxique de 






















Légèreté  Mauvaise :  nécessite  l’installation  de  la  plate‐forme complète 
Possibilités d’optimisation  Mauvaise : prévue pour  le prototypage,  le temps d‘exécution d’une chaîne est parfois long 
Scalabilité  Moyenne :  peu  de  maîtrise  sur  les  tailles maximales de fichiers et de corpus. 
Licence 
licence LGPL : logiciel Open‐Source utilisable dans 





Pour  :  langage  Jape  permet  une  maintenance 
corrective aisée 
Contre  :  il  est  fréquemment  nécessaire  de 
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manipuler,  entre  autres  possibilités,  des 
documents 
Industrialisation 
Portabilité  Bonne  :  chaîne  en  Java  ou  C++,  disponible Linux/Windows  
Légèreté 




Correcte :  l’exécution  des  modules  peut  être 
efficace,  l’API  fournissant  des  solutions 




maximales  de  fichiers  et  de  corpus.  Exécution 
parallèle envisageable.  
Licence  Apache  License 2.0  :  compatible  avec  une utilisation dans une chaîne propriétaire 
Maintenance  Facilité 
Mauvaise :  nécessité  de  connaître  l’API  interne 




UIMA minimise  les  défauts  de GATE  concernant  l’industrialisation  tout  en  gardant  l’avantage 






accès  directement  aux  données  d’analyse  syntaxique,  sans  passer  par  l’export  des  sorties  en 
 
108  Thèse 










Abstraction des objets  Excellente :  les  structures de données  internes permettent la gestion de texte. 
Industrialisation 
Portabilité 
Correcte  :  chaîne  en  C++,  disponible 
Linux/Windows  sous  réserve  de  non‐utilisation 
de  fonctions  systèmes  dans  les  modules 
spécifiques d’extraction d’opinion. 








Facilité  Mauvaise : de base, nécessité de maintenir  les modules en C++ avec l’API interne. 
Adaptabilité  Moyenne :  les modules  sont  compilés  avec  le reste de la chaîne. 
Tableau 3.9 : Analyse des avantages et inconvénients de l’environnement interne Synapse 
L’utilisation  de  la  chaîne  de  traitement  propriétaire  possède  de  nets  avantages  en  termes 
d’industrialisation : la chaîne de traitement est plus légère, et les modules sont optimisables en 
termes de performances. L’aspect propriétaire de la chaîne peut être un inconvénient suivant le 
point  de  vue  :  dans  le  contexte  de  la  thèse  CIFRE,  cela  est  tout  à  fait  en  accord  avec  les 
spécifications. Néanmoins, des problématiques de maintenance sont à anticiper. 
Conclusion	


























‐ Simplicité  d'utilisation  :  le  langage  est‐il  intuitif  ?  Ce  critère  est  très  subjectif,  je 
n'indiquerai dans cette section que mon ressenti personnel, à titre informatif. 
‐ Expressivité du  langage  : est‐ce que  le  langage permet de décrire efficacement  les 
comportements observés ? 
‐ Portabilité  du  code  :  est‐ce  que  le  langage  peut  être  interprété  ou  compilé  vers 
plusieurs plates‐formes ? 
Cette section passe en revue différentes possibilités de  langage de règles disponibles. D'autres 








Le  RegExp  Annotator  utilise  des  fichiers  XML  décrivant  les  différentes  expressions  régulières 






















GATE. Il s’agit d’un  langage  interprété permettant de raisonner sur  les annotations stockées au 





Il existe deux plugin GATE permettant d'exécuter du  code  Jape au  sein de  la plate‐forme  :  le 
Montreal  Transducer  et  le  Jape  Compiler.  Ces  deux  plugins  varient  légèrement  dans  leurs 





















Architecture du système  :  l'analyse fine de  l'opinion  locale comme support de remontée de 
l'opinion globale 
Exemple  :  Règle  Jape  permettant  d'apparier  plusieurs  annotations  consécutives  possédant  la 























les  décrochages  Java  sont  fréquents,  et  nécessitent  la 
connaissance de l'API interne Java 
Expressivité  Moyenne : décrochages Java nécessaires




soutenu  par  la DGA.  Spécifique  au  traitement  du  langage,  il  répond  à  un  besoin  de  Synapse 
Développement allant au‐delà de  l’analyse d’opinion  :  il permet, comme  Jape, de déclarer des 
règles métiers exploitant des primitives  sur  le  langage – analyse  syntaxique,  lexiques –  ce qui 




Le  langage Myéline  a  été  développé  prioritairement  avec  pour  plate‐forme  cible  le  module 

























 (<Contenu Sous-Condition 1 – concerne le premier Token>) 
 (<Contenu Sous-Condition 2 – concerne le second Token>) 
 … 


























Exemple  : Utilisation de variable pour  résoudre  le problème de  regroupement de proposition. 
Syntaxiquement,  l'opérateur  ":"  permet  l'affectation  dans  une  variable,  et  les  variables  sont 
identifiés par un '$'. L'opération d'affectation présente dans la sous‐condition étoilée (fermeture 
de Kleene (Ebbinghaus, Flum, and Thomas 1994, 656) est réalisée pour chaque nouveau Token 
découvert  correspondant  à  la  contrainte.  La  directive  #define  permet  de  définir  un  type 
d'Annotation, la directive #RULENAME est une macro donnant le nom de la règle en cours. 




 (Token:$first && Token.numProp:$num) 
 (Token:$last && Token.numProp==$num)* 

































de  tracer  l'application de  la  règle  (par exemple, pour  tracer dans un  journal  l'application des 
règles). Syntaxiquement, la directive import permet de déclarer une fonction externe. 
La fonction externe de cet exemple – TraceRule – doit exister pour la plate‐forme cible, mais 
le  concepteur  de  la  règle  n'a  pas  à maîtriser  cette  implémentation  :  celle‐ci  peut  avoir  été 
effectuée en amont par un  informaticien – de même, cet  informaticien n'a pas à maîtriser  les 
détails linguistiques des règles appelantes. 
#define Proposition(num, ruleName) 




 (Token:$first && Token.numProp:$num) 
 (Token:$last && Token.numProp==$num)* 
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{ 
 Proposition($first.startOffset, $end.endOffset, $num, #RULENAME); 















Les  décrochages  en  langage  source  sont  empaquetés 
dans une déclaration Myéline : le concepteur de la règle 































Les  modules  Myéline  sont 
potentiellement portables 
Les  modules  et  fonctions  en  C++  sont 
spécifiques,  disponible  Linux/Windows 
sous  réserve  de  non‐utilisation  de 
fonctions  systèmes  dans  les  parties 
spécifiques à l’extraction d’opinion. 









Bonne : Myéline  assouplit  considérablement  la 
maintenance corrective, qui peut désormais être 




reste  de  la  chaîne,  mais  sous  forme  de 
bibliothèques indépendantes. 
Tableau 3.15 : Récapitulatif des avantages et inconvénients de l'environnement d'exécution final 
Dans  le  cadre  des  expérimentations  préliminaires,  les  algorithmes  ont  néanmoins  parfois  été 
préalablement  testés  sur  d’autres  plates‐formes,  pour  des  raisons  pratiques.  En  effet,  ces 




Dans  cette  section,  nous  avons  pu  voir  l'architecture  générale  de  la  chaîne  d'extraction  de 
l'opinion. Cette chaîne comprend : 
‐ un  module  de  segmentation  discursive,  adapté  de  (Afantenos  et  al.  2010)  pour 
l'analyseur  syntaxique  de  Synapse  Développement  (Laurent,  Nègre,  and  Séguéla 
2009).  L'évaluation  de  ce module montre  des  performances  similaires  à  celles  de 













de  l'expression  au  niveau  du  segment  en  prenant  en  compte  les  opérateurs 
s'appliquant sur les opinions. Ce module peut‐être décomposé en deux sous‐tâches, 
l'une  de  détermination  de  la  portée  de  chaque  opérateur,  l'autre  de  calcul  des 





Dans  le  cadre  du  contrat  de  thèse  CIFRE,  l'architecture  utilisée  devait  répondre  à  plusieurs 
contraintes, notamment en matière d'industrialisation de la chaîne, et de confort de maintenance. 
Pour cela, après étude des différentes options disponibles, nous nous sommes décidés pour une 
architecture  intégrée  à  la  chaîne  d'analyse  syntaxique  de  Synapse  Développement.  Afin  de 
permettre une maintenance corrective et adaptative aisée, nous avons également décidé de nous 
lancer dans la conception de notre propre langage de règles, Myéline. Ce langage, spécialisé dans 
le traitement du  langage naturel, possède deux principaux avantages sur  le  langage  Jape de  la 
plateforme GATE  :  il  est  d'une  part  légèrement  plus  expressif,  en  permettant  des  références 
croisées via des variables dans la partie condition de la règle, et d'autre part potentiellement plus 

















Devant  le  travail nécessaire pour constituer manuellement une ressource  linguistique,  l'intérêt 
des  méthodes  de  génération  automatique  de  lexique  est  transparent  :  pouvoir  créer  une 
ressource, à coût extrêmement réduit et en un temps négligeable. Dans le contexte de cette thèse 




Néanmoins,  le  lexique d'opinion peut être considéré comme  la clé de voûte de toute  la chaîne 
d'extraction de l'opinion : intervenant dès les premières briques de la chaîne, toute erreur issue 




automatique  de  lexiques  de  polarité  (i.e.  de  lexique  de  termes  porteurs  d’opinion  avec  leur 
polarité associée) à partir de ressources dictionnairiques génériques : 





distinguant  finement  les  intensités  et/ou  les  catégories  sémantiques  d’opinion  définies  au 







Afin  de  générer  un  lexique,  le  principe  général  est  de  s’appuyer  sur  une  ébauche  construite 










conjonctions  pour  étendre  leur  lexique,  partant  de  la  supposition  que  deux  adjectifs  en 
conjonction (par exemple, reliés par un « et ») ont une polarité similaire, et que deux mots en 
contraste (par exemple reliés par un « mais ») ont une polarité opposée. Turney et Littman ont 
proposé  deux  scores  calculant  la  polarité  d’un  terme  étant  donné  son  contexte  :  le  SO‐PMI 
(Semantic Oriented  –  Pointwise Mutual  Information,  (Turney  and  Littman  2002))  basé  sur  les 
cooccurrences d’un mot avec  les termes du  lexique germe polarisé, et  le LSA  (Latent Semantic 
Analysis, (Turney and Littman 2003)), calculant  la proximité des contextes d’utilisation de deux 





pour  appliquer  les méthodes  présentées,  notamment  au moyen  d'opérateurs  fournis  par  les 



















and  Sebastiani  2006b)  ont  amélioré  ces  méthodes  en  effectuant  au  préalable  une 
désambiguïsation  syntaxique.  Plusieurs  travaux  ont  exploités  les  phrases  de  description  des 
synsets  de WordNet  (gloses)  :  (Andreevskaia  and  Bergler  2006)  ont  classé  ces  derniers  entre 
positif, négatif, et neutre (objectif), en testant la présence de mot germes dans la description du 
synset  ;  (Esuli  and  Sebastiani 2006a) ont quant  à eux exploités  la proximité entre différentes 
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gloses.  (Chesley et al. 2006) ont  classé  les adjectifs  suivant  le nombre d’occurrences de mots 





contexte  :  les synonymes et antonymes n'appartenant pas au  lexique source ne sont étiquetés 
que lorsqu'ils apparaissent dans un contexte similaire à celui du terme originel.  
Quelques travaux ont également proposé une approche mixte, basée à la fois sur dictionnaire et 





4.3. Génération	 d’un	 lexique	 de	 polarité	 via	 une	 taxinomie	
générale	du	Français	
Pour  le  français,  peu  d’études  basées  sur  dictionnaire  ont  été menées  à  notre  connaissance. 


























and Séguéla 2009). À chaque mot est associé son  lemme, sa catégorie syntaxique, et  le ou  les 
numéros  de  sens  reconnus  lors  de  la  désambiguïsation  sémantique  locale.  Par  extension,  un 
ensemble de catégories conceptuelles de niveau 4 est donc associé à chaque mot. 
Nous avons observé que les catégories où l’on trouve des adjectifs d’opinion rassemblent des mots 
de  sens  proches  et  de  même  polarité.  Elles  regroupent  cependant  des  mots  d’intensités 
différentes, ce qui  interdit tout classement des termes d’opinion par  intensité en se basant sur 





































Le  graphe  obtenu  à  l’étape  d’initialisation  se  rapproche  d’un  graphe  de  CSP  (Constraint 
Satisfaction Problem), où  les nœuds « terme » représenteraient  les contraintes à satisfaire  :  la 







présente  la  même  polarité  p.  À  chaque  étape,  numérotée  h,  on  affecte  à  tous  les  nœuds 
« concept » cohérents, la hauteur h et la polarité p. On élimine ensuite du graphe tous les nœuds 
« terme » ayant un voisin « concept » partageant  leur polarité  : en effet, ces nœuds sont dits 
«  résolus  »  :  on  a  trouvé  un  concept  associé  permettant  de  déterminer  leur  polarité.  Dans 
l’éventualité où, à une étape donnée, aucun nœud « concept » ne serait affecté, on associe à un 
nœud « concept » quelconque une polarité arbitraire et la hauteur h. Idéalement, cette affectation 








arbre  de  décision  permettant  de  classer  les  adjectifs  rencontrés  dans  un  texte  suivant  les 






















































évoqué  au  chapitre  2.  La  structure  d'opinion  annotée  est  néanmoins  similaire  sur  les  points 
concernés par cette évaluation. Le corpus est constitué de 40 documents plutôt positifs a priori, 
et de  20 documents plutôt négatifs  a priori. Chaque  commentaire est  constitué  en moyenne 
d'environ 3 phrases / 70 mots. Un manuel d'annotation a été fourni aux annotateurs afin de les 
guider dans la tâche : il était demandé aux annotateurs d’annoter les expressions d’opinion avec 





Le  corpus  utilisé  a  été  séparé  en  deux  groupes  :  un  corpus  d’entraînement  constitué  de  5 












Sans renforcement 39% 74% 51%




catégories étant assez  fines,  certains  traits  sémantiques approchants  sont divisés en plusieurs 
catégories  ; par exemple,  les catégories « beauté » et « beauté humaine » sont distinctes. Par 
conséquent, des mots pourtant proches peuvent ne pas être  reconnus  comme  tels.  La phase 
d’extension  par  proximité  (renforcement)  permet  de  corriger  ce  défaut  :  les  deux  catégories 
précédentes  possèdent  au moins  un  terme  en  commun  («  joli  »),  et  le  caractère  positif  des 
adjectifs de l’une se propage donc à l’autre. 











« bon ». Même  si dans  ce dernier  cas  super et bon partagent  la même polarité,  l’annotation 
manuelle  n’inclut  pas  «  super  »  dans  l’expression  d’opinion,  ce  qui  implique  que  celui‐ci  est 
détecté comme faux positif. Pour le lexique renforcé, la précision diminue, mais ceci est compensé 
par un bien meilleur  rappel  ; globalement, on observe une augmentation  importante de  la  f‐
mesure. 














partir de  ces nouveaux  termes, nous avons généré un  second  lexique, et  comparé  celui‐ci au 
lexique obtenu précédemment. 
Les  deux  lexiques  se  sont  révélés  relativement  différents.  En  effet,  le  lexique  issu  de  films 
comportait  beaucoup  plus  de  termes  d’émotions  fortes,  notamment  positives,  comme 
« poignant »,  tandis que celui  issu de  restaurants comportait des  termes du  registre culinaire 

























raison  de  deux  facteurs.  Tout  d’abord,  l’hypothèse  de  conformité  entre  la  polarité  du 
commentaire  et  la  polarité  déduite du  nombre d’étoiles  n’est  pas  toujours  vérifiée  :  certains 
internautes utilisent le commentaire uniquement afin de compléter une opinion donnée par des 
étoiles.  Ainsi,  un  internaute  pourra mettre  4  étoiles  avec  pour  seul  commentaire  «  Un  peu 





aspects du  restaurant étaient probablement  tout à  fait  corrects. D’autre part,  l’algorithme de 
classification  du  commentaire  suivant  le  nombre  d’adjectifs  de  telle  ou  telle  polarité  est 
relativement  sommaire  :  il  ne  prend  en  compte  ni  les  négations,  ni  la  présence  éventuelle 





























La première étape a été  la  construction des  liens de  synonymie et d'antonymie entre  termes 

































+1/2 et  ‐1/2  ; en cela,  il peut être apparenté à une "polarité" de  la particule. Pour des raisons 





∑ ݔ௜ ∗ exp	ሺߚ ∗ ݔ௜ ∗ ∑ ߱௜௝̅ݔ௝௢௟ௗሻ௝௫೔













optimale  pour  le  paramètre  ߚ  en  l'absence  de  données  d'entraînement,  via  un  paramètre 
additionnel,  la magnétisation. La magnétisation ݉ se calcule comme suit  : ݉ ൌ ∑ ௫̅೔೔ே , avec N  le 
nombre de particules en  interaction. Une propriété  remarquable de  la magnétisation est que, 
lorsque ݉ ൎ 0, le spin des particules est distribué de manière aléatoire, et si ݉ ് 0, toutes les 
particules  suffisamment  reliées au  réseau  recevront  la même valeur de  spin. Nous  souhaitons 
obtenir un réseau lexical polarisé localement dans le voisinage des termes germes, c’est‐à‐dire un 
réseau lexical dans lequel les termes proches d’un terme germe partagent la polarité de celui‐ci. 
Pour  cela,  la  valeur  optimale  pour  le  paramètre  ߚ  est  la  valeur  pour  laquelle  ݉  s'éloigne 
subitement de zéro. 
 Pour estimer le poids du lien entre i et j (Takamura, Inui, and Okumura 2005) ont utilisé la formule 




























  ࢼ prédit Accuracy
LB1 (baseline issue G1) 1.0 85.9 %
LF1 (final issu G1) 0.3 89.4 %
LB2 (baseline issue G2) 1.1 88.3 %












termes  contenus  dans  le  lexique  «  gold  »  extrait  du  corpus  annoté  sont  assez 












l’analyse  de  l’opinion.  Par  exemple,  remonter  la  nuance  entre  un  avis  déposé  sur  le  web 
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légèrement positif  (« Ce  restaurant est plutôt correct. ») et un avis extrêmement positif  (« Le 
meilleur restaurant de la ville. ») est un élément crucial, à la fois pour le restaurateur qui cherche 
à  connaître  les  avis  sur  son  restaurant,  et  pour  l’internaute  cherchant  où manger  pour  une 
occasion en particulier. 
Inférer  automatiquement  l’intensité  d’une  expression  d’opinion  présente  un  challenge  plus 
important que pour la simple polarité. En effet, introduire l'intensité fait que le nombre de classes 
possibles passe de deux/trois (suivant que l’on considère une valeur neutre) à entre six et sept (en 
se basant  sur  le  schéma de  représentation de  l’opinion défini au  chapitre 2). Cela  induit bien 
évidemment une complexité importante, et un cumul des erreurs. Les algorithmes proposés pour 
la polarité ne peuvent s’appliquer de manière efficace, et ce chacun pour une raison différente. 
Les deux  sections  suivantes présentes  respectivement  l’adaptation des  techniques présentées 
précedemment  à  la  génération  d’un  lexique  d’intensités  de  l’extension  par  taxinomie,  et 
l’adaptation de l’extension par calcul de spin, présentées en sections 4.3 et 4.4. 
4.5.1.1. Extension	par	taxinomie	
L’algorithme  d’extension  par  taxinomie  (proposition  1)  repose  sur  le  fait  que,  lors  de 
l’établissement de la liste de concepts, les termes opposés se sont, en général, vus attribués au 
moins une catégorie différente. Par contre, comme vu en section 4.3.1, les catégories regroupent 









Intensité = 1  0.0 0.0 /
Intensité = 2  0.17 0.73 0.27
Intensité = 3  0.10 0.34 0.16













de  l'expression d'opinion, nous avons calculé  le coefficient de corrélation de Pearson entre  les 
intensités annotées et le coefficient de sortie de l'algorithme. Le score mesuré est de 0.35, ce qui 
indique l'existence d'une corrélation, mais trop faible pour être exploitable. 




Pour  chacune  des  classes  ainsi  définies,  un  travail  conséquent  doit  être  réalisé  :  en  plus  de 
l'adaptation de l'algorithme, il faut constituer un lexique germe. Afin de vérifier la faisabilité de la 
méthode, nous avons annoté les adjectifs utilisés pour les évaluations suivant les deux catégories 






  Rappel Précision F‐mesure 
Jugement  0.25 0.94 0.40
Sentiment_appreciation 0.08 0.62 0.14











La  taxinomie  du  Français  de  Synapse  Développement  n'est  pas  une  ressource  prévue  pour 
différencier des  intensités. Par conséquent,  le  lexique généré d'intensités s'appuyant sur cette 
ressource est de qualité médiocre, autant par la faible couverture que par le taux de faux positifs. 








4.6. Lexique	 choisi	 pour	 la	 chaîne	 de	 traitement	 :	 lexique	
CASOAR	
Nous  avons pu  voir dans  les  sections précédentes que  si  la  génération de  lexique donne des 
résultats encourageants pour un lexique de polarité, le niveau de qualité obtenu n’est pas suffisant 
lorsque  l’on  tente  de  généraliser  ces méthodes  à  un  lexique  d’intensités  et/ou  de  catégories 
sémantiques. 
Partant  de  ce  constat  et  dans  le  cadre  du  projet  CASOAR,  un  lexique  d’opinion  comprenant 
polarités,  intensités,  et  catégories  sémantiques  a  été  manuellement  constitué  par  Farah 




Afin  de  permettre  l'extraction  d'opinions  dans  un  texte,  plusieurs méthodes  d'acquisition  de 
ressources lexicales ont été proposées dans la littérature. Les toutes premières ressources ont été 





























opinions  suivant  quatre  catégorie  est  proposée.  Le  lexique  proposé  dans  le  cadre  du  projet 
CASOAR et présenté dans cette section se situe dans la lignée de ces lexiques. Dans le cadre du 
projet Blogoscopie, (Daille et al. 2011) ont extraits de leur corpus 982 entrée lexicales, classées 
suivant  les  catégories  de  leur  schéma  d’annotation43  (cf.  section  1.1  pour  la  description  des 
catégories Blogoscopie). Parmi ces entrées, 54 sont ambiguës, et un exemple de contexte est alors 
précisé. Cette  ressource, bien que de qualité correcte, ne remplissait pas certains critères que 
nous  jugions  importants  :  les  entrées  d’opinion  évaluatives  ne  comportent  notamment  pas 
d’intensité. 
Toutes ces ressources manuelles sont en général de bonne qualité, mais nécessitent un temps et 






Pour  chaque  entrée  sont  stockées  des  informations  d'identification  :  lemme  du  terme 









et  éventuellement  valeurs  associées  (degré  de  certitude,  degré  d'engagement  de 
l'auteur – cf. chapitre 6 pour plus de détails sur ces valeurs) 
Le premier exemple ci‐dessous présente l’entrée lexicale « agaçant » du lexique CASOAR. Cette 











































































































Afin  de  soutenir  l'ensemble  de  l’architecture,  et  après  étude  des  méthodes  de  générations 
automatiques de lexique exposées dans ce chapitre, nous avons opté pour l'utilisation d'un lexique 
d'opinion manuellement  constitué  dans  le  cadre  du  projet  CASOAR,  tout  à  fait  adapté  à  nos 
besoins, notamment en  termes de  traits  sémantiques, de qualité, et de compatibilité avec  les 
outils techniques. 
Ce  lexique est utilisé dans  l’ensemble des modules de  la chaîne de traitement, et en particulier 














purement  factuelle) ou  subjective  (i.e.  contenant une opinion).  La  classification en  termes de 

















devrait  pas  être  commercialisé.  »,  la modalité  donne  son  caractère  subjectif  au  segment  de 
discours ; énoncer le caractère « commercialisé » d’un jeu n’est pas en soit une opinion. 












satellites.  (Somasundaran  2010)  propose  un  traitement  discursif  permettant  d’améliorer  la 
reconnaissance de polarité au niveau de la phrase et la détection de l’opinion globale. Enfin, plus 













multitude  de  clauses  porteuses  d'opinion,  reliées  entre  elles  par  divers  relations  rhétoriques. 
Prenons par exemple la phrase suivante : 
«  En  dépit  d’un  excellent  choix  d’acteurs  et  d’images  magnifiques,  le  réalisateur  ne 
parvient pas à nous faire oublier l’absence totale de scénario. » 
Dans  cette  phrase,  trois  opinions  portant  sur  le  film  sont  présentes.  Les  deux  premières, 
« excellent choix » et « images magnifiques », sont en contraste avec la troisième « absence totale 
de scénario ». 
Effectuer  une  classification  au  niveau  de  la  clause  n’est  pas  non  plus  souhaitable  :  plusieurs 
expressions d’opinion peuvent en effet être reliées entre elles par des relations rhétoriques dans 
une même clause. Par exemple, dans la phrase « Le film est bien mais long. », un contraste marqué 





La  détection  de  la  subjectivité  pour  l'analyse  de  sentiments  ne  peut  être  réduite  à  une 










explicite.  (1.b),  (2.b) et  (3.c) portent des opinions  implicites. Enfin,  (4.a) porte une marque de 
subjectivité, mais ne présente pas un caractère évaluatif. 




des  phrases  portant  une  opinion  comme  étant  un  sous‐ensemble  de  l'ensemble  des  phrases 
subjectives. 



















pas d'expression d'opinion  :  l'opinion, positive ou négative, est sous‐entendue dans  le contenu 












(SI). Ce choix est dû au  trop  faible nombre de segments SEI par  rapport aux autres classes de 
segments. 
5.2.1.3. Avantages	de	cette	classification	
Distinguer  parmi  ces  quatre  classes  de  segments  offre  plusieurs  avantages  sur  une  simple 
classification binaire objectifs/subjectifs. 
Tout d'abord, cela nous permet de distinguer entre  les expressions purement  subjectives  (qui 
appartiennent  aux  segments  SE),  et  les  expressions  dont  la  subjectivité  relève  de  l'implicite 
(segments SI). Ensuite, les classes définies ici peuvent être utilisées pour améliorer la classification 
en termes de polarité, en permettant  le filtrage des segments de catégorie O ou SN. Enfin, ces 
classes peuvent également améliorer  la  reconnaissance de  l'intensité de  l'opinion globale  :  les 
segments SN, en renseignant le degré de certitude de l'auteur de l'opinion, peuvent jouer un rôle 
de filtre très important. 
Des  travaux  récents  ont  entrepris  de  classer  automatiquement  les  sentiments  implicites.  Par 
exemple,  (Greene and Resnik 2009) ont utilisé pour  cela  la  sémantique  lexicale et  la  syntaxe. 
(Musat and Trausan‐Matu 2010) ont étudié l'impact des opérateurs influençant la polarité sur la 
détection  des  sentiments  implicites  dans  les  textes  économiques.  Néanmoins,  à  notre 
connaissance, la distinction automatique entre segments évaluatifs et non‐évaluatifs d'une part 











l'absence  de  contexte,  il  y  ait  présence  ou  non  de  subjectivité.  Les  segments  subjectifs  hors 











La  seconde  partition  distingue  la  présence  ou  non  d'un  caractère  évaluatif,  i.e.  d'opinion,  au 


















Parmi  les  traits  locaux,  on  distingue  les  traits  lexicaux,  qui  sont  les  informations  issues  de  la 
reconnaissance  d'un  terme  ou  d'une  expression  décrite  par  lexique.  Les  traits  stylistiques 
correspondent aux  informations  issues de  la mise en forme du texte (ponctuation, majuscules, 
émoticônes).  Les  traits  syntaxiques  sont  les  informations  issues  ou  déduites  de  l'analyse 
syntaxique du texte. 
Par opposition à ces trois premières catégories, les traits contextuels ou discursifs comportent des 




























































































segments voisins  immédiats de  l’UDE considérée,  i.e.  l’UDE précédent  l’UDE courante, et  l’UDE 
suivant l’UDE courante. 
Présence	à	gauche	de	verbe	de	reportage	ou	de	conseil	non	polarisé	[D1]	






























































































suivant :   |Fk+1‐Fk| < ε  =>   F considérée stable 
5.3.2.3. Répartition	des	traits	sélectionnés	par	classifieur	












La  tâche  traitée par ce classifieur étant assez simple, on peut  remarquer que  les  traits utilisés 
concernent tous une recherche dans le lexique. 
Second	classifieur	:	segments	évaluatifs	et	non	évaluatifs	(classification	Op)	
La  tâche  du  second  classifieur  est  plus  complexe,  et  nécessite  de  prendre  en  compte  les 
informations locales et contextuelles. 
Tableau	résumé	





























Les  partitions  étudiées  étant  mutuellement  indépendantes,  ces  deux  classifieurs  sont 
indépendants  l'un  de  l'autre.  Par  conséquent,  ils  peuvent  être  lancés  en  parallèle.  Une  fois 










Notre corpus est composé de 136 commentaires web de  films, extraits depuis  le  site  internet 
Allociné.com46. Parmi celles‐ci 115 sont utilisées pour  le développement  (gold standard), et 21 
pour  le  test47. Trois  juges  familiers du domaine ont effectués une annotation en deux  temps  : 
segmentation discursive du texte, puis classification manuelle de chacun des segments identifiés. 









En effet, plus un texte est  long, plus  il est difficile pour  le sujet humain de repérer  le contexte 
discursif avec précision : celui‐ci est parfois lointain, et la tâche d'annotation nécessite de passer 
plus de temps sur  le texte que ne  le ferait un simple  lecteur. L'étude de cette hypothèse, bien 
qu'intéressante, est néanmoins au‐delà de la portée de cette section. Ces chiffres sont néanmoins 














































Accuracy Précision Rappel  F‐mesure
Dev  Test Dev Test Dev Test  Dev  Test
S0 : Baseline  74.30  68.79 77.82 65.50 83.35 79.39  80.49  71.77
S1 : S0 + adverbes  74.68  70.00 77.85 66.18 84.25 81.82  80.92  73.17
S2 : S1 + désambiguïsation  82.31  70.91 87.54 67.69 84.08 80.00  85.77  73.33
Tableau 5.2 : Résultats pour la classification S 
Nous  pouvons  observer  que  l'ajout  des  adverbes  de manière  améliore  substantiellement  les 
performances du classifieur en termes de rappel, sans nuire à sa précision. 
L'ajout de  la désambiguïsation sémantique  induit une amélioration de  la précision significative 
(notamment sur le corpus de développement, où l'on observe une augmentation de plus de 10 %), 
au prix d'une baisse du rappel. Dans les deux cas, on observe une augmentation de la F‐mesure 




















Accuracy Précision Rappel  F‐mesure
Dev  Test Dev Test Dev Test  Dev  Test
Op0 : Baseline  75.82  73.33 76.25 73.56 98.93 99.59  86.12  84.61
Op1 : + cap. + pct.  76.51  72.73 76.80 73.39 98.94 98.77  86.48  84.20
Op2 : + comp. & sup.  76.52  72.73 76.73 73.39 99.13 98.77  86.50  84.20
Op3 : + autres syntaxiques  76.66  72.42 76.94 73.31 98.84 98.35  86.53  84.00
Op4 : + désambiguïsation  77.39  73.33 81.14 78.6 91.98 87.65  86.22  82.87
Op5 : + contexte non marq.  77.32  75.15 80.35 79.49 93.31 89.30  86.35  84.10
Op6 : + contexte marq. 78.35  75.15 83.74 85.15 88.33 80.25  85.97  82.62
Op7 : + détach. gauche 77.18  74.55 79.15 77.89 94.71 91.36  86.23  84.08


















corpus ;  la F‐mesure augmente  légèrement sur  le corpus de développement, mais baisse sur  le 
corpus de test. 
L'ajout des traits contextuels ne reposant pas sur une pré‐classification dégrade  la précision au 
profit  d'une  augmentation  significative  du  rappel  :  cela  conduit,  sur  les  deux  corpus,  à  une 
augmentation de la F‐mesure. 
L'ajout des traits contextuels nécessitant une classification itérative donne les meilleurs résultats 






segments  subjectifs  –  les  segments  implicites  peuvent  difficilement  être  repérés  par  d'autres 
méthodes surfaciques – le manque de couverture reste un problème à surmonter. 
Lors de  la  classification  itérative,  le  facteur de  convergence  ε = 0.01 est  atteint en  au plus 2 
itérations sur le corpus de développement, et 3 itérations sur le corpus de test. Comme attendu, 

































observer  que  l'ajout  des  traits  contextuels  augmente  les  performances,  exceptés  pour  les 
segments  de  classe  SN,  où  le  score  est  marginalement  dégradé.  Sur  le  corpus  de  test,  les 




Les  améliorations  sont  moins  marquées  lorsque  l'on  introduit  les  traits  itératifs,  ce  qui  est 
cohérent avec les performances observées sur le seul classifieur Op. Néanmoins, même avec ces 





Ce  chapitre présente une méthode permettant de déterminer  la  subjectivité d'un  segment,  à 
partir d'informations  locales et contextuelles. L'ajout d'informations contextuelles, notamment 
issues  du  discours,  permet  d'améliorer  significativement  la  classification  des  segments,  et  en 
particulier la détection des segments porteurs d'opinions implicites. 










































Dans  ce  chapitre,  nous  verrons  comment  intégrer  le  contexte  local  de  l'expression,  afin  de 
















Les  travaux décrits  dans  ce  chapitre  ont  été  effectué  en  collaboration  avec  Farah Benamara, 







‐ opérateurs de négation, dont  l’action principale est de  renverser  la polarité d’une 
expression d’opinion ; 
‐ opérateurs  d’intensification,  dont  l’action  est  d’altérer  l’intensité  d’une 
expression d’opinion ; 
‐ opérateurs de modalités, dont  l’action est d’altérer  la certitude ou  l’intensité d’une 
expression d’opinion. 
Les opérateurs de  restriction, abordés également au chapitre 2, ne  seront pas  traités dans ce 


















doit  être bon,  sinon  c’est  la  faillite  assurée.  »,  alors  le modal  vient plutôt  altérer  la  force de 
l’expression. 
Afin  d’obtenir  une  classification  qui  rend  compte  au  mieux  des  nuances  d’effet  entre  les 




































via  lexique  (i.e.  sans  explosion  de  la  taille  du  lexique).  Les  opérateurs  de  négation  couvrent 
uniquement  les  deux  derniers  cas,  où  la  négation  est  extérieure  à  l'expression  d'opinion 
considérée. 
Contexte	scientifique	
































suivant  la  polarité  (Pang,  Lee,  and  Vaithyanathan  2002;  Ng,  Dasgupta,  and  Arifin 





































































































Un  modal  épistémique  indique  la  croyance  du  locuteur  dans  le  contenu  propositionnel  de 













































































Le  principe  de  soumettre  des  internautes  à  un  questionnaire  de  ce  type  n'est  pas  neuf  en 
traitement du  langage  :  citons notamment  les  travaux de  (Taboada et  al. 2011), proches des 
nôtres,  qui  ont  utilisé  la  plate‐forme  Amazon Mechanical  Turk51  pour  évaluer  les  différentes 
parties de leur modèle d'application des opérateurs pour l'anglais. Nous avons choisi de faire appel 




la tâche  faisant  face à des  impératifs de rentabilité  (cf. notamment  les travaux de  (Adda et al. 
2011) pour une analyse de ce problème), les annotateurs volontaires peuvent tout à fait prendre 
leur temps pour répondre aux questions posées. Nous pensons par conséquent que, pour cette 
tâche,  les  annotations  fournies  sont  plus  fiables  que  des  annotations  effectuées  par  des 
annotateurs rémunérés à la tâche. 
En  contrepartie, pour éviter une  certaine  lassitude ou un manque de  temps des  annotateurs 





opérateur  de  négation  (par  exemple  :  "Cet  étudiant  est  brillant."  et  "Cet  étudiant  n’est  pas 
brillant.". Les intensités des expressions d'opinion présentées varient d'une question à une autre 
sur  une  échelle  discrète  (l'échelle  de  notre  lexique,  allant  de  ‐3  à  +3).  Il  est  demandé  aux 






étudiant  n'est  pas  brillant."  et  "Cet  étudiant  n'est  jamais  brillant."  Les  annotateurs  doivent 
























de  chaque  paire.  78  annotateurs  de  langue maternelle  française  ont  répondu  à  ce  protocole 
d'évaluation. 
6.2.1.2. Négation	













acteur  est  nullissime"  vs.  "Cet  acteur  n'est  pas  nullissime.")  48.8  %  seulement  des  sujets 
renversent la polarité. 
Le  Tableau  6.1  présente  la  répartition  des  résultats  pour  l'hypothèse  N1.b  :  les  lignes 
correspondent  à  l'intensité  donnée  par  les  annotateurs  pour  la  phrase  sans  négation,  et  les 
colonnes à celle donnée pour la phrase avec négation. 
  +3  +2  +1 0 ‐1 ‐2  ‐3
+3  0.0 %  0.0 %  4.7 % 32.9 % 58.9 % 3.5 %  0.0 %
+2  0.0 %  0.0 %  0.0 % 4.9 % 82.0 % 13.1 %  0.0 %
+1  0.0 %  0.0 %  0.0 % 0.0 % 84.3 % 14.5 %  1.2 %
‐1  0.0 %  0.0 %  62.5 % 37.5 % 0.0 % 0.0 %  0.0 %
‐2  0.0 %  1.2 %  51.9 % 39.5 % 7.4 % 0.0 %  0.0 %
‐3  0.0 %  1.4 %  26.4 % 43.0 % 23.6 % 5.6 %  0.0 %
Tableau 6.1 : Répartition des résultats pour l'hypothèse N1.b 
Nous  pouvons  observer  que  l'hypothèse  N1.b  est  vérifiée  pour  toutes  les  combinaisons 








négative  que  son  équivalent  dans  la  portée  d'une  négation  simple.  Cette  disparité  dans  les 
résultats  montre  qu'une  étude  plus  approfondie  sur  certaines  négations  lexicales  doit  être 
effectuée pour mieux comprendre leur effet sur l'opinion. 
Enfin, l'hypothèse N4 concernant les cumuls de négation est vérifiée à près de 64 %. Le désaccord 
observé vient de  la question  testant  l'effet du cumul de négations quantifiées. Du  fait que  les 
négations quantifiées augmentent déjà l'intensité de l'expression d'opinion, il est par conséquent 
possible  qu'ajouter  de  nouvelles  quantifieurs  de  négation  n'apporte  pas  nécessairement  plus 
d'intensité à l'opinion. 
6.2.1.3. Modalités	














incertain),  ce  qui  montre  que,  en  plus  de  l'intensité  et  de  la  polarité,  la  certitude  est  une 
caractéristique pertinente pour l'opinion. Concernant M2.2, l'hypothèse est validée par près de 
79  %  des  sujets  dans  le  cas  du  modal  épistémique  "pouvoir"  moins  certain  que  le  modal 
épistémique "devoir", tandis que seulement 23 % d'entre eux considèrent que "devoir" affaiblit le 
degré  de  certitude  de  l'expression  dans  sa  portée.  M2.3  est  validée  par  environ  57  %  des 
annotateurs  ;  les annotateurs considèrent que  les modaux "devoir" et "falloir" dans  leur usage 
épistémique ont le même effet. 
Enfin,  M3.1  est  validée  dans  une  moindre  mesure  :  54  %.  D'autre  part,  62.5  %  des  sujets 
approuvent l'hypothèse que le déontique "pouvoir" réduit l'intensité de l'opinion dans sa portée. 
Ceci peut être expliqué par l'ambiguïté entre les interprétations déontique et épistémique de ces 










Pour  cela,  nous  allons  tout  d'abord  évoquer  comment  déterminer  le  lien  entre  l'expression 
d'opinion et les opérateurs venant s'appliquer sur elle, c'est‐à‐dire comment déterminer la portée 


















































ۓprofondeurሺopଵ, ݔሻ 	൐ ݌ݎ݋݂݋݊݀݁ݑݎሺopଶ, ݔሻ					
profondeurሺopଵ, ݔሻ ൌ profondeurሺopଶ, ݔሻ	et	
	݀݅ݏݐܽ݊ܿ݁ሺopଵ, xሻ ൐ ݀݅ݏݐܽ݊ܿ݁ሺopଶ, xሻ										
profondeurሺopଵ, ݔሻ ൌ profondeurሺopଶ, ݔሻ	et












Afin  d’évaluer  nos  algorithmes  d’association  opérateur‐expression  d’opinion,  nous  les  avons 
testés  sur  notre  corpus  de  commentaires  web,  annoté  lors  de  la  campagne  CASOAR  (cf. 
chapitre  1).  Ce  corpus  comporte  489  instances  d'opérateurs  portant  sur  une  ou  plusieurs 
expressions  d'opinion,  pour  397  instances  d'application  d'un  ou  plusieurs  opérateurs  sur  une 
expression d'opinion (i.e. 397 liens entre un ou plusieurs opérateurs et une opinion). 
L’évaluation a  lieu en deux étapes. Dans un premier temps, nous avons évalué  l’algorithme de 








  Précision Rappel F‐mesure 
Portee_1  0.740  0.976  0.842 
Portee_2  0.770  0.974  0.860 
Portee_3  0.924  0.967  0.945 
Portee_4  0.938  0.962  0.950 
Portee_5  0.971  0.820  0.889 
Tableau 6.2 : Évaluation de l’algorithme de portée de l’opérateur 
 sur le corpus de commentaires web CASOAR 















Sur  l’ensemble  des  397  instances  d’applications  d’opérateurs,  368  ont  été  correctement 
ordonnées par l’alogrithme, soit 92.7 % de bonne reconnaissance.  
6.3.1.3. Portée	d'un	opérateur	:	conclusion	et	perspectives	
Nous  avons  ici  présenté  un  algorithme  simple  de  détermination  de  la  portée  basé  sur  la 
segmentation du texte en unités de discours. Les résultats obtenus sur nos corpus sont plutôt bons 
: l'algorithme est donc utilisable dans le contexte de notre chaîne de traitement. 









d’opinion. Ces attributs  sont une polarité  (positive, négative, neutre), et une  intensité  (faible, 
standard, forte). 


























































de  la  structure du  segment de discours CASOAR  (cf.  chapitre 1),  ce  cas est plutôt  rare.  Il doit 
néanmoins être pris en compte. 
Dans ce cas, nous considérons que le sujet de l'opinion attaché au segment est le suivant : 











Le  cas  d'un  segment  subjectif  implicite  est  un  peu  particulier  :  en  effet,  un  tel  segment  ne 
comporte  par  définition  pas  d'expression  d'opinion  à  laquelle  on  puisse  rattacher  un  sujet. 

























portant  sur  le  type  de  sujet  du  segment.  Il  suffit  ensuite  de  se  reporter  à  l'une  des  sections 
précédentes, suivant qu'il reste une ou plusieurs expressions portant sur ce sujet. 
Segment	implicite	





















Ces opérations  consistent  à définir  le niveau de  certitude,  lorsque  celui‐ci est explicité par  le 
lecteur. L'opération élémentaire d'affaiblissement de  la certitude fixe  l'opinion sur  la valeur de 
certitude affaiblie. L'opération élémentaire de renforcement de la certitude fixe l'opinion sur la 
valeur de certitude renforcée. L'opérateur d'annulation de la certitude fixe quant à lui la certitude 






ordonnée  Lopx  d'opérateurs  l'impactant.  Le  principal  problème  de  cette  liste  est  la  non 







































sur  un  sujet	ܵ௘௫௣.  L'expression  d'opinion  est  caractérisée  par  un  score  d'opinion  a 
priori	ݏܿ݋ݎ݁௘௫௣ ൌ ݌݋݈௘௫௣ ∗ ݅݊ݐ௘௫௣. Ici, ݌݋݈௘௫௣	désigne la polarité a priori de l'expression, égale à ‐
1 ou +1, et ݅݊ݐ௘௫௣ est l'intensité a priori de l'expression, appartenant à l'ensemble	Ժ ∩ ሾ1; 3ሿ. Ces 
deux valeurs sont en général fournies par le module de repérage suivant lexique, décrit en section 
3.2.4.  L'expression  ݁ݔ݌  peut  être  altérée  par  un  ensemble  d'opérations  élémentaires	ܱܲ ൌ
ሼ݋݌௜, ݌݋ݑݎ	݅ ൌ 1. . ݊ሽ. L'effet cumulatif de ces opérations sur l'expression ݁ݔ݌ est représenté par 
la formule	݋݌ଵ ቀ݋݌ଶ൫…݋݌௡ሺ݁ݔ݌ሻ൯ቁ, où l'ordre des opérateurs reflètent leur portée sur ݁ݔ݌ : ݋݌ଵ 
est ici l'opérateur le plus distant, qui inclut dans sa portée les autres opérateurs sur l'opinion. 
L'objectif  de  cette  section  est  de  déterminer  la  valeur  en  contexte	ݏܿ݋ݎ்݁,  correspondant  à 









L'angle ߠா ൌ ܱܨܧ෣	߳ሿ0; ߨሾ mesure  la valeur d'opinion de  l'expression  :  le signe correspond à  la 





foyer, mais  de  pentes  différentes  (cf.  Figure  6.5). Ces  pentes  correspondent  à  des  degrés  de 
certitude différents. Par convention, nous établissons la valeur de référence	݌଴, correspondant à 
un degré de certitude "standard". ݌ଵ ൐ ݌଴ désigne alors le degré de certitude "certain", et ݌ଶ ൏
݌଴ le degré "incertain". Une expression non modifiée par un opérateur est de certitude standard 
















Dans  cette  section,  nous  présentons  le  modèle  en  plusieurs  étapes.  Tout  d'abord,  nous 









Soit un  lexique possédant une échelle d'intensité  finie	ܫ ൌ ሾ1;ܯܣܺሿ ∩ Ժ. Soit ݓ଴ un  terme du 
lexique,  de  polarité ݌௪బ  et  d'intensité	݅௪଴,  tel  que,  dans  la  portée  d'une  négation  simple,  les 














ݏ݅	݅௪ ൌ ݅௪బ, ݊݋ݎ݉ሺ݅௪ሻ ൌ 	ߨ/2
ݏ݅	݅௪ ൐ ݅௪బ, ݊݋ݎ݉ሺ݅௪ሻ ൌ
ߨ ∗ ሺ݅௪ െ 1ሻ






sur  la  parabole  de  certitude  standard  (i.e.  de  paramètre	݌଴),  au  point  d'angle  ߠா ൌ ݌௘௫௣ ∗
݊݋ݎ݉ሺ݅௘௫௣ሻ. 
Exemples : 
A.  Considérons  le  lexique  présenté  au  chapitre  2.  Ce  lexique  présente  une  échelle 








B.  Considérons  maintenant  un  lexique  portant  sur  une  échelle  d'intensité  sur  cinq 

















ۖۓ ݏ݅	݊݋ݎ݉ሺ݅௪ሻ ൏ ߨ/2, ݅௪ ൌ
2 ∗ ݅௪బ ∗ ݊݋ݎ݉ሺ݅௪ሻ
ߨ 	
ݏ݅	݊݋ݎ݉ሺ݅௪ሻ ൌ ߨ/2, ݅௪ ൌ ݅௪బ
ݏ݅	݊݋ݎ݉ሺ݅௪ሻ ൐ ߨ/2, ݅௪ ൌ










negሺθሻ ൌ ൜ሺθ ൅ πሻ, ݏ݅	ߠ ൏ 0ሺθ െ πሻ, ݏ݅	ߠ ൐ 0 
Exemples : plaçons‐nous dans le contexte du lexique CASOAR (cf. chapitre 2) 
Le terme pivot "bon" est associé à la valeur d'opinion	ݏܿ݋ݎ݁௕௢௡ ൌ ൅1. Suivant le Tableau 




























|θ|/θ	 ∗ 	2 ∗ 	μ	 ∗ |θ|																															si	|θ| 	൏ൌ 	ߨ/3
|θ|/θ	 ∗ 	ሺπ/2	 ൅ 	½	 ∗ 	μ	 ∗ |θ|ሻ										si	|θ| 	൐ൌ 	ߨ/3





atténué  :  l'intensification  d'une  valeur  d'intensité  déjà  forte  aura  moins  d'impact  que 
l'intensification d'une valeur d'intensité standard. 
Exemple : plaçons‐nous dans le contexte du lexique CASOAR (cf. chapitre 2) 
Le  terme  pivot  "bon"  est  associé  à  la  valeur  d'opinion	ݏܿ݋ݎ݁௕௢௡ ൌ ൅1  et  une  valeur 
normalisée associée	݊݋ݎ݉ሺݏܿ݋ݎ݁௕௢௡ሻ ൌ ߨ/2. 
Les  opérations  d'intensification  et  d'affaiblissement  d'intensité  donnent  respectivement  les 
résultats suivants :  
൞
















Les  opérations  d'intensification  et  d'affaiblissement  d'intensité  donnent  respectivement  les 
résultats suivants : 
൞
















fixe  d’intensité  plutôt  que  comme  un  opérateur  renversant  la  polarité. Nos  travaux  diffèrent 
néanmoins  sur  la  valeur  de  ce  décalage.  En  effet,  notre  opération  élémentaire  de  négation 
renverse systématiquement la polarité, ce qui est plus en accord avec les observations relevées 
en section 6.2. À l’inverse, le décalage proposé par (Taboada et al. 2011) est inférieur à la valeur 
maximale de  leur échelle de  lexique, ce qui  implique une conservation de  la polarité pour  les 
valeurs  extrêmes  d’intensité.  L’opération  de  négation  dans  le  cadre  du modèle  parabolique 
permet ainsi de mieux rendre compte des observations linguistiques énoncées en section 6.2, et 
constitue une opération graphique  simple de  rotation correspondant bien à  l’idée  intuitive de 
renversement correspondant à la négation. 
Concernant  l’opération  d’intensification  (respectivement  d’affaiblissement  d’intensité), 
l’opération  que  nous  proposons  satisfait  bien  les  propriétés  attendues  d’un  opérateur  de 
renforcement  (resp. d’affaiblissement) de  l’intensité énoncées en section 6.2. L’atténuation de 
l’effet  aux  limites  permet  ainsi,  outre  la  cohérence mathématique  de  l’opérateur,  de  rendre 
compte de l’effet des cumuls d’opérateurs d’intensité tels qu’énoncés précédemment. 









paramètre	݌,  nous  obtenons  une  série  de  paraboles  imbriquées,  de  foyer  commun	ܨ.  Nous 
proposons de représenter le niveau de certitude de l’opinion par cette distance entre le foyer de 
la parabole et le foyer (i.e. par le paramètre	݌). 








affaiblie  par  un  opérateur  ;  la  parabole  associée  est  plus  haute  et  plus  resserrée  que  celle 
correspondant  à  la  certitude  standard.  La  Figure  6.9  illustre  ces  trois paraboles.  Les  traits  en 











L'opinion  de  la  phrase  (1)  est  projetée  sur  la  Figure  6.10  au  point ܧ.  L'opinion  de  certitude 
renforcée  de  la  phrase  (2)  est  portée  par  le  point  ܧ′,  qui  partage  avec  ܧ  le  même  angle 










൜certାሺθ, pሻ ൌ ሺθ, p୰ୣ୬୤ሻcertିሺθ, pሻ ൌ ሺθ, pୟ୤୤ሻ  
6.4.3.2. Extension	négation	pour	la	certitude	
Dans le cadre d'une expression ݁ dont la certitude n'est pas standard, la certitude de l'opinion est 
également altérée par  l'opération, comme nous avons pu  le voir en  section précédente. Nous 
modélisons cette opération comme un renversement du paramètre p. 
La formule d'application de l'opération est la suivante : 






































































augmentant  l'intensité.  Notre  lexique  ne  distinguant  pas  cette  nuance,  nous  avons  lancé 
l'évaluation sur l'ensemble des combinaisons de valeurs possibles, en prenant un pas de 0.1 entre 
chaque  valeur.  Le  Tableau  6.8  expose  les  résultats  de  ce  test  de  paramètres.  Les  lignes 
représentent  les  différentes  valeurs  du  facteur  multiplicatif  pour  une  opération  Int‐,  et  les 
colonnes les différentes valeurs du facteur multiplicatif pour une opération Int+. 
  1.1  1.2  1.3  1.4 1.5 1.6 1.7 1.8  1.9
0.5  0.365	 0.365	 0.390	 0.390 0.564 0.647 0.647	 0.647	 0.647
0.6  0.348  0.348  0.373  0.373 0.547 0.607 0.607  0.607  0.607
0.7  0.348  0.348  0.373  0.373 0.547 0.607 0.607  0.607  0.607
0.8  0.343  0.343  0.368  0.368 0.542 0.602 0.602  0.602  0.602




multiplicatif  pour  Int+  (resp.  pour  Int‐),  ce  qui  correspond  à  des  opérateurs  ayant  un  effet 











questions  est  présenté  aux  sujets. Dans  chaque  question,  une  phrase  porteuse  d'opinion  est 
présentée, ainsi que son équivalent comportant un opérateur de négation  (par exemple  : "Cet 
étudiant est brillant." et "Cet étudiant n’est pas brillant." Il est demandé aux annotateurs d'estimer 
la  force de chaque phrase sur une échelle allant de  ‐3  (très négatif) à +3  (très positif). Dans  le 
second protocole, nous présentons huit questions aux annotateurs. Chaque question contient une 
paire  de  phrases,  l'une  d'elle  comportant  une  phrase  porteuse  d'opinion  avec  une  négation 
simple, l'autre étant son équivalent avec une négation quantifiée ou lexicale. Par exemple : "Cet 
étudiant  n'est  pas  brillant."  et  "Cet  étudiant  n'est  jamais  brillant."  Les  annotateurs  doivent 
comparer les forces des deux phrases, et donner la plus intense.  
L’évaluation face aux données du protocole 1 nous permet de mesurer à quel degré les modèles 




Modèle  Accord – protocole 1 Accord – protocole 2 
Baseline  27.03 % 5.80 % 
Taboada et al.  47.77 % 73.04 % 
Modèle parabolique  61.43 % 73.04 % 
Tableau 6.9 : Résultats des différents modèles sur les annotations CASOAR 
Nous  pouvons  tout  d’abord  remarquer  que  les modèles  ‘Taboada  et  al.’  et  ‘paraoblique’  se 
comportent  tous  deux  bien  face  à  l’évaluation  du  protocole  2  :  ils  permettent  de  prédire 
correctement une bonne part des données. À l’inverse, le modèle baseline ne parvient presque 
jamais à prédire  l’ordre donné par  les annotateurs. Concernant  l’évaluation sur  le protocole 1, 
nous pouvons constater que l’accord maximal est obtenu pour le modèle parabolique. Le modèle 























‐ Le non respect de  l'hypothèse N1  (renversement systématique de  la polarité par  la 
négation) : les données CASOAR vérifient en grande majorité cette hypothèse. Or, pour 














Précision  92.3 % 85.3 % 88.8 % 
Rappel  89.3 % 87.8 % 88.5 % 
F‐Mesure  90.4 % 86.5 % 88.6 % 
Tableau 6.11 : résultats de l'évaluation de la prise en compte des opérateurs de certitude 
Ces  résultats montrent  une  reconnaissance  adéquate  des  valeurs  de  certitude  au  niveau  du 





Concernant  les  cas  d'erreurs,  nous  avons  trouvés  deux  sources  d'imprécision  dans  la  valeur 
retournée : 
‐ Certaines modalités viennent s'appliquer directement sur  le sujet de  l'opinion, mais 
pas sur  les adjectifs et adverbes – expression d'opinion et opérateur – directement 
associés  à  celle‐ci.  Par  exemple,  dans  la  phrase  "On  doute  du  message  très 


















des effets  fins relevés  lors de  l'étude  linguistique.  Il permet également de définir une distance 
entre deux opinions, éventuellement exploitable dans le contexte d'une application industrielle : 
ainsi,  un moteur  de  recherche  dans  des  commentaires web  pourrait,  en  se  basant  sur  cette 
distance,  proposer  des  suggestions  issues  d'avis  positifs  de  personnes  dont  les  opinions 
renseignées sur le site sont proches de celle de l'utilisateur. Ce modèle se comporte bien vis‐à‐vis 
de nos données annotées, et permet une reconnaissance précise de l'opinion émise. 
Ces  travaux  peuvent  être  approfondis  suivant  deux  pistes  :  tout  d'abord,  une  étude 
complémentaire de certains cumuls, en particulier concernant les intensités, permettrait d'affiner 
encore  les  hypothèses  et  par  conséquent  le  modèle.  Ensuite,  l'annotation  de  données 
supplémentaires  concernant  les  opérateurs  de modalité,  plus  rares  que  les  négations  et  les 

















illustratives. Néanmoins,  l'objectif principal de notre  chaîne de  traitement est de  calculer une 
opinion globale sur le sujet principal du document. Pour cela nous proposons dans ce chapitre une 


































o Par  filtrage  du  graphe  de  discours  :  dans  cette  étape,  certaines  opinions 




‐ Une  étape  de  calcul  numérique  :  application  d'une  heuristique  de  calcul  ou  de 
sélection  sur  l'ensemble  issu  de  l’étape  précédente,  afin  de  calculer  une  valeur 
d'opinion unique pour le graphe 
Pour  la première étape (constitution de  l’ensemble d’opinions),  la principale nuance entre une 





















Le document  suivant,  très positif, est extrait de notre  corpus de  commentaires web –  il  sera 
considéré comme exemple fil rouge tout au long de ce chapitre. Ce commentaire s'est vu attribué 
manuellement la note de +3, ce qui constitue la note maximale sur notre échelle (i.e. entre ‐3 et 




réussite  de  la  mise  en  scène]_6  [qui  nous  entraine  dans  la  vie  de  B.  Dylan.]_7  [La 




Segment Subjectivité Valeur d'opinion Sujet associé55 
1  SN ∅ ∅ 
2  SE +3 mt (implicite) 
3  SE +2 mt (implicite) 
4  SE +3 mt (implicite) 
5  SE  +2  pt (mise‐en‐scène) 
6  SE  +3  pt (mise‐en‐scène) 
7  O ∅ ∅ 
8  SE +3 pt (acteurs) 
9  SI ‐2 mt (implicite) 
10  SEI  ‐2  pt (mise‐en‐scène) 
11  SE ‐1 pt (l'artiste) 
12  SE +3 mt (implicite) 
Tableau 7.1 : Valeurs de subjectivité et d'opinion 
pour chacun des segments 













































‐ keep_mt  :  filtre  ne  conservant  que  les  segments  concernant  directement  le  topic 
principal. 









  keep_all  ሼ1; 2; 3; 4; 5; 6; 7; 8; 9; 10; 11; 12ሽ ሼ൅3;൅2;൅3;൅2;൅3;൅3;െ2;െ2;െ1;൅3ሽ
  
keep_mt_pt  ሼ2; 3; 4; 5; 6; 8; 9; 10; 11; 12ሽ  ሼ൅3;൅2;൅3;൅2;൅3;൅3;െ2;െ2;െ1;൅3ሽ
  keep_mt  ሼ2; 3; 4; 9; 12ሽ ሼ൅3;൅2;൅3;െ2;൅3ሽ 

























keep_all  ሼ1; 2; 3; 4; 5; 6; 7; 8; 9; 10; 11; 12ሽ ሼ൅3;൅2;൅3;൅2;൅3;൅3;െ2;െ2;െ1;൅3ሽ
keep_se  ሼ2; 3; 4; 5; 6; 8; 9; 11; 12ሽ ሼ൅3;൅2;൅3;൅2;൅3;൅3;െ2;െ1ሽ
keep se_sei  ሼ2; 3; 4; 5; 6; 8; 9; 10; 11; 12ሽ ሼ൅3;൅2;൅3;൅2;൅3;൅3;െ2;െ2;െ1;൅3;൅3ሽ
keep_si  ሼ9ሽ  ሼെ2ሽ 
keep_si_sei  ሼ9; 10ሽ  ሼെ2;െ2ሽ 
Tableau 7.3 : Application de chaque filtre par sujet de l'opinion sur l'exemple cas d'étude 
7.3.3. Filtres	par	discours	
Les  filtres  par  discours  consistent  à  raisonner  sur  le  graphe  de  discours  afin  de  proposer  un 
élagage. Nous proposons cinq filtres : 
‐ keep_all : tous les segments sont pris en compte. 
‐ keep_top  :  seuls  les  constituants  (EDU ou CDU) du haut du  graphe  (i.e. n'étant ni 
subordonné  à  un  autre  segment,  ni  coordonné  à  un  segment  étant  lui‐même 





graphe  ne  sont  gardés  que  s'ils  ne  sont  pas  subordonnés  à  un  autre  segment  à 
l'intérieur de la CDU : la règle de filtrage est ainsi appliquée récursivement pour chaque 
sous‐graphe constitué par une CDU. 
‐ keep_sub_src  :  seuls  les  segments  source  d'au  moins  une  relation  discursive 
subordonnante sont conservés. L'idée derrière ce filtre est que si le rédacteur explique, 
































Enfin,  la  figure  suivante  montre  le  graphe  de  discours  après  application  du  filtre 









l'ensemble  de  segments  utilisé  par  l'heuristique  de  calcul  de  l'opinion  globale,  basés 














































opté  pour  un  filtrage  par  objectivation,  qui  permet  facilement  de maintenir  la  cohérence  du 
graphe de discours 
7.3.4.2. Ordre	d'application	des	filtres	
Le  mode  de  filtrage  choisi  en  section  précédente,  n'altère  ni  la  structure  discursive,  ni  le 
rattachement d'un segment à au sujet de l'opinion. Par contre, il altère le type de subjectivité des 
segments.  Afin  d'appliquer  les  filtres  et  puisque  la  structure  discursive  est  conservée,  nous 
pouvons soit raisonner sur le graphe initial, soit sur le graphe altéré par le filtrage. 
Si  l'on  choisit  de  raisonner  sur  le  graphe  initial,  l'ordre  d'application  des  filtres  n'a  pas 
d'importance. Quelque soit celui effectué en pratique, le résultat sera identique. 





















































Formellement,  étant  donné  un  graphe  de  discours  Gr,  l'objectif  est  de  remonter  un  triplet 
unique		൏ ܶ݋݌, ܵݑܾ, ܸ݈ܽௌ௘௧ ൐, où ܶ݋݌ est  le  sujet de  l'opinion, ܵݑܾ  le  type de  subjectivité du 











un triplet de valeurs associées Valeurs = (Subjectivité, Topic, Score). 
Pour  cela,  nous  pouvons  définir  les  fonctions  Associer_valeurs,  qui  permettent 
respectivement d'affecter un  triplet de valeurs v à une CDU c, ou de mettre à  jour  les valeurs 
associées à un nœud du graphe n. Un nœud du graphe peut être soit un segment simple, soit une 
CDU imbriquée précédemment résolue. 
Associer_valeurs(CDU c, Valeurs v) 





englobant  tout  le graphe. Pour chaque CDU c non  résolue du graphe, on applique  la  fonction 
Solve_CDU(c) : 
Function Solve_CDU(CDU c) { 













Tant que (∃ Relation R && R subordonnante && R(courant, autre)){ 
 Solve_node(autre); 
val = Appliquer_regle(R, courant, autre); 
Associer_valeurs(courant, val); 
} 
Si (∃ Relation R && R coordonnante && R(courant, autre)){ 
  Relation Rcoo = selection_coo(courant, autre); 




La  fonction Appliquer_regle applique, pour  la  relation R  reliant  les nœuds  source et  cible 
donnés,  la  règle  associée  et  retourne  les  valeurs  fusionnées.  La  section  suivante  décrit,  pour 


























de valeurs	൏ ܶ݋݌, ܵݑܾ, ܸ݈ܽௌ௘௧ ൐. 
Ce triplet de valeurs est calculé à partir : 
‐ Du type de ܴ ; 
‐ Du triplet de valeurs ൏ ݐ݋݌݅ܿሺܽሻ, ݏݑܾ݆ሺܽሻ, ݏܿ݋ݎ݁ሺܽሻ ൐ associé à ܽ ; 









ݐ݋݌݅ܿሺܽሻ ൌ ݐ݋݌݅ܿሺܾሻ ൌ ݐ݋݌݅ܿ	




Pour le triplet résultant	൏ ܶ݋݌, ܵݑܾ, ܸ݈ܽௌ௘௧ ൐, nous avons : 
‐ ܶ݋݌	 ൌ 	ݐ݋݌݅ܿ : le type de sujet commun	
‐ ܵݑܾ	 ൌ 	ݏݑܾ݆ : la subjectivité commune	


















Le triplet résultant ൏ ܶ݋݌, ܵݑܾ, ܸ݈ܽௌ௘௧ ൐ est donc :	൏ ݌ݐ, ܵ, ሼ൅2;൅3ሽ ൐. 
 












Le triplet résultant ൏ ܶ݋݌, ܵݑܾ, ܸ݈ܽௌ௘௧ ൐ est donc :	൏ ݌ݐ, ܵ, ሼെ2;െ2ሽ ൐. On peut remarquer que 
dans ce cas, on conserve la double valeur ‐2 dans l'ensemble	ܸ݈ܽௌ௘௧. Ceci est souhaitable : en effet, 

















Pour le triplet résultant	൏ ܶ݋݌, ܵݑܾ, ܸ݈ܽௌ௘௧ ൐, nous avons : 
‐ ܶ݋݌ ൌ ݐ݋݌݅ܿሺܽሻ : le sujet de a est le sujet principal du bloc, il est élaboré ou expliqué 
dans le nœud b	
‐ ܵݑܾ ∶	
o ܵݑܾ ൌ ܵ si ݏݑܾ݆ሺܽሻ ൌ ܵ (SE ou SI) ou ݏݑܾ݆ሺܾሻ ൌ ܵ (SE ou SI)	
o ܵݑܾ ൌ ܱ sinon	
‐ ܸ݈ܽ_ܵ݁ݐ: 
o ܸ݈ܽௌ௘௧ ൌ ݏܿ݋ݎ݁ሺܽሻ si ݏݑܾ݆ሺܽሻ ൌ ܵ : l'opinion de a est élaborée ou expliquée 
par b, b ne fait que détailler et n'apporte a priori pas d'élément nouveau 
o ܸ݈ܽௌ௘௧ ൌ ݏܿ݋ݎ݁ሺܾሻ si ݏݑܾ݆ሺܽሻ ൌ ܱ 
Exemples	
 Considérons la portion de discours suivante, extraite d'un commentaire de série TV : 





























Le triplet résultant ൏ ܶ݋݌, ܵݑܾ, ܸ݈ܽ_ܵ݁ݐ ൐ est donc :	൏ ݉ݐ, ܵ, ሼ൅3ሽ ൐. L'opinion, portée dans ce 







Par définition, nous avons donc la propriété ݐ݋݌݅ܿሺܽሻ ൌ ݐ݋݌݅ܿሺܾሻ ൌ ݐ݋݌݅ܿ : le segment b exprime 
un point de vue sur le sujet du segment a. 
Dans  le  cas  où  les  deux  segments  sont  porteurs  d'opinion,  le  commentaire  vient  soit  en 
renforcement de l'opinion, soit en opposition. Dans ce dernier cas, les deux opinions ne peuvent 
pas  être  endossées  en même  temps  par  un  locuteur  cohérent  :  l'une  d'entre  elles  dépend 
nécessairement d'un émetteur différent. 
Règle	associée	
Pour le triplet résultant	൏ ܶ݋݌, ܵݑܾ, ܸ݈ܽௌ௘௧ ൐, nous avons : 
‐ ܶ݋݌	 ൌ 	ݐ݋݌݅ܿ : le sujet commun aux deux segments	





o ܸ݈ܽௌ௘௧ 	ൌ 	ݏܿ݋ݎ݁ሺܾሻ si ݏݑܾ݆ሺܽሻ ൌ ܱ 
o ܸ݈ܽௌ௘௧ 	ൌ 	ݏܿ݋ݎ݁ሺܽሻ si ݏݑܾ݆ሺܾሻ ൌ ܱ 
o ܸ݈ܽௌ௘௧ ൌ ݏܿ݋ݎ݁ሺܽሻ	\ሼݏܿ݋ݎ݁ሺܽ௡ሻሽ 	∪ ሼܫ݊ݐାሺݏܿ݋ݎ݁ሺܽ௡ሻሻሽ  si  ݏܿ݋ݎ݁ሺܽ௡ሻ ∗
ݏܿ݋ݎ݁ሺܾሻ ൐ 0 : si les deux segments sont de même polarité, le commentaire vient 
renforcer  l'opinion  du  segment  commenté  (mais  pas  celles  éventuellement 
conservées depuis des relations coordonnantes précédentes) 
o ܸ݈ܽௌ௘௧ ൌ ݏܿ݋ݎ݁ሺܽሻ	\ሼݏܿ݋ݎ݁ሺܽ௡ሻሽ si ݏܿ݋ݎ݁ሺܽ௡ሻ ∗ ݏܿ݋ݎ݁ሺܾሻ ൏ 0 : si la polarité est 
































  6.a  6.b 7.a 7.b 
topic  mt  mt mt mt 
subj  S (SE)  S (SI) S (SE) S (SI) 
score  +3  ‐2 +3 ‐2 
Tableau 7.10 : Triplets de valeurs associés aux segments des exemples 6 et 7 







soit  au moyen  d'un marqueur  explicite  de  contraste  (e.g. mais,  par  contre,  cependant),  soit 
implicitement. 
Nous avons pu observer sur nos corpus qu'en ce qui concerne les opinions émises dans chacun 














Pour le triplet résultant	൏ ܶ݋݌, ܵݑܾ, ܸ݈ܽௌ௘௧ ൐, nous avons : 
‐ ܶ݋݌	:	
o ܶ݋݌ ൌ ݐ݋݌݅ܿሺܽሻ ൌ ݐ݋݌݅ܿሺܾሻ : si ݐ݋݌݅ܿሺܽሻ ൌ ݐ݋݌݅ܿሺܾሻ (e.g. "Le film est bien, mais 
un peu long")	
o ܶ݋݌ ൌ 	݉ݐ : sinon et si ݐ݋݌݅ܿሺܽሻ ൌ ݉ݐ ou ݐ݋݌݅ܿሺܾሻ ൌ ݉ݐ (e.g. "Le film est bien, 
dommage que les acteurs ne jouent pas bien." ; "J'ai apprécié le film, même si les 
fauteuils de la salle étaient très sales."	




o ܵݑܾ ൌ ܵ si ݏݑܾ݆ሺܽሻ ൌ ܵ (SE ou SI) ou ݏݑܾ݆ሺܾሻ ൌ ܵ (SE ou SI)	
o ܵݑܾ ൌ ܱ sinon	
‐ ܸ݈ܽ_ܵ݁ݐ	: 
o Si ݐ݋݌݅ܿሺܽሻ ൌ ݐ݋݌݅ܿሺܾሻ ൌ ݉ݐ ou ݐ݋݌݅ܿሺܽሻ ൌ ݐ݋݌݅ܿሺܾሻ ൌ ݌ݐ 
 ܸ݈ܽ_ܵ݁ݐ ൌ ݏܿ݋ݎ݁ሺܾሻ si ܯܽݔூ௡௧൫ݏܿ݋ݎ݁ሺܽሻ൯ ൑ ܯܽݔூ௡௧ሺݏܿ݋ݎ݁ሺܾሻሻ : 
 ܸ݈ܽ_ܵ݁ݐ ൌ ܫ݊ݐିሺݏܿ݋ݎ݁ሺܽሻሻ sinon 
o Si	ݐ݋݌݅ܿሺܽሻ ൌ ݉ݐ, ܸ݈ܽ_ܵ݁ݐ ൌ ܫ݊ݐିሺݏܿ݋ݎ݁ሺܽሻሻ 
o Si	ݐ݋݌݅ܿሺܾሻ ൌ ݉ݐ, ܸ݈ܽௌ௘௧ ൌ ݏܿ݋ݎ݁ሺܾሻ 
ܯܽݔூ௡௧  est  ici  une  fonction  renvoyant,  pour  un  ensemble  de  valeurs  d'opinion ܧ,  l'intensité 


















faible  que  le  segment  source  10.a.  Le  triplet  résultant  ൏ ܶ݋݌, ܵݑܾ, ܸ݈ܽ_ܵ݁ݐ ൐  est  donc  : 












Les segments partagent  ici  le même  type de sujet mt. Le segment source 11.a est  légèrement 
négatif, mais  le segment cible est fortement positif, ce qui masque  l'aspect négatif soulevé. Le 






Pour le triplet résultant	൏ ܶ݋݌, ܵݑܾ, ܸ݈ܽௌ௘௧ ൐, nous avons : 
‐ ܶ݋݌	 ൌ 	ݐ݋݌݅ܿሺܽሻ : le sujet de a est le sujet principal du bloc, en tant qu'entité, il est 
élaboré dans b	
‐ ܵݑܾ ∶	
o ܵݑܾ ൌ ܵ si ݏݑܾ݆ሺܽሻ ൌ ܵ (SE ou SI) ou ݏݑܾ݆ሺܾሻ ൌ ܵ (SE ou SI)	
o ܵݑܾ ൌ ܱ sinon	
‐ ܸ݈ܽ_ܵ݁ݐ: 
o ܸ݈ܽௌ௘௧ ൌ 	ݏܿ݋ݎ݁ሺܾሻ si ݏݑܾ݆ሺܽሻ ൌ ܱ 
o ܸ݈ܽௌ௘௧ ൌ 	ݏܿ݋ݎ݁ሺܽሻ si ݏݑܾ݆ሺܾሻ ൌ ܱ 
o ܸ݈ܽௌ௘௧ ൌ 	ܫ݊ݐାሺݏܿ݋ݎ݁ሺܽሻሻ si ݏܿ݋ݎ݁ሺܽሻ ∗ ݏܿ݋ݎ݁ሺܾሻ ൐ 0 


















vient  renforcer  l'expression  d'opinion  présente  dans  le  segment  12.a.  Le  triplet  résultant ൏
ܶ݋݌, ܵݑܾ, ܸ݈ܽ_ܵ݁ݐ ൐ est donc :	൏ ݉ݐ, ܵ, ሼ൅3ሽ ൐ (ܫ݊ݐାሺ൅2ሻ ൌ ൅3). 
7.4.3.6. Relation	de	Résultat	
Sémantique	de	la	relation	
La  relation  de  Résultat  est  une  relation  coordonnante  reliant  deux  segments  portant  deux 
éventualités (i.e. événements ou états), dont le second, porté par le segment cible b, résulte ou 
est la conséquence du premier, porté par le segment source a. 
La  notion  de  Résultat,  comme  le  Contraste,  est  une  relation  coordonnante  asymétrique. 






Pour le triplet résultant	൏ ܶ݋݌, ܵݑܾ, ܸ݈ܽௌ௘௧ ൐, nous avons : 
‐ ܶ݋݌ :	




o ܶ݋݌ ൌ ݐ݋݌݅ܿሺܽሻ sinon	
‐ ܵݑܾ ∶	
o ܵݑܾ ൌ ܵ si ݏݑܾ݆ሺܽሻ ൌ ܵ (SE ou SI) ou ݏݑܾ݆ሺܾሻ ൌ ܵ (SE ou SI)	
o ܵݑܾ ൌ ܱ sinon	
‐ ܸ݈ܽ_ܵ݁ݐ: 
o Si ݐ݋݌݅ܿሺܽሻ ൌ ݐ݋݌݅ܿሺܾሻ 
 ܸ݈ܽௌ௘௧ ൌ 	ݏܿ݋ݎ݁ሺܾሻ si ݏݑܾ݆ሺܾሻ ൌ ܵ  
 ܸ݈ܽௌ௘௧ ൌ 	ݏܿ݋ݎ݁ሺܽሻ sinon 
o Si ݐ݋݌݅ܿሺܾሻ ൌ ݉ݐ et	ݐ݋݌݅ܿሺܽሻ ൌ ݌ݐ, ܸ݈ܽௌ௘௧ ൌ ݏܿ݋ݎ݁ሺܾሻ 
o Si ݐ݋݌݅ܿሺܽሻ ൌ ݉ݐ et	ݐ݋݌݅ܿሺܾሻ ൌ ݌ݐ, ܸ݈ܽௌ௘௧ ൌ ݏܿ݋ݎ݁ሺܽሻ 
o Si	ݐ݋݌݅ܿሺܾሻ ് ݋ݐ, ܸ݈ܽௌ௘௧ ൌ ݏܿ݋ݎ݁ሺܾሻ 














Le segment 14.b (cible) étant subjectif, le triplet résultant ൏ ܶ݋݌, ܵݑܾ, ܸ݈ܽ_ܵ݁ݐ ൐ est le suivant : 
൏ ݌ݐ, ܵ, ሼ൅3ሽ ൐.  On  peut  remarquer  que  la  relation  de  Résultat  permet  également  de 













Pour le triplet résultant	൏ ܶ݋݌, ܵݑܾ, ܸ݈ܽௌ௘௧ ൐, nous avons : 
‐ ܶ݋݌ ൌ ݐ݋݌݅ܿሺܾሻ 	




o Si le segment a est de subjectivité SN et de type espérer,	ܸ݈ܽௌ௘௧ ൌ ݏܿ݋ݎ݁ሺܽሻ (c'est‐
à‐dire, puisque a ne porte pas d'opinion,  l'ensemble résultant des propagations 















vient  renforcer  l'expression  d'opinion  présente  dans  le  segment  15.a.  Le  triplet  résultant ൏













Pour le triplet résultant	൏ ܶ݋݌, ܵݑܾ, ܸ݈ܽௌ௘௧ ൐, nous avons : 
‐ ܶ݋݌ :	
o ܶ݋݌ ൌ ݐ݋݌݅ܿሺܽሻ ൌ ݐ݋݌݅ܿሺܾሻ si ݐ݋݌݅ܿሺܽሻ ൌ ݐ݋݌݅ܿሺܾሻ	
o ܶ݋݌ ൌ ݉ݐ si ݐ݋݌݅ܿሺܽሻ ൌ ݉ݐ ou ݐ݋݌݅ܿሺܾሻ ൌ ݉ݐ	
o ܶ݋݌ ൌ ݌ݐ si ݐ݋݌݅ܿሺܽሻ ൌ ݌ݐ ou ݐ݋݌݅ܿሺܾሻ ൌ ݌ݐ	
‐ ܵݑܾ ൌ ݏݑܾ݆, valeur commune de subjectivité (la relation préserve, par définition,  la 
subjectivité) 













Le triplet résultant ൏ ܶ݋݌, ܵݑܾ, ܸ݈ܽௌ௘௧ ൐ est donc :	൏ ݌ݐ, ܵ, ሼെ2;െ2ሽ ൐. 
7.4.3.9. Relation	d'Encadrement	(Frame)	
Sémantique	de	la	relation	
La  relation d'Encadrement  est une  relation  subordonnante  ayant pour  argument un  segment 







Pour le triplet résultant	൏ ܶ݋݌, ܵݑܾ, ܸ݈ܽௌ௘௧ ൐, nous avons : 
‐ ܶ݋݌ ൌ ݐ݋݌݅ܿሺܾሻ 	
‐ ܵݑܾ ൌ ݏݑܾ݆ሺܾሻ 
‐ ܸ݈ܽௌ௘௧ : 
o ܸ݈ܽௌ௘௧ ൌ ݏܿ݋ݎ݁ሺܽሻ	\ሼݏܿ݋ݎ݁ሺܽ௡ሻሽ 	∪ ݏܿ݋ݎ݁ሺܾሻ si ݏݑܾ݆ሺܾሻ ൌ ܵ 
o ܸ݈ܽௌ௘௧ ൌ ݏܿ݋ݎ݁ሺܽሻ	\ሼݏܿ݋ݎ݁ሺܽ௡ሻሽ sinon 
7.4.3.10. Relation	de	But	
Sémantique	de	la	relation	




Pour le triplet résultant	൏ ܶ݋݌, ܵݑܾ, ܸ݈ܽௌ௘௧ ൐, nous avons : 
‐ ܶ݋݌ :	
o ܶ݋݌ ൌ ݉ݐ si ݐ݋݌݅ܿሺܽሻ ൌ ݉ݐ ou ݐ݋݌݅ܿሺܾሻ ൌ ݉ݐ	
o ܶ݋݌ ൌ ݌ݐ si ݐ݋݌݅ܿሺܽሻ ൌ ݌ݐ ou ݐ݋݌݅ܿሺܾሻ ൌ ݌ݐ	
‐ ܵݑܾ 
o Subൌ ݏݑܾ݆ሺܾሻ, si ݏݑܾ݆ሺܾሻ ൌ ܵ 
o Subൌ ݏݑܾ݆ሺܽሻ, sinon 
‐ ܸ݈ܽௌ௘௧ : 
o ܸ݈ܽௌ௘௧ ൌ 	ݏܿ݋ݎ݁ሺܾሻ si ݐ݋݌݅ܿሺܾሻ ൌ ݉ݐ 
o ܸ݈ܽௌ௘௧ ൌ 	ݏܿ݋ݎ݁ሺܽሻ si ݐ݋݌݅ܿሺܽሻ ൌ ݉ݐ 






















De par  la  structure de  la  relation,  les  segments partagent un  sujet et un  type de  subjectivité 
commun. Nous avons donc : 
‐ ݐ݋݌݅ܿሺܽሻ ൌ ݐ݋݌݅ܿሺܾሻ ൌ ݐ݋݌݅ܿ	
‐ ݏݑܾ݆ሺܽሻ ൌ ݏݑܾ݆ሺܾሻ ൌ 	ݏݑܾ݆	
Règle	associée	
La  règle  est  strictement  similaire  à  celle  de  la  continuation,  i.e.,  pour  le  triplet  résultant	൏
ܶ݋݌, ܵݑܾ, ܸ݈ܽௌ௘௧ ൐ : 
‐ ܶ݋݌	 ൌ 	ݐ݋݌݅ܿ : le type de sujet commun	
‐ ܵݑܾ	 ൌ 	ݏݑܾ݆ : la subjectivité commune	















Le  triplet  résultant  ൏ ܶ݋݌, ܵݑܾ, ܸ݈ܽ_ܵ݁ݐ ൐  est  donc  :	൏ ݌ݐ, ܵ, ሼെ2,െ2ሽ ൐.  Comme  pour  la 







Pour le triplet résultant	൏ ܶ݋݌, ܵݑܾ, ܸ݈ܽௌ௘௧ ൐, nous avons : 
‐ ܶ݋݌	 ൌ 	ݐ݋݌݅ܿሺܾሻ : b sert à poser l'arrière‐plan du discours	
‐ ܵݑܾ	 ൌ 	ݏݑܾ݆ሺܾሻ	
‐ ܸ݈ܽௌ௘௧ :	
o ܸ݈ܽௌ௘௧ ൌ 	ݏܿ݋ݎ݁ሺܾሻ si ݏݑܾ݆ሺܾሻ ൌ ܵ	

































Dans  ces  cas extrêmes,  le  segment  (21.a)  invalide  l'opinion portée par  le  segment 21e.b). De 
même,  sachant  le  contexte  fournit par  les  segments  (22.c) et  (22.d),  le  segment  (22.a)  valide 
l'opinion portée par le segment (22.b). 
Dans le cadre d'une automatisation du processus de remontée de l'opinion globale, nous prenons 
le  parti  d'ignorer  les  opinions  des  deux  segments  reliés  par  la  conditionnelle,  afin  de  ne  pas 
remonter d'opinion contradictoire avec le message global du document. 
Règle	associée	
Pour le triplet résultant	൏ ܶ݋݌, ܵݑܾ, ܸ݈ܽௌ௘௧ ൐, nous avons : 
‐ ܶ݋݌	 ൌ 	ݐ݋݌݅ܿሺܽሻ : conservation des informations issues de relations coordonnantes	
‐ ܵݑܾ :	
o ܵݑܾ	 ൌ 	ݏݑܾ݆ሺܾሻ si ݏݑܾ݆ሺܾሻ ൌ ܵ	
o ܵݑܾ ൌ ݏݑܾ݆ሺܽሻ sinon	



















Le triplet résultant ൏ ܶ݋݌, ܵݑܾ, ܸ݈ܽ_ܵ݁ݐ ൐ est donc :	൏ ܫ݊݀., ܱ, ∅ ൐. Ce triplet est clairement un 
choix  par  défaut,  dans  une  optique  de  maintenir  une  cohérence  dans  le  score  remonté. 
Idéalement, un système capable d'identifier avec une précision raisonnable les assertions juste ou 






Les  deux  segments  partagent  un même  sujet, mais  diffèrent  lorsqu'ils  sont  subjectifs  de  par 
l'opinion portée.  L'opinion portée par  le  segment b est  celle  valide, qui  vient  remplacer  celle 
portée par a. 
Règle	associée	
Pour le triplet résultant	൏ ܶ݋݌, ܵݑܾ, ܸ݈ܽௌ௘௧ ൐, nous avons : 
‐ ܶ݋݌	 ൌ 	ݐ݋݌݅ܿ : le topic commun	
‐ ܵݑܾ :	
o ܵݑܾ	 ൌ 	ݏݑܾ݆ሺܾሻ si ݏݑܾ݆ሺܾሻ ൌ ܵ	
o ܵݑܾ ൌ ݏݑܾ݆ሺܽሻ sinon	





















Le triplet résultant ൏ ܶ݋݌, ܵݑܾ, ܸ݈ܽ_ܵ݁ݐ ൐ est donc :	൏ ݉ݐ, ܵ, ሼെ2ሽ ൐. 
7.4.3.15. Relations	de	Narration	et	de	Flashback	
Sémantique	des	relations	
La  relation  de  Narration  indique  que  deux  éventualités  d’une  même  histoire  sont 
chronologiquement ordonnés — le segment a se passe avant le segment b. À l'inverse, la relation 
de  Flashback  indique  que  deux  éventualités  d'une  même  histoire  sont  dans  un  ordre 
chronologique inverse – le segment b se passe avant le segment a. 









Pour le triplet résultant	൏ ܶ݋݌, ܵݑܾ, ܸ݈ܽௌ௘௧ ൐, nous avons : 
‐ ܶ݋݌ :	
o ܶ݋݌ ൌ ݉ݐ si ݐ݋݌݅ܿሺܽሻ ൌ ݉ݐ ou ݐ݋݌݅ܿሺܾሻ ൌ ݉ݐ	
o ܶ݋݌ ൌ ݌ݐ si ݐ݋݌݅ܿሺܽሻ ൌ ݌ݐ ou ݐ݋݌݅ܿሺܾሻ ൌ ݌ݐ	
 
228  Thèse 
o ܶ݋݌ ൌ ݋ݐ sinon	
‐ ܵݑܾ 
o Subൌ ݏݑܾ݆ሺܾሻ, si ݏݑܾ݆ሺܾሻ ൌ ܵ 
o Subൌ ݏݑܾ݆ሺܽሻ, sinon 
‐ ܸ݈ܽௌ௘௧ : 
o ܸ݈ܽௌ௘௧ ൌ 	ݏܿ݋ݎ݁ሺܽሻ ∪ ݏܿ݋ݎ݁ሺܾሻ si ܶ݋݌ ൌ ݌ݐ ou ܶ݋݌ ൌ ݋ݐ 
o ܸ݈ܽௌ௘௧ ൌ 	ݏܿ݋ݎ݁ሺܽሻ si ݐ݋݌݅ܿሺܽሻ ൌ ݉ݐ 
o ܸ݈ܽௌ௘௧ ൌ 	ݏܿ݋ݎ݁ሺܾሻ si ݐ݋݌݅ܿሺܾሻ ൌ ݉ݐ 
Exemples	












Le triplet résultant ൏ ܶ݋݌, ܵݑܾ, ܸ݈ܽ_ܵ݁ݐ ൐ est donc :	൏ ݉ݐ, ܵ, ሼ൅2ሽ ൐. 
 L'exemple suivant illustre le cas d'un flashback, dans le contexte d'un commentaire sur un 
restaurant : 

































comme étant d'importance égale  vis‐à‐vis de  la  structure discursive du document.  Il est alors 
nécessaire d'appliquer une heuristique de calcul afin de  simplifier cette  liste. Dans  le cas d'un 
discours cohérent, on peut s'attendre à ce que la liste contienne soit des valeurs similaires, soit 

























Segment Subjectivité Valeur d'opinion Sujet associé57 
2  SE +3 mt (implicite) 
3  SE +2 mt (implicite) 






















ሼ2,3,4ሽ, de valeurs 	൏ ݉ݐ, ܵ, ሼ൅3,൅2, ൅3ሽ ൐. 
Réduction	de	la	CDU	14	
La CDU 14 possède les constituants et le graphe de discours suivants : 
Segment Subjectivité Valeur d'opinion Sujet associé 
5  SE  +2  pt (mise‐en‐scène) 
6  SE  +3  pt (mise‐en‐scène) 
















d'opinion, nous obtenons le segment calculé résultant 14 ൌ ሼ5,6,7ሽ suivant : 	൏ ݌ݐ, ܵ, ሼ൅2,൅3ሽ ൐. 
Réduction	de	la	CDU	16	
La CDU 16 possède les constituants et le graphe de discours suivants : 
Segment Subjectivité Valeur d'opinion Sujet associé 
10  SEI  ‐2  pt (mise‐en‐scène) 











Après  application  de  la  règle  d'Alternative,  nous  obtenons  le  segment  calculé  résultant 16 ൌ
ሼ10,11ሽ, de valeurs 	൏ ݉ݐ, ܵ, ሼ൅3,൅2ሽ ൐. 
Réduction	de	la	CDU	15	
La CDU  15  possède,  après  réduction  de  la CDU  16,  les  constituants  et  le  graphe  de  discours 
suivants : 
Segment Subjectivité Valeur d'opinion Sujet associé 
9  SI ‐2 mt (implicite) 









Après  application  de  la  règle  d'Explication,  nous  obtenons  le  segment  calculé  résultant  15 ൌ










Segment  Subjectivité  Valeur d'opinion  Sujet associé 
1  SN ∅ ∅ 
8  SE +3 pt (acteurs) 
12  SE +3 mt (implicite) 
13  S {+3;+2;+3} mt 
14  S {+2;+3} pt 












le segment résultant ሼ1,13ሽ : ൏ ݉ݐ, ܵ, ሼ൅3,൅2,൅2ሽ ൐. 
Ce segment résultant étant porteur d'opinion, le segment résultant final {1,8,12,13,14,15}, issus 
des relations Elaboration({1,13}, 14), Elaboration({1,13,14}, 8}, et Elaboration({1,13,14,8}, {15,12}) 
sera également : ൏ ݉ݐ, ܵ, ሼ൅3, ൅2,൅2ሽ ൐. 
À  titre  illustratif,  la  résolution  de  la  relation  de Contraste(15,12)  donne  le  résultat  {12,15} ൏
݉ݐ, ܵ, ሼ൅3ሽ ൐ : le segment cible de la relation de contraste concerne le sujet principal, et est plus 
intense que le segment source, son opinion est donc conservée. 
Obtention	de	la	note	finale	

























je n'ai  rien  trouvé vraiment de cette vie.]12  [On ne nous parle pas de  son mari, de  ses 




Segment Subjectivité Valeur d'opinion Sujet associé 
1  SN ∅ ∅ 
2  SE ‐2 mt (implicite) 
3  SE ‐2 mt (implicite) 
4  SE ‐2 mt (implicite) 
5  O ∅ ∅ 
6  SE ‐2 mt (implicite) 
7  O ∅ ∅ 
8  O ∅ ∅ 
9  O ∅ ∅ 
10  SI ‐2 mt (implicite) 
11  SEI +1 pt (sa vie) 
12  SI ‐2 pt (sa vie) 






14  O ∅ ∅ 
15  O ∅ ∅ 
16  SI  ‐2  pt (la [le personnage]) 
17  SE +3 pt (l'actrice) 





































Segment Subjectivité Valeur d'opinion Sujet associé 
1  SN ∅ ∅ 









Après  application  de  la  règle  d'Attribution,  nous  obtenons  le  segment  calculé  résultant	19 ൌ







Segment Subjectivité Valeur d'opinion Sujet associé 
7  O ∅ ∅ 
8  O ∅ ∅ 















Après  application  de  la  règle  d'Attribution,  nous  obtenons  le  segment  calculé  résultant	20 ൌ
ሼ7,8,9ሽ, de valeurs		൏ ∅, ܱ, ∅ ൐. 
Réduction	de	la	CDU	21	
La CDU 21 possède les constituants suivants, reliés par le graphe de discours de la figure 7.37 : 
Segment Subjectivité Valeur d'opinion Sujet associé 
14  O ∅ ∅ 












ሼ14,15ሽ, de valeurs		൏ ∅, ܱ, ∅ ൐. 
Réduction	de	la	CDU	22	
La CDU 22 possède les constituants suivants, reliés par le graphe de discours de la figure 7.37 : 
Segment Subjectivité Valeur d'opinion Sujet associé 
13  SI ‐2 pt (sa vie) 









Après  application  de  la  règle  d'Elaboration  d'entités,  nous  obtenons  le  segment  calculé 
résultant	22 ൌ ሼ13,14,15ሽ, de valeurs		൏ ∅, ܱ, ∅ ൐. 
Réduction	de	la	CDU	23	
La CDU 23 possède les constituants suivant, reliés par le graphe de discours de la figure 7.37 : 
Segment Subjectivité Valeur d'opinion Sujet associé 
3  SE ‐2 mt (implicite) 
4  SE ‐2 mt (implicite) 
5  O ∅ ∅ 
6  SE ‐2 mt (implicite) 
10  SI ‐2 mt (implicite) 
11  SEI +1 pt (sa vie) 
12  SI ‐2 pt (sa vie) 
16  SI  ‐2  pt (la [le personnage]) 
20  O ∅ ∅ 




































résultant ሼ3,4,5ሽ est le suivant : ൏ mt, ܵ, ሼെ2,െ2ሽ ൐. En effet, 5 n'est pas porteur d'opinion. 
Nous appliquons ensuite la règle associée à l'Explication entre 4 et 6 pour obtenir {3,4,5,6,20,10} : 
൏ mt, ܵ, ሼെ2, െ2ሽ ൐. Les valeurs sont là encore héritées de la source, puisque celle‐ci est porteuse 
d'opinion. 
Enfin,  nous  appliquons  la  règle  associée  au  Contraste.  Le  segment  calculé  ሼ3,4,5,6,20,10,11ሽ 















൏ mt, ܵ, ሼെ2ሽ ൐. 
Réduction	de	la	CDU	24	
La CDU 24 possède les constituants suivants, reliés par le graphe de discours de la figure 7.37 : 
Segment Subjectivité Valeur d'opinion Sujet associé59 
23  S {‐2} mt 

















24 ൌ ሼ23,17ሽ de valeurs ൏ mt, ܵ, ሼെ1ሽ ൐. 
Étape	finale	:	résolution	du	graphe	réduit	
Après réduction de ses constituants, le graphe résultant de discours se présente comme suit : 
Segment Subjectivité Valeur d'opinion Sujet associé60 
19  S {‐2} mt 
24  S {‐1} mt 











L'application  de  la  règle  de  Résultat  donne  le  segment  calculé  résultant  ሼ24,18ሽ,  de  valeurs 


















‐ les  heuristiques  numériques  qui  se  basent  sur  l'ensemble  des  segments  porteurs 
d'opinion (développées en section 3.2.1). 

















Sur  l'exemple  ‐  cas  d'étude,  sans  filtrage,  l'application  de  l'heuristique  conduit  à  la  valeur 
résultante suivante (sur l'échelle de données	ሾെ3;൅3ሿ ∩ 	Ժ ): 
ܵܿ݋ݎ݁஽௢௖ ൌ ܴ݋ݑ݊݀ ቆ
ሺ3 ൅ 2 ൅ 3 ൅ 2 ൅ 3 ൅ 3 െ 2 െ 2 െ 1 ൅ 3ሻ





















Sur  l'exemple  ‐  cas  d'étude,  sans  filtrage,  la  liste  ordonnée  par  valeur  croissante  est  la 
suivante  :  ܵ݁݃ ൌ ሾെ1,െ2,െ2,൅2,൅2,൅3,൅3,൅3, ൅3,൅3ሿ.  La  valeur  calculée  est  donc  la 
suivante : 
ܵܿ݋ݎ݁஽௢௖ ൌ 	ܴ݋ݑ݊݀ ൬൅3 ൅ 22 ൰ ൌ ൅3 
7.5.1.3. Sélection	de	l’intensité	maximale	















Sur  l'exemple  –  cas  d'étude,  l'intensité maximale  est  de  3,  pour  une  polarité  positive.  Il  y  a 
néanmoins deux opinions  identifiées  comme négatives  : on applique donc  les heuristiques de 
moyenne. On obtient donc le score suivant, calculé précédemment : 






























































































Comme  précédemment,  suivant  les  filtres  utilisés  en  amont,  ce  segment  peut  ne  pas  être  le 
dernier segment du texte, même si celui‐ci est subjectif. 
Exemple – cas d'étude : 















est  constitué  d'en  moyenne  9  segments  élémentaires,  groupés  en  10  segments  complexes. 
Contrairement au corpus de commentaires web, seul 28 % des segments subjectifs de corpus sont 




















‐ Un  identifiant  d'expression  d'opinion  repéré  par  l'annotateur,  et  un  type  de  sujet 




























décidé  d'employer  deux métriques  complémentaires  :  une mesure  de  l'accuracy  globale  des 
résultats (nombre de documents correctement classifiés / nombre total de documents), et une 












document, puis dans une  seconde partie,  la  reconnaissance de  la polarité et de  l'intensité du 
document. 
Nous  présentons  tout  d'abord  les  meilleurs  résultats  obtenus  pour  chaque  heuristique  de 
composition, avec le ou les filtres associés, ou la mention ([rules]) si applicable. Les résultats sont 
groupés  par métrique,  avec  ou  sans méthode  de  relaxation.  Le  coefficient  de  Pearson  n'est 
présenté qu'avec relaxation : en effet, sans relaxation, le coefficient se retrouve calculé à partir de 
vecteurs  partiels,  et  sa  valeur  est  donc  parfois  artificiellement  élevée,  ce  qui  empêche 
l'interprétation correcte des résultats. 
Ensuite, pour  chaque métrique d'évaluation, nous  comparons également  les valeurs obtenues 
par : 
‐ la  baseline  (i.e.  par  une  approche  sans  discours  ni  filtrage,  ne  considérant  par 
conséquent que les segments explicites) 


























Average  keep_all keep_all keep_MT_PT 0.915 
Mediane  keep_all keep_all keep_MT 0.902 
Max Intensity  keep_all keep_all keep_all 0.908 
Max Intensity or Average  [rules] 0.876 















Average  top_simple keep_all keep_MT_PT 0.954 
Mediane  top_simple keep_all keep_MT 0.948 
Max Intensity  top_simple keep_SI_SEI keep_PT 0.922 
Max Intensity or Average  [rules] 0.876 
Max Frequeny top_simple keep_all keep_PT 0.961 
First Opinion  [rules] 0.902 



















Average  top_simple keep_all keep_MT_PT 0.913 
Mediane  top_simple keep_all keep_MT 0.902 
Max Intensity top_simple keep_SI_SEI keep_PT 0.844 
Max Intensity or Average  [rules] 0.862 
Max Frequeny top_simple keep_all keep_PT 0.927 
First Opinion [rules] 0.824 





































































































































































































Average  top_simple keep_all keep_MT_PT 0.927 
Mediane  top_simple keep_all keep_MT 0.940 
Max Intensity  top_simple keep_SI_SEI keep_PT 0.890 
Max Intensity or Average  [rules] 0.913 






Le tableau suivant présente  l'apport de chaque brique à  la reconnaissance de  la polarité et de 
l'intensité, pour le corpus de commentaires web. Les métriques sont calculées avec application de 



































































































Le tableau suivant présente  l'apport de chaque brique à  la reconnaissance de  la polarité et de 
l'intensité, pour le corpus de réactions aux articles de presse. Les métriques sont calculées avec 








































quant  à  elles  les  meilleurs  résultats.  Pour  la  reconnaissance  de  polarité  et  d'intensité,  les 
heuristiques  donnant  les meilleurs  résultats  sont  respectivement  les  heuristiques  d'Intensité 
maximale et de Médiane pour le corpus de commentaires web, et l'heuristique de Moyenne pour 
le corpus de réactions aux articles de presse. Globalement, le choix de l'heuristique influe assez 
peu  le score, pourvu que  le filtre soit adapté. On remarque également, comme attendu, que  le 
choix d'une heuristique n'influe que marginalement  sur  le  score obtenu  lorsque  les  règles de 
remontée de l'opinion sont appliquées. Cela montre en particulier que les règles de remontée de 
l'opinion renvoient un ensemble de valeurs d'opinion globalement cohérentes entre elles. 










est  limité, voire nul dans  le cas des réactions aux articles de presse. Par contre,  l'utilisation des 
règles de remontée permet un gain non négligeable en termes d'accuracy : entre 3 % et 10 % de 
gain par rapport au modèle "sac de segments". Le coefficient de corrélation ne reflète néanmoins 













erreurs,  celle‐ci  risquent  de  remettre  en  cause  totalement  la  validité  de  la  valeur 
d'opinion remontée par les règles ; un jeu de filtre serait par conséquent plus adapté, 
et plus à même de donner des résultats proches de la réalité. Si au contraire le graphe 











suivant  le  type de  subjectivité du  segment, et  suivant  le  type de  sujet de  l'opinion 
associé au segment 






















et plus précisément d'un ensemble de  commentaires web  sur un même  sujet, établissant un 
dialogue  entre  différents  interlocuteurs.  Là  encore,  la  notion  d'émetteur  de  l'opinion  a 
intuitivement un rôle important à jouer. 
Enfin, il serait intéressant de tester les méthodes appliquées dans ce chapitre sur des textes dont 
























d’un  réseau de  contraintes CSP, permet de  générer un  lexique d’expressions d’opinion  en  se 
basant sur la taxinomie générique du français de Synapse Développement. La seconde, inspirée 
des travaux de (Takamura, Inui, and Okumura 2005) et de l’algorithme de détermination du spin 
d’un  ensemble  de  particules  en  interaction,  est  basée  sur  le  graphe  d’un  dictionnaire  de 
synonymes. Ces deux méthodes permettent d’obtenir un  lexique polarisé de qualité  correcte, 
désambiguïsé  sémantiquement  suivant  le  découpage  en  sens  des  dictionnaires  de  Synapse 
Développement  :  ce  découpage  possède  l’avantage  d’être  repérable  automatiquement  via 
l’analyseur syntaxique de  la société (Laurent, Nègre, and Séguéla 2009). Néanmoins, un simple 
lexique de polarité n’étant pas suffisant pour la chaîne de traitement que nous souhaitions mettre 
en  place,  nous  avons  choisi  un  lexique  manuel  d’expressions  d’opinion,  indiquant  polarité, 
intensité et catégories sémantiques pour chaque entrée, validé linguistiquement, et désambiguïsé 
sémantiquement suivant le découpage précédemment mentionné. 















discursive  avec  le  segment  classé.  Sur  des  relations  marquées,  nous  pouvons  observer  une 
amélioration des résultats de classification, illustrant l’intérêt de la prise en compte du discours, 
même partiel, pour cette tâche. 
Nous  proposons  également  un  modèle  géométrique  d’application  des  opérateurs  sur  une 
expression d’opinion. Ce modèle parabolique est basé sur une étude  linguistique de  l’effet des 
opérateurs de négation et de modalité, basée sur une série de questionnaires proposés à des 
volontaires  de  langue maternelle  française.  Les  réponses  apportées  à  ces  questionnaires  ont 
permis de valider un certain nombre d’hypothèses linguistiques, hypothèses également validées 
par  le modèle.  Ce modèle  prend  en  compte  la  polarité  et  l’intensité.  Ce modèle  permet  de 
déterminer, au niveau d’un segment de discours subjectif,  la polarité et  l’intensité de  l’opinion 
portée par le segment, mais aussi la certitude associée à celle‐ci. 
Enfin,  nous  proposons  au  niveau  d’un  document  dans  son  ensemble  deux  méthodes  de 















forme de  règles, directement  compilées en  code C++  compatible  avec  l’architecture  logicielle 
interne de Synapse. Ceci permet une maintenance simplifiée de la chaîne de traitement, tout en 













chaîne  de  traitement  n’utilisait  pas  encore  le  modèle  parabolique  pour  le  traitement  de  la 
négation, mais une simple baseline de renversement de polarité. La figure suivante présente une 




















































d’abord,  le domaine du jeu vidéo présente certaines spécificités au niveau  lexical favorisant  les 
 
266  Thèse 
faux  positifs  :  par  exemple,  la  présence  de  monstres  «  horribles  »  dans  un  jeu  n’est  pas 
nécessairement négative. Cette particularité a nécessité de porter une attention toute particulière 











pour un partenariat  avec  le  site Marmiton.org63.  Le  site Marmiton  est un  site  collaboratif de 
recettes de cuisine : les internautes peuvent venir y déposer leur recette, commenter les recettes 






de  la  taxinomie  générique  des mots  du  français.  Ces  plats‐candidats  extraits  ont  ensuite  été 















de  certitude associés à une opinion. Néanmoins,  il ne prend pas en  compte  l’engagement de 








manuelle  gold,  les méthodes  de  détermination  de  cette  opinion.  Les  résultats  préliminaires 
laissent à penser que  les règles dans  leur  formulation actuelle sont relativement sensibles aux 
erreurs.  Si  cela  est  confirmé  pour  le  type  d’erreurs  issues  d’une  mauvaise  reconnaissance 
automatique du discours, un travail d’affinage des règles et de détection des erreurs peut s’avérer 
nécessaire. Une piste pourrait être d’associer un coefficient de confiance à une règle de remontée. 
Enfin,  les modules présentés dans cette thèse utilisent parfois  le sujet de  l’opinion, mais aucun 



















Draoulec,  Philippe  Muller,  M.  P.  Péry‐Woodley,  and  L.  Prévot.  2012.  “An  Empirical 









Asher,  Nicholas,  Farah  Benamara,  and  Yvette  Yannick  Mathieu.  2008.  “Distilling  Opinion  in 
Discourse:  A  Preliminary  Study.”  Coling  2008:  Companion  Volume:  Posters  and 
Demonstrations: 5–8. 
Asher,  Nicholas,  Farah  Benamara,  and  Yvette  Yannick  Mathieu.  2009.  “Appraisal  of  Opinion 










Benamara,  Farah,  Baptiste  Chardon,  Yvette  Yannick  Mathieu,  and  Vladimir  Popescu.  2011. 
“Towards Context‐Based Subjectivity Analysis.” IJCNLP 2011. 


















Domain  Adaptation  for  Sentiment  Classification.”  In  Annual  Meeting‐Association  For 
Computational Linguistics, 45:440. 
Blitzer, J., R. McDonald, and F. Pereira. 2006. “Domain Adaptation with Structural Correspondence 
Learning.”  In  Proceedings  of  the  2006  Conference  on  Empirical  Methods  in  Natural 
Language Processing, 120–128. 
Boser,  B.  E.,  I. M. Guyon,  and V. N. Vapnik.  1992.  “A  Training Algorithm  for Optimal Margin 
Classifiers.”  In  Proceedings  of  the  Fifth  Annual  Workshop  on  Computational  Learning 
Theory, 144–152. 
Bradley, M. M,  and  P.  J  Lang.  1999.  “Affective Norms  for  English Words  (ANEW):  Instruction 








Chardon,  Baptiste.  2010.  “Catégorisation  Automatique  D’adjectifs  D’opinion  à  Partir  D’une 
Ressource Linguistique Générique.” Actes De RECITAL. 
Chardon,  Baptiste,  Farah  Benamara,  Yvette  Yannick Mathieu, Vladimir  Popescu,  and Nicholas 
Asher. 2013. “Sentiment Composition Using a Parabolic Model.” In Proceedings of IWCS 
2013. Potsdam, Germany. 
Chardon,  Baptiste,  Farah  Benamara, Vladimir  Popescu,  Yvette  Yannick Mathieu,  and Nicholas 
Asher.  2013.  “Measuring  the  Effect  of Discourse  Structure  on  Sentiment  Analysis.”  In 
Proceedings of CICLING 2013. Samos, Greece. 
Chen, W.  2008.  “Dimensions of  Subjectivity  in Natural  Language.”  In Proceedings  of  the  46th 




Choi,  Yejin,  and  Claire  Cardie.  2008.  “Learning  with  Compositional  Semantics  as  Structural 
Inference  for  Subsentential  Sentiment  Analysis.”  In  Proceedings  of  the  Conference  on 
Empirical Methods in Natural Language Processing, 793–801. 
Choi, Yejin, Claire Cardie, Ellen Riloff, and Siddharth Patwardhan. 2005. “Identifying Sources of 






Pour  Les  CSP  Pondérés.”  In  JFPC  2008‐Quatrièmes  Journées  Francophones  De 
Programmation Par Contraintes, 237–246. 










Daille,  Béatrice,  Estelle  Dubreil,  Laura  Monceaux,  and  Matthieu  Vernier.  2011.  “Annotating 







Denecke,  Kerstin.  2009.  “Are  SentiWordNet  Scores  Suited  for  Multi‐domain  Sentiment 





Dubreil,  Estelle,  Matthieu  Vernier,  Laura  Monceaux,  and  Béatrice  Daille.  2008.  “Annotating 
Opinion – Evaluation of Blogs.” In  Marrakech, Morocco. 
Ebbinghaus, H. D., J. Flum, and W. Thomas. 1994. Mathematical Logic. Springer. 
Esuli,  Andrea,  and  Fabrizio  Sebastiani.  2006a.  “SentiWordNet:  A  Publicly  Available  Lexical 
Resource for Opinion Mining.” In Proceedings of LREC. Vol. 6. 










Association  with  Known  Sentiment  Terms.”  In  Proceedings  of  the  ACL  Workshop  on 
Feature Engineering for Machine Learning in Natural Language Processing, 57–64. 
Godard, Danièle. 2013.  “Les Négateurs.”  In  La Grande Grammaire Du  Français. Abeillé, Anne; 
Godard, Danièle; Delaveau, Annie; (Ed.). 
Greene, Stephan, and Philip Resnik. 2009. “More Than Words: Syntactic Packaging and  Implicit 
Sentiment.”  In  Proceedings  of  Human  Language  Technologies:  The  2009  Annual 
Conference  of  the  North  American  Chapter  of  the  Association  for  Computational 
Linguistics, 503–511. NAACL    ’09. Stroudsburg, PA, USA: Association  for Computational 
Linguistics. 
Grouin, C., B. Arnulphy, J. B. Berthelin, S. El Ayari, A. García‐Fernandez, A. Grappy, M. Hurault‐












of  Adjectives.”  In  Proceedings  of  the  35th  Annual  Meeting  of  the  Association  for 












Kaji,  N.,  and  M.  Kitsuregawa.  2007.  “Building  Lexicon  for  Sentiment  Analysis  from  Massive 
















Kim,  Soo‐Min,  and  Eduard Hovy.  2005.  “Automatic  Detection  of Opinion  Bearing Words  and 
Sentences.” In Proceedings of IJCNLP 2005. Vol. 5. Jeju Island, Korea. 
Kim,  Soo‐Min,  and  Eduard Hovy.  2006a.  “Automatic  Identification of Pro  and Con Reasons  in 
Online Reviews.” In Proceedings of the COLING/ACL on Main Conference Poster Sessions, 
483–490. 
Kim,  Soo‐Min,  and  Eduard  Hovy.  2006b.  “Extracting  Opinions,  Opinion  Holders,  and  Topics 
Expressed in Online News Media Text.” In Proceedings of the Workshop on Sentiment and 
Subjectivity in Text, 1–8. Sydney, Australia: Association for Computational Linguistics. 




for  P/n  Analysis.”  In  Proceedings  of  Japanese  Society  for  Artificial  Intelligence,  SLUD, 
33:45–50. 



























In  Computing  Attitude  and  Affect  in  Text:  Theory  and  Applications,  edited  by  James 
Shanahan,  Yan  Qu,  Janyce Wiebe,  and W.  Bruce  Croft,  20:109–124.  The  Information 
Retrieval Series. Springer Netherlands. 
Mathieu,  Yvette  Yannick.  2008.  “Navigation Dans Un  Texte  à  La  Recherche Des  Sentiments.” 
Linguisticae Investigationes 31 (2): 313–322. 
Mathieu,  Yvette  Yannick,  and  C.  Felbaum.  2010.  “Verbs  of  Emotion  in  French  and  English.” 
Proceedings of GWC‐2010, Mumbai, India. 
Matsumoto, S., H. Takamura, and M. Okumura. 2005. “Sentiment Classification Using Word Sub‐




Miltsakaki,  E.,  R.  Prasad,  A.  Joshi,  and  B. Webber.  2004.  “The  Penn  Discourse  Treebank.”  In 
Proceedings of the 4th International Conference on Language Resources and Evaluation. 
Mirkin, S., I. Dagan, and S. Padó. 2010. “Assessing the Role of Discourse References in Entailment 
Inference.”  In  Proceedings  of  the  48th  Annual  Meeting  of  the  Association  for 
Computational Linguistics, 1209–1219. 
Mitchell, T. M. 1997. “Machine Learning. 1997.” Burr Ridge, IL: McGraw Hill. 




Musat,  Claudiu,  and  Stefan  Trausan‐Matu.  2010.  “The  Impact  of  Valence  Shifters  on Mining 
Implicit  Economic  Opinions.”  In  Proceedings  of  the  14th  International  Conference  on 





Ng,  Vincent,  Sajib  Dasgupta,  and  S.  M.  Niaz  Arifin.  2006.  “Examining  the  Role  of  Linguistic 





Osgood,  C.  E., G.  J.  Suci,  and  P.  Tannenbaum.  1967.  The Measurement  of Meaning.  Vol.  47. 
University of Illinois Press. 
Ounis,  I.,  C. Macdonald,  and  I.  Soboroff.  2008.  Overview  of  the  Trec‐2008  Blog  Track.  DTIC 
Document. 
Pang, Bo, and Lillian Lee. 2004. “A Sentimental Education: Sentiment Analysis Using Subjectivity 
Summarization  Based  on Minimum  Cuts.”  In  Proceedings  of  the  42nd Meeting  of  the 
Association  for  Computational  Linguistics  (ACL’04), Main Volume,  271–278.  Barcelona, 
Spain. 





Using  Machine  Learning  Techniques.”  In  Proceedings  of  the  ACL‐02  Conference  on 






Industrial Context of  the DOXA Project.”  In Proceedings of  the  Seventh Conference on 
International Language Resources and Evaluation (LREC’10), Valletta, Malta. 
Péry‐Woodley, Marie‐Paule, Nicholas Asher,  Patrice  Enjalbert,  Farah  Benamara, Myriam  Bras, 
































Somasundaran,  Swapna.  2010.  “Discourse‐level  Relations  For Opinion  Analysis”. University  of 
Pittsburgh. 
Somasundaran, Swapna, Janyce Wiebe, and Josef Ruppenhofer. 2008. “Discourse Level Opinion 
























Thomas,  Matt,  Bo  Pang,  and  Lillian  Lee.  2006.  “Get  Out  the  Vote:  Determining  Support  or 
Opposition  from  Congressional  Floor‐debate  Transcripts.”  In  Proceedings  of  the  2006 
Conference  on  Empirical  Methods  in  Natural  Language  Processing,  327–335.  Sydney, 
Australia: Association for Computational Linguistics. 
Toprak,  Cigdem,  and  Iryna  Gurevych.  2009.  “Document  Level  Subjectivity  Classification 
Experiments in Deft’09 Challenge.” Actes Du Cinquième DÉfi Fouille De Textes: 91. 
Toprak,  Cigdem,  Niklas  Jakob,  and  Iryna  Gurevych.  2010.  “Sentence  and  Expression  Level 
Annotation of Opinions in User‐Generated Discourse.” In Proceedings of the 48th Annual 
































Classification.”  In  Proceedings  of  the  50th  Annual  Meeting  of  the  Association  for 
Computational Linguistics, 90–94. Jeju, Republic of Korea. 
Whitelaw,  Casey,  Navendu  Garg,  and  Shlomo  Argamon.  2005a.  “Using  Appraisal  Groups  for 






Wiebe,  Janyce,  Theresa  Wilson,  Rebecca  Bruce,  Matthew  Bell,  and  Melanie  Martin.  2004. 
“Learning Subjective Language.” Computational Linguistics 30 (3): 277–308. 
Wiebe, Janyce, Theresa Wilson, and Claire Cardie. 2005. “Annotating Expressions of Opinions and 
Emotions  in  Language.”  Language  Resources  and  Evaluation  39  (2):  165–210. 
doi:10.1007/s10579‐005‐7880‐9. 
Wiegand, M., A. Balahur, B. Roth, D. Klakow, and A. Montoyo. 2010. “A Survey on  the Role of 
Negation  in  Sentiment  Analysis.”  In  Proceedings  of  the  Workshop  on  Negation  and 
Speculation in Natural Language Processing, 60–68. 















Yu,  Hong,  and  Vasileios  Hatzivassiloglou.  2003.  “Towards  Answering  Opinion  Questions: 
















































 (Token:$begin && (Token.lemma=="plus" || Token.lemma=="moins" 
          || Token.lemma=="aussi")) 
 (Token.cat=="ADJ" || Token.cat=="ADV") 
 (Token)* 












 (Token:$begin && Token.lemma=="meilleur") 
 (Token.cat!="N")* 









 (Token:$begin && Token.lemma=="mieux") 
 (Token.cat!="N")* 









 (Token:$begin && Token.cat=="ADV") 
 (Token.lemma=="mieux" || Token.lemma=="plus") 
 (Token.cat!="ADV")* 









 (Token:$begin && Token.lemma=="plus") 
 (Token.cat!="ADV")* 











 (Token:$begin && (Token.lemma=="plus" || Token.lemma=="moins"  
          || Token.lemma=="autant")) 
 (Token.lemma=="de") 
 (Token.cat=="N") 









 (Token:$begin && Token.lemma=="moindre") 
 (Token.lemma=="que")? 









 (Token:$begin && Token.lemma=="pire") 
 (Token.cat=="N") 









 (Token:$begin && Token.cat=="N") 









 (Token:$begin && Token.lemma=="davantage") 
 (Token.lemma=="que") 












 (Token:$begin && Token.lemma=="davantage") 
 (Token.cat!="N")* 
 (Token.lemma=="que" || Tokens.lemma==["être","égal"] 
      || Token.lemma=="égaler") 
 (Token.cat!="N")* 









 (Token:$begin && Token.cat=="V") 
 (Token.cat!="ADV")* 
 (Token.lemma=="plus" || Token.lemma=="moins" 
        || Token.lemma=="autant") 









 (Token:$begin && Token.cat=="V") 
 (Token.cat!="ADV")* 









 (Token:$begin && Token.cat=="V") 
 (Token.lemma=="comme" || Tokens.string==["à","la","manière","de"]
        || Tokens.string==["à","l'","instar","de"]
         
|| Tokens.string==["à","l'","exemple","de"]         
|| Tokens.string==["comparativement","à"]) 
 (Token.cat!="N")* 
















 (Token:$begin && Token.lemma=="le") 
 (Token.lemma=="plus" || Token.cat=="moins") 









 (Token:$begin && Token.lemma=="le") 









 (Token:$begin && Token.cat=="P") 
 (Token.lemma=="plus" || Token.cat=="moins") 









 (Token:$begin && Token.cat=="V") 
 (Token:$begin && Token.lemma=="le") 
 (Token.lemma=="plus" || Token.cat=="moins") 







 CompPattern($begin.begin, $end.end, #RULENAME); 
} 
