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SHARPNESS, RESTART AND ACCELERATION
VINCENT ROULET AND ALEXANDRE D’ASPREMONT
ABSTRACT. The Łojasievicz inequality shows that sharpness bounds on the minimum of convex optimization
problems hold almost generically. Here, we show that sharpness directly controls the performance of restart
schemes. The constants quantifying sharpness are of course unobservable, but we show that optimal restart
strategies are fairly robust, and searching for the best scheme only increases the complexity by a logarithmic
factor compared to the optimal bound. Overall then, restart schemes generically accelerate accelerated methods.
1. INTRODUCTION
We focus on solving an unconstrained convex optimization problem written
minimize f(x) (P)
where f is a convex function defined on Rn. The complexity of solving this problem using first order
methods is controlled by smoothness assumptions on the gradient of f . Here, we will assume that ∇f is
Ho¨lder continuous, i.e. that there are constants s ≥ 1 and L > 0 such that
‖∇f(x)−∇f(y)‖ ≤ L‖x− y‖s−1, for every x, y ∈ Rn, (Smooth)
where ‖.‖ is the Euclidean norm. This condition generalizes the typical smoothness condition. The Univer-
sal Fast Gradient method [Nesterov, 2015] solves problem (P) with optimal complexity, converging to an ǫ
accurate solution in
O
(
ǫ−
2
3s−2
)
iterations.
Here we make the following additional assumption on the sharpness of minimizers
µd(x,X∗)r ≤ f(x)− f∗, for every x ∈ K (Sharp)
where f∗ is the minimum of f ,K ⊂ Rn is a compact set, d(x,X∗) the Euclidean distance from x to the set
X∗ ⊂ K of minimizers of f , and r > 0, µ > 0 are constants. This defines a lower bound on the function,
which generalizes similar lower bounds produced by strong or uniform convexity conditions for example.
Strong and uniform convexity guarantee linear [Nesterov, 2003] convergence and faster polynomial rates
[Iouditski and Nesterov, 2014] respectively when solving (P). Here, we use restart schemes to show that the
sharpness also leads to faster rates.
Real analytic functions all satisfy (Sharp) locally, and this inequality is then known as Łojasievicz’s in-
equality [Łojasiewicz, 1963]. This result has recently been generalized to a much wider class of non-smooth
convex functions [Łojasiewicz, 1993, Bolte et al., 2007]. Since (Sharp) essentially measures the sharpness
of minimizers, it holds somewhat generically, meaning we should typically expect better convergence rates
using restart schemes when r or µ are nontrivial. On the other hand this inequality is purely descriptive,
linking sharpness with faster rates, as we have no hope of ever observing either r or µ, and deriving adaptive
schemes will be key for practical performance.
Restart schemes were already studied for strongly or uniformly convex functions [Nemirovskii and Nes-
terov, 1985, Nesterov, 2007, Iouditski and Nesterov, 2014]. In particular, [Nemirovskii and Nesterov, 1985]
Date: February 14, 2017.
2010 Mathematics Subject Classification. 90C25, 90C06.
Key words and phrases. Acceleration, Restart, Łojasiewicz inequality.
1
link a “strict minimum” condition akin to (Sharp) with faster convergence rates using restart schemes which
form the basis of our results, but do not study the cost of adaptation. More recently, several heuristics
[O’Donoghue and Candes, 2015, Su et al., 2014, Giselsson and Boyd, 2014] studied adaptive restart schemes
to speed up convergence of optimal methods. Sharpness was also used to prove linear converge in matrix
games in [Gilpin et al., 2012].
Our contribution here is to derive optimal scheduled restart schemes for convex functions with Ho¨lder
continuous gradient and to show that these schemes can be made adaptive with nearly optimal complexity
(up to a squared log term). We also show that when the optimal value of problem (P) (or an accurate
termination criterion) is known, then convergence can be further accelerated by stopping inner iterations
once a certain target precision has been reached. Here too we show that restart schemes can be made
adaptive to the Łojasievicz’s inequality parameters, with a much smaller cost than in the general case.
The paper is organized as follows. In Section 2, we recall some key results regarding Łojasievicz’s
inequality on convex subanalytic functions, and study the link between sharpness and smoothness. In Sec-
tion 3, we present scheduled restart strategies for smooth convex functions satisfying the Łojasievicz in-
equality, together with adaptive variants. In Section 4, we generalize these results to functions with Ho¨lder
continuous gradients. In Section 5, we present adaptive restart schemes when f∗ is known. Finally, we
describe numerical experiments in Section 6.
Notations. In what follows, we write f∗ the minimum of f , and X∗ the set of minimizers, while d(x, S)
is the Euclidean distance from a point x ∈ Rn to a set S ⊂ Rn. ⌈x⌉ and ⌊x⌋ are respectively the smallest
integer larger than or equal to x and the largest integer smaller than or equal to x.
2. SHARPNESS
The notion of sharp minimum has been extensively studied in [Łojasiewicz, 1963, Łojasiewicz, 1993,
Burke et al., 2002]. We briefly recall some consequences of these results below. Further details and a simple
proof of the main inequality in dimension one are given in Appendix A.1.
2.1. The Łojasevicz Inequality. The Łojasewicz inequality [Łojasiewicz, 1963, Łojasiewicz, 1993] shows
that if a function f : dom f ⊂ Rn → R is analytic then for every compact set K ⊂ dom f there exists
r > 0 and µ > 0 such that
µd(x,X∗)r ≤ f(x)− f∗, for every x ∈ K .
An equivalent and better known formulation shows that if x∗ is a critical point of f , i.e. ∇f(x∗) = 0, then
there is θ ∈ [0, 1[ such that
|f(x)− f(x∗)|θ
‖∇f(x)‖
is bounded in a neighborhood of x∗. Compared with the previous formulation, θ = 1 − 1/r here. For
θ = 1/2, this matches the gradient dominated property introduced by [Polyak, 1963] and recently used by
e.g. [Karimi et al., 2016] to simplify linear convergence proofs for a number of classical algorithms. This
also directly implies that any local minimizer is in fact a global minimizer, even when f is nonconvex. These
inequalities are easy to prove for univariate functions which is illustrated in appendix A.1, but they are much
harder to prove in arbitrary dimension n and we refer the reader to e.g. [Bierstone and Milman, 1988] for
details.
The earlier references cited above require f to be analytic around its critical points. However, Łojasewicz’s
inequality can be generalized to a much broader class of functions, including certain C1 functions [Kur-
dyka, 1998]. In particular, Bolte et al. [2007] show an extension of Łojasewicz’s inequality holding for
a broad class of nonsmooth functions called subanalytic. We recall their definition in Appendix A.2. In-
equality (Sharp) is shown using topological arguments that are far from constructive, hence outside of some
particular cases (e.g. strong convexity), we cannot assume that the constants in (Sharp) are known, even
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approximately. Nevertheless, (Sharp) has a fairly intuitive interpretation as a sharpness measure for the
minimum of f and can easily be linked to the smoothness exponent as we detail below.
2.2. Sharpness and smoothness . Let f be a convex function on Rn whose gradient is Ho¨lder continuous,
i.e. satisfies (Smooth) with parameters (s, L). This property ensures that,
f(x) ≤ f(y) +∇f(y)T (x− y) +
L
s
‖x− y‖s, for every x, y ∈ Rn.
For a given x ∈ Rn, setting y to be the projection of x onto X∗, this yields the following upper bound on
suboptimality
f(x)− f∗ ≤
L
s
d(x,X∗)s. (1)
Now assume that f satisfies the Łojasiewicz inequality (Sharp) on a setK with parameters (r, µ). Combin-
ing (1) and (Sharp) we get for every x ∈ K ,
sµ
L
≤ d(x,X∗)s−r.
This means that we necessarily have s ≤ r if we take x → X∗. Moreover if s < r, this last inequality can
only be valid on a bounded set, i.e. either smoothness or sharpness or both are valid only on a bounded set.
In the following, we write
κ , L
2
s /µ
2
r (2)
a generalized condition number for the function f . If r = s = 2, this matches the classical condition number
of the function. Finally, we write
τ , 1−
s
r
, (3)
another condition number based on the ratio of powers in inequalities (Smooth) and (Sharp).
3. SCHEDULED RESTARTS FOR SMOOTH CONVEX PROBLEMS
In this section we seek to solve (P) assuming that the function f is smooth, i.e. satisfies (Smooth) with
s = 2 and L > 0. Without further assumptions on f , the optimal algorithm to solve the smooth convex
optimization problem (P) is Nesterov’s Accelerated Gradient Method [Nesterov, 1983]. Given an initial
point x0, this algorithm outputs, after t iterations, a point y = A(x0, t) such that
f(y)− f∗ ≤
cL
t2
d(x0,X
∗)2, (4)
where c > 0 denotes a universal constant (whose value will be allowed to vary in what follows, with c = 4
here). More details about Nesterov’s algorithm are given in Appendix B.2.
In what follows, we will also assume that f satisfies (Sharp) with parameters (r, µ) on a set K ⊇ X∗,
which means
µd(x,X∗)r ≤ f(x)− f∗, for every x ∈ K.
As mentioned before if r > s = 2, this property is necessarily local, i.e. K is bounded. We assume then
that given a starting point x0 ∈ R
n, sharpness is satisfied on the sublevel set {x, f(x) ≤ f(x0)}. Remark
that if this property is valid on an open set K ⊃ X∗, it will also be valid on any compact set K ′ ⊃ K with
the same exponent r but a potentially lower constant µ. Scheduled restarts that we present rely on a global
sharpness hypothesis on the sublevel set defined by the initial point and are not locally adaptive to constant
µ. Restarts on criterion that we present in section 5 with the additional hypothesis that f∗ is known, show
for their part local adaptivity. We now describe a restart scheme exploiting this extra regularity assumption
to improve the computational complexity of solving problem (P) using accelerated methods.
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3.1. Scheduled restarts. Here we schedule the number of iterations tk made by Nesterov’s algorithm be-
fore the kth restart. Our scheme is described below.
Algorithm 1 Scheduled restarts for smooth convex minimisation (RESTART)
Inputs: x0 ∈ R
n and a sequence tk for k = 1, . . . , R.
for k = 1, . . . , R do
xk := A(xk−1, tk) (RESTART)
end for
Output: xˆ := xR
In the results that follow, the sequence tk is chosen a priori to ensure linear convergence. We begin by
showing a technical lemma which assumes linear convergence holds, and connects the precision reached,
the total number of inner iterations N , and the growth of tk.
Lemma 3.1. Suppose setting
tk = Ce
αk, k = 1, . . . , R
for some C > 0 and α ≥ 0 in the (RESTART) scheme generates a sequence of points xk whose objective
values f(xk) converge linearly, i.e.
f(xk)− f
∗ ≤ νe−γk, (5)
for all k ≥ 0 with ν ≥ 0 and γ ≥ 0. Writing N =
∑R
k=1 tk the total number of iterations, the precision
reached at the last point xˆ generated by (RESTART) is then given by,
f(xˆ)− f∗ ≤ ν exp(−γN/C), when α = 0,
and
f(xˆ)− f∗ ≤
ν
(αe−αC−1N + 1)
γ
α
, when α > 0.
Proof. When α = 0, N = RC , and inserting this in (5) at the last point xˆ where k = R yields the desired
result. On the other hand, when α > 0, we have N =
∑R
k=1 tk = Ce
α eαR−1
eα−1 , which gives
R =
log
(
eα−1
eαC N + 1
)
α
.
Inserting this in (5) at the last point, we get
f(xˆ)− f∗ ≤ ν exp
(
−
γ
α
log
(
eα − 1
eαC
N + 1
))
≤
ν
(αe−αC−1N + 1)
γ
α
where we used ex − 1 ≥ x. This yields the second part of the result.
The last approximation in the case τ > 0 simplifies the analysis that follows without significantly af-
fecting the bounds. Also, in practice tk is an integer, but Lemma C.1 in the Appendix shows that using
t˜k = ⌈tk⌉ does not significantly affect the bounds above.
We now analyze restart schedules tk that ensure linear convergence. Our choice of tk will heavily depend
on the ratio between r and s (with s = 2 for smooth functions here), incorporated in the parameter τ =
1 − s/r defined in (3). Below, we show that if τ = 0, a constant schedule is sufficient to ensure linear
convergence. When τ > 0, we need a geometrically increasing number of iterations for each cycle.
Proposition 3.2. Let f be a smooth convex function satisfying (Smooth) with parameter L, and x0 ∈
R
n. Assume that f satisfies the sharpness property (Sharp) with parameters (r, µ) on a set K , such that
{x, f(x) ≤ f(x0)} ⊂ K . We write xk the sequence generated by the (RESTART) scheme to solve (P) with
iteration schedule tk = C
∗
κ,τe
τk, for k = 1, . . . , R, where
C∗κ,τ , e
1−τ (cκ)
1
2 (f(x0)− f
∗)−
τ
2 , (6)
4
with κ and τ are defined in (2) and (3) respectively. The precision reached at the last point xˆ is given by,
f(xˆ)− f∗ ≤ exp
(
−2e−1(cκ)−
1
2N
)
(f(x0)− f
∗), when τ = 0, (7)
while
f(xˆ)− f∗ ≤
f(x0)− f
∗(
τe−1(f(x0)− f∗)
τ
2 (cκ)−
1
2N + 1
) 2
τ
, when τ > 0, (8)
where N =
∑R
k=1 tk is the total number of iterations.
Proof. Our strategy is to choose tk such that the objective is geometrically decreasing, i.e.
f (xk)− f
∗ ≤ e−γk(f(x0)− f
∗), (9)
for some γ ≥ 0 depending on the choice of tk. This directly holds for k = 0 and any γ ≥ 0. Combin-
ing (Sharp) with the complexity bound in (4), we get
f (xk)− f
∗ ≤
cκ
t2k
(f (xk−1)− f
∗)
2
r .
Assuming that (9) is satisfied at iteration k − 1 for a given γ, we have
f (xk)− f
∗ ≤
cκe−γ
2
r
(k−1)
t2k
(f(x0)− f
∗)
2
r ,
and to ensure (9) at iteration k, we impose
cκe−γ
2
r
(k−1)
t2k
(f(x0)− f
∗)
2
r ≤ e−γk(f(x0)− f
∗).
Rearranging terms in last inequality, using τ defined in (3), we get
tk ≥ e
γ(1−τ)
2 (cκ)
1
2 (f(x0)− f
∗)−
τ
2 e
τγ
2
k. (10)
For a given γ ≥ 0, choosing tk = Ce
αk where
C = e
γ(1−τ)
2 (cκ)
1
2 (f(x0)− f
∗)−
τ
2
α =
τγ
2
,
and Lemma 3.1 then yields
f(xˆ)− f∗ ≤ exp
(
−γe−
γ
2 (cκ)−
1
2N
)
(f(x0)− f
∗), when τ = 0,
while
f(xˆ)− f∗ ≤
(f(x0)− f
∗)(
τ
2γe
−
γ
2 (cκ)−
1
2 (f(x0)− f∗)
τ
2N + 1
) 2
τ
, when τ > 0.
These bounds are minimal for γ = 2, which yields the desired result.
We also get the following corollary on more generic restart schedules, which will prove useful in further
results on adaptivity.
Corollary 3.3. Let f be a smooth convex function satisfying (Smooth) with parameter L, and x0 ∈ R
n. As-
sume that f satisfies the sharpness property (Sharp) with parameters (r, µ) on a setK , such that {x, f(x) ≤
f(x0)} ⊂ K . We write xk the sequence generated by the (RESTART) scheme to solve (P). Given general
schedules of the form {
tk = C if τ = 0,
tk = Ce
αk if τ > 0,
we have the following complexity bounds
f(xˆ)− f∗ ≤
( cκ
C2
)N
C
(f(x0)− f
∗) if τ = 0 and C ≥ C∗κ,0, (11)
while
f(xˆ)− f∗ ≤
f(x0)− f
∗
(αe−αC−1N + 1)
2
τ
if τ > 0 and C ≥ C(α), (12)
where
C(α) , e
α(1−τ)
τ (cκ)
1
2 (f(x0)− f
∗)−
τ
2 , (13)
and N =
∑R
k=1 tk is the total number of iterations.
Proof. Given general schedules of the form{
tk = C if τ = 0,
tk = Ce
αk if τ > 0,
the best value of γ satisfying condition (10) for any k ≥ 0 in Proposition 3.2 are given by{
γ = log
(
C2
cκ
)
if τ = 0 and C ≥ C∗κ,0,
γ = 2ατ if τ > 0 and C ≥ C(α).
As above, plugging these values into the bounds of Lemma 3.1 yields the desired result.
When τ = 0, bound (7) matches the classical complexity bound for smooth strongly convex functions.
When τ > 0 on the other hand, bound (8) highlights a much faster convergence rate than accelerated gradient
methods. The sharper the function (i.e. the smaller r), the faster the convergence. This matches the lower
bounds for optimizing smooth and sharp functions functions [Nemirovskii and Nesterov, 1985, Page 6] up
to constant factors. Also, setting tk = C
∗
κ,τe
τk yields continuous bounds on precision, i.e. when τ → 0,
bound (8) converges to bound (7). This also shows that for τ near zero, constant restart schemes are almost
optimal.
3.2. Adaptive scheduled restart. The previous restart schedules depend on sharpness parameters (r, µ)
in (Sharp). In general, these values are neither observed nor known a priori. Making our restart scheme
adaptive is thus crucial to its practical performance. Fortunately, we show below that a simple logarithmic
grid search strategy on these parameters is enough to guarantee nearly optimal performance.
We run several schemes with a fixed number of inner iterations N to perform a log-scale grid search on
τ and κ. We define these schemes as follows.

Si,0 : (RESTART) scheme with tk = Ci, where Ci = 2
i,
Si,j : (RESTART) scheme with tk = Cie
τjk, where Ci = 2
i and τj = 2
−j .
(14)
We stop these schemes when the total number of inner algorithm iterations has exceedN , i.e. at the smallest
R such that
∑R
k=1 tk ≥ N . The size of the grid search in Ci is naturally bounded as we cannot restart the
algorithm after more than N total inner iterations, so i ∈ [1, . . . , ⌊log2N⌋]. We will also show that when τ
is smaller than 1/N , a constant schedule performs as well as the optimal geometrically increasing schedule,
which means we can also choose j ∈ [1, . . . , ⌈log2N⌉]. The following result details the convergence of this
method.
Proposition 3.4. Let f be a smooth convex function satisfying (Smooth) with parameter L, x0 ∈ R
n and N
a given number of iterations. Assume that f satisfies the sharpness property (Sharp) with parameters (r, µ)
on a set K , such that {x, f(x) ≤ f(x0)} ⊂ K . We run schemes Si,j defined in (14) to solve (P) for
i ∈ [1, . . . , ⌊log2N⌋] and j ∈ [0, . . . , ⌈log2N⌉], stopping each time afterN total inner algorithm iterations
i.e. for R such that
∑R
k=1 tk ≥ N . Assuming N is large enough, i.e. N ≥ 2C
∗
κ,τ , and that, if
1
N > τ > 0,
C∗κ,τ > 1.
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If τ = 0, there exists i ∈ [1, . . . , ⌊log2N⌋] such that scheme Si,0 achieves a precision given by
f(xˆ)− f∗ ≤ exp
(
−e−1(cκ)−
1
2N
)
(f(x0)− f
∗).
If τ > 0, there exist i ∈ [1, . . . , ⌊log2N⌋} and j ∈ [1, . . . , ⌈log2N⌉] such that scheme Si,j achieves a
precision given by
f(xˆ)− f∗ ≤
f(x0)− f
∗(
τe−1(cκ)−
1
2 (f(x0)− f∗)
τ
2 (N − 1)/4 + 1
) 2
τ
.
Overall, running the logarithmic grid search has a complexity (log2N)
2 times higher than running N
iterations in the optimal scheme.
Proof. Denote N ′ =
∑R
k=1 tk ≥ N the number of iterations of a scheme Si,j . We necessarily have N
′ ≤
2N for our choice of Ci and τj . Hence the cost of running all methods is of the order (log2N)
2.
If τ = 0 and N ≥ 2C∗κ,0, we have i = ⌈log2C
∗
κ,0⌉ ≤ ⌊log2N⌋. Therefore Si,0 has been run and we can
use bound (11) to show that the last iterate xˆ satisfies
f(xˆ)− f∗ ≤
(
cκ
C2i
) N
Ci
(f(x0)− f
∗).
Using that C∗κ,0 ≤ Ci ≤ 2C
∗
κ,0, we get
f(xˆ)− f∗ ≤
(
cκ
(C∗κ,0)
2
) N
2C∗
κ,0
(f(x0)− f
∗)
≤ exp
(
−e−1(cκ)−
1
2N
)
(f(x0)− f
∗).
If τ ≥ 1N and N ≥ 2C
∗
κ,τ , we have j = ⌈− log2 τ⌉ ≤ ⌈log2N⌉ and i = ⌈log2 C
∗
κ,τ⌉ ≤ ⌊log2N⌋.
Therefore scheme Si,j has been run. As Ci ≥ C
∗
κ,τ ≥ C(τj), where C(τj) is defined in (13), we can use
bound (12) to show that the last iterate xˆ of scheme Si,j satisfies
f(xˆ)− f∗ ≤
f(x0)− f
∗(
τje−τjC
−1
i N + 1
) 2
τ
.
Finally, by definition of i and j, 2τj ≥ τ and Ci ≤ 2C
∗
κ,τ , so
f(xˆ)− f∗ ≤
f(x0)− f
∗(
τe−τj (C∗κ,τ )
−1N/4 + 1
) 2
τ
=
f(x0)− f
∗(
τe−1(cκ)−
1
2 (f(x0)− f∗)
τ
2N/4 + 1
) 2
τ
,
where we concluded by expanding C∗κ,τ = e
1−τ (cκ)
1
2 (f(x0)− f
∗)−
τ
2 and using that τ ≥ τj .
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If 1N > τ > 0 and N > 2C
∗
κ,τ , we have i = ⌈log2C
∗
κ,τ⌉ ≤ ⌊log2N⌋, so scheme Si,0 has been run. Its
iterates xk satisfy, with 1− τ = 2/r,
f(xk)− f
∗ ≤
cκ
C2i
(f(xk−1)− f
∗)
2
r
≤
(
cκ
C2i
)(1−(1−τ)k)/τ
(f(x0)− f
∗)(1−τ)
k
≤
(
cκ(f(x0)− f
∗)−τ
C2i
)(1−(1−τ)k)/τ
(f(x0)− f
∗).
Now Ci ≥ C
∗
κ,τ = e
1−τ (cκ)
1
2 (f(x0)− f
∗)−
τ
2 and CiR ≥ N , therefore last iterate xˆ satisfies
f(xˆ)− f∗ ≤ exp
(
−2(1− τ)
1− (1− τ)N/Ci
τ
)
(f(x0)− f
∗).
As N ≥ Ci, since
h(τ) =
(1− τ)
(
1− (1− τ)
N
Ci
)
1− (1− τ)
is decreasing with τ and 1N > τ > 0, we have
f(xˆ)− f∗ ≤ exp
(
−2(N − 1)
(
1−
(
1−
1
N
)N/Ci))
(f(x0)− f
∗)
≤ exp
(
−2(N − 1)
(
1− exp
(
−
1
Ci
)))
(f(x0)− f
∗)
≤ exp
(
−2
N − 1
Ci
(
1−
1
2Ci
))
(f(x0)− f
∗).
having used the facts that (1 + ax)
b
x ≤ exp(ab) if ax ≥ −1, bx ≥ 0 and 1 − x +
x2
2 ≥ exp(−x) when
x ≥ 0. By assumption C∗κ,τ ≥ 1, so Ci ≥ 1 and finally
f(xˆ)− f∗ ≤ exp
(
−
N − 1
Ci
)
(f(x0)− f
∗)
≤ exp
(
−
N − 1
2C∗κ,τ
)
(f(x0)− f
∗)
≤
f(x0)− f
∗(
τ(C∗κ,τ )
−1(N − 1)/4 + 1
) 2
τ
≤
f(x0)− f∗(
τ(f(x0)− f∗)
τ
2 e−1(cκ)−
1
2 (N − 1)/4 + 1
) 2
τ
.
using the fact that eτ ≥ 1.
As showed in Corrolary 3.3, scheduled restart schemes are theoretically efficient only if the algorithm
itself makes a sufficient number of iterations to decrease the objective value. Therefore we need N large
enough to ensure the efficiency of the adaptive method. If τ = 0, we naturally have C∗κ,0 ≥ 1, therefore
if 1N > τ > 0 and N is large, assuming C
∗
κ,τ ≈ C
∗
κ,0, we get C
∗
κ,τ ≥ 1. Convergence of this adaptive
method is similar to the one of Nesterov [2003] to optimize smooth strongly convex functions in the sense
that we lose approximately a log factor of the condition number of the function. However our assumptions
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are weaker and we are able to tackle all regimes of the sharpness property, i.e. any exponent r ∈ [2,+∞].
We end this section by analyzing the behavior of gradient descent in light of the sharpness assumption.
3.3. Comparison to gradient descent. Given only the smoothness hypothesis, the gradient descent algo-
rithm, recalled in Appendix B.3, starts from a point x0 and outputs iterates xt = G(x0, t) such that
f(xt)− f
∗ ≤
L
t
d(x0,X
∗)2,
While accelerated methods use the last two iterates to compute the next one, simple gradient descent algo-
rithm uses only the last iterate, so the algorithm can be seen as (implicitly) restarting at each iteration. Its
convergence can therefore be written for k ≥ 1,
f(xk+t)− f
∗ ≤
L
t
d(xk,X
∗)2. (15)
and we analyze it in light of the restart interpretation using the sharpness property in the following theorem.
Theorem 3.5. Let f be a smooth convex function with parameter L satisfying (Smooth) and x0 ∈ R
n. As-
sume that f satisfies the sharpness property (Sharp) with parameters (r, µ) on a setK , such that {x, f(x) ≤
f(x0)} ⊂ K . We write xt = G(x0, t) the iterate sequence generated by the gradient descent algorithm
started at x0 to solve (P). Define
tk = e
1−τκ(f(x0)− f
∗)τeτk.
The precision reached after N =
∑n
k=1 tk iterations is given by
f(xN )− f
∗ ≤ exp
(
−e−1κ−1N
)
(f(x0)− f
∗), if τ = 0
while
f(xN )− f
∗ ≤
f(x0)− f
∗
(τe−1κ−1(f(x0)− f∗)τN + 1)
1
τ
, if τ > 0.
Proof. For a given γ ≥ 0, we construct a subsequence xφ(k) of xt such that
f(xφ(k))− f
∗ ≤ e−γk(f(x0)− f
∗). (16)
We define xφ(0) = x0. Assume that (16) is true at iteration k − 1, then combining complexity bound (15)
and sharpness (Sharp), for any t ≥ 1,
f(xφ(k−1)+t)− f
∗ ≤
κ
t
(f(xφ(k−1))− f
∗)
2
r
≤
κ
t
e−γ
2
r
(k−1)(f(x0)− f
∗)
2
r .
Taking tk = e
γ(1−τ)κ(f(x0) − f
∗)−τ eγτk and φ(k) = φ(k − 1) + tk, (16) holds at iteration k. Using
Lemma 3.1, we obtain at iteration N = φ(n) =
∑n
k=1 tk,
f(xN )− f
∗ ≤ exp
(
−γe−γκ−1N
)
(f(x0)− f
∗), if τ = 0,
and
f(xN )− f
∗ ≤
f(x0)− f
∗
(τγe−γκ−1(f(x0)− f∗)τN + 1)
1
τ
, if τ > 0.
These bounds are minimal for γ = 1 and the results follow.
We observe that restarting accelerated gradient methods reduces complexity from O(1/ǫτ ) to O(1/ǫτ/2)
compared to simple gradient descent. This result is similar to the acceleration of gradient descent. We
extend now this restart scheme to solve non-smooth or Ho¨lder smooth convex optimization problem under
the sharpness assumption.
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4. SCHEDULED RESTARTS FOR HO¨LDER SMOOTH CONVEX FUNCTIONS
In this section we seek to solve (P) assuming that the function f has a Ho¨lder smooth gradient, i.e.
satisfies (Smooth) with s ∈ [1, 2] and L > 0 on a set J ⊂ Rn. If the function is non smooth, it satisfies
(Smooth) with s = 1 and L taken as the maximum norm of subgradients on J . Without further assumptions
on f , the optimal algorithm to solve the convex optimization problem (P) is the Universal Fast Gradient
Method in [Nesterov, 2015]. Given a target accuracy ǫ, the Universal Fast Gradient Method starts at a point
x0 and outputs after t iterations a point y , U(x0, ǫ, t), such that
f(y)− f∗ ≤
ǫ
2
+
cL
2
s d(x0,X
∗)2
ǫ
2
s t
2q
s
ǫ
2
, (17)
where c is a constant (c = 2
4s−2
s ) and
q ,
3s− 2
2
(18)
is the optimal rate of convergence for s-smooth functions. More details about the Universal Fast Gradient
Method are given in Appendix B.1.
We will again assume that f is sharp with parameters (r, µ) on a set K ⊇ X∗, i.e.
µd(x,X∗)r ≤ f(x)− f∗, for every x ∈ K.
As mentioned in Section 2.2, if r > s, smoothness or sharpness are local properties, i.e. either J or K or
both are bounded, our analysis is therefore local. In the following we assume for simplicity, given an initial
point x0, that smoothness and sharpness are satisfied simultaneously on the sublevel set {x, f(x) ≤ f(x0)}.
The key difference with the smooth case described in the previous section is that here we schedule both the
target accuracy ǫk used by the algorithm and the number of iterations tk made before the k
th restart. Our
scheme is described in Algorithm H-RESTART.
Algorithm 2 General Scheduled restarts for convex minimisation (H-RESTART)
Inputs: x0 ∈ R
n, ǫ0 ≥ f(x0)− f
∗, γ ≥ 0 and a sequence tk for k = 1, . . . , R.
for k = 1, . . . , R do
ǫk := e
−γǫk−1
xk := U(xk−1, ǫk, tk)
(H-RESTART)
end for
Output: xˆ := xR
Our strategy is to choose a sequence tk that ensures
f(xk)− f
∗ ≤ ǫk,
for the geometrically decreasing sequence ǫk. The overall complexity of our method will then depend on
the growth of tk as described in Lemma 3.1.
Proposition 4.1. Let f be a convex function satisfying (Smooth) with parameter (s, L) on a set J and
(Sharp) with parameters (r, µ) on a set K . Given x0 ∈ R
n assume that {x, f(x) ≤ f(x0)} ⊂ J ∩ K .
We write xk the sequence generated by the (H-RESTART) scheme to solve (P) for given ǫ0 ≥ f(x0) − f
∗,
γ = q and tk = C
∗
κ,τ,qe
τk, where
C∗κ,τ,q , e
1−τ (cκ)
s
2q ǫ
−
τ
q
0
and κ and τ are defined in (2) and (3) respectively. The precision reached at the last point xˆ is given by,
f(xˆ)− f∗ ≤ exp
(
−qe−1(cκ)−
s
2qN
)
ǫ0, when τ = 0, (19)
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while
f(xˆ)− f∗ ≤
ǫ0(
τe−1(cκ)−
s
2q ǫ
τ
q
0 N + 1
) q
τ
, when τ > 0, (20)
where N =
∑R
k=1 tk is total number of iterations.
Proof. Our goal is to ensure that the target accuracy is reached at each restart, i.e.
f(xk)− f
∗ ≤ ǫk. (21)
By assumption, (21) holds for k = 0. Assume that (21) is true at iteration k − 1, combining (Sharp) with
the complexity bound in (17), we get
f(xk)− f
∗ ≤
ǫk
2
+
cκ(f(xk−1)− f
∗)
2
r
ǫ
2
s
k t
2q
s
k
ǫk
2
≤
ǫk
2
+
cκ
t
2q
s
k
ǫ
2
r
k−1
ǫ
2
s
k
ǫk
2
.
By definition ǫk = e
−γkǫ0 so to ensure (21) at iteration k we impose
cκeγ
2
r e−γ(
2
r
−
2
s)k
t
2q
s
k
ǫ
2
r
−
2
s
0 ≤ 1
Rearranging terms in last inequality, using τ defined in (3), we get
tk ≥ e
γ 1−τ
q (cκ)
s
2q ǫ
−
τ
q
0 e
γτ
q
k
Choosing tk = Ce
αk, where
C = eγ
1−τ
q (cκ)
s
2q ǫ
−
τ
q
0
α =
γτ
q
and using Lemma 3.1 we get
f(xˆ)− f∗ ≤ exp(−γe−
γ
q (cκ)−
s
2qN)ǫ0 if τ = 0 (22)
while
f(xˆ)− f∗ ≤
ǫ0(
γτ
q e
−
γ
q (cκ)−
s
2q ǫ
τ
q
0 N + 1
) q
τ
if τ > 0. (23)
These bounds are minimal for γ = q and the results follow.
We chose γ = q here, however the choice of γ does not affect much bounds (22) and (23) if C and α are
chosen accordingly. This matches the lower bounds for optimizing smooth and sharp functions functions
[Nemirovskii and Nesterov, 1985, Page 6] up to constant factors. The rate of convergence of this method
is controlled by the ratio between τ and q. If these are not known, a log-scale grid search won’t be able
to reach the optimal rate, even if q is known since we will miss the optimal schedule by a constant factor.
If both are known, in the case of non-smooth strongly convex functions for example, a grid-search on C
recovers the optimal bound. Now we will see that if f∗ is known, restart produces adaptive optimal rates.
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5. RESTART WITH TERMINATION CRITERION
In this section we assume that we know the optimum f∗ of the problem (P), or have an exact termination
criterion. This is the case for example in zero-sum matrix games problems or projections on convex sets. We
assume again that f is satisfies (Smooth) with parameters (s, L) on a set J and (Sharp) with parameters (r, µ)
on a set K . Given an initial point x0 we assume that smoothness and sharpness are satisfied simultaneously
on the sublevel set {x, f(x) ≤ f(x0)}. We recall that given x0 and a target accuracy ǫ, the Universal Fast
Gradient Method outputs a point y , U(x0, ǫ, t), such that
f(y)− f∗ ≤
ǫ
2
+
cL
2
s d(x0,X
∗)2
ǫ
2
s t
2q
s
ǫ
2
,
where c is a constant (c = 2
4s−2
s ) and q = 3s−22 is the optimal rate of convergence for s-smooth functions.
As we know the optimum f∗, we can stop the algorithm when it reaches the target accuracy, i.e. after tǫ
inner iterations, y = U(x0, ǫ, tǫ) satisfies
f(y)− f∗ ≤ ǫ.
We write y , C(x0, ǫ) the output of this method.
Here we simply restart this method and decrease the target accuracy by a constant factor after each restart.
Our scheme is described in Algorithm ε-RESTART.
Algorithm 3 Restart on criterion (ε-RESTART)
Inputs: x0 ∈ R
n, f∗, γ ≥ 0
Initialize: ǫ0 = f(x0)− f
∗
for k = 1, . . . , R do
ǫk := e
−γǫk−1
xk := C(xk−1, ǫk)
(ε-RESTART)
end for
Output: xˆ := xR
The following result describes the convergence of this method.
Proposition 5.1. Let f be a convex function satisfying (Smooth) with parameter (s, L) on a set J and (Sharp)
with parameters (r, µ) on a set K . Given x0 ∈ R
n assume that {x, f(x) ≤ f(x0)} ⊂ J ∩K . We write xk
the sequence generated by the (ε-RESTART) scheme to solve (P) with parameter γ = q. The precision
reached at the point xˆ is given by,
f(xˆ)− f∗ ≤ exp
(
−qe−1(cκ)−
s
2qN
)
(f(x0)− f
∗), when τ = 0,
while
f(xˆ)− f∗ ≤
f(x0)− f
∗(
τe−1(cκ)−
s
2q (f(x0)− f∗)
τ
qN + 1
) q
τ
, when τ > 0,
where N =
∑R
k=1 tk is the total number of iterations.
Proof. Given γ ≥ 0, linear convergence of our scheme is ensured by our choice of target accuracies ǫk. It
remains to compute the number of iterations tǫk needed by the algorithm before the k
th restart. Following
proof of Proposition 4.1, for k ≥ 1 we know that target accuracy is necessarily reached after
t¯k = e
γ 1−τ
q (cκ)
s
2q ǫ
−
τ
q
0 e
γτ
q
k
12
iterations, such that tǫk ≤ t¯k. So (ε-RESTART) scheme achieves linear convergence while needing less
inner iterates than the scheduled restart presented in Proposition 4.1. Its convergence is therefore at least as
good. Here ǫ0 = f(x0)− f
∗ as we know the optimum. We choose γ = q as it is the optimal choice derived
before however bounds (22) and (23) are also valid for any choice of γ ≥ 0.
Therefore if f∗ is known, this method is adaptive, contrary to the general case in Proposition 4.1. It can
even adapt to the local values of L or µ as we use a criterion instead of a set schedule. As stated in Section 4
the choice of γ does not impact much bounds (22) and (23), so running this scheme with γ = 1 makes it
parameter-free while getting nearly optimal bounds.
6. NUMERICAL RESULTS
We test our adaptive restart method, denoted Adap, on several problems and compare it against simple
gradient descent, accelerated gradient method, and restart heuristic enforcing monotonicity [O’Donoghue
and Candes, 2015], denoted by respectively Grad, Acc and Mono. We plot the convergence of the best
method found by grid search to compare with the restart heuristic. This implicitly assumes that the grid
search is run in parallel with enough servers. Large dots represent the restart iterations. The paper focuses
solely on unconstrained problem of the form (P) but our approach can directly be extended to composite
problems by using the proximal variant of the gradient, accelerated and universal fast gradient methods as
in [Nesterov, 2007]. This includes constrained by considering the composite problem composed by the
function and the indicator function of the set.
In Figure 1, these methods are used to solve classification problems with various losses on the UCI
Sonar and Madelon data sets [Asuncion and Newman, 2007] with (n, d) = (208, 60) and (2000, 500)
respectively, the latter being poorly conditioned. For least square loss on sonar data set, we observe much
faster convergence of the restart schemes compared to the accelerated method. These results were already
observed by O’Donoghue and Candes [2015]. On the Madelon data set we observe that restart heuristics
are faster but scheduled restart compare favorably while not getting stuck in a restart loop like the restart
with heuristic. For logistic loss, we observe that restart does not provide much improvement. In fact for
this problem gradient descent and accelerated algorithm have identical, excellent performance. For hinge
loss, we regularized by a squared norm and optimize the dual. This amounts to solve a quadratic problem
with box constraints. We observe here that the scheduled restart scheme offer much faster convergence,
while restart heuristics may be activated too late to offer the fast convergence possible with the sharpness
assumption. For the least squares penalized by a ℓ1 norm a.k.a. the LASSO problem, we observe similar
results than for the dual SVM problem which had constraints. This highlights the benefits of a sharpness
assumption for these two problems and precisely quantifying this sharpness from the data structure is an
interesting open problem. Regularization parameters for dual SVM and LASSO were set to one.
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FIGURE 1. Sonar (left) and Madelon (right) data sets. From top to bottom: least square
loss, logistic loss, dual SVM problem and LASSO. We use adaptive restarts (Adap), gradi-
ent descent (Grad), accelerated gradient (Acc) and restart heuristic enforcing monotonicity
(Mono). Large dots represent the restart iterations
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APPENDIX A. ŁOJASEVICZ’S INEQUALITY
A.1. Łojasevicz inequality for univariate functions. To fix ideas and illustrate the result, we present a
simple proof of Łojasievicz’s inequality for real-analytic functions in dimension one.
Theorem A.1. Łojasewicz inequality [Łojasiewicz, 1963, Łojasiewicz, 1993] shows that if a function f :
dom f ⊂ R → R is analytic then for every compact set K ⊂ dom f there exists r > 0 and µ > 0 such
that for every x ∈ K ,
µd(x,X∗)r ≤ f(x)− f∗ (24)
Equivalently if x∗ is a critical point of f , i.e. ∇f(x∗) = 0, then there is θ ∈ [0, 1[ such that
|f(x)− f(x∗)|θ
‖∇f(x)‖
(25)
is bounded in a neighborhood of x∗ and compared to (24), θ = 1− 1/r.
Proof. Let us write the series expansion of f as
f(x)− f(y) =
∞∑
k=q
f (k)(y)
k!
(x− y)k
where q ≥ 0 is the smallest coefficient for which f (q)(y) 6= 0. There is an interval V around y such that
1
2
f (q)(y)
q!
|x− y|q ≤ |f(x)− f(y)| ≤ 2
f (q)(y)
q!
|x− y|q
Setting y = x∗ the point in X∗ reaching d(x,X∗), this yields inequality (24) with r = q. Assuming
f ′(y) = 0 (hence q ≥ 2), and applying the bound above to the function f ′(x), we also get
1
2
f (q)(y)
(q − 1)!
|y − x|q−1 ≤ |f ′(x)|
which together with the inequality on |f(x)− f(y)| yields
1
2
(
q!
2
) q−1
q f (q)(x)
1
q
(q − 1)!
|f(x)− f(y)|1−
1
q ≤ |f ′(y)|
which is exactly (25) with θ = 1− 1/q in a neighborhood V ′ of x.
A.2. Subanalytic functions . We recall here the definition of a subanalytic functions and the results derived
by Bolte et al. [2007]. We first define semianalytic sets.
Definition A.2. A subset A ⊂ Rn is called semianalytic iff for each point there is a neighborhood V such
that A ∩ V can be represented as
A ∩ V =
p⋃
i=1
p⋂
j=1
{x ∈ V : fij(x) = 0, gij(x) < 0}
where the function fij and gij : V → R are real analytic.
We then define subanalytic sets, as projections of semianalytic sets.
Definition A.3. A subset A ⊂ Rn is called subanalytic iff for each point there is a neighborhood V such
that A ∩ V can be represented as
A ∩ V = {x ∈ Rn : (x, y) ∈ B}
where B ⊂ Rn × Rm is semianalytic.
Finally, a function is said to be subanalytic iff its graph is subanalytic.
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Definition A.4. A function f : Rn → R∪{∞} is called subanalytic if and only if its graph is a subanalytic
subset of Rn × R.
Łojasievicz inequality is then also satisfied by lower semi-continuous subanalytic convex functions.
Theorem A.5. Let f : Rn → R ∪ {∞} be a lower semicontinuous convex subanalytic function whose set
X∗ of critical points is nonempty. For any bounded setK , there is an exponent r > 1 and a constant µ > 0
such that
µd(x,X∗)r ≤ f(x)− f∗.
This last result shows that inequality (Sharp) holds for a very broad class of functions.
APPENDIX B. ALGORITHMS & COMPLEXITY BOUNDS
B.1. Universal Fast Gradient Method . The Universal Fast Gradient Method [Nesterov, 2015] is detailed
in Algorithm 4. Assume that f satisfies (Smooth) with parameters (s, L), then given a target accuracy ǫ, it
starts at a point x0 and outputs after t iterations a point y , U(x0, ǫ, t), such that
f(y)− f∗ ≤
ǫ
2
+
cL
2
s d(x0,X
∗)2
ǫ
2
s t
2q
s
ǫ
2
,
where c is a constant (c = 2
4s−2
s ) and
q ,
3s− 2
2
is the optimal rate of convergence for s-smooth functions. The method does not need to know the smoothness
parameters (s, L), but the target accuracy ǫ is used to parameterize the algorithm.
The Universal Fast Gradient Method requires an estimate L0 of the smoothness parameter L to start a
line search on L. This line search is proven to increase the complexity of the algorithm by at most a constant
factor plus a logarithmic term and ensures that the overall complexity does not depend on L0 but on L. In
our restart schemes we use a first estimate L0 when running the algorithm for the first time and we use the
last estimate found by the algorithm when restarting it.
Finally if X∗ 6= ∅, the Universal Fast Gradient Method produces a convergent sequence of iterates.
Therefore if the Łojasievicz inequality is satisfied on a compact set K , it will be valid for all our iterates
after perhaps reducing µ.
B.2. Accelerated gradient method. Accelerated Gradient Method is a special instance of the Universal
Fast Gradient Method when the function is known to be smooth. In that case the optimal ǫ to run the
Universal Fast Gradient method is 0 (otherwise it requires to know the parameters of the function). Given an
initial point x0, Accelerated Gradient Method outputs, after t iterations, a point yt denoted y , A(x0, t) =
U(x0, 0, t) such that
f(y)− f∗ ≤
cL
t2
d(x0,X
∗)2,
where c = 4.
B.3. Gradient Descent. We recall in Algorithm 5 the simple Gradient Descent when the function is smooth
with constant L. It starts at point x0 and outputs iterates xt = G(x0, t) such that
f(xt)− f
∗ ≤
L
t
d(x0,X
∗)2,
It performs a line search on the Lipschitz constant L such that L0 can be chosen arbitrarily.
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Algorithm 4 Universal Fast Gradient Method
Inputs: x0, L0, ǫ
Initialize: φ0(x) :=
1
2‖x0 − x‖
2
2, y0 := x0, A0 := 0, Lˆ := L0
for t = 0, . . . , T do
Find
zt := argmin
x
φt(x)
repeat
Find a ≥ 0, such that
a2 =
1
Lˆ
(At + a)
Choose
τ :=
a
At + a
x := τzt + (1− τ)yt
y := x−
1
Lˆ
∇f(x)
if f(y) ≥ f(x) + 〈∇f(x), y − x〉+ Lˆ2 ‖y − x‖
2
2 +
τǫ
2 then Lˆ := 2Lˆ end if
until f(y) ≤ f(x) + 〈∇f(x), y − x〉+
ˆˆ
L
2 ‖y − x‖
2
2 +
τǫ
2
Set
xt+1 := x, yt+1 := y, at+1 := a,
At+1 := At + at+1, Lˆ := Lˆ/2,
φt+1(x) := φt(x) + at+1[f(xt+1) + 〈∇f(xt+1), x− xt+1〉].
end for
Output: y = yT
Algorithm 5 Gradient Descent
Inputs: x0, L0
Initialize: Lˆ := L0
for t = 0, . . . do
repeat
x := xt −
1
Lˆ
∇f(xt)
if f(x) ≥ f(xt) + 〈∇f(xt), x− xt〉+
Lˆ
2 ‖x− xt‖
2
2 then Lˆ = 2Lˆ end if
until f(x) ≤ f(xt) + 〈∇f(xt), x− xt〉+
Lˆ
2 ‖x− xt‖
2
2
Set
xt+1 := x, Lˆ := Lˆ/2
end for
APPENDIX C. ROUNDING ISSUES
As mentioned in section 3, convergence bounds are stated for real sequences of iterate counts (tk)
∞
k=1 but
in practice these are integer sequences. The following Lemma details the convergence of our schemes for
an approximate choice t˜k = ⌈tk⌉
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Lemma C.1. Suppose setting
tk = ⌈Ce
αk⌉, k = 1, . . . , R
for some C > 0 and α ≥ 0 in the (RESTART) scheme generates a sequence of points xk whose objective
values f (xk) converge linearly, i.e.
f (xk)− f
∗ ≤ νe−γk, (26)
for all k ≥ 0 with ν ≥ 0 and γ ≥ 0. Writing N =
∑R
k=1 tk the total number of iterations, the precision
reached at the resulting point xˆ generated by (RESTART) is given by,
f(xˆ)− f∗ ≤ ν exp(−γN/(C + 1)), when α = 0,
and
f(xˆ)− f∗ ≤
ν
(αe−αC−1N + 1)
γ
α
, when α > 0,
where N ′ = N −
log((eα−1)e−αC−1N+1)
α .
Proof. At the Rth point generated, N =
∑R
k=1 tk. If tk = ⌈C⌉, define ǫ = ⌈C⌉ − C such that 0 ≤ ǫ < 1.
Then N = R(C + ǫ), injecting it in (26) at the Rth point, we get
f(xˆ)− f∗ ≤ νe−γ
N
C+ǫ ≤ νe−γ
N
C+1 .
On the other hand, if tk = ⌈Ce
αk⌉, define ǫk = ⌈Ce
αk⌉ −Ceαk, such that 0 ≤ ǫk < 1. On one hand
N ≥
R∑
k=1
Ceαk,
such that
R ≤
log
(
(eα − 1)e−αC−1N + 1
)
α
.
On the other hand,
N =
R∑
k=1
tk =
Ceα
eα − 1
(eαR − 1) +
R∑
k=1
ǫk
≤
Ceα
eα − 1
(eαR − 1) +R
≤
Ceα
eα − 1
(eαR − 1) +
log
(
(eα − 1)e−αC−1N + 1
)
α
,
such that
R ≥
log
(
αe−αC−1N ′ + 1
)
α
.
Injecting it in (26) at the Rth point we get the result.
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