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Abstract
We prove discrete versions of nodal domain theorems; in particular, an eigenvector
corresponding to the sth smallest eigenvalue of a graph Laplacian has at most s nodal
domains. We compare our results to those of Courant and Pleijel on nodal domains of
continuous Laplacians, and to those of Fiedler on non-negative regions of graph
Laplacians. Ó 1999 Elsevier Science Inc. All rights reserved.
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1. Introduction
A classical theorem of Perron and Frobenius (see e.g. [3, (1.5)]) says the
following.
Theorem 1. Let L be a real, symmetric, indecomposable matrix with non-posi-
tive off-diagonal entries, i.e. Lvw6 0 for v 6 w. If the eigenvalues and eigenvectors
of L are
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k1 6 k2 6    6 kn
w1 ; w2 ; . . . ; wn;
then k1 < k2, and w1 may be chosen to have all strictly positive coordinates.
We think of this as the statement that the signs of coordinates of the first
eigenvector w1 cannot vary ‘‘too much’’. It naturally raises the question of how
much variation in sign can occur for each eigenvector. This question has been
partly addressed by some work of Fiedler [3], and also partly addressed in its
continuous analogue by work of Courant and others on nodal domains for
eigenfunctions of Laplace operators. It is the purpose of this paper to compare
these results, and transfer some of the continuous results to the discrete con-
text.
We first establish some terminology. Let L denote a symmetric n n matrix
with real entries. We can associate to L a graph GL having vertex set
V  n : f1; 2; . . . ; ng, and edge set E  fvw : Lvw Lwv 6 0g. L is said to be
indecomposable if GL is connected. Given a vector f 2 Rn, we will also think
of f as an element of RV , that is, as a function f : V ! R. We define the nodal
domains V1; V2; . . . of f with respect to L to be the vertex sets of the connected
components in the graph obtained from GL by
1. removing vertices v for which f v  0, and all of their incident edges;
2. removing edges vw for which f vf w < 0, i.e. f v; f w have opposite
sign.
We define the non-negative regions N1;N2; . . . to be the vertex sets of the con-
nected components in the graph obtained from GL by removing all vertices v
with f v < 0. Note that a non-negative region Ni for f is always a union of
positive nodal domains Vj for f and vertices where f vanishes.
In the discrete realm, Fiedler proved an interesting generalization of The-
orem 1 (see [3, Theorem 2.1] and Theorem 8 below) saying that ws can have at
most sÿ 1 non-negative regions for s P 2. In fact, he weakens the hypothesis
that ws is an eigenfunction by proving the same conclusion for any f satisfying
the componentwise inequality Lf v6 ksf v.
On the continuous side, we wish to discuss Courant’s nodal domain theo-
rem [1], and to do so, we recall a motivating special case of symmetric matrices
L which arise in graph theory. Let G  V ;E be a finite graph with no loops
or multiple edges, and fcege2E a collection of positive constants, one for each
edge. Then the weighted Laplacian L associated to G and C (see [3, Section 3])
is the product L  oCoT, where C is a diagonal matrix having the ce as di-
agonal entries, and o : RE ! RV is the edge-node incidence matrix or boun-
dary map associated to any orientation of the edges of G (it turns out not to
depend upon the choice of orientation). When all edge constants ce  1,
we recover the classical graph Laplacian arising in Kircho’s matrix–tree
theorem.
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This L is supposed to be a discrete version of the Laplace operator D acting
on functions in C2X, where X is some domain in Rd or a Riemannian
manifold, and the functions satisfy Neumann boundary conditions (vanishing
normal derivatives at the boundary). In the continuous setting, Courant [1]
proved the following about nodal domains, using the continuous version of
Theorem 3.
Theorem 2. Assume X is connected, and let the eigenvalues and eigenfunctions of
the Laplace operator D be labelled in increasing order as before.
Then ws can have at most s nodal domains, i.e. the zero set of fs can separate X
into at most s connected components.
We think of this result as saying that the smaller the eigenvalue, the less the
signs of the coordinates of the associated eigenvector can vary. It suggests a
discrete version of the same result, which is Corollary 7.
Corollary 7 is an immediate consequence of Theorem 6, a discrete analogue
of a generalization of Courant’s result due to Pleijel, in which the assumption
that ws is an eigenfunction is relaxed to a weaker inequality. What is interesting
is that this inequality is similar, but not the same, as the weakened hypothesis
in the result of Fiedler discussed above. The dierence between these two hy-
potheses accounts for the dierence in conclusions, Pleijel and Courant’s being
a bound on the number of nodal domains, and Fiedler’s a bound on the
number of non-negative regions.
Section 2 proves a key calculational lemma, Lemma 5, and uses it to deduce
the discrete analogues of Pleijel’s results, Theorems 4 and 6. We then compare
these to Fiedler’s result, in Theorem 8.
2. The main results
We will use the following form of the Rayleigh–Courant–Fischer variational
characterization of eigenvalues (see e.g., [4, Section 4.2]).
Theorem 3. Let L be a real symmetric matrix as before, with eigenvalues and
eigenfunctions labelled as before. If / 2 RV satisfies h/;wii  0 for i  1; 2; :::; s,
then
ks16
h/; L/i
h/;/i ;
with equality holding if and only if / is an eigenvector for ks1.
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Here
hf ; gi :
X
v2V
f vgv
denotes the usual inner product on RV .
We now give the discrete analogue of Pleijel’s proof [6, Section 2] of a
variant of Courant’s Theorem (which Pleijel says is a modification of a proof
due to H. Herrmann).
Theorem 4 (cf. [6, Theorem 1]). Let L be a real symmetric matrix as before,
with non-positive off-diagonal entries, and eigenvalues and eigenfunctions labelled
as before.
If f 2 RV satisfies Lf =f  < ks1 pointwise, that is Lf v=f v < ks1
whenever f v 6 0, then f has at most s nodal domains with respect to L.
Proof. Assume not, so that f has at least the nodal domains V1; V2; . . . ; Vs1:
Define for i  1; 2 . . . ; s 1 functions
f iv  f v if v 2 Vi ;
0 else:

Then f 1; . . . ; f s1 are linearly independent, since they have non-empty and
pairwise disjoint supports, so they span an s 1-dimensional R-subspace of
RV . Dimension-counting then shows that it is possible to choose a non-zero
function / Ps1i1 cif i in the aforementioned subspace, which also has the
property that h/;wii  0 for i  1; 2; . . . ; s.
We then have by Theorem 3 that
ks16
h/; L/i
h/;/i
and hence we will reach the desired contradiction if we can show that
h/; L/i
h/;/i < ks1:
To this end, apply Lemma 5 with k  ks1, giving
h/; L/i  ks1h/;/i 
X
i
c2i
X
v2Vi
f vLf v ÿ ks1f v2
ÿ
X
i<j
ci ÿ cj2
X
v;w2ViVj
Lvwf vf w: 1
Multiplying the hypothesis Lf v=f v < ks1 for f v 6 0 by f v2 gives
f vLf v ÿ ks1f v2 < 0;
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so the first sum on the right-hand side of Eq. (1) is negative. The second sum is
non-negative since ci ÿ cj2 P 0, and Lvwf vf wP 0 by our assumption on L
and the definition of nodal domains. This gives h/; L/i < kh/;/i as de-
sired. 
The following key calculational lemma was used in the preceding proof, and
will be used again below.
Lemma 5. Let L be a symmetric matrix with rows and columns indexed by a set
V, and let f 2 RV . If V1; . . . ; Vs1 are subsets of V and one defines f iv as in the
previous proof, then for any k 2 R one has
h/; L/i ÿ kh/;/i 
X
i
c2i
X
v2Vi
f vLf v ÿ kf v2
ÿ
X
i<j
ci ÿ cj2
X
v;w2ViVj
Lvwf vf w:
Proof. We compute:
h/; L/i 
Xs1
i1
Xs1
j1
hcif i; Lcjf ji

X
i;j
cicjhf i; Lf ji

X
i
c2i hf i; Lf ii 
X
i;j;i 6j
cicjhf i; Lf ji

X
i
c2i
X
v2Vi
f iv
X
w2Vi
Lvwf iw

X
i;j;i6j
cicj
X
v2Vi
f iv
X
w2Vj
Lvwf jw

X
i
c2i
X
v2Vi
f v Lf v
 
ÿ
X
j 6i
X
w2Vj
Lvwf w
!

X
i;j;i6j
cicj
X
v2Vi
X
w2Vj
Lvwf vf w

X
i
c2i
X
v2Vi
f vLf v
ÿ
X
i;j;i6j
c2i ÿ cicj
X
v;w2ViVj
Lvwf vf w:
The lemma then follows by subtracting
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kh/;/i 
X
i
c2i
X
v2Vi
kf v2
from the previous equation. 
Again following [6], we note that if ks < ks1, then Theorem 4 implies that
under the hypothesis Lf =f 6 ks, one can have at most s nodal domains for f.
The next result shows that if L is indecomposable, then the hypothesis ks < ks1
is unnecessary. Simple examples show that we cannot drop the ks < ks1 hy-
pothesis without also assuming that L is indecomposable.
Theorem 6 (cf. [6, Theorem 2]). Let L be a real symmetric indecomposable
matrix with non-positive off-diagonal entries, and eigenvalues and eigenfunctions
labelled as before.
If f 2 RV satisfies Lf =f 6 ks pointwise (as defined in Theorem 4), then f has
at most s nodal domains with respect to L.
Proof. Assume that f has at least s 1 domains V1; V2; . . . ; Vs1 and we will
again reach a contradiction. This time find a function / Psi1 cif i which has
h/;wii  0 for i  1; 2; . . . ; sÿ 1 similarly to the proof of Theorem 4. The same
estimate as before, using Lemma 5 this time with k  ks, shows
ks6
h/; L/i
h/;/i 6 ks; 2
which implies by Theorem 3 that / is actually an eigenfunction, i.e. L/  ks/.
At this point in the proof of the continuous version we are done, since the
eigenfunction / vanishes on the domain Vs1 and hence vanishes everywhere
(see [6, proof of Theorem 2]). However, we know no such result about van-
ishing of eigenfunctions in the discrete case, so we must argue further for a
contradiction.
We first claim that the quantity Lvwf vf w must be strictly positive for
some pair of vertices v 6 w. If not, then the function jf j obtained from f
by taking absolute value of all of its entries satisfies the same hypothesis
as f:
Ljf jv
jf vj 
Lvvjf vj 
P
w6v Lvwjf wj
jf vj
 Lvv 
X
w6v
Lvw
jf wj
jf vj
 Lf v
f v 6 ks:
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This then leads to another eigenfunction Lj/j  ksj/j which has all non-
negative coordinates. Since L is indecomposable, Theorem 1 then says that we
must have s  1 and all coordinates of j/j strictly positive, contradicting the
vanishing of / on Vs1.
Hence we may assume that Lv0w0 f v0f w0 > 0 for some pair of vertices
v0 6 w0. Without loss of generality, v0 2 Vs1 and w0 lies in one of the nodal
domains V1; . . . ; Vs, so that /v0  0. We compute
0  ks/v0
 L/v0
 Lv0v0/v0 
X
w 6v
Lv0w/w

X
w2V1[[Vs
Lv0w/w:
We are done if we can show that the terms Lv0w/w all have the same sign,
since at least the term Lv0w0/w0 does not vanish. To see that they all have the
same sign, note that the equality in Eq. (2) forces both of the terms involving
summations on the right-hand side of Lemma 5 (with k  ks) to vanish. This
implies that whenever Lvwf vf w > 0 for some v;w 2 Vi  Vj we must have
ci  cj. But this then implies that any w 2 V1 [    [ Vs with Lv0w/w 6 0 has
/w of the same sign as /w0: 
From Theorem 6, we immediately conclude the following corollary.
Corollary 7. Let L be a real symmetric indecomposable matrix with non-positive
off-diagonal entries, and eigenvalues and eigenfunctions labelled as before.
Then ws has at most s nodal domains with respect to L.
We now compare Theorems 4 and 6 to earlier work of Fiedler’s.
Theorem 8 ([3, Theorem 2.1]). Let L be a real symmetric indecomposable
matrix with non-positive off-diagonal entries, and eigenvalues and eigenfunctions
labelled as before.
If f 2 RV satisfies Lf v6 ksf v pointwise for some s P 2, then f has at
most sÿ 1 non-negative regions.
Note that the conclusion in Theorem 8 (f has at most sÿ 1 non-negative
regions) is weaker than the conclusion in Theorem 6 (f has at most s nodal
domains). This is due to the fact mentioned in the introduction that every
non-negative region is a union of positive nodal domains and vertices, where f
vanishes, and also the fact (deduced in the above proof) that a non-negative
region for such an f cannot have f vanishing identically. Hence the existence of
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s non-negative regions for an s P 2 would also imply the existence of at least s
positive nodal domains and one more negative nodal domain to separate them,
giving a minimum of s 1 nodal domains.
Typically, though, we might expect the existence of s non-negative regions
to imply the existence of approximately s negative regions. This would make a
total of approximately 2s nodal domains, even ignoring the possibility of
vertices on which f vanishes splitting a non-negative region into more than one
nodal domain. For instance, if the graph GL is a path and f has s
non-negative regions, then f must have at least sÿ 1 negative regions to sep-
arate them. Or if GL is instead a cycle and f has s non-negative regions, then f
has exactly s negative regions to separate them (see the Example following
Proposition 9).
In light of the previous discussion, one might wonder whether the hypothesis
of Theorem 8 also implies the stronger conclusion of Theorem 6. This is true
for s  1 as shown by the next proposition, but false in general as shown by the
Example following the proposition.
Proposition 9. Let L be a real symmetric indecomposable matrix with
non-positive off-diagonal entries, and eigenvalues and eigenfunctions as before.
If f 2 RV satisfies Lf 6 k1f pointwise, then f is a multiple of w1 (and hence has
exactly one nodal domain).
Proof. Choose w1 having all positive coordinates, as guaranteed by Theorem 1.
Then we calculate
k1hw1; f i  hk1w1; f i
 hLw1; f i
 hw1; Lf i
6 hw1; k1f i
 k1hw1; f i;
where the inequality uses our hypothesis on f. But this implies that the in-
equality must actually be an equality, and hence Lf  k1f , so f is a multiple of
w1 by Theorem 1. 
Example. Let G be a 6-cycle with vertices labelled v1; . . . ; v6 in cyclic order, and
let L be the usual graph Laplacian associated to G with edge weights cvw  1
for all v;w. One can compute the eigenvalues k1; . . . ; k6  0; 1; 1; 3; 3; 4, and
check that the function f  2;ÿ1; 2;ÿ1; 2;ÿ1 2 RV satisfies Lf 
6;ÿ6; 6;ÿ6; 6;ÿ6, so that Lf 6 3f  k4f pointwise. However, f has more
than four nodal domains (a total of six, in fact), even though it obeys the
conclusion of Theorem 8 by having only three non-negative regions.
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Although Fiedler’s result has a weaker conclusion because of its dierent
weakening of the eigenfunction hypothesis, it has a certain advantage over
Theorem 6 in being more widely applicable, as illustrated by Corollaries 10 and
11, proved for s  2 by Fiedler [3]. We remark that if L  ooT, the (unweighted)
Laplacian for a graph, then k2 is the algebraic connectivity of the graph, and w2
a characteristic valuation, both defined by Fiedler [2], and widely studied since
then. See for instance [5, Section 3].
Corollary 10 (cf. [3, Corollary 2.3]). Let L be a real symmetric indecomposable
matrix with non-positive off-diagonal entries, and eigenvalues and eigenfunctions
as before. Also assume that the eigenfunction w1 is chosen to have all positive
coordinates.
Then for any a P 0 and s P 2, the function ws  aw1 has at most sÿ 1
non-negative regions.
Proof. We only need to check that we can apply Theorem 8 to f  w aw1
Lw aw1  Lw aLw1
 ks  ak1w1
6 ks  aksw1
 ksw aw1:
The inequality above is intended as pointwise, and follows from the facts that
k16 ks, aP 0 and w1 has positive coordinates. 
Lastly we mention Fiedler’s specialization of this corollary to the motivating
case, the weighted Laplacian L  oCoT for a connected graph G. Here it is easy
to see that k1  0, with a one-dimensional 0-eigenspace spanned by the con-
stant function w1  1. Hence we deduce the following from Corollary 10.
Corollary 11 (cf. [3, Theorem 3.3]). Let L be the weighted Laplacian associated
to a connected graph G, with eigenvalues and eigenvectors labelled as above. Then
for aP 0 the function ws  a can have at most s non-negative regions.
In other words, the negative level sets of ws cannot disconnect G too se-
verely.
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