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Abstract 
Fourth-order stream-function methods are proposed for the time dependent, incom-
pressible N avier-Stokes and Boussinesq equations. Wide difference stencils are used instead 
of compact ones and the boundary terms are handled by extrapolating the stream-function 
values inside the computational domain to grid points outside, up to fourth-order in the no-
slip condition. Formal error analy;;is is done for a simple model problem, showing that this 
extrapolation introduces numerical boundary layers at fifth-order in the stream-function. 
The fourth-order convergence in velocity of the proposed method for the full problem is 
shown numerically. 
Mathematics subject classification: 65M12, 76D05. 
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1. Introduction 
Numerical methods based on the vorticity stream-function formulation of the Navier-Stokes 
equations have been used with success for flows in two-dimensions (2D). There are many refer-
enCes to second-order finite difference methods applied to different problems: the driven cavity 
problem [20]; flow past a cylinder [16]; and flow in tubes with occlusions [14] for example. 
Considerable effort has been spent in developing higher order finite difference methods for the 
vorticity stream-function formulation, including the early work in [1,7,10,11]. These authors 
use some combination of compact differencing and one-sided differencing near the boundary to 
develop fourth-order methods. More modern approaches [3,9] use the stream-function directly, 
without reference to vorticity. These methods also use compact differencing. In this paper, 
we develop a new fourth-order method for the time dependent Navier-Stokes and Boussinesq 
Equations that uses a wide stencil rather than compact differencing. This approach offers 
additional flexibility in choice of time stepping and applicability in mapped grids over other 
methods. Formal analysis of a simple model problem indicates that the method will give fourth-
order accuracy in computed velocities. This is demonstrated for the full problem in numerical 
convergence studies. 
There are several reasons to consider higher order methods. Of course, the underlying 
reason is that we wish to get an approximation to a flow to a given accuracy or resolution 
using less computational time and less storage space. This can manifest itself in many ways. 
In some cases, high accurate benchmark solutions are required [11]. In other cases, the higher 
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Ut+U'VU+Vp=v~U 
with the incompressibility condition V . U = O. We can take the third component of the curl of 
the above equations to get the vorticity form of the Navier-Stokes equations: 
Wt + U . V W = v ~w (2.1) 
where W = vx - 'u y is the vorticity. Using the incompressibility condition, we can introduce a 
stream function 1/J that satisfies 
1/Jx = -v; 1/Jy = 'U; ~1/J = -w. (2.2) 
The stream function can be thought of as an auxiliary variable for getting the velocities from 
the vorticity to update (2.1). This is the typical approach taken in vorticity stream-function 
methods, where the stream-function values also provide expressions for the boundary vorticity. 
One can also eliminate the vorticity completely in favour of the stream function to obtain the 
stream function formulation of the Navier-Stokes equations: 
(2.3) 
This approach has had some recent popularity [3]. In this formulation, the boundary conditions 
1/J = 0 (no flow) and o1/J / on = 0 (no slip) corresponding to homogeneous Dirichlet boundary 
conditions on the velocity (u = 0) are easily seen to be appropriate and do not need to be 
reinterpreted as vorticity boundary conditions. The authors have found that by considering 
numerical methods for the stream-function equations directly, greater insight into the analysis 
and efficient implicit time integration techniques can be obtained [12]. This formulation of the 
Navier-Stokes equations is used as the basis for the numerical methods in the rest of the paper. 
Also discussed in this work are the Boussinesq approximations to buoyancy driven flow. In 
this approximation, the temperature e is an additional variable that is convected with the flow 
and diffuses: 
(2.4) 
In this work, we consider Dirichlet boundary data for e. There is a gravity (assumed to be 
in the negative y direction) driven buoyancy force which modifies the Navier-Stokes equations 
(2.3) as follows: 
(2.5) 
3. Compact and Wide Schemes for a ID Model Problem 
In this section we derive and discuss compact and wide schemes for a 1D problem written 
in terms of a stream function. No slip and no flow boundary conditions are applied and 
the method of extrapolated boundary conditions for wide schemes is presented. Formal error 
analysis is conducted for the model problem, showing that the wide scheme has smooth fourth-
order errors in the interior and fifth-order numerical boundary layers in the stream function. 
Numerical verification that this approach leads to stable schemes that converge with fourth-
order in velocities is given. The effect of using boundary conditions of different orders is 
considered. 
I 
I 
I 
. J 
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3.1. Notation for difference operators 
We consider discrete approximations on a regular grid with grid spacing h in space using 
capital letters with subscripts to denote the grid location, i. e. 
\Jfi(t) ;:::;0 1j;(ih, t). 
Difference methods using the method of lines are developed, that is ODE's for \Jf(t) are derived 
which are later discretized in time. Centered differencing is used throughout this paper and 
Dk and fh denote the second and fourth-order centered difference approximations of the k'th 
derivative, respectively. For example, 
For problems in more than one direction superscripts are used to indicate the direction of the 
derivatives, i. e. , D'2. 
3.2. A one-dimensional model problem 
The following model problem for 1j;(x, t) is considered on the interval x E [0,1] 
7./Jxxt = v'l/Jxxxx (3.1) 
with no-flow boundary conditions 
1j;(0) = 1j;(1) = 0 
and no-slip boundary conditioni:i 
a1j; (0) = a1j; (1) = O. 
ax ax 
These equations and boundary conditions model the diffusion terms in Eq. (2.3) in a reduced 
dimensional setting. Wide and compact schemes are derived below and tested on the above 
problem. A standard i:iecond-order method is presented below for comparison. 
3.3. Second-order scheme 
A second-order semi-discrete (i. e. , method of lines) scheme for (3.1) is 
where the dot denotes time derivative. Boundary conditions for the operator D2 are the no-flow 
conditions \Jfo = \Jf N = 0 where N = l/h. We use Thorn's boundary conditions 
(3.2) 
at the lower wall and \JfN+l=\JfN-l at the upper wall to eliminate the values outside the 
boundary needed in the stencil for the operator D 4 . The method above describes implicitly the 
evolution of the values of \Jf on the interior grid points. The convergence of this second-order 
scheme for this model problem follows from the results in [12] for the 2D nonlinear problem. 
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order accuracy is required to resolve delicate phenomena [1,16]. The results of Kreiss [17] and 
Chang [6] show that fourth-order methods are in i:lome sense "optimal". Their rCi:lults show 
that fourth-order methods outperform second-order methods for 2D model convection-diffusion 
problems. They also show that if only modest accuracy (1%) is required that fourth-order 
methods arc at leaiSt as efficient as higher order finite difference methods and more efficient 
than second-order and pseudo-spectral methods. Of course, if very high accurate solutions arc 
needed, pseudo-spectral methods are the best to use. 
There are two basic approaches to the coni:ltruction of higher order finite difference methods 
for the time-dependent Navier-Stokes equations and more generally, any convection diffusion 
problem with smooth solutions. One approach is the UiSe of compact differencing which gets itiS 
name from the fact that the resulting method is based on a difference stencil no larger than that 
needed for a second-order method. There are many variants of this approach including [7,10, ll]. 
The method in [1] combines compact differencing for the stream-function equation with an 
integral constraint technique to solve for the boundary vorticity. Strictly speaking, what we 
will call compact differencing from now on in this paper is actually a restricted subset known as 
Operator Compact Implicit (OCI) differencing in which only the physical unknowns arc used 
on grid points (see [4] for a good discuiSsion). In another type of compact differencing, called 
simply Compact Implicit (CI), derivatives of the unknowns arc introduced at each grid point. 
This is the approach taken in [3]. The introduction of the extra unknowns effectively widens 
the difference stencil and extrapolation or one sided differencing must be used to eliminate the 
derivative values on the boundary (see [ll]) in higher order methods, so CI are similar in spirit 
to the wide methods discussed below. We will not pursue CI methods in this paper. 
The approach taken in this work is to UiSe standard fourth-order differencing using a wider 
difference stencil than needed for second-order accuracy. We call these wide methods to distin-
guish them from compact methods. For periodic problems this approach is very natural, but 
for problems with boundaries, these methods require values on more grid points outside the 
boundary than can be eliminated using the boundary conditioniS of the problem. The authors 
propose below a method of "extrapolating" the values outside the grid using values inside the 
grid based on their earlier work in vorticity boundary conditions for Hecond-order schemes [12]. 
The values at grid pointiS outside the boundary are related to the values inside the boundary 
in such a way that they satisfy the boundary conditions to fourth-order accuracy. For stream-
function methods, it is the no-slip condition that is matched to fourth-order to give velocities 
that are fourth-order accurate. 
In the next section, the 2D N avier-Stokes and Boussinesq approximations are introduced. 
Then, wide and compact schemes are introduced and applied to a 1D model problem. Error 
analysis of the wide scheme for the model problem is conducted, using matched interior and 
numerical boundary layer errors as presented in [22]. This is followed by a section on the 
specification of fourth-order wide methods for the 2D incompressible fluid flow equations. These 
methods are then applied to two 2D example problems in fluid fiow where the fourth-order 
convergence in velocities (and temperature for the Boussinesq flow example) of the method is 
verified. 
2. The Navier-Stokes and Boussinesq Equations 
The 2D Kavier-Stokes equations in primitive variables (velocity u = (11, v) and pressure p) 
are 
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3.4. Wide schemes 
Wide schemes are built using standard fourth-order difference operators: 
(3.3) 
If the method above is to describe the evolution of the values of W on the interior grid points, 
then the values of W at one and two grid points outside the boundary must be related to the 
interior values. This is done below using the method of extrapolated boundary conditions. 
3.5. Extrapolated boundary conditions 
To eliminate one point outside the boundary, the following formulas 
W -1 = WI Thorn 
W -1 = 3W 1 - W2 /2 Wilkes 
W-l = 6W 1 - 2W 2 + W3 /3 Fourth-Order (3.4) 
are second-, third-, and fourth-order in terms of the no-slip condition respectively, i. e. , the 
terms in (3.4) can be written as 
(3.5) 
(verify by Taylor series) and so (3.4) can be seen to be a fourth-order accurate approximation 
of 8'l/J/8x(O) = O. In this form, one can see how to modify (3.4) for non-zero values of'l/J or its 
normal derivative on the boundary. The names for the second- and third-order extrapolations 
of the no-slip conditions are the commonly used names for these boundary conditions when 
interpreted as vorticity stream-function boundary conditions. Similar formulas can be written 
for the upper wall. Formula (3.4) is used to define a fourth-order version of the discrete operator 
D2 near the boundary. This operator must be inverted at each time step in an explicit scheme 
and (3.4) has the nice property that it does not widen the stencil of D2 . This is also true of 
the 2D methods described in section 4. 
In order to eliminate further points outside the boundary the same procedure is used. The 
following is a fourth-order (based on the no-slip condition) extrapolation 
(3.6) 
A simple calculation shows that (3.4) and (3.6) imply 
(3.7) 
where as discussed in section 3.1, Dl denotes the fourth-order, centered difference approximation 
of the first derivative. Thus we can equivalently consider (3.4) and (3.7) as the two numerical 
boundary conditions. This leads to a simplification in the presentation of the error analysis of 
this scheme presented in section 3.7 below. 
3.6. Compact scheme 
Below an approach to developing compact schemes for time dependent problems using the 
method of lines is presented. The resulting ODE can then be discretized in time in a number 
446 THOMAS Y. HOU AND BRIAN R. WETTON 
of ways. This approach is slightly different and we feel clearer than the approach taken by 
other authors (see, e.g. , [7]), where the construction is done for a fixed time stepping scheme. 
In our approach, compact schemes are derived by eliminating error terms from second-order 
discretizations using expressions obtained by taking derivatives of the original equations. The 
derivation looks a little different but gives identical results as the polynomial approach used 
in [10] and elsewhere. We call the methods derived with this approach "natural" compact 
differencing. It is essentially an extension of the method of deferred corrections [15] to time-
dependent problems. 
Using the same stencil as the second-order method, the most accurate direct discretization 
of (3.1) is 
which still has a second-order error term 
which comes from the use of D4 instead of D4 . This error cannot be eliminated on the compact 
stencil directly, but taking two derivatives of the original equation (3.1) gives 
Now the second-order error term e2 can be corrected using 
Even though only second-order differencing is used above, the expression is equal to e2 up 
to fourth-order accuracy because of the extra factor of h2 . If this correction is applied, the 
following fourth-order accurate compact differencing method is obtained: 
(3.8) 
The idea here is that errors involving higher order spatial derivatives are replaced with lower 
order spatial derivatives of the time derivative term (or the data for time independent problems). 
In a special method for the Euler equations [18], the fourth-order errors vanish due to an 
orthogonality condition. In general, though, correction terms must be derived as above. 
The compact method derived above (3.8) must be augmented with one of the boundary 
conditions discussed above to eliminate the values on grid points outside the boundary. 
3.7. Formal error analysis 
3.7.1. Compact scheme 
The error analysis of the compact scheme is straight forward since errors are regular (smooth 
in space and time). It can be shown using the techniques of [12,22] that the scheme (3.8) with 
boundary condition (3.4) has discrete solutions with the following property 
(3.9) 
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where 'lj)4) (x, t) is a smooth function independent of h that satisfies 
(4) _ (4) ~ 88'lj) 
'ljJX2;t - v'ljJxxxx + 90 8x" (3.10) 
with lIero initial conditions and boundary conditions ,tP(4) (0, t) = 0 and 
, (4) __ ~ 85'ljJ 
tPr (0, t) - 20 ox5 (0, t) (3.11) 
and a similar condition at x = l. Note that Eq. (:~.10) and thc boundary condition (3.11) for 
the error term are the same as the underlying problem with forcing from the truncation errors 
in the interior discretization and the boundary conditions. The error expansion (3.9) can be 
made to satisfy the discrete equations to arbitrarily high accuracy. The form (:3.9) shows that 
fourth-order convergence can be expected in \If and its differences (the higher order terms can 
also be shown to be smooth). 
It is clear here that the order of accuracy of the discrete boundary condition should be 
measured in terms of the accuracy it has to the no-slip condition (there has been much historical 
confusion on this point). If the lower order condition (3.2), which can be interpreted as a second-
order approximation of the no-slip condition [12], is used with the compact interior scheme (3.8), 
global smooth errors of second-order will result. This is verified computationally below. 
3.7.2. Wide Scheme 
We consider now the error analysis of the fourth-order scheme (3.3) with boundary extrapo-
lations (3.4) and (3.7). The error expansion for this scheme (showing only the highest order 
terms of each type) is 
(3.12) 
where 'ljJ(4) (x, t) and A(t) are smooth functions and 0 < '" < 1 all independent of h. The term 
involving", above is a numerical boundary layer at x = O. There is also a boundary layer at 
x = 1 that is not shown in the expansion above. The expansion (:3.12) should solve the discrete 
equations to arbitrarily high order. Inserting (3.12) into (3.3) we sec immediately that 
D4 ",i = O. 
We can write D4 as D4(I - 1~2 D 2 ) and sec that ",i must be root of (I _ 1~2 D 2 )",i, 
1 4 1 1 
--"'+----=0. 
6 3 6 '" 
The roots come in reciprocal pairs (one for each boundary), '" = 4 - yT5 ~ 0.1270 and its 
reciprocal. The smooth interior error leads to 
(4) = V (4) _ ~ 8s'ljJ 
'ljJxxt 'ljJxxxx 360 8x8 . 
'ljJ(4) has zero initial conditions and 'ljJ(4) (0, t) = O. The two boundary extrapolations (3.4) and 
(3.7) are matched by A(t) and 'ljJ~4)(0). Since Dl = D 1(I - 1~2 D 2 ) we see that the numerical 
boundary layer does not enter (3.7) at highest order. We find 
.J.. 
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Now from (3.4) we find that 
1 05't/J 
A(t) = - 18C ox5 (0, t), 
where C = (,,"3/3 - 2,,"2 + 6,," - 10/3 - 1/,,")/4. Similar conditions apply at x = l. 
The structure of (3.12) shows that differences of this scheme converge with fourth-order 
accuracy in the interior (away from the boundary layers). Dl W converges to 't/Jx (velocities) 
with fourth-order accuracy even up to the boundary. This is verified in the section below, and 
the equivalent fourth-order methods for 2D fluid flow are also shown numerically to have this 
property. However, values of D2 w converge to (vorticity) only with third-order accuracy 
near boundaries. 
3.8. Computational results 
The above schemes were tested on the one-dimensional model problem (3.1) using v = 0.01 
and initial data consisting of a combination of the first three even and the first three odd modes 
of the problem. The computed solutions are compared to the exact solution at time l. Maximum 
norm errors to the exact solution are shown in Table 1 (for comparison the maximum value 
of the exact solution at time 1 is about 3.6). The second-order scheme uses the second-order 
Thorn boundary conditions. The fourth-order wide scheme uses the fourth-order extrapolated 
boundary conditions presented above. The effect of using different order boundary conditions 
for the compact scheme is shown in Table 2. The time stepping used is standard fourth-order 
Runge Kutta (4RK) with time step k = minCh, ~:). With these small time steps, the errors 
from the time discretization are smaller than the last digit quoted in the results in Tables 1 
and 2 so these results describe the errors in the spatial discretization. The numbers in brackets 
in Tables 1 and 2 show the approximate convergence rates given by log2(e(N)/e(2N)) where 
e( N) is the error in the computation using step size h = 1/ N. 
Table 1: Max norm errors (and convergence rates) to the exact solution of computations for 
the one dimensional Stokes flow model problem 
N Second-Order Wide 4th Order Compact 
16 0.514 (2.03) 0.914e-1 (3.78) 0.310 (4.50) 
32 0.126 (1.99) 0.664e-2 (3.83) 0.137e-1 (4.77) 
64 0.317e-1 (1.98) 0.467e-3 (3.92) 0.502e-3 (4.83) 
128 0.804e-2 (1.99) 0.307e-4 (3.97) 0.177e-4 (4.79) 
256 0.202e-2 0.196e-5 0.641e-6 (4.68) 
512 0.250e-7 (3.85) 
1024 0.178e-8 
Table 2: Max norm errors (and convergence rates) to the exact solution using the compact 
differencing method and boundary conditions of different order on the one dimensional Stokes 
flow model problem 
N Thorn Wilkes Fourth-Order 
16 0.578e-1 (2.45) 0.578 (2.75) 0.310 (4.50) 
32 0.106e-1 (2.12) 0.862e-1 (2.89) 0.137e-1 (4.77) 
64 0.244e-2 (2.02) 0.116e-1 (2.95) 0.502e-3 (4.83) 
128 0.602e-3 (2.00) 0.150e-2 (2.98) 0.177e-4 (4.79) 
256 0.151e-3 0.190e-3 0.641e-6 
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The results in Table 1 show that the wide difference scheme converges with fourth-order and 
give errors mueh smaller than the second-order scheme, especially for large N. For small N the 
compact method appears to be converging at an order higher than fourth, but this is just due 
to the fact that the fourth-order error term in the interior is quite small and hard to resolve. 
More resolved calculations with simpler initial data confirm the fourth-order convergence. 
The results of Table 2 show the importance of using fourth-order boundary conditions to 
obtain the best performance from a fourth-order method. When using a second-order boundary 
condition, the errors are smaller if a fourth-order scheme is used compared to a second-order in 
the interior (compare with the first column in Table 1) but the convergence rate is dominated 
by the boundary error and is only second-order. The third-order boundary condition (which 
is second-order in terms of the vorticity) gives third-order convergence. The fourth-order re-
sults are duplicated from Table 1 and show convergence of fourth-order when fully resolved as 
discussed above. 
For time independent problems, the use of fourth-order vorticity stream-function boundary 
conditions in a compact fourth-order scheme leads to fourth-order convergence [7] in Boussinesq 
flow. Their boundary condition is fourth-order accurate in the boundary vorticity. Our results 
show that this can be weakened to a boundary condition accurate to fourth-order in the no-slip 
condition. This extra freedom may lead to more stable schemes. In other work [10] third-order 
boundary conditions (the Wilkes boundary conditions which are second-order in boundary 
vorticity) are used with compact fourth-order differencing in the interior. This author sees 
better performance in this method than for second-order methods for Navier-Stokes flow, but 
we believe from the tests shown in Table 2 that much superior performance could be obtained 
if a fourth-order boundary condition was used. 
4. Wide Fourth-Order Methods for the N avier-Stokes and Boussinesq 
Equations 
Fourth-order wide schemes for the Navier-Stokes equations and Boussinesq equations for a 
simple geometry (a periodic channel) are presented. Numerical stability tests are performed 
and appropriate fourth-order time stepping techniques are discussed. Numerical verification 
of fourth-order convergence is given in section 5 where computations using these methods are 
performed on two model problems. 
4.1. Semi-discrete equations 
We consider flows in a simple domain, a unit periodic channel, i.e. (x, y) E [0,1] x [0,1] with 
periodic conditions in x and u = ° on y = ° and y = 1. A regular N x N grid with grid spacing 
h = 1/ N in both directions is laid on the channel and semi-discrete approximations (discrete 
in space only) Wi,.i(t) RO 7jJ(ih,jh, t) are considered as before. The interior discretization in 
space for the Navier-Stokes equations (2.3) is derived first. Using the notation of section 3.1 
the fourth-order discrete Laplacian operator is defined as 
Dh = D~ + D~ 
Higher derivative terms (~~, !1x~ and !1y~) are calculated as follows. The biharmonic term 
~~ is written out 
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Each term is approximated using centered fourth-order differencing. The same is done to the 
other higher order derivatives. The approximation now becomes 
(4.1 ) 
where 
In this scheme, stream-function values up to three grid points away are needed. The valueD 
outside the boundary are eliminated uDing extrapolation of interior valueD. This is discussed in 
the next section. 
Fourth-order centered difference approximations of the Boussinesq equations are generated 
in a straight forward way. The differences in the discrete temperature equation involve values 
of the temperature up to two grid points away. 
4.2. Boundary conditions 
For the Kavier-Stokes equations no-flow 'ljJ = 0 and no-slip o'ljJ / oy = 0 boundary conditions 
were as::mmed on the walls y = 0 and y = 1 and periodic conditions in x. The interior 
discretization require:s stream-function values on the boundary. These are supplied directly by 
the no-flow conditions on the lower wall 1]/i,O = 0 for all i and on the upper wall 1]/i,N = 0 for all 
i. The fourth-order scheme requires stream-function values up to two grid point:s outside the 
domain. These are eliminated in terms of interior values by extrapolation up to fourth-order 
in the no-slip condition as in section 3.5: 
1]/ -1 = 61]/.1 - 21]/ 2 + 1]/ 3/3 t, t, t, 1" 
1]/i,-2 = 401]/;,1 - 151]/i,2 + 81]/i,3/3. 
Similar formulas for the upper wall are applied. 
(4.2) 
(4.3) 
We now turn to the specification of temperature boundary conditions. In the calculations 
described in section 5 Dirichlet conditions are given for the temperature: e = 1 on the bottom 
wall and e = 0 on the top wall. These can be applied directly to obtain 8 i ,0 = 1 and 8;,N = 0 
for all i as discrete boundary conditions. 
The wide fourth-order differencing requires extra discrete boundary conditions for the tem-
perature. At the lower boundary the value required one grid point outside the boundary is 
eliminated by extrapolation from interior values, just as was done above for the values of the 
stream-function outside the domain: 
8;,-1 = 48i ,o - 68;,1 + 48;,2 - 8 i ,3. ( 4.4) 
This boundary condition is satisfied up to fourth-order and can be considered to be an approx-
imation of the specified Dirichlet temperature data. The approximation order is measured in 
the same way as that of reflection boundary conditions for a staggered grid scheme [13]. 
4.3. Investigation of stability 
In this section the stability of the semi-discrete scheme (4.1) with extrapolated boundary 
conditions is investigated. To do this, we determine the spectrum of the method applied to 
a linearized problem. This analysis also allows us to choose time steps for the above schemes 
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appropriately. Eq. (2.3) is linearized about Poiseuille flow with unit maximum velocity in the 
periodic channel (u = 4y(1 - y) and v = 0): 
(4.5) 
A semi-discrete wide approximation of this problem similar to (4.1) with extrapolated boundary 
conditions is considered and since this problem is linear, it can be written as follows 
AW = BW. 
The spectrum of the discrete system can be examined by computing the generalized eigenvalues 
,\ and eigenvectors W of 
This can be done efficiently for the periodic channel geometry by using the FFT to partially 
reduce the problem (see the remark at the end of section 4.4) and then finding eigenvalues for 
each Fourier component using the QZ algorithm. This was done for v = 0.001 (corresponding 
to a Reynolds number (Re) of 1000 based on the full width of the channel) for several values of 
h and it was observed that 
IIm('\)1 <::: 1.34/h (4.6) 
and 
-lOv/h2 <::: Re('\) <::: O. (4.7) 
Since the eigenvalues all have negative real part, the semi-discrete method for (4.,5) is asymp-
totically stable. This is reasonable since Re=1000 is below the critical Reynolds number for 
Poiseuille flow [8] and so the continuous problem (4.5) has no growing modes. When the lin-
earized convection terms in (4.5) are dropped (this corresponds to Stokes flow), the eigenvalues 
of the semi-discrete scheme are pure real and satisfy (4.7). Note that this result is not a con-
vergence proof for the method applied to the linearized problem, since this computation gives 
no measure of how close to orthogonal the set of eigenvalues of the matrix A- 1 B is. 
For a standard centered second-order stream-function discretization using Thorn's boundary 
conditions (3.2) as described in [12] the spectra lies in IIm('\)1 <::: l/h and -8v/h2 <::: Re('\) <::: 0 
so the use of fourth-order differencing and extrapolated boundary conditions does not increase 
the size of the region containing the spectrum very much. 
We rely on more direct computational evidence to see the stability of the temperature 
boundary conditions in the approximation of the Boussinesq equations. This is given by the 
computations in section 5. 
4.4. Time stepping 
It is certainly possible to use simple second-order time integration techniques to discretize 
our fourth-order semi-discrete equations (4.1), using quite small time steps to ensure that the 
second-order time integration errors are smaller than the fourth-order spatial errors. However, 
we discuss two fourth-order time-stepping methods in this section that can be used. 
A simple fourth-order time integration technique that can be used for the fourth-order meth-
ods is standard fourth-order Runge Kutta (4RK). In this case, an implicit system (corresponding 
to the inversion of the discrete Laplacian in (4.1) must be solved at every sub-step. This can 
be done efficiently as described below using cyclic reduction and repeated penta-diagonal solves 
for every Fourier component. A necessary condition for stability of 4RK applied to the wide 
I 
I, 
1 
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fourth-order version of (4.5) with step size k is that all the eigenvalues A must fit into the sta-
bility region of the method. Using a diagram of the stability region of 4RK (e.g. , in [5], p.109) 
and the eigenvalue limits (4.6) and (4.7) a fully discrete method using 4RK will be formally 
stable when 
k :S 2h ( 4.8) 
and 
k:S h2 /(10v). ( 4.9) 
Condition (4.8) is a CFL stability condition on the convective terms and is modified to k :S 
2h/ M when a Poiseuille flow with maximum velocity M is given. 
By using an explicit method on the convection terms, we cannot get away from a stability 
restriction like (4.8) and in the computations described later, we assume a CFL condition is 
satisfied 
k = ah/M, (4.10) 
where M is the maximum velocity in the calculation. Under assumption (4.10) condition (4.9) 
coming from the diffusive terms will be violated for h sufficiently small. This "diffusive limit" 
occurs because the diffusive terms are stiff and we are trying to handle them with an explicit 
method. In many computations of interest, v is quite small (corresponding to high Re) and 
this diffusive limit is not reached for moderate values of h. The scheme in [9] is designed for 
this regime. For problems where v is not so small (like those in section 5), it is advantageous to 
handlc the diffusive terms implicitly to avoid the restrictive condition (4.9). Our discretization 
allows all options for time-stepping. 
In order to avoid the limitations of a diffusive stability limit we consider a hybrid semi-
implicit fourth-order method. Fourth-order backward differencing (BDF) is used for the diffu-
sive terms and the nonlinear terms are extrapolated using data at previous times steps. The 
method, which we denote as fourth-order semi-BDF (4SBDF) is given for the wide scheme as 
follows: 
iii (25 Wn _ 4wn - l + 3wn- 2 _ ~wn-3 + ~Wn-4)/k 
, 12 3 4 
= ih wn + (4N(Wn-l) - 6N(Wn- 2) + 4N(Wn- 3) - N(wn- 4)), 
where a superscript is used to denote the time level and N is shorthand for the wide fourth-
order difference calculation of the nonlinear convection terms. The linear implicit equations 
are solved efficiently using FFT reduction as described below. The values at the first three 
time steps Wi, W2 and w3 are initialized using three steps of 4RK starting from the initial data 
wo. The method 4SBDF has the desirable property that the stability region of its explicit part 
contains part of the imaginary axis (so it will be asymptotically stable for the convection terms 
under a suitable CFL condition) and the stability region of implicit part contains the negative 
real axis (and so will handle the diffusion terms stably for any choice of time step k). This 
scheme and other combination implicit-explicit (IMEX) schemes are described in [2]. 
Both of the schemes above have linear, positive definite symmetric systems to solve at every 
time step or sub-step. In the periodic channel, this is done by taking a Fast Fourier Transform 
in the horizontal direction. This divides the original problem into banded problems (penta-
diagonal for 4RK and septa-diagonal for 4SBDF) for each discrete Fourier component. The 
resulting operation count is O(N210g N) for each time step which is near the optimal O(N2). 
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5. Numerical Results 
In this section, the fourth-order methods are tested on two examples to verify the accuracy 
and convergence rates of the methods. Both examples are in the 2D periodic channel geometry 
for which the methods were discussed in the previous section. The first test is for Navier-Stokes 
flow and the next for Boussinesq flow. The examples are discussed in detail below. Standard 
second-order methods are used to compute these example flows as well, and the results are 
compared to the fourth-order methods to evaluate their performance. 
In a final example, the fourth-order methods are applied to a high Rayleigh number con-
vection flow and are used to resolve the fine scale flow structures generated. 
5.1. Perturbed Poiseuille Flow 
Our first test case is a N avier-Stokes flow with initial data 
where the term y2(3 - 2y) is Poiseuille flow and the other term represents a perturbation. 
The net flow through the channel is kept constant at 1 and flow is computed out to time 2. 
The viscosity v is taken to be 0.01 and the maximum velocity observed in computations is 2, 
giving a Re of 200. This Reynolds number is well below the critical one for instabilities in 
Poiseuille flow [8] and so we expect the perturbation to decay in time, which is observed in the 
computations. 
5r----~"---" ~---~-------, 
4.5 
3 
I N=32 
6 N=64 
o N=128 
~~---+---+--+-
2L-------~------~------~------~ 
o 0.5 1.5 2 
x 
Fig. 1. Pointwise velocity convergence order estimates for the wide fourth-order 4SBDF approximation 
of the perturbed Poiseuille test case for N=32(A), 64(B) and 128(C) 
The fourth-order finite difference method proposed in section 4 is applied to this test prob-
lem. We computed with stable time steps k = h/8 using 4SBDF time stepping for N = l/h of 
16, 32, 64, 128, and 256. The convergence estimates shown in Fig. 1 demonstrate the fourth-
order pointwise velocity convergence of the method. Since the exact solution of our problem is 
not known, we define the estimated pointwise velocity error at the N grid as the difference to 
I j 
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the velocities at the next finest grid (2N), i.e. , IIU(N) - U(2N)II=, where the discrete veloci-
ties U are computed using fourth-order differencing of the stream-function based on (2.2). The 
norm II . 1100 denotes the maximum norm over all value:s on the di:screte grid. If a very small 
time step k = h/16 is used 4RK calculations up to N = 128 can be done stably. Fourth-order 
velocity errors very similar to those obtained above using 4SBDF time stepping can be seen 
using 4RK. 
The rate of convergence of the vorticity is not resolved in this calculation. At the 
finest grid for which the convergence rate was approximated (N = 128) convergence at less than 
fourth-order was observed. Third-order convergence is expected in vorticity due to numerical 
boundary layers from the result:s of the analy:sis of the model problem in section 3. A discussion 
of the size of the errors and a compari:son with second-order methods is given in section 5.3 
below. 
5.2. Convection problem 
We now turn to a test problem for the Bou:s:sine:sq equation:s. The initial :stream function 
is set to zcro (no flow) and a smoothed horizontal interface is placed between region:s of high 
temperature (1) and low temperature (0) initially 
tanh((y - 0.3)/6) + tanh(0.3j6) . 
8o(x, y) = (( ')/8) (/8) + 4Ey(1- y) sm(27rx). tanh 1 - 0.3 + tanh 0.3 (5.1 ) 
The sin term in (Ed) is a perturbation to make something happen. The layer thicknes:s 6 i:s 
taken to be 0.1 and the perturbation :size E is taken to be 0.2. We take l/ = 0.01 and iL = 0.01 
(correiSponding to a Rayleigh number of 10,000 and Prandtl number of 1) and calculate out to 
time 10. The perturbation in the temperature layer grows and periodic convection cells develop. 
The maximum velocity observed was about 0.4. 
The fourth-order scheme was applied to this problem with k = h/2, using the temperature 
boundary condition (4.4). Fourth-order pointwise convergence in velocity is observed as in the 
example above and fourth-order temperature convergence is clearly seen in Fig. 2. 
5.3. Comparison to second-order methods 
When doing numerical flow computations, one generally has one of two aim:s: to minimally 
resolve some flow to get :some practical information or to get high accurate solutions to use 
as benchmark iSolutions or to resolve some very delicate phenomena. We choo:se (:somewhat 
arbitrarily) a criteria for minimal convergence that the estimated relative error of velocity is 
less than 5% of the maximum velocity in the computation. For the perturbed Poiseuille test 
case, where the maximum velocity is 2, the method has minimally converged at grid N when 
IIU(N) - U(2N)II= <::: 0.1. 
A :similar condition for the convection problem, where the maximum velocity observed is 0.4, 
can be posed. The stringent convergence criteria for high accuracy is that the velocity error is 
le:ss than 0.1%. 
For the fourth-order schemes described to the problem:s above, minimal convergence was 
reached for the perturbed Poiseuille problem at N = 16 and for the convection problem at 
N = 8 (recall N is the number of grid line:s in each direction). These results are compared 
to standard :second-order centered stream-function methods, u:sing Wilke:s boundary condition:s 
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Fig. 2. Pointwise temperature convergence order estimates for the wide fourth-order 4SBDF approxi-
mation of the convection problem for N=16(A), 32(B), and 64(C) 
and a second-order hybrid time stepping technique C~LF (see [12] for detaili:i). The second-
order methods reached minimal convergence for the perturbed Poiseuille problem at N = 32 
and for the convection problem at N = 16. These results are consistent with the observations 
of other authors [6,19] that minimal resolution can be obtained with half the number of grid 
lines in each direction if fourth-order is used instead of second-order differencing. Thus minimal 
resolution can be obtained with a quarter (one eighth for 3D computations) the number of grid 
points. What these and other authors fail to point out is that fourth-order methods involve 
more work for the same number of grid points. The amount of computational time to achieve 
minimal resolution is reduced by a factor of 2 for the perturbed Poiseuille calculation and 3/2 
for the convection problem when fourth-order methods are used instead of second. This is not as 
significant a savings as one would expect from being able to usc a quarter as many grid points. 
The storage savings that one hopes for by using a fourth-order method and less grid points are 
also offset by the extra storage required for the solution of the wider implicit systems in the 
case of the N avier-Stokes equations. Recall that a linear system (for the implicit handling of the 
Stokes operator) is solved at every time step for each discrete fourier component after a cyclic 
reduction of the problem in the periodic direction. Precomputing factorizations of these linear 
solvers requires storage proportional to 5N2 for i:lecond-order methods (pentadiagonal matrices) 
and 7 N 2 for fourth-order methods (septadiagonal matrices). Thus, using half as many grid lines 
for a fourth-order method instead of a second-order one results in a savings of 7/20 in storage 
and not 1/4. The point here ii:i that the use of fourth-order methods to minimally resolve 
flows without delicate structure in 2D givei:i about a factor of two improvement over the use of 
second-order methodi:i in computational time and storage. This improvement is not huge, but 
in many cases computational resources are pushed to the limit to rei:iolve phenomena of physical 
interest, so any improvement in performance is welcome. 
If we want to reach the more stringent convergence criteria of 0.1% error, the fourth-order 
methods will dramatically outperform second-order methods. To converge in this sense, the 
fourth-order methods require N = 32 for both the model computations and the i:iecond-order 
methods require N = 128. This results in a computational time reduction by factors of 35 for 
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the perturbed Poiseuille problem and 11 for the convection problem when fourth-order methods 
are used instead of second. This is a significant improvement. 
5.4. A high Rayleigh number convection problem 
In this section, our fourth-order method is applied to a more difficult convection problem 
to demonstrate its ability to capture complicated structure. As in section 5.2, we begin with 
zero flow and a perturbed temperature layer 
tanh((y - 0.3)/6") + tanh(0.3/6") . 
eo(x, y) = h(( . )/ -) h(' / -) + 4Ey(1 - y)(sm(27rx) + COS(67rX)), (5.2) tan 1 - 0.3 6 + tan 0.3 6 
where 6" = 0.03 and E = 0.05. In this example we use v = 0.0001 and M = 0.0001 (corresponding 
to a Rayleigh number of 108 and a Prandtl number of 1). It should be noted that real flows in 
this regime are inheirantly 3D, so this is a formal calculation to assess the numerical resolution 
of complex phenomena using the schemes presented in this paper. As in the flow of section 5.2, 
the perturbation in the temperature layer grows initially, but in this case the diffusion terms 
are too small to drive the flow to steady convection rolls and the onset to turbulent flow results. 
Gray scale plots of the temperature are shown in Fig. 3. These are generated using the fourth-
order method and N = 256. The maximum velocity observed in the computation was about l. 
We do not try to estimate pointwise errors or convergence rates for this calculation, since many 
more grid points would have to be used to reach the asymptotic regime of convergence. However, 
we have some confidence in the computational results since they respect the monotonicity of 
the maximum temperature value in time. Calculations with a standard second-order method 
and N = 256 cannot resolve the flow and exhibit oscillations (which lead to an increase in the 
maximum of the calculated temperature). 
I l r: , 1,1) 
-0 
-(> 
Fig. 3. Computed temperature values for the high Rayleigh number convection problem at times 1 (a), 
2.5(b), 4(c) and 5.5(d) 
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6. Summary 
The authors have proposed a fourth-order finite difference method for the stream-function 
formulation of the Navier-Stokes and Boussinesq equations. Stream-function values outside the 
boundary were eliminated by appropriate extrapolation of the interior values. The stability and 
fourth-order pointwise velocity and temperature convergence of the methods has been verified 
numerically. 
It was found that minimal accuracy could be obtained using fourth-order methods with half 
of the number of grid lines in each direction compared with second-order methods. This results 
in roughly a factor of 2 savings in computational time and storage with our implementations. 
Tc obtain highly accurate solutions, the fourth-order methods are much more efficient. 
The advantages of the stream-function formulation are limited to 2D. It is possible to define 
a vector stream function that can describe 3D incompressible flows, but this approach has 
not received much attention. In simple counting terms, in 2D, primitive variable (velocity 
and pressure) formulations require three unknowns (two velocity components and pressure) 
compared to the single stream function. In 3D primitive variable methods have four unknowns, 
while the stream-function approach has three components. The large advantage of stream-
function methods is lost, but the difficulties remain such as higher order derivatives in the 
formulation. In addition, the 3D stream-function approach involves a non-local cOEstraint that 
is difficult to deal with when computing in domains with boundaries. Some effort has been made 
to develop higher order finite difference methods for primitive variable formulations, see [21] 
and references therein. The exact nature and order of the errors from these schemes could be 
understood using the same asymptotic error analysis used in this paper. 
A limitation of the methods proposed in this paper is that they are only derived for rectan-
gular domains. These methods could be easily extended to domains with radial symmetry and 
conformally mapped domains (as in [1,9,12]) but an extension to more general domains remains 
to be done for the methods to be useful for many practical applications. Two further studies 
of interest are: a comparison of our wide methods to compact methods, and an investigation 
of efficient solvers for implicit discretizations of our method. 
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