Abstract
Introduction
Arrays of polymer films embedded with conductive or resistive material have attracted significant attention as "electronic noses." There are numerous potential applications for such devices including environmental monitoring, detection of land mines and explosives, customs (detection of drugs or contraband agricultural products), quality control, fragrance and wine evaluation, etc. Unlike traditional "lockand-key" approaches to vapor sensing, in which a detector is very specific to a particular analyte, the polymer-based detectors used here are broadly-tuned so that a given detector responds to many vapors and a single vapor causes a response in many detectors. (Diversity in the detector responses is achieved by including different insulating organic polymers in the array.) Only by analyzing the pattern of responses across the array of detectors can specific analytes be identified or discriminated from chemically similar compounds. In other words, data mining techniques, including detection, regression, discrimination, and clustering, must be used to transform the raw data into a semantically meaningful representation ("knowledge").
In this paper, we provide an overview of the electronic nose instrument, the type of data it produces, and our efforts to mine useful information from that data. The approach we have taken is quantitative with numerical attributes (sensor response values) and models at the foundation 1 Our focus will be on four case studies that we have undertaken during the past year including: rapid detection of DNT (dinitrotoluene) vapors at very low concentrations (< 1 part-per-billion) [6] , pairwise discrimination between chemically similar analytes (e.g., H2O and D2O; heptane and hexane) [7] , prediction of human percepts of odor quality from electronic nose detector responses [8] , and classification of vapors into the appropriate chemical family (e.g., saying methanol is an alcohol without having previously been exposed to methanol). Interesting directions for further work are also outlined.
Experimental Setup and Data Description
Different instantiations of the electronic nose, e.g., with different numbers or types of polymer films, were used in each of the studies conducted. Despite differences in the arrays, the same principles of operation apply in each case. Sorption of a vapor into the polymer films causes physical swelling, which leads to a change in the DC electrical resistance of the film. The DC resistance across each of the films in the array is sampled at approximately uniformly-spaced sample times. The resistance values are digitized with an A-to-D converter and transferred to a central processing unit for analysis.
All analyte exposures are performed using a computer-controlled vapor generation and control system that regulates the identity, concentration, exposure time, and flow rate of the analyte above the detectors [4] . Between exposures, clean air is passed through the system to remove any residue from the previous exposure. Analytes are typically presented to the system in a randomized order to prevent biases in the results.
The raw data produced by the electronic nose consists of sampled resistance versus time for each polymer channel, i.e., a multivariate time-series. Figure 1 shows raw data produced by a few sensors of one array. A typical array may include up to 40 sensors. In the example shown, the sensors were exposed to 60s of clean air flow [0, 60], followed by 300s of exposure to methanol [60, 360] , followed by 840s of exposure to clean air [360, 1200] .
Except when rapid decisions are required, we have typically discarded the temporal information in the multivariate time-series and focused on the equilibrium response (steady state) data. Specifically, the data are reduced to produce a ∆R R b value for each channel, where R b is the drift-corrected baseline response of the detector during the pre-exposure period immediately before the analyte is introduced into the system and ∆R is the difference between the steady-state response of the detector measured at the end of the analyte exposure period and the driftcorrected baseline. Thus, the raw time-series response of the electronic nose to a given analyte can be converted to a d-dimensional vector where d is the number of channels (polymer films). Note that for rapid detection of a vapor, the steady-state characterization is not useful and the actual time-series must be analyzed. (See, for example, the problem considered in the next section.)
For a broad range of concentrations and analytes, the electronic nose arrays behave like a linear system. Increasing or decreasing the concentration of an analyte produces a proportional increase or decrease in the signature, and the response to mixtures of analytes is approximately the weighted average of the response to the individual analytes [4] .
Rapid Detection of Low Concentrations of DNT
As part of a DARPA-sponsored program to identify and detect the chemical signature of land mines [], we performed a laboratory experiment to study rapid detection ( 1-2s) of very low concentrations of dinitrotoluene (DNT) using a conducting polymer composite-based electronic nose. DNT is an impurity that results during the manufacture of military grade TNT. DNT has been shown to accumulate in the soil above buried land mines [5] ; hence, detection of DNT is of keen interest as a possible tool for demining [6, 9] . The laboratory apparatus was set up to periodically deliver approximately 5s pulses of DNT to the detectors at a maximum concentration less than 7 parts-per-billion(ppb). The maximum concentration value was based in part on theoretical calculations; actual measurements conducted independently by Sandia National Laboratory showed that the actual delivered concentration was less than 1 ppb.
An electronic nose consisting of eight nominally identical methyloctadecylsiloxane (MODS)-carbon black composite detectors was used to try to detect the DNT pulses. The experimental protocol consisted of one hour of exposure to air only, followed by ten control exposures to 5s DNT pulses spaced every 605s, followed by a randomized sequence of twenty exposures/non-exposures spaced every 605s. The data set was then independently analyzed without knowledge of the ground truth for the randomized sequence of exposures/non-exposures. A control run was also performed to rule out the possibility that responses were obtained due to small changes in the flow rate of gas to the detectors in the exposure/non-exposure cases. Figure 2 shows the resistance versus time profile computed by averaging over the bank of eight nominally identical MODS detectors. The dark vertical lines show the ground truth of when the DNT puffs were applied. The first ten lines represent the control set. Note that the time axis spans over 6 hours (22e03 s). The series of "bumps" that are visible on this long time scale plot are not related to the DNT pulses and instead represent environmentally-induced oscillations in the baseline resistance of the detector. The DNT-induced behavior occurs on a 5 second time scale that is not discernible on this plot.
The resistance versus time profile from Figure 2 was processed using what is essentially a ramp-sensitive matched filtering algorithm with adaptive background estimation and subtraction. Figure 3 shows the detector output versus time. As in Figure 2 , the dark vertical lines show the ground truth of when the DNT puffs were applied. The circles show local maxima of the detector output that exceed a given threshold. All DNT exposures and non-exposures were correctly identified within both the control and randomized sequence. In fact, a much stronger result was obtained: the separability at the detector output was sufficient for all DNT exposures (in both the control set and the randomized set) to be correctly identified with zero false alarms over the entire 6 hour duration of the experiment.
The highest detector output value (15. 3) occurred at the 6th control sample. The resistance versus time profile for this sample is shown in detail in Figure 4a . The detector output versus time is shown in Figure 4b . The lowest detector output value (7.35) occurred at the 7th control sample. The resistance versus time profile for this sample is shown in detail in Figure 4c . The detector output versus time is shown in Figure 4d . In part, the detector output for this exposure is lower because the decreasing resistance trend prior to the exposure results in a biased estimate of the pre-exposure resistance level.
Although all DNT exposures were perfectly detected with zero false alarms, it is interesting to look at the "close calls" or "near false alarms". In Figure 2 there are four places where the detector output on the background exceeds a threshold of 5 (but still well below the minimum target value of 7.35). The detailed resistance versus time profiles for these four "near false alarms" are shown in Figure 5a -d.
Figure 4. (a) Resistance (delta ppm) behavior of the DNT exposure that produced the largest detector output value (control sample 6). (b) Detector output value (unitless) versus time. (c) Resistance (delta ppm) behavior of the DNT exposure that produced the smallest detector output value (control sample 7). (d) Detector output value (unitless) versus time.

Discrimination of Chemically Similar Analytes
A second study was conducted to evaluate the performance of various "classical" pattern recognition algorithms on electronic nose data. In previous work, we demonstrated that excellent pairwise discrimination performance could be achieved, even between closely related sets of analytes, using Fisher's Linear Discriminant [10] . In particular, pairs of simple organic vapors were essentially perfectly separated from each other, including structural isomers such as o-and m-xylene [11] . To better understand the relative effectiveness of different discrimination algorithms, it was necessary to formulate several very difficult test cases in which at least some analyte samples were misclassified by at least some of the algorithms. We established three such test cases: (1) discrimination of a pair of compounds that are chemically very similar, H2O and D2O, (2) discrimination of similar analytes (1-propanol vs 2-propanol and n-hexane vs n-heptane) at low concentrations (% of vapor pres- sure), and (3) discrimination of binary mixtures (of 1-propanol and 2-propanol and of n-hexane and n-heptane) at slightly different mixing ratios.
All exposures were performed for a duration of 300s, separated by 600s of flowing laboratory air. The background air contained 1.10+/-0.15 parts per thousand of water vapor, but no active auxiliary control over the humidity or over the temperature of the bubblers or the detectors was performed during data collection. Resistance versus time measurements were recorded using an array of 20 carbon-black polymer composite films. The multi-dimensional time-series data was reduced to vector form as described in Section 2. For the H2O vs D2O experiments, 200 exposures in alternating order were recorded. The vapors were diluted to P/P 0 = 0.050, where P is the partial pressure of the analyte and P 0 is the vapor pressure of the analyte at room temperature. For the low concentration experiments, a series of 100 exposures each to 1-propanol and 2-propanol were performed, with exposures alternating sequentially between each analyte. All exposures were initially performed at a partial pressure P such that P/P 0 = 0.01 in a background of laboratory air. Similar trials were conducted at partial pressures of 0.0075, 0.005, 0.0025 with 100 alternating exposures to each analyte. A second data set with the same number of exposures and partial pressures was collected for n-hexane vs n-heptane. For the binary mixture experiments, exposure 1 consisted of a combination of 2-propanol at P/P 0 = 0.025 and 1-propanol at P/P 0 = 0.025; exposure 2 consisted of 2-propanol at 0.027 and 1-propanol at 0.023; exposure 3 consisted of 2-propanol at 0.021 and 1-propanol at 0.029; exposure 4 consisted of 2-propanol at 0.035 and 1-propanol at 0.015, The series of exposures 1-4 was repeated 100 times, for a total of 400 exposures. A similar data set was collected for mixtures of n-hexane and n-heptane.
The vectorized response data were evaluated using the following algorithms in a leave-one-out cross-validation mode: k-Nearest Neighbor, Linear Discriminant Analysis (LDA), Quadratic Discriminant Analysis (QDA), Regularized Discriminant Analysis (RDA) [12] , Partial Least Squares (PLS), and SIMCA [13, 14] . The kNN, LDA, and QDA methods are generally well-known [15] . RDA is a method proposed by Friedman that allows a smooth transition from LDA to QDA through the use of two regularization parameters that determine how the class-conditional covariance matrices are estimated. PLS is a regression technique but can be adapted to perform binary classification by designating the target value for examples of class 1 as +1 and for examples of class 2 as -1. SIMCA is a method that is popular in the chemometrics community. It involves deriving separate principal components models to describe each class. An unknown point is then classified based on its in-space and out-of-space distance from the principal component subspace of each class.
Tests were performed with both the raw response vectors and normalized vectors. Since the detectors respond linearly to increasing concentration, the L2 normalization removes concentration information from the response vector. The normalized tests correspond to the case when discrimination is desired but the analytes are presented at unknown (and not necessarily the same) concentrations. Results are shown in Tables 1, 2 , and 3.
Note that although H2O and D2O have very similar physical properties, there are externally measurable differences, including, for example, boiling point (100 vs 101.4
• C) and melting point (0 vs 3.8
• C). The detectors in the array that were most polar and hydrogen-bonding tended to respond more strongly to H2O than D2O, while the converse was true of the less polar polymers. Examination of the responses of individual detectors indicate that single detectors would perform poorly for this discrimination task, whereas, the array of broadly tuned detectors yields essentially perfect performance. Although the H2O vs D2O test case was selected to challenge the discrimination algorithms, most are able to classify all the examples with zero mistakes. For the low concentration data, LDA and RDA were the best discriminants (average cross-validation error rates of 0.079 for hexane vs heptane) with RDA offering only a slight improvement over LDA. The PLS algorithm had an average error rate of 0.089, followed by QDA. The kNN algorithm had an average error rate of 0.117, probably due to the inappropriateness of the Euclidean distance metric. SIMCA performed the worst with an average error rate of 0.13. The discriminants were more uniform in their performance on normalized data with the same relative ordering (except QDA was more competitive with LDA).
For the binary mixture data, we again found a similar relative ordering with RDA, LDA, and PLS performing best followed by QDA, SIMCA, and kNN. These results probably reflect that the covariance structure of the data is very similar for each of the pairs of analytes considered. If the true class-conditional covariance matrices are indeed the same, then QDA and LDA should perform identically in the asymptotic case in which an infinite number of training examples are avail-able enabling the class-conditional statistics to be known exactly. However, when the statistics must be estimated from a finite number of samples, LDA may have an advantage by assuming the class-conditional covariance matrices are the same, whereas QDA will try to estimate these independently and take advantage of any differences it finds, even if these differences are just variance in the estimates from the small sample size.
Prediction of Human Percepts of Odor Quality
Perhaps the ultimate challenge for an artificial nose is to mimic faithfully the mapping of an odorant-induced detector response pattern to the quality of an odor, e.g., its "minty-ness", as perceived by a human. This task is difficult because the human olfactory system is highly nonlinear in many respects. For example, perceived odor intensity is a nonlinear function of analyte concentration [16] . In addition, qualitatively different human percepts are often produced at different concentrations of a given odorant. Cross-adaptation, masking, and other processes involved with human perception of odor mixtures [17] further complicate the signal processing involved in olfaction [18] . A further level of difficulty results because humans are variable genetically in their perception of many odorants [19] . Thus, any static, generically constructed device could at best capture some average human perceptual processes for a representative set of odorants. Of course, this does not rule out the possibility of a "trainable" device that could be tuned to match the perceptual profile of a specific individual; however, developing such a system poses yet another set of challenges.
The specific focus of this study was to investigate whether the responses of an array of vapor-sensitive polymer-based detectors could be used to predict accurately the perceived quality of an odorant as reported by human panelists. Only chemically pure single-component analytes were investigated due to the further complications described above relating to human olfactory perception of odorant mixtures. Data on human perception of odor quality were obtained from tabulations available in the literature [20] . Electronic nose responses, using a 20 polymer array, were collected for a selected subset of the same compounds. The odorants investigated included molecules that are chemically similar but perceived as being different by humans, as well as molecules that are chemically quite distinct from each other.
Twenty-one odorants were investigated in this work. All chemicals were obtained form Aldrich Chemical Corp. and were used as received. Sets of chemically homologous odorants (for example, a series of straight-chain alcohols, a series of aliphatic esters, a series of straight-chain aliphatic acids, a series of benzene derivatives, etc.) were chosen such that the odors were associated with common, but not identical, human odor descriptors within a set and between sets of odorants. Odorant exposures consisted of 300s of pre-exposure to clean air, followed by 300s of odorant exposure, followed by 300s of clean air. The resulting multivariate timeseries of resistance measurements was reduced to vector form as described earlier.
Perceptual odor quality values for humans were obtained from Dravnieks' Atlas of Odor Character Profiles [20] . In Dravnieks' study, over 100 people of both sexes, spanning a wide range of ages, and including smokers as well as non-smokers, were evaluated. The rationale for using such a diverse group was to insure that the reported percepts would be consistent with those of the population at large. Each participant was asked to smell a collection of odorants and was asked to assign a score from 0 through 5 to each of 146 different descriptors (adjectives) that are used in the English language to describe odors. For example, a panelist could give an odorant a score of 3 in the "etherish, anesthetic" category, a 4 in the "minty" category, and 0 in each of the remaining categories. Scores are intended to reflect the degree to which the panelist believes that a descriptor is appropriate for a given odorant, with a value of 0 meaning not appropriate and 5 meaning very appropriate. Of the 146 descriptors used by Dravnieks, we focused on just 17 based on the frequency and extent to which they were used by the panelists to describe our selected set of test odorants.
For the purposes of our study, a limitation with Dravnieks' data is that only averages across the entire group of panelists are provided, so scores for individual participants are not available. Also, the variance (or the distribution) of scores given to a particular odorant-descriptor pair was not reported. Instead, the available data for each odorant-descriptor pair consist of two quantities: percentage of usage (percentage of people who gave a non-zero score level) and average score-level. The goal then is to assess the degree to which the response of the electronic nose can quantitatively predict the usage or score level that would be provided on average by a group of human panelists for each of the seventeen descriptors.
We explored a variety of prediction algorithms including: standard linear regression, nearest-neighbor prediction, ridge regression, principal components regression, partial least squares regression, and regression based on feature subsets. Tests were performed using a cross-validation paradigm in which one chemical was withheld for testing and the other N − 1 were used for training. This process was repeated with each chemical serving a turn as the holdout. Predictions for each of the holdouts were then compared with the human data yielding a cross-validated correlation score. For specific descriptors, some models provided cross-validated predictions that correlated well with the human data (above the 0.60 level), but none of the models could accurately predict the human values for more than a few descriptors.
The models based on feature subset selection were especially intriguing. For most of the descriptors, relatively small subsets of detectors (e.g., 2-6 detectors) existed that enabled accurate prediction of the human data. However, it was not possible with the amount of data available to identify these subsets through a rigorous model selection procedure in which a separate cross-validation was used to select the feature subset and estimate the regression parameters, which would then be applied to predict a completely separate hold out example. Thus, at this point, we have concluded that human perception of odor quality cannot be reliably predicted from the electronic nose signals with the methods considered. There are several possible explanations for this result. First, the number and diversity of receptors in the artificial nose was significantly (1-2 orders of magnitude) more limited than in humans. Second, linear and affine regression models may be too simplistic to enable human percepts of even single component organic vapor odorants to be predicted well from conducting polymer composite electronic nose signals. This may reflect the fact that these data models probably have no physically-based relationship to the neuronal connections and signal processing involved in olfactory perception. A third possibility is that the form of the data models could be adequate for the limited task considered, but the parameters of these models could not be estimated reliably enough from the amount of data available. A fourth (related) possibility is that the feature subset selection procedure did not have enough data to identify feature subsets that would provide good generalization ability.
In any case, it is clear that the situation would be significantly worse for odorants that are mixtures of pure compounds, because human odor perception of mixtures is often not linearly related to the mole fraction of the individual components of the mixture. Similarly, for mixtures of odorants that contain aroma-active compounds, which are detectable at very low concentration levels in the human nose, but which would not even produce signals above the noise level of the current conducting polymer detectors, no correlation would be expected between the electronic nose responses and human perception.
Classification of Analytes According to Functional Group
Another interesting study which we have recently undertaken (only partially completed) involves classifying analytes according to their functional group based on electronic nose responses. Chemists have grouped analytes into a number of "families" or functional groups based on similarities in physical structure or externallyobservable properties. The goal in this study was to determine whether a previously unseen (unsmelled?) compound could be classified into the proper functional group based on the responses of an electronic nose. Five chemical families (alcohols, alkyl halides, aromatics, hydrocarbons, and esters) were selected. Within each class, 15 members were chosen for a total of 75 different chemicals. These were presented to an electronic nose containing 40 polymer-based sensors (two copies of 20 different polymers). The analytes were presented to the nose in groups of eight because the physical setup of the gas dispensation system has eight bubblers. A total of 80 sniffs (ten of each analyte) in randomized order was obtained from each set of eight and then a new set of eight analytes was swapped in. Each group of eight analytes contained two members of four classes so that temporal effects would not bias the results (e.g., if all alcohols were sniffed in the morning and the temperature was cooler then, it might introduce an artificial bias into the separability of alcohols from the other classes). Each sniff produced a multivariate time series which was converted to vector form. Responses of polymer "twins" (duplicates of the same polymer type) were averaged to produce 20-dimensional vectors for each sniff. Classification into functional groups was performed using a 1-nearest neighbor algorithm. Euclidean distances of the test example from all members of the reference library were computed. The functional class label of the closest member of the reference library was taken to be the class label of the test example. sniffs of the same compound were sequestered from the reference library. In other words, we wanted to determine if a sniff of methanol could be used to classify it as an alcohol without having previously smelled methanol, but perhaps having smelled ethanol, butanol, cyclopentanol, etc. A confusion matrix showing the results of this experiment is given in Table 4 . The first row shows that all members of the alcohol family were correctly classified as alcohols. The second row shows that 83% of the members of the alkyl halide family were correctly classified, with 6.9% of the members confused as aromatics, 0.6% confused as hydrocarbons, and 9.4% confused as esters. Overall, the average correct classification percentage is 77%.
The fact that the performance was not closer to 100% was at first disappointing. However, after consulting with the domain experts, we realized that many of the compounds are not strictly members of one and only one functional group. For example, 1-chlorobenzene can be considered to be a member of both the halide group and the aromatic group. We are now considering ways in which this nonexclusive class information can be incorporated into the evaluation (and possibly training depending on the method used).
We are also looking into stronger methods for performing the functional classification including support vector machines (SVM) [21, 22] and pairwise Fisher linear discriminants. Gaussian mixture models also seem to be a natural choice, but the dimensionality of the data relative to the number of sniffs of each compound (typically only 10) probably forces a dimensionality reduction step (e.g., PCA) to be performed first to put the data into a manageable space. Support vector machines, by virtue of their maximum margin properties, may be able to generalize directly from the original (sensor-space) data.
Conclusion and Future Work
The responses of arrays of polymer composite-based detectors have provided a rich set of possibilities for mining useful information from raw data. In addition, to the four studies presented here, we are conducting a number of additional investigations. It is known that the polymer sensors exhibit aging effects over time leading to reduced responsiveness. Data analysis studies to characterize and perhaps compensate for these changes are underway. As one example, we are exploring ways to adapt classification rules or decision boundaries learned with data taken with fresh sensors to the case where the sensors have degraded over time. We are also looking to understand the shorter-term environmentally induced effects such as those exhibited in the DNT study of Section 3. The dataset collected to study supervised classification of compounds into functional groups also offers significant possibilities for identification of specific compounds and unsupervised clustering studies to determine whether the classes induced are the same as those used by chemists (e.g., alcohols, aromatics).
