ABSTRACT To solve the problem that subnetwork output cannot be optimally integrated in a modular neural network (MNN), this paper proposes an adaptive particle swarm optimization algorithm for dynamic MNN (APSO-DMNN). First, the method identifies the distribution of samples and updates the training parameters based on data potential. Second, the MNN activates the corresponding subnetworks according to the input data. Calculate the weights based on an APSO algorithm, which can dynamically optimize the contribution of the output. Then, the inertia weights in the APSO algorithm are adjusted by a nonlinear function in order to avoid being trapped into local optimal values. Finally, the proposed APSO-DMNN can be obtained based on the optimal integration and dynamic adjustment. Comparisons with other algorithms indicate that the proposed method is more effective in modeling and predicting.
I. INTRODUCTION
Modular neural network (MNN) adopts the principle of ''divide and conquer'', which is inspired by the concept of biological and psychological theory in the human brain [1] . It decomposes the complex practical tasks into simple subtasks with several specialized modules, such as feedforward neural network models and recurrent neural network models. Based on a predefined integration method, the final results can be obtained via the MNN subnetworks which are activated by the input samples [2] . In that way, each subnetwork can be tailored for its task with its unique training data, and more effective computing performance can be achieved. Due to these advantages, MNNs are extensively used for system modeling, process identification and pattern recognition [3] - [5] . However, there are two crucial issues in the design of MNN. One of the issues is how to adaptively select the number of subnetworks. For the nonlinear systems or the practical problems, MNN should be able to dynamically adjust its structure by growing or pruning to properly match the complexity problems, but it is difficult to choose a suitable structure for the training data. Besides, after the ensemble of neural networks are trained, another important issue is how to effectively aggregate the individual neural network outputs. The objective of integration is to combine the component network outputs in an appropriate way, but the ordinary integration methods can partly reflect the contribution of each submodules, which may lead to inaccurate prediction. For a deeper understanding, the specific analysis is performed as follows.
For the structure design, the number of subnetwork is predetermined according to the complex task [5] , [6] . But if the number of subnetwork is too large, the computational loading is heavy and the generality is poor. Otherwise, too few subnetworks may not be able to obtain the desired performance. To solve this problem, self-organizing methods which can adaptively adjust the network structure have been proposed. The self-organizing modular neural network adopts adaptive mechanism and intelligent algorithm to improve its performance in dealing with complex problems. Ramamurti and Ghosh [7] introduced a structurally adaptive MNN which based on the mixture of experts framework. The method adopted modeling complexity to adjust the modules and achieved better parameter estimation, but the adjustment of this method did not consider the dynamic shifting properties of time varying systems. Loo et al. [8] proposed a selfregulating growing multi-expert network structure in which growth and pruning were implemented at a fixed step in the training. However, the subnetworks outputs were depended on the local error, which could not reflect the characteristics of time-varying system timely. Chen et al. [9] proposed a growing algorithm based on a tree MNN structure for supervised learning, but this method did not include a pruning process in the adjustment. In summary, self-organizing modular neural network has many advantages in prediction accuracy, complexity and computation time, but the optimal integration of subnetwork output is not considered in those self-organizing neural networks.
For the second issue, researchers design different methods to solve the problem that subnetwork output cannot be optimally integrated in modular neural network. Usually, researchers select weighting method, artificial neural network and evolutionary algorithm to integrate the output of individual networks. Weighting method gives a weighted linear combination of outputs from all subnetworks based on the performance or contributions of each subnetwork. Adhikari and Agrawal [10] evaluated the performance of individual model based on the validating error, and adopted the strategy that activated subnetwork received more weight with less error for weight training. Qiao et al. [11] applied a fuzzy method to obtain proper subnetworks for parameter learning, and calculated the output weights based on the Euclidean distance between inputs and centers of neural network in submodules. Cimino et al. [12] proposed that all subnetworks around to the input were involved in the processing of training, and the weights were calculated by distance. Although the above linear weighting methods can partly reflect the contribution or importance of each submodules, the weights would be bias and not optimal when using only one evaluating indicator (error or distance). Different from weighting method, artificial neural network method integrates the predictions of activated subnetworks based on a neural network which is trained by the outputs of selected subnetworks. Gheyas and Smith [13] proposed a dynamic nonlinear weighting system wherein the outputs from several base-level generalized regression neural networks (GRNNs) were combined using GRNN to produce the final output, but the output weights were highly depended on the accuracy of neural networks. According to the evolutionary algorithm, it adopts genetic algorithm or PSO algorithm to optimize the integration weights. Zhou et al. [14] , [15] proposed a genetic algorithm to optimize the integration weights, and the integrated subnetworks had more relativity than some others to obtain the better performance. But the proposed method would reduce network performance if the parameters were selected unreasonably. Tseng and Almogahed [16] adopted the genetic algorithm to integrate the output weights, and it was shown that comparable performance can be achieved with improvement on computation and design complexity.
To solve the above problems, a dynamic modular neural network method which based on adaptive particle swarm optimization algorithm is proposed to optimize the weights of subnetworks and adjust the number of subnetworks. This proposed strategy has its advantages to improve the model accuracy and reduce the computation complexity. The main contributions of this paper are as below.
(1) Based on adaptive particle swarm optimization (APSO) algorithm, a weight optimization method is introduced for the DMNN subnetworks. This strategy can dynamically optimize the subnetwork contributions and output weights.
(2) During the training of input data, the structure of modular neural network is effective established, and the number of subnetworks are dynamically adjusted by the data potential and input data.
(3) For the nonlinear system which has intense fluctuation, the proposed method APSO-DMNN is able to obtain the accurate prediction and the appropriate structure.
Compared with other neural networks, the optimal weights are obtained and the accuracy is improved.
The remainder of this paper is organized as follows. The rest of the paper is organized as follows. Section II describes the MNN structure. In Section III, the APSO-DMNN structure and learning algorithm are given in detail. Then, the accuracy of proposed APSO-DMNN neural network is discussed and compared with the other methods in Section IV. Finally, the final conclusions are given in Section V. 
II. MODULAR NEURAL NETWORK (MNN) STRUCTURE
Modular neural network structure is shown in Fig.1 . It contains five layers and the mathematical meaning of each layer in MNN is shown as follow.
A. THE INPUT LAYER
The input layer consists of n source nodes, where n is the dimensionality of the input variables at time k,
B. THE TASK DECOMPOSITION LAYER
The task decomposition layer consists of l neurons, and each neuron contains a Gaussian kernel function,
where δ h is the radius of the hth neuron with center c h .
C. THE TASK ALLOCATION LAYER
The task allocation layer adopts the strategy that if κ h (x(k), c h ) = 1, the hth subnetwork will be activated to learn training samples x (k); otherwise, the subnetwork cannot be activated in the MNN. The activated subnetwork is dynamically adjust by the input samples.
D. THE SUBNETWORK LAYER
In this layer, the output can be described by
where w i is the connection weight between hidden neurons and output neuron in the subnetworks, v ii is the connection weight between input neuron and hidden neurons in the subnetworks,
E. THE INTEGRATION OUTPUT LAYER
In the integration output layer, the MNN output after integration is
where R is the number of selected subnetworks,
is the integration weight calculated by APSO algorithm.
III. APSO-DMNN STRUCTURE AND LEARNING ALGORITHM A. DYNAMIC ADJUSTMENT OF THE CLUSTER CENTER
Data potential can reflect the aggregation degree of the input data of time-varying system [17] . In this paper, the network center and structure are adjusted based on data potential, it can be calculated as:
while η(k) and σ (k) are recursively updated as
the potential of c h at time k is
where
The modular neural network is constantly learning from the input data, therefore, the data centers are dynamic adjusted according to the three conditions:
where r 1 is the predetermined threshold
where N is the number of sample.
2) SHIFTING OF CLUSTER NODES

If min
h=1,··· ,l
where t = arg min
3) MERGING OF CLUSTER NODES
If min
B. INTEGRATION METHOD BASED ON APSO ALGORITHM
In order to integrate the output weights optimally, this paper proposes an APSO algorithm to calculate the contribution of each subnetwork, and obtain the optimally weights based on the algorithm. The basic concepts of the algorithm are as follows:
The PSO algorithm designs the mutual cooperation and information mechanism among particles, this method memory the historical motion information of the group, and guides the particles current motion behavior. Then find the optimal result in a complex space according to iteration.
The particle velocity is updated by
where v q,d is the particle velocity; ω is the inertia weight; c 1 and c 2 are the acceleration constants; r 1 and r 2 are the random values in the range of [0, 1]; p q,d is the best previous position; a q,d is the particle position; g d is the best position; particle number q = 1, 2, . . . , s; d ∈ D, and D is the dimensionality of the searching space. The particle position can be calculated as
The global best position vector g(t + 1) is given by
In the displacement of PSO algorithm, the inertia weight ω is an important parameter in the optimization process, the algorithm has good global searching ability if ω is large; otherwise, it has good local searching performance. In order to obtain better searching performance, the value of ω need to be set appropriately.
2) APSO ALGORITHM
Diversity is the key to the improvement of effectiveness of evolution [18] - [22] , the inertia weight can be adjusted automatically based on the particles diversity [23] , [24] . The diversity is set as
where f (a q (t)) is the qth particle fitness value.
To balance the searching ability, the inertia weight is defined as
where L ≥ 2 is a predefined constant, f (g(t)) is the best fitness value of the swarm, ξ ≥ 0 is a predefined constant. The APSO iterative steps are as follows: (a) Based on the proposed APSO algorithm, initialize article number, acceleration constants, iterations, velocity and position.
(b) Then evaluate the diversity of particle S(t) and compute the regressive function ϕ(t) based on the Eq(15) and Eq(17), update ratios of particles A q (t) and inertia weight ω q (t).
(c) Update the velocity based on the formula Eq(11), and update the position based on the formula Eq(12).
(d) Calculate the fitness value of each particle and update p q (t + 1) and g(t + 1). Determine whether the condition of termination is satisfied, if the training phase satisfies the training requirements, stop the iteration. If the result cannot satisfy the requirements, go to step (b).
(e) The optimal parameters of the output can be obtained by the optimization results.
In order to obtain the optimal weights, we select RMSE as the fitness function of PSO algorithm, the fitness function is defined as:
where β (k) = β 1 (k) , . . . , β g (k) , . . . , β R (k) is the output contribution of subnetwork calculated by APSO algorithm, y(k) is actual output, N is the sample number. Y β (k) is the output calculated by the output contribution:
The output weights of subnetworks are defined as
Based on the input data, we can obtain the optimal weight when the fitness function is minimum. Then establish a parameter history database according to the subnetworks, optimal weights and input data. In the prediction process, we can set the threshold range. If the Euclidean distance of input data and history data in the library is less than the set threshold, activate the corresponding subnetwork and integrated weights to obtain the modular neural network prediction value.
C. DESIGN OF APSO-DMNN
According to the former analysis, the detail of APSO -DMNN steps are as follows:
Step 1: Initialize the dimensions of input layer and output layer, initialize the number of neurons in subnetworks.
Step 2: According to the input data, calculate the data potential P k (x (k)), P k (c h ), the data centers c h are updated by the three different situations, and the hidden layer networks are dynamically adjusted using back propagation algorithm.
Step 3: Calculate the Euclidean distance between x (k) and data centerc h , thereby determining whether or not to activate the subnetwork.
Step 4: Select the corresponding subnetworks which are activated by the x (k), then calculate the output weights by the APSO algorithm.
Step 5: If the training accuracy does not achieve the precision requirement, (i). Compute the output error E h (k) and error decline rate PE h (k) when the network is learning sample x (k), where
(ii). If PE h (k) > ψ, ψ is the threshold, go to Step6. If PE h (k) ≤ ψ, it indicate that the particle may fall into the local minima. Then the weight matrix of hth subnetwork at time k + 1 is W h sub (k + 1) = −W h sub (k), go to step6,
Step 6: If the training accuracy achieves the precision requirement or the epochs reach the training epochs, stop the iteration. Otherwise k = k + 1, go to Step1.
IV. EXPERIMENTS DESIGN AND RESULTS ANALYSIS
In this part, three experiments were performed: dynamic nonlinear system modeling, nonlinear system identification, and effluent ammonia nitrogen concentration prediction in wastewater treatment process. Based on the error back-propagation algorithm, the subnetworks can update the parameters. The evaluation target RMSE is set as
where N is the number of samples.
To demonstrate the effectiveness of APSO-DMNN, three experiments are discussed in this part. The parameters are set as follows: the number of particle is 20, acceleration constants c 1 c 2 is 1.49445, the maximum iterations is 30, particle positions and velocities are random values between 0 and 1. Moreover, the number of neurons is 3 in experiments A and B, the number of neurons is 5 in experiments C, and the number of subnetwork is 1. r 1 = 0.2×max x j − x j 2 , r 2 = 0.5r 1 , ψ = 0.2, δ = 0.02.
A. DYNAMIC NONLINEAR SYSTEM MODELING
The nonlinear dynamic system is generated by [25] , [26] 
For the training phase, 1 ≤ t ≤ 5000 were used as input data, and 5000 < t ≤ 5500 were used as testing data. The input was randomly obtained from the interval [1.5, 1.5]. The output [y(t + 1)] is predicted from input vector [y(t); y(t − 1); u(t)]. Fig.2 shows the training RMSE and the number of subnetworks with the increase of iteration. It is obviously that the training RMSE declines quickly and the neurons are adjusted at the beginning of training process. Meanwhile, at the end of process the subnetworks adjustment slows down and the training accuracy tend to be stable. Taking advantage of the proposed strategy, it is clearly seen that satisfied results are reflected in Fig.3 . The figure shows the curve of testing output of APSO-DMNN. Although the output values of dynamic nonlinear system change obviously, the APSO -DMNN can adapt to the disturbances rapidly to guarantee the performance of prediction. [27] and RANEKF [27] on the hidden neurons, training RMSE, testing RMSE, training time. The result demonstrates that the APSO-DMNN can self-organize the neural network. The training RMSE and testing RMSE are better than any other algorithm. But the proposed algorithm needs more training time because of the APSO intelligent algorithm.
B. NONLINEAR SYSTEM IDENTIFICATION
The nonlinear system is shown as [28] , [29] 
The training inputs were obtained from two parts. Half of them were sequenced uniformly over the interval [−2, 2], and the others were generated by 1.05 × sin(t/45). Besides, 4000 and 1000 samples were selected for training and testing. The testing samples of input was set as The RMSE values and number of subnetworks are presented in Fig.4 . From Fig.4 , it is clearly observed that the APSO-DMNN training RMSE declines rapidly during the learning process, and the subnetworks are adjusted with the input data. Fig.5 shows the prediction and real value of nonlinear systems, and the output data demonstrates that the proposed APSO-DMNN method can predict the nonlinear system accurately.
To evaluate the prediction performance, Table 2 shows the comparisons with the OSAMNN [11] , SRRBF [30] , RSONFN [31] , and PSO-DMNN algorithms. Compared with the other methods, the proposed APSO-DMNN can realize the nonlinear system with higher accuracy under four condition. Training RMSE and testing RMSE in the nonlinear system are 0.0078 and 0.0104, which are lower than the other methods. Meanwhile, the number of hidden neurons is less than OSAMNN and PSO-DMNN. However, it takes much more time, because APSO algorithm has a large computation during the iteration process. 
C. EFFLUENT AMMONIA NITROGEN CONCENTRATION PREDICTION IN WASTEWATER TREATMENT PROCESS
The effluent ammonia nitrogen (NH 4 -N) concentration plays an important role in wastewater treatment process (WWTP), and it reflects the effluent quality of wastewater. However, the concentration of NH 4 -N is difficult to measure due to the biological characteristics and microbial reactions, and the measure method of NH 4 -N concentration is often associated with expensive capital and maintenance. Therefore, a soft computing method is useful and helpful for water parameter quality prediction.
In this experiment, the important water quality parameters include: influent NH 4 -N, chemical oxygen demand (COD), suspended solids (SS), dissolved oxygen (DO), temperature (T), and mixed liquor volatile suspended solids (MLVSS). The data were collected from a real WWTP in Beijing, China. After delete the abnormal data, 2520 samples are obtained and normalized. In the experiment, 2000 samples are selected for training and 520 samples are selected for testing.
The graphs in the Fig.6 demonstrate that the APSO -DMNN obtains 5 subnetworks in the process of adjustment, and the final training RMSE is 0.0085. According to the curve, it can be seen that the training RMSE declines quickly and the neurons are adjusted at the training process. Meanwhile, at the end of process, the adjustment of subnetworks slows down and the training accuracy tend to be stable. Both the two variables (number of subnetworks and training RMSE) are kept within the constrained ranges. The effluent NH 4 -N prediction is illustrated in Fig.7 . It reveals that the proposed method can be used for NH 4 -N prediction based on a soft computing model. The output of APSO-DMNN is similar to the real values, but the prediction performance is not precise enough at the spiking outputs.
From Table 3 , it can be seen that the proposed method is appropriate for modeling the nonlinear WWTP. Both the hidden neurons and RMSE are introduced to reflect the model performance. It is clearly observed that the proposed APSO-DMNN method can achieve the best performance at accuracy and structure which comparing with OSAMNN [11] , RANEKF [27] and PSO-DMNN. However, it takes longer time than any other methods. 
V. CONCLUSION
This paper presents an APSO-DMNN method for modeling and predicting based on adaptive PSO algorithm and dynamic modular neural network. In order to obtain precise operation, the proposed method selects partly suitable subnetwork to train the current input data and integrates the output weights by the APSO algorithm. The subnetworks in the neural network are adjusted by the tasks samples. The simulation results demonstrate that the effectiveness and accuracy is better than other algorithms. The advantages of the APSO-DMNN method can be concluded as follows:
(1) The inertia weights in APSO algorithm is adjusted by a nonlinear function which can increase the diversity of particle, and the integration weights are obtained based on the contribution of output. This mechanism ensures that the subnetwork output can optimally integrated in modular neural network.
(2) The distribution of samples is identified and the centers are updated based on data potential. The corresponding subnetworks are activated according to the input data, and the output weights are calculated by the best contribution degrees which are computed via APSO algorithm. Therefore, a dynamic modular neural network is completed with the optimized integration output and self-organizing subnetwork.
(3) The effectiveness of proposed method has been demonstrated by three experiments, it is more precise in terms of accuracy and prediction. Moreover, after the adjustment of structure, we can obtain a proper structure of neural network.
However, this method still has some places need to be improved. For instance, the task samples can be decomposed by a hybrid method based on data potential and distance. Furthermore, the parameters and number of subnetworks can be trained by multi-objective optimization method. In the future work, a more suitable dynamic modular neural network can improve the accuracy and decline the training time at the same time. Her current research interests include cognitive neuroscience, pattern recognition, and intelligent systems. VOLUME 6, 2018 
