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SCHRO¨DINGER OPERATORS PERIODIC IN OCTANTS
EVGENY KOROTYAEV AND JACOB SCHACH MOLLER
Abstract. We consider Schro¨dinger operators with periodic potentials in the positive quad-
rant for dim > 1 with Dirichlet boundary condition. We show that for any integer N and
any interval I there exists a periodic potential such that the Schro¨dinger operator has N
eigenvalues counted with the multiplicity on this interval and there is no other spectrum on
the interval. Furthermore, to the right and to the left of it there is a essential spectrum.
Moreover, we prove similar results for Schro¨dinger operators for other domains. The proof is
based on the inverse spectral theory for Hill operators on the real line.
1. Introduction and main results
1.1. Introduction. We consider Schro¨dinger operators H on the domain D given by
H = −∆+x −∆y + V (x, y),
(x, y) ∈ D = Rd1+ × Rd2 , d1 + d2 = d > 2, d1, d2 > 0.
(1.1)
Here the operator ∆+x is the Laplacian in the octant R
d1
+ with the Dirichlet boundary conditions
on the boundary ∂Rd1+ and the operator ∆y is the Laplacian in the space R
d2 . We assume that
the potential V belongs to L∞real(D) and is octant periodic, see Condition V.
In order to define octant periodic potentials we need additional definitions. Let ω = (ωj)
m
1
be a sequence of + or − and the set all these sequences we denote by Ωm. For any ω ∈ Ωm
we define the octants Rω ⊂ Rm by
Rω = Rω1 × Rω2 × ....× Rωm , ω = (ωj)m1 ∈ Ωm.
In particular, if d = 3 and ω = (+,+,+), then we have the positive octant Rω = R3+. Note
that three axial planes (x1 = 0, x2 = 0, x3 = 0) divide space R
3 into eight octants, each with
a coordinate signs from (−,−,−) to (+,+,+).
Definition V. A potential V (z), z = (x, y) ∈ Rd1+ ×Rd2 is called octant periodic if it has the
decomposition
V (x, y) =
∑
ω∈Ωd2
Vω(x, y)χω(y), (1.2)
where χω is the characteristic function of the octant Rω and the function Vω(z), z = (x, y) is
periodic in Rd and satisfies
V (z + pjej) = V (z), ∀ z ∈ Rd, j = 1, ..., d, (1.3)
for some constants pj > 0, j = 1, 2, .., d, where and e1 = (1, 0, 0, ..), e2 = (0, 1, 0, 0, ..) is the
standard basis in Rd.
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For each ω we define Schro¨dinger operators Hω with periodic potentials Vω on R
d by
Hω = −∆z + Vω(z). (1.4)
It is well known that the spectrum of each operator Hω is absolutely continuous and is an
union of an unbounded interval and a finite number of non-degenerated bounded intervals.
In the next theorem we show the existence of eigenvalues of H with some octant periodic
potentials.
Theorem 1.1. i) Let H = −∆+x − ∆y + V (x, y), where (x, y) ∈ D = Rd1+ × Rd2 , d1, d2 >
0, d1 + d2 = d > 2 and the potential V ∈ L∞(D) is octant periodic. Then⋃
ω∈Ωd2
σ(Hω) ⊆ σess(H). (1.5)
ii) Let I = (a, b) ⊂ R be a finite open interval. Then for any integer N > 0 there exists
an octant periodic potential V ∈ L∞(D) such that H = −∆+x − ∆y + V (z) on D has N
eigenvalues counted with multiplicity on I. Moreover, the interval I does not contain the
essential spectrum, to the right and to the left of it there is a essential spectrum.
Remark. 1) The relation (1.5) is standard. Its proof follows from the Floquet theory for
periodic operators.
2) In the simple case we have Schro¨dinger operators H = −∆+x + V (x) on the quadrant
R2+, where the operator ∆
+
x is the Laplacian in the domain R
2
+ with the Dirichlet boundary
conditions on the boundary ∂R2+. We assume that the potential V is octant periodic. This
theorem describe the spectrum of H on the positive quadrant.
3) The proof of ii) is based on the inverse spectral theory from [K99].
Now we discuss an existence of eigenvalue of the operator H acting on Rd below the essential
spectrum.
Theorem 1.2. There exists a octant periodic real potential V such that the operator H =
−∆y+V (y) on Rd has exactly one simple eigenvalue on some interval (−∞, E) and there are
no other spectrum on it.
Remark. There is a problem to show that there is only one eigenvalue below the continuous
spectrum.
1.2. Historical review. Davies and Simon [DS78] study the Schro¨dinger operators with po-
tential, which periodic in half-space. The model one dimensional case with periodic potentials
on the half-line is considered in [K00], [K05]. In series of papers [HK11],[HK11x],[HKSV15],
Hempel and Kohlmann with co-authers consider the different type of dislocation problem in
solid state physics. The surface density of states is investigated in [JL01], [KS01]. Scattering
on the periodic boundary is considered in [F06], [JL03].
In the simple case d = 1 we need to describe the spectrum of two operators:
• In Section 2 we consider the Schro¨dinger operator h on the space L2(R+) given by
hy = −y′′ + vy,
with the boundary condition y(0) = 0. Here the potential v is real 1-periodic and v ∈ L1(0, 1).
In our proof results from [K99], [K06] about the inverse problem for h from is crucial and is
presented in Theorem 2.1.
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• We also consider the so-called half-solid operator Tτ , τ ∈ R acting on L2(R) and given by
Tτ = − d
2
dx2
+ qτ (x), qτ (x) =
{
τ if x < 0
v(x) if x > 0
, (1.6)
where the potential v ∈ L2real(T). By the physical point of view v is the potential of a crystal
and the constant τ is the potential of a vacuum. Roughly speaking the potentia qτ is the
octant periodic and has the form qτ = V+χ+ + V−χ−, where V+ = v and V− = τ and χ± are
the characteristic functions of the half-line R±. In our proof results from [K05] about spectral
properties of h from is crucial and is presented in Theorem 2.1. Moreover, we need additional
results formulated in Lemmas 3.1 and 3.2.
2. Periodic Schro¨dinger operators on the half-line
2.1. Preleminary. We consider the Schro¨dinger operator h acting on the space L2(R+) and
given by
hy = −y′′ + vy,
with the boundary condition y(0) = 0. Here the potential v is real 1-periodic and satisfies
v ∈ L1(0, 1). The spectrum of h consists of an absolutely continuous part σac(h) (the union
of the bands σn, n > 0 separated by gaps γn) plus at most one eigenvalue in each non-empty
gap γn, n ∈ N, [KS12], [Z69]. Here the bands σn and gaps γn are given by (see Fig. 1)
σac(h) =
⋃
n>0
σn, σn = [λ
+
n , λ
−
n+1], γn = (λ
−
n , λ
+
n ), n ∈ N, (2.1)
We also set γ0 = (−∞, λ+0 ) and λ+0 = 0. Here λ±n satisfy
λ+0 < λ
−
1 6 λ
+
1 · · · 6 λ+n−1 < λ−n 6 λ+n < . . . ,
λ±n = (πn)
2 +O(1) as n→∞. (2.2)
The bands σn, n > 0 satisfy (see e.g. [M81] or [K97])
|σn| = λ−n+1 − λ+n 6 π2(2n+ 1), ∀ n > 0. (2.3)
The sequence (2.2) is the spectrum of the equation
− y′′ + v(x)y = λy, λ ∈ C, (2.4)
with the 2-periodic condition y(x+ 2) = y(x) (x ∈ R). If a gap degenerates, γn = ∅ for some
n > 1, then the corresponding bands σn and σn+1 touch. This happens when λ
−
n = λ
+
n ; this
number is then a double eigenvalue of the 2-periodic problem (2.4). The lowest eigenvalue
λ+0 = 0 is always simple and has a 1-periodic eigenfunction. Generally, the eigenfunctions
corresponding to eigenvalues λ±2n are 1-periodic, those for λ
±
2n+1 are 1-anti-periodic in the
sense that y(x+ 1) = −y(x) (x ∈ R).
Introduce the two canonical fundamental solutions ϑ(x, λ), ϕ(x, λ) of the equation (2.4),
satisfying the initial conditions ϕ′(0, λ) = ϑ(0, λ) = 1 and ϕ(0, λ) = ϑ′(0, λ) = 0. Here and in
the following u′ denotes the derivative w.r.t. the first variable. The Lyapunov function (Hill
discriminant) of the periodic equation (2.4) is then defined by
F(λ) =
1
2
(ϕ′(1, λ) + ϑ(1, λ)), λ ∈ C.
Note that σac(h) = {λ ∈ R : F(λ) ∈ [−1, 1]}, see [Ti58].
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Figure 1. The cut domain C \ ∪Sn and the cuts (bands) Sn = [E+n−1, E−n ], n > 1
2.2. Riemann surface. The function F(λ) is entire and is real on the real line. Introduce
the function φ, which is analytic in C+ and given by
φ(λ) = (1− F2(λ)) 12 , λ ∈ C+, (2.5)
where the branch is defined by the condition φ(λ + i0) > 0 for λ ∈ σ0 = [λ+0 , λ−1 ]. We also
introduce the two-sheeted Riemann surface Λ of φ(λ) obtained by joining the upper and lower
rims of two copies of the cut plane C \ σac(h) in the usual (crosswise) way, see e.g. [KS12].
We denote the n-th open gap on the first, physical sheet Λ1 by γ
(1)
n and its counterpart on the
second, nonphysical sheet Λ2 by γ
(2)
n , and set the ”circle” gap γ•n by
γ•n := γ
(1)
n ∪ γ(2)n . (2.6)
2.3. Floquet solutions. The Floquet solutions ψ±(x, λ), λ ∈ Λ, of the equation (2.4) are
given by
ψ±(x, λ) = ϑ(x, λ) +m±(λ)ϕ(x, λ),
where m± =
a± iφ
ϕ(1, ·) , a(λ) =
1
2
(ϕ′(1, λ)− ϑ(1, λ)), (2.7)
ϕ(1, λ)ψ+(·, λ) ∈ L2(R+) ∀ λ ∈ Λ1 = C \ σac(h).
Note that in the trivial case v = 0, we have ψ±(x, λ) = e±ix
√
λ.
Introduce a function b(λ) = −iφ(λ). It is known that (see e.g. [K05])
b(λ) = (−1)n
√
F2(λ)− 1, λ ∈ γn ∈ Λ, (2.8)
where the branch
√
F(λ)2 − 1 > 0 as λ ∈ γ1n ⊂ Λ1 and
√
F(λ)2 − 1 < 0 as λ ∈ γ2n ⊂ Λ2.
Below we need the simple identities
a2 + 1− F2 = 1− ϕ′(1, ·)ϑ(1, ·) = −ϕ(1, ·)ϑ′(1, ·). (2.9)
2.4. Eigenvalues and resonances. It is well known (see e.g. [KS12], [Z69]) that, for each
f ∈ C∞0 (R+), f 6= 0, the function g(λ) = ((h − λ)−1f, f) has a meromorphic extension from
the physical sheet Λ1 to the whole Riemann surface Λ. By definition,
If g has a pole at some λ0 ∈ Λ1 for some f , then λ0 is an eigenvalue of h and λ0 ∈
⋃
n>0
γ
(1)
n .
If g has a pole at some λ0 ∈ Λ2 for some f , then λ0 is a resonance of h. In particular, if
λ0 ∈ γ(2)n for some n > 0, then λ0 is anti-bound state of h and λ0 ∈
⋃
n>1
γ
(2)
n .
If g has asymptotics g(λ) = 1√
t
(1 +O(t)) as t = λ− λ0 → 0 for some λ0 ∈ {λ+n , λ−n }, n > 1,
then λ0 is a virtual state of h.
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It is well known that for the case v 6= const, see [KS12], [Z69], the function g has exactly
one simple pole µ•n on each ”circle” gap γ
•
n 6= ∅, n > 1 and there are no others. Here µ•n ∈ γ•n
is a so-called state of h and its projection onto the complex plane coincides with the n-th
eigenvalue, µn, of the Dirichlet boundary value problem
−y′′n + vyn = µnyn, yn(0) = yn(1) = 0, x ∈ [0, 1], n > 1.
Moreover, if γn 6= ∅, then exactly one of the following three cases holds,
1) µ•n ∈ γ(1)n is an eigenvalue,
2) µ•n ∈ γ(2)n is a resonance (it is a so-called anti-bound state),
3) µ•n ∈ {λ+n , λ−n } is a virtual state. Here the function g(µ•n + z2) has a pole at 0.
There are no other states of h, so h has only eigenvalues, virtual states and anti-bound states.
If there are exactly N > 1 non-degenerate gaps in the spectrum of σac(h), then the operator
h has exactly N states; the closed gaps γn = ∅ and the semi infinite gap (−∞, 0) do not
contribute any states. In particular, if γn = ∅ for all n > 1, then v = const ([K98], [K99]) and
thus h has no states. A more detailed description of the states of h is given in Theorem 2.1
below.
2.5. Inverse problem. We need the following results from the inverse spectral theory for the
operator h on the half-line, in the form convenient for us. We define the real Hilbert spaces
Hα =
{
q ∈ L2(0, 1) :
∫ 1
0
q(x)dx = 0, q(α) ∈ L2(0, 1)
}
, α > 0,
and let H = H0. Introduce the real Hilbert spaces ℓ
2
α, α ∈ R of the sequences (fn)∞1 equipped
with the norms
‖f‖2ℓ2α =
∑
n>1
(2πn)2αf 2n <∞,
and let ℓ2 = ℓ20.
Defining the mapping ξ : H → ℓ2 ⊕ ℓ2 by
v 7→ ξ = (ξn)∞1 , ξn = (ξ1n, ξ2n) ∈ R2
where the components ξ1n, ξ2n are given by
ξ1n =
λ−n + λ
+
n
2
− µ2n, ξ2n =
∣∣∣∣ |γn|24 − ξ21n
∣∣∣∣ 12 signn, ξ2n = 14 |γn|2, (2.10)
where
signn =

+1 if µ•n is an eigenvalue,
−1 if µ•n is a resonance,
0 if µ•n is a virtual state,
, n > 1. (2.11)
This mapping ξ is described by the following result from [K99], [K98], [K06]:
Theorem 2.1. The mapping v → ξ acting from H to ℓ2 ⊕ ℓ2 is a real analytic isomorphism
between the real Hilbert spaces H and ℓ2 ⊕ ℓ2 and satisfies
‖v‖ 6 4‖ξ‖(1 + ‖ξ‖ 13 ), ‖ξ‖ 6 ‖v‖(1 + ‖v‖) 13 , (2.12)
where ‖v‖2 = ∫ 1
0
v2(x)dx and ‖ξ‖2 = 1
4
∑
n>1 |γn|2. Moreover, if α ∈ N, then (|γn|)∞1 ∈ ℓ2α iff
the derivative q(α) belongs to H .
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Remark. 1) Thus we have that for any non-negative sequence κ = (κn)
∞
1 ∈ ℓ2, there are
unique 2-periodic eigenvalues λ±n (n ∈ N0), for some p ∈ H, such that each κn = λ+n − λ−n ,
(n ∈ N). Consequently, from the gap lengths (|γn|)∞1 one can uniquely recover the Riemann
surface Λ as well as the points λ−n = λ
+
n where κn = 0. Furthermore, for any additional
sequence λ˜0n ∈ γ•n (n ∈ N), there is a unique potential p ∈ H such that each state λ0n of the
corresponding operator coincides with λ˜0n (n ∈ N). The results of [K99] were extended in
[K03] to periodic distributions v = p′, where p ∈ H.
2) We can consider the Schro¨dinger operator h˜ acting on the space L2(R+) and given by
hy = −y′′ + vy,
with the Neumann boundary condition y(0) = 0. The spectrum of h˜ consists of an absolutely
continuous part σac(h˜) = σac(h) (the union of the bands σn, n > 0 separated by gaps γn, see
(2.1)) plus at most one eigenvalue in each non-empty gap γn, n ∈ N. Here also we can consider
the resonances for the Schro¨dinger operator h˜, similar to the the resonances for the Schro¨dinger
operator h. These eigenvalues and the resonances for h˜ coincide with the eigenvalues νn, n > 0
of the problem
− y′′ + vy = λy, y′(0) = y′(1) = 0. (2.13)
The eigenvalues νn, n > 0 satisfy
ν0 6 λ
+
0 , νn ∈ [λ−n , λ+n ] ∀ n > 1. (2.14)
Here also we can consider the resonances for the Schro¨dinger operator h˜, similar to the the
resonances for the Schro¨dinger operator h.
3. One dimensional half-solid
In this section we consider the case of one-dimensional octant periodic potentials in the
specific form given by (3.1). We consider the half-solid operator Tτ , τ ∈ R acting on L2(R)
and given by
Tτ = − d
2
dx2
+ qτ (x), qτ (x) =
{
τ if x < 0
v(x) if x > 0
, (3.1)
where the potential v ∈ L2real(T). By the physical point of view v is the potential of a crystal
and the constant τ is the potential of a vacuum. In order to describe the spectrum of Tτ we
use some properties of the operator h = − d2
dx2
+ v on the half-line from Section 2.
We recall needed results about operators Tτ from [K05]. We have the following simple results
about the spectrum of σ(Tτ ) given by
σ(Tτ ) = σac(Tτ ) ∪ σdisc(Tτ ), σac(Tτ ) = σac(h) ∪ [τ,∞). (3.2)
Our goal is to study the eigenvalues in the gaps γn(Tτ ), n > 0, and to find how these eigenvalues
depend on τ . We take any integer N > 1. We describe the basic properties of the one
dimensional half-solid operator Tτ :
• If τ 6 λ−1 , then there is no any gap in the spectrum of Tτ and we get
σac(Tτ ) = (τ0,∞), where τ0 = min{λ+0 , τ}. (3.3)
• If τ ∈ γN ∪ σN = (λ−N , λ−N+1], for some N > 1, then the spectrum of Tτ has the form:
σ(Tτ ) = σ0 ∪ σ1 ∪ ....σN−1 ∪ σ˜N , σ˜N = [τN ,∞), τN = min{λ+N , τ}. (3.4)
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Thus, there are possible gaps in the spectrum σac(Tτ ) given by
γj(Tτ ) = γj(h), j = 0, 1, .., N − 1, γN(Tτ ) = (λ−N , τN ). (3.5)
Moreover, in each open gap γj(Tτ ) 6= ∅, j = 0, 1, ..., N there is at most one eigenvalue µj(τ).
• We introduce the Weyl-type functions Ψ±, which are solutions of the equation
− y′′ + qτy = λy (3.6)
and satisfy
Ψ±(·, λ) ∈ L2(R±), ∀ λ ∈ Λτ = C \ σac(Tτ ).
They have the forms
Ψ+(x, λ) = ψ
+(x, λ), x > 0;
Ψ−(x, λ) = ex
√
τ−λ, x 6 0,
for λ < τ, λ ∈ Λτ and here ψ+ given by (2.7). These functions Ψ±(x, λ) are analytic in the
cut domain Λτ and are continuous up to the boundary.
• We define the Wronskians
w(λ) = {Ψ−,Ψ+} = m+(λ)−
√
τ − λ, λ ∈ Λτ . (3.7)
The function w(λ) on the first sheet Λτ has finite number of zeros, which are simple and
coincide with eigenvalues of the operator Tτ .
• Using (2.7) we rewrite the Wronskian w(λ) in the gap γn ⊂ Λτ , λ < τ in the form
w(λ) = m+(λ)−√τ − λ = a(λ)− b(λ)
ϕ(1, λ)
−√τ − λ, λ < τ, λ ∈ γn ⊂ Λτ , (3.8)
where
√
τ − λ > 0, if λ < τ, λ ∈ Λτ , (−1)nb(λ) =
√
∆2(λ)− 1 > 0, λ ∈ γn ∈ Λτ , (3.9)
Lemma 3.1. Assume that the operator hy = −y′′ + vy, y(0) = 0 on L2(R+) has an open gap
I = (λ−, λ+) in the continuous spectrum and an eigenvalue µ ∈ (λ−, λ+) for some v ∈ L2(T).
Then for any constant τ large enough the operator Tτ defined by (3.1) has an eigenvalue µτ ∈ I
such that
µτ − µ = c(µ)√
τ
+
O(1)
τ
as τ →∞, (3.10)
where c(µ) = 2b(µ)
ϕλ(1,µ)
6= 0 and here ϕλ(1, µ) = ∂∂λϕ(1, µ).
Proof. i) Due to (3.8) the eigenvalues of Tτ are zeros of the Wronskian
w(λ) = m+(λ)−
√
τ − λ = a(λ)− b(λ)
ϕ(1, λ)
−√τ − λ
on the first sheet Λτ . Consider the two functions m+(λ) =
a(λ)−b(λ)
ϕ(1,λ)
and
√
τ − λ on the gap
(λ−, λ+), where τ >> λ+. The point µ ∈ I is an eigenvalue of the operator h. Then due
to (2.9) we have a2(µ) = b2(µ) 6= 0. Then the function m+(λ) is a meromorphic in the disk
around the centrum of the gap γn and has the following asymptotics
m+(λ) =
c(µ)
λ− µ +O(1) as λ→ µ. (3.11)
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Thus the equation m+(λ) =
√
τ − λ has a unique solution µτ → µ as τ →∞ given by (3.10),
since
c(µ)
µτ − µ +O(1) =
√
τ +O(τ−
1
2 ).
Now we prove the main result of this section.
Lemma 3.2. i) Let integer N > 1, α > 0 and let γ > 0. Then there exists a potential v ∈ Hα
such that the first N gaps in the spectrum of the operator h on L2(R+) are open and satisfy
|γj| = γ, ∀ j = 1, 2, ..., N. (3.12)
Moreover, in addition for any points λj ∈ γj, j = 1, 2, ..., N , then exists a periodic potential
v ∈ Hα such that each λj = µj, j = 1, 2, ..., N is an eigenvalue of the operator h.
ii) Let in addition qτ be given by (3.1) and let τ be large enough. Then each γj , j = 1, 2, ..., N
is a gap in the spectrum of Tτ and on each γj exists an eigenvalue µj(τ) ∈ γj such that
µj(τ)− µj = c(µj)
τ
1
2
+
O(1)
τ
as τ →∞, (3.13)
where c(µ) = 2b(µ)
ϕλ(1,µ)
6= 0.
iii) Let λ+0 = 0 and let ν0 6 λ
+
0 = 0 be the first Neumann eigenvalue (see (2.14)) of the
problem (2.13). Then for any α > 0 there exists a potential v ∈ Hα such that m+(0) > 0 and
the operator Tτ has an eigenvalue E < 0 for each τ ∈ (ν0, m+(0)2) 6= ∅.
Proof. i) It follows from Theorem 2.1.
ii) It follows from Lemma 3.1.
iii) We define ρ := m+(λ
+
0 ) =
a(λ+
0
)
ϕ(1,λ+
0
)
for some potential v ∈ Hα. We recall a needed result
from [K05] about the first eigenvalue:
if ρ < 0, then #(Tτ , γ0(Tτ )) = 0,
if ρ > 0, then
#(Tτ , γ0(Tτ )) =
{
0, if τ 6 ν0 or τ > ρ
2
1, if ν0 < τ < ρ
2
. (3.14)
Assume that ρ > 0 for some potential v ∈ Hα. Then due to (3.14) the operator Tτ has an
eigenvalue E < λ+0 = 0 for each τ ∈ (ν0, ρ2).
We show that ρ > 0 for some potential v ∈ Hα. Below we take v = p(x + t) for some
p ∈ L2(T) and small t. We assume that p satisfies
Condition P. 1) the function p, p′′ ∈ L2(T);
2) p(1− x) = p(x), ∀ x ∈ [0, 1], i.e., the potential p is even on the interval [0, 1] ;
3) p(x) > δ > 0 for all x ∈ [0, ε] for some small constants δ, ε > 0 .
Recall that we put λ+0 = 0 and in this case we have
∫ 1
0
p(x)dx > 0 (see e.g. [K97]), and then
item 3) in Condition P is possible since
∫ 1
0
p(x)dx > 0. We define the fundamental solutions
ϕ(x, λ, t), ϑ(x, λ, t) of the following equation with the shifted potential
−y′′ + p(x+ t)y = λy, λ ∈ C, t ∈ R,
ϕx(0, λ, t) = ϑ(0, λ, t) = 1, ϕ(0, λ, t) = ϑx(0, λ, t) = 0.
(3.15)
For the shifted potential v = p(·+ t) we define the Lyapunov functions F(λ, t) = 1
2
(ϕ′(1, λ, t)+
ϑ(1, λ, t)). Note that we have F(λ, t) = F(λ, 0), i.e., the Lyapunov function F(λ, t) for (3.15)
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coincides with the Lyapunov function for the case t = 0 (see [L87]). We also define the
functions
a(λ, t) =
1
2
(ϕ′(1, λ, t)− ϑ(1, λ, t)), m+(λ, t) = a(λ, t)− φ(λ)
ϕ(1, λ, t)
.
Let u˙ = ∂
∂t
u. We have the equations
a˙(λ, t) = −ϑx(1, λ, t)− (λ− p(t))ϕ(1, λ, t), ∀ (λ, t) ∈ C× R, (3.16)
see [L87]. Then the properties of p give
a˙(0, t) = −ϑ′(1, 0, t) + p(t)ϕ(1, 0, t) > δϕ(1, 0, t) > 0 ∀ t ∈ [0, ε],
since ϑ′(1, 0, t) 6 0 (its first zero ν0 6 0 ) and ϕ(1, 0, t) > 0 (its first zero µ1 > 0) which yields
a(0, t) = a(0, 0) +
∫ t
0
a˙(0, τ)dτ =
∫ t
0
a˙(0, τ)dτ > 0, (3.17)
since a(0, 0) = 0 for all even potentials (see Lemma 3.4. in [K05]). This implies m+(0, t) =
a(0,t)
ϕ(1,0,t)
> 0 for the potential v(x) = p(x+ t) all t ∈ [0, ε].
4. Model operators on Rd+ and R
d
4.1. Specific periodic Schro¨dinger operators on the half-line. Consider the Schro¨dinger
operator giveb by
hf = −f ′′ + vf on L2(R+), f(0) = 0.
Recall that the spectrum of h consists of an absolutely continuous part (which is a union of
non-degenerate spectral bands σn = [λ
+
n , λ
−
n+1], n > 0) plus at most one eigenvalue in each
open gap γn = (λ
−
n , λ
+
n ), n > 1 between bands [KS12], [Z69] (see Fig.1) and the λ
±
n satisfy
(2.2).
Now we begin to construct a specific potential v. Here we use results about the gap-lengths
mapping from Lemma 3.2 i). Due to these results about the gap-lengths mapping, we take
the potential v ∈ Hα for any fixed α > 0 such that the first N gaps γ1, ..., γN and other ones
γn, n > N in the spectrum of h satisfy
γ = |γ1| = |γ2| = |γ3| = ....|γN | = π
24(N + 1)2
κ
, 0 < κ << 1,∑
n>N
n2α|γn|2 = Q <∞.
(4.1)
The value Q is not important in our consideration and thus we can take any α > 0. Thus
(4.1) and the estimate (2.3) give
λ−n = γ(n− 1) + An, λ+n = γn + An, An =
n∑
j=0
|σj|,
|An| 6 π2
n∑
j=0
(2j + 1) = π2(n + 1)2 6 π2(N + 1)2 6
κ
4
γ.
(4.2)
Due to Theorem 2.1 in each open gap γn, n = 1, 2, ..., N we choose exactly one eigenvalue µ
•
n
by
µ•n = λ
−
n +
γ
4d
∈ γ1n. (4.3)
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Moreover, (4.2) gives
µ•n = λ
−
n +
γ
4d
= γ(n− 1 + 1
4d
) + An, ∀ n = 1, .., N. (4.4)
It is convenient to define the ”normalized” operator
hγ =
1
γ
h.
Then the spectrum of hγ consists of an absolutely continuous part σac(hγ) =
⋃
n>0
sn plus at
most one eigenvalue in each non-empty gap gn, n ∈ N, but exactly one eigenvalue en = µnγ
in each open gap gn, n = 1, ..., N . Here the spectrum of hγ has the bands sn =
σn
γ
and gaps
gn =
γn
γ
. In particular, we have
s0 =
σ0
γ
, sn =
σn
γ
= [n+ An
γ
, n+ An+1
γ
], gn =
γn
γ
, n = 1, 2, ..., N,
where An is defined in (4.2). The first bands satisfy
|sn| = |σn|γ 6 π
2
γ
(2n+ 1) 6 κ
2(N+1)
, ∀ n = 0, ..., N. (4.5)
Thus these spectral bands sn are very small and very close to the points n and satisfy
dist{sn, n} 6 An+1
γ
6
κ
4
, n = 0, 1, ..., N. (4.6)
In this case due to (4.1) the gaps gn satisfy
|gn| = 1, n = 1, ..., N. (4.7)
In each gap gn, n = 1, ..., N , there exists exactly one eigenvalue en of hγ such that
en =
µn
γ
= e0n +
An
γ
, e0n = n− 1 + 14d = n− 1 + e1, e1 = 14d , Anγ 6 κ4 . (4.8)
4.2. Schro¨dinger operators on R2+. We consider Schro¨dinger operators H+ = h1 + h2 on
the quadrant R2+. Here h1 and h2 are defined on the half-line and depend on one variable and
given by
hjy = −y′′ + v(xj)y, y(0) = 0, j = 1, 2,
where the potential v ∈ L2(T). For large constant γ we define a new operator
Hγ =
1
γ
H+ =
1
γ
(h1 + h2).
We take the operator Hγ, when the variables are separated. We show that Hγ has (first)
bands which are very small and their positions are very close to the integer n. The union of
group of bands close to the integer n is a cluster Kn. Between the two neighbor clusters Kn
and Kn+1 there exists a big gap. On this gap there exist n eigenvalues.
• We define bands (i.e., the basic bands) S0i,j of the operator Hγ and their clusters K0n by
S0i,j = si + sj , K
0
n =
⋃
i+j=n
S0i,j , i, j, n ∈ Z+ = {0, 1, 2, 3, ....}, (4.9)
where we define A+B = {z = x+ y : x ∈ A, b ∈ B} for sets A,B. In particular, we have
K00 = S
0
0,0, K
0
1 = S
0
1,0, K
0
2 = S
0
2,0 ∪ S01,1, ....., (4.10)
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If γ is large enough, then due to (4.6), (4.5) we estimate the position of bands S0i,j and their
lengths |S0i,j| by
dist{S0i,j, i+ j} 6
κ
2
, |S0i,j| 6
κ
(N + 1)
(4.11)
for all i, j = 0, 1, ..., N . This yields the position of their clusters K0n and their diameters by
dist{K0n, n} 6
κ
2
diamK0n 6
3
2
κ (4.12)
for all n = 0, 1, ..., N .
• We define the surface bands S1i,j of the operator Hγ and their clusters K1n, by
S1i,j = ei + sj, K
1
n =
⋃
i+j=n+1
S1i,j, i, j, n > 0. (4.13)
In particular, we have
K10 = S0,1, K
1
1 = S
1
0,2 ∪ S11,1, K11 = S10,3 ∪ S11,2 ∪ S12,1, .... (4.14)
Using arguments similar to the case of the bands S0i,j we determine the position of surface
bands S1i,j and their lengths |S1i,j| by
dist{S1i,j, e0i + j} 6
κ
2
, |S1i,j| 6
κ
2(N + 1)
(4.15)
for all i, j = 0, 1, ..., N . This yields the position of their clusters K1n and their diameters by
dist{K1n, e01 + n} 6
κ
2
, diamK1n 6 κ (4.16)
for all n = 0, 1, ..., N .
• The operator Hγ has eigenvalues Ei,j and their cluster Ken given by
Ei,j = ei + ej , i, j > 1, K
e
n = {E = Ei,j, i+ j = n+ 1}, n > 1, (4.17)
The cluster Ken has n eigenvalues of the operator H+. In particular, we have
Ke1 = {E1,1}, Ke2 = {E1,2, E2,1}, Ke3 = {E1,3, E2,2, E3,1}, .... (4.18)
The identity (4.8) gives
Ei,j = e
0
i + e
0
j +
Ai
γ
+
Aj
γ
, |Ei,j − e0i − e0j | 6 κ2 (4.19)
for all i, j = 1, 2, ..., N . This yields the position of their clusters Ken and their diameters by
dist{Ken, 2e1 + n− 1} 6 κ2 , diamKen 6 κ, (4.20)
for all n = 1, 2, ..., N .
• Thus we can describe σac(H+) and σdisc(H+) by
σac(H+) = ∪n>0(K0n ∪K1n), σdisc(H+) = ∪n>1Ken. (4.21)
Now combining all estimates (4.12)-(4.16) we deduce that between two sets K0n ∪ K1n and
K0n+1 ∪K1n+1 for each n = 0, 1, ..., N there exists an interval In given by
In = [I
−
n , I
+
n ] = [e
0
1 + n + 4κ, n+ 1− 4κ],
such that dist{In, σac(H+)} > 2κ,
(4.22)
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i.e., the distance between the interval In and two sets K
0
n ∪ K1n and K0n+1 ∪ K1n+1 is greater
than 2κ. Moreover, due to (4.18)-(4.20) the eigenvalue cluster Ken satisfies:
Ken ⊂ In, ∀ n = 1, ..., N. (4.23)
4.3. Schro¨dinger operators on R3+. We consider Schro¨dinger operators H+ on the corner
R
3
+ given by
H+ = −∆+ + V+, V+(x) = v(x1) + v(x2) + v(x3), x = (xj)31 ∈ R3+ (4.24)
where the potential v is 1-periodic and v ∈ L2(0, 1). We rewrite the operator H in the form
H+ = h1 + h2 + h3, hj = h0 + v(xj) (4.25)
Define the operator Hγ by
Hγ =
1
γ
H = h1,γ + h2,γ + h3,γ, hj,γ =
hj
γ
.
• We define bands S0i,j,k of the operator Hγ and their clusters K0n, n = 0, 1, ...., N by
S0i,j,k = si + sj + sk, i, j, k ∈ Z+, K0n =
⋃
i+j+k=n
S0i,j,k, n ∈ Z+, (4.26)
and in particular,
K00 = S
0
0,0,0 = s0 + s0 + s0, K
0
1 = S
0
0,0,1, K
0
2 = S
0
0,0,2 ∪ S00,1,1, ....
Recall that we define A +B for sets A,B by A +B = {z = x + y : (x, y) ∈ A× B}. Similar
to 2dim case we deduce that
S0i,j,k ∼ i+ j + k, K0n ∼ n, ∀ n = 1, 2, ..., N. (4.27)
In 3-dimensional case we have two types of the surface (guided) bands S1i,j,k and S
2
i,j,k.
• The first type of surface (guided) bands. We define the surface (guided) bands S1i,j,k
of the operator Hγ and their clusters K
1
n, n = 1, ...., p by
S1i,j,k = si + sj + ek, K
1
n =
⋃
i+j+k=n+1
S1i,j,k, i, j, n ∈ Z+, k ∈ N, (4.28)
The position of surface bands S1i,j,k and their clusters K
1
n are given by
S1i,j,k ∼ i+ j + k − 1 + e1 = n− 1 + e1, K1n ∼ n− 1 + e1. (4.29)
These clusters are separated by gaps Gn, n = 1, 2, ..., p. Thus we have
K11 = S
1
0,1, K
1
2 = S
1
0,2, K
1
3 = S
1
0,3 ∪ S11,2, ...., K1N = S10,N ∪ S11,N−1 ∪ ..... (4.30)
• The second type of surface (guided) bands. We define the surface (guided) bands
S2i,j,k of the operator Hγ and their clusters K
2
n, n = 1, ...., p by
S2i,j,k = ei + ej + sk, K
2
n =
⋃
i+j+k=n+2
S2i,j,k, i, j ∈ N, k, n ∈ Z+. (4.31)
The positions of the surface bands S2i,j,k and the cluster K
2
n are given by
S2i,j ∼ i+ j + k − 2 + 2e1 = n− 2 + 2e1, K2n ∼ n− 1 + 2e1. (4.32)
These clusters are separated by gaps Gn, n = 1, 2, ..., p. Thus we have
K21 = S
2
0,1, K2 = S
2
0,2, K
2
3 = S
2
0,3 ∪ S21,2, ...., KN = S20,N ∪ S21,N−1 ∪ ..... (4.33)
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• Eigenvalues. The operator Hγ has eigenvalues Ei,j,k and their cluster Ken given by
Ei,j,k = ei+ej+ek, i, j, k ∈ N, Ken = {E = Ei,j,k, i+j+k = n+3}, n ∈ Z+. (4.34)
The positions of eigenvalues Ei,j,k, i+ j + k = n + 3 and their cluster K
e
n are given by
Ei,j,k ∼ i+ j + k − 3 + 3e1 = n+ 3e1, Ken ∼ n + 3e1. (4.35)
The sets σac(H) and σdisc(H) are given by
σac(H+) = ∪n>0(K0n ∪K1n ∪K2n), σdisc(H+) = ∪n>1Ken (4.36)
Later on we repeat the proof for the case d = 2.
4.4. Specific 1dim half-solid potentials. Consider the operator Tτf = −f ′′ + qτf on
L2(R), where the potential qτ is given by (3.1). We take any fix integer N > 1 and numbers
γ, τ > 0 large enough. Due to Lemma 3.2 we obtain that there exists a periodic potential
v such that the first N gaps γj, j = 1, 2, ..., N in the spectrum of the operator h are open.
Moreover, there exists an eigenvalue µj(τ) in each this gap γj and they satisfy
µj(τ) ∈ γj |γj| = γ, ∀ j = 1, 2, ..., N, (4.37)
σac(Tτ ) = σ0 ∪ σ1 ∪ ....σN−1 ∪ σ˜N , σ˜N ⊂ [λ+N ,∞). (4.38)
Here the bands σ0, σ1, ....σN−1 and the set σ˜N are separated by gaps γj, j = 1, 2, ..., N and
each eigenvalue µn(τ) satisfies (3.13).
Now we begin to construct a specific potential v. Here we use results about the
gap-lengths mapping from [K99]. Due to Theorem 2.1 about the gap-lengths mapping, we
take the potential v ∈ L2(T) such that the first N gaps γ1, ..., γN in the spectrum of h are
open and these gaps satisfy
γ = |γ1| = ... = |γN | = π
24(N + 1)2
κ
, 0 < κ << 1, (4.39)
and in each big gap γn, n = 1, 2, ..., N there exists exactly one eigenvalue µn(τ).
Define the operator Tτ,γ =
1
γ
Tτ . From the properties of Tτ we deduce that the spectrum of
Tτ,γ consists of an absolutely continuous part σac(Tτ,γ) =
⋃
n>0
sn plus at most one eigenvalue
in each non-empty gap gn, n ∈ N, where the bands sn and gaps gn are given by
s0 =
σ0
γ
, sn =
σn
γ
, gn =
γn
γ
, n ∈ NN = {1, ..., N},
and they satisfy (4.5)-(4.7). In each gap gn, n = 1, ..., N , there exists exactly one eigenvalue
en given by
en =
µn
γ
= e0n + εn, e
0
n = n− 1 +
1
4d
, |εn| 6 κ
4
, n ∈ NN , (4.40)
since we take τ large enough. Thus roughly speaking the spectrum of the operators Tτ on
L2(R) and h ( on L2(R+)) is the same on the interval [0, λ
+
N ]. They have the same bands
σ0, ..., σN and the same gaps γ1, ..., γN . Moreover, their eigenvalues in each gap γn are very
close, since we take τ large enough.
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4.5. Model Schro¨dinger operators on R2. We consider Schro¨dinger operators H on the
plane R2 given by
H = Tτ,1 + Tτ,2, (4.41)
the proof for the case Rd, d > 3 is similar. Here each Tτ,j = − d2dx2j + qτ (xj) acts on R and the
potential qjs is determined in Subsection 4.4. The spectrum of Tτ,j and hj are similar on the
interval [0, λ+N ]. Then the spectrum of the sum Tτ,1+Tτ,2 is similar to the spectrum of h1+h2
on the interval [0, 2λ+N ]. The proof repeats the case h1 + h2.
4.6. Schro¨dinger operators on R+ × R. Consider the operator H = h1 + Tτ,2 on the half-
plane R+ × R, where the operator h1y = −y′′ + v(x1)y, y(0) = 0 acts on the half-line and
depends on one variable x1 > 0; the operator Tτ,2 = − d2dx2
2
+ qs(x2) acts on R and the potential
qτ (x2) is defined by (3.1) and the constant τ is large enough. The spectrum of Tτ,2 and h1 are
similar on the interval [0, λ+N ] for N, τ large enough. The proof repeats the case h1 + h2.
5. Proof of main Theorems
Proof Theorem 1.1 i) We consider an operator H+ = −∆ + V on R2+, where V is Z2-
periodic, the proof for other cases is similar. Let H = −∆ + V on R2. Define functions
gn ∈ C∞0 (R) and Gn ∈ C∞0 (R2), n > 1 by:
gn|wn = 1, wn = [4n, 4n + n], supp gn = [4n − 1, 4n + n+ 1],
Gn(x) = gn(x1)gn(x2), suppGn ⊂ R2+.
(5.1)
Let T2 = R2/Z2. For any λ ∈ σ(H) there exists a function ψ(x, k) = ei(k,x)u(x, k), which
satisfies
(−∆+ V (x))ψ(x, k) = λψ(x, k), ∀ x ∈ R2,
u(·, k) ∈ L2(T2),
∫
T2
|u(x, k)|2dx = 1, (5.2)
for some k ∈ R2. Define the sequence ψn(x, k) = 1cnGn(x)ψ(x, k), where cn > 0 is given by
c2n =
∫
R2
|Gn(x)ψ(x, k)|2dx.
The function u(x, k) is Z2 periodic, then due to (5.2) we obtain
c2n =
∫
Rd
|Gn(x)ψ(x, k)|2dx = n2 +O(n) (5.3)
as n→∞. Thus the sequence ψn satisfies
1) ‖ψn(·, k)‖ = 1 and ∆ψn ∈ L2(R2), for all n ∈ N,
2) ψn ⊥ ψm for all n 6= m, and ψn → 0 weakly as n→∞
Thus λ ∈ σess(H+), since standard arguments imply
‖(H+ − λ)ψn(·, k)‖ = ‖(H − λ)ψn(·, k)‖ → 0 as n→∞.
ii). Consider an operator Hε = H+ + εW on R
d
+ for the case d = 2, the proof for the case
z = x, d > 3 is similar. Here the operator H+ is defined in subsection 4.2. Recall that for
for any n > 1 there exists a specific potential v ∈ L2(T) such that on the interval In = (a, b)
(defined by (4.22)) contains n eigenvalues of the operator H+. Moreover, the distance between
the interval In and two cluster spectral sets K
0
n ∪K1n and K0n+1 ∪K1n+1 is greater than 2κ.
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We have H0 = H+, where the real coupling constant ε is small enough and W satisfies
W ∈ L∞(R2+), ‖W‖L∞(R2+) 6 1, 0 < ε 6 κ3. (5.4)
We define contours cn = {λ ∈ C : dist{λ, In} = κ}. Due to (5.4) the operator Hε has n
eigenvalues inside the contours cn, since we have
Pn(ε) = − 1
2πi
∫
cn
Rε(z)dz,
Rε(z) = R+(z)− R+(z)εWRε(z),
‖Rε(z)− R+(z)‖ 6 ε‖R+(z)‖‖Rε(z)‖ 6 ε
κ2
6 κ ∀ z ∈ cn.
(5.5)
This yields
‖Pn(ε)− Pn(0)‖ 6 κ < 1. (5.6)
and then the operators Pn(ε) and Pn(0) have the same dimension. In order to show that the
intervals [a−, a] and [b, b+] contain the essential spectrum of H for some a− < a and b < b+
we use similar arguments.
Now we consider Schro¨dinger operators Hε = H0 + εW on the domain D = R
d1
+ ×Rd2 , d1 +
d2 = d > 2, where the real coupling constant ε is small enough and W satisfies
W ∈ L∞(D), ‖W‖L∞(D) 6 1. (5.7)
The operator H0 = H01 +H02, where H01, H02 are given by
H01 = −∆x +
d1∑
j=1
v(xj), H02 = −∆y +
d2∑
j=1
v(yj), x = (xj) ∈ Rd1+ , y = (yj) ∈ Rd2 .
The proof for this case is similar and is based on the
Proof Theorem 1.2. We consider Schro¨dinger operators H = Tτ,1 + Tτ,2 on the plane R
2,
the proof for the case Rd, d > 3 is similar. Here each operator Tτ,j acts on R and given by
Tτ,j = − d
2
dy2j
+ qτ (yj), y = (y1, y2) ∈ R2,
where the potential qτ is determined in (3.1). By Lemma 3.2, iii), each operator Tτ,j, j =
1, 2 on L2(R) has an eigenvalue E0 below the continuous spectrum σac(Tτ,j) = [τ0,∞) for
some potential v ∈ L2(T) and some τ ∈ R, where τ0 = min{τ, λ+0 }. Then the operators
H = Tτ,1 + Tτ,2 has the eigenvalue E0 below the continuous spectrum σac(H) = [τ0 + E0,∞).
Consider an operator Hε = H + εW , where ε > 0 is small enough and W satisfies (1.2). It is
well know that under small perturbation, the isolated eigenvalue is still eigenvalue.
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