ABSTRACT. In this study, a stand-alone sediment and contaminant model, SEDDEER (Sediment Deposition and Erosion) 
ediment has been identified as one of the leading nonpoint-source pollutants in the U.S. (Chao et al., 2007) . The 2004 305(b) Water Quality Report to Congress (USEPA, 2009) indicates that pathogens, mercury, nutrients, and organic enrichment were the leading causes of impairment in assessed waters. Sediment in nature is closely related to the latter three causes (Zhu, 2006) .
Sediment has a twofold effect on water quality. Sediments can temporarily purify the water by sorption and deposition. However, water also can be contaminated by desorption, resuspension, bioturbation, diffusion, and conveyance of contaminants. Particulate organic matter deposited into the sediment bed undergoes decomposition or mineralization, referred to as diagenesis (Ji, 2008) . Many chemical contaminants and organic wastes in aquatic ecosystems eventually accumulate in sediments, where they may adversely affect the benthic biota, become a source of contamination in the water column, accumulate in biological tissues, and enter pelagic and human food chains (DePinto et al., 1994) .
Historically, sediment transport modeling in water quality is based on mass balance and empirical equations. Most water quality models do not have a sediment transport module. For example, the Chesapeake Bay water quality model (Cerco and Cole, 1995) included a sediment diagenesis model, but the sediment transport processes are described, calibrated, and/or specified by laboratory and in situ experiments rather than simulated from basic physical principles. A well-established water quality model, the Water Quality Analysis Simulation Program (WASP) (Wool et al., 2002) , considers multiple sediment layers, sediment settling and resuspension, as well as bed layer alterations and compaction, but it does not include flocculation algorithms.
Settling velocity is the most fundamental property governing the motion of sediment particles in water (Ji, 2008) . For noncohesive sediment, this is a relatively simple procedure, as the settling velocity is proportional to the particle size (Baugh and Manning, 2007) . However, for cohesive sediment, the settling velocity regime can be conveniently divided into three subranges: free settling, flocculation settling, and hindered settling, depending upon the sediment concentration (Hwang and Mehta, 1989) . Due to its complexity, the flocculation process is not explicitly considered in most water quality modeling strategies, although there have been previous attempts to include it (e.g., Hydroqual, 2004) . Cohesive sediments are linked to one another to form flocs. The settling velocity of a floc is always less than that of a solid particle of an equal diameter, generally by several orders of magnitude (Ziegler and Nisbet, 1995) . Flocs connect with each other to form higher-order aggregates, which have a significant impact on sediment transport as a result of their unique properties.
Currently, the effect of noncohesive sediment on water quality is not modeled appropriately. For example, multiple classes of cohesive/noncohesive sediment are not simulated in some models, flocculation (an indispensable process in fine sediments settling) is not considered, and some important sediment transport parameters are still obtained by calibration over wide ranges of possible values instead of calculation from first principles.
Mechanistic water quality models are based on the conservation of mass (Chapra, 1997) . Box models capture much of the basic physics of mass conservation and are also of practical value in determining some of the bulk, or overall, properties (Hearn, 2008) . WASP is based on the concept of a box model (Ambrose et al., 1993) . Accordingly, it is reasonable to develop an easy-to-use, stand-alone, mass-conserved sediment transport box model to serve WASP and/or other models. Hence, the sediment transport and standard water quality models can be integrated without much difficulty; the improvement of the sediment transport model in WASP can be therefore readily achieved.
The objective of this study is to develop a sediment transport model, SEDDEER (Sediment Deposition and Erosion), that includes algorithms for flocculation processes, settling velocity, and a sediment bed algorithm. The model was validated using analytical solutions, results from other validated models under the same conditions, and experimental and observed data reported in other studies. The proposed model is applicable to estuaries as well as largescale stream channels.
MODEL DESCRIPTION
SEDDEER is a newly developed stand-alone mass conservation sediment transport model. SEDDEER simulates one completely mixed water box and the underlying vertically stratified sediment layers. In addition, SEDDEER includes a simple contaminant model. Processes incorporated into the model are settling and deposition, resuspension, equilibrium adsorption/desorption, sediment-water interface diffusion, volatilization and decay, sediment bed, and consolidation.
SEDDEER formulates the mass balance equation for both the water column and the sediment bed layers. The Euler explicit integration method was employed to solve the sediment and contaminant transport equations. Choosing the simplest explicit method simplified the programming process. More complex numerical methods, such as implicit or semi-implicit schemes, could be later incorporated as options to improve the model applicability and accuracy. To avoid numerical instability, time steps smaller than 10 min were used for achieving the results shown in this article. SEDDEER users, however, can choose other time-step intervals depending on their needs. Since the Euler algorithm is widely known, the details of its implementation are not reported in this article.
SEDIMENT TRANSPORT MODEL
SEDDEER sediment simulation is based on a simplified governing equation (eq. 1) for one completely mixed box in water column per unit area (Chapra, 1997) : (Wang and Hu, 2006) :
where d il is the lower size bound of the ith primary sediment class (m), d iu is the upper size bound of the ith primary sediment class (m), and d i is the nominal size of the ith primary sediment class (m). Sediment settling velocity has significant influence on deposition rate D i (as shown in eq. 1). Based on the force balance between gravity and drag force, the free-settling terminal velocity for an individual sediment (and floc) in SEDDEER is expressed as:
where W s is the settling velocity (m s -1 ), g is the gravitational acceleration (m s -2 ), ρ s is the primary sediment density (kg m -3 ); ρ f is the fluid density (kg m -3 ), d i is the sediment size (m), and C D is the drag coefficient for a single particle falling in the water (Camenen, 2007; Wu and Wang, 2006) : 
where coefficients A and B are as shown in table 1. Stokes' law calculates settling velocity for a special case with Re p < 0.1, with the drag coefficient is given by:
To develop a simple settling velocity formula, many researchers have tried to find a unified expression of C D based on the lower and upper bounds of Re p . In SEDDEER, the drag coefficient is expressed as (Camenen, 2007; Wu and Wang, 2006) :
where m is a coefficient. Wu and Wang (2006) 
where W s,50 is the settling velocity of the median-size sediment, d 50 ; C i n-1 is the sediment concentration calculated in the previous time step; C ll is the lower concentration limit for flocculation settling; a 2 , a 3 , and a 4 are dimensionless empirical constants; and G is average shear rate (or vertical gradient of horizontal velocity). Similarly, the equations of Whitehouse et al. (2000) and Shrestha and Orlob (1996) were combined and incorporated into SEDDEER.
SEDDEER uses the set of equations of Whitehouse et al. (2000) for the computation of flocculation-hindered settling velocity (W s,50 ) as a function of suspended sediment concentration. First, the effective floc density (ρ floc ), the volume concentration of flocs in water (C f ), the length scale (L f ), the effective diameter (d e ), and the dimensionless floc diameter (D * ) are computed, and then the median settling velocity (W s,50 ) is computed as follows: (van Rijn, 1993) , and a constant W s,50 = 10 -5 m s -1 is assumed for concentrations above 82 kg m -3 . Even without a unique settling velocity, flocculated particles are still distributed over a certain range (Neumeier et al., 2008) . McAnally and Mehta (2001) suggested that the simulation of multi-class fine sediment will produce more realistic results than single-class calculations in estuaries where sediment exhibits a high degree of cohesion and variability in flow-induced shearing.
SEDDEER 
where SSC is the total suspended sediment concentration. This produces a distribution with a log-mean value equal to W sFloc and a shape similar to that of the original distribution. Salinity has significant impacts on flocculation and settling velocity of sediment in estuaries. Specifically, salinity influences the consolidation rate, density, and strength of floc within a particular range. The settling velocity of floc increases rapidly with salinity within the range of low salinity; beyond a certain value, salinity will not change the settling velocity much (Chien and Wan, 1983) . Migniot (1968) observed that the settling velocity remained constant at salinities of about 3 ppt for low clay concentrations and above 10 ppt for high concentrations. In conditions of constant salinity, settling velocity of floc increases faster with salinity at higher sediment concentration than at lower sediment concentration (Chien and Wan, 1983) . Hence, as a first approximation, a settling velocity increasing limiting function for salinity, f(Sa), was embedded in SEDDEER as:
where K Sa is the half saturation salinity (ppt), Sa min is the reference minimum salinity (Sa min = 0.10 ppt), and Sa max is the sediment concentration related saturation salinity above which the settling velocity will not change appreciably (ppt).
In addition, SEDDEER addresses parameters in a more precise manner than previous models. It computes water density and viscosity based on three parameters: temperature, salinity, and concentration of total suspended sediment. Wave and current interact to generate a shear stress that varies in magnitude and direction. SEDDEER calculates the combined shear stress (Ji, 2008) using:
where b τ  is the (combined wave-current) bottom shear stress, cc τ  is the bottom shear stress due to current, and ww τ  is the bottom shear stress due to wave. The detailed formulations of cc τ  and ww τ  can be found in Xiong (2010) . In sediment-laden flow, the value of the von Karman constant is usually not the same as that in clear water. Previous efforts in probing the von Karman constant can be found in Chien and Wan (1983) and McAnally (2000) . However, the following empirical equation is used to calculate the von Karman constant in SEDDEER:
where κ is the von Karman constant, κ 0 is the reference von Karman constant in clear water (κ 0 = 0.40), and C V is the volume fraction of cohesive sediment (and floc). The value calculated with equation 18 is used by SEDDEER in the calculation of near-bed cohesive sediment concentration. A detailed explanation for this expression is presented by Xiong (2010) . When the bed shear stress is greater than the critical shear stress for erosion, surface erosion occurs (Ji, 2008 
where ε Mi,s is the surface erosion rate constant of the ith sediment class (kg m -2 s -1 ) (eq. 20), and τ ce,s is the critical shear stress for surface erosion (N m -2 ). In equation 19, ε Mi,s may be expressed as:
where f Mi,s is the surface erosion rate constant fraction of the ith sediment class, which depends on factors such as temperature, water viscosity, thickness of the viscous sublayer, "hiding and exposure" effects, and cohesion force; and ε M,s is the overall surface erosion rate constant (kg m -2 s -1 ). Hwang and Mehta (1989) reported the range of the surface erosion rate constant as 0.005 to 0.10 g s -1 m -3 . The ε M,s value generally decreases while bulk density increases.
Based on experimental observations, Hwang and Mehta (1989) proposed a relationship for the surface erosion rate ε M,s (mg h -1 cm -2 ):
where ρ b is the bulk density (g cm -3 ). Similar to other sediment transport models, the sediment bed in SEDDEER is subdivided into several sediment layers (maximum of 17). Each layer is considered homogeneous, well mixed, and characterized by its own grain size distribution (fraction of each class of sediment considered). The bed layer type, layer thickness, porosity, dry bulk density, median sediment size (d 50 ), and critical shear stress for both surface erosion and mass erosion are defined for each layer. If a layer is completely eroded, it is removed and the remaining layers move upward. If a layer is partially eroded, the bed layer characteristics are unchanged. When deposition occurs, the thickness of the uppermost layer increases and the bed layer characteristics are updated accordingly. When the thickness of the uppermost layer reaches a defined limit, a new layer is added to the top. If the number of bed layers equals or exceeds the maximum value, the extra bed layers are removed.
CONTAMINANT MODEL
The fate and decay of a particular contaminant can result from physical, chemical, and/or biological reactions. In ad-dition to sorption and desorption, processes including mineralization and decomposition, hydrolysis, photolysis, biodegradation, volatilization, wet/dry deposition, bio-uptake, and bio-concentration can significantly affect contaminant fate and decay. A net degradation coefficient considering all the above processes except volatilization is expected to be specified instead of loss/gain coefficients for individual processes.
Assuming a well-mixed water column box, the SEDDEER mass balance equation for a contaminant can be written as (Chapra, 1997; Shrestha and Orlob, 1996) 
where wat T C is the total contaminant concentration in the 
where sedib T C is the total contaminant concentration in the ibth sediment bed layer (μg L -1 ), and H ib is the thickness of the ibth sediment bed layer (m).
Many previous contaminant models do not take the bioturbation process into account. In this study, we use F biow and F bio (as shown in eqs. 22, 23, and 24) to describe the process in sediment bed layers. This process can be represented with the biodiffusion equation:
( )
where k bio is the biodiffusion coefficient (m 2 s -1 ), H Lw is the distance between the center and the surface of the top sediment layer (m), H L is the distance between the centers of the two adjacent sediment layers ib and ib+1 (m), and
is the total contaminant concentration in the (ib+1)th sediment bed layer (μg L -1 ). SEDDEER also updates the total contaminant concentration in each sediment bed layer due to bed consolidation. As the sediment bed is squeezed and becomes firmer, pore water is expelled because of bed consolidation. Moreover, floc is intact, as assumed earlier. Based on these assumptions, the updated total contaminant concentration in the sediment bed layer is expressed as: H is the updated thickness of the ibth sediment bed layer (m). Consequently, the water column gains the contaminant squeezed out from the sediment bed, and the updated total contaminant in the water column is given as: 
SEDDEER CODE
SEDDEER has been written in two languages. SEDDEER for VBA (SEDDEER_VBA) is written in Microsoft Office macro language (Visual Basic for Application, VBA), and Microsoft Excel is used as the graphical interface. SEDDEER for FORTRAN (SEDDEER_FOR) is the corresponding model programmed in FORTRAN.
In SEDDEER, the equations corresponding to erosion, settling, deposition, bed reformulation after erosion, bed reformulation after deposition, consolidation, etc., were coded into different subroutines. Although contaminant partitioning and kinetics were isolated from the main program for later improvement, the whole contaminant model is not in a separate subroutine but embedded in the main calculation loop of the transport processes. Thus, considering the sediment and contaminant processes, contaminant masses and concentrations in various phases (freely dissolved, sediment-associated, and dissolved oxygen carbon (DOC) complexed) in both the water column and sediment bed are updated at the end of each time step.
MODEL TEST APPROACHES
Model tests were performed to validate SEDDEER's algorithms by checking mass balance, comparing SEDDEER output to measured data, and comparing it to the output of a reputable model (EFDC; Environmental Fluid Dynamics Code). A mass balance check of the primary sediment and contaminant was done since mass conservation is the basic principle of both the sediment transport and water quality models. Whether mass is conserved or not was checked for both the primary sediment and contaminant.
A partial validation of SEDDEER was carried out by comparing model results with data from experiments and site measurements published in the literature. As mentioned before, SEDDEER contains the following main processes: deposition, resuspension, consolidation, sediment bed processes, and one contaminant process. SEDDEER also considers the effects of sediment concentration on settling velocity, bottom shear stress, von Karman constant, etc., making it a more complete model than is commonly used by the sediment modeling community. These qualities limit the comparisons between SEDDEER simulation results and analytical solutions or other model's results. For brevity, this article shows only the verification and validation approaches for the major sediment processes (settling and deposition) and the contaminant transport algorithms. The reader is encouraged to review Xiong (2010) for a detailed account of the development and verification of other minor processes included in the SEDDEER model.
Validation of Settling and Deposition
To verify settling and deposition, suspended and bed sediment concentrations along with mass of sediment (and floc) classes with different sediment sizes were calculated. Verification and validation of settling with sediment concentrations greater than the lower concentration limit for flocculation-enhanced settling were also performed.
The conservation of floc mass was verified, initially. The initial sediment concentration was set to 2.00 kg m -3 , while the initial contaminant concentration was set to 1.00 μg L -1 in the water column and 0.00 μg g -1 in the sediment bed. Due to the high sediment concentration used in this test, all sediments would flocculate to form flocs and aggregates and then undergo flocculation settling. Mehta (1973) and Maa et al. (2008) carried out deposition experiments using commercially available kaolinite with a median diameter (d 50 ) of 4.00 μm. Therefore, to validate the settling and deposition processes, SEDDEER modeling results (represented by eqs. 1 to 18) were compared with the experimental results obtained by Mehta (1973) and Maa et al. (2008) . Experimental data for the averaged bed shear stress at 0.85 Pa (table 2) were extracted from Mehta (1973). Mehta's experiment was conducted in a rotating annular flume consisting of a circular channel. The channel was 0.45 m deep with a mean diameter of 1.50 m and an annular ring of the same mean diameter as the channel (Mehta, 1973) . The deposition tests were carried out using a variety of mud types, including San Francisco Bay mud (Krone, 1962 , cited by Mehta, 1973 . Mud was added to the flume with a high flow velocity to mix it thoroughly before the shear stress was reduced below the critical level for deposition. The initial mud concentrations were 1.00 kg m -3 . The observed data for the test scenarios with shear stresses of 0.00, 0.05, and 0.50 Pa (table 2) were taken from Maa et al. (2008) . In that study, experiments were conducted at Choubuk National University, South Korea, to mimic the deposition test carried out by Mehta (1973) . Like Mehta (1973) , an annular flume was also used in this experiment and had the following dimensions: channel depth = 0.10 m, inner wall radius = 1.00 m, and outer wall radius = 1.15 m. The averaged bed shear stresses were obtained by adjusting the ring rotation speed.
In this research, two settling models were validated: combined Teeter (2001) and Whitehouse et al. (2000) (designated T-W), and combined Shrestha and Orlob (1996) The values used as input to SEDDEER (table 2) were chosen considering the experiment setups of Mehta (1973) and Maa et al. (2008) . By comparing SEDDEER-calculated data to the Mehta (1973) and Maa et al. (2008) experiments, we validated the performance of SEDDEER without resorting to model calibration to fit the experimental data. In addition, an EFDC solution with one sediment class was provided for the test scenario with shear stress of 0.00 Pa to show SEDDEER's capability for replicating results from other models.
Coefficient of determination (R 2 ) values were calculated to assess the goodness-of-fit of model-simulated results to measured data. To further quantitatively describe the accuracy of sediment deposition in model outputs when compared to measured data, the root-mean-square error (RMSE), NashSutcliffe (NS) model efficiency coefficient, and percent bias (PBIAS) (Moriasi et al., 2007) were calculated.
Validation of Contaminant Model
In order to evaluate the overall performance in modeling contaminant processes, experimental field data reported by Boyer et al. (1994) were compared to SEDDEER model results. Boyer et al. (1994) used DDE (dichlorodiphenyldichloroethylene) and lindane (γ-hexachlorocyclohexane) data from a flooded limestone quarry (collected near the town of Oolitic in Bedford County, Indiana) to validate RECOVERY, a time-varying numerical model with a wellmixed surface water layer underlain by a vertically stratified sediment column, based on previous modeling efforts by Di Toro and Paquin (1984) . SEDDEER was set up with the same modeling settings provided by Boyer et al. (1994) and Di Toro and Paquin (1984) . As described by Boyer et al. (1994) and Di Toro and Paquin (1984) , an instantaneous fully mixed water column and sediment layers with no inflow/outflow were assumed so that SEDDEER could be validated in the same way as RECOVERY. In addition, EFDC was set up to mimic the Boyer et al. (1994) and Di Toro and Paquin (1984) experimental and modeling settings. With no volumetric source/sink, EFDC was configured to have only one water cell with a few underlying sediment bed layers (one static, completely mixed water segment simulation). The physical and chemical input parameters and constants in the modeling of DDE and lindane in the flooded limestone quarry are shown in table 3.
MODEL VALIDATION RESULTS

VALIDATION OF SETTLING AND DEPOSITION
Floc consists of the primary sediment and its affixed water. As shown in figure 1 , the increased floc mass in the sediment bed equals the sum of primary sediment mass and floc-bound water mass, and the decreased sediment mass in the water column is exactly the same as the increased primary sediment mass in the sediment bed. Furthermore, figure 2 shows that the increased contaminant mass in the sediment bed is equivalent to the decreased contaminant mass in the water column. Thus, the code for flocculation settling is considered validated for mass conservation of both sediment and contaminant. Figures 3 and 4 show experimental deposition data from Mehta (1973) and Maa et al. (2008) SEDDEER-generated deposition data, without calibration of model parameters. For lower shear stress values (0.00 and 0.05 Pa), SEDDEER reproduces the observed data well; values of R 2 range from 0.98 to 1.00, and NS model fit efficiency ranges from 0.92 to 0.97. For these low shear stress values, test results show that the model performs acceptably. When the shear stress is set to 0.00 Pa, the SEDDEER-simulated output is statistically equivalent to that of EFDC. However, the EFDC algorithm does not allow specifying multiple floc classes as SEDDEER does.
compared to
For higher shear stress values (0.50 and 0.85 Pa), although the values of R 2 (ranging from 0.53 to 0.63) and NS (ranging from -0.52 to 0.18) indicate that the SEDDEERsimulated values do not compare well with the observed data, the values of RMSE (<0.065) and PBIAS (<±15.47%) show that SEDDEER performs acceptably. In addition, the general trend of the deposition rate is adequately captured by SEDDEER. Krause et al. (2005) made a comparison of nine different fit-efficiency measures including R 2 , NS, and PBIAS. They found that, when evaluating model performance, none of the efficiency criteria performed ideally. With NS and R 2 being the most used, they state that these indicators are very sensitive to peak values at the expense of better performance for low values. Krause et al. (2005) concluded that each of the criteria has specific pros and cons that have to be taken into account during model calibration and evaluation. Additional comparisons of SEDDEER output to experimental data (that are out of the scope of this article) would give insight into this apparent contradiction. However, as discussed above, these validation results are considered to be satisfactory because the values used as input to SEDDEER (table 2) were not the calibration parameters. The purpose of the present comparison is to show the robustness of SEDDEER without using calibration strategies.
VALIDATION OF CONTAMINANT MODEL
Figures 5 and 6 show SEDDEER-simulated results, EFDC results, and field data (Boyer et al., 1994) for DDE in the water column ( fig. 5 ) and in the sediment bed ( fig. 6 ). As shown in figure 5, both SEDDEER and EFDC agree well with the field measurements (R 2 = 0.94). The SEDDEER simulation is almost identical to the EFDCcalculated results in the water column because they have the same first-order volatilization and degradation schemes. With regard to DDE in the sediment bed ( fig. 6 ), the SEDDEER results show good agreement with the observed data (R 2 = 0.74). Although the SEDDEER and EFDCcalculated DDE concentrations curves show the same trend, there is an almost constant difference of about 1.00 μg L -1 between the SEDDEER and EFDC concentration values. This is due to the specific sediment bed morphology schemes that the models adopted. Both EFDC and SEDDEER allow the bed layer void ratios and thicknesses to vary in time; however, they have different sediment bed consolidation formulations. Despite this difference, the model fit efficiency between EFDC and SEDDEER is good, as shown by the coefficient of determination (R 2 ) of 0.97. Lindane field data were not as abundant as the DDE field data in Boyer et al. (1994) ; therefore, the validation of SEDDEER for lindane relies more on comparisons of SEDDEER output to EFDC output. Lindane simulations in the water column and in the sediment bed are represented in figures 7 and 8, respectively. As shown in figure 7 , the SEDDEER-simulated results agree well with the EFDC- calculated output (R 2 = 1.00) and with the observed data (R 2 = 0.85) in the water column. There is a consistent difference of 2 μg L -1 in the simulation of lindane in the sediment bed ( fig. 8 ) between SEDDEER and EFDC. This is explained by SEDDEER and EFDC having different bed layer algorithms for diffusion within and between sediment bed layers. Nevertheless, the SEDDEER output agrees better than that of EFDC with the field data.
Figures 9 and 10 show the long-term DDE simulations in the water column and the sediment bed, respectively. SEDDEER agrees well with EFDC in the long-term DDE simulation (R 2 = 1.00 in sediment bed, and R 2 = 0.99 in water column). This was an expected result because both models have the same first-order volatilization and degradation schemes. SEDDEER simulation of DDE in the sediment bed after approximately five years (1800 days in fig. 10 ) is within the range of the field data (sample A: 3.40 to 11.20 μg L -1 ; sample B: 2.90 to 4.20 μg L -1 ), as described by Di Toro and Paquin (1984) , but still a little lower than the average concentration and Di Toro and Paquin's result of 5.60 μg L -1 . Long-term lindane simulations in the water column and sediment bed are shown in figures 11 and 12. SEDDEER shows good agreement with EFDC in the long-term lindane simulation for the water column (R 2 = 1.00). Again, a minor difference between the SEDDEER and EFDC output for lindane in the sediment bed is observed (R 2 = 0.97) for earlier simulation times (time < 1080 days). Non-identical bed layer algorithms and settings are the reason for this difference.
INCORPORATING SEDDEER_FOR INTO WASP
Although this article does not detail the actual incorporation of SEDDEER into water quality models, this section presents a summarized account of how SEDDEER was incorporated into the Water Quality Simulation Program (WASP). The reader is referred to Xiong (2010) and Xiong et al. (2010) for a thorough description of this implementation.
WASP suspended sediment simulation is based on an integrated control volume equation (Chapra, 1997) : 
where V is the compartment volume, C is the sediment concentration, t is time, Q in is the volumetric flow rate of inflow, C in is the average inflow sediment concentration, Q out is the volumetric flow rate of outflow, E d is the diffusion coefficient, A j represents the cross-sectional area of the interface, l j is the turbulent mixing length, and C j is the sediment concentration in the adjacent compartment. WASP solves equation 29 within a 2-D finite difference computational mesh composed of orthogonal quadrilateral cells (Ambrose et al., 1993) . SEDDEER (as detailed in the preceding sections) improved the settling velocity model and sink/source terms for sediments by including a flocculation algorithm into the existing WASP sediment formulation. WASP applies SEDDEER to the whole computational domain in a per-cell fashion, linking it to the advection, diffusion, and mass transfer processes ( fig. 13) .
For a better comprehension of WASP's subroutines and SYSTEM variables (mentioned in the following explanation), the reader is referred to Ambrose et al. (1993) and Wool et al. (2002) . SEDDEER was incorporated into the WASP TOXI7 subroutine. SEDDEER adds seven solid types to TOXI7 (one size silt, one size sand, and five classes of flocs) and modifies the sediment settling velocity, sediment bed scheme, and sediment-water interactions by introducing the flocculation algorithms. Additionally, one sediment contaminant was included in the sediment processes, requiring the introduction of an additional state variable. Thus, in the modified WASP TOXI7, SYSTEM 8 is silt, SYSTEM 9 is sand, SYSTEMs 10 through 14 are flocs, and SYSTEM 15 is contaminant. Consequently, significant coding modifications were made within the WASP subroutines, specifically to the main block in the WASP code (WASPB kinetic subroutine), solids subroutine (SOLID), and input/output subroutines. In addition, other common blocks and dependencies were modified or added to fulfill such coupling. Figure 14 shows a schematic of the WASP TOXI7 modification. The incorporation of SEDDEER_FOR into WASP involved modifications of Run_Model.f, SOLID.f, WASP_PARAM.inc, WASPB.f, WASP1.f, WASP2.f, WASP4.f, and WASP5.f. The addition of SED_PARAM.inc, SEDDEER.inc, seddeer_param.inc, SEDDEER_SUBS1.f, SEDDEERint.f, SEDDEERout1.f, and SEDDEERout2.f was also included in the framework.
The newly compiled FORTRAN or VBA SEDDEER versions, along with the FORTRAN source code, are available upon request.
CONCLUSIONS
The SEDDEER algorithm for flocculation settling was successfully verified for mass conservation of both sediment and contaminant. This article shows the test of SEDDEER performance for estimating settling/deposition without resorting to calibration to fit the experimental data. For shear stresses of 0.00 and 0.05 Pa, the R 2 values ranged from 0.98 to 1.00 (corresponding to an NS model fit efficiency range of 0.92 to 0.95), showing that the model performed well for low shear stresses. Although for higher shear stress values (0.50 and 0.85 Pa) the trend of the deposition rate was well captured by SEDDEER, fitting coefficients R 2 and NS indicated that the model did not reproduce the measured values. However, RMSE and PBIAS showed that the simulated and measured values fit adequately. To explain or dissipate this apparent contradiction, additional experimental data are required and will be pursued in the future. Nevertheless, this deposition test case was satisfactory, since the purpose of the validation was to show the capability of SEDDEER to reproduce measured data adequately without using calibration strategies.
The validation of SEDDEER's calculations of DDE transport in the water column showed that SEDDEER reproduced the field measurements very well (R 2 = 0.94). With regard to DDE in the sediment, the SEDDEER output showed good agreement with the observed data (R 2 = 0.74). When comparing SEDDEER and EFDC-calculated DDE concentrations in the sediment bed, the model fit efficiency between EFDC and SEDDEER was good, as shown by the coefficient of determination (R 2 ) of 0.97. For lindane in the water column, the SEDDEER output agreed well with the EFDC-calculated output (R 2 = 1.00) and also fit the observed data (R 2 = 0.85). With regard to lindane in the sediment bed, there was a consistent 2.00 μg L -1 difference between the SEDDEER and EFDCcalculated values. This is explained by SEDDEER and EFDC having different bed layer algorithms for diffusion within and between sediment bed layers. Nevertheless, the SEDDEER-calculated output agreed with the field data better than EFDC.
Long-term SEDDEER simulations of DDE and lindane in the water column and the sediment bed were mainly compared to EFDC output due to lack of field data. SEDDEER agreed well with EFDC in the long-term DDE simulation (R 2 = 1.00 in sediment bed, and R 2 = 0.997 in water column) because both models have the same firstorder volatilization and degradation schemes. SEDDEER simulation of DDE in the sediment bed after approximately five years was within the range of the field data. Long-term SEDDEER output for lindane in the water column and sediment bed showed good agreement with EFDC output, with R 2 = 1.00 and R 2 = 0.97, respectively. Since flocculation of fine-grained sediment may significantly alter the water quality of water bodies, the incorporation of SEDDEER into water quality models that do not include a flocculation algorithm, such as WASP, will improve their calculated output due to SEDDEER's more comprehensive conceptualization and mathematical representation of the sediment processes. Moreover, the improved representation of sediment classes and the bed sediment algorithm that SEDDEER provides will result in more realistic output from water quality models. The integration of SEDDEER into water quality models that model hydrodynamics and contaminant transport makes it applicable to lakes, estuaries, and small and large stream channels.
