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21 Introduction
In recent years we have witnessed rapid progress in the understanding of the mathe-
matical structure of the static correlation functions of Yang-Baxter integrable quantum
systems. Most of this progress was obtained with the example of the XXZ spin- 12
chain. For the XXZ chain a hidden Grassmann structure was identified in [5, 6] which
made it possible to prove the complete factorization of the correlation functions under
very general conditions [19], including the case of finite temperature and magnetic
field [2, 19].
At the outset of this new development were multiple integral representations for the
density matrix of a finite chain segment [14, 17, 18, 24] and the observation in [7] that
these integrals factorize into sums over products of single integrals. With [3,9] it became
apparent that the factorization is not a property of the ground state in the thermodynamic
limit, but can be done for finite temperature and for the ground states of finite chains
as well. This was part of the motivation for the research leading to [2, 5, 6, 19]. The
multiple integral representations also served as the starting point for a direct calculation
of the asymptotics of the ground state correlation functions of the XXZ chain in [23].
At the present stage of research it is an interesting question to which extend the
results for the XXZ spin- 12 chain can be generalized to other integrable models. The
models closest to the spin- 12 XXZ chain are those with the same R-matrix, notably
the Bose gas and the Sine-Gordon model. For both of these, partial results could be
obtained [20, 22, 28, 29] in certain scaling limits. Another class of models, which
is closely related to the spin-12 XXZ chain as well, is the class of its higher-spin
generalizations constructed by means of the fusion procedure [26, 27].
For the fused spin chains N. Kitanine constructed a multiple integral representation
[21] for the ground state correlation functions. He observed that much of the necessary
algebraic and combinatorial work can be carried over rather directly from the spin- 12
case [24]. But due to the different structure of the ground state, which is build up
of strings of Bethe roots for the higher spin integrable chains, the rewriting of the
combinatorial sums as integrals in the thermodynamic limit required some modification
as compared to the spin- 12 case. As a result the number of integrals in Kitanine’s formula
is 2ms for the m-site density matrix of the spin-s chain, and a subtle regularization
determines the relative location of the integration contours. Unlike in the spin- 12
case his multiple integral formula for higher spins bears no obvious similarity with the
formulae obtained within the q-vertex operator approach [8,16]. For simplicity Kitanine
concentrated on the isotropic (or XXX-) case, and he did not include a magnetic field.
The generalization of his work to the XXZ-case (without magnetic field) was recently
obtained in [10].
It is the aim of this work to extend Kitanine’s result, exemplarily in the simplest
case of the isotropic spin-1 chain, to finite temperatures. We shall also include a
magnetic field into the calculation. Again fusion allows us to start with spin- 12 and
to use the algebraic and combinatorial results of [12, 24]. Then, as we shall see, the
crucial problem is the analytic part of the calculation, where the combinatorial sums
are converted into a multiple integral over certain contours by means of appropriate
functions.
3A priori it is unclear how to choose these functions. They should be related to the
functions appearing in the description of the thermodynamics of the spin chains. Yet,
there are several mathematically rather different formulations of the thermodynamics
using different types of auxiliary functions. In the study of the spin-12 chain [12, 13]
only one of these formulations turned out to be compatible with the multiple integral
representation. It is the formulation based on the quantum transfer matrix [31] and
using only a finite number of auxiliary functions which satisfy a closed set of functional
equations [25]. So far this is the least canonical formulation. No general scheme for it
is known. Fortunately, the best understood case is just the case of the higher-spin XXX
chains, which was worked out by one of the authors [30]. As we shall see below the
auxiliary functions introduced in [30] are indeed most useful also in the framework of
multiple integral representations. These functions can be efficiently calculated from
a set of nonlinear coupled integral equations and allow for an accurate numerical
description of the thermodynamics of the higher-spin chains [30]. Besides the auxiliary
functions that satisfy nonlinear integral equations we shall introduce new functions,
solving linear integral equations, which will finally allow us to rewrite the combinatorial
sums representing the density matrix as a single multiple integral.
We see this work as a feasibility study and therefore stick with the simplest higher-
spin generalization of a finite-temperature multiple integral representation. Further
generalizations to general higher spin, to the XXZ case or to include a disorder para-
meter into the calculation are left for future studies.
The paper is organized as follows. In section 2 we recall the construction of the
Hamiltonian and the statistical operator by means of fusion of spin- 12 transfer matrices.
We also recall how to calculate the density matrix of a chain segment within the quantum
transfer matrix approach. In section 3 we review the calculation of the thermodynamic
quantities by means of nonlinear integral equations and present an alternative closed
contour form of such equations. Section 4 contains our main result, which is a multiple
integral formula for the inhomogeneous density matrix of a finite chain segment. In
section 5 we present a factorized form of our formulae for the one-point functions.
Finally, the zero temperature limit is sketched in section 6. The technical details of the
derivation of the nonlinear integral equations and of the multiple integral formula have
been separated from the main text and are summarized in three appendices.
2 Hamiltonian and density matrix
2.1 Hamiltonian
The Hamiltonian of the integrable isotropic spin-1 chain on a lattice of 2L sites is
H =
J
4
L
∑
n=−L+1
(
Sαn−1S
α
n − (Sαn−1Sαn )2
)
. (1)
Here implicit summation over α= x,y,z is understood, and periodic boundary condi-
tions, Sα−L = S
α
L , are employed for the explicit sum over n. The S
α
n act locally as standard
spin-1 operators, and antiferromagnetic exchange, J > 0, is assumed throughout the
paper.
4The Hamiltonian (1) was first obtained in a more general anisotropic form in [34].
Shortly later it was constructed by means of the fusion procedure [26, 27]. The ground
state and the elementary excitations were studied in [33], and an algebraic Bethe ansatz
and the thermodynamics within the TBA approach were obtained in [1].
2.2 Integrable structure
The model can be constructed by means of the fusion procedure [26], starting from the
fundamental spin- 12 R-matrix
R[1,1](λ) =

1
b(λ) c(λ)
c(λ) b(λ)
1
 , b(λ) = λλ+2i , c(λ) = 2iλ+2i . (2)
which we think of as an element of End(C2⊗C2). It satisfies the Yang-Baxter equation
R[1,1]12 (λ−µ)R[1,1]13 (λ)R[1,1]23 (µ) = R[1,1]23 (µ)R[1,1]13 (λ)R[1,1]12 (λ−µ) . (3)
As usual the R[1,1]jk in this equation act on the jth and kth factor of the triple tensor
product C2⊗C2⊗C2 as R[1,1] and on the remaining factor trivially. R[1,1] is normalized
in such a way that
R[1,1](0) = P[1] , (4)
where P[1] is the transposition of the two factors in C2⊗C2. We say that R[1,1] is regular.
At the same time Rˇ[1,1] = P[1]R[1,1] satisfies the unitarity condition
Rˇ[1,1](λ) Rˇ[1,1](−λ) = I4 , (5)
with In denoting the n×n unit matrix.
A further property of R[1,1], which is at the heart of the fusion procedure, is its
degeneracy at two special points,
lim
λ→±2i
R[1,1](λ)
2b(λ)
= P± , P+ =

1
1
2
1
2
1
2
1
2
1
 , P− =

0
1
2 −12
−12 12
0
 . (6)
The P± are the orthogonal projectors onto the singlet and triplet subspaces V (s),V (t) ⊂
C2⊗C2 with standard bases
B(s) =
{
1√
2
((
1
0
)⊗ ( 01)− ( 01)⊗ ( 10))} ,
B(t) =
{(
1
0
)⊗ ( 10), 1√2(( 10)⊗ ( 01)+ ( 01)⊗ ( 10)),( 01)⊗ ( 01)} . (7)
Due to (3) and (6) we have the important relation
P−23R
[1,1]
13 (λ)R
[1,1]
12 (λ+2i)P
+
23 = 0 , (8)
5meaning that R[1,1]13 (λ)R
[1,1]
12 (λ+2i) leaves C2⊗V (t) invariant.
Let us introduce U : C2⊗C2→ C and S : C2⊗C2→ C3,
U =
(
0, 1√
2
,− 1√
2
,0
)
, S =
1 1√2 1√2
1
 (9)
which map the singlet and triplet subspaces of the tensor product of two spin- 12 repre-
sentations onto C or C3, respectively. These matrices satisfy
SSt = I3 , StS = P+ , UU t = 1 , U tU = P− , (10)
where the superscript t indicates the transposition of matrices.
Using S we can define the fused R-matrices
R[1,2](λ) = S23 R
[1,1]
13 (λ)R
[1,1]
12 (λ+2i)S
t
23 , (11a)
R[2,1](λ) = S12 R
[1,1]
13 (λ−2i)R[1,1]23 (λ)St12 , (11b)
R[2,2](λ) = S12S34R
[1,1]
14 (λ−2i)R[1,1]13 (λ)R[1,1]24 (λ)R[1,1]23 (λ+2i)St34St12 (11c)
acting on C2⊗C3, C3⊗C2, or C3⊗C3, respectively. Combining the Yang-Baxter
equation (3) and equations (8), (10) it is easy to see that
R[2s1,2s2]12 (λ−µ)R[2s1,2s3]13 (λ)R[2s2,2s3]23 (µ) = R[2s2,2s3]23 (µ)R[2s1,2s3]13 (λ)R[2s1,2s2]12 (λ−µ) , (12)
where s j = 12 ,1 for j = 1,2,3.
In particular, R[2,2] is a solution of the Yang-Baxter equation. With P[2] denoting
the transposition on C3⊗C3 and Rˇ[2,2] = P[2]R[2,2] it has the further properties
R[2,2](0) = P[2] , (13a)
Rˇ[2,2](λ) Rˇ[2,2](−λ) = I9 , (13b)
i.e., R[2,2] is regular and unitary. It follows with (13a) that R[2,2] generates the Hamilto-
nian (1),
H = iJ
L
∑
n=−L+1
hn−1,n , hn−1,n = ∂λRˇ
[2,2]
n−1,n(λ)
∣∣
λ=0 . (14)
2.3 Density matrix
In [13] we have set up a formalism which enables us to calculate thermal correlation
functions in integrable models with R-matrices fulfilling (13a). It is based on the so-
called quantum transfer matrix [31] and its associated monodromy matrix which are
directly related to the statistical operator.
The Hamiltonian (1) preserves the total spin
Sα =
L
∑
j=−L+1
Sαj . (15)
6Thus, the magnetization in z-direction is a thermodynamic quantity, and the statistical
operator
ρL(T,h) = e−
H−2hSz
T (16)
describes the spin chain (1) in thermal equilibrium at temperature T and magnetic
field h.
The statistical operator does not exist in the thermodynamic limit. Quantities that
are better defined for the infinite chain are the free energy per lattice site and the density
matrix of a finite chain segment. The free energy per lattice site is
f (T,h) =−T lim
L→∞
ln tr−L+1,...,L ρL(T,h)
2L
. (17)
It determines the thermodynamics of the model [30] which will be briefly reviewed in
section 3. The density matrix of a finite chain segment [1,m] is defined as
D[1,m](T,h) = lim
L→∞
tr−L+1,...,0,m+1,...,L ρL(T,h)
tr−L+1,...,L ρL(T,h)
. (18)
With D[1,m](T,h) we can calculate the expectation value of any local operator that
acts trivially outside the finite segment [1,m]. In particular, D[1,m](T,h) allows us to
calculate the static correlation functions inside [1,m].
For any integrable model, whose R-matrix does not only satisfy the Yang-Baxter
equation, but also the regularity and unitarity conditions (13), we can approximate the
statistical operator ρL(T,h) of the 2L-site Hamiltonian using the monodromy matrix
of an appropriately defined vertex model with 2L vertical lines (−L+1, . . . ,L) and N
alternating horizontal lines (1, . . . ,N with N even). This fact was exploited many times
in the calculation of the bulk thermodynamic properties of integrable quantum chains,
in particular, in case of the higher-spin integrable Heisenberg chains [30]. In [13] it was
noticed that the same formalism is also useful for the calculation of thermal correlation
functions. Following the general prescription in [13] we define
T [2]j (λ) = e
2hSzj/T R[2,2]j,N (λ−β/N)R
[2,2] t1
N−1, j(−β/N−λ) . . .
. . .R[2,2]
j,2
(λ−β/N)R[2,2] t1
1, j
(−β/N−λ) , (19)
where t1 indicates transposition with respect to the first space in a tensor product. This
monodromy matrix is constructed in such a way that (see [13])
tr1¯...N
{
T [2]−L+1(0) . . .T
[2]
L (0)
}
=
[
1− 2
NT
L
∑
n=−L+1
(
βT hn−1,n−2hSzn
)
+O
( 1
N2
)]N2
. (20)
Hence, setting β= iJ/T and
ρN,L(T,h) = tr1¯...N
{
T [2]−L+1(0) . . .T
[2]
L (0)
}
, (21)
we conclude, using (1), (14) and (20), that
lim
N→∞
ρN,L(T,h) = ρL(T,h) . (22)
7We shall call this limit the Trotter limit.
The transfer matrix
t [2](λ) = tr j T
[2]
j (λ) (23)
is commonly called the quantum transfer matrix. We shall recall below how it can be
diagonalized by means of the algebraic Bethe ansatz [30]. Quite generally it has the
remarkable property that the eigenvalue Λ[2](0) of largest modulus of t [2](0) (we call it
the dominant eigenvalue) is real and non-degenerate and is separated by the rest of the
spectrum by a gap [31, 32]. It can further be shown that
f (T,h) =−T lim
L→∞
lim
N→∞
ln tr−L+1,...,L ρN,L(T,h)
2L
=−T lim
N→∞
lnΛ[2](0) . (24)
Thus, the dominant eigenvalue alone determines the bulk thermodynamic properties of
the spin chain.
Owing to the fact that R[2,2] satisfies the Yang-Baxter equation the transfer matrices
t [2](λ) form a commutative family,
[t [2](λ), t [2](µ)] = 0 . (25)
It follows that the eigenvectors of t [2](λ) do not depend on λ. Let |Ψ0〉 denote an
eigenvector belonging to the dominant eigenvalue Λ[2](0). We shall call it the dominant
eigenvector. It is unique up to normalization and is an eigenvector of t [2](λ) with
eigenvalue Λ[2](λ) = 〈Ψ0|t [2](λ)|Ψ0〉/〈Ψ0|Ψ0〉. In [13] it was pointed out that such an
eigenvector determines all static correlation functions at temperature T and magnetic
field h. In particular, it determines the density matrix (18) of any finite segment [1,m],
D[1,m](T,h) = lim
N→∞
〈Ψ0|T [2](0)⊗·· ·⊗T [2](0)|Ψ0〉
〈Ψ0|Ψ0〉
(
Λ[2](0)
)m . (26)
For technical reasons it is better to consider a slightly more general expression
than the one under the limit, by allowing for mutually distinct spectral parameters ξ j,
j = 1, . . . ,m, instead of zero. Setting ξ= (ξ1, . . . ,ξm) we define
D[2](ξ) =
〈Ψ0|T [2](ξ1)⊗·· ·⊗T [2](ξm)|Ψ0〉
〈Ψ0|Ψ0〉Λ[2](ξ1) . . .Λ[2](ξm)
, (27)
the inhomogeneous density matrix at finite Trotter number. Then
D[1,m](T,h) = lim
N→∞
lim
ξ1,...,ξm→0
D[2](ξ) . (28)
The expression (27) is our starting point for the derivation of the multiple integral
representation in appendix C.
2.4 Bethe Ansatz solution
For the calculation of the free energy (24) and the inhomogeneous density matrix (27)
we need to know in first place the dominant eigenvector |Ψ0〉 and the corresponding
8transfer matrix eigenvalue Λ[2](λ). They can be obtained by means of the standard
algebraic Bethe ansatz for the spin- 12 generalized model (see e.g. chapter 12.1.6 of [11]),
since, by the general reasoning of the fusion procedure [27], the quantum transfer
matrix t [2](λ) can be expressed in terms of a transfer matrix with spin- 12 auxiliary space
and its associated quantum determinant.
For the temperature case at hand we define the staggered monodromy matrix with
spin- 12 auxiliary space [30] by
T [1]a (λ+ i) = ehσ
z
a/T R[1,2]a,N (λ−β/N)R[2,1] t1N−1,a(−β/N−λ) . . .
. . .R[1,2]a,2 (λ−β/N)R[2,1] t11,a (−β/N−λ) . (29)
Then, interpreting this monodromy matrix as a 2×2 matrix in the auxiliary space a, we
define
t [1](λ) = trT [1](λ) , detq T [1](λ) =U
(
T [1](λ− i)⊗T [1](λ+ i))U t . (30)
It follows from (11) that
T [2](λ) = S
(
T [1](λ− i)⊗T [1](λ+ i))St . (31)
Taking the trace and using (30) we conclude that
t [2](λ) = t [1](λ− i)t [1](λ+ i)−detq T [1](λ) , (32)
Hence, since detq T [1](λ) commutes with T [1](λ) [27], every eigenstate of t [1](λ) is an
eigenstate of t [2](λ) as well.
The algebraic Bethe ansatz is based on the Yang-Baxter algebra relations
Rˇ[1,1](λ−µ)(T [1](λ)⊗T [1](µ))= (T [1](µ)⊗T [1](λ))Rˇ[1,1](λ−µ) (33)
which follow from (12) and (29). Representing T [1](λ) by the 2×2 matrix
T [1](λ) =
(
A(λ) B(λ)
C(λ) D(λ)
)
(34)
and defining the pseudo vacuum
|0〉=
[(
0
0
1
)
⊗
(
1
0
0
)]⊗N2
(35)
we deduce from (29) that
C(λ)|0〉= 0 , A(λ)|0〉= a(λ)|0〉 , D(λ)|0〉= d(λ)|0〉 , (36)
where the pseudo vacuum eigenvalues a(λ) and d(λ) are explicit complex valued
functions. Using the notation
φ±(λ) = (λ± iu)N/2 , u =− JNT (37)
9which proved to be useful in [30], we can express them as
a(λ) =
eh/Tφ−(λ+ i)
φ−(λ−3i) , d(λ) =
e−h/Tφ+(λ− i)
φ+(λ+3i)
. (38)
Given the Yang-Baxter algebra (33) and the pseudo vacuum eigenvalues (38) the
eigenvectors and eigenvalues of t [1](λ) can be obtained from general considerations
(see e.g. chapter 12.1.6 of [11]). The dominant eigenstate |Ψ0〉 of t [2](λ), in particular,
can be represented as
|Ψ0〉= B(λ1) . . .B(λN)|0〉 , (39)
where the set of so-called Bethe roots {λ j}Nj=1 is a specific solution of the Bethe ansatz
equations
a(λ j)
d(λ j)
=
N
∏
k=1
k 6= j
λ j−λk +2i
λ j−λk−2i , j = 1, . . . ,N . (40)
For the given set of Bethe roots {λ j}Nj=1 we define the Q-function
q(λ) =
N
∏
j=1
(λ−λ j) . (41)
Then the eigenvalue of t [1](λ) corresponding to |Ψ0〉 is
Λ[1](λ) = a(λ)
q(λ−2i)
q(λ)
+d(λ)
q(λ+2i)
q(λ)
. (42)
As for the eigenvalue of t [2](λ) we conclude with (32) and equation (48) below that
Λ[2](λ) = Λ[1](λ− i)Λ[1](λ+ i)−a(λ+ i)d(λ− i) (43)
This eigenvalue and the Bethe ansatz equations (40) are the main input for the calculation
of the thermodynamics of the spin-1 chain. In order to perform the Trotter limit the
eigenvalue must be represented by means of auxiliary functions satisfying a finite set
of nonlinear integral equations. This was achieved in [30]. To the extend we need the
results also for the calculation of the density matrix, they are reviewed in the following
section.
2.5 Simplified form of fused monodromy matrix
Slight simplifications are possible for the form (31) of the fused monodromy matrix
T [2] and for the form (30) of the quantum determinant of T [1]. We include them here for
later convenience. Setting T± = T [1](ξ± i),
T± =
(
A± B±
C± D±
)
(44)
and using the Yang-Baxter equation and (10), we conclude that
T [2](ξ) = S(T+⊗T−)St = S(T−⊗T+)St . (45)
10
Similarly, it follows that
S(T+⊗T−)U t =U(T−⊗T+)St = 0 (46)
with the help of which we can represent T [2] e.g. as
T [2](ξ) =
 A−A+
√
2A+B− B+B−√
2C−A+ C−B++D−A+
√
2D−B+
C−C+
√
2C+D− D−D+
 (47)
and detq T [1](λ) as
detq T [1](ξ) = D−A+−B−C+ . (48)
3 Thermodynamics
In this section we consider the evaluation of the free energy per lattice site f (T,h) by
means of nonlinear integral equations (NLIE). This gives us the opportunity to introduce
certain auxiliary functions and integration contours that are also relevant for the multiple
integral representation of the density matrix elements in the next section. Our starting
point is the expression (24) for f (T,h) in terms of the dominant eigenvalue Λ[2](λ) of
the quantum transfer matrix together with the Bethe ansatz solution (40)-(43). In [30]
the problem was solved within the more general context of the fusion hierarchy, and
NLIE for the integrable isotropic spin chains of arbitrary spin were obtained. We believe
that those NLIE are optimal in several respects for the calculation of the free energy.
They are integral equations of convolution type formulated for a minimal number of
functions on straight lines, and, for this reason, can be accurately solved numerically.
Moreover, the low temperature asymptotics of the free energy can be extracted from
these equations [30].
For the calculation of the free energy for spin 1 we will be dealing with three
coupled NLIE for three functions b, b and y. We show the equations below in (58)
and present an alternative derivation in appendix B. For finite Trotter number N the
functions b, b and y can be expressed in terms of the Q-functions (41) and the functions
φ± introduced in (37) (see appendix A). This defines them as meromorphic functions
in the entire complex plane, but is inappropriate for performing the Trotter limit. In the
NLIE, on the other hand, the Trotter number appears only in the driving term and the
Trotter limit is easily obtained. For a discussion of some of the subtleties related to the
Trotter limit and the definition of useful auxiliary functions see [15].
If one is only interested in the free energy, it is sufficient to know the functions b, b
and y close to the real axis (see (58), (62) below). For the calculation of more general
physical quantities, however, as, for instance, the density matrix elements we are going
to consider in the next section, we need to know b, b also close to straight lines parallel
to the real axis, passing through ±2i. This is the reason why we reconsider and slightly
extend the approach of [30].
The necessity of considering auxiliary functions in an extended strip around the
real axis originates from the particular distribution of the Bethe roots that parameterize
11
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Figure 1: Schematic distribution of the upper and lower Bethe roots λ2 j−1 and λ2 j,
respectively, in the strips S±.
the dominant state. Define the strips
S± =
{
λ ∈ C∣∣0<±Imλ< 2} . (49)
Then the Bethe roots of the dominant state come in N/2 pairs (so-called two-strings)
with one root in S+ and the other one in S−. For large Trotter number they accumulate
in the vicinity of ±i. We shall call the Bethe roots in S+ the upper Bethe roots and the
Bethe roots in S− the lower Bethe roots. By convention the upper Bethe roots will be
denoted λ2 j−1 and the lower Bethe roots λ2 j, where j = 1, . . . ,N/2 (see figure 1).
Typical physical quantities at finite temperature can be written as sums over the
Bethe roots of the dominant state. Such sums can be converted into contour integrals
by means of appropriate auxiliary functions having their zeros at the Bethe roots. As
compared to the spin- 12 case the choice of the contours and auxiliary functions is more
delicate for spin 1. In particular, it seems that the auxiliary functions and integration
contours have to be chosen separately in S+ and S−. We shall consider the auxiliary
functions
f(λ) =
1
b(λ−2i) , f(λ) =
1
b(λ+2i)
(50)
(see appendix A for the definitions of b and b in terms of Q-functions). As usually we
also introduce the corresponding ‘capital functions’
F(λ) = 1+ f(λ) , F(λ) = 1+ f(λ) . (51)
They are meromorphic for finite Trotter number, and F has in S+ exactly N/2 zeros
located at the upper Bethe roots and only a single N/2-fold pole at i− iu. Similarly, F
has in S− exactly N/2 zeros located at the lower Bethe roots and only a single N/2-fold
pole at −i+ iu.
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Figure 2: The contours C± in the strips S± encircle the upper and lower Bethe roots
respectively and close at infinity.
Using this information and the definitions of some additional useful auxiliary
functions in terms of Q-functions (see appendix A) we obtain the following NLIE,
ln
f(λ)
aII(λ)
= d f (λ)+ ln
F(λ)
B(λ)
+
∫
C+
dµ
2pii
K(λ−µ) lnF(µ)+
∫
C
−
dµ
2pii
K(λ−µ) lnF(µ) , λ ∈ C+ , (52a)
ln
f(λ)
aII(λ)
=−d f (λ)+ ln F(λ)
B(λ)
−
∫
C
+
dµ
2pii
K(λ−µ) lnF(µ)−
∫
C−
dµ
2pii
K(λ−µ) lnF(µ) , λ ∈ C− . (52b)
Here we have introduced the kernel
K(λ) =
1
λ−2i −
1
λ+2i
(53)
and the driving term
d f (λ) =
2h
T
+ ln
φ+(λ−3i)φ−(λ− i)φ−(λ+ i)φ+(λ+3i)
φ−(λ−3i)φ+(λ− i)φ+(λ+ i)φ−(λ+3i)
N→∞−→ 2h
T
+
iJ
T
(
K(λ+ i)−K(λ− i)) . (54)
Note that the only explicit N-dependence is in the driving term d f . And since this
driving term has a simple Trotter limit, we conclude that the functions f and f have a
Trotter limit as well.
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Figure 3: For the regularization in the multiple integral representation the dashed lines
show the relative positions of the contours C±, C±.
The precise definition of the integration contours is slightly subtle. We illustrate it
in figure 2. C+ is a simple closed contour inside S+ that encircles the upper Bethe roots.
We may realize it as a large rectangle with upper edge slightly below 2i and lower edge
slightly above the real axis. Similarly C− must enclose the lower Bethe roots inside S−
and may also be taken as a large rectangle, now with lower edge slightly above −2i and
with upper edge slightly below the real axis. The bar in C
±
means that the contours do
not encircle the singularities originating from the kernel K(λ). This prescription may
be seen as an ‘iε-regularization’ of the kernel after the contour integral is decomposed
into an integral over straight lines. Such type of regularization is needed because the
kernel has poles at µ = λ±2i which must not lie on the contours. Having in mind the
multiple integral representation in the next section we prefer to realize it in the way
sketched in figure 3, where C
+−2i inside C− = C− inside C+−2i, and ‘inside’ means
‘infinitesimally narrower’.
At first sight, (52a) and (52b) do not seem to be enough to fix the unknown functions,
as the number of equations is smaller than that of the functions. In order to understand
that they actually fix the functions f and f, let us simulate one step in the iterative
scheme. Assume that an approximate estimation of f, f is already known. Then aII, aII
are determined from f, f by
aII(λ) =
1
f(λ+2i) − f(λ)
F(λ)
, for λ ∈ C−, aII(λ) =
1
f(λ−2i) − f(λ)
F(λ)
, for λ ∈ C+. (55)
Note that B(λ)/F(λ) and B(λ)/F(λ) are equal to 1+aII(λ) and 1+aII(λ), respec-
tively. They are thus determined by given f, f. Substituting them into the rhs of (52a) and
(52b) (and aII,aII into the lhs), we obtain the next-step approximation to f, f. Therefore
equations (52) consistently fix f and f. The other functions are then determined from
them.
Suppose that we have evaluated the auxiliary functions through (52). Then, for
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|Imλ|< 1, the largest eigenvalue Λ[2](λ) is obtained as
lnΛ[2](λ) = lnΛ[2]0 (λ)+
∫
C−
dµ
2pii
K(λ−µ−3i) lnB(µ)+
∫
C+
dµ
2pii
K(λ−µ+ i) lnB(µ) ,
lnΛ[2]0 (λ) =
2h
T
+ ln
φ+(λ−2i)φ−(λ+2i)
φ−(λ−2i)φ+(λ+2i)
N→∞−→ 2h
T
+
4J
T
1
λ2+4
. (56)
The NLIE (52) are actually only one of many possible choices. We choose this one
as we think that it has an advantage compared to others in the following sense. Although
the equations themselves are literally correct, the integrations over contours suffer from
poor numerical accuracy, especially in the low temperature regime. Therefore it is
better to rewrite them in the form obtained in [30], where the integrations are defined
on the straight lines. We will show in appendix B that (52) can be transformed into (58)
below with the help of additional algebraic relations among the auxiliary functions. In
the same appendix B we also provide subsidiary equations that determine the functions
f, f on straight lines close to the real axis, which amounts to knowing b and b on straight
lines close to ±2i (see (50)).
Unlike in (52) we need to deal with b(λ),b(λ) and y(λ), if we choose straight lines
as integration contours. For convenience we introduce the shifted functions
bε(λ) = b(λ− iε) , bε(λ) = b(λ+ iε) , (57)
and similar capital functions. Then the desired NLIE read logy(λ)logbε(λ)
logbε(λ)
=
 0∆b(λ)
∆b(λ)
+ K̂∗
 logY (λ)logBε(λ)
logBε(λ)
 , (58)
where (K̂∗g)i denotes the matrix convolution ∑ j
∫ ∞
−∞ dµK̂i, j(λ−µ)g j(µ), and
∆b(λ) =− hT +d(u,λ− iε) , ∆b(λ) =
h
T
+d(u,λ+ iε) , (59a)
d(u,λ) =
N
2
∫ ∞
−∞
dk e−ikλ
sinhuk
k coshk
N→∞−→ − J
T
pi
2coshpiλ/2
. (59b)
The integration constants (±h/T ) are fixed by comparing the asymptotic values of both
sides of (58) for |λ| → ∞. The kernel matrix is given by
K̂(λ) =
 0 K(λ+ iε) K(λ− iε)K(λ− iε) F(λ) −F(λ+2i(1− ε))
K(λ+ iε) −F(λ−2i(1− ε)) F(λ)
 , (60)
where
K(λ) =
1
4coshpiλ/2
, F(λ) =
∫ ∞
−∞
dk
2pi
e−|k|−ikλ
2coshk
. (61)
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The free energy then follows from (24) noticing that the dominant eigenvalue can be
represented by integration over straight lines as
lnΛ[2](λ) = lnΛ[2]0 (λ)−
2h
T
+
∫ ∞
−∞
dµK(λ−µ+ iε) lnBε(µ)+
∫ ∞
−∞
dµK(λ−µ− iε) lnBε(µ) . (62)
As the actual transformation from (52) to (58) is involved, we defer the details to
appendix B.
4 The multiple integral representation
In this section we present the main result of this work, which is a multiple integral
formula for the matrix elements D[2]
α1,...,αm
β1,...,βm (ξ), α j,βk =−,0,+, of the inhomogeneous
density matrix (27). Our formula generalizes the result of [21] to finite temperature
and magnetic field and the result of [14] to spin 1. The details of the derivation can be
found in appendix C.
For any two sequences (α) = (αn)mn=1 and (β) = (βn)
m
n=1 of upper and lower matrix
indices we shall obtain a different multiple integral. Let us introduce the notation nσ(x),
σ=−,0,+, (x) = (α),(β), for the number of σs in the sequence (x), e.g. n0(β) is the
number of zeros in (β). Then
n+(α)+n0(α)+n−(α) = m , (63a)
n+(β)+n0(β)+n−(β) = m , (63b)
n+(β)−n−(β)−n+(α)+n−(α) = 0 . (63c)
Here the last equation is equivalent to 2n+(α)+n0(α) = 2n+(β)+n0(β)†.
The dependence of the multiple integral on the indices α j, βk enters through a
sequence (z) = (zn)2mn=1 encoding the positions of −,0,+ in (α) and (β). For the
construction of (z) we order the density matrix indices as αm, . . . ,α1,β1, . . . ,βm and
inspect them starting from the left. If αm = − we do nothing, if αm = 0 we define
z1 = m, and if αm =+ we define z1 = z2 = m. We continue this procedure with αm−1
and so on. When we have reached α1 we have defined
p = 2n+(α)+n0(α) (64)
elements of the sequence (z) in this way. If β1 = − we define zp+1 = zp+2 = 1, if
β1 = 0 we define zp+1 = 1, and if β1 = + we do nothing. We continue the same
way with β2, β3 etc. until we end at βm. The sequence (z) thus constructed has
2n+(α) + n0(α) + n0(β) + 2n−(β) = 2m elements, and the pair (z), p is in one-to-
one correspondence with the sequences (α) and (β). As an example let us consider
(α) = (+,−,0),β= (0,0,0). Then z1 = 3, z2 = z3 = z4 = 1, z5 = 2, z6 = 3, p = 3.
†Using (47) this translates into the fact that number of plus signs in the sequences of upper and lower
indices of the matrices T [1], the density matrix element (C.25) is composed of, must be the same.
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Two types of functions occur under the multiple integral. One type is explicit and
has its origin in the Yang-Baxter algebra. The functions
F` (λ) =
m
∏
k=1
(λ−ξk− i)
`−1
∏
k=1
(λ−ξk−3i)
m
∏
k=`+1
(λ−ξk + i) , (65a)
F`(λ) =
m
∏
k=1
(λ−ξk + i)
`−1
∏
k=1
(λ−ξk +3i)
m
∏
k=`+1
(λ−ξk− i) (65b)
belong to this type. We think of them as ‘fused wave functions’.
The other type is related to the task of rewriting sums over Bethe roots as integrals
over closed contours (see appendix C). These functions may be defined as solutions
of linear integral equations over closed contours. We have two pairs of such functions.
The first one is defined by
G+(λ,ξ) = K(λ−ξ−3i)−K(λ−ξ− i)
−
∫
C+
dµ
2pii
F(µ)
B(µ)
G+(µ,ξ)K(λ−µ)+
∫
C
−
dµ
2pii
F(µ)
B(µ)
G−(µ,ξ)K(λ−µ−4i) , (66a)
G−(λ,ξ) = K(λ−ξ+ i)−K(λ−ξ+3i)
−
∫
C
+
dµ
2pii
F(µ)
B(µ)
G+(µ,ξ)K(λ−µ+4i)+
∫
C−
dµ
2pii
F(µ)
B(µ)
G−(µ,ξ)K(λ−µ) , (66b)
where λ∈ C+ for G+ and λ∈ C− for G−. The second pair of auxiliary functions needed
in the definition of the multiple integral is
S+(λ,ξ) =−e(λ−ξ−5i)− e(λ−ξ− i)− 1
Y (ξ)
(
K(λ−ξ−3i)+K(λ−ξ− i))
−
∫
C+
dµ
2pii
F(µ)
B(µ)
S+(µ,ξ)K(λ−µ)+
∫
C
−
dµ
2pii
F(µ)
B(µ)
S−(µ,ξ)K(λ−µ−4i) , (67a)
S−(λ,ξ) =−e(λ−ξ− i)− e(λ−ξ+3i)− 1
Y (ξ)
(
K(λ−ξ+ i)+K(λ−ξ+3i))
−
∫
C
+
dµ
2pii
F(µ)
B(µ)
S+(µ,ξ)K(λ−µ+4i)+
∫
C−
dµ
2pii
F(µ)
B(µ)
S−(µ,ξ)K(λ−µ) , (67b)
where, similar to the above case, λ ∈ C+ for S+ and λ ∈ C− for S− and where we have
introduced the ‘bare energy function’
e(λ) =
1
λ
− 1
λ+2i
. (68)
The functions G± and S± enter the multiple integral through the determinant of a
matrix with elements Θ(p)j,k defined by
Θ(p)j,2k−1 =
{
G+(ω j,ξk) j = 1, . . . , p
G−(ω j,ξk) j = p+1, . . . ,2m ,
(69a)
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Θ(p)j,2k =
{
iS+(ω j,ξk) j = 1, . . . , p
iS−(ω j,ξk) j = p+1, . . . ,2m .
(69b)
Using all of the above defined notation we can write the non-vanishing matrix
elements of the inhomogeneous spin-1 density matrix as
D[2]
α1,...,αm
β1,...,βm (ξ) =
2−m−n+(α)−n−(β)
∏1≤ j<k≤m(ξk−ξ j)2[(ξk−ξ j)2+4][ p
∏
j=1
∫
C
dω j
2pii
Fz j(ω j)
][ 2m
∏
j=p+1
∫
C
dω j
2pii
Fz j(ω j)
] det2mΘ(p)j,k
∏1≤ j<k≤2m(ω j−ωk−2i)
. (70)
This formula is the main result of our work. It represents the inhomogeneous density
matrix of the integrable spin-1 chain as a single multiple integral. All dependence on
the Trotter number has been absorbed into the auxiliary functions G± and S±. Therefore
the Trotter limit is trivial in this formulation.
Note that it is also easy to perform the homogenous limit. In complete analogy with
the spin- 12 case [14, 24] we obtain
D[1,m]
α1,...,αm
β1,...,βm (T,h) = 2
−m2−n+(α)−n−(β)[ p
∏
j=1
∫
C
dω j
2pii
Fz j(ω j)
][ 2m
∏
j=p+1
∫
C
dω j
2pii
Fz j(ω j)
] det2mΞ(p)j,k
∏1≤ j<k≤2m(ω j−ωk−2i)
(71)
for the physical density matrix. Here we introduced the notation
Ξ(p)j,2k−1 =
∂k−1ξ
(k−1)!
{
G+(ω j,ξ)|ξ=0 j = 1, . . . , p
G−(ω j,ξ)|ξ=0 j = p+1, . . . ,2m ,
(72a)
Ξ(p)j,2k =
i∂k−1ξ
(k−1)!
{
S+(ω j,ξ)|ξ=0 j = 1, . . . , p
S−(ω j,ξ)|ξ=0 j = p+1, . . . ,2m .
(72b)
5 One-point functions in factorized form
In this section we have a closer look at the one-point functions which are the most
elementary correlation functions. Using the general multiple integral formula (70) we
can write the non-zero one-point functions as
D++(ξ) =
i
4
∫
C
dω1
2pii
∫
C
dω2
2pii
(ω1−ξ− i)(ω2−ξ− i)
ω1−ω2−2i
∣∣∣∣ G+(ω1,ξ) S+(ω1,ξ)G+(ω2,ξ) S+(ω2,ξ)
∣∣∣∣ ,
D00(ξ) =
i
2
∫
C
dω1
2pii
∫
C
dω2
2pii
(ω1−ξ− i)(ω2−ξ+ i)
ω1−ω2−2i
∣∣∣∣ G+(ω1,ξ) S+(ω1,ξ)G−(ω2,ξ) S−(ω2,ξ)
∣∣∣∣ ,
D−−(ξ) =
i
4
∫
C
dω1
2pii
∫
C
dω2
2pii
(ω1−ξ+ i)(ω2−ξ+ i)
ω1−ω2−2i
∣∣∣∣ G−(ω1,ξ) S−(ω1,ξ)G−(ω2,ξ) S−(ω2,ξ)
∣∣∣∣ . (73)
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This is the double integral form of the one-point functions. Judging from our experience
with the spin- 12 case [3, 7] and with the spin-1 ground state correlation functions [21]
we expect these integrals to factorize into sums over products of single integrals.
This is indeed the case. For n = 0,1 we introduce the following functions repre-
sented by single integrals,
σn(ξ) =
∫
C+
dλ
2pii
F(λ)
B(λ)
λnG+(λ,ξ)−
∫
C−
dλ
2pii
F(λ)
B(λ)
λnG−(λ,ξ) , (74a)
δn(ξ) =
∫
C+
dλ
2pii
F(λ)
B(λ)
λnS+(λ,ξ)−
∫
C−
dλ
2pii
F(λ)
B(λ)
λnS−(λ,ξ) . (74b)
Then, using tricks similar to those employed in [3], we obtain the ‘magnetization’
D++(ξ)−D−−(ξ) = σ0(ξ) (75)
and the ‘probability for measuring zero for the z-component of the spin’,
D00(ξ) =
1
3
− i
3
∣∣∣∣∣∣∣
σ0(ξ) σ1(ξ)−2i
δ0(ξ)+1+ 2Y (ξ) δ1(ξ)+ξ
(
1+ 2Y (ξ)
)
∣∣∣∣∣∣∣ , (76)
in factorized form. They determine all one-point functions because of the relation
D++(ξ)+D
0
0(ξ)+D
−
−(ξ) = 1 . (77)
Note that σ0 and also the whole determinant in (76) must vanish for symmetry reasons
if the magnetic field is switched off.
6 The zero temperature limit at vanishing magnetic field
All dependence on temperature of the multiple integral formula (70) is hidden in the
functions G± and S±. We obtain the ground state result for vanishing magnetic field
by replacing these functions by their corresponding limits which have to be calculated
from (66), (67).
The temperature enters these equations through the functions b, b, f, f and y. How
do they behave in the limit? We first look at the nonlinear integral equations (58). As
T → 0 for h= 0, the driving terms in the equations for b and b both go to minus infinity
pointwise. It follows that b,b→ 0 on lines slightly below or slightly above the real
axis. From the equation for y we conclude that y→ 1 close to the real axis. Then by
equation (B.16) also y(λ± i)→ 1 for λ close to the real axis, and, using (B.15), we find
that f, f→ 0. Thus,
lim
T→0+
lim
h→0
F(λ)
B(λ)
= 1 , lim
T→0+
lim
h→0
F(λ)
B(λ)
= 1 (78)
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for λ slightly below or above the real axis. The behaviour of these functions close to
the lower edge of C− and close to the upper edge of C+ then follows from (A.9b),
lim
T→0+
lim
h→0
F(λ−2i)
B(λ−2i) =
1
2
, lim
T→0+
lim
h→0
F(λ+2i)
B(λ+2i)
=
1
2
(79)
for λ slightly above or below the real axis.
Inserting (78) and (79) into (66) and (67) and using that Y (ξ)→ 2 we obtain a set
of linear integral equations of convolution type that can be solved by means of Fourier
transformation. Some care is required with the relative location of the contours, though.
Referring to the notation
Z++(λ,ξ) = lim
ε→0+
lim
T→0+
lim
h→0
Z+(λ+2i− iε,ξ) , (80a)
Z+−(λ,ξ) = lim
ε→0+
lim
T→0+
lim
h→0
Z+(λ+ iε,ξ) , (80b)
Z−+(λ,ξ) = lim
ε→0+
lim
T→0+
lim
h→0
Z−(λ− iε,ξ) , (80c)
Z−−(λ,ξ) = lim
ε→0+
lim
T→0+
lim
h→0
Z−(λ−2i+ iε,ξ) , (80d)
where Z = G or Z = S, we obtain the following results
G++(λ,ξ) = G−−(λ,ξ) = 0 , (81a)
G−+(λ,ξ) =−G+−(λ,ξ) = ipi
2ch
(pi
2 (λ−ξ)
) , (81b)
S++(λ,ξ) = S−−(λ,ξ) =
ipi
ch
(pi
2 (λ−ξ)
) , (81c)
S−+(λ,ξ) =
pi(λ−ξ−2i)
4ch
(pi
2 (λ−ξ)
) , S+−(λ,ξ) = −pi(λ−ξ+2i)
4ch
(pi
2 (λ−ξ)
) . (81d)
As a first consistency test we may insert these results into our formulae (74) for the
one-point functions. We obtain σ0 = 0 and δ0 =−2. Then (75), (76) and (77) imply
that D++(0) = D00(0) = D
−
−(0) = 1/3 as it must be from symmetry considerations. This
is, of course, in agreement with [21].
Still, it is not obvious how to relate, in general, the limit of our multiple integral to
the multiple integral derived there directly for the ground state at vanishing field. Here
we consider only the case of the one-point functions and defer any further discussion to
future work. We have to calculate the limits of G+ and S+ in the lower strip S− and
the limits of G− and S− in the upper strip S+ on lines close to the real axis and close to
±2i. These lines must be chosen in such a way that all poles of the kernels in (66), (67)
are located outside the integration contours. Keeping this in mind we define
Z++(λ,ξ) = lim
ε→0+
lim
T→0+
lim
h→0
Z+(λ− iε,ξ) , (82a)
Z+−(λ,ξ) = lim
ε→0+
lim
T→0+
lim
h→0
Z+(λ−2i+ iε,ξ) , (82b)
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Z−+(λ,ξ) = lim
ε→0+
lim
T→0+
lim
h→0
Z−(λ+2i− iε,ξ) , (82c)
Z−−(λ,ξ) = lim
ε→0+
lim
T→0+
lim
h→0
Z−(λ+ iε,ξ) , (82d)
for Z = G and Z = S. Inserting (81) into (66), (67) we obtain
G−+(λ,ξ) = G+−(λ,ξ) = 0 , (83a)
S−+(λ,ξ) = S+−(λ,ξ) = 0 , (83b)
G−−(λ,ξ) =−G++(λ,ξ) = ipi2ch(pi2 (λ−ξ)) , (83c)
S−−(λ,ξ) =
pi(λ−ξ−2i)
4ch
(pi
2 (λ−ξ)
) , S++(λ,ξ) = −pi(λ−ξ+2i)4ch(pi2 (λ−ξ)) . (83d)
Inserting (81) and (83) into (73), in turn, we arrive at
D++(0) =D
−
−(0) =
=
i
4
∫ ∞
−∞
dx1
ch(pix1)
∫ ∞
−∞
dx2
ch(pix2)
[
(x1+ i2)(x2− i2)
x1− x2+ i0 −
(x1+ i2)(x2− i2)
x1− x2− i0
]
=
i
4
∫ ∞
−∞
dx1
ch(pix1)
∫ ∞
−∞
dx2
ch(pix2)
[
(x1+ i2)(x2− i2)
x1− x2+ i0 −
(x1− i2)(x2+ i2)
x1− x2−2i
]
=
pi
2
∫ ∞
−∞
dx
x2+ 14
ch2(pix)
=
1
3
, (84)
to be compared with (4.9) and (4.13) of Kitanine [21]. Similarly, (4.12) of [21] for
D00(0) is reproduced as well,
D00(0) =
i
2
∫ ∞
−∞
dx1
ch(pix1)
∫ ∞
−∞
dx2
ch(pix2)
[
(x1+ i2)(x2+
i
2)
x1− x2− i0 −
(x1+ i2)(x2+
i
2)
x1− x2+ i0
]
=
pi
2
∫ ∞
−∞
dx
1
2 −2x2
ch2(pix)
=
1
3
. (85)
7 Conclusion
We have managed to represent the inhomogeneous density matrix of the integrable
isotropic spin-1 chain as a single multiple integral (70). Our formula admits of the
Trotter limit, the homogeneous limit and the zero temperature and zero magnetic field
limit, where it reproduces the known values of the one-point functions. The main
difficulty in the derivation of (70) was not in the algebraic part, which can be treated in
a similar way as in the ground state case, but in the analytic part. For finite temperature
we can not work with root density functions. Instead, the integrals are obtained by
replacing sums over Bethe roots by integrals over closed contours encircling the Bethe
roots. In the spin-1 case the Bethe roots for the dominant state of the quantum transfer
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matrix come in widely separated pairs, so-called two-strings. In the Trotter limit they
cluster close to ±i. Therefore, in order to avoid unwanted extra-terms, we were forced
to introduce closed contours consisting of two separated loops, which brought about
a considerable amount of technical complexity into the derivation as compared to the
spin- 12 case [12] (see appendix C).
We believe that our result can be generalized to the critical anisotropic case, as it
was done for the ground state at vanishing magnetic field in [10], and to arbitrary higher
spins. Of particular interest for our own research will be the question if the correlation
functions of the integrable higher spin chains factorize. We have obtained a first hint in
this direction: we saw in section 5 that the integrals for the one-point functions factorize.
This is still not what was called factorization of correlation functions in [4] and what was
recently proved to hold for the spin- 12 XXZ chain, namely, that all correlation functions
(of a suitably regularized model) can be expressed in terms of a small number of special
short-range correlations functions constituting the ‘physical part’ of the problem (for
the physical part of the XXZ spin-12 correlation functions see [2]). Showing this for
the higher-spin chains of fusion type as well will be a challenging project for future
research.
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Appendix A: Auxiliary functions for spin 1
As long as the Trotter number is finite the transfer matrix eigenvalues Λ[1](λ) and
Λ[2](λ) as well as all the auxiliary functions used in this work can be expressed in
terms of the Q-functions (41) and the functions φ± defined in (37). In this appendix we
collect the corresponding formula and also some of the relations between the auxiliary
functions. The presentation largely follows [30].
It is sometimes more convenient to deal with polynomials rather than with rational
functions. For this reason a different normalization of the elementary R-matrix was
used in [30]. This leads to differently normalized transfer matrix eigenvalues. In order
to simplify the comparison with [30] we define the functions
Λ1(λ) = φ−(λ−3i)φ+(λ+3i)Λ[1](λ) , (A.1a)
Λ2(λ) = φ−(λ−4i)φ+(λ+2i)φ−(λ−2i)φ+(λ+4i)Λ[2](λ) . (A.1b)
Then, following [30], we introduce
λ1(λ) = e−
2h
T φ−(λ−4i)φ+(λ−2i)φ−(λ−2i)φ+(λ)q(λ+3i)q(λ− i) , (A.2a)
λ2(λ) = φ−(λ−2i)φ+(λ)φ−(λ)φ+(λ+2i)q(λ−3i)q(λ+3i)q(λ− i)q(λ+ i) , (A.2b)
λ3(λ) = e
2h
T φ−(λ)φ+(λ+2i)φ−(λ+2i)φ+(λ+4i)
q(λ−3i)
q(λ+ i)
. (A.2c)
It follows that
Λ2(λ) = λ1(λ)+λ2(λ)+λ3(λ) . (A.3)
The basic auxiliary functions for spin 1 are
b(λ) =
λ1(λ+ i)+λ2(λ+ i)
λ3(λ+ i)
, b(λ) =
λ2(λ− i)+λ3(λ− i)
λ1(λ− i) , (A.4)
with corresponding capital functions
B(λ) = 1+b(λ) , B(λ) = 1+b(λ) . (A.5)
In [30] the nonlinear integral equations (58) were derived from a set of functional
equations satisfied by the functions b,b,B,B together with
y(λ) =
Λ2(λ)
φ−(λ−4i)φ+(λ−2i)φ−(λ+2i)φ+(λ+4i) , Y (λ) = 1+ y(λ) . (A.6)
In appendix B we present an alternative derivation starting from the integral equations
(52) and combining them with some of the algebraic relations exposed below.
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In the derivation of the multiple integral representation for the density matrix
elements we further encounter the functions
a(λ) =
d(λ)
a(λ)
q(λ+2i)
q(λ−2i) , A(λ) = 1+a(λ) , (A.7a)
a(λ) =
1
a(λ)
, A(λ) = 1+a(λ) (A.7b)
familiar from the spin- 12 case. We find it also convenient to give a separate name to the
functions with shifted arguments,
aII(λ) = a(λ+2i) , aII(λ) = a(λ−2i) . (A.8)
The following relations among the functions are needed at several instances in this
work. They follow directly from the above definitions,
B(λ)
F(λ)
= A(λ+2i) ,
B(λ)
F(λ)
= A(λ−2i) , (A.9a)
A(λ+ i)A(λ− i) = 1+ y(λ) , (A.9b)
B(λ− i)
A(λ+ i)A(λ− i) =
Λ[2](λ)
Λ[1](λ+ i)Λ[1](λ− i) =
1
1+ y−1(λ)
, (A.9c)
b(λ− i)b(λ+ i) = 1+ y(λ) = Y (λ) , (A.9d)
F(λ)
F(λ)
=
B(λ)
B(λ)
Y (λ+ i)
Y (λ− i)a(λ) , (A.9e)
f(λ)
aII(λ)
=
( F(λ)
B(λ)
a(λ) =
) F(λ)
y(λ+ i)
, (A.9f)
f(λ)
aII(λ)
=
( F(λ)
B(λ)
a(λ) =
) F(λ)
y(λ− i) . (A.9g)
Appendix B: NLIE with straight contour integrations
In this appendix we will show the steps that are necessary for transforming (52) into (58).
We also present subsidiary equations which can be used for the numerical calculation
of some of the auxiliary functions on lines away from the real axis.
First note that numerical calculations with fixed Trotter number N suggest that
|b(λ)|, |f(λ)|  1 for Imλ= ε, |b(λ)|, |f(λ)|  1 for Imλ=−ε , (B.1)
|b(λ)|, |f(λ)|  1 for Imλ= 2− ε, |b(λ)|, |f(λ)|  1 for Imλ=−2+ ε
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in the low temperature regime. Therefore we rewrite, for example,
∫
C+
dµ
2pii
K(λ−µ) lnF(µ)
=
∫ ∞+iε
−∞+iε
dµ
2pii
K(λ−µ) lnF(µ)−
∫ ∞−iε
−∞−iε
dµ
2pii
K(λ−µ−2i) lnB(µ)
b(µ)
(B.2)
for λ located inside a narrow strip S0 including the real axis. To emphasize the relative
location of λ and µ, we write the last integral as
−
∫
Imλ>Imµ
dµ
2pii
K(λ−µ−2i) lnB(µ)
b(µ)
. (B.3)
We keep our assumption that λ ∈ S0 for a while. Thanks to (A.9f), (A.9g) and a
similar transformation applied to the integrands, (52) is represented as
lny(λ− i) =−d f (λ)+ lnB(λ)
+
∫
Imλ>Imµ
dµ
2pii
K(λ−µ−2i) lnB(µ)
b(µ)
−
∫
Imλ<Imµ
dµ
2pii
K(λ−µ+2i) lnB(µ)
b(µ)
+
∫ ∞
−∞
dµ
2pii
K(λ−µ+ iε) lnF(µ− iε)−
∫ ∞
−∞
dµ
2pii
K(λ−µ− iε) lnF(µ+ iε) , (B.4a)
lny(λ+ i) = d f (λ)+ lnB(λ)
−
∫
Imλ>Imµ
dµ
2pii
K(λ−µ−2i) lnB(µ)
b(µ)
+
∫
Imλ<Imµ
dµ
2pii
K(λ−µ+2i) lnB(µ)
b(µ)
−
∫ ∞
−∞
dµ
2pii
K(λ−µ+ iε) lnF(µ− iε)+
∫ ∞
−∞
dµ
2pii
K(λ−µ− iε) lnF(µ+ iε) . (B.4b)
The integrands in the last two terms in (B.4a) and (B.4b) become proportional to the
logarithm of F(λ)/F(λ) in ε→ 0 limit. Since such ratio does not appear in (58), we
would like to replace it using (A.9e). For this purpose, we first note a contour integral
representation for lna(λ),
lna(λ) =−d f (λ)−
∫
C+
dµ
2pii
K(λ−µ) lnF(µ)−
∫
C−
dµ
2pii
K(λ−µ) lnF(µ) . (B.5)
Again we rewrite this using integration on straight lines and substitute the result into
(A.9e). It is then immediately clear that
ln
F(λ)
F(λ)
=−d f (λ)+ lnB(λ)
B(λ)
+ ln
Y (λ+ i)
Y (λ− i)
+
∫
Imλ>Imµ
dµ
2pii
K(λ−µ−2i) lnB(µ)
b(µ)
−
∫
Imλ<Imµ
dµ
2pii
K(λ−µ+2i) lnB(µ)
b(µ)
+
∫ ∞
−∞
dµ
2pii
K(λ−µ+ iε) lnF(µ− iε)−
∫ ∞
−∞
dµ
2pii
K(λ−µ− iε) lnF(µ+ iε) . (B.6)
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To proceed further, it is convenient to consider equations in Fourier space. For a
smooth function f (λ) we define
fˆ (k) =
∫ ∞
−∞
dλ
2pi
eikλ f (λ) , dˆl f (k) =
∫ ∞
−∞
dλ
2pi
eikλ
( d
dλ
ln f (λ)
)
. (B.7)
We also introduce shifted functions
bε(λ) = b(λ− iε) , bε(λ) = b(λ+ iε) , (B.8a)
fε(λ) = f(λ+ iε) , fε(λ) = f(λ− iε) , (B.8b)
and similarly for the capital functions.
First we take the Fourier transformation of (A.9d) for λ real. This leads to a direct
relation between dˆlbε(k) and dˆlbε(k),
e−εkdˆlbε(k) =−e−(2−ε)kdˆlbε(k)+ e−kdˆlY (k)− iNe−k sinhuk . (B.9)
Similarly, take the Fourier transformation of (B.6) and delete dˆlbε(k) by means of (B.9).
Then
e−εkdˆlFε(k)− eεkdˆlFε(k) = 11+K2(k)
(
−dˆl∆ f (k)+ eεk(Kyb(k)−1)dˆlBε(k)
− e−εk(Kyb¯(k)−1)dˆlBε(k)− eεk(Kyb(k)+ e−2kKyb¯(k))dˆlbε(k)
+(e−kKyb¯(k)+ e
k− e−k)dˆlY (k)
)
, (B.10)
dˆl∆ f (k) = iNe−2|k|−k sinhuk ,
K2(k) = e−2|k| , Kyb(k) = e−2(|k|+k) , Kyb¯(k) = e
−2(|k|−k) .
Finally take the Fourier transformation of the logarithmic derivatives of both sides
of (B.4a) and (B.4b). Note that dˆlFε(k) and dˆlFε(k) only appear in the combination
e−εkdˆlFε(k)− eεkdˆlFε(k). Therefore, by substituting (B.9) and (B.10), one obtains two
equations containing dˆlbε, dˆly, dˆlBε, dˆlBε and dˆlY . They can be solved for dˆlbε and
dˆly in terms of dˆlBε, dˆlBε and dˆlY , yielding
dˆlbε(k) =−iN e
−εk sinhuk
2coshk
+
dˆlBε(k)
1+ e2|k|
− dˆlBε(k)
1+ e2|k|
e2(1−ε)k +
dˆlY (k)
2coshk
e−εk , (B.11a)
dˆly(k) =
eεkdˆlBε(k)+ e−εkdˆlBε(k)
2coshk
. (B.11b)
If dˆlbε(k) is eliminated from (B.11a) by means of (B.9), an equation for dˆlbε(k) is
obtained,
dˆlbε(k) =−iN e
εk sinhuk
2coshk
+
dˆlBε(k)
1+ e2|k|
− dˆlBε(k)
1+ e2|k|
e−2(1−ε)k +
dˆlY (k)
2coshk
eεk . (B.12)
Applying the inverse Fourier transformation and integrating once, we successfully
recover the NLIE (58) with straight integration contours.
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To evaluate physical quantities beyond Λ[2], we also need NLIE (defined with
straight integration contours) for fε and fε. This can be understood as follows. The
eigenvalues of physical quantities are parameterized by BAE roots. Thus, they can
be naturally represented by loop integrals involving B(λ),B(λ),F(λ) or F(λ). We
consider, for example,
I =
∫
C−
dµ
P(λ,µ)
B(µ)
, (B.13)
where P(λ,µ) is some function. This integral can be represented as
I =−
∫ ∞
−∞
dµ
P(λ,µ− iε)
1+bε(µ)
+
∫ ∞
−∞
dµ
P(λ,µ−2i+ iε)
1+ 1fε(µ)
. (B.14)
We therefore need to evaluate fε(λ) and fε(λ), when we adopt straight lines near the
real axis as integration contours.
Indeed, it is not difficult to derive the following expressions for fε(λ) and fε(λ),
ln fε(λ) =∆b(λ)+
∫ ∞
−∞
dµK̂b¯b(λ−µ) lnBε(µ)
+
∫ ∞
−∞
dµK̂b¯b¯(λ−µ) lnBε(µ)+
∫ ∞
−∞
dµK̂ f y(λ−µ) lnY−(µ) , (B.15a)
ln fε(λ) =∆b(λ)+
∫ ∞
−∞
dµK̂bb(λ−µ) lnBε(µ)
+
∫ ∞
−∞
dµK̂bb¯(λ−µ) lnBε(µ)+
∫ ∞
−∞
dµK̂ f¯ y(λ−µ) lnY+(µ) . (B.15b)
The integration kernel K̂ab is the corresponding component in (60), except for K̂ f y and
K̂ f¯ y, defined explicitly by K̂ f y(λ) =−K(λ− i(1−ε)) and K̂ f¯ y(λ) =−K(λ+ i(1−ε)).
The functions Y±(λ) denote shifted Y -functions, Y±(λ) = Y (λ± i). Unfortunately,
they can not be determined from (58), because of the singularity of the kernel function.
We thus need subsidiary equations,
lny+(λ) = lnBε(λ+ iε)+
∫ ∞
−∞
dµK̂yb(λ−µ+ i) lnBε(µ)
+
∫ ∞
−∞
dµK̂yb¯(λ−µ+ i) lnBε(µ) , (B.16a)
lny−(λ) = lnBε(λ− iε)+
∫ ∞
−∞
dµK̂yb(λ−µ− i) lnBε(µ)
+
∫ ∞
−∞
dµK̂yb¯(λ−µ− i) lnBε(µ) . (B.16b)
The functions b(λ) and b(λ) are analytic in a narrow strip including the real axis. For
this reason we can use (58) to estimate the first terms in the rhs of (B.16). Thus, (B.15)
and (B.16), together with (58), fix f(λ) and f(λ) through integrals defined on straight
contours.
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Appendix C: Derivation of the multiple integral representation
In this appendix we derive the multiple integral representation of section 4. Our strategy
is to use as much as possible the results obtained in [12] for the spin-1/2 case.
C.1 Results for spin-1/2 auxiliary space
C.1.1 Spin projection conserving basis
The monodromy matrix T [1] preserves the pseudo spin projection
ηz =
N
∑
j=1
(−1) jSzj , [T [1]a (λ), 12σza+ηz] = 0 . (C.1)
It follows that
T [1]
α1
β1 (ζ1) . . .T
[1]αn
βn (ζn)η
z =
(
ηz+ 12
n
∑
j=1
(α j−β j)
)
T [1]
α1
β1 (ζ1) . . .T
[1]αn
βn (ζn) . (C.2)
Since the dominant state |Ψ0〉 = B(λ1) . . .B(λN)|0〉 has pseudo spin projection zero,
ηz|Ψ0〉= 0, we conclude that the matrix elements 〈Ψ0|T [1]α1β1 (ζ1) . . .T [1]
αn
βn (ζn)|Ψ0〉 all
vanish, unless ∑nj=1(α j−β j) = 0.
This means that we must have the same number of plus signs in the sequences (α j)
and (βk) of upper and lower indices. Let us introduce a basis on the space of local
operators which is adapted to this fact. It is convenient to label the states in this basis
by the positions of the plus signs in (α j) and minus signs in (βk). For x = (x1, . . . ,xn)
with x j ∈ Zn = {1, . . . ,n} and {x1, . . . ,xp}, {xp+1, . . . ,xn} two sets of mutually distinct
numbers, let
bp(x) = σ−xn . . .σ
−
xp+1σ
+
1 . . .σ
+
n σ
−
xp . . .σ
−
x1 . (C.3)
Then
bp(x) = e1α1β1 . . .en
αn
βn with
α j =
{
+ if j ∈ {x1, . . . ,xp}
− else
β j =
{
+ if j /∈ {xp+1, . . . ,xn}
− else.
(C.4)
Clearly
Bn =
{
bp(x)
∣∣n≥ x1 > · · ·> xp ≥ 1≤ xp+1 < · · ·< xn ≤ n; p = 0, . . . ,n} (C.5)
is a basis of the ηz = 0 subspace of the space of local operators acting on
(
C2
)⊗n.
C.1.2 Combinatorial formula for density matrix at finite Trotter number
Referring to the notation of the previous subsection we now fix an even n = 2m and a
vector x that specifies a basis element in B2m. We further define ζ= (ζ1, . . . ,ζ2m) and
D[1](x|ζ) = 〈Ψ0| tr{T
[1](ζ1)⊗·· ·⊗T [1](ζ2m)btp(x)}|Ψ0〉
〈Ψ0|Ψ0〉Λ[1](ζ1) . . .Λ[1](ζ2m)
. (C.6)
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Density matrix elements of this form were considered in [12], where a multiple integral
representation for the spin-1/2 XXZ chain at finite temperature was derived. Most of
that calculation, up to the very last step, was purely algebraic and entirely based on the
commutation relations between the elements of the monodromy matrix. This means
it only depended on the structure of the R-matrix and, hence, can be taken over to the
present case.
For this purpose let us first of all recall some of the notation of [12], but in a form
already adapted to the rational limit. Let
F [1]j (λ) =
x j−1
∏
k=1
(λ−ζk−2i)
2m
∏
k=x j+1
(λ−ζk) , j = 1, . . . , p , (C.7a)
F [1]j (λ) =
x j−1
∏
k=1
(λ−ζk +2i)
2m
∏
k=x j+1
(λ−ζk) , j = p+1, . . . ,2m , (C.7b)
and define a set of functions w j(ζ), j = 1, . . . ,N, as the solutions of the linear system
a′(λ j)w j(ζ) = e(ζ−λ j)a(ζ)− e(λ j−ζ)+
N
∑
k=1
K(λ j−λk)wk(ζ) , (C.8)
where a is the auxiliary function defined in (A.7a).
Then, from equation (63) of [12], we have the following combinatorial expression
D[1](x|ζ) = ∑
({ε+},{ε−})∈p2(Z2m)
N
∑
`ε+1
,...,`ε+2m−n
=1
∑
({δ+},{δ−})∈p2(Z2m)
card{δ−}=n
sign(PQ)
[
2m
∏
j=1
1
1+a(ζ j)
]
∑
R∈Sn
sign(R)det
[−w`ε+j (ζδ+k )]
∏1≤ j<k≤2m(ζk−ζ j)(ω j−ωk−2i)
∣∣∣∣
ωε+j
=λ`
ε+j
,ωε−j
=ζδ−R j[
2m−n
∏
j=1
ε+j ≤p
F [1]ε+j
(λ`ε+j
)
][
2m−n
∏
j=1
ε+j >p
−F [1]ε+j (λ`ε+j )
][
n
∏
j=1
ε−j ≤p
F [1]ε−j
(ζδ−R j)
][
n
∏
j=1
ε−j >p
a(ζδ−R j)F
[1]
ε−j
(ζδ−R j)
]
. (C.9)
For the sums we have adopted the notation from [12]. Z2m = {1, . . . ,2m}, and p2(Z2m)
is the set of all partitions of Z2m into ordered pairs of disjoint subsets. E.g. the first sum
is over all pairs ({ε+},{ε−}) with {ε+}∪{ε−}=Z2m and {ε+}∩{ε−}= /0. Moreover,
n = card{ε−} by definition. We enumerate the elements in the sets {ε±} and {δ±}
in such a way that ε±j < ε
±
k and δ
±
j < δ
±
k if j < k. Then for every ({ε+},{ε−}) and
({δ+},{δ−}) the permutations P,Q ∈S2m under the sum are fixed by
P j =
{
ε−j j = 1, . . . ,n
ε+j−n j = n+1, . . . ,2m ,
Q j =
{
δ−j j = 1, . . . ,n
δ+j−n j = n+1, . . . ,2m .
(C.10)
Note that the Bethe equations a(λ j) =−1 were used in the derivation of (C.9).
29
C.2 Fusion for density matrix elements
C.2.1 The narrow contour
We shall employ equation (C.9) in the derivation of a multiple integral representation for
the density matrix elements of the spin-1 chain. We begin by fixing real inhomogeneity
parameters ξ j, j = 1, . . . ,m, and ε> 0. For j = 1, . . . ,m we choose δ j ∈ {1+ε,−1−ε}
arbitrarily and define
ζ2 j−1 = ξ j + iδ j , ζ2 j = ξ j− iδ j . (C.11)
Using the fusion formulae (31) and (45) we can express the inhomogeneous density
matrix (27) of the spin-1 chain as
D[2](ξ) = lim
ε→0+
S⊗m〈Ψ0|T [1](ζ1)⊗·· ·⊗T [1](ζ2m)|Ψ0〉(St)⊗m
〈Ψ0|Ψ0〉Λ[2](ξ1) . . .Λ[2](ξm)
= ∑
x∈B2m
S⊗mbp(x)(St)⊗m lim
ε→0+
〈Ψ0| tr{T [1](ζ1)⊗·· ·⊗T [1](ζ2m)btp(x)}|Ψ0〉
〈Ψ0|Ψ0〉Λ[2](ξ1) . . .Λ[2](ξm)
= ∑
x∈B2m
S⊗mbp(x)(St)⊗m
[ m
∏
j=1
Λ[1](ξ j− i)Λ[1](ξ j + i)
Λ[2](ξ j)
]
lim
ε→0+
D[1](x|ζ) . (C.12)
Let us denote the coefficient under the sum
D[2](x|ξ) =
[ m
∏
j=1
Λ[1](ξ j− i)Λ[1](ξ j + i)
Λ[2](ξ j)
]
lim
ε→0+
D[1](x|ζ) . (C.13)
Inserting equations (C.9) and (A.9c) on the right hand side we obtain
D[2](x|ζ) = lim
ε→0+ ∑
({ε+},{ε−})∈p2(Z2m)
N
∑
`ε+1
,...,`ε+2m−n
=1
∑
({δ+},{δ−})∈p2(Z2m)
card{δ−}=n
sign(PQ)
[
m
∏
j=1
1
B(ξ j− i)
]
∑
R∈Sn
sign(R)det
[−w`ε+j (ζδ+k )]
∏1≤ j<k≤2m(ζk−ζ j)(ω j−ωk−2i)
∣∣∣∣
ωε+j
=λ`
ε+j
,ωε−j
=ζδ−R j[
2m−n
∏
j=1
ε+j ≤p
F [1]ε+j
(λ`ε+j
)
][
2m−n
∏
j=1
ε+j >p
−F [1]ε+j (λ`ε+j )
][
n
∏
j=1
ε−j ≤p
F [1]ε−j
(ζδ−R j)
][
n
∏
j=1
ε−j >p
a(ζδ−R j)F
[1]
ε−j
(ζδ−R j)
]
.
(C.14)
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ω
2j−1ζ
2jζ +2i
2j−1λ
λ 2j
2j−1ζ −2i
Re
Im
Γ +
2i
i
−i
−2i
−2iλ 2j−1
2jζ
Figure 4: The contours Γ± only contain Bethe roots {λk} = {λ2 j} ∪ {λ2 j−1} and
the corresponding inhomogeneities {ζk} = {ζ2 j} ∪ {ζ2 j−1}. The Bethe roots and
inhomogeneities shifted by the amount of 2i are located outside.
Here the limit in the explicit term is easy to calculate
lim
ε→0+ ∏1≤ j<k≤2m
(ζk−ζ j) = lim
ε→0+
[ m
∏
j=1
(ζ2 j−ζ2 j−1)
]
× ∏
1≤ j<k≤m
(ζ2k−ζ2 j−1)(ζ2k−ζ2 j)(ζ2k−1−ζ2 j−1)(ζ2k−1−ζ2 j)
=
[ m
∏
j=1
−2isignδ j
]
∏
1≤ j<k≤m
(ξk−ξ j)2[(ξk−ξ j)2+4] . (C.15)
The combinatorial sum can be converted into a multiple integral by the same token
as in equation (65) of [12]. We introduce a function
χ(λ,ζ) = e(ζ−λ)a(ζ)− e(λ−ζ)+
N
∑
k=1
K(λ−λk)wk(ζ) . (C.16)
Then
χ(λ−2i,ζ) = 1
λ−ζ −
A(ζ)
λ−ζ−2i +
a(ζ)
λ−ζ−4i +
N
∑
k=1
[
wk(ζ)
λ−λk−4i −
wk(ζ)
λ−λk
]
, (C.17a)
χ(λ+2i,ζ) =
a(ζ)
λ−ζ −
A(ζ)
λ−ζ+2i +
1
λ−ζ+4i +
N
∑
k=1
[
wk(ζ)
λ−λk −
wk(ζ)
λ−λk +4i
]
. (C.17b)
Let R= {z ∈ C|1< |Imz|< 2}. Then R contains all Bethe roots. The two functions
χ(λ∓2i,ζ j) are meromorphic in R. Their only poles inside R are all simple and are
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located at the Bethe roots and at ζ j. The corresponding residua are
resλ=λk χ(λ−2i,ζ j) =−wk(ζ j) , resλ=ζ j χ(λ−2i,ζ j) = 1 , (C.18a)
resλ=λk χ(λ+2i,ζ j) = wk(ζ j) , resλ=ζ j χ(λ+2i,ζ j) = a(ζ j) . (C.18b)
Define two simple contours Γ±, such that (i) Γ+ is inside the upper strip of R and Γ− is
inside the lower strip of R, and (ii) all Bethe roots and all ζ j, j = 1, . . . ,2m, are inside
Γ = Γ++Γ− (see figure 4). Decompose Γ in such a way that Γ = B+ I, where B
contains only Bethe roots and I contains only inhomogeneity parameters. Then we are
very much in the same situation as in [12], and using the functions χ(λ±2i,ζ j) we can
transform the right hand side of (C.14) into a multiple integral over Γ. As we shall see
the notation
g j(ω|ζ) =
{
χ(ω−2i,ζ) j ≤ p
χ(ω+2i,ζ) j > p
(C.19)
will prove useful in that exercise. Using also (C.15) we obtain
D[2](x|ζ)
[ m
∏
j=1
−2iB(ξ j− i)signδ j
]
∏
1≤ j<k≤m
(ξk−ξ j)2[(ξk−ξ j)2+4]
= lim
ε→0+ ∑
({ε+},{ε−})∈p2(Z2m)
[ n
∏
j=1
∫
I
dωε−j
2pii
] N
∑
`ε+1
,...,`ε+2m−n
=1
∑
({δ+},{δ−})∈p2(Z2m)
card{δ−}=n
sign(PQ)
∑
R∈Sn
sign(R)gε−1 (ωε−1 ,ζδ−R j) . . .gε−n (ωε−n ,ζδ−Rn)︸ ︷︷ ︸
det[gε−j
(ωε−j
,ζδ−Rk
)]
det
[
w`ε+j
(ζδ+k )
]
∏1≤ j<k≤2m(ω j−ωk−2i)
∣∣∣∣
ωε+j
=λ`
ε+j
[
2m−n
∏
j=1
ε+j ≤p
−F [1]ε+j (λ`ε+j )
][
2m−n
∏
j=1
ε+j >p
F [1]ε+j
(λ`ε+j
)
][
n
∏
j=1
ε−j ≤p
F [1]ε−j
(ωε−j )
][
n
∏
j=1
ε−j >p
F [1]ε−j
(ωε−j )
]
= lim
ε→0+ ∑
({ε+},{ε−})∈p2(Z2m)
[2m−n
∏
j=1
∫
B
dωε+j
2pii
][ n
∏
j=1
∫
I
dωε−j
2pii
]
︸ ︷︷ ︸
=∏2mj=1
∫
Γ
dω j
2pii
1
∏1≤ j<k≤2m(ω j−ωk−2i)
∑
({δ+},{δ−})∈p2(Z2m)
card{δ−}=n
sign(PQ)det[gε+j (ωε+j ,ζδ+Rk)]det[gε−j (ωε−j ,ζδ−Rk)]
︸ ︷︷ ︸
=det[g j(ω j,ζk)][
2m−n
∏
j=1
ε+j ≤p
F [1]ε+j
(ωε+j )
][
2m−n
∏
j=1
ε+j >p
F [1]ε+j
(ωε+j )
][
n
∏
j=1
ε−j ≤p
F [1]ε−j
(ωε−j )
][
n
∏
j=1
ε−j >p
F [1]ε−j
(ωε−j )
]
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= lim
ε→0+
[ p
∏
j=1
∫
Γ
dω j
2pii
F [1]j (ω j)
][ 2m
∏
j=p+1
∫
Γ
dω j
2pii
F [1]j (ω j)
]
det[g j(ω j,ζk)]
∏1≤ j<k≤2m(ω j−ωk−2i)
.
(C.20)
Note that we used the Laplace expansion formula for determinants in the third equation.
To summarize up to this point, we have derived the equation
D[2](x|ζ) = lim
ε→0+ ∏1≤ j<k≤m
1
(ξk−ξ j)2[(ξk−ξ j)2+4]
[ p
∏
j=1
∫
Γ
dω j
2pii
F [1]j (ω j)
][ 2m
∏
j=p+1
∫
Γ
dω j
2pii
F [1]j (ω j)
]det[g j(ω j,ζk)]∏mj=1 isignδ j2B(ξ j−i)
∏1≤ j<k≤2m(ω j−ωk−2i)
. (C.21)
Here the factor ∏mj=1 signδ j can be used to reorder the columns in the determinant.
Defining the alternating pattern
ν2k−1 = ξk + i(1+ ε) , ν2k = ξk− i(1+ ε) (C.22)
and
χ(p,ε)jk =
χ(λ j−2i,νk) j = 1, . . . , pχ(λ j +2i,νk) j = p+1, . . . ,2m , (C.23)
we find that
det[g j(ω j,ζk)]
m
∏
j=1
signδ j = detχ
(p,ε)
jk . (C.24)
Note that the limit ε→ 0+ is not obvious at this stage, because in the limit the
poles of g at the inhomogeneity parameters unavoidably cross the narrow contour Γ.
Below we shall widen the contour, while carefully taking account of the additional
terms generated during this process. As we shall see, all additional terms are of order ε
and vanish in the limit.
C.2.2 Fusion of wave functions
Before coming to this point we have to recall that for the spin-1 density matrix elements
we do not exactly need D[2](x|ζ), but certain combinations of these coefficients. This
leeds to ‘fusion of the wave functions’ F [1], F [1], to be described in this subsection.
Let us consider a specific matrix element
D[2]
α1,...,αm
β1,...,βm (ξ) =
〈Ψ0|T [2]α1β1 (ξ1) . . .T [2]
αm
βm (ξm)|Ψ0〉
〈Ψ0|Ψ0〉Λ[2](ξ1) . . .Λ[2](ξm)
(C.25)
of the spin-1 density matrix. Since the local space is spin-1, the indices take three
different values, α j,βk = +,0,−. The right hand side of (C.25) can be written as a
linear combination of coefficients D[2](x|ξ) which can be identified by means of (47).
To begin with let us assume that T [2]
+
+(ξ`) = T [1]
+
+(ξ`− i)T [1]
+
+(ξ`+ i) is contained
in the sequence of monodromy matrix elements on the right hand side of (C.25). Then
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we must have x j = 2` and x j+1 = 2`−1 for some j ∈ {1, . . . , p−1} in all coefficients
D[2](x|ξ) contained in the linear combination for that specific density matrix element.
Also δ` =−1− ε, and a factor
2`−1
∏
k=1
(ω j−ζk−2i)
2m
∏
k=2`+1
(ω j−ζk)
2`−2
∏
k=1
(ω j+1−ζk−2i)
2m
∏
k=2`
(ω j+1−ζk)
=
[
(ω j−ξ`− i)(ω j+1−ξ`− i)− iε(ω j−ω j+1−2i)+ ε(2+ ε)
]
×
j+1
∏
n= j
`−1
∏
k=1
[
(ωn−ξk−3i)(ωn−ξk− i)+ ε(2+ ε)
]
×
m
∏
k=`+1
[
(ωn−ξk− i)(ωn−ξk + i)+ ε(2+ ε)
]
= F` (ω j)F` (ω j+1)+O(ε) (C.26)
appears. Here we used the ‘spin-1 wave function’ F` defined in (65).
In a similar way we may consider all the matrix elements of T [2] using for simplifi-
cation the right hand side of (47). E.g. if T [2]
+
0 (ξ`) =
√
2T [1]
+
+(ξ`+ i)T [1]
+
−(ξ`− i) is
contained in the sequence of monodromy matrix elements on the right hand side of
(C.25), then δ` = 1+ε, and we have x j = 2`, x j+1 = 2`−1 for some j ∈ {1, . . . , p−1}
and xi = 2` for some i ∈ {p+1, . . . ,2m}. Thus, there is a factor
√
2
[
(ω j−ξ`− i)(ω j+1−ξ`− i)+ i(2+ ε)(ω j−ω j+1−2i)+ ε(2+ ε)
]
×
j+1
∏
n= j
`−1
∏
k=1
[
(ωn−ξk−3i)(ωn−ξk− i)+ ε(2+ ε)
]
×
m
∏
k=`+1
[
(ωn−ξk− i)(ωn−ξk + i)+ ε(2+ ε)
]
× (ωi−ξ`+ i− iε)
`−1
∏
k=1
[
(ωi−ξk +3i)(ωi−ξk + i)+ ε(2+ ε)
]
×
m
∏
k=`+1
[
(ωi−ξk− i)(ωi−ξk + i)+ ε(2+ ε)
]
≡
√
2 F` (ω j)F` (ω j+1)F`(ωi)+O(ε) (C.27)
under the integral. Again F` and F` are taken from (65). We use the notation ‘≡’
for ‘equal under the multiple integral’ (C.21). The crucial point here is that the term
proportional to (2+ε)(ω j−ω j+1−2i) does not contribute under the integral (C.21) for
symmetry considerations. This is because it multiplies a function which is symmetric
in ω j and ω j+1 in (C.27) and the only other terms under the integral depending on ω j
and ω j+1 are det[g j(ω j,ζk)] and ∏1≤ j<k≤2m(ω j−ωk−2i). But
(ω j−ω j+1−2i)det[g j(ω j,ζk)]
∏1≤ j<k≤2m(ω j−ωk−2i)
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Matrix element Factor under the integral
T [2]
+
+(ξ`) F` (ω j)F` (ω j+1)+O(ε)
T [2]
+
0 (ξ`)
√
2 F` (ω j)F` (ω j+1)F`(ωi)+O(ε)
T [2]
+
−(ξ`) F` (ω j)F` (ω j+1)F`(ωi)F`(ωi+1)+O(ε)
T [2]
0
+(ξ`)
√
2 F` (ω j)+O(ε)
T [2]
0
0(ξ`) 2F` (ω j)F`(ωi)+O(ε)
T [2]
0
−(ξ`)
√
2 F` (ω j)F`(ωi)F`(ωi+1)+O(ε)
T [2]
−
+(ξ`) 1
T [2]
−
0 (ξ`)
√
2 F`(ωi)+O(ε)
T [2]
−
−(ξ`) F`(ωi)F`(ωi+1)+O(ε)
Table 1: The polynomials under the integral.
is antisymmetric in ω j and ω j+1.
Another example is the matrix element T [2]
0
0(ξ`) = T [1]
−
+(ξ`− i)T [1]
+
−(ξ`+ i) +
T [1]
−
−(ξ`− i)T [1]
+
+(ξ`+ i) for which δ` =−1− ε. It is the only matrix element which
we have to express by a sum of two products of monodromy matrix elements with
spin- 12 auxiliary space, and it contributes a factor
2`−1
∏
k=1
(ω j−ζk−2i)
2m
∏
k=2`+1
(ω j−ζk)
×
[2`−1
∏
k=1
(ωi−ζk +2i)
2m
∏
k=2`+1
(ωi−ζk)+
2`−2
∏
k=1
(ωi−ζk +2i)
2m
∏
k=2`
(ωi−ζk)
]
= 2F` (ω j)F`(ωi)+O(ε) , (C.28)
where j ∈ {1, . . . , p} and i ∈ {p+1, . . . ,2m}.
Proceeding case by case in a similar way we obtain the result exposed in tabular 1.
In the tabular it is always implied that j, j+1∈ {1, . . . , p} and i, i+1∈ {p+1, . . . ,2m}.
Inspecting the tabular we see that, up to corrections of the order of ε, the ‘wave function’
under the integral is composed in the following way: For every zero in the sequences
(α j) and (βk) we obtain a factor of
√
2, amounting to a total factor of 2(n0(α)+n0(β))/2 =
2m−n+(α)−n−(β). For every plus in (α j) a factor F` (ω j)F` (ω j+1) appears and for every
zero a factor F` (ω j). From the sequence (βk) we obtain a factor F`(ωi) for every
zero and a factor F`(ωi)F`(ωi+1) for every minus sign. This makes a total number of
2n+(α)+ n0(α)+ n0(β)+ 2n−(β) = 2m factors, and p = 2n+(α)+ n0(α). With the
factors we obtain a sequence (z j)2mj=1, z j ∈ {1, . . . ,m} by arranging them in the order of
ascending ω j: Fz1(ω1) . . .Fzp(ωp)Fzp+1 . . .Fz2m(ω2m).
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Thus, we have obtained the representation
D[2]
α1,...,αm
β1,...,βm (ξ) =
2−n+(α)−n−(β)∏mj=1
i
B(ξ j−i)
∏1≤ j<k≤m(ξk−ξ j)2[(ξk−ξ j)2+4]
lim
ε→0+
[ 2m
∏
j=1
∫
Γ
dω j
2pii
] detχ(p,ε)jk
∏1≤ j<k≤2m(ω j−ωk−2i)[
Fz1(ω1) . . .Fzp(ωp)Fzp+1(ωp+1) . . .Fz2m(ω2m)+O(ε)
]
(C.29)
for the spin-1 density matrix elements. What remains to do is to calculate the limit
ε→ 0. For this purpose we have to deform the integration contours first.
C.2.3 Widening the contours
Next we would like to show that
[ 2m
∏
j=1
∫
Γ
dω j
2pii
] detχ(p,ε)jk
∏1≤ j<k≤2m(ω j−ωk−2i)[
Fz1(ω1) . . .Fzp(ωp)Fzp+1(ωp+1) . . .Fz2m(ω2m)+O(ε)
]
=
[ p
∏
j=1
∫
C
dω j
2pii
][ 2m
∏
j=p+1
∫
C
dω j
2pii
] detχ(p,ε)jk
∏1≤ j<k≤2m(ω j−ωk−2i)[
Fz1(ω1) . . .Fzp(ωp)Fzp+1(ωp+1) . . .Fz2m(ω2m)+O(ε)
]
+O(ε) . (C.30)
We recall that the simple closed contours C, C are defined in such a way that
C= C++C− , C= C++C−
C± ,C± ⊂ S±
C− = C− , C− inside C+−2i , C+−2i inside C−
Γ inside C ,C . (C.31)
For C±, C± we may take large rectangles inside S± which are slightly narrower than
2 in imaginary direction. The third line in (C.31) is a closed contour analogon of
the regularization by infinitesimal shifts of the contours in [21]. The Bethe roots of
the dominant state come in complex conjugated pairs, so-called 2-strings. For their
enumeration we shall employ the same convention as in [21]. Those in the upper
half plane will be labeled by odd integers and those in the lower half plane by even
integers. By definition the contours C and C encircle not only all Bethe roots λ j and
all inhomogeneities ν j but also the down-shifted upper Bethe roots λ2 j−1−2i and the
up-shifted lower Bethe roots λ2 j+2i as well as the down-shifted upper inhomogeneities
ν2 j−1−2i and the up-shifted lower inhomogeneities ν2 j +2i.
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In preparation of the proof of (C.30) we introduce the notation
f (ω1, . . . ,ω2m) =
Fz1(ω1) . . .Fzp(ωp)Fzp+1(ωp+1) . . .Fz2m(ω2m)+O(ε)
∏1≤ j<k≤2m(ω j−ωk−2i)
, (C.32)
where the polynomial, including theO(ε) contribution, is the same as under the integrals
in (C.30). Then the integral on the right hand side of (C.30) can be written as
∑
Q∈S2m
sign(Q)
∫
C
dω1
2pii
χ(ω1−2i,νQ1) . . .
∫
C
dωp
2pii
χ(ωp−2i,νQp)
∫
C
dω2m
2pii
χ(ω2m+2i,νQ(2m)) . . .
∫
C
dωp+1
2pii
χ(ωp+1+2i,νQ(p+1)) f (ω1, . . . ,ω2m) .
(C.33)
We shall show that, if we successively replace the integrals in this expression by integrals
over Γ, the total error will be of the order ε.
(a) For the rightmost integral we note that f considered as a function of ωp+1 is
holomorphic inside C. There is a factor (ω1−ωp+1−2i) . . .(ωp−ωp+1−2i)(ωp+1−
ωp+2−2i) . . .(ωp+1−ω2m−2i) in the denominator, but with our choice of contours
ω j−2i is outside C for ω j ∈ C, j = 1, . . . , p, and the same is true for ω j+2i for ω j ∈ C,
j = p+ 2, . . . ,2m. The function χ(ωp+1 + 2i,νQ(p+1)) has outside Γ but inside C at
most a single pole occurring at νQ(p+1)−2i if Q(p+1) is odd. Then there is ` ∈ Zm
such that νQ(p+1)− 2i = ξ`− i+ iε and, if we contract the contour from C to Γ, the
pole contributes a term having a factor Fzp+1(ξ`− i+ iε) = O(ε) in the numerator.
Hence, the numerator of this term is O(ε). In the denominator we have factors of
ω j−νQ(p+1) =ω j−ξ`− i− iε for j = 1, . . . , p or νQ(p+1)−ω j−4i= ξ`−ω j−3i+ iε
for j = p+2, . . . ,2m. It follows that the absolute value of the denominator is bounded
from below if the ω j are on C for j = 1, . . . , p or on C for j = p+ 2, . . . ,2m. Hence,
the additional term that may be generated by contracting the contour from C to Γ will
at most contribute to order ε, even after performing the summation and the remaining
integrations in (C.33). We symbolize this by writing∫
C
dωp+1
2pii
χ(ωp+1+2i,νQ(p+1)) f (ω1, . . . ,ω2m)≡ε∫
Γ
dωp+1
2pii
χ(ωp+1+2i,νQ(p+1)) f (ω1, . . . ,ω2m) . (C.34)
(b) In order to proceed by induction we define
I0 = f (ω1, . . . ,ω2m) , (C.35a)
In =
∫
Γ
dωp+n
2pii
χ(ωp+n+2i,νQ(p+n))In−1 , n = 1, . . . ,2m− p . (C.35b)
We want to show that∫
C
dωp+n
2pii
χ(ωp+n+2i,νQ(p+n))In−1 ≡ε In . (C.36)
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We have already shown that this is valid for n = 1. To proceed further we have to know
the structure of In.
(c) As a preparatory step let us consider the left hand side (C.36) for n = 2. Then
I1 =
N
∑
kp+1=1
f (ω1, . . . ,ωp,λkp+1 ,ωp+2, . . . ,ω2m)wkp+1(νQ(p+1))
+ f (ω1, . . . ,ωp,νQ(p+1),ωp+2, . . . ,ω2m)a(νQ(p+1)) . (C.37)
Here we have used that f is holomorphic as a function of ωp+1 for ωp+1 on and
inside Γ. We insert I1 into the left hand side of (C.36) for n = 2 and contract the
integration contour from C to Γ. Due to our special choice of the contours C, C
the poles at ωp+2 = ω j − 2i, j = 1, . . . , p and at ωp+2 = ω j + 2i, j = p+ 3, . . . ,2m,
remain outside the contour during the process of deformation. The only pole of
χ(ωp+2+2i,νQ(p+2)) which may be crossed is, in case that Q(p+2) is odd, a simple
pole at νQ(p+2)−2i. The situation is the same as in case (a) above. And as above we
can see that such a term gives only an order-ε contribution, even after performing the
sum and the remaining integrals: νQ(p+2) = ξ`+ i+ iε ⇒ Fzp+2(νQ(p+2)−2i) = O(ε)
and in the denominator we may have ω j−νQ(p+2) = ω j−ξ`− i− iε for j = 1, . . . , p or
νQ(p+2)−ω j−4i= ξ`−ω j−3i+ iε for j = p+3, . . . ,2m, as before, or λkp+1−νQ(p+2)
or νQ(p+1)−νQ(p+2). The latter terms are of no danger, since we assume that the ξ j are
mutually distinct and distinct from all Bethe roots. Thus, we see that the same argument
as above works.
However, we now have singularities of I1 which are crossed in the course of the
deformation of the contour. They give additional contributions. The summand with
kp+1 = j has a term λ j−ωp+2−2i in the denominator, giving rise to a simple pole in
ωp+2 at λ j−2i, if j is odd. When contracting the contour of the ωp+2-integral this pole
causes a contribution (see (C.16), (C.8)) proportional to
χ(λ j,νQ(p+2))w j(νQ(p+1)) = a′(λ j)w j(νQ(p+2))w j(νQ(p+1)) (C.38)
which is symmetric in p+ 1, p+ 2. Such a term vanishes under the sum over all
permutations in (C.33). Another additional contribution comes from the second term in
(C.37), which has a factor νQ(p+1)−ωp+2−2i in the denominator. So we have a pole
at νQ(p+1)−2i. It will give only O(ε)-corrections when we integrate over ωp+2, as we
have already seen.
(d) In the general case the argument is very similar. In−1 is obtained by iterating the
integrations over Γ. In every integration the I j−1 under the integral is holomorphic on
and inside Γ by construction. Hence, we obtain a sum over the pole contributions of
χ(ωp+ j +2i,νQ(p+ j)). This means that In−1 is a sum over terms of the form
t(ωp+n) = f (ω1, . . . ,ωp,xp+1, . . . ,xp+n−1,ωp+n, . . . ,ω2m) yp+1 . . .yp+n−1 , (C.39)
where x j is either a Bethe root or νQ j. If x j is a Bethe root, say λ`, then the corresponding
factor y j = w`(νQ j), if x j = νQ j, then y j = a(νQ j). Let us consider∫
C
dωp+n
2pii
χ(ωp+n+2i,νQ(p+n))t(ωp+n) . (C.40)
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If we shrink the contour to Γ, we obtain at most one pole contribution from χ which is
at νQ(p+n)−2i if Q(p+n) is odd. This contribution is O(ε) by the same argument as
above. Also for the contributions stemming from t we can argue as above. Note that we
do not have to consider double poles (or poles of even higher order), since, if x j and
xk are the same Bethe root, λ` say, then t(ωp+n) has a factor w`(νQ j)w`(νQk), which
vanishes under the antisymmetrizing sum in (C.33). Thus, we have accomplished the
proof of (C.36).
(e) It follows from (C.36) that we can replace all the C-integrals in (C.33) by Γ-
integrals. The total error will be only of order ε. To finish the proof of (C.30) we have
to proceed with the contours C. Let us set
Jp+1 = I2m−p , (C.41a)
Jn =
∫
Γ
dωn
2pii
χ(ωn−2i,νQn)Jn+1 , n = p, . . . ,1 . (C.41b)
We want to show that ∫
C
dωn
2pii
χ(ωn−2i,νQn)Jn+1 ≡ε Jn . (C.42)
The proof is very similar as before.
(f) Let us start with n = p. Then Jp+1 = I2m−p is a sum over terms of the form
s(ωp) = f (ω1, . . . ,ωp,xp+1, . . . ,x2m)yp+1 . . .y2m , (C.43)
as follows from (C.39). If we shrink the contour in∫
C
dωp
2pii
χ(ωp−2i,νQp)s(ωp) (C.44)
to Γ, we obtain at most a single pole contribution from χ stemming from a pole at
νQp + 2i in case that Qp is even. Then νQp + 2i = ξ`+ i− iε for some ` ∈ Zm. But
now Fzp(ξ`+ i− iε) = O(ε), and the numerator in the generated term is O(ε). The
denominator contains terms ω j− (νQp+2i)−2i=ω j−ξ`−3i+ iε which are bounded
from below in the absolute value for ω j ∈ C, j = 1, . . . , p−1. Hence, the whole term is
of order ε, even after integration and summation, and can safely be forgotten. As for
the singularities of s(ωp) we have again two types. If x j is a Bethe root, say λ`, then a
term ωp−λ`−2i occurs in the denominator. It comes together with a factor w`(νQ j).
When calculating the residue at λ`+2i, which is non-zero only if ` is even, we obtain
something proportional to
χ(λ`,νQp)w`(νQ j) = a′(λ`)w`(νQp)w`(νQ j) (C.45)
which yields a term that vanishes under the sum in (C.33) due to symmetry reasons.
Double poles can be excluded by the same argument as above. Finally we may have
x j = νQ j. Then a factor ωp−νQ j−2i is present in the denominator resulting again at
most in an O(ε)-contribution.
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(g) Iterating the above arguments we obtain (C.42), and the proof of (C.30) is
complete. With (C.30) we can now perform the limit ε→ 0+, because it is trivial at the
right hand side of the equation. With the definition
χ(p)jk = limε→0+
χ(p,ε)jk (C.46)
we obtain
lim
ε→0+
[ 2m
∏
j=1
∫
Γ
dω j
2pii
] detχ(p,ε)jk
∏1≤ j<k≤2m(ω j−ωk−2i)[
Fz1(ω1) . . .Fzp(ωp)Fzp+1(ωp+1) . . .Fz2m(ω2m)+O(ε)
]
=
[ p
∏
j=1
∫
C
dω j
2pii
Fz j(ω j)
][ 2m
∏
j=p+1
∫
C
dω j
2pii
Fz j(ω j)
] detχ(p)jk
∏1≤ j<k≤2m(ω j−ωk−2i)
. (C.47)
With this we have derived the multiple integral representation
D[2]
α1,...,αm
β1,...,βm (ξ) =
2−n+(α)−n−(β)
∏1≤ j<k≤m(ξk−ξ j)2[(ξk−ξ j)2+4][ p
∏
j=1
∫
C
dω j
2pii
Fz j(ω j)
][ 2m
∏
j=p+1
∫
C
dω j
2pii
Fz j(ω j)
] detχ(p)jk ∏mj=1 iB(ξ j−i)
∏1≤ j<k≤2m(ω j−ωk−2i)
(C.48)
for the inhomogeneous density matrix of the isotropic spin-1 chain.
C.3 The linear integral equations
In this subsection we shall derive a pair of coupled integral equations for the functions
χ(λ±2i,ν). For this purpose we first of all note that the function χ has been defined in
(C.16) in such a way that
χ(λ j,ν) = a′(λ j)w j(ν) , j = 1, . . . ,N (C.49)
(see (C.8)). We shall use some of the functions that appear in the formulation of the
thermodynamics of the model [30] and that are collected in appendix A. In first place
we need the functions A and A (see (A.7a)). It follows from their definition and from
the fact that Λ[1] has no zeros in S+ ∪S− that the only zeros of A(λ+ 2i) in S− are
simple zeros at λ2 j−1−2i, while the only poles in S− are simple poles at λ2 j. Similarly,
the only zeros of A(λ−2i) in S+ are simple zeros at λ2 j +2i and its only poles in S+
are simple and located at λ2 j−1.
Hence, using (C.17b), (C.49), we conclude that the only singularities of the function
χ(λ+2i,ξ+)/A(λ+2i) inside S− are
(i) a simple pole at λ= ξ− with residue −1,
(ii) simple poles at λ= λ2k−1−2i with residua w2k−1(ξ+).
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Similarly, all singularities of χ(λ−2i,ξ+)/A(λ−2i) inside S+ are (see (C.17a) and
(C.49))
(i) a simple pole at λ= ξ+ with residue 1/A(ξ−),
(ii) simple poles at λ= λ2k +2i with residua −w2k(ξ+).
With this it follows by means of (C.17) that
χ(λ−2i,ξ+) = A(ξ
+)
λ−ξ+−4i −
B(ξ−)
A(ξ−)
1
λ−ξ+−2i −
a(ξ−)
A(ξ−)
1
λ−ξ−
−
∫
C+
dµ
2pii
χ(µ−2i,ξ+)
A(µ−2i) K(λ−µ)+
∫
C
−
dµ
2pii
χ(µ+2i,ξ+)
A(µ+2i)
K(λ−µ−4i) , (C.50a)
χ(λ+2i,ξ+) =
A(ξ+)
λ−ξ+ −
B(ξ−)
A(ξ−)
1
λ−ξ− −
a(ξ−)
A(ξ−)
1
λ−ξ−+4i
−
∫
C
+
dµ
2pii
χ(µ−2i,ξ+)
A(µ−2i) K(λ−µ+4i)+
∫
C−
dµ
2pii
χ(µ+2i,ξ+)
A(µ+2i)
K(λ−µ) (C.50b)
for λ ∈ C+ in the first equation and λ ∈ C− in the second equation.
If now ν = ξ− we have to repeat almost the same considerations. The function
χ(λ+2i,ξ−)/A(λ+2i) has the following singularities inside S−:
(i) an simple pole at λ= ξ− with residue a(ξ−)/A(ξ+),
(ii) simple poles at λ= λ2k−1−2i with residues w2k−1(ξ−).
Furthermore, all singularities of χ(λ−2i,ξ−)/A(λ−2i) inside S+ are
(i) a simple pole at ξ+ with residue −a(ξ−),
(ii) simple poles at λ= λ2k +2i with residua −w2k(ξ−).
Thus, we obtain
χ(λ−2i,ξ−) =− a(ξ
−)
A(ξ+)
1
λ−ξ+−4i −
B(ξ−)
A(ξ+)
1
λ−ξ+ +
A(ξ−)
λ−ξ−
−
∫
C+
dµ
2pii
χ(µ−2i,ξ−)
A(µ−2i) K(λ−µ)+
∫
C
−
dµ
2pii
χ(µ+2i,ξ−)
A(µ+2i)
K(λ−µ−4i) , (C.51a)
χ(λ+2i,ξ−) =− a(ξ
−)
A(ξ+)
1
λ−ξ+ −
B(ξ−)
A(ξ+)
1
λ−ξ−+2i +
A(ξ−)
λ−ξ−+4i
−
∫
C
+
dµ
2pii
χ(µ−2i,ξ−)
A(µ−2i) K(λ−µ+4i)+
∫
C−
dµ
2pii
χ(µ+2i,ξ−)
A(µ+2i)
K(λ−µ) , (C.51b)
where λ ∈ C+ in the first equation and λ ∈ C− in the second equation.
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After taking the Trotter limit N → ∞ the driving terms in the integral equations
above are singular at ξ= 0. The singularity can be removed by taking appropriate linear
combinations. We define(
G±(λ,ξ)
S±(λ,ξ)
)
=
(
A(ξ−)/B(ξ−) A(ξ+)/B(ξ−)
−1/A(ξ+) 1/A(ξ−)
)(
χ(λ∓2i,ξ+)
χ(λ∓2i,ξ−)
)
. (C.52)
Then, using also (A.9a)-(A.9c), we arrive at equations (66), (67) of the main body of
the text.
In order to express the determinant under the integral in (C.48) in terms of the
functions G±, S± we use the matrix Θ(p) defined in (69). Because the determinant of
the matrix in (C.52) is 2/B(ξ−), we obtain
detΘ(p)j,k =
[ m
∏
j=1
2i
B(ξ j− i)
]
detχ(p)jk . (C.53)
Inserting this into (C.48) we arrive at the multiple integral representation (70).
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