Image steganography is a technique of embedding secret message into a digital image to securely send the information. In contrast, steganalysis focuses on detecting the presence of secret messages hidden by steganography. The modern approach in steganalysis is based on supervised learning where the training set must include the steganographic and natural image features. But if a new method of steganography is proposed, and the detector still trained on existing methods will generally lead to the serious detection accuracy drop due to the mismatch between training and detecting steganographic method. In this paper, we just attempt to process unsupervised learning problem and propose a detection model called selflearning ensemble discriminant clustering (SEDC), which aims at taking full advantage of the statistical property of the natural and testing images to estimate the optimal projection vector. This method can adaptively select the most discriminative subspace and then use K-means clustering to generate the ultimate class labels. Experimental results on J-UNIWARD and nsF5 steganographic methods with three feature extraction methods such as CC-JRM, DCTR, GFR show that the proposed scheme can effectively classification better than blind speculation.
Introduction
Steganography, which delivers secret messages through digital media but arouses no suspicion to others, will give a great threat to public security because individuals obviously divert some certain uncontrolled contents for the specified purpose. Steganalysis which is anti-steganographic becomes more active and urgent. Traditionally, steganalysis can be divided into two steps: feature extraction and classification. In real-world network, JPEG is the most popular storage format in Internet which has been used for decades. Thus we only consider JPEG steganalysis in this paper. As for feature extraction, by far the most mature methods are cc-JRM (JPEG rich model with Cartesian-calibration) [1] , DCTR (discrete cosine transform residual) [2] and GFR (Gabor filter residual) [3] . For feature classification, the LDA (linear discriminant analysis) ensemble classifiers [4] Manuscript received January 12, 2017. is the most frequently used. LDA is a supervised process and mainly requires the training and testing feature sets have the same statistical distribution, and then training classifier parameters using statistical features to separate the steganographic images (stego images) and natural images (cover images). Learning based on statistical features is the most active and efficient method to detect JPEG steganography. A group of images can be captured while it may be contains both cover and stego images. If we do not know anything about a new image steganographic method, at this time, classification algorithms will suffer from performance degradation with this situation when we just training classifier using the existing steganographic method. Our main work is to process this problem: a large number of images mixed by cover and stego images are captured from Internet, and splits them into two categories in spite we have no knowledge about the steganographic methods. This is called as stego-free image steganalysis. To our knowledge, this is the first work to address stego-free image steganalysis problem using LDA ensemble classifiers. In this letter, we present the detection performance of the proposed scheme with three stateof-the-art feature extraction schemes, i.e. the CC-JRM [1] , DCTR [2] and GFR [3] over two selected popular steganographic algorithms of J-UNIWARD [5] and nsF5 [6] in the JPEG image.
Self-Learning Ensemble Discriminant Clustering Steganalysis Scheme
Generally, the traditional approach first trains classifier parameters using the training features (the cover and the stego image feature) by LDA [10] to obtain the optimal projection vector which as much as possible separates each of two features, then cluster these sets by K-means in the feature subspace [8] . We still adapt this framework.
The Principle of LDA and K-Means
Consider a set of input data vector consisting of n data points
as the data matrix whose ith vector is given by x i . Because image steganalysis is a binary classification problem, m j = x i ∈C j x i /n j , ( j = 1, 2) is the mean of the jth cluster C j , where n j is the sample size of the jth cluster C j and m as the mean of X. The total scatter matrices, between-cluster scatter, and within-cluster scatter are defined as follows:
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It can be shown that S t = S b + S w . LDA objective function [8] is:
It has been proved that the optimal w can be represented as
where T r(S w ) means the trace of the matrix S w . Because of S t is a constant, the K-means clustering minimizes S w or maximizes S b [7] . So LDA and K-means clustering both minimizes S w and maximizes S b . A coherent framework is proposed to integrate LDA and K-means clustering [8] : we use LDA to do subspace selection and use K-means clustering to generate class labels.
Self-Learning Ensemble Discriminant Clustering
In the real application, we can capture batch images which may contain cover and stego images from Internet while we do not know the steganographic method. As can be seen from the previous section, the ultimate aim of LDA is training the optimal projection vector w, after that we use Kmeans clustering to generate class labels. Our goal is to find the most discriminative subspace in an unsupervised manner. In this section, we present an approximate evaluation method to find the approximate w o close to the true w. Consider a set of data vectors X = [x 1 , . . . , x t ] as the known cover feature data, and Y = [y 1 , . . . , y N ] as the sets to be detected batch unlabeled images' feature data from Internet. We can extract natural and stego image features captured from these images. Denote m 1 = t i=1 x i /t as the mean of the cover cluster, t is the number of known cover images. Moreover, m = N j=1 y j /N denotes the mean of the unlabeled feature, where N is the number of unlabeled images. We define m j = x j ∈C j x j /N j , ( j = 1, 2). N 1 and N 2 denote the number of cover and stego images to be detected (unknown). We just assume that the input cover images and the candidate cover images have the same statistical property i.e. m 1 = m 1 . For the means:
So the vectors m 1 − m 2 and m 1 − m 2 have the same direction. According to Sect. 2.1,
We just take (7) into the Eq. (9), then
For large number of images, n =
T , here
The above-mentioned algorithm is presented in Algorithm 1.
Algorithm 1 Self-learning discriminant clustering
Cover feature X and unlabeled feature For the ensemble processing, each weak classifier of the ensemble classifier [4] applies to Algorithm 1 and obtains the cluster labels. After collecting all cluster labels, the final classifier result is formed by combining them using majority-voting strategy.
Experimental Verification
In our experience, cover grayscale images sized of 512×512 are conducted on the standard database BOSSbase 1.01 [9] . All images in this database are compressed with quality factors (QF=75) and (QF=95). Stego images are created using the nsF5 [6] and J-UNIWARD [5] methods with various embedding rates. For each steganographic method with a certain embedding rate tested in this section, we use three JPEG-phase-aware steganalysis feature sets: CC-JRM [1] , DCTR [2] and GFR [3] . All the results are from the average of ten times. Seldom works have been done to address this type of image steganalysis problem before. In our work, we use the detection error P E to evaluate the detection performance, which can be defined as the total detection right probabilities: where acc1 means the accuracy on the cover images (true covers/covers) and acc0 means the accuracy on the stego images (true stegos/stegos).
As can be seen in the previous section, the proposed algorithm SEDA in Eq. (10) has a parameterñ while we can not know its value but need estimate it to calculate the optimal vector. In Fig. 1 , against nsF5 of 0.2 bpnzac (bits per non-zero AC coefficient) payload with QF=75. We just select randomly 8400 images (N = 8400). X-axis is the estimated value ofñ and Y-axis shows the detection error in which case that the actual value ofñ defined as the ratio of the number of cover images (N 1 ) and stego images (N 2 ), i.e. the curve N 1 /N 2 = 1/3 denotes that the test sets contains cover images N 1 = 2100, stego images N 2 = 6300 while the total number of test sets is 8400. From the large number of experience, in the same case of N 1 /N 2 , the estimated value ofñ is not obvious influence on experimental results, i.e. the curve N 1 /N 2 = 1/3, by setting different n values, the value of P E hardly change. Thus, in the next experiment, we set n = 1.
In the configuration of the experiments, the number of the sub-classifiers L is always 35. As shown in Fig. 2 , when three steganalysis schemes including CC-JRM, DCTR, and GFR are tested against JUNIWARD of 0.4 bpnzac payload, the optimal dimension of the sub-classifiers to CC-JRM, DCTR and GFR is 1100, 900 and 800 respectively. The detection performance is good enough to stabilize while the dimension is not too high. Tables 1-2 , N 1 = N 2 = 5000, show that the proposed scheme deal with three state-of-the-art steganalysis schemes including CC-JRM, DCTR and GFR when the various payloads of J-UNIWARD and nsF5 with QF=75 and QF=95. With the higher embedding rate, the detection is easier, especially against nsF5. Unfortunately, the proposed method not performs effectively against J-UNIWARD with the low payload. But it should be noticed that the traditional super- vised method also ineffective under the same conditions. To consider this condition, if we do not know anything about those steganography, what we can do is only to guess. Blind speculate will gain a detection right probabilities of 50%. But if it is treated in the proposed algorithm SEDA, the detection right probabilities is higher than 50% as shown in above tables. Thus, the performance of SEDA is useful when dealing with the problem of a new steganographic algorithm is proposed while we can not know anything about it's property.
Conclusion
In this letter, an unsupervised learning method which integrates LDA and K-means clustering into a join framework is devised to solve stego-free image steganalysis. This method can solve the blind image steganalysis problem. In the proposed method, LDA and K-means are employed to do subspace selection and clustering to generate class labels respectively. We just have no knowledge of the statistical property, thus adopt the approximate evaluation to realize unsupervised learning. The key point in this framework is how to evaluate the optimal projection vector approximately and utilize the K-means clustering for feature classification. Experimental results show that the proposed method can effectively detect the satae-of-the-art steganographic algorithms J-UNIWARD and nsF5. When the target algorithm is J-UNIWARD with payload of 0.5 bpnzac against GFR, the detection error rate to the two quality factor is 11.36% and 30.59% respectively, and the target algorithm is nsF5 with payload of 0.3 bpnzac against the same situation, the detection error rate is 7.67% and 9.56% respectively. This fully shows that our method is effective for this stego-free steganalysis.
