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Chapitre 1
Introduction
Ce cours est un cours sur les fondements de l’informatique : il se focalise sur
trois domaines centraux en informatique : la logique, les mode`les de calculs et
la complexite´.
Tous ces domaines sont relie´s par la question suivante : quelles sont les
capacite´s et les limites des ordinateurs ?
Meˆme un te´le´phone est maintenant capable de re´soudre tre`s rapidement
certains proble`mes, comme trier un re´pertoire de plus d’un million d’entre´es. Par
contre, certains proble`mes s’ave`rent beaucoup plus lents et difficiles a` re´soudre :
par exemple, re´soudre un proble`me d’emploi du temps, ou affecter les choix
d’affectations des e´le`ves de l’e´cole polytechnique en fonction de leurs pre´fe´rences
ordonne´es.
Au cœur de ce cours est la compre´hension de ce qui fait qu’un proble`me,
comme le tri, est simple a` re´soudre informatiquement, alors qu’un proble`me
comme un proble`me d’emploi du temps peut prendre des sie`cles a` re´soudre avec
seulement un millier de donne´es en entre´es.
Autrement dit, au cœur de nos interrogations est aussi la question suivante :
qu’est-ce qui rend certains proble`mes difficiles, et d’autres faciles ?
C’est la question centrale de la complexite´, et de la calculabilite´.
Pourquoi s’inte´resser a` comprendre les proble`mes difficiles, plutoˆt que d’es-
sayer de re´soudre des proble`mes tre`s concrets ? Premie`rement, parce que des
proble`mes tre`s simples et concrets, et aux enjeux e´conomiques conside´rables,
s’ave`rent faire partie des proble`mes difficiles.
Deuxie`mement, parce que comprendre qu’un proble`me ne peut pas eˆtre re´-
solu facilement est utile parce que cela signifie que le proble`me doit eˆtre simplifie´
ou modifie´ pour pouvoir eˆtre re´solu. Ce cours permet re´ellement de comprendre
les pistes pour e´viter les proble`mes difficiles a` re´soudre informatiquement.
Enfin et surtout parce que les proble`mes difficiles ont re´ellement des impli-
cations dans la conception de nombreux syste`mes actuels.
Par exemple, pour la ve´rification, l’analyse, et la conception de syste`mes :
lorsqu’on conc¸oit un syste`me, on souhaite en ge´ne´ral qu’il se comporte au mi-
nimum selon la spe´cification avec laquelle on l’a conc¸u. On aimerait que le pro-
9
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cessus de ve´rification puisse s’automatiser, c’est-a`-dire que l’on puisse garantir
informatiquement qu’un syste`me donne´ ve´rifie une/sa spe´cification. Surtout,
lorsque le syste`me en question est d’une complexite´ e´norme, comme les proces-
seurs actuels, et qu’un unique eˆtre humain n’est plus capable d’en comprendre
seul tous les composants.
Les re´sultats de ce cours montrent pre´cise´ment que le processus de ve´rifica-
tion ne peut pas s’automatiser facilement. Tout l’art de la ve´rification de sys-
te`mes, et donc de la conception de syste`mes, est de tenter d’e´viter ces difficulte´s
pour la rendre praticable, ce qui ne´cessite d’avoir compris ces difficulte´s.
D’autres domaines sont fortement impacte´s par la complexite´. Un des pre-
miers qui l’a e´te´ historiquement est la cryptographie : dans la plupart des do-
maines, on cherche plutoˆt a` privile´gier les proble`mes faciles a` re´soudre aux pro-
ble`mes difficiles. La cryptographie est originale de ce point de vue, car elle
cherche plutoˆt a` comprendre des proble`mes difficiles a` re´soudre plutoˆt que
simples, car un code secret doit eˆtre dur a` casser sans la cle´ secre`te.
On peut aussi se demander : pourquoi autant de logique dans un cours sur
les fondements de l’informatique ?
Une premie`re raison est parce que les programmes informatiques et les lan-
gages informatiques sont essentiellement base´s sur la logique. Les processeurs
sont d’ailleurs essentiellement compose´s de portes logiques. Les programmes sont
essentiellement faits d’instructions logiques, et de tests logiques. Comprendre
cette logique permet de bien comprendre ce que font les programmes informa-
tiques.
Plus fondamentalement, les programmes et les syste`mes informatiques obligent
bien souvent a` de´crire tre`s pre´cise´ment les objets sur lesquels ils travaillent : pour
re´soudre un proble`me d’emploi du temps, le syste`me va obliger a` de´crire toutes
les contraintes. Pour faire une requeˆte sur une base de donne´es, le syste`me va
obliger a` formuler tre`s pre´cise´ment cette requeˆte. Il s’ave`re que la logique ma-
the´matique est un outil tre`s naturel pour de´crire le monde qui nous entoure,
et a` vrai dire, le mode`le le plus naturel que nous connaissons pour le faire.
Comprendre les concepts de la logique, permet de bien comprendre nombre
de concepts informatiques. Par exemple, pour de´crire le syste`me d’information
d’une entreprise, ou tout syste`me complexe, le meilleur outil reste bien souvent
la logique mathe´matique.
Une troisie`me raison est historique, et au cœur en fait de la naissance de
l’informatique. Durant la premie`re moitie´ du sie`cle dernier, des mathe´maticiens
comme Kurt Go¨del, Alonzo Church ou Alan Turing ont de´couvert que certains
proble`mes ne pouvaient pas se re´soudre par des dispositifs informatiques ou
automatiques comme les ordinateurs. Par exemple, le proble`me de de´terminer
si un e´nonce´ mathe´matique est vrai ou non. Cette taˆche, qui est le quotidien du
mathe´maticien, ne peut pas eˆtre re´solue par aucun ordinateur, quelle que soit
sa puissance.
Les conse´quences de ces re´sultats profonds ont permis la naissance d’ide´es
sur des mode`les d’ordinateurs qui ont mene´ a` la conception des ordinateurs
actuels.
Au cœur de ces de´couvertes sont des liens tre`s forts qui unissent algorithmes
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et de´monstrations : une de´monstration logique correspond a` un algorithme. A
partir d’hypothe`ses, on de´duit des nouvelles assertions a` l’aide de re`gles lo-
giques. Re´ciproquement, un programme correspond a` une de´monstration dans
un certain sens.
C’est ces liens forts entre algorithmes et de´monstrations qui ont fait naˆıtre
l’informatique et ses concepts et ce bien avant l’existence meˆme de machines
aussi puissantes que celles que nous connaissons actuellement. Historiquement,
la premie`re question e´tait : “qu’est-ce qu’une de´monstration”? Elle est mainte-
nant devenue : “qu’est-ce qu’un ordinateur”?
Ils ont par ailleurs re´volutionne´ notre conception des mathe´matiques, de
l’informatique, et plus ge´ne´ralement du monde qui nous entoure.
En mathe´matiques, ils ont mene´ a` une crise des fondements, avec le retour
sur des questions aussi fondamentales que celle-ci : qu’est-ce qu’un ensemble,
qu’est-ce qu’une de´monstration ? Que peut-on prouver ?
L’ambition de ce document est plutoˆt de se focaliser sur l’informatique. Nous
estimerons que ce document aura atteint son but si a` sa lecture notre lecteur
change au final la re´ponse qu’il aurait pu faire a` priori sur des questions aussi
simples que celle-ci :
– qu’est-ce qu’un ordinateur ?
– qu’est-ce qu’une preuve ?
– qu’est-ce qu’un algorithme ?
– qu’est-ce qu’un bon algorithme ?
Si tel est le cas, sa fac¸on de programmer, ou d’appre´hender un proble`me
informatique ne devrait plus eˆtre la meˆme.
Remerciements L’auteur de ce document souhaite remercier vivement Jo-
hanne Cohen, Bruno Salvy et David Monniaux pour leurs retours sur des ver-
sions pre´liminaires de ce document.
Tous les commentaires (meˆmes typographiques, orthographiques, etc.) sur
ce document sont les bienvenus et a` adresser a` bournez@lix.polytechnique.fr.
1.1 Concepts mathe´matiques
1.1.1 Ensembles, Fonctions
Soit E un ensemble, et e un e´le´ment. On note e ∈ E pour signifier que e est
un e´le´ment de l’ensemble E. Si A et B sont deux ensembles, on note A ⊂ B
pour signifier que tout e´le´ment de A est un e´le´ment de B. On dit dans ce cas que
A est une partie de B. Lorsque E est un ensemble, les parties de E constituent
un ensemble que l’on note P(E). On notera A ∪B, A ∩B pour respectivement
l’union et l’intersection des ensembles A et B. Lorsque A est une partie de E,
on notera Ac pour le comple´mentaire de A dans E.
On appelle produit carte´sien de deux ensembles E et F l’ensemble des couples
forme´s d’un e´le´ment de E et d’un e´le´ment de F :
E × F = {(x, y)|x ∈ E et y ∈ F}.
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Pour n ≥ 1 un entier, on note En = E × · · · × E le produit carte´sien de E
par lui meˆme n fois. En peut aussi se de´finir1 re´cursivement par E1 = E, et
En+1 = E × En.
Intuitivement, une application f d’un ensemble E vers un ensemble F est un
objet qui associe a` chaque e´le´ment e d’un ensemble E un unique e´le´ment f(e)
de F . Formellement, une fonction f d’un ensemble E vers un ensemble F est
une partie Γ de E×F . Son domaine est l’ensemble des x ∈ E tel que (x, y) ∈ Γ
pour un certain y ∈ E. Son image est l’ensemble des y ∈ F tel que (x, y) ∈ Γ
pour un certain x ∈ E. Une application f d’un ensemble E vers un ensemble F
est une fonction dont le domaine est E.
Une famille (xi)i∈I d’e´le´ments d’un ensemble X est une application d’un
ensemble I dans X. I est appele´ l’ensemble des indices, et l’image par cette
application de l’e´le´ment i ∈ I est note´e xi.
Le produit carte´sien se ge´ne´ralise a` une famille d’ensembles :
E1 × · · · ×En = {(x1, . . . , xn)|x1 ∈ E1, · · · , xn ∈ En}.
L’union et l’intersection se ge´ne´ralisent a` une famille quelconque de parties
d’un ensemble E. Soit (Ai)i∈I une famille de parties de E.
⋃
i∈I
Ai = {e ∈ E|∃i ∈ I e ∈ Ai};
⋂
i∈I
Ai = {e ∈ E|∀i ∈ I e ∈ Ai}.
On notera N l’ensemble des entiers naturels, R l’ensemble des re´els, et C
l’ensemble des complexes. Z est un anneau. R et C sont des corps. On notera
R≥0 l’ensemble des re´els positifs ou nuls.
1.1.2 Alphabets, Mots, Langages
Nous rappelons maintenant quelques de´finitions e´le´mentaires sur les mots
et les langages. La terminologie, emprunte´e a` la linguistique, rappelle que les
premiers travaux sont issus de la mode´lisation de la langue naturelle.
On fixe un ensemble Σ que l’on appelle alphabet . Les e´le´ments de Σ sont
appele´s des lettres ou des symboles. Un mot w sur l’alphabet Σ est une suite
finie w1w2 · · ·wn de lettres de Σ. L’entier n est appele´ la longueur du mot w. Il
est note´ |w|.
Le mot vide ǫ est le seul mot de longueur 0. Un langage sur Σ est un ensemble
de mots sur Σ. L’ensemble de tous les mots sur l’alphabet Σ est note´ Σ∗.
Exemple 1.1 {0, 1}∗ de´signe l’ensemble des mots sur l’alphabet Σ = {0, 1}.
Par exemple, 00001101 ∈ {0, 1}∗.
1Il y a une bijection entre les objets de´finis par les deux de´finitions.
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On de´finit une ope´ration de concate´nation sur les mots : la concate´nation
du mot u = u1u2 · · ·un et du mot v = v1v2 · · · vm est le mot note´ u.v de´fini
par u1u2 · · ·unv1v2 · · · vm, c’est-a`-dire le mot dont les lettres sont obtenues en
juxtaposant les lettres de v a` la fin de celles de u. L’ope´ration de concate´nation
note´e . est associative, mais non-commutative. Le mot vide est un e´le´ment neutre
a` droite et a` gauche de cette ope´ration. On appelle aussi Σ∗ le mono¨ıde (libre)
sur l’alphabet Σ (car l’ope´ration de concate´nation lui donne une structure de
mono¨ıde).
On note aussi uv pour la concate´nation u.v. En fait, tout mot w1w2 · · ·wn
peut se voir comme w1.w2 · · · .wn, ou` wi repre´sente le mot de longueur 1 re´duit
a` la lettre wi. Cette confusion entre les lettres et les mots de longueur 1 est
souvent tre`s pratique.
Exemple 1.2 Par exemple, si Σ est l’ensemble Σ = {a, b}, aaab est le mot de
longueur 4 dont les trois premie`res lettres sont a, et la dernie`re est b.
Lorsque i est un entier, on e´crit wi pour le mot obtenu en concate´nant i fois
le mot w : w0 est le mot vide ǫ, w1 est le mot w, et wi+1 est w.w. · · · , w ou` il y
a i fois le mot w. Autrement dit, wi+1 = wiw = wwi pour tout entier i.
Exemple 1.3 En utilisant la confusion pre´ce´dente entre lettres et mots de lon-
gueur 1, aaabbc peut aussi s’e´crire a3b2c.
Un mot u est un pre´fixe d’un mot w, s’il existe un mot z tel que w = u.z.
C’est un pre´fixe propre si u 6= w. Un mot u est un suffixe d’un mot w s’il existe
un mot z tel que w = z.u.
1.1.3 Changement d’alphabet
Il est souvent utile de pouvoir re´e´crire un mot sur un alphabet en un mot sur
un autre alphabet. Par exemple, on a souvent besoin en informatique de coder
en binaire, c’est-a`-dire avec l’alphabet Σ = {0, 1}.
Une fac¸on de faire pour changer d’alphabet est de proce`der par re´e´criture
lettre par lettre.
Exemple 1.4 Par exemple, si Σ est l’alphabet Σ = {a, b, c}, et Γ = {0, 1}, on
peut coder les mots de Σ∗ sur Γ∗ par la fonction h telle que h(a) = 01, h(b) = 10,
h(c) = 11. Le mot abab se code alors par h(abab) = 01100110, c’est-a`-dire par
le mot obtenu en codant lettre par lettre.
Tre`s formellement, e´tant donne´s deux alphabets Σ et Γ, un homomorphisme
est une application de Σ∗ dans Γ∗ telle que
– h(ǫ) = ǫ
– h(u.v) = h(u).h(v) pour tous mots u et v.
En fait, tout homomorphisme est parfaitement de´termine´ par son image sur
les lettres de Σ. Il s’e´tend alors aux mots de Σ∗ par
h(w1w2 · · ·wn) = h(w1).h(w2). . . . .h(wn)
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pour tout mot w = w1w2 · · ·wn : c’est en fait une conse´quence du the´ore`me 2.5
du chapitre 2.
1.1.4 Graphes
Un graphe G = (V,E) est donne´ par un ensemble V , dont les e´le´ments sont
appele´s sommets, ou nœuds, et d’une partie de E ⊂ V × V , dont les e´le´ments
sont appele´s des arcs. Un chemin de s a` t est une suite (s = s0, . . . , sn = t) de
nœuds tels que, pour 1 ≤ i ≤ n, (si−1, si) soit un arc. Un chemin simple est
un chemin qui ne passe pas deux fois par le meˆme sommet. Un circuit est un
chemin de longueur non nulle dont l’origine co¨ıncide avec l’extre´mite´.
Si les arcs ne sont pas oriente´s, c’est-a`-dire, si l’on conside`re qu’a` chaque fois
qu’il y a l’arc (u, v) il y a aussi l’arc (v, u) (et re´ciproquement), on dit que le
graphe G est non oriente´, et les e´le´ments de E sont appele´s des areˆtes. Lorsqu’il
y a une areˆte entre u et v, c’est-a`-dire lorsque (u, v) ∈ E, on dit que u et v sont
voisins. Le degre´ d’un sommet u est le nombre de ses voisins.
Exemple 1.5 Le graphe (non-oriente´) G = (V,E) avec
– V = {0, 1, . . . , 6}









Un graphe est dit connexe si deux quelconques de ses nœuds sont relie´s par
un chemin.
Exemple 1.6 Le graphe de l’exemple 1.5 n’est pas connexe.
1.1.5 Arbres
Les arbres sont omnipre´sents en informatique. En fait, plusieurs notions dis-
tinctes se cachent sous cette terminologie : arbres libres, arbres enracine´s, arbres
ordonne´s, etc.
Il y a par ailleurs plusieurs fac¸ons de pre´senter les arbres, et ces diffe´rentes
notions. Essentiellement, on peut le faire en partant de la the´orie des graphes,
c’est-a`-dire de la notion de graphe, ou alors en partant de de´finitions inductives
(re´cursives).
Puisque nous reviendrons sur les de´finitions inductives de plusieurs de ces
classes d’arbres dans le chapitre 2, pre´sentons ici les arbres en partant de la
notion de graphe.
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On va pre´senter dans ce qui suit des familles d’arbres de plus en plus contraints :
dans l’ordre, on va pre´senter les arbres libres, puis les arbres enracine´s, les arbres
ordonne´s.
Arbres libres
Un arbre libre est un graphe non-oriente´ connexe et sans circuit. On appelle
feuille un nœud de l’arbre qui ne posse`de qu’un seul voisin. Un sommet qui n’est
pas une feuille est appele´ un sommet interne.
Exemple 1.7 (Un arbre libre) Repre´sentation graphique d’un arbre libre, dont








Presque tous nos arbres seront e´tiquete´s : soit A un ensemble dont les e´le´-
ments sont appele´s des e´tiquettes. Un arbre e´tiquete´ par A est la donne´e d’un
arbre G = (V,E) et d’une application qui associe a` chaque sommet de V un
e´le´ment de A.
Arbre enracine´
Un arbre enracine´ ou arbre est un arbre libre muni d’un sommet distingue´,
appele´ sa racine. Soit T un arbre de racine r.
Exemple 1.8 (Un arbre) Repre´sentation graphique d’un arbre, dont les feuilles






Pour tout sommet x, il existe un chemin simple unique de r a` x. Tout sommet
y sur ce chemin est un anceˆtre de x, et x est un descendant de y. Le sous-arbre de
racine x est l’arbre contenant tous les descendants de x. L’avant-dernier sommet
y sur l’unique chemin reliant r a` x est le parent (ou le pe`re ou la me`re) de x, et
x est un enfant (ou un fils ou une fille) de y.
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L’arite´ d’un sommet est le nombre de ses enfants. Un sommet sans enfant est
une feuille, un sommet d’arite´ strictement positive est appele´ sommet interne.
La hauteur d’un arbre T est la longueur maximale d’un chemin reliant sa racine
a` une feuille. Un arbre re´duit a` un seul nœud est de hauteur 0.
Arbres ordonne´s
Un arbre ordonne´ (on dit aussi arbre plan) est un arbre dans lequel l’ensemble
des enfants de chaque nœud est totalement ordonne´. Autrement dit, pour chaque
sommet interne d’arite´ k, on la notion de 1ier fils, 2ie`me fils, . . ., ke`me fils.
Par exemple, un livre structure´ en chapitres, sections, etc se pre´sente comme
un arbre ordonne´.








Le concept d’arbre binaire est assez diffe´rent des de´finitions d’arbre libre,
arbre enracine´ et arbre ordonne´. Il est pre´sente´ dans la section 2.4.2 du chapitre
2.
Les termes sont des arbres ordonne´s e´tiquete´s particuliers. Ils sont pre´sente´s
dans la section 2.4.3 du chapitre 2.
1.2 La me´thode de diagonalisation
Rappelons que N2 = N × N est de´nombrable : il est possible de mettre en
correspondance N avec N2. Nous allons illustrer graphiquement une fac¸on de
parcourir les couples d’entiers.




























Par contre, les parties de N ne sont pas de´nombrables : cela peut se voir par
la me´thode de diagonalisation duˆe a` Cantor.
Illustrons-le graphiquement. Supposons que l’on puisse e´nume´rer les parties
de N, et notons les T1, T2, . . .Tn . . .Chaque partie Ti de N peut se voir comme
la ligne i du tableau M = (Mi,j)i,j a` entre´es dans {0, 1} dont l’e´le´ment Mi,j est
1 si et seulement si l’e´le´ment j est dans la ie`me partie de N.







On conside`re alors la partie T ∗ obtenue en “inversant la diagonale de M” :
formellement, on conside`re T ∗ = {j|Mj,j = 0}. Cette partie de N n’est pas dans
l’e´nume´ration, car sinon elle devrait avoir un nume´ro j0 : si j0 ∈ T ∗, alors on
devrait avoir Mj0,j0 = 1 par de´finition de M , et Mj0,j0 = 0 par de´finition de
T ∗ : impossible. Si j0 6∈ T ∗, alors on devrait avoir Mj0,j0 = 0 par de´finition de
M , et Mj0,j0 = 1 par de´finition de T
∗ : impossible.
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Cet argument est a` la base de certains raisonnements en calculabilite´, comme
nous le verrons.
1.3 Notes bibliographiques
Lectures conseille´es Pour aller plus loin sur les notions e´voque´es dans ce
chapitre, nous sugge´rons la lecture de [Arnold and Guessarian, 2005] ou du po-
lycopie´ du cours INF421, ou des polycopie´s des cours de l’e´cole polytechnique
de premie`re anne´e et des cours de classes pre´paratoires.
Bibliographie La partie sur les arbres est essentiellement reprise du polyco-
pie´ de INF421. Le reste du chapitre est inspire´ de diffe´rentes sources dont le
polycopie´ de INF561, [Hopcroft et al., 2001] et [Arnold and Guessarian, 2005].




Les de´finitions re´cursives sont omnipre´sentes en informatique. Elles sont pre´-
sentes a` la fois dans les langages de programmation, mais aussi pre´sentes dans
de nombreux concepts que l’on manipule.
Exemple 2.1 (Listes en JAVA) Par exemple, en JAVA, lorsqu’on de´finit
class L i s t e {
int contenu ;
L i s t e s u i v an t ;
}}
L i s t e l s t ;
on de´finit la classe Liste de fac¸on re´cursive (inductive) : en utilisant dans la
de´finition de la classe, le champ “suivant” du type de la classe Liste elle meˆme.
Exemple 2.2 (Arbres ordonne´s) Nous avons de´fini les arbres ordonne´s dans
le chapitre pre´ce´dent en passant par la notion de graphe. Une alternative na-
turelle serait de pre´senter les arbres ordonne´s par une de´finition re´cursive : un
arbre ordonne´ est soit vide, soit re´duit a` un sommet (une racine), soit constitue´
d’un sommet (une racine) et une liste (ordonne´e) d’arbres ordonne´s (ses fils).
Dans ce chapitre, nous nous attardons sur les de´finitions inductives d’en-
sembles et de fonctions, qui permettent de donner un sens a` des de´finitions
re´cursives.
Nous discutons, par ailleurs comment il est possible de faire des preuves sur
des structures de´finies inductivement, en introduisant les preuves par induction
structurelle.
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2.2 Raisonnement par re´currence sur l’ensemble
N
L’induction structurelle est une ge´ne´ralisation de la preuve par re´currence :
revenons sur cette dernie`re pour avoir les ide´es au clair.
Lorsque l’on raisonne sur les entiers, le premier principe d’induction aussi
appele´ principe de re´currence mathe´matique est un mode de raisonnement par-
ticulie`rement utile.
The´ore`me 2.1 Soit P (n) un pre´dicat (une proprie´te´) de´pendant de l’entier n.
Si les deux conditions suivantes sont ve´rifie´es :
(B) P (0) est vrai ;
(I) P (n) implique P (n+ 1) pour tout n ;
alors pour tout entier n, P (n) est vrai.
De´monstration: Le raisonnement se fait par l’absurde. Conside´rons X =
{k ∈ N|P (k) est faux}. Si X est non vide, il admet un plus petit e´le´ment n.
D’apre`s la condition (B), n 6= 0, et donc n−1 est un entier, et P (n−1) est vrai
par de´finition de X. On obtient une contradiction avec la proprie´te´ (I) applique´e
pour l’entier n− 1. 
Pour faire une preuve par re´currence, on e´tablit donc une proprie´te´ en 0
(cas de base), et on e´tablit que la proprie´te´ est he´re´ditaire, ou inductive : P (n)
implique P (n+ 1) pour tout n.
Le concept de preuve inductive ge´ne´ralise cette ide´e a` d’autres ensembles
que les entiers, a` savoir aux ensembles qui se de´finissent inductivement.
2.3 De´finitions inductives
Les de´finitions inductives visent a` de´finir des parties d’un ensemble E.
Remarque 2.1 Cette remarque, pour les puristes, peut eˆtre e´vite´e dans une
premie`re lecture.
Nous nous restreignons dans ce document au cadre ou` l’on souhaite de´finir
par induction des objets qui correspondent a` des parties d’un ensemble de´ja`
connu E. Nous faisons cela pour e´viter les subtilite´s et paradoxes de la the´orie
des ensembles.
Le lecteur tre`s attentif pourra observer que l’on conside´rera dans la suite
tre`s souvent l’e´criture syntaxique des objets plutoˆt que les objets eux-meˆmes.
En effet, en faisant ainsi, on garantit que l’on se place sur l’ensemble E = Σ∗
pour un certain alphabet Σ, et on e´vite de se poser la question de l’existence de
l’ensemble E sous-jacent dans les raisonnements qui suivent.
Par exemple, pour formaliser comple`tement l’exemple 2.1 plus haut, on cher-
cherait plutoˆt a` de´finir une repre´sentation syntaxique des listes plutoˆt que les
listes.
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Lorsque l’on veut de´finir un ensemble, ou une partie d’un ensemble, une fac¸on
de faire est de le de´finir de fac¸on explicite, c’est-a`-dire en de´crivant pre´cise´ment
quels sont ses e´le´ments.
Exemple 2.3 Les entiers pairs peuvent se de´finir par P = {n|∃k ∈ N n = 2∗k}.
Malheureusement, ce n’est pas toujours aussi facile, et il est souvent beau-
coup plus commode de de´finir un ensemble par une de´finition inductive. Un
exemple typique de de´finition inductive est une de´finition comme celle-ci :
Exemple 2.4 Les entiers pairs correspondent aussi au plus petit ensemble qui
contient 0 et tel que si n est pair, alors n+ 2 est pair.
Remarque 2.2 Observons que l’ensemble des entiers tout entier ve´rifie bien
que 0 est un entier, et que si n est un entier n+ 2 aussi. Il y a donc besoin de
dire que c’est le plus petit ensemble avec cette proprie´te´.
2.3.1 Principe ge´ne´ral d’une de´finition inductive
Intuitivement, une partie X se de´finit inductivement si on peut la de´finir
avec la donne´e explicite de certains e´le´ments de X et de moyens de construire
de nouveaux e´le´ments de X a` partir d’e´le´ments de X.
De fac¸on ge´ne´rique, dans une de´finition inductive,
– certains e´le´ments de l’ensemble X sont donne´s explicitement (c’est-a`-dire
on se donne un ensemble B d’e´le´ments de X, qui constitue l’ensemble de
base de la de´finition inductive) ;
– les autres e´le´ments de l’ensemble X sont de´finis en fonction d’e´le´ments
appartenant de´ja` a` l’ensemble X selon certaines re`gles (c’est-a`-dire on se
donne des re`gles R de formation d’e´le´ments, qui constituent les e´tapes
inductives de la de´finition re´cursive).
On conside`re alors le plus petit ensemble qui contient B et qui est clos (on
dit aussi stable ou ferme´) par les re`gles R de formation.
2.3.2 Formalisation : Premier the´ore`me du point fixe
Formellement, tout cela se justifie par le the´ore`me qui suit.
De´finition 2.1 (De´finition inductive) Soit E un ensemble. Une de´finition
inductive d’une partie X de E consiste a` se donner
– un sous ensemble non vide B de E (appele´ ensemble de base)
– et d’un ensemble de re`gles R : chaque re`gle ri ∈ R est une fonction (qui
peut eˆtre partielle) ri de E
ni → E pour un certain entier ni.
The´ore`me 2.2 (The´ore`me du point fixe) A une de´finition inductive cor-
respond un plus petit ensemble qui ve´rifie les proprie´te´s suivantes :
(B) il contient B : B ⊂ X ;
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(I) il est stable par les re`gles de R : pour chaque re`gle ri ∈ R, pour tout
x1, · · · , xni ∈ X, on a ri(x1, · · · , xni) ∈ X.
On dit que cet ensemble est alors de´fini inductivement.
De´monstration: Soit F l’ensemble des parties de E ve´rifiant (B) et (I).
L’ensemble F est non vide car il contient au moins un e´le´ment : en effet, l’en-
semble E ve´rifie les conditions (B) et (I) et donc E ∈ F .
On peut alors conside´rer X de´fini comme l’intersection de tous les e´le´ments





Puisque B est inclus dans chaque Y ∈ F , B est inclus dans X. Donc X
ve´rifie la condition (B).
L’ensemble obtenu ve´rifie aussi (I). En effet, conside´rons une re`gle ri ∈ R,
et des x1, · · · , xni ∈ X. On a x1, · · · , xni ∈ Y pour chaque Y ∈ F . Pour chaque
tel Y , puisque Y est stable par la re`gle ri, on doit avoir r(x1, · · · , xni) ∈ Y .
Puisque cela est vrai pour tout Y ∈ F , on a aussi r(x1, · · · , xni) ∈ X, ce qui
prouve que X est stable par la re`gle ri.
X est le plus petit ensemble qui ve´rifie les conditions (B) et (I), car il est
par de´finition inclus dans tout autre ensemble ve´rifiant les conditions (B) et (I).

2.3.3 Diffe´rentes notations d’une de´finition inductive
Notation 2.1 On note souvent une de´finition inductive sous la forme
(B) x ∈ X
avec une telle ligne pour chaque x ∈ B
(ou e´ventuellement on e´crit B ⊂ X pour e´viter de pre´ciser chaque x) ;
(I) x1, · · ·xni ∈ X ⇒ ri(x1, · · · , xni) ∈ X
avec une telle ligne pour chaque re`gle ri ∈ R.
Exemple 2.5 Selon cette convention, la de´finition inductive des entiers pairs
(Exemple 2.4) se note
(B) 0 ∈ P ;
(I) n ∈ P ⇒ n+ 2 ∈ P.
Exemple 2.6 Soit Σ = {(, )} l’alphabet constitue´ de la parenthe`se ouvrante et
de la parenthe`se fermante. L’ensemble D ⊂ Σ∗ des parenthe´sages bien forme´s,
appele´ langage de Dyck, est de´fini inductivement par
(B) ǫ ∈ D;
(I) x ∈ D ⇒ (x) ∈ D;
(I) x, y ∈ D ⇒ xy ∈ D.
Notation 2.2 On pre´fe`re parfois e´crire une de´finition inductive sous la forme
de re`gles de de´duction :
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B ⊂ X
x1 ∈ X . . . xni ∈ X
ri(x1, . . . , xni) ∈ X
Le principe de cette notation est qu’un trait horizontal signifie une re`gle de
de´duction. Ce qui est e´crit au dessus est une hypothe`se. Ce qui est e´crit en
dessous est une conclusion. Si ce qui est au dessus est vide, alors c’est que la
conclusion est valide sans hypothe`se.
Notation 2.3 On e´crit aussi parfois directement
B
x1 . . . xni
ri(x1, . . . , xni)
2.4 Applications
2.4.1 Quelques exemples




n’est autre que N tout entier.
Exemple 2.8 (Σ∗) La partie X du mono¨ıde Σ∗, ou` Σ est un alphabet, de´finie
inductivement par
(B) ǫ ∈ X;
(I) w ∈ X ⇒ wa ∈ X, pour chaque a ∈ Σ ;
n’est autre que Σ∗ tout entier.
Exemple 2.9 (Langage {anbcn}) Le langage L sur l’alphabet Σ = {a, b} des
mots de la forme anbcn, n ∈ N, se de´finit inductivement par
(B) b ∈ L;
(I) w ∈ L⇒ awc ∈ L.
2.4.2 Arbres binaires e´tiquete´s
Reprenons le texte suivant du polycopie´ de INF421 : “la notion d’arbre bi-
naire est assez diffe´rente des de´finitions d’arbre libre, arbre enracine´ et arbre
ordonne´. Un arbre binaire sur un ensemble fini de sommets est soit vide, soit
l’union disjointe d’un sommet appele´ sa racine, d’un arbre binaire appele´ sous-
arbre gauche, et d’un arbre binaire appele´ sous-arbre droit . Il est utile de repre´-
senter un arbre binaire non vide sous la forme d’un triplet A = (Ag, r, Ad).”
On obtient imme´diatement une de´finition inductive de l’e´criture des arbres
binaires e´tiquete´s a` partir de ce texte.
Exemple 2.10 (Arbres binaires e´tiquete´s) L’ensemble AB des arbres bi-
naires e´tiquete´s par l’ensemble A est la partie de Σ∗, ou` Σ = A ∪ {∅, (, ), ,},
de´finie inductivement par
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(B) ∅ ∈ AB
(I) g, d ∈ AB ⇒ (g, a, d) ∈ AB, pour chaque a ∈ A.
Remarque 2.3 Attention : un arbre binaire n’est pas un arbre ordonne´ dont
tous les nœuds sont d’arite´ au plus 2.








ne sont pas les meˆmes, car le premier correspond a` (((∅, 3, ∅), 2, ∅), 1, ∅) et le
second a` (∅, 1, ((∅, 3, ∅), 2, ∅)). Pourtant si on conside`re ces arbres comme des
arbres ordonne´s, ce sont les meˆmes.
2.4.3 Termes
Les termes sont des arbres ordonne´s e´tiquete´s particuliers. Ils jouent un roˆle
essentiel dans beaucoup de structures en informatique.
Soit F = {f0, f1, · · · , fn, · · · } un ensemble de symboles, appele´s symboles de
fonctions. A chaque symbole f est associe´ un entier a(f) ∈ F , que l’on appelle
arite´ de f et qui repre´sente le nombre d’arguments du symbole de fonction f . On
note Fi pour le sous-ensemble des symboles de fonctions d’arite´ i. Les symboles
de fonctions d’arite´ 0 sont appele´s des constantes.
Soit Σ l’alphabet Σ = F∪{(, ), , } constitue´ de F et de la parenthe`se ouvrante,
de la parenthe`se fermante, et de la virgule.
De´finition 2.2 (Termes sur F ) L’ensemble T des termes construit sur F est
la partie de Σ∗ de´finie inductivement par :
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(B) F0 ⊂ T
(c’est-a`-dire : les constantes sont des termes)
(I) t1, t2, · · · , tn ∈ T ⇒ f(t1, t2, · · · , tn) ∈ T
pour chaque entier n, pour chaque symbole f ∈ Fn d’arite´ n.
Remarque 2.4 Dans la de´finition plus haute, on parle bien de mots sur l’alpha-
bet Σ : f(t1, t2, · · · , tn) de´signe le mot dont la premie`re lettre est f , la seconde
(, les suivantes celle de t1, etc.
Exemple 2.12 Par exemple, on peut fixer F = {0, 1, f, g}, avec 0 et 1 d’arite´
0 (ce sont des constantes), f d’arite´ 2 et g d’arite´ 1.
f(0, g(1)) est un terme sur F . f(g(g(0)), f(1, 0)) est un terme sur F . f(1)
n’est pas un terme sur F .
Les termes sur F sont des arbres ordonne´s e´tiquete´s particuliers : les sommets
sont e´tiquete´s par les symboles de fonctions de F , et un sommet e´tiquete´ par
un symbole d’arite´ k posse`de exactement k fils.
2.5 Preuves par induction
On va devoir re´gulie`rement prouver des proprie´te´s sur les e´le´ments d’un en-
semble X de´fini implicitement. Cela s’ave`re possible en utilisant ce que l’on
appelle la preuve par induction, parfois appele´e preuve par induction structu-
relle, qui ge´ne´ralise le principe de la preuve par re´currence.
The´ore`me 2.3 (Preuve par induction) Soit X ⊂ E un ensemble de´fini in-
ductivement a` partir d’un ensemble de base B et de re`gles R. Soit P un pre´dicat
exprimant une proprie´te´ d’un e´le´ment x ∈ E : c’est-a`-dire une proprie´te´ P(x)
qui est soit vraie soit fausse en un e´le´ment x ∈ E.
Si les conditions suivantes sont ve´rifie´es :
(B) P(x) est ve´rifie´e pour chaque e´le´ment x ∈ B ;
(I) P est he´re´ditaire, c’est-a`-dire stable par les re`gles de R : Formellement,
pour chaque re`gle ri ∈ R, pour chaque x1, · · · , xni ∈ E, P(x1), · · · ,P(xni)
vraies impliquent P(x) vraie en x = r(x1, · · · , xni).
Alors P(x) est vraie pour chaque e´le´ment x ∈ X.
De´monstration: On conside`re l’ensemble Y des e´le´ments x ∈ E qui ve´-
rifient le pre´dicat P(x). Y contient B par la proprie´te´ (B). Y est stable par
les re`gles de R par proprie´te´ (I). L’ensemble X, qui est le plus petit ensemble
contenant B et stable par les re`gles de R, est donc inclus dans Y . 
Remarque 2.5 La preuve par induction ge´ne´ralise bien la preuve par re´cur-
rence. En effet, N se de´finit inductivement comme dans l’exemple 2.7. Une
preuve par induction sur cette de´finition inductive de N correspond a` une preuve
par re´currence, c’est-a`-dire aux hypothe`ses du the´ore`me 2.1.
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Exemple 2.13 Pour prouver par induction que tous les mots du langage de´fini
implicitement dans l’exemple 2.9 posse`dent autant de a que de c, il suffit de
constater que c’est vrai pour le mot re´duit a` une lettre b, qui posse`de 0 fois la
lettre a et la lettre c, et que si cela est vrai pour le mot w alors le mot awb posse`de
aussi le meˆme nombre de fois la lettre a que la lettre c, a` savoir exactement une
fois de plus que dans w.
Exercice 2.1 Montrer que dans un arbre binaire, le nombre de sommets n ve´-
rifie n ≤ 2f − 1, ou` f est le nombre de feuilles.
Exercice 2.2 Montrer que tout mot du langage de Dyck a autant de parenthe`ses
fermantes qu’ouvrantes.
2.6 De´rivations
2.6.1 E´criture explicite des e´le´ments : Second the´ore`me
du point fixe
Nous avons vu jusque-la` plusieurs exemples d’ensembles X de´finis inducti-
vement. L’existence de chaque ensemble X de´coule du the´ore`me 2.2, et en fait
de l’e´quation (2.1) utilise´e dans la preuve de celui-ci.
On parle de de´finition de X par le haut , puisque l’e´quation (2.1) de´finit
X a` partir de sur-ensembles de celui-ci. Cela a clairement l’avantage de mon-
trer facilement l’existence d’ensembles de´finis inductivement, ce que nous avons
abondamment utilise´ jusque-la`.
Cependant, cela a le de´faut de ne pas dire quels sont exactement les e´le´ments
des ensembles X obtenus.
Il est en fait aussi possible de de´finir chaque ensembleX de´fini inductivement
par le bas. On obtient alors une de´finition explicite des e´le´ments de X, avec en
prime une fac¸on de les obtenir explicitement.
C’est ce que dit le re´sultat suivant :
The´ore`me 2.4 (De´finition explicite d’un ensemble de´fini implicitement)
Chaque ensemble X de´fini implicitement a` partir de l’ensemble de base B et des





ou` (Xn)n∈N est la famille de parties de E de´finie par re´currence par
– X0 = B
– Xn+1 = Xn ∪ {ri(x1, · · · , xni)|x1, · · · , xni ∈ Xn et ri ∈ R}.
Autrement dit, tout e´le´ment de X est obtenu en partant d’e´le´ments de B et
en appliquant un nombre fini de fois les re`gles de R pour obtenir des nouveaux
e´le´ments.
De´monstration: Il suffit de prouver que cet ensemble est le plus petit en-
semble qui contient B et qu’il est stable par les re`gles de R.
2.6. DE´RIVATIONS 27
D’une part, puisque X0 = B, B est bien dans l’union des Xn. D’autre part,
si l’on prend une re`gle ri ∈ R, et des e´le´ments x1, · · · , xni dans l’union des
Xn, par de´finition chaque xj est dans un Xkj pour un entier kj . Puisque les
ensembles Xi sont croissants (i.e. Xi ⊂ Xi+k pour tout k, ce qui se prouve
trivialement par re´currence sur k), tous les x1, · · · , xni sont dans Xn0 pour
n0 = max(k1, · · · , kni). On obtient imme´diatement que r(x1, · · · , xni) est dans
Xn0+1, ce qui prouve qu’il est bien dans l’union des Xn.
Enfin, c’est le plus petit ensemble, car tout ensemble qui contient B et qui
est stable par les re`gles de R doit contenir chacun des Xn. Cela se prouve par
re´currence sur n. C’est vrai au rang n = 0, car un tel ensemble doit contenir X0
puisqu’il contient B. Supposons l’hypothe`se au rang n, c’est-a`-dire X contient
Xn. Puisque les e´le´ments de Xn+1 sont obtenus a` partir d’e´le´ments de Xn ⊂ X
en appliquant une re`gle ri ∈ R, X contient chacun de ces e´le´ments. 
2.6.2 Arbres de de´rivation
La de´finition par le bas de X du the´ore`me pre´ce´dent invite a` chercher a`
garder la trace de comment chaque e´le´ment est obtenu, en partant de X et en
appliquant les re`gles de R.
La notion naturelle est celle de terme, sur un ensemble de symboles F bien
choisi : on conside`re que chaque e´le´ment b de la base B est un symbole d’arite´
0. A chaque re`gle ri ∈ R on associe un symbole d’arite´ ni. Un terme t sur cet
ensemble de symboles est appele´ une de´rivation.
A chaque de´rivation t est associe´ un e´le´ment h(t) comme on s’y attend : si
t est d’arite´ 0, on lui associe l’e´le´ment b de B correspondant. Sinon, t est de la
forme ri(t1, · · · , tni), pour une re`gle ri ∈ R et pour des termes t1, · · · , tni , et on
associe a` t le re´sultat de la re`gle ri applique´e aux e´le´ments h(t1), · · · , h(tni).
On peut alors reformuler le the´ore`me pre´ce´dent de la fac¸on suivante.
Proposition 2.1 Soit un ensemble X de´fini implicitement a` partir de l’en-
semble de base B et des re`gles R. Soit D l’ensemble des de´rivations correspon-
dant a` B et a` R. Alors
X = {h(t)|t ∈ D}.
Autrement dit,X est pre´cise´ment l’ensemble des e´le´ments de E qui posse`dent
une de´rivation.
De´finition 2.3 On dit qu’une de´finition inductive de X est non ambigue¨ si la
fonction h pre´ce´dente est injective.
Intuitivement, cela signifie qu’il n’existe qu’une unique fac¸on de construire
chaque e´le´ment de X. C’est le cas pour toutes les de´finitions inductives pre´ce´-
dentes.
Exemple 2.14 La de´finition suivante de N2 est ambigu¨e.
(B) (0, 0) ∈ N2;
(I) (n,m) ∈ N2 ⇒ (n+ 1,m) ∈ N2;
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(I) (n,m) ∈ N2 ⇒ (n,m+ 1) ∈ N2.
En effet, on peut par exemple obtenir (1, 1) en partant de (0, 0) et en appliquant
la deuxie`me puis la troisie`me re`gle, mais aussi en appliquant la troisie`me re`gle
puis la deuxie`me re`gle.
2.7 Fonctions de´finies inductivement
Nous aurons parfois besoin de de´finir des fonctions sur des ensembles X de´fi-
nis inductivement. Cela peut se faire facilement lorsque X admet une de´finition
non ambigu¨e.
The´ore`me 2.5 (Fonction de´finie inductivement) Soit X ⊂ E un ensemble
de´fini inductivement de fac¸on non ambigu¨e a` partir de l’ensemble de base B et
des re`gles R. Soit Y un ensemble.
Pour qu’une application f de X dans Y soit parfaitement de´finie, il suffit de
se donner :
(B) la valeur de f(x) pour chacun des e´le´ments x ∈ B ;
(I) pour chaque re`gle ri ∈ R, la valeur de f(x) pour x = ri(x1, · · · , xni) en
fonction de la valeur de f(x1), . . ., et f(xni).
Autrement dit, informellement, si l’on sait “programmer re´cursivement”,
c’est-a`-dire “de´crire de fac¸on re´cursive la fonction”, alors la fonction est par-
faitement de´finie sur l’ensemble inductif X.
De´monstration: On entend par l’e´nonce´, qu’il existe alors une unique ap-
plication f de X dans Y qui satisfait ces contraintes. Il suffit de prouver que
pour chaque x ∈ X, la valeur de f en x est de´finie de fac¸on unique. Cela se
prouve facilement par induction : c’est vrai pour les e´le´ments x ∈ B. Si cela est
vrai en x1, · · · , xni , cela est vrai en x = ri(x1, · · · , xni) : la de´finition de X e´tant
non ambigu¨e, x ne peut eˆtre obtenu que par la re`gle ri a` partir de x1, · · · , xni .
Sa valeur est donc parfaitement de´finie par la contrainte pour la re`gle ri. 
Exemple 2.15 La fonction factorielle Fact de N dans N se de´finit inductive-
ment par
(B) Fact(0) = 1;
(I) Fact(n+ 1) = (n+ 1) ∗ Fact(n).
Exemple 2.16 La hauteur h d’un arbre binaire e´tiquete´ se de´finit inductive-
ment par
(B) h(∅) = 0;
(I) h((g, a, d)) = 1 +max(h(g), h(d)).
On observera que ces de´finitions ne sont essentiellement que la traduction
de comment on peut les programmer de fac¸on re´cursive.
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2.8 Notes bibliographiques
Lectures conseille´es Pour aller plus loin sur les notions e´voque´es dans ce
chapitre, nous sugge´rons la lecture de [Arnold and Guessarian, 2005]. Pour une
pre´sentation plus ge´ne´rale des de´finitions inductives et des the´ore`mes de points
fixes, nous sugge´rons la lecture de [Dowek, 2008].
Bibliographie Ce chapitre a e´te´ re´dige´ en s’inspirant essentiellement de [Dowek, 2008]
et [Arnold and Guessarian, 2005].
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Chapitre 3
Calcul propositionnel
La logique propositionnelle permet essentiellement de discuter des connec-
teurs grammaticaux comme la ne´gation, la conjonction et la disjonction, en
composant des propositions a` partir de propositions donne´es. Ces connecteurs
sont parfois appele´s aristote´liciens , car ils ont e´te´ mis en e´vidence par Aristote.
Le calcul propositionnel permet essentiellement de parler de fonctions boo-
le´ennes, c’est-a`-dire de fonctions de {0, 1}n → {0, 1}. En effet, les variables,
c’est-a`-dire les propositions, ne peuvent prendre que deux valeurs, vrai ou faux.
Le calcul propositionnel tient une grande place en informatique : ne serait-ce
parce que nos ordinateurs actuels sont digitaux, et travaillent en binaire. Ce qui
fait que nos processeurs sont essentiellement constitue´s de portes binaires du
type de celles que l’on va e´tudier dans ce chapitre.
D’un point de vue expressivite´ logique, le calcul propositionnel reste tre`s
limite´ : par exemple, on ne peut pas e´crire en calcul propositionnel l’existence
d’un objet ayant une proprie´te´ donne´e. Le calcul des pre´dicats, plus ge´ne´ral, que
nous e´tudierons dans le chapitre 5, permet lui d’exprimer des proprie´te´s d’objets
et des relations entre objets, et plus ge´ne´ralement de formaliser le raisonnement
mathe´matique.
Puisque le calcul propositionnel forme toutefois la base commune de nom-
breux syste`mes logiques, et nous allons nous y attarder dans ce chapitre.
3.1 Syntaxe
Pour de´finir formellement et proprement ce langage, nous devons distinguer
la syntaxe de la se´mantique : la syntaxe de´crit comment on e´crit les formules.
La se´mantique de´crit leur sens.
Fixons un ensemble fini ou de´nombrable P = {p0, p1, · · · } de symboles que
l’on appelle variables propositionnelles.
De´finition 3.1 (Formules propositionnelles) L’ensemble des formules pro-
positionnelles F sur P est le langage sur l’alphabet P∪{¬,∧,∨,⇒,⇔, (, )} de´fini
inductivement par les re`gles suivantes :
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(B) il contient P : toute variable propositionnelle est une formule proposi-
tionnelle ;
(I) si F ∈ F alors ¬F ∈ F ;
(I) si F,G ∈ F alors (F ∧ G) ∈ F , (F ∨ G) ∈ F , (F ⇒ G) ∈ F , et
(F ⇔ G) ∈ F .
Il s’agit d’une de´finition inductive qui est le´gitime par les conside´rations du
chapitre pre´ce´dent. Il s’agit d’une de´finition inductive non ambigue¨ : on peut
reformuler ce re´sultat par la proposition suivante, parfois appele´ the´ore`me de
lecture unique.
Proposition 3.1 (De´composition / Lecture unique) Soit F une formule
propositionnelle. Alors F est d’une, et exactement d’une, des formes suivantes
1. une variable propositionnelle p ∈ P ;
2. ¬G, ou` G est une formule propositionnelle ;
3. (G ∧H) ou` G et H sont des formules propositionnelles ;
4. (G ∨H) ou` G et H sont des formules propositionnelles ;
5. (G⇒ H) ou` G et H sont des formules propositionnelles ;
6. (G⇔ H) ou` G et H sont des formules propositionnelles.
De plus dans les cas 2., 3., 4., 5. et 6., il y a unicite´ de la formule G et de la
formule H avec cette proprie´te´.
Le fait qu’une formule se de´compose toujours dans un des 6 cas plus hauts est
facile a` e´tablir inductivement. L’unicite´ de la de´composition de´coule de l’exercice
suivant :
Exercice 3.1 Montrer que la de´finition inductive pre´ce´dente est non-ambigue¨,
c’est-a`-dire que G et H sont uniquement de´finis dans chacun des cas plus haut.
On pourra proce´der de la fac¸on suivante.
– Montrer que dans toute formule F le nombre de parenthe`ses ouvrantes est
e´gal au nombre de parenthe`ses fermantes.
– Montrer que dans tout mot M pre´fixe de F , on a o(M) ≥ f(M), ou` o(M)
est le nombre de parenthe`ses ouvrantes, et f(M) le nombre de parenthe`ses
fermantes.
– Montrer que pour toute formule F dont le premier symbole est une paren-
the`se ouvrante, et pour tout mot M pre´fixe propre de F , on a o(M) >
f(M).
– Montrer que tout mot M pre´fixe propre de F n’est pas une formule.
– En de´duire le re´sultat.
On appelle sous-formule de F une formule qui apparaˆıt dans la de´composi-
tion re´cursive de F .
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p ¬p q p ∨ q p ∧ q p⇒ q p⇔ q
0 1 0 0 0 1 1
1 0 0 1 0 0 0
0 1 1 1 0 1 0
1 0 1 1 1 1 1
Fig. 3.1 – Tableau de ve´rite´.
3.2 Se´mantique
Nous allons maintenant de´finir la se´mantique d’une formule propositionnelle,
c’est-a`-dire le sens qu’on lui donne.
La valeur de ve´rite´ d’une formule se de´finit comme l’interpre´tation de cette
formule, une fois que l’on s’est fixe´ la valeur de ve´rite´ des variables proposition-
nelles : le principe est d’interpre´ter les symboles ¬, ∨, ∧, ⇒, ⇔ par la ne´gation
logique, le ou logique, le et logique, l’implication et la double implication logique.
Formellement, une valuation est une distribution de valeurs de ve´rite´ aux
variables propositionnelles, c’est-a`-dire une fonction de P vers {0, 1}. Dans tout
ce qui suit, 0 repre´sente faux, et 1 repre´sente vrai.
Proposition 3.2 Soit v une valuation.
Par le the´ore`me 2.5, il existe une unique fonction v de´finie sur tout F qui
ve´rifie les conditions suivantes
(B) v e´tend v : pour toute variable propositionnelle p ∈ P, v(p) = v(p) ;
(I) la ne´gation s’interpre`te par la ne´gation logique :
si F est de la forme ¬G, alors v(F ) = 1 ssi v(G) = 0 ;
(I) ∧ s’interpre`te comme le et logique :
si F est de la forme G ∧H, alors v(F ) = 1 ssi v(G) = 1 et v(H) = 1 ;
(I) ∨ s’interpre`te comme le ou logique :
si F est de la forme G ∨H, alors v(F ) = 1 ssi v(G) = 1 ou v(H) = 1 ;
(I) ⇒ s’interpre`te comme l’implication logique :
si F est de la forme G⇒ H, alors v(F ) = 1 ssi v(H) = 1 ou v(G) = 0 ;
(I) ⇔ s’interpre`te comme l’e´quivalence logique :
si F est de la forme G⇔ H, alors v(F ) = 1 ssi v(G) = v(H).
On e´crit v |= F pour v(F ) = 1, et on dit que v est un mode`le de F , ou que
v satisfait F . On note v 6|= F dans le cas contraire. La valeur de v(F ) pour la
valuation v est appele´e la valeur de ve´rite´ de F sur v.
On repre´sente souvent les conditions de la de´finition pre´ce´dente sous la forme
d’un tableau de ve´rite´ : voir la figure 3.1.
3.3 Tautologies, formules e´quivalentes
On souhaite classer les formules selon leur interpre´tation. Une classe particu-
lie`re de formules est celles qui sont toujours vraies que l’on appelle les tautologies.
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De´finition 3.2 (Tautologie) Une tautologie est une formule F qui est satis-
faite par toute valuation.
De´finition 3.3 (Equivalence) Deux formules F et G sont dites e´quivalentes
si pour toute valuation v, v(F ) = v(G). On e´crit dans ce cas F ≡ G.
Exemple 3.1 La formule p∨¬p est une tautologie. Les formules p et ¬¬p sont
e´quivalentes.
Remarque 3.1 Il est important de bien comprendre que ≡ est un symbole que
l’on utilise pour e´crire une relation entre deux formules, mais que F ≡ G n’est
pas une formule propositionnelle.
Exercice 3.2 Montrer que ≡ est une relation d’e´quivalence sur les formules.
3.4 Quelques faits e´le´mentaires
Exercice 3.3 Montrer que pour toutes formules F et G, les formules suivantes
sont des tautologies :
(F ⇒ F ),
(F ⇒ (G⇒ F )),
(F ⇒ (G⇒ H))⇒ ((F ⇒ G)⇒ (F ⇒ H))).
Exercice 3.4 (Idempotence) Montrer que pour toute formule F on a les
e´quivalences :
(F ∨ F ) ≡ F,
(F ∧ F ) ≡ F.
Exercice 3.5 (Associativite´) Montrer que pour toutes formules F , G, H on
a les e´quivalences :
(F ∧ (G ∧H)) ≡ ((F ∧G) ∧H),
(F ∨ (G ∨H)) ≡ ((F ∨G) ∨H).
En raison de l’associativite´, on note souvent F1 ∨ F2 ∨ · · · ∨ Fk pour (((F1 ∨
F2) ∨ F3) · · · ∨ Fk), et F1 ∧ F2 ∧ · · · ∧ Fk pour (((F1 ∧ F2) ∧ F3) · · · ∧ Fk).
Exercice 3.6 (Commutativite´) Montrer que pour toutes formules F et G on
a les e´quivalences :
(F ∧G) ≡ (G ∧ F ),
(F ∨G) ≡ (G ∨ F ).
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Exercice 3.7 (Distributivite´) Montrer que pour toutes formules F , G, H on
a les e´quivalences :
(F ∧ (G ∨H)) ≡ ((F ∧G) ∨ (F ∧H)),
(F ∨ (G ∧H)) ≡ ((F ∨G) ∧ (F ∨H)).
Exercice 3.8 (Lois de Morgan) Montrer que pour toutes formules F et G
on a les e´quivalences :
¬(F ∧G) ≡ (¬F ∨ ¬G),
¬(F ∨G) ≡ (¬F ∧ ¬G).
Exercice 3.9 (Absorption) Montrer que pour toutes formules F et G on a
les e´quivalences :
(F ∧ (F ∨G)) ≡ F,
(F ∨ (F ∧G)) ≡ F.
3.5 Remplacements d’une formule par une autre
e´quivalente
Nous connaissons maintenant quelques e´quivalences entre formules, mais
nous allons maintenant nous convaincre qu’on peut utiliser ces e´quivalences de
fac¸on compositionnelle : si l’on remplace dans une formule une sous-formule par
une formule e´quivalente, on obtient une formule e´quivalente.
3.5.1 Une remarque simple
Observons tout d’abord que la valeur de ve´rite´ d’une formule ne de´pend que
des variables propositionnelles pre´sentes dans la formule : lorsque F est une
formule, on notera F (p1, · · · , pn) pour dire que la formule F s’e´crit avec les
variables propositionnelles p1, · · · , pn seulement.
Proposition 3.3 Soit F (p1, · · · , pn) une formule. Soit v une valuation. La va-
leur de ve´rite´ de F sur v ne de´pend que de la valeur de v sur {p1, p2, · · · , pn}.
De´monstration: La proprie´te´ s’e´tablit facilement par induction structu-
relle. 
3.5.2 Substitutions
Il nous faut de´finir ce que signifie remplacer p par G dans une formule F , note´
F (G/p). Cela donne la de´finition un peut pe´dante qui suit, mais nous devons
en passer par la` :
De´finition 3.4 (Substitution de p par G dans F ) La formule F (G/p) est
de´finie par induction sur la formule F :
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(B) Si F est la variable propositionnelle p, alors F (G/p) est la formule G ;
(B) Si F est une variable propositionnelle q, avec q 6= p, alors F (G/p) est
la formule F ;
(I) Si F est de la forme ¬H, alors F (G/p) est la formule ¬H(G/p) ;
(I) Si F est de la forme (F1 ∨ F2), alors F (G/p) est la formule (F1(G/p)∨
F2(G/p)) ;
(I) Si F est de la forme (F1 ∧ F2), alors F (G/p) est la formule (F1(G/p)∧
F2(G/p)) ;
(I) Si F est de la forme (F1 ⇒ F2), alors F (G/p) est la formule (F1(G/p)⇒
F2(G/p)) ;
(I) Si F est de la forme (F1 ⇔ F2), alors F (G/p) est la formule (F1(G/p)⇔
F2(G/p)).
3.5.3 Compositionnalite´ de l’e´quivalence
On obtient le re´sultat promis : si l’on remplace dans une formule une sous-
formule par une formule e´quivalente, on obtient une formule e´quivalente.
Proposition 3.4 Soient F, F ′, G et G′ des formules. Soit p une variable pro-
positionnelle.
– Si F est une tautologie, alors F (G/p) aussi.
– Si F ≡ F ′, alors F (G/p) ≡ F ′(G/p).
– Si G ≡ G′ alors F (G/p) ≡ F (G′/p).
Exercice 3.10 Prouver le re´sultat par induction structurelle.
3.6 Syste`me complet de connecteurs
Proposition 3.5 Toute formule propositionnelle est e´quivalente a` une formule
qui est construite uniquement avec les connecteurs ¬ et ∧.
De´monstration: Cela re´sulte d’une preuve par induction sur la formule.
C’est vrai pour les formules qui correspondent a` des variables propositionnelles.
Supposons la proprie´te´ vraie pour les formules G et H, c’est-a`-dire supposons
que G (respectivement H) est e´quivalente a` une formule G′ (respectivement H ′)
construite uniquement avec les connecteurs ¬ et ∧.
Si F est de la forme ¬G, alors F est e´quivalente a` ¬G′ et l’hypothe`se d’in-
duction est pre´serve´e.
Si F est de la forme (G ∧ H), alors F est e´quivalente a` (F ′ ∧ H ′) et la
proprie´te´ d’induction est pre´serve´e.
Si F est de la forme (G ∨H), en utilisant la deuxie`me loi de Morgan et le
fait que K ≡ ¬¬K pour e´liminer les doubles ne´gations, on obtient que F ≡
¬(¬G′ ∧¬H ′) qui est bien construite en utilisant uniquement les connecteurs ¬
et ∧.
Si F est de la forme (G⇒ H), alors F est e´quivalente a` (¬G′ ∨H ′) qui est
e´quivalente a` une formule construite uniquement avec les connecteurs ¬ et ∧
par les cas pre´ce´dents.
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Si F est de la forme (G⇔ H), alors F est e´quivalente a` (G′ ⇒ H ′)∧ (H ′ ⇒
G′) qui est e´quivalente a` une formule construite uniquement avec les connecteurs
¬ et ∧ par les cas pre´ce´dents. 
Un ensemble de connecteurs qui a la proprie´te´ plus haut pour {¬,∧} est
appele´ un syste`me complet de connecteurs.
Exercice 3.11 Montrer que {¬,∨} est aussi un syste`me complet de connec-
teurs.
Exercice 3.12 Donner un connecteur logique binaire tel qu’a` lui seul il consti-
tue un syste`me complet de connecteurs.
3.7 Comple´tude fonctionnelle
Supposons P = {p1, p2, · · · , pn} fini. Soit V l’ensemble des valuations sur
P. Puisqu’une valuation est une fonction de {0, 1}n dans {0, 1}, V contient 2n
e´le´ments.
Chaque formule F sur P peut eˆtre vue comme une fonction de V dans {0, 1},
que l’on appelle valeur de ve´rite´ de F : cette fonction est la fonction qui a` une
valuation v associe la valeur de ve´rite´ de la formule sur cette valuation.
Il y a 22
n
fonctions de V dans {0, 1}. La question qui se pose est de sa-
voir si toutes les fonctions peuvent s’e´crire comme des formules. La re´ponse est
positive :
The´ore`me 3.1 (Comple´tude fonctionnelle) Supposons P = {p1, p2, · · · , pn}
fini. Soit V l’ensemble des valuations sur P. Toute fonction f de V dans {0, 1}
est la valeur de ve´rite´ d’une formule F sur P.
De´monstration: La preuve se fait par re´currence sur le nombre de variables
propositionnelles n.
Pour n = 1, il y a quatre fonctions de {0, 1}1 dans {0, 1}, qui se repre´sentent
par les formules p, ¬p, p ∨ ¬p, p ∧ ¬p.
Supposons la proprie´te´ vraie pour n − 1 variables propositionnelles. Consi-
de´rons P = {p1, · · · , pn} et soit f une fonction de {0, 1}n dans {0, 1}. Chaque
valuation v′ sur {p1, p2, · · · , pn−1} peut se voir comme la restriction d’une va-
luation sur {p1, · · · , pn}. Soit f0 (respectivement f1) la restriction de f a` la
valuation v telle que v(pn) = 0 (resp. v(pn) = 1). Les fonctions f0 et f1 sont
des fonctions de´finies des valuations sur {p1, · · · , pn−1} dans {0, 1} et se repre´-
sentent par des formules G(p1, · · · , pn−1) et H(p1, · · · , pn−1) respectivement par
hypothe`se de re´currence. La fonction f peut alors se repre´senter par la formule
(¬pn ∧G(p1, · · · , pn−1)) ∨ (pn ∧H(p1, · · · , pn−1))
ce qui prouve l’hypothe`se de re´currence au rang n. 
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3.8 Formes normales
On cherche souvent a` ramener les formules sous une forme e´quivalente la
plus simple possible.
De´finition 3.5 Un litte´ral est une variable propositionnelle ou sa ne´gation, i.e.
de la forme p, ou ¬p, pour p ∈ P.
De´finition 3.6 Une forme normale disjonctive est une disjonction F1∨F2 · · ·∨
Fk de k formules, k ≥ 1 ou` chaque formule Fi, 1 ≤ i ≤ k est une conjonction
G1 ∧G2 · · · ∧Gℓ de ℓ litte´raux (ℓ pouvant de´pendre de i).
Exemple 3.2 ((p ∧ q ∧ ¬r) ∨ (q ∧ ¬p)) est une forme normale disjonctive.
De´finition 3.7 Une forme normale conjonctive est une conjonction F1∧F2 · · ·∧
Fk de k formules, k ≥ 1 ou` chaque formule Fi, 1 ≤ i ≤ k est une disjonction
G1 ∨G2 · · · ∨Gℓ de ℓ litte´raux (ℓ pouvant de´pendre de i).
Exemple 3.3 ¬p ∨ q et (¬p ∨ q) ∧ ¬r sont des formes normales conjonctives.
The´ore`me 3.2 Toute formule sur un nombre fini de variables propositionnelles
est e´quivalente a` une formule en forme normale conjonctive.
The´ore`me 3.3 Toute formule sur un nombre fini de variables propositionnelles
est e´quivalente a` une formule en forme normale disjonctive.
De´monstration: Comme dans la dernie`re preuve, ces deux the´ore`mes se
prouvent par re´currence sur le nombre n de variables propositionnelles.
Dans le cas n = 1, on a de´ja` conside´re´ dans la preuve pre´ce´dente des formules
qui couvrent tous les cas possibles et qui sont en fait a` la fois en forme normale
conjonctive et disjonctive.
On suppose la proprie´te´ vraie pour n− 1 variables propositionnelles. Soit f
la fonction valeur de ve´rite´ associe´e a` la formule F (p1, · · · , pn). Comme dans la
dernie`re preuve, on peut construire une formule qui repre´sente f , en e´crivant
une formule de la forme
(¬pn ∧G(p1, · · · , pn−1)) ∨ (pn ∧H(p1, · · · , pn−1)).
Par hypothe`se de re´currence, G et H sont e´quivalentes a` des formules en forme
normale disjonctive
G ≡ (G1 ∨G2 ∨ · · · ∨Gk)
H ≡ (H1 ∨H2 ∨ · · · ∨Hℓ)
On peut alors e´crire
(¬pn ∧G) ≡ (¬pn ∧G1) ∨ (¬pn ∧G2) ∨ · · · ∨ (¬pn ∧Gk)
qui est en forme normale disjonctive et
(pn ∧H) ≡ (pn ∧H1) ∨ (pn ∧H2) ∨ · · · ∨ (pn ∧Hk)
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qui est aussi en forme normale disjonctive. La fonction f est donc repre´sente´e par
la disjonction de ces deux formules, et donc par une formule en forme normale
disjonctive.
Si l’on veut obtenir F en forme normale conjonctive, l’hypothe`se d’induction
produit deux formes normales conjonctives G etH. L’e´quivalence que l’on utilise
est alors
F ≡ ((¬pn ∨H) ∧ (pn ∨G)).

3.9 The´ore`me de compacite´
3.9.1 Satisfaction d’un ensemble de formules
On se donne cette fois un ensemble Σ de formules. On cherche a` savoir quand
est-ce qu’on peut satisfaire toutes les formules de Σ.
Commenc¸ons par fixer la terminologie.
De´finition 3.8 Soit Σ un ensemble de formules.
– Une valuation satisfait Σ si elle satisfait chaque formule de Σ. On dit
aussi dans ce cas que cette valuation est un mode`le de Σ.
– Σ est dit satisfiable, ou consistant, s’il existe une valuation qui satisfait
Σ.
– Σ est dit inconsistant, ou contradictoire, si Σ n’est pas satisfiable.
De´finition 3.9 (Conse´quence) Soit F une formule. La formule F est dite
une conse´quence de Σ si tout mode`le de Σ est un mode`le de F . On note alors
Σ ⊢ F .
Exemple 3.4 La formule q est une conse´quence de l’ensemble de formules
{p, p⇒ q}. L’ensemble de formules {p, p⇒ q,¬q} est inconsistant.
On peut de´ja` se convaincre du re´sultat suivant, qui rele`ve d’un jeu sur les
de´finitions.
Proposition 3.6 Toute formule F est une conse´quence d’un ensemble Σ de
formules si et seulement si Σ ∪ {¬F} est inconsistant.
De´monstration: Si toute valuation qui satisfait Σ satisfait F , alors il n’y
a pas de valuation qui satisfait Σ ∪ {¬F}. Re´ciproquement, par l’absurde : s’il
y a une valuation qui satisfait Σ et qui ne satisfait pas F , alors cette valuation
satisfait Σ et ¬F . 
Exercice 3.13 Montrer que pour toutes formules F et F ′, {F} ⊢ F ′ si et seule-
ment si F ⇒ F ′ est une tautologie.
Plus fondamentalement, on a le re´sultat surprenant et fondamental suivant.
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The´ore`me 3.4 (The´ore`me de compacite´) Soit Σ un ensemble de formules
construites sur un ensemble de´nombrable P de variables propositionnelles.
Alors Σ est satisfiable si et seulement si toute partie finie de Σ est satisfiable.
Remarque 3.2 Remarquons que l’hypothe`se P de´nombrable n’est pas ne´ces-
saire, si l’on accepte d’utiliser l’hypothe`se de Zorn (l’axiome du choix). On se
limitera au cas P de´nombrable dans ce qui suit.
En fait, ce the´ore`me peut se reformuler sous la forme suivante
The´ore`me 3.5 (The´ore`me de compacite´ (2ie`me version)) Soit Σ un en-
semble de formules construites sur un ensemble de´nombrable P de variables pro-
positionnelles.
Alors Σ est inconsistant si et seulement si Σ posse`de une partie finie incon-
sistante.
Ou encore sous la forme suivante :
The´ore`me 3.6 (The´ore`me de compacite´ (3ie`me version)) Pour tout en-
semble Σ de formules propositionnelles, et pour toute formule propositionnelle
F construites sur un ensemble de´nombrable P de variables propositionnelles, F
est une conse´quence de Σ si et seulement si F est une conse´quence d’une partie
finie de Σ.
L’e´quivalence des trois formulations n’est qu’un simple exercice de manipu-
lations de de´finitions. Nous allons prouver la premie`re version du the´ore`me.
Une des implications est triviale : si Σ est satisfiable, alors toute partie de
Σ est satisfiable, et en particulier les parties finies.
Nous allons donner deux preuves de l’autre implication.
Une premie`re preuve qui fait re´fe´rence a` des notions de topologie, en parti-
culier de compacite´, et qui s’adresse a` ceux qui connaissent ces notions, et qui
sont amateurs de topologie.
De´monstration:[Preuve topologique] L’espace topologique {0, 1}P (muni
de la topologie produit) est un espace compact, car il s’obtient comme un produit
de compacts (The´ore`me de Tychonoff).
Pour chaque formule propositionnelle F ∈ F , l’ensemble F des valuations
qui la satisfont est un ouvert dans {0, 1}P , car la valeur de ve´rite´ d’une formule
ne de´pend que d’un nombre fini de variables, celles qui apparaissent dans la
formule. Il est e´galement ferme´ puisque celles qui ne satisfont pas F sont celles
qui satisfont ¬F .
L’hypothe`se du the´ore`me entraˆıne que toute intersection finie de F pour
F ∈ Σ est non-vide. Comme {0, 1}P est compact, l’intersection de tous les F
pour F ∈ Σ est donc non-vide. 
Voici une preuve qui e´vite la topologie.
De´monstration:[Preuve directe] Conside´rons P = {p1, p2, · · · , pk, · · · }
une e´nume´ration de P.
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Nous allons prouver le lemme suivant : supposons qu’il existe une application
v de {p1, p2, · · · , pn} dans {0, 1} telle que tout sous-ensemble fini de Σ ait un
mode`le dans lequel p1, · · · , pn prennent les valeurs v(p1), . . ., v(pn). Alors on
peut e´tendre v a` {p1, p2, · · · , pn+1} avec la meˆme proprie´te´.
En effet, si v(pn+1) = 0 ne convient pas, alors il existe un ensemble fini U0
de Σ qui ne peut pas eˆtre satisfait quand p1, · · · , pn, pn+1 prennent les valeurs
respectives v(p1), . . ., v(pn) et 0. Si U est un sous-ensemble fini quelconque
de Σ, alors d’apre`s l’hypothe`se faite sur v, U0 ∪ U a un mode`le dans lequel
p1, · · · , pn prennent les valeurs v(p1), · · · , v(pn). Dans ce mode`le, la proposition
pn+1 prend donc la valeur 1. Autrement dit, tout sous-ensemble fini U de Σ a
un mode`le dans lequel p1, · · · , pn, pn+1 prennent les valeurs respectives v(p1),
. . ., v(pn) et 1. Dit encore autrement, soit v(pn+1) = 0 convient auquel cas on
peut fixer v(pn+1) = 0, soit v(pn+1) = 0 ne convient pas auquel cas on peut
fixer v(pn+1) = 1 qui convient.
En utilisant ce lemme, on de´finit ainsi une valuation v telle que, par re´cur-
rence sur n, pour chaque n, tout sous-ensemble fini de Σ a un mode`le dans lequel
p1, · · · , pn prennent les valeurs v(p1), . . ., v(pn).
Il en re´sulte que v satisfait Σ : en effet, soit F une formule de Σ. F ne de´pend
que d’un ensemble fini pi1 , pi2 , · · · , pik de variables propositionnelles (celles qui
apparaissent dans F ). En conside´rant n = max(i1, i2, · · · , ik), chacune de ces
variables pij est parmi {p1, · · · , pn}. Nous savons alors que le sous ensemble fini
{F} re´duit a` la formule F admet un mode`le dans lequel p1, · · · , pn prennent les
valeurs v(p1), . . ., v(pn), i.e. F est satisfaite par v.

3.10 Exercices
Exercice 3.14 (The´ore`me d’interpolation) Soient F et F ′ telle que F ⇒
F ′ soit une tautologie. Montrer qu’il existe une formule propositionnelle C, dont
les variables propositionnelles apparaissent dans F et F ′, telle que F ⇒ C et
C ⇒ F ′ soient deux tautologies.
Exercice 3.15 (Application de la compacite´ au coloriage de graphes)
Montrer qu’un graphe est coloriable avec k couleurs si et seulement si chacun
de ses sous-graphes finis est coloriable avec k couleurs.
Exercice 3.16 (Applications de la compacite´ a` la the´orie des groupes)
Un groupe G est dit totalement ordonne´ si on a sur G une relation d’ordre total
telle que a ≤ b implique ac ≤ bc et ca ≤ cb pour tous a, b, c ∈ G. Montrer que
pour qu’un groupe G puisse eˆtre ordonne´, il faut et il suffit que tout sous-groupe
de G engendre´ par un ensemble fini d’e´le´ments de G puisse eˆtre ordonne´.
3.11 Notes bibliographiques
Lectures conseille´es Pour aller plus loin sur les notions e´voque´es dans ce
chapitre, nous sugge´rons la lecture de l’ouvrage [Cori and Lascar, 1993a] et de
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[Lassaigne and de Rougemont, 2004].
Bibliographie Ce chapitre a e´te´ re´dige´ en s’inspirant essentiellement de ces
deux ouvrages : [Cori and Lascar, 1993a] et [Lassaigne and de Rougemont, 2004].
Chapitre 4
De´monstrations
L’objectif de ce chapitre est de commencer a` aborder la question fondamen-
tale suivante : qu’est-ce qu’une de´monstration ?
Pour cela, plus pre´cise´ment, on va se focaliser dans ce chapitre sur le pro-
ble`me suivant : on se donne une formule propositionnelle F , et on veut de´ter-
miner si F est une tautologie. Une tautologie est aussi appele´e un the´ore`me, et
on dit aussi que F est valide.
Cela va nous amener a` de´crire des algorithmes particuliers. . .
4.1 Introduction
Une premie`re me´thode pour re´soudre ce proble`me, qui est celle que nous
avons utilise´e dans le chapitre pre´ce´dent, est la suivante : si F est de la forme
F (p1, · · · , pn), on teste pour chacune des 2n valuations v, c’est-a`-dire pour les
2n fonctions de {0, 1}n dans {0, 1}, si v est bien un mode`le de F . Si c’est le cas,
alors F est une tautologie. Dans tout autre cas, F n’est pas une tautologie. Il
est facile de programmer une telle me´thode dans son langage de programmation
favori.
La bonne nouvelle est que cette me´thode existe : le proble`me de de´terminer
si une formule est une tautologie, est de´cidable, en utilisant la terminologie que
nous verrons dans les chapitres suivants, c’est-a`-dire peut bien se re´soudre par
un programme informatique.
Remarque 4.1 Cette observation peut sembler e´trange et quelque part se conten-
ter de peu, mais nous verrons que lorsque l’on conside`re des logiques plus ge´-
ne´rales, meˆme tre`s simples, meˆme cela devient proble´matique : il n’existe pas
toujours d’algorithme pour de´terminer si une formule F est une tautologie.
Cependant, cette me´thode est particulie`rement inefficace. Elle a l’inconve´-
nient majeur de garantir que lorsque F est une tautologie, on fera 2n fois un
test du type “la valuation v est-elle un mode`le de F ?” Lorsque n est grand, 2n
43
44 CHAPITRE 4. DE´MONSTRATIONS
explose tre`s vite : si l’on peut effectivement programmer la me´thode, le pro-
gramme obtenu sera en pratique inutilisable, car prenant un temps e´norme, de`s
que l’on conside`rera des formules F avec un grand nombre de variables.
Revenons alors a` notre proble`me : on peut se dire que dans le raisonnement
classique en mathe´matique, la me´thode usuelle pour prouver qu’une assertion
est un the´ore`me est de la de´montrer.
Si l’on veut faire mieux que la me´thode exhaustive pre´ce´dente, il y a essen-
tiellement deux angles d’attaque. Le premier angle d’attaque est de chercher a`
s’approcher de la notion de de´monstration dans le raisonnement usuel : des me´-
thodes de preuve dans l’esprit de la section suivante apparaissent. Le deuxie`me
angle d’attaque est de chercher a` produire des algorithmes le plus efficace pos-
sible : des me´thodes comme les preuves par re´solution ou me´thodes par tableaux
plus algorithmiques apparaissent alors.
En ge´ne´ral, on s’attend a` ce qu’une me´thode de preuve soit toujours valide :
elle ne produit que des de´ductions correctes. Dans tous les cas se pose la question
de la comple´tude : est-ce que tous les the´ore`mes (tautologies) sont prouvables ?
Dans ce qui suit, on pre´sentera trois syste`mes de de´duction valides et com-
plets : les me´thodes a` la Hilbert , la me´thode par re´solution et la me´thode des
tableaux . On ne prouvera la validite´ et la comple´tude que de la me´thode des
tableaux.
4.2 De´monstrations a` la Frege et Hilbert
Dans ce syste`me de de´duction, on part d’un ensemble d’axiomes, qui sont
des tautologies, et on utilise une unique re`gle de de´duction, le modus ponens,
aussi appele´ coupure, qui vise a` capturer un type de raisonnement tout a` fait
naturel en mathe´matique.
La re`gle du modus ponens dit qu’a` partir de la formule F et d’une formule
F ⇒ G, on de´duit G.
Graphiquement :
F (F ⇒ G)
G
Exemple 4.1 Par exemple, a` partir de (A ∧ B) et de (A ∧ B) ⇒ C on de´duit
C.
On conside`re alors un ensemble d’axiomes, qui sont en fait des instances d’un
nombre fini d’axiomes.
De´finition 4.1 (Instance) On dit qu’une formule F est une instance d’une
formule G si F s’obtient en substituant certaines variables propositionnelles de
G par des formules Fi.
Exemple 4.2 La formule ((C ⇒ D)⇒ (¬A⇒ (C ⇒ D))) est une instance de
(A⇒ (B ⇒ A)), en prenant (C ⇒ D) pour A, et ¬A pour B.
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De´finition 4.2 (Axiomes de la logique boole´enne) Un axiome de la lo-
gique boole´enne est n’importe quelle instance d’une des formules suivantes :
1. (X1 ⇒ (X2 ⇒ X1)) (axiome 1 pour l’implication) ;
2. ((X1 ⇒ (X2 ⇒ X3))⇒ ((X1 ⇒ X2)⇒ (X1 ⇒ X3))) (axiome 2 pour
l’implication) ;
3. (X1 ⇒ ¬¬X1) (axiome 1 pour la ne´gation) ;
4. (¬¬X1 ⇒ X1) (axiome 2 pour la ne´gation) ;
5. ((X1 ⇒ X2)⇒ (¬X2 ⇒ ¬X1)) (axiome 3 pour la ne´gation) ;
6. (X1 ⇒ (X2 ⇒ (X1 ∧X2))) (axiome 1 pour la conjonction) ;
7. ((X1 ∧X2)⇒ X1) (axiome 2 pour la conjonction) ;
8. ((X1 ∧X2)⇒ X2) (axiome 3 pour la conjonction) ;
9. (X1 ⇒ (X1 ∨X2)) (axiome 1 pour la disjonction) ;
10. (X2 ⇒ (X1 ∨X2)) (axiome 2 pour la disjonction) ;
11. (¬X1 ⇒ ((X1 ∨X2)⇒ X2)) (axiome 3 pour la disjonction).
On obtient une notion de de´monstration.
De´finition 4.3 (De´monstration par modus ponens) Soit T un ensemble
de formules propositionnelles, et F une formule propositionnelle. Une preuve de
F a` partir de T est une suite finie F1, F2, · · · , Fn de formules propositionnelles
telle que Fn est e´gale a` F , et pour tout i, ou bien Fi est dans T , ou bien Fi
est un axiome de la logique boole´enne, ou bien Fi s’obtient par modus ponens a`
partir de deux formules Fj , Fk avec j < i et k < i.
On note T ⊢ F si F est prouvable a` partir de T . On note ⊢ F si ∅ ⊢ F , et
on dit que F est prouvable (par modus ponens).
Exemple 4.3 Soit F,G,H trois formules propositionnelles. Voici une preuve
de (F ⇒ H) a` partir de {(F ⇒ G), (G⇒ H)} :
– F1 : (G⇒ H) (hypothe`se) ;
– F2 : ((G⇒ H)⇒ (F ⇒ (G⇒ H))) (instance de l’axiome 1.) ;
– F3 : (F ⇒ (G⇒ H)) (modus ponens a` partir de F1 et F2) ;
– F4 : ((F ⇒ (G⇒ H))⇒ ((F ⇒ G)⇒ (F ⇒ H))) (instance de l’axiome
2.) ;
– F5 : ((F ⇒ G)⇒ (F ⇒ H)) (modus ponens a` partir de F3 et F4) ;
– F6 : (F ⇒ G) (hypothe`se) ;
– F7 : (F ⇒ H) (modus ponens a` partir de F6 et F5).
Cette me´thode de preuve est valide : en ve´rifiant que les axiomes sont des
tautologies, il est facile de se convaincre par re´currence sur la longueur n de la
preuve du re´sultat suivant :
The´ore`me 4.1 (Validite´) Toute formule propositionnelle prouvable est une
tautologie.
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Ce qui est moins trivial, et plus inte´ressant est la re´ciproque : toute tautologie
admet une preuve de ce type.
The´ore`me 4.2 (Comple´tude) Toute tautologie est prouvable (par modus po-
nens).
Nous ne donnerons pas la preuve de ce re´sultat.
On vient de de´crire un syste`me de de´duction qui est tre`s proche de la notion
usuelle de preuve en mathe´matique. Cependant, ce syste`me n’est pas facilement
exploitable pour construire un algorithme qui de´terminerait si une formule F
est une tautologie.
4.3 De´monstrations par re´solution
Nous pre´sentons brie`vement la notion de preuve par re´solution. Cette me´-
thode de preuve est peut-eˆtre moins naturelle, mais est plus simple a` imple´men-
ter informatiquement.
La re´solution s’applique a` un ensemble de formules qui sont en forme normale
conjonctive. Puisque toute formule propositionnelle peut se mettre sous forme
normale conjonctive cela n’est pas restrictif.
Remarque 4.2 Tout du moins en apparence. En effet, il faut eˆtre plus astu-
cieux que dans le chapitre pre´ce´dent pour transformer une formule en forme
normale conjonctive, si l’on ne veut pas faire exploser la taille des formules et
imple´menter pratiquement la me´thode.
On appelle clause une disjonction de litte´raux. Rappelons qu’un litte´ral est
une variable propositionnelle ou sa ne´gation. On convient de repre´senter une
clause c par l’ensemble des litte´raux sur lesquels porte la disjonction.
Exemple 4.4 On e´crit donc {p,¬q, r} plutoˆt que p ∨ ¬q ∨ r.
E´tant donne´ un litte´ral u, on note u pour le litte´ral e´quivalent a` ¬u : autre-
ment dit, si u est la variable propositionnelle p, u vaut ¬p, et si u est ¬p, u est
p. Enfin on introduit une clause vide, note´e , dont la valeur est 0 pour toute
valuation.
De´finition 4.4 (Re´solvante) Soient C1, C2 deux clauses. On dit que la clause
C est une re´solvante de C1 et C2 s’il existe un litte´ral u tel que :
– u ∈ C1 ;
– u ∈ C2 ;
– C est donne´ par (C1\{u}) ∪ (C2\{u}).
Exemple 4.5 Les clauses {p, q, r} et {¬r, s} admettent la re´solvante {p, q, s}.
Exemple 4.6 Les clauses {p, q} et {¬p,¬q} admettent deux re´solvantes, a` sa-
voir {q,¬q} et {p,¬p}. Les clauses {p} et {¬p} admettent la re´solvante .
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Cela donne une notion de preuve.
De´finition 4.5 (Preuve par re´solution) Soit T un ensemble de clauses. Une
preuve par re´solution de T est une suite finie F1, F2, · · · , Fn de clauses telle que
Fn est e´gale a` , et pour tout i, ou bien Fi est une clause dans T , ou bien Fi
est une re´solvante de deux clauses Fj , Fk avec j < i et k < i.
Remarque 4.3 Le modus ponens, au coeur du syste`me de preuve pre´ce´dent,
consiste a` dire qu’a` partir de la formule F et d’une formule (F ⇒ G), on
de´duit G. Si l’on conside`re que la formule (F ⇒ G) est e´quivalente a` la formule
(¬F ∨ G), le modus ponens peut aussi se voir comme dire qu’a` partir de la
formule F et d’une formule (¬F ∨G), on de´duit G, ce qui ressemble au concept
de re´solvante : la re´solvante de {f} et de {¬f, g} est {g}.
D’une certaine fac¸on, la re´solvante est un modus ponens ge´ne´ralise´, meˆme
si cette analogie n’est qu’une analogie et une preuve dans un syste`me de preuve
ne peut pas se traduire directement dans l’autre.
Cette me´thode de preuve est valide (sens facile).
The´ore`me 4.3 (Validite´) Toute clause apparaissant dans une preuve par re´-
solution de T est une conse´quence de T .
En fait, pour prouver une formule, on raisonne en ge´ne´ral dans cette me´thode
de preuve plutoˆt sur sa ne´gation, et on cherche a` prouver que sa ne´gation est
contradictoire avec les hypothe`ses. La validite´ se formule alors en ge´ne´ral plutoˆt
de cette fac¸on.
Corollaire 4.1 (Validite´) Si un ensemble de clauses T admet une preuve par
re´solution, alors T est contradictoire.
Elle s’ave`re comple`te (sens plus difficile).
The´ore`me 4.4 (Comple´tude) Soit T un ensemble de clauses contradictoires.
Il admet une preuve par re´solution.
4.4 De´monstrations par la me´thode des tableaux
Nous avons jusque-la` uniquement e´voque´ des syste`mes de de´duction valides
et complets, sans fournir aucune preuve de ce fait. Nous allons e´tudier plus
comple`tement la me´thode des tableaux. Nous avons choisi de de´velopper cette
me´thode, car elle est tre`s algorithmique et base´e sur la notion d’arbre, ce qui ap-
puiera notre argumentaire re´current sur le fait que la notion d’arbre est partout
en informatique.
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4.4.1 Principe
Pour simplifier la discussion, on conside`rera que les formules proposition-
nelles ne sont e´crites qu’avec les connecteurs ¬,∧,∨,⇒. La formule (F ⇔ G)
sera conside´re´e comme une abre´viation de la formule ((F ⇒ G) ∧ (G⇒ F )).
Supposons que l’on veuille prouver qu’une formule F est une tautologie. Si
la formule F est de la forme (F1 ∧ F2) on peut chercher a` prouver F1 et F2,
et e´crire F1, F2. Si la formule est de la forme (F1 ∨ F2), on peut explorer deux
possibilite´s, l’une pour explorer le cas de F1 et l’autre pour le cas de F2.
On va ramener toutes les autres possibilite´s a` ces deux configurations, en
utilisant les lois de Morgan, et quelques e´quivalences : si la formule F est de la
forme (F1 ⇒ F2), on va la voir comme (F2 ∨¬F1) et appliquer la re`gle du ∨, et
si F est de la forme ¬(F1 ⇒ F2), comme (F1 ∧ ¬F2) et appliquer la re`gle du ∧.
On traite chacun des autres cas a` l’aide des lois de Morgan.
En faisant cela de fac¸on syste´matique, on va construire un arbre, dont la
racine est e´tiquete´e par la ne´gation de la formule F : autrement dit, pour prouver
une formule F , la me´thode commence par la ne´gation de la formule F .
Partons par exemple de la formule F suivante que nous cherchons a` prouver :
(((p ∧ q)⇒ r)⇒ ((p⇒ r) ∨ (q ⇒ r))).
On part donc de la formule ¬F , , c’est-a`-dire de
¬(((p ∧ q)⇒ r)⇒ ((p⇒ r) ∨ (q ⇒ r))).
– en transformant l’implication ¬(F1 ⇒ F2) en la formule e´quivalente (F1 ∧
¬F2), on obtient ((p ∧ q)⇒ r) ∧ ¬((p⇒ r) ∨ (q ⇒ r)) pour se ramener a`
la re`gle du ∧.
– On applique alors la re`gle du ∧ : on conside`re les formules ((p ∧ q) ⇒ r)
et ¬((p⇒ r) ∨ (q ⇒ r)).
– On conside`re a` l’instant d’apre`s la dernie`re formule, que l’on peut voir par
les lois de Morgan comme (¬(p⇒ r)∧¬(q ⇒ r)) : on lui associe ¬(p⇒ r)
et ¬(q ⇒ r) par la re`gle du ∧.
– On conside`re alors ¬(p⇒ r), ce qui donne les formules p et ¬r.
– On obtient alors q et ¬r a` partir de ¬(q ⇒ r).
– Si l’on conside`re maintenant ((p ∧ q) ⇒ r), que l’on peut voir comme
(r ∨¬(p∧ q)), on a le choix par la re`gle du ∨ entre la formule ¬(p∧ q) ou
r.
– Le cas de r est exclus par l’e´tape pre´ce´dente, ou` l’on avait ¬r.
– Dans le premier cas, on a encore le choix entre ¬p ou ¬q. Les deux cas
sont exclus parce que l’on avait avant p et q.
Puisque toutes les branches me`nent a` une contradiction, il n’y a aucune
situation dans laquelle F pourrait eˆtre fausse : on sait alors que F est une
tautologie.
Le calcul que l’on vient de faire se repre´sente naturellement par un arbre.
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¬(((p ∧ q)⇒ r)⇒ ((p⇒ r) ∨ (q ⇒ r)))
((p ∧ q)⇒ r),¬((p⇒ r) ∨ (q ⇒ r))






Chaque branche correspond a` un sce´nario possible. Si une branche posse`de
un sommet e´tiquete´ par une formule A telle que ¬A apparaˆıt plus haut sur
la meˆme branche (ou l’oppose´), alors on cesse de de´velopper cette branche, et
on dit que la branche est close : cela veut dire qu’il y a une contradiction. Si
toutes les branches sont closes, on dit que l’arbre est clos, et on sait que tous
les sce´narios sont exclus.
Conside´rons maintenant l’exemple de la formule G donne´e par
((p ∨ q)⇒ (r ⇒ (¬q ⇒ ¬p))).
Avec la meˆme me´thode, on de´veloppe un arbre avec comme racine ¬G.
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¬((p ∨ q)⇒ (r ⇒ (¬q ⇒ ¬p)))





Cette fois l’arbre a deux branches. La branche de droite est close. La branche de
gauche n’est pas close, et les variables propositionnelles sur cette branche sont
r,¬q et p. Si l’on prend une valuation v telle que v(r) = 1, v(q) = 0, v(p) = 1,
la valuation donne la valeur 1 a` ¬G, et donc 0 a` G. Autrement dit, G n’est pas
une tautologie. On dit que l’arbre est ouvert .
4.4.2 Description de la me´thode
Un tableau est un arbre binaire e´tiquete´ dont les sommets sont des ensembles
de formules propositionnelles et qui est construit re´cursivement a` partir de la
racine sommet par sommet en utilisant un nombre fini de fois deux types de
re`gles : les re`gles α et les re`gles β.
On rappelle que pour simplifier la discussion, on conside`re que les formules
propositionnelles e´crites qu’avec les connecteurs ¬,∧,∨,⇒. La formule (F ⇔ G)
est conside´re´e comme une abre´viation de la formule ((F ⇒ G) ∧ (G⇒ F )).
Les formules sont de´coupe´es en deux classes, la classe α et la classe β, et
a` chaque formule on associe inductivement deux autres formules par les re`gles
suivantes :
– Les formules de type α sont les formules du type :
1. α = (A ∧B) : on lui associe α1 = A et α2 = B.
2. α = ¬(A ∨B) : on lui associe α1 = ¬A et α2 = ¬B.
3. α = ¬(A⇒ B) : on lui associe α1 = A et α2 = ¬B.
4. ¬¬A : on lui associe α1 = α2 = A.
– Les formules du type β sont les formules du type :
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1. β = ¬(A ∧B) : on lui associe β1 = ¬A, β2 = ¬B.
2. β = (A ∨B) : on lui associe β1 = A, β2 = B.
3. β = (A⇒ B) : on lui associe β1 = ¬A, β2 = B.
Si B est une branche d’un tableau, on note
⋃
B pour l’ensemble des formules
qui apparaissent sur un sommet de B.
Les deux re`gles de constructions d’un tableau sont les suivantes :
1. une re`gle α consiste a` prolonger une branche finie d’un tableau T par le
sommet e´tiquete´ {α1, α2}, ou` α est une formule de type α qui apparaˆıt
sur un sommet de B.
2. une re`gle β consiste a` prolonger une branche finie d’un tableau T par deux
fils e´tiquete´s respectivement par {β1} et {β2}, ou` β est une formule de type
β qui apparaˆıt sur un sommet de B.
Remarque 4.4 Observons que ce n’est pas ne´cessairement le dernier sommet
d’une branche B qui est de´veloppe´ a` chaque e´tape, mais une formule quelque
part sur la branche.
On dit qu’une branche B est close s’il existe une formule A telle que A et ¬A
apparaissent sur la branche B. Dans le cas contraire la branche est dite ouverte.
Une branche B est de´veloppe´e si




B et α2 ∈
⋃
B.




B ou β2 ∈
⋃
B.
Un tableau est de´veloppe´ si toutes ses branches sont soit closes, soit de´ve-
loppe´es. Un tableau est clos si toutes ses branches sont closes. Un tableau est
ouvert s’il posse`de une branche ouverte.
Finalement, un tableau pour une formule A (respectivement pour un en-
semble de formules Σ) est un tableau dont la racine est e´tiquete´e par {A} (res-
pectivement par {A|A ∈ Σ}).
4.4.3 Terminaison de la me´thode
Observons tout d’abord que l’on peut toujours appliquer des re`gles α ou β
jusqu’a` obtenir un tableau de´veloppe´.
Proposition 4.1 Si Σ est un ensemble fini de formules, alors il existe un ta-
bleau de´veloppe´ (et fini) pour Σ.
De´monstration: Cela se prouve par re´currence sur le nombre n d’e´le´ments
de Σ.
Pour le cas n = 1, observons que la longueur des formules α1, α2, β1, et
β2 est toujours infe´rieure strictement a` la longueur de α et β. Le processus
d’extension des branches qui ne sont pas closes se termine donc ne´cessairement
apre`s un nombre fini d’e´tapes. Le tableau obtenu au final est de´veloppe´, sinon
il serait possible de l’e´tendre.
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Pour le cas n > 1, e´crivons Σ = {F1, · · · , Fn}. Conside´rons par hypothe`se
de re´currence un tableau de´veloppe´ pour Σ = {F1, · · · , Fn−1}. Si ce tableau est
clos ou si Fn est une variable propositionnelle, alors ce tableau est un tableau
de´veloppe´ pour Σ. Sinon, on peut e´tendre toutes les branches ouvertes en appli-
quant les re`gles correspondantes a` la formule Fn, et en de´veloppant les branches
obtenues : le processus termine pour la meˆme raison que pour n = 1. 
Bien entendu, a` partir d’une racine donne´e, il y a de nombreuses fac¸ons de
construire un tableau de´veloppe´.
4.4.4 Validite´ et comple´tude
La me´thode pre´ce´dente donne une me´thode de preuve.
De´finition 4.6 On dira qu’une formule F est prouvable par tableau s’il existe
un tableau clos avec la racine {¬A}.
La me´thode est valide.
The´ore`me 4.5 (Validite´) Toute formule prouvable est une tautologie.
De´monstration: On dira qu’une branche B d’un tableau est re´alisable s’il
existe une valuation v telle que v(A) = 1 pour toute formule A ∈ ⋃B et
v(A) = 0 si ¬A ∈ ⋃A. Un tableau est dit re´alisable s’il a une branche re´alisable.
Il suffit de prouver le re´sultat suivant :
Lemme 4.1 Soit T ′ une extension imme´diate du tableau T : c’est-a`-dire le
tableau obtenu en appliquant une re`gle α ou une re`gle β a` T . Si T est re´alisable
alors T ′ aussi.
Ce lemme suffit a` prouver le the´ore`me : si F est prouvable, il y a un tableau
clos avec ¬F comme racine. Cela veut dire que pour toute branche, il y a une
formule A telle que A et ¬A apparaissent sur cette branche, et donc aucune
des branches de T n’est re´alisable. Par le lemme, cela veut dire que l’on est
parti initialement d’un arbre re´duit au sommet e´tiquete´ par ¬F qui n’e´tait pas
re´alisable. Autrement dit, F est une tautologie.
Il reste a` prouver le lemme. Soit B une branche re´alisable de T , et soit B′
la branche de T qui est e´tendue dans T ′. Si B 6= B′, alors B reste une branche
re´alisable de T . Si B = B′, alors B est e´tendue dans T ′,
1. soit en une branche Bα par l’application d’une re`gle α ;
2. soit en deux branches Bβ1 et Bβ2 par l’application d’une re`gle β.
Dans le premier cas, soit α la formule utilise´e par la re`gle, et v une valuation
re´alisant B : de v(α) = 1, on de´duit v(α1) = 1 et v(α2) = 1 : donc v est une
valuation qui re´alise Bα et le tableau T
′ est re´alisable.
Dans le second cas, soit β la formule utilise´e par la re`gle : de v(β) = 1, on
de´duit qu’au moins une des valeurs v(β1) et v(β2) vaut 1 : donc v re´alise l’une
des branches Bβ1 et Bβ2 , et le tableau T
′ est re´alisable. 
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4.4.5 Comple´tude
La me´thode est comple`te : en d’autres termes, la re´ciproque du the´ore`me
pre´ce´dent est vraie.
The´ore`me 4.6 (Comple´tude) Toute tautologie est prouvable.
Corollaire 4.2 Soit F une formule propositionnelle.
F est une tautologie si et seulement si elle est prouvable.
Le reste de cette sous-section est consacre´ a` prouver ce the´ore`me.
Remarquons tout d’abord que si B est une branche a` la fois de´veloppe´e et
ouverte d’un tableau T , alors l’ensemble
⋃
B de formules qui apparaissent dans
B a les proprie´te´s suivantes :
1. il n’y a aucune variable propositionnelle p telle que p ∈ ⋃B et telle que
¬p ∈ ⋃B ;
2. pour toute formule α ∈ ⋃B, α1 ∈ ⋃B et α2 ∈ ⋃B ;
3. pour toute formule β ∈ ⋃B, β1 ∈ ⋃B ou β2 ∈ ⋃B.
Lemme 4.2 Toute branche de´veloppe´e et ouverte d’un tableau est re´alisable.
De´monstration: Soit B une branche de´veloppe´e et ouverte d’un tableau T .
On de´finit une valuation v par :
1. si p ∈ ⋃B, v(p) = 1 ;
2. si ¬p ∈ ⋃B, v(p) = 0 ;
3. si p 6∈ ⋃B et ¬p 6∈ ⋃B, on pose (arbitrairement) v(p) = 1.
On montre par induction structurelle sur A que : si A ∈ ⋃B, alors v(A) = 1,
et si ¬A ∈ ⋃B, alors v(A) = 0.
En effet, c’est vrai pour les variables propositionnelles.
Si A est une formule α, alors α1 ∈
⋃
B et α2 ∈
⋃
B : par hypothe`se d’in-
duction, v(α1) = 1, v(α2) = 1, et donc v(α) = 1.
Si A est une formule β, alors β1 ∈
⋃
B ou β2 ∈
⋃
B : par hypothe`se d’in-
duction, v(β1) = 1 ou v(β2) = 1, et donc v(β) = 1. 
Proposition 4.2 S’il existe un tableau clos avec ¬A comme racine, alors tout
tableau de´veloppe´ avec la racine ¬A est clos.
De´monstration: Par l’absurde : soit T un tableau ouvert et de´veloppe´ avec
la racine ¬A, et B une branche ouverte de T : par le lemme pre´ce´dent, B est
re´alisable, et puisque ¬A est dans B, ¬A est satisfiable. A n’est donc pas une
tautologie, et donc n’est pas prouvable par tableau : il n’y a donc pas de tableau
clos avec la racine ¬A. 
On a enfin tous les ingre´dients pour prouver le the´ore`me 4.6.
Supposons que A ne soit pas prouvable par tableau, et soit T un tableau
de´veloppe´ avec la racine ¬A : T n’est pas clos. Comme dans la preuve pre´ce´-
dente, si B est une branche ouverte de T , alors B est re´alisable, et donc ¬A est
satisfiable : autrement dit, A n’est pas une tautologie.
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4.4.6 Une conse´quence du the´ore`me de compacite´
De´finition 4.7 On dira qu’un ensemble Σ de formules est re´futable par tableau
s’il existe un tableau clos avec la racine Σ.
Corollaire 4.3 Tout ensemble Σ de formules qui n’est pas satisfiable est re´fu-
table par tableau.
De´monstration: Par le the´ore`me de compacite´, un ensemble de formules Σ
qui n’est pas satisfiable posse`de un sous-ensemble fini Σ0 qui n’est pas satisfiable.
Cet ensemble fini de formules a une re´futation par tableau, i.e. il y a un tableau
clos avec la racine Σ0. Ce tableau donne aussi un tableau clos avec la racine Σ.

4.5 Notes bibliographiques
Lectures conseille´es Pour aller plus loin sur les notions e´voque´es dans ce cha-
pitre, nous sugge´rons la lecture de [Cori and Lascar, 1993a], de [Mendelson, 1997]
pour les me´thodes de preuve base´es sur le modus ponens, de [Stern, 1994] pour
une pre´sentation simple des me´thodes de preuve base´es sur la re´solution, et de
[Lassaigne and de Rougemont, 2004] et [Nerode and Shore, 1997] pour la me´-
thode des tableaux.
Bibliographie Ce chapitre a e´te´ re´dige´ en s’inspirant essentiellement de l’ou-
vrage [Cori and Lascar, 1993a], de [Dehornoy, 2006] pour la partie sur les me´-
thodes preuves base´es sur le modus ponens, de [Stern, 1994] pour la pre´sentation
de la preuve par re´solution. La section sur la me´thode des tableaux est reprise
de l’ouvrage [Lassaigne and de Rougemont, 2004].
Chapitre 5
Calcul des pre´dicats
Le calcul propositionnel reste tre`s limite´, et ne permet essentiellement que
d’exprimer des ope´rations boole´ennes sur des propositions.
Si l’on veut pouvoir raisonner sur des assertions mathe´matiques, il nous
faut autoriser des constructions plus riches. Par exemple, on peut vouloir e´crire
l’e´nonce´
∀x((Premier(x) ∧ x > 2)⇒ Impair(x)). (5.1)
Un tel e´nonce´ n’est pas capture´ par la logique propositionnelle. Tout d’abord
par ce qu’il utilise des pre´dicats comme Premier(x) dont la valeur de ve´rite´
de´pend d’une variable x, ce qui n’est pas possible en logique propositionnelle.
Par ailleurs, on utilise ici des quantificateurs comme ∃, ∀ qui ne sont pas pre´sents
non plus en logique propositionnelle.
L’e´nonce´ pre´ce´dent est un exemple de formule du calcul des pre´dicats du
premier ordre. Dans ce document, on ne parlera que de logique du premier
ordre. La terminologie premier ordre fait re´fe´rence au fait que les quantifications
existentielles et universelles ne sont autorise´es que sur les variables.
Un e´nonce´ du second ordre, on parle plus ge´ne´ralement d’ordre supe´rieur ,
serait un e´nonce´ ou` l’on autoriserait les quantifications sur les fonctions ou
des relations : par exemple, on peut e´crire ¬∃f(∀x(f(x) < f(x + 1))) pour
signifier qu’il n’existe pas de suite infiniment de´croissante. On ne cherchera pas
a` comprendre la the´orie derrie`re ce type d’e´nonce´, car on le verra, les proble`mes
et difficulte´s avec le premier ordre sont de´ja` suffisamment nombreux.
L’objectif de ce chapitre est alors de de´finir la logique du premier ordre.
Comme pour la logique propositionnelle, on va le faire en parlant d’abord de la
syntaxe, c’est-a`-dire comment on e´crit les formules, puis de leur se´mantique.
Le calcul des pre´dicats, et en particulier la logique du premier ordre, reste le
formalisme le plus courant pour exprimer des proprie´te´s mathe´matiques. C’est
aussi un formalisme tre`s utilise´ en informatique pour de´crire les objets : par
exemple, les langages de requeˆtes a` des bases de donne´es sont essentiellement
base´s sur ce formalisme, applique´ a` des objets finis, qui repre´sentent des don-
ne´es.
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5.1 Syntaxe
Pour e´crire une formule d’un langage du premier ordre, on utilise certains
symboles qui sont communs a` tous les langages, et certains symboles qui varient
d’un langage a` l’autre. Les symboles communs a` tous les langages sont :
– les connecteurs ¬, ∨, ∧, ⇒, ⇔ ;
– les parenthe`ses ( et ) et la virgule , ;
– le quantificateur universel ∀ et le quantificateur existentiel ∃ ;
– un ensemble infini de´nombrable de symboles V de variables.
Les symboles qui peuvent varier d’un langage a` l’autre sont capture´s par la
notion de signature. Une signature fixe les symboles de constantes, les symboles
de fonctions et les symboles de relations qui sont autorise´s.
Formellement :
De´finition 5.1 (Signature d’un langage du premier ordre) La signature
Σ = (C,F ,R)
d’un langage du premier ordre est la donne´e :
– d’un premier ensemble C de symboles, appele´s symboles de constantes ;
– d’un second ensemble F de symboles, appele´s symboles de fonctions. A
chaque symbole de cet ensemble est associe´ un entier strictement positif,
que l’on appelle son arite´ ;
– d’un troisie`me ensemble R de symboles, appele´s symboles de relations. A
chaque symbole de cet ensemble est associe´ un entier strictement positif,
que l’on appelle son arite´.
On suppose que V, C,F ,R sont des ensembles disjoints deux a` deux.
Une formule du premier ordre sera alors un mot sur l’alphabet
A(Σ) = V ∪ C ∪ F ∪R ∪ {¬,∨,∧,⇒,⇔, (, ), ,,=,∀,∃}.
Remarque 5.1 On utilisera dans ce qui suit les conventions suivantes : On
convient que x, y, z, u et v de´signent des variables, c’est-a`-dire des e´le´ments de
V. a, b, c, d de´signeront des constantes, c’est-a`-dire des e´le´ments de C.
L’intuition est que les symboles de constantes, fonctions et relations auront
vocation ensuite a` eˆtre interpre´te´s (dans ce que l’on appellera des structures) ;
l’arite´ d’un symbole de fonction ou de relation aura pour vocation a` correspondre
au nombre d’arguments de la fonction ou de la relation.
Exemple 5.1 Par exemple, on peut conside´rer la signature
Σ = ({2}, {Impair, Premier}, {=, <})
qui posse`de l’unique symbole de constante 2, les symboles de fonctions Impairs
et Premier d’arite´ 1, les symboles de relations = et < d’arite´ 2.
On va de´finir par e´tapes : d’abord les termes, qui visent a` repre´senter des
objets, puis les formules atomiques, qui visent a` repre´senter des relations entre
objets, et enfin les formules.
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5.1.1 Termes
Nous avons de´ja` de´fini les termes dans le chapitre 2 : ce que nous appelons
ici terme sur une signature Σ, est un terme construit sur l’union de l’ensemble
des symboles de fonctions de la signature, des symboles de constantes de la
signature, et des variables.
Pour eˆtre plus clair, re´exprimons notre de´finition :
De´finition 5.2 (Termes sur une signature) Soit Σ = (C,F ,R) une signa-
ture.
L’ensemble T des termes sur la signature Σ est le langage sur l’alphabet
A(Σ) de´fini inductivement par :
(B) toute variable est un terme : V ⊂ T ;
(B) toute constante est un terme : C ⊂ T ;
(I) si f est un symbole de fonction d’arite´ n et si t1, t2, · · · , tn sont des
termes, alors f(t1, · · · , tn) est un terme.
De´finition 5.3 Un terme clos est un terme sans variable.
Exemple 5.2 Premier(x) est un terme sur la signature de l’exemple 5.1 qui
n’est pas clos. Impair(2) est un terme clos.
5.1.2 Formules atomiques
De´finition 5.4 (Formules atomiques) Soit Σ = (C,F ,R) une signature.
Une formule atomique sur la signature Σ est un mot de A(Σ)∗ de la forme
R(t1, t2, · · · , tn), ou` R ∈ R est un symbole de relation d’arite´ n, et ou` t1, t2, · · · , tn
sont des termes sur Σ.
Exemple 5.3 > (x, 2) est une formule atomique sur la signature de l’exemple
5.1. = (x, y) aussi.
Remarque 5.2 On va convenir parfois d’e´crire t1Rt2 pour certains symboles
binaires, comme =, <, + pour e´viter des notations trop lourdes : par exemple,
on e´crira x > 2 pour > (x, 2).
5.1.3 Formules
De´finition 5.5 (Formules) Soit Σ = (C,F ,R) une signature.
L’ensemble des formules sur la signature Σ est le langage sur l’alphabet A(Σ)
de´fini inductivement par :
(B) toute formule atomique est une formule ;
(I) si F est une formule, alors ¬F est une formule ;
(I) si F et G sont des formules, alors (F ∧ G), (F ∨ G), (F ⇒ G), et
(F ⇔ G) sont des formules ;
(I) si F est une formule, et si x ∈ V est une variable, alors ∀xF est une
formule, et ∃xF aussi.
Exemple 5.4 L’e´nonce´ (5.1) est une formule sur la signature de l’exemple 5.1.
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5.2 Premie`res proprie´te´s et de´finitions
5.2.1 De´composition / Lecture unique
Comme pour les formules du calcul propositionnel, on peut toujours de´com-
poser une formule, et ce de fac¸on unique.
Proposition 5.1 (De´composition / Lecture unique) Soit F une formule.
Alors F est d’une, et exactement d’une, des formes suivantes :
1. une formule atomique ;
2. ¬G, ou` G est une formule ;
3. (G ∧H) ou` G et H sont des formules ;
4. (G ∨H) ou` G et H sont des formules ;
5. (G⇒ H) ou` G et H sont des formules ;
6. (G⇔ H) ou` G et H sont des formules ;
7. ∀xG ou` G est une formule et x une variable ;
8. ∃xG ou` G est une formule et x une variable.
De plus dans le premier cas, il y a une unique fac¸on de“lire” la formule atomique.
Dans chacun des autres cas, il y a unicite´ de la formule G et de la formule H
avec cette proprie´te´.
On peut alors naturellement repre´senter chaque formule par un arbre (son
arbre de de´composition, qui est en fait en correspondance avec son arbre de
de´rivation au sens du chapitre 2) : chaque sommet est e´tiquete´ par un symbole
de constante, de fonction, de relation, ou par les symboles ¬,∧,∨,⇒,⇔ ou un
quantificateur existentiel ou universel.
Exemple 5.5 Par exemple, la formule
(∀x∃yR(x, y)⇒ ∃xR′(x, y, a)) (5.2)
se repre´sente par l’arbre suivant









Chaque sous-arbre d’un tel arbre repre´sente une sous-formule de F . Si l’on
pre´fe`re :
De´finition 5.6 (Sous-formule) Une formule G est une sous-formule d’une
formule F si elle apparaˆıt dans la de´composition de F .
5.2.2 Variables libres, variables lie´es
L’intuition de ce qui va suivre est de distinguer les variables lie´es des variables
qui ne le sont pas : tout cela est en fait a` propos des “∀x” et “∃x” qui sont
des lieurs : lorsqu’on e´crit ∀xF ou ∃xF , x devient une variable lie´e dans F .
En d’autres termes, x est une variable muette dans le sens ou` la valeur de
ve´rite´ de ∀xF ou ∃xF aura vocation, lorsqu’on parlera de la se´mantique des
formules, a` ne pas de´pendre de x : on pourrait tout aussi bien e´crire ∀yF (y/x)
(respectivement : ∃yF (y/x)) ou` F (y/x) de´signe intuitivement la formule que
l’on obtient en remplac¸ant x par y dans F .
Remarque 5.3 On a le meˆme phe´nome`ne dans des symboles comme le sym-
bole inte´grale en mathe´matique : dans l’expression
∫ b
a
f(t)dt, la variable t est
une variable muette (lie´e). En particulier
∫ b
a
f(u)du est exactement la meˆme
inte´grale.
Faisons cela toutefois tre`s proprement. Une meˆme variable peut apparaˆıtre
plusieurs fois dans une formule : nous avons besoin de savoir repe´rer chaque
occurrence, en faisant attention aux ∃ et ∀.
De´finition 5.7 (Occurence) Une occurrence d’une variable x dans une for-
mule F est un entier n tel que le ne`me symbole du mot F est x et tel que le
(n− 1)e`me symbole ne soit pas ∀ ni ∃.
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Exemple 5.6 8 et 17 sont des occurrences de x dans la formule (5.2). 7 et
14 n’en sont pas : 7 parce que le 7e`me symbole de F n’est pas un x (c’est une
parenthe`se ouvrante) et 14 parce que le 14e`me symbole de F qui est bien un x
est quantifie´ par x.
De´finition 5.8 (Variable libre, variable lie´e) – Une occurrence d’une va-
riable x dans une formule F est une occurrence lie´e si cette occurrence
apparaˆıt dans une sous-formule de F qui commence par un quantificateur
∀x ou ∃x. Sinon, on dit que l’occurrence est libre.
– Une variable est libre dans une formule si elle posse`de au moins une oc-
currence libre dans la formule.
– Une formule F est close si elle ne posse`de pas de variables libres.
Exemple 5.7 Dans la formule (5.2), les occurrences 8, 17 et 10 de x sont lie´es.
L’occurrence 19 de y est libre.
Exemple 5.8 Dans la formule (R(x, z)⇒ ∀z(R(y, z)∨ y = z)), la seule occur-
rence de x est libre, les deux occurrences de y sont libres. La premie`re (plus pe-
tite) occurrence de z est libre, et les autres sont lie´es. La formule ∀x∀z(R(x, z)⇒
∃y(R(y, z) ∨ y = z)) est close.
La notation F (x1, · · · , xk) signifie que les variables libres de F sont parmi
x1, · · · , xk.
Exercice 5.1 Montrer que les formules libres ℓ(F ) d’une formule F s’obtiennent
par la de´finition inductive suivante :
– ℓ(R(t1, · · · , tn)) = {xi|xi ∈ V et xi apparaˆıt dans R(t1, · · · , tn)} ;
– ℓ(¬G) = ℓ(G) ;
– ℓ(G ∨H) = l(G ∧H) = ℓ(G⇒ H) = ℓ(G⇔ H) = ℓ(G) ∪ ℓ(H) ;
– ℓ(∀xF ) = ℓ(∃xF ) = ℓ(F )\{x}.
5.3 Se´mantique
Nous pouvons maintenant parler du sens que l’on donne aux formules. En
fait, pour donner un sens aux formules, il faut fixer un sens aux symboles de la
signature, et c’est l’objet de la notion de structure.
De´finition 5.9 (Structure) Soit Σ = (C,F ,R) une signature.
Une structure M de signature Σ est la donne´e :
– d’un ensemble non-vide M , appele´ ensemble de base, ou domaine de la
structure ;
– d’un e´le´ment, note´ cM, pour chaque symbole de constante c ∈ C ;
– d’une fonction, note´e fM, de Mn → M pour chaque symbole de fonction
f ∈ F d’arite´ n ;
– d’un sous-ensemble, note´ RM, de Mn pour chaque symbole de relation
R ∈ F d’arite´ n.
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On dit que la constante c (respectivement la fonction f , la relation R) est
interpre´te´e par cM (resp. fM, RM). Une structure est parfois aussi appele´e une
re´alisation.
Exemple 5.9 Une re´alisation de la signature Σ = ({0,1}, {+,−}, {=}) corres-
pond a` l’ensemble de base N des entiers naturels, avec 0 interpre´te´ par l’entier
0, 1 par 1, + par l’addition, − par la soustraction, et = par l’e´galite´ sur les
entiers : c’est-a`-dire par le sous-ensemble {(x, x)|x ∈ N}.
Exemple 5.10 Une autre re´alisation de cette signature correspond a` l’ensemble
de base R des re´els, ou` 0 est interpre´te´ par le re´el 0, 1 est interpre´te´ par le re´el
1, + par l’addition, − la soustraction, et = par l’e´galite´ sur les re´els.
On va ensuite utiliser la notion de structure pour interpre´ter les termes,
les formules atomiques, puis inductivement les formules, comme on peut s’y
attendre.
5.3.1 Interpre´tation des termes
De´finition 5.10 (Interpre´tation des termes) Soit M une structure de si-
gnature Σ = (C,F ,R).
Soit t = t(x1, · · · , xk) un terme sur Σ de variables libres x1, · · · , xk.
Soit s = (a1, · · · , ak) une suite de k e´le´ments de l’ensemble de base M .
L’ interpre´tation tM du terme t pour la suite s, aussi note´e tM[a1, · · · , ak]
ou tM[s], est de´finie inductivement de la fac¸on suivante :
(B) toute variable est interpre´te´e par sa valeur dans la suite : si t est la
variable xi ∈ V, alors tM est ai ;
(B) toute constante est interpre´te´e par son interpre´tation dans la structure :
si t est la constante c ∈ C, alors tM est cM ;
(I) chaque symbole de fonction est interpre´te´ par son interpre´tation dans la
structure : si t est le terme f(t1, · · · , tn), alors tM est fM(tM1 , · · · , tMn ),
ou` tM1 , · · · , tMn sont les interpre´tations respectives des termes t1, · · · , tn.
Remarque 5.4 L’interpre´tation d’un terme est un e´le´ment de M , ou` M est
l’ensemble de base de la structure M : les termes de´signent donc des e´le´ments
de la structure.
5.3.2 Interpre´tations des formules atomiques
Une formule atomique F = F (x1, · · · , xk) est un objet qui s’interpre`te soit
par vrai soit par faux en une suite s = (a1, · · · , ak). Lorsque F s’interpre`te par
vrai, on dit que la suite s satisfait F , et on note ce fait s |= F . On note s 6|= F
dans le cas contraire.
Il nous reste plus qu’a` de´finir formellement cette notion :
De´finition 5.11 (Interpe´tation d’une formule atomique) Soit M une struc-
ture de signature Σ = (C,F ,R).
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La suite s = (a1, · · · , ak) d’e´le´ments de M satisfait la formule atomique
R(t1, t2, · · · , tn) de variables libres x1, · · · , xk si (tM1 [s], tM2 [s], · · · , tMn [s]) ∈ RM,
ou` RM est l’interpre´tation du symbole R dans la structure.
Exemple 5.11 Par exemple, sur la structure de l’exemple 5.9, x > 2 s’inter-
pre`te par 1 (vrai) en la suite s = (5) (pour x = 5), et par 0 (faux) en la suite
s = (0) (pour x = 0). La formule atomique 0 = 1 s’interpre`te par 0 (faux).
5.3.3 Interpre´tation des formules
Plus ge´ne´ralement, une formule F = F (x1, · · · , xk) est un objet qui s’in-
terpre`te soit par vrai soit par faux en une suite s = (a1, · · · , ak). Lorsque F
s’interpre`te par vrai, on dit toujours que la suite s satisfait F , et on note tou-
jours ce fait s |= F , et s 6|= F pour le cas contraire.
De´finition 5.12 (Intepre´tation d’une formule) Soit M une structure de si-
gnature Σ = (C,F ,R).
L’expression “la suite s = (a1, · · · , ak) d’e´le´ments de M satisfait la formule
atomique F = F (x1, · · · , xk)”, note´e s |= F , se de´finit inductivement de la fac¸on
suivante :
(B) elle a de´ja` e´te´ de´finie pour une formule atomique ;
¬,∨,∧,⇒,⇔ sont interpre´te´s exactement comme dans le calcul propositionnel :
(I) la ne´gation s’interpre`te par la ne´gation logique :
si F est de la forme ¬G, alors s |= F ssi s 6|= G ;
(I) ∧ s’interpre`te comme une conjonction logique :
si F est de la forme (G ∧H), alors s |= F ssi s |= G et s |= H ;
(I) ∨ s’interpre`te comme le ou logique :
si F est de la forme (G ∨H), alors s |= F ssi s |= G ou s |= H ;
(I) ⇒ s’interpre`te comme l’implication logique :
si F est de la forme (G⇒ H), alors s |= F ssi s |= H ou s 6|= G ;
(I) ⇔ s’interpre`te comme l’e´quivalence logique :
si F est de la forme (G ⇔ H), alors s |= F ssi (s |= G et s |= H) ou
(s 6|= G et s 6|= H).
∃x et ∀x sont interpre´te´s comme des quantifications existentielles et univer-
selles :
(I) si F est de la forme ∀x0G[x0, x1, · · · , xk], alors s |= F ssi pour tout
e´le´ment a0 ∈M la suite s′ = (a0, a1, · · · , ak) satisfait G ;
(I) si F est de la forme ∃x0G[x0, x1, · · · , xk], alors s |= F ssi pour un certain
e´le´ment a0 ∈M la suite s′ = (a0, a1, · · · , ak) satisfait G.
Dans le cas ou` la suite s satisfait la formule F , on dit aussi que F est vraie
en s. Dans le cas contraire, on dit que F est fausse en s.
Pour une formule F close, la satisfaction de F dans une structure M ne
de´pend pas de la suite s. Dans le cas ou` la formule F est vraie, on dit que la
structure M est un mode`le de F , ce que l’on note M |= F .
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5.4 E´quivalence. Formes normales
5.4.1 Formules e´quivalentes
De´finition 5.13 Soit Σ = (C,F ,R) une signature.
– Une structure M satisfait la formule F (x1, · · · , xk) si elle satisfait la for-
mule close ∀x1 · · · ∀xkF (x1, · · · , xk). Cette dernie`re formule est appele´e la
cloˆture universelle de F .
– Une formule close F est dite valide si elle est satisfaite par toute structure
M.
– Une formule F est dite valide si sa cloˆture universelle est valide.
– Deux formules F et G sont e´quivalentes si pour toute structure, et pour
toute suite s d’e´le´ments interpre´tant les variables de F et G elle prennent
la meˆme valeur de ve´rite´. On note F ≡ G dans ce cas.
Exercice 5.2 Montrer que la relation ≡ est une relation d’e´quivalence.





Proposition 5.3 Supposons que la variable x n’est pas libre dans la formule G.
Soit F une formule. On a alors les e´quivalences suivantes :
∀xG ≡ ∃xG ≡ G (5.3)
(∀xF ∨G) ≡ ∀x(F ∨G) (5.4)
(∀xF ∧G) ≡ ∀x(F ∧G) (5.5)
(∃xF ∨G) ≡ ∃x(F ∨G) (5.6)
(∃xF ∧G) ≡ ∃x(F ∧G) (5.7)
(G ∧ ∀xF ) ≡ ∀x(G ∧ F ) (5.8)
(G ∨ ∀xF ) ≡ ∀x(G ∨ F ) (5.9)
(G ∧ ∃xF ) ≡ ∃x(G ∧ F ) (5.10)
(G ∨ ∃xF ) ≡ ∃x(G ∨ F ) (5.11)
(∀xF ⇒ G) ≡ ∃x(F ⇒ G) (5.12)
(∃xF ⇒ G) ≡ ∀x(F ⇒ G) (5.13)
(G⇒ ∀xF ) ≡ ∀x(G⇒ F ) (5.14)
(G⇒ ∃xF ) ≡ ∃x(G⇒ F ) (5.15)
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Chacune des e´quivalences e´tant en fait assez simple a` e´tablir, mais fasti-
dieuse, nous laissons les preuves en exercice.
Exercice 5.3 Prouver la proposition 5.3.
5.4.2 Forme normale pre´nexe
De´finition 5.14 (Forme pre´nexe) Une formule F est dite pre´nexe si elle est
de la forme
Q1x1Q2x2 · · ·QnxnF ′
ou` chacun des Qi est soit un quantificateur ∀, soit un quantificateur ∃, et F ′ est
une formule qui ne contient aucun quantificateur.
Proposition 5.4 Toute formule F est e´quivalente a` une formule pre´nexe G.
De´monstration: Par induction structurelle sur F .
Cas de base. Si F est de la forme R(t1, · · · , tn), pour un symbole de relation
R, alors F est sous forme pre´nexe.
Cas inductif :
– si F est de la forme ∀xG ou ∃xG, par hypothe`se d’induction G est e´qui-
valente a` G′ pre´nexe et donc F est e´quivalent a` ∀xG′ ou ∃xG′ qui est
pre´nexe.
– si F est de la forme ¬G, par hypothe`se d’induction G est e´quivalente a` G′
pre´nexe de la formeQ1x1Q2x2 · · ·QnxnG′′. En utilisant les e´quivalences de
la proposition 5.2, F est e´quivalente a` Q′1x1Q
′
2x2 · · ·Q′nxn¬G′′, en prenant
Q′i = ∀ si Qi = ∃ et Q′i = ∃ si Qi = ∀.
– Si F est de la forme (G ∧ H) par hypothe`se d’induction G et H sont
e´quivalentes a` des formules G′ et H ′ en forme pre´nexe. En appliquant les
e´quivalences (5.4) a` (5.11), on peut faire “remonter” les quantificateurs en
teˆte de formule : on doit toutefois proce´der avec soin, car si par exemple
F = (F1 ∧ F2) = ((∀xF ′1)∧ F ′2) avec x libre dans F ′2, nous devons d’abord
renommer la variable x dans F1 en remplac¸ant x par une nouvelle variable
z n’apparaissant ni dans F1 ni dans F
′
2, de fac¸on a` bien pouvoir utiliser
l’e´quivalence.
– Les autres cas se traitent selon le meˆme principe, en utilisant les e´quations
des deux propositions pre´ce´dentes.

En utilisant les e´quivalences similaires a` celles e´crites dans le calcul propo-
sitionnel, on peut meˆme aller plus loin :
Proposition 5.5 Toute formule F est e´quivalente a` une formule pre´nexe G,
ou` F ′ est en forme normale conjonctive.
Proposition 5.6 Toute formule F est e´quivalente a` une formule pre´nexe G,
ou` F ′ est en forme normale disjonctive.
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5.5 Notes bibliographiques
Lectures conseille´es Pour aller plus loin sur les notions e´voque´es dans ce
chapitre, nous sugge´rons la lecture de [Cori and Lascar, 1993a], [Dowek, 2008]
et [Lassaigne and de Rougemont, 2004].
Bibliographie Ce chapitre a e´te´ re´dige´ en s’inspirant essentiellement des ou-
vrages [Cori and Lascar, 1993a] et [Lassaigne and de Rougemont, 2004].
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Chapitre 6
Mode`les. Comple´tude.
Nous pouvons maintenant de´crire diffe´rents objets, et parler de leurs pro-
prie´te´s. Nous avons en effet tous les ingre´dients pour parler de mode`les et de
the´ories. Nous nous inte´resserons ensuite au the´ore`me de comple´tude.
Le concept de base est celui de the´orie.
De´finition 6.1 (The´orie) – Une the´orie T est un ensemble de formules
closes sur une signature donne´e. Les formules d’une the´orie sont appele´es
des axiomes de cette the´orie.
– Une structure M est un mode`le de la the´orie T si M est un mode`le de
chacune des formules de la the´orie.
De´finition 6.2 (The´orie consistante) Une the´orie est dite consistante si elle
posse`de un mode`le. Elle est dite inconsistante dans le cas contraire.
Bien entendu, les the´ories inconsistantes sont de peu d’inte´reˆt.
Remarque 6.1 D’un point de vue informatique, on peut voir une the´orie comme
la spe´cification d’un objet : on de´crit l’objet a` l’aide de la logique du premier
ordre, i.e. a` l’aide des axiomes qui le de´crivent.
Une spe´cification (the´orie) consistante est donc ni plus ni moins qu’une the´o-
rie qui spe´cifie au moins un objet.
Remarque 6.2 Dans ce contexte, la question de la comple´tude est de savoir si
l’on de´crit bien l’objet en question, ou la classe des objets en question : le the´o-
re`me de comple´tude permet de dire que oui pour une spe´cification consistante,
tant que l’on s’inte´resse a` la classe de tous les mode`les de ces spe´cifications.
Nous allons commencer par donner diffe´rents exemples de the´ories, pour
rendre notre discussion beaucoup moins abstraite.
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6.1 Exemples de the´ories
6.1.1 Graphe
Un graphe oriente´ peut se voir comme un mode`le de la the´orie sans axiome
sur la signature Σ = (∅, ∅, {E}), ou` le symbole de relation E est d’arite´ 2 :
E(x, y) signifie qu’il y a un arc entre x et y.
Un graphe non-oriente´ peut se voir comme un mode`le de la the´orie avec
l’unique axiome
∀x∀y (E(x, y)⇔ E(y, x)), (6.1)
sur la meˆme signature. Cet axiome signifie que s’il y a un arc entre x et y, alors
il y en a aussi un de y vers x et re´ciproquement.
6.1.2 E´galite´
Soit R un ensemble de symboles de relations contenant au moins le symbole
d’e´galite´ =.
Les axiomes de l’e´galite´ pour une signature Σ = (C,F ,R) sont
– les 3 axiomes :
∀x x = x, (6.2)
∀x∀y (x = y ⇒ y = x), (6.3)
∀x∀y∀z ((x = y ∧ y = z)⇒ x = z), (6.4)
exprimant que = est une relation d’e´quivalence,
– ainsi que les n axiomes
∀x1 · · · ∀xi∀x′i · · · ∀xn(xi = x′i ⇒ f(x1, · · · , xi, · · · , xn) = f(x1, · · · , x′i, · · · , xn))(6.5)
pour chaque symbole de fonction f ∈ F d’arite´ n,
– ainsi que les n axiomes
∀x1 · · · ∀xi∀x′i · · · ∀xn(xi = x′i ⇒ (R(x1, · · · , xi, · · · , xn)⇔ R(x1, · · · , x′i, · · · , xn)))(6.6)
pour chaque symbole de relation R ∈ R d’arite´ n.
Tous ces axiomes spe´cifient que l’e´galite´ est pre´serve´e par composition par
les symboles de fonction et de relation.
6.1.3 Petite parenthe`se
De´finition 6.3 Un mode`le M d’une the´orie T sur une signature avec le symbole
de relation = est dit e´galitaire, si l’interpre´tation de = dans M est l’e´galite´.
En d’autres termes, l’interpre´tation du symbole = dans M est le sous-
ensemble {(x, x)|x ∈M} ou` M est l’ensemble de base de M.
Il se trouve que si ce n’est pas le cas, et si on a les axiomes de l’e´galite´, alors
on peut s’y ramener.
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Proposition 6.1 Soit T une the´orie sur une signature Σ, avec au moins le
symbole = comme symbole de relation, qui contient tous les axiomes de l’e´galite´
pour Σ.
Si T posse`de un mode`le, alors T posse`de un mode`le e´galitaire.
De´monstration: On peut quotienter le domaine M de tout mode`le M de T
par la relation d’e´quivalence qui place dans la meˆme classe d’e´quivalence x et y
lorsque l’interpre´tation de x = y est vraie dans M. Le mode`le quotient, c’est-
a`-dire celui dont les e´le´ments sont les classes d’e´quivalence de cette relation
d’e´quivalence, est par de´finition e´galitaire. 
Du coup, une the´orie T posse`de un mode`le e´galitaire si et seulement si tous
les axiomes de l’e´galite´ (pour la signature correspondante) posse`dent un mode`le.
6.1.4 Groupes
Commenc¸ons par parler des groupes, en the´orie des groupes.
Exemple 6.1 (Groupe) Un groupe est un mode`le de la the´orie constitue´e des
deux formules :
∀x∀y∀z x ∗ (y ∗ z) = (x ∗ y) ∗ z (6.7)
∃e∀x (x ∗ e = e ∗ x = x ∧ ∃y(x ∗ y = y ∗ x = e)) (6.8)
sur la signature Σ = (∅, {∗}, {=}), ou` ∗ et = sont d’arite´ 2.
Remarque 6.3 C’est en fait une de´finition d’un groupe, si on ajoute les axiomes
de l’e´galite´. Ou, si l’on pre´fe`re, par ce qui pre´ce`de, si on remplace ci-dessus
“mode`le” par “mode`le e´galitaire”, sans rajouter aucun axiome, cela reste une
de´finition, quitte a` raisonner a` isomorphisme pre`s.
La premie`re proprie´te´ exprime le fait que la loi du groupe ∗ est associative,
et la seconde qu’il existe un e´le´ment neutre, e, tel que tout e´le´ment posse`de un
inverse.
Exemple 6.2 (Groupe commutatif) Un groupe commutatif est un mode`le
de la the´orie constitue´e des trois formules :
∀x∀y∀z x ∗ (y ∗ z) = (x ∗ y) ∗ z (6.9)
∃e∀x (x ∗ e = e ∗ x = x ∧ ∃y(x ∗ y = y ∗ x = e)) (6.10)
∀x∀y x ∗ y = y ∗ x (6.11)
sur la meˆme signature.
Remarque 6.4 Cela correspond a` une de´finition d’un groupe commutatif, si
on ajoute les axiomes de l’e´galite´1.
1Meˆme commentaire que pour l’exemple pre´ce´dent si l’on ne veut pas ajouter d’axiome.
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6.1.5 Corps
Exemple 6.3 (Corps commutatif) Un corps commutatif est un mode`le de
la the´orie constitue´e des formules
∀x∀y∀z (x+ (y + z) = (x+ y) + z) (6.12)
∀x∀y(x+ y = y + x) (6.13)
∀x(x+ 0 = x) (6.14)
∀x∃y(x+ y = 0) (6.15)
∀x∀y∀z x ∗ (y + z) = x ∗ y + x ∗ z (6.16)
∀x∀y∀z ((x ∗ y) ∗ z) = (x ∗ (y ∗ z)) (6.17)
∀x∀y (x ∗ y = y ∗ x) (6.18)
∀x (x ∗ 1 = x) (6.19)
∀x∀y(x = 0 ∨ x ∗ y = 1) (6.20)
¬1 = 0 (6.21)
sur une signature avec deux symboles de constantes 0 et 1, deux symboles de
fonctions + et ∗ d’arite´ 2, et le symbole de relation = d’arite´ 2.
Remarque 6.5 C’est meˆme en fait une de´finition d’un corps commutatif, si
on ajoute les axiomes de l’e´galite´2.
Par exemple R ou C avec l’interpre´tation standard sont des mode`les de ces
the´ories.
Si l’on ajoute a` la the´orie la formule Fp de´finie par 1+ · · ·+ 1 = 0, ou` 1 est
re´pe´te´ p fois, les mode`les sont les corps de caracte´ristique p : par exemple Zp,
lorsque p est premier.
Si l’on veut de´crire un corps de caracte´ristique nulle, il faut conside´rer la
the´orie constitue´e des axiomes pre´ce´dents et de l’union des axiomes Fp, pour p
un nombre premier.
Exemple 6.4 (Corps alge´briquement clos) Pour chaque entier n, on consi-
de`re la formule Gn
∀x0∀x1 · · · ∀xn−1∃x(x0 + x1 ∗ x+ x2 ∗ x2 + · · ·+ xn−1 ∗ xn−1 + xn)
ou` le lecteur aura devine´ que xk est x ∗ · · · ∗ x avec x re´pe´te´ k fois.
Un corps commutatif alge´briquement clos est un mode`le de la the´orie consti-
tue´e des axiomes des corps commutatifs et de l’union des formules Gn pour
n ∈ N.
Remarque 6.6 C’est meˆme en fait une de´finition d’un corps commutatif alge´-
briquement clos, si on ajoute les axiomes de l’e´galite´3.
Par exemple, C est alge´briquement clos. R n’est pas alge´briquement clos, car
x2 + 1 ne posse`de pas de racine re´elle.
2Meˆme commentaire que pour les exemples pre´ce´dents si l’on ne veut pas ajouter d’axiome.
3Meˆme commentaire que pour les exemples pre´ce´dents si l’on ne veut pas ajouter d’axiome.
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6.1.6 Arithme´tique de Robinson
On peut aussi chercher a` axiomatiser les entiers. Voici une premie`re tentative.
Exemple 6.5 (Arithme´tique de Robinson) Conside´rons la signature consti-
tue´e du symbole de constante 0, d’une fonction unaire s, et de deux fonctions
binaires + et ∗, et des relations binaires < et =.
Les axiomes de l’arithme´tique de Robinson sont
∀x ¬s(x) = 0 (6.22)
∀x∀y (s(x) = s(y)⇒ x = y) (6.23)
∀x ¬x < 0 (6.24)
∀x∀y (x < s(y)⇒ (x = y ∨ x < y)) (6.25)
∀x∀y (x < y ∨ x = y ∨ y < x) (6.26)
∀x x+ 0 = x (6.27)
∀x∀y x+ s(y) = s(x+ y) (6.28)
∀x x ∗ 0 = 0 (6.29)
∀x∀y (x ∗ s(y)) = (x ∗ y) + x (6.30)
La structure dont l’ensemble de base est les entiers, et ou` l’on interpre`te +
par l’addition, ∗ par la multiplication, et s(x) par x+ 1 est un mode`le de cette
the´orie. On appelle ce mode`le le mode`le standard des entiers.
6.1.7 Arithme´tique de Peano
En voici une seconde, constitue´e en fait d’une famille d’axiomes.
Exemple 6.6 (Arithme´tique de Peano) Conside´rons une signature consti-
tue´e du symbole de constante 0, d’une fonction unaire s, et de deux fonctions
binaires + et ∗, et de la relation binaire =.
Les axiomes de l’arithme´tique de Peano sont les axiomes
∀x ¬s(x) = 0 (6.31)
∀x∃y(¬x = 0⇒ s(y) = x) (6.32)
∀x∀y (s(x) = s(y)⇒ x = y) (6.33)
∀x x+ 0 = x (6.34)
∀x∀y x+ s(y) = s(x+ y) (6.35)
∀x x ∗ 0 = 0 (6.36)
∀x∀y (x ∗ s(y)) = (x ∗ y) + x (6.37)
et l’ensemble de toutes les formules de la forme
∀x1 · · · ∀xn((F (0, x1, · · · , xn) ∧ ∀x0(F (x0, x1, · · · , xn)⇒ F (s(x0), x1, · · · , xn)))
⇒ ∀x0F (x0, x1, · · · , xn)) (6.38)
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ou` n est n’importe quel entier et F (x0, · · · , xn) est n’importe quelle formule de
variables libres x0, · · · , xn
Il y a donc en fait une infinite´ d’axiomes. Les derniers axiomes visent a` cap-
turer le raisonnement par re´currence que l’on fait re´gulie`rement sur les entiers.
La` encore, le mode`le standard des entiers est un mode`le de ces axiomes.
6.2 Comple´tude
Le the´ore`me de comple´tude, duˆ a` Kurt Go¨del, et parfois appele´ premier
the´ore`me de Go¨del , relie la notion de conse´quence a` la notion de prouvabilite´,
en montrant que ces deux notions co¨ıncident.
6.2.1 Conse´quence
La notion de conse´quence est facile a` de´finir.
De´finition 6.4 (Conse´quence) Soit F une formule. La formule F est dite
une conse´quence (se´mantique) de la the´orie T si tout mode`le de la the´orie T est
un mode`le de F . On note dans ce cas T |= F .
Exemple 6.7 Par exemple, la formule ∀x∀y x ∗ y = y ∗ x, qui exprime la
commutativite´, n’est pas une conse´quence de la the´orie des groupes (de´finition
6.1), car il y a des groupes qui ne sont pas commutatifs.
Exemple 6.8 On peut montrer que la formule ∀x 0+x = x est une conse´quence
des axiomes de Peano.
6.2.2 De´monstration
Il faut aussi fixer la notion de de´monstration, ce que nous allons faire, mais
disons dans un premier temps que nous avons une notion de de´monstration telle
que l’on note T ⊢ F si l’on peut prouver la formule close F a` partir des axiomes
de la the´orie T .
On espe`re au minimum de cette notion de preuve d’eˆtre valide : c’est-a`-dire
de de´river uniquement des conse´quences : si F est une formule close, et si T ⊢ F ,
alors F est une conse´quence de T .
6.2.3 E´nonce´ du the´ore`me de comple´tude
Le the´ore`me de comple´tude dit en fait qu’on arrive a` atteindre toutes les
conse´quences : les relations |= et ⊢ sont les meˆmes.
The´ore`me 6.1 (The´ore`me de comple´tude) Soit T une the´orie. Soit F une
formule close. F est une conse´quence de T si et seulement si F se prouve a` partir
de T .
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6.2.4 Signification de ce the´ore`me
Arreˆtons-nous sur ce que cela signifie : autrement dit, les e´nonce´s prou-
vables sont exactement ceux qui sont vrais dans tous les mode`les de
la the´orie.
Cela signifie en particulier que
– si une formule close F n’est pas prouvable alors c’est qu’il existe un mode`le
qui n’est pas un mode`le de F .
– si une formule close F est vraie dans tous les mode`les des axiomes de la
the´orie, alors F est prouvable.
Exemple 6.9 Par exemple, la formule ∀x∀y x ∗ y = y ∗ x, qui exprime la
commutativite´, n’est pas prouvable a` partir des axiomes de la the´orie des groupes.
Exemple 6.10 La formule ∀x 0+ x = x est prouvable a` partir des axiomes de
Peano.
6.2.5 Autre formulation du the´ore`me
On dit qu’une the´orie T est cohe´rente s’il n’existe pas de formule F telle que
T ⊢ F et T ⊢ ¬F .
On verra au de´tour de la preuve que cela revient aussi a` dire :
The´ore`me 6.2 (The´ore`me de comple´tude) Soit T une the´orie. T posse`de
un mode`le si et seulement si T est cohe´rente.
6.3 Preuve du the´ore`me de comple´tude
6.3.1 Un syste`me de de´duction
Il nous faut de´finir une notion de de´monstration. Nous choisissons de consi-
de´rer une notion base´e sur la notion de preuve a` la Frege et Hilbert.
Par rapport au calcul propositionnel, on n’utilise plus seulement la re`gle de
modus ponens, mais aussi une re`gle de ge´ne´ralisation : si F est une formule et
x une variable, la re`gle de ge´ne´ralisation de´duit ∀xF de F .
Cette re`gle peut-eˆtre conside´re´e comme troublante, mais c’est ce que l’on
fait dans le raisonnement courant re´gulie`rement : si on arrive a` prouver F (x)
sans hypothe`se particulie`re sur x, alors on saura que ∀xF (x).
On conside`re alors un certain nombre d’axiomes :
De´finition 6.5 (Axiomes logiques du calcul des pre´dicats) Les axiomes
logiques du calcul des pre´dicats sont :
1. toutes les instances des tautologies du calcul propositionnel ;
2. les axiomes des quantificateurs, c’est-a`-dire
(a) les formules de la forme (∃xF ⇔ ¬∀x¬F ), ou` F est une formule
quelconque et x une variable quelconque ;
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(b) les formules de la forme (∀x(F ⇒ G)⇒ (F ⇒ ∀xG)) ou` F et G sont
des formules quelconques et x une variable qui n’a pas d’occurrence
libre dans F ;
(c) les formules de la forme (∀xF ⇒ F (t/x)) ou` F est une formule, t un
terme et aucune occurrence libre de x dans F ne se trouve dans le
champ d’un quantificateur liant une variable de t, ou` F (t/x) de´signe
la substitution de x par t.
Exercice 6.1 Montrer que les axiomes logiques sont valides.
Remarque 6.7 On pourrait ne pas mettre toutes les tautologies du calcul pro-
positionnel, et comme pour le calcul propositionnel se limiter a` certains axiomes,
essentiellement les axiomes de la logique boole´enne. Nous le faisons ici pour sim-
plifier les preuves.
On obtient la notion de de´monstration.
De´finition 6.6 (De´monstration par modus ponens et ge´ne´ralisation) Soit
T une the´orie et F une formule. Une preuve de F a` partir de T est une suite
finie F1, F2, · · · , Fn de formules telle que Fn est e´gale a` F , et pour tout i, ou
bien Fi est dans T , ou bien Fi est un axiome logique, ou bien Fi s’obtient par
modus ponens a` partir de deux formules Fj , Fk avec j < i et k < i, ou bien Fi
s’obtient a` partir d’un formule Fj avec j < i par ge´ne´ralisation.
On note T ⊢ F si F est prouvable a` partir de T .
6.3.2 The´ore`me de finitude
On obtient d’abord facilement au passage le the´ore`me de finitude.
The´ore`me 6.3 (The´ore`me de finitude) Pour toute the´orie T , et pour toute
formule F , si T ⊢ F , alors il existe un sous-ensemble fini T0 de T tel que T0 ⊢ F .
De´monstration: Une de´monstration est une suite finie de formules F1, F2,
· · · , Fn. Elle ne fait donc appel qu’a` un nombre fini T0 de formules de T . Cette
de´monstration est aussi une de´monstration de F dans la the´orie T0. 
Corollaire 6.1 Si T est une the´orie dont toutes les parties finies sont cohe´-
rentes, alors T est cohe´rente.
De´monstration: Sinon T prouve (F ∧ ¬F ), pour une certaine formule F ,
et par le the´ore`me de finitude on en de´duit qu’il existe un sous-ensemble fini T0
de T qui prouve aussi (F ∧ ¬F ). 
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6.3.3 Deux re´sultats techniques
On aura besoin des deux re´sultats suivants, dont les de´monstrations rele`vent
d’un jeu de re´e´criture sur les de´monstrations.
Lemme 6.1 (Lemme de de´duction) Supposons que T ∪ {F} ⊢ G, avec F
une formule close. Alors T ⊢ (F ⇒ G).
De´monstration: A partir d’une de´monstration G0G1 · · ·Gn de G dans T ∪
{F} on construit une de´monstration de (F ⇒ G) dans T en faisant des insertions
dans la suite (F ⇒ G0)(F ⇒ G1) · · · (F ⇒ Gn).
Si Gi est une tautologie, alors il n’y a rien a` faire car (F ⇒ Gi) en est une
aussi.
Si Gi est F , alors il n’y a rien a` faire car (F ⇒ Gi) est une tautologie.
Si Gi est un axiome des quantificateurs ou encore un e´le´ment de T , alors il
suffit d’inse´rer4 entre (F ⇒ Gi−1) et (F ⇒ Gi) les formules Gi et (Gi ⇒ (F ⇒
Gi)) (qui est une tautologie).
Supposons maintenant que Gi soit obtenue par modus ponens : il y a des
entiers j, k < i tels que Gk soit (Gj ⇒ Gi). On inse`re alors entre (F ⇒ Gi−1)
et (F ⇒ Gi) les formules ;
1. ((F ⇒ Gj)⇒ ((F ⇒ (Gj ⇒ Gi))⇒ (F ⇒ Gi))) (une tautologie) ;
2. (F ⇒ (Gj ⇒ Gi))⇒ (F ⇒ Gi)) qui s’obtient par modus ponens a` partir
de la pre´ce´dente a` l’aide de (F ⇒ Gj) qui est de´ja` apparue ;
3. (F ⇒ Gi) se de´duit alors par modus ponens de cette dernie`re formule et
de (F ⇒ (Gj ⇒ Gi)), qui est de´ja` apparue puisque c’est (F ⇒ Gk).
Supposons enfin que Gi soit obtenue par ge´ne´ralisation a` partir de Gj avec
j < i. On inse`re dans ce cas entre (F ⇒ Gi−1) et (F ⇒ Gi) les formules :
1. ∀x(F ⇒ Gj) obtenue par ge´ne´ralisation en partant de (F ⇒ Gj) ;
2. (∀x(F ⇒ Gj) ⇒ (F ⇒ ∀xGj)) (un axiome des quantificateurs). F e´tant
une formule close, x n’y est pas libre ;
3. (F ⇒ Gi) se de´duit alors par modus ponens a` partir des deux pre´ce´dentes.

Lemme 6.2 Soit T une the´orie, et F (x) une formule dont la seule variable
libre est x . Soit c un symbole de constante qui n’apparaˆıt ni dans F ni dans T .
Si T ⊢ F (c/x) alors T ⊢ ∀xF (x).
De´monstration: Conside´rons une de´monstration F1F2 · · ·Fn de F (c/x)
dans T . On conside`re une variable w qui n’est dans aucune formule Fi et on
appelle Ki la formule obtenue en remplac¸ant dans Fi le symbole c par w.
Il s’ave`re que cela donne une preuve de F (w/x) : si Fi est un axiome logique,
Ki aussi ; si Fi se de´duit par modus ponens, alors Ki se de´duit des meˆmes
formules, et si Fi ∈ T alors Ki est Fi.
Par ge´ne´ralisation, on obtient donc une preuve de ∀wF (w/x), et par la re-
marque qui suit, on peut alors obtenir une preuve de ∀xF (x). 
4Pour i = 0, il suffit de placer ces formules au de´but.
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Remarque 6.8 Si w est une variable qui n’a aucune occurence dans F (ni
libre ni lie´e) alors on peut prouver ∀wF (w/x)⇒ ∀xF : en effet, puisque w n’a
pas d’occurence dans F , on peut donc prouver ∀wF (w/x)⇒ F , (axiome (c) des
quantificateurs, en observant que (F (w/x))(x/w) = F avec ces hypothe`ses). Par
ge´ne´ralisation, on obtient ∀x(∀wF (w/x)⇒ F ), et puisque x n’est pas libre dans
∀wF (w/x), la formule ∀x(∀wF (w/x) ⇒ F ) ⇒ (∀wF (w/x) ⇒ ∀xF ) fait partie
des axiomes (b) des quantificateurs, ce qui permet d’obtenir ∀wF (w/x)⇒ ∀xF
par modus ponens.
6.3.4 Validite´ du syste`me de de´duction
La validite´ de la me´thode de preuve utilise´e est facile a` e´tablir.
The´ore`me 6.4 (Validite´) Soit T une the´orie. Soit F une formule.
Si T ⊢ F , alors tout mode`le de T est un mode`le de la cloˆture universelle de
F .
De´monstration: Il suffit de se convaincre que les axiomes logiques sont
valides, et que le modus ponens et la ge´ne´ralisation ne font qu’infe´rer des faits
qui sont valides dans tout mode`le de T . 
C’e´tait le sens facile du the´ore`me de comple´tude.
6.3.5 Comple´tude du syste`me de de´duction
L’autre sens consiste a` montrer que si F est une conse´quence de T alors F
peut se prouver par notre me´thode de preuve.
De´finition 6.7
On dit qu’une the´orie T est comple`te si pour toute formule close F on a T ⊢ F
ou T ⊢ ¬F .
On dit qu’une the´orie T admet des te´moins de Henkin si pour toute formule F (x)
avec une variable libre x, il existe un symbole de constante c dans la signature
tel que (∃xF (x)⇒ F (c)) soit une formule de la the´orie T .
Le preuve du the´ore`me de comple´tude due a` Henkin que nous pre´sentons ici
fonctionne en deux e´tapes.
1. On montre qu’une the´orie cohe´rente, comple`te, et avec des te´moins de
Henkin admet un mode`le.
2. On montre que toute the´orie consistante admet une extension avec ces
trois proprie´te´s.
Lemme 6.3 Si T est une the´orie cohe´rente, comple`te, et avec des te´moins de
Henkin, alors T posse`de un mode`le.
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De´monstration: L’astuce est de construire de toutes pie`ces un mode`le,
dont l’ensemble de base (le domaine) est l’ensemble M des termes clos sur la
signature de la the´orie : ce domaine n’est pas vide, car la signature a au moins
les constantes.
La structure M est de´finie de la fac¸on suivante :
1. si c est une constante, l’interpre´tation cM de c est la constante c elle-meˆme.
2. si f est un symbole de fonction d’arite´ n, son interpre´tation fM est la
fonction qui aux termes clos t1, · · · , tn associe le terme clos f(t1, · · · , tn).
3. si R est un symbole de relation d’arite´ n, son interpre´tation RM est le sous-
ensemble de Mn constitue´ des (t1, · · · , tn) tels que T ⊢ R(t1, · · · , tn).
On observe que la structure obtenue ve´rifie la proprie´te´ suivante : pour toute
formule close F , T ⊢ F si et seulement si M est un mode`le de F . Cela se prouve
par induction structurelle sur F .
La proprie´te´ est vraie pour les formules atomiques.
En raison des proprie´te´s des quantificateurs et connecteurs, et de la pos-
sibilite´ d’utiliser des occurrences des tautologies du calcul propositionnel dans
notre me´thode de preuve, il suffit de se convaincre de ce fait inductivement sur
les formules du type ¬G, (G ∨H) et ∀xG.
1. Cas ¬G : puisque T est comple`te, T ⊢ ¬G si et seulement si T 6⊢ G, ce
qui signifie inductivement M 6|= G, ou encore M |= ¬G.
2. Cas (G∨H) : supposons M |= (G∨H), et donc M |= G ou M |= H. Dans le
premier cas par exemple, par hypothe`se d’induction on a T ⊢ G, et puisque
(G ⇒ (G ∨ H)) est une tautologie, on a T ⊢ (G ∨ H). Re´ciproquement
supposons que T ⊢ (G ∨ H). Si T ⊢ G alors par hypothe`se d’induction
M |= G et donc M |= (G ∨ H). Sinon, c’est que T 6⊢ G, et parce que la
the´orie est comple`te, on a T ⊢ ¬G. Or puisque (G ∨ H ⇒ (¬G ⇒ H))
est une tautologie, on obtient que T ⊢ H et par hypothe`se d’induction,
M |= H et donc M |= (G ∨H).
3. Cas ∃xG(x) : si M |= ∃xG(x) c’est qu’il existe un terme clos t tel que
M |= G(t/x). Par hypothe`se d’induction, T ⊢ G(t/x). Or il est facile de
trouver une de´monstration formelle de ∃xG(x) a` partir d’une de G(t/x).
Re´ciproquement, supposons que T ⊢ ∃xG(x). Graˆce aux te´moins de Hen-
kin, on en de´duit qu’il existe une constante c telle que T ⊢ G(c/x), et par
hypothe`se d’induction M |= G(c/x), et donc M |= ∃xG(x).

Il reste la seconde e´tape. Une extension d’une the´orie T est une the´orie T ′
qui contient T .
Proposition 6.2 Toute the´orie cohe´rente T sur une signature Σ posse`de une
extension T ′ sur une signature Σ′ (avec Σ′ qui contient Σ) qui est cohe´rente,
comple`te et avec des te´moins de Henkin.
Avant de prouver cette proposition, discutons de ce que nous obtenons :
puisqu’un mode`le de T ′ est un mode`le de T , le lemme pre´ce´dent et la proposition
pre´ce´dente permettent tout d’abord d’obtenir :
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Corollaire 6.2 Une the´orie cohe´rente posse`de un mode`le.
La remarque suivante rele`ve d’un jeu sur les de´finitions :
Proposition 6.3 Pour toute the´orie T et pour toute formule close F , F est
une conse´quence de T si et seulement si T ∪ {¬F} n’a pas de mode`le.
De´monstration: Si F est une conse´quence de T , alors par de´finition tout
mode`le de T est un mode`le de F , autrement dit, il n’y pas de mode`le de T ∪
{¬F}. La re´ciproque est triviale. 
On obtient avec cette remarque exactement le the´ore`me de comple´tude (ou
le sens manquant de ce que nous avons appele´ le the´ore`me de comple´tude).
The´ore`me 6.5 Soit F une formule close. Si F est une conse´quence de la the´o-
rie T , alors T ⊢ F .
De´monstration: Si T ne prouve pas F , alors T ∪ {¬F} est cohe´rente : par
le corollaire pre´ce´dente, T ∪{¬F} posse`de donc un mode`le. Cela veut donc dire
que F n’est pas une conse´quence de la the´orie T . 
Il ne reste plus qu’a` prouver la proposition 6.2.
De´monstration: La signature Σ′ est obtenue en ajoutant un nombre de´-
nombrable de nouvelles constantes a` la signature Σ. La signature Σ′ obtenue
reste de´nombrable et on peut e´nume´rer les formules closes (Fn)n∈N de Σ
′. La
the´orie T ′ est obtenue comme l’union d’une suite croissante de the´ories Tn, de´-
finie par re´currence, en partant de T0 = T . Supposons Tn cohe´rente construite.
Pour construire Tn+1 on conside`re la formule Fn+1 dans l’e´nume´ration des for-
mules closes de Σ′. Si Tn ∪ Fn+1 est cohe´rente, alors on pose Gn = Fn+1, sinon
on pose Gn = ¬Fn+1. Dans les deux cas Tn ∪ {Gn} est cohe´rente.
La the´orie Tn+1 est de´finie par :
1. Tn+1 = Tn ∪ {Gn} si Gn n’est pas de la forme ∃xH.
2. sinon : Tn+1 = Tn∪{Gn,H(c/x)} ou` c est un nouveau symbole de constante
qui n’apparaˆıt dans aucune formule de Tn ∪ {Gn} : il y a toujours un
tel symbole, car il y a un nombre fini de symboles de constantes dans
Tn ∪ {Gn}.
La the´orie Tn+1 est cohe´rente : en effet, si elle ne l’e´tait pas, alors cela
voudrait dire que Gn serait de la forme ∃xH, et que Tn ∪ {∃xH} ⊢ ¬H(c/x).
Par le choix de la constante c, et par le lemme 6.2, on obtient que Tn∪{∃xH} ⊢
∀x¬H(x), ce qui est impossible car sinon Tn ne serait pas cohe´rente.
La the´orie T ′ = ⋃n∈N Tn de´finie comme l’union des the´ories Tn est cohe´rente,
puisque tout sous-ensemble fini de celle-ci est contenu dans l’une des the´ories
Tn, et donc est cohe´rent.
La the´orie T ′ est aussi comple`te : si F est une formule close de Σ′, elle
apparaˆıt a` un moment dans l’e´nume´ration des formules Fn, et par construction,
soit Fn ∈ Tn soit ¬Fn ∈ Tn.
Enfin la the´orie T ′ a des te´moins de Henkin : si H(x) est une formule avec
la variable libre x, alors la formule ∃xH apparaˆıt comme une formule dans
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l’e´nume´ration des formules Fn. Il y a alors deux cas, soit ¬Fn ∈ Tn+1 ou il y a
une constante c telle que H(c/x) ∈ Tn+1. Dans les deux cas, Tn+1 ⊢ ∃xH(x)⇒
H(c/x), ce qui prouve que (∃xH(x) ⇒ F (c)) est dans T ′ (sinon sa ne´gation y
serait, et T ′ ne serait pas cohe´rente). 
6.4 Compacite´
Observons que l’on a fait e´tabli d’autres faits.
The´ore`me 6.6 (The´ore`me de compacite´) Soit T une the´orie telle que toute
partie finie de T posse`de un mode`le. Alors T posse`de un mode`le.
De´monstration: Conside´rons un sous-ensemble fini d’une telle the´orie T .
Ce sous-ensemble est cohe´rent puisqu’il a un mode`le. T est donc une the´orie
telle que toute partie finie soit cohe´rente. Par le the´ore`me de finitude, cela veut
dire que la the´orie elle-meˆme est cohe´rente.
Par le corollaire 6.2, cela veut dire que T posse`de un mode`le. 
6.5 Notes bibliographiques
Lectures conseille´es Pour aller plus loin sur les notions e´voque´es dans ce
chapitre, nous sugge´rons la lecture de [Cori and Lascar, 1993a], [Dowek, 2008]
et [Lassaigne and de Rougemont, 2004].
Bibliographie Ce chapitre a e´te´ re´dige´ en s’inspirant essentiellement des ou-
vrages [Cori and Lascar, 1993a] et [Lassaigne and de Rougemont, 2004].
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Chapitre 7
Mode`les de calculs
Nous avons utilise´ jusque-la` a` de multiples reprises la notion d’algorithme,
sans en avoir donne´ une de´finition formelle. Intuitivement, on peut se dire qu’un
algorithme est une me´thode automatique pour re´soudre un proble`me donne´, qui
peut s’imple´menter par un programme informatique.
Par exemple, la technique familie`re pour re´aliser une addition, une multipli-
cation, ou une division sur des nombres enseigne´e a` l’e´cole primaire correspond
a` un algorithme. Les techniques discute´es pour e´valuer la valeur de ve´rite´ d’une
formule propositionnelle a` partir de la valeur de ses propositions est un algo-
rithme. Plus ge´ne´ralement, nous avons de´crit des me´thodes de de´monstration
pour le calcul propositionnel ou le calcul des pre´dicats qui peuvent se voir comme
des algorithmes.
Exemple 7.1 L’exemple suivant est repris du manuel du paquetage TikZ-PGF







Pour construire un triangle
e´quilate´ral ayant pour cote´ AB:
tracer le cercle de centre A de rayon
AB; tracer le cercle de centre B de
rayon AB. Nommer C l’une des
intersections de ces deux cercles.
Le triangle ABC est la solution
recherche´e.
Nous allons voir dans les chapitres suivants que tous les proble`mes ne peuvent
pas eˆtre re´solus par algorithme, et ce meˆme pour des proble`mes tre`s simples a`
formuler : par exemple,
– il n’y a pas d’algorithme pour de´terminer si une formule du calcul des
pre´dicats est valide dans le cas ge´ne´ral ;
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ruban
. . . B B B B B a b a a b B B B B B B B B B B . . .
q0
Fig. 7.1 – Machine de Turing. La machine est sur l’e´tat initial d’un calcul sur
le mot abaab.
– il n’y a pas d’algorithme pour de´terminer si un polynoˆme multivarie´ (a`
plusieurs variables) a` coefficients entiers posse`de une racine entie`re (10e`me
proble`me de Hilbert).
Historiquement, c’est en fait la formalisation de ce que l’on appelle une de´-
monstration, et des limites des syste`mes de preuve formelle qui a mene´ aux
mode`les que l’on va discuter, avant que l’on ne comprenne que la notion qui
avait e´te´ capture´e par ces mode`les e´tait beaucoup plus large que simplement la
formalisation de la notion de de´monstration, et couvrait en fait une formalisa-
tion de tout ce qui est calculable par dispositif informatique digital. Cela reste
parfaitement d’actualite´, puisque les ordinateurs actuels sont digitaux.
Par ailleurs, plusieurs formalisations ont e´te´ propose´es de ces notions de fac¸on
inde´pendante, en utilisant des notions a` priori tre`s diffe´rentes, en particulier par
Alonzo Church en 1936, a` l’aide du formalisme du λ-calcul , par Turing en 1936, a`
l’aide de ce que l’on appelle les machines de Turing , ou par Post en 1936, a` l’aide
de syste`mes de re`gles tre`s simples, appele´s syste`mes de Post . Ulte´rieurement,
on s’est convaincu que de nombreux formalismes e´taient e´quivalents a` tous ces
mode`les.
L’objet de ce chapitre est de de´finir quelques mode`les de calculs et de montrer
qu’ils sont e´quivalents a` celui de la machine de Turing. Nous finirons en e´voquant
ce que l’on appelle la the`se de Church-Turing , qui a en fait e´te´ exprime´e pour
la premie`re fois par Stephen Kleene, e´tudiant en the`se d’Alonzo Church.
Les mode`les que l’on va de´crire peuvent eˆtre conside´re´s comme tre`s abstraits,
mais aussi et surtout tre`s limite´s et loin de couvrir tout ce que l’on peut pro-
grammer avec les langages de programmation e´volue´s actuels comme CAML ou
JAVA. Tout l’objet du chapitre est de se convaincre qu’il n’en est rien : tout ce
qui programmable est programmable dans ces mode`les.
7.1 Machines de Turing
7.1.1 Ingre´dients
Une machine de Turing (de´terministe) (voir la figure 7.1) est compose´e des
e´le´ments suivants :
1. Une me´moire infinie sous forme de ruban. Le ruban est divise´ en cases.
Chaque case peut contenir un e´le´ment d’un ensemble Σ (qui se veut un
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alphabet). On suppose que l’alphabet Σ est un ensemble fini.
2. une teˆte de lecture : la teˆte de lecture se de´place sur le ruban.
3. Un programme donne´ par une fonction de transition qui pour chaque e´tat
de la machine q, parmi un nombre fini d’e´tats possibles Q, pre´cise selon le
symbole sous la teˆte de lecture :
(a) l’e´tat suivant q′ ∈ Q ;
(b) le nouvel e´le´ment de Σ a` e´crire a` la place de l’e´le´ment de Σ sous la
teˆte de lecture ;
(c) un sens de de´placement pour la teˆte de lecture.
L’exe´cution d’une machine de Turing sur un mot w ∈ Σ∗ peut alors se
de´crire comme suit : initialement, l’entre´e se trouve sur le ruban, et la teˆte de
lecture est positionne´e sur la premie`re lettre du mot. Les cases des rubans qui ne
correspondent pas a` l’entre´e contiennent toutes l’e´le´ment B (symbole de blanc),
qui est un e´le´ment particulier de Σ. La machine est positionne´e dans son e´tat
initial q0 : voir la figure 7.1.
A chaque e´tape de l’exe´cution, la machine, selon son e´tat, lit le symbole se
trouvant sous la teˆte de lecture, et selon ce symbole :
– remplace le symbole sous la teˆte de lecture par celui pre´cise´ par sa fonction
transition ;
– de´place (ou non) cette teˆte de lecture d’une case vers la droite ou vers la
gauche suivant le sens pre´cise´ par la fonction de transition ;
– change d’e´tat vers l’e´tat suivant.
Le mot w est dit accepte´ lorsque l’exe´cution de la machine finit par atteindre
l’e´tat d’acceptation.
7.1.2 Description
La notion de machine de Turing se formalise de la fac¸on suivante :
De´finition 7.1 (Machine de Turing) Une machine de Turing est un 8-uplet
M = (Q,Σ,Γ,B, δ, q0, qa, qr)
ou` :
1. Q est l’ensemble fini des e´tats ;
2. Σ est un alphabet fini ;
3. Γ est l’alphabet de travail fini : Σ ⊂ Γ ;
4. B ∈ Γ est le caracte`re blanc ;
5. q0 ∈ Q est l’e´tat initial ;
6. qa ∈ Q est l’e´tat d’acceptation ;
7. qr ∈ Q est l’e´tat de refus (ou d’arreˆt) ;
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8. δ est la fonction de transition : δ est une fonction (possiblement partielle)
de Q× Γ dans Q× Γ× {←, |,→}. Le symbole ← est utilise´ pour signifier
un de´placement vers la gauche, | aucun de´placement, → un de´placement
vers la droite.
Le langage accepte´ par une machine de Turing se de´finit a` l’aide des no-
tions de configurations et de de´rivations entre configurations. Une configuration
correspond a` toute l’information ne´cessaire pour de´crire l’e´tat de la machine a`
un instant donne´, et pouvoir de´terminer les e´tats ulte´rieurs de la machine. A
savoir :
– l’e´tat ;
– le contenu du ruban ;
– la position de la teˆte de lecture.
Plus formellement,
De´finition 7.2 (Configuration) Une configuration est donne´e par la des-
cription du ruban, par la position de la teˆte de lecture/e´criture, et par l’e´tat
interne.
Pour e´crire une configuration, une difficulte´ est que le ruban est infini : le
ruban correspond donc a` une suite infinie de symboles de l’alphabet Γ de travail
de la machine. Toutefois, a` tout moment d’une exe´cution seule une partie finie du
ruban a pu eˆtre utilise´e par la machine. En effet, initialement la machine contient
un mot en entre´e de longueur finie et fixe´e, et a` chaque e´tape la machine de´place
la teˆte de lecture au plus d’une seule case. Par conse´quent, apre`s t e´tapes, la teˆte
de lecture a au plus parcouru t cases vers la droite ou vers la gauche a` partir de
sa position initiale. Par conse´quent, le contenu du ruban peut a` tout moment
se de´finir par le contenu d’un pre´fixe fini, le reste ne contenant que le symbole
blanc B. Pour noter la position de la teˆte de lecture, nous pourrions utiliser un
entier n ∈ Z.
Nous allons en fait utiliser plutoˆt l’astuce suivante qui a le seul me´rite de
simplifier nos de´finitions et nos preuves ulte´rieures : au lieu de voir le ruban
comme un pre´fixe fini, nous allons le repre´senter par deux pre´fixes finis : le
contenu de ce qui est a` droite de la teˆte de lecture, et le contenu de ce qui est
a` gauche de la teˆte de lecture. On e´crira le pre´fixe correspondant au contenu a`
droite comme habituellement de gauche a` droite. Par contre, on e´crira le pre´fixe
correspondant au contenu a` gauche de la teˆte de lecture de droite a` gauche :
l’inte´reˆt est que la premie`re lettre du pre´fixe gauche est la case imme´diatement
a` gauche de la teˆte de lecture. Une configuration sera donc un e´le´ment de Q×
Γ∗ × Γ∗.
Formellement :
De´finition 7.3 (Notation d’une configuration) Une configuration peut se
noter C = (q, u, v), avec u, v ∈ Γ∗, q ∈ Q : u et v de´signent le contenu respec-
tivement a` gauche et a` droite de la teˆte de lecture du ruban i, la teˆte de lecture
du ruban i e´tant sur la premie`re lettre de v. On suppose que les dernie`res lettres
de u et de v ne sont pas B.
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On fixe la convention que le mot v est e´crit de gauche a` droite (la lettre
nume´ro i+1 de v correspond au contenu de la case a` droite de celle de nume´ro
i) alors que le mot u est e´crit de droite a` gauche (la lettre nume´ro i + 1 de u
correspond au contenu de la case a` gauche de celle de nume´ro i, la premie`re
lettre de u e´tant a` gauche de la teˆte de lecture).
Exemple 7.2 La configuration de la machine repre´sente´e sur la figure 7.1 est
(q0, abaab, ǫ).
On notera parfois autrement les configurations :
De´finition 7.4 (Notation alternative) La configuration (q, u, v) sera aussi
vue/note´e dans certaines sections ou chapitres comme/par uqv, en gardant u et
v e´crit de gauche a` droite.
Exemple 7.3 Une configuration comme
ruban
. . . B B B i n f o r m a t i q u e B B B B B . . .
q
se code par la configuration (q, fni, ormatique), ou parfois par infqormatique.
Une configuration est dite acceptante si q = qa, refusante si q = qr.
Pour w ∈ Σ∗, la configuration initiale correspondante a` w est la configuration
C[w] = (q0, ǫ, w).
On note : C ⊢ C ′ si la configuration C ′ est le successeur direct de la configura-
tion C par le programme (donne´ par δ) de la machine de Turing. Formellement,
si C = (q, u, v) et si a de´signe la premie`re lettre1 de v, et si δ(q, a) = (q′, a′,m′)
alors C ⊢ C ′ si
– C ′ = (q′, u′, v′), et
– si m′ = |, alors u′ = u, et v′ est obtenu en remplac¸ant la premie`re lettre
a de v par a′.
– si m′ =←, v′ = a′v, et u′ est obtenu en supprimant la premie`re lettre
de u.
– si m′ =→, u′ = ua′, et v′ est obtenu en supprimant la premie`re lettre a
de v.
Remarque 7.1 Ces re`gles traduisent simplement la notion de re´e´criture de la
lettre a par la lettre a′ et le de´placement correspondant a` droite ou a` gauche de
la teˆte de lecture.
1Avec la convention que la premie`re lettre du mot vide est le blanc B.
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De´finition 7.5 (Mot accepte´) Un mot w ∈ Σ∗ est dit accepte´ (en temps
t) par la machine de Turing, s’il existe une suite de configurations C1, · · · , Ct
avec :
1. C0 = C[w] ;
2. Ci ⊢ Ci+1 pour tout i < t ;
3. aucune configuration Ci pour i < t n’est acceptante ou refusante.
4. Ct est acceptante.
De´finition 7.6 (Mot refuse´) Un mot w ∈ Σ∗ est dit refuse´ (en temps t) par
la machine de Turing, s’il existe une suite de configurations C1, · · · , Ct avec :
1. C0 = C[w] ;
2. Ci ⊢ Ci+1 pour tout i < t ;
3. aucune configuration Ci pour i < t n’est acceptante ou refusante.
4. Ct est refusante.
De´finition 7.7 (Machine qui boucle sur un mot) On dit que la machine
de Turing boucle sur un mot w, si w n’est ni accepte´, ni refuse´.
Remarque 7.2 Chaque mot w est donc dans l’un des trois cas exclusifs sui-
vants :
1. il est accepte´ par la machine de Turing ;
2. il est refuse´ par la machine de Turing ;
3. la machine de Turing boucle sur ce mot.
Remarque 7.3 La terminologie boucle signifie simplement que la machine ne
s’arreˆte pas sur ce mot : cela ne veut pas dire ne´cessairement que l’on re´pe`te a`
l’infini les meˆmes instructions. La machine peut boucler pour plusieurs raisons.
Par exemple, parce qu’elle atteint une configuration qui n’a pas de successeur
de´fini, ou parce qu’elle rentre dans un comportement complexe qui produit une
suite infinie de configurations ni acceptante ni refusante.
Plus ge´ne´ralement, on appelle calcul de Σ sur un mot w ∈ Σ∗, une suite
(finie ou infinie) de configurations (Ci)i∈N telle que C0 = C[w] et pour tout
i, Ci ⊢ Ci+1, avec la convention qu’un e´tat acceptant ou refusant n’a pas de
successeur.
De´finition 7.8 (Langage accepte´ par une machine) Le langage L ⊂ Σ∗
accepte´ par M est l’ensemble des mots w qui sont accepte´s par la machine. On
le note L(M). On l’appelle L(M) aussi le langage reconnu par M .
On n’aime pas en ge´ne´ral les machines qui ne s’arreˆtent pas. On cherche
donc en ge´ne´ral a` garantir une proprie´te´ plus forte :
De´finition 7.9 (Langage de´cide´ par une machine) On dit qu’un langage
L ⊂ Σ∗ est dit de´cide´ par Σ par la machine si :
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– pour w ∈ L, w est accepte´ par la machine ;
– pour w 6∈ L (=sinon), w est refuse´ par la machine.
Autrement dit, la machine accepte L et termine sur toute entre´e.
On dit dans ce cas que la machine de´cide L.
7.1.3 Programmer avec des machines de Turing
La programmation avec des machines de Turing est extreˆmement bas niveau.
Nous allons voir que l’on peut toutefois programmer re´ellement beaucoup de
choses avec ce mode`le. La premie`re e´tape est de se convaincre que plein de
proble`mes simples peuvent se programmer. A vrai dire, la seule fac¸on de s’en
convaincre est d’essayer soit meˆme de programmer avec des machines de Turing,
c’est-a`-dire de faire les exercices qui suivent.
Exercice 7.1 Construire une machine de Turing qui accepte exactement les
mots w sur l’alphabet Σ = {0, 1} de la forme 0n1n, n ∈ N.
Voici une solution. On conside`re une machine avec Q = {q0, q1, q2, q3, q4},
Γ = {0, 1, X, Y,B}, l’e´tat d’acceptation q4 et une fonction de transition δ telle
que :
– δ(q0, 0) = (q1, X,→) ;
– δ(q0, Y ) = (q3, Y,→) ;
– δ(q1, 0) = (q1, 0,→) ;
– δ(q1, 1) = (q2, Y,←) ;
– δ(q1, Y ) = (q1, Y,→) ;
– δ(q2, 0) = (q2, 0,←) ;
– δ(q2, X) = (q0, X,→) ;
– δ(q2, Y ) = (q2, Y,←) ;
– δ(q3, Y ) = (q3, Y,→) ;
– δ(q3, B) = (q4, B,→).
On le voit, de´crire de cette fac¸on une machine de Turing est particulie`rement
peu lisible. On pre´fe`re repre´senter le programme d’une machine (la fonction δ)
sous la forme d’un graphe : les sommets du graphe repre´sentent les e´tats de
la machine. On repre´sente chaque transition δ(q, a) = (q′, a′,m) par un arc de
l’e´tat q vers l’e´tat q′ e´tiquete´ par a/a′ m. L’e´tat initial est marque´ par une fle`che
entrante. L’e´tat d’acceptation est marque´ par un double cercle.




Selon ce principe, le programme pre´ce´dent se repre´sente donc par :













Comment fonctionne ce programme : lors d’un calcul, la partie du ruban que
la machine aura visite´ sera de la forme X∗0∗Y ∗1∗. A chaque fois que l’on lit
un 0, on le remplace par un X, et on rentre dans l’e´tat q1 ce qui correspond a`
lancer la sous-proce´dure suivante : on se de´place a` droite tant que l’on lit un 0
ou un Y . De`s qu’on a atteint un 1, on le transforme en un Y , et on revient a`
gauche jusqu’a` revenir sur un X (le X qu’on avait e´crit) et s’eˆtre de´place´ d’une
case vers la droite.
En faisant ainsi, pour chaque 0 efface´ (i.e. marque´ X), on aura efface´ un 1
(i.e. marque´ un Y ). Si on a marque´ tous les 0 et que l’on atteint un Y , on rentre
dans l’e´tat q3, ce qui a pour objet de ve´rifier que ce qui est a` droite est bien
constitue´ uniquement de Y . Lorsqu’on a tout lu, i.e. atteint un B, on accepte,
i.e. on va dans l’e´tat q4.
Bien entendu, une vraie preuve de la correction de cet algorithme consisterait
a` montrer que si un mot est accepte´, c’est que ne´cessairement il est du type 0n1n.
Nous laissons le lecteur s’en convaincre.
Exemple 7.5 Voici un exemple de calcul acceptant pourM : q00011 ⊢ Xq1011⊢
X0q111⊢ Xq20Y 1⊢ q2X0Y 1⊢ Xq00Y 1⊢ XXq1Y 1⊢ XXY q11⊢ XXq2Y Y ⊢
Xq2XY Y ⊢ XXq0Y Y ⊢ XXY q3Y ⊢ XXY Y q3B⊢ XXY YBq4B.
De´finition 7.10 (Diagramme espace-temps) On repre´sente souvent une suite
de configurations ligne par ligne : la ligne nume´ro i repre´sente la ie`me confi-
guration du calcul, avec le codage de la de´finition 7.4. Cette repre´sentation est
appele´e un diagramme espace-temps de la machine.
Exemple 7.6 Voici le diagramme espace-temps correspondant au calcul pre´ce´-
dent sur 0011.
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. . . B B B B q0 0 0 1 1 B B B B B B B B B B B . . .
. . . B B B B X q1 0 1 1 B B B B B B B B B B B . . .
. . . B B B B X 0 q1 1 1 B B B B B B B B B B B . . .
. . . B B B B X q2 0 Y 1 B B B B B B B B B B B . . .
. . . B B B B q2 X 0 Y 1 B B B B B B B B B B B . . .
. . . B B B B X q0 0 Y 1 B B B B B B B B B B B . . .
. . . B B B B X X q1 Y 1 B B B B B B B B B B B . . .
. . . B B B B X X Y q1 1 B B B B B B B B B B B . . .
. . . B B B B X X q2 Y Y B B B B B B B B B B B . . .
. . . B B B B X q2 X Y Y B B B B B B B B B B B . . .
. . . B B B B X X q0 Y Y B B B B B B B B B B B . . .
. . . B B B B X X Y q3 Y B B B B B B B B B B B . . .
. . . B B B B X X Y Y q3 B B B B B B B B B B B . . .





















Exemple 7.7 Voici le diagramme espace-temps du calcul de la machine sur
0010 :
. . . B B B B q0 0 0 1 0 B B B B B B B B B B B . . .
. . . B B B B X q1 0 1 0 B B B B B B B B B B B . . .
. . . B B B B X 0 q1 1 0 B B B B B B B B B B B . . .
. . . B B B B X q2 0 Y 0 B B B B B B B B B B B . . .
. . . B B B B q2 X 0 Y 0 B B B B B B B B B B B . . .
. . . B B B B X q0 0 Y 0 B B B B B B B B B B B . . .
. . . B B B B X X q1 Y 0 B B B B B B B B B B B . . .
. . . B B B B X X Y q1 0 B B B B B B B B B B B . . .





















Observons que sur la dernie`re configuration plus aucune e´volution n’est possible,
et donc il n’y a pas de calcul accepte´ partant de 0010.
Exercice 7.2 (Soustraction en unaire) Construire un programme de ma-
chine de Turing qui re´alise une soustraction en unaire : partant d’un mot de la
forme 0m10n, la machine s’arreˆte avec 0m⊖n sur son ruban (entoure´ de blancs),
ou` m⊖ n est max(0,m− n).
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Voici une solution : on conside`re une machine sur l’ensemble d’e´tats Q =




















La machine est construite pour effectuer le travail suivant : elle recherche le
0 le plus a` gauche et le remplace par un blanc. Elle cherche alors a` droite un
1, quand elle en trouve un elle continue a` droite jusqu’a` trouver un 0 qu’elle
remplace par un 1. La machine retourne alors a` gauche pour trouver le 0 le plus
a` gauche qu’elle identifie en trouvant le premier blanc en se de´plac¸ant a` gauche
et en se de´plac¸ant depuis ce blanc d’une case vers la droite.
On re´pe`te le processus jusqu’a` ce que :
– soit en cherchant a` droite un 0, on rencontre un blanc. Alors les n 0 dans
0m10n ont e´te´ change´s en 1 et n+ 1 des m 0 ont e´te´ change´s en B. Dans
ce cas, la machine remplace les n+ 1 1 par un 0 et n blancs, ce qui laisse
m− n 0 sur le ruban. Puisque dans ce cas, m ≥ n, m⊖ n = m− n.
– ou en recommenc¸ant le cycle, la machine n’arrive pas a` trouver un 0 a`
changer en blanc, puisque les m premiers 0 ont de´ja` e´te´ change´s en B.
Alors n ≥ m, et donc m⊖ n = 0. La machine remplace alors tous les 1 et
0 restants par des blancs, et termine avec un ruban comple`tement blanc.
7.1.4 Techniques de programmation
Voici quelques techniques utilise´es couramment dans la programmation des
machines de Turing.
La premie`re consiste a` coder une information finie dans l’e´tat de la machine.
On va l’illustrer sur un exemple, ou` l’on va stocker le premier caracte`re lu dans
l’e´tat. Tant que l’information a` stocker est finie, cela reste possible.
Exercice 7.3 Construire un programme de machine de Turing qui lit le symbole
en face de la teˆte de lecture et ve´rifie que ce dernier n’apparaˆıt nul part ailleurs
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a` droite.
Si l’on fixe un symbole a0 ∈ Σ de l’alphabet Σ, il est facile de construire un
programme qui ve´rifie que le symbole a0 n’apparaˆıt nul part sauf sur la toute
dernie`re lettre a` droite.
q0start q2q1
∀a 6= a0, a/a →
B/B ← a0/a0 →
ou` ∀a 6= a0 de´signe le fait que l’on doit re´pe´ter la transition a/a,→ pour
tout symbole a 6= a0.
Maintenant pour re´soudre notre proble`me, il suffit de lire la premie`re lettre
a0 et de recopier ce programme autant de fois qu’il y a de lettres dans Σ. Si













∀a 6= 1, a/a →
B/B ← 1/1 →
q1/2
∀a 6= 2, a/a →
B/B ←
2/2 →
On utilise donc le fait dans cet automate que l’on travaille sur des e´tats qui
peuvent eˆtre des couples : ici on utilise des couples qi/j avec i ∈ {1, 2}, et j ∈ Σ.
Une second technique consiste en l’utilisation de sous-proce´dures. La` encore,
on va l’illustrer sur un exemple.
Exercice 7.4 (Multiplication en unaire) Construire un programme de ma-
chine de Turing qui re´alise une multiplication en unaire : partant d’un mot de
la forme 0m10n, la machine s’arreˆte avec 0m∗n sur son ruban.
Une strate´gie possible est la suivante :
1. le ruban contiendra un mot de la forme 0i10n10kn pour un certain entier
k ;
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2. dans chaque e´tape, on change un 0 du premier groupe en un blanc, et
on ajoute n 0 au dernier groupe, pour obtenir une chaˆıne de la forme
0i−110n10(k+1)n ;
3. en faisant ainsi, on copie le groupe de n 0 m fois, une fois pour chaque
symbole du premier groupe mis a` blanc. Quand il ne reste plus de blanc
dans le premier groupe de 0, il y aura donc m ∗ n groupes dans le dernier
groupe ;
4. la dernie`re e´tape est de changer le pre´fixe 10n1 en des blancs, et cela sera
termine´.
Le cœur de la me´thode est donc la sous-proce´dure, que l’on appellera Copy
qui imple´mente l’e´tape 2 : elle transforme une configuration 0m−k10n1(k−1)n en
0m−k10n1kn. Voici une fac¸on de la programmer : si l’on part dans l’e´tat q1 avec














Une fois que l’on a cette sous-proce´dure, on peut concevoir l’algorithme
global.
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q0start













ou` le rectangle en pointille´ signifie “coller ici le programme de´crit avant pour
la sous-proce´dure”.
On le voit sur cet exemple, il est possible de programmer les machines de
Turing de fac¸on modulaire, en utilisant des notions de sous-proce´dure, qui corres-
pondent en fait a` des collages de morceaux de programme au sein du programme
d’une machine, comme sur cet exemple.
7.1.5 Applications
Re´pe´tons-le : la seule fac¸on de comprendre tout ce que l’on peut programmer
avec une machine de Turing consiste a` essayer de les programmer.
Voici quelques exercices.
Exercice 7.5 Construire une machine de Turing qui ajoute 1 au nombre e´crit
en binaire (donc avec des 0 et 1) sur son ruban.
Exercice 7.6 Construire une machine de Turing qui soustrait 1 au nombre
e´crit en binaire (donc avec des 0 et 1) sur son ruban.
Exercice 7.7 Construire une machine de Turing qui accepte les chaˆınes de
caracte`re avec le meˆme nombre de 0 et de 1.
7.1.6 Variantes de la notion de machine de Turing
Le mode`le de la machine de Turing est extreˆmement robuste.
En effet, existe de nombreuses variantes possibles autour du concept de ma-
chine de Turing, qui ne changent rien en fait a` ce que l’on arrive a` programmer
avec ces machines.
On peut en effet assez facilement se persuader des faits suivants.
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Machine M sur l’alphabet {a, b, c}
. . . B B B B B a b a a c b B B B B B B B B B . . .
q7
Machine M ′ simulant M sur l’alphabet {0, 1}.
. . . B B B B B 0 0 0 1 0 0 0 0 1 0 0 1 B B B . . .
q7
a b a a c b
Fig. 7.2 – Illustration de la preuve de la proposition 7.1.
Restriction a` un alphabet binaire
Proposition 7.1 Toute machine de Turing qui travaille sur un alphabet Σ quel-
conque peut eˆtre simule´e par une machine de Turing qui travaille sur un alphabet
Σ = Γ avec uniquement deux lettres.
De´monstration (principe): L’ide´e est que l’on peut toujours coder les
lettres de l’alphabet en utilisant un codage en binaire. Par exemple, si l’alphabet
Σ posse`de 3 lettres a, b, et c, on peut de´cider de coder a par 00, b par 01 et c
par 10 : voir la figure 7.2. Dans le cas plus ge´ne´ral, il faut simplement utiliser
e´ventuellement plus que 2 lettres.
On peut alors transformer le programme d’une machine de Turing M qui
travaille sur l’alphabet Σ en un programme M ′ qui travaille sur ce codage.
Par exemple, si le programme deM contient une instruction qui dit que siM
est dans l’e´tat q, et que la teˆte de lecture lit un a il faut e´crire un c et se de´placer
a` droite, le programme de M ′ consistera a` dire que si l’on est dans l’e´tat q et
que l’on lit 0 en face de la teˆte de lecture, et 0 a` sa droite (donc ce qui est a`
droite de la teˆte de lecture commence par 00, i.e. le codage de a), alors il faut
remplacer ces deux 0 par 10 (i.e. le codage de c) et se rendre dans l’e´tat q′. En
faisant ainsi, a` chaque fois qu’un calcul de M produit un ruban correspondant
a` un mot w, alors M ′ produira un un ruban correspondant au codage de w en
binaire lettre par lettre. 
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ruban 1
. . . B B B B B a b a a b B B B B B B B B B B . . .
ruban 2
. . . B B B B B b c a a B B B B B B B B B B B . . .
ruban 3
. . . B B B B B a a b a B B B B B B B B B B B . . .
q5
Fig. 7.3 – Une machine de Turing a` 3 rubans
Machines de Turing a` plusieurs rubans
On peut aussi conside´rer des machines de Turing qui auraient plusieurs ru-
bans, disons k rubans, ou` k est un entier. Chacun des k rubans posse`de sa
propre teˆte de lecture. La machine posse`de toujours un nombre fini d’e´tats Q.
Simplement, maintenant la fonction de transition δ n’est plus une fonction de
Q× Γ dans Q× Γ× {←, |,→}. mais de Q× Γk dans Q× Γk × {←, |,→}k : en
fonction de l’e´tat de la machine et de ce qui est lu en face des teˆtes de lecture
de chaque ruban, la fonction de transition donne les nouveaux symboles a` e´crire
sur chacun des rubans, et les de´placements a` effectuer sur chacun des rubans.
Il est possible de formaliser ce mode`le, ce que nous ne ferons pas car cela
n’apporte pas de re´elle nouvelle difficulte´.
On pourra se persuader du re´sultat suivant :
Proposition 7.2 Toute machine de Turing qui travaille avec k-rubans peut eˆtre
simule´e par une machine de Turing avec un unique ruban.
De´monstration (principe): L’ide´e est que si une machine M travaille
avec k rubans sur l’alphabet Γ, on peut simuler M par une machine M ′ avec
un unique ruban qui travaille sur l’alphabet (Γ×{0, 1}∪{#}) (qui est toujours
un alphabet fini).
Le ruban de M ′ contient la concate´nation des contenus des rubans de M ,
se´pare´s par un marqueur #. On utilise (Γ× {0, 1} ∪ {#}) au lieu de (Γ ∪ {#})
de fac¸on a` utiliser 1 bit d’information de plus par case qui stocke l’information
“la teˆte de lecture est en face de cette case”.
M ′ va simuler e´tape par e´tape les transitions de M : pour simuler une tran-
sition de M , M ′ va parcourir de gauche a` droite son ruban pour de´terminer la
position de chacune des teˆtes de lecture, et le symbole en face de chacune des
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. . . B B B a b’ a a b # b c a a’ # a a b’ a B B . . .
q0
ruban 1 ruban 2 ruban 3
Fig. 7.4 – Illustration de la preuve de la proposition 7.2 : repre´sentation gra-
phique d’une machine de Turing a` 1 ruban simulant la machine a` 3 rubans de la
figure 7.3. Sur cette repre´sentation graphique, on e´crit une lettre prime´e lorsque
le bit “la teˆte de lecture est en face de cette case” est a` 1.
teˆtes de lecture (en me´morisant ces symboles dans son e´tat interne). Une fois
connu tous les symboles en face de chacune des teˆtes de lecture, M ′ connaˆıt les
symboles a` e´crire et les de´placements a` effectuer pour chacune des teˆtes : M ′ va
parcourir son ruban a` nouveau de gauche a` droite pour mettre a` jour son codage
de l’e´tat de M . En faisant ainsi syste´matiquement transition par transition, M ′
va parfaitement simuler l’e´volution de M avec son unique ruban : voir la figure
7.1.6 
Machines de Turing non-de´terministes
On peut aussi introduire le concept de machine de Turing non-de´terministe :
la de´finition d’une machine de Turing non-de´terministe est exactement comme
celle de la notion de machine de Turing (de´terministe) sauf sur un point. δ n’est
plus une fonction de Q×Γ dans Q×Γ×{←, |,→}, mais une relation de la forme
δ ⊂ (Q× Γ)× (Q× Γ× {←, |,→}).
En d’autres termes, pour un e´tat et une lettre lue en face de la teˆte de lecture
donne´e, δ ne de´finit pas un seul triplet de Q×Γ×{←, |,→}, mais un ensemble
de triplets. Intuitivement, lors d’une exe´cution la machine a la possibilite´ de
choisir n’importe quel triplet.
Formellement, cela s’exprime par le fait que l’on peut passer de la configu-
ration C a` la configuration successeur C ′ si et seulement si on peut passer de C
a` C ′ (ce que nous notons C ⊢ C ′) avec les de´finitions pre´ce´dentes, mais en rem-
plac¸ant δ(q, a) = (q′, a′,m′) par ((q, a), (q′, a′,m′)) ∈ δ. Les autres de´finitions
sont alors essentiellement inchange´es, et comme pour les machines de Turing
de´terministes.
La diffe´rence est qu’une machine de Turing non-de´terministe n’a pas une
exe´cution unique sur une entre´e w, mais e´ventuellement plusieurs : en fait, les
exe´cutions de la machine sur un mot w donnent lieu a` un arbre de possibilite´, et
l’ide´e est qu’on accepte (respectivement : refuse) un mot si l’une des branches
contient une configuration acceptante (resp. de refus).
La notion de mot w accepte´ est (toujours) donne´e par de´finition 7.5.
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Le langage L ⊂ Σ∗ accepte´ par M est (toujours) l’ensemble des mots w qui
sont accepte´s par la machine. On le note (toujours) L(M). On appelle (toujours)
L(M) aussi le langage reconnu par M .
On e´vite dans ce contexte de parler en ge´ne´ral de mot refuse´.
On dira cependant qu’un langage L ⊂ Σ∗ est de´cide´ par M si il est accepte´
par une machine qui termine sur toute entre´e : c’est-a`-dire telle que pour w ∈ L,
la machine posse`de un calcul qui me`ne a` une configuration acceptante comme
dans la de´finition 7.5, et pour w 6∈ L, tous les calculs de la machine me`nent a`
une configuration refusante.
On peut prouver le re´sultat suivant (ce que nous ferons dans un chapitre
ulte´rieur).
Proposition 7.3 Une machine de Turing non-de´terministe peut eˆtre simule´e
par une machine de Turing de´terministe : un langage L est accepte´ par une
machine de Turing non-de´terministe si et seulement si il est accepte´ par une
machine de Turing (de´terministe).
E´videmment, on peut conside´rer une machine de Turing comme une machine
de Turing non-de´terministe particulie`re. Le sens moins trivial de la proposition
est que l’on peut simuler une machine de Turing non-de´terministe par une ma-
chine de Turing (de´terministe).
Autrement dit, autoriser du non-de´terministe n’e´tend pas le mode`le, tant
que l’on parle de calculabilite´, c’est-a`-dire de ce que l’on peut re´soudre. Nous
verrons qu’en ce qui concerne la complexite´, cela est une autre paire de manches.
7.1.7 Localite´ de la notion de calcul
Voici une proprie´te´ fondamentale de la notion de calcul, que nous utiliserons
a` de plusieurs reprises, et que nous invitons notre lecteur a` me´diter :
Proposition 7.4 (Localite´ de la notion de calcul) Conside´rons un diagramme
espace-temps d’une machine M . Regardons les contenus possibles des sous-
rectangles de largeur 3 et de hauteur 2 dans ce diagramme. Pour chaque machine
M , il y a un nombre fini possible de contenus que l’on peut trouver dans ces rec-
tangles. Appelons feneˆtres le´gales, les contenus possibles pour la machine M :
voir la figure 7.6.
Par ailleurs, cela fournit meˆme une caracte´risation des diagrammes espace-
temps d’une machine donne´e : un tableau est un diagramme espace-temps de
M sur une certaine configuration initiale C0 si et seulement si d’une part sa
premie`re ligne correspond a` C0, et d’autre part dans ce tableau, le contenu de
tous les rectangles de largeur 3 et de hauteur 2 possible sont parmi les feneˆtres
le´gales.
De´monstration: Il suffit de regarder chacun des cas possibles et de s’en
convaincre, ce qui est fastidieux, mais sans aucune difficulte´ particulie`re. 
Nous y reviendrons. Oublions-la pour l’instant, et revenons a` d’autres mo-
de`les.
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(a) . . . B B B B q0 0 0 1 0 B B B B B B B B B B B . . .
. . . B B B B X q1 0 1 0 B B B B B B B B B B B . . .
. . . B B B B X 0 q1 1 0 B B B B B B B B B B B . . .
. . . B B B B X q2 0 Y 0 B B B B B B B B B B B . . .
. . . B B B B q2 X 0 Y 0 B B B B B B B B B B B . . .
. . . B B B B X q0 0 Y 0 B B B B B B B B B B B . . .
. . . B B B B X X q1 Y 0 B B B B B B B B B B B . . .
. . . B B B B X X Y q1 0 B B B B B B B B B B B . . .
























Fig. 7.5 – (a). Le diagramme espace-temps de l’exemple 7.7, sur lequel est grise´



















Fig. 7.6 – Quelques feneˆtres le´gales pour une autre machine de Turing M :
on peut rencontrer chacun de ces contenus dans un sous-rectangle 3 × 2 du
diagramme espace-temps de M .










Fig. 7.7 – Quelques feneˆtres ille´gales pour une certaine machine M avec
δ(q1, b) = (q1, c,←). On ne peut pas rencontrer ces contenus dans un sous-
rectangle 3× 2 du diagramme espace-temps de M : En effet, dans (a), le sym-
bole central ne peut pas changer sans que la teˆte lui soit adjacente. Dans (b),
le symbole en bas a` droite devrait eˆtre un c mais pas un a, selon la fonction de
transition. Dans (c), il ne peut pas y avoir deux teˆtes de lecture sur le ruban.
Remarque 7.4 C’est aussi vrai dans les autres mode`les dans un certain sens.
Toutefois, cela y est toutefois beaucoup plus difficile a` formuler.
7.2 Machines RAM
Le mode`le de la machine de Turing peut paraˆıtre extreˆmement rudimentaire.
Il n’en demeure pas extreˆmement puissant, et capable de capturer la notion de
calculable en informatique.
L’objectif de cette section est de se persuader de ce fait : tout ce qui est
programmable par un dispositif de calcul informatique digital actuel peut se
simuler par une machine de Turing. Pour cela, on va introduire un mode`le tre`s
proche (le plus proche en fait que je connaisse) de la fac¸on dont fonctionnent
les processeurs actuels : le mode`le des machines RAM .
7.2.1 Mode`le des machines RAM
Le mode`le des machines RAM (Random Access Machine) est un mode`le de
calcul qui ressemble beaucoup plus aux langages machine actuels, et a` la fac¸on
dont fonctionnent les processeurs actuels.
Une machine RAM posse`de des registres qui contiennent des entiers naturels
(nuls si pas encore initialise´s). Les instructions autorise´es de´pendent du proces-
seur que l’on veut mode´liser (ou de l’ouvrage que l’on consulte qui de´crit ce
mode`le), mais elles incluent en ge´ne´ral la possibilite´ de :
1. copier le contenu d’un registre dans un autre ;
2. l’adressage indirect : re´cupe´rer/e´crire le contenu d’un registre dont le nu-
me´ro est donne´ par la valeur d’un autre registre ;
3. effectuer des ope´rations e´le´mentaires sur un ou des registres, par exemple
additionner 1, soustraire 1 ou tester l’e´galite´ a` 0 ;
4. effectuer d’autres ope´rations sur un ou des registres, par exemple l’addi-
tion, la soustraction, la multiplication, division, les de´calages binaires, les
ope´rations binaires bit a` bit.
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Dans ce qui suit, nous re´duirons tout d’abord la discussion aux SRAM (Suc-
cessor Random Access Machine) qui ne posse`dent que des instructions des types
1., 2. et 3. Nous verrons qu’en fait cela ne change pas grand chose, du moment
que chacune des ope´rations du type 4. se simule par machine de Turing (et c’est
le cas de tout ce qui est e´voque´ plus haut).
7.2.2 Simulation d’une machine RISC par une machine de
Turing
Nous allons montrer que toute machine RAM peut eˆtre simule´e par une
machine de Turing.
Pour aider a` la compre´hension de la preuve, nous allons re´duire le nombre
d’instructions des machines RAM a` un ensemble re´duit d’instructions (RISC
reduced instruction set en anglais) en utilisant un unique registre x0 comme
accumulateur.
De´finition 7.11 Une machine RISC est une machine SRAM dont les instruc-
tions sont uniquement de la forme :
1. x0 ← 0 ;
2. x0 ← x0 + 1 ;
3. x0 ← x0 ⊖ 1 ;
4. if x0 = 0 then aller a` l’instruction nume´ro j ;
5. x0 ← xi ;
6. xi ← x0 ;
7. x0 ← xxi ;
8. xx0 ← xi .
Clairement, tout programme RAM avec des instructions du type 1., 2. et 3.
peut eˆtre converti en un programme RISC e´quivalent, en remplac¸ant chaque ins-
truction par des instructions qui passent syste´matiquement par l’accumulateur
x0.
The´ore`me 7.1 Toute machine RISC peut eˆtre simule´e par une machine de
Turing.
De´monstration: La machine de Turing qui simule la machine RISC posse`de
4 rubans. Les deux premiers rubans codent les couples (i, xi) pour xi non nul. Le
troisie`me ruban code l’accumulateur x0 et le quatrie`me est un ruban de travail.
Plus concre`tement, pour un entier i, notons 〈i〉 son e´criture en binaire. Le
premier ruban code un mot de la forme
. . .BB〈io〉B〈i1〉 · · ·B . . . 〈ik〉BB · · · .
Le second ruban code un mot de la forme
. . .BB〈xio〉B〈xi1〉 · · ·B . . . 〈xik〉BB · · ·
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Les teˆtes de lecture des deux premiers rubans sont sur le deuxie`me B. Le troi-
sie`me ruban code 〈x0〉, la teˆte de lecture e´tant tout a` gauche. On appelle position
standard une telle position des teˆtes de lecture.
La simulation est de´crite pour trois exemples. Notre lecteur pourra comple´ter
le reste.
1. x0 ← x0 + 1 : on de´place la teˆte de lecture du ruban 3 tout a` droite
jusqu’a` atteindre un symbole B. On se de´place alors d’une case vers la
gauche, et on remplace les 1 par des 0, en se de´plac¸ant vers la gauche tant
que possible. Lorsqu’un 0 ou un B est trouve´, on le change en 1 et on se
de´place a` gauche pour revenir en position standard.
2. x23 ← x0 : on parcourt les rubans 1 et 2 vers la droite, bloc de´limite´ par
B par bloc, jusqu’a` atteindre la fin du ruban 1, ou ce que l’on lise un bloc
B10111B (10111 correspond a` 23 en binaire).
Si la fin du ruban 1 a e´te´ atteinte, alors l’emplacement 23 n’a jamais e´te´
vu auparavant. On l’ajoute en e´crivant 10111 a` la fin du ruban 1, et on
recopie le ruban 3 (la valeur de x0) sur le ruban 2. On retourne alors en
position standard.
Sinon, c’est que l’on a trouve´ B10111B sur le ruban 1. On lit alors 〈x23〉
sur le ruban 2. Dans ce cas, il doit eˆtre modifie´. On fait cela de la fac¸on
suivante :
(a) On copie le contenu a` droite de la teˆte de lecture nume´ro 1 sur le
ruban 4.
(b) On copie le contenu du ruban 3 (la valeur de x0) a` la place de x23
sur le ruban 2.
(c) On e´crit B, et on recopie le contenu du ruban 4 a` droite de la teˆte
de lecture du ruban 2, de fac¸on a` restaurer le reste du ruban 2.
(d) On retourne en position standard.
3. x0 ← xx23 : En partant de la gauche des rubans 1 et 2, on parcourt les
rubans 1 et 2 vers la droite, bloc de´limite´ par B par bloc, jusqu’a` atteindre
la fin du ruban 1, ou ce que l’on lise un bloc B10111B (10111 correspond
a` 23 en binaire).
Si la fin du ruban 1 a e´te´ atteinte, on ne fait rien, puisque x23 vaut 0 et le
ruban 3 contient de´ja` 〈x0〉.
Sinon, c’est que l’on a trouve´ B10111B sur le ruban 1. On lit alors 〈x23〉
sur le ruban 2, que l’on recopie sur le ruban 4. Comme ci-dessus, on par-
court les rubans 1 et 2 en paralle`le jusqu’a` trouver B〈x23〉B ou` atteindre
la fin du ruban 1. Si la fin du ruban 1 est atteinte, alors on e´crit 0 sur le
ruban 3, puisque xx23 = x0. Sinon, on copie le bloc correspondant sur le
ruban 1 sur le ruban 3, puisque le bloc sur le ruban 2 contient xx23 , et on
retourne en position standard.















Fig. 7.8 – Une machine a` 3 piles.
7.2.3 Simulation d’une machine RAM par une machine de
Turing
Revenons sur le fait que nous avons re´duit l’ensemble des ope´rations auto-
rise´es sur une machine RAM aux instructions du type 1., 2. et 3. En fait, on
observera que l’on peut bien ge´rer toutes instructions du type 4., du moment
que l’ope´ration sous-jacente peut bien se calculer par machine de Turing : toute
ope´ration x0 ← x0 ‘‘ope´ration’’ xi peut eˆtre simule´e comme plus haut, de`s que
‘‘ ope´ration’ ’ correspond a` une ope´ration calculable.
7.3 Mode`les rudimentaires
Le mode`le des machine des Turing est extreˆmement rudimentaire. On peut
toutefois conside´rer des mode`les qui le sont encore plus, et qui sont toutefois
capable de les simuler.
7.3.1 Machines a` k ≥ 2 piles
Une machine a` k piles, posse`de un nombre fini k de piles r1, r2, · · · , rk, qui
correspondent a` des piles d’e´le´ments de Σ. Les instructions d’une machine a`
piles permettent seulement d’empiler un symbole sur l’une des piles, tester la
valeur du sommet d’une pile, ou de´piler le symbole au sommet d’une pile.
Si l’on pre´fe`re, on peut voir une pile d’e´le´ments de Σ comme un mot w sur
l’alphabet Σ. Empiler (push) le symbole a ∈ M correspond a` remplacer w par
aw. Tester la valeur du sommet d’une pile (top) correspond a` tester la premie`re
lettre du mot w. De´piler (pop) le symbole au sommet de la pile correspond a`
supprimer la premie`re lettre de w.
The´ore`me 7.2 Toute machine de Turing peut eˆtre simule´e par une machine a`
2 piles.














Fig. 7.9 – La machine de Turing de l’exemple 7.3 vue comme une machine a`
2-piles.
De´monstration: Selon la formalisation page 84, une configuration d’une
machine de Turing correspond a` C = (q, u, v), ou` u et v de´signent le contenu
respectivement a` gauche et a` droite de la teˆte de lecture du ruban i. On peut
voir u et v comme des piles : voir la figure 7.9. Si l’on relit attentivement la
formalisation page 84, on observe que les ope´rations effectue´es par le programme
de la machine de Turing pour passer de la configuration C a sa configuration
successeur C ′ correspondent a` des ope´rations qui se codent trivialement par des
push, pop, et top : on peut donc construire une machine a` 2 piles, chaque pile
codant u ou v (le contenu a` droite et a` gauche de chacune des teˆtes de lecture),
et qui simule e´tape par e´tape la machine de Turing. 
7.3.2 Machines a` compteurs
Nous introduisons maintenant un mode`le encore plus rudimentaire : une
machine a` compteurs posse`de un nombre fini k de compteurs r1, r2, · · · , rk, qui
contiennent des entiers naturels. Les instructions d’une machine a` compteur per-
mettent seulement de tester l’e´galite´ d’un des compteurs a` 0, d’incre´menter un
compteur ou de de´cre´menter un compteur. Tous les compteurs sont initialement
nuls, sauf celui codant l’entre´e.
Remarque 7.5 C’est donc une machine RAM, mais avec un nombre tre`s re´-
duit d’instructions, et un nombre fini de registres.
The´ore`me 7.3 Toute machine a` k-piles peut eˆtre simule´e par une machine a`
k + 1 compteurs.
De´monstration: L’ide´e est de voir une pile w = a1a2 · · · an sur l’alphabet
Σ de cardinalite´ r − 1 comme un entier i en base r : sans perte de ge´ne´ralite´,
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on peut voir Σ comme Σ = {0, 1, · · · , r − 1}. Le mot w correspond a` l’entier
i = anr
n−1 + an−1r
n−2 + · · · a2r + a1.
On utilise ainsi un compteur i pour chaque pile. Un k+1e`me compteur, que
l’on appellera compteur supple´mentaire, est utilise´ pour ajuster les compteurs
et simuler chaque ope´ration (empilement, de´pilement, lecture du sommet) sur
l’une des piles.
De´piler correspond a` remplacer i par i div r, ou` div de´signe la division
entie`re : en partant avec le compteur supple´mentaire a` 0, on de´cre´mente le
compteur i de r (en r e´tapes) et on incre´mente le compteur supple´mentaire
de 1. On re´pe`te cette ope´ration jusqu’a` ce que le compteur i atteigne 0. On
de´cre´mente alors le compteur supple´mentaire de 1 en incre´mentant le compteur
i de 1 jusqu’a` ce que le premier soit 0. A ce moment, on lit bien le re´sultat
correct dans le compteur i.
Empiler le symbole a correspond a` remplacer i par i ∗ r + a : on multiplie
d’abord par r : en partant avec le compteur supple´mentaire a` 0, on de´cre´mente
le compteur i de 1 et on incre´mente le compteur supple´mentaire de r (en r
e´tapes) jusqu’a` ce que le compteur i soit a` 0. On de´cre´mente alors le compteur
supple´mentaire de 1 en incre´mentant le compteur i de 1 jusqu’a` ce que le premier
soit 0. A ce moment, on lit i ∗ r dans le compteur i. On incre´mente alors le
compteur i de a (en a incre´mentations).
Lire le sommet d’une pile i correspond a` calculer i mod r, ou` i mod r de´signe
le reste de la division euclidienne de i par r : en partant avec le compteur sup-
ple´mentaire a` 0, on de´cre´mente le compteur i de 1 et on incre´mente le compteur
supple´mentaire de 1. Lorsque le compteur i atteint 0 on s’arreˆte. On de´cre´mente
alors le compteur supple´mentaire de 1 en incre´mentant le compteur i de 1 jus-
qu’a` ce que le premier soit 0. On fait chacune de ces ope´rations en comptant en
paralle`le modulo r dans l’e´tat interne de la machine. 
The´ore`me 7.4 Toute machine a` k ≥ 3 compteurs se simule par une machine
a` 2 compteurs.
De´monstration: Supposons d’abord k = 3. L’ide´e est coder trois compteurs
i, j et k par l’entier m = 2i3j5k. L’un des compteurs stocke cet entier. L’autre
compteur est utilise´ pour faire des multiplications, divisions, calculs modulo m,
pour m valant 2, 3, ou 5.
Pour incre´menter i, j ou k de 1, il suffit de multiplier m par 2, 3 ou 5 en
utilisant le principe de la preuve pre´ce´dente.
Pour tester si i, j ou k = 0, il suffit de savoir si m est divisible par 2, 3 ou
5, en utilisant le principe de la preuve pre´ce´dente.
Pour de´cre´menter i, j ou k de 1, il suffit de diviserm par 2, 3 ou 5 en utilisant
le principe de la preuve pre´ce´dente.
Pour k > 3, on utilise le meˆme principe, mais avec les k premiers nombres
premiers au lieu de simplement 2, 3, et 5. 
En combinant les re´sultats pre´ce´dents, on obtient :
Corollaire 7.1 Toute machine de Turing se simule par une machine a` 2 comp-
teurs.
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Observons que la simulation est particulie`rement inefficace : la simulation
d’un temps t de la machine de Turing ne´cessite un temps exponentiel pour la
machine a` 2 compteurs.
7.4 The`se de Church-Turing
7.4.1 E´quivalence de tous les mode`les conside´re´s
Nous avons jusque-la` introduit diffe´rents mode`les, et montre´ qu’ils pouvaient
tous eˆtre simule´s par des machines de Turing, ou simuler les machines de Turing.
En fait, tous ces mode`les sont e´quivalents au niveau de ce qu’ils calculent : on
a de´ja` montre´ que les machines RAM pouvaient simuler les machines de Turing.
On peut prouver le contraire. On a montre´ que les machines a` compteurs, et les
machines a` piles simulaient les machines de Turing. Il est facile de voir que le
contraire est vrai : on peut simuler l’e´volution d’une machine a` piles ou d’une
machine a` compteurs par machine de Turing. Tous les mode`les sont donc bien
e´quivalents, au niveau de ce qu’ils sont capables de calculer.
7.4.2 The`se de Church-Turing
C’est l’ensemble de ces conside´rations qui ont donne´ naissance a` la the`se de
Church-Turing, exprime´e pour la premie`re fois par Stephen Kleene, e´tudiant de
Alonzo Church. Cette the`se affirme que “ce qui est effectivement calculable est
calculable par une machine de Turing.”
Dans cette formulation, la premie`re notion de calculable fait re´fe´rence a` une
notion donne´e intuitive, alors que la seconde notion de calculable signifie “cal-
culable par une machine de Turing”, i.e. une notion formelle.
Puisqu’il n’est pas possible de de´finir formellement la premie`re notion, cette
the`se est une the`se au sens philosophique du terme. Il n’est pas possible de la
prouver.
La the`se de Church est tre`s largement admise.
7.5 Notes bibliographiques
Lectures conseille´es Pour aller plus loin sur les notions e´voque´es dans ce
chapitre, nous sugge´rons la lecture de [Hopcroft et al., 2001] en anglais, ou de
[Wolper, 2001], [Stern, 1994] [Carton, 2008] en franc¸ais.
D’autres formalismes e´quivalents aux machines de Turing existent. En par-
ticulier, la notion de fonctions re´cursives, qui est pre´sente´e par exemple dans
[Dowek, 2008], [Stern, 1994] ou dans [Cori and Lascar, 1993b].
Bibliographie Ce chapitre a e´te´ re´dige´ a` partir de la pre´sentation des ma-
chines de Turing dans [Wolper, 2001], et des discussions dans [Hopcroft et al., 2001]
pour la partie sur leur programmation. La partie sur les machines RAM est ins-
pire´e de [Papadimitriou, 1994] et de [Jones, 1997].
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Chapitre 8
Calculabilite´
Ce chapitre pre´sente les principaux re´sultats de la calculabilite´. En d’autres
termes, nous cherchons a` comprendre la puissance des programmes informa-
tiques. On y prouve que certains proble`mes peuvent se re´soudre informatique-
ment et que certains proble`mes ne peuvent pas l’eˆtre. L’objectif est d’explorer les
limites de la re´solution informatique. En programmation, on s’inte´resse ge´ne´ra-
lement a` re´soudre des proble`mes par algorithmes. Le fait que certains proble`mes
ne peuvent pas eˆtre re´solus peut paraˆıtre surprenant.
Pourquoi s’inte´resser a` comprendre les proble`mes qui ne peuvent pas eˆtre
re´solus ? Premie`rement, parce que comprendre qu’un proble`me ne peut pas eˆtre
re´solu est utile parce que cela signifie que le proble`me doit eˆtre simplifie´ ou
modifie´ pour pouvoir eˆtre re´solu. Deuxie`mement, parce que tous ces re´sultats
sont culturellement tre`s inte´ressants et permettent de bien mettre en perspective
la programmation, et les limites des dispositifs de calculs, ou de l’automatisation
de certaines taˆches, comme par exemple la ve´rification.
8.1 Machines universelles
8.1.1 Interpre´teurs
Un certain nombre de ces re´sultats est la conse´quence d’un fait simple, mais
qui me`ne a` de nombreuses conse´quences : on peut programmer des interpre´teurs,
c’est-a`-dire des programmes qui prennent en entre´e la description d’un autre
programme et qui simulent ce programme.
Exemple 8.1 Un langage comme JAVA est interpre`te´ : un programme JAVA
est compile´ en une description dans un codage que l’on appelle bytecode. Lors-
qu’on cherche a` lancer ce programme, l’interpre´teur JAVA simule ce bytecode.
Ce principe d’interpre´tation permet a` un programme JAVA de fonctionner sur
de nombreuses plates-formes et machines directement : seulement l’interpre´teur
de´pend de la machine sur laquelle on exe´cute le programme. Le meˆme bytecode
107
108 CHAPITRE 8. CALCULABILITE´
peut eˆtre lance´ sur toutes les machines. C’est en partie ce qui a fait le succe`s de
JAVA : sa portabilite´.
La possibilite´ de programmer des interpre´teurs est donc quelque chose d’ex-
treˆmement positif.
Cependant, cela me`ne aussi a` de nombreux re´sultats ne´gatifs ou paradoxaux
a` propos de l’impossibilite´ de re´soudre informatiquement certains proble`mes,
meˆme tre`s simples, comme nous allons le voir dans la suite.
Programmer des interpre´teurs est possible dans tous les langages de pro-
grammation usuels, en particulier meˆme pour les langages aussi rudimentaires
que ceux des machines de Turing.
Remarque 8.1 Nous n’allons pas parler de JAVA dans ce qui suit, mais plu-
toˆt de programmes de machines de Turing. Raisonner sur JAVA (ou tout autre
langage) ne ferait que compliquer la discussion, sans changer le fond des argu-
ments.
Commenc¸ons par nous persuader que l’on peut re´aliser des interpre´teurs
pour les machines de Turing : dans ce contexte, on appelle cela des machines de
Turing universelles.
8.1.2 Codage d’une machine de Turing
Il nous faut fixer une repre´sentation des programmes des machines de Tu-
ring. Le codage qui suit n’est qu’une convention. Tout autre codage qui garantit
la possibilite´ de de´coder (par exemple dans l’esprit du lemme 8.1 pour le de´pla-
cement) ferait l’affaire.
De´finition 8.1 (Codage d’une machine de Turing) Soit M une machine
de Turing sur l’alphabet Σ = {0, 1}.
Selon la de´finition 7.1, M correspond a` un 8-uplet
M = (Q,Σ,Γ,B, δ, q0, qa, qr) :
– Q est un ensemble fini, dont on peut renommer les e´tats Q = {q1, q2, · · · , qz},
avec la convention que q1 = q0, q2 = qa, q3 = qr ;
– Γ est un ensemble fini, dont on peut renommer les e´tats Γ = {X1, X2, · · · , Xs},
avec la convention que Xs est le symbole B, et que X1 est le symbole 0 de
Σ, et que X2 est le symbole 1 de Σ.
Pour m ∈ {←, |,→}, de´finissons 〈m〉 de la fac¸on suivante : 〈←〉 = 1, 〈|〉 = 2,
〈→〉 = 3.
On peut alors coder la fonction de transition δ de la fac¸on suivante : sup-
posons que l’une des re`gles de transition soit δ(qi, Xj) = (qk, Xl,m) : le codage
de cette re`gle est le mot 0i10j10k10l1〈m〉 sur l’alphabet {0, 1}. Observons que
puisque tous les entiers i, j, k, l sont non nuls, il n’y pas de 1 conse´cutif dans ce
mot.
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Un codage, note´ 〈M〉, de la machine de Turing M est un mot de la forme
C111C211C3 · · ·Cn−111Cn,
ou` chaque Ci est le codage d’une des re`gles de transition de δ.
Remarque 8.2 A une machine de Turing peuvent correspondre plusieurs co-
dages : on peut en particulier permuter les (Ci)i, ou les e´tats, etc. . . .
Le seul inte´reˆt de ce codage est qu’il est de´codable : on peut retrouver chacun
des ingre´dients de la description d’une machine de Turing a` partir du codage de
la machine.
Par exemple, si l’on veut retrouver le de´placement m pour une transition
donne´e :
Lemme 8.1 (De´codage du codage) On peut construire une machine de Tu-
ring M a` quatre rubans, telle que si l’on met un codage 〈M ′〉 d’une machine M ′
sur son premier ruban, 0i sur son second, et 0j sur son troisie`me, M produit
sur son quatrie`me ruban le codage 〈m〉 du de´placement m ∈ {←, |,→} tel que
δ(qi, Xj) = (qk, Xl,m) ou` δ est la fonction de transition de la machine de Turing
M ′.
De´monstration (principe): On construit une machine qui parcourt le co-
dage de M ′ jusqu’a` trouver le codage de la transition correspondante, et qui lit
dans le codage de cette transition la valeur de m de´sire´e. 
8.1.3 Existence d’une machine de Turing universelle
On peut se convaincre que l’on peut re´aliser un interpre´teur, c’est-a`-dire
ce que l’on appelle une machine de Turing universelle dans le contexte des
machines de Turing.
The´ore`me 8.1 (Existence d’une machine de Turing universelle) Il existe
une machine de Turing Muniv a` trois rubans telle que si l’on place :
– le codage 〈A〉 d’une machine de Turing A sur le premier ruban ;
– un mot w sur l’alphabet Σ = {0, 1} sur le second ;
alors Muniv simule la machine de Turing A sur l’entre´e w en utilisant son
troisie`me ruban.
De´monstration: La machine Muniv simule transition par transition la ma-
chine A sur l’entre´e w sur son second ruban : Muniv utilise le troisie`me ruban
pour y stocker 0q ou` q code l’e´tat de la machine A a` la transition que l’on est
en train de simuler : initialement, ce ruban contient 0, le codage de q0.
Pour simuler chaque transition de A,Muniv lit la lettre Xj en face de sa teˆte
de lecture sur le second ruban, va lire dans le codage 〈A〉 sur le premier ruban la
valeur de qk, Xl et m, pour la transition δ(qi, Xj) = (qk, Xl,m) de A, ou` 0
i est
le contenu du troisie`me ruban. Muniv e´crit alors Xl sur son second ruban, e´crit
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qk sur son troisie`me ruban, et de´place la teˆte de lecture selon le de´placement m
sur le second ruban. 
Dans la preuve nous avons utilise´ une machine a` plusieurs rubans, mais cela
e´tait uniquement pour simplifier la description. On peut fixer une fac¸on de coder
deux mots sur Σ par un unique mot sur un alphabet plus grand, de telle sorte
que l’on soit capable de retrouver ces mots.
Par exemple, on peut de´cider de coder les mots w1 ∈ Σ∗ et w2 ∈ Σ∗ par le
mot w1#w2 sur l’alphabet Σ∪{#}. Une machine de Turing peut alors retrouver
a` partir de ce mot a` la fois w1 et w2.
On peut meˆme recoder le mot obtenu en binaire lettre par lettre pour obtenir
une fac¸on de coder deux mots sur Σ = {0, 1} par un unique mot sur Σ = {0, 1} :
par exemple, si w1#w2 s’e´crit lettre a` lettre a1a2 · · · an sur l’alphabet Σ∪ {#},
on de´finit 〈w1, w2〉 comme le mot e(a1)e(a2) . . . e(an) ou` e(0) = 00, e(1) = 01 et
e(#) = 10. Ce codage est encore de´codable : a` partir de 〈w1, w2〉, une machine
de Turing peut reconstruire w1 et w2.
Avec ces conside´rations, on peut reformuler le the´ore`me pre´ce´dent en parlant
de machines avec un unique ruban :
The´ore`me 8.2 (Existence d’une machine de Turing universelle) Il existe
une machine de Turing Muniv telle, que sur l’entre´e 〈〈A〉, w〉 ou` :
1. 〈A〉 est le codage d’une machine de Turing A ;
2. w ∈ {0, 1}∗ ;
Muniv simule la machine de Turing A sur l’entre´e w.
De´monstration: Utiliser une machine de Turing avec un unique ruban qui
simule la machine a` plusieurs rubans de la preuve pre´ce´dente. 
8.1.4 Premie`res conse´quences
Voici une premie`re utilisation de l’existence d’interpre´teurs : la preuve de la
proposition 7.3, c’est-a`-dire la preuve qu’une machine de Turing non de´termi-
niste M peut eˆtre simule´e par une machine de Turing de´terministe.
La preuve est la suivante : la relation de transition de la machine non de´ter-
ministeM est ne´cessairement de degre´ de non determinisme borne´ : c’est-a`-dire,
le nombre
r = maxq∈Q,a∈Γ|{((q, a), (q′, a′,m)) ∈ δ}|
est fini (|.| de´signe le cardinal).
Supposons que pour chaque paire (q, a) on nume´rote les choix parmi la re-
lation de transition de la machine non de´terministe M de 1 a` (au plus) r. A
ce moment-la`, pour de´crire les choix non de´terministes effectue´s dans un calcul
jusqu’au temps t, il suffit de donner une suite de t nombres entre 1 et (au plus)
r.
On peut alors construire une machine de Turing (de´terministe) qui simule
la machine M de la fac¸on suivante : pour t = 1, 2, · · · , elle e´nume`re toutes les
suites de longueur t d’entiers entre 1 et r. Pour chacune de ces suites, elle simule
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Fig. 8.1 – Proble`mes de de´cision : dans un proble`me de de´cision, on a une
proprie´te´ qui est soit vraie soit fausse pour chaque instance. L’objectif est de
distinguer les instances positives E+ (ou` la proprie´te´ est vraie) des instances
ne´gatives E\E+ (ou` la proprie´te´ est fausse).
t e´tapes de la machineM en utilisant les choix donne´s par la suite pour re´soudre
chaque choix non de´terministe de M . La machine s’arreˆte de`s qu’elle trouve t
et une suite telle que M atteint une configuration acceptante.
8.2 Langages et proble`mes de´cidables
Une fois ces re´sultats e´tablis sur l’existence de machines universelles (in-
terpre´teurs), nous allons dans cette section essentiellement pre´senter quelques
de´finitions.
Tout d’abord, il nous faut pre´ciser que l’on s’inte´resse dore´navant dans ce
chapitre uniquement aux proble`mes dont la re´ponse est soit vraie soit fausse, et
ce, essentiellement pour simplifier la discussion : voir la figure 8.1.
8.2.1 Proble`mes de de´cision
De´finition 8.2 Un proble`me de de´cision P est la donne´e d’un ensemble E,
que l’on appelle l’ensemble des instances, et d’un sous-ensemble E+ de E, que
l’on appelle l’ensemble des instances positives.
La question a` laquelle on s’inte´resse est de construire (si cela est possible) un
algorithme qui de´cide si une instance donne´e est positive ou non. On va formuler
les proble`mes de de´cision syste´matiquement sous la forme :
De´finition 8.3 (Nom du proble`me)
Donne´e: Une instance (i.e. un e´le´ment de E).
Re´ponse: De´cider une certaine proprie´te´ (i.e. si cet e´le´ment est dans E+).
On peut par exemple conside´rer les proble`mes suivants :
Exemple 8.2 De´finition 8.4 (NOMBRE PREMIER)
Donne´e: Un entier naturel n.
Re´ponse: De´cider si n est premier.
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Exemple 8.3 De´finition 8.5 (CODAGE)
Donne´e: Un mot w.
Re´ponse: De´cider si w correspond au codage 〈M〉 d’une certaine machine
de Turing M .
Exemple 8.4 De´finition 8.6 (REACH)
Donne´e: Un triplet constitue´ d’un graphe G, d’un sommet u et d’un sommet
v du graphe.
Re´ponse: De´cider s’il existe un chemin entre u et v dans le graphe G.
8.2.2 Proble`mes versus Langages
On utilise indiffe´remment la terminologie proble`me ou langage dans tout ce
qui suit.
Remarque 8.3 (Proble`mes vs langages) Cela de´coule des conside´rations sui-
vantes : a` un proble`me (de de´cision) est associe´ un langage et re´ciproquement.
En effet, a` un proble`me est associe´ ge´ne´ralement implicitement une fonction
de codage (par exemple pour les graphes, une fac¸on de coder les graphes) qui
permet de coder les instances, c’est-a`-dire les e´le´ments de E, par un mot sur un
certain alphabet Σ. On peut donc voir E comme un sous-ensemble de Σ∗, ou` Σ
est un certain alphabet. On peut alors voir un proble`me comme un langage : au
proble`me de de´cision P, on associe le langage L(P) correspondant a` l’ensemble
des mots codant un instance de E, qui appartient a` E+ :
L(P) = {w|w ∈ E+}.
Re´ciproquement, on peut voir tout langage L comme un proble`me de de´ci-
sion : en le formulant de cette fac¸on.
De´finition 8.7 (Proble`me associe´ au langage L)
Donne´e: Un mot w.
Re´ponse: De´cider si w ∈ L.
8.2.3 Langages de´cidables
On rappelle la de´finition suivante :
De´finition 8.8 (Langage de´cidable) Un langage L ⊂ M∗ est dit de´cidable
s’il est de´cide´ par une certaine machine de Turing.
Un langage ou un proble`me de´cidable est aussi dit re´cursif . Un langage qui
n’est pas de´cidable est dit inde´cidable.
On note R pour la classe des langages et des proble`mes de´cidables.
Par exemple :
Proposition 8.1 Les proble`mes de de´cision NOMBRE PREMIER, CODAGE
et REACH sont de´cidables.
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La preuve consiste a` construire une machine de Turing qui reconnaˆıt res-
pectivement si son entre´e est un nombre premier, le codage d’une machine de
Turing, ou` une instance positive de REACH, ce que nous laissons en exercice de
programmation e´le´mentaire a` notre lecteur.
8.3 Inde´cidabilite´
Dans cette section, nous prouvons un des the´ore`mes les plus importants phi-
losophiquement dans la the´orie de la programmation : l’existence de proble`mes
qui ne sont pas de´cidables.
8.3.1 Premie`res conside´rations
Observons tout d’abord, que cela peut s’e´tablir simplement.
The´ore`me 8.3 Il existe des proble`mes de de´cision qui ne sont pas de´cidables.
De´monstration: On a vu que l’on pouvait coder une machine de Turing
par un mot fini sur l’alphabet Σ = {0, 1} : voir la de´finition 8.1. Il y a donc un
nombre de´nombrable de machines de Turing.
Par contre, il y a un nombre non de´nombrable de langages sur l’alphabet
Σ = {0, 1} : cela peut se prouver en utilisant un argument de diagonalisation
comme dans le premier chapitre.
Il y a donc des proble`mes qui ne correspondent pas a` aucune machine de
Turing (et il y en a meˆme un nombre non de´nombrable). 
Le de´faut d’une preuve comme celle-la` est e´videmment qu’elle ne dit rien sur
les proble`mes en question. Est-ce qu’ils sont e´sote´riques et d’aucun inte´reˆt sauf
pour le the´oricien ?
Malheureusement, meˆme des proble`mes simples et naturels s’ave`rent ne pas
pouvoir se re´soudre par algorithme.
8.3.2 Est-ce grave ?
Par exemple, dans l’un des proble`mes inde´cidables, on se donne un pro-
gramme et une spe´cification de ce que le programme est cense´ faire (par exemple
trier des nombres), et l’on souhaite ve´rifier que le programme satisfait sa spe´ci-
fication.
On pourrait espe´rer que le processus de la ve´rification puisse s’automatiser,
c’est-a`-dire que l’on puisse construire un algorithme qui ve´rifie si un programme
satisfait sa spe´cification. Malheureusement, cela est impossible : le proble`me
ge´ne´ral de la ve´rification ne peut pas se re´soudre par ordinateur.
On rencontrera d’autres proble`mes inde´cidables dans ce chapitre. Notre ob-
jectif est de faire sentir a` notre lecteur le type de proble`mes qui sont inde´cidables,
et de comprendre les techniques permettant de prouver qu’un proble`me ne peut
pas eˆtre re´solu informatiquement.
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8.3.3 Un premier proble`me inde´cidable
On va utiliser un argument de diagonalisation, c’est-a`-dire un proce´de´ ana-
logue a` la diagonalisation de Cantor qui permet de montrer que l’ensemble des
parties de N n’est pas de´nombrable : voir le premier chapitre.
Remarque 8.4 Derrie`re l’argument pre´ce´dent sur le fait qu’il y a un nombre
non de´nombrable de langages sur l’alphabet Σ = {0, 1} se cachait de´ja` une dia-
gonalisation. On fait ici une diagonalisation plus explicite, et constructive.
On appelle langage universel , appele´ encore proble`me de l’arreˆt des machines
de Turing , le proble`me de de´cision suivant :
De´finition 8.9 (HALTING-PROBLEM)
Donne´e: Le codage 〈M〉 d’une machine de Turing M et un mot w.
Re´ponse: De´cider si la machine M accepte le mot w.
Remarque 8.5 On peut aussi voir ce proble`me de la fac¸on suivante : on se
donne une paire 〈〈M〉, w〉, ou` 〈M〉 est le codage d’une machine de Turing M ,
et w est un mot, et l’on souhaite de´cider si la machine M accepte le mot w.
The´ore`me 8.4 Le proble`me HALTING− PROBLEM n’est pas de´cidable.
De´monstration: On prouve le re´sultat par un raisonnement par l’absurde.
Supposons que HALTING− PROBLEM soit de´cide´ par une machine de Turing
A.
On construit alors une machine de Turing B qui fonctionne de la fac¸on
suivante :
– B prend en entre´e un mot 〈C〉 codant une machine de Turing C ;
– B appelle la machine de Turing A sur la paire 〈〈C〉, 〈C〉〉 (c’est-a`-dire sur
l’entre´e constitue´e du codage de la machine de Turing C, et du mot w
correspondant aussi a` ce meˆme codage) ;
– Si la machine de Turing A :
– accepte ce mot, B refuse ;
– refuse ce mot, B accepte.
On montre qu’il y a une contradiction, en appliquant la machine de Turing
B sur le mot 〈B〉, c’est-a`-dire sur le mot codant la machine de Turing B.
– Si B accepte 〈B〉, cela signifie, par de´finition de HALTING− PROBLEM
et de A, que A accepte 〈〈B〉, 〈B〉〉. Mais si A accepte ce mot, B est construit
pour refuser son entre´e 〈B〉. Contradiction.
– Si B refuse 〈B〉, cela signifie, par de´finition de HALTING− PROBLEM
et de A, que A refuse 〈〈B〉, 〈B〉〉. Mais si A refuse ce mot, B est construit






Fig. 8.2 – Inclusions entre classes de langages .
8.3.4 Proble`mes semi-de´cidables
Le proble`me HALTING− PROBLEM est toutefois semi-de´cidable dans le
sens suivant :
De´finition 8.10 (Langage semi-de´cidable) Un langage L ⊂M∗ est dit semi-
de´cidable s’il correspond a` l’ensemble des mots accepte´s par une machine de
Turing M .
Corollaire 8.1 Le langage universel HALTING− PROBLEM est semi-de´cidable.
De´monstration: Pour savoir si on doit accepter une entre´e correspondante
au codage 〈M〉 d’une machine de Turing M et au mot w, il suffit de simuler la
machine de Turing M sur l’entre´e w. On arreˆte la simulation et on accepte si
l’on de´tecte dans cette simulation que la machine de Turing M atteint un e´tat
accepteur. Sinon, on simule M pour toujours. 
Un langage semi-de´cidable est aussi dit re´cursivement e´nume´rable.
On note RE la classe des langages et des proble`mes semi-de´cidables : voir la
figure 8.2.
Corollaire 8.2 R ( RE.
De´monstration: L’inclusion est par de´finition. Puisque HALTING− PROBLEM
est dans RE et n’est pas dans R, l’inclusion est stricte. 
8.3.5 Un proble`me qui n’est pas semi-de´cidable
Commenc¸ons par e´tablir le re´sultat fondamental suivant :













Fig. 8.4 – Construction d’une machine de Turing acceptant le comple´ment d’un
langage de´cidable.
The´ore`me 8.5 Un langage est de´cidable si et seulement s’il est semi-de´cidable
et son comple´mentaire aussi.
Remarque 8.6 Ce re´sultat justifie la terminologie de semi-de´cidable, puis-
qu’un langage qui est semi-de´cidable et dont le comple´mentaire l’est aussi est
de´cidable.
De´monstration: sens⇐. Supposons que L soit semi-de´cidable et son com-
ple´mentaire aussi. Il existe une machine de Turing M1 qui termine en acceptant
sur L, et une machine de Turing M2 qui termine en acceptant sur son comple´-
mentaire. On construit une machine de Turing M qui, sur une entre´e w, simule
en paralle`le M1 et M2, (c’est-a`-dire que l’on simule t e´tapes de M1 sur w, puis
on simule t e´tapes deM2 sur w, pour t = 1, 2, · · · ,) jusqu’a` ce que l’une des deux
termine : voir la figure 8.3. Si M1 termine, la machine de Turing M accepte.
Si c’est M2, la machine M refuse. La machine de Turing M que l’on vient de
de´crire de´cide L.
sens⇒. Par de´finition, un langage de´cidable est semi-de´cidable. En inversant
dans la machine de Turing l’e´tat d’acceptation et de refus, son comple´mentaire
est aussi de´cidable (voir la figure 8.4) et donc aussi semi-de´cidable. 
On conside`re alors le comple´mentaire du proble`me HALTING− PROBLEM,
que l’on va noter HALTING− PROBLEM.
De´finition 8.11 (HALTING− PROBLEM)
Donne´e: Le codage 〈M〉 d’une machine de Turing M et un mot w.
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Re´ponse: De´cider si la machine M n’accepte pas le mot w.
Corollaire 8.3 Le proble`me HALTING− PROBLEM n’est pas semi-de´cidable.
De´monstration: Sinon, par le the´ore`me pre´ce´dent, le proble`me de de´cision
HALTING− PROBLEM serait de´cidable. 
8.3.6 Sur la terminologie utilise´e
Un langage de´cidable est aussi appele´ un langage re´cursif : la terminologie
de re´cursif fait re´fe´rence a` la notion de fonction re´cursive : voir par exemple le
cours [Dowek, 2008] qui pre´sente la calculabilite´ par l’interme´diaire des fonctions
re´cursives.
La notion de e´nume´rable dans re´cursivement e´nume´rable s’explique par le
re´sultat suivant.
The´ore`me 8.6 Un langage L ⊂M∗ est re´cursivement e´nume´rable si et seule-
ment si l’on peut produire une machine de Turing qui affiche un a` un (e´nume`re)
tous les mots du langage L.
De´monstration: sens⇒. Supposons que L soit re´cursivement e´nume´rable.
Il existe une machine de Turing A qui termine en acceptant sur les mots de L.
L’ensemble des couples (t, w), ou` t est un entier, w est un mot, est de´nom-
brable. On peut se convaincre assez facilement qu’il est en fait effectivement
de´nombrable : on peut construire une machine de Turing qui produit le codage
〈t, w〉 de tous les couples (t, w). Par exemple, on conside`re une boucle qui pour
t = 1, 2, · · · jusqu’a` l’infini, conside`re tous les mots w de longueur infe´rieure ou
e´gale a` t, et produit pour chacun le couple 〈t, w〉.
Conside´rons une machine de Turing B qui en plus, pour chaque couple pro-
duit (t, w), simule en outre t e´tapes de la machine A. Si la machine A termine
et accepte en exactement t e´tapes, B affiche alors le mot w. Sinon B n’affiche
rien pour ce couple.
Un mot du langage L, est accepte´ par A en un certain temps t. Il sera alors
e´crit par B lorsque celui-ci conside´rera le couple (t, w). Clairement, tout mot w
affiche´ par B est accepte´ par A, et donc est un mot de L.
sens ⇐. Re´ciproquement, si l’on a une machine de Turing B qui e´nume`re
tous les mots du langage L, alors on peut construire une machine de Turing A,
qui e´tant donne´ un mot w, simule B, et a` chaque fois que B produit un mot
compare ce mot au mot w. S’ils sont e´gaux, alors A s’arreˆte et accepte. Sinon,
A continue a` jamais.
Par construction, sur une entre´e w, A termine et accepte si w se trouve parmi
les mots e´nume´re´s par B, c’est-a`-dire si w ∈ L. Si w ne se trouve pas parmi ces
mots, par hypothe`se, w 6∈ L, et donc par construction, A n’acceptera pas w. 








Fig. 8.5 – Construction d’une machine de Turing acceptant L1 ∪ L2.
8.3.7 Proprie´te´s de cloˆture
The´ore`me 8.7 L’ensemble des langages semi-de´cidables est clos par union et
par intersection : autrement dit, si L1 et L2 sont semi-de´cidables, alors L1 ∪L2
et L1 ∩ L2 le sont.
De´monstration: Supposons que L1 corresponde a` L(A1) pour une machine
de Turing A1 et L2 a` L(A2) pour une machine de Turing A2. Alors L1 ∪ L2
correspond a` L(A) pour la machine de Turing A qui simule en paralle`le A1 et
A2 et qui termine et accepte de`s que l’une des deux machines de Turing A1 et
A2 termine et accepte : voir la figure 8.5.
L1 ∩ L2 correspond a` L(A) pour la machine de Turing A qui simule en
paralle`le A1 et A2 et qui termine de`s que les deux machines de Turing A1 et A2
terminent et acceptent.

The´ore`me 8.8 L’ensemble des langages de´cidables est clos par union, intersec-
tion, et comple´ment : autrement dit, si L1 et L2 sont de´cidables, alors L1 ∪L2,
L1 ∩ L2, et Lc1 le sont.
De´monstration: On a de´ja` utilise´ la cloˆture par comple´mentaire : en inver-
sant dans la machine de Turing l’e´tat d’acceptation et de refus, le comple´men-
taire d’un langage de´cidable est aussi de´cidable (voir la figure 8.4).
Il reste a` montrer qu’avec les hypothe`ses, les langages L1∪L2 et L1∩L2 sont
de´cidables. Mais cela est clair par le the´ore`me pre´ce´dent et le fait qu’un ensemble
est de´cidable si et seulement si il est semi-de´cidable et son comple´mentaire aussi,
en utilisant les lois de Morgan (le comple´mentaire d’une union est l’intersection
des comple´mentaires, et inversement) et la stabilite´ par comple´mentaire des
langages de´cidables. 
8.4 Autres proble`mes inde´cidables
Une fois que nous avons obtenu un premier proble`me inde´cidable, nous allons
en obtenir d’autres.







Fig. 8.6 – Re´duction du proble`me A vers le proble`me B. Si l’on peut re´soudre
le proble`me B, alors on peut re´soudre le proble`me A. Le proble`me A est donc
plus facile que le proble`me B, note´ A ≤m B.
8.4.1 Re´ductions
Nous connaissons deux langages inde´cidables, HALTING− PROBLEM et
son comple´mentaire. Notre but est maintenant d’en obtenir d’autres, et de savoir
comparer les proble`mes. Nous introduisons pour cela la notion de re´duction.
Tout d’abord, nous pouvons ge´ne´raliser la notion de calculable aux fonctions
et pas seulement aux langages et proble`mes de de´cision.
De´finition 8.12 (Fonction calculable) Soient Σ et Σ′ deux alphabets. Une
fonction f : Σ∗ → Σ′∗ est calculable s’il existe une machine de Turing A, qui
travaille sur l’alphabet Σ∪Σ′, telle que pour tout mot w, A avec l’entre´e w e´crit
en sortie f(w) (puis termine et accepte).
On peut se convaincre facilement que la compose´e de deux fonctions calcu-
lables est calculable.
Cela nous permet d’introduire une notion de re´duction entre proble`mes :
l’ide´e est que si A se re´duit a` B, alors le proble`me A est plus facile que le
proble`me B, ou si l’on pre´fe`re, le proble`me B est plus difficile que le proble`me
A : voir la figure 8.6 et la figure 8.7.
De´finition 8.13 (Re´duction) Soient A et B deux proble`mes d’alphabet res-
pectifs MA et MB. Une re´duction de A vers B est une fonction f : M
∗
A →M∗B
calculable telle que w ∈ A ssi f(w) ∈ B. On note A ≤m B lorsque A se re´duit
a` B.
Cela se comporte comme on le souhaite : un proble`me est aussi facile (et
difficile) que lui-meˆme, et la relation “eˆtre plus facile que” est transitive. En
d’autres termes :
The´ore`me 8.9 ≤m est un pre´ordre :
1. L ≤m L ;
2. L1 ≤m L2, L2 ≤m L3 impliquent L1 ≤m L3.





Proble`me A Proble`me B
Fig. 8.7 – Les re´ductions transforment des instances positives en instances po-
sitives, et ne´gatives en ne´gatives.
De´monstration: Conside´rer la fonction identite´ comme fonction f pour le
premier point.
Pour le second point, supposons L1 ≤m L2 via la re´duction f , et L2 ≤m L3
via la re´duction g. On a x ∈ L1 ssi g(f(x)) ∈ L2. Il suffit alors de voir que g ◦ f ,
en temps que compose´e de deux fonctions calculables est calculable. 
Remarque 8.7 Il ne s’agit pas d’un ordre, puisque L1 ≤m L2, L2 ≤m L1
n’implique pas L1 = L2. Il est en fait naturel d’introduire le concept suivant :
deux proble`mes L1 et L2 sont e´quivalents, note´ L1 ≡ L2, si L1 ≤m L2 et si
L2 ≤m L1. On a alors L1 ≤m L2, L2 ≤m L1 impliquent L1 ≡ L2.
Intuitivement, si un proble`me est plus facile qu’un proble`me de´cidable, alors
il est de´cidable. Formellement :
Proposition 8.2 (Re´duction) Si A ≤m B, et si B est de´cidable alors A est
de´cidable .
De´monstration: A est de´cide´ par la machine de Turing qui, sur une entre´e
w, calcule f(w), puis simule la machine de Turing qui de´cide B sur l’entre´e
f(w). Puisqu’on a w ∈ A si et seulement si f(w) ∈ B, la machine de Turing est
correcte. 
Proposition 8.3 (Re´duction) Si A ≤m B, et si A est inde´cidable, alors B
est inde´cidable.
De´monstration: Il s’agit de la contrapose´e de la proposition pre´ce´dente.

8.4.2 Quelques autres proble`mes inde´cidables
Cette ide´e va nous permettre d’obtenir imme´diatement la preuve de l’inde´-
cidabilite´ de plein d’autres proble`mes.
Par exemple, le fait qu’il n’est pas possible de de´terminer algorithmiquement
si une machine de Turing accepte au moins une entre´e :





Fig. 8.8 – Illustration de la machine de Turing utilise´e dans la preuve de la
proposition 8.4.
De´finition 8.14 (Proble`me L∅)
Donne´e: Le codage 〈M〉 d’une machine de Turing M .
Re´ponse: De´cider si L(M) 6= ∅.
Proposition 8.4 Le proble`me Proble`me L∅ est inde´cidable.
De´monstration: On construit une re´duction de HALTING− PROBLEM
vers L∅ : pour toute paire 〈〈A〉, w〉, on conside`re la machine de Turing Aw de´finie
de la manie`re suivante (voir la figure 8.8) :
– Aw prend en entre´e un mot u ;
– Aw simule A sur w ;
– Si A accepte w, alors Aw accepte.
La fonction f qui a` 〈〈A〉, w〉 associe 〈Aw〉 est bien calculable. De plus on a
〈〈A〉, w〉 ∈ HALTING− PROBLEM si et seulement si L(Aw) 6= ∅, c’est-a`-dire
〈Aw〉 ∈ L∅ : en effet, Aw accepte soit tous les mots (et donc le langage cor-
respondant n’est pas vide) si A accepte w, soit accepte aucun mot (et donc le
langage correspondant est vide) sinon. 
De´finition 8.15 (Proble`me L6=)
Donne´e: Le codage 〈A〉 d’une machine de Turing A et le codage 〈A′〉 d’une
machine de Turing A′.
Re´ponse: De´terminer si L(A) 6= L(A′).
Proposition 8.5 Le proble`me Proble`me L6= est inde´cidable.
De´monstration: On construit une re´duction de L∅ vers L6=. On conside`re
une machine de Turing fixe B qui accepte le langage vide : prendre par exemple
une machine de Turing B qui rentre imme´diatement dans une boucle sans fin.
La fonction f qui a` 〈A〉 associe la paire (A,B) est bien calculable. De plus on a
〈A〉 ∈ L∅ si et seulement si L(A) 6= ∅ si et seulement si 〈A,B〉 ∈ L6=. 
8.4.3 The´ore`me de Rice
Les deux re´sultats pre´ce´dents peuvent eˆtre vus comme les conse´quences d’un
re´sultat tre`s ge´ne´ral qui affirme que toute proprie´te´ non triviale des algorithmes
est inde´cidable.








Fig. 8.9 – Illustration de la machine de Turing utilise´e dans la preuve du the´o-
re`me de Rice.
The´ore`me 8.10 (The´ore`me de Rice) Toute proprie´te´ non triviale des lan-
gages semi-de´cidables est inde´cidable.
Autrement dit, soit une proprie´te´ P des langages semi-de´cidables non tri-
viale, c’est-a`-dire telle qu’il y a au moins une machine de Turing M telle que
L(M) satisfait P et une machine de Turing M telle que L(M) ne satisfait pas
P .
Alors le proble`me de de´cision LP :
Donne´e: Le codage 〈M〉 d’une machine de Turing M ;
Re´ponse: De´cider si L(M) ve´rifie la proprie´te´ P ;
est inde´cidable.
Remarque 8.8 Remarquons que si une proprie´te´ P est triviale, LP est de´ci-
dable trivialement : construire une machine de Turing qui ne lit meˆme pas son
entre´e et qui accepte (respectivement : refuse).
De´monstration: Il nous faut de´montrer que le proble`me de de´cision LP est
inde´cidable.
Quitte a` remplacer P par sa ne´gation, on peut supposer que le langage vide
ne ve´rifie pas la proprie´te´ P (prouver l’inde´cidabilite´ de Lp est e´quivalent a`
prouver l’inde´cidabilite´ de son comple´mentaire). Puisque P est non triviale, il
existe un moins une machine de Turing B avec L(B) qui ve´rifie P .
On construit une re´duction de HALTING− PROBLEM vers le langage LP .
E´tant donne´e une paire 〈〈A〉, w〉, on conside`re la machine de Turing Aw de´finie
de la fac¸on suivante (voir la figure 8.9) :
– Aw prend en entre´e un mot u ;
– Sur le mot u, Aw simule A sur le mot w ;
– Si A accepte w, alors Aw simule B sur le mot u : Aw accepte si seulement
si B accepte u.
Autrement dit, Aw accepte, si et seulement si A accepte w et si B accepte u.
Si w est accepte´ par A, alors L(Aw) vaut L(B), et donc ve´rifie la proprie´te´ P . Si
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w n’est pas accepte´ par A, alors L(Aw) = ∅, et donc ne ve´rifie pas la proprie´te´
P .
La fonction f qui a` 〈〈A〉, w〉 associe 〈Aw〉 est bien calculable. 
8.4.4 Le drame de la ve´rification
Autrement dit :
Corollaire 8.4 Il n’est pas possible de construire un algorithme qui prendrait en
entre´e un programme, et sa spe´cification, et qui de´terminerait si le programme
satisfait sa spe´cification.
Et cela, en fait, meˆme si l’on fixe la spe´cification a` une proprie´te´ P (de`s que
la proprie´te´ P n’est pas triviale), par la the´ore`me de Rice.
Par les discussions du chapitre pre´ce´dent, cela s’ave`re vrai meˆme pour des
syste`mes extre´mements rudimentaires. Par exemple :
Corollaire 8.5 Il n’est pas possible de construire un algorithme qui prendrait
en entre´e la description d’un syste`me, et sa spe´cification, et qui de´terminerait
si le syste`me satisfait sa spe´cification.
Et cela, en fait, meˆme si l’on fixe la spe´cification a` une proprie´te´ P (de`s
que la proprie´te´ P n’est pas triviale), et meˆme pour des syste`mes aussi simples
que les machines a` 2-compteurs, par la the´ore`me de Rice, et les re´sultats de
simulation du chapitre pre´ce´dent.
8.4.5 Notion de comple´tude
Notons que l’on peut aussi introduire une notion de comple´tude.
De´finition 8.16 (RE-comple´tude) Un proble`me A est dit RE-complet, si :
1. il est re´cursivement e´nume´rable ;
2. tout autre proble`me re´cursivement e´nume´rable B est tel que B ≤m A.
Autrement dit, un proble`me RE-complet est maximal pour ≤m parmi les
proble`mes de la classe RE.
The´ore`me 8.11 Le proble`me HALTING− PROBLEM est RE-complet.
De´monstration: HALTING− PROBLEM est semi-de´cidable. Maintenant,
soit L un langage semi-de´cidable. Par de´finition, il existe une machine de Turing
A qui accepte L. Conside´rons la fonction f qui a` w associe le mot 〈〈A〉, w〉. On
a w ∈ L si et seulement si f(w) ∈ HALTING− PROBLEM, et donc L ≤m
HALTING− PROBLEM. 
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8.5 Proble`mes inde´cidables naturels
On peut objecter que les proble`mes pre´ce´dents, relatifs aux algorithmes sont
“artificiels”, dans le sens ou` ils parlent de proprie´te´s d’algorithmes, les algo-
rithmes ayant eux-meˆme e´te´ de´finis par la the´orie de la calculabilite´.
Il est difficile de de´finir formellement ce qu’est un proble`me naturel , mais
on peut au moins dire qu’un proble`me qui a e´te´ discute´ avant l’invention de la
the´orie de la calculabilite´ est (plus) naturel.
8.5.1 Le dixie`me proble`me de Hilbert
C’est clairement le cas du dixie`me proble`me identifie´ par Hilbert parmi les
proble`mes inte´ressants pour le 20e`me sie`cle en 1900 : peut-on de´terminer si une
e´quation polynomiale a` coefficients entiers posse`de une solution entie`re.
De´finition 8.17 (Dixie`me proble`me de Hilbert)
Donne´e: Un polynoˆme P ∈ N[X1, · · · , Xn] a` coefficients entiers.
Re´ponse: De´cider s’il posse`de une racine entie`re.
The´ore`me 8.12 Le proble`me Dixie`me proble`me de Hilbert est inde´cidable.
La preuve de ce re´sultat, due a` Matiyasevich [Matiyasevich, 1970]est hors de
l’ambition de ce document.
8.5.2 Le proble`me de la correspondance de Post
La preuve de l’inde´cidabilite´ du proble`me de la correspondance de Post est
plus facile, meˆme si nous ne la donnerons pas ici. On peut conside´rer ce proble`me
comme “naturel”, dans le sens ou` il ne fait pas re´fe´rence directement a` la notion
d’algorithme, ou aux machines de Turing :
De´finition 8.18 (Proble`me de la correspondance de Post)
Donne´e: Une suite (u1, v1), · · · , (un, vn) de paires de mots sur l’alphabet Σ.
Re´ponse: De´cider cette suite admet une solution, c’est-a`-dire une suite
d’indices i1, i2, · · · , im de {1, 2, · · · , n} telle que
ui1ui2 · · ·uim = vi1vi2 · · · vim .
The´ore`me 8.13 Le proble`me Proble`me de la correspondance de Post est inde´-
cidable.
8.6 The´ore`mes du point fixe
Les re´sultats de cette section sont tre`s subtils, mais extreˆmement puissants.
Commenc¸ons par une version simple, qui nous aidera a` comprendre les
preuves.
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Proposition 8.6 Il existe une machine de Turing A∗ qui e´crit son propre al-
gorithme : elle produit en sortie 〈A∗〉.
Autrement dit, il est possible d’e´crire un programme qui affiche son propre
code.
C’est vrai dans tout langage de programmation qui est e´quivalent aux ma-
chines de Turing :
En shell UNIX par exemple, le programme suivant
x=’y=‘echo . | tr . "\47" ‘; echo "x=$y$x$y;$x"’
y=‘echo . | tr . "\47"‘; echo "x=$y$x$y;$x"
produit
x=’y=‘echo . | tr . "\47" ‘; echo "x=$y$x$y;$x"’;y=‘echo .
| tr . "\47" ‘; echo "x=$y$x$y;$x"
qui est une commande, qui exe´cute´e, affiche son propre code.
On appelle parfois de tels programme des quines, en l’honneur du philosophe
Willard van Orman Quine, qui a discute´ l’existence de programmes autorepro-
ducteurs.
De´monstration: On conside`re des machines de Turing qui terminent sur
tout entre´e. Pour deux telles machines A et A′, on note AA′ la machine de Turing
qui est obtenue en composant de fac¸on se´quentielle A et A′. Formellement, AA′
est la machine de Turing qui effectue d’abord le programme de A, et puis lorsque
A temine avec la sortie w, effectue le programme de A′ sur l’entre´e w.
On construit les machines suivantes :
1. E´tant donne´ un mot w, la machine de Turing Printw termine avec le
re´sultat w ;
2. Pour une entre´e w de la forme w = 〈X〉, ou` X est une machine de Turing,
la machine de Turing B produit en sortie le codage de la machine de
Turing PrintwX, c’est-a`-dire le codage de la machine de Turing obtenue
en composant Printw et X.
On conside`re alors la machine de Turing A∗ donne´e par Print〈B〉B, c’est-a`-
dire la composition se´quentielle des machines Print〈B〉 et B.
De´roulons le re´sultat de cette machine : la machine de Turing Print〈B〉 pro-
duit en sortie 〈B〉. La composition par B produit alors le codage de Print〈B〉〈B〉,
qui est bien le codage de la machine de Turing A∗. 
Le the´ore`me de re´cursion permet des autore´fe´rences dans un langage de
programmation. Sa de´monstration consiste a` e´tendre l’ide´e derrie`re la preuve
du re´sultat pre´ce´dent.
The´ore`me 8.14 (The´ore`me de re´cursion) Soit t : M∗ × M∗ → M∗ une
fonction calculable. Alors il existe une machine de Turing R qui calcule une
fonction r :M∗ →M∗ telle que pour tout mot w
r(w) = t(〈R〉, w).
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Son e´nonce´ peut paraˆıtre technique, mais son utilisation reste assez simple.
Pour obtenir une machine de Turing qui obtient sa propre description et qui
l’utilise pour calculer, on a besoin simplement d’une machine de Turing T qui
calcule une fonction t comme dans l’e´nonce´, qui prend une entre´e supple´men-
taire qui contient la description de la machine de Turing. Alors le the´ore`me
de re´cursion produit une nouvelle machine R qui ope`re comme T mais avec la
description de 〈R〉 grave´e dans son code.
De´monstration: Il s’agit de la meˆme ide´e que pre´ce´demment. Soit T une
machine de Turing calculant la fonction t : T prend en entre´e une paire 〈u,w〉
et produit en sortie un mot t(u,w).
On conside`re les machines suivantes :
1. E´tant donne´ un mot w, la machine de Turing Printw prend en entre´e un
mot u et termine avec le re´sultat 〈w, u〉 ;
2. Pour une entre´e w′ de la forme 〈〈X〉, w〉, la machine de Turing B :
(a) calcule 〈〈Print〈X〉X〉, w〉, ou` Print〈X〉X de´signe la machine de Tu-
ring qui compose Print〈X〉 avec X ;
(b) puis passe le controˆle a` la machine de Turing T .
On conside`re alors la machine de Turing R donne´e par Print〈B〉B, c’est-a`-
dire la machine de Turing obtenue en composant Print〈B〉 avec B.
De´roulons le re´sultat r(w) de cette machine R sur une entre´e w : sur une
entre´e w, la machine de Turing Print〈B〉 produit en sortie 〈〈B〉, w〉. La compo-
sition par B produit alors le codage de 〈〈Print〈B〉B〉, w〉, et passe le controˆle a`
T . Ce dernier produit alors t(〈Print〈B〉B〉, w) = t(〈R〉, w) = r(w). 
On obtient alors :
The´ore`me 8.15 (The´ore`me du point fixe de Kleene) Soit une fonction cal-
culable qui a` chaque mot 〈A〉 codant une machine de Turing associe un mot 〈A′〉
codant une machine de Turing. Notons A′ = f(A).
Alors il existe une machine de Turing A∗ tel que L(A∗) = L(f(A∗)).
De´monstration: Conside´rons une fonction t : M∗ ×M∗ → M∗ telle que
t(〈A〉, x) soit le re´sultat de la simulation de la machine de Turing f(A) sur
l’entre´e x. Par le the´ore`me pre´ce´dent, il existe une machine de Turing R qui
calcule une fonction r telle que r(w) = t(〈R〉, w). Par construction A∗ = R et
f(A∗) = f(R) ont donc meˆme valeur sur w pour tout w. 
Remarque 8.9 On peut interpre´ter les re´sultat pre´ce´dents en lien avec les virus
informatiques. En effet, un virus est un programme qui vise a` se diffuser, c’est-
a`-dire a` s’autoreproduire, sans eˆtre de´tecte´. Le principe de la preuve du the´ore`me
de re´cursion est un moyen de s’autoreproduire, en dupliquant son code.
8.7 Notes bibliographiques
Lectures conseille´es Pour aller plus loin sur les notions e´voque´es dans ce
chapitre, nous sugge´rons la lecture de [Sipser, 1997] et de [Hopcroft et al., 2001]
en anglais, ou de [Wolper, 2001], [Stern, 1994] [Carton, 2008] en franc¸ais.
8.7. NOTES BIBLIOGRAPHIQUES 127
Le livre [Sipser, 1997] est un excellent ouvrage tre`s pe´dagogue.
Bibliographie Ce chapitre contient des re´sultats standards en calculabilite´.
Nous nous sommes inspire´s ici essentiellement de leur pre´sentation dans les livres
[Wolper, 2001], [Carton, 2008], [Jones, 1997], [Kozen, 1997], [Hopcroft et al., 2001],
ainsi que dans [Sipser, 1997].




En 1931, Kurt Go¨del a prouve´ un re´sultat dont les conse´quences philoso-
phiques en science ont e´te´ re´volutionnaires : il a ainsi prouve´ que toute the´orie
suffisante pour capturer les raisonnements arithme´tiques est ne´cessairement in-
comple`te, c’est-a`-dire telle qu’il existe des e´nonce´s qui ne sont pas de´montrables
et dont la ne´gation n’est pas non plus de´montrable.
Ce the´ore`me est largement conside´re´ comme l’un des plus grands ache`ve-
ments des mathe´matiques et de la logique du 20e`me sie`cle.
Avec tous les ingre´dients pre´ce´dents, nous sommes en fait en position de
comprendre ce the´ore`me et d’en donner une preuve comple`te. C’est l’objet de
ce chapitre : enfin, nous donnerons la preuve comple`te due a` Turing. Nous ne
ferons qu’e´voquer la preuve de Go¨del, qui permet d’en dire plus.
9.1 The´orie de l’arithme´tique
9.1.1 Axiomes de Peano
La question a` laquelle on s’inte´resse est de tenter d’axiomatiser l’arithme´-
tique, c’est-a`-dire les proprie´te´s des entiers.
Nous avons de´ja` pre´sente´ dans le chapitre 6, les axiomes de l’arithme´tique
de Robinson et les axiomes de Peano : on s’attend a` ce que ces axiomes soient
ve´rifie´s sur les entiers, c’est-a`-dire dans le mode`le standard des entiers ou` l’en-
semble de base est les entiers, et ou` l’on interpre`te + par l’addition, ∗ par la
multiplication, et s(x) par x+ 1.
Autrement dit, on s’attend a` ce que ces axiomes posse`dent au moins un
mode`le : le mode`le standard des entiers.
E´tant donne´e une formule close sur une signature contenant ces symboles,
F est soit vraie soit fausse sur les entiers (c’est-a`-dire dans le mode`le standard
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des entiers). Appelons the´orie de l’arithme´tique, l’ensemble Th(N) des formules
closes F qui sont vraies sur les entiers.
9.1.2 Quelques concepts de l’arithme´tique
Il est possible de prouver que de nombreux concepts de la the´orie des nombres
se de´finissent parfaitement a` partir de ces axiomes.
Par exemple, on peut exprimer les concepts suivants :
– INTDIV(x, y, q, r) de´fini comme“q est le quotient et r le reste de la division
euclidienne de x par y”.
En effet, cela peut s’e´crire par la formule :
(x = q ∗ y + r ∧ r < y).
– DIV(y, x) de´fini comme “y divise x”. En effet, cela peut s’e´crire :
∃q INTDIV(x, y, q, 0).
– EVEN(x) de´fini comme “x est pair”. En effet, cela peut s’e´crire :
DIV(2, x).
– ODD(x) de´fini comme “x est impair”. En effet, cela peut s’e´crire :
¬EVEN(x).
– PRIME(x) de´fini comme “x est premier”. En effet, cela peut s’e´crire :
(x ≥ 2 ∧ ∀y(DIV(y, x)⇒ (y = 1 ∨ y = x))).
– POWER2(x) de´fini comme “x est une puissance de 2”. En effet, cela peut
s’e´crire :
∀y((DIV(y, x) ∧ PRIME(y))⇒ y = 2).
9.1.3 La possibilite´ de parler des bits d’un entier
On peut aussi e´crire des formules comme BIT(x, y) signifiant que “y est une
puissance de 2, disons 2k, et le ke`me bit de la repre´sentation binaire de l’entier
x est 1”.
Cela est plus subtile, mais possible. Cela s’e´crit en effet :
(POWER2(y) ∧ ∀q∀r(INTDIV(x, y, q, r)⇒ ODD(q))).
L’ide´e est que si y satisfait la formule, alors y est une puissance de 2, et
donc en binaire il s’e´crit 10k pour un entier k. En divisant x par y, le reste
de la division r sera les k bits de poids le plus faible de x, et le quotient q les
autres bits de x, puisqu’on a x = q ∗ y + r. En testant si q est impair, on “lit”
le k + 1e`me bit de x, soit le bit correspondant au bit a` 1 dans l’entier y codant
cette position.
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9.1.4 Principe de la preuve de Go¨del
Kurt Go¨del a prouve´ le the´ore`me d’incomple´tude en construisant, pour n’im-
porte quel syste`me de preuve raisonnable, une formule φ de l’arithme´tique qui
affirme sa propre non-prouvabilite´ dans le syste`me :
φ est vraie ⇔ φ n’est pas prouvable. (9.1)
Tout syste`me de preuve raisonnable est valide, et donc on doit avoir
ψ prouvable ⇒ ψ est vrai. (9.2)
Alors φ doit eˆtre vraie, car sinon
φ est fausse ⇒ φ est prouvable. (par (9.1))
⇒ φ est vraie. (par (9.2))
La construction de φ est inte´ressante par elle meˆme, car elle capture la notion
d’auto-re´fe´rence.
On reviendra sur la construction de Go¨del.
9.2 The´ore`me d’incomple´tude
9.2.1 Principe de la preuve de Turing
On va prouver le the´ore`me d’incomple´tude en utilisant une approche qui
permet d’obtenir les principales conse´quences du the´ore`me, et qui en fait due a`
Alan Turing.
Cette approche est plus simple, et surtout nous avons maintenant tous les
ingre´dients pour en faire une preuve comple`te, en utilisant les arguments de la
calculabilite´.
L’ide´e est de se convaincre que dans l’arithme´tique de Peano, ainsi que dans
tout syste`me “raisonnable” de preuve pour la the´orie de l’arithme´tique :
The´ore`me 9.1 1. L’ensemble des the´ore`mes (formules closes prouvables) a`
partir des axiomes de Peano (ou de toute axiomatisation “raisonnable” des
entiers) est re´cursivement e´nume´rable.
2. L’ensemble Th(N) des formules closes F vraies sur les entiers n’est pas
re´cursivement e´nume´rable.
Par conse´quent, les deux ensembles ne peuvent pas eˆtre les meˆmes, et le
syste`me de preuve ne peut pas eˆtre complet. En clair :
Corollaire 9.1 Il existe donc des formules closes vraies de Th(N) qui ne sont
pas prouvables, ou dont la ne´gation n’est pas prouvable a` partir des axiomes de
Peano, ou de toute axiomatisation “raisonnable” des entiers.
C’est le premier the´ore`me d’incomple´tude de Kurt Go¨del.
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9.2.2 Le point facile
L’ensemble des the´ore`mes (formules closes prouvables a` partir des axiomes de
Peano) de l’arithme´tique est certainement re´cursivement e´nume´rable : quelle que
soit la me´thode de preuve (par exemple celle du chapitre 6), on peut e´nume´rer les
the´ore`mes en e´nume´rant les axiomes et en appliquant syste´matiquement toutes
les re`gles de de´duction dans toutes les fac¸ons possibles, en e´mettant toutes les
formules closes qui peuvent eˆtre de´rive´es.
Cela reste vrai en fait de`s que l’on suppose que l’on peut e´nume´rer les axiomes
de l’axiomatisation dont on part. C’est pourquoi, on peut dire que l’ensemble
des the´ore`mes de toute axiomatisation raisonnable des entiers est re´cursivement
e´nume´rable.
Remarque 9.1 Autrement dit, plus haut, si on veut une de´finition de “raison-
nable”, il suffit de prendre “re´cursivement e´nume´rable”.
9.2.3 Lemme crucial
Le point crucial est alors de prouver le re´sultat suivant.
Lemme 9.1 L’ensemble Th(N) n’est pas re´cursivement e´nume´rable.
On prouve cela en re´duisant le comple´mentaire HALTING− PROBLEM
du proble`me de l’arreˆt HALTING− PROBLEM des machines de Turing a` ce
proble`me, i.e. en montrant que HALTING− PROBLEM ≤m Th(N).
Le the´ore`me de´coule alors :
– du fait que HALTING− PROBLEM n’est pas re´cursivement e´nume´rable ;
– et du fait que si A ≤m B et que si A n’est pas re´cursivement e´nume´rable,
alors B non plus.
Rappelons que Luniv est le proble`me suivant : on se donne 〈〈M〉, w〉, et on
veut de´terminer si la machine de Turing M s’arreˆte sur l’entre´e w.
E´tant donne´ 〈〈M〉, w〉, nous montrons comment produire une formule close
γ sur la signature de l’arithme´tique telle que
〈〈M〉, w〉 ∈ HALTING− PROBLEM⇔ γ ∈ Th(N).
En d’autres termes, e´tant donne´ M et w, on doit construire une formule
close γ sur la signature de l’arithme´tique qui affirme que “la machine de Turing
M ne s’arreˆte pas sur l’entre´e w”.
Cela s’ave`re possible parce que le langage de l’arithme´tique est suffisamment
puissant pour parler des machines de Turing et du fait qu’elles s’arreˆtent.
En utilisant le principe de la formule BIT(y, x) pre´ce´dent, on va construire
une se´rie de formules dont le point culminant sera une formule VALCOMPM,w(y)
qui dit que y est un entier qui repre´sente une suite de configurations de M
sur l’entre´e w : en d’autres termes, y repre´sente une suite de configurations
C0, C1, · · · , Ct de M , code´e sur un certain alphabet Σ telle que :
– C0 est la configuration initiale C[w] de M sur w ;
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– Ci+1 est la configuration successeur de Ci, selon la fonction de transition
δ de la machine de Turing M , pour i < t ;
– Ct est une configuration acceptante.
Une fois que l’on a re´ussi a` e´crire la formule VALCOMPM,w(y), il est facile
d’e´crire que M ne s’arreˆte pas sur l’entre´e x : la formule γ s’e´crit
¬∃y VALCOMPM,w(y).
Cela prouve la re´duction, et donc termine la preuve du lemme, et donc
prouve aussi le the´ore`me, en rappellant que HALTING− PROBLEM n’est pas
re´cursivement e´nume´rable.
9.2.4 Construction de la formule
Il ne reste plus qu’a` donner les de´tails fastidieux de la construction de la
formule γ a` partir de M et de w. Allons y.
Supposons que l’on encode les configurations de M sur un alphabet fini Σ,
que l’on peut supposer sans perte de restriction de taille p, avec p premier.
Chaque nombre posse`de une unique repre´sentation en base p : on va uti-
liser cette repre´sentation en base p plutoˆt que la repre´sentation binaire, pour
simplifier la discussion.
Supposons que la configuration initiale de M sur w = a1a2 · · · an soit co-
de´e par l’entier dont les chiffres de l’e´criture en base p soient respectivement
q0a1a2 · · · an : on utilise la repre´sentation de la de´finition 7.4pour repre´senter
les configurations.
Conside´rons que le symbole de blanc B est code´ par le chiffre en base p k.
Soit LEGAL l’ensemble des 6-uplets (a, b, c, d, e, f) de nombres en base p
qui correspondent aux feneˆtres le´gales pour la machine M : voir la notion de
feneˆtre le´gale du chapitre 7. Si l’on pre´fe`re, LEGAL est l’ensemble des 6-uplets
(a, b, c, d, e, f) tels que si trois e´le´ments de Σ repre´sente´s respectivement par
a, b et c apparaissent conse´cutivement dans une configuration Ci, et si d, e, f
apparaissent conse´cutivement aux meˆmes emplacements dans la configuration
Ci+1, alors cela est cohe´rent avec la fonction de transition δ de la machine de
Turing M .
On de´finit maintenant quelques formules :
– POWERp(x) : “Le nombre x est une puissance de p” : ici p est un nombre
premier fixe´. Cela s’e´crit :
∀y((DIV(y, x) ∧ PRIME(y))⇒ y = p).
– LENGTHp(v, d) : “Le nombre d est une puissance de p qui donne la lon-
gueur de v vu comme un mot sur l’alphabet Σ a` p lettres”. Cela s’e´crit :
(POWERp(d) ∧ v < d).
– DIGITp(v, y, b) : “Le pe`me chiffre de v a` la position y est b (y est donne´
par une puissance de p)”. Cela s’e´crit :
∃u∃a(v = a+ b ∗ y + u ∗ p ∗ y ∧ a < y ∧ b < p).
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– 3DIGIT(v, y, b, c, d) : “Les 3 chiffres de v a` la position y sont b, c et d (y
est donne´ par une puissance de p)”. Cela s’e´crit :
∃u∃a(v = a+b∗y+c∗p∗y+d∗p∗p∗y+u∗p∗p∗p∗y∧a < y∧b < p∧c < p∧d < p).
– MATCH(v, y, z) : “Les 3 chiffres de v a` la position y sont b, c et d et
correspondent aux 3 chiffres de v a` la position z selon la fonction de
transition δ de la machine de Turing (y et z sont donne´s par une puissance
de p)”. Cela s’e´crit :
∧
(a,b,c,d,e,f)∈LEGAL
3DIGIT(v, y, a, b, c) ∧ 3DIGIT(v, z, d, e, f).
Remarque 9.2 On note e´videmment ici,
∧
(a,b,c,d,e,f)∈LEGAL pour la conjonc-
tion pour chacun des 6-uplets de LEGAL.
– MOVE(v, c, d) : “la suite v repre´sente une suite de configurations succes-
sives deM de longueur c jusqu’a` d : toutes les paires de suites de 3-chiffres
exactement e´carte´s de c positions dans v se correspondent selon δ”. Cela
s’e´crit :
∀y((POWERp(y) ∧ y ∗ p ∗ p ∗ c < d)⇒ MATCH(v, y, yc)).
– START(v, c) : “la suite v de´bute avec la configuration initiale de M sur
l’entre´e w = a1a2 · · · an auxquelles on a ajoute´ des blancs B jusqu’a` la
longueur c (c est donne´ par une puissance de p ; n, pi, 0 ≤ i ≤ n sont des




i, ai)∧pn < c∧∀y(POWERp(y)∧pn < y < c⇒ DIGITp(v, y,B)).
– HALT(v, d) : “La suite v posse`de un e´tat d’arreˆt quelque part”. Cela
s’e´crit :
∃y(POWERp(y) ∧ y < d ∧DIGITp(v, y, qa)).
– VALCOMPM,w(v) : “La suite v est un calcul de M valide sur w”. Cela
s’e´crit :
∃c∃d (POWERp(c)∧c < d∧LENGTHp(v, d)∧START(v, c)∧MOVE(v, c, d)∧HALT(v, d)).
– γ : “La machine M ne s’arreˆte pas sur w”. Cela s’e´crit :
¬∃v VALCOMPM,w(v).
Notre preuve est termine´e.
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9.3 La preuve de Go¨del
Kurt Go¨del a en fait prouve´ son the´ore`me d’incomple´tude d’une autre fac¸on,
en construisant une formule close qui affirme sa propre non-prouvabilite´. Notons
⊢ pour prouvable, et |= pour vrai respectivement sur les entiers.
Supposons que l’on ait fixe´ un codage des formules par les entiers d’une fac¸on
raisonnable : si φ est une formule, alors 〈φ〉 de´signe son codage (un entier).
9.3.1 Lemme de point fixe
Voici un lemme qui a e´te´ prouve´ par Go¨del, et qui ressemble fort aux the´o-
re`mes de point fixe de´ja` e´voque´s dans le chapitre pre´ce´dent.
Lemme 9.2 (Lemme de point fixe de Go¨del) Pour toute formule ψ(x) avec
la variable libre x, il y a une formule close τ telle que
⊢ τ ⇔ ψ(〈τ〉),
i.e. les formules closes τ et ψ(〈τ〉) sont prouvablement e´quivalente dans l’arith-
me´tique de Peano.
De´monstration: Soit x0 une variable fixe´e. On peut construire une formule
SUBST(x, y, z) avec les variables libres x, y, z qui affirme “le nombre z est le
codage d’une formule obtenue en substituant la constante dont la valeur est x
dans toutes les occurrences de la variable libre x0 dans la formule dont le codage
est y”.
Par exemple, si φ(x0) est une formule qui contient une occurrence libre de
x0, mais aucune autre variable libre, la formule SUBST(7, 〈φ(x0)〉, 312) est vraie
si 312 = 〈φ(7)〉.
On ne donnera pas les de´tails de la construction de la formule SUBST,
mais l’ide´e est simplement d’observer que cela est bien possible, en utilisant par
exemple l’ide´e de la relation BIT(x, y).
On conside`re maintenant σ(x) de´finie par ∀y (SUBST(x, x, y)⇒ ψ(y)), et τ
de´finie par σ(〈σ(x0)〉).
Alors τ est la solution recherche´e car
τ = σ(〈σ(x0)〉)
= ∀y (SUBST(〈σ(x0)〉, 〈σ(x0)〉, y)⇒ ψ(y))
⇔ ∀y y = 〈σ(〈σ(x0)〉)〉 ⇒ ψ(y)
⇔ ∀y y = 〈τ〉 ⇒ ψ(y)
⇔ ψ(〈τ〉)
Bien entendu, on a utilise´ ici des e´quivalences informelles, mais l’argument peut
bien se formuler dans l’arithme´tique de Peano. 
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9.3.2 Arguments de Go¨del
On observe maintenant que le langage de l’arithme´tique est suffisamment
puissant pour parler de prouvabilite´ en arithme´tique de Peano. En particulier, il
est possible de coder une suite de formules par des entiers et d’e´crire une formule
PROOF(x, y) qui signifie que la suite de formule dont le codage est x est une
preuve de la formule dont le codage est y.
En d’autres termes, ⊢ PROOF(〈π〉, 〈ψ〉) ⇔ π est une preuve de φ dans
l’arithme´tique de Peano.
La prouvabilite´ dans l’arithme´tique de Peano se code alors par la formule
PROVABLE(y) de´finie par ∃x PROOF(x, y).
Alors pour toute formule close φ,
⊢ φ⇔ |= PROV ABLE(〈φ〉). (9.3)
On a alors :
⊢ φ⇔ ⊢ PROV ABLE(〈φ〉). (9.4)
La direction ⇒ est vraie car si φ est prouvable, alors il y a une preuve π
de φ. L’arithme´tique de Peano et le syste`me de preuve permet d’utiliser cette
preuve pour prouver φ (i.e. que PROOF(〈π〉, 〈φ〉)). La direction ⇐ de´coule de
9.3 est de la validite´ de la preuve dans l’arithme´tique de Peano.
Utilisons alors le lemme de point fixe a` la formule close ¬PROVABLE(x).
On obtient une formule close ρ qui affirme sa propre non-prouvabilite´ :
⊢ ρ⇔ ¬ PROVABLE(〈ρ〉),
en d’autres termes, ρ est vraie si et seulement si elle n’est pas prouvable dans
l’arithme´tique de Peano.
Par validite´ de la preuve dans l’arithme´tique de Peano, on a
|= ρ⇔ ¬ PROVABLE(〈ρ〉). (9.5)
Alors la formule ρ doit eˆtre vraie, puisque sinon, alors
|= ¬ρ ⇒ PROVABLE(〈ρ〉) (par 9.5)
⇒ ⊢ ρ (par 9.3)
⇒ |= ρ (par validite´ de A. de Peano)
une contradiction.
Donc |= ρ. Mais maintenant,
|= ρ ⇒ ¬PROVABLE(〈ρ〉) (par 9.5)
⇒ 6|= ρ (par de´finition de la ve´rite´)
⇒ 6⊢ ρ (par 9.3)
Donc ρ est vraie, mais n’est pas prouvable.
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9.3.3 Second the´ore`me d’incomple´tude de Go¨del
Le de´faut de la preuve pre´ce´dente est bien entendu qu’elle ne donne pas un
grand sens a` la formule ρ.
Le second the´ore`me d’incomple´tude de Kurt Go¨del donne un exemple expli-
cite de formule non prouvable.
On peut exprimer une formule CONSIST qui exprime le fait que la the´orie
est cohe´rente. On e´crit qu’il n’est pas possible de prouver une formule F et sa
ne´gation : il suffit d’e´crire ¬∃x(PROVABLE(x)∧PROVABLE(y)∧NEG(x, y)),
ou` NEG(x, y) signifie que y est le codage de la ne´gation de la formule code´e par
x.
Le second the´ore`me d’incomple´tude de Go¨del permet de prouver que cette
formule pre´cise n’est pas prouvable.
Autrement dit :
The´ore`me 9.2 (Second the´ore`me d’incomple´tude de Go¨del) Aucun sys-
te`me de de´duction cohe´rent ne peut prouver sa propre cohe´rence.
Nous ne rentrerons pas plus dans les de´tails.
9.4 Notes bibliographiques
Lectures conseille´es Pour aller plus loin sur les notions e´voque´es dans ce
chapitre, nous sugge´rons la lecture des derniers chapitres de [Kozen, 1997], qui
reste courts et directs, ou de l’ouvrage [Cori and Lascar, 1993b] pour une preuve
comple`te.
Bibliographie Ce chapitre est repris des trois derniers chapitres de l’excellent
livre [Kozen, 1997].
138 CHAPITRE 9. INCOMPLE´TUDE DE L’ARITHME´TIQUE
Chapitre 10
Bases de l’analyse de
complexite´ d’algorithmes
Les discussions pre´ce´dentes ont fait intervenir l’existence ou non d’algo-
rithmes pour re´soudre un proble`me donne´, mais en ignorant un aspect pourtant
essentiel en pratique : les ressources ne´cessaires a` son exe´cution, c’est-a`-dire par
exemple le temps ou la me´moire ne´cessaire sur la machine pour l’exe´cuter.
L’objectif du chapitre suivant est de se focaliser sur l’une des ressources : le
temps de calcul. Dans le chapitre qui suit, nous e´voquerons d’autres ressources
comme l’espace me´moire. On pourrait parler du temps paralle`le, c’est-a`-dire du
temps sur une machine paralle`le, etc.
Commenc¸ons toutefois par bien comprendre la diffe´rence entre le cadre des
chapitres qui suivent et les chapitres pre´ce´dents : dans les chapitres pre´ce´dents,
on parlait de calculabilite´, c’est-a`-dire que l’on se posait la question de l’existence
(ou de la non-existence) de solutions algorithmiques a` des proble`mes donne´s. On
va maintenant parler de complexite´ : c’est-a`-dire que l’on se focalise maintenant
uniquement sur des proble`mes de´cidables, pour lesquels on connaˆıt un algo-
rithme. La question que l’on se pose maintenant est de comprendre s’il existe
un algorithme efficace.
Cela nous me`ne tout d’abord a` pre´ciser ce que l’on a envie d’appeler efficace,
et comment on mesure cette efficacite´. Toutefois, avant, il faut que notre lecteur
ait les ide´es au clair sur ce que l’on appelle la complexite´ d’un algorithme, ou la
complexite´ d’un proble`me, ce qui n’est pas la meˆme chose.
Remarque 10.1 Meˆme si nous e´voquons les complexite´s en moyenne dans ce
chapitre, nous n’en aurons pas besoin a` aucun moment dans les chapitres qui
suivent : nous le faisons surtout pour expliquer pourquoi elles sont peu utilise´es.
139
140CHAPITRE 10. BASES DE L’ANALYSE DE COMPLEXITE´ D’ALGORITHMES
10.1 Complexite´ d’un algorithme
On conside`re donc typiquement dans ce chapitre un proble`me P pour le-
quel on connaˆıt un algorithme A : cet algorithme, on sait qu’il est correct, et
qu’il termine. Il prend en entre´e une donne´e d, et produit un re´sultat en sortie
A(d) en utilisant certaines ressources (on ne parle donc plus que de proble`mes
de´cidables).
Exemple 10.1 Le proble`me P peut par exemple eˆtre celui de de´terminer si un
nombre v est parmi une liste de n nombres.
Il est clair que l’on peut bien construire un algorithme A pour re´soudre ce
proble`me : par exemple,
– on utilise une variable res que l’on met a` 0 ;
– on parcourt la liste, et pour chaque e´le´ment :
– on regarde si cet e´le´ment est le nombre v :
– si c’est le cas, on met la variable res a` 1
– A l’issu de cette boucle, on retourne res.
Cet algorithme n’est pas le plus efficace que l’on puisse envisager. D’une part,
on pourrait s’arreˆter de`s que l’on a mis res a` 1, puisqu’on connaˆıt la re´ponse.
D’autre part, on peut clairement faire tout autrement, et utiliser par exemple
une recherche par dichotomie (un algorithme re´cursif).
10.1.1 Premie`res conside´rations
On mesure toujours l’efficacite´, c’est-a`-dire la complexite´, d’un algorithme
en terme d’une mesure e´le´mentaire µ a` valeur entie`re : cela peut eˆtre le nombre
d’instructions effectue´es, la taille de la me´moire utilise´e, ou le nombre de com-
paraisons effectue´es, ou toute autre mesure.
Il faut simplement qu’e´tant donne´e une entre´e d, on sache clairement associer
a` l’algorithme A sur l’entre´e d, la valeur de cette mesure, note´e µ(A, d) : par
exemple, pour un algorithme de tri qui fonctionne avec des comparaisons, si
la mesure e´le´mentaire µ est le nombre de comparaisons effectue´es, µ(A, d) est
le nombre de comparaisons effectue´es sur l’entre´e d (une liste d’entiers) par
l’algorithme de tri A pour produire le re´sultat A(d) (cette liste d’entiers trie´e).
Il est clair que µ(A, d) est une fonction de A, mais aussi de l’entre´e d. La
qualite´ d’un algorithme A n’est donc pas un crite`re absolu, mais une fonction
quantitative µ(A, .) des donne´es d’entre´e vers les entiers.
10.1.2 Complexite´ d’un algorithme au pire cas
En pratique, pour pouvoir appre´hender cette fonction, on cherche souvent a`
e´valuer cette complexite´ pour les entre´es d’une certaine taille : il y a souvent
une fonction taille qui associe a` chaque donne´e d’entre´e d, un entier taille(d),
qui correspond a` un parame`tre naturel. Par exemple, cette fonction peut eˆtre
celle qui compte le nombre d’e´le´ments dans la liste pour un algorithme de tri,
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la taille d’une matrice pour le calcul du de´terminant, la somme des longueurs
des listes pour un algorithme de concate´nation.
Pour passer d’une fonction des donne´es vers les entiers, a` une fonction des
entiers (les tailles) vers les entiers, on conside`re alors la complexite´ au pire cas :
la complexite´ µ(A, n) de l’algorithme A sur les entre´es de taille n est de´finie par
µ(A, n) = max
d entre´e avec taille(d)=n
µ(A, d).
Autrement dit, la complexite´ µ(A, n) est la complexite´ la pire sur les donne´es
de taille n.
Par de´faut, lorsqu’on parle de complexite´ d’algorithme en informatique, il
s’agit de complexite´ au pire cas, comme ci-dessus.
Si l’on ne sait pas plus sur les donne´es, on ne peut gue`re faire plus que d’avoir
cette vision pessimiste des choses : cela revient a` e´valuer la complexite´ dans le
pire des cas (le meilleur des cas n’a pas souvent un sens profond, et dans ce
contexte le pessimisme est de loin plus significatif).
10.1.3 Complexite´ moyenne d’un algorithme
Pour pouvoir en dire plus, il faut en savoir plus sur les donne´es. Par exemple,
qu’elles sont distribue´es selon une certaine loi de probabilite´.
Dans ce cas, on peut alors parler de complexite´ en moyenne : la complexite´
moyenne µ(A, n) de l’algorithme A sur les entre´es de taille n est de´finie par
µ(A, n) = E[µ(A, d)|d entre´e avec taille(d) = n],




d entre´e avec taille(d)=n
π(d)µ(A, d),
ou` π(d) de´signe la probabilite´ d’avoir la donne´e d parmi toutes les donne´es de
taille n.
En pratique, le pire cas est rarement atteint et l’analyse en moyenne peut
sembler plus se´duisante.
Mais, d’une part, il est important de comprendre que l’on ne peut pas par-
ler de moyenne sans loi de probabilite´ (sans distribution) sur les entre´es. Cela
implique que l’on connaisse d’autre part la distribution des donne´es en entre´e,
ce qui est tre`s souvent de´licat a` estimer en pratique. Comment anticiper par
exemple les matrices qui seront donne´es a` un algorithme de calcul de de´termi-
nant par exemple ?
On fait parfois l’hypothe`se que les donne´es sont e´quiprobables (lorsque cela
a un sens, comme lorsqu’on trie n nombres entre 1 et n et ou` l’on peut supposer
que les permutations en entre´e sont e´quiprobables), mais cela est est bien souvent
totalement arbitraire, et pas re´ellement justifiable.
Et enfin, comme nous allons le voir sur quelques exemples, les calculs de
complexite´ en moyenne sont plus de´licats a` mettre en œuvre.
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10.2 Complexite´ d’un proble`me
On peut aussi parler de la complexite´ d’un proble`me : cela permet de discuter
de l’optimalite´ ou non d’un algorithme pour re´soudre un proble`me donne´.
On fixe un proble`me P : par exemple celui de trier une liste d’entiers. Un
algorithme A qui re´sout ce proble`me est un algorithme qui re´pond a` la spe´ci-
fication du proble`me P : pour chaque donne´e d, il produit la re´ponse correcte
A(d).
La complexite´ du proble`me P sur les entre´es de taille n est de´finie par
µ(P, n) = inf
A algorithme qui re´sout P
max
d entre´e avec taille(d)=n
µ(A, d).
Autrement dit, on ne fait plus seulement varier les entre´es de taille n, mais
aussi l’algorithme. On conside`re le meilleur algorithme qui re´sout le proble`me.
Le meilleur e´tant celui avec la meilleure complexite´ au sens de la de´finition
pre´ce´dente, et donc au pire cas. C’est donc la complexite´ du meilleur algorithme
au pire cas.
L’inte´reˆt de cette de´finition est le suivant : si un algorithmeA posse`de la com-
plexite´ µ(P, n), c’est-a`-dire est tel que µ(A, n) = µ(P, n) pour tout n, alors cet
algorithme est clairement optimal. Tout autre algorithme est moins performant,
par de´finition. Cela permet donc de prouver qu’un algorithme est optimal.
10.3 Exemple : Calcul du maximum
Nous allons illustrer la discussion pre´ce´dente par un exemple : le proble`me
du calcul du maximum. Ce proble`me est le suivant : on se donne en entre´e une
liste d’entiers naturels e1, e2, · · · , en, avec n ≥ 1, et on cherche a` de´terminer en
sortie M = max1≤i≤n ei, c’est-a`-dire le plus grand de ces entiers.
10.3.1 Complexite´ d’un premier algorithme
En conside´rant que l’entre´e est range´e dans un tableau, la fonction Java
suivante re´sout le proble`me.
stat ic int max( int T [ ] ) {
int M = T[ 0 ] ;
int i = 1 ;
while ( i < T. l ength ) {
i f (M < T[ i ] ) M = T[ i ] ;




Si notre mesure e´le´mentaire µ correspond au nombre de comparaisons, nous
en faisons 2 par ite´ration de la boucle, qui est exe´cute´e n−1 fois, plus 1 dernie`re
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du type i < T.length lorsque i vaut T.length. Nous avons donc µ(A, d) = 2n−1
pour cet algorithme A. Ce nombre est inde´pendant de la donne´e d, et donc
µ(A, n) = 2n− 1.
Par contre, si notre mesure e´le´mentaire µ correspond au nombre d’affecta-
tions, nous en faisons au minimum 2 avant la boucle while. Chaque ite´ration de
la boucle effectue soit 1 ou 2 affectations suivant le re´sultat du test M<T[i]. On a
donc pour une entre´e d de taille n, n+1 ≤ µ(A, d) ≤ 2n : la valeur minimum est
atteinte pour une liste ayant son maximum en T [0], et la valeur maximum pour
une liste sans re´pe´tition trie´e dans l’ordre croissant. Cette fois µ(A, d) de´pend
de l’entre´e d. La complexite´ au pire cas est donne´e par µ(A, n) = 2n.
10.3.2 Complexite´ d’un second algorithme
Si l’entre´e est range´e dans une liste, de´finie par exemple par
class L i s t {
int va l ; // L ’ e´ l e´ment
L i s t next ; // La s u i t e
L i s t ( int val , L i s t next ) {
this . va l = va l ; this . next = next ;
}
}
la fonction suivante re´sout le proble`me.
stat ic int max( L i s t a ) {
int M = a . va l ;
for ( a = a . next ; a 6= null ; a = a . next ) {
i f ( a . va l > M)
M = a . va l ;}
return M;
}
Si notre mesure e´le´mentaire µ correspond au nombre de comparaisons entre
entiers (nous ne comptons pas les comparaisons entre variables de type re´fe´rence
sur le type List) nous en faisons 1 par ite´ration de la boucle, qui est exe´cute´e
n− 1 fois, soit au total n− 1.
La complexite´ µ(A, n) de cet algorithme A sur les entre´s de taille n est donc
n− 1.
10.3.3 Complexite´ du proble`me
On peut se poser la question de savoir s’il est possible de faire moins de n−1
telles comparaisons : la re´ponse est non. En effet, cet algorithme est optimal en
nombre de comparaisons.
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En effet, conside´rons la classe C des algorithmes qui re´solvent le proble`me de
la recherche du maximum de n e´le´ments en utilisant comme crite`re de de´cision
les comparaisons entre e´le´ments.
Commenc¸ons par e´noncer la proprie´te´ suivante : tout algorithme A de C est
tel que tout e´le´ment autre que le maximum est compare´ au moins une fois avec
un e´le´ment qui lui est plus grand.
En effet, soit i0 le rang du maximum M retourne´ par l’algorithme sur une
liste L = e1.e2. · · · .en : ei0 = M = max1≤i≤n ei. Raisonnons par l’absurde :
soit j0 6= i0 tel que ej0 ne soit pas compare´ avec un e´le´ment plus grand que lui.
L’e´le´ment ej0 n’a donc pas e´te´ compare´ avec ei0 le maximum.
Conside´rerons la liste L′ = e1.e2. · · · .ej0−1.M + 1.ej0+1. · · · .en obtenue a`
partir de L en remplac¸ant l’e´le´ment d’indice j0 par M+1.
L’algorithme A effectuera exactement les meˆmes comparaisons sur L et L′,
sans comparer L′[j0] avec L
′[i0] et donc retournera L
′[i0], ce qui est incorrect.
D’ou` une contradiction, qui prouve la proprie´te´.
Il de´coule de la proprie´te´ qu’il n’est pas possible de de´terminer le maximum
de n-e´le´ments en moins de n− 1 comparaisons entre entiers. Autrement dit, la
complexite´ du proble`me P du calcul du maximum sur les entre´es de taille n est
µ(P, n) = n− 1.
L’algorithme pre´ce´dent fonctionnant en n− 1 telles comparaisons, il est op-
timal pour cette mesure de complexite´.
10.3.4 Complexite´ de l’algorithme en moyenne
Si notre mesure e´le´mentaire µ correspond au nombre d’affectations a` l’inte´-
rieur de la boucle for, on voit que ce nombre de´pend de la donne´e.
On peut s’inte´resser a` sa complexite´ en moyenne : il faut faire une hypo-
the`se sur la distribution des entre´es. Supposons que les listes en entre´es dont on
cherche a` calculer le maximum sont des permutations de {1, 2, · · · , n}, et que
les n! permutations sont e´quiprobables.
On peut montrer [Sedgewick and Flajolet, 1996, Froidevaux et al., 1993] que
la complexite´ moyenne sur les entre´es de taille n pour cette mesure e´le´mentaire




3+· · · 1n .
Hn est de l’ordre de logn lorsque n tend vers l’infini.
Cependant, le calcul est laborieux, et pas si inte´ressant a` de´velopper dans ce
polycopie´, sans qu’il ne paraisse obscur.
Simplifions, en nous inte´ressons a` un proble`me encore plus simple : plutoˆt
que de rechercher le maximum dans la liste e1, e2, · · · , en, avec n ≥ 1, donnons
nous cette liste et un entier v, et cherchons a` de´terminer s’il existe un indice
1 ≤ i ≤ n avec ei = v.
L’algorithme suivant re´sout le proble`me.
stat ic boolean trouve ( int [ ] T, int v ) {
for ( int i = 0 ; i < T. l ength ; i++)
i f (T[ i ] == v)
return true ;
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return fa l se ;
}
Sa complexite´ au pire cas en nombre d’instructions e´le´mentaires est line´aire
en n, puisque la boucle est effectue´e n fois dans le pire cas.
Supposons que les listes en entre´es sont des permutations de {1, 2, · · · , n},
et que les n! permutations sont e´quiprobables.
Remarquons qu’il y a kn tableaux. Parmi ceux-ci, (k − 1)n ne contiennent
pas v et dans ce cas, l’algorithme proce`de a` exactement n ite´rations. Dans le
cas contraire, l’entier est dans le tableau et sa premie`re occurrence est alors i
avec une probabilite´ de
(k − 1)i−1
ki
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On le voit sur l’exemple pre´ce´dent, re´aliser une e´tude pre´cise et comple`te
de complexite´ est souvent fastidieux, et parfois difficile. Aussi, on s’inte´resse
en informatique plutoˆt a` l’ordre de grandeur (l’asymptotique) des complexite´s
quand la taille n des entre´es devient tre`s grande.
10.4.2 Notations de Landau
Comme il en est l’habitude en informatique, on travaille souvent a` un ordre
de grandeur pre`s, via les notations O. Rappelons les de´finitions suivantes :
De´finition 10.1 (Notation O) Soient f et g deux fonctions f, g : N → R≥0.
On note f(n) = O(g(n)) lorsqu’il existe des entiers c et n0 tels que pour tout
n ≥ n0,
f(n) ≤ cg(n).
146CHAPITRE 10. BASES DE L’ANALYSE DE COMPLEXITE´ D’ALGORITHMES
Intuitivement, cela signifie que f est infe´rieur a` g a` une constante multipli-
cative pre`s, pour les instances (donne´es) de tailles suffisamment grandes.
De meˆme on de´finit :
De´finition 10.2 (Notations o, Ω, Θ) Soient f et g deux fonctions f, g : N→
R≥0.
– On note f(n) = o(g(n)) lorsque pour tout re´el c, il existe un entier n0 tels
que pour tout n ≥ n0,
f(n) < cg(n).
– On note f(n) = Ω(g(n)) lorsqu’il existe des entiers c et n0 tels que pour
tout n ≥ n0,
cg(n) ≤ f(n).
– On note f(n) = Θ(g(n)) lorsque f(n) = O(g(n)) et f(n) = Ω(g(n)).
10.5 Notes bibliographiques
Lectures conseille´es Pour aller plus loin sur les notions e´voque´es dans ce
chapitre, nous sugge´rons la lecture du polycopie´ du cours INF421, ou de de
l’ouvrage [Kleinberg and Tardos, 2005], et en particulier de ses premiers cha-
pitres.
Bibliographie Le texte de ce chapitre est repris du texte que nous avions e´crit
dans le polycopie´ INF421, et inspire´ de l’introduction de [Kleinberg and Tardos, 2005].
L’analyse du proble`me du calcul du maximum, et de ses variations est base´e sur
[Froidevaux et al., 1993].
Chapitre 11
Complexite´ en temps
Ce chapitre se focalise sur l’e´tude d’une ressource particulie`re e´le´mentaire
d’un algorithme : le temps qu’il prend pour s’exe´cuter.
Le chapitre pre´ce´dent s’applique en particulier a` cette mesure : le temps de
calcul d’un algorithme est de´fini comme le temps qu’il prend pour s’exe´cuter.
Pour appuyer et illustrer l’ide´e de l’importance de la mesure de cette no-
tion de complexite´, inte´ressons nous au temps correspondant a` la complexite´
des algorithmes n, n log2 n, n
2, n3, 1.5n, 2n et n! pour des entre´es de taille n
croissantes, sur un processeur capable d’exe´cuter un million d’instructions e´le´-
mentaires par seconde. Nous notons∞ dans le tableau suivant de`s que le temps
de´passe 1025 anne´es (ce tableau est repris de [Kleinberg and Tardos, 2005]).
Complexite´ n n log2 n n
2 n3 1.5n 2n n!
n = 10 < 1 s < 1 s < 1 s < 1 s < 1 s < 1 s 4 s
n = 30 < 1 s < 1 s < 1 s < 1 s < 1 s 18 min 1025 ans
n = 50 < 1 s < 1 s < 1 s < 1 s 11 min 36 ans ∞
n = 100 < 1 s < 1 s < 1 s 1s 12, 9 ans 1017 ans ∞
n = 1000 < 1 s < 1 s 1s 18 min ∞ ∞ ∞
n = 10000 < 1 s < 1 s 2 min 12 jours ∞ ∞ ∞
n = 100000 < 1 s 2 s 3 heures 32 ans ∞ ∞ ∞
n = 1000000 1s 20s 12 jours 31, 710 ans ∞ ∞ ∞
On le voit, un algorithme de complexite´ exponentielle est tre`s rapidement
inutilisable, et donc pas tre`s raisonnable. Tout l’objet du chapitre est de com-
prendre ce que l’on appelle un algorithme raisonnable en informatique, et de
comprendre la the´orie de la NP-comple´tude qui permet de discuter la frontie`re
entre le raisonnable et le non raisonnable.
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11.1 La notion de temps raisonnable
11.1.1 Convention
Pour diffe´rentes raisons, la convention suivante s’est impose´e en informa-
tique :
De´finition 11.1 (Algorithme efficace) Un algorithme est efficace si sa com-
plexite´ en temps est polynomiale, c’est-a`-dire en O(nk) pour un entier k.
Il ne s’agit que d’une convention, et on aurait pu en choisir d’autres (et a`
vrai dire il y en a eu d’autres avant celle-la`, qui s’est impose´e dans les anne´es
1970).
Remarque 11.1 On peut argumenter qu’un algorithme de complexite´ O(n1794)
n’est pas tre`s raisonnable. Certes, mais il faut bien fixer une convention. On
conside`re que c’est raisonnable en the´orie de la complexite´.
Remarque 11.2 Pourquoi ne pas prendre un temps line´aire, ou un temps qua-
dratique comme notion de “raisonnable” : parce que cela ne fonctionne pas bien.
En particulier, ces notions de temps line´aires et quadratiques ne ve´rifieraient
pas la “Deuxie`me raison : s’affranchir du mode`le de calcul” e´voque´e plus bas :
la notion de temps line´aire ou de temps quadratique de´pend du mode`le de calcul
utilise´, contrairement a` la notion de calcul en temps polynomial.
11.1.2 Premie`re raison : s’affranchir du codage
Une des raisons de cette convention est la remarque suivante : la plupart des
objets informatiques usuels peuvent se repre´senter de diffe´rentes fac¸ons, mais
passer d’une fac¸on de les repre´senter a` l’autre est possible en un temps qui reste
polynomial en la taille du codage.
La classe des polynoˆmes e´tant stable par composition, cela implique qu’un
algorithme qui est polynomial et qui travaille sur une repre´sentation se trans-
forme en un algorithme polynomial qui travaille sur toute autre repre´sentation
de l’objet.
On peut donc parler d’algorithme efficace sur ces objets sans avoir a` rentrer
dans les de´tails de comment on e´crit ces objets.
Exemple 11.1 Un graphe peut se repre´senter par une matrice, sa matrice d’ad-
jacence : si le graphe a` n sommets, on conside`re un tableau T de taille n par n,
dont l’e´le´ment T [i][j] ∈ {0, 1} vaut 1 si et seulement s’il y a une areˆte entre le
sommet i et le sommet j.
On peut aussi repre´senter un graphe par des listes d’adjacence : pour repre´-
senter un graphe a` n sommets, on conside`re n listes. La liste de nume´ro i code
les voisins du sommet nume´ro i.
On peut passer d’une repre´sentation a` l’autre en un temps qui est polynomial
en la taille de chacune : on laisse le lecteur se persuader de la chose dans son
langage de programmation pre´fe´re´.
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Un algorithme efficace pour l’une des repre´sentations peut toujours se trans-
former en un algorithme efficace pour l’autre repre´sentation : il suffit de com-
mencer e´ventuellement par traduire la repre´sentation en la repre´sentation sur
laquelle travaille l’algorithme.
Remarque 11.3 Par ailleurs, par les meˆmes remarques, puisque chacune de
ces repre´sentations est de taille polynomiale en n, en utilisant le fait qu’un
graphe a` n sommet a au plus n2 areˆtes, un algorithme polynomial en n n’est
rien d’autre qu’un algorithme efficace qui travaille sur les graphes, c’est-a`-dire
sur les repre´sentations pre´ce´dentes, ou toutes les repre´sentations usuelles des
graphes.
11.1.3 Deuxie`me raison : s’affranchir du mode`le de calcul
Une deuxie`me raison profonde est la suivante : revenons sur le chapitre 7.
Nous avons montre´ que tous les mode`les de calculs de ce chapitre se simulaient
l’un et l’autre : machines RAM, machines de Turing, machines a` piles, machines
a` compteurs.
Si l’on met de coˆte´ les machines a` compteur dont la simulation est particulie`-
rement inefficace, et dont l’inte´reˆt n’est que the´orique, on peut remarquer qu’un
nombre t d’instructions pour l’un se simule en utilisant un nombre polynomial
en t d’instructions pour l’autre. La classe des polynoˆmes e´tant stable par com-
position, cela implique qu’un algorithme qui est polynomial dans un mode`le de
calcul se transforme en un algorithme polynomial en chacun des autres mode`les
de calcul (quitte a` simuler l’un par l’autre).
On peut donc parler d’algorithme efficace sur un objet sans avoir a` pre´ciser si
l’on programme l’algorithme dans un mode`le de calcul ou dans un autre mode`le
de calcul1.
En particulier, la notion d’algorithme efficace est inde´pendante du langage
de programmation utilise´ : un algorithme efficace en CAML est un algorithme
efficace en JAVA, ou un algorithme efficace en C.
Puisque la notion d’efficacite´ ne de´pend pas du mode`le, on va donc utiliser
celui de la machine de Turing dans tout ce qui suit : lorsque w est un mot, on
note |w| sa longueur.
De´finition 11.2 (TIME(t(n))) Soit t : N → N une fonction. On de´finit la
classe TIME(t(n)) comme la classe des proble`mes (langages) de´cide´s par une
machine de Turing en temps O(t(n)), ou` n est la taille de l’entre´e.
Si on pre´fe`re, L ∈ TIME(t(n)) s’il y a une machine de Turing M telle que
1Les plus puristes auront remarque´ un proble`me avec le mode`le des machines RAM du
chapitre 7 : il faut prendre en compte dans la complexite´ la taille des entiers dans les ope´rations
e´le´mentaires effectue´es et pas seulement le nombre d’instructions. Mais c’est de l’ergotage, et
ce qui est e´crit au dessus reste totalement vrai, si l’on interdit aux machines RAM de manipuler
des entiers de taille arbitraire. De toute fac¸on, ne pas le faire ne serait pas re´aliste par rapport
aux processeurs qu’ils entendent mode´liser qui travaillent sur des entiers code´s sur un nombre
fini de bits (32 ou 64 par exemple).
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– M de´cide L : pour tout mot w, M accepte w si et seulement si w ∈ L, et
M refuse w si et seulement si w 6∈ L ;
– M prend un temps borne´ par O(t(n)) :
– si l’on pre´fe`re : il y a des entiers n0, c, et k tels que pour tout mot w
de taille suffisamment grande, i.e. |w| ≥ n0, et pour tout mot w, si on
note n = |w| sa longueur,M accepte ou refuse en utilisant au plus c∗nk
e´tapes.
Remarque 11.4 On s’inte´resse dans ce chapitre et dans le suivant (et en com-
plexite´) uniquement a` des proble`mes de´cidables.
11.1.4 Classe P
La classe des proble`mes qui admettent un algorithme raisonnable correspond
alors a` la classe suivante.






Autrement-dit, P est exactement les proble`mes qui admettent un algorithme
polynomial.
Voici quelques exemples de proble`mes de P.
Exemple 11.2 (Tester le coloriage d’un graphe) Donne´e: Un graphe
G = (V,E) avec la donne´e pour chaque sommet v ∈ V d’une couleur parmi
un nombre fini de couleurs.
Re´ponse: De´cider si G est colorie´ avec ces couleurs : c’est-a`-dire si il n’y
a pas d’areˆte de G avec deux extre´mite´s de la meˆme couleur.
Ce proble`me est dans la classe P. En effet, il suffit de parcourir les areˆtes du
graphe et de tester pour chacune si la couleur de ses extre´mite´s est la meˆme.
Exemple 11.3 (Evaluation en calcul propositionnel) Donne´e: Une for-
mule F (x1, x2, · · · , xn) du calcul propositionnel, des valeurs x1, · · · , xn ∈
{0, 1} pour chacune des variables de la formule.
Re´ponse: De´cider si la formule F s’e´value en vraie pour ces valeurs des
variables.
Ce proble`me est dans la classe P. En effet, e´tant donne´e une formule du
calcul propositionnel F (x1, · · · , xn) et des valeurs pour x1, x2, · · · , xn ∈ {0, 1},
il est facile de calculer la valeur de ve´rite´ de F (x1, · · · , xn). Cela se fait en un
temps que l’on ve´rifie facilement comme polynomial en la taille de l’entre´e.
Beaucoup d’autres proble`mes sont dans P.
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11.2 Comparer les proble`mes
11.2.1 Motivation
Il s’ave`re toutefois qu’il y a toute une classe de proble`mes pour lesquels a`
ce jour on n’arrive pas a` construire d’algorithme polynomial, mais sans qu’on
arrive a` prouver formellement que cela ne soit pas possible.
C’est historiquement ce qui a mene´ a` conside´rer la classe de proble`mes que
l’on appelle NP, que nous verrons dans la section suivante.
Des exemples de proble`mes dans cette classe sont les suivants :
Exemple 11.4 (k-COLORABILITE) Donne´e: Un graphe G = (V,E).
Re´ponse: De´cider s’il existe un coloriage du graphe utilisant au plus k cou-
leurs : c’est-a`-dire s’il existe une fac¸on de colorer les sommets de G (avec
au plus k couleurs) tel que l’on obtienne un coloriage de G.
Exemple 11.5 (SAT, Satisfaction en calcul proposititionnel) Donne´e:
Une formule F = (x1, · · · , xn) du calcul propositionnel.
Re´ponse: De´cider si F est satisfiable : c’est-a`-dire de´cider s’il existe x1, · · · , xn ∈
{0, 1} tel que F s’e´value en vraie pour cette valeur de ses variables x1, · · · , xn.
Exemple 11.6 (CIRCUIT HAMILTONIEN) Donne´e: Un graphe G = (V,E)
(non-oriente´).
Re´ponse: De´cider s’il existe un circuit hamiltonien, c’est-a`-dire un chemin
de G passant une fois et une seule par chacun des sommets et revenant a`
son point de de´part.
Pour les trois proble`mes on connaˆıt des algorithmes exponentiels : tester tous
les coloriages, pour le premier, ou toutes les valeurs de {0, 1}n pour le second,
ou tous les chemins pour le dernier. Pour les trois proble`mes on ne connaˆıt pas
d’algorithme efficace (polynomial), et on n’arrive pas a` prouver qu’il n’y en a
pas.
Comme nous allons le voir, on sait toutefois montrer que ces trois proble`mes
sont e´quivalents au niveau de leur difficulte´, et cela nous ame`ne a` la notion de
re´duction, c’est-a`-dire a` l’ide´e de comparer la difficulte´ des proble`mes.
Avant, quelques pre´cisions.
11.2.2 Remarques
Dans ce chapitre et le suivant, on va ne parler essentiellement que de pro-
ble`mes de de´cisions, c’est-a`-dire de proble`mes dont la re´ponse est soit “vrai ou
“faux” : voir la de´finition 8.2.
Exemple 11.7 “Trier n nombres” n’est pas un proble`me de de´cision : la sortie
est a` priori une liste trie´e de nombres.





Proble`me A Proble`me B
Fig. 11.1 – Les re´ductions transforment des instances positives en instances
positives, et ne´gatives en ne´gatives.
Exemple 11.8 “E´tant donne´ un graphe G = (V,E), de´terminer le nombre de
couleurs pour colorier G” n’est pas un un proble`me de de´cision, car la sor-
tie est un entier. On peut toutefois formuler un proble`me de de´cision proche,
du type “E´tant donne´ un graphe G = (V,E), et un entier k, de´terminer si le
graphe G admet un coloriage avec moins de k couleurs” : c’est le proble`me k-
COLORABILITE.
Avant de pouvoir parler de re´duction, il faut aussi parler de fonctions calcu-
lables en temps polynomial : c’est la notion a` laquelle on s’attend, meˆme si on
est oblige´ de l’e´crire car on ne l’a encore jamais fait.
De´finition 11.4 (Fonction calculable en temps polynomial) Soient Σ et
Σ′ deux alphabets. Une fonction f : Σ∗ → Σ′∗ est calculable en temps polyno-
mial s’il existe une machine de Turing A, qui travaille sur l’alphabet Σ ∪ Σ′, et
un entier k, telle que pour tout mot w, A avec l’entre´e w termine en un temps
O(nk) avec le re´sultat f(w), ou` n = |w|.
Le re´sultat suivant est facile a` e´tablir :
Proposition 11.1 (Stabilite´ par composition) La compose´e de deux fonc-
tions calculables en temps polynomial est calculable en temps polynomial.
11.2.3 Notion de re´duction
Cela nous permet d’introduire une notion de re´duction entre proble`mes (si-
milaire a` celle du chapitre 8, si ce n’est que l’on parle de calculable en temps
polynomial plutoˆt que de calculable) : l’ide´e est que si A se re´duit a` B, alors le
proble`me A est plus facile que le proble`me B, ou si l’on pre´fe`re, le proble`me B
est plus difficile que le proble`me A : voir la figure 11.2 et la figure 11.1.
De´finition 11.5 (Re´duction) Soient A et B deux proble`mes d’alphabet res-
pectifs MA et MB. Une re´duction de A vers B est une fonction f : M
∗
A →M∗B







Fig. 11.2 – Re´duction du proble`me A vers le proble`me B. Si l’on peut re´soudre
le proble`me B en temps polynomial, alors on peut re´soudre le proble`me A en
temps polynomial. Le proble`me A est donc plus facile que le proble`me B, note´
A ≤ B.
calculable en temps polynomial telle que w ∈ A ssi f(w) ∈ B. On note A ≤ B
lorsque A se re´duit a` B.
Cela se comporte comme on le souhaite : un proble`me est aussi facile (et
difficile) que lui-meˆme, et la relation “eˆtre plus facile que” est transitive. En
d’autres termes :
The´ore`me 11.1 ≤ est un pre´ordre :
1. L ≤ L ;
2. L1 ≤ L2, L2 ≤ L3 impliquent L1 ≤ L3.
De´monstration: Conside´rer la fonction identite´ comme fonction f pour le
premier point.
Pour le second point, supposons L1 ≤ L2 via la re´duction f , et L2 ≤ L3 via
la re´duction g. On a x ∈ L1 ssi g(f(x)) ∈ L2. Il suffit alors de voir que g ◦ f ,
en temps que compose´e de deux fonctions calculables en temps polynomial est
calculable en temps polynomial. 
Remarque 11.5 Il ne s’agit pas d’un ordre, puisque L1 ≤ L2, L2 ≤ L1 n’im-
plique pas L1 = L2.
Il est alors naturel d’introduire :
De´finition 11.6 Deux proble`mes L1 et L2 sont e´quivalents, note´ L1 ≡ L2, si
L1 ≤ L2 et si L2 ≤ L1.
On a alors L1 ≤ L2, L2 ≤ L1 impliquent L1 ≡ L2.
11.2.4 Application a` la comparaison de difficulte´
Intuitivement, si un proble`me est plus facile qu’un proble`me polynomial,
alors il est polynomial. Formellement.
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Proposition 11.2 (Re´duction) Si A ≤ B, et si B ∈ P alors A ∈ P.
De´monstration: Soit f une re´duction de A vers B. A est de´cide´ par la
machine de Turing qui, sur une entre´e w, calcule f(w), puis simule la machine
de Turing qui de´cide B sur l’entre´e f(w). Puisqu’on a w ∈ A si et seulement si
f(w) ∈ B, l’algorithme est correct, et fonctionne bien en temps polynomial. 
En prenant la contrapose´e de la proposition pre´ce´dente, on obtient la for-
mulation suivante qui dit que si un proble`me n’a pas d’algorithme polynomial,
et qu’il est plus facile qu’un autre, alors l’autre non plus.
Proposition 11.3 (Re´duction) Si A ≤ B, et si A 6∈ P alors B 6∈ P.
Exemple 11.9 Nous verrons que le proble`me d’un coloriage d’un graphe, de la
satisfaction du calcul propositionnel, ou de l’existence d’un chemin hamiltonien
sont e´quivalents (et e´quivalents a` tous les proble`mes NP-complets). Il y a donc
un algorithme efficace pour l’un ssi il y en a un pour l’autre.
11.2.5 Proble`mes les plus durs
Si on conside`re une classe de proble`mes, on peut introduire la notion de
proble`me le plus difficile pour la classe, i.e. maximal pour ≤. C’est la notion de
comple´tude :
De´finition 11.7 (C-comple´tude) Soit C une classe de proble`mes de de´cisions.
Un proble`me A est dit C-complet, si
1. il est dans C ;
2. tout autre proble`me B de C est tel que B ≤ A.
On dit qu’un proble`me A est C-dur s’il ve´rifie la condition 2 de la de´fini-
tion 11.7. Un proble`me A est donc C-complet s’il est C-dur et dans la classe
C.
Un proble`me C-complet est donc le plus difficile, ou un des plus difficiles, de
la classe C. Clairement, s’il y en a plusieurs, ils sont e´quivalents :
Corollaire 11.1 Soit C une classe de langages. Tous les proble`mes C-complets
sont e´quivalents.
De´monstration: Soient A et B deux proble`mes C-complets. Appliquer la condi-
tion 2 de la de´finition 11.7 en A relativement a` B ∈ C, et en B relativement a`
A ∈ C. 
11.3 La classe NP
11.3.1 La notion de ve´rificateur
Les proble`mes k-COLORABILITE, SAT et CIRCUIT HAMILTONIEN e´vo-
que´s pre´ce´demment ont un point commun : s’il n’est pas clair, qu’ils admettent
un algorithme polynomial, il est clair qu’ils admettent un ve´rificateur polyno-
mial.
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De´finition 11.8 (Ve´rificateur) Un ve´rificateur pour un proble`me A est un
algorithme V tel que
A = {w|V accepte 〈w, u〉 pour un certain mot u}.
Le ve´rificateur est polynomial si V se de´cide en temps polynomial en la
longueur de w. On dit qu’un langage est polynomialement ve´rifiable s’il admet
un ve´rificateur polynomial.
Remarque 11.6 Remarquons que l’on peut toujours se restreindre aux certifi-
cats de longueur polynomiale en la longueur de w, puisqu’en temps polynomial
en la longueur de w l’algorithme V ne pourra pas lire plus qu’un nombre poly-
nomial de symboles du certificat.
Le mot u est alors appele´ un certificat (parfois aussi une preuve) pour w.
Autrement dit, un ve´rificateur utilise une information en plus, a` savoir u pour
ve´rifier que w est dans A.
Exemple 11.10 Un certificat pour le proble`me k-COLORABILITE est la don-
ne´e des couleurs pour chaque sommet.
Nous ne donnerons pas toujours autant de de´tails, mais voici la justification :
en effet, un graphe G est dans k-COLORABILITE si et seulement si on peut
trouver un mot u qui code des couleurs pour chaque sommet tel que ces couleurs
donnent un coloriage correct : l’algorithme V , i.e. le ve´rificateur, se contente,
e´tant donne´ 〈G, u〉 de ve´rifier que le coloriage est correct, ce qui se fait bien en
temps polynomial en la taille du graphe.
Exemple 11.11 Un certificat pour le proble`me SAT est la donne´e d’une valeur
x1, · · · , xn ∈ {0, 1} pour chacune des variables de la formule F : le ve´rificateur,
qui se contente de ve´rifier que ces valeurs satisfont la formule F , peut bien se
re´aliser en temps polynomial en la taille de la formule.
Exemple 11.12 Un certificat pour le proble`me CIRCUIT HAMILTONIEN est
la donne´e d’un circuit. Le ve´rificateur se contente de ve´rifier que le circuit est
hamiltonien, ce qui se fait bien en temps polynomial.
Cela nous ame`ne a` la de´finition suivante :
De´finition 11.9 NP est la classe des proble`mes (langages) qui posse`dent un
ve´rificateur polynomial.
Cette classe est importante car elle s’ave`re contenir un nombre incroyable
de proble`mes d’inte´reˆt pratique. Elle contient k-COLORABILITE, SAT et CIR-
CUIT HAMILTONIENmais aussi beaucoup d’autres proble`mes : voir par exemple
tout le chapitre qui suit.
Par construction, on a (car le mot vide est par exemple un certificat pour
tout proble`me de P) :
Proposition 11.4 P ⊆ NP.




Fig. 11.3 – Une des deux possibilite´s est correcte.
11.3.2 La question P = NP ?
Clairement, on a soit P = NP soit P ( NP : voir la figure 11.3.
La question de savoir si ces deux classes sont e´gales ou distinctes est d’un
enjeu impressionnant. D’une part parce que c’est l’une des questions (voir la
question) non re´solue la plus ce´le`bre de l’informatique the´orique et des mathe´-
matiques qui de´fie les chercheurs depuis plus de 40 ans : elle a e´te´ place´e parmi
la liste des questions les plus importantes pour les mathe´matiques et l’informa-
tique pour le mille´naire en 2000. Le Clay Mathematics Institute offre 1, 000, 000
de dollars a` qui de´terminerait la re´ponse a` cette question.
Surtout, si P = NP, alors tous les proble`mes ve´rifiables polynomialement
seraient de´cidables en temps polynomial. La plupart des personnes pensent que
ces deux classes sont distinctes car il y a un tre`s grand nombre de proble`mes
pour lesquels on n’arrive pas a` produire d’algorithme polynomiaux depuis plus
de 40 ans.
Elle a aussi un enjeu e´conomique impressionnant puisque de nombreux sys-
te`mes, comme les syste`mes de cryptographie actuels sont base´s sur l’hypothe`se
que ces deux classes sont distinctes : si ce n’e´tait pas le cas, de nombreuses
conside´rations sur ces syste`mes s’effondreraient, et de nombreuses techniques de
cryptage devraient eˆtre revues.
11.3.3 Temps non de´terministe polynomial
Faisons avant une petite parenthe`se sur la terminologie : le “N” dans NP
vient de non de´terministe (et pas de non, ou not comme souvent beaucoup le
croient), en raison du re´sultat suivant :
The´ore`me 11.2 Un proble`me est dans NP si et seulement s’il est de´cide´ par
une machine de Turing non de´terministe en temps polynomial.
Rappelons que nous avons introduit les machines de Turing non de´termi-
nistes dans le chapitre 7. On dit qu’un langage L ⊂ Σ∗ est de´cide´ par la machine
non de´terministe M en temps polynomial si M de´cide L et M prend un temps
borne´ par O(t(n)) : il y a des entiers n0, c, et k tels que pour tout mot w de
taille suffisamment grande, i.e. |w| ≥ n0, et pour tout mot w, si on note n = |w|
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sa longueur, pour w ∈ L, M admet un calcul qui accepte en utilisant moins de
c ∗ nk e´tapes, et pour w 6∈ L, tous les calculs de M me`nent a` une configuration
de refus en moins de c ∗ nk e´tapes.
De´monstration: Conside´rons un proble`me A de NP. Soit V le ve´rificateur
associe´, qui fonctionne en temps polynomial p(n). On construit une machine
de Turing M non de´terministe qui, sur un mot w, va produire de fac¸on non
de´terministe un mot u de longueur p(n) puis simuler V sur 〈w, u〉 : si V accepte,
alors M accepte. Si V refuse, alors M refuse. La machine M de´cide A.
Re´ciproquement, soit A un proble`me de´cide´ par une machine de Turing non
de´terministe M en temps polynomial p(n). Comme dans la preuve de la propo-
sition 7.3 dans le chapitre 8, on peut affirmer que le degre´ de non de´terminisme
de la machine est borne´, et qu’il vaut un certain entier r, et que les suites des
choix non de´terministes re´alise´es par la machine M jusqu’au temps t se codent
par une suite de longueur t d’entiers entre 1 a` (au plus) r.
Par conse´quent, une suite d’entiers de longueur p(n) entre 1 et r est un cer-
tificat valide pour un mot w : e´tant donne´ w et un mot u codant une telle suite,
un ve´rificateur V peut facilement ve´rifier en temps polynomial si la machine M
accepte w avec ces choix non de´terministes. 
Plus ge´ne´ralement, on de´finit :
De´finition 11.10 (TIME(t(n))) Soit t : N → N une fonction. On de´finit la
classe NTIME(t(n)) comme la classe des proble`mes (langages) de´cide´s par une








Il s’ave`re que la classe NP posse`de une multitude de proble`mes complets : le
prochain chapitre en pre´sente toute une liste.
La difficulte´ est d’arriver a` en produire un premier. C’est l’objet du the´ore`me
de Cook et Levin.
The´ore`me 11.3 (Cook-Levin) Le proble`me SAT est NP-complet.
Nous prouverons ce the´ore`me dans la section qui suit.
Commenc¸ons par reformuler ce que cela signifie.
Corollaire 11.3 P = NP si et seulement si SAT∈ P.
De´monstration: Puisque SAT est dans NP, si P = NP, alors SAT∈ P.
Re´ciproquement, puisque SAT est complet, pour tout proble`me B ∈ NP,
B ≤ SAT et donc B ∈ P si SAT ∈ P par la proposition 11.2. 
Ce que nous venons de faire est vrai pour n’importe quel proble`me NP-
complet.
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The´ore`me 11.4 Soit A un proble`me NP-complet.
P = NP si et seulement si A ∈ P.
De´monstration: Puisque A est complet il est dans NP, et donc si P = NP,
alors A ∈ P. Re´ciproquement, puisque A est NP-dur, pour tout proble`me B ∈
NP, B ≤ A et donc B ∈ P si A ∈ P par la proposition 11.2. 
Remarque 11.7 On voit donc tout l’enjeu de produire des proble`mes NP-
complets pour la question de prouver P 6= NP : tenter de produire un proble`me
pour lequel on arriverait a` prouver qu’il n’existe pas d’algorithme polynomial. A
ce jour, aucun des centaines, voir des milliers de proble`mes NP-complets connus
n’ont permis cependant de prouver que P 6= NP.
Remarque 11.8 Rappelons nous que tous les proble`mes complets sont e´quiva-
lents en difficulte´ par le corollaire 11.1.
11.3.5 Me´thode pour prouver la NP-comple´tude
La NP-comple´tude d’un proble`me s’obtient dans la quasi-totalite´ des cas de
la fac¸on suivante :
The´ore`me 11.5 Pour prouver la NP -comple´tude d’un proble`me A, il suffit :
1. de prouver qu’il est dans NP ;
2. et de prouver que B ≤ A pour un proble`me B que l’on sait de´ja` NP-
complet.
De´monstration: En effet, le point 1. permet de garantir que B ∈ NP, et le
point 2. de garantir que pour tout proble`me C ∈ NP on a C ≤ A : en effet, par
la NP-comple´tude de B on a C ≤ B, et puisque B ≤ A, on obtient C ≤ A. 
Remarque 11.9 Attention, la NP-comple´tude d’un proble`me A s’obtient en
prouvant qu’il est plus difficile qu’un autre proble`me NP-complet, et pas le
contraire. C’est une erreur fre´quente dans les raisonnements.
Le chapitre suivant est consacre´ a` de multiples applications de cette strate´gie
pour diffe´rents proble`mes.
11.3.6 Preuve du the´ore`me de Cook-Levin
Nous ne pouvons pas appliquer la me´thode pre´ce´dente pour prouver la NP-
comple´tude de SAT, car nous ne connaissons pas encore aucun proble`me NP-
complet.
Il nous faut donc faire une preuve autrement, en revenant a` la de´finition de
la NP-comple´tude : il faut prouver d’une part que SAT est dans NP, et d’autre
part que tout proble`me A de NP ve´rifie A ≤ SAT.
Le fait que SAT est dans NP a de´ja` e´te´ e´tabli : voir l’exemple 11.11.




Fig. 11.4 – Situation avec l’hypothe`se P 6= NP.
Conside´rons un proble`me A de NP, et un ve´rificateur V associe´. L’ide´e (qui
a certaines similarite´s avec les constructions du chapitre 9) est, e´tant donne´ un
mot w, de construire une formule propositionnelle γ = γ(u) qui code l’existence
d’un calcul accepteur de V sur 〈w, u〉 pour un certificat u.
On va en fait construire une se´rie de formules dont le point culminant
sera la formule γ = γ(u) qui codera l’existence d’une suite de configurations
C0, C1, · · · , Ct de M telle que :
– C0 est la configuration initiale de V sur 〈w, u〉 ;
– Ci+1 est la configuration successeur de Ci, selon la fonction de transition
δ de la machine de Turing V , pour i < t ;
– Ct est une configuration acceptante.
En d’autres termes, l’existence d’un diagramme espace-temps valide correspon-
dant a` un calcul de V sur 〈w, u〉.
En observant que la formule propositionnelle obtenue γ reste de taille poly-
nomiale en la taille de w, et peut bien s’obtenir par un algorithme polynomial a`
partir de w, on aura prouve´ le the´ore`me : en effet, on aura w ∈ L si et seulement
s’il existe u qui satisfait γ(u), c’est-a`-dire A ≤ SAT via la fonction f qui a` w
associe γ(u).
Il ne reste plus qu’a` donner les de´tails fastidieux de la construction de la
formule γ(u). Par hypothe`se, V fonctionne en temps polynomial p(n) en la
taille n de w. En ce temps la`, V ne peut pas de´placer sa teˆte de lecture de
plus de p(n) cases vers la droite, ou de p(n) cases vers la gauche. On peut donc
se restreindre a` conside´rer un sous-rectangle de taille (2 ∗ p(n) + 1) × p(n) du
diagramme espace-temps du calcul de V sur 〈w, u〉 : voir la figure 11.5.
Les cases du tableau T [i, j] correspondant au diagramme espace temps sont
des e´le´ments de l’ensemble fini C = Γ ∪ Q. Pour chaque 1 ≤ i ≤ p(n) et
1 ≤ j ≤ 2∗p(n)+1 et pour chaque s ∈ C, on de´finit une variable propositionnelle
xi,j,s. Si xi,j,s vaut 1, cela signifie que la case T [i, j] du tableau contient s.
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2 ∗ p(n) + 1
p(n)
Fig. 11.5 – Un tableau (2p(n) + 1) × p(n) codant le diagramme espace-temps
du calcul de V sur 〈w, u〉.
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La formule Γ est la conjonction de 4 formules CELL ∧ START ∧MOVE ∧
HALT.























de´signe l’ite´ration des symboles ∧ et ∨ correspondant.
Par exemple,
∨
s∈C xi,j,s est un raccourci pour la formule xi,j,s1 ∨ · · · ∨ xi,j,sl si
C = {s1, · · · , sl}.
Si on note le mot e1e2 · · · em le mot 〈w, u〉, la formule START permet de
garantir que la premie`re ligne correspond bien a` la configuration initiale du
calcul de V sur 〈w, u〉.
START = x1,1,B ∨ x1,2,B ∨ · · · ∨ x1,p(n)+1,q0 ∨ x1,p(n)+2,e1 ∨ · · · ∨ x1,p(n)+m+1,em
∨x1,p(n)+m+2,B ∨ · · · ∨ x1,2p(n)+1,B.






Enfin la formule MOVE e´crit que tous les sous-rectangles 3 × 2 du tableau





ou` LEGALi,j est une formule propositionnelle qui exprime que le sous-





ou` WINDOW est l’ensemble des 6-uplets (a, b, c, d, e, f) tels que si trois e´le´ments
de Σ repre´sente´s respectivement par a, b et c apparaissent conse´cutivement dans
une configuration Ci, et si d, e, f apparaissent conse´cutivement aux meˆmes em-
placements dans la configuration Ci+1, alors cela est cohe´rent avec la fonction
de transition δ de la machine de Turing M .
Ceci termine la preuve, si l’on ajoute que chacune de ces formules sont faciles
a` e´crire (et donc produisibles facilement en temps polynomial a` partir de w), et
qu’elles restent bien de taille polynomiale en la taille de w.
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11.4 Quelques autres re´sultats de la the´orie de
la complexite´
Commenc¸ons par une remarque a` propos de l’hypothe`se que nous avons faite
sur le fait de restreindre notre discussion aux proble`mes de de´cision.
11.4.1 De´cision vs Construction
Nous avons parle´ jusque-la` uniquement de proble`mes de de´cision, c’est-a`-dire
dont la re´ponse est soit vraie ou soit fausse (par exemple : “e´tant donne´e une
formule F , de´cider si la formule F est satisfiable”) en opposition aux proble`mes
qui consisterait a` produire un objet avec une proprie´te´ (par exemple : e´tant
donne´ une formule F , produire une affectation des variables qui la satisfait s’il
en existe une).
Clairement, produire une solution est plus difficile que de savoir s’il en existe
une, et donc si P 6= NP, aucun de ces deux proble`mes n’admet une solution, et
ce pour tout proble`me NP-complet.
Cependant, si P = NP, il s’ave`re que alors on sait aussi produire une solu-
tion :
The´ore`me 11.6 Supposons que P = NP. Soit L un proble`me de NP et V un
ve´rificateur associe´. On peut construire une machine de Turing qui sur toute
entre´e w ∈ L produit en temps polynomial un certificat u pour w pour le ve´rifi-
cateur V .
De´monstration: Commenc¸ons par le prouver pour L correspondant au pro-
ble`me de la satisfaction de formules (proble`me SAT). Supposons P = NP : on
peut donc tester si une formule propositionnelle F a` n variables est satisfiable ou
non en temps polynomial. Si elle est satisfiable, alors on peut fixer sa premie`re
variable a` 0, et tester si la formule obtenue F0 est satisfiable. Si elle l’est, alors
on e´crit 0 et on recommence re´cursivement avec cette formule F0 a` n − 1 va-
riables. Sinon, ne´cessairement tout certificat doit avoir sa premie`re variable a` 1,
on e´crit 1, et on recommence re´cursivement avec la formule F1 dont la premie`re
variable est fixe´e a` 1, qui posse`de n− 1 variables. Puisqu’il est facile de ve´rifier
si une formule sans variable est satisfiable, par cette me´thode, on aura e´crit un
certificat.
Maintenant si L est un langage quelconque de NP, on peut utiliser le fait
que la re´duction produite par la preuve du the´ore`me de Cook-Levin est en fait
une re´duction de Levin : non seulement on a w ∈ L si et seulement si f(w)
est une formule satisfiable, mais on peut aussi retrouver un certificat pour w a`
partir d’un certificat de la satisfiabilite´ de la formule f(w). On peut donc utiliser
l’algorithme pre´ce´dent pour retrouver un certificat pour L. 
En fait, on vient d’utiliser le fait que le proble`me de la satisfiabilite´ d’une
formule est auto-re´ductible a` des instances de tailles infe´rieures.
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11.4.2 The´ore`mes de hie´rarchie
On dit qu’une fonction f(n) ≥ n log(n) est constructible en temps, si la
fonction qui envoie 1n sur la repre´sentation binaire de 1f(n) est calculable en
temps O(f(n)).
La plupart des fonctions usuelles sont constructibles en temps, et en pratique
ce n’est pas vraiment une restriction.
Remarque 11.10 Par exemple, n
√
n est constructible en temps : sur l’entre´e
1n, on commence par compter le nombre de 1 en binaire : on peut utiliser
pour cela un compteur, qui reste de taille log(n), que l’on incre´mente : cela se
fait donc en temps O(n log(n)) puisqu’on utilise au plus O(log(n)) e´tapes pour
chaque lettre du mot en entre´e. On peut alors calculer ⌊n√n⌋ en binaire a` partir
de la repre´sentation de n. N’importe quelle me´thode pour faire cela fonctionne
en temps O(n log(n)), puisque la taille des nombres implique´s est O(log(n)).
The´ore`me 11.7 (The´ore`me de hie´rarchie) Pour toute fonction f : N→ N
constructible en temps, il existe un langage L qui est de´cidable en temps O(f(n))
mais pas en temps o(f(n)).
De´monstration: Il s’agit d’une ge´ne´ralisation de l’ide´e de la preuve du
the´ore`me 13.15 du chapitre suivant : nous invitons notre lecteur a` commencer
par cette dernie`re preuve.
Nous prouverons une version plus faible que l’e´nonce´ plus haut. Soit f : N→
N une fonction constructible en temps.
On conside`re le langage (tre`s artificiel) L qui est de´cide´ par la machine de
Turing B suivante :
– sur une entre´e w de taille n, B calcule f(n) et me´morise 〈f(n)〉 le codage
en binaire de f(n) dans un compteur binaire c ;
– Si w n’est pas de la forme 〈A〉10∗, pour un certaine machine de Turing A,
alors la machine de Turing B refuse.
– Sinon, B simule A sur le mot w pendant f(n) e´tapes pour de´terminer si
A accepte en un temps infe´rieur a` f(n) :
– si A accepte en ce temps, alors B refuse ;
– sinon B accepte.
Autrement dit B simule A sur w, e´tape par e´tape, et de´cre´mente le compteur
c a` chaque e´tape. Si ce compteur c atteint 0 ou si A refuse, alors B accepte.
Sinon, B refuse.
Par l’existence d’une machine de Turing universelle, il existe des entiers k et
d tels que L soit de´cide´ en temps d× f(n)k.
Supposons que L soit de´cide´ par une machine de Turing A en temps g(n)
avec g(n)k = o(f(n)). Il doit exister un entier n0 tel que pour n ≥ n0, on ait
d× g(n)k < f(n).
Par conse´quent, la simulation par B de A sera bien comple`te sur une entre´e
de longueur n0 ou plus.
Conside´rons ce qui se passe lorsque B est lance´ sur l’entre´e 〈A〉10n0 . Puisque
cette entre´e est de taille plus grande que n0, B re´pond l’inverse de la machine de
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Turing A sur la meˆme entre´e. Donc B et A ne de´cident pas le meˆme langage, et
donc la machine de Turing A ne de´cide pas L, ce qui me`ne a` une contradiction.
Par conse´quent L n’est pas de´cidable en temps g(n) pour toute fonction g(n)
avec g(n)k = o(f(n)).
Le the´ore`me est une ge´ne´ralisation de cette ide´e. Le facteur log vient de la
construction d’une machine de Turing universelle nettement plus efficace que
ceux conside´re´s dans ce document, introduisant seulement un ralentissement
logarithmique en temps. 
Autrement dit :
The´ore`me 11.8 (The´ore`me de hie´rarchie) Soient f, f ′ : N → N des fonc-
tions constructibles en temps telles que f(n) log(f(n)) = o(f ′(n)). Alors l’inclu-
sion TIME(f) ⊂ TIME(f ′) est stricte.
On obtient par exemple :










Corollaire 11.5 P ( EXPTIME.
De´monstration: Tout polynoˆme devient ultimement ne´gligeable devant
2n, et donc P est un sous-ensemble de TIME(2n). Maintenant TIME(2n), qui
contient tout P est un sous-ensemble strict de, par exemple, TIME(2n
3
), qui est
inclus dans EXPTIME. 















On sait prouver le re´sultat suivant (et ce n’est pas vraiment difficile) :
The´ore`me 11.9 Si EXPTIME 6= NEXPTIME alors P 6= NP.
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11.5 Que signifie la question P = NP ?
Nous faisons une digression autour de la signification de cette question en
lien avec la the´orie de la preuve, et les autres chapitres du document.
On peut voir NP comme classe des langages tel qu’en tester l’appartenance
revient a` de´terminer s’il existe un certificat court (polynomial). On peut relier
cela a` l’existence d’une preuve en mathe´matiques. En effet, dans son principe
meˆme, la de´duction mathe´matique consiste a` produire des the´ore`mes a` partir
d’axiomes.
On s’attend a` ce que la validite´ d’une preuve soit facile a` ve´rifier : il suffit
de ve´rifier que chaque ligne de la preuve soit bien la conse´quence des lignes
pre´ce´dentes, dans le syste`me de preuve. En fait, dans la plupart des syste`mes de
preuves axiomatiques (par exemple dans tous les syste`mes de preuve que nous
avons vu) cette ve´rification se fait en un temps qui est polynomial en la longueur
de la preuve.
Autrement dit, le proble`me de de´cision suivant est NP pour chacun des
syste`mes de preuve axiomatiques usuels A, et en particulier pour celui A que
nous avons vu pour le calcul des pre´dicats.
THEOREMS = {〈φ,1n〉|φ posse`de une preuve de longueur ≤ n
dans le syste`me A}.
Nous laisserons a` notre lecteur l’exercice suivant :
Exercice 11.1 La the´orie des ensembles de Zermelo-Fraenkel est un des sys-
te`mes axiomatiques permettant d’axiomatiser les mathe´matiques avec une des-
cription finie. (Meˆme sans connaˆıtre tous les de´tails de la the´orie des ensembles
de Zermelo-Fraenkel) argumenter a` un haut niveau que le proble`me THEOREMS
est NP-complet pour la the´orie des ensembles de Zermelo-Fraenkel.
Indice : la satisfiabilite´ d’un circuit boole´en est un e´nonce´.
Autrement dit, en vertu du the´ore`me 11.6, la question P = NP est celle (qui
a e´te´ pose´e par Kurt Go¨del) de savoir s’il existe une machine de Turing qui
soit capable de produire la preuve mathe´matique de tout e´nonce´ φ en un temps
polynomial en la longueur de la preuve.
Cela semble t’il raisonnable ?
Que signifie la question NP = coNP ? Rappelons que coNP est la classe
des langages dont le comple´mentaire est dans NP. La question NP = coNP,
est relie´e a` l’existence de preuve courte (de certificats) pour des e´nonce´s qui
ne semblent pas en avoir : par exemple, il est facile de prouver qu’une formule
propositionnelle est satisfiable (on produit une valuation de ses entre´es, que l’on
peut coder dans une preuve qui dit qu’en propageant les entre´es vers les sorties,
le circuit re´pond 1). Par contre, dans le cas ge´ne´ral, il n’est pas facile d’e´crire
une preuve courte qu’une formule propositionnelle donne´e est non satisfiable.
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Si NP = coNP, il doit toujours en exister une : la question est donc relie´e
a` l’existence d’un autre moyen de prouver la non satisfiabilite´ d’une formule
propositionnelle, que les me´thodes usuelles.
On peut reformuler l’e´quivalent pour chacun des proble`mes NP-complets
e´voque´s.
11.6 Notes bibliographiques
Lectures conseille´es Pour aller plus loin sur les notions e´voque´es dans ce
chapitre, nous sugge´rons la lecture de [Sipser, 1997], [Papadimitriou, 1994] et
de [Lassaigne and de Rougemont, 2004].
Un ouvrage de re´fe´rence et contenant les derniers re´sultats du domaine est
[Arora and Barak, 2009].
Bibliographie Ce chapitre contient des re´sultats standards en complexite´.
Nous nous sommes essentiellement inspire´s de leur pre´sentation dans les ou-
vrages [Sipser, 1997], [Poizat, 1995], [Papadimitriou, 1994]. La dernie`re partie




Maintenant que nous connaissons la NP-comple´tude d’au moins un proble`me
(SAT), nous allons montrer qu’un tre`s grand nombre de proble`mes sont NP-
complets.
Le livre [Garey and Johnson, 1979] en recensait plus de 300 en 1979. Nous
n’avons pas l’ambition d’en pre´senter autant, mais d’en pre´senter quelques un, de
fac¸on a` de´crire quelques proble`mes NP-complets ce´le`bres, et a` montrer quelques
preuves de NP-comple´tude.
12.1 Quelques proble`mes NP-complets
12.1.1 Autour de SAT
De´finition 12.1 (3-SAT)
Donne´e: Un ensemble de variables {x1, · · · , xn} et une formule F = C1 ∧
C2 · · · ∧ Cℓ avec Ci = yi,1 ∨ yi,2 ∨ yi,3, ou` pour tout i, j, yi,j est soit xk,
soit ¬xk pour l’un des xk.
Re´ponse: De´cider si F est satisfiable : c’est-a`-dire de´cider s’il existe x1, · · · , xn ∈
{0, 1} tel que F s’e´value en vraie pour cette valeur de ses variables x1, · · · , xn.
The´ore`me 12.1 Le proble`me 3-SAT est NP-complet.
De´monstration: Notons tout d’abord que 3− SAT est bien dans NP. En ef-
fet, la donne´e d’une affectation de valeurs de ve´rite´ aux variables constitue un
certificat ve´rifiable en temps polynomial.
On va re´duire SAT a` 3− SAT. Soit F une formule SAT. Soit C une clause
de F , par exemple C = x ∨ y ∨ z ∨ u ∨ v ∨ w ∨ t. On introduit de nouvelles
variables a, b, c, d associe´es a` cette clause, et on remplace C par la formule
(x ∨ y ∨ a) ∧ (¬a ∨ z ∨ b) ∧ (¬b ∨ u ∨ c) ∧ (¬c ∨ v ∨ d) ∧ (¬d ∨ w ∨ t).
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Il est facile de ve´rifier qu’une assignation de x, y, z peut eˆtre comple´te´e par
une assignation de a, b, c, d de fac¸on a` rendre cette formule vraie si et seulement
si C est vraie. En appliquant cette construction a` toutes les clauses de F et en
prenant la conjonction des formules ainsi produites, on obtient ainsi une formule
3− SAT dont la satisfaction de F ′ e´quivalente a` celle de F .
Le temps de calcul se re´duit a` e´crire les clauses, dont la longueur est poly-
nomiale. Par conse´quent, l’ensemble du processus de re´duction se re´alise donc
bien en temps polynomial, et on a prouve´, a` partir de SAT que 3− SAT est
NP-complet. 
De´finition 12.2 (NAESAT)
Donne´e: Un ensemble de variables {x1, · · · , xn} et un ensemble de clauses
yi,1 ∨ · · · ∨ yi,ki , ou` pour tout i, j, yi,j est soit xk, soit ¬xk pour l’un des
xk.
Re´ponse: De´cider s’il existe une affectation des variables xi ∈ {0, 1} de
telle sorte que chaque clause contienne au moins un litte´ral vrai et au
moins un litte´ral faux (c’est-a`-dire, pour tout i, il y a un j et un k avec
yi,j = 1 et yi,k = 0).
The´ore`me 12.2 Le proble`me NAESAT est NP-complet.
De´monstration: Le proble`me est dans NP car la donne´e d’une affectation
des variables est un certificat valide ve´rifiable aise´ment en temps polynomial.
On va re´duire SAT a` NAESAT. Soit F une formule de SAT sur les variables
{x1, · · · , xn}. On ajoute une unique variable distincte z et on forme les clauses
pour NAESAT en remplac¸ant chaque clause Ci = yi,1 ∨ · · · ∨ yi,k de F en
C ′i = yi,1 ∨ · · · ∨ yi,k ∨ z.
Cette transformation se re´alise bien en temps polynomial.
Si l’instance donne´e de SAT est satisfiable, la meˆme affectation des variables
tout en fixant pour z la valeur 0 fournit une affectation valide pour NAESAT.
Re´ciproquement, supposons que l’instance construite de NAESAT soit satis-
faisable. Si la valeur de ve´rite´ de z dans l’affectation correspondante est 0, alors
les valeurs des variables xi dans l’affectation donnent une affectation valide pour
la formule F d’origine (pour l’instance de SAT ). Si au contraire z vaut 1, on
change toutes les valeurs de toutes les variables dans l’affectation. L’affectation
reste valide pour NAESAT car au moins un litte´ral par clause dans l’affectation
initial valait 0 dans l’affectation initiale, et vaut donc maintenant 1, tandis que
z vaut 0. On a donc construit une affectation dans laquelle z vaut 0, et en vertu
du cas pre´ce´dent l’instance de SAT initiale est satisfaisable.
On a donc bien prouve´ l’e´quivalence entre satisfaisabilite´ de F et l’instance
correspondante pour NAESAT. Donc NAESAT < est NP-complet. 
En utilisant la meˆme re´duction sur 3SAT, on prouve que NAE4SAT est
NP-complet. On va utiliser cette remarque pour prouver :
Corollaire 12.1 NAE3SATest NP-complet.
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De´monstration: On va re´duire NAE4SAT a` NAE3SAT. Soit C = x∨y∨z∨t
une clause a` 4 litte´raux. On introduit une nouvelle variable uC , et on forme les
deux clauses C1 = x ∨ y ∨ ¬uC et C2 = z ∨ t ∨ uC . En faisant ainsi pour toutes
les clauses, on construit une instance F ′ de NAE3SAT en temps polynomial.
Supposons que F ′ soit une instance positive de NAE3SAT, et conside´rons
l’affectation des valeurs de ve´rite´ correspondante. Si uC = 0, alors x ou y est 0,
et z ou t est 1, donc x∨ y ∨ z ∨ t a au moins un litte´ral 1 et au moins un litte´ral
0 ; de meˆme, si uC = 1 ; donc F est une instance positive de de NAE4SAT.
Inversement, si F est une instance positive de NAE4SAT, conside´rons l’af-
fectation de valeurs de ve´rite´ correspondante. Dans x ∨ y ∨ z ∨ t, si x et y sont
tous deux a` 1, on affecte uC a` 1 ; sinon si x et y sont tous les deux a` 0, on
affecte uC a` 0 ; sinon, on affecte a` uC la valeur de ve´rite´ ade´quate pour la clause
uC ∨ z ∨ t. Cela produit une assignation de´montrant que F ′ est une instance
positive de NAE3SAT.
La` encore la re´duction est polynomiale, et NAE3SAT est dans NP de fac¸on
triviale. 
12.1.2 Autour de STABLE
De´finition 12.3 (STABLE)
Donne´e: Un graphe G = (V,E) non-oriente´ et un entier k.
Re´ponse: De´cider s’il existe V ′ ⊂ V , avec |V ′| = k, tel que u, v ∈ V ′ ⇒
(u, v) 6∈ E.
The´ore`me 12.3 Le proble`me STABLE est NP-complet.
De´monstration: STABLE est bien dans NP, car la donne´e de V ′ est un
certificat facilement ve´rifiable en temps polynomial.
On va re´duire le proble`me 3− SAT a` STABLE, c’est-a`-dire, e´tant donne´
une formule F du type 3− SAT, construire en temps polynomial un graphe G,
de sorte que l’existence d’un stable dans G soit e´quivalente a` l’existence d’une
affectation de valeurs de ve´rite´ qui satisfait F .
Soit F =
∧
1≤j≤k(x1j∨x2j∨x3j). On construit un grapheG avec 3k sommets,
un pour chaque occurrence d’un litte´ral dans une clause.
– Pour chaque variable xi de 3− SAT, G posse`de une areˆte entre chaque
sommet associe´ a` un litte´ral xi et chaque sommet associe´ a` un litte´ral ¬xi
(ainsi un stable de G correspond a` une affectation de valeurs de ve´rite´ a`
une partie des variables) ;
– Pour chaque clause C, on associe un triangle : par exemple pour une
clause de F de la forme C = (x1 ∨ ¬x2 ∨ x3), alors G posse`de les areˆtes
(x1,¬x2), (¬x2, x3), (x3, x1) (ainsi un stable de G contient au plus un des
trois sommets associe´s a` la clause C).
Soit k le nombre de clauses dans F . On de´montre que F est satisfiable si et
seulement si G posse`de un stable de taille k.
En effet, si F est satisfiable, on conside`re une assignation des variables sa-
tisfaisant F . Pour chaque clause C de F , on choisit yC un litte´ral de C rendu
vrai par l’assignation : cela de´finit k sommets formant un stable de G.
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Re´ciproquement, siG a un stable de taille k, alors il a ne´cessairement un som-
met dans chaque triangle. Ce sommet correspond a` un litte´ral rendant la clause
associe´e vraie, et forme une assignation des variables cohe´rente par construction
des areˆtes.
La re´duction est clairement polynomiale. 
Deux proble`mes classiques sont relie´s a` STABLE.
De´finition 12.4 (CLIQUE)
Donne´e: Un graphe G = (V,E) non-oriente´ et un entier k.
Re´ponse: De´cider s’il existe V ′ ⊂ V , avec |V ′| = k, tel que u, v ∈ V ′ ⇒
(u, v) ∈ E.
The´ore`me 12.4 Le proble`me CLIQUE est NP-complet.
De´monstration: La re´duction a` partir de STABLE consiste a` passer au
comple´mentaire sur les areˆtes. En effet, il suffit de prouver qu’un graphe G =
(V,E) a un stable de taille k si et seulement si son graphe comple´mentaire
G = (V,E) (ou` E = {(u, v)|(u, v) /∈ E}) a une clique de taille k. 
De´finition 12.5 (RECOUVREMENT DE SOMMETS)
Donne´e: Un graphe G = (V,E) non-oriente´ et un entier k.
Re´ponse: De´cider s’il existe V ′ ⊂ V , avec |V ′| ≤ k, tel que toute areˆte de
G ait au moins une extre´mite´ dans V ′.
The´ore`me 12.5 Le proble`me RECOUVREMENT DE SOMMETS est NP-complet.
De´monstration: La re´duction a` partir de STABLE consiste a` passer au
comple´mentaire sur les sommets. 
De´finition 12.6 (COUPURE MAXIMALE)
Donne´e: Un graphe G = (V,E) non-oriente´ et un entier k.
Re´ponse: De´cider s’il existe une partition V = V1 ∪ V2 telle que le nombre
d’areˆtes entre V1 et V2 soit au moins k.
The´ore`me 12.6 Le proble`me COUPURE MAXIMALE est NP-complet.
De´monstration: On re´duit NAE3SAT a` COUPURE MAXIMALE. Suppo-
sons donc donne´e une instance de NAE3SAT, dans laquelle on peut supposer
sans perte de ge´ne´ralite´ qu’une clause ne contient pas simultane´ment une va-
riable et son comple´mentaire. Quitte a` remplacer u∨v par ((u∨v∨w)∧ (u∨v∨
¬w)), on peut aussi supposer que chaque clause contient exactement 3 litte´raux
(si une clause contient un seul litte´ral, la formule n’est pas satisfiable). Enfin,
si l’on a deux clauses (u ∨ v ∨ w) et (u ∨ v ∨ z), on peut, en introduisant deux
variables t1 et t2 et en proce´dant comme pour re´duire NAE4SATa` NAE3SAT,
re´e´crire ces deux clauses comme (u ∨ t1 ∨ t2) ∧ (v ∨ w ∨ ¬t1) ∧ (v ∨ z ∨ ¬t2).
Bref, on peut donc supposer que deux clauses donne´es ont au plus une variable
en commun.
On note x1, · · · , xn les variables de la formule F .
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On va construire un graphe G = (V,E) de la fac¸on suivante : G posse`de
2n sommets ou` pour chaque variable u de F , correspondent deux sommets u et
¬u. G posse`de une areˆte entre chaque couple de sommets (u, v) tels que u et v
apparaissent dans la meˆme clause, et une areˆte entre les sommets u et ¬u pour
toute variable u.
Les re´ductions dans le premier paragraphe de la preuve permettent de voir
qu’a` chaque clause correspond un triangle et que deux de ces triangles ont des
areˆtes distinctes.
Si on note n le nombre de variables, et m le nombre de clauses, le graphe G
a donc 2n sommets et 3m + n areˆtes. Il est alors facile de voir que le nombre
d’areˆtes dans une coupure correspondant a` une affectation NAE3SAT valide est
2m + n : l’areˆte entre u et ¬u pour chaque variable u, et deux des areˆtes du
triangle uvw pour chaque clause u ∨ v ∨ w.
Inversement, toute coupure de G a au plus (2m+n) areˆtes, car une coupure
ne peut inclure que deux areˆtes par triangle associe´ a` une clause. Par conse´quent,
une coupure de valeur 2m+n fournit imme´diatement une affectation NAE3SAT
valide.
En d’autres termes, re´soudre l’instance de NAE3SAT revient a` re´soudre
COUPURE MAXIMALE sur (G, 2m+ n).
La re´duction e´tant polynomiale, et puisque COUPUREMAXIMALE est
dans NP car la donne´e de V1 est un certificat valide ve´rifiable en temps po-
lynomial. 
12.1.3 Autour de CIRCUIT HAMILTONIEN
Le proble`me CIRCUIT HAMILTONIEN est souvent a` la base de proprie´te´s
lie´es aux chemins dans les graphes (nous reprenons la de´finition de ce proble`me,
meˆme s’il a de´ja` e´te´ de´fini dans le chapitre pre´ce´dent).
De´finition 12.7 (CIRCUIT HAMILTONIEN)
Donne´e: Un graphe G = (V,E) (non-oriente´).
Re´ponse: De´cider s’il existe un circuit hamiltonien, c’est-a`-dire un chemin
de G passant une fois et une seule par chacun des sommets et revenant a`
son point de de´part.
The´ore`me 12.7 Le proble`me CIRCUIT HAMILTONIEN est NP-complet.
De´monstration: On va de´montrer ce fait en re´duisant RECOUVREMENT
DE SOMMETS a` ce proble`me.
La technique consiste a` construire, partant d’une instance de RECOUVRE-
MENT DE SOMMETS, un graphe dans lequel chaque areˆte initiale sera rem-
place´e par un “motif” admettant exactement deux chemins hamiltoniens, c’est-
a`-dire des chemins visitant une fois et une seule chaque sommet. L’un de ces
deux chemins correspondra au cas ou` le sommet correspondant appartient a` la
couverture, l’autre au cas ou` il n’y appartient pas.
Il reste ensuite a` pre´ciser comment recoller ces diffe´rents motifs pour qu’un
circuit hamiltonien global corresponde exactement a` une re´union de chemins
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hamiltoniens a` travers chaque motif, et pour assurer qu’on obtient bien le bon
re´sultat au proble`me RECOUVREMENT DE SOMMETS initial en re´solvant
CIRCUIT HAMILTONIEN dans ce graphe.
Notons (G = (V,E), k) l’instance de RECOUVREMENT DE SOMMETS
e´tudie´e.













Pour obtenir un parcours de ce motif traversant une fois et une seule chaque
sommet, seules deux solutions sont possibles : soit un passage en deux fois,
une fois u1u2u3u4u5u6 puis ulte´rieurement v1v2v3v4v5v6 (dans un sens ou dans
l’autre) ; ou alors un passage en une seule fois u1u2u3v1v2v3v4v5v6u4u5u6 (ou le
meˆme en inversant les u et les v).
A` chaque areˆte (u, v) du graphe de de´part, on associe un motif de ce type, en
faisant correspondre le sommet u au coˆte´ u et le sommet v au coˆte´ v. On raccorde
ensuite entre eux bout a` bout tous les coˆte´s de tous les motifs correspondant
a` un meˆme sommet ; on forme donc une chaˆıne associe´e a` un sommet donne´,
avec encore deux “sorties” libres. On raccorde alors chacune de ces deux sorties
a` k nouveaux sommets s1, · · · , sk. On note le graphe ainsi construit H dans la
suite.
Supposons maintenant donne´ un recouvrement du graphe initial de taille k,
dont les sommets sont {g1, · · · , gk}. On peut alors construire un circuit hamil-
tonien de H de la fac¸on suivante :
– partir de s1 ;
– parcourir la chaˆıne g1 de la fac¸on suivante. Quand on traverse une areˆte
(g1, h), si h est aussi dans la couverture, on traverse simplement le coˆte´
g1, sinon, on parcourt les deux coˆte´s simultane´ment ;
– une fois la chaˆıne g1 finie, on revient en s2 et on repart par g2 et ainsi de
suite.
Il est clair que tous les sommets sk sont atteints une fois et une seule.
Conside´rons un sommet h du motif correspondant a` une areˆte (u, v). On
peut toujours supposer que u est dans la couverture, disons u = g1. Il s’ensuit
que si h est du coˆte´ de u, h sera atteint une fois au moins. On voit en vertu du
second item qu’il ne sera plus atteint dans la suite. Si h est du coˆte´ de v, et que
v n’est pas dans la couverture, h est parcouru lors du parcours de u. Si v = gi, h
est parcouru lors du parcours de la chaˆıne correspondant a` gi et a` ce moment-la`
seulement. On a donc bien un circuit hamiltonien.
Re´ciproquement, supposons que l’on dispose d’un circuit hamiltonien de H.
La construction de notre motif impose que venant d’un sommet si, on traverse
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entie`rement une chaˆıne u puis l’on passe a` un autre des sommets sj . On traverse
ainsi k chaˆınes ; les k sommets correspondants forment alors une couverture. En
effet, si (u, v) est une areˆte, le motif correspondant est parcouru par le chemin
hamiltonien ; or il ne peut l’eˆtre que lors du parcours d’une boucle correspondant
a` une des deux extre´mite´s de l’areˆte.
Enfin, la re´duction est trivialement polynomiale. CIRCUIT HAMILTONIEN
est donc bien NP-complet. 
Comme dans la section pre´ce´dente, on peut alors en de´duire la NP-comple´tude
de nombreuses variantes.
De´finition 12.8 (VOYAGEUR DE COMMERCE)
Donne´e: Un couple (n,M), ou` M est une matrice n × n d’entiers et un
entier k.
Re´ponse: De´cider s’il existe une permutation π de [1, 2, · · · , n] telle que∑
1≤i≤n
Mπ(i)π(i+1) ≤ k.
Corollaire 12.2 Le proble`me VOYAGEUR DE COMMERCE est NP-complet.
Ce proble`me porte ce nom, car on peut voir cela comme l’e´tablissement de
la tourne´e d’un voyageur de commerce devant visiter n villes, dont les distances
sont donne´es par la matrice M de fac¸on a` faire moins de k kilome`tres.
De´monstration:
On re´duit CIRCUIT HAMILTONIEN a` VOYAGEUR DE COMMERCE.
Pour ce faire, e´tant donne´ un graphe G = (V,E), on pose V = {x1, · · · , xn}.
On conside`re alors la matrice M n× n d’entiers telle que
Mi,j =
{
1 si (i, j) ∈ E;
2 sinon.
Montrons alors que CIRCUIT HAMILTONIEN(V,E) ssi VOYAGEUR DE
COMMERCE(n,M, n).
S’il existe un circuit hamiltonien dans G on peut en effet construire la per-
mutation π comme de´crivant l’ordre de parcours des sommets du graphe G :
par construction, la somme des distances des areˆtes sur ce circuit vaudra n.
Inversement, e´tant donne´e une permutation avec cette proprie´te´, le fait que
les n−1 termes de la somme soient au moins e´gaux a` 1 implique qu’ils sont tous
e´gaux a` 1, et donc que les areˆtes (π(i), π(i+ 1)) existent dans le graphe G : on
a donc bien un circuit hamiltonien. 
De´finition 12.9 (CIRCUIT LE PLUS LONG)
Donne´e: Un graphe G = (V,E) non-oriente´, avec des distances sur chaque
areˆte, un entier r.
Re´ponse: De´cider s’il existe un circuit de G ne passant pas deux fois par
le meˆme sommet dont la longueur est ≥ r.
Corollaire 12.3 Le proble`me CIRCUIT LE PLUS LONG est NP-complet.
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De´monstration: On construit une re´duction a` partir de CIRCUIT HA-
MILTONIEN : pour cela, a` un graphe G pour CIRCUIT HAMILTONIEN, on
associe a` chaque areˆte le poids 1. La recherche d’un cycle hamiltonien est alors
trivialement identique a` la recherche d’un circuit de longueur≥ n dans le graphe.

12.1.4 Autour de 3-COLORABILITE
Nous avons de´ja` de´finit ce que nous appelions un bon coloriage de graphes
dans le chapitre pre´ce´dent. Le plus petit entier k tel qu’un graphe soit (bien)
coloriable est appele´ le nombre chromatique du graphe.
Il est connu que les graphes planaires sont toujours coloriables avec 4 cou-
leurs.
De´finition 12.10 (3-COLORABILITE)
Donne´e: Un graphe G = (V,E) non-oriente´.
Re´ponse: De´cider s’il existe un coloriage du graphe utilisant au plus 3 cou-
leurs.
The´ore`me 12.8 Le proble`me 3-COLORABILITE est NP-complet.
De´monstration: 3-COLORABILITE est dans NP, car la donne´e des som-
mets colore´s par chacune des 3 couleurs constitue un certificat ve´rifiable en
temps polynomial.
On va re´duire 3-SAT a` 3-COLORABILITE. On se donne donc une conjonc-
tion de clauses a` 3 litte´raux, et il nous faut a` partir de la` construire un graphe.
Comme dans les autres re´ductions de 3-SAT, il faut parvenir a` traduire deux
contraintes : une variable peut prendre la valeur 0 ou 1 d’une part, et les re`gles
d’e´valuation d’une clause d’autre part.
On construit un graphe ayant 3 + 2n+ 5m sommets, les trois permiers sont
note´s V RAI, FAUX, NSP . Ces trois sommets sont relie´s deux a` deux en tri-
angle, de sorte qu’ils doivent eˆtre tous trois de couleurs diffe´rentes. On appellera
les couleurs correspondantes V RAI, FAUX, NSP .
On associe un sommet a` chaque variable et au comple´mentaire de chaque
variable. Pour assurer qu’une variable prenne la valeur V RAI ou FAUX, pour
chaque variable xi on construit un triangle dont les sommets sont xi, ¬xi, et
NSP . Cela impose que soit couleur(xi) = V RAI et couleur(¬xi) = FAUX,
ou couleur(xi) = FAUX et couleur(¬xi) = V RAI.
Il nous reste donc a` encoder les re`gles d’e´valuation d’une clause. Pour ce
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Il est facile de voir que si ce motif (ou` les trois sommets distingue´s et les
triangles construits sur les variables sont implicites) est 3-coloriable, alors les
sommets 0 et 1 sont FAUX et NSP . Si 1 est FAUX, comme un sommet
correspondant a` une variable doit eˆtre V RAI ou FAUX, on a couleur(z) =
V RAI. Si 0 est FAUX, alors 2 ne peut pas eˆtre FAUX, donc 3 ou 4 l’est, et
la variable correspondante est colorie´e V RAI.
Re´ciproquement, si l’une des variables est vraie, on peut facilement construire
une 3-coloration du motif.
Conside´rons alors le graphe forme´ des trois sommets distingue´s, des triangles
forme´s sur les variables, et des motifs donne´s. Si ce graphe est 3-coloriable, alors
en particulier tout sous-graphe est coloriable. Les triangles de variables sont en
particulier coloriables. A` partir d’une 3-coloration du graphe, on construit une
affectation de valeurs de ve´rite´ en mettant a` 1 toutes les variables colorie´es par
V RAI. Cette affectation est cohe´rente (une variable et son comple´mentaire ont
bien une valeur oppose´e) et au moins une variable par clause est a` 1, en vertu
des proprie´te´s du motif ci-dessus. Inversement, e´tant donne´ une affectation de
valeurs de ve´rite´, il est aise´ de de´duire une 3-coloration du graphe.
L’existence d’une 3-coloration du graphe est donc e´quivalente a` la satisfai-
sabilite´ de la formule initiale.
La re´duction est manifestement polynomiale ; on a donc bien prouve´ que
3-SAT se re´duisait a` 3-COLORABILITE ; ce dernier est donc bien NP-complet.

12.1.5 Autour de SOMME DE SOUS-ENSEMBLE
De´finition 12.11 (SOMME DE SOUS-ENSEMBLE)
Donne´e: Un ensemble fini d’entiers E et un entier t.
Re´ponse: De´cider s’il existe E′ ⊂ E tel que ∑x∈E′ x = t.
The´ore`me 12.9 Le proble`me SOMME DE SOUS-ENSEMBLE est NP-complet.
De´monstration: Le fait que SOMME DE SOUS-ENSEMBLE est dans NP
vient du fait que la donne´e de E′ constitue un certificat ve´rifiable en temps
polynomial.
On va maintenant re´duire une version de RECOUVREMENT DE SOM-
METS dans laquelle on cherche a` construire une couverture de taille exactement
k a` SOMME DE SOUS-ENSEMBLE. Il est facile de voir que cette version de
RECOUVREMENT DE SOMMETS est essentiellement e´quivalente a` la version
classique, car il suffit de de´cider pour chaque l ≤ l0 s’il existe une couverture de
taille l pour savoir s’il existe une couverture de taille au plus l0.
On se donne un graphe G = (V,E) dans lequel on souhaite construire un
recouvrement de sommets de taille k. On nume´rote les sommets et areˆtes ; soit
B = (bij) la matrice d’incidence sommets-areˆtes, c’est-a`-dire que bij = 1 si
l’areˆte i est incidente au sommet j, bij = 0 sinon.
On va construire un ensemble F d’entiers, tel que chaque sommet corres-
ponde a` un entier de F . On veut pouvoir lire sur la somme des e´le´ments d’un
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sous-ensemble les areˆtes dont un des sommets au moins appartient au sous-
ensemble, de fac¸on a` ce qu’on ait bien une couverture de sommets si et seulement
si c’est le cas pour toutes les areˆtes.
Cela peut se faire en exprimant les entiers dans une base b a` fixer ulte´rieu-
rement, et en faisant correspondre au sommet sj l’entier
∑
bijb
i. On veut aussi
pouvoir compter le nombre de sommets pre´sents dans la couverture, qui doit
eˆtre e´gal a` k ; pour ce faire, il suffit d’ajouter un terme bn, si les areˆtes sont
nume´rote´es de 0 a` n− 1.




corresponde a` une couverture de sommets, le choix que l’on vient juste de faire
impose que (noter que tous les ai sauf an valent au plus 2, car une areˆte est
incidente a` deux sommets exactement) :
– an = k ;
– ai ≥ 1.
Les spe´cifications du proble`me ne permettent pas de prendre en compte le
second item. On peut contourner le proble`me en ajoutant a` F les entiers bi
correspondant a` l’areˆte i.
On peut alors choisir comme but




A` ce stade, on va imposer que la base b soit au moins e´gale a` 4 ; comme
dans toute somme d’e´le´ments de F il y a au plus trois termes bi pour i < n,
cela entraˆıne qu’aucune retenue ne peut se produire dans l’addition (on permet
toujours au coefficient de bn d’exce´der b − 1), et donc que l’on peut lire sur
l’e´quation (12.1) le nombre d’occurrences du terme bi.
Pour tout sous-ensemble F ′ de somme t, on a donc :
– il y a k termes correspondant a` des sommets dans F ′ (cf. le terme en bn
pour chaque areˆte i) ;
– F ′ contient au moins un terme correspondant a` une des deux extre´mite´s de
i ; en effet, t contenant 2 termes bi, il peut contenir soit les deux extre´mite´s
de l’areˆte, soit l’entier correspondant a` l’areˆte et celui correspondant a`
l’une des deux extre´mite´s.
Inversement, e´tant donne´ une couverture de sommets, on construit l’en-
semble F ′ en prenant les sommets de la couverture, et les areˆtes dont un seul
des deux sommets est dans la couverture.
On a donc bien re´duit RECOUVREMENT DE SOMMETS a` SOMME DE
SOUS-ENSEMBLE.
Il est facile de voir que la re´duction s’effectue en temps polynomial, et donc
que l’on a bien prouve´ le the´ore`me. 
On peut en de´duire :
De´finition 12.12 (SAC A DOS)
Donne´e: Un ensemble de poids a1, · · · , an, un ensemble de valeurs v1, · · · , vn,
un poids limite A, et un entier V .
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Re´ponse: De´cider s’il existe E′ ⊂ {1, 2, · · · , n} tel que ∑i∈E′ ai ≤ A et∑
i∈E′ vi ≥ V .
Corollaire 12.4 Le proble`me SAC A DOS est NP-complet.
De´monstration: A partir de SOMME DE SOUS-ENSEMBLE : e´tant don-
ne´e E = {e1, · · · , en} et t une instance de SOMME DE SOUS-ENSEMBLE, on
conside`re vi = ai = ei, et V = A = t. 
De´finition 12.13 (PARTITION)
Donne´e: Un ensemble fini d’entiers E.
Re´ponse: De´cider s’il existe E′ ⊂ E tel que ∑x∈E′ x =∑x6∈E′ x.
The´ore`me 12.10 Le proble`me PARTITION est NP-complet.
De´monstration:
On va re´duire SOMME DE SOUS-ENSEMBLEa` PARTITION. Soit (E, t)
une instance de SOMME DE SOUS-ENSEMBLE. On pose S =
∑
x∈E x. Quitte
a` changer t en S − t (ce qui revient a` changer l’ensemble obtenu en son comple´-
mentaire), on peut supposer que 2t ≤ S.
L’ide´e naturelle consisterait a` ajouter l’e´le´ment u = S − 2t a` E ; le re´sultat
de partition serait alors deux sous-ensembles (A′ et son comple´mentaire) de
somme S − t ; l’un des deux contient l’e´le´ment S − 2t, donc en enlevant ce
dernier, on trouve un ensemble de termes de E de somme t. Malheureusement,
cette technique e´choue si S − 2t est de´ja` dans E.
Au lieu de cela, on prend le nombre X = 2S et X ′ = S + 2t, et on applique
PARTITION a` E′ = E ∪ {X,X ′}. Il existe une partition de E′ si et seulement
s’il existe un sous-ensemble de E de somme t. En effet, s’il existe une partition
de E′, il existe deux sous-ensembles comple´mentaires de somme 2S+ t. Chacun
des deux sous-ensembles doit contenir soit X, soit X ′, car sinon sa somme ne
peut exce´der 2S + t ; donc un des deux ensembles contient X et non X ′, et on
obtient en enlevant X un sous-ensemble F de E de taille t. Re´ciproquement,
e´tant donne´ un tel F , (F ∪ {X}, E − F ∪ {X ′}) constitue une partition de E′.
On a donc bien re´duit SOMME DE SOUS-ENSEMBLE a` PARTITION.
Reste a` justifier que la re´duction est bien polynomiale. L’essentiel de la re´-
duction est le calcul de A et A’, qui est bien polynomial en la taille des entre´es
(l’addition de k nombres de n bits se fait en temps O(k log n)). 
12.2 Notes bibliographiques
Lectures conseille´es Le livre [Garey and Johnson, 1979] recense plus de 300
proble`mes NP-complets et est d’une lecture assez agre´able. On peut trouver
plusieurs mises a` jour de cette liste sur le web.
Bibliographie Ce chapitre est reprise du polycopie´ [Cori et al., 2010] du cours
INF550 de l’e´cole polytechnique (avec quelques corrections mineures).




Dans ce chapitre, on s’inte´resse a` une autre ressource critique dans les algo-
rithmes : la me´moire.
On va commencer par voir comment on mesure la me´moire utilise´e par un
algorithme. On introduira alors les principales classes conside´re´es en the´orie de
la complexite´.
En fait, en the´orie de la complexite´, on parle plutoˆt d’espace, ou d’espace
me´moire, pour de´signer la me´moire.
13.1 Espace polynomial
Dans toute cette section, nous e´nonc¸ons un ensemble de de´finitions et de
the´ore`mes sans preuve. Les preuves sont donne´es dans la section suivante.
Introduisons l’analogue de TIME(t(n)) pour la me´moire :
De´finition 13.1 (SPACE(t(n))) Soit t : N → N une fonction. On de´finit la
classe SPACE(t(n)) comme la classe des proble`mes (langages) qui sont de´cide´s
par une machine de Turing en utilisant O(t(n)) cases du ruban, ou` n est la taille
de l’entre´e.
13.1.1 Classe PSPACE
On conside`re alors la classe des proble`mes de´cide´s en utilisant un espace
me´moire polynomial.
De´finition 13.2 PSPACE est la classe des proble`mes (langages) de´cide´s en
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Remarque 13.1 Comme dans le chapitre 11, on pourrait observer que cette
notion ne de´pend pas re´ellement du mode`le de calcul utilise´, et que l’utilisation
des machines de Turing comme mode`le de base est relativement arbitraire.
On peut aussi introduire l’analogue non de´terministe :
De´finition 13.3 (NSPACE(t(n))) Soit t : N → N une fonction. On de´finit la
classe NSPACE(t(n)) comme la classe des proble`mes (langages) qui sont accep-
te´s par une machine de Turing en utilisant O(t(n)) cases du ruban sur chacune
des branches du calcul, ou` n est la taille de l’entre´e.





mais il s’ave`re que la classe NPSPACE n’est autre que PSPACE.
The´ore`me 13.1 (The´ore`me de Savitch) NPSPACE = PSPACE.
13.1.2 Proble`mes PSPACE-complets
La classe PSPACE posse`de des proble`mes complets : le proble`me QSAT
(aussi appele´ QBF) consiste e´tant donne´e une formule du calcul propositionnel
en forme normale conjonctive φ avec les variables x1, x2, · · · , xn (c’est-a`-dire
une instance de SAT) a` de´terminer si ∃x1∀x2∃x3 · · · φ(x1, · · · , xn) ?
The´ore`me 13.2 Le proble`me QSAT est PSPACE-complet.
Les jeux strate´giques sur les graphes donnent naturellement naissance a` des
proble`mes PSPACE-complet.
Par exemple, le jeu GEOGRAPHY consiste a` se donner un graphe oriente´
G = (V,E). Le joueur 1 choisit un sommet u1 du graphe. Le joueur 2 doit
alors choisir un sommet v1 tel qu’il y ait un arc de u1 vers v1. C’est alors au
joueur 1 de choisir un autre sommet u2 tel qu’il y ait un arc de v1 vers u2, et
ainsi de suite. On n’a pas le droit de repasser deux fois par le meˆme sommet.
Le premier joueur qui ne peut pas continuer le chemin u1v1u2v2 · · · perd. Le
proble`me GEOGRAPHY consiste a` de´terminer e´tant donne´ un graphe G et un
sommet de de´part pour le joueur 1, s’il existe une strate´gie gagnante pour le
joueur 1.
The´ore`me 13.3 Le proble`me GEOGRAPHY est PSPACE-complet.
13.2 Espace logarithmique
Il s’ave`re que la classe PSPACE est e´norme et contient tout P et aussi tout
NP : imposer un espace me´moire polynomial est donc souvent peu restrictif.
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C’est pourquoi on cherche souvent plutoˆt a` parler d’un espace logarithmique :
mais cela introduit une difficulte´ et un proble`me dans les de´finitions : en effet,
une machine de Turing utilise au moins les cases qui contiennent son entre´e, et
donc la de´finition 13.1 ne permet pas de parler de fonctions t(n) < n.
C’est pour cela que l’on modifie cette de´finition avec la convention suivante :
lorsque l’on mesure l’espace me´moire utilise´, par convention, on ne compte pas
les cases de l’entre´e.
Pour le faire, proprement, il faut donc remplacer la de´finition 13.1 par la
suivante :
De´finition 13.4 (SPACE(t(n))) Soit t : N → N une fonction. On de´finit la
classe SPACE(t(n)) comme la classe des proble`mes (langages) qui sont de´cide´s
par une machine de Turing qui utilise deux rubans :
– le premier ruban contient l’entre´e est accessible en lecture seulement : il
peut eˆtre lu, mais il ne peut pas eˆtre e´crit ;
– le second est lui initialement vide et est accessible en lecture et e´criture ;
en utilisant O(t(n)) cases du second ruban, ou` n est la taille de l’entre´e.
On de´finit NSPACE(t(n)) avec la meˆme convention.
Remarque 13.2 Cette nouvelle de´finition ne change rien aux classes pre´ce´-
dentes. Elle permet simplement de donner un sens aux suivantes.
De´finition 13.5 (LOGSPACE) La classe LOGSPACE est la classe des lan-
gages et des proble`mes de´cide´s par une machine de Turing en espace logarith-
mique. En d’autres termes,
LOGSPACE = SPACE(log(n)).
De´finition 13.6 (NLOGSPACE) La classe NLOGSPACE est la classe des lan-
gages et des proble`mes de´cide´s par une machine de Turing en espace non de´ter-
ministe logarithmique. En d’autres termes,
NLOGSPACE = NSPACE(log(n)).
Il s’ave`re que l’on a :
The´ore`me 13.4 LOGSPACE ⊂ NLOGSPACE ⊂ P ⊂ NP ⊂ PSPACE.
On sait par ailleurs que NLOGSPACE ( PSPACE mais on ne sait pas
lesquelles des inclusions interme´diaires sont strictes.
13.3 Quelques re´sultats et de´monstrations
Cette section est consacre´e a` prouver un certain nombre des principaux re´-
sultats de la the´orie de la complexite´, en particulier sur les liens entre temps et
me´moire. Observons que le the´ore`me 13.4 de´coule de chacun des re´sultats qui
suivent.







Fig. 13.1 – Inclusions entre les classes de complexite´
13.3.1 Pre´liminaires
Pour e´viter de compliquer inutilement certaines preuves, nous nous limite-
rons a` des fonctions f(n) de complexite´ propre : on suppose que la fonction
f(n) est non de´croissante, c’est-a`-dire que f(n + 1) ≥ f(n), et qu’il existe une
machine de Turing qui prend en entre´e w et qui produit en sortie 1f(n) en temps
O(n+ f(n)) et en espace O(f(n)), ou` n = |w|.
Remarque 13.3 Cela n’est pas vraiment restrictif, car toutes les fonctions
usuelles non de´croissantes, comme log(n), n, n2, · · · , n log n, n! ve´rifient ces
proprie´te´s. En outre, ces fonctions sont stables par somme, produit, et exponen-
tielle.
Remarque 13.4 Nous avons besoin de cette hypothe`se, car la fonction f(n)
pourrait ne pas eˆtre calculable, et donc il pourrait par exemple ne pas eˆtre possible
d’e´crire un mot de longueur f(n) dans un des algorithmes qui suivent.
Remarque 13.5 Dans la plupart des assertions qui suivent, on peut se passer
de cette hypothe`se, au prix de quelques complications dans les preuves.
13.3.2 Relations triviales
Un proble`me de´terministe e´tant un proble`me non de´terministe particulier,
on a :
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The´ore`me 13.5 SPACE(f(n)) ⊂ NSPACE(f(n)).
D’autre part :
The´ore`me 13.6 TIME(f(n)) ⊂ SPACE(f(n)).
De´monstration: Une machine de Turing e´crit au plus une case a` chaque e´tape.
L’espace me´moire utilise´ reste donc line´aire en le temps utilise´. Rappelons que
l’on ne compte pas l’entre´e dans l’espace me´moire. 
13.3.3 Temps non de´terministe vs de´terministe
De fac¸on plus inte´ressante :
The´ore`me 13.7 Pour tout langage de NTIME(f(n)), il existe un entier c tel





De´monstration (principe): Soit L un proble`me de NTIME(f(n)). En uti-
lisant le principe que l’on a utilise´ dans le chapitre pre´ce´dent, on sait qu’il existe
un proble`me A tel que pour de´terminer si un mot w de longueur n est dans
L, il suffit de savoir s’il existe un mot u ∈ Σ∗ avec 〈w, u〉 ∈ A, ce dernier test
pouvant se faire en temps f(n), ou` n = |w|. Puisqu’en temps f(n) on ne peut
pas lire plus que f(n) lettres de u, on peut se limiter aux mots u de longueur
f(n). Tester si 〈w, u〉 ∈ A pour tous les mots u ∈ Σ∗ de longueur f(n) se fait
facilement en temps O(cf(n)) +O(f(n)) = O(cf(n)), ou` c > 1 est le cardinal de
l’alphabet Σ de la machine : tester tous les mots u peut par exemple se faire en
comptant en base c. 
Remarque 13.6 Pour e´crire le premier u a` tester de longueur f(n), nous uti-
lisons le fait que cela doit eˆtre possible : c’est le cas, si l’on suppose f(n) de
complexite´ propre. On voit donc l’inte´reˆt ici de cette hypothe`se implicite. Nous
e´viterons de discuter ce type de proble`mes dans la suite, qui ne se posent pas de
toute fac¸on pour les fonctions f(n) usuelles.
13.3.4 Temps non de´terministe vs espace
The´ore`me 13.8 NTIME(f(n)) ⊂ SPACE(f(n)).
De´monstration: On utilise exactement le meˆme principe que dans la preuve
pre´ce´dente, si ce n’est que l’on parle d’espace. Soit L un proble`me de NTIME(f(n)).
En utilisant la meˆme ide´e que dans le chapitre pre´ce´dent, on sait qu’il existe un
proble`me A tel que pour de´terminer si un mot w de longueur n est dans L, il
suffit de savoir s’il existe u ∈ Σ∗ de longueur f(n) avec 〈w, u〉 ∈ A : on utilise
un espace O(f(n)) pour ge´ne´rer un a` un les mots u ∈ Σ∗ de longueur f(n) (par
exemple en comptant en base c) puis on teste pour chacun si 〈w, u〉 ∈ A, ce
dernier test se faisant en temps f(n), donc espace f(n). Le meˆme espace pou-
vant eˆtre utilise´ pour chacun des mots u, au total cela se fait au total en espace
O(f(n)) pour ge´ne´rer les u + O(f(n)) pour les tests, soit O(f(n)). 
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13.3.5 Espace non de´terministe vs temps
Le proble`me de de´cision REACH suivant jouera un roˆle important : on se
donne un graphe oriente´ G = (V,E), deux sommets u et v, et on cherche a`
de´cider s’il existe un chemin entre u et v dansG. On peut facilement se persuader
que REACH est dans P.
A toute machine de Turing M (de´terministe ou non) est associe´ un graphe
oriente´, son graphe des configurations, ou` les sommets correspondent aux confi-
gurations et les arcs correspondent a` la fonction d’e´volution en un pas de M ,
c’est-a`-dire a` la relation ⊢ entre configurations.
Chaque configuration X peut se de´crire par un mot [X] sur l’alphabet de la
machine : si on fixe l’entre´e w de longueur n, pour un calcul en espace f(n), il
y a moins de O(cf(n)) sommets dans ce graphe Gw, ou` c > 1 est le cardinal de
l’alphabet de la machine.
Un mot w est accepte´ par la machine M si et seulement s’il y a un che-
min dans ce graphe Gw entre l’e´tat initial X[w] codant l’entre´e w, et un e´tat
acceptant. On peut supposer sans perte de ge´ne´ralite´ qu’il y a une unique confi-
guration acceptante X∗. De´cider l’appartenance d’un mot w au langage reconnu
par M est donc re´soudre le proble`me REACH sur 〈Gw, X[w], X∗〉.
On va alors traduire sous diffe´rentes formes tout ce que l’on sait sur le pro-
ble`me REACH. Tout d’abord, il est clair que le proble`me REACH se re´sout
par exemple en temps et espace O(n2), ou` n est le nombre de sommets, par un
parcours en profondeur.
On en de´duit :





De´monstration: Soit L un proble`me de NSPACE(f(n)) reconnu par la ma-
chine de Turing non de´terministe M . Par la discussion plus haut, on peut de´-
terminer si w ∈ L en re´solvant le proble`me REACH sur 〈Gw, X[w], X∗〉 : on a
dit que cela pouvait se fait en temps quadratique en le nombre de sommets, soit
en temps O(c2O(f(n)), ou` c > 1 est le cardinal de l’alphabet de la machine.

13.3.6 Espace non de´terministe vs espace de´terministe
On va maintenant affirmer que REACH se re´sout en espace log2(n).
Proposition 13.1 REACH ∈ SPACE(log2n).
De´monstration: Soit G = (V,E) le graphe oriente´ en entre´e. E´tant donne´s
deux sommets x et y de ce graphe, et i un entier, on note CHEMIN(x, y, i)
si et seulement s’il y a un chemin de longueur infe´rieure a` 2i entre x et y. On
a 〈G, u, v〉 ∈ REACH si et seulement si CHEMIN(u, v, log(n)), ou` n est le
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nombre de sommets. Il suffit donc de savoir de´cider la relation CHEMIN pour
de´cider REACH.
L’astuce est de calculer CHEMIN(x, y, i) re´cursivement en observant que
l’on a CHEMIN(x, y, i) si et seulement s’il existe un sommet interme´diaire z
tel que CHEMIN(x, z, i−1) et CHEMIN(z, y, i−1). On teste alors a` chaque
niveau de la re´cursion chaque sommet possible z.
Pour repre´senter chaque sommet, il faut O(log(n)) bits. Pour repre´senter
x, y, i, il faut donc O(log(n)) bits. Cela donne une re´currence de profondeur
log(n), chaque e´tape de la re´currence ne´cessitant uniquement de stocker un
triplet x, y, i et de tester chaque z de longueur O(log(n)). Au total, on utilise
donc un espace O(log(n)) ∗ O(log(n)) = O(log2(n)). 
The´ore`me 13.10 (Savitch) Si f(n) ≥ log(n), alors
NSPACE(f(n)) ⊂ SPACE(f(n)2).
De´monstration: On utilise cette fois l’algorithme pre´ce´dent pour de´termi-
ner s’il y a un chemin dans le graphe Gw entre X[w] et X
∗.
On remarquera que l’on a pas besoin de construire explicitement le graphe
Gw mais que l’on peut utiliser l’algorithme pre´ce´dent a` la vole´e : plutoˆt que
d’e´crire comple`tement le graphe Gw, et ensuite de travailler en lisant dans cette
e´criture du graphe a` chaque fois s’il y a un arc entre un sommet X et un sommet
X ′, on peut de fac¸on paresseuse, de´terminer a` chaque fois que l’on fait un test
si Cw(X,X
′) = 1. 








c) ⊂ ⋃c∈N SPACE(n2c) ⊂ ⋃c∈N SPACE(nc) par
le the´ore`me pre´ce´dent. 
13.3.7 Espace logarithmique non de´terministe
En fait, on peut encore dire plus sur le proble`me REACH.
The´ore`me 13.11 REACH ∈ NLOGSPACE.
De´monstration: Pour de´terminer s’il y a un chemin entre u et v dans un
graphe G, on devine de fac¸on non de´terministe le chemin sommet par sommet.
Cela ne´cessite uniquement de garder le sommet que l’on est en train de visiter
en plus de u et de v. Chaque sommet se codant par O(log(n)) bits, l’algorithme
est en espace O(log(n)). 
De´finition 13.7 Soit C une classe de complexite´. On note co-C pour la classe
des langages dont le comple´mentaire est dans la classe C.
On parle ainsi de proble`me coNP, coNLOGSPACE, etc. . .
En fait, on peut montrer :
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The´ore`me 13.12 Le proble`me REACH est aussi dans coNLOGSPACE.
On en de´duit :
The´ore`me 13.13 NLOGSPACE = coNLOGSPACE.
De´monstration: Il suffit de montrer que coNLOGSPACE ⊂ NLOGSPACE.
L’inclusion inverse en de´coule car un langage L de NLOGSPACE aura son com-
ple´mentaire dans coNLOGSPACE et donc aussi dans NLOGSPACE, d’ou` l’on
de´duit que L sera dans coNLOGSPACE.
Maintenant, pour de´cider si un mot w doit eˆtre accepte´ par un langage
de coNLOGSPACE, on peut utiliser la machine non de´terministe du the´ore`me
pre´ce´dent qui utilise un espace logarithmique pour de´terminer s’il existe un
chemin entre X[w] et X∗ dans le graphe Gw. 
En fait, selon le meˆme principe on peut montrer plus ge´ne´ralement.
The´ore`me 13.14 Soit f(n) une fonction telle que f(n) ≥ log(n). Alors
NSPACE(f(n)) = coNSPACE(f(n)).
13.4 Re´sultats de se´paration
13.4.1 The´ore`mes de hie´rarchie
On dit qu’une fonction f(n) ≥ log(n) est constructible en espace, si la fonc-
tion qui envoie 1n sur la repre´sentation binaire de 1f(n) est calculable en espace
O(f(n)).
La plupart des fonctions usuelles sont constructibles en espace. Par exemple,
n2 est constructible en espace puisqu’une machine de Turing peut obtenir n en
binaire en comptant le nombre de 1, et e´crire n2 en binaire par n’importe quelle
me´thode pour multiplier n par lui-meˆme. L’espace utilise´ est certainement en
O(n2).
The´ore`me 13.15 (The´ore`me de hie´rarchie) Pour toute fonction f : N →
N constructible en espace, il existe un langage L qui est de´cidable en espace
O(f(n)) mais qui ne l’est pas en espace o(f(n)).
De´monstration: On conside`re le langage (tre`s artificiel) L qui est de´cide´
par la machine B suivante :
– sur une entre´e w de taille n, B calcule f(n) en utilisant la constructibilite´
en espace de f , et re´serve un espace f(n) pour la simulation qui va venir ;
– si w n’est pas de la forme 〈A〉10∗, ou` 〈A〉 est le codage d’une machine A,
alors la machine B refuse ;
– sinon, B simule la machine A sur le mot w pendant au plus 2f(n) e´tapes
pour de´terminer si A accepte en ce temps avec un espace infe´rieur a` f(n) :
– si A accepte en ce temps et cet espace, alors B refuse ;
– sinon B accepte.
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Par construction, L est dans SPACE(f(n)), car la simulation n’introduit
qu’un facteur constant dans l’espace ne´cessaire : plus concre`tement, si A uti-
lise un espace g(n) ≤ f(n), alors B utilise un espace au plus dg(n) pour une
constante d.
Supposons que L soit de´cide´ par une machine de Turing A en espace g(n)
avec g(n) = o(f(n)). Il doit exister un entier n0 tel que pour n ≥ n0, on ait
dg(n) < f(n). Par conse´quent, la simulation par B de A sera bien comple`te sur
une entre´e de longueur n0 ou plus.
Conside´rons ce qui se passe lorsque B est lance´ sur l’entre´e 〈A〉10n0 . Puisque
cette entre´e est de taille plus grande que n0, B re´pond l’inverse de la machine
A sur la meˆme entre´e. Donc B et A ne de´cident pas le meˆme langage, et donc
la machine A ne de´cide pas L, ce qui me`ne a` une contradiction.
Par conse´quent L n’est pas de´cidable en espace o(f(n)). 
Autrement dit :
The´ore`me 13.16 (The´ore`me de hie´rarchie) Soient f, f ′ : N→ N des fonc-
tions constructibles en espace telles que f(n) = o(f ′(n)). Alors l’inclusion SPACE(f) ⊂
SPACE(f ′) est stricte.
Sur le meˆme principe, on peut prouver :
The´ore`me 13.17 (The´ore`me de hie´rarchie) Soient f, f ′ : N→ N des fonc-
tions constructibles en espace telles que f(n) = o(f ′(n)). Alors l’inclusion NSPACE(f) ⊂
NSPACE(f ′) est stricte.
13.4.2 Applications
On en de´duit :
The´ore`me 13.18 NLOGSPACE ( PSPACE.
De´monstration: La classe NLOGSPACE est comple`tement incluse dans
SPACE(log2 n) par le the´ore`me de Savitch. Hors cette dernie`re est un sous-
ensemble strict de SPACE(n), qui est inclus dans PSPACE. 








The´ore`me 13.19 PSPACE ( EXPSPACE.
De´monstration: La classe PSPACE est comple`tement incluse dans, par
exemple, SPACE(nlog(n)). Hors cette dernie`re est un sous-ensemble strict de
SPACE(2n), qui est inclus dans EXPSPACE. 
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13.5 Notes bibliographiques
Lectures conseille´es Pour aller plus loin sur les notions e´voque´es dans ce
chapitre, nous sugge´rons la lecture de [Sipser, 1997], [Papadimitriou, 1994] et
de [Lassaigne and de Rougemont, 2004].
Un ouvrage de re´fe´rence et contenant les derniers re´sultats du domaine est
[Arora and Barak, 2009].
Bibliographie Ce chapitre contient des re´sultats standards en complexite´.
Nous nous sommes essentiellement inspire´s de leur pre´sentation dans les ou-
vrages [Sipser, 1997] et [Papadimitriou, 1994].
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