Network virtualization and programmability allow operators to deploy a wide range of services over a common physical infrastructure and elastically allocate cloud and network resources according to changing requirements. While the elastic reconfiguration of virtual resources enables dynamically scaling capacity in order to support service demands with minimal operational cost, reconfiguration operations make resources unavailable during a given time period and may incur additional cost. In this paper, we address the dynamic cloud network control problem under non-negligible reconfiguration delay and cost. We show that while the capacity region remains unchanged regardless of the reconfiguration delay/cost values, a reconfiguration-agnostic policy may fail to guarantee throughput-optimality and minimum cost under nonzero reconfiguration delay/cost. We then present an adaptive dynamic cloud network control policy that allows network nodes to make local flow scheduling and resource allocation decisions while controlling the frequency of reconfiguration in order to support any input rate in the capacity region and achieve arbitrarily close to minimum cost for any finite reconfiguration delay/cost values.
I. INTRODUCTION
T HE emergence of network function virtualization (NFV) and software defined networking (SDN) enables network services to be deployed in the form of interconnected software functions instantiated over commercial off-the-shelf servers at multiple cloud locations and interconnected via a programmable network fabric. This allows cloud network operators to host a large variety of services over a common general purpose infrastructure and dynamically allocate resources according to changing demands, reducing both capital and operational expenses.
The unprecedented flexibility of the cloud networking paradigm provides exciting opportunities for future service scenarios and stimulates research in key technical areas such as optimal function placement, service flow routing, and joint cloud/network resource allocation. One line of research addressed the virtual network functions placement problem from a static global optimization point of view, in which the goal is to find the placement of virtual functions and the routing of network flows that meet service demands with minimum cost [1] - [4] . However, requirements for prior knowledge of global system information and service demands restrict the use of such centralized policies to relatively smallscale scenarios with relatively static demands. In contrast, recent works have leveraged ideas from dynamic network control to design distributed control policies for computation networks, in which nodes make local decisions on processing and transmission flow scheduling [5] , as well as associated compute and network resource allocation [6] - [8] , with global system guarantees. The work in [5] proposes a backpressurebased algorithm for maximizing the rate of queries for a computation operation on remote data, while [6] - [8] present cloud network control policies for service function chains that guarantee throughput-optimality and minimun average cloud network cost. While the dynamic cloud network control (DCNC) algorithm presented in [7] shows promise in serving varying workloads with minimum cost by dynamically adjusting resource allocation and scheduling decisions, it overlooks the fact that the reconfiguration of compute and network resources takes a non-negligible amount of time and may incur additional cost. As an example, starting up a virtual machine (VM) can take up to 2 minutes [9] . A control policy that is unaware of the reconfiguration delay and cost associated with the cloud and network resources, may perform excessive reconfigurations that can lead to increased congestion and overall operational cost.
The reconfiguration delay associated with flow scheduling has been studied in the context of the switch model [10] - [12] , multi-hop networks [13] , [14] , and signal control in transportation systems [14] . In these works, throughput optimal scheduling policies under any finite reconfiguration delay have been proposed. However, resource allocation, and thus cost minimization, is not considered in the settings of these works. Regarding reconfiguration cost, [15] addressed the cost of flow reconfigurations in SDN by designing a control policy that minimizes total flow allocation cost subject to a given reconfiguration cost budget. In [16] , the reconfiguration cost associated with switching base stations on and off in a dynamic wireless network setting was considered. The proposed approach requires arrival and channel statistics for activation decisions, and leverages an explore-exploit policy in the case that this information is not available.
In this paper, we address the problem of optimal control of multi-hop multi-commodity cloud networks in practical settings characterized by non-negligible reconfiguration delay and cost. The contributions of this work can be summarized as follows:
(i) We show that the capacity region and the minimum time average cost remains the same even in the presence of reconfiguration delay and cost, given that reconfiguration delay and cost values are finite. (ii) We show that a reconfiguration-agnostic policy that is throughput optimal and achieves arbitrarily close to the minimum time average cost in the no reconfiguration delay/cost regime does not necessarily retain these properties when reconfiguration delay/cost exists. (iii) We propose a distributed flow scheduling and resource allocation policy that is able to guarantee cloud network throughput and cost optimality for any finite values of reconfiguration delay/cost. The proposed Adaptive Dynamic Cloud Network Control (ADCNC) policy adapts the frequency of reconfiguration utilizing the queue length information, and does not require prior knowledge on arrival statistics or the exact value of the reconfiguration overheads. (iv) The problem considered in this work is a combination of cost-minimizing flow scheduling and multi-hop scheduling with reconfiguration delay, where known solutions to each alone does not trivially apply in this generalized setting. The proposed ADCNC policy generalizes the applicability of adaptive network control policies to incorporate the regime of (processing and transmission) cost-minimizing flow scheduling, which requires an appropriate modification of the reconfiguration criterion. The rest of the paper is organized as follows. We introduce the system model and formulate the cloud network control problem in Section II. With the formulated problem, we compare our setting with respect to existing literature in Section III. The impact of the reconfiguration delay/cost is illustrated in Section IV to motivate the problem considered in this work. In Section V, we introduce the ADCNC policy, and characterize its performance guarantee. Simulation results are presented in Section VI. We then conclude with some discussions and future directions in Section VIII.
Notation: Throughout the paper, we use 1 {·} to denote the indicator function, and |S| to denote the cardinality of a set S. We also use [x] + as a shorthand for max{x, 0}.
II. SYSTEM MODEL
A cloud network is modeled as a directed graph G = (V, E), with |V| = V vertices and |E| = E edges representing cloud nodes and network links, respectively. Cloud and network resources can be allocated in terms of elemental resource units (e.g. VMs, wavelengths) and are characterized by their processing and transmission capacities and costs, respectively. We describe these parameters in the following, and provide an example illustrating how these parameters may correspond to physical parameters associated with the deployment of NFV service chains in cloud networks.
: the processing capacity resulting from the allocation of k processing resource units at node i ∈ V • C ij (k): the transmission capacity resulting from the allocation of k transmission resource units at link (i, j) ∈ E • w i (k): the cost of maintaining k active processing resource units at node i ∈ V • w ij (k): the cost of maintaining k active transmission resource units at link (i, j) ∈ E • e i : the cost per processing flow unit at node i ∈ V • e ij : the cost per transmission flow unit at link (i, j) ∈ E Fig. 1 (a) depicts an example cloud network that hosts a service chain. Each service function in the chain may be instantiated as a VM within a cloud node. For each cloud node, K i would then represent the total number of VMs available, and C i (k) the number of vCPUs associated with the instantiation of k VMs. The activation and load-proportional processing resource cost, w i (k) and e i , may either represent power consumption or price paid to the cloud provider for the activation and usage of the allocated VMs. Regarding the allocation of transmission resources, K ij may represent the total number of available bandwidth resource blocks and C ij (k) the transmission rate associated with the allocation of k resource blocks. The corresponding transmission costs, w ij (k) and e ij , may again represent power consumption or prices paid to a cloud and/or network provider for the activation and usage of bandwidth resources. Depending on the application, an operator may also include propagation delay as an additional penalty term in the transmission resource cost to favor shorter propagation delay.
Throughout the rest of the discussion, we make the following assumption on the capacities and costs of cloud and network resources:
Assumption 1: For any node i ∈ V and any link (i, j) ∈ E, we assume that both the capacity and the cost are strictly increasing with the amount of resource assigned. In other words, given any node i, for any k such that 0 ≤ k ≤ K i − 1, we have C i (k) < C i (k + 1) and w i (k) < w i (k + 1); similarly, given any link (i, j), for any k such that 0 ≤ k ≤ K ij − 1, we have C ij (k) < C ij (k + 1) and w ij (k) < w ij (k + 1).
A. Service model
Cloud network G offers a set of services Φ. Each service φ ∈ Φ is described by a chain of service functions. We let M φ = {1, 2, . . . , M φ } denote the ordered set of functions of service φ, hence the tuple (φ, m) represents the m-th function of service φ. Fig. 1(b) illustrates an example of a network security service [17] consisting of denial-of-service (DoS) protection, firewall (FW), and intrusion detection/protection (IDP). Denote the security service as φ, and the DoS service function is then denoted as (φ, 1), etc.
In order to describe the flow of packets through a service chain, we adopt a multi-commodity-chain flow model as in [2] , [6] , and [18] , in which a commodity represents the flow of packets at a given stage of a service chain. In particular, a commodity-c flow is specified by source node s c , destination node d c , and function f c = (φ, m), indicating the flow of packets with origin at s c and destination at d c that have been processed by the first m functions of service φ. For ease of exposition, we let c + and c − denote the commodities that succeed and precede commodity c in its service chain, respectively.
Each service function has potentially distinct processing requirement, which may also vary between cloud locations. We let ρ 
B. Reconfiguration Delay and Cost
We consider cloud network control policies that adjust the schedule of commodity flows, as well as the allocation of cloud and network resources, according to changing demands. We assume that such reconfiguration may incur the following two types of overhead:
• Reconfiguration delay (time): This is the time duration for the reconfiguration process to complete. We assume that during the reconfiguration process, the associated function (transmission or processing of commodity flows) is not available. We denote by δ i the reconfiguration delay for node i ∈ V, and by δ ij the reconfiguration delay for link (i, j) ∈ E. • Reconfiguration cost: This is the cost/penalty associated with each reconfiguration operation. Let η i denote the reconfiguration cost for node i ∈ V, and η ij denote the reconfiguration cost for link (i, j) ∈ E. It is important to note that reconfiguration delay indicates the time during which traffic is not being served, and hence has a direct impact on throughput performance. For example, the more time it takes to start a VM or to redirect a traffic flow in a software-defined switch, the more traffic is blocked during the reconfiguration process. On the other hand, reconfiguration cost accounts for any other cost penalty associated with the reconfiguration process that is not causing a blockage of traffic flow, e.g., power consumption and/or hardware degradation when switching on/off physical resources. While reconfiguration cost does not affect throughput performance, it impacts overall resource cost (e.g., total power consumption).
In the rest of the paper, we use Δ to denote the reconfiguration delay and cost structure of a cloud network, where
We consider a time slotted system with slots normalized to integral units t ∈ {0, 1, 2, . . . }. Suppose that node i reconfigures the processing resource allocation or the commodity being processed at time t. Then, flow processing at node i becomes unavailable during time period [t, t+ δ i ], and a reconfiguration cost η i is incurred at time t. Similarly, suppose that link (i, j) reconfigures the transmission resource allocation or the commodity being transmitted at time t. Then, flow tranmission is unavailable during [t, t + δ ij ], and a reconfiguration cost η ij is incurred at time t.
Note that we consider a worst-case reconfiguration delay model in that we assume complete unavailability of packet processing or transmission functionality at a node or link undergoing reconfiguration. Importantly, a throughput-optimal policy for this worst-case reconfiguration delay model will guarantee throughput-optimality for any other less restrictive model. Extensions to this model are discussed in Section VII.
For ease of discussion in the following, we also define r i (t) and r ij (t) to denote the reconfiguration status:
• r i (t): the time remaining in the reconfiguration process at node i ∈ V • r ij (t): the time remaining in the reconfiguration process at link (i, j) ∈ E, where i, j ∈ V By definition, these processes evolve as follows: At any time t, if node i (or link (i, j)) reconfigures, then set r
C. Queueing Model
Let Q (c) i (t) denote the queue backlog of commodity-c packets at node i at the beginning of time slot t. We denote by a (c) i (t) the exogenous arrivals of commodity-c packets at node i during time slot t. Throughout this paper, we make the following assumptions for the exogenous arrival processes. i . Furthermore, each exogenous arrival process has bounded support. In other words, there exist a max < ∞ such that a (c)
At each time slot t, each node makes the following transmission and processing scheduling and resource allocation decisions:
the flow rate of commodity c being processed at node i at time t • μ (c) ij (t): the flow rate of commodity c on link (i, j) at time t • k i (t): the number of processing resource units allocated to node i at time t • k ij (t): the number of transmission resource units allocated to link (i, j) at time t With the aforementioned setup, we may write the queue dynamics for each commodity c ∈ C at each node i:
where V + (i) and V − (i) denote the set of outgoing and incoming neighbors of node i, respectively.
Observe from (1) that the serving rate of the queue of commodity c at node i is composed of the transmission rate of commodity c of all outgoing links and the local processing rate of commodity c. On the other hand, the arrival rate is composed of the transmission rate of commodity c of all incoming links and the local processing rate of the preceeding commodity in the service chain c − . It is important to note that there is no contribution to both serving and arrival rates from those transmission and processing resources that are undergoing reconfiguration (i.e., r ij (t) > 0 or r i (t) > 0), indicating the inability to transmit or process packets during the reconfiguration process.
D. Problem Formulation
Given a set of service demands with average input rate matrix λ = {λ (c) i } i∈V,c∈C , the goal is to support the demand while minimizing the average cloud network cost.
In order to formalize the problem, we first introduce the following notion of rate stability, which dictates the ability of a cloud network control policy to support the demand:
With the notion of rate stability, we may then define the capacity of a cloud network and the throughput optimality of a cloud network control policy as follows:
Definition 2: For a given cloud network (offering a given set of services), the cloud network capacity region is defined as the closure of all input rate matrices λ = {λ (c) i } i∈V,c∈C that could be rate stable under some cloud network control policy.
Definition 3: A cloud network control policy is throughput optimal if the cloud network operated under the control policy is rate stable for any input rate matrix in the capacity region.
Beyond the ability to support the demand, the total operational cost of a cloud network is of concern in many practical settings.
The total cloud network cost is composed of both allocation and reconfiguration cost for both processing and transmission resources. We assume that when a processing/transmission resource is undergoing reconfiguration, processing/transmission allocation cost is not incurred since the resource is not operative until the reconfiguration process completes. Hence, we can write the total cloud network cost at time t as
We can then formulate the dynamic cloud network control problem under reconfiguration delay/cost as follows. Given an input rate matrix λ in the capacity region:
The cloud network is rate stable with input rate λ and under queue length dynamics (1)
III. RELATED WORK
In this section, we discuss the connection between the problem considered in this work and related literature.
In the NFV literature, many papers consider the cloud network planning problem in the static (or quasi-static) regime. In this regime, the traffic demands are assumed to be fixed, and the proposed approaches focus on optimizing function placement and flow allocation across the network [1]- [4] . In the static regime, the underlying assumption of slow (or no) variation in traffic demands allows the proposed approaches to ignore the reconfiguration overhead as the reconfiguration typically occurs at a longer time scale. However, the very same assumption limits the applicability of these approaches in many practical settings where traffic demands constantly change over time.
On the other hand, the works in [5] , [6] , and [18] address the cloud control control problem in dynamic settings with unknown service demands. In particular, the Dynamic Cloud Network Control (DCNC) policy in [18] is shown to be throughput optimal and capable of achieving minimum mean cloud network cost under zero reconfiguration overhead. In fact, when the reconfiguration overhead is negligible, our proposed ADCNC policy reduces to the DCNC policy. However, when reconfiguration delay is not negligible, a more careful treatment is required. Since DCNC has no control over the frequency of reconfiguration, it can easily lead to excessive time wasted in reconfiguration operations, with a resulting loss of both cost and throughput optimality.
While the DCNC policy ignores practical reconfiguration overheads, prior work addressing scheduling / control problems under reconfiguration delay [12] - [14] tend to ignore resource cost minimization, let alone the joint allocation of transmission and processing resources. For example, the Adaptive MaxWeight policy [12] is proposed for the input-queued switch model with reconfiguration delay; while the Adaptive Backpressure policy [13] is a distributed policy proposed for multi-hop networks with reconfiguration delay. The Biased MaxPressure policy proposed in [14] is proposed for road networks with reconfiguration delay where vehicles are stochastic routed, but could be modified to accommodate multi-hop processing networks. These adaptive policies utilize queue lengths information to determine appropriate timing for reconfiguration, and thus implicitly adapt the frequency of reconfiguration through queue conditions. However, in all the above works that address reconfiguration delay, resource cost minimization is not taken into account. Therefore, we may view these approaches as solutions to a special case of the cloud network control with reconfiguration overhead problem. One of the main contributions of this work is to extend the applicability of adaptive control policies in order to incorporate resource cost minimization in next generation distributed computing networks (e.g., cloud networks) where both processing and transmission resources must be jointly controlled.
IV. IMPACT OF RECONFIGURATION DELAY/COST
In this section, we discuss the impact of reconfiguration delay and cost on the performance of a cloud network control policy that is unaware of such reconfiguration delay/cost.
In order to formalize the notion of performance measure, we start with the characterization of the cloud network capacity region and the minimum average cloud network cost required for network stability. The cloud network capacity region Λ Δ is defined as the closure of all input rate matrices that can be stabilized by some cloud network control policy, given the cloud network structure (G, Φ, Δ). For each rate matrix λ ∈ Λ Δ , we denote by h * Δ (λ) the minimum average cost required for network stability.
The following Theorem 1 establishes that the capacity region and the minimum average cost for each arrival rate in the capacity region remains the same for any finite reconfiguration delay and cost.
Theorem 1: The capacity region Λ Δ is independent of the finite reconfiguration delay/cost structure Δ. In other words, Λ Δ = Λ, where Λ is the capacity region of the cloud network without reconfiguration delay, as characterized in [6, Th. 1] . Furthermore, given any exogenous arrival rate matrix λ ∈ Λ Δ , we have h * Δ (λ) = h * (λ).
Due to space limitations, we briefly describe the intuition behind Theorem 1 here, and provide its detailed proof in Appendix D of the extended version [19] . The key intuition behind the proof of Theorem 1 is that, for any stationary scheduling policy, one can change the order of the schedules without affecting the rate stability and the average cost of the policy. Since there exists a stationary policy that is rate stable under zero reconfiguration delay for any λ ∈ Λ, one could change the order of the schedules in such policy to have the same decisions to be scheduled at consecutive time slots, essentially extending the duration of each schedule, and hence reducing the frequency of reconfiguration Remark 1: Note that despite the fact that the capacity region is not affected by the reconfiguration overhead, extending the schedules' duration typically leads to larger queueing delay. This performance degradation caused by the reconfiguration overhead will become clearer when we look at the simulation results in section VI.
Notice that Theorem 1 is an existence result. Next, we discuss an algorithm to achieve rate stability without any explicit knowledge of the traffic matrix and/or the reconfiguration overhead. In [18] , under the setup of no reconfiguration delay and cost, the DCNC policy is proposed and shown to be throughput optimal and to achieve a [O(1/V ), O(V )] costdelay tradeoff. However, this result does not hold for the case in which reconfiguration delay or cost exists. More specifically, it will be shown in section VI ( Figs. 3 and 8 ) that DCNC loses throughput optimality and the ability to achieve minimum average cost under the presence of reconfiguration delay or cost.
In the next section, we propose Adaptive DCNC (ADCNC), an online distributed policy for cloud network control under reconfiguration delay and cost. We then establish theoretical performance guarantees of the ADCNC policy; specifically, throughput optimality and [O(1/V ), O(V )] cost-delay tradeoff. In other words, ADCNC recovers the performance guarantees that DCNC loses when reconfiguration overhead exists.
V. DYNAMIC CLOUD NETWORK CONTROL UNDER RECONFIGURATION DELAY/COST

A. Adaptive DCNC policy
At each time slot t, each cloud network node makes local processing and transmission decisions on its corresponding outgoing interfaces.
Adaptive DCNC requires the selection of a function g satisfying the following condition and a parameter V ∈ IR + .
Condition 1: Function g : IR + → IR + satisfies: x = 0. With the given function g and parameter V , node i ∈ V makes the following transmission and processing decisions at each time slot t:
• Transmission decisions: For each neighbor j ∈ V + (i) 1) Compute the transmission max-utility-weight as
with k * , c * being its maximizers. 2) Let (k,c) denote the schedule at time t−1. Compute the transmission weight as
and the transmission weight differential as
3) Define the transmission weight differential threshold at time t as
and determine the transmission resource-commodity schedule at time t as 
with k * , c * being its maximizers. 2) Let (k,c) denote the schedule at time t−1. Compute the processing weight as
and the processing weight differential as
3) Define the processing weight differential threshold at time t as
and determine the processing resource-commodity schedule at time t as
Allocate k(t) processing resource units and set processing flow rates as:
B. Performance Analysis
In this subsection, we extend the drift-plus-penalty analysis of [20] to show that Adaptive DCNC is throughput-optimal and achieves [O(1/V ), O(V )] average cost-delay tradeoff with probability 1 (w.p. 1) under any finite reconfiguration delay/cost.
The stability of Adaptive DCNC relies on the fact that it allows each node and link to implicitly adjust the frequency of reconfiguration according to its maximal queue length differential. In particular, under Adaptive DCNC, the frequency of reconfiguration will decrease if the maximal queue length differential increases. This behavior may be characterized by the following lemma.
Lemma 1: Suppose Assumption 1 and 2 hold, and the cloud network is operated under Adaptive DCNC with parameter V and sublinear function g. Given any fixed integer T , if the maximal queue length differential at a link
Similarly, if the maximal queue length differential at a node
, is greater than a constant M i as defined below in (14) , then node i reconfigures at most once during [t, t + T ].
where
The proof of Lemma 1 is given in Appendix A of the extended version [19] .
With Lemma 1 limiting the frequency of reconfiguration, and the weight differentials {ΔW i (t)} i∈V , {ΔW ij (t)} (i,j)∈E being bounded by local thresholds that are growing sublinearly with the local maximal queue length differential, we then extend the drift-plus-penalty analysis of [20] to prove the following performance guarantee. Adaptive DCNC stabilizes the cloud network, while achieving arbitrarily close to minimum average cost h * (λ) w.p. 1, i.e. lim sup
where B is a constant that is dependent on the system
The proof of Theorem 2 leverages the drift-plus-penalty analysis of [20] and is given in Appendix A.
VI. SIMULATIONS
In this section, we present simulation results for the proposed Adaptive DCNC policy and compare with benchmark policies. The sublinear function g for Adaptive DCNC is selected as g(x) = (1− γ)x 1−δ for all simulations, and unless otherwise stated, δ = 0.01 and γ = 0.01. For this time slotted cloud network, we assume each time slot to be of 10 ms.
We consider a cloud network with network topology based on the Abilene US Network, as shown in Fig. 2 . We assume that all nodes are cloud nodes that can host all service functions.
For the processing resource parameters, we assume that each cloud node i can instantiate a maximum of K i = 5 VMs, with one vCPU per VM, i.e. C i (k) = k vCPUs, k ∈ {1, . . . , 5}. The associated processing resource costs are estimated from power consumption and local energy cost data from [21] and [22] , and the resulting per-timeslot processing resource costs are listed in Table I . We assume a linear cost structure such that w i (k) = k · w i (1).
On the other hand, for the transmission resource parameters, we assume that each link (i, j) can allocate a maximum of K ij = 5 bandwidth channels of 1 Gbps each, i.e. C ij (k) = k Gbps, k ∈ {1, . . . , K ij }. The transmission resource costs are estimated based on AWS Direct Connect pricing [23] , and modified to take link distance into account. The resulting   TABLE I   PROCESSING RESOURCE COST PER TIME SLOT   TABLE II   TRANSMISSION RESOURCE COST PER TIME SLOT per-timeslot transmission resource costs are listed in Table II . We assume a linear cost structure such that w ij (k) = k·w ij (1) .
We consider 2 network service chains, each composed of 2 distinct functions. The scaling factors of all functions are assumed to be ξ (c) = 1, and the processing-transmission flow ratios are ρ (c) i = 1 vCPU / Gbps for all nodes and service functions. We assume each service is requested by one sourcedestination pair. For Service 1, the source is in Seattle and the destination is in New York; while for Service 2, the source is in Sunnyvale and the destination is in Atlanta. The arrival processes for both flows are i.i.d. Poisson with arrival rates denoted by λ 1 and λ 2 , respectively. Throughout the simulation, we set both arrival rates to the same value, denoted by λ, i.e. λ 1 = λ 2 = λ.
For ease of discussion, we separate cases to illustrate different effects of reconfiguration delay and reconfiguration cost. In the following subsections, we vary the reconfiguration delay while fixing the reconfiguration cost, and vice versa.
A. Reconfiguration Delay
We first consider the case of cloud networks with reconfiguration delay only, in other words, the reconfiguration costs are set to zero. In this subsection, the reconfiguration delay of all the processing and transmission resources are set to the same value, denoted by δ r . Fig. 3 compares the mean (time average) total queue length between ADCNC and benchmark policies, DCNC [18] and BMP [14] , under various flow arrival rates λ. Note that the BMP policy is proposed in the context where the cost minimization is not addressed, hence we make the parameter V fixed as V = 0.0 for all policies to ignore the cost minimization aspect, and focus only on the throughput performance. Given the topology and the processing and transmission capacity setting, the rate pair (λ 1 , λ 2 ) = (5.0, 5.0) Gbps is at the boundary of the capacity region, hence we consider the interval λ ∈ [0, 5.0). It is clear from Fig. 3 that when the reconfiguration delay δ r is nonzero, DCNC loses throughput-optimality, and the maximum arrival rate it can stabilize reduces as the reconfiguration delay δ r increases. In contrast, ADCNC and BMP guarantee the throughputoptimality irrespective of the finite reconfiguration delay value. We also see that while ADCNC and BMP have comparable delay performance, ADCNC has slightly shorter queue lengths especially for small reconfiguration delays. In the following, we further look into the cost-delay tradeoff performance for DCNC and ADCNC.
In Fig. 4 , we plot the mean (time average) network cost versus the mean total queue length for DCNC and ADCNC under various reconfiguration delays. The arrival rate is fixed to λ = 1.0 Gbps. Note that for each curve, the control parameter V tunes the tradeoff between network cost and total queue length. The closer a curve is to the lower-left corner, the better the performance (cost-delay tradeoff). Note that without reconfiguration delay, δ r = 0, DCNC and ADCNC have similar performance. As δ r increases, the performance of the two policies starts to degrade. Nevertheless, ADCNC always guarantees throughput-optimality, and it is able to push the mean network cost arbitrarily close to minimum at the expense of increased mean queue length. In contrast, DCNC has significantly larger performance degradation as δ r increases, and does not guarantee throughput-optimality. In fact, for δ r = 5, DCNC cannot even stabilize the arrival rate of λ = 1.0 Gbps, hence the absence of the associated cost-delay curve.
In Fig. 5 , we further look into the reconfiguration behavior of both DCNC and ADCNC under various values of the control parameter V , with reconfiguration delay fixed to δ r = 2, and arrival rate λ = 1.0 Gbps. The vertical axis represents the fraction of time that a given transmission/processing resource is under reconfiguration, averaged over all resources, i.e., the time overhead caused by the reconfiguration delay. We first notice that ADCNC spends much less time under reconfiguration, which is one of the key reasons for ADCNC to preserve throughput-optimality under finite reconfiguration delay. We then notice that while increasing the parameter V helps reducing reconfiguration overhead for both policies, DCNC spends a significantly higher fraction of time under reconfiguration even for large V .
We now consider the selection of the function g(x) used in ADCNC. As specified in the simulation settings, we fix the form of g(x) = (1 − γ)x 1−δ and look at the effect of varying the parameters δ and γ. In Fig. 6 , we fix γ = 0.01, i.e., g(x) = 0.99x 1−δ , and vary δ in the exponent. We can see that the performance improves as δ approaches 0, suggesting that the performance is better when g(x) approaches a linear function. Notice a caveat here is that the linear function does not satisfy Condition 1 for g(x), and hence does not guarantee the throughput optimality and average cost upper bounds from Theorem 2. On the other hand, in Fig. 7 , we fix δ = 0.01, i.e., g(x) = (1 − γ)x 0.99 , and vary γ in the exponent.
B. Reconfiguration Cost
In this subsection, we set the reconfiguration delay to a fixed value (δ r = 2), and set the reconfiguration cost of all the processing and transmission resources to be the same value, denoted by η r . Given the reconfiguration delay, we select the arrival rate low enough such that DCNC is rate stable, and compare the cost-delay tradeoff performance between DCNC and ADCNC. Fig. 8 shows the cost-delay tradeoff achieved by DCNC and ADCNC under various reconfiguration costs η r . We first notice that as the reconfiguration cost increases, DCNC can no longer achieve arbitrarily close to the minimum average cost, even when the parameter V is tuned to endure large mean total queue length. On the other hand, Adaptive DCNC is able to achieve arbitrarily close to the minimum cost under any reconfiguration cost η r .
VII. EXTENSIONS
A. Adaptive DCNC in Generalized Settings
In this subsection, we briefly discuss interesting extensions to the current model that can be captured with a slight modification of the analysis.
(1) Different reconfiguration delay/cost for resource allocation and commodity allocation: In this paper, we have assumed that the same reconfiguration delay and cost are incurred upon any change in either the allocation of resources or the commodity being processed/transmitted. In practice, different delays and costs can be associated with different reconfiguration operations. It is rather straightforward to show that ADCNC would preserve throughput and cost optimality for any finite values of such heterogeneous delays and costs by treating any change as incurring the maximum of such delays/costs. However, improved policies (in terms of costdelay tradeoff) could be designed in such settings. In the next subsection, we provide an example heuristic variant of the ADCNC policy to improve the cost-delay performance under this setting. (2) Partial reconfiguration: In this paper, we consider a worst-case reconfiguration delay model in the sense that we assume complete unavailability of packet processing or transmission functionality at a node or link undergoing reconfiguration. In practice, there may be cases in which adding or removing resources without changing the allocated commodity only reduces the available processing or transmission rate to the minimum between the available rates before and after reconfiguration. Importantly, a throughput-optimal policy for this worst-case reconfiguration delay model will guarantee throughput optimality for any other less restrictive model. Improved policies (in terms of cost-delay tradeoff) for this setting are of interest for future work.
B. A Heuristic Variant of Adaptive DCNC
In the previous subsection, we discussed a more generic setting of the cloud network control problem, where different reconfiguration overheads are associated with different reconfiguration operations, i.e., resource reconfiguration and commodity reconfiguration. While, as mentioned earlier, the throughput optimality guarantee for Adaptive DCNC extends to this case, it is possible to improve the performance, i.e., the cost-delay tradeoff, by exploiting the unequal reconfiguration overhead associated with the different operations. We now introduce a heuristic variant of Adaptive DCNC as an example for improving the cost-delay performance.
Recall that Adaptive DCNC reconfigures both resource allocation and scheduled commodity at the same time. This approach is reasonable when the reconfiguration overhead is the same for both operations, since when one reconfiguration operation is performed, the other could be performed at the same time without incurring additional overhead. However, when the reconfiguration overhead is different for different operations, intuitively one may benefit from performing the reconfiguration operation with smaller overhead more frequently. For this reason, we modify the reconfiguration criterion in Adaptive DCNC to a two-stage criterion. The first stage is the same as the reconfiguration criterion in Adaptive DCNC, while the additional stage is used to decide whether to perform the reconfiguration operation with smaller overhead. With the additional stage of reconfiguration criterion, we would expect the reconfiguration operation with smaller overhead to be performed more frequently.
To be more specific, consider an example where the resource reconfiguration overhead is larger than the commodity reconfiguration overhead. The local processing decisions at node i ∈ V at time t first follow steps 1) and 2) as described in section IV.A to compute W * i (t) and ΔW i (t). Then, at step 3), node i first checks if the criterion ΔW i (t) > θ i (t) is met. If so, then it reconfigures both resource and commodity allocation; otherwise, it further checks the following. Node i computes
If ΔQ i (t) > φ i (t), then it reconfigures the commodity (while the resource allocation remains the same), otherwise no reconfiguration is performed. We refer to this policy as ADCNC-2stage, as it is a variant of ADCNC where the reconfiguration criterion becomes a 2-stage decision.
In Fig. 9 , we show the simulation result for ADCNC and ADCNC-2stage under different commodity reconfiguration delay, while the resource reconfiguration delay is fixed as δ r,resource = 20. Again, for simplicity, we set all the reconfiguration costs to zero. We note that while the performance of ADCNC (solid lines) improves slightly as the commodity reconfiguration delay decreases, ADCNC-2stage (dashed lines) further exploits the smaller commodity reconfiguration delay and improves the cost-delay performance for each commodity reconfiguration delay.
VIII. CONCLUSION
This paper addresses the dynamic control of network service chains in distributed computing networks (e.g., cloud networks) with non-negligible resource reconfiguration delay and cost. We show that while the capacity region and the minimum achievable time average cost remains unchanged regardless of the value of reconfiguration delay or cost, the throughput and cost optimality of existing policies (in the regime without reconfiguration delay/cost) is compromised when reconfiguration delay/cost exists. We then propose Adaptive DCNC, a distributed flow scheduling and resource allocation policy that addresses the reconfiguration overhead. In particular, we show that ADCNC is throughput optimal and achieves a [O(1/V ), O(V )] cost-delay tradeoff through an extension of the drift-plus-penalty analysis, and further validate the results via numerical simulations.
ADCNC exhibits important practical features, among which we highlight its distributed nature and the fact that it does not require neither prior knowledge of the traffic demands nor the exact values of reconfiguration overhead. These properties benefit the applicability of ADCNC to the control of large scale cloud networks and relieves the burden of demand estimation/prediction or the measurement of reconfiguration overhead. In addition, we show that ADNC can be easily extended to account for the heterogeneity of reconfiguration delay and cost to further improve the cost-delay performance in such practical settings.
With the recent rapid advances in network virtualization technologies, we expect the cloud network architecture considered in this work to be widely adopted for emerging large scale applications. The model and the control policy described in this paper address two important practical aspects regarding the deployment and efficient operation of distributed cloud networks, namely the dynamic traffic demand and the reconfiguration overhead. We claim that awareness of reconfiguration overhead is essential toward accurately evaluating the performance of dynamic cloud network control policies, which should further facilitate the adoption of cloud network architectures in practice.
APPENDIX
In the following, given a time t , we denote by (k ij (t ), c ij (t )) the transmission resource-commodity pair scheduled at time t on link (i, j), and by (k i (t ), c i (t )) the processing resource-commodity pair scheduled at time t at node i. In addition, we denote by k * ij (t ), c * ij (t )) the transmission resource-commodity pair that maximizes the weight, W * ij (t ) at time t on link (i, j), and by (k * i (t ), c * i (t )) the processing resource-commodity pair that maximizes the weight, W * i (t ), at time t at node i. The following two lemmas will be useful when proving Lemma 1 and Theorem 2. The proofs of these lemmas are given in Appendix C of the extended version [19] .
Lemma 2: Given Assumption 2, for any commodities c 1 , c 2 ∈ C, any nodes i, j ∈ V, and any ξ < ξ max , ρ > ρ min , the (weighted) queue length differential between Q (c1) i and Q (c2) j can change only by a finite amount over one time slot, given as (17) where C max = max{ max Similarly, the change in the maximal queue length differential for transmission on link (i, j) over one time slot is bounded as (18) and the change in the maximal queue length differential for processing in node i over one time slot is bounded as i ) 2 . Let X(t) = Q(t), k(t), μ(t), r(t) denote the queue length, resource allocation decision, flow rate decision, and the reconfiguration status of the cloud network at time t.
We now leverage Lemma 1 to bound the T -step Lyapunov drift-plus-penalty as defined below: 
For each time slot τ ∈ [t, t + T ] we have:
IE L(Q(τ + 1)) − L(Q(τ )) + V h(τ ) X(τ )
where Φ = 1 2 N ((v max + 1)C max ) 2
and v max = max i∈V {max{|V + (i)|, |V − (i)|}}.
Let W * (τ ) denote the sum of the transmission max-utilityweights and the processing max-utility-weights,
where the transmission max-utility-weights and the processing max-utility-weights are given by
In (21), adding and subtracting IE W * (τ ) X(τ ) given in (23) , and recalling that for any > 0 such that λ + 1 ∈ Λ, (see [6] , [18] for derivation): 
we can further bound the drift-plus-penalty in (21) as:
From above we have a negative term in the drift-pluspenalty which decreases as the total queue length increases. It then remains to ensure that W * (τ ) − Z(τ ) + V h(τ ) could be bounded so that we can still upper bound the drift-pluspenalty with a term that decrease when the total queue length increases. To this end notice that:
where Φ = Φ + (i,j)∈E
. Now select T > max{ 8|E|δijCij,max , 8|V|δiCi,max }, and since g is a sublinear function, there exists a constant K T < ∞ such that x > K T implies |E|g(C max x) < 8 x for any (i, j) ∈ E and |V|g(C max x) < 8 x for any node i ∈ V. We thus have 
