Abstract-This paper is concerned with the iterative detection principles for coded linear systems with cyclic prefixes. We derive a matrix-form low-cost fast Fourier transform (FFT) based iterative LMMSE-APP detector and propose an evolution technique for the performance evaluation of the proposed detector. Numerical results show a good match between simulation and evolution prediction.
I. INTRODUCTION
Iterative minimum-mean-square-error (MMSE) detection has been studied in the context of a variety of applications involving inter-symbol interference (ISI), multipleinput-multiple-output (MIMO) transmission, and multipleaccess (MAC) [1] [2] [3] [4] . It can provide performance comparable to maximum a posteriori (MAP) detection [5, 6] at considerably reduced cost.
In this paper, we study the linear MMSE (LMMSE) approach to systems with circulant channel matrices. Such matrices arise when cyclic prefixes are added to the tramnsmitted signals, which is a technique considered, e.g., in 3GPP long term evolution systems [7] . We first derive a matrix form FFT-based iterative LMMSE-APP (APP for "a posteriori probability") detector, and then propose an SNR-variance evolution technique for its performance evaluation. The extrinsic information transfer (EXIT) chart technique [2, 8] is a useful tool for the analysis of iterative detectors in fixed channels. However, its application becomes difficult when channels are not fixed, such as in the case of MIMO ISI quasi-static fading channels. In this case, the average performance of a system can be computed by collecting statistics for a sufficiently large number of channel realizations. For each realization, a different pre-simulated transfer function of the detector is required for the EXIT chart analysis. It is generally impractical to store the pre-simulated EXIT transfer functions for all possible channel realizations. In this paper, we therefore develop an alternative solution in which the transfer function is generated analytically (rather than presimulated) at very low cost for each channel realization during the evolution process. The overall system performance can be evaluated by averaging over Fig.1 ) using forward-error-control (FEC) codes and permuted by an interleaver (marked by H in Fig.1 
The discussion in II.B and C applies to both real and complex channel models, since a complex linear system can be equivalently transformed into a real system (with doubled dimensions) by equating the real and imaginary parts separately. Hence, we only discuss real systems in this paper.
For simplicity, we assume that each element in x is modulated by binary phase shift keying (BPSK) over {+1, -1}. Note that BPSK modulation for the converted real system model is equivalent to quadrature phase shift keying (QPSK) with Gray mapping for the original system.
III. THE ITERATIVE LMMSE-APP DETECTION PRINCIPLES
The lower part of Fig.1 shows the iterative LMMSE-APP receiver. The ESE (for "elementary signal estimator") module is based on the LMMSE principle and the DEC based on the APP decoding principle, hence the name "LMMSE-APP". These two modules are connected by the interleaver fl and the corresponding de-interleaver fl-H, and work iteratively. Note that H is assumed to be known at the receiver.
A. The LMMSE Approach to the ESE
The ESE computes the extrinsic log-likelihood ratio (LLR) for each xj as
p(r xi = -1)
with the FEC coding constraint ignored, i.e., the ESE operates as if x contains un-coded bits. The exact evaluation of (4) can be realized by the MAP algorithm, but is usually prohibitively complicated. Let the diagonal matrix V be the covariance of x. It is shown in [4] that the LLR in (4) (6) Let v be the average of {v,}, i.e., v =J-1 vj [2] .
We update V as follows.
V ;vI
Recall that V is the variance of x. Eqn. (7) (8) wJ-1 1g 12 (vJIg. 12 + 2)-l Then we rewrite (6) as
The ESE can be implemented based on (9) as follows:
Step 1: Take the FFT of r -HE(x).
Step 2: Multiply the results of Step 1 by a diagonal matrix GH(v-GGH+&21)- 1 Step 3: Take the IFFT of the results in Step (10) where V is the average of Vj for j = 0,..., J-1. Based on the properties given in II.C, it can be shown that
+2(I -VU)-'UE(x) (11) where U _ (IJ®Usub)df1 ag
The operations in (11) can be implemented similarly to those in IV.A except that block-wise FFT should be used.
V. EVOLUTION ANALYSIS
In this section, we outline an evolution-based technique to characterize the behavior of the iterative LMMSE-APP detector discussed previously. A. Evolution Analysis for Circulant H The evolution technique tracks a few parameters in the iterative process using pre-calculated transfer functions.
We require that the parameters involved be as few as possible so as to reduce the complexity involved. At the same 73 time we require that these parameters accurately characterize the statistical behavior of the iterative process, so as to predict its performance. For a system with a circulant channel matrix as in (2) 
After the second iteration:
The SNR value resulting from a specified number of iterations can be used to predict the system performance. The above principle is similar to the EXIT chart method in which mutual information is used. The EXIT chart approach [2] is for fixed channels in which the transfer functions can be pre-calculated by simulation and stored. This strategy, however, is not applicable if we want to evaluate the statistical system behavior in quasi-static fading channels, since the transfer functions involved (in particular, 0(*)) can be different for different channel realizations. It is not practical to pre-calculate and store 0( ) and V'(-) for all possible channel realizations.
In the following, we present a solution to this difficulty that is obtained by making certain approximations. It is shown via numerical results that the proposed method can accurately characterize the behavior of the iterative receiver in Fig. 1 where the second equality follows from the matrix inversion lemma, and the last equality follows from (8 We will use a vector form SNR denoted byp. pn, denoting the nth entry in p, represents the SNR value at the ESE outputs corresponding to a specific index n of the MIMO inputs. For simplicity, we assume that there is only one decoder and so one variance value is used, i.e., V = vI Thus we need to find the following two functions, namely p = O(v) and v= (p) .
For H given in (3), it can be shown that
where 1 is an all-one vector with length N. The derivation for (14) is similar to (13). We omit details here due to the lack of space. 
VI. NUMERICAL RESULTS
In this section, numerical results are given to verify the proposed implementation method and the evolution analysis. Although the generic system model in Fig. 1 In simulation, at least 10 iterations are taken in the detection to guarantee convergence. For each point on the performance curve, at least 1000 errors are collected. Fig. 3 shows the BER/FER performance of the system in quasi-static Rayleigh-fading 2x2 MIMO ISI channels with L = 4. Both FDE-MMSE and TDE-MMSE are considered. It can be seen that the performance loss with FDE-MMSE (due to the approximation in (10)) is not significant. Fig. 3 also includes the performance curves predicted by evolution. In Fig. 3 , it can be seen that the performance of FDE-MMSE is accurately predicted by the full-table method (denoted by "FT-Evolution"). Moreover, the prediction made by the EMI method (denoted by "EMI-Evolution") deviates only about 0.1-0.2dB away from the actual performance.
In Fig. 4 , we consider a quasi-static Rayleigh-fading 4x4 MIMO ISI channels with L = 2 and 4, respectively. The evolution results are based on the EMI method since the FT method becomes too complicated here. We can see that the EMI method provides better predictions as the MIMO dimension and/or channel memory length are increased. 1.E+00
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