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A POLYHEDRAL CHARACTERIZATION OF BORDER BASES
GÁBOR BRAUN AND SEBASTIAN POKUTTA
Abstract. Border bases arise as a canonical generalization of Gröbner bases, using order ideals in-
stead of term orderings. We provide a polyhedral characterization of all order ideals (and hence all
border bases) that are supported by a zero-dimensional ideal: order ideals that support a border ba-
sis correspond one-to-one to integral points of the order ideal polytope. In particular, we establish a
crucial connection between the ideal and its combinatorial structure. Based on this characterization
we also provide an adaptation of the border basis algorithm of Kehrein and Kreuzer [35] to allow for
computing border bases for arbitrary order ideals, given implicitly via maximizing a preference on
monomials (variable selection problem), independent of term orderings. The algorithm requires the
same size of resources as the border basis algorithm except for some minor overhead. We also show
that the underlying variable selection problem of finding an order ideal that supports a border basis
is NP-hard and that any linear description of the associated convex hull of all order ideals requires a
superpolynomial number of inequalities.
1. Introduction
In many different disciplines and real-world applications one is faced with solving systems of
polynomial equations. Often this is simply due to a physical or dynamical system having a nat-
ural representation as a system of polynomial equations, but equally often it is due to the sheer
expressive power of polynomial systems of equations that allow for easy reformulation. To give
an example of the latter, an inequality ax ≤ b with a ∈ Rn and b ∈ R can be expressed via a
single polynomial equation: ax + u2 = b. A slightly more involved example is that of the feasible
region of a binary program {x | Ax ≤ b, x ∈ {0, 1}n}, which can be captured via rewriting each
individual inequality as before, and adding quadratic polynomials x2i − xi = 0 for each coordinate
i = 1, . . . , n of x. As a consequence, there is a huge need to computationally model, understand,
manipulate, and extract the solution set of systems of polynomial equations.
A key insight in (computational) commutative algebra is that one can choose a smart ordering
on the monomials and compute a special set of generators of the ideal generated by the system
of equations that makes many operations easy, and provides a structural insight into the system.
One such special set of generators is a Gröbner basis. By now, Gröbner bases are fundamental and
standard tools in commutative algebra to actually perform important operations on ideals such
as intersection, membership test, elimination, projection, and many more. Border bases arise as
a natural generalization of Gröbner bases that can be computed for zero-dimensional ideals, i.e., the
associated factor space is a finite-dimensional vector space (see Section 2 for details). While this
might seem to be a severe restriction, for many applications it is sufficient. Roughly speaking,
whenever the solution set is finite, we are dealing with a zero-dimensional ideal. For example,
systems of polynomial equations with solutions restricted to a finite set of points are captured by
zero-dimesional ideals.
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The advantage of border bases over Gröbner bases partly arises from the iterative generation
of linear syzygies, inherent in the border basis algorithm, which allows for successively approxi-
mating the basis of interest degree-by-degree,which leads to an implied notion of approximability.
Moreover, many border basis algorithms (and also Gröbner basis algorithms) are essentially linear
algebra algorithms, allowing for fast computation. However arguably the most important differ-
ence between a Gröbner basis and a border basis is that the former is computed with respect to
a term ordering (the aforementioned ordering on the monomials) and the latter is computed with
respect to a so-called order ideal, which for now can be thought of as a generalization of a termorder-
ing (and not an ideal in the usual sense). An order ideal that supports a border basis, i.e., for which
one can compute a border basis is called admissible. It is well known that every reduced Gröbner
basis can be extended to a border basis (see [35, p. 281ff]), i.e., every term ordering gives rise to an
admissible order ideal. At the same time, not every border basis is an extension of a Gröbner basis,
since the former form a strictly larger set giving potential extra freedom in modeling solution sets
to polynomial systems. For a given zero-dimensional ideal I of a polynomial ring R, the size of
an order ideal that supports a border basis is predetermined as the dimension of the vector space
R/I. This is only a necessary condition though and not every order ideal O of size equal to the
dimension of R/I supports a border basis. An example illustrating these two cases is presented
in [35, Example 6]. Finally, border bases deform more smoothly in the input [40] (see also [49]),
which is particularly helpful when the coefficients arise frommeasurement data [1,29], e.g., that is
why border bases are used in the context of total-least-squares polynomial regression (see [29] for
details).
1.1. Arbitrary order ideals. While the above examples highlight the advantages of border bases
for certain types of computations, so far we have not answered a key question: why it is desirable
and important to be able to compute border bases with respect to general order ideals (i.e., those
that do not necessarily stem from a term ordering). We offer three different perspectives.
First, it is desirable to obtain a complete characterization of all border bases supporting order
ideals. In particular, our characterization can be used to rule out certain types of order ideals and
provides a proof (a dual certificate) for their non-existence via the associated violated inequality:
in complexity-theoretic terms, we provide certificates for the non-membership problem. Second,
choosing a different order ideal might significantly reduce computational time to obtain a border
basis. This aspect is well known and often exploited in the context of Gröbner bases.
However, arguably the most important aspect from the perspective of actually solving polyno-
mial system is variable selection. Often the polynomial system of interest stems from e.g., a physi-
cal system and the variables correspond to actual physical quantities and hence have explanatory
power. Now, it can be very desirable to obtain a polynomial description of the solution set of the
system using specific monomials or variables to allow for actual real-world interpretation of the solu-
tions. At the same time the ideal structure might preclude a description with all desired variables
or monomials contained in the order ideal. We end up with an optimization problem of finding
an order ideal, which matches our preferences as well as possible. Optimization problems of this
type are referred to as variable selection or feature selection (see e.g, [31]) and are ubiquitous in many
data related disciplines, such as e.g., statistics, machine learning, and more broadly data analyt-
ics, where we effectively seek an explanation of a phenomenon in specified explanatory variables.
In our context this naturally leads to theMaximum weight admissible order ideal problem, where
we specify weights for each monomial and we search a maximal weight order ideal supporting a
border basis of a given zero-dimensional ideal I.
Order ideals and determining those with maximum weight do appear in a very natural way in
combinatorial optimization as the so called maximum weight closure problem (a simplified version
of our Maximum weight admissible order ideal problem, cf. e.g., [47]) and they have a variety of
applications, e.g., in open-pit mining where any feasible production plan is indeed an order ideal;
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we refer the interested reader to [30] for an overview. Another example is the approximate vanish-
ing ideal algorithm in [29], which computes a polynomial description of an approximate vanish-
ing ideal of a given set of (noisy) points. Effectively, a total-least-squares optimization problem is
solved here and explanatory variables can come from an order ideal. If the points stem from ac-
tual (physical) measurements, choosing the variables in the order ideal can help recover important
physical relations. Other, more involved applications might arise, e.g., in computational biology
where the structure of a boolean network is inferred from the Gröbner fan.
It has been an open question to characterize the admissible order ideals of a zero-dimensional
ideal. We provide a polyhedral relaxation of all admissible order ideals of a given zero-dimensional
ideal that support a border basis. This is the bestwe can hope for given that the separation problem
for the polytope is NP-hard as we will see in Section 5. Moreover, we will also establish that in
general the convex hull of all order ideals of a given ideal can require a superpolynomial number of
inequalities in any linear programming formulation, i.e., that the polytope arising from the convex
hull has superpolynomial extension complexity. Many of the results that we present later are the
border bases analogs of their counterpart for Gröbner bases in [46].
1.2. Computing border bases. The border basis algorithm in [35], which is a specification of
Mourrain’s generic algorithm [43], allows for computing border bases of zero-dimensional ideals
for order ideals supported by a degree-compatible term ordering. However, this border basis algo-
rithm does not allow for the computation of a border basis for more general order ideals (in fact it
requires a degree-compatible term ordering). The alternative algorithm presented in [35, Proposi-
tion 5] which can potentially compute arbitrary border bases requires the a priori knowledge of the
order ideal that might support a border basis. So while in principle the algorithm can compute
arbitrary border bases, the supporting order ideal has to be part of the input. Thus it does not
characterize order ideals for which a border basis does exist. Further, as pointed out in [35, p. 284],
the basis transformation approach of this algorithm is unsatisfactory as it significantly relies on
Gröbner basis computations. Another interesting approach for the computation of normal forms
that do not require degree-compatible term orderings is [44, 45], however here a fixpoint scheme
is required.
1.3. Applications of border bases. Surprisingly, it turns out that there are deep connections to
other mathematical disciplines and border bases represent the combinatorial structure of the ideal
under consideration in a canonical way. Although the use of border basis as a concise framework
is quite recent (see e.g., [34–36]), the concept of border bases and in particular the border basis algo-
rithm is rather old and has been reinvented in different fields of mathematics including computer
algebra, discrete optimization, logic, and cryptographyunderdifferent names. In summary, border
bases have been successfully used for solving zero-dimensional systems of polynomial equations
(see, e.g., [8, 42, 43]), which in particular include those with 0/1 solutions and thus a large variety
of combinatorial problems.
Polynomial method. Polynomial systems have been used in discrete mathematics and combinato-
rial optimization to formulate combinatorial problems such as the graph coloring problem, the
stable set problem, and the matching problem (we refer the interested reader to [22]) as well as to
recognize graph properties [24]. This well-known method, which Alon referred to as the polyno-
mial method [3, 4] recently regained strong interest and emphasizes the alternative view of border
bases algorithms in their various incarnations as proof systems which successively uncovers hid-
den information by making it explicit. In [23, Section 2.3] and [21, 22, 25] infeasibility of certain
combinatorial problems, e.g., 3-colorability of graphs is established using Hilbert’s Nullstellensatz
and the algorithm NulLA is provided to establish infeasibility by using a linear relaxation. The
core of the algorithm is identical to the L-stable span procedure used in the border basis algorithm
in [35], which intimately links both procedures. The difference is of a technical but important
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nature: whereas NulLA establishes infeasibility, the border basis algorithm as presented in [35]
computes the actual border bases of the ideal. Another recent link between border bases and the
Sherali–Adams closure [51] is that the Sherali–Adams procedure can be understood as a weaker
version of the L-stable span procedure, see [48]. Recently, border bases have also been used to
obtain a hierarchy of relaxations for polynomial optimization problems [14].
Border bases and cryptography. Border bases have also been used to solve sparse quadratic systems
of equations thus giving rise to applications in cryptography in a natural way. Such systems arise
from crypto systems (such as e.g., AES, BES, HFE, DES, CTC variants) when rewriting the S-boxes
as polynomial equations. The celebrated XL, XSL, MutantXL attacks (see e.g., [17, 41]) are equiva-
lent to the reformulation-linearization-technique (RLT) of Sherali andAdams [51] and use a version
of the Nullstellensatz to break ciphers. Motivated by the success of the aforementioned methods,
border bases have also been used in cryptanalysis and coding theory, see [9].
Border bases and numerical computations. Another core application of border bases is the modeling
of dynamic systems from measured data (see e.g., [1, 29, 37]) where better numerical stability is
advantageous. The obtained solutions via border bases often provide a better generalization, i.e.,
explain new phenomena better, than the respective Gröbner basis analog.
Our contribution. Our contribution is the following:
Polyhedral characterization of all border bases. We provide a complete, polyhedral characterization of
all border bases of any zero-dimensional ideal I. We associate an order ideal polytope P to I whose
integral points are in one-to-one correspondence with order ideals supporting a border basis of I
(Theorem 3.2). This explicitly establishes the link between the combinatorial structure of the basis
of the factor space and the structure of the ideal: whether an order ideal supports a border basis is
solely determined by the combinatorial structure of the order ideal polytope. A related result for
Gröbner bases of the vanishing ideal of generic points was established in [46], where it was shown
that distinct reduced Gröbner bases of the vanishing ideal are in bijection with the vertices of the
corner cut polyhedron.
Computing maximum weight order ideals. We will show that computing a maximum weight order
ideal supporting a border basis, i.e., solving the variable selection problem, is NP-hard in general
(Theorem 5.1). This is surprising as we merely ask for a basis transformation. In particular, the
NP-hardness does not stem from the hardness of computing the L-stabilized span, as the problem
remains NP-hard, even in cases where the L-stabilized span is small enough to be determined ef-
ficiently as shown in our reduction in Section 5.2. In particular, unless NP = coNP, the convex
hull of characteristic vectors of order ideals cannot have an efficient linear programming formula-
tion. In Section 5.3, we complement this result and show that there exists zero-dimensional ideals
so that any linear programming formulation capturing their admissible order ideals requires a
subexponential number of inequalities, irrespective of NP vs. coNP; in the language of extended
formulations, we show that the convex hull of admissible order ideals has subexponential exten-
sion complexity. We discuss implications of this in Section 5.4.
Computing arbitrary border bases. We extend the border basis algorithm in [35] to compute border
bases for arbitrary order ideals using the order ideal polytope (Algorithm 4.1), where the order
ideals are given implicitly by a preference vector. (Note that every admissible order ideal can be
obtained by choosing a suitable preference vector.) We would like to point out that algorithms for
general bases of quotient spaces have been proposed in [44, 45]). However these algorithms are
markedly different in relying on some fix point scheme, so that the advantage of the degree-by-
degree iterations are lost. We refer the reader to the discussion in [33].
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Computational feasibility. We provide computational tests that demonstrate the feasibility of our
method. Having the order ideal polytope available for a zero-dimensional ideal I, it is possible to
examine the structure of the ideal based on its border bases. To demonstrate feasibility, we consider
the straightforwardapplication of counting the number of border bases for a zero-dimensional ideal
I, which we present as an example in Section 6 for counting degree-compatible order ideals.
Subsequent work. Following our work [11, 12] several related results have been obtained. In
[6] it was shown that the border basis detection problem is NP-hard (see also [5]). Moreover, an
algorithm for computing border bases without term orderings has been given in [33].
Outline. We start with the necessary preliminaries in Section 2 and recall the border basis algo-
rithm from [35] in Section 2.2. In Section 3 we introduce the order ideal polytope and establish the
one-to-one correspondence between the integral points of this polytope and border bases. We also
derive an equivalent characterization that is better suited for actual computations. In Section 4 we
then use the results from Section 3 to obtain the generalized border basis algorithm for arbitrary
order ideals. We then study the complexity of the Maximum weight admissible order ideal prob-
lem establishing NP-hardness and a subexponential lower bound on its polyhedral complexity in
Section 5. We conclude with computational results in Section 6 and with a summary in Section 7.
2. Preliminaries
We consider a polynomial ring K[X] over the field K with variables X = {x1, . . . , xn}. Let T
n :=
{∏i x
ki
i | ki ∈ N} be the set of terms, i.e., the set of all monomials. Recall that the (total) degree of
a monomial m = ∏i x
ki
i is deg m = ∑i ki. For any d ∈ N we let T
n
≤d := {m ∈ T
n | deg m ≤ d} be
the set of monomials of total degree at most d. Sometimes we will refer to a subset of monomials
L as the computational universe, to which the actual computation is confined. For a polynomial p =
∑m∈Tn amm ∈ K[X] we define the support of p to be supp(p) := {m ∈ T
n | am 6= 0} and similarly,
for a set of polynomials P ⊆ K[X]we define the support of P to be supp(P) :=
⋃
p∈P supp(p). Given
a (total) ordering σ on Tn, the leading term LTσ(p) := m of the polynomial p is the largest element
m of supp(p) in the ordering σ, and the leading coefficient LCσ(p) = am of p is the coefficient of
LTσ(p). We drop the index σ if the ordering is clear from the context. Recall that a term ordering is
a total ordering σ on Tn with m1 ≤ m2 for all pair of monomials m1, m2 with m1 | m2. Monomial
orderings are used for Gröbner basis computations, but here we allow more general orderings.
The leading form LF(p) of a polynomial p = ∑m∈Tn amm ∈ K[X] is defined to be LF(p) =
∑m:deg m=deg p amm, i.e., we single out the part with maximum degree. (The leading form does
not depend on an ordering.) Both LF and LT generalize to sets in the obvious way, i.e., for a set of
polynomials P we define LF(P) := {LF(p) | p ∈ P} and LT(P) := {LT(p) | p ∈ P}.
In the following we will frequently switch between considering polynomials M, the generated
ideal, and the generated vector space whose coordinates are indexed by the monomials in the
support of M. We denote the ideal generated by M as 〈M〉K[X] and the vector space generated by
M as 〈M〉K. For n ∈ N we define [n] := {1, . . . , n}. All other notation is standard as to be found
in [18, 38]; we have chosen the border basis specific notation to be similar to the one in [35]; see
also [39] for a broader exposition.
2.1. Order ideals. Central to our discussion will be the notion of an order ideal, which is not an
ideal, but a set of monomials closed under taking (monomial) factors:
Definition 2.1. Let O be a finite subset of Tn. If for all m ∈ O and m′ ∈ Tn such that m′ | m we
have m′ ∈ O, i.e., O is closed under factors, then we call O an order ideal. Furthermore, the border
∂O of a non-empty order ideal O is the set of monomials ∂O := {xjm | j ∈ [n], m ∈ O} \ O. As an
exception, we set ∂∅ := {1} for the empty order ideal.
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Examples of order ideals are {1}, {1, x1, . . . , x
k
1}, and {1, x1, x
2
1, x1x2, x2}. Recall that an ideal
I ⊆ K[X] is zero-dimensional, if and only if K[X]/I is finite dimensional. The O-border basis of a
zero-dimensional ideal I is a special set of polynomials:
Definition 2.2. Let O = {m1, . . . , mµ} be an order ideal with border ∂O = {b1, . . . , bν}. Further
let I ⊆ K[X] be a zero-dimensional ideal, and G = {g1, . . . , gν} ⊆ I be a (finite) set of polynomials.
Then the set G is an O-border basis of I if:
(1) the polynomials in G have the form gj = bj − ∑
µ
i=1 αijmi for j ∈ [ν] and αij ∈ K;
(2) K[X] = I ⊕ 〈O〉K as vector spaces.
If there exists anO-border basis of I then the order idealO supports a border basis of I, equivalently,
O is admissible for I. Let Λ(I) denote the set of admissible order ideals of I.
Note that any border basis G of an ideal I is actually generating I as an ideal, i.e. 〈G〉K[X] = I. A
proof of this fact can be found in [36, Proposition 4.3.2]; for the sake of completenesswe provide an
alternative proof here. Let us consider the subspace 〈G〉K[X] + 〈O〉K spanned by the ideal 〈G〉K[X]
generated by G and the order ideal O. This subspace is closed under multiplication by the xi, and
hence it is an ideal. As it contains 1 (being contained in either G or O), it must be the whole ring,
and hence I =
(
〈G〉K[X] + 〈O〉K
)
∩ I = 〈G〉K[X] + (〈O〉K ∩ I) = 〈G〉K[X] by themodular law. Recall
that the modular law states (A + B) ∩ C = A + (B ∩ C) for all subspaces A, B, C of a vector space
with A ⊆ C.
In particular, an order ideal O supports an O-border basis of I if and only if K[X] = I ⊕ 〈O〉K.
Moreover, for any given order idealO and ideal I theO-border basis of I is unique as bj has a unique
representation in K[X] = I ⊕ 〈O〉K for all j ∈ [ν]. Furthermore, as K[X] = I ⊕ 〈O〉K it follows that
|O| = dim 〈O〉K is invariant for all choices of O. The requirement for I being zero-dimensional is
necessary to ensure finiteness of the order ideal O and its border ∂O.
Example 2.3 (Order ideals from Gröbner bases). A common way to obtain an admissible order
idealO for a zero-dimensional ideal I is to compute the Gröbner basis G = {g1, . . . , gν} ⊆ K[X] of
I with an arbitrary term ordering σ, and let
O := {m ∈ T | ∀j : LTσ(gj) ∤ m}
consists of all monomials m not divisible by any leading term in the Gröbner basis.
As a concrete example, Tables 1 and 2 list every admissible order ideal of the following ideals
over K[x1, x2], indicating a term ordering providing them if any (the ground field K can be any
field):
I1 :=
〈
x1x2 − x1 − x2 + 1, x
2
2 + x1 − 1
〉
K[X]
(2.1)
I2 :=
〈
x21 − x1x2, x
2
2 − x1x2, T
2
=3
〉
K[X]
(2.2)
We enumerate the order ideals of Ii as Oi,1, Oi,2, . . . with the first index identifying the ideal Ii.
We leave it to the reader to verify that there is no further admissible order ideal for I1 and I2.
(For I1, Figure 3.1 showing linear dependence relations between monomials in K[x1, x2]/I1 should
be helpful.) In the case of I2 the last admissible order ideal {1, x1, x2, x1x2} does not come from
any term ordering, as we will show now. First note that this order ideal is indeed admissible:
a basis of K[x1, x2]/I2 is given by the image of the admissible order ideal O2,2 = {1, x1, x2, x
2
1}.
As x21 − x1x2 ∈ I2, the image of x
2
1 is the same as the image of x1x2, thus the image of O2.3 =
{1, x1, x2, x1x2} coincides with that of O2,2, and hence it is a basis of K[x1, x2]/I2. In particular,
K[x1, x2] = I2 ⊕ 〈O2,3〉K holds, showing the admissibility of O2,3.
If O2,3 came from a Gröbner basis G for a term ordering with x1 > x2, then G would contain a
g ∈ G whose leading term divides the leading term x1x2 of x1x2 − x
2
2 ∈ I, and therefore LTσ(g) ∈
O2,3, a contradiction. The argument is similar for term orderings with x1 < x2.
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Term ordering Gröbner basis Admissible order ideal Border basis
lex
x1 + x
2
2 − 1,
x32 − x
2
2
O1,1 = {1, x2, x
2
2}
x1 + x
2
2 − 1,
x1x2 + x
2
2 − x2,
x1x
2
2, x
3
2 − x
2
2
degrevlex
x21 − x1,
x1x2 − x1 − x2 + 1,
x22 + x1 − 1
O1,2 = {1, x1, x2}
x1x2 − x1 − x2 + 1,
x21 − x1,
x22 + x1 − 1
Table 1. All admissible order ideals of I1 =
〈
x1x2 − x1 − x2 + 1, x
2
2 + x1 − 1
〉
K[X] overK[x1, x2]. Here
x1 > x2 in both term orderings.
Term ordering Gröbner basis Admissible order ideal Border basis
lex or degrevlex (x1 > x2)
x21 − x1x2,
x1x2 − x
2
2, x
3
2
O2,1 = {1, x1, x2, x
2
2}
x21 − x
2
2,
x1x2 − x
2
2,
x1x
2
2, x
3
2
lex or degrevlex (x2 > x1)
x22 − x1x2,
x1x2 − x
2
1, x
3
1
O2,2 = {1, x1, x2, x
2
1}
x22 − x
2
1,
x1x2 − x
2
1,
x21x2, x
3
1
none — O2.3 = {1, x1, x2, x1x2}
x21 − x1x2,
x22 − x1x2,
x21x2, x1x
2
2
Table 2. All admissible order ideals of I2 =
〈
x21 − x1x2, x
2
2 − x1x2, T
2
=3
〉
K[X] over the ring K[x1, x2].
Clearly, as a vector space, every ideal I has a degree filtration I =
⋃
i∈N I
≤i where I≤i := {p ∈
I | deg(p) ≤ i}. For a set of monomials O we define O=i := {m ∈ O | deg(m) = i}, and similarly
O≤i := {m ∈ O | deg(m) ≤ i}. In the following we will also consider the special class of order
ideals preserving the degree filtration, which are called degree-compatible:
Definition 2.4. Let I ⊆ K[X] be a zero-dimensional ideal and let O ⊆ Tn be an order ideal. Then
O is degree-compatible (to I) if
(2.3) |O=i| = |Tn=i| − dim
I≤i
I≤i−1
for all i ∈ N.
Thus, the O-border basis of a zero-dimensional ideal I with respect to any degree-compatible
order ideal O has a pre-determined size for each degree i ∈ N. Intuitively, the degree-compatible
order ideals are those that correspond to degree-compatible orderings on the monomials. The
important difference is that the orderings do not have to be term orderings. The definition above
only requires local compatibility with multiplication if O is a degree-compatible order ideal and
thus downwardly closed, i.e., if p, q are polynomials and deg(p) < deg(q) then p ≤ q. Not all
order ideals are degree-compatible as we will see in the following two examples.
Example 2.5 (Degree-compatible order ideals). For finding degree-compatible ideals, particularly
suitable term orderings are the degree-compatible ones, like deglex and degrevlex, where m1 > m2
for all monomials m1, m2 with deg(m1) > deg(m2). Using the Gröbner basis G of an ideal I under
a degree-compatible term ordering, the low-degree parts I≤i of I can be easily determined using
the elements of G of degree at most i, leading to the formula
dim
I≤i
I≤i−1
= |{m ∈ Tn=i : ∃g ∈ G : LTσ(g) | m}|,
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from which (2.3) easily follows for the order ideal O coming from G, i.e., admissible order ideals
coming from a degree-compatible term ordering are degree-compatible.
Now it is easy to check that in Example 2.3, all the admissible order ideals are degree-compatible
exceptO1,1 = {1, x2, x
2
2} for I1 =
〈
x1x2 − x2 − x1 + 1, x
2
2 + x1 − 1
〉
K[X]
.
Example 2.6 (Generic ideal). Let k and n be positive integers and let {aij}i∈[n],j∈[k] be algebraically
independent real numbers over Q. Let I be the ideal of polynomials in the variables x1, . . . , xn
which are zero on the points (a1j, . . . , anj) for j ∈ [k], i.e., it is the vanishing ideal of those points.
Thus, the ideal is zero-dimensional, and K[X]/I has dimension k.
Every k distinct monomials form a complementary basis of I, since they are linearly indepen-
dent on the k points (a1j, . . . , anj). An equivalent formulation of linear independence is that the
determinant of the matrix formed by the values of the monomials on these points is non-zero. The
determinant is indeed non-zero, as it is a non-trivial polynomial of the algebraic independent aij
with integer coefficients.
In particular, every order ideal of size k is an order ideal of I. The degree-compatible order ideals
are the ones where the monomials have the least possible degree, i.e., consisting of all monomials
of degree less than l and in addition k − (n+l−1l−1 ) monomials of degree l, where l is the smallest
non-negative integer satisfying k ≤ (n+ll ), i.e., there are at least k monomials of degree at most l.
2.2. Computing stable spans. Without proofs, we recall the underlying stable span computation
of the border basis algorithm in [35] as it will serve as a basis for our algorithm. The interested
reader is referred to [34, 36] for a general introduction to border bases and to [35] in particular for
an introduction to the border basis algorithm.
The border basis algorithm in [35] calculates border bases of zero-dimensional ideals with re-
spect to an order idealOwhich is induced by a degree-compatible term ordering σ by successively
generating a vector space approximation of the ideal. These approximations are generated via the
following vector space neighborhood extensions:
Definition 2.7. (cf. [35, Definition 7.1 and the paragraph preceding Proposition 13]) Let V ⊆ K[X]
be a vector space. We define the neighborhood extension of V to be
V+ := V + Vx1 + · · ·+ Vxn.
For a finite set W of polynomials, its neighborhood extension is
W+ = W ∪Wx1 ∪ · · · ∪Wxn.
Note that for a given set of polynomials W such that 〈W〉K = V we have 〈W
+〉K = 〈W〉
+
K = V
+
as multiplication with xi is a K-linear map. It thus suffices to perform the neighborhood extension
on a set of generators W of V.
Let F be a finite set of polynomials and let L ⊆ Tn be an order ideal, representing our computa-
tional universe. We would like to compute the ideal generated by F restricted to our universe, i.e.,
〈F〉K[X] ∩ 〈L〉K. We are mainly concerned with finite sets L ⊆ T
n.
Note that F ∩ 〈L〉K = { f ∈ F | supp( f ) ⊆ L}, i.e., F ∩ 〈L〉K contains only those polynomials
that lie in the vector space generated by L. Clearly, 〈F〉K ∩
〈
Tn≤d
〉
K
= 〈F〉≤dK . Using neighborhood
extension we define:
Definition 2.8. (Cf. [35, Definition 10]) Let L be an order ideal and let F be a finite set of polynomials
such that supp(F) ⊆ L. The set F is L-stabilized if 〈F+〉K ∩ 〈L〉K = 〈F〉K. The L-stable span FL of F is
the smallest vector space V containing F satisfying V+ ∩ 〈L〉K = V.
The basic example of an L-stabilized set is a set of generators for the intersection I ∩ L of an ideal
I with L, but not all L-stabilized sets have necessary this form. For example, L itself is L-stabilized
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for any order ideal L. For L = {1, x1, x2, x
2
1x
2
2, x
3
2}, the set {x1 + x2, x
2
1, x
2
2, x
3
2} is L-stabilized, but
{x1 + x2, x
2
1} is not.
The following simple observation will be helpful later.
Remark 2.9. The L-stable span of a finite set F depends only on the vector space 〈F〉K spanned by
F, as 〈F+〉K = 〈F〉
+
K .
A straightforward construction of the L-stable span of F is to inductively define the following
increasing sequence of vector spaces:
F0 := 〈F〉K and Fk+1 := F
+
k ∩ 〈L〉K for k > 0.
The union
⋃
k≥0 Fk is the L-stable span FL of F.
In the following we will explain how the L-stable span can be computed explicitly for L = Tn≤d.
We will use amodified version of Gaussian elimination as a tool, which allows us to extend a given
basis V with a set W as described in the following:
Lemma 2.10. [35, Lemma 12] Let V = {v1, . . . , vr} ⊆ K[X] \ {0} be a finite set of polynomials such that
LT(vi) 6= LT(vj) whenever i, j ∈ [r] with i 6= j and LC(vi) = 1 for all i ∈ [r]. Further let G be a finite set
of polynomials. Then Algorithm 2.11 computes a finite set of polynomials W ⊆ K[X] with
(1) LC(w) = 1 for all w ∈ W,
(2) LT(u1) 6= LT(u2) for any distinct u1, u2 ∈ V ∪W, and
(3) 〈V ∪W〉K = 〈V ∪ G〉K.
(V, W may be empty.)
Algorithm 2.11 (Gaussian Elimination for polynomials—GaussEl).
Input: V, G finite set of polynomials, 0 /∈ V (as in Lemma 2.10).
Output: W ⊆ K[X] finite set of polynomials (as in Lemma 2.10).
(1) Let H := G and η := 0.
(2) If H = ∅ then return W := {vr+1, . . . , vr+η} and stop.
(3) Choose f ∈ H and remove it from H. Let i := 1.
(4) If f = 0 then go to step (2).
(5) If i > r + η then put η := η + 1 and let vr+η := f / LC( f ). Go to step (2).
(6) If LT( f ) = LT(vi) then replace f with f − LC( f ) · vi. Set i := 1 and go to step (5).
(7) Set i := i + 1. Go to step (5).
We can now compute the L-stable span using the Gaussian elimination algorithm 2.11:
Lemma 2.12. [35, Proposition 13] Let L = Tn≤d and F ⊆ K[X] be a finite set of polynomials supported on
L. Then Algorithm 2.13 computes a vector space basis V of FL with pairwise different leading terms.
Algorithm 2.13 (L-stable span computation—LStabSpan).
Input: F, L as in Lemma 2.12.
Output: V as in Lemma 2.12.
(1) V := GaussEl(∅, F).
(2) W ′ := GaussEl(V, V+ \V).
(3) W := {w ∈ W ′ | supp(w) ⊆ L} = {w ∈ W ′ | deg(w) ≤ d}.
(4) If W 6= ∅ set V := V ∪W and go to step (2).
(5) Return V.
The rationale for computing a stable span approximation is due to the following proposition
that serves as a criterion for testing whether an order ideal O supports a border basis.
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Proposition 2.14. [35, Proposition 16] Let L be an order ideal. Further let I˜ be an L-stabilized generating
vector subspace of a zero-dimensional ideal I ⊆ K[X], i.e., I˜+ ∩ 〈L〉K = I˜ and
〈
I˜
〉
K[X]
= I. IfO is an order
ideal such that 〈L〉K = I˜ ⊕ 〈O〉K and ∂O ⊆ L then O supports a border basis of I.
We obtain the following corollary, which will be helpful later.
Corollary 2.15. Let I˜ be an Tn≤d-stabilized vector space satisfying I˜ +
〈
Tn≤d−1
〉
K
=
〈
Tn≤d
〉
K
. Then〈
I˜
〉
K[X]
∩
〈
Tn≤d
〉
K
= I˜ and K[X]
/〈
I˜
〉
K[X]
∼=
〈
Tn≤d
〉
K
/
I˜ .
Proof. We apply Proposition 2.14 with the choice L := Tn≤d, I :=
〈
I˜
〉
K[X]
and O := Tn≤d \ LT( I˜)
where the leading terms are with respect to any degree-compatible ordering (i.e., m1 < m2 when-
ever deg m1 < deg m2). Clearly,
〈
Tn≤d
〉
K
= I˜ ⊕ 〈O〉K. The condition I˜ +
〈
Tn≤d−1
〉
K
=
〈
Tn≤d
〉
K
ensures that O consists of monomials of degree less than d, so ∂O ⊆ Tn≤d. Hence the propo-
sition applies, and we obtain K[X] = I ⊕ 〈O〉K. Together with
〈
Tn≤d
〉
K
= I˜ ⊕ 〈O〉K this gives
I ∩
〈
Tn≤d
〉
K
= I˜, and K[X]
/〈
I˜
〉
K[X]
∼= 〈O〉K
∼=
〈
Tn≤d
〉
K
/
I˜ . 
For aworst-caseupperboundon d, wewill use the dimensionofK[X]/I. The necessary technical
background is the following lemma.
Lemma 2.16. Let I be a zero-dimensional ideal of K[X], and let d := dim K[X]/I. Then
(1) I≤d
/
I≤d−1 ∼=
〈
Tn=d
〉
K
and
(2)
〈
Tn≤d−1
〉
K
/
I≤d−1 ∼= K[X]/I.
Proof. Choose a degree-compatible term ordering. The associated order ideal (as every order ideal
of size d) containsmonomials of degree less than d. This proves I +
〈
Tn≤d−1
〉
K
= K[X], fromwhich
the statements easily follow via themodular law ((A+ B)∩C = A+(B∩C) for all subspaceswith
A ⊆ C). 
3. The order ideal polytope
Wewill now introduce the order ideal polytope P(I) that characterizes all admissible order ideals,
i.e., order ideals supporting a border basis for a given zero-dimensional ideal I, in an abstract
fashion completely independent of the stable span approximation. Its role will be crucial for the
later computation of border bases for general order ideals. We will first focus on its properties and
structure, then in Section 3.2, we will consider the computational aspect. We will show that the
integral points of the order ideal polytope P(I) are in bijection with the admissible order ideals of a
given zero-dimensional ideal I. In order to do so,we approach the problem fromapolyhedral point
of view to capture the intrinsic combinatorics for the admissibility condition K[X] = I ⊕ 〈O〉K on
the one hand andO being an order ideal on the other hand. The role of the polyhedral description
becomes prominent in Section 3.2 when the directness of the sum I ⊕ 〈O〉K is rephrased in the
language of matrices and vector space bases.
3.1. Theoretical point of view. We start with defining the order ideal polytope whose integral solu-
tions are exactly the characteristic vectors of order ideals admissible for a fixed zero dimensional
ideal I. As we will see, the defining inequalities express various properties of admissible order
ideals.
A POLYHEDRAL CHARACTERIZATION OF BORDER BASES 11
Definition 3.1. Let I be a zero-dimensional ideal. Its order ideal polytope P(I) is defined by the
following system of inequalities with variables zm for m ∈ Tn≤d−1, where d := dim K[X]
/
I .
zm1 ≥ zm2 ∀m1, m2 ∈ T
n
≤d−1 : m1 | m2(3.1a)
∑
m∈Tn≤d−1
zm = d(3.1b)
∑
m∈U
zm ≤ dim 〈U ∪ I〉K
/
I ∀U ⊆ Tn≤d−1 : |U| = d(3.1c)
zm ∈ [0, 1] ∀m ∈ T
n
≤d−1.(3.1d)
Toobtain afinite dimensional polytope,we bounded thedegreeof themonomials bydim K[X]/I
from above. This bound is large enough to contain all occurringmonomials as wewill see below. In
a first stepwe relate the order ideal polytopewith admissible order ideals. Recall that Λ(I) denotes
the set of admissible order ideals, i.e., order ideals supporting a border basis of a zero-dimensional
ideal I.
Theorem 3.2. Let I be a zero-dimensional ideal. There is an explicit bijection ξ between the set Λ(I) of
admissible order ideals of I and the set of integral points of the order ideal polytope P(I) of I. The bijection
is given by
ξ : P(I) ∩ {0, 1}T
n
≤d−1 → Λ(I)
ξ(z) = O(z) := {m ∈ Tn≤d−1 | zm = 1}.
Proof. We show that the domain P(I) ∩ {0, 1}T
n
≤d−1 of ξ is exactly the set of characteristic vectors
of all order ideals O ⊆ Tn≤d−1 admissible for I. It will immediately follow that ξ is a well-defined
bijection onto Λ(I)≤d−1, the set of admissible order ideals of I with all monomials having degree
less than d. Actually, this is the set of all admissible order ideals of I, as every admissible order
ideal O of I has size the dimension d of the factor K[X]/I, and hence can only contain monomials
up to degree d− 1.
Let z ∈ {0, 1}T
n
≤d−1 be a 0/1 vector. It is the characteristic vector of the setO(z) := {m ∈ Tn≤d−1 |
zm = 1}. Recall that the setO(z) is an admissible order ideal of I if and only if the following hold:
(1) O(z) is an order ideal, i.e., m2 ∈ O(z) implies m1 ∈ O(z) for all monomials m1 and m2 with
m1 | m2.
(2) |O(z)| = d.
(3) The image of O(z) in K[X]/I is linearly independent.
The last two conditions together are clearly an equivalent formulation ofK[X] = 〈O(z)〉K ⊕ I, using
that O(z) is a set of linearly independent elements in K[X].
Now we rewrite these conditions for the characteristic vector z. Condition (1) for fixed mono-
mials m1 | m2 is obviously equivalent to zm1 ≥ zm2 . Therefore Condition (1) is equivalent to (3.1a).
Similarly, as ∑m∈Tn≤d−1 zm = |O(z)|, Condition (2) is equivalent to (3.1b).
As of Condition (3), we first give a more complex but equivalent formulation:
(3.2) |U ∩O(z)| ≤ dim 〈U ∪ I〉K
/
I , for all U ⊆ Tn≤d−1 with |U| = d.
i.e., the size of U ∩O(z) is at most the dimension of the vector space generated by the image of U
in the factor K[X]/I. This is obviously necessary for the image of O(z) to be linearly independent
in the factor, as then the image of U ∩ O(z) is independent, and contained in 〈U ∪ I〉K
/
I . (For
necessity, the size of U does not matter.) For sufficiency choose U := O(z), showing that the image
ofO(z) spans a subspace ofK[X]/I of size at least that ofO(z), i.e., that the image ofO(z) is linearly
independent. Thus Condition (3) is equivalent to (3.2), which is (3.1c) using |U ∩O(z)| = ∑m∈U zm.
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All in all, a 0/1 vector z ∈ {0, 1}T
n
≤d−1 is the characteristic vector of an order ideal admissible
for I if and only if it satisfies (3.1a), (3.1b) and (3.1c). In other words, P(I) ∩ {0, 1}T
n
≤d−1 is the set
of characteristic vectors of order ideals O ⊆ Tn≤d−1 admissible to I, as claimed. (The remaining
inequalities (3.1d) of P(I) are satisfied by all 0/1 vectors.) 
Example 3.3 (Order ideal polytope). As an easy example we determine the order ideal polytope
P(I2) of the ideal I2 =
〈
x21 − x1x2, x
2
2 − x1x2, T
2
=3
〉
K[X]
from Example 2.3. First we derive several
valid inequalities for P(I2) in order to obtain a simple description.
Recall that K[x1, x2]/I2 has dimension d = 4, so the coordinates of the polytope are indexed
by monomials up to degree 3. As the ideal I contains T2=3, by (3.1c) applied to U = T
2
=3, which
consists of exactly 4 monomials,
(3.3) ∑
m∈T2=3
zm ≤ 0.
Together with zm ≥ 0 for all m, this implies
zm = 0, whenever deg m = 3.
Hence from now on we can omit variables indexed by degree-three monomials as they are 0.
Now we apply (3.1c) again, but this time for U = T2=2 ∪ {x
3
1} (the role of the monomial x
3
1 is
simply to pad U ensuring that U has 4 elements) and derive
zx21
+ zx1x2 + zx22 ≤ 1.
Together with
z1 + zx1 + zx2 + zx21
+ zx1x2 + zx22
= 4
by (3.1b) and zm ≤ 1 for all m ∈ T2≤1 by (3.1d), we obtain
z1 = zx1 = zx2 = 1,
zx21
+ zx1x2 + zx22
= 1.
All in all, the polytope P(I2) satisfies the following inequalities:
zm = 0, whenever deg m = 3,
z1 = zx1 = zx2 = 1,
zx21
+ zx1x2 + zx22
= 1,
zx21
, zx1x2 , zx22
≥ 0.
This system defines a triangle with the following vertices and gives rise to the order ideals O2,2 =
{1, x1, x2, x
2
1}, O2,3 = {1, x1, x2, x1x2}, and O2,1 = {1, x1, x2, x
2
2}:
• (zx21
= 1, zx1x2 = 0, zx22
= 0) [characteristic vector of O2,2]
• (zx21
= 0, zx1x2 = 1, zx22
= 0) [characteristic vector of O2,3]
• (zx21
= 0, zx1x2 = 0, zx22
= 1) [characteristic vector of O2,1]
We conclude that the P(I2) is the triangle with vertices the characteristic vectors of the admissible
order ideals of I2, listed in Table 2.
Example 3.4 (A non-integral order ideal polytope). In contrast to P(I2) of the previous example, the
order ideal polytope P(I1) of I1 from Example 2.3 is not the convex hull of the characteristic vectors
of the admissible order ideals of I1 but a proper relaxation, i.e., P(I1) is more than the line segment
of O1,1 and O1,2. A point of P(I1) lying outside this segment is the one with all its coordinates
being 1/2:
(3.4) z1 = zx1 = zx2 = zx21
= zx1x2 = zx22
= 1/2.
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x2 x1x2 x22
x1 = x
2
1
1
Figure 3.1. Linear dependence relations between low-degree monomials in the factor K[x1, x2]/I1 of
dimension 3. The monomials are depicted in the projective space of the factor, to save a dimension.
Recall that K[x1, x2]/I1 has dimension 3.
This point satisfies the system (3.1), fromwhich only (3.1c) requires explanation. For computing
the right-hand side of (3.1c), the key is to determine the linear dependence relations between the
monomials of degree at most 2 in the factor space K[x1, x2]/I1. These can be easily read off from
Figure 3.1 depicting the projective space of the factor K[x1, x2]/I1, which has dimension 2. To
verify the figure, note that O1,1 = {1, x2, x
2
2} is a basis of the factor, and hence forms a triangle in
the projective space. As x1 + x
2
2 − 1, x
2
1 − x1, x1x2 + x
2
2 − x2 are all elements of I1, we immediately
see that x1x2 is a third point on the line joining x2 and x
2
2, and x1 is a third point on the line of 1
and x22, while x
2
1 is the same point as x1.
Now from Figure 3.1 it is immediate that any subset U ⊆ T2≤2 of size 3 has dimension at least
2 in K[x1, x2]/I1. Therefore the right-hand side of (3.1c), is at least 2, while the left-hand side is
exactly 3/2, and therefore the inequality holds as claimed.
Remark 3.5. Adding to (3.1) the equality z1 = 1 and requiring (3.1c) for all U ⊆ T
n
≤d−1 would still
be insufficient to describe the convex hull of admissible order polytopes of I1: the following point
still lies outside the convex hull while satisfying even the additional constraints:
z0 = 1, zx1 = zx2 = zx21
= zx1x2 = zx22 = 2/5.(3.5)
3.2. Computational point of view. From a computational perspective, the system (3.1) defining
the order ideal polytope contains dimensions dim 〈U ∪ I〉K
/
I , which are computationally chal-
lenging to determine. Therefore in this subsection we provide a modified description of the order
ideal polytope, well suited for computations.
Let M ⊆ K[X] be a finite set of polynomials, and let M=i denote the set of polynomials in M
with total degree i. We would like to have M to be a vector space basis of I≤d reflecting the degree
filtration of I. The following definition will be helpful.
Definition 3.6. Let M be a finite set of non-zero polynomials of degree at most ℓ for some ℓ ∈ N.
Then M is in canonical form if the leading term of any element of M does not occur in the other
elements.
Here the ordering on monomials can be any degree-compatible (total) ordering (i.e., m1 < m2
for all monomials m1, m2 with deg m1 < deg m2), and need not be a term ordering. Clearly, any
vector space basis can be brought into canonical form via Gaussian elimination. The coefficient
matrix A ∈ KM×T
n
≤ℓ of M is the matrix where the rows are indexed by the elements of M, and the
columns are indexed by the monomials of degree at most ℓ, and the entries are the coefficients of
the monomials in the elements of M. In other words, A f ,m = am for f = ∑m∈Tn≤ℓ amm ∈ M. A
visual interpretation of a set M in canonical form can be found in Figure 3.2 using the coefficient
matrix.
The following lemma summarizes the required properties of a generating set M of an ideal I
sufficient to describe the degree filtration of I≤d.
A POLYHEDRAL CHARACTERIZATION OF BORDER BASES 14
A =


1 0 ⋆ ⋆ ⋆
. . .
... 0
... 0
...
0 1 ⋆ ⋆ ⋆
0 1 0 ⋆ ⋆
0
...
. . .
... 0
...
0 0 1 ⋆ ⋆
. . .
0 0 1 0 ⋆
0
... 0
...
. . .
...
0 0 0 1 ⋆


Figure 3.2. Coefficient matrix of a set of polynomials in canonical form. Double lines separate same-
degree blocks of monomials.
Lemma 3.7. Let M be in canonical form and Tn≤d-stabilized. Further assume T
n
=d ⊆ 〈M〉K +
〈
Tn≤d−1
〉
K
.
Then the following hold for all i ∈ [d]:
(1) A basis for 〈M〉≤iK[X]
/
〈M〉≤i−1K[X] is the image of M
=i.
(2) 〈M〉≤iK[X] =
〈⋃
j≤i M
=j
〉
K
(3)
〈
M=i
〉<i
K
= 0 and thus
〈
M=i
〉<i
K
⊆
〈⋃
0≤j≤i−1 M
=j
〉
K
Proof. We first show that
〈
M=i
〉<i
K
= 0 for all i ∈ [d]. Let i ∈ [d] be arbitrary and observe that
each nonzero element p ∈ M=i has degree i. As M is in canonical form, the polynomials in M=i
are interreduced (see the matrix in Figure 3.2 for Definition 3.6) and thus each nonzero element
p ∈
〈
M=i
〉
K
has degree i.
By Corollary 2.15, we have 〈M〉K[X] ∩ 〈L〉K = 〈M〉K. Hence 〈M〉
≤i
K[X] = 〈M〉
≤i
K for i ∈ [d]. Now
the statements of the lemma are obvious consequences of M being in canonical form. 
The following lemma provides us a practical way to compute the sizes of the degree components
of degree-compatible order ideals, which are the same for all order ideals of a given ideal.
Lemma 3.8. Let M be in canonical form and Tn≤d-stabilized. Further let O be an order ideal of 〈M〉K[X],
and d = maxm∈∂O deg(m). Let us assume T
n
=d ⊆ 〈M〉K + T
n
≤d−1. Then O is degree-compatible if and
only if
|O=i| = |Tn=i| − |M
=i|
for every i ∈ [d].
Proof. In view of Definition 2.4 it suffices to observe that I≤i
/
I≤i−1 has the image of M=i as a basis
by Lemma 3.7 (1). 
Weare ready to provide a reformulation of the definition of order ideal polytopes,which is better
suited for actual computations, partly as it involves only direct matrix operations via replacing
dimensions with ranks of submatrices. While d will still be the dimension of K[X]/〈M〉K[X], we
do not require explicit a priori knowledge, but rather formulate alternative, sufficient conditions,
which are easier to verify by an algorithm.
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Lemma3.9. Let M beTn≤d-stabilized and in canonical form for some d ∈ N. Suppose 〈M〉
≤d
K
/
〈M〉≤d−1K
∼=〈
Tn=d
〉
K
and d = |Tn≤d| − |M|. Then an alternative description of the order ideal polytope P(〈M〉K[X]) of
〈M〉K[X] is given by the system of inequalities
zm1 ≥ zm2 ∀m1, m2 ∈ T
n
≤d−1 : m1 | m2(3.6a)
∑
m∈Tn≤d−1
zm = d(3.6b)
∑
m∈U
zm ≥ |U| − rk(U˜) ∀U ⊆ T
n
≤d−1 : |U| = |M
≤d−1|(3.6c)
0 ≤ zm ≤ 1 ∀m ∈ T
n
≤d−1.(3.6d)
In (3.6c), the matrix U˜ is the submatrix of the coefficient matrix of M≤d−1 consisting of only the columns
indexed by monomials in U.
Proof. Let I := 〈M〉K[X]. As T
n
≤d = 〈M〉K + T
n
≤d−1 by assumption, Lemma 3.7 provides 〈M〉K[X] ∩〈
Tn≤d
〉
K
= 〈M〉K. Moreover, K[X] = 〈M〉K[X] + T
n
≤d−1, hence via an application of the modu-
lar law (〈M〉K[X] + T
n
≤d−1)
/
〈M〉K[X] = T
n
≤d−1
/
(〈M〉K[X] ∩T
n
≤d−1) , we obtain K[X]
/
〈M〉K[X] =
Tn≤d−1
/〈
M≤d−1
〉
K
. In particular, dim K[X]
/
〈M〉K[X] = |T
n
≤d−1| − |M
≤d−1| = d.
As d = dim K[X]
/
〈M〉K[X] , the only difference between the systems (3.1) and (3.6) is that (3.1c)
is replaced by (3.6c). So we will show their equivalence modulo the other inequalities.
We start with (3.6c) for a fixed U ⊆ Tn≤d−1, and make equivalent transformations to it. (For the
following argument the size of U is irrelevant.) Taking the difference with the equality (3.6b), we
obtain
(3.7) ∑
m∈Tn≤d−1\U
zm ≤ d− |U|+ rk(U˜).
Next we rewrite the right-hand side. Recall that U˜ is the submatrix obtained by restricting to the
columns corresponding to the monomials in U, i.e., the coefficient matrix of the image of M≤d−1
in the factor Tn≤d−1
/〈
Tn≤d−1 \U
〉
K
. Therefore
rk(U˜) = dim
〈
M≤d−1 ∪ (Tn≤d−1 \U)
〉
K〈
Tn≤d−1 \U
〉
K
= dim
〈
M≤d−1 ∪ (Tn≤d−1 \U)
〉
K
− |Tn≤d−1 \U|.
Thus the right-hand side of (3.7) becomes
d − |U|+ rk(U˜) = d − |U|+ dim
〈
M≤d−1 ∪ (Tn≤d−1 \U)
〉
K
− |Tn≤d−1 \U|
= d − |Tn≤d−1|+ dim
〈
M≤d−1 ∪ (Tn≤d−1 \U)
〉
K
= −dim
〈
M≤d−1
〉
K
+ dim
〈
M≤d−1 ∪ (Tn≤d−1 \U)
〉
K
= dim
〈
M≤d−1 ∪ (Tn≤d−1 \U)
〉
K
〈M≤d−1〉K
= dim
〈
I ∪ (Tn≤d−1 \U)
〉
K
I
,
(3.8)
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where the last equality follows via the modular law〈
M≤d−1 ∪
(
Tn≤d−1 \U
)〉
K
+ I
I
=
〈
M≤d−1 ∪
(
Tn≤d−1 \U
)〉
K〈
M≤d−1 ∪ (Tn≤d−1 \U)
〉
K
∩ I
.
Therefore for a fixed U ⊆ Tn≤d−1, the inequality (3.6c) is equivalent to (3.1c) with U replaced by its
complement Tn≤d−1 \U. The equivalence of (3.6c) and (3.1c) stated for all subsetsU follows, noting
that |M≤d−1| = |Tn≤d−1| − d, as shown at the beginning of the proof. 
4. Computing border bases using the order ideal polytope
In the following we explain how Theorem 3.2 can be used to actually compute border bases for
general order ideals. We cannot expect to be able to compute a border basis for any order ideal,
simply as such a basis does not necessarily exist. As a priori it is unclear which are the admissible
order ideals O for an ideal I given by generators, we use an indirect way to specify O: we use a
weight vector w ∈ RT
n
and want to find O ∈ Λ(I) maximizing the total weight ∑m∈O wm of O.
Note that any admissible order idealO can be specified via an appropriate weight vector w so our
approach, while indirect, is without loss of generality. Asw is an infinite vector, in practice it should
be probably given explicitly for a finite number of coordinates, and the remaining coordinates are
declared to be 0 or some other fixed value; this is not a restriction as all admissible order ideals
are finite and the occuring maximum degree is bounded. Recall that Λ(I) denotes the set of all
admissible order ideals of I. We will show how to compute such a weight-maximal O and its
border basis for a zero-dimensional ideal I ⊆ K[X].
We adapt the border basis algorithm in [35].
Algorithm 4.1 (Generalized border basis algorithm—BBasis).
Input: F a finite generating set of a zero-dimensional ideal, and a weight vector w on Tn.
Output: G a border basis of the ideal.
(1) Let d := max f∈F deg( f ).
(2) M := LStabSpan(F, Tn≤d) using a degree-compatible ordering on T
n
≤d
(i.e., m1 < m2 whenever deg m1 < deg m2).
(3) If Tn=d * LT(M) then set d := d + 1 and go to step (2).
(4) Set dold := d, d := |T
n
≤d| − |M|. If d ≤ dold then let M := M
≤d. Otherwise let M :=
LStabSpan(F, Tn≤d).
(5) Write up the system (3.6) of inequalities for M and d. Choose an integral solution z maximizing wz.
Set O := {m ∈ Tn≤d−1 : zm = 1}.
(6) Let G := BasisTransformation(M,O).
Our generalized border basis algorithm 4.1 first determines the right computational universe Tn≤d
until step (4), i.e., a large enough d ∈ N such that the associated Tn≤d-stabilized span M contains
all border bases. Here step (3) is a convenient way to quickly check whether the universe is already
large enough. Step (4) adjusts d to the actual dimension of K[X]/I and adjusts M.
In the second phase, step (5) optimizes over the order ideal polytope P(〈M〉K[X]) to find an opti-
mal admissible order ideal using a mixed integer programming solver, and then step (6) computes
the corresponding border basis. The main idea of this last step is to apply Gaussian elimination to
M to bring it into a form where with the exception of the leading terms, all monomials are fromO.
Lemma 4.2. Let L = Tn≤ℓ with ℓ ∈ N, let M be a non-empty finite set of polynomials satisfying 〈M〉K =
〈M〉K[X] ∩ 〈L〉K and let O be an order ideal with ∂O ⊆ L and O ∈ Λ(〈M〉K[X]). Then Algorithm 4.3
returns an O-border basis G of 〈M〉K[X].
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Proof. First, because M ⊆ L and M is non-empty, clearly the largest degree is ℓ among the poly-
nomials in 〈M〉K = 〈M〉K[X] ∩ 〈L〉K and hence in M. Thus step (1) computes the correct value of
ℓ.
As O ∈ Λ(〈M〉K[X]) we have K[X] = 〈M〉K[X] ⊕ 〈O〉K and hence
〈L〉K = 〈L〉K ∩
(
〈M〉K[X] ⊕ 〈O〉K
)
=
(
〈L〉K ∩ 〈M〉K[X]
)
⊕ 〈O〉K = 〈M〉K ⊕ 〈O〉K
by the modular law, in particular, |G ′| = |M| = |L| − |O|. Now, none of the polynomials in G ′
are supported on O, and as O is an initial segment of the ordering used for Gaussian elimination,
it follows that all the leading terms in G ′ lie in L \ O. Since |G ′| = |M| = |L| − |O|, it follows
that all m ∈ L \ O appear as leading term exactly once in G ′, and hence not as other term, i.e., all
polynomials g ∈ G ′ have the form
g = m0 − ∑
m∈O
amm, m0 ∈ L \ O.
Obviously, restricting to the polynomialswhere the leading term is a border element ofO in step (3)
provides a border basis of O. 
Algorithm 4.3 (Basis transformation algorithm—BasisTransformation).
Input: M,O as in Lemma 4.2.
Output: G as in Lemma 4.2.
(1) Set ℓ := maxm∈M deg(m).
(2) Reduce M using Gaussian elimination (Algorithm 2.11) using an ordering where O is an initial
segment (i.e., consists of the smallest elements): G ′ := GaussEl(M).
(3) Return G := {g ∈ G ′ : LT(g) ∈ ∂O}.
We will show now that Algorithm 4.1 computes an O-border basis for O ∈ Λ(I).
Proposition 4.4. Let F ⊆ K[X] be a finite set of polynomials that generates a zero-dimensional ideal I =
〈F〉K[X]. Then Algorithm 4.1 computes the O-border basis G of I for any (chosen) O ∈ Λ(I).
Proof. Till step (3), the algorithm step by step enlarges the computational universe Tn≤d via increas-
ing d. Since I is zero-dimensional, the test Tn=d ⊆ LT(M) will be true for large enough d, hence
the algorithm will eventually reach step (4). By Corollary 2.15, we have then 〈M〉K = I
≤d, and that
step (4) sets d to the dimension of K[X]/I. It also updates M so that together with the new d it
satisfies 〈M〉K = I
≤d. Obviously, Tn≤d contains all order ideals supporting a border basis, i.e., all
O ∈ Λ(I) and even the boundary of these order ideals. Observe that I = 〈F〉K[X] = 〈M〉K[X] and
thus, by Lemma 4.2, it follows that G is indeed an O-border basis of 〈F〉K[X]. Note that ∂O ⊆ T
n
≤d
follows via 〈M〉≤dK /〈M〉
≤d−1
K
∼=
〈
Tn=d
〉
K
as d is the dimension of K[X]/I.
We conclude that M satisfies the conditions of Lemma 3.9, e.g., d = |Tn≤d| − |M| is ensured
by step (4), and therefore the integral solutions of the system used in step (5) are all the charac-
teristic vectors of admissible order ideals. This step therefore really computes a maximal-weight
admissible order ideal O. Finally, step (6) returns a border basis of O by Lemma 4.2. 
The border basis algorithm in [35] allows using computational universes L smaller than Tn≤d,
improving performance of the algorithm. However, as we want to consider all order ideals and
border bases, we deliberately chose the computational universe large enough to contain all possible
order ideals. If a subset of all admissible order ideals is sufficient, then the same optimizations can
be applied throughout.
For certain choices of the weight vector w though it can be hard to compute a maximum weight
order ideal as we will show now. In fact this also shows that there is no general, efficient way of
specifying any admissible order ideal (unless coNP = NP).
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Figure 5.1. Order ideal computation as minimum cut problem. In this example, the order ideal con-
sists of all monomials dividing xyz, i.e., {1, x, y, z, xy, yz, xz, xyz}, with (arbitrarily) chosen weights
{0, 1, 0,−2, 1, 0,−2, 1}. The weight wu of a monomial u is shown in red next to the node of the mono-
mial. Arcs are labelled in blue with their capacity resulting from the weights of monomials. Arcs
with capacity ∞ are dashed. Arcs with capacity 0 are omitted.
5. Complexity of finding maximum weight order ideals
In this section, we show that finding a maximum weight, admissible order ideal of a zero-
dimensional ideal given by generators isNP-hard (Theorem5.1). The hardness result is unexpected
in the sense that we merely ask for a nice basis transformation. On the other hand it highlights the
crucial role of order ideals in describing the combinatorial structure of the ideal. As an immediate
consequence it follows that it is rather unlikely that we can obtain a good characterization of the
integral hull of the order ideal polytope P(〈M〉K[X]) (unless NP = coNP) and we will not be able
to compute order ideals that support a border basis and have maximum weight efficiently in the
worst case (unless NP = P). This shows that it is hard not only to compute the necessary liftings
of the initial set of polynomials via the LStabSpan procedure but also to actually determine an
optimal choice of an order ideal once an L-stable span has been computed.
From a practical point of view this is not too problematic as, although NP-hard, computing a
maximum weight order ideal is no harder than actually computing the LStabSpan in general.
For bounds on the degree d ∈ N needed to compute border bases, see e.g., [22, Lemma 2.4]; the
border basis algorithm generates theNullstellensatz certificates and is therefore subject to the same
bounds. Further, state-of-the-art mixed integer programming solvers such as scip [2], cplex [19],
or gurobi [28] can handle instance sizes far beyond the point for which the actual border bases
can be computed. Very good solutions can also be generated using simple local search schemes
starting from a feasible order ideal derived from a degree-compatible term ordering.
5.1. Fast without constraint. Determining an order ideal of maximum weight (not necessarily
supporting a border basis!) in a computational universe L without having any constraints on the
dimension of the respective spaces can be done in time polynomial in |L| as we will show now.
This follows with [47] and we simply transform the maximum weight order ideal problem into a
minimum cut problem. For this let w ∈ ZL be aweight vector. We define a directed graph Γ := (V, A)
with V := L ∪ {s, t} and A˜ := {(u, v) | u, v ∈ L and v | u}, i.e., whenever v | u we add an arc from
u to v. In fact, it is enough to have an arc when u = vx for some variable x, i.e., to consider the
transitive reduction of A˜. Define
A := A˜ ∪ {(s, u) | u ∈ L, wu > 0} ∪ {(u, t) | u ∈ L, wu < 0}.
Now we turn to the arc capacities. Let κ(u, v) denote the capacity or arc (u, v) defined as follows.
For u and v both in L, we set κ(u, v) := ∞. We set κ(s, v) := wv and κ(u, t) = −wu for u, v in L. An
example is depicted in Figure 5.1.
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For U, W ⊆ V, we define C(U, W) := ∑(u,w)∈U×W κ(u, w) as the directed cut value. An (s,t)-cut
(S, S¯) is a partition S
·
∪ S¯ = V of the vertices of V with s ∈ S and t ∈ S¯ and the weight of the
cut is C(S, S¯); note that the direction of the arcs matters. We would like to compute an order ideal
contained in L with maximum weight:
max
{
∑
u∈O
wu
∣∣∣∣∣O ⊆ L order ideal
}
.
Observe that (S, S¯) is a directed cut in Γ of finite weight, if and only if there exists no arc (u, v) ∈ A˜
with u ∈ S and v ∈ S¯, i.e., for all monomials u, v ∈ O with v | u, if u ∈ S then v ∈ S. In other
words, (S, S¯) is a cut in Γ of finite weight if and only if S \ {s} is an order ideal. We can therefore
rewrite the optimization problem as follows:
max
{
∑
u∈O
wu
∣∣∣∣∣O ⊆ L order ideal
}
= max{C({s},O) − C(O, {t}) | O ⊆ L order ideal}
= max{C({s}, L)− C({s}, L \ O)− C(O, {t}) | O ⊆ L order ideal}
= C({s}, L)−min{C({s}, L \ O) + C(O, {t}) | O ⊆ L order ideal}
= C({s}, L)−min{C({s} ∪ O, (L \ O) ∪ {t}) | O ⊆ L}.
The last line asks for a minimum weight cut in the graph Γ. Note that we can indeed drop the
condition that O has to be an order ideal as it is guaranteed implicitly by all finite weight cuts as
explained above. The minimum cut can now be computed in polynomial time in the number of
vertices and arcs (see e.g., [52]) and so can an order ideal O of maximum weight efficiently.
5.2. NP-hardwith constraints. So far we did not include the additional requirements as specified
by the order ideal polytope (see (3.6)), in order to obtain order ideals that do actually support a
border basis of the ideal I under consideration. We will now show that when including these
additional requirements, the problem of computing an order ideal of maximum weight becomes
NP-hard. In [30, Discussion after Definition 3.2] it was indicated that determining a maximum
weight order ideal of a pre-defined size is NP-hard by a reduction from MaxClique, however this
is different from our problem, as we have additional constraints coming from the dimension of the
factor spaces of the ideal (see constraints (3.6c)).
We will show NP-hardness by a reduction from the k-Clique problem, which is well known to
be NP-complete (see, e.g., [27] or [20, GT22]). Given an undirected simple graph Γ = (V, E), recall
that a clique C is a subset of V such that for all distinct u, v ∈ C we have (u, v) ∈ E. We consider
the decision problem:
k-Clique: Let Γ = (V, E) be an undirected simple graph. Decide whether Γ contains a clique C of size k.
Our optimization problem of interest is:
Maximum weight admissible order ideal: Let M ⊆ K[X] be a system of polynomials generating a zero-
dimensional ideal and let w ∈ ZT
n
be a weight on the monomials. Compute an admissible order ideal
O ⊆ Tn for 〈M〉K[X] with maximum weight ∑m∈O wm with respect to w, i.e., compute
argmax
O∈Λ(〈M〉K[X])
∑
m∈O
wm.
By a reduction from k-Clique we obtain:
Theorem5.1. Maximum weight admissible order ideal is NP-hard over ground fields K of characteristic
0.
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As a preparation for the proof, we show that for every graph Γ = (V, E) and k ∈ [|V|] there
exists a system of polynomials F|V|,k ⊆ K[xv | v ∈ V] spanning a zero-dimensional ideal such that
solving theMaximum weight admissible order ideal problem for F|V|,k solves the k-Clique problem
for Γ. For this, we construct an ideal encoding all k-cliques of the complete graph on n vertices: Let
n ∈ N and k ∈ [n] and define
Fn,k := {vj | j ∈ [n − k]} ∪T
n
=3
with vj := ∑i∈[n] i
jxi. We consider the ideal generated by Fn,k. We show that its order ideals are in
one-to-one correspondence with the k-element subsets of the set of n variables x1, . . . , xn as stated
in the following lemma.
Lemma 5.2. Let K be a field of characteristic 0 together with n ∈ N and k ∈ [n]. Then Fn,k generates
a zero-dimensional ideal such that O ∈ Λ
(
〈Fn,k〉K[X]
)
if and only if O=1 ⊆ Tn=1 with |O
=1| = k,
O=2 = {xy | x, y ∈ O=1}, and O=ℓ = ∅ for all ℓ ≥ 3.
Proof. We start by providing an explicit representation of the factor ring K[x1, . . . , xn]
/
〈Fn,k〉K[X] .
As Fn,k consists of homogeneous polynomials, it generates a homogeneous ideal I, and induces a
degree decomposition of the factor ring:
K[x1, . . . , xn]
〈Fn,k〉K[X]
=
∞⊕
i=0
〈
Tn=i
〉
K
I=i
.
To actually determine the factors, let xi1 , . . . , xik be k many distinct variables from x1, . . . , xn. We
prove that xi1 , . . . , xik , v1, . . . , vn−k is a vector space basis of 〈T
n
=1〉K by showing that its coefficient
matrix in the standard basis x1. . . . , xn has non-zero determinant. Expanding the determinant
by the k rows of xi1 , . . . , xik , each of which contains only one non-zero element, the determinant
becomes equal to up to a sign to the Vandermonde matrix of the set of numbers [n] \ {i1, . . . , ik},
and hence it is indeed non-zero.
The ring K[X] is also a polynomial ring in any basis of 〈Tn=1〉K, and the basis xi1 , . . . , xik , v1, . . . ,
vn−k is particularly suitable to determine the factor K[X]/I together with the degree decomposi-
tion:
K[x1, . . . , xn]
〈Fn,k〉K[X]
=
K[xi1 , . . . , xik , v1, . . . , vn−k]〈
v1, . . . , vn−k, T
n
=3
〉
K[X]
=
K[xi1 , . . . , xik ]〈
Tn=3
〉
K[X]
= 〈1〉K ⊕
〈
xi1 , . . . , xik
〉
K
⊕
〈
xixj : i, j ∈ {i1, . . . , ik}
〉
K
(5.1)
where the generating sets are actually bases of the respective degree components.
Given an order ideal O of I, the isomorphism 〈O〉K
∼= K[X]/I clearly preserves the degree
decomposition, i.e.,
〈
O=ℓ
〉
K
∼= (K[X]/I)=ℓ for all ℓ. Hence |O=0| = 1, |O=1| = k, |O=2| = (k+12 ),
and |O=ℓ| = 0 for ℓ ≥ 3. It follows that O has the claimed form, in particular, O=2 = {xy | x, y ∈
O=1} as the left-hand side is clearly a subset of the right-hand side, and they have the same finite
size.
For the other direction, let O=1 = {xi1 , . . . , xik} with O
=2 = {xy | x, y ∈ O=1}, O=0 = {1} and
O=ℓ = ∅ for ℓ ≥ 3. Then O is an order ideal, and (5.1) shows that the image of O in K[X]/I is a
basis. Thus O is an admissible order ideal for I, as claimed. 
Note that the order ideals of Fn,k indeed correspond to the k-cliques of the complete graph on n
vertices: If O ∈ Λ(Fn,k), then O
=1 = {xi1 , . . . , xik} and xij xil ∈ O
=2 if and only if xij , xil ∈ O
=1. If
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we now remove all elements of the form x2ij with xij ∈ O
=1, and there are k of those, then
|O=2 \ {x2ij | xij ∈ O
=1}| =
k(k − 1)
2
,
the size of a k-clique. We are ready to prove the main result of this section.
Proof of Theorem 5.1. The proof is by a reduction from the NP-hard k-Clique problem. Let us start
with an instance of k-Clique, i.e., an undirected graph Γ = (V, E) with n := |V| and k ∈ [n]. We
consider M := Fn,k and define w ∈ Z
Tn via
wm =
{
1, if m = xuxv and either (u, v) ∈ E or u = v;
0, otherwise,
for all m ∈ Tn. By Lemma 5.2, there is a bijection of the admissible order ideals O of 〈M〉K[X] and
the k-cliques of the complete graph on n vertices given by
CO := {v ∈ V | xv ∈ O}.
The weight of O is the sum of the weights of the monomials xuxv in O. To the weight of O, the
contribution of the monomials with u = v, i.e., of the form x2v is the number of vertices of CO, i.e.,
k. The monomials xuxv with u 6= v contribute the number of edges in CO ∩ Γ to the weight of O.
Hence the weight of O is the sum of k and the number of edges in CO ∩ Γ.
The largest possible value of this weight is k(k + 1)/2, and this is realized exactly by cliques CO
of Γ of size k. (If such cliques do not exist, then the maximal weight is less than k(k + 1)/2.) All in
all, the maximumweight is k(k+ 1)/2 if and only if Γ contains a clique CO of size k. We obtain that
Maximum weight admissible order ideal solves k-Clique and so the former has to be NP-hard. 
5.3. Extension complexity of admissible order ideals. The order ideal polytope P(I) was in-
troduced as a relaxation of the convex hull OIP(I) of (the characteristic vectors of) all admissible
order ideals of the ideal I. Therefore one might wonder whether there exists a description with a
polynomial number of linear inequalities of the convex hull OIP(I). This question is the natural
counterpart of algorithmic complexity in the context of linear programming. Herewe show that in
general OIP(I) requires a subexponential number of inequalities in the size of the computational
universe, even if one allows additional extra variables, i.e., the extension complexity (see below) of
OIP(I) is subexponential. As customary in extended formulations this result does not depend on
any complexity theoretic assumptions, see [13,16,26,32] for details. The result could be also formu-
lated independent of the order ideal polytope, namely, that the linear programming formulation
complexity (complexity measured in the size of a linear program) of the combinatorial problem
to find a maximum-weight admissible order ideal is subexponential. However, for simplicity, we
stick to the polyhedral formulation, and refer the interested reader to [13] for the general model.
Recall that the extension complexity xc(P) of a polyhedron P is theminimum number of facets of a
polyhedron Q, such that P is an affine image of Q. The extension complexity captures the inherent
complexity of a polytope being expressed by means of linear inequalities.
Theorem 5.3. For any ground field K of characteristic 0, there is an ideal I of K[x1, . . . , x2n] such that all
admissible order ideals of I contain monomials only up to degree 2, and
(5.2) xc(OIP(I)) = 2Ω(n).
Proof. We shall use the ideal I generated by F2n,n from Lemma 5.2, whose admissible order ideals
have a nice description, and all of which consist of monomials only up to degree 2. Therefore we
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obtain the following description of OIP(I):
OIP(I) = conv {yS : S ⊆ [2n], |S| = n} ⊆ [0, 1]T
n
=2(5.3)
ySxixj =
{
1, if i, j ∈ S,
0, otherwise.
(5.4)
Here for simplicity we restrict to the relevant coordinates only, the other coordinates are affine
combinations of these (e.g., yxi = yx2i
, y1 = 0). We will show that the correlation polytope is an
affine projection of OIP(I), and therefore xc(OIP(I)) ≥ xc(COR(n)) = 2Ω(n) by [26, Lemma 9(i)]
and [10, Theorem 4(i)].
Recall that the correlation polytope is the convex hull of all 0/1-matrices of rank 1:
COR(n) := conv {1S1
⊺
S | S ⊆ [n]} ⊆ [0, 1]
n×n,(5.5)
1S(i) :=
{
1, if i ∈ S,
0, otherwise.
(5.6)
An affine projection f : OIP(I) → COR(n) is clearly provided by
f (y)i,j := yxixj i, j ∈ [n],(5.7)
where the vertices of OIP(I) are mapped to vertices of COR(n)
f (yS) = 1S∩[n]1
⊺
S∩[n]
S ⊆ [2n], |S| = n.(5.8)
Note that 2n variables were chosen for OIP(I) so that every subset T ⊆ [n] arises as an intersection
T = S ∩ [n] for some S ⊆ [2n] of size [n]. 
5.4. Discussion of the complexity of findingmaximal weight admissible order ideals. We now
briefly summarize the implications of these complexity results. Note that the hardness proof in
Section 5.2 is independent of the order ideal polytope, and shows worst-case hardness for any algo-
rithm.
(1) No general characterization of all admissible order ideals. The hardness in Section 5.2 is estab-
lished for the Maximum weight admissible order ideal problem. As such, unless NP =
coNP, which is generally believed to be not the case, in general there will be no good char-
acterization of order ideals that will be admissible for a given ideal. Complementing this,
the result in Section 5.3 rules out any small linear programming formulation for the convex
hull of admissible order ideals irrespective of NP vs. coNP.
(2) No theoretically efficient algorithm for computing maximal weight order ideals. In particular, un-
less NP = P, there will be no polynomial time algorithm computing a maximal weight
order ideal. However, this is worst-case complexity, and does not necessarily capture well
real-world performance, as e.g., the Traveling Salesman Problem is also NP-hard, however
solvable for real-world instances with millions of cities in reasonable computational time
(see e.g., [7]).
(3) Real-world computational complexity. While the determinination of a maximal weight admis-
sible order ideal is theoretically NP-hard as discussed above, in practice this problem can
be solved very easily with state-of-the-art solvers such as e.g., scip, CPLEX, or Gurobi,
typically in the order of seconds. Comparing the generalized border basis algorithm (Al-
gorithm 4.1) to the border basis algorithm in [35], the major difference is the additional
computational steps (5) and (6). The basis transformation in (6) is very cheap, and so is step
(5) for all practical purposes as indicated.
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The real bottleneck in our border basis algorithm (and also the one in [35], upon which
ours is based) is computing the L-stable span, which can be several orders of magnitude
slower than determining the order ideal. In summary, we believe that our method has
little additional costs compared to the border basis algorithm in [35], when incorporated
correctly into a state-of-the-art implementation.
(4) Size of the order ideal polytope. The description of the order ideal polytope in Definition 3.1
has a number of inequalities of roughly O(nd
2
) due to (3.1c). This is roughly the largest
possible number of facets of the order ideal polytope, i.e., the number of all order ideals.
Recall that the order ideal polytope is not necessarily the convex hull of all admissible order
ideals, but only a relaxation of it, and as Theorem 5.3 shows (where d = 2), the convex
hull itself requires much more inequalities in the worst case. However, it is conceivable
that the convex hull admits an even smaller relaxation than the order ideal polytope via
uncapacitated network flows or separating the inequalities (see e.g., [50]) as e.g., done for
the spanning tree polytope.
6. Computational results
We performed computational tests to verify the practical feasibility of our method, with an em-
phasis of the optimization step over the order ideal polytope, once it is written down, as this is the
new aspect in our algorithm. Because this is not expected to be the bottleneck, we refrained from
a comprehensive performance test, and used small-sized problems.
For simplicity, we computed only degree-compatible order ideals. All computations were per-
formed with CoCoA 4.7.5 [15] and scip 1.1.0 [2] on a 2 Ghz Dual Core Intel machine with 2
GB of main memory1.
Test setup. The employed methodology was as follows. We first computed a border basis using
the border basis algorithm in [35]. From the last run of the algorithm we extracted the L-stabilized
span and brought it into canonical form as the actual L-stable span computation is not the focus
here but the computation of admissible order ideals. We then generated the constraint (3.6b) from
the order ideal that we obtained; from the L-stabilized span in matrix from, we generated the con-
straints (3.6c) adapted to degree-compatible order ideals. We performed computations on various
sets of systems of polynomial equations. We then transcribed these constraints into the CPLEX
LP format which served as input for scip. For the optimization we chose various weight vectors.
We tested random weight vectors and we constructed a weight vector with the intent to make the
optimization particularly hard by giving monomials deep in the order ideal negative weights and
assigning positive weights for the outer elements.
Results. We report the results of our tests in Table 3. In all cases, the optimization (i.e., the
computation of themaximumweight order ideal) was performed in less than a second (see column
optimization), whereas the actual calculation of the initial border bases was significantly more time
consuming. This is not unexpected as the computation of the L-stable span is significantly more
involved than computing a maximum weight order ideal: the former can be double exponential
whereas the latter is at most single exponential via complete enumeration.
Anexample application: counting order ideals. When computationally feasible, we also counted
all feasible order ideals with scip, which basically means enumerating all feasible solutions, to
demonstrate feasibility for reasonably sized instances. This is reported in column counting.
1Source code is available at: https://app.box.com/s/fcxtocvpqqj0b2dezj40v4tn24sfkk1m
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polynomial system
degree vector of
order ideal
optimization [s] counting [s] # order ideals
x3, xy2 + y3 (1, 2, 3, 2, 1) < 0.01 0.02 3
vanishing ideal of the
points (0, 0, 0, 1),
(1, 0, 0, 2), (3, 0, 0, 2),
(5, 0, 0, 3), (−1, 0, 0, 4),
(4, 4, 4, 5), (0, 0, 7, 6)).
(1, 4, 2) < 0.01 0.02 45
x + y + z− u − v,
x2 − x, y2 − y, z2 − z,
u2 − u, v2 − v
(1, 4, 5) < 0.01 0.35 1,260
x + y + z− u − v,
x3 − x, y3 − y, z2 − z,
u2 − u, v2 − v
(1, 4, 7, 6) 0.02 51.50 106,820
x + y + z− u − v,
x3 − x, y3 − y, z3 − z,
u2 − u, v2 − v
(1, 4, 8, 9) 0.02 53.00 108,900
x + y + z− u − v,
x3 − x, y3 − y, z3 − z,
u3 − u, v2 − v
(1, 4, 9, 12, 9) 0.08 300.00* > 1,349,154
x + y + z− u− v + a,
x2 − x, y2 − y, z2 − z,
u2 − u, v2 − v, a2 − a
(1, 5, 9) < 0.01 8.68 30,030
Table 3. Computational results. The first column contains the considered polynomial system. The
second column contains the degree vector of the order ideal, i.e., (dim I≤i
/
I≤i−1 )
i
starting with
i = 0 and I≤−1 := 0. The third column contains the average time (in seconds) needed to optimize
a random weight over the order ideal polytope (we performed 20 runs for each system). The fourth
column contains the time (in seconds) needed to count all admissible degree-compatible order ideals
and the last column contains the actual number of admissible degree-compatible order ideals. The ‘*’
indicates that the counting had been stopped after 300 seconds. The number of order ideals reported
in this case is the number that have been counted up to that point in time.
7. Concluding remarks
We gave a polyhedral characterization of all order ideals that support a border basis of a given
zero-dimensional ideal. While it is impossible to provide a full linear descriptionof polynomial size
of the integral hull contained in the order ideal polytope due to Theorem 5.3 it might be possible
to obtain a compact extended formulation of the order ideal polytope itself (not its integral hull).
We leave this as an open question.
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