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'Approach your problems from the right end and begin 
with the answers. Then one day, perhaps you will find 
the final question.' 
'The Hermit Clad in Crane Feathers' 
in R. van Gulik's The Chinese Maze Murders. 
Preface 
The essence of the qualitative theory of differential and difference equations 
consists of the examination of the characteristics of the solutions of the con-
sidered equations, not knowing them explicitly. Consequently, it serves as 
a direct source of information about solutions. Some of these characteris-
tics are: oscillation, boundedness, periodicity, asymptotic behavior, stability 
properties, and others. The significance of this theory is tremendous since 
it can be applied also in the case when the solution can be expressed in an 
explicit form but this form is very complicated and not suitable for further 
investigation. 
The present work is a treatment of the field of qualitative analysis of general-
ized difference equations and describes the asymptotic behavior of solutions. 
In the first part we define the concept of functional equations from a historical 
perspective as well as the particular cases such as the discrete difference 
equations and difference equations with continuous time. 
In the second part we mention the origin of the pantograph differential equa-
tion and cite some results about the asymptotic behavior of solutions because 
the research has been motivated by this type of differential equations. 
In the third part we sum up the usefulness and applicability of generalized 
difference equations approaching the problem with the applications from sev-
eral branches of sciences. 
In the fourth, fifth and sixth part the new results of the asymptotic theory 
of generalized difference equations are given. In the main results we give 
asymptotic lower and upper bounds of solutions of difference equations spec-
ifying the asymptotic behavior of solutions and estimating the rate of the 
convergence. 
The graphics constructed by MATHEMATICA show the characteristics of 
the asymptotic behavior of solutions of discrete difference equations and dif-
ference equations with continuous time emphasizing the analogies as well as 
the main differences between them. Through the presented examples the 
message of the main results becomes understandable and we also illustrate 
the comprehensiveness of using computers in mathematical research. 
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1. BASIC NOTIONS AND HISTORICAL REVIEW 1 
1. Basic Notions and Historical Review 
Mathematical computations axe frequently based on equations that allow us 
to compute the value of a function recursively from a given set of values. Such 
equations are called iterative functional equations and they do not include 
equations in which infinitesimal operations are performed on the unknown 
function. So, differential equations, integral equations, integro - differential 
equations, functional differential equations do not fall under this notion. 
Let R be the set of real numbers and n a given positive integer. For given 
functions /¿ : R —* R, i = 1,2, ...,n, and F : R n + 2 —> R, the iterative 
functional equation or functional equation is the equation of general form 
F(t, x(t), x(Mt)), . . . , x(fn(t))) = 0, (1.1) 
where x is the unknown function. The number n occuring in Equation (1.1) 
is referred to as the order of the equation. Thus the functional equation of 
order 1 becomes 
F(t,x(t),x(m)) = 0-
Functional equations of order zero are implicit functions 
F(t,x(t))= 0. 
It is useful to consider Equation (1.1) in the form solved with respect to the 
unknown function x, if there is a function h : R n + 1 —> R with the prop-
erty F(t,x,xi, ...,xn) = x — h(t,xi, ...,xn). Under some suitable conditions, 
Equation (1.1) is equivalent to equation 
x(t) = h(t,x(f1(t)),...,x(fn(t))). (1.2) 
The reader interested in details is referred to [61]. 
The theory of functional equations is fascinating because of its intrinsic math-
ematical beauty as well as its applications. Nowadays, functional equations 
have grown to be a large, independent branch of mathematics. In such a 
large area further subdivisions axe indispensable. The main line of division 
runs between equations in several variables (see [1], [4], [62],) and equations 
in a single variable (see [3], [61], [63]). While functional equations in single 
variable in the form of recurrent sequences go back to antiquity (Archimedes, 
1. BASIC NOTIONS AND HISTORICAL REVIEW 2 
for instance), Oresme was the first mathematician in the 14th century who 
used functional equations in several variables. The difference between equa-
tions in single or several variables is not whether the unknown function is 
single or multiplace, but whether there is one variable in the equation, like 
in equation 
f(x + 1) = Fifix)), 
or several variables as in Jensen's functional equation 
f _ fixi) + fix2) 
To solve a functional equation is one of the oldest range of problems in 
analysis. Every mathematician is aware of how this field was developed 
in the work of authors from the second part of the eighteenth century and 
throughout all the nineteenth century. Names like D'Alambert, Euler, Gauss, 
Cauchy, Abel, Riemann, Weierstrass, Darboux, Hilbert, to quote only some 
among the most famous, are all associated with important and deep research 
on functional equations. The reader interested in the history of functioned 
equations can consult [2], [3], [21], [22], and others. 
A difference equation is a special case of functional equations in a single 
variable. In particular, for /n ( i ) = t — 1 and for given function g : R n —> R 
such that h(i ,xi , ...,xn-i,xn) = x n + <?(£,x1} ...,xn-i), the difference equation 
with continuous time or the so-called generalized difference equation is the 
functional equation (1.2) of the form 
x(i) - x(t - 1) = s(t,x(/x(i)), . . ,!(/„_!(*))). (1.3) 
Let N denote the set of nonnegative integers. Let m e N, and let /¿* : N —» 
N, i = 1,2,..., n — 1, and j : N x R n - 1 —> R be given functions. A discrete 
difference equation is the equation of the form 
xm+i - xm — p(m, Xf*(jn),..., Xf*_^m.))- (1.4) 
Discrete difference equations form an independent branch of mathematics 
and have their special problems and methods, which are not characteris-
tic of more general iterative functional equations. These equations occur in 
numerous settings and forms, both in mathematics itself and in its applica-
tions to statistics, computing, electrical circuit analysis, dynamical systems, 
economics, biology and other fields. For an elementary course see [73]. 
The following examples have been chosen to illustrate something of the di-
versity of the uses of difference equations that also have some historical role. 
For further discrete and continuous models see [27] and [74]. 
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The Rabbit Problem. In 1202 Fibonacci posed and solved the following prob-
lem: suppose that every pair of rabbits can reproduce only twice, when they 
are one and two months old, and that each time they produce exactly one 
new pair of rabbits. Assume that all rabbits survive. Starting with a single 
pair in the first generation, how many pairs will there be after n generation? 
To solve this problem, define fn as the number of newborn pairs in generation 
n. Then /„ satisfies the equation 
fn+l = f n + fn— 1 • 
For /o = / i = 1 we obtain the sequence of the Fibonacci numbers, while for 
9n = fnt go = 2 and 51 = 1 we obtain the sequence of the Lucas numbers. 
The connection between the Fibonacci and Lucas numbers is as follows: 
9n — fn-1 + fn+l > f i n = fn9n-
Annual Plant Propagation Problem. Annual plants produce seeds at the end 
of their growth season (say August), after which they die. A fraction of these 
seeds survive the winter, and some of these germinate at the beginning of the 
season (say May), giving rise to the new generation of plants. The fraction 
that germinates depends on the age of the seeds. 
To simplify the problem we suppose that seeds older than two years axe no 
longer viable and can be neglected. Define 7 as the number of seeds produced 
per plant in August, a as the fraction of one-year-old seeds that germinate in 
May, ¡3 as the fraction of two-year-old seeds that germinate in May, a as the 
fraction of seeds that survive a given winter and pn as the number of plants 
in generation n. The model can be formulated as one second order difference 
equation of the form 
pn = aajpn-i + (3a2{1 - a)ypn_2. (1.5) 
Here ypn-2 is the number of seeds produced two years ago, cr^ ypn-i the num-
ber of seeds which then survived the first winter, (1 — o)a^pn-2 the number 
of seeds which failed to germinate last year, a ( l — a)ajp n -2 the number of 
seeds survived last winter and /3a(1 — a)cypn^2 the number of seeds which 
were among the fraction of two-year-old seeds that germinated. 
In the last few decades the qualitative theory of difference equations and 
inequalities has attracted growing attention. Most research focuses on dis-
crete difference equations. It was Poincaré [87] who initiated the work on 
asymptotic theory for both difference and differential equations. His work 
was later improved by Perron [86], Evgrafov [34], Coffman [19] and Máté and 
Nevai [70]. Numerous papers have recently appeared that mainly address the 
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extension of the mentioned results. For an introductory account of the sub-
ject the reader may consult the book by Agarwal [5], Elaydi [28], Kelley and 
Peterson [58], Sharkovsky, Maistrenko and Romanenko [88]. The reader in-
terested in this topic is referred to papers by Elaydi and Győri [29], Győri 
and Pituk [42], [43], Elaydi [30], [31], [32], Zhang [91], Elaydi and Zhang [33], 
Graef and Qian [40], and others. 
Although generalized difference equations appear quite frequently in various 
mathematical models [64]. Recently, the oscillation of solutions of this kind 
of equations has been extensively studied by many authors. In paper [26], 
Domshlak developed a new approach to the study of the oscillatory proper-
ties of difference equations with continuous time. In particular, his method 
gives the possibility to derive a series of effective criteria for the oscillation 
of all solutions of difference equations with continuous time with variable 
differences. Also, this method allows to estimate the intervals between the 
adjacent zeros of the solutions. For preliminary results we refer to the refer-
ences of [26]. 
The main objective of the paper by Ferreira and Pedro [35] is to investigate 
when the linear delay difference system has oscillatory properties by use of 
the Laplace transform as in the work by Arino and Győri [6]. 
In the papers by Cook and Ladeira [20], Oliveira Filho and Carvalho [76] 
and Pelyukh [85] the existence of periodic solutions is investigated, whereas 
in the papers by Carvalho [16], Kato [57] and Zhang [94] stability conditions 
of solutions are given. 
Papers by Pelyukh [83], [84] and Blizorukov [8] investigate the existence and 
uniqueness of solutions of generalized linear difference systems. Pelyukh in 
his works unified some fundamental results known for the theory of difference 
equations with continuous time or results that may be extended from the 
theory of differential equations (ordinary as well as with delay) to difference 
equations. This is important, especially now, when the theory of difference 
systems has great success, there are many papers devoted to this area and 
many general and partial results concerning equations of this type. 
Difference equations with continuous time with integer-valued differences 
have much in common with the corresponding discrete equations. For exam-
ple, the discrete difference equation (1.5) with a = aaj, b = Per2(I — a)7 
and un = Pn-i has the form 
Un+i - aun - bun—i = 0 , n e N (1.6) 
and its general solution is 
Un = Cxe^n + C2ex*n, 
where Ci, C2 are arbitrary constants and Ai} A2 are the (distinct) roots of 
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the corresponding characteristic equation 
e2A - aeA - b = 0. 
The general solution of difference equation with continuous time 
u(t + 1) - au{t) - bu(t - 1) = 0, t > t0 
which represents the continuous analogue of (1.6), has a quite similar form 
u(t) =C 1 ( i )e A l t + C2(i)eA2iJ 
where Ci(f), C2(t) are arbitrary periodic functions of period one. 
Example 1.1. Let eAl = 2, e>2 = 0.5, Cx = Ci(t) = 1 and C2 = C2(t) = 
- 1 . Then we have the solutions xn = 2" - 0.5" and x(t) = 2l - 0.5L See 
Figure 1. 
F I G U R E 1. 
Example 1.2. Let eAl = 2, eAz = 0.25, Cx = Cx(t) = 0.01 and C2 = 
C2(t) = - 1 0 . Then we have the solutions xn = 0.01 2" - 10 0.25", x(t) = 
0.01 V - 10 0.254. See Figure 2. 
Example 1.3. Let eAl = 2, eA2 = 0.5, Cx[t) = tan?ri and C2[t) = 0. Then 
we have the solution x(t) = 2£tan7rt. See Figure 3. 
Example 1.4. Let eAl = 2, eA2 = 0.5, Cx(t) = 0 and C2{t) = cos2nt. 
Then we have the solution x(t) = 0.5icos27ri. See Figure 4. 
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The situation changes drastically if the differences of argument are not inte-
gers. For example, the number of linearly independent exponential solutions 
of the equation 
x{t + 1) - ax(t) - bx(t - a) = 0, t > t0 
depends on the arithmetic nature of the number a. The situation becomes 
even more complicated if the differences (and the coefficients) are not con-
stants. 
For given functions a, b,p : R —» R we consider the difference equation 
with continuous argument as a special type of Equation (1.3), which will be 
investigated in this work: 
x(t) = a{t)x{t - 1) + b(t)x(p(t)). (1.7) 
For a given real number p G (0,1), let p(t) = pt. Then we obtain the above 
equation of the form 
x(t) = a(t)x(t - 1) + b(t)x(pt). (1.8) 
For given functions a, b^pi : R —» R, i = 1,2,..., m, we will consider a gener-
alization of the functional equation (1.7), the generalized difference equation 
with several delays 
m 
x(t) = a(t)x(t - 1) + 5D6i(t)rr(pi(i)). (1.9) 
i=1 
Another generalization of Equation (1.7) is the system a generalized differ-
ence equations of the form 
x(t) = A{t)x{t - 1) + B(t)x(p(t)), 
where x(t) G Rn , A, B are n x n matrix functions with real entries. 
For given sequences of real numbers {an}, {6n} and for a given sequence of 
positive integers {pn} we consider the discrete difference equation as a special 
type of Equation (1.4), which will be also the subject of our investigation: 
®m+1 xm — Q-mxm bmxPrn. 
Difference equation (1.8) is an analogue of a special type of differential equa-
tions, the so-called pantograph differential equation 
x'(t) = Ax(t) + Bx(pt), (1.10) 
where 0 < p < 1 and A, B axe constant matrices. 
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2. Preliminaries 
In [75], Ockendon and Taylor studied the motion of a pantograph head on 
an electric locomotive. The pantograph head, is used for collecting current 
from an overhead supply line. The analysis of the problem leads to Equation 
(1.10), where A and B are 4 x 4 matrices with real constant entries and the 
rank of A is unity. 
A similar equation is also obtained by Fox, Mayers, Ockendon and Taylor in 
[36] for the wave motion of a stretched string under an applied force which 
moves along the string. Consider a one - dimensional wave motion, wave 
speed c > 1, such as that due to small vertical displacements Y(x, t) of 
a stretched string under gravity, caused by an applied force which moves 
along the string with speed unity. Let the force produce a discontinuity 
in slope [dY/dx]i proportional to its vertical velocity dy/dt where y(t) = 
Y(t,t) + Ys(t) and Ys(x) is the static displacement. Finally let the force 
move towards a partially reflecting boundary at x = 0 where, for example, 
conditions [Y]i = 0 and K[dY/dx\t = Y are imposed. The solution of the 
wave equation can be represented by Y = Fi(ct — x) + G-fct + x) in the 
six regions i = 1,2,... ,6 shown in Figure 5. Boundary conditions that the 
displacement Y is zero for large values of x along ct ± x =const. are given 
and require that F4 = 0 = Gq. Continuity conditions require G\ = GO 
and F3 = F4, together with Fi(0) = F6(0) and G3(0) = G4(0). For t > 0 
conditions o n z = i give 
where ex. is a suitable constant of proportionality. Conditions on x = 0 give 
and the displacement y(t) = Fi(ct — t) + Ys(t). Eliminating Fi, F2, G2 and 
G3 we obtain 
Fi(ci -1) = F2{ct - t ) + G2(ct +1) 
and after some manipulation 
G2(t)=ay{t/{c+ 1)), 
G3(t) = F2(t) + G2(t) = K[G'2(t) - F&) - G'3(t)l 
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where p = (c — l ) / (c + 1). This is a first order linear functional differential 
equation with constant coefficients. Therefore, the study led to the functional 
differential equation 
y\t) = ay(t) + by(pt), (2.1) 
where a, b and p are given constants. 
t 
F I G U R E 5 . 
Some basic results about explicit solutions of the scalar differential equation 
(2.1) will be cited here and can be found in [36]. 
Trivial or easily-computable solutions of (2.1) satisfying y(0) = 1 obviously 
exist when b = 0, p = 0 or 1, or when bpn + a = 0 which produces an exact 
polynomial solution of degree n. If p > 1 and b ^ 0, the solution is not unique 
and there exist eigensolutions (nontrivial solutions) satisfying y(0) = 0. We 
therefore expect that any solution will have different properties according to 
the signs of b, a + b and 1 — p. 
By an obvious method (2.1) can be converted into a difference equation. 
Though not generally helpful, since exponential terms appear in the coef-
ficients, the case p < 1, a = 0 has been discussed by De Brujin's method 
(1953). He obtained a complete set of independent integral representation 
which satisfies the difference equation. However, only one combination of 
these representations is finite at t — 0, namely 
y = c Jl'exp { + u exp (4 iogp+4} 
where C is an arbitrary constant. It is interesting to note that this case 
appears to have been first studied by Mahler (1940) in connection with a 
partition problem in the theory of numbers [68]. 
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Several series representations have been obtained. For example, it is easily 
verified that (2.1) is satisfied by 
7i=0 g=0 U-
This series is uniformly convergent for all finite t if p < 1, but has a zero 
radius of convergence for p > 1. The alternative representation (Chambers, 
1971) 
oo n / L\n 
7i=0 g=l \ a J 
is the well known Dirichlet series solution. It is a rearrangement of (2.2) that 
is uniformly convergent for all t if p < 1 and |5| < |a|. 
Generalized representation results are obtained by Terjeki [90] for the equa-
tion 
x'{t) = A(t)x(t) + B(t)x(p(t)), (2.4) 
where A, B are given nxn matrix functions with real entries andp is a given 
continuous function such that p : R + —* R + and 0 < p(t) < t. for all t > 0. 
The equation 
y'(t) = A(t)y(t) (2.5) 
is called the ordinary part of Equation (2.4). 
Theorem 2.1. (Terjeki [90]) Ifyo(t) denote an arbitrary solution of Equa-
tion (2.5) and the sequence {yn(t) : n = 1,2,3,...} is defined by 
y'n(t) = A{t)yn{t) + R(i)yn_x(p(t)) 
Vn{0) = 0, 
then 
o o 
*(<) = E Vn(t) 
71=0 
is a solution of Equation (2.4). Moreover, this series absolutely and uniformly 
converges on every finite subinterval of [0, oo). 
Kato and McLeod [55] studied Equation (2.1) for complex constants a, b 
and proved that when Re a < 0 then for every solution y of (2.1) there are 
constants K > 0 and N > 0 such that 
\y{t)\ < K\ta\ for all t > N, 
where 
log(-fl/6) 
Oi — . 
logp 
2. PRELIMINARIES 11 
Lim [66] investigated the asymptotic behavior of the solutions of Equation 
(1.10), when A, B are constant complex matrices and proved the following 
results. 
Theorem 2.2. (Lim [66]) Let 0 < p < 1 and A = diag(ai,a2, ...,0,1) with 
0 < Re ax < Re <22 < < Re an . I f p Re an < Re ax, then for every solution 
x of (1.10) there exist constants K and to > 0 such that 
|x(t)| < RT|ei0n| far all t > to-
Let x be an ra-dimensional vector and / be a complex-valued function. Let 
x and / be defined on [0,00]. We say that x is o(/(t)) if for any e > 0 there 
is a constant N > 0 such that 
|®(t)| < e|/(t)| for all t > N. 
Corollary 2.3. (Lim [66]) Let 0 < p < 1. Let A be diagonalizable matrix 
with eigenvalues Oj, i = 1,2, ...,n, satisfying 0 < Re ax < Re 0.2 < ... < 
Re an. I f p Re an < Re ax, then for every solution x of (1.10) there exist 
constants K and to > 0 such that 
|x(t)| < RT|et0n| for all t > t0. 
Farther, there is a nonsingular matrix P and complex numbers i = 
1,2, ...,n, such that 
x(t) = P co\(e1eta\e2eta2, ...,Ce tan) + o(eia") as t -» 00. 
In the next theorem Lim generalizes the result given by Kato and McLeod 
in [55]. 
Theorem 2.4. (Lim [66]) Let 0 < p < 1. Let A = diag(ax,a2, ...,are) with 
Re < Re a2 < ... < Re an < 0. Let B = (bij). If a is defined by 
then for every solution x of Equation (1.10) there exist constants K and 
to > 0 such that 
|x(t)| < K\ta\ far all t > t0. 
In paper [77] Pandolfi generalized the results obtained by Lim in [66] for 
Equation (1.10) to the case when A, B are n x n bounded and measurable 
matrices for t > to > 0. 
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Theorem 2.5. (Pandolfi [77]) Let A = A(t), B = B(t) benxn bounded 
and measurable matrix functions for t > to > 0. Let Xi, i = 1,2,..., r, r < n, 
be the characteristic exponents of equation 
x'(t) = A{t)x{t), (2.6) 
and x'ii i = 1,2, ...,r, r < n, the characteristic exponents of the adjoint 
equation 
y\t) = -A*(t)y(t) 
such that 0 < xi < ••• < Xr and pxr + xi < 0. Let G(t, s) be the evolution 
matrix of Equation (2.6). Then for every solution x of Equation (1.10) there 
exists vx £ R n such that 
lim G{t0,t)x(t) = vx. 
t-* oo 
Makay and Terjeki in [69] studied the asymptotic behavior of solutions of 
differential equation 
x'(t) = —a(t)x(t) + b(t)x(p(t))} (2.7) 
where a, b and p are continuous functions on R + , p(t) < t, t > 0, and 
lim/^oo p{t) = oo. Define the function 
m(t) inf{s : p{s) > i } 
on R+. Then t < m(t), p(m(t)) = t and m(t) is increasing. Let be given 
to > 0 such that p(to) < to and introduce the qualities 
t—i = inf{p(s) : s > t0}, tn = m(tn-i), n = 1,2,..., t ^ = lim tn . 
71—fOO 
For a given function p : R + —» (0, oo) having bounded differential on finite 
intervals let us introduce the numbers 
pn := max p(t) f e x p { / a(z)dz\ p~2(s)p'(s)ds, n = 1,2,... t„_l<t<in J tn—l I Jt J 
Theorem 2.6. (Makay-Terjeki [69]) Suppose that there exists a differen-
tiate function p : [ t _ i , t o o ) — * ( 0 , o o ) such that p is locally bounded, 
\b(t)\p(t) < a(t)p(p(t)) for all t £ [to>too) 
and 
o o 
P:= n(l + Pn) < 0 0 . 
n=l 
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If x is a solution of Equation (2.7) and 
M0:= max p(£)|z(£)|, t— iS'S'0 
then 
|z(*)I<-£t for all £G[i0,ioo)-
Pi*) 
The asymptotic behavior of solutions of Equation (1.10) has been studied by 
many authors, but we mention only some of them. Carr and Dyson [15] and 
Lim [67] investigated the case where A, B are constant complex matrices, 
Kato [56] and Carr and Dyson [14] the scalar case, Equation (2.1). McLeod 
[71] indicated some possible results and stated a theorem proved by Dyson. 
For other results and applications of delay differential equations, we refer the 
reader to the monographs by Gopalsamy [38], Gyori and Ladas [41], Ladde, 
Lakshmikantham and Zhang [65], Hale [45] and to the papers by Buhmann 
and Iserles [9], [10], Burton and Makay [11], Busenberg and Cooke [12], Graef 
and Qian [39], Hatvani [49], and others. 
The paper by Zhou and Yu [95] deals with the asymptotic properties of 
solutions of difference equation with continuous arguments. For given pos-
itive constants r, 5 such that r < 6 and for given continuous functions 
S,p,q,f : R+ —> R such that r < S(t) < 5 for t > 0, they considered the 
difference equation 
v(t)=p{t)v(t-T)+q{t)y{t-6{t)) + f(t) for all £ > 0 . (2.8) 
A function x is exponentially decaying (at infinity) if there exist constants 
M > 0, T > 0, 0 < f < 1 such that 
|z(£)| < M ? for all £ > T. 
Under the assumption that the forcing function / is exponentially decaying, 
there are sufficient conditions for all solutions of (2.8) to be exponentially 
decaying. These conditions are also necessary when p and q are both positive 
functions and lim^oo p(t) and lim^oo q(t) exist. 
Theorem 2.7. (Zhou-Yu [95]) Assume that f be an exponentially decaying 
function and that there exists a constant h € (0,1) such that 
lim sup [p(£)| < h, lim sup |g(£)| < 1 — h. 
t—>oo t—>oo 
Then every solution of (2.8) is exponentially decaying. 
Theorem 2.8. (Zhou-Yu [95]) Assume thatp andq are nonnegative func-
tions with 
p{t) + q{t) >0 for all £ > 0 
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and that 
lim pit) = p and lim q(t) = q 
t—7oo ' i.—^oo ' 
exisi. Then every solution of (2.8) is exponentially decaying for any expo-
nentially decaying function f if and only if 
p + q< 1. 
There are several works dealing with the oscillatory properties of difference 
equations with continuous time which are published in Chinese. For example, 
the reader is referred to Shen [89], Zhang and Yan [92] and Zhang [93] and 
the references therein. In paper [95] some works dealing with this topic are 
also mentioned. 
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3. Usefulness and Applicability 
Applications of functional equations, both inside and outside mathematics, 
also abound nowadays. We mention just applications to iteration, dynamical 
systems to probabilistic metric spaces, to group theory, mean values, physics 
and, in particular, to economics, decision and information theory. These and 
other applications of functional equations and their closely related theory 
show the usefulness of functional equations. 
Another reason why the investigations presented in Sections 4. and 5. may 
be very useful is that the theory of generalized difference equations is part 
of the theory of neutral functional differential equations. See [44]. 
Neutral differential equations are differential equations in which the deriv-
atives of the past history or derivatives of functionals of the past history 
are involved as well as the present state of the system. Suppose r > 0 is a 
given real number and set C = C([—r,0],Rn). Let xt € C be defined by 
xt(B) = x(t + 0), i > 0, - r < 0 < 0. 
The neutral functional differential equation on C is of the general form 
jD(xt) = f(xt), (3.1) 
where D,f : C —» R n are continuous and linear. Suppose that r.j, j = 
1,2,..., IV, are given real numbers and g : RN —*• R" is a given continuous 
function. Let r = max{ri,..., r^}. If 
D(J>) = m - <?(</>(-n), ...^(-nv)), 
the neutral functional differential equation (3.1) on C is of the form 
jt[x(t) - g(x(t - n ) , ...,x(t - rN))] = 0. (3.2) 
Obviously, the solutions of Equation (3.2) axe given by 
x(t) = g(x(t - n ) , . . . , x(t - rN)) + c, 
where c is a constant. Consequently, neutral functional differential equations 
include generalized difference equations. For some basic results in the theory 
of generalized difference equations the reader is referred to [45], [46], [47], 
[48], [51], [60], [72], [88] and others. 
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In [60] Krisztin and Wu considered the periodic scalar functional differential 
equation 
where c, A, a are continuous w-periodic functions with 0 < c(i) < 1, 0 < 
X(t) < r, 0 < cr(t) < r; and g is continuous ta-periodic in t and locally 
Lipschitz continuous in all the other variables; moreover g(t, x, x, x) = 0 for 
all (i, x, x) G R3 . Equation (3.3) appeared in the study of the motion of a 
classically radiating electron population growth, the spread of epidemics, the 
dynamics of capital stocks and compartmental systems. The asymptotic be-
havior of solutions of Equation (3.3) is obtained by investigation of solutions 
of functional equation 
where h is a given function and T > 0 is a given constant. 
In [54] Karydas studied a neutral delay differential equation with piecewise 
constant argument 
where t G (0,oo), A, B axe m x m continuous matrices, k G {2,3,.. .}. 
The current strong interest in differential equations with piecewise constant 
argument was motivated by the fact that they describe hybrid dynamical 
systems (a combination of continuous and discrete) and therefore combine 
properties of both differential and difference equations. Differential equations 
with piecewise constant argument may also have applications in certain bio-
medical models (see [13]). 
In [37] Freedman and Wu considered a single-species population growth 
model which incorporates a periodic time delay in the birth process. They 
have shown the existence of a stable periodic solution of a retarded functional 
differential equation of the form 
where the net birth rate a, the self-inhibition rate b, the reproduction rate c 
and the delay r are continuously differentiable, u-periodic functions; a(t) > 0, 
b(t) > 0, c(t) > 0, r(t) > 0 for t G R, provided that the nondifferential 
functional equation 
¿ [ s ( i ) - c(t)x(t - A(t))] = g(t,x(t),x(t-u),x(t - a(t))), (3.3) 
y(t) - c(t)y(t - A(i)) = h(t) for 0 < t < T, 
x'(t) = x(t) [a(i) - b(t)x(t) + c(t)x(t - r(t))], 
a{t) - b(t)K(t) + c(t)K(t - r(t)) = 0 
has a positive periodic solution. 
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When determining stability properties of neutral functional differential equa-
tions (hereditary equations), the major difficulties arise due to the associated 
difference equation. Therefore to understand stability problems for heredi-
tary equations it is first necessary to understand these problems for difference 
equations. In [46], Hale and Cruz defined the concept of stability for the dif-
ference operator 
¿=1 
In the applications the numbers Tj represent time lags in the system, such 
as the communication time between two electrical circuits , response time in 
feedback control systems or the time it takes certain chemicals to be trans-
ported through the blood stream. In [72] Melvin generalized Hale's and 
Cruz's results to the Banach spaces and discussed the stability properties of 
the generalized difference equation 
k k 
x(t) - - i-i) = m -
¿=1 ¿=1 
where x E R n , Ai are n x n matrices, i = 1,2,..., k, 0 < T\ < t2 < ... < rfc < r 
and <p E C([—r, 0], R11) the space of continuous functions. 
Heard's paper [50] is devoted to relating the asymptotic properties of solu-
tions of the delay equation 
x'(t) = ax(t) + bx(p(t)), t > t0> (3.4) 
to the behavior of solutions of the linear functional nondifferential equation 
<up{t) -I- b<p(p(t)) = 0, t> to. (3.5) 
The resemblance between the asymptotic behavior of solutions of (3.4) and 
(3.5) has been shown for a < 0 and holds for certain delay equations (3.4) 
with p{t) unbounded. In the paper by Cerrnak [18] this asymptotic resem-
blance is shown also in the case a > 0. We remark that the idea of establishing 
estimates of solutions of linear functional differential equations by means of 
solutions of auxiliary functional nondifferential equations has also been used 
by Diblik [23]. In [17] Cerrnak generalized this idea also for the system case. 
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4. The System Case 
4.1. Introduction 
Assume that to > 0, and A, B : [to, oo) —• R n x r i are given n x n real matrix 
valued functions. Let p : [to, oo) R be given such that, for every T > 
to there exists a 5 > 0 such that p(t) < t — 5 for every t € [to, T] and 
limt-H» p(i) = oo. 
This section discusses the asymptotic behavior of solutions of the functional 
equation 
x(t) = A(t)x(t - 1) + B(t)x(p(t)), (4.1) 
where x(t) € Rn . We investigate both the case when A(t) is a diagonal 
matrix and when it is not. 
Another aim of this section is to study the special case of system (4.1), that 
is, the system 
x(t) = Ax{t - 1) + Bx(p{t)) (4.2) 
with constant nxn real matrices A and B. 
In this section we obtain asymptotic estimates for the rate of convergence 
of the solutions of Equation (4.1). Section 4.2. contains the notation and 
definitions. The results in Subsections 4.3. and 4.4. are obtained in the case 
when matrix A{t) is diagonal. In Subsection 4.3. there is a result for the case 
when the components of matrix A(t) axe between 0 and 1. We illustrate how 
the rate of convergence of the components of solutions can be estimated in 
the case when the lag function is p(£) = pt, 0 < p < 1. In Subscction 4.4. 
are the results when the components of matrix A(t) are greater than 1 and 
we show how Theorems 4.1 and 4.4 can be generalized to the case, where 
A, B are constant matrices and A is diagonalizable. In Subsection 4.5. we 
prove generalizations for the nondiagonal case. Subsection 4.6. describes a 
representation of solutions of Equation (4.1), in a form of series, using the 
Cauchy matrix of the linear system 
z(t) = A(t)x(t - 1). 
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4.2. Notation and Definitions 
Let N be the set of nonnegative integers, R the set of real numbers and 
R+ = (0, oo). 
For given m G N, t G R+ and a function / : R R we use the standard 
notation 
ff / w = n = fit - m)f(t -m+ 1 ).../(*) 
e=t e=t-m 
and 
E / M = 0, E / W = / ( t - m ) + / ( t - m + l ) + ... + /(t) . 
T—t T=t—m 
The difference operator A is defined by 
A/(t ) = / ( t + l ) - / ( i ) . 
For a function g : R + x R + —» R, the difference operator A t is given by 
Atg(t, a) = g(t +1, a) - g(t, a). 
For a real number t and positive integer m, we use the notation 
i(m> = t(t - l )( i - 2)...(i - m + 1). 
Let p : [¿oi oo) —> R be given such that, for every T > to there exists a <5 > 0 
such that p(t) < t — 5 for every t G [to,T] and limt_>00p(t) = oo. Set 
i = min{inf{p(s) : s > to}, to - 1} 
and 
t m = i n f { s : p(s) > t m _ i } for all TO = 1 , 2 , . . . 
Then {tm)m=-i is a n increasing sequence such that 
oo 
lim tm = oo, (J [tm_i,tm) = [t0,oo) m—»oo ^^  m=l 
m 
and p(t) G [J [ti_i, U) for all tm < t < tm + 1 , TO = 0,1,2,... 
i=0 
By a solution of (4.1) we mean a function x : [i_i,oo) —» R'1 which satisfies 
Equation (4.1) for all t > to-
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For a given function <f>: [i_i, to) Rn , Equation (4.1) has the unique solution 
x* satisfying the initial condition 
x*{t) = (/>(t) for t_i < t < to- (4.3) 
For a given nonnegative integer m, fix a point t > to, and define the natural 
numbers km(t) such that 
M i ) : = [ t - U m = 0,1,2... 
Then, for t € [tm, tm+i), we have 
t - f c m ( t ) - l < t m and t - f c m ( t ) > t m , m = 0,1,2,. . . 
and for the arbitrary t > to, m = 0 we have 
t — &o(t) — 1 < to and t — ko(t) > t0. 
Set 
Tm(t) := {t - km(t), t - km(t) + 1,.-., t - 1, t}, m = 0,1,2,.... 
and 
T0*(t) := {t - ko(t) - 1 ,t - fc0(t), -t - 1 ,t}. 
For given functions : [t_i,oo) —• (0,oo) and a, : [to.oo) —» (0,1), i = 
1,2,..., ?i, and for a given nonnegative integer m we define the numbers 
Fi,n:= SUP L ( i ) £ £ f ~ 1} ) n a, (1)1 . (4.4) 
tm<t<tm+1 [ 9Ar)9AT - ! ) fcr+1 J 
For given functions & : [t_i,oo) —* (0, oo) and given initial functions 
i = 1,2, ...,n, we set 
• Mi0 = sup &(t)|<M*)l for ¿ = l l 2 J . . . l n. (4.5) 
i_l<i<t0 
For given numbers Qi, ¿ = 1,2,..., n and p £ (0,1) we define 
_ log Qt £ _ . _ m a x ^ 
logp l<i<n l<i<n 
For given numbers a,, A,, i = 1,2, ...,n, set 
T := max A; and 7 := min a, (4.7) 
l<i<n 1 <i<n v 7 
and 
f r^ l 
v := sup { } . (4.8) 
t > t 0 [ 7 J 
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4.3. The Case of Diagonal A with 0 < A < 1 
In this subsection we discuss the case when, matrix A is diagonal and their 
components are between 0 and 1. 
Consider the following hypotheses. 
• (Hi) For every t > to, A(t) = diag(ai(i),..., an(t)) is an n x n diagonal 
matrix with real entries satisfying 0 < di( t) < 1, for all t > to, i = 
• (H\) B(t) = (bij(t)) is an n x n matrix with real entries for all t >to-
• (H%) There exists a diagonal n x n matrix G(t) = d i a g ( < ? i ( £ ) , g n ( t ) ) 
for all t > £_i so that the diagonal entries gi : [i_i,oo) —> (0,oo) are 
bounded on the initial interval [£_x, to), i = 1,2, . . . ,n, and such that 
£ o,(t)) ¿ - T T ^ v for t > to, i = 1,2, ...,n. 
• (Hi) There are real numbers Ri, i = 1,2,..., n, such that 
in 
JJ(1 + Rij) < Ri, for all positive integers m and i = 1,2,... , n, 
.7=0 
where the numbers Rij are defined in (4.4). 
• (Hi) p : [to>oo) —> R is a given function such that, for every T > to 
there exists a <5 > 0 such that p(t) < t — 3 for every t e [£0)T] and 
limt_>oo p(t) = oo. 
The next theorem gives asymptotic estimates for the rate of convergence 
of the components of solutions of Equation (4.1). An analogue result was 
given by Makay and Terjeki for the scalar pantograph differential equations 
in Theorem 2.6. The construction of the proof of the result given for dif-
ference equations is different from the proof given for differential equations. 
Moreover, the coefficients of Equation (4.1) are not scalar functions as in the 
result given in Theorem 2.6, but matrix functions. 
T h e o r e m 4.1. Suppose that conditions (Hi), (Hi), (H\) (H\) and (H\) 
hold. Let x = x* be the solution of the initial value problem (4-1) and (4-3) 
with bounded components <f>i, i = 1,2, ...,n, in (4-3). Then 
|^i(£)| < — 7 v /or all t>to and ¿ = 1,2, ...,n. 
9i(t) 
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Proof. Equation (4.1) can be written as 
n 
Xi(t) = ai(t)xi(t-l) + £ 6y (i)®i(p(0). * = 1,2> (4-9) 
3 = 1 
Introduce the functions '¿/¿(i) := Xi(t)gi(t), i = 1,2, ...,n. Then the function 
yi(t) satisfies the equation 
^ * 
Let t E [tm>tm+I) and r E Tm(t). Then system (4.9) is equivalent to 
A i l f i i r - 1) 1 ) _ " M y j ( p ( r ) ) ^ J _ 
T - 1) J - U *(*) I k i 9 M r ) ) e J U 0,dY 
for i = 1,2, ...,n. Summing up both sides of this equality from t — km(t) to t 
we obtain, for i = 1,2,..., n, that 
= „ft n + 
E f [ (4-10) 
T=t—fcm(t) 3 = 1 W l i ' l T l L = T + l 
Now, the inequality in (#3) implies that, for i = 1,2, ...,n, 
^ „ f t f l M * ) - i ) l n OiW + 
- Krn{t) ~ i-) i=t-fc,n,(t) 
+9id) e n 
T=t-km(t) j=i 9j \T LJ e=r+1 
Define 
pim:= sup |yt(t)|, Mim :=max{fjLio,fj,il,...,/Mr,l} (4.U) 
for m = 0,1,2,. . . , i = 1,2, ...,n, and set 
Mm = max Mim, m = 0,1,2,. . . (4.12) 
l<i<n 
Since \yi(p(r))\ < Mim, for i = 1,2, ...,n, r G Tm(i) and trn <t< trn+u by 
using the summation by parts formula, it follows that, for i = 1,2, ...,n, 
ivtwi < ^ n 
- M * ) - 1 ) e=t_km{t ) 
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+*w t t ^ i T n 
T=t-km{t)j=l yj\' XJ e=T+l 
+ S . M É Ê — T T T T ^ ( n 
T=t—fcm(i) .7=1 \i=T / 
- ^ ( a F Ô F ï ï j i , ^ 
. + 9.W t ¿ T T ^ r r A Î f W f l 
i + l 
+ 
t-fem(i) T 
< Mm(l + Rim). 
From the above inequalities follows that 
1 + Rim > 0 and Mm + i < Mm{ 1 + 
for all m = 0,1,2,..., i = 1,2,..., n, that implies 
771 
Mm + 1 < M i 0 Y[( l + Rij), i = l ,2, . . . ,n. 
j=o 
Therefore 
\Vi{t)\ < MuRt, i = 1,2, ...,n, 
and the proof is complete. 
In the following result we illustrate how the rate of convergence of the compo-
nents of the solutions can be estimated by a power function in the particular 
case when the lag function is p(t) = pt, 0 < p < 1. 
We shall need the following hypothesis. 
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• (Hq) There exist real numbers Qi and o ,^ i = 1,2, ...,n, such that 
0 < Qi < 1, 0 < ai < 1, i = 1,2,..., n, and 
IM*)I < QAl-Oiit)), di< 1 — a,i(t) for t > £0, i,j = 1,2, ...,n, 
where the functions a, and bij are given in (ii-J) and (H\). 
Corollary 4.2. Assume thatp G (0,1), tQ > p/( 1 - p) andp(t) = pt for all 
t > to. Suppose that conditions (Hi), (Hf) and (Hq) hold. Let x = x^ be a 
solution of the initial value problem (4-1) and (4-3) with bounded components 
fa, i = 1,2, ...,n, and suppose that k +1 > K, where k and K are defined by 
(4.6). Then 
teWI - 71 ^ ^ xvfc f°r a l 1 t > t o , » = 1,2,.. . ,«, 
( t - p / ( l - p ) ) 
where 
Mio = sup J [ t - - J ? - ] M £ ) | 
t-i<t<t0 ( \ 1 - Vt 
and 
a = n ( i + y (vk-K*iy 
i i v ^ ¿ W i - r i - r ) 1 ' « 1 ' > 
for i = 1,2, ...,n. 
Proof. Set 
£-i = min{£0 - l,p£0}, tm = m = 1,2,... pm 
and 
= ^ - v - J L - j , ¿ = l , 2 , . . , n . 
Since Qi = pfci, i = 1,2, ...,n, it follows that 
f^ \hj(t)\ ^ A Q3(l - ai(t)) ^ A <3,(1 - ^(£)) 
fe £ (pi - ^ t U Pk* (t -
= (1 - t \ .kj = ((1 - ai(t)) ± - ^ - - r . 
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Therefore, condition (H%) of Theorem 4.1 is valid. Moreover, 
fei 
P Hdm = SUp { I t -
tm<t<tm+1 IV 1 — pJ 
X 
X 
t n ( V _ _ B - \ k i - (T - -L-)** t 
r = t - / = ( t ) i = l ( r - ^ J ( r - ^ j fcr+l 
' " o w É ¿ 7 — ^ ( r h r ) ' 
r=t-fe(t)j=i ( r - Y ^ J 
< sup 
im<i<*m+1 
tJSLi \ a, ¿i (£ - k(t) - ¿j^+i 
OîiPfei ^ (£0(1 - p) - pm)ki+1 v ) 
+ki n 
—H 
kj 
S r k - E 
n 
< 
k i h (t0(i - P) - pm)k '+ i ^ ' CtiP 
Then, Theorem 4.1 implies the assertion. 
Remark 4.3. We can prove similarly the above result by choosing 
gi(t)=tki for all ¿ = l,2,...,n. 
Then the statement of Theorem 4-1 holds for t > to/p that does not disturb 
the asymptotic behavior of solutions but the comparableness with the functions 
gi, i = 1,2,..., m is clearer and the rate of the convergence is better. 
4.4. The Case of Diagonal A with A > 1 
In this subsection we suppose that matrix A is diagonal and its components 
are greater than 1. 
Now we introduce the following conditions. 
• (Hj) For every t > to, A(£) = diag(ai(£),..., an(£)) is an n x n di-
agonal matrix with real entries, and there exist real numbers a,, A,, 
i = 1,2 , . . . ,n, such that 1 < a, < aj(£) < A-j, i = 1,2 , . . . ,n. 
• (iig) B{t) = (bij(t)) is an n x n matrix with real bounded entries for 
i,j = 1,2, ...,n, £ > £0. 
• (iig) p : [£0. oo) —> R is a given function such that for a given real 
number q £ (0,1) pit) < qt holds for all £ > £q. 
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In the next result we will show that the solutions tend to infinity and give 
estimates on the rate of convergence of the components of the solutions of 
Equation (4.1). A similar result was given in Theorem 2.2 by Lim for the 
pantograph differential equations with constant coefficients. Here we prove 
the result for the difference equations with continuous time when the coeffi-
cients in Equation (4.1) are not constant matrices as in the Lim's result, but 
matrix functions. 
Theorem 4.4. Suppose that conditions (H)), (H\) and (Hi) hold such that 
T9 < 7, where T, 7 and v are defined by (4-7) and (4-8). Let x = x* 
be a solution of the initial value problem (4-1) and (4-3) with the bounded 
components fa, i = 1,2, ...,n. Then, there are positive constants Ki, i — 
1 , 2 , . . . , n , such that 
t 
\xi(t)\<Ki n ai{t) far all t>t0, i = 1,2, ...,n. 
e=t-k0(t)-1 
Proof. Equation (4.1) can be written in the form (4.9). Introduce the func-
tion yi(t) := Xi(t)gi{t) with 
* 1 
9i(t)-= II ~TP\> * = 1.2>s..,n. 
e=t-k0(t)-i 
Let t G [¿m, ¿771+1) and r G Tm(t). Then, the system (4.9) is equivalent to 
(4.10). Using notations (4.11) and (4.12), we obtain 
fcWI - nft W r t i J t t ( * - * n » ( * ) - l ) l n + 
E n T^t-knit) j=\ VlKPV ) ) f = T + 1 
< Mim + 
t n P(T) T -, 
+ e z m t w m n n T7ty 
T=t-km(t)j=1 i=p(T)-fco(p(r))-l £=/,—fco(t)—1 ) 
In virtue of the equality t — ko(t)=r — ko (r) for r G To(t), it follows that 
(t n / "I \ 
1 + E E\hir)\A^T))+2 ( - ) 
T=t-km(t)j=1 ) 
Using notation (4.8), it follows from the hypothesis of the theorem that 
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Define 
ß : = s n p f : f : \ b i M -
*>*0 1=1 j= 1 
Since T — £0 — 1 < ko{r) <r — t0 and (T/I1)*0 < 1, we have 
IwWI < Mm( 1 + ßT2 £ 
T=t—k(t) \ 7 
< Mm (l + pr2 £ 
\ T = t - / C m ( t ) 
for i = 1,2,..., n. Therefore 
M m < M Q J [ [ l + ^ - ^ , m = 1,2,... 
and the infinite product 
converges for all m = 1,2,..., and { M m } ~ = 0 is a bounded sequence. This 
implies that there are constants Ki} i = 1,2, ...,n, such that 
t 1 
M*) l I I -Jps<Ki, i = l,2,..., n, 
e=t-k0(t)-i 
and this completes the proof. 
Consider Equation (4.2) with constant coefficients and obtain the following 
estimates for the components of the solutions of System (4.2) as a special 
case of the previous theorem. The obtained corollary is analogue to the 
result given by Lim in Corollary 2.3. It is interesting in its own right because 
the estimating function is the well known exponential function. 
Corollary 4.5. Let A and B be rax n constant matrices with real entries, 
where B = (bij) and A = diag(ai, 02-.., an) is a diagonal matrix such that 
ai > 1 for i = l ,2 , . . . , n. Suppose that (Hi) holds such that Tq < 7, where 
r := max Oi and 7 := min 
Kt<n l<i<n 
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Let x = x* be a solution of the initial value problem (4-2) and (4-3) with the 
bounded components fa, ¿ = 1,2,..., n. Then, there are positive constants Kit 
i = 1,2, ...,n, such that 
|®i(i)| < Kia\ for t>t0, i = 1,2,..., n. 
Proof. Apply the same technique as in the proof of Theorem 4.4 with <?j(i) := 
cÇ* for ¿ = 1,2,..., n. Set 
n n 
£ : = £ £ l M 
i=X j=' 
and v is defined by (4.8). Now, it follows that v < 1 and 
t n ( tipy 
\Vi(t)\ < Mim+ £ £ \bij\Mjm 
r=t-fem(t)j=l y a* ; 
< Mm (l + j-—^) ' 
and following the same arguments as in Theorem 4.4, the proof is complete. 
We can generalize the results given in Theorems 4.1 and 4.4 for equation 
with constant coefficients when matrix A is not a diagonal matrix. 
Remark 4.6. The method used in the proof of Theorems 4-1 and 4-4 can 
be developed to estimate the solutions of Equation (4-2). Let the constant 
matrix A be diagonalizable with eigenvalues ai, i = 1,2, ...,n. Then, there is 
a nonsingular matrix P such that A = PDP~l, where D — diag(ai, a2..., an). 
Let y(t) = P_1x(£). Then (4.2) becomes 
y(t) = Dy(t-l) + P-1BPy(p(t)). 
If the suitable conditions are valid, then we .can apply the above theorems. 
4.5. Generalizations: Nondiagonal A 
Denote by R n x n the Banach space of all nxn real matrices with an arbitrary 
norm || • ||. We consider the nonautonomous case (4.1), without assuming 
that A is a diagonal matrix. 
Assume that to > 0. For given nxn matrix function A with real entries let 
us denote the Cauchy matrix of the initial value problem 
x(t) = A(t)x(t - 1), x{6) = <f>(9), to-l<0<to (4.13) 
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by W(r; £), where 
W(T; t) = A(t)A(t - 1 )...A(r + 1), 
for tm < t < tm+1, t £ T£ (£), with W(t\ t) = E, where E is the n-dimensional 
unite matrix. 
In the particular case, when A is an n x n matrix with constant entries, the 
Cauchy matrix of the initial value problem 
x{t) = Ax(t - 1), x{6) = (j){e), t 0 - l < e < t 0 (4.14) 
has the form: 
W ( r ; i ) = A t - T , 
for tm<t< tm+1, r £ T0* (t) and A0 = E. 
For given scalar functions a, p : [to, oo) —> R- and nonnegative numbers m we 
define the numbers 
sup L(t) £ f f f i " ^ n «(*)} (4-15) 
tm<t<tm+l ( r = t _ f c m ( t ) P(r)P(T ~ ! ) fcr+1 J 
and 
M0= sup ||M(£)0(£)||. 
t - l < t < t o 
We shall assume the following. 
• (#io) For given n x n real matrix valued functions A, B : [to, oo) —> 
R n x n . where A is nonsingular and B is with bounded entries, there is a 
nonsingular n x n matrix M(t) = (m^(£)) with my : [i_i, oo) —> (0,oo) 
bounded on the interval [t_i,£o) for i,j = 1,2, ...,n, and there exist 
functions a: [to, oo) —> R and p : [t_i, oo) —> R + such that 0 < a{t) < 
1, 
||M(t)W(r-,t)M-\r)\\ < ^ n «(*), (4-16) 
P\T) e=r+I 
for all t > t 0 , r E T0*(i) and 
H M ^ B ^ M - 1 ^ ) ) ! ! < ^ t > to, (4.17) 
where W is the Cauchy matrix of the initial value problem (4.13). 
• (Hn) For every m £ N , there exist real numbers R,n such that 
j 
JJ (1 + Rm) < R, for all positive integers j, 
m = 0 
where the numbers Rm are defined in (4.15). 
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The following result generalizes Theorem 4.1 to the case when matrix A is 
not diagonal. We suppose only the regularity of matrix A. The new aspect 
in the proof is using the Cauchy matrix of the linear part of the considered 
equation. 
Theorem 4.7. Suppose that (Hi), (H\Q) and. (H^) hold. Let x = x* be a 
solution of the initial value problem (4-1) and (4-3). Then 
||®C0II < MoR\\M~l(t)\\ for t>tQ. 
Proof. Introduce the transformation y(t) = M{t)x{t). Then, fori G [tm, tm+i) 
and r G Tm(t), the function y(t) satisfies the equation 
y{t) = M(t)W(t - km(t) - 1; t)M~\t - km{t) - 1 )y(t - km{t) - 1) + 
+ ¿) W(T] i )J5(T)M - 1 (p(r ) )y(p(r) ) . (4.18) 
T=t-km(t) 
Now, using the hypotheses (4.16) and (4.17), the scalar function u(t) = 
||y(£)|| satisfies the inequality 
pit - k j f i - 1) t=£L{t) 
+p(t) E ferr^M) n «(*)• 
T = t - f c m ( t ) P \ T L ) T=T+1 . 
Define 
Phn\= sup u(t) and Mm := max{//0, Pi, •••, Pm} (4.19) 
«"m— 1 
<i<tm 
for m = 0,1,2,.. . . Since u(p(r)) < Mm for r G Tm(t) and tm <t< £m+i, by 
using the summation by parts formula, it follows that 
< Mm(l + Rm). 
From the above inequality follows that 
1 + > 0 and Mm+x < Mm(l + Rm) for all m = 0,1,2, ... 
that implies 
m 
MM+I < MO N(L + RJ) 
3=0 
4. THE SYSTEM CASE 31 
and 
u(t) < MQR. 
Therefore 
||x(£)|| < | |M - 1(i) | | | |M(t)x(i) | | 
= H M - ^ H t ) 
< MoR\\M~l(t)\\, 
and the proof is complete. 
Assume that: 
• (-^12) F°r a real functionp given in (Hi), for a nonsingular nxn matrix 
function A(t) with real entries and for the Cauchy matrix W defined 
for the initial value problem (4.13), there exist real numbers 7, T such 
that 1 < 7 < T with 
IIW'^t - ko(t) - 1;£)|| < 7 _ t , for all t > £0, (4.20) 
and 
\\W(p(t)-k0(p(t))-l-,pm\<rp{t), for all t>t0. (4.21) 
The next result is a generalization of Theorem 4.4. The theorem is formulated 
applying the concept of the Cauchy matrix W defined for the initial value 
problem (4.13), similarly as in the result by Pandolfi given in Theorem 2.5 
for pantograph differential equations. The arguments in the proof given for 
difference equations axe quite different because of the specific construction of 
the considered equations. 
Theorem 4.8. Suppose that conditions (Hi), (Hi) and (H\2) hold, and as-
sume that F9 < 7, where v is defined by (4-8). Let x = x* be the solution 
of the initial value problem (4-1) and (4-3). Then, there exists a positive 
constant R such that 
||z(£)|| < .R||W(£ - ko(t) - 1;£)|| for t>t0. 
Proof. Introduce the transformation y(t) = M(t)x(t) with 
M(t) := W~l(t - ko(t) - 1; t) for t > tQ. 
Then, for t G [tm, tm+i) and r G Tm(t), the function y(t) satisfies Equation 
(4.18) which is equivalent to 
y(t) = y(t - km(t) - I) + 
+ E W-'it-koW-lrfB^x 
T = i - f c m ( i ) 
X W(p(r) - ko(p(r))-,p(r))y(p(T)). 
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Using hypotheses (4.20) and (4.21), the scalar function u(t) := ||y(£)||, with 
P := ||B(£)||, satisfies the inequality 
t / p E i l l \ T 
u(t)<u(t-km(t)-l)+P £ — "(p(r)). 
T=t-km(t) \
 7 / 
Since u(p(r)) < Mm for r € Tm(t), by using notation (4.19) it follows that 
u(t) < Mm[l+P £ vT) 
\ T = t - f c m ( 0 J 
< Mm + • 
Applying the same arguments as in Theorem 4.4, there exists a positive real 
number R such that 
u(t) < R for t > to-
Then, 
\\x(t)\\ = \\W(t-ko(t)-l-,t)W-\t-ko(t)-l-,t)x(t)\\ 
< ||W(t - k0(t) - l ; t ) | K t ) < R\\W(t - ko(t) - 1;i)||, 
for all t > to, and the proof is complete. 
4.6. A Representation of Solutions 
In this subsection we obtain a series representation of solutions of Equation 
(4.1), using the Cauchy matrix W of Equation (4.13). We use the series 
representation of solutions to obtain sufficient conditions for the convergence 
of solutions. 
We shall assume that: 
• ( i /k) For every t > t0, A(t) = (%•(£)) and B(t) = (^(£)) are n x n 
matrices with real entries, for all £ > £o, i,j = 1,2 , . . . ,«. 
First of all we prove a simple but fundamental result. Terjeki gave an ana-
logue result in Theorem 2.1 for the pantograph differential equations. The 
presented result has the specific characteristics of generalized difference equa-
tions. 
Theorem 4.9. Assume that the hypotheses (H\) and (H\z) hold. Let yo(t) 
denote the solution of the initial value problem (4-13) with (f>(t) ^ 0 for 
£ _ i < £ < to, and the sequence {x/n(£), n = 1,2,...} is defined by 
yn(t) = A(t)yn(t - 1) + B(£)pn_i(p(£)), £ > £0, 
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yn(t) = 0, t-i<t<t0, n= 1,2,... 
Then oo 
«(*) = E &»(<) (4-22) 
71=0 
is a solution of the initial value problem (4-1) and (4-3). Moreover, this 
series is finite on every finite subinterval of [to, oo). 
Proof. First we show that series (4.22) is absolutely convergent on [£0, oo). 
Define 
M(F ,T) := sup \\F(t)[\ 
t0<t<T 
for any matrix or vector function F for T > to and 
M(W,T):= sup ||W(r;£)||. 
to <T<t<T 
Since for t > to 
Vn(t)= E W{r-,t)B{T)yn.Mr)), n = l ,2, . . . 
T=t-ko(t) 
hence, for T > to and to <t <T, the following inequalities hold: 
IM*)| | < E M(W,t)M(B,t)\[yn-MT))\\ 
T=t-ko(t) 
< M(W,T)M(B,T) £ \\yn-Mr))\\. 
r=i-fe0(t) 
By using mathematical induction we will show that 
yn(i) = 0 for to <t <to + (n— 1)<5. (4.23) 
For n = 2 we have 
\\y2(t)\\<M(W,T)M(B,T) ¿ ||yi(p(r))||. 
T=t- fe 0 ( t ) 
For ¿o < t < to + 5 we have p(t) < to and yi(p(t)) = 0. Therefore, 
y2(t) = 0 for £0 < t < t0 + 8. 
Suppose that statement (4.23) is valid for n = k and prove it for n = k + 1. 
Then 
[[yk+l(t)[[<M{W,T)M(B,T) E WvMr))\\-
T=t-k0(t) 
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For to <t < to+k5 we havep(t) <t—5< to+(k—l)5 and by the inductional 
hypothesis yk(p(t)) = 0, and so yk+i(t) = 0. 
Then, exists a natural number N such that 
ym(t) = 0 for all m> N and t0<t<T. 
Therefore, 
N-1 
= E Vn{t) for to<t<T 
n = 0 
and the convergence is clear. Moreover, 
<t) = f>n(i) 
n = 0 = yo(i) + Eyn(i) 
n=l 
oo oo 
= A(t)y0(t-1) + E A(t)yn(t - 1) + £ 5 ( 4 ) ^ ! ^ ) ) 
ra=l re=l 
oo oo 
= A(£) £ yn(i - 1) + B(i) yn(p(t)) 
71=0 71=0 
= A(i)x(£ - 1) + B(t)x(p{t)), 
and the proof is complete. 
In the space of vector or matrix functions f(t) let the operators Sp and W* 
be defined by 
Spm=f(p(t)), W*f(t)= £ W(r-t)f(r), 
r=t—feo(t)—1 
where W is the Cauchy matrix defined for the initial value problem (4.13). 
Then 
yn = W*{BSpyn-1) = (W*BSp)ny0, n= 1,2,... 
Therefore Theorem 4.9 implies the next corollary. 
Corollary 4.10. The unique solution of the initial value problem (4-1) and 
(4-3) is given by 
oo 
x(t) = Y,{W*BSp)nW(t - ko(t) - 1; t)<j>{t - k0(t) - 1). (4.24) 
71=0 
In the next result we give conditions guaranteeing that series (4.24) is ab-
solutely and uniformly convergent. 
Consider the following hypotheses. 
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• (# i 4 ) There exist positive constants M, b and a, such that 0 < a < 1, 
and for t > to, there exists a positive scalar function /(£) such that 
oo 
sup E f i T ) = /o < 
t-i<e<t0 T=e 
| |W(r;i) | | < Met, to — 1 < r < to < t, (4.25) 
| |W(r;t)| | < Ma*"1", t0<T<t, (4.26) 
l|B(t)|| <& + /(*), t > to, (4.27) 
+ i _ i < 0 < i o , (4.28) 
with the Cauchy matrix W defined for the initial value problem (4.13). 
• (#15) There exists a positive constant p such that 
0 <pt< p{t) for all t > t0. (4.29) 
Theorem 4.11. Suppose that conditions (H\) and (H\A) hold. Then series 
(4-24) is absolutely and uniformly convergent for t > to. If in addition, 
condition (H\$) also holds, then the solution of the initial value problem (4-1) 
and (4-3) tends to zero, as t —» 00. 
Proof. Let po be a real number such that 
0 < po < 1 a a d Pot < pit). 
Introduce the sequence {7™} as follows. 
70 := 1, In := M7n-1 ^ _ + foj , 72=1,2 , . . . 
In virtue of (4.28) it is easy to see that the series 
00 
E'Trt 
71=0 
is finite. Let 
2/0(¿) = W(t - k0{t) - 1 ; t)<f>{t - k0(t) - 1 ) 
and {yn{t)} be defined as in Theorem 4.9. We claim that 
||2/n(i)|| < M7napoi||</>||, 72 = 0,1,2, . . . (4.30) 
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Inequality (4.25) implies (4.30) for n = 0. Suppose that (4.30) holds, for 
n - 1. Then 
IlifeWII < £ I !£) 1111-® ( r ) 111 l?/n-i (p(t)) 11 
T=t-ko(t) 
< £ M2at~T(b + /Mbn-KW^PII 
T—t—ko(t) 
< A V i l H I £ a(Po-^(6 + / ( r ) ) 
r=t—fco(i) 
= W i w - i l W l i £ 6 a « - 1 * + £ a « - 1 ) T / ( r ) 
\ r = t - f c 0 ( t ) r = t - f c 0 ( t ) 
(J, i + 1 * 
+aW-1> t £ / ( r ) 
a - 1 «"MO r=t-fc0(t) , 
< M V 7 n - i | M I ( a P g - x _ i a ( ? S " 1 ) ( t + 1 ) + 
that is, (4.30) holds, for all positive integers n. It means that (4.24) is ab-
solutely and uniformly convergent on [io, oo) and the first part of the theorem 
is proved. 
If (4.29) is satisfied, then we can choose po = p and for all e > 0, we can find 
an integer N such that 
oo 
2M £ 7n < C. 
n=N 
Then 
ll*(t)ll < £ l l y n ( i ) l l < £ M 7 j l a ^ | ^ | | 
n = 0 n=0 
(oo N-1 \ 
M £ 7 n + M £ a ^ " l i 7 n II0H 
n=N n = 0 / 
< eM\> 
if t is so large that 
JV-l 
2Ma?"'1* £ 7 n < e. 
71=0 
This proves the second part of the theorem. 
4. THE SYSTEM C A S E 37 
5. The Scalar Case 
5.1. Introduction 
Assume that £o > 0 and a, b : [to, oo) —» R are given real functions. Let 
p : [¿o, oo) —> R be given function such that, for every T > to there exists a 
S > 0 such that p(t) < t — 6 for every t £ [io,^], and limt_>00p(£) = oo. Now, 
we investigate the scalar difference equation with continuous arguments 
where x{t) £ R. Equation (5.1) is a special case of Equation (4.1) for n = 1, 
a,i (t) = a.(t) and &n(i) = b(t). We shall need the following definitions. 
For a given function ip : [£_i, ¿o) —* R, Equation (5.1) has the unique solution 
xv satisfying the initial condition 
In this section we study the asymptotic behavior of solutions of Equation 
(5.1) and apply our results to particular cases. In Subsection 5.2. we obtain 
asymptotic lower and upper bounds for the solutions which can estimate the 
rate of the convergence of solutions. We apply our main result to particular 
cases such as p\t < pit) < p2t, for real numbers 0 < p\ < p2 < 1 and 
p¥t < p{t) < pVt, for natural numbers 1 <p\ <p2. 
Subsection 5.3. presents the characteristic equation associated with the initial 
value problem (5.1) and (5.2), and using them obtain an asymptotic estimate 
of solutions of Equation (5.1) which can be applied to the difference equations 
with constant delay and to the case t — p2< p(t) <t — p\ for real numbers 
1 < Pi < Pi-
Subsection 5.4. generalizes the main results given in Subsections 5.2. and 5.3. 
to the equation with several delays 
x(t) = a(t)x(t - 1) + b(t)x(p(t)), (5.1) 
xv(t) = ip(t) for £ _ i < t < t0. (5.2) 
m 
x(t) = a(t)x(t - 1) + ^2bi(t)x(pi(t)), 
¿=i 
where a, bi : [io,°o) — R are given functions for i = 1,2, ...,m, and Pi : 
[to, oo) —* R are given such that, for every T > to there exists a <5 > 0 such 
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that pi(t) < t — S for every t G [to, T], and limf_4,oopi(i) — oo for i = 1, 2,..., m. 
We apply the obtained results to particular cases such as ^¿(t) = (l/pi)t for 
i = 1, 2,m, pi(t) = T^/t for i = l,2, where 1 < < p2 < ... < pm
are natural numbers and pi(f) = t — pt for i = 1, 2, where 1 < pi <
P2 < ... < Pm are real numbers.
In Subsection 5.5. we give a series representation of solutions of the equation
x(t) = ax(t — 1) + bx(pt),
with constant coefficients a, b, and p G (0,1). From the series form of solution 
we obtain a necessary and sufficient condition for the convergence.
In Subsection 5.6. we give conditions for the existence of bounded solutions 
of the scalar difference equation
x(i) = (1 - c(t))rr(t - 1) + c(t)z(p(t)),
where c : [to,oo) —* R is a given function such that 0 < c(t) < 1, and 
we formulate an open problem of the asymptotic convergence of bounded 
solutions.
5.2. Asymptotic Estimates
For given scalar functions a, p : [to, oo) —> R, for given initial function p and 
nonnegative numbers n we define the numbers 
Rn := sup
in <i<in+l
p($ E
T=t — fcn(t)
Ap(r - 1) 
p(r)p(7- - 1) n£=t+1 (5.3)
and
Mo := sup p(t)|</?(t)|.
We shall need the following hypotheses.
• (Wf) Let a : [io, oo) —» R be a given real function satisfying 0 < a(t) < 
1, for all t > to and b : [to,oo) Ran arbitrary given real function for 
all t > to.
• (Wf) Let p : [to, oo) —> R be a given function such that, for every 
T > to there exists a 5 > 0 such that p(t) < t — 5 for every t G [to, T], 
and hmt_>oop(i) = oo.
• (Rf) There exists a real function p : [t_i,oo) —> (0,oo), which is 
bounded on the initial interval [t_1? to), and such that
|6(t)|p(t - 1) < (1 - a(t))p(p(t)) for all t > t0, (5.4)
where functions a and b are as in (Fif).
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• (Hi) There exists a real number R such that 
+ (5-5) 
n = 0 
for all positive integers j , where the numbers Rn are defined by (5.3). 
The next theorem is the main result of this section and gives an asymptotic 
estimate for the solutions of Equation (5.1). It is without proof because it is a 
direct consequence of Theorem 4.1 for n = 1, ai(£) = a(t) and bn = b(t). We 
emphasize it because of its importance in the theory of difference equations 
with continuous time and in virtue of its interesting consequences which give 
sharper results than the system case. 
Theorem 5.1. Suppose that conditions (Hi), (H^), (H'l) and (Hi) hold. 
Let x = x* be the solution of the initial value problem (5.1) and (5.2) with 
bounded function cp in (5.2). Then 
|z(i)| < for all t > t0. 
Remark 5.2. In Theorem 5.1, let the function p be monotone increasing. 
Then the sequence {Rn}, defined by (5.3), has only positive members and the 
assumption 
oo 
n u + * o < ~ 
71=0 
implies the existence of a real number R that satisfies the condition (5.5). If 
the function p is monotone decreasing, then the condition (5.5) is satisfied 
with R = 1. 
Zhou and Yu in Theorems 2.7 and 2.8 obtained for estimating function the 
exponential function for the case when the lag function is between two con-
stant delays. Applying Theorem 5.1, by finding an appropriate estimating 
function p, we can determine the rate of convergence of the solutions of gen-
eralized difference equations for different types of the lag function. We will 
provide two examples. 
If the lag function p is such that pit <p(t) < p2t, for real numbers 0 < p\ < 
p2 < 1, then the estimating function is a power function, namely p(t) = tk. 
Corollary 5.3. Suppose that condition (Hi) holds. For given real numbers 
Pi, p2 and to such that 0 < p\ < p2 < 1 and to > Pi/(1 — Pi); let p be given 
real function such that p\t < p(t) < p2t for all t > to- Suppose that there 
exist real numbers Q and a such that 0 < < 2 < l , 0 < a : < l , 
|6(t)| < Q ( l - a ( t ) ) , a < 1 — a(t) for all t>t0 
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and, 
log — (log log — ) < log — log —. 
Q \ Pi P2J Pi P2 
Let x = x* be a solution of the initial value problem (5.1) and (5.2), and let 
U\ ( , PI 
k 
k = dF"> Pi1) = \ t - -, log Pl V 1 - Pi. 
Then Q 
l®(i) for all t>t0, 
where 
c = sup {tv*)i} n ii + fe^fe(1-pi)fc+1 
t ^ V m \ ttPi(£o(l - Pi) - p2)k+1 v pi ) J 
Proof. Set 
The relations p(i,i+i) = tn and pxt < pit) < p2t imply that 
for all n = 1,2,... 
P2 PÏ 
Since Q = pk, it follows that 
|b(t)\p{t - 1) < Q( 1 - a(t))(t - < 
l — Pi 
< - a(t))pk(t - - i - ) * = (1 - a(t))(pxt - - ^ - ) k < 
Pi i—Pi 1 - Pi 
< (1 - a(t))(p(t) - = (1 - a(t))p(p(t)). 
I — P i 
Therefore, condition (5.4) is valid. Moreover 
f?,,. = sup J ( f - _ £ ! _ ) * x 
i,,<i<tn+l ( 1 - Pi 
t ( T _ _ ( T l_\k t. 
T=t—kn(t) V ' 1 - p i > 1 - p i 
t 
< 
( r - T w - 4 n «m 
v i-Plj K' i-Plj e=r+i 
sup i ^ l - a ) * ± 
<t<tn+1 { Mn{t) iT - A-a.) 
ktk 
< sup 
< 
t»<t<Wi \ ° i t - knit) - YZ^)k+1 
fct0fe(l-pi)fe+1 
71 
a p f ( £ o ( l - P i ) - p ? ) f c + 1 V Pi 
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Then, Theorem 5.1 and Remark 5.2 imply the assertion. 
Remark 5.4. We can prove similarly the above result by choosing pft) — tk. 
Then the statement of Theorem 5.1 holds for t > io/Pi that does not disturb 
the asymptotic behavior of solutions but the comparableness with the function 
p is clearer and the rate of the convergence is better. 
Example 5.1. Let Aft) = 1/(1 + i)2, B{t) = (1 - 1/(1 + 1 ) 2 ) / 2 , t0 = 2, 
Pi = Pi = 0.5. Then, conditions of the Corollary 5.3 are satisfied with k = 1, 
pft) = t and C = 26. See Figure 6. 
F I G U R E 6 . 
If the lag function p is such that p^/t < pft) < "j/t, for natural numbers 
1 < Pi < P2> then the estimating function is a logarithm function. Namely, 
p(t) = logfc t. 
Corollary 5.5. Suppose that condition ( H f ) holds. Let t0 > 1 be given real 
number, pi, p2 be given natural numbers such that 1 < pi < P2- Let p be 
given real function such that pVt < p{t) < PVt for all t> t0. Suppose that 
there exist real numbers Q and a such that 0 < Q < l , 0 < a < l and 
|6(£)| < Q{ 1 - a(t)), a < 1 - aft) for all t > t0. 
Let x = x* be a solution of the initial value problem (5.1) and (5.2) and let 
l o g p 2 
Then 
\x{t)\<-^~ for all t > to, 
log t 
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where 
c = Sup {log^miinfiH- ^ Y 1 1 . — ' 
Proof. The relations 
p(tn+1) = tn, ^Tt < p(t) < vVt 
imply that 
i ? < tn < $ for all n = 0,1,2,... 
Let p(t) = \ogk t. Since Qp% = 1 and 
|6(£)|p(£ - 1) < Q( 1 - a^log^i - 1) < 
< Q( 1 - a(t)) logfe t = Q( 1 - a(i)) l o g f e ( = 
= - "(*)) log" V i < (1 - a(i))Kp(i))> 
condition (5.4) is valid. Moreover, 
K = sup ( l o g ' i ± y ; - ^ - ! ) ¿ . A M 
<..<•<•.«1 „ t t t w log rlog^(r — 1) 
5 H 1 - Q)tJMt) ( r - D k ^ t r - D (îA)'} 
< sup f k l ° 1 
< 
t,;<*<£+! \o:(£ - kn(t) - 1) l«g*+1(£ - kn(t) - 1) 
/ e p i l o g " £0 
a ( i f - l ) l o g f c + 1 ( i ? - l ) -
So, Theorem 5.1 and Remark 5.2 imply the assertion. 
Remark 5.6. If the initial function tp defined in (5.2) and the function b 
are positive, then the solution x* of the initial value problem (5.1) and (5.2) 
is nonnegative for all t> to. 
Example 5.2. Let A(t) = 1/(1 + £)2, B(t) = (1 - 1/(1 + 1 ) 2 ) / 2 , t0 = 2, 
Pi = P2 = 2. Then, conditions of the Corollary 5.5 are satisfied with k = 1, 
pit) = logi and C = 5. See Figure 7. 
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X 
F I G U R E 7 . 
For given scalar functions a, p : [¿o,°o) ~* R-, for the initial function ip and 
nonnegative numbers n we define the numbers 
rn := inf {p(t) £ £ £ ^ U 
t n < t < t n + 1 1 ^ p ( r ) p ( r - 1) J 1 
(5.6) 
= T + 1 
and 
We assume that: 
N0:= inf p(t)\<p(t)\. 
t~l<t<to 
(H'i) There exists a real function p : [i_i, oo) —> (0, oo) bounded on the 
initial interval [i_x,t0) such that 
b(t)p(t -1)>(1- a(t))p(p(t)) for all t > t0. (5.7) 
• (H'l) There exists a positive real number r such that 
ri(l + r n ) > r , (5.8) 
7 1 = 0 
for all positive integers j, where the numbers rn, for n = 0,1,..., are 
defined by (5.6). 
The next result gives an asymptotic lower bound estimate for the positive 
solutions of (5.1). We emphasize that in the system case we can not prove a 
similar result because of the construction of the available tools. 
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Theorem 5.7. Suppose that conditions (H2), (H'£), (H'£) and (H$) hold. 
Let x = xv be the solution of the initial value problem (5.1) and (5.2) with 
positive bounded function ip in (5.2). Then 
x(t) > f°r all t > to. 
P(t) 
Proof. Introduce the function y(t) := x{t)p(t). Then the function y(t) satis-
fies the equation 
P(t) p{t—i) K,p(p(t)) 
Let t € [£m tn+i) and r € Tn(t). Then Equation (5.1) is equivalent to 
a \ y i r - 1 ) fl 1 1 = hMvWr)) n J_ 
T 1 ^ •- 1) eJ-U J [)p(p(r)) e J l { t ) a(t)' 
Summing up both sides of this equality from t — kn(t) to i, we obtain 
+/>(') E » M * ^ n "W- (5.9) 
r=i - fe„( t ) P\P\T)) e=T+1 
Using hypothesis (5.7), it is easy to see that the function b[t) is positive, by 
virtue of Remark 5.6, and it implies that the function y(t) is also positive. 
Therefore, the following estimate can be obtained: 
a * - £ - i ) * t - M t ) - 1 ) j i w a ( < ) + 
+/»w t ^Tiftpw) n «w-
T = t — f e n ( t ) P\T L) L=T+1 
Define 
vn := inf y(£) and JVn := min{^0, vi,—, //„.} 
tn-l<t<t„ 
for n = 0,1,2,. . . . Since y(p(r)) > Nn for r £ Tn(t), tn < t < tn+1 and 
n = 0,1,2,. . . , by using the summation by parts formula, it follows that 
+**> t ^ n «(o) 
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e=t-kn(t) 
t i+1 
+ 
t-kn(t) 
> Nn(l + rn). 
Rom the above inequality follows that 
Nn+1 > Nn( 1 + rn) >N0f[{l + Tj). 
j=o 
Therefore 
y{t) > N0r, 
and the proof is complete. 
Remark 5.8. In Theorem 5.7, let the function p be monotone decreasing. 
Then the members of the sequence {rn} defined by (5.6) are all negative, and 
the assumption 
oo na+o>o 
71=0 
implies the existence of a real number r > 0 which satisfies the condition 
(5.8). If the function p(t) is monotone increasing, then the condition (5.8) 
is satisfied with r = 1. 
We shall assume the following. 
• (H2) There exists a real function p : [£_i, oo) —» (0, oo), which is 
bounded on the initial interval [£_i,£o)> and such that 
b(t)p(t - 1) = (1 - a(t))p(p(t)) for all t > tQ. 
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Combining Theorems 5.1 and 5.7 we can estimate the positive solutions of 
Equation (5.1) from both sides and obtain the next corollary which is an 
immediate consequence of the mentioned theorems. 
Theorem 5.9. Suppose that conditions (Hi), (H%), (H'l), (Hi) and (Hi) 
hold. Let x = xv be the solution of the initial value problem (5.1) and (5.2) 
with positive bounded function ip in (5.2). Then 
0 < < x(t) < " 7 7 for all t>t(). 
Remark 5.10. In Corollary 5.3, let px = p2 = p and b(t) = Q( 1 — a{t)). 
Then, with a positive initial function in (5.2) and 
p{t) = ( t - p / ( l - p ) ) k , * = 
the conditions of Theorem 5.9 are satisfied. Moreover, the next sharp esti-
mates can be obtained for the solution x{t) of the initial value problem (5.1) 
and (5.2): 
Nq C 
0 < —t-t < x(t) < -r-r for all t > to, 
pit) pit) 
where 
No = f mf p(t)<p(t) 
t-i<t<to 
and 
c = sup {tk\<p(t)\} ft (i + l(! ~ P?fc+VL, ) • 
Remark 5.11. In Corollary 5.5 let px = p2 = p and b(t) = <2(1 — a{t)). 
Let p(t) be a solution of the functional equation 
p(t-l) = Qp«/i). 
Then, with a positive initial function in (5.2), the conditions of Theorem 5.9 
are satisfied, and for the solution x(t) of the initial value problem (5.1) and 
(5.2) similar sharp estimates can be obtained as in Remark 5.10. 
5.3. The Characteristic Equation 
The characteristic equation is a useful tool in the qualitative analysis of the 
theory of differential and difference equations. Knowing the solutions or the 
behavior of solutions of the characteristic equations we can obtain some prop-
erties of solutions of the considered differential or difference equations. This 
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method is usually applied in the investigations of the theory of oscillation, 
asymptotic behavior, stability, etc. Using the solutions of the characteristic 
equation we can, from a new point of view, describe the asymptotic behavior 
of solutions of the difference equation. We apply the obtained results for 
some particular cases. 
Let x = xv be a solution of the initial value problem (5.1) and (5.2). Then 
. .x(t — 1) ,Ma;(p(f)) r 1 = a(t) K J +b(t for t > to-
x(t) x(t) 
Define the new function 
Yri -
x(t) 
Since, now 
A(t) := ^ for t>t0. (5.10) 
x(t)=<p(t-k0(t)~ 1) ¡J Tm fOT £>*o, 
e=t-ko(t) A W 
the function A defined by (5.10) is a solution of the characteristic equation 
of the form 
1 - a(t)X(t) = 
= b d ) _ k ( t ) _ i \ 11 K*) 11 T77). (5-11) 
for t > to. Characteristic equation (5.11) associated with the initial value 
problem (5.1) and (5.2) is a generalization of the characteristic equation given 
in [78] and [79] for discrete difference equations. 
Assume that: 
• ( i f f ) For the function a and b given in ( i f f ) and (iff) , there is a real 
function A : [io, oo) —» (1, oo) and there is an initial function <p in (5.2) 
such that 
w o i ^ l B i y n » w n 
< 1 — a(i)A(i), t>tQ. (5.12) 
In the next result we use the concept of the characteristic equation but it 
is not necessary to have the solution of characteristic equation (5.11). It is 
sufficient only to have a solution of Inequality (5.12) that is a much weaker 
condition. 
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Theorem 5.12. Suppose that conditions ( i f f ) , ( i f f ) and ( i f f ) hold. Let 
x = xv be a solution of the initial value problem (5.1) and (5.2). Then 
l*(t)| < (*>(* " h i t ) - 1) t_max o A(£)) ^ 13 ^ 
Proof. Introduce the transformation 
Then the function y(t) satisfies the equation 
y(t) = a(t)X(t)y(t — 1) + 
n n ' <p(t - k0(t) -1) e=pyi{p{t)) m' 
Using hypothesis (5.12) we obtain that 
|y(t)| < a(t)X(t)\y(t - 1)| + (1 - a(t)A(t))|y(p(i))l-
Let t e [tn,tu+i), r € Tn(£) and |y(£)| = u(t). Then, the above inequality is 
equivalent to 
< (1 - a(T)X(r))u(p(r)) f[ 1 
Summing up both sides of this inequality from t — kn(t) to t gives that 
t 
u(t) < u{t - K{t) - 1) J] a{£)X{£) + 
e=t-kH(t) 
+ £ (1 - fl(r)A(r))ti(p(r)) f[ a(£)X(£). 
T=t—kn(t) e=T+1 
Define 
//„.:= sup u(t) and Mn := max{//0,Mi, • ••,/•*»,.} (5.13) 
tn-i<t<t 
n 
for n = 0,1,2,. . . . The summation by parts formula imply that 
u(t) < Mnl n a(£)X(£) + £ ( l - a ( r ) A ( r ) ) f[ a(£)X(£) 
\e=t-kn{t) T = t - f c „ ( t ) i = T + i 
= Mn( n a ( w ) + £ At ( n )) 
\e=t-kn(t) T=t—kn(t) \e=r J J 
= M,, 
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The above inequality implies that 
Mn+1 < Mn and u(t) = |7/(i)| < M0, 
and the assertion of the theorem is valid. 
The following corollary represents an asymptotic estimate for the solutions 
of Equation (5.1) and gives information about the rate of the convergence of 
solutions to particular cases such as t — p2 < p(t) < £ — pi, for real numbers 
1 < Pi < p2- We obtain that the solutions are exponentially decaying as in 
the Theorems 2.7 and 2.7 given by Zhou and Yu. 
Corollary 5.13. Suppose that condition (J/2) holds. Let px, p2 and t0 be 
given real numbers such that 1 < px < p2 and to > Pi- Let p(t) =t — 5(t), 
with given real function 5 such that px < 5(t) < p2 for all t > to- Suppose 
that there exists a real number X > 1 such that 
m \ < l ~ ^ { t ) far all t>t0. (5.14) 
Let x = xv be the solution of the initial value problem (5.1) and (5.2), and 
M0= sup {A>(£) |} . 
t _ l < t < t o 
Then 
far all t>tQ. 
A1 
Proof. The relations 
tn+1 - 5(tn+1) = tn, t - p 2 < t - 5(t) <t-pi 
imply that 
to + npi < tn < t0 + np2 for 71 = 1,2,... 
Introduce the transformation y(t) := x(i)A*. Let t G [tn, tn+1) and r G Tn(t). 
Then Equation (5.1) is equivalent to 
- x)Xsfc)=6(t)as<t,!(t ~ JlA-
Summing up both sides of this equality from t — kn(t) to t gives that 
t 
y(t) = y(t-kn(t)-l) n AaW + 
e=t-kn(t) 
+ E 6(r)A«Wy(r - tf(r)) f[ \a(t>). 
r=t-kn(t) e=r+I 
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Define 
Pn •= sup \y(t)\ and Mn := max{po, Pi, •••,Pn} (5.15) 
n 
for n = 0,1,2,. . . . Since \y{p(r))\ < Mn for r G Tn(t) and tn < t < £n + 1 , by 
using the summation by parts formula, it follows that 
\y(t)\ < Mn I n HQ + E ( l - A a ( r ) ) [ ] HQ 
\e=t-kn(t) T=t~k„(t) £=r+l 
= m j n e a t f n hq 
\e=t-kn(t) T=t—k„ (£) V f = r > 
- M n . 
The above inequality implies that M n + i < Mn and \y(t)\ < M0 . Therefore 
|x(<)| < —? for all £ > £0 
and the proof is complete. 
Example 5.3. Let A(t) = 1/4, B(t) = 1/8, £0 = 2, P l = p2 = 2. 
Then, conditions of the Corollary 5.5 are satisfied with A = 2, p[t) = 2l and 
M0 = 1020'5. See Figure 8. 
F I G U R E 8 . 
5.4. Generalizations 
In this subsection we generalize previous results to the generalized difference 
equations with several delays and show the usefulness of the new results to 
the classical particular cases. 
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Assume that to > 0 is a given real number, a, bi : [to, oo) —> R are given real 
functions for i = l ,2 , . . . ,m. Let Pi : [io,oo) R be given functions such 
that, for every T > to there exists a 5 > 0 such that pi(t) < t — 5 for every 
t e [io,T], i = 1,2, ...,m, and l im^oo^^) = oo for % = 1,2, ...,m. Consider 
the difference equation with several delays 
x{t) = a(t)x(t - 1) + J}bi{t)x(pi(t)). (5.16) 
i=i 
Set 
£_i = min j i 0 - 1, ^hi^{inf{pi(s) ,s > £0}}J , 
tn = min inf{s : pJs) > £n_i} for all n = 1,2,... 
l<i<m 
Then 
Pi(t) e (J [tj-utj) for tn<t< in + 1 , 
j=o 
•i, = 1,2, ... ,m and n = 0,1,2,.... 
For given scalar functions a, p : [¿o, oo) —» R define the value 
M 0 : = sup p(£)|v(i)|-
t_l<t<to 
We shall need the following hypotheses. 
• ( i f f ) a,bi : [io,oo) —* R are real functions i = 1,2, ...,m, such that 
0 < a(t) < 1, for all t > t0. 
• (if2q) pi : [to, oo) —» R are real functions such that for every T > to 
there exists a 5 > 0 such that pi(t) < t — S for every t E [£0,T], 
1 = 1 , 2 , . . . , m . 
• ( f in ) There exists a real function p : [i_i,oo) —» (0,oo), which is 
bounded on the initial interval [£_i,£o), and such that 
f o r aa t > t 0 , ( 5 . 1 7 ) 
tiPiPid)) Pi*- !) 
where functions a and bi, ¿ = 1,2,..., m, are as in ( iff) . 
The next result gives an asymptotic estimate for the solutions of the equation 
(5.16) and generalizes the result obtained in Theorem 5.1. 
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Theorem 5.14. Suppose that conditions (H2), (Hi), (H20) and (H2X) hold. 
Let x = x* be the solution of the initial value problem (5.16) and (5.2) with 
bounded function tp in (5.2). Then 
|.(*)| < ^ for all t>t0. 
Proof. The function y(t) = x(t)p(t) satisfies the equality 
, , , r t _ p ( M t - K ( t ) - 1 ) A . 
+Pd) £ E k w S n 
T=t—kn(t) i=l PVPtV r U £=r+l 
Using the notation defined in (5.15) and applying hypothesis (5.17), the 
following estimate holds for tn < t < tn+1: 
+pw £ n «m) 
and the same consequences as in the proof of Theorem 5.1 imply the assertion. 
In the next two corollaries we apply Theorem 5.14 to the particular cases 
such as Pi(t) = (1 /pi)t for i = 1,2, ...,m and Pi(t) = V i for i = 1,2, ...,m, 
where 1 < pi < p2 < ... < pm are natural numbers. 
Corollary 5.15. Suppose that condition (Hi) holds. For given real number 
to >1 and for given natural numbers px, p2,...,pm such that 1 < p\ < p2 < 
• •• < Pm, 1st Pi(t) = (1 fpi)t for all t> to, i = 1,2, ...,m. Suppose that there 
exist real numbers Q and a such that 0<Q<l,0<a<l and 
m 
£ |&i(t)| < Q(1 - a(t)), a < 1 - a{t) far all t > t0. 
i=l 
Let x = xv be a solution of the initial value problem (5.16) and (5.2) and let 
k =
 lQgO 
logPm' 
Then 
where 
|®(i) for all t > to, 
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Proof. Set 
£_1 = min{£o - 1, — } , tn = pft0, for all n = 1,2,... 
Pm. 
Let pit) = tk. Since Qpkn = 1 and 
j4Q(1 - g(t)) 1 - g(t) _ 1 - a( t ) 
£fe -(£-1)* p(t - 1) ' 
condition (5.17) is valid. Moreover, 
ktk ) 
Rn < sup 
u<t<tn+i |>a(i-fcll(i)-l)fc+1i 
~ a(p"£o - l) fc+1' 
So, Theorem 5.14 implies the assertion. 
Corollary 5.16. Suppose that condition (Hg) holds. For given real number 
£o > 1 and for given natural numbers p\, p2,...,pm such that 1 < p\ < p2 < 
• •• < Pm, 1st Pi(t) = tyt for all t > to, i = 1,2,..., m. Suppose that there exist 
real numbers Q and a such that 0 < Q < l , 0 < a : < l and 
in 
E l&i(£)l ^ ~ a(£))> « < 1 - o(0 /or all t > t0. 
i=1 
Lei = x* be a solution of the initial value problem (5.16) and (5.2) and let 
h -
 l pg q . 
fog Pm 
Then 
C_ 
log fe£ 
where 
C^OI - 7737 / o r £ - £°> 
t-i<t<to , io V a ( # - 1) log fc+1(# - 1)/ 
Proof. Set 
t—i = min{£0 - 1, PV£}, tn = i f , for all n = 1,2,... 
4. THE SYSTEM C A S E 54 
Let p[t) = \ogkt. Since Qpkt = 1 and 
k P m ~ h l o g k t - l o g k t k M ) l ~ 
< pkmQ( 1 - a(t)) = 1 - fl(t) ^ 1 - a(t) _ 1 - a(t) 
logkt logkt ~ logfe(£ - 1) p ( i - l ) ' 
condition (5.17) is valid. Moreover, 
k\ogkt } 
Rn < sup {o:(£-A;n(£)-tn<t<tn+i [a(t  ^(t) - l)logfc+1(£ - kn(t) - 1) J 
kpkpf\ogktQ 
- a ( i - l ) l o g f c + 1 ( £ ? - l ) ' 
So, Theorem 5.14 implies the assertion. 
The next result gives an asymptotic estimate of solutions of Equation (5.16) 
and generalizes the result given in Theorem 5.12. 
Theorem 5.17. Suppose that conditions (Hi) and (Hf0) hold. Suppose that 
there is a real function A : [£o,oo) —» (l ,oo) and there is an initial function 
ip in (5.2) such that 
n n fa 
< 1 - a(£)A(£) for all t > t0. (5.18) 
Let x = x* be the solution of the initial value problem (5.16) a,nd (5.2). Then 
\ x ( t ) | < (<p(t - k 0 ( t ) - 1) j n a x q A(t)) ^ II (} f o r M * ^ *o-
Proof. Introduce the transformation 
Then the function y(t) satisfies the equation 
y(t) = a{t)\(t)y(t - 1) + 
f # s , n M,<P(Pi(t) ~ hipiit)) - 1) 
t Pi(t) , 
x n m n ¿J-
4. THE SYSTEM C A S E 55 
Let t E [£,i, £n+i), r G Tn(t) and |y(£)| = u(t). Therefore, it follows that 
u(t) < u(t-kn(t)-1) I ] a(£)Xd) + 
e=t-kn(t) 
t Pi(t) I t 
x n m n T77T n flWAw. 
i=t-feo(t) t=pi(t)-k0(pi{t)) e=r+1 
Using notation (5.13) and hypothesis (5.18), the same argumentation as in 
Theorem 5.12 completes the proof. 
For the initial function <p and for a given real number A define the value 
M 0 : = sup {AVWI}-t_i<t«0 
The next result is a special case of the previous theorem and generalizes the 
result given in Corollary 5.13. 
Corollary 5.18. Suppose that condition (H$) holds. For given real number 
to and for given natural numbers p\, P2,---,Pm such that 1 < pi < P2 < ... < 
pm and to > pi, let pi(t) = t — pi for all t > to, i = 1,2,..., m. Suppose that 
there exists a real number A > 1 such that 
m 
J2\bi(t)\XPi < 1 - Aa(£) for all t>t0. (5.19) 
t=i 
Let x = x* be the solution of the initial value problem (5.16) and (5.2). Then 
|z(t)l < f o r 311 t ^ to-
Proof. Introduce the transformation y(t) := x(i)Ai. Let t G [£n, i,,.+i) and 
r G Tn(t). Then, Equation (5.16) is equivalent to 
(T—1 -I \ M T 1 
Summing up both sides of this equality from t — kn(t) to t gives that 
t 
y(t) = y(t-kn(t)-1) J] Aad) + 
e=t-kn(t) 
t 777. t 
+ E E M « - f t ) n Xad)-
T=t-kn(t) I= 1 T=T+L 
Using the notation (5.15) and the summation by parts formula, the same 
argumentation as in Corollary 5.13 completes the theorem. 
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Remark 5.19. Consider the difference equations of the form 
x(t) = a(t)x(t -h) + b(t)x(p(t)) 
with h G R+. Then, using the transformation y ( j f ) = \x(t) and s = j^, we 
obtain the equation of the form (5.1) with the unknown function y(s), and 
the above results can be applied. 
5.5. Series Representation of Solutions of Scalar 
Equations with Constant Coefficients 
Consider the scalar difference equation with constant coefficients 
x(t) = ax(t - 1) + bx(pt), (5.20) 
where a, b, p are real numbers such that 0 < a < 1 and 0 < p < 1. 
If we apply the results given in Subsection 4.6. to Equation (5.20) the form 
of the functions yn(t) will be too complicate, not suitable for further inves-
tigation. Therefore, to solve Equation (5.20) by this method, we need a 
computer. But for the analitical solutions of Equation (5.20) we can obtain 
a series representation form which is an analogue of the well known Dirichlet 
series solution (2.3) given in [36] for scalar autonomous pantograph equation 
(2.1). Of course, it is neccessary for the initial function to be analitical. 
Theorem 5.20. Let Co ^ 0 be a given real number. Let a, b, p be given real 
numbers such that 0 < a < l , 0 < p < and |b| < 1 — a. Then 
oo n 
x(t) = £ Cobn 1 1 ( 1 - a ^ y v " 4 (5.21) 
71=0 t=1 
is a series solution of Equation (5.20) on [¿o, oo). 
Proof. Suppose that a solution of equation (5.20) is a series of the form 
oo 
x(t) = £ cnxpnt. 
»1=0 
Replacing this form in Equation (5.20) we obtain that 
oo oo oo 
£ CnAp"4 = a £ CnXpn«-V + b £ Cnxpn+H, 
»1=0 »1=0 »1=0 
and therefore, 
CqX* + £ CnXpnt = j C0A4 + £ -¿rCnA^4 + £ b C n ^ \ 
. , — 1 A —, A „ — i 
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From the above equality follows that 
C0 ( l " 5 ) = 0 , so a = A, C0 ^ 0, 
Ci = C ^ + bCo, 
C2 = C2al~p2 + bClt 
0 ) 
Cn — Cnal p -(- bC, 
> n 
'n—11 
Using mathematical induction we obtain that 
Cn — 
bnCQ (5.22) 
(1 - ^ ( l - a 1 - r 2 ) . . . ( ! - a1-» , n) 
for all n = 1,2,.... Then, the series solution of equation (5.20) is of the form 
(5.21). Therefore, the necessary and sufficient condition for the convergence 
is |ö| < 1 - a. 
5.6. Bounded Solutions and an Open Problem 
Huang, Yu and Dai in [52], [53] presented conditions when every solution of 
discrete difference equation 
is bounded and tends to a constant as t —* oo, where k is a positive integer, F 
is a continuous, increasing real function. In the following we give conditions 
for the existence of bounded solutions of generalized difference equations. 
The obtained results are analogue to the parts of results given by Huang, Yu 
and Dai for the special case of function F. 
Assume that to > 0 and c : [io, oo) —» R is a given real function. Consider 
the difference equation with continuous time of the form 
Assume that 
. (ff22) c : [t0,oo) R is a given real function satisfying 0 < c(i) < 1, 
for all t > to-
Xn - Xn-l = -F{xn) + F{xn-k) 
x{t) = (1 - c{t))x{t - 1) + c(t)x(p(t)). (5.23) 
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Theorem 5.21. Suppose that conditions (H%) and (H\%) hold. Let x = xv 
be the solution of the initial value problem (5.23) and (5.2), and let 
An:= sup x(t), 72 = 0,1,2, . . . 
tn-l<t<tn 
Then AI+I < An for all nonnegative integer n. 
Proof. For all natural numbers n and for the arbitrary number e > 0 there 
is a time t 6 [tn,tn+1) such that x(t) > An+i — e. Then we obtain 
Am-i - e < x{t) 
= x(t-kn(t)~ 1) n (1 - C(£)) + 
t-fen(i) 
+ £ c(t)x(p(t)) n (1 - c(£)) 
t-kn{t) e=r+I 
< A , ( n (1 - c{i)) + ¿ c(r) n (1 - c(£)) 
\t-knit) t-kn(t) P-T+l 
= An. 
If e ^ O we will obtain that AI+i ^ for all nonnegative integer n. 
Theorem 5.22. Suppose that conditions (H\) and (Hf2) hold. Let x = xv 
be the solution of the initial value problem (5.23) and (5.2), and let 
Bn:= inf x(t), 72 = 0,1,2,. . . 
tu-lS'^IV 
Then Bn+X > Bn for all nonnegative integer n. 
Proof. For all natural numbers n and for the arbitrary number e > 0 there 
is a time t 6 [£n,£n+i) such that x(£) < Bn+X e. Then we obtain 
Bn+l + e > x(t) 
= x{t — kn(t) — 1) n (1 - + 
t-kn(t) 
+ E c(t)x(p(t)) n (1 - c(£)) 
t-kn(t) e=r+I 
> Bn ( n (1 - c(£)) + E c(r) n (1 - c{£)) 
\t-fcn(t ) t-fen(t ) £ = T + 1 
= Bn. 
If e —» 0 we will obtain that Bn+i > Bn for all nonnegative integer n. 
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Corollary 5.23. Suppose that conditions (H2) and (H22) hold. Let x = 
x* be the solution of the initial value problem (5.23) and (5.2). Then the 
function x is bounded and 
lim An = lim sup x(t) and lim Bn = lim inix(t). 
n-yoo t—>00 x ' n-*oo t-> oo v ' 
Now, we formulate an open problem for the bounded solutions of Equation 
(5.23). 
Open Problem 5.24. Suppose that conditions (H%) and (IT(2) hold. We 
know from the previous theorem that all solutions of the initial value problem 
(5.23) and (5.2) are bounded. The question is whether the bounded solutions 
tend to a constant ast —» oo or exist solutions that do not have this behavior. 
Similar problems for differential equations have been studied by many au-
thors. Consider the equation 
x'(t) = (3(t)[x(t) - x(t - r(£))], (5.24) 
where r and ¡3 are positive continuous real functions for t > to, t — r(£) 
is an increasing function for t > to — r(to), r(t) < r for t > to — r(to), 
0 < r =const. Differential equation (5.24) was investigated in papers by 
Atkinson and Haddock [7], by Diblik [24], [25] and in the references therein. 
The authors developed conditions which ensure that all solutions of Equation 
(5.24) are asymptotically constant as t —• oo. Makay and Terjeki in [69] 
proved the existence of a solution which do not tend to a constant, but it is 
asymptotically logarithmically periodic. 
Krisztin in [59] considered the discrete difference equation 
y(n + 1) = y(n) - g(y(n)) + g(y(n - k)), 
where k is a positive integer, g and u—g(u) axe strictly increasing, continuous 
real functions. The author obtained that under the considered conditions any 
bounded solution of the above discrete difference equation is asymptotically 
(k + 1)—periodic, i.e. exist solutions that do not tend to a constants as 
t —> oo. 
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6. The Discrete Case 
6.1. Introduction 
Assume that no is a positive integer, {an}, {bn} are given sequences of real 
numbers and {pn} is a given sequence of natural numbers for n = no, no+1,.. . 
Consider the discrete difference equation of the form 
xn+1 = (1 - On)xn + bnxPn, (6.1) 
where xn is an unknown real sequence for n = no, no + 1, ••• 
If in Equation (5.1) for all positive integer n, to = no and t £ (n, n + 1] we 
put a(t) = 1 - an, b(t) = bn, p{t) = pn and x(t) = xn+i, then Equation (5.1) 
will be equivalent with Equation (6.1) and we will formulate the results sim-
ilar to the results of Section 5.. The reason why we formulate the theorems 
especially for the discrete difference equations is that they form an indepen-
dent branch and have their special problems and approximating methods for 
solving differential equations, which are not characteristic of more general 
functional equations. 
Set 
n_i = min{p£ : t > no}. 
Define 
rij = min{f : pg > Uj-i} for j = 1,2,... 
Then 
rij > n,_i + 1, so lim n7- = oo, 
j—>oo 
and n_i < pn < rij for rij < n < n / + i . 
Let 
xf = ai, ai £ R , i = n_i , n_x + 1, . . . ,n0 (6.2) 
be given initial values. The initial value problem (6.1) and (6.2) is well posed 
with the unique solution .T". 
The difference operator A is defined by 
AZi = zi+1 — Zi for the sequence {z.i}. 
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If A is used for sequences of the form Zi = n&=/ Ag, we have 
(n—1 \ n—1 n— 1 re— 1 
n> = n ^ -n^ 'C 1 -^ ) n 
e=i ) ¿=¿+1 e-i e=i+i 
In the following we formulate the main result associated to the discrete dif-
ference equations and apply it to particular cases such as the classical pan-
tograph equation with pn = [n/p] and equations with pn = [l/n\. By finding 
an appropriate sequence {pn} we can also estimate the rate of convergence 
of the solutions. 
6.2. Asymptotic Estimates 
The following theorem is cited without proof, because it is a special case of 
Theorem 5.1. We shall need the following hypotheses. 
• ( i f f ) Let a : N —» R be a given real sequence satisfying 0 < an < 1, 
for all n > no and 6 : N —> R an arbitrary given real sequence for all 
n > no-
• ( i f f ) Let p : N —» N be a given sequence such that pn < n holds for 
all n> no, and limn_>ooPn = oo. 
• ( i f f ) There exists a real sequence p : [n_i, oo) n N —> (0, oo) such that 
\bn\Pn < CLnPPn for n > n0, (6.3) 
where the sequences {o,n} and {6n} are as in (iff) . 
• ( f f f ) There exists a real number R such that 
i 
JJ(1 + Rg) < R for all positive integers j, (6.4) 
e=o 
where the numbers Rn axe defined by 
{n _ 1 A o- n _ 1 1 
Pn £ —— I I ( 1 - ^ ) . i = 0 , l , 2 , . . . 
i PiPi+i e=i+i J 
Theorem 6.1. Suppose that conditions (III), (H2)> (Hi) and (H\) hold. 
Let xn = x^ be the solution of the initial value problem (6.1) and (6.2). T h e n 
M0R , „ . 
|xn| < for all n > n0-
Pn 
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In the following we apply Theorem 6.1 to particular cases such as the classical 
pantograph equation with pn = [n/p] and equations with p„, = [^/ri]. By 
finding an appropriate sequence {pn} we can also estimate the rate of the 
convergence of the solutions. 
Corollary 6.2. Suppose that condition ( I l f ) holds. For given natural num-
ber p > 1 let no > p and pn = [n/p]. Suppose that there exist real numbers 
Q and a such that 
0 < Q < 1, 0 < a < 1 
and 
IM < anQ, ex < an, for n > pn0. 
Let xn = 'C be a solution of the initial value problem (6.1) and (6.2). Then 
Q 
l®n| < — for all n > pn0, nK 
where 
and 
C = max { n * K | } n ( l + / ^ ' " f j n-i<«<no I 1 'J \ a(p3no - l)k+i J 
k = log Q 
log(p + 1) 
Proof. We have 
n-I = 
no 
. nj=pin0 for j = 1,2,..., 
Since Q(p + l)k = 1 it follows that 
\bn\pn < anQnk = anQ[n]k = anQ 
n 
P-
P 
< 
<anQ(p + l)k 
k r -, n n 
— = an — 
P. P. 
= an(pn)k = o.npPu 
for n > pno and condition (6.3) is valid with pn = nk. Therefore 
Rj = max \ n k £ ff (1 - o , ) \ . 
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Using the mean value theorem it follows that 
R j < max | nfc(l — a ) n _ 1 E * 
nj<n<nj+1 I . Z*^1 Vl — a 
v J 
rzfc(l - a)"-xA; 1 - a 
< max 
nj<n<nj+i ( (jAUq — l)fe+1 a 1 — a) Vl — a 
2 \ P 3 n 0 —1 
f M ) ^ k(pi+1no)k < max < —— ——r > < j<n<nj+i ( a(p>no — l)fc+1 j a(p>n0 — l)fc+1 
Now, Theorem 6.1 implies the assertion. 
Example 6.1. Let an = 0.25 + 1/(1 + rz)3, bn = - (0 .25 + 1/(1 + n)3) /3, 
no = 2, p = 2. Then, conditions of the Corollary 6.2 are satisfied with k = 1 
and pn = n. See Figure 9. 
» 
| t ^ 
• : « 1 n 1 0 2 0 3 0 4 0 5 0 
F I G U R E 9 . 
Corollary 6.3. Suppose that condition ( H f ) holds. For given natural num-
ber p >1 let no > p and pn = [f/n\. Suppose that there exist real numbers Q 
and a such that 
0 < Q < 1 , 0 < a < 1 
and 
|&ra| < anQ, a < an for n > rz70'. 
Let xn = xf} be a solution of the initial value problem (6.1) and (6.2). Then 
n 
\xn\ < —r— for all n > Hq, log rz 
6. THE DISCRETE CASE 68 
where 
CO / 
C = max f log f cn|a n | j TT 1 + 
7i_1<n<n0 > . „ \ 
.7=0 \ 
kpW+!) log'" n 0 
a 
and, k = — logQ/log(p + 1). 
Proof. We have 
i - i = [ ^ o n_ n j — n()J for 3 = 1,2,..., 
Since + l)fc — 1 it follows that 
|6n|pn < anQlog f cn < a n Q l o g f c [ ^ + 1 = 
= anQ(p + l)fc log*[^] = an \ogk[</fi\ = anpPn 
for n > no and condition (6.3) is valid with pn = log n. Therefore 
f , fc W1 logfc(i + 1) - logG 'G-1 ^ 
Rj = max <l°g n ? — ^ 7— V - T T (1 — a«) 
2 n,<.<n,+1 | log i log (î T 1) ¿W " 
Using the mean value theorem it follows that 
k ( 1 < loe"n ( 1 — a)" " > 
71,<77<71 
R:j < max g f cn l  a ) n _ 1 V , 7 - „.^„...  & v ; iJ^-i i Ug i V1 — a •j — -pi 
< max 
k\ogkn(l - a) 71-1 1 — a 1 
< 
< 
.j<n<nj+1 [ [n- _ 1) logfc+1(nj - 1) a V1 - a 
k \ogk n 1 
max ij<n<nj+l [ a ( n j - l)logfc+1(ny - 1) 
kpW+1) logA n0 
- odjio — 1) logfe+1(no' — 1) 
Now, Theorem 6.1 implies the assertion. 
2 
1 . S 
1 
O . 5 
-O . 5 
-1 
-X . 5 
- 2 
F I G U R E 1 0 . 
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Example 6.2. Let an = 0.25 + 1/(1 + n)3, bn = -(0.25 + 1/(1 + n)3) /2, 
n0 = 2, p = 2. Then, conditions of the Corollary 6.3 are satisfied with k = 1 
and p„ = logn. See Figure 10. 
Introduce the concept of characteristic equation for discrete difference equa-
tion (6.1). For this reason divide both sides of Equation (6.1) by Xn+i and 
define the new sequence {A„} with 
An = ——, n = n0,n0 + 1,... 
Xn+l 
Since 
71—1 J^  
xn = Xno n —, n = no, no + 1,... 
¿=7l0 ' 
we obtain the characteristic equation associated with Equation (6.1) in the 
form 
n 
1 - (1 - an)An = bn J)] Aj, n = n0,n0 + 1,... (6.5) 
i=Pn 
Assume that: 
• (Hi) For the sequences {an} and {5„} given in (H'f), there is a real 
sequence {pn} in the form of product of positive real numbers 
71-1 
Pn = n for n -
¿=710 
such that {An} is the solution of the inequality 
71 
bn n - 1 - i1 - an)Xn, n = no,no + 1,... 
i = p n 
Theorem 6.4. Suppose that conditions ( H f ) , (Hfi) and (H'l) hold. Let xn = 
be the solution of the initial value problem (6.1) and (6.2), and let 
Mo = max |a7l|. 
7l_l<7l<7lo 
Then 
71—1 
|xn | < Mo ]{[ — for all n > n0. 
¿=710 X e 
Now, it is possible to apply the last result to the equation with constant 
delay. 
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Corollary 6.5. Suppose that condition (HQ holds. For given natural num-
ber p > 1 let pn = n — p. Assume that there exists real number A > 1 such 
that 1 A A 
\bn\ < jj^i—~ for n > n 0. (6.6) 
Let xn = xf be the solution of the initial value problem (6.1) and (6.2). Then 
( j 
|x„| < — for all n > n0, An 
where 
' An°. C = < max |a„| > 
l.il_l<Tl<Jlo J 
Remark 6.6. In equation (6.1), letpn = n — p for a natural number p > 1, 
an = a and bn = b for real constants a and b. Using the transformation 
xn/xn+i = £ in (6.1), we obtain the characteristic equation of difference 
equation (6.1) of the form 
1 - £ + a£ = &C(p+1)- (6.7) 
If characteristic equation (6.7) has a real solution £o, then condition (6.6) is 
satisfied with A = £o- However, equality is valid in condition (6.6). 
It is useful to formulate the next corollary, where the hypotheses are similar 
to the previous ones and implies the assertion of Corollary 6.5. 
Corollary 6.7. In equation (6.1), let pn = n — p for a natural number 
p > 1. Suppose that there exist real numbers Q and oi such that 
0 < Q < 1, 0 < a < 1 
and 
I bn\ < anQ, a < an for n > n0. 
Then, there exists a real number A > 1 such that condition (6.6) is satisfied. 
Proof. Consider the function 
f o r 
Since the first derivative 
1 - XpQ(p +1 - pX) r , 
F ( A ) = A2(l — X,Qf > ° (OT 1 2 A < Q ' 
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and F(l) = 0, then function F(A) is positive, continuous and monotone 
increasing on the interval [1, and 
limi F(A) = oo . 
Therefore, for the given a, there exists a value A £ [1, P) such that 
F(A) = a. Now, 1 - APQ > 0 and it follows that 
. A — 1 
On > Oi = A(1 - A PQ) 
and hence 
Xan - A + 1 
The last inequality implies assumption (6.6), and this completes the proof. 
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7. Summary 
The subject of this dissertation is the investigation of the asymptotic behavior 
of solutions of difference equations with continuous time. 
In Section 1. we describe the concept of functional equations as well as the 
particular cases such as the discrete difference equations and generalized 
difference equations and give a short historical review about the formation 
and development of these notions. We emphasize the connection between 
difference equations with continuous time and discrete difference equations 
underlining the principial differences between them. There are some typical 
models that illustrate the characteristic behavior of solutions of discrete and 
continuous difference equations. 
In Section 2. we mention the origin of the pantograph differential equation 
because the research has been motivated by results dealing with the behav-
ior of solutions of this differential equation. We cite some important results 
connected with the behavior of solutions of the pantograph differential equa-
tion and difference equation with continuous time, taking the works by Fox, 
Mayers, Oclcendon and Taylor [36], Kato and McLeod [55], Lim [66], Pandolfi 
[77]', Makay and Terjéki [69], Terjéki [90], Zhou and Yu [95]. 
In Section 3. we show the diversity of usefulness and applicability of difference 
equations approaching the problem with some applications. 
Since the study of generalized difference equations is a part of the theory of 
neutral differential equations, we pay special attention to neutral differential 
equations emphasizing the papers by Freedman and Wu [37], Karydas [54], 
Krisztin and Wu [60] and Melvin [72]. 
The theory of functional equations can be successively applied by the inves-
tigations of pantograph differential equations. The most important works in 
this topic are presented by Cerrnak [17], [18]. 
Sections 4., 5. and 6. contain the main results obtained for generalized differ-
ence equations that are useful in investigations of the asymptotic behavior 
as well as in stability and asymptotic stability properties of solutions. 
Section 4. discusses the asymptotic behavior of solutions of the system of 
functional equations 
x(t) = A(t)x(t - 1) + B(t)x(p(t)), 
where x(t) E Rn , A and B are n x n real matrix valued functions, p is a 
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real function such that, for every T > to exists a 5 > 0 with the property 
p{t) < t — 6 for every t € [to, T] and lim^oo p(t) = oo. We investigate both 
the case when A is a diagonal matrix and when it is not. 
Another aim of Section 4. is to study the special case of the previous system, 
that is, the system 
x(t) = Ax(t - 1) + Bx(p(t)) , 
with constant n x n real matrices A and B. We obtain asymptotic esti-
mates for the rate of convergence of the solutions of the considered system 
of functional equations. 
The results in Subsections 4.3. and 4.4. are obtained for the case when A is 
a diagonal matrix with real valued function entries. 
In Subsection 4.3., we formulate a result for the case where the components 
of matrix A are between 0 and 1. We illustrate how the rate of convergence of 
the solutions can be estimated for the case when the lag function is p(t) = pt, 
0 < p < 1. 
Subsection 4.4. contains the result when the components of matrix A are 
greater than 1 and we show how the obtained results can be generalized to 
the case when A, B are constant matrices and A is diagonalizable. 
In Subsection 4.5. are some further generalizations of previous results of the 
asymptotic behavior of solutions of generalized difference equations to the 
case when A and B are matrix functions with real valued entries, and A is 
an arbitrary nonsingular matrix. 
Subsection 4.6. describes a representation of solutions of the considered sys-
tem of nonautonomous functional equations, in the form of series, using the 
Cauchy matrix of the linear system 
x(t) = A(t)x(t - 1). 
We give sufficient conditions for the absolute and uniform convergence of the 
series representation of the solution. 
In Section 5. we study the asymptotic behavior of solutions of the scalar 
difference equation with continuous arguments 
x(t) = a(t)x(t - 1) + b(t)x(p(t)), 
where a is a real function such that 0 < a(£) < 1, b is an arbitrary real 
function and p is a real function such that, for every T > to exists a 5 > 0 
with the property p(t) < t — 8 for every t £ [i0, T] and limi_*00p(£) = oo, and 
apply our results to particular cases. 
Subsection 5.2. contains asymptotic lower and upper bounds for the solutions. 
We apply the obtained results to the particular cases such as pit < p(t) < p2t, 
for real numbers 0 < p\ < p2 < 1 and pl/i < p{t) < Vt , for natural numbers 
1 < Pi < Pi- There are some very interesting examples that illustrate how 
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the rate of convergence of solutions can be estimated by the properly selected 
auxiliary functions. 
In Subsection 5.3. we present the characteristic equation associated with the 
considered initial value problem and using them obtain asymptotic estimates 
of solutions which can be applied to the difference equations with constant 
delay and to the case t—p2< p(t) < £—pi for real numbers 1 < pi < p2 • The 
example presented here shows that the solution of the generalized difference 
equations with the lag function between two constant delays is exponentially 
decaying. 
In Subsection 5.4. we generalize the main results obtained in Subsections 5.2. 
and 5.3. to the equation with several delays 
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x(t) = a(t)x(t - 1) + X>(i)x(Pi(£)), 
¿=1 
where a is a real function such that 0 < a(t) < 1, 6* are real functions for 
i = 1,2, ...,m, and Pi are real functions such that Pi are real functions such 
that, for every T > to exists a S > 0 with the property Pi(t) < t —5 for every 
t E [¿o, T] and lim^oop^i) = oo for i = 1,2, ...,m. We apply obtained results 
to the particular cases such as pi(t) = (l/pi)i for i = 1,2, ...,m, Pi(t) = Vt 
for i = 1,2,...,m, where 1 < Pi < P2 < ••• < Pm are natural numbers and 
Pi{t) = t — Pi for i = 1,2, ...,m, where 1 < Pi < P2 < ••• < Pm are real 
numbers. 
In Subsection 5.5. a series representation of solutions of the equation 
x(t) = ax(t - 1) + bx(pt) 
is given, where a, 6, p are real constants, 0 < p < 1. This series solution 
gives a necessary and sufficient condition for the convergence. 
In Subsection 5.6. we give conditions for the existence of bounded solutions 
of the scalar difference equation 
x(t) = (1 - c(t))x(t - 1) + c(t)x(p{t)), 
where c is a positive real function such that 0 < c(t) < 1 and p is a positive 
real function such that, for every T > TO there exists a 6 > 0 such that 
pit) <t — 6 for every t G [¿o,T] and limt_>00p(£) = oo. We compose an open 
problem of the asymptotic convergence for the bounded solutions. 
In Section 6. we formulate the main result associated to the discrete difference 
equations 
£71+1 - " xn — QinXn bnxPn, 
where a,,., bn are given real numbers for all n = no, no + 1,.. and {pn} is a 
given sequence of natural numbers such that pn < 11 for all n = no,n0 + 1,.. 
and lim7WOO pn = 00. 
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We apply the obtained results to particular cases such as the classical pan-
tograph equation with pn — [n/p] and equations with pn = [l/n\, where 
p is a given positive integer. By finding an appropriate sequence {pn} we 
can also estimate the rate of convergence of the solutions. The reason why 
we formulate the theorems especially for the discrete difference equations 
is that they form an independent branch and have their special problems 
and approximating methods for solving differential equations, which are not 
characteristic of more general functional equations. 
There are two examples that emphasize the basic characteristics of solu-
tions of discrete difference equations making a comparison between the two 
classical cases. These illustrations also show that under certain conditions 
the behavior of solutions of discrete difference equations is the same as the 
behavior of solutions of the associated difference equations with continuous 
time. 
At the end, we enclose the Appendix with MATHEMATICA developments 
and calculations. The graphics of solutions illustrate the main results of the 
thesis pointing out the characteristic properties of solutions of discrete and 
continuous difference equations. Our aim is also to refer to the usefulness 
and diversity of using computers in mathematical research. 
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8. Összefoglaló 
Az értekezés tárgya a folytonos argumentumú differenciaegyenletek megoldá-
sainak aszimptotikus viselkedése. 
Az 1. fejezetben leírjuk a függvényegyenletek fogalmát, valamint a jelentő-
sebb speciális eseteket, mint a diszkrét és az általánosított differenciaegyenlet. 
Rövid történeti áttekintést adunk ezen fogalmak kialakulásáról és fejlődéséről. 
Kiemeljük a diszkrét és folytonos argumentumú differenciaegyenletek közötti 
fontosabb összefüggéseket, külön hangsúlyt fektetve a megoldások viselkedése 
között levő alapvető különbségekre. 
Néhány modell segítségével bemutatjuk a diszkrét és folytonos argumentumú 
differenciaegyenletek megoldásainak jellegzetes tulajdonságait. 
A 2. fejezetben szólunk a pantográf differenciálegyenlet keletkezéséről, hiszen 
ez volt a kutatás fő motivációja. 
Idézünk néhány ismert eredményt a pantográf differenciálegyenlet és az általá-
nosított differenciaegyenletek megoldásainak viselkedésével kapcsolatban, ki-
emelve Fox, Mayers, Ockendon és Taylor [36], Kato és McLeod [55], Lim [66], 
Pandolfi [77], Makay és Terjéki [69], Terjéki [90], Zhou és Yu [95] munkáit. 
A 3. fejezetben egy áttekintést adunk a differenciaegyenletek felhasználható-
ságának sokszinűségéről, konkrét alkalmazások bemutatásával közelítve meg 
ezt a problémát. 
Mivel az általánosított differenciaegyenletek tanulmányozása a neutrális dif-
ferenciálegyenletek elméletének szerves részét képezi, ezért ezzel kapcsolatban 
leginkább Freedman és Wu [37], Karydas [54], Krisztin és Wu [60] és Melvin 
[72] munkáit hangsúlyozzuk ki. 
A függvényegyenletek elmélete sikeresen alkalmazható a pantográf differ-
enciálegyenletek tanulmányozásánál is, ahogyan ezt Cermák [17], [18] cikkei-
ben láthatjuk. 
A 4., 5. és 6. fejezetek az általánosított differenciaegyenletekkel kapcsolatos 
fő eredményeket tartalmazzák, melyek igen hasznosak a megoldások aszimp-
totikus viselkedésével, stabilitásával és aszimptotikus stabilitásával kapcso-
latos kutatásokban. 
A megoldások aszimptotikus viselkedését először az 
x{t) = A(t)x(t - 1) + B(t)x(p(t)) 
függvényegyenletrendszeren mutatjuk be a 4. fejezetben, ahol x(t) E Rn , A 
és B n x n-es valós értékű mátrixfüggvények, p pedig olyan valós függvény, 
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hogy minden T > ¿0 esetén van olyan <5 > 0, hogy p(t) < t - ő, t0 < t < T, 
és lim^oop^) = oo. 
Vizsgálatunk tárgyát képezi az az eset is, amikor A diagonálmátrix, és az is, 
amikor ezt a feltételt nem elégíti ki. 
A 4. fejezetben célkitűzéseink közé tartozik még az 
x(t) = Ax(t - 1) + Bx(p(t)), 
speciális függvényegyenletrendszer tanulmányozása is, ahol A, B n x n-es 
konstans mátrixok. A tekintett egyenletrendszer megoldásaira olyan aszimp-
totikus becsléseket kapunk, melyek segítségével felmérhető a megoldások 
nullához tartásának sebessége. 
A 4.3. és 4.4. alfejezetekben olyan eredmények találhatók, ahol az A olyan 
diagonálmátrix, melynek elemei valós értékű függvények. 
A 4.3. alfejezetben az A mátrix komponensei 0 és 1 közé esnek. Külön 
vizsgáljuk a p(t) = pt, 0 < p < 1 esetet és megmutatjuk, hogy milyen 
konkrét függvény segítségével tudjuk felülről megbecsülni a nullához tartás 
sebességét. 
A 4.4. alfejezet olyan eredményeket tartalmaz, ahol az A mátrix komponensei 
1-nél nagyobbak. Megmutatjuk azt is, hogyan lehet a kapott eredményeket 
általánosítani arra az esetre, mikor A és B konstans mátrixok, de A nem 
diagonálmátrix. 
A 4.6. alfejezetben megadjuk a tekintett nemautonóm függvényegyenletrend-
szer megoldásának néhány sor alakú reprezentációját az 
x(t) = A(t)x(t - 1) 
lineáris rendszerhez tartozó Cauchy mátrix segítségével. 
A 5. fejezetben az 
x(t) = a(t)x(t - 1) + b(t)x(p{t)) 
skaláris folytonos argumentumé differenciaegyenlet megoldásainak viselkedé-
sét vizsgáljuk, ahol a olyan , valós függvény, hogy 0 < a(t) < 1, 6 egy 
tetszőleges valós függvény, p pedig egy olyan pozitiv valós függvény, hogy 
minden T > £0 esetén van olyan 5 > 0, hogy p{t) < t — ő, to < t < T, és 
lim^oo p{t) = oo. Az eredmények alkalmazást nyernek a késleltetésfüggvény 
néhány speciáüs esetére. 
A 5.2. alfejezet tételei alsó és felső becslést adnak a megoldásokra. A kapott 
eredményeket felhasználva külön foglalkozunk a p\t < p(t) < p2t esettel, 
ahol 0 < pi < Pi < 1 és a becslőfüggvény egy hatványfüggvény és külön 
a vlft < p(t) < pf/t esettel, ahol 1 < px < p2 természetes számok, és 
logaritmusfüggvénnyel lehet a megoldást felülről megbecsülni. 
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A 5.3. alfejezetben az adott kezdeti érték problémához tartozó karakterisz-
tikus egyenlet szerepel, amelynek segítségével a megoldásokra újabb aszimp-
totikus becsléseket lehet adni arra az esetre, amikor a késleltetésfüggvény két 
konstans késleltetés között van, azaz t—p2< p(t) < t — p\, 1 < p\ < p2 valós 
számok esetén. Megállapítjuk, hogy a megoldás most egy exponenciálisan 
csökkenő függvénnyel becsülhető felülről. 
A 5.4. alfejezetben a 5.2. és 5.3. alfejezetekben kapott eredményeket az 
m 
x{t) = o ( t ) x ( t - 1 ) + £ bi{t)x(pi{t)) 
¿=i 
több késleltetésfüggvényt tartalmazó egyenletre általánosítjuk, ahol a olyan 
valós függvény, hogy 0 < o(í) < 1, h, i — l ,2, . . . ,ra, tetszőleges valós 
függvények, pi, i = 1,2, ...,ra, pedig olyan pozitiv valós függvények, hogy 
minden T > to esetén van olyan ő > 0, hogy Pi(t) < t — 8, to < t < 
T, és lim^oopi(t) = oo, i — 1,2, ...,m. Allcalmazzuk az eredményeket a 
Pi(t) = (1 /pi)t, i = 1,2, ...,m, és pi(t) = V t , i = 1,2, ...,m, esetekre, 
ahol 1 < pi < p2 < ... < Pm természetes számok. A megfelelő karak-
terisztikus egyenlet felhasználásával aszimptotikus becslést kapunk a több 
késleltetésfüggvényt tartalmazó egyenletre és alkalmazzuk ezt az eredményt 
a Pi(t) = t — Pi, i = 1)2, ...,rn, esetre, ahol 1 < pi < p2 < ... < pm valós 
számok. 
A 5.5. alfejezetben egy sor alakú reprezentációt adunk az 
x(t) = ax(t — 1) + bx(pt) 
egyenletre, ahol a, b, p valós állandók és 0 < p < 1 és ez a megoldás szükséges 
és elégséges konvergenciakritériumot ad. 
A 5.6. alfejezetben feltételeket adunk az 
x(t) = (1 - c(t))x(t - 1) + c(t)x(p(t)) 
skaláris differenciaegyenlet korlátos megoldásainak létezésére, ahol c olyan 
valós függvény, hogy 0 < c(t) < 1, p pedig olyan pozitiv valós függvény, 
hogy minden T > to esetén van olyan 8 > 0, hogy p(t) < t — 8, to < t < 
T, és limt_>00p(í) = oo. Megfogalmazunk egy nyitott kérdést a korlátos 
megoldások konvergenciájával kapcsolatban. 
Az 6. fejezetben olyan eredményeket fogalmazunk meg, amelyek a 
Xn+1 Xn = Q,nXn + bnXpn 
diszkrét differenciaegyenletre vonatkoznak, ahol an, bn adott valós számok, 
n = n0, n0 4-1,. . , {pn}, n = n 0 ,n 0 1,.., pedig természetes számoknak egy 
olyan sorozata, hogy pn < n, n = no,riQ + 1,és l im^oop n — oo. 
8. ÖSSZEFOGLALÓ 75 
A kapott eredményeket alkalmazzuk a klasszikus pantográf egyenletnek megfe-
lelő esetre, amikor pn = [n/p] és arra az esetre, amikor pn = [l/n\, ahol 
p adott természetes szám. Most egy megfelelő pn sorozat megadásával a 
megoldássorozat felülről megbecsülhető és ezáltal meghatározható a konver-
gencia sebessége is. Két példát adunk, amelyek megoldásainak grafikus képei 
jól összehasonlítják a diszkrét differenciaegyenlet megoldásainak viselkedését 
ebben a két klasszikus esetben. Ugyanakkor ezek az illusztrációk jól meg-
mutatják hogy megfelelő feltételek megadásával a diszkrét és folytonos argu-
ment umü differenciaegyenletek megoldásai hasonlóan viselkednek. 
Végül egy mellékletet csatolunk az értekezéshez, amely a MATHEMATICA 
programcsomaggal készített fejlesztéseket és számításokat tar talmazza. A be-
mutatott grafikonok szemléltetik a disszertáció főbb eredményeit, kiemelve 
a diszkrét és folytonos differenciaegyenletek megoldásai közötti jellegzetes 
hasonlóságokat és különbözőségeket. A melléklet mindenképpen rámutat 
a számítógép alkalmazásának sokrétűségére és a matematikai kutatásokban 
való felhasználhatóságára. 
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