Abstract. Let ∆ be the Okounkov body of a divisor D on a projective variety X. We describe a geometric criterion for ∆ to be a lattice polytope, and show that in this situation X admits a flat degeneration to the corresponding toric variety. This degeneration is functorial in an appropriate sense.
generated. In fact, the numbers appearing as volumes or coordinates of Okounkov bodies can be quite general [KLM] ; they certainly may be irrational.
One situation, however, is easy. When X is a smooth toric variety, D is a T -invariant ample divisor, and Y • is a flag of T -invariant subvarieties, the Okounkov body ∆ Y• (D) is the lattice polytope associated to D by the usual correspondence of toric geometry [LM, Proposition 6.1] .
In this article, we extend the connection between Okounkov bodies and toric varieties. Suppose X is an arbitrary variety and D a big divisor such that the corresponding semigroup Γ ν is finitely generated, so ∆(D) is a rational polytope. We construct a flat degeneration from the image of X under rational map defined by D to the (not necessarily normal) toric variety defined by Γ ν . The normalization of the limit is the toric variety corresponding to the polytope ∆(D) (see Theorem 5.6).
More precisely, for a linear system V ⊆ H 0 (X, L), write X(V ) for the image of X in P(V ). Abusing notation slightly, let ν(V ) ⊆ Z d denote the image of V {0} under the valuation ν. A variety X admits a flat degeneration to a variety X 0 if there is a flat family X → A 1 such that the fiber X t is isomorphic to X for t = 0, and the fiber over 0 is X 0 . Theorem 1.1. Let ν = ν Y• be the valuation associated to a flag of subvarieties of X, and let V ⊆ H 0 (X, L) be a linear system such that Γ ν (V ) is finitely generated. (b) If a torus T acts on X, such that V is a T -invariant linear system and Y • consists of T -invariant subvarieties, then the degeneration is T -equivariant.
(c) Suppose V ′ ⊆ V is a subsystem inducing a birational morphism ϕ : X(V ) → X(V ′ ), whose semigroup is also finitely generated. The corresponding degenerations of X(V ) and X(V ′ ) are compatible: there is a commuting diagram of flat families
such that Φ t ∼ = ϕ for t = 0, and Φ 0 = ϕ 0 . Then the subvariety Y r (V ) ⊆ X(V ) admits a flat degeneration to a toric variety, compatible with that of X(V ). The toric limit (Y r ) 0 corresponds to the face ∆ Y• (V ) ∩ ({0} d−r × Z r ).
The theorem summarizes the results in Theorem 5.6 and Proposition 5.14, together with their applications in Examples 5. 15, 5.16, and 5.17 . In general, the question of when the semigroup Γ ν (V ) is finitely generated appears to be quite subtle, sensitive to both the linear system V and the flag Y • (see Example 4.4 and §6.3). It is closely related to the existence of a finite SAGBI basis for the ring R(V ) (see [KK1, §5.6] ). Motivated by this, we provide some criteria for finite generation in §4. The key notion introduced there is that of a maximal divisor in a linear system V , with respect to a fixed divisor Y . Such divisors have maximal order along Y , and also have the property that their multiples are maximal in the powers V m ; thus they bound the growth of the semigroup Γ ν (V ).
Our main purpose in this article is to develop a formal framework for the toric degenerations resulting from a finitely generated semigroup ( §5), and to show how criteria for finite generation can be applied in examples ( §6). We also hope to motivate further study of the finite generation problem.
This work began with a desire to understand toric degenerations of flag varieties and Schubert varieties, which have been described from various points of view over the last fifteen years (see, e.g., [GL, Ca, AB, Ka1, KM] ). I plan to return to this subject in future paper [An] , generalizing the example given in §6.4.
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Valuations and semigroups
Throughout this article, let k denote an algebraically closed field. Let K be a field extension of k; in our applications, K will be the function field of a variety over k, and we may always assume it has finite transcendence degree. Equip Z d with the lexicographic order, making it an ordered abelian group.
when all these elements are nonzero); and (ii) for nonzero f, g in K, ν(f g) = ν(f ) + ν(g).
It follows from the first of these conditions that
To any (nonzero) finite-dimensional k-vector subspace V ⊆ K, we associate a ring, a semigroup, a cone, and a convex body, still following [KK2] . To wit,
• the ring R(V ) is the graded ring m≥0 V m , where V m is the subspace spanned by products
It will be convenient to use an "extended" valuation
, where f m is the highest-degree homogeneous component of f . By definition, the image of ν is Γ = Γ ν (V ). Also, we will use a slightly modified total order on Γ, induced from the order on N × Z d given by (m 1 , u 1 ) ≤ (m 2 , u 2 ) iff m 1 < m 2 or m 1 = m 2 and u 1 ≥ u 2 . Note the switch: this is the opposite of the order defined in [KK2, p. 26] .
We record a few easy facts which will be useful later:
(a) The order on N×Z d respects addition, and induces an ordered group structure on
Lemma 2.2. Let Γ ⊆ N × N d be a graded semigroup, and suppose Cone(Γ) is generated by Γ ∩ ({1} × N d ). Then Γ is finitely generated. This is a special case of [BG, Corollary 2.10] ; I thank Rekha Thomas for this reference (and for showing me an alternative proof).
We need one more algebraic fact:
, and assume that every
is the normal toric variety corresponding to ∆.
The content of the statement is that Proj k[Γ] is normal, and this is a consequence of fact that the semigroup ring k[Γ d ] is normal, where Γ d ⊆ Γ is the sub-semigroup generated by Γ ∩ ({d} × N d ) and the polytope ∆ is d-dimensional (see, e.g., [BG, Corollary 7 .45] for a finer criterion). It follows that Proj
Remark 2.4. While Proj k[Γ] is normal in the situation of Lemma 2.3, it need not be projectively normal-that is, the semigroup Γ may not contain all the lattice points of Cone(Γ). One has normality of the graded ring
for all p > 0, but this is far from true in general. See [BG] , especially Chapter 2, for discussions of non-normal semigroup rings.
Another normality criterion, with slightly weaker hypotheses than those of Lemma 2.3, is given in [CK, Corollary 3.7] .
Remark 2.5. It may be interesting to consider valuations with respect to different total orders on the lattice Z d ; one would need a variant of Lemma 5.2 in order for the most general results of this paper to go through (e.g., Proposition 5.1). However, for valuations arising from the Okounkov construction (to be described in the next section), lexicographic order is the most natural one to use. Since our emphasis in the present paper is on such valuations, we shall work with lexicographic order exclusively.
Okounkov bodies
We will be mainly interested in valuations which arise from a geometric construction; see [LM] for a more detailed description. Let X be a projective variety of dimension d, and let Y • be a flag of subvarieties; recall that this means each Y i has codimension i, and is nonsingular at the point Y d . (In [LM] , the condition that Y d be a nonsingular point defines an admissible flag, but we will not consider flags without this condition.) Let L be a line bundle on X, and let
Let y 1 be a local equation for Y 1 , and let f 1 be the restriction of f · y −ν 1 1 to V . In this sense, Okounkov bodies are special cases of Newton-Okounkov convex bodies.
The following fact will play a key role in the toric degenerations constructed in §5:
In this lemma, X need not be projective, and V need not be finitedimensional. However, the claim is particular to valuations arising from complete flags Y • ; the analogous statement does not hold for the zero valuation, for example, or for any valuation defined by an incomplete flag [LM, Remark 1.4 ].
Remark 3.3. In [LM] , arbitrary graded linear series are considered. These are spaces of sections
In this generality, one can construct any Newton-Okounkov body as an Okounkov body for some graded linear series, so the two perspectives are essentially equivalent, at least for valuations arising from complete flags. Here, however, we will only use linear series which are "generated in degree 1"-that is, V m = V m .
Maximal divisors and degenerating linear systems
Continuing the notation of §3, let Y • be a flag in X, and let ν = ν Y• be the associated valuation. Here we give several criteria for the semigroup Γ ν (V ) to be finitely generated. We first set up some further notation for use in this section.
For 0 ≤ r ≤ d, let p r : Z d → Z r be the projection on the first r coordinates, and let ν| r (f ) = (ν 1 , . . . , ν r ) be the composition of ν with p r . For a linear system V , let
We will also need some notation for certain restricted linear systems, using a construction from [Jo] . Given an effective divisor E, consider the map
Now fix a flag Y • . Given an r-tuple of integers a = (a 1 , . . . , a r ), define
Finally, a linear system V is said to be saturated with respect to a divisor
Our first criterion for finite generation is simple, but useful; its proof is immediate from Lemma 2.2. 
Example 4.2. Let X be a smooth projective curve of genus g, with the flag Y • given by X ∋ P for a point P . Let L be a line bundle of degree n ≥ 2g + 1. Then the Okounkov body ∆ Y• (V ) is the interval [0, n], so the hypothesis of Proposition 4.1 holds (for the complete linear system) exactly when there is a section vanishing to order n at P , that is, when L ∼ = O(nP ).
In fact, a partial converse to the proposition holds in this case:
To generalize the situation of Example 4.2 to higher dimensions, we make the following definition: Example 4.4. Let X be an elliptic curve, let P ∈ X be a point, and let V = H 0 (X, O(3P )). Then V is maximal with respect to P ′ if and only if P ′ is an inflection point for the embedding by 3P , i.e., if
On the other hand, let P ′ be a general point, and suppose
Example 4.5. Let X = C × C be a product of elliptic curves. Choose points p 1 , p 2 ∈ C, and write
) with respect to C 1 or C 2 . (Here the cone Eff(X) is equal to the nef cone. This is a round cone bounded by classes α such that (α 2 ) = 0, so the facets are just the extremal rays. Since (C 2 2 ) = 0, its class lies on a facet not containing C 1 .) On the other hand, let V be as before, and let δ ⊆ X be the diagonal. One can find divisors δ + D in V , for some effective D, but these are not maximal with respect to δ. (Indeed, D ≡ 3C 1 + 3C 2 − δ in N 1 (X), so (D 2 ) = 3 > 0 and therefore the components of D do not lie on a single facet of Eff(X).) There are no effective divisors of order greater than 1 along δ, since 2δ + D ≡ 3C 1 + 3C 2 implies (D 2 ) = −3 < 0. Thus there are no maximal divisors in V with respect to δ.
We now record some basic facts about maximal divisors. The nomenclature is justified by the first lemma:
be an effective divisor with irreducible components D i , which is maximal in V ⊆ H 0 (X, D) with respect to D 1 ; and let t ∈ V be any section, defining a linearly equivalent effective divisor
The claim follows from Lemma 4.7 below, since Eff(X) is a pointed cone [LM, Lemma 4.6] .
Lemma 4.7. Let σ be a pointed convex cone in a (real or rational) vector space. Suppose v = cu + d i v i + e j w j lies in σ, along with the vectors u, v i , and w j . If the w j lie in a facet of σ not containing u, and all
Proof. Take a functional ϕ defining a hyperplane supporting the facet containing the w j , so σ ⊆ {ϕ ≥ 0} and ϕ(w i ) = 0 for all j.
The next lemma is an immediate consequence of the additivity properties of base loci:
Suppose V contains a maximal divisor D with respect to Y 1 , and also contains a section not vanishing along Y 1 . It follows immediately from Lemmas 4.6 and 4.8, together with Lemma 2.2, that the semigroup Γ 1 := Γ ν | 1 (V ) is finitely generated. Indeed, Cone(Γ 1 ) ⊆ R × R is generated by (1, 0) and (1, a), where a is the coefficient of Y 1 in the maximal divisor D.
In order to extend this to the semigroups Γ v | r (V ) for r > 1, we define some conditions on (restricted) linear systems.
Definition 4.9. Given two linear systems V ⊆ H 0 (X, L) and W ⊆ H 0 (X, M), and an integer r with 1 ≤ r ≤ d, consider the following conditions:
(i) For each a ∈ ν| r−1 (V ), V (a) contains a maximal divisor, as well as a section that does not vanish at the point Y d ; and similarly for each b ∈ ν| r−1 (W ).
(
(iii) For each a ∈ ν| r−1 (V ) and b ∈ ν| r−1 (W ), the linear systems V (a) and W (b) are saturated with respect to Y r .
We say condition C r (V, W ) holds if (i) and (ii) hold. We say the condition
Proposition 4.10. Suppose C r (V, W ) holds, and
Proof. Given (c 1 , . . . , c r ) ∈ ν| r (V · W ), write c = (c 1 , . . . , c r−1 ). Find a ∈ ν| r−1 (V ) and b ∈ ν| r−1 (W ) such that a + b = c, and such that V (a) · W (b) contains a divisor which is maximal in (V · W )(c). Such a divisor is also maximal in V (a) · W (b), and therefore its order of vanishing along Y r is equal to a max 
Degenerations
Return to the general setup of §2. We have a filtration of
be the associated graded; this is a Γ-graded ring. Our first observation is that the degenerations constructed in [Ca] and [AB] generalize to this setting.
Proposition 5.1. Let R = R(V ), and assume that gr R is finitely generated (so Γ = Γ ν (V ) is also finitely generated). Then there is a finitely generated,
• R/tR ∼ = gr R and
More specifically, there is a linear projection π : Z × Z d → Z, inducing an N-filtration R ≤k ⊆ R whose associated graded is gr R. The Rees algebra R = k≥0 (R ≤k ) t k for this filtration satisfies the required properties.
Finally, the N-grading on R = V m is compatible with the one on R (via powers of t), so in fact R is naturally (N × N) -graded.
The proposition is proved by imitating the proof of [AB, Proposition 2.2], which in turn is based on [Ca, §3.2] . We repeat the arguments here, since we will adapt some of them for Proposition 5.14.
First, we need a lemma.
This is a standard fact, and can be found in [Ba, Proposition 1.8] or [Ca, Lemma 3.2] . Its proof is simple:
Proof. Let C be a positive integer larger than all coordinates of (m, u) − (n, v), for every pair of elements (m, u), (n, v) ∈ S, and let α 0 , . . . ,
α i e * i does the trick, where e * i : Z × Z d → Z is the ith coordinate. We now prove the proposition. Simultaneously, we will give a presentation for the ring R.
Proof of Proposition 5.1. Choose homogeneous generators f 1 , . . . , f p for gr R,
, and give S a grading by deg(x i ) = (m i , u i ); thus the surjective map S → gr R defined by x i → f i is a map of graded rings. Let g 1 , . . . , g q ∈ S be homogeneous generators of the kernel, and set deg(g i ) = (n i , v i ). It follows that g i (f 1 , . . . , f p ) lies in R <(n i ,v i ) for each i. Since this space is finite-dimensional and Γ <(n i ,v i ) is finite, one can find elements
The g i will not be homogeneous for the full N×Z d grading of S, but since the f i are homogeneous for the first (N) factor, the g i can be chosen to respect the N-grading as well.
The induced map S/(g 1 , . . . , g p ) → R is an isomorphism. In fact, if I denotes the kernel of the map S → R, then g i ∈ I by construction, and the initial terms g i generate the initial ideal of I (which is the kernel of S → gr R). It follows that the g i 's form a Gröbner basis for I, with respect to the term order determined by the order on Z × Z d , using, e.g., [Ei, Exercise 15.14(a) ]. (Specifically, the term order is x
Note that we allow ties between monomials in this notion of term order.)
It is a standard fact that Gröbner bases give rise to flat degenerations, but for later use, it will be convenient to recall the construction. To do this, let (n ′ i , v ′ i ) be a degree of some homogeneous component of
. (The choice of g i actually means n ′ i = n i , but we will preserve the notation for clarity.) Let S ⊆ Z × Z d be the finite set consisting of such differences, together with 0 and the d + 1 generators of N × N d . Using Lemma 5.2, choose π : Z × Z d → Z preserving order on S. Since each nonzero element of S is greater than 0, π takes positive integer values on S {0}, and therefore also takes positive values on the cone it spans; in particular, π takes positive values on N × N d . Therefore, for each i, we have π(n i , v i ) > π(n ′ i , v ′ i ) > 0-that is, the initial term of g i with respect to the weighting of monomials defined by π is exactly g i , the initial term with respect to the original order.
As in [Ca, §3.2] and [AB, proof of Prop. 2.2], one can define an N-filtration by
and this has the same associated graded gr R as the one from the Γ-filtration. The corresponding Rees ring R has the desired properties.
On the other hand, let w i = π(m i , u i ) be the degree of x i under the weighting induced by π, let k i = π(n i , v i ), and set g i = τ k i g i (τ −w 1 x 1 , . . . , τ −wp x p ). The ring R can be presented as R = S[τ ]/( g 1 , . . . , g q ). (This is a standard way of producing a Rees ring from a Gröbner basis; see, e.g., [Ei, Theorem 15.17] or [BG, §7.A] .) Explicitly, the map S[τ ] → R is given by x i → t w i f i and τ → t.
Finally, the statement about gradings follows from the fact that each R ≤k is an N-graded subspace of R.
Geometrically, Proposition 5.1 says there is a flat family of affine varieties X → A 1 , such that the general fiber X t is isomorphic to X = Spec R(V ) for t = 0, and the zero fiber X 0 has an action of the torus k * × (k * ) d .
The first N-grading, coming from the grading of k[t], says that the family is equivariant for actions of k * on X and A 1 .
Taking Proj with respect to the second N-grading, coming from the grading of R, we obtain a projective flat family X = Proj R → A 1 , with general fiber isomorphic to X = X(V ) = Proj R(V ) and special fiber X 0 = Proj(gr R) equipped with an action of (k * ) d . The k * action from the first N-grading descends, and X → A 1 is equivariant for this k * action.
As in [AB, Theorem 3.2] , the polarization of X also deforms. The Rmodule R(1) obtained by shifting the N-grading corresponds to the very ample line bundle O X (1) embedding X in projective space, since by definition R is generated by its first graded piece. Similarly, shifting the grading on gr R produces a sheaf O X 0 (1), but this may not be locally free, since Γ (and gr R) may not be generated in degree one.
In fact, letting (m 1 , u 1 ), . . . , (m p , u p ) be the valuations of the generators f 1 , . . . , f p chosen in the proof of Proposition 5.1, we get an embedding X ֒→ P(m 1 , . . . , m p ) × A 1 into weighted projective space over A 1 . Pulling back the Serre sheaf for weighted projective space, we obtain a sheaf O X (1) on X which restricts to O X (1) on the fibers X t = X for t = 0, and to O X 0 (1) at t = 0. There are analogous sheaves O X (n) for all n ≥ 0, corresponding to higher shifts of the grading. (Note, however, that O X (n) is not equal to O X (1) ⊗n in general.) For n = lcm(m 1 , . . . , m p ), the sheaf O X (n) is a very ample line bundle, coming from the restriction of the generator of Pic (P(m 1 , . . . , m p ) ).
We can summarize the above geometric interpretation of Proposition 5.1 as follows. Let X be a projective variety with a very ample and normally generated line bundle L, with V = H 0 (X, L), so the section ring of L is equal to R(V ).
Corollary 5.3. Given such a pair (X, L), assume the hypothesis of Proposition 5.1. There is a flat, projective morphism X → A 1 , equivariant for an action of k * , such that the zero fiber X 0 is equipped with an action of (k * ) d , and its complement X X 0 is isomorphic to X × (A 1 {0}). Moreover, there are sheaves O X (n) on X restricting to the line bundles L ⊗n on fibers X t = X for t = 0, and restricting to sheaves L (n) 0 on X 0 . For sufficiently divisible n, these sheaves are very ample line bundles.
If, additionally, X is normal and X 0 is reduced, then X is normal, and the sheaves O X (n) are reflexive (and divisorial).
Proof. The statements in the first paragraph are direct translations of the content of Proposition 5.1, as explained above. Note that, in general, the singular locus of X is contained in the union of the singular loci of X t , for all t. For t = 0, this is obvious, since X is trivial away from 0. On the other hand, let A be a local ring of X at a point in the zero fiber which is nonsingular in X 0 . Since X = Proj R is flat over A 1 = Spec k[t], t is a nonzerodivisor in A. Since the point is nonsingular in X 0 , the maximal ideal of the local ring A/(t) is generated by a regular sequence (a 1 , . . . , a dim X 0 ). Then (t, a 1 , . . . , a dim X 0 ) is a regular sequence generating the maximal ideal of A.
It follows that X is always R 1 . When X is normal, the non-normal locus of X must be contained in the zero fiber. But if X 0 is reduced, the local rings A/(t) are S 1 , so the local rings A are S 2 , and X is normal by Serre's criterion (cf. [BH, Exercise 2.2.33] ). The claim about reflexivity of O X (n) is proved as in [AB, Theorem 3.2] .
Remark 5.4. The limit X 0 depends only on the valuation ν, but the family itself depends on the choice of projection π :
Remark 5.5. A version of Proposition 5.1 is stated in [KK1, §5.6] , where the language of SAGBI bases is used.
When the valuation comes from a complete flag, we obtain a toric degeneration. Let X be a projective variety, and let V ⊆ H 0 (X, L) be a linear system. Let X(V ) = Proj R(V ) be the (closure of the) image of X under the corresponding rational map to P(V ).
Theorem 5.6. Fix a complete flag Y • on X, and let ν = ν Y• be the associated valuation. Assume Γ = Γ ν (V ) is finitely generated. Then X(V ) admits a flat degeneration to the (not necessarily normal) toric variety
with L very ample and normally generated, the converse holds.
Proof. It suffices to show that the associated graded gr R is isomorphic to the semigroup algebra
is one-dimensional when (m, u) ∈ Γ, and it is zero otherwise. Moreover, homogeneous elements of gr R are nonzerodivisors, since
, as one sees from the additivity of the valuation ν. It follows that gr R ∼ = k[Γ] (see [BG, Remark 4.13] ).
The second statement is an immediate consequence of Lemma 2.3. The only possible exception to the "converse" statement happens when Γ generates a proper sublattice of Z×Z d ; however, by [LM, Lemma 2.2] , this cannot occur for complete linear series.
Note that the condition D r (V, V m ) for all m ≥ 0 implies all the hypotheses of the theorem.
Example 5.7. Let X be an elliptic curve, with flag Y • given by X ∋ P for some point P . Take V = H 0 (X, O X (3P )), giving the cubic embedding in P 2 . Then V is degenerating with respect to Y • , and one sees that the semigroup Γ ⊂ N × Z is generated by (1, 0), (1, 1), and (1, 3). (See Figure 1(a) .) The curve X degenerates to a cuspidal cubic curve (with its toric structure).
Example 5.8 ( [LM, Ex. 1.7] ). Take X to be an elliptic curve and V = H 0 (X, O(3P )) as before, but using a general point P ′ ∈ X to define the flag.
which is not finitely generated: every lattice point on the line r = 3m − 1 is needed to generate Γ. (Figure 1(b).) Remark 5.9. Examples 5.7 and 5.8 work just as well for any smooth projective curve, using a very ample linear system V ( [LM, Ex. 1.7] ).
The construction of Proposition 5.1 is functorial, in a sense to be made precise by Proposition 5.14. For this, we need to define two notions of compatibility. First, let M be a finitely generated free abelian group. Suppose the vector space V is M -graded, i.e., we are given a decomposition V = λ∈M V λ , and that the kernel of the natural map Sym
• V → R(V ) is homogeneous, so the grading on V defines one on R. (This M -grading is independent of the standard N-grading on R.) Remark 5.11. In fact, it suffices to require that V m ≥u and V m >u are M -graded as (m, u) ranges over a generating set for
Second, let R and R ′ be N-graded rings, and consider a graded ring homomorphism ϕ : R → R ′ , with kernel J ⊆ R. Let h : Z d → Z d ′ be a map of ordered groups, with respect to the opposite lexicographic order; this makes id × h : 
Remark 5.13. The requirement that h preserve the opposite lexicographic order is somewhat restrictive. For example, if d ≥ d ′ and h is a coordinate projection, then it must be the projection on the last d ′ factors.
Proposition 5.14. Let R = R(V ) and ν be as in Proposition 5.1.
(a) If R has an M -grading which is compatible with ν, then the grading To see this, first note that the maps H 0 (X, L) ⊗m → H 0 (X, L ⊗m ) are Tequivariant for all m, and it follows that the map Sym More specifically, let L be a very ample line bundle on X, set V = H 0 (X, L), and assume V is degenerating with respect to Y • . Let V ′ ⊆ V be a subspace such that the corresponding rational map ϕ : X → X ′ = X(V ′ ) is a birational morphism, and assume that V ′ is also degenerating with respect to
, and the birational morphism ϕ : X → X ′ degenerates to a birational morphism of toric varieties ϕ 0 :
such that Φ t ∼ = ϕ for t = 0, and Φ 0 = ϕ 0 . 6. Examples 6.1. Ruled surfaces. We use the conventions of [Ha, §5.2] . Let π : X = P(E) → C be ruled surface over a curve of genus g, normalized so that H 0 (C, E ⊗ L) = 0 for any line bundle L of negative degree on C. Let e = − deg(E); we will assume e ≥ 0 here. Let C 0 be a section of π corresponding to O P(E) (1). Fix a point p ∈ C, and let F = π −1 (p) be the fiber. A divisor D = aF + bC 0 is effective iff a, b ≥ 0, and nef iff 0 ≤ b ≤ a e . Let Y • be the flag X ⊃ F ⊃ {x}, where x = C 0 ∩ F . Fix a big divisor D = aF + bC 0 ; this is maximal in its complete linear system with respect to F . Replacing D with a multiple if necessary, assume that be ≥ 2g, and O(D) is normally and globally generated. Set
Proposition 6.1. Suppose a > be > 0, so D is ample. Then Γ ν (V ) is finitely generated, and X degenerates to a toric variety whose normalization is isomorphic to the Hirzebruch surface F e .
Proof. Using [LM, §6.2], we find that the Okounkov body ∆ Y• (V ) is the trapezoid with vertices at (0, 0), (0, b), (a, b), and (a − be, 0). It is wellknown that the toric variety corresponding to this polytope is F e (see, e.g., [Fu, §1.1] ). We will check that these four points occur as valuations of sections in V ; the claim then follows from Proposition 4.1.
First, we have assumed O(D) is globally generated, so there is a section not vanishing at x; this accounts for (0, 0). Since a > be ≥ 2g, the divisor O C (a · p) is globally generated, and it follows that D is linearly equivalent to E + bC 0 , for some effective divisor E pulled back from C and not containing F ; the corresponding section has valuation (0, b). The section defining divisor D itself evaluates to (a, b).
To find a section with valuation (a − be, 0), note that be ≥ 2g implies there is a point q = p with O C (be · p) ∼ = O C (be · q). It follows that D is linearly equivalent to (a − be)F + beF ′ + bC 0 , so there are sections s with ν 1 (s) = a − be. Now C 0 · (D − (a − be)F ) = C 0 · (beF + bC 0 ) = 0, so there is a section of O(D − (a − be)F ) not vanishing at x. The image of this section under the map
A similar argument works when a ≤ be, in which case X(V ) degenerates to a toric variety whose normalization is the cone over the rational normal curve of degree e. 6.2. Abelian surfaces. Let X be an abelian surface with Picard number at least 3. Let C be a curve such that the line bundle O(C) is normally generated, and let C 0 be a curve with (C 2 0 ) = 0, not numerically equivalent to a multiple of C. Write n = (C 2 ) and m = (C · C 0 ), so m > 0, and it follows that D = C + C 0 is ample. For the flag Y • , take X ⊃ C ⊃ {x}, where
is finitely generated, and X degenerates to a toric variety whose normalization is isomorphic to the Hirzebruch surface F n .
Proof. Note that D is maximal with respect to C, and the hypothesis means that H 0 (C, D| C ) and H 0 (C, (D − C)| C ) both contain maximal divisors with respect to x; namely, (n + m)x and mx, respectively. We see that ν(V ) contains the points (0, 0), (1, 0), (0, n + m), and (1, m), and from the description of ∆ Y• (V ) given in [LM, Figure 1] , these are the vertices of the Okounkov body. The claim follows from Proposition 4.1. 6.3. A counterexample. Fix a flag Y • on X and a linear system V ⊆ H 0 (X, L). Suppose that for all 0 ≤ r ≤ d − 1 and all a ∈ ν| r (V ), the restricted system a linear system V (a) contains a maximal divisor with respect to Y r+1 . It may still happen that ν(V 2 ) 2 · ν(V ).
A simple example may be constructed as follows. On X = P 1 ×P 1 , take the flag given by Y 1 = {0}×P 1 and Y 2 = (0, 0). Choose coordinates {x, y} around the point (0, 0), so Y 1 has local equation {x = 0}, let V ⊆ H 0 (X, O(1, 3) ) be the four-dimensional subspace spanned by 1, x, y + xy 3 , xy.
(The image of X in P(V ) = P 3 is a singular cubic surface.) One easily checks that ν(V ) and ν(V 2 ) are as in Figure 2 . In particular, using the notation of §4, note that x · (y + xy 3 ) − 1 · xy x 2 = y 3 lies in (V 2 )(2), but does not come from V (1) 2 , so the condition C 2 (V, V ) fails.
(a) (b) The flag variety GL 3 /B embeds in P 2 × P 2 , and the restriction of O(1, 1) is a very ample line bundle L = L(ρ) on GL 3 /B. Its sections correspond to semistandard Young tableaux on the partition (2, 1); they are products of minors of the 3 × 3 matrix, with the rows of each minor indexed by a column of the tableau. To get sections of ϕ * L, just take these minors of the matrix on the RHS above. For example, the tableau 1 2 3 gives [(xz +y)−xz]·1 = y. The space U = H 0 (X, ϕ * L) is eight-dimensional, with a basis given by the sections 1, x, y, z, xz, yz, x(xz + y), y(xz + y). Using the above matrix coordinates, take the flag Y • given by Y 1 = {x = 0}, Y 2 = {x = y = 0}, Y 3 = {x = y = z = 0}.
The corresponding valuation ν evaluates as follows on the sections of ϕ * L: s ν(s) s ν(s) 1 (0, 0, 0) xz (1, 0, 1) x (1, 0, 0) yz (0, 1, 1) y (0, 1, 0) x(xz + y) (1, 1, 0) z (0, 0, 1) y(xz + y) (0, 2, 0).
The Okounkov body ∆ Y• (U ) is the convex hull of these eight points; see Firgure 3(a). This is the same polytope as the one described in [Go, Example 6 .1]. Indeed, GL 3 /B is isomorphic to P(T P 2 ), the projectived tangent bundle of P 2 . Up to a lattice isomorphism, the polytope may also be identified with the Gelfand-Tsetlin polytope, and it was shown in [KM] that the flag varieties for GL n degenerate to these toric varieties.
Finally, let M = ϕ * L ⊗ pr * 1 O(1), where pr 1 : X → P α /B ∼ = P 1 is the projection. One can check that M is very ample on X, and that V = H 0 (X, M) has a basis consisting of the eight sections spanning U , together with the five additional ones obtained by multiplying by x. The corresponding Okounkov body is shown in Figure 3 (b) . Note that this is isomorphic to the polytope appearing in [FK, Figure 2] .
Recently, Kaveh has given a different computation of Okounkov bodies on Bott-Samelson varieties, identifying valuation vectors with lattice points in the string cone and establishing a connection with the crystal basis [Ka2] . Note that the flag used there is different from our Y • .
