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ABSTRACT
Accelerating deep convolutional neural networks has become
an active topic and sparked an interest in academia and indus-
try. In this paper, we propose an efficient low-precision quan-
tized Winograd convolution algorithm, called LANCE, which
combines the advantages of fast convolution and quantization
techniques. By embedding linear quantization operations into
the Winograd-domain, the fast convolution can be performed
efficiently under low-precision computation on graphics pro-
cessing units. We test neural network models with LANCE on
representative image classification datasets, including SVHN,
CIFAR, and ImageNet. The experimental results show that
our 8-bit quantized Winograd convolution improves the per-
formance by up to 2.40× over the full-precision convolution
with trivial accuracy loss.
Index Terms— deep learning, low-precision computing,
Winograd convolution, linear quantization
1. INTRODUCTION
Deep convolutional neural networks (DCNNs) have ade-
quately advanced diverse intelligent applications such as
image classification [1] and object detection [2]. While so-
phisticated neural networks are effective at continuously im-
proving the accuracy of intelligent tasks, the computational
complexity, as well as the storage requirement, is also drasti-
cally increased, leading to an obstacle for their applicability.
Real-time applications, such as video surveillance, have a
strict constraint of processing time, and embedded applica-
tions, such as virtual reality, a limitation of memory usage.
As such, the research of accelerating and compressing neural
networks becomes an inevitable trend. On the one hand, fast
convolution algorithms for neural networks, such as FFT (fast
Fourier transform) [3] and Winograd’s minimal filtering al-
gorithm [4], are proposed, which reduce the number of com-
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putations in convolution by exploiting the correspondence
between the convolution and the scalar multiplication. On
the other hand, there are several approaches focus on com-
pressing neural networks by using quantization techniques
[5][6], which represents original floating-point values by
low-precision (e.g., 8-bit integer) codes. The quantized val-
ues can be executed under low-precision computation that has
the potential of speedup [7]. Unfortunately, these two kinds
of techniques cannot be directly combined because the data
transformation of fast convolution algorithms disturbs the
quantized values, which eliminates the gain of low-precision
quantization. In this paper, we address the above problem
by proposing LANCE (Low-precision quAntized WiNograd
Convolution for neural nEtworks), which applies quantiza-
tion methods into the Winograd-domain.
2. PRELIMINARY AND FORMALIZATION
2.1. Convolution Computation
Convolution is a crucial operation in deep convolutional neu-
ral networks, which extracts features from input images by
applying several filters and obtains the results into output im-
ages (also known as feature maps). We denote the input im-
ages asX , the convolution filters asW , and the output images
as Y . A typical convolution layer of deep neural networks
(stride and padding are omitted) can be presented by:
Yn,k,i,j =
C∑
c=1
R∑
r=1
S∑
s=1
Xn,c,i+r,j+s ×Wk,c,r,s (1)
Xn,c,i+r,j+s is the element on (i + r)th row and (j + s)th
column in the cth input channel of nth input image, Wk,c,r,s
is the element on rth row and sth column in the cth channel
of kth filter, and Yn,k,i,j is the element on ith row and jth
column in the kth output channel of nth output image. For an
entire image/filter pair, the equation can be expressed as:
Yn,k =
C∑
c=1
Xn,c ∗Wk,c (2)
where ∗ represents the 2D correlation (refer to [4]).
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(a) Winograd convolution in quantized neural networks.
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(b) Our proposed quantized Winograd convolution.
Fig. 1. Combining Winograd convolution with quantization: brute-force approach vs our approach.
2.2. Low-precision Quantization
Low-precision quantization techniques represent the values
of original data by low-precision quantized codes [8]. In
general, the process of the convolution with quantization has
three steps: Firstly, converting the values of images and filters
to quantized values by using a quantization function Q; Then,
performing the low-precision computation with quantized
values; Finally, converting the values of quantized results
to output feature maps using a de-quantization function Q′.
Thus, the quantized convolution can be formalized as:
Yn,k =
C∑
c=1
Q′ (Q (Xn,c)~Q (Wk,c)) (3)
where ~ represents the quantized 2D correlation which can
be calculated under low-precision computation.
2.3. Winograd Convolution
Similar to [4], we use F (m × n, r × s) to denote the Wino-
grad convolution of an m × n output with an r × s filter.
F (m × n, r × s) requires (m + r − 1)(n + s − 1) multi-
plications [9], which equals to the number of input elements,
whereas the standard convolution requires (m × n × r × s)
multiplications. For the 2D Winograd convolution F (m ×
m, r × r), the basic block of output is an m × m patch and
input an (m + 2) × (m + 2) patch which extracted from in-
put images. An input image is divided into several patches
(with stride and padding if necessary) and the corresponding
output patches are merged in an output feature map. Let the
input patch is d, the filter is g, and the output patch is S, the
Winograd algorithm can be written as:
S = AT
[[
GgGT
]

[
BTdB
]]
A (4)
where  represents the Hadamard product. A, B, and C are
the transformation matrices. GgGT and BTdB are the trans-
formed filter and transformed input patch in the Winograd-
domain, respectively. By using the matrices A and AT, S is
obtained. The detailed algorithm can be seen in [4].
3. PROPOSED APPROACH
3.1. A Motivating Example
Let F (2×2, 3×3) as an example (i.e. Winograd convolution
with a 4 × 4 input d, a 3 × 3 filter g, and a 2 × 2 output S),
which is widely used in modern neural networks. Figure 1(a)
shows the brute-force approach of combining the Winograd
convolution with quantization techniques. In quantized neural
networks, the input and filters of a convolution layer are quan-
tized to low-precision codes, as the green matrix and gray ma-
trix. However, the transformation operations of the Winograd
convolution disturb the quantized codes, which means that the
values of transformed matrices are indeterminate or cannot
be represented by existing quantized codes in the Winograd-
domain (the red matrix and blue matrix). For demonstration
purposes, we use a naive 2-bit linear quantization method
(quantized codes∈{0, 1, 2, 3}). Let the original full-precision
input is d. By using the function Q, the quantized input:
dˆ = Q(d) = Q
 0 1 2 34 5 6 7
8 9 10 11
12 13 14 15
 =
0 1 1 11 1 2 2
2 2 2 3
3 3 3 3
 (5)
The transformed input matrix:
BTdˆB =
1 0 −1 00 1 1 0
0 −1 1 0
0 1 0 −1
 dˆB =
−1 −2 0 1−1 7 1 −2
1 1 −1 0
−1 −3 1 −1
 (6)
As can be seen, the values of the transformed matrix cannot
be represented by the above-mentioned 2-bit low-precision
codes. What’s more, if we use full-precision data types to
present the transformed result, however, the Hadamard prod-
uct cannot use the potential of low-precision computation.
Remarks. The example of brute-force approaches shows that
the values of quantized input images and filters are disturbed
by the Winograd transformations, which cannot be directly
used in the Winograd-domain. What we need is a method
that can combine the Winograd algorithm with quantization
techniques to achieve more with their advantages.
3.2. Low-Precision Quantized Winograd Convolution
As shown in Figure 1(b), we propose LANCE, which applies
quantization techniques into the Winograd-domain, to explore
the potential of low-precision computation. In our algorithm,
we use a uniform linear quantization function Q to quantize a
full-precision value x to a low-precision code xˆ:
xˆ = Q(x) = round
(
(x−min(T ))× (2b − 1)
max(T )−min(T )
)
(7)
where b indicates the bits of low-precision data type, T is the
matrix that the value x belongs to, such as input patch matrix
d and filter matrix g. The quantized code xˆ can be recovered
to original full-precision by a de-quantization function Q′:
x˜ = Q′(xˆ) = xˆ×
(
max (T )−min(T )
2b − 1
)
+min(T ) (8)
Overall, the approach of the quantized Winograd convolution
can be formalized as:
S = ATQ′
([[
Q
(
GgGT
)]

[
Q
(
BTdB
)]])
A (9)
As such, the Hadamard product with quantized operands,
Q
(
GgGT
)
and Q
(
BTdB
)
, can be calculated under low-
precision computing, which addresses the problems in the
brute-force approach.
Algorithm 1: LANCE
Input: X (input image), W (filters)
Output: Y (output feature map)
1 K ← #Filters of W ;
2 P ← #Patches of X per channel ;
3 C ← #Channels of X and W ;
4 D ← Patches divided from X with padding ;
5 for k ← 1 toK do
6 for p← 1 to P do
7 m← O;
8 for c← 1 to C do
9 g ←Wk,c (kth filter at cth channel) ;
10 d← Dp,c (pth patch at cth channel) ;
11 uˆ← Q(GgGT) ; . Quantize values
12 vˆ ← Q(BTdB) ; . Quantize values
13 mˆ← uˆ vˆ ; . Low-precision computation
14 m˜← Q′(mˆ) ; . De-quantize the result
15 m← m+ m˜ ; . Channel-wise summation
16 S ← ATmA ;
17 Yp,k ← S ;
18 return Y ;
Algorithm 1 describes our quantized Winograd algorithm
for a convolution layer. The input of LANCE are an image X
and filters W , and the output feature maps, which initialized
by zero. Here, we assume the batch size of the neural network
N = 1. The approach for larger batch size, N > 1, remains
the same. The transformation matrices, G, B, and A, are
generated based on Chinese Remainder Theorem with given
sizes of the input and filters. Firstly, the number of filters,
patches, and channels are obtained from input data (Lines 1-
3). The input image X is divided and recorded in D (Line
4). Each input patch d and filter g are transformed by using
G and B (Lines 9-10). The transformed values are quantized
to low-precision codes (Lines 11-12). The Hadamard product
of quantized transformed data, uˆ and vˆ, is calculated by low-
precision computing (Line 13). The output patch S is trans-
formed from the sum of Hadamard product results by using A
(Lines 14-16). Finally, the output feature map Y is obtained,
which is merged by output patches (Lines 17-18).
3.3. Implementation on Graphics Processing Units
We describe an efficient implementation of LANCE on graph-
ics processing units (GPUs), which are commonly used to ac-
celerate intelligent applications in recent years.
Data Layout We use NHWC, a common format in deep
learning applications, as the data layout of LANCE, where N
denotes the batch size, H denotes the height of input images,
W denotes the width of input images, and C denotes the chan-
nel of input images, respectively. The same pixels in different
channels are stored contiguously, which can be processed
simultaneously, and the parallelizability of these pixels is not
influenced by the bit-widths of data types. Therefore, the
NHWC format is more suitable for low-precision data types.
Data Transformation and Hadamard Product For trans-
formation of data, each thread calculates the transformed
data of a patch with single channel and the quantization
or de-quantization of transformed patches can be paral-
lelized. The Hadamard product is computed by using low-
precision general matrix multiplication (GEMM) [4], which
can be performed by effective specific instructions on GPUs.
We implement the low-precision GEMM by leveraging the
WMMA [10] APIs of CUDA C++.
3.4. Embedding into Convolutional Neural Networks
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Fig. 2. Applying LANCE in neural networks.
Figure 2 depicts the approach of applying our LANCE in
neural networks. The convolution is replaced with our low-
precision Winograd convolution and corresponding transfor-
mation and quantization operations are inserted. We train the
modified model by simulated quantization [7]. For inference,
the transformation and quantization operations of weights in
LANCE are computed off-line just once, which can decrease
the run-time overhead.
4. EXPERIMENTS
We evaluate the performance of LANCE on representative
image classification datasets with different scales, including
SVHN [11], CIFAR [12], and ImageNet 2012 [13]. The
main traditional convolution layers of deep neural networks
are replaced with our quantized Winograd convolution lay-
ers and the hyper-parameters of training are the same for a
specific network architecture. The inference experiments are
performed on a latest NVIDIA GPU, Tesla T4.
SVHN CIFAR-10
ConvNet-S ConvNet VGG-nagadomi
W-I ACC W-I ACC W-I ACC
32-32 0.9572 32-32 0.8912 32-32 0.9042
8-8 ↑ 0.11% 8-8 ↑ 1.04% 8-8 ↓ 0.08%
4-4 ↑ 0.30% 4-4 ↓ 2.43% 4-4 ↓ 3.48%
Table 1. The results on SVHN and CIFAR-10: W (weight
bits), I (input bits), ACC (accuracy).
Table 1 illustrates the result of ConvNet-S [14] on the
SVHN dataset and the results of ConvNet [14] and VGG-
nagadomi [15] on the CIFAR-10 dataset. The accuracy of
ConvNet-S on SVHN is slightly increased, which is possi-
bly due to that the low-precision computation decreases the
overfitting of neural networks. As can be seen, the accuracy
loss of ConvNet, as well as VGG-nagadomi, on CIFAR-10 is
trivial with 8-bit quantization.
ConvNet
BNN BWN TWN LANCE (Ours) FULL
W-I 1-1 1-32 2-32 4-4 4-32 8-8 32-32
ACC 0.454 0.862 0.871 0.8669 0.8919 0.9016 0.8912
VGG-nagadomi
BNN BWN TWN LANCE (Ours) FULL
W-I 1-1 1-32 2-32 4-4 4-32 8-8 32-32
ACC 0.734 0.874 0.887 0.8694 0.8908 0.9034 0.9042
Table 2. Accuracy comparison on CIFAR-10.
Table 2 shows the accuracies under different quantization
methods, including BNN [16], BWN [17], and TWN [18].
As can be seen, our 8-8 quantization outperforms other meth-
ods, which even uses full-precision input and low-precision
weights, and the computation of 8-bit data can be accelerated
by low-precision computing on GPUs.
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8 -4.99% -0.49% 0.01% -0.19% 0.11% 0.41% -0.59%
Fig. 3. The result of ConvPool-CNN on CIFAR-100.
Figure 3 illustrates the results of ConvPool-CNN [19] on
the CIFAR-100 dataset. The experimental results are colored
according to the accuracy loss. In this experiment, we test the
quantized Winograd convolution with different bit-widths of
input and weights. As illustrated, the accuracy loss of neural
networks decreases with more bit-widths.
W-I 8-8 7-7 6-6 5-5 4-4
TOP-1 ACC ↑ 0.15% ↑ 0.04% ↓ 0.21% ↓ 0.45% ↓ 3.00%
TOP-5 ACC ↓ 0.04% ↑ 0.03% ↓ 0.15% ↓ 0.55% ↓ 2.26%
Table 3. The result of ResNet-18 on ImageNet.
We also test a variation of ResNet-18 [20, 21] on the Ima-
geNet, which is a very large dataset. As shown in Table 3, the
top-1 accuracy varies less than 0.2% and the top-5 accuracy
varies less than 0.1% with 8-8 quantization.
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Fig. 4. The speedup of main convolution layers.
Figure 4 depicts the speedup of our method. Our 8-bit
quantized Winograd convolution improves the performance
by up to 2.40× over the full-precision and 4.39× over the
cuDNN implicit GEMM convolution. The speedup increases
with more filters and larger input size. In general, the time of
linear quantization operations is further less than the product
computation. We note that the performance of some layers is
not improved, which is due to their very small sizes and the
overhead of quantization cannot be neglected.
Disscussion. The experimental results confirm the efficiency
of our LANCE. By using 8-8 linear quantization, the perfor-
mance of neural networks is significantly improved with triv-
ial accuracy loss on datasets with different scales. Using non-
linear quantization methods may improve the performance,
which remains as our future work.
5. RELATEDWORK
The efficient implementations of the Winograd convolution
have been designed on different devices, such as mobile and
edge devices [22, 23]. The specific hardware for Winograd
convolution has also been proposed [24, 25, 26]. Moreover,
several researches focus on increasing the sparsity of the
Winograd convolution using neural network pruning methods
[21, 27, 28], which is complementary to our work.
6. CONCLUSION
In this paper, we proposed LANCE, an efficient quantized
Winograd convolution algorithm on graphics processing
units. The experimental results show that the LANCE fully ex-
ploits the potential of low-precision computation by embed-
ding quantization techniques, achieving significant speedup
with trivial accuracy loss.
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