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The proposed approach of analysis and synthesis of interacting dynamical 
systems is based on the concepts of selective controllability and selective 
invariance. These concepts are defined within the framework of more general 
types of controllability and mvariance and the necessary and sufficient con- 
dltions for selective controllability and invariance are derived. As a natural 
extension to interaction problems in part II of the paper, a set of variables 
(input, output, or state) of a dynamical system is then defined as "noninter- 
acting" if and only if each of the variables in the set is selectively invariant 
with respect o all other variables in the set. Based on this approach, a method- 
ology for the analysis of interacting linear time-invariant dynamical systems 
is developed and described. Its application to interaction analysis of time- 
variant linear systems and nonlinear systems as well as to synthesis problems 
is presented in part I I I  of this paper. 
Interaction is a problem of theoretical nd practical interest in multivariable 
systems "in general and multivariable control systems in particular. Although 
the theory of multivariable control has made some advances in recent years, 
it is still lagging behind the development of the theory of univariable control, 
i.e., control  processes in which there is only  one input  to and one output  
f rom the system. In  the case of a mult ivar iable  system, i.e., a system wi th  
several inputs  and outputs,  the classical design procedure is to select input -  
output  pairs and to design convent ional  single variable systems neglect ing 
the interact ion or coupl ings which might  exist among them. However,  it 
was realized dur ing  the last two decades that  considerat ion of system 
interact ions leads to the design of h igher  per formance control  systems, 
i.e., systems wi th  shorter  response t imes and h igher  flexibility. 
* This research was partially supported by the NSF Grant GN-655 to the School 
of Information and Computer Science. 
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In the literature concerned with the control of muhivariable systems, 
the synthesis of noninteracting controllers has probably received more 
attention than any other aspect of this complex and frequently encountered 
design problem (Boksenbom, 1949; Chatterjee, 1961; Ergin, 1961; Morgan, 
1964; Peschon, 1965). Even though it is true that noninteracting control, 
by breaking acomplex dynamic system down into several isolated and simple 
systems, considerably simplifies the optimization procedures of complex 
structures, the limitations of this approach are also obvious. First of all, 
it is applicable only to systems with the same number of inputs and outputs. 
This severely restricts the class of systems to be considered. But more 
important than that, for most of the performance criteria and the constraints 
that are usually selected, a noninteracting system is generally not quite 
as good as an optimum interacting system (Peschon, 1965). 
A more fundamental pproach to the interaction problems was recently 
taken by Mesarovic (1960, 1962), Narendra (1962) and others. It was shown 
that noninteracting controls are only one aspect of interaction problems, 
which is termed input or cross-transfer interaction, and is roughly defined 
as the extent o which all inputs affect all outputs. Thus complete input 
noninteraction is the conversion of an n-input, n-output multivariable 
system into n single-variable systems, in which each input affects one and 
only one output. Other types of interaction are "output interaction," which 
is basically the reaction of other outputs to an external disturbance applied 
to some output variable, and "output dependence," which refers to the 
possibility of obtaining any independent set of desired output functions by 
suitable manipulation of the input functions (Mesarovic, 1960). The studies 
of these more complicated aspects of interaction in systems are not too far 
advanced. 
The purpose of this paper is to describe a technique of analysis and 
synthesis of interacting linear dynamical systems which is based on the 
concepts of selective controllability and selective invariance and which gives 
considerable freedom in implementing specified interaction or noninteraction 
requirements in systems design. 
Linear Dynamical Systems 
To prevent he main course of this presentation from being obscured by 
excessive detail, we shall first consider linear dynamical systems which in 
state variable representation are modelled by the vector differential equation 
$;(t) = A( t )x ( t )  + B(t)t t ( t ) ,  (la) 
y(t) = F(t) x(t) + G(t) u(t), 









an n-component s ate vector, 
an r-component input vector, 
a p-component output vector, 
a real n X n matrix, 
a real n X r matrix, 
a real p × n matrix, 
a real p X r matrix. 
The components xl(t), x2(t),... , x~(t) of the state vector x(t) will be also 
called state variables, and {x~(t)} will be termed a set of state variables. 
Similarly, the components of the input vector u(t) shall be alternatively 
called input variables, and those of y(t) -output variables. 
For the most part, we shall consider, as a further simplification, linear 
time-invariant systems given by the state-variable differential equation 
R(t) = Ax(t) + Bu(t), (2a) 
y(t) = Fx(t) + Gu(t), (2b) 
with variables being defined as in Eq. (1), with the only difference that 
the matrices A, B, F, and G have constant elements. We shall show later 
that the extension of the main results to time-varying systems is straight- 
forward. 
Essentially we have two types of inputs to the system: manipulative 
or control inputs and disturbance inputs. Here, both control and disturbance 
inputs are assumed to be deterministic, even though the form of the distur- 
bance inputs might not be known. Furthermore, for the purpose of this 
investigation, it is in most cases immaterial whether a particular input is 
a control input or a disturbance input. If we denote 
then 
uc(t) = control or manipulative input, 
ua(t) = disturbance input, 
u(t) = [ u~(t)] 
/ua(t)J 
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represents all the inputs to the system. Thus, by appropriately partitioning 
the matrices B and G, we can write the system Eq. (2) in the form 
±(t) = Ax(t) + Bcuc(t ) @ Baua(t), 
y(t) = Fx(t) ~- G~uc(t ) + Gaua(t). 
On the other hand, every system of the type 
~(t) = _~x(t) + cue(t) + Du~(t), 
y(t) = Fx(t) -1- Hue(t) + KUd(t ) 
can be represented in the form of Eq. (2) with 
B = [C :D] ,  G = [H :K] ,  
U(t) = [ uc(t)] 
tua(t)J" 
Hence, for compactness and convenience of notation, we shall normally 
refer to the system equation (2) with the tacit assumption that u(t) represents 
both control and disturbance inputs, and we shall interpret these inputs 
as the need arises. 
Selective Controllability 
Controllability is now a familiar concept in control literature and shall 
not be discussed here per se (Kalman, 1963). For our purposes, it is useful 
to introduce the concept of selective state (output) controllability. However, 
before one can define these terms, we shall need some further notation. 
I f  A is an m × n matrix with constant elements, we shall denote by 
a i .  : [a~l  , ai2 . . . . .  a~], i = 1, 2,..., m, 
the i-th row vector of the matrix A, and by 
a . ,  : : 1, 2 , . . . ,  n ,  
the j - th column vector of A. Hence 
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Consider now the linear time-invariant system Eq. (2). We shall denote 
by F(s) the matrix 
r(s) - [ l s -  A], 
where s is a variable in the frequency domain of a Laplace transform of 
some time function, i.e., F(s) = dF{F(t)}. The determinant of a matrix will 
be denoted by det, i.e., 
det F(s) = det[Is - -  A]. 
By 
~CS(s) = I 
S - -  a l l  - -a12  " ' "  - -a l z_  1 b l j  - -a l .~+ 1 " "  --aln ]
--a21 s - -  a22 . . . .  a2,i_ 1 b2~ --a12i+ 1 "'" --a2n ] --a,l --as~ . . . .  aa,,_ 1 baj --a3,i+l . . . .  a3n 
--anl --an2 --an,z_ 1 bnj --an,i+ 1 s -- ann 
we shall denote the matrix F(s) with i-th column substituted by the j - th  
column of some other matrix B. 
We shall now define selective state and output controllability and prove 
the corresponding theorems on necessity and sufficiency. 
DEFINITION 1. The i-th component of the state X(to) = x 0 of a dynamical 
system is selectively controllable by the j - th  component u~(t) of the input 
vector u(t) if there exists some finite time t 1 > t o and some input u;[to,t~] 
which transfers (x~o , to) to some arbitrary point (xa ,  tl) , where other input 
components uk(t) = 0 for k @ j, k = 1, 2 , . ,  r. 
THEOREM 1. The linear time-invariant system Eq. (2) is selectively i -th 
state controllable by the j - th  input component ujEto,tll , j -= 1, 2,..., r with 
uk[to,t A ~- 0 for k 7~ j, for all to, t 1 ~ T, if and only if det iFJ(s) is not equal 
to zero. Here, the matrix ~F3(s) is obtained from the matrix F(s) replacing its 
i - th column by the j - th  column of the matrix B of Eq. (2a). 
Proof. Assume that the system is controllable, i.e., there exists some 
controP uj*(t) = [0,..., u,*(t),..., 0] r such that the value of the i-th state 
1 Superscript T denotes the transpose. 
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component xio at time t o = 0 can be changed to any other value xil at time 
t 1 > t o . Substituting u~*(t) into system equation (2a), we get 
~(t) = Ax(t) -1- Bu~*(t) 
= Ax(t) + b.juj*(t). (3) 
Taking the Laplace transform of Eq. (3), we can write 
sx(s) --  x(O) = AX(S) + b.~u3.*(s ). 
Without loss of generality we can assume x(0) = 0, so that 
(sI - -  A )  x(s) = b.~uj*(s), 
where I is the unity matrix. The above equation can be written in expanded 
form: 
($ - -  al l  ) Xl(S) - -  a l2x2(s  ) . . . . .  al~x~(s ) : bljUj*(s), 
- -a21x l ( s  ) @ (s  - -  a22 ) Xu(S ) . . . .  a2nXn(S ) : be ju j * (s ) ,  (4) 
- -a  n xl(s ) - -  a~x~(s) . . . .  + (s - -  ann ) xn(s ) = bn~% *(s). 
The solution of the above system of equations for x~(s), i = 1, 2,..., n, 
is by Cramer's rule unique for det T'(s) :/: 0 and is equal to 
1 
x,(s) - -  det/~(s) × 
--a21 s -  a22-  - -a2, i_  1 b2¢ uj*(s) --a2,i+ 1 a2n 
• det - --  . 
- -anl  --an2 - -  - -  an , i _  1 b~ u~*(s) - -an , i+  1 - -  - -  S - -  ann 
It is clear by inspection that the determinant of the matrix F(s) for the 
system Eq. (2) is never identically zero for arbitrary values of s, hence the 
above solution is unique. The numerator of the above expression is the 
coefficient matrix of the left side of the system of Eq. (4) with the i-th column 
replaced by the expression of the right side. We can rewrite it as follows: 
1 
x, (s)  - -  det  F (s )  × 
s - -  a l l  - -a12  . . . . .  a l , i _  1 
- -a21 s - -  a22 a~i-1 
• det  
- -anx  - -an2  - -  _ _  an , i _  1 
blj --al,~+l . . . . .  aln ] 
b~j --a~.~+~ a~ " l 
/ Uj*($) 
bn j  - -an , i+  1 . . . .  s - -  ann_]  
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or 
det i]'~(s) . uj*(s). (5) 
x,(s) = det ]'(s) 
Clearly, since the order of det iFJ(s) is always smaller than the order of 
det F(s) = det[sI -- A], the necessary condition that the solution 
xi(t) = ~'O--I{xi(S)} = 2 - -11  det det ]'(s) ui*(s)} 
iln3(S) 
would exist for arbitrary values xi(tl) for some t I > t o is that 
det *F~(s) ~ O. 
Sufficiency of this condition follows easily. 
EXAMPLE. The xl(t ) component of the system 
~('~ = [o ~ ~1 ~(~)+ [~0 ~] ~(~) 
is controllable by the ul(t ) component of the input vector u(t) because 
[' -~] det xf'l(s) ~ det 0 ~- 0. 
It is also controllable by the u2(t ) component of the input tt(t) since 
[0 ~] 
det 1F2(s) = det 1 ¢ 0. 
The component x~(t) of the system is, however, not controllable by the 
component Ul(t ) of the input tt(t) since 
det2P(s )=det [  s -1  10] =0.  
0 
An alternative formulation of the invariance criterion, which is quite handy 
to apply in synthesis problems, is given by the following. 
COROLLARY 1. The linear thne-invariant system Eq. (2) is selectively i-th 
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state controllable by the j - th input component, if and only if there is at least 
one non-zero element in the i-th row of the matrix 
Qj = [b., ! Ab.; i "'" An-~b.;] 
where b.; is the j - th column vector of the matrix B. 
The proof of this corollary is straightforward and is therefore omitted here. 
Let's now denote by R(Q) the set of all controllable states of the system 
of Eq. (2). Weiss and Kalman showed that the set R(Q) of all controllable 
states spans a subspace of the state space 27 which is invariant under the 
transformation A (Weiss, 1965). The basis of this set of controllable states 
is the set of linearly independent column vectors of the matrix 
Q = [B; AB; A2B; ... An-aB]. 
We shall use these results to state and prove a theorem regarding selective 
controllability of the system Eq. (2) in some subspace of the state space 27. 
THEOREM 2. The set of k state variables {x(t)}, k ~ n, of the system of 
Eq. (2) is selectively controllable by the input component uj(t), j = 1, 2 ..... r, 
i.e., the system is selectively controllable in the subspace ~ of the state space Z 
corresponding to the set of k state components {x(t)}, k <~ n, if and only if 
the projection of the set of controllable states R(Q) on the subspace Z spans 
the whole subspace. 
Proof. Assume the system Eq. (2) is selectively uniformly state con- 
trollable in the subspace 27 of dimension k < n. Then there exists a set of 
vectors {xl, :~2 ,..-, ,xk} in 27 which span the whole of 2~, i.e., are the basis 
of 27. Let E k be the projection operator which projects controllable states 
x ~ R(Q) on 27. Obviously, R(Q) must contain at least k column vectors 
x 1 ,..., x~ such that E~x I = x l ,  E~xo = f~2 ,..-, ET~x~ = -xk • Hence, the 
projection of R(Q) on the subspace 27 spans the whole subspace. 
To prove the "only if" portion of the theorem, assume that the projection 
of R(Q) on 27 spans the whole of Z. Then there is a set of controllable states 
{-xl, :~ .... , -~k} in 2~ such that any other element in £' is a linear combination 
of these vectors. Hence, the system is controllable in 27. 
COROLLARY 2. 
defined 
Consider the system Eq. (2) and let Q; be the n × n matrix 
9;  --- [b . ; i  "" ! A" - lb . j ] .  
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Further, let ET, be the pr@ctor (linear transformation operator) such that 
E~x ~- f~ and ~ ~ Z for all x ~ ~. Then the system is selectively uniformly 
state controllable in the subspace ~ of dimension k by the input component uj(t), 
i.e., selectively controllable in the set of k state variables {x} k <~ n, if and only if 
the matrix 
EkQj = [Ekb.j ! EkAb.~ ! "" i E~A~-lb.J] 
is of rank r >~ k, where k is the dimension of the subspace ~. 
The proof follows immediately from the preceding theorem. 
EXAMPLE. Consider the linear time-invariant dynamical system given by 
the equation 
~(t) = ~ x(t) + u(t). 
0 
Is the set of state variables {xl(t), x2(t)} selectively controllable by ul(t), 
i.e., is that system selectively controllable in the subspace 2~ generated by 
the vectors [xl, 0, 0] r and [0, x 2 , 0] r ? Well, the set of controllable states 
by ul(t ) is the linearly independent set of the column vectors of the matrix 
Q1 = [b.i " Ab.1 " A2b.1] = 1 . 
2 
The projector of Q1 on ~ is the matrix 
E2= 1 . 
0 
Since the projection of the generators set on the subspace 2~, 
[i°i] [i i] [i i] E2Q1 = 1 × 1 = 1 • 0 2 0 
contains only one linear independent vector, i.e., the matrix Eo.Q1 is of 
rank r -- 1 with r < k (k = 2), the system is not controllable in the subspace 
£" generated by the vectors [x 1 , 0, 0] r and [0, x 2 , 0] T. In other words, it is 
not controllable in the (x 1 , x2) plane. 
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Is it controllable by ul(t ) in the subspace ~ generated by the vectors 
[xa, 0, 0] T and [0, 0, x3] r, viz. in the (xl, x3) plane ? With matrix Q1 as 
above and projector 0] 
~ 0 ~ E~ 0 
0 1 
we obtain 
[i°i] [ili] [ii] E~Q~ = 0 × 1 = 0 . 0 2 2 
The above product matrix is of rank r = 2 = k. Hence, the system is 
controllable in the subspace 2~, representing the (x 1 , xa) plane. 
Similarly, we can verify that the system is also controllable in the subspace 
generated by the vectors [0, x~, 0] r and [0, 0, xa] T. 
DEFINITION 2. The i-th component y,(t) of the output y(t) is selectively 
output controllable by the j - th component us(t ) of the input u(t) if there 
exists some finite time t a > t o and some input u~[to,tll which transfers 
(y,(to) , to) to (yi(tl), tl) , where yi(tl) is arbitrary and uk[t0.h ] = 0 for k : / : j ,  
k , j  = 1, 2,..., r. 
THEOREM 3. The linear time-invariant system Eq. (2) is selectively i-th 
output-controllable by the j - th input component u~[to,h ] , j ~ 1, 2,..., r, if and 
only if 
n 
f~  det ~FJ(s) + gi~ det F(s) va O, 
k=0 
f~k is the i-th row, h-th column element of the matrix F, gi~ is the i-th row, 
j-th column element of the matrix G, and ~I'J(s) are matrices F(s) with the 
column vector b.~ of the matrix B substituted for the k-th column of the matrix 
r(s). 
Proof. Taking the Laplace transforms of the Eq. (2b), we can write 
y(s) =Fx(s )  + Gu(s) 
Assuming that system's i-th output is j - th input controllable, there exists 
some control uj*(t) = [0 ..... O, u~*(t), 0,..., 0] r such that the value of the 
i-th output component Y~0 at the time t o = 0 can be changed to any other 
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value at time t I > t o . Substituting uj*(s) [i.e., Laplace transform of ttff(t)], 
and taking only the i-th component of the vector y(s), we get 
yds) = f~.x(s) + g~,u~*(s), 
where f i .  is the i-th row vector of the matrix F. 
Assuming zero initial conditions for the state variable x(t), i.e., x(t0) = 
x 0 = O, we can write, as it was shown in the proof of Theorem 1 that 
det 'F:(s) u,*(s). 
xi(s) -- det F(s) 
Substituting this result into Eq. (6.5), we obtain 
1 
y,(s) -- det/ '(s) [f i l  det iF'(s) +f~2 det 2/'~(s) + 
"'" +f i ,  det n/"(s)] u,*(s) + gi, uj*(s) 
1 
--  det/ ' (s)  [ fa  det 1F;(s) +f i2  det 2F~(s) + 
"'" + f i .  det ~/'3(s) + gij det/'(s)l u s ~(s). 
Since, in general, det F(s) ~ O, the necessary condition that the inverse 
transforms 5¢-l{y,(s)} = y,(t) assumes any real value at time t 1 > to, is that 
fa  det 1YJ(s) @ f,~ det 2FJ(s) + "" + fi,~ det ~FJ(s) + gi~ det F(s) 
= ~ f,k det kF~(s) + giJ det/ '(s) @ 0. 
k=l 
It  follows immediately from what was said in the proof of Theorem 1 
that this condition is also sufficient. 
COROLLARY 3. The system Eq. (2) is selectively i-th output-controllable by 
the j - th input component if and only if there is at least one nonzero element in 
the i-th row of the n × (n -]- 1) matrix 
Pj = [Fb.j i FAb.j  i FA~b.~ i "'" i FA~-~b.J i g.J]. 
EXAMPLE. Consider the system 
= [I x(,)+ [10 °o] .(,). 
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Is this system selectively controllable in the yl(t) output component by 
the ul(t ) input component ? We form the matrix 
• 0 1 
P1 =[Fb . I "FAb .1  g.1] = [10 0 0] 
and observe that the first row of the matrix P1 contains elements not all 
of which are zero. Hence, the output yl(t) is controllable by Ul(t ). However, 
the output y2(t) is not controllable by the input component ul(t), because 
there are no non-zero elements in the second row of the matrix. 
We shall now state and prove a theorem about the set of controllable 
outputs. 
THEOREM 4. The set R(P) of controllable outputs of the system Eq. (2) 
is a vector subspace of the output space R ~. 
Proof. By definition, a linear time-invariant system is completely output 
controllable if there exists a control input tt[to.q] such that any final output 
y(tl) can be obtained starting with arbitrary initial conditions y(t0) , in 
finite period of time [t o , tl]. Let yl(to) and y2(t0) be two such controllable 
points in the output space R ~. Without loss of generality, we can assume 
that the final output to be achieved is equal to 0. Assuming that the system 
is output-controllable, there exist inputs ux*(t) and u2*(t ) which make this 
transition from the initial outputs yt(t0) and y2(to) to 0 possible during the 
period of time [t o , tl]. Then we have 
t ,  
y l (q )  = 0 = + f d.  + au *(tl) 
, ; t  o 
and 
t l  
y2(tl) = 0 = FeA(q-t°)X2o @ (FeA(q-'~)Bu~*(r) dr q- Gu2*(t~), 
• ~t  0 
where the initial outputs are 
and 
y~(to) = Fx~o + au~*(to) 
y2(to) = Fx2o -[- Gu2*(to). 
To show that the set of controllable outputs R(P) of the system, Eq. (2) 
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is a subspace of the output (vector) space R ~, we have to show that for any 
ya(t0) e R(P), the linear combination 
hyl(to) +/~y2(to) e R(P) 
for arbitrary real values of Z and/x, is also a controllable output. This means, 
that one has to show that there exists some input u*(t) over the period 
[t o , tl] which affects the transition from the initial output 
y(to) = AFx~o + AGut*(to) +/zFxao q-/zGu2*(to) 
to the final output y(tl) = O. Such a control input does exist because it 
is sufficient o choose u*(t) = ua*(t ) -}- u2*(t) to obtain 
t 
y(t) = Fea(t-t°)(AX~o +/zx20) + f FeA(~-')Bu*(t) dr + Gu*(t) 
to 
f = A [FeA(t-t°)Xlo -? ~oFeA(~-')Bul*(r) dr + 
t FeA(t_~)Buz.(.r) dr + Gu~*(t)] + lz [FeA't-tO)X2o 4- f t ° 
which expression becomes equal to 0 for t = h • 
Based on this theorem, we can now state the controllability conditions 
in some subspace of the output space, proof of which follows essentially the 
lines of the proof of Theorem 2 and will not be repeated here. 
THEOREM 5. The set of q output variables {yi(t)}, q <. p, of the system of 
Eq. (2) is selectively controllable by the input component uj(t), j = 1, 2,..., r, 
i.e., the system is selectively output controllable in the subspace Rq of the output 
space R ~, q <~ p, corresponding to the set of q output components {yi(t)}, if and 
only if the projection of the set of controllable outputs, R(P), on the subspace Rq 
spans the whole subspace. 
COROLLARY 5. Consider the system Eq. (2) and let Pj be the p × (n -}- 1) 
composite matrix 
P~ = [Fb ,  i FAb.j i YA2b.~ ! "'" i FA'-lb.J i g,]. 
Further, let E k be the projector such that for all y ~ R • and ~r ~ R q, Eky = ~r, 
643II8/5-5 
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where Rq C R~. Then the system is selectively uniformly output controllable in 
the subspace Rq by the input component us(t ) if and only if the matrix 
E~Pj = [EkFb.j i E~FAb.~ ! "" i EkFA~-lb.~ i Ekg.j] 
is of the rank r >/q, where q is the dimension of the subspace Rq. 
EXAMPLE. Consider the system 
~(t) = 2 x(t) + u(t), 
0 
y(t) = 1 x(t) + u(t). 
0 
Is this system selectively uniformly output controllable inthe output subspace 
Rq generated by the vectors [Yl, 0, O] r and [0, y~, 0]r? For the input 
component ul(t ) we obtain the matrix 
P1 = [Fbq i FAb.~ i FA~b.~ i g.1] = 
With the projector 
E 2 ----- 1 , 
0 
[ 816 i] 2 4 . 
2 4 
we obtain 
[i°!l [i i] [i i) E2P1 = 1 × 2 4 -~ 2 4 . 0 2 4 0 0 
The matrix E~P1 has the rank r = 1 which is less than the dimension of 
the subspace Rq. Hence, the system is not selectively uniformly output 
controllable by the input ul(t ) in the subspace Rq, which is (Yl, Y2)-P lane. 
It is, however, controllable in the (Yl, Y3) plane and (Y2, Y3) plane, which 
can be easily verified by choosing appropriate projectors and calculating 
the ranks of resulting matrices. 
With regard to the input component u2(t) the system is selectively 
uniformly output controllable in the output subspace represented by the 
(Yl, Y2)-P lane and (Yl, ya)-plane, but not in the (y~, ya)-plane. 
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Selective lnvariance 
State or output invariance denotes essentially the property of the system 
that certain states or outputs are in no way affected by some or all of the 
inputs. Thus we have: 
DEFINITION 3. The component xi(t ) of the state vector x(t) is selectively 
invariant i-th state component on [t o , ta] with respect o the j-th input com- 
ponent uj(t) if there exists t 1 > t o such that the values of x,(t) on [to, tl] 
do not depend on the values of uj[to, tl] on the interval [to, tl]. 
THEOREM 6. The system Eq. (2) is selectively i-th state invariant with 
respect o the j - th  component us(t ) of the input (disturbance) u(t), j =- 1, 2,..., r, 
if and only if 
det i/'~(s) = 0, 
where the matrix il"J(s) is obtained from the matrix F(s) = (Is -- A) by replacing 
its i-th column with the j - th column of the matrix B. 
Proof. Again let u,*(t) = [0,..., 0, uj(t), 0 "" 0] be an r-component input 
vector with the j - th element being equal to the j - th element of the vector 
u(t) and zeroes elsewhere (here uj(t) is usually some disturbance input; 
see also p. 7). Substituting u,*(t) into the Eq. (2), we get 
/~(t) = Ax(t) + Buj*(t) = Ax(t) + b4uj(t ). 
Taking the Laplace transform of the above expression, we can write 
(sI -- 2t) x(s) = b.,u~(s) + x(O), 
where the vector x(0) represents the initial conditions. Proceeding as in 
the proof of Theorem 1, we can solve for xl(s ) and obtain 
det *FJ(s) 




where CPJ(s) stands for the matrix/ '(s) = [sI -- A] with its i-th row replaced 
by the j-th column of the matrix B, and i_P~(°)(s) stands for the matrix _P(s) 
with its i-th row replaced by the vector x(0) representing the initial conditions. 
Since, in general, det/ '(s) :/= 0, it is clear that the necessary and sufficient 
condition that the component xi(t ) of the state vector x(t) would not be 
affected by the (disturbance) input us(t) is that det ~/'J(s) = 0 in the Eq. (6). 
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It is important o note that the statement "xi(t ) is invariant with respect 
to the input u~(t)" refers to the invariance of the steady state portion of the 
solution. The transient response depends, in general, on the initial conditions, 
and thus may depend indirectly also on the input %(t)[t,t0 ] for t < t o . This 
is clearly reflected in the Eq. (6). 
The necessary and sufficient conditions for selective invariance can also 
be expressed in terms of the controllability matrix as follows: 
COROLLARY 6. The linear time-invariant system Eq. (2) is selectively i-th 
state invariant with respect o the j - th input component (disturbance) uj(t) if 
and only if all elements of the i-th row of the matrix 
Qj = [b.ji Ab.~- ! - " !  An-lb.,], 
where b4 is the j - th column vector of the matrix B, are equal to zero. (The 
proof of the corollary is straightforward and is therefore omitted.) 
EXAMPLE. Consider the system 
[i°Yl [Y ~(t) = 1 x(t) + u(t). 0 
This system is xx(t ) invariant with respect o ul(t ) since 
det 1Fl(s) = det s - -  1 = 0. 
0 s 1 
It is also xs(t)-invariant with respect o the input u2(t ) since 
I S -- 1 0 i l  det 3F2(s) = det 0 s --  1 = 0. 0 0 
Using the criteria of the Corollary 6, we see that the first row of the matrix 
[ °il Q~ = [b., " Ab. 1 " A2b.1] = 2 1 
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has all zeroes as well as the third row of the matrix 
Q2 =- [b.2 "Ab.2" d2b.2] = 1 
0 
so that we have the same result applying either criterion, as was to be 
expected. 
The extension of the criteria of invariance to more than one component 
of the state vector is also simpler than in the case of control lability. It has 
been shown in the preceding sections that the control lability of individual 
components of the state or output vector does not imply that they are 
controllable simultaneously in some subspace Z of the statespace 27. But if 
the system Eq. (2) is selectively i-th state invariant and selectively j-th 
state invariant with regard to some input uk(t), then it is also true that 
the system is invariant in the subspace of 27 generated by the vectors 
[0,..., 0, xi(t), 0,..., 0] T and [0,..., 0, x~(t), 0,..., 0] r. This leads us to the 
following: 
THEOREM 7. The system is selectively state invariant in the subspace 
of the state space Z, if and only if it is selectively state invariant in all the 
components of the state vector x(t) which have nonzero projections in the 
subspace Z, or alternatively, if and only if the n × n matrix 
EkQ~ = [Ekb.j i E~db.~ ! "" i E~A"-lb.J], 
where E k is the projector of 27 on Z, is a zero matrix. 
Criteria for output invariance are derivable either directly from those 
of state invariance or by the methods paralleling the derivation of the latter. 
Therefore the proofs of the following theorem and its corollary are omitted. 
THEOREM 8. The system Eq. (2) is selectively i-th output invariant with 
respect to the j - th component of the input (disturbance) u(t), j = 1, 2 , . ,  r, 
if and only if 
L,~ det '_/'J(s) = 0 
k=l 
and 
gi~ ~ O~ 
where ~T~(s) is a matrix as defined on p. 9, g~ is the (i, j )-th element of the 
matrix G, and f~e is the (i, k)-th element of the matrix F. 
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COROLLARy 8. The system Eq. (2) is selectively i-th output invariant 
with respect o the j - th component of the input (disturbance) u(t), j = 1, 2,..., r, 
if and only if all elements of the i-th row of the p × (n + 1) matrix 
Ws = [Fb.s i FAb. j  i "'" i FA"- lbq i g-J] 
are equal to zero. Here b.~ is the j - th column vector of the matrix B and g.s 
is that of the matrix G. 
INTERIM COMMENTS 
In this paper, we have defined the concepts of and derived the necessary 
and sufficient conditions for selective control lability and selective invariance 
of linear dynamical time invariant systems. A set of variables (input, output, 
or state) of a dynamical system can now be defined as "noninteracting" 
if and only if each of the variables in the set is selectively invariant with 
respect o all other variables in the set. Otherwise it is interacting. Based 
on a systematic application of the criteria of selective controllability and 
invariance, a methodology is developed in part I I  of this paper for the (t) 
analysis of interacting dynamical systems and (2) design of dynamical 
systems with specified interaction or noninteraction characteristics. It will 
also be shown that the proposed analysis and synthesis method is very 
flexible and powerful and that it can be extended also to linear time-varying 
and nonlinear systems. 
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