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PHASE TRANSITIONS ON THE MARKOV AND LAGRANGE
DYNAMICAL SPECTRA
DAVI LIMA AND CARLOS GUSTAVO MOREIRA
Abstract. The Markov and Lagrange dynamical spectra were introduced by
Moreira and share several geometric and topological aspects with the classical
ones. However, some features of generic dynamical spectra associated to hy-
perbolic sets can be proved in the dynamical case and we do not know if they
are true in classical case.
They can be a good source of natural conjectures about the classical spec-
tra: it is natural to conjecture that some properties which hold for generic
dynamical spectra associated to hyperbolic maps also holds for the classical
Markov and Lagrange spectra.
In this paper, we show that, for generic dynamical spectra associated to
horseshoes, there are transition points a and a˜ in the Markov and Lagrange
spectra respectively, such that for any δ > 0, the intersection of the Markov
spectrum with (−∞, a−δ) has Hausdorff dimension smaller than one, while the
intersection of the Markov spectrum with (a, a + δ) has non-empty interior.
Similarly, the intersection of the Lagrange spectrum with (−∞, a˜ − δ) has
Hausdorff dimension smaller than one, while the intersection of the Lagrange
spectrum with (a˜, a˜ + δ) has non-empty interior. We give an open set of
examples where a 6= a˜ and we prove that, in the conservative case, generically,
a = a˜ and, for any δ > 0, the intersection of the Lagrange spectrum with
(a− δ, a) has Hausdorff dimension one.
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2 DAVI LIMA AND CARLOS GUSTAVO MOREIRA
1. Introduction
.
1.1. Classical Markov and Lagrange spectra from Number Theory. Reg-
ular Cantor sets on the real line play a fundamental role in dynamical systems and
notably in problems from Number Theory related to diophantine approximation.
They are defined by expansive maps and have some kind of self similarity property:
small parts of them are diffeomorphic to big parts with uniformly bounded distor-
tion. Some background on the regular Cantor sets with are relevant to our work
can be found in [3], [17], [15] and [13].
The classical Lagrange spectrum arises in number theory as the set of finite
best constants of irrational numbers when it is approximated by rational numbers.
Precisely, given any irrational number α we know by Dirichlet’s theorem that the
inequality, |α − p/q| < 1/q2, has infinitely many rational solutions p/q. Hurwitz
and Markov improved this result showing that
|α− p/q| < 1/(
√
5q2).
Meanwhile, for a fixed irrational α, better results can be expected. This leads
us to associate to each α its best constant of approximation (Lagrange value of α),
given by
k(α) = sup
{
k > 0;
∣∣∣∣α− pq
∣∣∣∣ < 1kq2 has infinitely many rational solution pq
}
= lim sup
p∈Z,q∈N,p,q→∞
|q(qα− p)|−1 ∈ R ∪ {∞}.
The Hurwitz-Markov’s theorem implies that k(α) ≥ √5. The set of irrational
numbers α such that k(α) <∞ has zero Lebesgue measure, but Hausdorff dimen-
sion 1. Consider the set
L = {k(α);α ∈ R−Q, k(α) <∞}.
The set L is known as the Lagrange spectrum. It is a closed subset of R and
Markov showed in [10] the
L ∩ (−∞, 3) = {k1 =
√
5 < k2 = 2
√
2 < k3 =
√
221
5
< ...},
where k2n ∈ Q for every n ∈ N and kn → 3 when n→∞ (for more properties of L,
cf. [CF 89]).
In 1947, M. Hall (cf. [6]) proved that for the regular Cantor set C(4) of real
numbers in [0, 1] for which they have coefficients 1, 2, 3, 4 in its continued fraction
expansion, we have
C(4) + C(4) = {x+ y;x, y ∈ C(4)} = [
√
2− 1, 4(
√
2− 1)].
We can write the continued fraction of α as α = [a0; a1, ...] and for each n ∈ N, we
put αn = [an; an+1, ...] and βn = [0; an−1, an−2, ..., a1]. Using elementary continued
fraction techniques it can be showed that
k(α) = lim sup
n→∞
(αn + βn).
With the above characterization of k(α) and from Hall’s results, it follows that
L ⊃ [6,+∞).
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In 1975, Freiman (cf. [3]) proved some difficult results on the arithmetic sums of
regular Cantor sets, related to continued fractions, and using them he showed that
the biggest interval contained in L is [c,+∞), where
c =
2221564096 + 283748
√
462
491993569
' 4, 52782956616...
There are several characterizations of L. We give one that will be useful for
dynamical generalizations. Throughout in this paper, we denote N = {1, 2, ...} the
set of natural numbers while N0 = N ∪ {0}.
Consider Σ = NZ and let σ : Σ → Σ be the shift map defined by σ((an)n∈Z) =
(an+1)n∈Z. If we define f : Σ→ R by
f((an)n∈Z) = α0 + β0 = [a0; a1, ...] + [0; a−1, a−2, ...],
then
L =
{
lim sup
n→∞
f(σn(θ)); θ ∈ Σ
}
.
In a similar way we can define the set
(1.1) M =
{
sup
n∈Z
f(σn(θ)); θ ∈ Σ
}
.
The set M is called Markov spectrum and it also has an arithmetical interpreta-
tion. In fact, if Q = {f(x, y) = ax2 + bxy+ cy2; f real indefinite and b2− 4ac = 1}
and m(f) = inf{|f(x, y)|; (x, y) ∈ Z2\{(0, 0)}} then (cf. [3])
M = {m(f)−1 <∞; f ∈ Q}.
Thanks to (1.1) we have that L ⊂M . During a long time it was believed that L =
M . In fact this is not true, Freiman showed that the number σ ≈ 3.118120178... is
in M but not in L ( cf. [3] ). Moreover L and M are closed sets. An important open
question related to Lagrange and Markov spectra is to know whether C(2) + C(2)
contains any interval. S. Astels (cf. [1]) showed using a method similar to local
thickness that C(2) + C(5) + Z = R.
C. G. Moreira showed in [11] that if we define d(t) = HD(L∩ (−∞, t)) then d(t)
is a continuous and surjective function from R onto [0, 1] and
(1.2) d(t) = HD(M ∩ (−∞, t))
where HD(A) is the Hausdorff dimension of a set A ⊂ R. Let a = inf{t ∈ R; d(t) =
1}. It follows from the results in [11] and the Bumby’s results in [2] that 3.33437... <
a <
√
12. In [11] Moreira ask the following question:
Question 1. Is it true that for every δ > 0
int(L ∩ (∞, a+ δ)) 6= ∅?(1.3)
In the same context we leave the following question:
Question 2. In the negative case for Question 1, what is the smallest δ > 0 for
which (1.3) holds?
We write C(N) = {x = [0; a1, a2, ...]; aj ≤ N, ∀ j ≥ 1}. Since HD(C(2)) > 0.53,
a positive answer for Question 1 implies that C(2) + C(2) contains an interval.
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1.2. Generalized Markov and Lagrange spectra from Dynamical Systems.
The above questions are closely related to Palis’ conjecture on the regular Cantor
sets. It says that, generically, the arithmetic difference of two regular Cantor sets
K and K ′,
K −K ′ = {x− y;x ∈ K, y ∈ K ′},
have zero Lebesgue measure or nonempty interior. In [15] Moreira and Yoccoz
proved a stronger version of this conjecture.
The characterization of L via (Σ, σ, f) admits a natural generalization in the
context of hyperbolic dynamics of surfaces. Throughout the text M denotes a
bidimensional surface.
Let ϕ : M →M be a C2 diffeomorphism of a surface M with a compact invariant
set Λ (for example a horseshoe) and let f : M → R be a continuous function. We
define for x ∈ M , the Lagrange value of x associated to f and ϕ as being
the number lf,ϕ(x) = lim supn→∞ f(ϕ
n(x)). Similarly, the Markov value of x
associated to f and ϕ is the number mf,ϕ(x) = supn∈Z f(ϕ
n(x)). The sets
Lf (Λ) = {lf,ϕ(x);x ∈ Λ}
and
Mf (Λ) = {mf,ϕ(x);x ∈ Λ}
are called Lagrange Spectrum of (f,Λ) and Markov Spectrum of (f,Λ).
In a similar way as the classical Lagrange and Markov spectra we can define two
real functions
(1.4) dLf (Λ)(t) = HD(Lf (Λ) ∩ (−∞, t))
and
(1.5) dMf (Λ)(t) = HD(Mf (Λ) ∩ (−∞, t)).
We leave the question
Question 3. When dLf (Λ)(t) = dMf (Λ)(t) and is it a continuous functions?
Cerqueira, Matheus and Moreira showed in [4] in the conservative case, i.e.,
which preserves a smooth measure, that dLf (Λ) = dMf (Λ) and it is a continuous
function. The other cases remains open.
Our main goal in this paper is to give a positive answer to question 1 for the
Markov and Lagrange spectra associated to generic hyperbolic dynamics.
Given f : M → R we define
Λt =
⋂
n∈Z
ϕn(Λ ∩ f−1(−∞, t]).
We can imagine Λt as the horseshoe under the viewpoint of f up the time t, but
Λt may not be a horseshoe. Each continuous function sees the horseshoe at time t
in its own way.
Given ϕ ∈ Diff2(M) with a horseshoe Λ, such thatHD(Λ) > 1 and f ∈ C1(M,R)
we put a = a(f, ϕ) = sup{t ∈ R;HD(Λt) < 1}.
Theorem A. Given ϕ ∈ Diff2(M) with a horseshoe Λ, HD(Λ) > 1 and k ≥ 1,
there are an open set U 3 ϕ and a residual set R ⊂ U such that for every ψ ∈ R
there is a Ck-residual subset Hψ ⊂ Ck(M,R) such that
Leb(Mf (Λψ) ∩ (−∞, a− δ)) = 0,
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but
int(Mf (Λψ) ∩ (−∞, a+ δ)) 6= ∅,
for all δ > 0, where a = a(f, ψ).
Corollary A. We have that
sup{t ∈ R;HD(Λt) < 1} = inf{t ∈ R; int(Mf (Λ) ∩ (−∞, t+ δ)) 6= ∅, δ > 0}.
In a similar way we have
Theorem B. Given ϕ ∈ Diff2(M) with a horseshoe Λ, HD(Λ) > 1 and k ≥ 1,
there are an open set U 3 ϕ and a residual set R ⊂ U such that for every ψ ∈ R
there are a Ck-residual subset Hψ ⊂ Ck(M,R) and a˜ := a˜(f, ψ) such that
Leb(Lf (Λψ) ∩ (−∞, a˜− δ)) = 0
but
int(Lf (Λψ) ∩ (−∞, a˜+ δ)) 6= ∅,
for all δ > 0, where a˜ = a˜(f, ψ).
From the above theorem we can ask the if a = a˜. To the answer this question
we have the following theorem.
Theorem C. There is a C2-diffeomorphism ϕ on the sphere, such that there are a
C2-open U 3 ϕ and an open and dense set U∗ ⊂ U such that a(f, ψ) < a˜(f, ψ) for
every ψ ∈ U∗ and for a C1-open set of f : S2 → R. In particular,
int(Mf (Λψ) \ Lf (Λψ)) 6= ∅.
Nevertheless we can say generically when a = a˜. Let Diff2∗(M) ⊂ Diff2(M) be
the set of C2-conservative diffeomorphisms on M . We have the following theorem:
Theorem D. Given ϕ ∈ Diff2∗(M) with a horseshoe Λ, HD(Λ) > 1 and k ≥ 2,
there are an open set Diff2∗(M) ⊃ U 3 ϕ and a residual set U∗∗ ⊂ U such that for
every ψ ∈ U∗∗ there is a Ck-residual subset Rψ ⊂ Ck(M,R) such that if f ∈ Rψ
then
Leb(Mf (Λψ) ∩ (−∞, a− δ)) = 0 = Leb(Lf (Λψ) ∩ (−∞, a− δ))
and
int(Lf (Λψ) ∩ (−∞, a+ δ)) 6= ∅ 6= int(Mf (Λψ) ∩ (−∞, a+ δ)).
for all δ > 0, where a = a(f, ψ) defined as above. Moreover,
HD(Mf (Λψ) ∩ (−∞, a))) = HD(Lf (Λψ) ∩ (−∞, a)) = 1.
In a similar way, we can define b(f, ϕ) = inf{t ∈ R;HD(Λt) > 0}. We also prove
the following theorem
Theorem E. If ϕ ∈ Diff2(M) has a horseshoe Λ, k ≥ 1, there is a residual set RΛ
in Ck(M,R) such that for every f ∈ RΛ
HD(Lf (Λ) ∩ (−∞, b+ δ)) > 0
and
HD(Mf (Λ) ∩ (−∞, b+ δ)) > 0,
for all δ > 0, where b = b(f, ϕ).
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We observe that, while the Theorem D is unknown to the classical Markov and
Lagrange spectra, the Theorem E is also true in the classical case (cf. [11]).
These results are close related to fractal geometry of horseshoe. We begin giving
some important results on the fractal geometry of regular Cantor sets and horse-
shoes which have relevance by yourself.
1.3. Organization of article. In section 2, we show that given a regular Can-
tor, set we can find, sufficiently close to it, another regular Cantor with different
Hausdorff dimension. We state in section 3, a similar result as the previous sec-
tion, about horseshoes and hyperbolic set of finite type. In section 4, we remember
known results on the Markov and Lagrange spectra and make some remarks which
derive on the previous results so that we can use them. In section 5, using the result
of the sections 3 and 4 we prove Theorem A. In Section 6, we prove Theorems B,
C and D. Finally, in section 7 we prove Theorem E.
2. Non-stability of the Hausdorff dimension of regular Cantor sets
In this section, we prove that given a regular Cantor set K, there is, for any
k ∈ N, Ck-arbitrarily close to it, another regular Cantor set with different Hausdorff
dimension. We begin recalling the definition of regular Cantor sets.
Definition 2.1. A set K ⊂ R is called a Cs-regular Cantor set, s ≥ 1, if there
exists a collection P = {I1, I2, ..., Ir} of compacts intervals and a Cs expanding
map ψ, defined in a neighbourhood of ∪1≤j≤rIj such that
(i) K ⊂ ∪1≤j≤rIj and ∪1≤j≤r∂Ij ⊂ K,
(ii) For every 1 ≤ j ≤ r we have that ψ(Ij) is the convex hull of a union of It’s,
for l sufficiently large ψl(K ∩ Ij) = K and
K =
⋂
n≥0
ψ−n(∪1≤j≤rIj).
We say that P is a Markov partition for K and we will write, when necessary,
(K,P, ψ) to understand that K is defined by P and ψ.
Remark 2.2. We gave a definition of regular Cantor set from [12]. There are al-
ternative definitions of regular Cantor sets. For instance, in [10] they defined as
follows:
Let A be a finite alphabet, B ⊂ A2, and Σ the subshift of finite type of AZ with
allowed transitions B which is topologically mixing, and such that every letter in A
occurs in Σ. An expanding map of type Σ is a map g with the following properties:
(1) the domain of g is a disjoint union unionsqBI(a, b), where, for each (a, b), I(a, b)
is a compact subinterval of I(a) := [0, 1]× a;
(2) for each (a, b) ∈ B, the restriction of g to I(a, b) is a smooth diffeomorphism
onto I(b) satisfying |Dg(t)| > 1, for all t.
The regular Cantor set associated to g is defined as the maximal invariant set
K =
⋂
n≥0
g−n (unionsqBI(a, b)) .
Remark 2.3. These two definitions are equivalent. On one hand, we may, in the
first definition take I(j) := Ij , for each 1 ≤ j ≤ r, and for each pair j, k such
that ψ(Ij) ⊃ Ik, take I(j, k) = Ij ∩ ψ−1(Ik). Conversely, in the second definition,
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we could consider an abstract line containing all intervals I(a) as subintervals, and
{I(a, b); (a, b) ∈ B} as the Markov partition. Moreover we write the data (A,B,Σ, g)
defining K.
The Markov partition P = {I1, I2, ..., Ir} and the map ψ define an r × r matrix
B = (bij)
r
i,j=1 by
bij =
{
1, if ψ(Ii) ⊃ Ij
0, if ψ(Ii) ∩ Ij = ∅
which encodes the combinatorial properties of K. To give B is equivalent to give
B. We put ΣB = {θ = (θ1, θ2, ...) ∈ {1, 2, ..., r}N; bθi,θi+1 = 1, ∀i ≥ 1} and
σ : ΣB → ΣB such that σ(θ) = θ˜, θ˜i = θi+1 we call the shift map. There is
a natural homeomorphism between the pairs (K,ψ) and (ΣB , σ). For each finite
word (a1, a2, ..., an) such that (ai, ai+1) ∈ B, 1 ≤ i ≤ n− 1, the intersection
Ia = Ia1 ∩ ψ−1(Ia2) ∩ ... ∩ ψ−(n−1)(Ian)
is a non-empty interval and by the mean-value theorem there is x ∈ Ia such that
diam(ψn−1(Ia)) = |(ψn−1)′(x)|diam(Ia),
but, since ψn−1(Ia) ⊂ Ian we have
diam(Ia) =
diam((ψn−1(Ia))
|(ψn−1)′(x)| ≤
diam(Ian)
|(ψn−1)′(x)|
which is exponentially small if n is large. Then, the map
h : Σ → K
θ 7→ ∩n≥1I(θ1,θ2,...,θn)
defines a homeomorphism between ΣB and K such that
h ◦ σ = ψ ◦ h.
We will denote Iˆa1,a2,...,ak the convex hull of intervals Ia1 ∪ Ia2 ∪ ...∪ Iak , where
aj = (aj1, a
j
2, ..., a
j
nj ), 1 ≤ j ≤ k, and aj is an admissible word, in the sense that if
aj = (aj1, ..., a
j
nj ) then (ai, ai+1) ∈ B for all 1 ≤ i ≤ nj − 1. We say that a regular
Cantor set is affine if ψ|Ij is affine and onto Iˆ1,r, the convex hull of I1, ..., Ir. Let
K be an affine regular Cantor set. We know that (cf. [17], pag. 71) if |ψ′|Ij | = λj
then the Hausdorff dimension of K is the only number d > 0 such that
r∑
j=1
λ−dj = 1.
Note that, in the case of affine regular Cantor sets, if we forget any non-extremal
interval of the Markov partition P, say J , we still have that P˜ = P − {J} is a
Markov partition of another regular Cantor set,
K˜ =
⋂
n≥0
ψ−n
⋃
I∈P˜
I
 .
The following example give us an idea of how to decrease the Hausdorff dimension
of a regular Cantor set.
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Example 2.4. Let (K,P, ψ) be an affine regular Cantor set. We suppose that
|ψ′|Ij | = λj . We know that the Hausdorff dimension of K is the number d such that
r∑
j=1
λ−dj = 1.
So, if we forget, for example, I2, the new regular Cantor set defined by P˜ =
{I1, I3, ..., Ir} has Hausdorff dimension d˜ such that
r∑
j=1,j 6=2
λ−d˜j = 1.
It follows that
∑r
j=1 λ
−d˜
j > 1 and therefore d > d˜, i.e., HD(K) > HD(K˜).
Recall that the pressure of ψ and a potential φ is given by
P (ψ, φ) = sup{hµ(ψ) +
∫
φ dµ;µ is an invariant measure}.(2.1)
Moreover, by the Ergodic Decomposition Theorem and the Jacobson’s theorem,
the last supremum can be taken on the ergodic invariant measure. We say that a
measure m is an equilibrium state if the supremum is attained it in (2.1). When
ψ is C1+α and the potential φ = −s log |ψ′|, we know that (cf. [18], pag. 203, thm
20.1, (2)) there exists an unique equilibrium measure and it is equivalent to the
d-dimensional Hausdorff measure, where d is the Hausdorff dimension of Cantor set
defined by ψ.
In the next lemma, we show that if K is a regular Cantor set and J is an interval
of the construction of K, i.e., there are m ∈ N and j ∈ {1, 2, ..., r} such that
J ∈ ψ−(m−1)(Ij), the Cantor set K˜ obtained by the omission of J has Hausdorff
dimension strictly smaller than the Hausdorff dimension of K. Precisely
Lemma 2.5. Given (K,P, ψ) a Cs-regular Cantor set, s > 1, we denote Pm the
set of connected components of ψ−(m−1)(Ij), 1 ≤ j ≤ r. If J ∈ ψ−(m−1)(Ij) for
some natural number m and some j ≤ r such that Pm−{J} is a Markov partition
of ψ, then the Cantor set
K˜ =
⋂
n≥0
ψ−nm
 ⋃
I∈Pm,I 6=J
I

satisfies HD(K˜) < HD(K).
Proof. Note that we can write (K,P, ψ) = (K,Pm, ψm), in the sense that
K =
⋂
n≥0
ψ−n
(⋃
I∈P
I
)
=
⋂
n≥0
ψ−mn
( ⋃
I∈Pm
I
)
.
So, to show the lemma is equivalent to show that if we forget some interval of P
then the Hausdorff dimension decreases.
Let d = HD(K) and md be the Hausdorff dimension of K and the d-dimensional
Hausdorff measure, respectively. We know that md(K) > 0 and there exists c > 0
such that, for all x ∈ K and 0 < r ≤ 1 (cf. [17], pag. 72, proposition 3),
c−1 ≤ md(Br(x) ∩K)
rd
≤ c.
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Moreover, if µ denotes the unique equilibrium measure corresponding to the Ho¨lder
continuous potential −s log |ψ′|, we have that md is equivalent to µ (cf. [18], pag.
203).
By uniqueness, µ is an ergodic invariant measure for ψ. Consider for x ∈ K
τ(Il ∩K;x) = lim
n→∞
#{0 ≤ j ≤ n− 1;ψj(x) ∈ Il ∩K}
n
.
From the Birkhoff’s Ergodic Theorem, τ(Il ∩K;x) = µ(Il ∩K) for µ-almost every
x ∈ K. Take y ∈ Il∩K and I˜ ⊂ Il any interval centred in y. Note that µ(Il∩K) > 0
because
md(Il ∩K) ≥ md(I˜ ∩K) ≥ c
−1
2d
|I˜|d > 0.
This implies that the set of points which never visit Il has measure zero. Note that
this set contains
K˜ =
⋂
n≥0
ψ−n(I1 ∪ ... ∪ Il−1 ∪ Il+1 ∪ ... ∪ Ir).
Since µ is equivalent to md, we have md(K˜) = 0. On the other hand, if d = HD(K˜)
we would have md(K˜) > 0. So HD(K˜) < d = HD(K).

Definition 2.6. For a ∈ A, consider B(a) = {b ∈ A; (a, b) ∈ B}. The degree of a
is defined by deg(a) = #B(a), as the number of elements b ∈ A such that (a, b) ∈ B.
In other words, deg(a) represents the number of intervals that are visited by the
interval Ia. In particular, ψ(Ia) is the convex hull of deg(a) intervals. In a similar
way, if a = (a1, ..., an) ∈ Bn we define deg(a) := deg(an).
Definition 2.7. We say that a Markov partition P has the interior property (IP) if
there exists an interval I ∈ P such that for every J ∈ P with the following property:
(2.2) If ψ(J) ⊃ I then int(ψ(J)) ⊃ I,
where int (A) denotes the interior of a set A.
Example 2.8. Let P = {I1, I2, I3} be a Markov partition of a regular Cantor
set K, defined by an expanding map ψ satisfying ψ(I1) = Iˆ1,2, ψ(I2) = Iˆ2,3 and
ψ(I3) = I1. Thus, A = {1, 2, 3} and B = {(1, 1), (1, 2), (2, 2), (2, 3), (3, 1)}. Note
that ψ(I1) ⊃ I2, but int(ψ(I1)) ∩ int(I2) = int(I2). Then P does not has (IP).
In the above example we note that deg(a) ≤ 2 for all a ∈ A. We shall see below
when there is a word a with deg(a) = 3, easily we can to obtain a refinement P˜ of
P such that P˜ has (IP ).
Example 2.9. Let P = {I1, I2, I3} be a Markov partition of a regular Cantor setK,
defined by an expanding map ψ satisfying ψ(I1) = Iˆ1,2,3, ψ(I2) = Iˆ2,3 and ψ(I3) =
I1, |I3| < |I1|,. So A = {1, 2, 3} and B = {(1, 1), (1, 2), (1, 3), (2, 2), (2, 3), (3, 1)}.
Now, we consider P˜ = {I11, I12, I13, I2, I3}. Hence, in a similar way as the above
example, we have that P˜ is a Markov partition. Observe that deg(1) = 3 and
I12 ⊂ int(I1).
Since for every J ∈ P˜ we have ψ(J) = Ia for some a ∈ A, it follows that
ψ(J) ⊃ I12 ⇒ int(ψ(J)) ⊃ I12.
In this present case we have that P˜ has (IP ).
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Lemma 2.10. If (K,P, ψ) is a Cs-regular Cantor set such that either there is j
with deg(j) ≥ 3 or deg(j) = 2 for every j then there exists a Markov partition
P˜ ≺ P for ψ determining K such that P˜ has (IP ).
Proof. We begin supposing that there is j ∈ A such that deg(j) ≥ 3. Thus, there
is l(j) such that int(Ij) ⊃ Ijl(j).
Figure 1. arrangement of intervals
Consider P˜ = (P−{Ij})∪(∪b∈B(j)Ijb). It is easy to see that P˜ is a Markov partition
to ψ. If b 6= j then ψ(Ijb) = Ib and Ib ∈ P˜, because b 6= j . If j ∈ B(j) = {l1, ..., ls}
then ψ(Ijj) = Ij = Iˆjl1,...jls . For every Ia ∈ P˜ with Ia ∈ P, the convex hull does
not change, so ψ(Ia) is the convex hull of elements in P˜ because if ψ(Ia) ⊃ Ij then
we use that Ij = Iˆjl1,...,jls . Moreover, if ψ(Ia) ⊃ Ijl(j) then int(ψ(Ia)) ⊃ Ijl(j),
because ψ(Ia) ∩ Ijl(j) 6= ∅ implies that ψ(Ia) ∩ Ij 6= ∅ and so ψ(Ia) ⊃ Ij . But
int(Ij) ⊃ Ijl(j), thus P˜ is the Markov partition in the statement with I = Ijl(j).
Next we suppose that deg(j) = 2 for every j ≤ #P. In particular, deg(1) = 2
and there are a and b such that Iˆ1`1,1`2 = I1. There is no loss of generality suppose
that `2 6= 1. Since deg(`2) = 2 there are a, b such that Iˆ1`2a,1`2b = I1`2 and there
are c, d such that Iˆ1`2bc,1`2bd = I1`2b, see figure 2.
I1
I1`1 I1`2
I1`2a I1`2b
I1`2bc I1`2bd
I`2
I`2a I`2b
I`2bc I`2bd
Ib
Ibc Ibd
Figure 2. Configuration of the intervals in the preserving orien-
tation case
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Consider
P˜ = (P \ {I1, I`2 , Ib}) ∪ {I1`2bc, I1`2bd, I1`2a, I`2bc, I`2bd, I1`1 , I`2a, Ibc, Ibd}.
Then P˜ is the Markov partition of the statement and I := I1`2bc is the interval such
that if ψ(J) ⊃ I then int(ψ(J)) ⊃ I. 
Remark 2.11. Thanks the lemma 2.10 if we forget I, that is, if we consider P0 =
P − {I}, then P0 is still a Markov partition of ψ, and thanks the lemma (2.5) the
Cantor set
K0 =
⋂
n≥0
ψ−n
( ⋃
J∈P0
J
)
has Hausdorff dimension strictly smaller than K.
Remark 2.12. Note that the property of the above lemma is a C0-open property.
We use this one in the next section.
Next, we define when two regular Cantor sets, K and K ′ are Cs-close.
Definition 2.13. Given a Cs, s ≥ 1, regular Cantor set, K, with a Markov parti-
tion P, we say that another Cs regular Cantor set, K ′, with a Markov partition P ′,
is Cs close to K if #P = #P ′, the extremal points of any element Pi ∈ P is close
to the extremal points of P ′i ∈ P ′ and maps ψ and ψ′ are close in the Cs topology.
Example 2.14. Consider the intervals I1, I2, I3, I4 such that |I1| < |I3|, |I2| <
|I3| < |i4|. Let ψ : I1 ∪ I2 ∪ I3 ∪ I4 → Iˆ1,4 such that ψ(I1) = I3, ψ(I2) = I3,
ψ(I3) = i4 and ψ(I4) = Iˆ1,4 in the affine and increasing way. Therefore ψ
′ > 1. We
have deg(1) = deg(2) = deg(3) = 1 and deg(4) = 4. We define
T (ψ) : I1 ∪ I2 ∪ I3 ∪ I4 → Iˆ1,4
by
(2.3) T (ψ)|I1 = ψ3 = ψ|I4 ◦ ψ|I3 ◦ ψ|I1
(2.4) T (ψ)|I2 = ψ3 = ψ|I4 ◦ ψ|I3 ◦ ψ|I2
(2.5) T (ψ)|I1 = ψ3 = ψ|I4 ◦ ψ|I3 ◦ ψ|I1
(2.6) T (ψ)|I3 = ψ2 = ψ|I4 ◦ ψ|I3
(2.7) T (ψ)|I4 = ψ = ψ|I4 .
Note that by definition T (ψ)|Ij (Ij) = Iˆ1,4 and deg(j) = 4 for every j ∈ {1, 2, 3, 4}.
We also have T (ψ)′ > 1. Consider
K =
⋂
n≥0
ψ−n(I1 ∪ I2 ∪ I3 ∪ I4) and K˜ =
⋂
n≥0
T (ψ)−n(I1 ∪ I2 ∪ I3 ∪ I4).
Claim. K = K˜.
Note that x ∈ K if and only if ψn(x) ∈ I1 ∪ I2 ∪ I3 ∪ I4. While x ∈ K˜ if and
only if T (ψ)n ∈ I1 ∪ I2 ∪ I3 ∪ I4. Then, it follows from the definition of T (ψ) that
K ⊂ K˜.
On the other hand, take x ∈ K˜.
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(i) If x ∈ I1 ∪ I2 then for i = 1 or 2 we have
T (ψ)(x) = ψ|I4 ◦ ψ|I3 ◦ ψ|Ii(x) ∈ I1 ∪ I2 ∪ I3 ∪ I4.
That is,
ψ(x) = ψ|Ii(x) ∈ (ψ|I3)−1 ◦ (ψ|I4)−1(I1 ∪ I2 ∪ I3 ∪ i4) = (ψ|I3)−1(I4) = I3.
In particular, ψ2(x) = ψ|I3 ◦ ψ|Ii(x) ∈ I4. By definition,
ψ3(x) = T (ψ)(x) ∈ I1 ∪ I2 ∪ I3 ∪ I4.
Following the above argument, ψn(x) ∈ I1 ∪ I2 ∪ I3 ∪ I4 for all n ≥ 0.
(ii) If x ∈ I3 then T (ψ)(x) = ψ2(x) = ψ|I4 ◦ ψ|I3(x) ∈ I1 ∪ I2 ∪ I3 ∪ I4. In
particular,
ψ(x) = ψ|I3(x) ∈ (ψ|I4)−1(I1 ∪ I2 ∪ I3 ∪ i4) = I4.
(iii) If x ∈ I4 then T (ψ)(x) = ψ(x) ∈ I1 ∪ I2 ∪ I3 ∪ I4.
By (i), (ii) and (iii), ψn(x) ∈ I1 ∪ I2 ∪ I3 ∪ I4 for all n ≥ 0. That is, x ∈ K. This
proves the claim.
Next, we take φ˜ : I˜1 ∪ I˜2 ∪ I˜3 ∪ I˜4 → ˆ˜I1,4 close to T (ψ) in the Cs topology
and such that the extremal points of Ij are close to the extremal point of Ij . In
particular, K ∼ Kφ˜ in the Cs topology. Let Ji = Ii ∩ I˜i. We want to find φ ∼ ψ
in the Cs topology such that T (φ) = φ˜. An algorithm to do that is the following.
First of all, we know that T (ψ)|I4 = ψ|I4 . By hypotesis, ψ|J4 ∼ φ˜|J4 . Then, we
put, φ|I˜4 = φ˜|I˜4 . In the following step we look for T (ψ)|I3 = ψ|I4 ◦ ψ|I3 . Since
T (ψ)|J3 ∼ φ˜|J3 , that is, ψ|J4 ◦ ψ|J3 ∼ φ˜|J3 , in particular, ψ|J3 ∼ (φ˜|J4)−1 ◦ φ˜|J3 we
put φ|I˜3 = (φ˜|I˜4)−1 ◦ φ˜|I˜3 . The other two step are clear. For i = 1, 2 we begin with
T (ψ)|Ii = ψ|I4 ◦ψ|I3 ◦ψ|Ii ∼ φ˜|Ji . Then, ψ|I3 ◦ψ|Ii ∼ (φ˜|I˜4)−1 ◦ φ˜|Ji . But, we know
that ψ|J3 ∼ (φ˜|J4)−1 ◦ φ˜|J3 . This implies that
(φ˜|J4)−1 ◦ φ˜|J3 ◦ ψ|Ii ∼ ψ|I3 ◦ ψ|Ii ∼ (φ˜|I˜4)−1 ◦ φ˜|Ji .
That is, φ|I˜i := (φ˜|I˜3)−1 ◦ φ˜|I˜i ∼ ψ|Ii . By construction we have that T (φ) = φ˜.
Following the above example we can prove the Lemma below. Since the proof
follows the same ideas as the above example but more longer, we omit here.
Lemma 2.15. Fix ψ : I1 ∪ ... ∪ Ir → Iˆ1,r such that ψ defines a Cs regular Cantor
set K such that deg(j) ≤ 2. For j ≤ r consider
mj = min{n;ψn(Ij)cover two intervals of P}.
We define T (ψ) by T (ψ)|Ij = ψmj . Then Kψ = KT (ψ). Moreover, If φ˜ is C s˜ close
to T (ψ) then there is φ such that φ is C s˜ close to ψ and T (φ) = φ˜.
The Lemmas 2.10 and 2.15 we can assume that our dynamics has a Markov
partition with the Interior Property.
We remember that if we have a regular Cantor set K with a Markov partition
P = {P1, ..., Pr} we can define Pn as being the connected component of ψ−(n−1)(Ij),
1 ≤ j ≤ r. Moreover, if we write
λn,P = inf
x∈P
|(ψn)′(x)|, P ∈ Pn
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and define βn implicitly by ∑
P∈Pn
λ−βnn,P = 1
then βn ≥ HD(K) for all n ∈ N and
(2.8) lim
n→∞βn = HD(K).
see [17] pp 68-71.
Proposition 1. Given any Cω-regular Cantor set (K,P, ψ) there exist Ck-arbitrarily
close to it, k ∈ N, another Cω-regular Cantor set (K˜, P˜, ψ˜) with
HD(K˜) 6= HD(K).
Proof. By Lemma 2.10 we can suppose that P has the (IP ). Let Il = [al, bl] be
the set of P as the above lemma. For λ ∈ (0, 1) let us define, bλl = (1− λ)al + λbl,
Iλl = [al, b
λ
l ], hλ : I
λ
l → Il, by hλ(x) =
x− (1− λ)al
λ
and ψλ in the following way:
ψλ(x) =
{
ψ(hλ(x)), if x ∈ Iλl
ψ(x), otherwise
Note that ψλ(al) = ψ(al) and ψλ(b
λ
l ) = ψ(bl) and therefore ψλ(I
λ
l ) = ψ(Il). It
follows that ψλ(J) = ψ(J) for every J ∈ P. Moreover, |ψ′λ| > 1λ |ψ′| on Iλl . In
particular, inf |ψ′λ| → +∞ when λ → 0. Consider Pλ = (P − {Il}) ∪ {Iλl }. We
claim that Pλ is a Markov partition to ψλ. We need only to prove that ψλ(Is) is
the convex hull of a union of It’s. Let S be the set of index such that if s ∈ S then
ψ(Is) ⊃ Il. If s /∈ S then ψλ(Is) = ψ(Is) is the convex hull of intervals distinct
from Iλl . If s ∈ S then
ψλ(Is) = ψ(Is) = Iˆ ,
where I = Ij1 ∪ ... ∪ Il ∪ ... ∪ Ijp and Iˆ is the convex hull of I. If we set Ia < Ib iff
for every x ∈ Ia and for every y ∈ Ib we have x < y, so Il cannot be an extremal,
because it is contained in the interior of any ψ(J) that contains it. So
ψλ(Is) = ψ(Is) = Iˆ
λ,
where Iλ = Ij1 ∪ ...∪ Iλl ∪ ...∪ Ijp . Thus, for any Is ∈ Pλ we have that ψλ(Is) is the
convex hull of intervals in Pλ. We write Pλ = {Iλ1 , ..., Iλl , ..., Iλr }, where Iλj = Ij if
j 6= l and Iλl = [al, bλl ]. We showed above that ψλ(Iλj ) = ψ(Ij) for j ∈ {1, 2, ..., r}.
Thus, if k 6= l we have
ψλ(I
λ
j ) ⊃ Iλk ⇔ ψ(Ij) ⊃ Ik.
If k = l, ψ(Ij) ⊃ Il implies ψλ(Iλj ) ⊃ Il ⊃ Iλl . Conversely, ψλ(Iλj ) ⊃ Iλl implies that
ψ(Ij) ⊃ Iλl and then ψ(Ij) ∩ Il 6= ∅, so ψ(Ij) ⊃ Il. Thus, if we write
Kλ =
⋂
−n≥0
ψnλ(I1 ∪ ... ∪ Iλl ∪ ...Ir),
Kλ have the same combinatorics for λ ∈ (0, 1].
Let Bn = {a = (a0, a1, ..., an−1); (ai, ai+1) ∈ B,∀i ∈ {0, 1, ..., n − 2}} be the
set of admissible words of length n. Given 0 ≤ j ≤ n − 1 and k ∈ A we denote
Bn(j, k) = {a ∈ Bn; aj = k} and Bn(k) = ∪0≤j≤n−1Bn(j, k). We observe that
Bn(l)c is the set of admissible words of length n associated to K0, where K0 is the
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regular Cantor set obtained by forgetting Il. Suppose that dλ 6= dµ for some λ 6= µ.
Since the map (λ, x) 7→ ψλ(x) is analytic, by Ruelle (cf. [20], Corollary 3), the map
λ 7→ HD(Kλ) is also analytic. Since analytic functions cannot be locally constant
we have that arbitrarily close to 1 there exists Kλ such that HD(Kλ) 6= HD(K).
Suppose, by contradiction that λ 7→ dλ is a constant map, we set dλ = a, λ ∈ (0, 1].
If b = (b0, ..., bn−1) ∈ Bn(j, l) and x ∈ Ib, from the chain rule, we have
|(ψnλ)′|Ib(x)| = |(ψn−j−1λ )′(ψj+1λ (x))||(ψλ)′(ψjλ(x))||(ψjλ)′(x)|.
Since ψjλ(Ib) ⊂ Iλbj ...bn−1 ⊂ Iλl if j < n− 1, we have
λn,b ≥ inf |(ψn−j−1λ )′|ψj+1λ (Ib)| inf |(ψ
′
λ)|Iλl | inf |(ψ
j
λ)
′
|Iλb |.(2.9)
The same holds if j = n−1, without the first factor, here λn,b = inf |(ψnλ)′|Ib |. From
(2.9) we have that λ−dn,b → 0 if λ→ 0 for every d > 0 and n ∈ N. Since dλ = a and
dλ > d0 > 0 ( Note that d0 > 0 because K0 is a regular Cantor set ) we have a > 0.
Let us define βλn as the only real number such that
(2.10) 1 =
∑
b∈Bn
λ
−βλn
n,b .
It follows from (2.10) and a = dλ ≤ βλn that
(2.11) 1 ≤
∑
b∈Bn
λ−an,b
Since Bn = Bn(l) ∪ Bn(l)c, (2.11) can be written by
(2.12) 1 ≤
∑
b∈Bn(l)
λ−an,b +
∑
b∈Bn(l)c
λ−an,b.
Thus, since λ−an,b → 0 when λ→ 0 we have that the first parcel in the sum in (2.12)
goes to zero when λ→ 0. This implies that
(2.13)
∑
b∈Bn(l)c
λ−an,b ≥ 1.
If we define β0n in the same way as β
λ
n, we see that β
0
n ≥ a. However, Bn(l)c is the
set of admissible words of length n associate to K0 and then we have
d0 = lim
n→∞β
0
n ≥ a = dλ > d0,
contradiction. Thus, the map λ 7→ dλ is not a constant map. Then there is λ
arbitrarily close to 1 such that HD(Kλ) 6= HD(K). Moreover, given k ∈ N for
every λ sufficiently close to 0 we have thatKλ is C
k-arbitrarily close toK. Therefore
HD(Kλ) 6= HD(K) for some λ sufficiently close to 0. 
Corollary 1. Given a ∈ (0, 1), the set U = {K ∈ K;HD(K) 6= a} of regular
Cantor sets is an open and dense set.
Proof. Since the map K 7→ HD(K) is a continuous function, U is an open set.
Since the analytic Cantor sets are dense, we can suppose that we have an analytic
Cantor set K such that HD(K) = a. By the proposition 1 we can find another
analytic Cantor set with HD(K) 6= a. This conclude the proof. 
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3. Non-stability of the Hausdorff dimension of horseshoes
Let ϕ : M →M be a C2-diffeomorphism of a surface with a horseshoe Λ. Next,
following [17] let us fix a geometrical Markov partition {Pa}a∈A with sufficiently
small diameter consisting of rectangles Pa ∼ Isa × Iua delimited by compact pieces
Isa, I
u
a , of stable and unstable manifolds of certain points of Λ. We can define
a subset B ⊂ A2 of admissible transitions as the subset of pairs (a, b) such that
ϕ(Pa) ∩ Pb 6= ∅. In this way there is an homeomorphism Π : Λ→ ΣB such that
Π(ϕ(x)) = σ(Π(x)).
Next, fix p ∈ Λ a saddle fixed point. Consider the regular Cantor sets Ks =
W s(p) ∩ Λ and Ku = Wu(p) ∩ Λ (cf. [17], p. 54). We can define Ks and Ku as
follows:
We define gs and gu in the following way: If y ∈ Ra1 ∩ ϕ(Ra0) we put
gs(pi
u
a1(y)) = pi
u
a0(ϕ
−1(y)).
and if z ∈ Ra0 ∩ ϕ−1(Ra1) we put
gu(pi
s
a0(z)) = pi
s
a1(ϕ(z)).
We have that gs and gu are C
1+ expanding maps of type ΣB defining Ks and Ku
in the sense that
(i) The domains of gs and gu are disjoint unions⊔
(a0,a1)∈B
Is(a1, a0) and
⊔
(a0,a1)∈B
Iu(a0, a1),
where Is(a1, a0), resp. I
u(a0, a1), are compact subintervals of I
s
a1 , resp.
Iua0 ;
(ii) For each (a0, a1) ∈ B, the restrictions gs|Is(a1,a0) and gu||Iu(a0,a1) are C1+
diffeomorphisms onto Isa0 and I
u
a1 with |Dgs(t)|, |Dgu(t)| > 1, for all t ∈
Is(a1, a0), t ∈ Iu(a0, a1) (for appropriate choices of the parametrization of
Isa and I
u
a );
(iii) Ks and Ku satisfies
Ks =
⋂
n≥0
g−ns
 ⊔
(a0,a1)∈B
Is(a1, a0)
 Ku = ⋂
n≥0
g−nu
 ⊔
(a0,a1)∈B
Iu(a0, a1)
 .
This definition is in accordance with the remark 2.2.
The stable and unstable Cantor sets, Ks and Ku, respectively, are closely related
to the fractal geometry of the horseshoe Λ; for instance, it is well-known that
(3.1) HD(Λ) = HD(Ks) +HD(Ku)
Fix a Markov partition P = {Pa}a∈A. Given an admissible finite sequence
θ = (a1, ..., an) ∈ An (i.e., (ai, ai + 1) ∈ B) for all 1 ≤ i < n, we define
Iu(θ) = {x ∈ Ku; giu(x) ∈ Iu(ai, ai+1), i = 1, 2, ..., n− 1}.
Moreover, in a similar way
Is(θt) = {y ∈ Ks; gis(y) ∈ Is(ai, ai−1), i = 2, ..., n}.
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We recall that a Markov partition of Λ for ϕ is a finite collection P = {P1, P2, ..., Pk}
of boxes, i.e., diffeomorphic images of the squareQ = [−1, 1], say P1 = f1(Q), ..., Pk =
fk(Q) such that
(i) Λ ⊂ P1 ∪ ... ∪ Pk
(ii) int(Pi)∩intPj = ∅ if i 6= j.
(iii) ϕ(∂sPi) ⊂
⋃
j ∂sPj and ϕ
−1(∂uPi) ⊂
⋃
j ∂uPj .
(iv) There is a positive integer n such that ϕn(Pi)∩Pj 6= ∅, for all 1 ≤ i, j ≤ k.
We remark that we can obtain Markov partitions with similar properties as the
lemma (2.10). We have the following theorem about Markov partitions useful for
us in many results (cf. [17], pag. 172, theorem 2). We shall use the next theorem
many times
Theorem 3.1. If Λ is a horseshoe associated to a C2-diffeomorphism ϕ, then there
are Markov partitions for Λ with arbitrarily small diameter.
3.1. Hyperbolic sets of finite type. Given a Horseshoe Λ we know that there is a
complete subshift of finite type Σ(B) and a homeomorphism Π : Λ→ Σ(B) such that
ϕ◦Π = Π◦σ as explained above. We write Bn = {γ = (a0, a1, ..., an); (ai, ai+1) ∈ B}
and B∞ = unionsqn≥0Bn. If γ1, γ2 ∈ B∞ the concatenation of γ1 = (a11, ..., a1m1) and
γ2 = (a21, ..., a
2
m2) is γ
1γ2 and it is defined if (a1m1 , a
2
1) ∈ B. In this case, γ1γ2 is
admissible.
Let X = {γ1, γ2, ..., γn} with γi admissible finite word. We write γi → γj iff
γiγj is admissible and γi ∼ γj iff γi → γj and γj → γi.
Definition 3.2 (Hyperbolic set of finite type). The pre-image Λ˜ of
Σ(X) = {θ = (βi)i∈Z;βi ∈ X}
by Π will be called a hyperbolic set of finite type.
By definition, hyperbolic sets of finite type have local product sttucture.
Definition 3.3. A hyperbolic set of finite type, Λ˜, is called a subhorseshoe of Λ
if ϕ|Λ˜ is transitive. If Λ˜ is a periodic orbit it will be call of trivial.
Definition 3.4. We call an word γi ∈ X of transient if γi it is not related to
itself.
A relation class determines a submatrix of B. The submatrix is composed of all
bγi,γj with [γ
i] = [γj ]. This submatrix is called an irreducible component of B.
It follows from Theorem 1.3.10 of [9] that there is a permutation matrix C such
that
C−1BC =

B1 ∗ ∗ ... ∗
0 B2 ∗ ... ∗
0 0 B3 ... ∗
. . . ... .
. . . ... .
. . . ... .
0 0 0 ... Bm

where Bi is either a nonnegative, square, irreducible matrix corresponding an irre-
ducible component of B or the one by one matrix [0] corresponding to a transient
state.
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Using the homeomorphism Π : Λ → ΣB for any hyperbolic set of finite type Λ˜
there is a submatrix B˜ of B such that ϕ|Λ˜ ∼ σ|ΣB˜ . Following what was said above
there are B˜i irreducible components such that the preimage of Π of the associated
sub-shifts ΣB˜i are subhorseshoes.
Proposition 2. Let Λ˜ be a hyperbolic set of finite type. For x ∈ Λ˜ we have
(i) There are subhorseshoes Λ1 and Λ2 such that α(x) ⊂ Λ1 and ω(x) ⊂ Λ2.
(ii) x is nonwandering if and only if x is in a subhorseshoe Λ′.
(iii) x is nonwandering if and only if there is a subhorseshoe Λ′ such that
α(x) ∪ w(x) ⊂ Λ′.
Proof. This is the observation 5.1.2 from [9]. 
By the Proposition 2, if x ∈ Λ˜ is wandering then there are subhorseshoes Λ1 6= Λ2
such that α(x) ⊂ Λ1 and ω(x) ⊂ Λ2.
Definition 3.5. Any set Λ¯ for which there are subhorshoes Λ1 and Λ2 such that
Λ¯ = ∪{x ∈ Λ˜;α(x) ⊂ Λ1 and ω(x) ⊂ Λ2}
will be called a transient set or transient component of Λ˜.
Remark 3.6. It follows from the above description that any hyperbolic set of finite
type can be written as
Λ˜ =
k⋃
i=1
Λ˜i,
where it is possible that some Λ˜j are periodic orbits, horseshoes or transient sets.
Remark 3.7. Note that there are only countably many hyperbolic set of finite type
of Λ. In fact, each Markov partition has only finitely many elements and therefore
the number of boxes in all the Markov partition is countable.
Note that if Λ¯ = ∪{x ∈ Λ˜;α(x) ⊂ Λ1 and ω(x) ⊂ Λ2} then
(3.2) HD(Λ¯) = HD(Ks(Λ1)) +HD(K
u(Λ2)),
where Ks(Λ1) is the stable Cantor set associated to Λ1 and K
u(Λ2) is the unstable
Cantor set associated to Λ2.
3.2. Fractal Geometry of Hyperbolic sets of finite type. Recall that every
C1-manifold has a Cω-subatlas, so without loss of generality we assume, from now
on, M is a real analytic surface. We want to use the above results about regular
Cantor sets on the real line for Ks and Ku to show the following proposition
Proposition 3. Let ϕ : M →M be a C2-diffeomorphism with a horseshoe Λϕ and
HD(Λϕ) ≥ b > 0. There is a C2-open set U 3 ϕ and a residual set R ⊂ U such
that for ψ ∈ R with a horseshoe Λψ, continuation of Λϕ, every hyperbolic set of
finite type Λ˜ψ is such that
HD(Λ˜ψ) 6= b.
Remark 3.8. Note that if HD(Λ) < b the statement is trivial and it is true over the
open set U . Moreover, U is an open set where we have hyperbolic continuation.
Next, we give a simple but central lemma for our goal.
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Lemma 3.9. If we have Cs maps ϕ : M → M and ψ : M → M , such that when
restrict to an open set U ⊂ M are Cr maps, 1 ≤ s ≤ r ≤ ω and they are C1-
sufficiently close over this one, then there is a Cr-isotopy H : U × [0, 1]→M such
that H(x, 0) = (ϕ|U)(x) and H(x, 1) = (ψ|U)(x). Moreover H(·, t) : U → M is
C1-close to ϕ|U for all t ∈ [0, 1].
Proof. Let δ > 0 be the injectivity radius of M . Then, if ϕ and ψ are δ-C1-close
then for every x ∈ U there exists v(x) ∈ Tϕ(x)M such that expϕ(x)(v(x)) = ψ(x).
Since expp is a C
r diffeomorphism of B
TpM
δ (0p) on B
M
δ (p) and v is defined implicitly
by Cr functions, over U , we have that the map H : U × [0, 1]→M defined by
H(x, t) = expϕ(x)(tv(x))
is a Cr path between ϕ and ψ as the statement 
Remark 3.10. Using generating functions we can obtain the same statement adding
that if ϕ and ψ are conservative then we can find a Cr-isotopy which is conservative
for every t.
We shall use the following version of a result due to Mark Pollicott:
Theorem 3.11. Let ϕµ : M → M be a family of C1-diffeomorphisms of M ,
where (µ, x) 7→ (ϕµ|U)(x) is Cω, µ ∈ (−δ, δ) and such that Λ0 =
⋂
n∈Z ϕ
n
0 (U) is a
horseshoe for ϕ0 and Λµ denote the hyperbolic continuation of Λ0 associated to ϕµ.
Then,
µ 7→ HD(Λµ)
is an analytic function.
Proof. We observe that by the basic structural stability theorem for Axiom A dif-
feomorphisms there is a natural bijection between the periodic points of ϕ0 and ϕµ.
Moreover, the map µ 7→ pµ the hyperbolic continuation of periodic points is Cω,
because ϕµ|U is analytic. The claim follows from lemmas 9 and 10 in [19]. 
In fact, if we call Ks,uµ the stable and unstable Cantor sets associated to Λµ then
ds,u(µ) = HD(K
s,u
µ ) are analytical functions. This follows from the proof of the
above Theorem in [19].
Lemma 3.12. If Λϕ is a horseshoe associated to a C
ω-diffeomorphism ϕ, with
HD(Λϕ) = b. Then, there is a C
2- diffeomorphism ϕˆ, C2-close to ϕ, such that
HD(Λϕˆ) 6= b, where Λϕˆ is the hyperbolic continuation of Λϕ.
Proof. Let ϕ : M → M be a Cω-diffeomorphism of a compact connected surface
with a horseshoe Λϕ. The foliations of Λ may be only C
1+. We know that there
is a Markov partition of Λϕ such that in each piece Pi of the partition P, in C1
coordinates given by stable and unstable foliations, the diffeomorphism has the form
ϕ(x, y) = (fi(x), gi(y)) at Pi ∈ P. Taking a fixed point p ∈ Λ and consider the
stable regular Cantor set Ks = W sϕ(p) ∩ Λ. We know that Ks is a regular Cantor
set. We can suppose that its Markov partition has the interior property (IP ) as in
the lemma 2.10. Now, we replace the foliations by Cω foliations, C1-close to the
previous ones, and change the diffeomorphism in order to have the new invariant
foliations in a neighbourhood of the horseshoe, defining it by the Cω formulas
ϕ˜(x, y) = (f˜i(x), g˜i(y)) in the pieces P˜i, where ϕ˜ is C
1-close to ϕ (cf. [12]). As
we observe in the remark 2.12 the Markov partition associated to now Cω-regular
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Cantor set K˜s = W sϕ˜(p˜) ∩ Λϕ˜, also has the property in the Lemma 2.10, where
(p˜, Λ˜) are the hyperbolic continuation of (p,Λ), p˜ ∈ Λ˜. By the proposition 1 there
is a Cw map fˆi, C
2 close to fi, such that if we put ϕˆ(x, y) = (fˆi(x), g˜i(y)) in the
corresponding Markov partition for the extended diffeomorphism ϕˆ : M →M with
the property that ϕˆ = ϕ on M\U , where U is the neighbourhood of Λϕ such that
Λϕ =
⋂
n∈Z ϕ
n(U), we have either HD(Kˆs) 6= HD(K˜s) or HD(Kˆs) 6= HD(Ks)
where Kˆs = W sϕˆ(pˆ) ∩ Λϕˆ. We suppose without loss of generality that HD(Kˆs) 6=
HD(Ks). Thus, both diffeomorphisms ϕ and ϕˆ are analytic when restrict to U and
by the Lemma 3.9 we have a family {ϕµ}µ∈[0,1] of Cω maps, ϕµ : U →M , such that
ϕ0 = ϕ|U and ϕ1 = ϕˆ|U . Taking f˜i and g˜i sufficiently C1 close to fi and gi and fˆi
sufficiently C2 close to f˜i, respectively, for every i such that makes sense talk to P˜i
and Pˆi, we can assume that, for a possible small neighbourhood U˜ ⊂ U , because the
continuity of (µ, x) 7→ ϕµ(x), ϕµ(U˜) ⊂ ϕ(U), for all µ ∈ [0, 1]. Thus, we can extend
ϕµ to M with the property that ϕµ = ϕ on M\U (cf. [7], Lemma 2.8, p.50). Note
that ϕ1 = ϕˆ is C
1-close to ϕ, because inside U we only have ϕ|U C1-close to ϕˆ|U
but for µ close to 0 we have that ϕµ is C
2-close ϕ, by the Lemma 3.9. Then we have
a family of C2-diffeomorphisms satisfying the hypotheses of Theorem 3.11 and since
the map µ 7→ HD(Λµ) is analytic with HD(Λ0) 6= HD(Λ1) there are arbitrarily
close to 0 parameters µ such that HD(Λµ) 6= HD(Λ0) = HD(Λϕ), because (3.1).
But, ϕµ is C
2-close to ϕ when µ is close to 0. 
Remark 3.13. The same statement is true if we replace horseshoe by hyperbolic
set of finite type. In fact, by (3.2), every hyperbolic set of finite type Λ˜ϕ can be
write as a finite union of periodic orbits, horseshoes and transient set
Λ˜ϕ = Λ˜
1
ϕ ∪ ... ∪ Λ˜kϕ.
Moreover, HD(Λ˜ϕ) = max{HD(Λ˜iϕ); 1 ≤ i ≤ k}. Let j such that
HD(Λ˜ϕ) = HD(Λ˜
j
ϕ).
If Λ˜jϕ is a horseshoe there is nothing to do, it follows from the above lemma. If
Λ˜jϕ is a transient set we proceed as well as the proof of the above lemma, just note
that HD(Λ˜jϕ) = HD(K
u(Λ′))+HD(Ku(Λ′′)), where Λ˜jϕ = W
s(Λ′ϕ)∩Wu(Λ′′ϕ) and
Ks(Λ′) and Ku(Λ′′) are the stable Cantor set of Λ′ and ustable Cantor set of Λ′′,
respectively.
In order to show the Proposition 3 we remember a deep result of Morrey in the
compact case and Grauert and Remmert in the general case ( cf. [7] p. 65 )
Theorem 3.14. Let M and N be Cω manifolds. Then Cω(M,N) is dense in
Cr(M,N), 1 ≤ r ≤ ∞.
It follows from our results in this section and of the Theorem 3.14 that
Corollary 2. Let Λ˜ϕ be a hyperbolic set of finite type of Λϕ with HD(Λ˜ϕ) = b,
associated to a C2 diffeomorphism ϕ. Then, there is a C2-open set U , which does
not depend on Λ˜ϕ, such that U∗ = {ψ ∈ U ;HD(Λ˜ψ) 6= b} is a C2-open and dense
subset of U , where Λ˜ψ denotes the hyperbolic continuation of Λ˜ϕ.
Proof. Let U 3 ϕ be the open set where we have hyperbolic continuation. Take any
open set Uˆ ⊂ U . By the Theorem 3.14 there is an analytic diffeomorphismϕˆ ∈ Uˆ .
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If HD(Λ˜ϕˆ) 6= b there is nothing to do. Suppose then HD(Λ˜ϕˆ) = b. By the
Lemma 3.12 or its remark 3.13 we have a C2-diffeomorphism ψ ∈ Uˆ such that
HD(Λ˜ψ) 6= b. Thus U∗ is dense. Moreover, in the same notation of remark 3.13,
since HD(Λ˜ψ) = max{HD(Λ˜iψ); 1 ≤ i ≤ k} we have that the map ψ 7→ HD(Λ˜ψ) is
a continuous function we have that U∗ is open. 
Proof of Proposition 3.
Let S(Λϕ) = {Λ1,Λ2, ...} be the set of subhorseshoes of Λϕ. By the Corollary 5
each U∗j = {ψ ∈ U ;HD(Λj) 6= b} is an open and dense subset of U . Therefore
R =
⋂
j∈N
U∗j
is the residual set of the statement. We observe that in the case HD(Λϕ) = b,
all the subhorseshoes have Hausdorff dimension smaller than b and we are in the
conditions of the Corollary 5. Thus, R is an open and dense subset. So we have
proved the proposition 3.
Corollary 3. Given b ∈ (0, 2), let U = {ϕ ∈ Diff2(M);HD(Λϕ) > b}. Then there
exists a residual set R ⊂ U such that if ϕ ∈ R we have HD(Λ˜) 6= b for all hyperbolic
set of finite type Λ˜ of Λϕ.
Proof. We know that given ϕ ∈ U there is an open set Uϕ and a residual Rϕ ⊂ Uϕ
such that if ψ ∈ Rϕ we have HD(Λ˜ψ) 6= b for every subhorseshoe of Λψ. Since
U = ⋃ϕ∈U Uϕ is Lindelo¨f we can take a countable subcover of {Uϕ}ϕ. Then U =⋃
j∈N Uϕj . So R = ∪j≥1Rϕj is a residual set in the statement. 
Proposition 4. Let ϕ : M → M be a C2-conservative diffeomorphism with a
horseshoe Λϕ and HD(Λϕ) ≥ b > 0. There is a C2-open set U 3 ϕ of conservative
diffeomorphisms and a residual set R ⊂ U such that for ψ ∈ R with a horseshoe Λψ,
continuation of Λϕ, every hyperbolic set of finite type Λ˜ψ have Hausdorff dimension
different from b.
Proof. The proof is analogous to the proof of proposition 3. We need to prove
a version of lemma 3.12, which follows from the remark 3.10 and the analogous
theorem on the density of analytic conservative diffeomorphisms, cf [5]. 
4. The Markov and Lagrange dynamical spectra
We begin this section giving all the ingredients outside this paper. Recall that by
the section 3, if p is a fixed point in Λ, the sets Ks = W s(p)∩Λ and Ku = Wu(p)∩Λ,
are regular Cantor sets defined by the expanding maps gs and gu.
Theorem 4.1 (MY-10). Suppose that the sum of the Hausdorff dimensions of the
regular Cantor sets Ks and Ku, defined by gs and gu, is greater than one. If the
neighbourhood U of ϕ in Diff∞(M) is sufficiently small, there is an open and dense
set U∗ ⊂ U such that, for ψ ∈ U∗, the corresponding pair of expanding (g, g˜) belongs
to V ( cf. [16] and [15]).
Using [16], we can write the main theorem in [13] in the following way
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Theorem 4.2 (MR-15). Let Λ be a horseshoe associated to a C2-diffeomorphism
ϕ such that HD(Λ) > 1. Then, there is a C2-neighbourhood U 3 ϕ and an open
and dense subset U∗(Λ) such that, if Λψ denote the hyperbolic continuation of Λ
associated to ψ ∈ U∗(Λ), there is an open and dense set Hψ(Λψ) ⊂ Ck(M,R),
k ≥ 1, such that for all f ∈ Hψ(Λψ)
int(Lf (Λψ)) 6= ∅
Corollary 4. Let U = {ϕ ∈ Diff2(M);HD(Λϕ) > 1}. There is a residual set
R ⊂ U such that if ψ ∈ R and Λψ is a horseshoe of ψ with HD(Λψ) > 1 and
k ≥ 1, then there is a residual set Hψ ⊂ Ck(M,R), such that for every f ∈ Hψ we
have
int(Lf (Λ˜ψ)) 6= ∅
and
int(Mf (Λ˜ψ)) 6= ∅,
for all subhorseshoe Λ˜ψ of Λψ such that HD(Λ˜ψ) > 1.
Proof. Firstly we observe that there are only a countable many choice of the com-
binatorics of a subhorseshoe, that is, its associated subshift. Fix any combinatorics
c. For each ϕ we can associated Λcϕ the horseshoe with this combinatorics.
Claim. There is a residual set Rc such that for ϕ ∈ Rc and HD(Λcϕ) > 1 there is
an open and dense set Hϕ(Λ
c
ϕ) ⊂ Ck(M,R) we have that
int(Lf (Λ
c
ϕ)) 6= ∅
and
int(Mf (Λ
c
ϕ)) 6= ∅.
If HD(Λcϕ) > 1 for any ϕ, by the Theorem 4.2 there is an open Uϕ 3 ϕ and
a residual set Rϕ ⊂ Uϕ such that the claim is true. Take a countable cover of
{ϕ ∈ U ;HD(Λcϕ) > 1}, say Uϕ1 ∪ Uϕ2 ∪ .... So Rc1 =
⋃
j≥1Rϕj is a residual subset
of {ϕ ∈ U ;HD(Λcϕ) > 1}. Take Rc = {ϕ ∈ U ;HD(Λcϕ) < 1} ∪ Rc1. This prove the
claim. By Corollary 3 there is a residual set in U such that there is no subhorseshoe
with Hausdorff dimension 1. Since there are only a countable many choice of the
combinatorics of subhorseshoe and countable intersection of residual sets is residual
we have the proof of the corollary. 
We will need of a version of the above theorem and of the corollary 4 for hyper-
bolic sets of finite type. We summarize some facts on the construction to the proof
of the theorem 4.2. Firstly consider Mf (K) = {z ∈ K; f(z) ≥ f(y), ∀y ∈ K}.
Next we put
Hϕ(Λ˜) = {f ∈ C1(M,R);Mϕ(Λ˜) = {z} and Df(z)es,uz 6= 0},
where Λ˜ is a hyperbolic set of finite type contained in a horseshoe Λ.
(1) If f ∈ C1(M,R) and Mϕ(Λ˜) = {z} then z ∈ ∂sΛ ∩ ∂uΛ.
(2) We have that
Hϕ(Λ˜) = {f ∈ C1(M,R);Mϕ(Λ˜) = {z} and Df(z)es,uz 6= 0},
is open and dense.
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(3) If Λ˜ is a hyperbolic set of finite type for ϕ and f ∈ Hϕ(Λ˜) then, given
 > 0 there are j0 ∈ N, a rectangle R and a diffeomorphism A defined on a
neighbohood of Λ˜ϕ ∩R such that
f(ϕj(A(Λ˜ϕ ∩R))) ⊂Mf (Λ˜ϕ)
and
HD(ϕj(A(Λ˜ϕ ∩R)) > HD(Λ˜ϕ)− .
Moreover,
Df(ϕj(A(z)))es,u(z) 6= 0.
(4) If Λ˜ is such that (Ks(Λ′),Ku(Λ′′)) ∈ V then
int f(Λ˜) 6= ∅.
The proofs are analogous to the ideas of proof of Theorem 4.2, for instance, note
that Λ˜ also has the local product structure and from this it follows (1).
Following this, we have a slightly different form of Moreira-Roman˜a’s Theorem
Theorem 4.3. Let Λ be a horseshoe associated to a C2-diffeomorphism ϕ such
that HD(Λ) > 1. Then, there is a C2-neighbourhood U 3 ϕ and an open and dense
subset U∗(Λ) such that, if Λψ denotes the hyperbolic continuation of Λ associated
to ψ ∈ U∗(Λ), there is an open and dense set Hψ(Λψ) ⊂ Ck(M,R), k ≥ 1, such
that for all f ∈ Hψ(Λψ)
int(Mf (Λψ)) 6= ∅.
Corollary 5. Let U = {ϕ ∈ Diff2(M);HD(Λϕ) > 1}. There is a residual set
R ⊂ U such that if ψ ∈ R and Λψ is a horseshoe of ψ with HD(Λψ) > 1 and
k ≥ 1, then there is a residual set Hψ ⊂ Ck(M,R), such that for every f ∈ Hψ we
have
int(Mf (Λ˜ψ)) 6= ∅,
for all hyperbolic set of finite type Λ˜ψ of Λψ such that HD(Λψ) > 1.
5. Phase Transition Theorem for the Markov Spectrum
Recall that the Lagrange spectrum of a continuous function f : M → R and a
C2-diffeomorphism ϕ : M →M associated to a compact invariant set K is defined
by
Lf (K) = {`f,ϕ(x);x ∈ K},
where `f,ϕ(x) = lim supn→∞ f(ϕ
n(x)). The set
Mf (K) = {mf,ϕ(x);x ∈ K},
where mf,ϕ(x) = supn∈Z f(ϕ
n(x)), is called Markov spectrum of (f,K) and it is
closely related to Lf (K). We have, by example, that Lf (K) ⊂Mf (K) (cf. [13]).
Suppose that Λ is a horseshoe associated to ϕ. We define for t ∈ R
Λt =
⋂
n∈Z
ϕn(Λ ∩ f−1(−∞, t])).
Remark 5.1. We observe that if F is a closed invariant set of M then
Lf (F ) ⊂ f(F ).
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In fact, if x ∈ F then ϕn(x) ∈ F for all n ∈ Z and so f(ϕn(x)) ∈ f(F ), since f(F ) is
a compact set on the real line, it follows that `f,ϕ(x) = lim supn f(ϕ
n(x)) ∈ f(F ).
Next we note that
Lf (Λ) ∩ (−∞, t] ⊂ f(Λt).
Since Lf (Λ) ⊂Mf (Λ) it is sufficient to show that
Mf (Λ) ∩ (−∞, t] ⊂ f(Λt).
Take m ∈Mf (Λ)∩ (−∞, t]. Thus, m = sup f(ϕn(x)) ≤ t, x ∈ Λ. So, f(ϕn(x)) ≤ t,
∀n ∈ Z. Therefore ϕn(x) ∈ f−1((−∞, t]) ∩ Λ,∀n ∈ Z. This implies that x ∈ Λt.
Since ϕ(Λt) = Λt we have ω(x) ∪ α(x) ⊂ Λt, where ω(x) and α(x) are the ω-limit
set and α-limite set of x, respectively. Thus, m ∈ f(Λt).
Given a C2-diffeomorphism ϕ : M → M , with a horseshoe Λϕ such that
HD(Λϕ) > 1 and f ∈ Ck(M,R), k ≥ 1, let a(f, ϕ) = sup{t ∈ R;HD(Λt) < 1} be
the Markov’s phase transition parameter associated (f, ϕ,Λϕ). We observe
that, by the remark 5.1,
int (Mf (Λϕ) ∩ (−∞, t)) = ∅,
for every t < a, because HD(f(Λt)) ≤ HD(Λt) < 1.
Remark 5.2. For every t ∈ R and a continuous function f : M → R we have that
Lf (Λt) ⊂ Lf (Λ) ∩ (−∞, t] and Mf (Λt) ⊂Mf (Λ) ∩ (−∞, t].
In fact, if ` ∈ Lf (Λt) then there is x ∈ Λt such that ` = `f,ϕ(x). Since Λt is
ϕ-invariant, we have ϕn(x) ∈ Λt, ∀ n ∈ Z. In particular, f(ϕn(x)) ≤ t. Hence
` ≤ t. It is analogous to Mf (Λt) ⊂Mf (Λ) ∩ (−∞, t].
Fix a Ck-function f from M to R, k ≥ 1. Consider U be the open set and
R ⊂ U be the residual set as in the proposition 3, where b = 1. Let Λ = Λψ be the
hyperbolic continuation of Λϕ. When ψ ∈ R we write a = a(f, ψ).
Proposition 5. For every ψ ∈ R we have f−1(a(f, ψ)) ∩ Λ 6= ∅.
Proof. By contradiction, if f−1(a) ∩ Λ = ∅ then d(f−1(a),Λ) > 0, the distance
between f−1(a) and Λ, and a = a(f, ψ). By the continuity of f there exist an
δ0 > 0 such that d(f
−1(a + δ),Λ) > 0 for all 0 < δ < δ0. Then, there is a Markov
Partition P of Λ such that d(f−1(a+δ), P˜) > 0, 0 < δ < δ0 for all Markov partition
P˜ ≺ P, because there are Markov partition whose elements have arbitrarily small
diameter. Therefore, the elements of P˜ in f−1((−∞, a + δ)) ∩ P˜ are the same,
independently of 0 < δ < δ0. This implies that Λa = Λa+δ and it is a hyperbolic
set of finite type contained at Λ. Since HD(Λ˜) 6= 1 for all hyperbolic set of finite
type of Λ, we must have HD(Λa) < 1. Moreover, f
−1((−∞, a + δ)) ∩ P˜ contains
Λa. Since Λa+δ = Λa we have a contradiction with the definition of a.
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
Proposition 6. If A = {δ ∈ (0,+∞]; f−1(a+δ)∩Λ 6= ∅} then 0 is an accumulation
point of A.
Proof. By contradiction, suppose that 0 is isolated. Therefore, there is  > 0 such
that
f−1(a+ δ) ∩ Λ = ∅,∀δ ∈ (0, ).
If x ∈ Λa+δ is such that there is n ∈ Z with a < f(ψn(x)) ≤ a+ δ, hence we have
ψn(x) ∈ f−1((a + δ1)) ∩ Λ, for some δ1 < δ, contradiction, because δ1 /∈ A. By
the same arguments above we have that Λa is a subhorshoe with HD(Λa) < 1 and
Λa = Λa+δ when δ < , contradiction with the definition of a. 
The following proposition is fundamental for our goal and it explains the reason
of the name of a(f, ψ).
Proposition 7. If ψ ∈ R then
a(f, ψ) = inf{t ∈ R;HD(Λt) > 1}.
Proof. Take δ ∈ A. We have d(f−1(a), f−1(a + δ)) > 0, because f−1(a) and
f−1(a + δ) are disjoint compacts sets. By the Theorem 3.1 we can take a Markov
partition P with sufficiently small diameter such that
(5.1) f−1((−∞, a])∩Λ ⊂ f−1((−∞, a])∩(∪P∈PP ) ( f−1((−∞, a+δ))∩(∪P∈PP ).
By shrinking the diameter of P if necessary,, we can take an open neighbourhood of
elements of P which intersects Λa but which has a positive distance from f−1(a+
δ). By (5.1) we have that the maximal invariant set of this neighbourhood is a
hyperbolic set of finite type, say Λ˜, such that
Λa ⊂ Λ˜ ( Λa+δ.(5.2)
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In the same way as 5.2, if δ′ < δ with δ′ ∈ A, we can find another hyperbolic set of
finite type Λ′ such that
Λa ⊂ Λ′ ( Λa+δ′ ⊂ Λ˜ ( Λa+δ.
Since ψ ∈ R we must have HD(Λ˜) > 1, because HD(Λa) ≤ HD(Λ˜). Thus, for all
δ > 0 we have that HD(Λa+δ) > 1. This implies that
a = inf{t ∈ R;HD(Λt) > 1}

Now we are ready to prove
Theorem A. Given ϕ ∈ Diff2(M) with a horseshoe Λ and HD(Λ) > 1, there is
an open set U 3 ϕ and a residual set R ⊂ U such that for every ψ ∈ R and k ≥ 1
there exists a Ck-residual subset Hψ ⊂ Ck(M,R) such that for f ∈ Hψ, we have
int(Mf (Λψ) ∩ (−∞, a+ δ)) 6= ∅,
for all δ > 0, where a = a(f, ψ).
Proof. Let ϕ be a C2-diffeomorphism with a horseshoe Λ with HD(Λ) > 1. By
the Corollary 5 there are an open set U 3 ϕ and a residual set R1 ⊂ U with a nice
properties for us; if ψ ∈ R1 there is a residual set Hψ such that
int (Mf (Λ˜ψ)) 6= ∅.(5.3)
for every hiperbolic set of finite type Λ˜ψ of Λψ, the hyperbolic continuation of Λ.
Let R2 be the residual set of Proposition 3. By the proposition 7 if ψ ∈ R2 then
HD(Λa+δ) > 1.(5.4)
Consider R = R1 ∩ R2. So R is a residual subset and every ψ ∈ R has the
properties (5.3) and (5.4). By the remark 5.2 we have
Mf (Λ
ψ
a+δ) ⊂Mf (Λψ) ∩ (−∞, a+ δ],(5.5)
where
Λψt =
⋂
n∈Z
ψn(Λψ ∩ f−1((−∞, t])).
Then, if ψ ∈ R, the proof of proposition (7) gives us a hyperbolic set of finite type
Λ˜ψ with
Λψa ⊂ Λ˜ψ ⊂ Λψa+δ.
But this implies that
∅ 6= int (Mf (Λ˜ψ)) ⊂ int (Mf (Λψa+δ)).
Hence, by 5.5 we have that
int (Mf (Λψ) ∩ (−∞, a+ δ)) 6= ∅.
and the theorem is proven. 
Corollary A. We have that
sup{t ∈ R;HD(Λt) < 1} = inf{t ∈ R; int(Mf (Λ) ∩ (−∞, t+ δ)) 6= ∅, δ > 0}.
Proof. It is immediate from the above theorem. 
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6. Phase Transition Theorem for the Lagrange Spectrum
The aim of this section is to prove the Theorem B. The proof follows essentially
the same ideias of the Theorem A. Here we suppose that ϕ is in the residual set R
such that there are no subhorshoe of dimension 1 and the corollary 4 and f ∈ Hϕ
as the corollary 4.
To prove the Phase Transition Theorem for the Lagrange Spectrum, we fix a
Markov partition P. For each n ∈ N, we consider P˜tn ⊂ Pn the rectangles of
Markov partition which cover Λt. For each n let
Λ˜n(t) =
⋂
k∈Z
ϕk
Λ ∩ ⋃
P∈Pnt
P
 ,
be the hyperbolic set of finite type defined by P˜nt . We fix t such that there are
subhorshoes in Λ˜n(t). Let Λ
′
n(t) be the horseshoe contained in Λ˜n(t) with maximal
Hausdorff dimension. Since Λ′n+1(t) ⊂ Λ′n(t) we have that
0 < HD(Λ′n+1(t)) ≤ HD(Λ′n(t)) < 2.
In particular, there exists D(t) = limn→∞HD(Λ′n(t)). We observe that D(t) does
not depends on the Markov partition P. Let us consider
a˜(f, ϕ) := sup{t ∈ R;D(t) < 1},
the Lagrange Phase Transition parameter. It follows from this definition that
a˜(f, ϕ) ≥ a(f, ϕ).
For every δ > 0 we have that there is a hyperbolic set of finite type, say Λ˜, such
that
Λa˜ ⊂ Λ˜ ⊂ Λa˜+δ.
But, by definition there is a horseshoe Λ′ ⊂ Λ˜ with HD(Λ′) > 1. In the same way
of the proof of Theorem A we have
Lf (Λa˜+δ) ⊂ Lf (Λ) ∩ (−∞, a+ δ],(6.1)
and since by the corollary 4 we have
∅ 6= Lf (Λ′)(6.2)
we must be have that
int(Lf (Λ) ∩ (−∞, a˜+ δ)) 6= ∅.
We need to show that Leb(Lf (Λ) ∩ (−∞, t)) = 0 if t < a. For this purpose, we
prove the following lemma
Lemma 6.1. Let Λ˜ be a hyperbolic set of finite type,
Λ˜ = Λ1 ∪ ...Λr ∪ Λr+1 ∪ ...Λs
where for 1 ≤ i ≤ r we have horseshoes or periodic orbits and for r + 1 ≤ i ≤ s we
have transient sets. If Λ′ =
⋃r
i=1 Λi then
Lf (Λ˜) = Lf (Λ
′).
PHASE TRANSITIONS ON THE MARKOV AND LAGRANGE DYNAMICAL SPECTRA 27
Proof. In fact, if x is wandering then there is subhorshoes Λi1 and Λi2 such that
α(x) ⊂ Λi1 and ω(x) ⊂ Λi2 . In particular, there is z ∈ Λi1 ∪ Λi2 such that
`f,ϕ(x) = `f,ϕ(z). If x is nonwandering there is not to do.

It follows that
HD(Lf (Λ) ∩ (−∞, a˜− δ) ≤ Dn(a− δ)) < 1.
Therefore,
Leb(Lf (Λ) ∩ (−∞, a˜− δ)) = ∅
and we have the Theorem B.
From the above theorem we can ask when do we have a = a˜? To the answer this
question we have the following theorem.
Theorem C. There is a C2-diffeomorphism ϕ on the sphere, such that there are a
C2-open U 3 ϕ and an open and dense set U∗ ⊂ U such that a(f, ψ) < a˜(f, ψ) for
every ψ ∈ U∗ and for a C1-open set of f : S2 → R. In particular,
int(Mf (Λψ) \ Lf (Λψ)) 6= ∅.
Proof. Consider ϕ with a horseshoe Λ with symbolic representation {1, 2, 3, 4}Z and
HD(Λ) > 1. We define f using this symbolic representation by
f((an)n) =
 1, if a−1, a0 ∈ {1, 2} or if a−1, a0 ∈ {3, 4},1.3, if a−1 ∈ {1, 2} and a0 ∈ {3, 4},
1.6, if a−1 ∈ {3, 4} and a0 ∈ {1, 2}.
Note that we can extend f to a C∞ function on S2. We take ϕ : S2 → S2 such
that HD(Ks(Λ{1, 2})) = 0.4, HD(Ku(Λ{1, 2})) = 0.55, and HD(Ks(Λ{1, 2})) =
0.39, HD(Ku(Λ{1, 2})) = 0.58, where Λ{1, 2} is the subhorseshoe with symbolic
dynamics given by {1, 2}Z and Λ{3, 4} is the subhorseshoe with symbolic dynamics
given by {3, 4}Z. By Lemma 6.1
Lf (Λ1.3) ⊂ Lf (Λ{1, 2} ∪ Λ{3, 4}).
Moreover, Lf (Λ{1, 2} ∪ Λ{3, 4}) ⊂ f(Λ{1, 2} ∪ Λ{3, 4}). Since
max{HD(Λ{1, 2}), HD(Λ{3, 4})} < 1
we have that
(6.3) Leb(Lf (Λ) ∩ (−∞, 1.3]) = 0.
On the other hand HD(Ks(Λ{3, 4})) + HD(Ku(Λ{1, 2})) > 1. By Theorem 4.3
there is an open and dense subset of diffeomorphisms such that if ψ ⊂ U∗ then
int(Mf (Λψ) ∩ (−∞, 1.3))) 6= ∅.
Moreover, taking U∗ sufficiently is small, we have that (6.3) is valid for ψ, because
in this case max{HD(Λψ{1, 2}), HD(Λψ{3, 4})} < 1. Note that this is an open
property on f . In particular, we have that
a(f, ψ) < 1.3 < a˜(f, ψ).

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Λ
Λ{1, 2}
Λ{3, 4}
Figure 3. Heteroclinic intersections
Remark 6.2. We note that the main difference between the Theorems A and B is
such that the dimension of stable and unstable Cantor sets can be different. This
implies that hyperbolic set of finite type contained at Λa+δ could have dimension
greater than 1 but every subhorseshoe contained at Λa+δ has dimension smaller
than 1. This implies that the Markov spectrum can have interior before the La-
grange spectrum. This phenomenon does not occur in the conservative case, where
HD(Ks) = HD(Ku).
Let ϕ be a conservative diffeomorphism and consider the set
R′Λ = {f ∈ Ck(M,R); ∂s,uf(xs,u) 6= 0},
k > 1. If HD(Λ′) < 1 then R′Λ is an open and dense subset of Ck(M,R), k > 1.
In particular, the set
Rϕ =
⋂
Λ′;HD(Λ′)<1
R′Λ
is a residual subset of Ck(M,R). Using Theorem 1.2 in [4] there is a residual set
U∗∗ of diffeomorphisms ϕ such that if f ∈ Rϕ then
HD(L ∩ (−∞, a− δ)) = HD(M ∩ (−∞, a− δ)).
Lemma 6.3. Consider ϕ ∈ U∗∗. If f ∈ Rϕ then
HD(Λ ∩ f−1(a(f, ϕ))) < 1.
Proof. We can suppose without loss of generality that a(f, ϕ) is a regular value of
f and then dividing the curve in finitely many pieces we can suppose that f−1(a)
is formed by curves which are graphs of a Ck function from W s(Λ) to Wu(Λ) or
from Wu(Λ) to Wu(Λ) to W s(Λ). In this case, we proceed as the Lemma 17 in
[14].

In particular, if Ks denotes the stable Cantor set associated to Λ then
HD(Ks ∩ f−1(a)) < 1/2.
PHASE TRANSITIONS ON THE MARKOV AND LAGRANGE DYNAMICAL SPECTRA 29
By the Proposition 4, we can apply the above arguments and we have the following
theorem.
Theorem D. Given ϕ ∈ Diff2∗(M) with a horseshoe Λ, HD(Λ) > 1 and k ≥ 2,
there are an open set Diff2∗(M) ⊃ U 3 ϕ and a residual set U∗∗ ⊂ U such that for
every ψ ∈ U∗∗ there is a Ck-residual subset Rψ ⊂ Ck(M,R) such that if f ∈ Rψ
then
Leb(Mf (Λψ) ∩ (−∞, a− δ)) = 0 = Leb(Lf (Λψ) ∩ (−∞, a− δ))
and
int(Lf (Λψ) ∩ (−∞, a+ δ)) 6= ∅ 6= int(Mf (Λψ) ∩ (−∞, a+ δ)).
for all δ > 0, where a = a(f, ψ) defined as above. Moreover,
HD(Mf (Λψ) ∩ (−∞, a))) = HD(Lf (Λψ) ∩ (−∞, a)) = 1.
Proof. By simplicity, we just write Λ for Λψ. Since
HD(Mf (Λ)∩(−∞, a−δ)) = HD(Lf (Λ)∩(−∞, a−δ)) ≤ HD(f(Λa−δ)) ≤ HD(Λa−δ) < 1
we have that
Leb(Mf (Λψ) ∩ (−∞, a− δ)) = 0 = Leb(Lf (Λψ) ∩ (−∞, a− δ)).
We need to proof only that
HD(Mf (Λψ) ∩ (−∞, a))) = HD(Lf (Λψ) ∩ (−∞, a)) = 1.
Suppose that limδ→0HD(Λa−δ) = d1 < 1. In particular HD(Ksa−δ) < 1/2 for all
δ > 0.
Given  > 0, let d˜ = HD(Ks ∩ f−1(a)). Following [4] if we have a Markov
partition P, consider
Kst =
⋃
a
pis(Λt ∩ Pa).
We can take a cover of Ks∩f−1(a) by -intervals {Isai}Mi=1 such that M = O(−d˜).
If δ > 0 is sufficiently small we have that
Ksa+δ ⊂ Ksa−δ ∪ (∪Mi=1Isai).
There is m > 1 such that we can find a cover of Ksa−δ by 
m-intervals {Jbk}Nk=1,
whereN = O(−md), where d = max{d˜, HD(Ksa−δ)} < 1/2. In particular, ∪Nk=1Jbk∪
∪Mi=1Iai is an -cover of Ka+δ. Note that,
M∑
k=1
|Isbk |d +
N∑
i=1
|Isai |d = O(1),
then HD(Ksa+δ) ≤ d < 1/2. Since HD(Λa+δ) = 2 · HD(Ksa+δ) < 1 we have a
contradiction with the definition of a. Then
lim
δ→0
HD(Lf (Λ) ∩ (−∞, a− δ)) = 1 = lim
δ→0
HD(Mf (Λ) ∩ (−∞, a− δ)).

Then, the proof of theorem D, gives us that, in this context, Lf (Λ)∩ (a− δ, a) is
a countable union of Cantor sets. The above Theorem inspires us to compare the
Dynamical with the Classical Spectra.
Let us consider AN = [0;N, 1] and BN = [0; 1, N ]. We have that
NAN + aNBN = 1 and BN +BNAN = 1,
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so AN =
BN
N
.
Thus, we have
BN =
−N +√N2 + 4N
2
and AN =
−N +√N2 + 4N
2N
.
We denote C(N) = {x = [0; a1, a2, ...]; ai ≤ N, ∀i ≥ 1}. Let g be the Gauss map,
g(x) = {1/x}, where {z} = z − bzc. We write C˜(N) = {1, 2, ..., N} + C(N),
ΛN = C(N) × C˜(N) and f(x, y) = x + y. If x = [0; a1(x), a2(x), ...] then take
ϕ : ΛN → ΛN given by
ϕ(x, y) = (g(x), a1(x) + 1/y).
We note that ϕ can be extended to a C2-conservative diffeomorphism. If fact,
ϕ˜(x, y) =
(
g(x),
1
a1(x) + y
)
defined on C(N) × C(N) has an invariante measure,
see [8], and h(x, y) = (x, 1/y) conjugates ϕ with ϕ˜. Moreover, max f(ΛN ) =
2BN +N =
√
N2 + 4N. In particular, max f(Λ4) =
√
32. It is so easy to show that
Proposition 8. If L is the classical Lagrange spectrum, then
L ∩ (−∞, 1 +
√
21] = Lf (Λ4) ∩ (−∞, 1 +
√
21].
Moreover, if M is the classical Markov spectrum, then
M ∩ (−∞, 1 +
√
21] = Mf (Λ4) ∩ (−∞, 1 +
√
21].
Proof. Given any sequence θ = (an)n∈Z ∈ NZ let us consider the set Nj(θ) = {n ∈
N; an ≥ j}. It is easy to see that if Nj(θ) is infinite then
`(θ) ≥ j + 2Aj
Therefore, if we have a sequence θ such that N5(θ) is infinite we have that `(θ) ≥
20+
√
45
5 = 5.3416407865.... This implies that
Lf (Λ4) ∩ (−∞, 5.34] = L ∩ (−∞, 5.34].
If we take ` ∈ L ∩ (−∞, 1 + √21] such that ` > 5.34, by the theorem 5, chap-
ter 4 of [3], we have that l = 4 + [0; a1, a2, ...] + [0; a−1, a−2, ...], where (ai, ai+1) /∈
{(1, 4), (2, 4)}, i ∈ N and (a−i, a−(i+1)) /∈ {(1, 4), (2, 4)}, i ∈ N. Moreover, f(σk(θ)) ≤
f(θ), where we define θ = (an)n∈Z, with a0 = 4. Then we have f(θ) = `. Let us
consider
θm = (a−m, a−m+1, ..., a−1, a0, a1, ..., am−1, am),m ∈ N.
So, if α = (θ|m|)m∈Z we can find a sequence xn ∈ N such that
lim
n→+∞ f(σ
xn(α)) = f(θ) = `,
xn = n(n+ 1) for instance.
So, given ` ∈ L∩ (−∞, 1 +√21] we can find α ∈ {1, 2, 3, 4}Z such that `(α) = `,
in particular, Lf (Λ4) ∩ (−∞, 1 +
√
21] = L ∩ (−∞, 1 +√21]. The proof that
M ∩ (−∞, 1 +
√
21] = Mf (Λ4) ∩ (−∞, 1 +
√
21]
is analogous.

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A little bit more is true, in fact L ∩ (−∞,√32] = Lf (Λ4), but it is not so easy
to show.
From this, we hope that the question 1 by Moreira is true:
Conjecture 6.4. Let L be the classical Lagrange spectrum and M be the classical
Markov spectrum. Consider
d(t) = HD(L ∩ (−∞, t)) = HD(M ∩ (−∞, t)) and a = inf{t ∈ R; d(t) = 1}.
Then
Leb(L ∩ (−∞, a− δ)) = 0 = Leb(M ∩ (−∞, a+ δ))
but
int(L ∩ (−∞, a+ δ)) 6= ∅ and int(M ∩ (−∞, t+ δ)) 6= ∅
for all δ > 0.
If the above conjecture is true we have the following striking result:
int(C(2) + C(2)) 6= ∅,
where C(2) + C(2) = {x+ y;x, y ∈ C(2)}.
Recall that HD(C˜(2) × C(2)) = HD(C(2)) + HD(C(2)) > 1. Moreover, if we
define f : U → R by
f(x, y) = x+ y
then L ∩ (−∞, c) ⊃ Lf (Λ2), observe that maxLf (Λ2) = max f(Λ2) = 2 + 2B2 =√
12. On the other hand, by remark 5.1 we have that
L ∩ (−∞, a+ δ) ⊂ f(Λa+δ).
Since a <
√
12 (cf. [11]) we must have for δ > 0 suficiently small that f(Λa+δ) ⊂
f(Λ2) = C˜(2) + C(2). So, if the conjecture is true,
∅ 6= int(L ∩ (−∞, a+ δ)) ⊂ int(C˜(2) + C(2)).
Thus, int(C(2) + C(2)) 6= ∅.
Remark 6.5. We observe for that the above conjecture be true is sufficient that
ϕ ∈ R, i.e., ϕ can not has subhorseshoes with Hausdorff dimension equal to 1 and
for every subhorseshoe with Hausdorff dimension greater than 1, in this way we
have intLf (Λ˜) 6= ∅, where ϕ and f as same above. We note that in this case we
have f ∈ Hϕ.
7. The beginning of the spectra
Next we prove a theorem about the beginning of the Markov and Lagrange
dynamical spectra for all C2-diffeomorphism ϕ having a horseshoe Λ and the most
C1-maps f : M → R. Let b(f, ϕ) = inf{t ∈ R;HD(Λt) > 0}. Note that b(f, ϕ) <
+∞. Let B = {δ ∈ (0,+∞); f−1(b + δ) ∩ Λ 6= ∅}. Note that Λb cannot be a
subhorseshoe, because otherwise we could find another subhorseshoe with smaller
Hausdorff dimension than it, in a similary way such as lemma 6 of [13]. Similarly
to the proposition 6, B satisfies the following propositions
Proposition 9. 0 is an accumulation point of B.
Proof. The proof is analogous to the proof of Proposition 6. Otherwise Λb = Λb+δ
for some δ. But this implies that Λb is a subhorseshoe, contradiction. 
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Proposition 10. Given δ > 0 there is a subhorseshoe Λ˜ with
Λb ( Λ˜ ⊂ Λb+δ.
Proof. Essentially the same proof of the proposition 7, but now we take take δ ∈ B.
We only observe that in this present case we do not need of a residual subset R
because there is no subhorseshoe with zero Hausdorff dimension. 
Lemma 7.1. Let K and K ′ be two Cs-regular Cantor sets, s > 1 such that K ×
K ′ ⊂ U , where U is an open set in R2. Suppose that f : U → R be a C1 function
and there is (x0, y0) ∈ K ×K ′ such that
∂f(x0, y0)
∂y
6= 0.
Then,
HD(f(K ×K ′)) > 0.
Proof. Since K×K ′ is a compact set and (x0, y0) ∈ K×K ′ we can take an interval
I such that (x0, y) ∈ {x0}×I ⊂ U and I is an interval of the construction of K ′. By
hypoteses gx0 : I → R defined by gx0(y) = f(x0, y) is a diffeomorphism on a possible
small interval J ⊂ I. Hence HD(gx0(J ∩ K ′)) > 0 because J ∩ K ′ contains an
interval of the construction of K ′ and diffeomophisms preserve Hausdorff dimension.
But gx0(J ∩K ′) ⊂ f(K ×K ′). Therefore,
HD(f(K ×K ′)) > 0.
Now we are ready to show 
Theorem E. If ϕ ∈ Diff2(M) has a horseshoe Λ and k ≥ 1 is given, then there is
a residual subset Hϕ ⊂ Ck(M,R) such that for every f ∈ Hϕ
HD(Lf (Λ) ∩ (−∞, b+ δ)) > 0
and
HD(Mf (Λ ∩ (−∞, b+ δ))) > 0,
for all δ > 0, where b = b(f, ϕ) = inf{t ∈ R;HD(Λt) > 0}.
Proof. We denote by S(Λ) = {Λ1,Λ2, ...} the set of hyperbolic sets of finite type of
Λ. We know that Λi = Λi,1 ∪ ... ∪ Λi,ni . We set Hϕ(Λi) = Hϕ(Λi,ni), where Λi,ni
is a horseshoe . Note that if Λi is a horseshoe then ni = 1. Recall that, see [13],
every f ∈ Hϕ(Λi) has a unique maximum point x such that Df(x)es,ux 6= 0. In [13]
has been shown that if f ∈ Hϕ(Λi,ni) there is Λj ⊂ Λi,ni such that f(B˜(Λj)) ⊂
Lf (Λ
i,ni) ⊂ Lf (Λ), where B˜ is a diffeomorphism with D(f ◦ B˜)(x)es,ux 6= 0. By
the definition of b we have that HD(Λb+δ) > 0. Then, by proposition 10 there is a
hyperbolic set of finite type Λ˜ with
Λb ⊂ Λ˜ ⊂ Λb+δ.
Suppose then f ∈ Hϕ =
⋂
j Hϕ(Λ
j). So, we can find another subhorseshoe Λ′ ⊂ Λ˜
and a diffeomorphism B˜ such that
(7.1) f(B˜(Λ′)) ⊂ Lf (Λ˜) ⊂ Lf (Λb+δ).
But, by remark 5.2, we have that Lf (Λb+δ) ⊂ Lf (Λ) ∩ (−∞, b+ δ]. Then, we have
showed that
f(B˜(Λ′)) ⊂ Lf (Λ) ∩ (−∞, b+ δ].
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But D(f ◦ B˜)(x)es,ux 6= 0. Therefore
HD(f ◦ B˜(Λ′)) > 0.
Then,
HD(Lf (Λ) ∩ (−∞, b+ δ)) > 0.
In particular, this also prove that
HD(Mf (Λ) ∩ (−∞, b+ δ)) > 0.

Remark 7.2. We note that the above theorems does not occur in all the cases. The
most simple example is to take f any constant function.
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