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This paper is concerned with the asymptotic behavior of solutions
to the Cauchy problem of a hyperbolic–elliptic coupled system in
the multi-dimensional radiating gas
ut + a · ∇u2 + divq = 0, −∇ divq + q + ∇u = 0,
with initial data
u(x1, . . . , xn,0) = u0(x1, . . . , xn) → u±, x1 → ±∞.
First, for the case with the same end states u− = u+ = 0, we prove
the existence and uniqueness of the global solutions to the above
Cauchy problem by combining some a priori estimates and the local
existence based on the continuity argument. Then Lp-convergence
rates of solutions are respectively obtained by applying L2-energy
method for n = 1,2,3 and Lp-energy method for 3 < n < 8 and
interpolation inequality. Furthermore, by semigroup argument, we
obtain the decay rates to the diffusion waves for 1  n < 8.
Secondly, for the case with the different end states u− < u+, our
main concern is that the corresponding Cauchy problem in n-
dimensional space (n = 1,2,3) behaviors like planar rarefaction
waves. Its convergence rate is also obtained by L2-energy method
and L1-estimate.
© 2010 Elsevier Inc. All rights reserved.
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In this paper, we are concerned with the asymptotic behavior of solutions to the Cauchy problem
of the hyperbolic–elliptic coupled system in the multi-dimensional radiating gas
{
ut + a · ∇u2 + divq = 0,
−∇ divq + q + ∇u = 0, (1.1)
with initial data
u(x,0) = u(x1, . . . , xn,0) = u0(x1, . . . , xn) → u±, x1 → ±∞, (1.2)
where u± are given constant states, a ∈ Rn is a constant vector and u,q are unknown functions of
the spacial variable x ∈ Rn and the time variable t . Typically, u = u(x, t) and q = (q1, . . . ,qn)(x, t)
represent the velocity and radiating heat ﬂux of the gas respectively.
The system (1.1) is a simpliﬁed version of the model for the motion of radiating gas in n-
dimensional space. More precisely, in a certain physical situation, the system (1.1) gives a good
approximation to the fundamental system describing the motion of a radiating gas, which is a quite
general model for compressible gas dynamics where heat radiative transfer phenomena are taken into
account and given by the hyperbolic–elliptic coupled model
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
ρt + div(ρu) = 0,
















+ pu + q
}
= 0,
−∇ divq + λq + μ∇θ4 = 0,
(1.3)
where ρ , u, p, e and θ are respectively the mass density, velocity, pressure, internal energy and
absolute temperature of the gas, while q is the radiative heat ﬂux, and λ and μ are given positive
constants depending on the gas itself. The ﬁrst three equations are motivated as for the usual Euler
system. The study of the Euler equations is a classical topic. However the physical motivation of the
fourth equation, which take into account of heat radiation phenomena, is given in [24]. On the other
hand, The simpliﬁed model (1.1) was ﬁrst recovered by Hamer (see [6]), and for the reduction of
system (1.3) to system (1.1), we refer to [4,6,24].
The system (1.1) has been extensively studied by several authors in different contexts recently, but
most of which are in the case of one space dimension.
Concerning the large-time behavior of solutions to the Cauchy problem
⎧⎨
⎩
ut + uux1 + qx1 = 0,
−qx1x1 + q + ux1 = 0,
u(x1,0) = u0(x1) → u±, as x1 → ±∞,
(1.4)
we mention [23,13,14]. In [23], Tanaka discussed the case where u− = u+ = 0, and proved that the
solution to the Cauchy problem (1.4) approaches the diffusion wave which is the self-similar solution
to the viscous Burgers equation ut +uux1 = ux1x1 . In [13], Kawashima and Nishibata discussed the case
where u− > u+ , and proved that the solution to the Cauchy problem (1.4) approaches the traveling
wave of shock proﬁle. The remaining case u− < u+ was studied in [14]. In this case, Kawashima and
Tanaka showed the asymptotic stability of the rarefaction waves for the Cauchy problem (1.4) and
obtained the convergence rates.
In addition, let ψ(x) be the fundamental solution to the elliptic operator − + I in Rn (n  1).
Then one can solve the second equation (1.1)2 to obtain divq by u and substitute it into the ﬁrst
equation (1.1)1 to rewrite (1.1) as a scalar balance law of the form
2078 L. Ruan, C. Zhu / J. Differential Equations 249 (2010) 2076–2110ut + a · ∇u2 = −u + ψ ∗ u, (1.5)
which is the most convenient approach to obtain the local existence, L1-estimate and Lp-estimate
(p > 2) for the solutions to the Cauchy problem (1.1), (1.2). Here “∗" denotes the convolution with
respect to the space variable x. As it is well-known [6,15,22], the scalar equation is equivalent to the
system (1.1). In one space dimension (a = 12 ), Eq. (1.5) was also studied in [21,16,15,26,3].
In the multi-dimensional case, Francesco [2] obtained the global well-posedness of the system (1.1)
and analyzed the relaxation limits. Recently, for the Cauchy problem of a model system of the radiat-
ing gas in two space dimensions, Gao and Zhu [4] investigated the asymptotic decay rates toward the
planar rarefaction waves based on L2-energy method. More recently, based on Lp-energy method, Gao,
Ruan and Zhu [5] studied decay rates to the planar rarefaction waves for the n-dimensional model
system of the radiating gas for n = 3,4,5. In addition, there are a lot of related works concerning the
stability of rarefaction waves, viscous shock waves and diffusion waves for viscous conservation laws
and other system, we refer to [9,10,17,18,20,25,27,29] and references therein.
In this paper, for simplicity, without loss of generality, we choose a = ( 12 , 12 , . . . , 12 ) ∈ Rn in (1.1).





uuxi + divq = 0,
−∇ divq + q + ∇u = 0,
(1.6)
with initial data
u(x1, . . . , xn,0) = u0(x1, . . . , xn) → u±, x1 → ±∞. (1.7)
Besides the equivalent system (1.5), we fortunately ﬁnd that the system (1.6) can be transformed










− u = 0, (1.8)
which will make calculations more simple and direct when we obtain L2-estimates, especially high-
order L2-estimates.
In what follows, we will claim that the system (1.6) is truly equivalent to Eq. (1.8). In fact, ﬁrst,
let (u,q)(x, t) be a solution to (1.6). Then it is easy to verify u(x, t) is a solution of (1.8) by (1.6)1 −
((1.6)1 + div(1.6)2). On the other hand, let u(x, t) be a solution of (1.8). Deﬁne















This and (1.8) imply (1.6)1. Furthermore














Thus (u,q)(x, t) is a solution to (1.6). These show that the system (1.6) is truly equivalent to Eq. (1.8).
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tion spaces, Lp(Rn) and L∞(Rn) denote usual Lebesgue spaces in Rn respectively with its norm
‖ f ‖Lp(Rn) = (
∫
Rn
| f (x)|p dx)1/p , 1  p < ∞, and ‖ f ‖L∞(Rn) = supRn | f (x)|. We also write ‖ · ‖Lp(Rn) =
| · |p , 1  p  ∞. Hk(Rn) and Wk,p(Rn) denote the usual k-th order Sobolev spaces with its
norm ‖ f ‖k = ‖ f ‖Hk = (
∑k
i=0 |∇ i f |22)1/2 and ‖ f ‖Wk,p = (
∑k
i=0 |∇ i f |pp)1/p respectively. For simplic-
ity, | f (·, t)|p , ‖ f (·, t)‖k and ‖ f (·, t)‖Wk,p are denoted by | f (t)|p , ‖ f (t)‖k and ‖ f (t)‖Wk,p respectively.
When f = f (x) and k = k1 + · · · + kn , we also use symbols: ∇k f = (∂kx1 f , ∂(k−1)x1 ∂x2 f , . . . , ∂k1x1 · · ·∂knxn f ,
. . . , ∂xn−1∂
(k−1)
xn f , ∂
k
xn f ), ∇0 f = f .
Now, we will state our main results. First, for the case with the same end states u− = u+ = 0, we
have the following results for the Cauchy problem (1.6), (1.7).
Theorem 1.1. Let u− = u+ = 0, u0 ∈ H3(Rn) (n = 1,2,3) and ‖u0‖3 be suﬃciently small. Then the Cauchy
problem (1.6), (1.7) admits a unique global solution (u,q)(x, t) satisfying
u ∈ C0([0,∞); H3(Rn)), ∇u ∈ L2([0,∞); H2(Rn)),
q ∈ C0([0,∞); H4(Rn))∩ L2([0,∞); H4(Rn)).
Theorem 1.2. Under the same assumptions of Theorem 1.1, furthermore, if u0 ∈ L1(Rn), then the global solu-
tion u(x, t) obtained in Theorem 1.1 satisﬁes the following decay estimates for t  0:
⎧⎪⎪⎨
⎪⎪⎩
∣∣u(t)∣∣p  C(1+ t)− n2 (1− 1p ), 1 p ∞,∣∣∇u(t)∣∣p 
{
C(1+ t)− 12 (1− 1p )− 12 , 2 p ∞, n = 1,
C(1+ t)− (3n+4)p−2n8p , 2 p ∞, n = 2,3.
(1.9)
Remark 1.1. In (1.9), when n = 1, the decay rate on ‖u(t)‖W 1,p (2 p ∞) is optimal.
Theorem 1.3. Let u− = u+ = 0, u0 ∈ (L1 ∩ H3 ∩ W 3,4)(Rn) (3 < n < 8) and |u0|1 + ‖u0‖3 + ‖u0‖W 3,4 be
suﬃciently small. Then the Cauchy problem (1.6), (1.7) admits a unique global solution (u,q)(x, t) satisfying
u ∈ C0([0,∞); (H3 ∩ W 3,4)(Rn)), ∇u ∈ L2([0,∞); (H2 ∩ W 2,4)(Rn)),
q ∈ C0([0,∞); (H4 ∩ W 3,4)(Rn))∩ L2([0,∞); (H4 ∩ W 3,4)(Rn)).





C(1+ t)− n2 (1− 1p ), 1 p  2,
C(1+ t)− n(3p−2)8p , 2 p ∞,∣∣∇u(t)∣∣p  C(1+ t)− (5n+8)p−2n16p , 2 p ∞.
(1.10)
Theorem 1.4. Under the same conditions of Theorem 1.2 (or Theorem 1.3), there exists an asymptotic proﬁle
G(x, t) (deﬁned by (2.3.9)) of u, such that for t  0
∣∣(u − G)(t)∣∣2 
⎧⎪⎨
⎪⎩
C(1+ t)− 14 , n = 1,
C(1+ t)−1 ln(1+ t), n = 2,
C(1+ t)−( n4+ 12 ), 3 n < 8.
(1.11)
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Theorem 1.5. Let u− < u+ , z0 − uR0 ∈ (L1 ∩ H4)(R), u0 − z0 ∈ (L1 ∩ H3)(Rn) (n = 2,3), z′0(x1) > 0 and
|z0 − uR0 |1 +‖z0 − uR0 ‖4 +‖u0 − z0‖3 + δ0 be suﬃciently small. Then the Cauchy problem (1.6), (1.7) admits
a unique global solution u(x, t) satisfying the following decay estimate for suﬃciently large t > 0:
∣∣u(·, t) − uR(·/t)∣∣∞  Ct− 12 . (1.12)
Here δ0 = u+ − u− > 0, uR0 , uR(·/t) = uR(x1/t) and z0 are deﬁned by (3.0.2) and (3.1.1) later, respectively.
Remark 1.2. The decay rate (1.12) improves ones in [4] for n = 2 and [5] for n = 3.
Finally, we cite the following fundamental lemma which will frequently be used later.








ψ(x) ∈ Ls(Rn) for all 1 s < n
n − 2 (n 3).
(1.13)
This paper is arranged as follows. In Section 2, when 1 n < 8, we will give the global existence
and decay estimates toward the diffusion waves for the case with the same end states u− = u+ = 0.
In Section 3, when n = 1,2,3, we will establish asymptotic stability toward the planar rarefaction
waves for the case with the different end states u− < u+ and the convergence rates are also obtained.
2. The case with the same end states u− = u+ = 0
In this section, we consider the following equivalent Cauchy problem corresponding to (1.6), (1.7)












− u = 0,
u(x,0) = u0(x) → 0, x1 → ±∞.
(2.0.1)
2.1. The case of n = 1,2,3
In this subsection, for the case of n = 1,2,3, we seek the solutions of (2.0.1) in the solution space
X1(0, T ) deﬁned by
X1(0, T ) =
{
u ∈ C0([0, T ); H3(Rn)), ∇u ∈ L2([0, T ); H2(Rn))} (2.1.1)
for 0< T ∞ under a priori assumptions
∣∣u(t)∣∣∞  Cε1, ∣∣∇u(t)∣∣∞  Cε1, 0 < ε1  1. (2.1.2)
First, the local existence of solutions to the Cauchy problem (2.0.1) is stated as follows:
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Cauchy problem (2.0.1) admits a unique solution u(x, t) ∈ X1(0, T0).






uuxi + u − ψ ∗ u = 0,
u(x,0) = u0(x).
(2.1.3)
The proof is omitted since the procedure is standard as in [11].
Next, in order to obtain the global existence of the solution to the Cauchy problem (2.0.1), we
devote ourselves to the a priori estimates given by two lemmas below.




∣∣∇ku(τ )∣∣22 dτ  C‖u0‖2k .
Proof. The proof is divided into three steps.
Step 1 (The case with k = 1). Multiplying (2.0.1)1 by 2u, we have
(































































u2 + |∇u|2)dx+ 2∫
Rn






















Substituting (2.1.7) into (2.1.6) and integrating the resulting equation over (0, t), we obtain








|∇u|2 dxdτ  C‖u0‖21. (2.1.8)
Step 2 (The case with k = 2). Multiplying (2.0.1)1 by −2u, and using the calculations similar to
(2.1.5), we have























u|∇u|2}xi = 0. (2.1.9)


































































u2xi xi + 2
∑
1i< jn




u2xi xi + 2
∑
1i< jn



























u2xi x j dx
∫
Rn
∣∣∇2u∣∣2 dx = ∣∣∇2u(t)∣∣22. (2.1.14)





(∣∣∇uxi (t)∣∣22 + ∣∣u(t)∣∣22) Cε1∣∣u(t)∣∣22. (2.1.15)
Substituting (2.1.12) and (2.1.15) into (2.1.11), then integrating the resulting equation over (0, t), we








|u|2 dxdτ  C‖u0‖22. (2.1.16)








∣∣∇2u∣∣2 dxdτ  C‖u0‖22. (2.1.17)
Step 3 (The case with k = 3). Multiplying (2.0.1)1 by 2u and using (2.1.10), we have














− 2div{u∇(u + ut)}+ n∑
i=1
{
u|u|2}xi = 0. (2.1.18)












(uxiu + 2∇u · ∇uxi + uuxi )
}
= K1 + K2 + K3. (2.1.19)































uxix juuxi , (2.1.20)






























































ux juxiux j . (2.1.22)





(|u|2 + ∣∣∇(u)∣∣2)dx+ 2∫
Rn
∣∣∇(u)∣∣2 dx = 6∑
i=2
Ii, (2.1.23)

















(uxixkux jxk + uxkuxix j xk )ux j dx.









Next, we estimate I5 and I6, which are reduced to the terms I7 =
∫
Rn




uxi1 ux j1 x j2 x j3 uxk1 xk2 xk3 dx, where i1, i2, j1, j2, j3,k1,k2,k3 ∈ {1,2,3}.




















u2x j1 x j2 x j3
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∣∣∇3u∣∣2 dxdτ  C‖u0‖23. (2.1.29)
This completes the proof of Lemma 2.2. 
With the help of Lemma 2.2, we can give the a priori estimates on q(x, t).
Lemma 2.3. Let the assumptions in Theorem 1.1 hold. Then the solution q(x, t) of (1.6), (1.7) satisﬁes for
l = 1,2,3
∥∥q(t)∥∥l+1  C‖u0‖l. (2.1.30)
Proof. The proof is divided into four steps.






























which together with (2.1.8) implies ‖q(t)‖1  C‖u0‖1.
Step 2. Integrating the resulting equation from −∇ divq · (1.6)2 over Rn , by using divergence theo-
rem and the Cauchy inequality, we obtain


















which implies by (2.1.8) ‖q(t)‖2  C‖u0‖1.













div(divq∇ divq) − |∇ divq|2}dx+ ∫
Rn
(divq)u dx.













which implies by (2.1.16) ‖q(t)‖3  C‖u0‖2.
Step 4. Integrating the resulting equation from −∇(divq) · ∇ div(1.6)2 over Rn , then using diver-

















which implies by (2.1.27) and (2.1.28) ‖q(t)‖4  C‖u0‖3. This completes the proof of Lemma 2.3. 
Combination of Lemmas 2.1–2.3 proves Theorem 1.1. What’s more, by the Gagliardo–Nirenberg
inequality, we can easily show that (2.1.2) is always true provided ‖u0‖3 is suﬃciently small.
Now we turn to prove Theorem 1.2.
Proof of Theorem 1.2. First, as in [12,14], u(x, t) satisﬁes the estimate |u(t)|1  |u0|1 and the proof
can be found in [5]. The rest proof is divided into four steps.










(1+ τ )α |∇u|2 dxdτ










(1+ τ )α−1|∇u|2 dxdτ +
t∫
0
(1+ τ )α I1 dτ
= ‖u0‖21 + I9 + I10 +
t∫
(1+ τ )α I1 dτ . (2.1.31)0









(1+ τ )α∣∣∇u(τ )∣∣22 dτ + C
t∫
0





(1+ τ )α∣∣∇u(τ )∣∣22 dτ + C |u0|21(1+ t)α− n2 . (2.1.32)
Secondly, for suﬃciently large t > 0, we choose T  t such that α(1+ T )−1 = 12 and divide the integral






(1+ τ )α−1|∇u|2 dxdτ  α(1+ T )α−1
t∫
0







(1+ τ )α−1|∇u|2 dxdτ  α(1+ T )−1
t∫
0





(1+ τ )α∣∣∇u(τ )∣∣22 dτ . (2.1.34)






(1+ τ )α∣∣∇u(τ )∣∣22 dτ + C‖u0‖21. (2.1.35)
Finally, from (2.1.2) we have
t∫
0





(1+ τ )α |∇u|2 dxdτ . (2.1.36)










(1+ τ )α |∇u|2 dxdτ
 C‖u0‖21 + C |u0|21(1+ t)α−
n
2 . (2.1.37)
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∥∥u(t)∥∥1  C(|u0|1 + ‖u0‖1)(1+ t)− n4 . (2.1.38)









(1+ τ )α+1|u|2 dxdτ





(1+ τ )α+1 Ii dτ , (2.1.39)
where










(1+ τ )α |u|2 dxdτ .
First, we have from (2.1.37) that
I11  C‖u0‖21 + C |u0|21(1+ t)α−
n
2 . (2.1.40)






(1+ τ )α+1∣∣u(τ )∣∣22 dτ + C‖u0‖22. (2.1.41)
By integration-by-parts, the Gagliardo–Nirenberg inequality and (2.1.37)–(2.1.38), we obtain
t∫
0












(1+ τ )α+1∣∣u(τ )∣∣22 dτ + C‖u0‖22 + C |u0|21(1+ t)α− n2 . (2.1.42)










(1+ τ )α+1|u|2 dxdτ . (2.1.43)
Substituting (2.1.40)–(2.1.43) into (2.1.39), it follows that for α > n2






(1+ τ )α+1∣∣u(τ )∣∣22 dτ
 C‖u0‖22 + C |u0|21(1+ t)α−
n
2 . (2.1.44)
Since α > n2 in (2.1.44), we get the following decay rate by (2.1.14)
∥∥∇u(t)∥∥1  C(|u0|1 + ‖u0‖2)(1+ t)− n4− 12 . (2.1.45)









(1+ τ )α+2∣∣∇(u)∣∣2 dxdτ





(1+ τ )α+2 Ii dτ , (2.1.46)
where





(1+ τ )α+1|u|2 dxdτ ,





(1+ τ )α+1∣∣∇(u)∣∣2 dxdτ .
From (2.1.44) we have that
I13  C‖u0‖22 + C |u0|21(1+ t)α−
n
2 . (2.1.47)






(1+ τ )α+2∣∣∇(u)(τ )∣∣22 dτ + C‖u0‖23. (2.1.48)








∣∣u(t)∣∣2∣∣ux1(t)∣∣2  C(|u0|1 + ‖u0‖2)2(1+ t)−1, n = 1,∣∣u(t)∣∣2− n22 ∣∣∇2u(t)∣∣ n22  C(|u0|1 + ‖u0‖2)2(1+ t)− 3n4 , n = 2,3. (2.1.49)
By integration-by-parts and the Cauchy inequality, we obtain from (2.1.49)



















(1+ τ )α+2∣∣∇(u)(τ )∣∣22 dτ + C‖u0‖21 + C |u0|21(1+ t)α− n2 . (2.1.50)
From (2.1.2), we have
t∫
0























(1+ τ )α+2∣∣∇(u)∣∣2 dxdτ , (2.1.52)
where we used (2.1.25) and (2.1.26).







(1+ τ )α+2∣∣∇(u)(τ )∣∣22 dτ
 C‖u0‖23 + C |u0|21(1+ t)α−
n
2 . (2.1.53)
Since α > n2 in (2.1.53), we get the following decay rate by (2.1.14) and (2.1.28)
∥∥∇2u(t)∥∥1  C(|u0|1 + ‖u0‖3)(1+ t)− n4−1. (2.1.54)
Step 4. By Gagliardo–Nirenberg’s inequality, (2.1.38) and (2.1.54), we have
∣∣u(t)∣∣∞  C ∣∣∇2u(t)∣∣ n42 ∣∣u(t)∣∣1− n42  C(1+ t)− n2 for n = 1,2,3. (2.1.55)




∣∣ux1(t)∣∣ 122 ∣∣ux1x1(t)∣∣ 122  C(1+ t)−1, n = 1,
C
∣∣∇3u(t)∣∣ n42 ∣∣∇u(t)∣∣1− n42  C(1+ t)− 3n8 − 12 , n = 2,3.
(2.1.56)
By using interpolation inequality, we have for n = 1,2,3
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⎧⎨
⎩C
∣∣u(t)∣∣2(1− 1p )2 ∣∣u(t)∣∣ 2p −11  C(1+ t)− n2 (1− 1p ), 1 p  2,
C
∣∣u(t)∣∣ p−2p∞ ∣∣u(t)∣∣ 2p2  C(1+ t)− n2 (1− 1p ), 2 p ∞,
(2.1.57)
and for 2 p ∞
∣∣∇u(t)∣∣p  C ∣∣∇u(t)∣∣ p−2p∞ ∣∣∇u(t)∣∣ 2p2 
{
C(1+ t)− 12 (1− 1p )− 12 , n = 1,
C(1+ t)− (3n+4)p−2n8p , n = 2,3.
(2.1.58)
Combination of (2.1.57)–(2.1.58) shows (1.9). This completes the proof of Theorem 1.2. 
Remark 2.1. With the help of the decay estimates on u, we easily obtain the following decay estimates
on q(x, t) from the proof of Lemma 2.3
{∥∥q(t)∥∥2  C ∣∣∇u(t)∣∣2  C(1+ t)− n4− 12 ,∥∥divq(t)∥∥1  C ∣∣u(t)∣∣2  C(1+ t)− n4−1.
2.2. The case of 3< n < 8
In this subsection, we will prove the global existence and obtain decay rates in the solution space
X1(0, T ) deﬁned (2.1.1) for 3 < n < 8 under the a priori assumption that |u(t)|W 1,∞ is suﬃciently
small. In fact, ﬁrst, under the smallness assumption of |u(t)|W 1,∞ , all decay estimates on u also hold
for any n > 3. Thus, we need only to close the a priori assumption that |u(t)|W 1,∞ is suﬃciently small.
That is, we need to prove
∣∣u(t)∣∣∞  Cε2, ∣∣∇u(t)∣∣∞  Cε2, (2.2.1)
where 0 < ε2  1. This can be done by two methods. Either we need to obtain Hl(Rn)-estimate for
l > [ n2 ]+1, or we need to obtain W 3,p(Rn)-estimate for p > n2 by the Gagliardo–Nirenberg inequality.
Since Hl(Rn)-estimate on solutions is very complicated if n is slightly larger. Consequently, in the
following, we will only give W 3,p(Rn)-estimate for p > n2 . In addition, in the later proof, we require
(n − 4)p < 2n (n > 3), which and p > n2 lead to p = 4 and 3 < n < 8. To do this, besides u0 ∈ (L1 ∩
H3)(Rn), we need to furthermore assume u0 ∈ W 3,4(Rn) and set the a priori assumption
∥∥u(t)∥∥W 3,4  ε2, (2.2.2)
which implies (2.2.1) by the Gagliardo–Nirenberg inequality.
Now we give the proof of Theorem 1.3 under the a priori assumption (2.2.2).
Proof of Theorem 1.3. The proof is divided into ﬁve steps.
Step 1. Multiplying (2.1.3)1 by |u|2u, then integrating the resulting equation over Rn , as in [5], we










∣∣u(t)∣∣44 + C ∣∣(ψ ∗ u)(t)∣∣442
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which implies by Lemma 1.1
d
dt
∣∣u(t)∣∣44 + ∣∣u(t)∣∣44  C(|u0|1 + ‖u0‖1)4(1+ t)−n. (2.2.4)
Multiplying (2.2.4) by et , then integrating the resulting equation over (0, t), we obtain
∣∣u(t)∣∣4  C(|u0|1 + ‖u0‖1 + |u0|4)(1+ t)− n4 . (2.2.5)
Step 2. Differentiating (2.1.3)1 with respect to x j and multiplying the resulting equation by










uxi |ux j |4 dx+
∫
Rn
|ux j |2ux j (ψ ∗ ux j )dx
 Cε2
∣∣ux j (t)∣∣44 + 12




∣∣ux j (t)∣∣44 + ∣∣ux j (t)∣∣44  C ∣∣ux j (t)∣∣42. (2.2.7)
Summing all estimates on (2.2.7) with respect to j = 1, . . . ,n, we obtain by (2.1.45)
d
dt
∣∣∇u(t)∣∣44 + ∣∣∇u(t)∣∣44  C ∣∣∇u(t)∣∣42  C(|u0|1 + ‖u0‖2 + |u0|4)4(1+ t)−n−2. (2.2.8)
Using the same calculations as in (2.2.5), we obtain from (2.2.8)
∣∣∇u(t)∣∣4  C(|u0|1 + ‖u0‖2 + ‖u0‖W 1,4)(1+ t)− n4− 12 . (2.2.9)
Step 3. Differentiating (2.1.3)1 twice with respect to x1 and multiplying the resulting equation by



















|ux1x1 |2ux1x1(ψ ∗ ux1x1)dx
 Cε2
∣∣∇2u(t)∣∣44 + 12
∣∣ux1x1(t)∣∣44 + C ∣∣ux1x1(t)∣∣42, (2.2.10)
which implies
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dt
∣∣ux1x1(t)∣∣44 + ∣∣ux1x1(t)∣∣44  Cε2∣∣∇2u(t)∣∣44 + C ∣∣ux1x1(t)∣∣42. (2.2.11)
Similarly, we can also get the following estimates on uxix j (i, j = 1,2, . . . ,n)
d
dt
∣∣uxix j (t)∣∣44 + ∣∣uxix j (t)∣∣44  Cε2∣∣∇2u(t)∣∣44 + C ∣∣uxix j (t)∣∣42. (2.2.12)
Summing on i, j = 1,2, . . . ,n for the inequality (2.2.12), we have by (2.1.54)
d
dt
∣∣∇2u(t)∣∣44 + ∣∣∇2u(t)∣∣44  C ∣∣∇2u(t)∣∣42  C(|u0|1 + ‖u0‖2 + |u0|4)4(1+ t)−n−4. (2.2.13)
Using the same calculations as in (2.2.5), we obtain form (2.2.13)
∣∣∇2u(t)∣∣4  C(|u0|1 + ‖u0‖2 + ‖u0‖W 2,4)(1+ t)− n4−1. (2.2.14)
Step 4. Differentiating (2.1.3)1 three times with respect to x1 and multiplying the resulting equa-























ux1x1ux1xi |ux1x1x1 |2ux1x1x1 dx+
∫
Rn
|ux1x1x1 |2ux1x1x1(ψ ∗ ux1x1x1)dx
= I15 + I16 + I17 + I18. (2.2.15)





∣∣∇u(t)∣∣∞∣∣ux1x1x1(t)∣∣44  Cε2∣∣ux1x1x1(t)∣∣44, (2.2.16)
I16  3n
∣∣∇u(t)∣∣∞∣∣∇3u(t)∣∣44  Cε2∣∣∇3u(t)∣∣44. (2.2.17)




∣∣ux1x1x1(t)∣∣44 + C ∣∣∇2u(t)∣∣88
 1
4
∣∣ux1x1x1(t)∣∣44 + C ∣∣∇3u(t)∣∣n4∣∣∇2u(t)∣∣8−n4
 1
4
∣∣ux1x1x1(t)∣∣44 + C(|u0|1 + ‖u0‖2 + ‖u0‖W 2,4)8−n∣∣∇3u(t)∣∣44. (2.2.18)
Finally, we have
I18 
1 ∣∣ux1x1x1(t)∣∣44 + C ∣∣ux1x1x1(t)∣∣42. (2.2.19)4






ε2 + |u0|1 + ‖u0‖2 + ‖u0‖W 2,4
)∣∣∇3u(t)∣∣44 + C ∣∣ux1x1x1(t)∣∣42. (2.2.20)
We can also get similar estimates to (2.2.20) on uxix j xk (i, j,k = 1,2, . . . ,n). Thus we have by (2.1.54)
d
dt
∣∣∇3u(t)∣∣44 + ∣∣∇3u(t)∣∣44  C ∣∣∇3u(t)∣∣42  C(|u0|1 + ‖u0‖3 + ‖u0‖W 2,4)4(1+ t)−n−4.
(2.2.21)
Using the same calculations as in (2.2.5), we obtain from (2.2.21)
∣∣∇3u(t)∣∣4  C(|u0|1 + ‖u0‖3 + ‖u0‖W 3,4)(1+ t)− n4−1. (2.2.22)
Step 5. By the Gagliardo–Nirenberg inequality, we have from (2.2.5) and (2.2.14)
∣∣u(t)∣∣∞  C ∣∣∇2u(t)∣∣ n84 ∣∣u(t)∣∣1− n84  C(|u0|1 + ‖u0‖3 + ‖u0‖W 3,4)(1+ t)− 3n8 (2.2.23)
and from (2.2.9) and (2.2.22)
∣∣∇u(t)∣∣∞  C ∣∣∇3u(t)∣∣ n84 ∣∣∇u(t)∣∣1− n84  C(|u0|1 + ‖u0‖3 + ‖u0‖W 3,4)(1+ t)− 5n+816 . (2.2.24)




∣∣u(t)∣∣2(1− 1p )2 ∣∣u(t)∣∣ 2p −11  C(1+ t)− n2 (1− 1p ), 1 p  2,
C
∣∣u(t)∣∣ p−2p∞ ∣∣u(t)∣∣ 2p2  C(1+ t)− n(3p−2)8p , 2 p ∞,
(2.2.25)
∣∣∇u(t)∣∣p  C ∣∣∇u(t)∣∣ p−2p∞ ∣∣∇u(t)∣∣ 2p2  C(1+ t)− (5n+8)p−2n16p , 2 p ∞. (2.2.26)
Combination of (2.2.25)–(2.2.26) shows (1.10). This completes the proof of Theorem 1.3. 
Finally, we have to show that the a priori assumption (2.2.2) holds. Since, under the a priori as-
sumption (2.2.2), we have proved that (2.2.5), (2.2.9), (2.2.14) and (2.2.22) hold provided 0 < ε2  1.
Therefore, (2.2.2) always true provided |u0|1 + ‖u0‖3 + ‖u0‖W 3,4 is suﬃciently small.
2.3. Decay rates to diffusion waves
In order to obtain the decay rates to diffusion waves, we shall study the following Cauchy problem
{
Gt − Gt − G = 0, x ∈Rn, t > 0,
G(x,0) = φ(x), x ∈Rn. (2.3.1)
By the Fourier transformation Gˆ(ξ, t)= (2π)− n2 ∫
Rn
e−ix·ξG(x, t)dx, we have Gˆ(ξ, t)=e−
|ξ |2
1+|ξ |2 t φˆ(ξ). As
in [8], we deﬁne the semigroup et A associated with the linearized system (2.3.1) by G(x, t) = et Aφ :=
F−1(e−
|ξ |2
1+|ξ |2 t φˆ(ξ)). We will show that the following decay estimate of the semigroup et A , which plays
an essential role in the proof of Theorem 1.4.
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the linearized system (2.3.1) has the decay estimate
∣∣∇ket Aφ(t)∣∣2  C{(1+ t)−σ (n,p,k)|φ|p + e− 12 (1+t)∣∣∇kφ∣∣2} (2.3.2)
for any t  0, where C = C(n, p,k) and σ(n, p,k) = n2 ( 1p − 12 ) + k2 .
Proof. By the Plancherel’s theorem one has



















= I19 + I20. (2.3.3)
For 1 r ∞ and 1r + 1r′ = 1, one easily claims
I19  C(1+ t)− n2r −k|φˆ|22r′ . (2.3.4)
By the Fourier transformation inequality |φˆ|2r′  |φ|p , 1  p  2, 1p + 12r′ = 1 (see [1]), we further
rewrite (2.3.4) for 12r = 1p − 12 as follows
I19  C(1+ t)− n2r −k|φ|2p . (2.3.5)




|ξ |2k∣∣φˆ(ξ)∣∣2 dξ  Ce−(1+t)∣∣∇kφ∣∣22. (2.3.6)
(2.3.5) and (2.3.6) show that (2.3.2) holds. This completes the proof of Lemma 2.4. 
Next, by simple calculations, we have following results.




(1+ t − s)−β(1+ s)−γ ds
⎧⎨
⎩
C(1+ t)−β, γ > 1,
C(1+ t)−β ln(1+ t), γ = 1,





(1+ t − s)−β(1+ s)−γ ds
⎧⎨
⎩
C(1+ t)−γ , β > 1,
C(1+ t)−γ ln(1+ t), β = 1,
C(1+ t)−(β+γ−1), β < 1.
(2.3.8)
Now, we deﬁne the time-asymptotic proﬁle G = G(x, t) satisfying{
Gt − Gt − G = 0, x ∈Rn, t > 0,
G(x,0) = u (x), x ∈Rn. (2.3.9)0
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⎪⎩










W (x,0) = W0(x) = 0.
(2.3.10)
In what follows, we give the proof of Theorem 1.4.
Proof of Theorem 1.4. We rewrite (2.3.10) into an integral form by Duhamel’s principle:










































= (I121 + I221)− (I122 + I222). (2.3.11)
By integration-by-parts, Holder’s inequality, Lemmas 2.4, 2.5 and Theorem 1.2, we have
































C(1+ t)− 14 , n = 1,
C(1+ t)−1 ln(1+ t), n = 2,

































2 (1+t−s)(1+ s)−( 3n4 +1) ds, (2.3.13)2 2

































2 (1+t−s)(1+ s)−( 3n4 + 12 ) ds. (2.3.14)
(2.3.13) and (2.3.14) show
∣∣I221∣∣2 + ∣∣I222∣∣2 
⎧⎪⎨
⎪⎩
C(1+ t)− 14 , n = 1,
C(1+ t)−1, n = 2,
C(1+ t)− 74 , n = 3.
(2.3.15)




C(1+ t)− 14 , n = 1,
C(1+ t)−1 ln(1+ t), n = 2,
C(1+ t)− 54 , n = 3.
(2.3.16)
Similar to the case of n = 1,2,3, for the case of 3< n < 8, we have the following result
∣∣W (t)∣∣2  C(1+ t)−( n4+ 12 ). (2.3.17)
Combination of (2.3.16) and (2.3.17) shows (1.11). This completes the proof of Theorem 1.4. 
3. The case with different end states u− < u+













− u = 0,
u(x,0) = u0(x) → u±, x1 → ±∞,
(3.0.1)
where u± are given constant states and u− < u+ . We will study the convergence rates of the planar
rarefaction wave for the Cauchy problem (3.0.1). First of all, as in [7,14,29], the rarefaction waves are
deﬁned by uR(x1/t), which is the center rarefaction wave of the inviscid Burgers equation connecting
the states u− and u+ . That is, uR(x1/t) is a continuous weak solution to the Riemann problem for
the inviscid Burgers equation with Riemann initial data
⎧⎨
⎩
uRt + uRuRx1 = 0,
uR(x1,0) = uR0 (x1) =
{
u+, x1 > 0,
u , x < 0.
(3.0.2)− 1
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t0 > 0
{
Ut + UUx1 = Ux1x1 , t > −t0,
U (x1,−t0) = U R0 (x1).
(3.0.3)
The properties of the solution U (x1, t) to the Cauchy problem (3.0.3) can be found in [7,14].
3.1. The case of n = 1
In this subsection, we denote the one-dimensional space invariant x1 by x without confusion for
ease of notation and consider the case for n = 1 in (3.0.1):
{
zt + zzx − zxxt − (zzx)xx − zxx = 0,
z(x,0) = z0(x) → u±, x → ±∞. (3.1.1)
Let
z(x, t) = w(x, t) + U (x, t). (3.1.2)
Then (3.1.1) can be reformulated as
{
wt + (Uw)x + wwx − wxxt − (Uw)xxx − (wwx)xx − wxx = ∂4x U ,
w0(x) = z0(x) − U0(x).
(3.1.3)
We seek the solution of (3.1.3) in the solution space X2(0, T ) deﬁned by
X2(0, T ) =
{
w ∈ C0([0, T ]; H4(R)), wx ∈ L2([0, T ]; H3(R))}
for 0< T ∞ under the a priori assumption
∥∥w(t)∥∥4  ε3, 0 t < ∞, (3.1.4)
which means that by the Sobolev inequality
∣∣w(t)∣∣∞  Cε3, ∣∣wx(t)∣∣∞  Cε3, ∣∣wxx(t)∣∣∞  Cε3, ∣∣∂3x w(t)∣∣∞  Cε3, (3.1.5)
where 0 < ε3  1.
First our aim is to prove the decay rates on w stated in the following lemma.
Lemma 3.1. Assume that w0 ∈ (L1 ∩ H4)(R) and that |w0|1 + ‖w0‖4 + δ0 is suitably small. Then the global
solution w(x, t) satisﬁes the decay estimates for t  0
⎧⎪⎪⎨
⎪⎪⎩
∥∥∂kx w(t)∥∥1  C(‖w0‖k+1 + Mk)(1+ t)−( 14+ k2 ), k = 0,1,2,3,∣∣∂kx w(t)∣∣∞  C(‖w0‖k+1 + Mk) 12 (‖w0‖k+2 + Mk+1) 12 (1+ t)− 12 (k+1), k = 0,1,2,∣∣∂3x w(t)∣∣∞  C(‖w0‖4 + M3)(1+ t)− 74 ,
(3.1.6)
where Mk = |w0|1(1+ |w0|1)2k + δ0 .
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estimates on ∂3x w and ∂
4
x w is similar to that of w,wx and wxx , for the completeness and reader’s
convenience, here we give an outline of the proof of the L2-estimates on ∂3x w and ∂
4
x w . To this
end, differentiating (3.1.3)1 three times with respect to x and multiplying 2∂3x w , then integrating the
resulting equation over R, we obtain


















− 12Uxxwxx∂3x w − 2w∂3x w∂4x w − 6w2xx∂3x w − 2w∂4x w∂5x U − 10wx∂4x w∂4x U
− 20wxx∂4x w∂3x U − 20Uxx∂3x w∂4x w − 9wx
(
∂4x w
)2 + 10(∂3x w)3}dx. (3.1.7)
By using the Cauchy–Schwartz inequality, (3.1.4), (3.1.7) and tedious calculations, we arrive at
∣∣∂3x w(t)∣∣22 + ∣∣∂4x w(t)∣∣22 +
t∫
0









)2 + Ux(∂4x w)2}dxdτ
 C
(∣∣∂3x w0∣∣22 + ∣∣∂4x w0∣∣22 + δ20). (3.1.8)
Multiplying (3.1.7) by (1+t)ν+3 for any ﬁxed ν > 3, then integrating the resulting equation over (0, t),
we have
(1+ t)ν+3∥∥∂3x w(t)∥∥21 +
t∫
0
(1+ τ )ν+3{2∣∣∂4x w(τ )∣∣22 + 7∣∣√Ux∂3x w(τ )∣∣22 + 9∣∣√Ux∂4x w(τ )∣∣22}dτ
= ∥∥∂3x w0∥∥21 + J1 + J2 + J3, (3.1.9)
where
J1 = (ν + 3)
t∫
0
(1+ τ )ν+2∣∣∂3x w(τ )∣∣22 dτ , J2 = (ν + 3)
t∫
0






(1+ τ )ν+3{2∂3x w∂7x U − 2w∂3x w∂4x U − 8∂xw∂3x w∂3x U − 8wx(∂3x w)2
− 12Uxxwxx∂3x w − 2w∂3x w∂4x w − 6w2xx∂3x w − 2w∂4x w∂5x U − 10wx∂4x w∂4x U
− 20wxx∂4x w∂3x U − 20Uxx∂3x w∂4x w − 9wx
(
∂4x w
)2 + 10(∂3x w)3}dxdτ .
First, we can estimate J1 by the decay estimates on ‖∂2x w(t)‖1 in [14]
J1  C‖w0‖23 + CM22(1+ t)ν−
1
2 . (3.1.10)






(1+ τ )ν+3∣∣∂4x w(τ )∣∣22 dτ + C(‖w0‖24 + δ20). (3.1.11)






(1+ τ )ν+3∣∣∂4x w(τ )∣∣22 dτ + C‖w0‖24 + CM23(1+ t)ν− 12 . (3.1.12)
Substituting (3.1.10)–(3.1.12) into (3.1.9), together with the results in [14], we obtain (3.1.6)1. By the
Sobolev inequality and (3.1.6)1, one easily gets (3.1.6)2 and (3.1.6)3. This completes the proof of
Lemma 3.1. 
By (3.1.2), Lemma 3.1 and the properties on U (x, t), we have the following estimates which will be
used in the next section.
Lemma 3.2. The solution z(x, t) to the Cauchy problem (3.1.1) satisﬁes
∣∣∂kx z(t)∣∣2  C(1+ t)−( 14+ k2 ), k = 2,3, (3.1.13)⎧⎪⎪⎪⎨
⎪⎪⎪⎩
∣∣∂xz(t)∣∣2  C(‖w0‖2 + M1 + δ 120 )(1+ t)− 12 ,∣∣∂kx z(t)∣∣2  C(‖w0‖k+1 + Mk + δ0)(1+ t)− 12 (k− 12 ), k = 2,3,∣∣∂4x z(t)∣∣2  C(‖w0‖4 + M3 + δ0)(1+ t)− 74 ,
(3.1.14)
{∣∣∂xz(t)∣∣∞  C(1+ t)−1,∣∣∂2x z(t)∣∣∞  C(1+ t)− 32 , (3.1.15)⎧⎪⎪⎪⎨
⎪⎪⎪⎩
∣∣∂xz(t)∣∣∞  C(‖w0‖2 + M1 + δ 120 ) 12 (1+ t)− 78 ,∣∣∂2x z(t)∣∣∞  C(‖w0‖3 + M2 + δ0) 12 (1+ t)− 54 ,∣∣∂3x z(t)∣∣∞  C(‖w0‖4 + M3 + δ0) 12 (1+ t)− 74 .
(3.1.16)
As expected, if we assume that z′0(x) > 0 for x ∈ R, then the solution z(x, t) of (3.1.1) is a strictly increasing
function of x ∈ R, which will play an important role in next subsection. As in [4], this can be shown by using
the maximum principle, cf. [28].
Lemma 3.3. Suppose that z0(x) is monotonically increasing, i.e., z′0(x) > 0 for x ∈R. Then the solution z(x, t)
of (3.1.1) satisﬁes ∂
∂x z(x, t) > 0, (x, t) ∈R× [0,∞).
3.2. The case of n = 2,3
In this subsection, as in [4,12,20,25,27], to consider the n-dimensional (n = 2 or 3) Cauchy problem
corresponding to Cauchy problem (3.0.1), we introduce v(x, t) as the perturbation from the planar
wave z(x1, t) and set
u(x, t) = z(x1, t) + v(x, t). (3.2.1)























v(x,0) ≡ v0(x) = u0(x) − z0(x1) → 0, x1 → ±∞.
(3.2.2)
Now we give the proof of Theorem 1.5 under the a priori assumptions
∣∣v(t)∣∣∞  Cε4, ∣∣∇v(t)∣∣∞  Cε4, 0< ε4  1. (3.2.3)
Proof of Theorem 1.5. First, v(x, t) satisﬁes the estimate |v(t)|1  |v0|1 and the proof can be found
in [5]. In the rest proof, we only devoted ourself to estimating the terms involving z or derivatives
of z. The other terms J¯ i (i = 1, . . . ,6) are estimated in the same computations as those in Section 2.
Step 1. Multiplying (3.2.2)1 by 2v , we have
(






















































vxi + 2zx1x1 vvx1

































zx1x1 vvx1 dx = J¯1 +
5∑
i=4







Secondly, by the Gagliardo–Nirenberg and Young inequalities, we get
















|∇v|2 dx+ C ∣∣zx1x1(t)∣∣2(1+ n2 )∞ |v0|21. (3.2.8)
Substituting (3.2.7) and (3.2.8) into (3.2.6), then integrating the resulting equation over (0, t), and






{|∇v|2 + zx1(v2 + |∇v|2)}dxdτ
 C
(‖v0‖21 + ‖w0‖23 + M22 + δ20). (3.2.9)














(1+ τ )β J4 dτ +
t∫
0
















By (3.2.3) and (3.1.15), we obtain
t∫
0






(1+ τ )β |∇v|2 dxdτ , (3.2.11)
t∫
0






(1+ τ )β v2x1 dxdτ + C
t∫
0










(1+ τ )β |∇v|2 dxdτ + C(1+ t)β− n2 . (3.2.12)
Substituting (3.2.11) and (3.2.12) into (3.2.10), using the estimate on J¯2, we have for β > n2









(1+ τ )β{|∇v|2 + zx1(v2 + |∇v|2)}dxdτ
 C
(
1+ (1+ t)β− n2 ). (3.2.13)
Consequently, since β > n2 in (3.2.13) we get
∥∥v(t)∥∥1  C(1+ t)− n4 . (3.2.14)
Step 2. Multiplying (3.2.2)1 by −2v , similar to the calculations of (3.2.5), we have
(|∇v|2 + |v|2)t + 2|v|2 + zx1 |∇v|2 + |∇v|2
n∑
i=1
vxi + 2zx1 vx1
n∑
i=1






























(z + v)|∇v|2}xi = 0. (3.2.15)




























(|∇v|2 + |v|2)}dx = 9∑
i=4




































∇v · ∇vxi dx.
By the Cauchy inequality, the terms in (3.2.18) can be estimated as follows:
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∣∣zx1(t)∣∣∞∣∣v(t)∣∣22 + C ∣∣zx1x1(t)∣∣∞(∣∣∇v(t)∣∣22 + ∣∣v(t)∣∣22), (3.2.19)
J8  C
















|v|2 dx+ C(‖v0‖21 + ‖w0‖23 + M22 + δ20)∣∣zx1x1x1(t)∣∣2∞. (3.2.21)
Substituting (3.2.19)–(3.2.21) into (3.2.17), then integrating the resulting equation over (0, t), and us-








{∣∣∇2v∣∣2 + zx1(|∇v|2 + ∣∣∇2v∣∣2)}dxdτ
 C
(‖v0‖22 + ‖w0‖23 + M22 + δ20). (3.2.22)















(1+ τ )β+1 J i dτ + J¯4, (3.2.23)
where





(1+ τ )β(|∇v|2 + |v|2)dxdτ +
t∫
0
(1+ τ )β+1 J¯3 dτ .




(1+ τ )β+1 J4 dτ  C
t∫
0
(1+ τ )β+1∣∣zx1(τ )∣∣∞∣∣∇v(τ )∣∣22 dτ  C(1+ (1+ t)β− n2 ), (3.2.24)
t∫
0
(1+ τ )β+1 J5 dτ 
t∫
0
(1+ τ )β ∣∣vx1(τ )∣∣22 dτ +
t∫
0
(1+ τ )β+2∣∣zx1x1(τ )∣∣2∞∣∣v(τ )∣∣22 dτ
 C
(
1+ (1+ t)β− n2 ), (3.2.25)
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0
(1+ τ )β+1 J6 dτ  C
t∫
0
(1+ τ )β+1∣∣zx1(τ )∣∣∞∣∣v(τ )∣∣22 dτ
 C
(‖w0‖2 + M1 + δ 120 ) 12
t∫
0
(1+ τ )β+1∣∣v(τ )∣∣22 dτ , (3.2.26)
t∫
0







(1+ τ )β+1|v|2 dxdτ + C
t∫
0







(1+ τ )β+1|v|2 dxdτ + C(1+ t)β− n2 , (3.2.27)
t∫
0






(1+ τ )β+1|v|2 dxdτ + C
t∫
0







(1+ τ )β+1|v|2 dxdτ + C(1+ t)β− n2 . (3.2.28)









(1+ τ )β+1{∣∣∇2v∣∣2 + zx1(|∇v|2 + ∣∣∇2v∣∣2)}dxdτ
 C
(
1+ (1+ t)β− n2 ). (3.2.29)
Consequently, since β > n2 in (3.2.29), we obtain
∥∥∇v(t)∥∥1  C(1+ t)−( n4+ 12 ). (3.2.30)
Step 3. Multiplying (3.2.2)1 by 2v , using (3.2.16), we have
(|v|2 + ∣∣∇(v)∣∣2)t + 2∣∣∇(v)∣∣2 + |v|2
n∑
i=1
























− 2div{v∇(v + vt)}
+
n∑{
(z + v)|v|2}xi = 0. (3.2.31)
i=1











(zx1x1 vxi + 2zx1 vx1xi + zvxi )
)
− 2div{v∇(zx1x1x1 v + 2zx1x1 vx1 + zx1v)}
+ 2∇(v) · ∇(zx1x1x1 v + 2zx1x1 vx1 + zx1v). (3.2.32)







































































































∣∣zx1x1(t)∣∣∞(∣∣∇(v)(t)∣∣22 + ∣∣v(t)∣∣22), (3.2.35)
J12  C
∣∣zx1x1x1(t)∣∣ (∣∣∇(v)(t)∣∣2 + ∣∣∇v(t)∣∣2). (3.2.36)∞ 2 2

































∥∥v(·, x′, t)∥∥L2(Rx1 )





{∥∥v(·, x′, t)∥∥2L2(Rx1 ) +
































Substituting (3.2.34)–(3.2.37) into (3.2.33), then integrating the resulting equation over (0, t) and us-








{∣∣∇3v∣∣2 + zx1(∣∣∇2v∣∣2 + ∣∣∇3v∣∣2)}dxdτ
 C
(‖v0‖23 + ‖w0‖24 + M23 + δ20). (3.2.38)






















(1+ τ )β+2 J i dτ + J¯6, (3.2.39)
where





(1+ τ )β+1(|v|2 + ∣∣∇(v)∣∣2)dxdτ +
t∫
0
(1+ τ )β+2 J¯5 dτ .
By Lemma 3.2, (3.2.13), (3.2.14), (3.2.29) and (3.2.30), we obtain
t∫
0
(1+ τ )β+2 J6 dτ  C
t∫
0
(1+ τ )β+2∣∣zx1(τ )∣∣∞∣∣v(τ )∣∣22 dτ  C(1+ (1+ t)β− n2 ), (3.2.40)
t∫
0









(1+ τ )β+3∣∣zx1x1(τ )∣∣2∞∣∣∇v(τ )∣∣22 dτ
 C
(
1+ (1+ t)β− n2 ), (3.2.41)
t∫
0















(1+ τ )β+2∣∣∇(v)(τ )∣∣22 dτ + C
t∫
0
(1+ τ )β+2∣∣zx1x1(τ )∣∣2∞∣∣v(τ )∣∣22 dτ













(1+ τ )β+2∣∣∇(v)(τ )∣∣22 dτ
 C
(‖w0‖2 + M1 + δ 120 ) 12
t∫
0
(1+ τ )β+2∣∣∇(v)(τ )∣∣22 dτ , (3.2.43)
t∫
0




(1+ τ )β+2∣∣∇(v)(τ )∣∣22 dτ + C
t∫
(1+ τ )β+2∣∣zx1x1(τ )∣∣2∞∣∣v(τ )∣∣22 dτ0 0
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t∫
0





(1+ τ )β+2∣∣∇(v)(τ )∣∣22 dτ + C(1+ (1+ t)β− n2 ), (3.2.44)
t∫
0













(1+ τ )β+2∣∣∇(v)(τ )∣∣22 dτ + C(1+ t)β− n2 . (3.2.45)




(1+ τ )β+2{∣∣(√zx1∇2v)(τ )∣∣22 + ∣∣(√zx1∇3v)(τ )∣∣22 + ∣∣∇3v(τ )∣∣22}dτ
 C
(
1+ (1+ t)β− n2 ). (3.2.46)
Consequently, since β > n2 in (3.2.46), we obtain∥∥∇2v(t)∥∥1  C(1+ t)−( n4+1). (3.2.47)
Step 4. First, similar to (2.1.55), v(x, t) satisﬁes for n = 2,3
∣∣v(t)∣∣∞  C(1+ t)− n2 . (3.2.48)
In addition, similar to (1.10a) in [14], z(x1, t) satisﬁes for t → ∞
∣∣z(·, t) − uR(·/t)∣∣∞  Ct− 12 . (3.2.49)
Thus, from (3.2.1) we have for t → ∞
u(x, t) − uR(x1/t) =
{
u(x, t) − z(x1, t)
}+ {z(x1, t) − uR(x1/t)}
= v(x, t) + {z(x1, t) − uR(x1/t)}
and
∣∣u(·, t) − uR(·/t)∣∣∞  C ∣∣v(t)∣∣∞ + ∣∣z(·, t) − uR(·/t)∣∣∞  Ct− 12 .
Similarly, we can also prove the a priori assumptions (3.2.3) hold. This completes the proof of Theo-
rem 1.5. 
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