on the dynamics of the underlying system. We used several independent spectral analysis techniques, to reduce the possibility of spurious results. Those methods encompass the multitaper spectral analysis, singular-spectrum analysis, maximum entropy method, principal component analysis, minimum bias spectral estimates, and digital filter reconstructions. Our results show some differences between the two hemispheres in the slow variability associated with the astronomical forcing. Common features found in the three ice-core records occur on shorter periods, between 1 and 7 kyr. The Holocene also shows recurrent common patterns between Greenland and Antarctica. We propose and discuss mechanisms to explain such behavior.
The time series derived from the experimental measurements are generally irregular but bear many resemblances and recurring patterns embedded in noise. These patterns cover the well-documented glacial-interglacial cycle and the abrupt oscillations during the last ice age that are found in all cores. Our challenge is then to decipher the climatic information from these apparently noisy signals and assess the statistical significance of the near periodicities in order to infer plausible physical mechanisms.
Our strategy is to cut our records into identifiable climatic periods. The main reason is that climate dynamics is not necessarily stationary on all time scales. In this paper, we summarize methodological guidelines for time series processing; we particularly insist on the necessity of robust and stable methods, due to the many irregularities in most paleoclimatic signals. These techniques include singular spectrum analysis, the multitaper method, the maximum entropy method, minimum bias spectral estimates, and digital filter reconstructions. Then we apply these recent techniques to the ice-core data described in section 3, for the three climatic periods we described above. The results are given in section 4, where we also propose physical mechanisms to interpret them.
Methods
In this section, we describe a few new numerical techniques to extract information from time series. It is important to note that climatological time series very seldom verify the hypotheses required by any mathematical method and that several techniques should be used as cross checks for the validity and stability of results [Ghil and Yiou, 1996 [1995] . It has been shown that the interpolation method of choice can affect the spectral estimates in the high frequencies, hence limiting the relative confidence in this part of the spectrum ; overall, however, less than one third of the frequency range seemed affected by the choice of the interpolating method.
The technique we adopted proceeds by averaging the signal over nonoverlapping "bins" of equal time intervals •- [Benoist, 1986; Yiou et al., 1995] . This scheme corresponds to a weak low-pass filter [Benoist, 1986] . The property of this interpolation process is that the Nyquist p•-;• ;o or. tr the in•nnslc process does ,,v• contain power in the [-l/r, l/r] frequency band, then the aliasing is negligible with this interpolating scheme. Numerical experiments show that it does not create spurious oscillations (contrary to regular cubic spline methods) and hence the spectrum can be estimated with more confidence. On the other hand, this method is only useful when one is willing to undersample the time series, i.e., if r is greater than a typical time step of the signal. If oversampling is desired, another type of interpolation, using the physical relation linking depth and time in order to preserve the data skewness, can be used, with little spectral alterations.
Singular Spectrum Analysis
Singular spectrum analysis (SSA) is designed to extract information from short and noisy time series and give hints on the (unknown) dynamics of the underlying system that generated the series [Broomhead and King, 1986 [Peisendorfer, 1988] , is used for multivariate data in the hope that a new basis can be found so that the information in the data is expressed with fewer coordinates. Its formulation is quite similar to the SSA method and it is useful for data with more than two variables. In principle, SSA theory can be embedded into PCA, as the computations essentially involve the diagonalization of a covariance matrix and projections onto the eigenvectors. We exposed at length SSA in this paper, thus we will be very brief for PCA, which is used to extract a common variation component within a set of chemical measurements. where the superscript t denotes matrix transposition.
We then look for the eigenelements of the symmetric and definite positive matrix R by solving For example, the first and the second EOF in the GISP2 chemical species record represent 70% and 14%, respectively, of the variance of the data. 
Soluble Ions
Soluble ions (Ca, Na, C1, SO4, K, Mg, NH4, and NOs) were measured at a resolution of 0.6-2.5 years through the Holocene, a mean of 3.48 years through the deglaciation, m 3-116 years throughout the remainder of the 110,000-year long portion of the record, and at lower resolution over the rest of the core, for a total of 16,395 samples [Mayewski et al., 1990b [Mayewski et al., , 1993a [Mayewski et al., , 1993b 
Results
We focused on three characteristic time scales relevant to paleoclimate variations. This circumvents the possibility of nonstationarity of the records (and the system itself) because it is very likely that the climate system wanders through different states (even during an ice age) for which only local stationarity can be assumed limbtie e! al., 1992].
Glacial-Interglacial Oscillation
The study of the full-extent records was done to circumscribe the role of the astronomical forcing on long time scales. This role has already been documented extensively, in marine cores (Crowley and North [1991] give many examples) and in ice cores [Benoist, 1986;  log ( to that of red noise, with a few frequency bumps (Figure 6) .
From a MC-SSA analysis, the Vostok record contains components with periodicities near 37 and 18 kyr which can be attributed to obliquity and precessional changes (Figure 6c ). These periodicities are also detected by MTM (Figure 6a 
Holocene
The Holocene period (11.6 kyr B.P. to present) was analyzed on the isotopic series from the Vostok (Figure 9) 
Conclusions
In this paper we have applied advanced techniques for time series analysis encompassing singular spectrum analysis, multitaper method and maximum entropy method. These techniques allowed us to disentangle, to some extent, the complex paleoclimatic infor- In conclusion, we have detected general spectral characteristic features of the climatic system on three time scales and periods of the late Quaternary. Those oscillations are useful to constrain the time behavior of (coupled) climate models for long-term simulations. The next step will be to generalize this approach to a more extensive network of paleodata, as proposed by Yiou et al. [1994] .
Appendix
The major difficulty with the MTM spectral estimates is the necessity of calculating the tapers. In general, extensive and complex calculations must be repeated for series of different length. The MEM and SSA approaches are limited in their application because of the need to keep the number of "lags" at a manageable level (which often requires subsampling as noted above). Ricdel and $idorenko [1995] propose "minimum bias tapers" which, for long series, can be taken as simple sine functions requiring no preliminary calculations, yield minimum bias estimates of spectral features, display, essentially, the same bandwidth as the tapers used in MTM [Thomson, 1982] , and avoid the time-consuming computations which they require.
Traditional Fourier analysis assumes a stationary process, and, as noted above, this is not a reasonable assumption for most paleoclimate series. For such series the spectral estimates are really estimates of average "power" at a given frequency. One solution, as previously noted, is to perform separate analyses on discrete sections of a series in which the assumption of stationarity is not obviously invalid. This approach hinders the study of the long time scale components of the series and the processes involved in the transitions between approximately stationary segments. An alternative is to develop techniques which aid in interpreting how the "average power" at a Fourier frequency is distributed throughout the series. Complex demodulation is another filtering technique used to estimate modulated sinusoidal components from time series [Bloomfield, 1976] . Given a series with a spectral peak at an estimated frequency f and an as- 
