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ABSTRACT
Experimental research in low-power wireless networking
lacks a reference benchmark. While other communities such
as databases or machine learning have standardized bench-
marks, our community still uses ad-hoc setups for its exper-
iments and struggles to provide a fair comparison between
communication protocols. Reasons for this include the di-
versity of network scenarios and the stochastic nature of
wireless experiments. Leveraging on the excellent testbeds
and tools that have been built to support experimental val-
idation, we make the case for a reference benchmark to pro-
mote a fair comparison and reproducibility of results. This
abstract describes early design elements and a benchmark-
ing methodology with the goal to gather feedback from the
community rather than propose a definite solution.
1. INTRODUCTION
The low-power wireless community has put a lot of effort
in building testbeds and tools to enable realistic experimen-
tal validation [1, 3, 4]. While this was a necessary step to
take, we argue the next step is long overdue. More than
a decade after the first SenSys conference, new low-power
wireless networking protocols continue to appear each year.
Many of them are validated experimentally and at scale, but
typically with different settings and testbeds than previously
published protocols. This practice makes it difficult, if not
impossible, to compare results and may even be unfair to
some of the considered protocols.
To address these problems, we believe a standardized, yet
constantly evolving benchmark for low-power wireless net-
working is needed. The ideal benchmark enables a fair com-
parison between new and existing approaches and provides
tools to reproduce results across a variety of testbeds and
application scenarios. This will raise the bar in the quality
of experimental data, and provide researchers and engineers
in both academia and industry with an objective view of the
strengths and weaknesses among existing protocols.
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2. GOALS
With the benchmark, we aim to provide researchers with
a standardized way to evaluate their protocols and compare
the results in a fair manner to the state of the art. To this
end, the benchmarking suite should allow to run protocols on
testbeds in a reproducible manner under different settings
(e.g., traffic load, traffic pattern, controlled interference)
and measure key metrics including end-to-end packet relia-
bility, latency, and radio duty cycle. The defined scenarios,
settings, and testbeds should be maintained as a continuous
community process, allowing the benchmark to evolve and
adapt to technology and application trends.
The benchmarking suite should execute the selected pro-
tocols and scenarios automatically on behalf of the user.
Ideally, users simply upload their firmware, select a bench-
mark scenario, and hit the play button. The testbed then
takes care of running the corresponding experiment and col-
lecting the results. The experimental setup and settings of
each scenario in the benchmarking suite, such as traffic load,
metrics of interest, and level of controlled interference, are
defined using a scripting language (e.g., Python).
The procedure is opposed to the classical approach where
the experimental settings, such as traffic load and pattern,
are encoded as “application logic” in the firmware. Instead,
we move this logic out of the firmware and into the testbed
infrastructure. The firmware is solely capable of handling
requests received over serial or GPIO, such as send to node
#28, whilst the testbed will collect and provide information
as well as measure end-to-end packet reliability and latency.
Moving the definition and execution of experimental sce-
narios from the firmware to the testbed has several benefits:
• Fairness: The protocol developer is no longer respon-
sible for embedding the experimental scenario into the
firmware, a practice that may lead to ambiguous in-
terpretations of experimental settings, such as “a data
rate of 1 Hz with jitter.” Instead, the testbed ensures
that all protocols are transparently tested under the
exact same settings.
• Evolvability: The benchmark can be changed simply
by redefining or adding experimental scenarios speci-
fied in a scripting language. It thus becomes possible
to evaluate existing protocols in a new scenario with-
out having to access and modify the source code.
We discuss next a preliminary list of features that we con-
sider essential for the benchmark. Note that the actual
benchmark shall be evolutive and community-driven.
Scenario Experimental scenarios are characterized by dif-
ferent traffic patterns and loads, which should be adapt-
able in an unconstrained way. Example traffic patterns
that should be part of the benchmark are multipoint-to-
point, point-to-multipoint, point-to-point, request-response,
and multipoint-to-multipoint. Traffic can be periodic, spo-
radic (i.e., with a known minimum inter-packet interval), or
aperiodic. All traffic patterns are configurable with differ-
ent packet arrival patterns across time and space, payload
sizes, and on different testbeds. In addition to the traf-
fic parametrization, scenarios might include events such as
nodes joining and leaving the network.
Wireless Environment Experiments may be run in dif-
ferent wireless environments and levels of interference. For
reproducibility of results, we build on JamLab [2] to inject
controlled interference by replaying the RF noise of various
sources such as IEEE 802.11 devices and microwave ovens.
The testbed infrastructure will be in charge of generating the
interference while a protocol is being benchmarked, and may
also constrain the protocol into a given subset of channels.
The test suite should also include runs on various topologies
(e.g., line, dense, sparse). As a complement to testbed ex-
periments, we may also add simulations, making benchmark
runs reproducible with a deterministic wireless environment.
Metrics Important metrics for the evaluation of low-power
wireless communication protocols are reliability, latency,
and radio duty cycle. Packet reliability and latency are ob-
tained by looking at logs (transmission and reception events)
and their associated timestamps. From the same informa-
tion, other properties such as out-of-order delivery, dupli-
cates, or the ability to meet given end-to-end deadlines can
be inferred. Some testbeds allow to directly measure energy
consumption. For other testbeds, we might define a common
interface for all nodes to output their radio and CPU duty
cycle, which can be used as a proxy for energy consumption
and to measure channel utilization and other metrics.
3. METHODOLOGY
We outline next how we envision the use of the benchmark.
Scope The benchmark should complement – not replace
– the evaluation of a protocol. Protocols often tackle spe-
cific challenges that may not be covered by the benchmark,
requiring the use of specific setups, experiments, and met-
rics. The purpose of the benchmarking suite is to enable a
comparison with other protocols across a set of basic scenar-
ios and metrics. We nonetheless see evolvability as a major
requirement to adapt the benchmark to future relevant tech-
nologies, application needs, and metrics.
Re-running vs. Comparing Results The benchmark
provides a common framework to compare protocols. There
are essentially two ways such comparison can be made: (1)
by re-running other protocols or (2) by directly comparing
against previously published benchmark results.
The former approach (re-running) is similar to the current
practice in low-power wireless research. Its main advantage
is that protocols are tested on the same physical topology
and in the same time period. Re-running someone else’s
protocol is, however, a costly and error-prone procedure, as
it requires the same source code, and as a slight misconfigu-
ration may lead to a significant performance drop and hence
to an unfair comparison and false conclusions.
The latter approach (comparing results) is closest to what
other communities such as databases and machine learning
do. By comparing against published benchmarking results
obtained by the protocol’s authors, this approach rules out
problems related to the sub-optimal use of a protocol. It
is, however, difficult to apply to wireless research, where
experiments are run in an uncontrolled environment.
We propose a methodology that combines both ap-
proaches. Whenever there are results available for a pro-
tocol and the environment has not changed significantly,
comparing numbers may be valid (unless the performance
improvement is minimal, which would require additional ex-
periments). If this is not the case, re-running is necessary,
and the benchmarking suite will aid researchers by provid-
ing a collection of already configured state-of-the-art proto-
cols, ideally including industry-relevant standards. Both ap-
proaches rely on an open platform for collecting benchmark
scenarios, protocol source code, and experimental results.
Environment Dynamics Characterization To enable
a fair comparison in the long run, we aim to formally de-
scribe the environment dynamics during an experiment and
document it together with the benchmark results. To this
end, we propose to devise a set of metrics that capture the
overall state of the network, such as link qualities and their
distribution in space in time, node density, and network di-
ameter. We also plan to characterize environmental aspects
such as temperature (and its gradient) or the level of RF
noise in the surroundings using dedicated nodes.
With such meta-information at hand, one can decide
whether to re-use published results or to re-run a protocol.
We plan to keep track of testbeds evolution, both to detect
permanent topology changes and to assess how the envi-
ronment changes over the course of a day or a week. These
data will enable us to better understand to what extent past
results can be reused in present and future work.
4. NEXT ACTIONS
In this document, we have sketched a proposal for a low-
power wireless networking benchmark. We invite the com-
munity to contribute and engage into a lively dialogue that
helps to transform our initial ideas into a widely-accepted,
standardized benchmarking suite that increases the rigor of
experimental validation.
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