Abstract -Upper bounds on the reliability function of the Gaussian channel were derived by Shannon in 1959 [l].
tion of the Gaussian channel were derived by Shannon in 1959 [l] .
Kabatiansky and Levenshtein [ Z ] obtained a low-rate improvement of Shannon's "minimum-distance bound".
Together with the straight-line bound this provided an improvement upon the sphere-packing bound in a certain range of code rate.
In this work we prove a bound better than the KL bound on the reliability function. Employing the straight-line bound, we obtain a further improvement of Shannon's results. As intermediate results we prove lower bounds on the distance distribution of spherical codes and a tight bound on the exponent of Jacobi polynomials of growing degree in the entire orthogonality segment.
Let S"-' be a sphere of radius U& in R", where A is the signal-to-noise ratio in the channel and u2 is the variance of the Gaussian noise along each coordinate. A code W is a finite subset of S"-'.
The number R = (l/n)lnlWI is
be the minimum distance of W. Suppose that W is used for transmission over the Gaussian channel.
Let P,(W) = &,Exsw P e ( x ) be the error probability of W under maximum likelihood decoding. Let 
Bound (2) is better than the minimum-distance bound on E ( R , A) of [2] . Together with the straight-line bound related to it, (2) also improves upon the sphere-packing exponent (1) in a larger range of code rates than the results in [2] .
-a general theorem on the distance distribution of spherical codes. This theorem carries over t o the spherical case the techniques developed recently in [3] , [4] , -asymptotic bounds on the exponent of Jacobi polynomials p k (this is an extension of a result in [2] on the asymptotics of the extrema1 zero of p k ) , -asymptotic bounds on the distance distribution of spherical codes, and -bounding below the error probability of decoding for a code with a known distance distribution.
The proof consists of the following 4 steps:
