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ABSTRACT
Based on the holographic conjecture for superstrings on Dp-brane backgrounds and
the dual (p + 1)-dimensional gauge theory (0 ≤ p ≤ 4) given in hep-th/0308024 and
hep-th/0405203, we continue the study of superstring amplitudes including string higher
modes (n 6= 0). We give a prediction to the two-point functions of operators with large R-
charge J . The effect of stringy modes do not appear as the form of anomalous dimensions
except for p = 3. Instead, it gives non-trivial correction to the two-point functions for
supergravity modes. For p = 4, the scalar two-point functions for any n behave like free
fields of the effective dimension deff = 6 in the infra-red limit.
∗E-mail address: asano@gauge.scphys.kyoto-u.ac.jp
1 Introduction
The BMN conjecture [1] gives an important step toward the realization of the AdS/CFT
correspondence [2] including stringy effect. Originally, AdS/CFT correspondence states
that there is a holographic relation between bulk supergravity theory in the AdS5 × S5
geometry and the boundary N = 4 U(N) super Yang-Mills theory. The relation between
bulk field φ(xµ, z) and the corresponding boundary operator O(xµ) is given explicitly by
the GKP/Witten relation [3, 4]. On the other hand, BMN conjecture, which is a relation
between the superstring amplitudes in the plane-wave limit of AdS5 × S5 geometry and
the N = 4 SYM theory, does not seem to have such a holographic interpretation in its
original form. In ref.[5], an interpretation of the BMN conjecture as a holographic relation
of GKP/Witten type is presented and it is further studied to construct a consistent string
field theory [6].
Other than the conventional AdS5/CFT4 correspondence, we can expect that such
string/gravity correspondence can be applied to non-conformal case, such as the relation
between Dp-brane background and the (p + 1)-dimensional U(N) SYM theory with 16
supercharges [7]. For p = 0, holographic correspondence between supergravity theory and
the 1-dimensional SYM was studied [8, 9] and the correspondence between supergravity
states and SYM operators is given based on the generalized conformal symmetry [10].
In our previous papers with Y. Sekino and T. Yoneya ref.[11, 12], extending the idea
given in [5], we investigated the closed superstring action around the null geodesic of Dp-
brane backgrounds and calculated the ‘diagonal’ form of the boundary-to-boundary S-
matrix operator. Our claim is that such S-matrix operator gives the two-point functions of
the boundary gauge theory, which leads to the result consistent with the BMN conjecture.
We mainly considered supergravity modes and obtained the two-point functions of certain
operators O with large R-charge J for boundary (p + 1)-dimensional gauge theory and
found that the result is consistent with the field theory analysis using the supergravity
theory: The two-point functions for supergravity modes show the power-law behavior and
the contribution from the zero-point energies, which remain non-zero for p 6= 3, precisely
agree with the supergravity results that are relevant for any J .
Our aim of the present paper is to study the effect of string higher modes on the
S-matrix and to investigate the properties of two-point functions of the boundary gauge
theory predicted by the S-matrix. We analyze the effect of |n| 6= 0 modes perturbatively
around |n| → 0 or |n| → ∞. Then the UV or IR behavior of the two-point functions
of dual gauge theory can be extracted. In particular, for p = 4, the scalar two-point
functions for any n behave as for free fields in the effective dimension deff = 6 in the
infra-red limit, which suggests the existence of non-trivial fixed points.
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This paper is organized as follows. In the next section, we review the superstring
dynamics around the (tunneling) null geodesic for near horizon limit of Dp-brane geome-
try. Then we set up our problem to analyze, i.e., we explicitly write down the quadratic
Hamiltonian H = Hb+Hf representing the superstring fluctuations around the geodesic.
In section 3, we perform the quantization of the system and give the diagonalized form of
S-matrix operator. In section 4, after reviewing the procedure that gives the two-point
functions 〈O¯(xf )O(xi)〉 in terms of the S-matrix and the result for supergravity modes
n = 0, we analyze the effect of string higher modes n 6= 0 on the two-point functions.
In section 4.1, we give the perturbative analysis of the S-matrix with respect to small
|n|L2/J and in section 4.2, we give the result for |n|L2/J → ∞ limit. Finally in sec-
tion 4.3, we give the interpretation of the above result as the correlation functions of
the (p + 1)-dimensional gauge theory. In section 5, we give some concluding remarks.
In Appendix A, we explain the diagonalization procedure for the fermionic part of the
S-matrix operator.
2 Superstring dynamics around the null geodesic in
Dp-brane backgrounds
Dp-brane background for type II supergravity in the near-horizon limit is represented by
the metric, Ramond-Ramond (p+2)-form field strength and the dilaton as
ds2 = L2
[
H−1/2(−dt2 + dx2a) +H1/2(dr2 + r2(dθ2 + cos2 θdψ2 + sin2 θdΩ26−p))
]
,
Fp+2 = L
p+1∂rH
−1dt ∧ dx1 ∧ · · · ∧ dxp ∧ dr, (2.1)
eφ = gsH
3−p
4 , H =
1
r7−p
where a = 1, . . . , p, L = q1/(7−p)p and qp = c˜pgsNℓ
7−p
s with c˜p = 2
6−pπ(5−p)/2Γ(7− p)/2.
We take N →∞ with fixed large gsN so that the coupling and curvature are small in the
near-horizon region. The coordinates we use are defined to be dimensionless by rescaling
(t, xa, r)|orig. → L(t, xa, r) from the original representation. Note that this background
(or the supersrting action S = Sb + Sf defined on the background) is invariant under the
generalized scaling transformation
L→ λ 3−p7−pL, (t, xa)→ λ−
2(5−p)
7−p (t, xa), r → λ
4
7−p r. (2.2)
In the original coordinates, this transformation is represented as [10, 11] gs → λ3−pgs,
(t, xa)|orig. → λ−1(t, xa)|orig. and rorig. → λrorig..
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We consider the Green-Schwarz superstring action in the above background after per-
forming ‘double Wick rotation’ [5, 11] for time and angle as t → −it ψ → −iψ. The
bosonic part of the action is
Sb =
1
4πα′
∫
dτ
∫ 2πα˜
0
dσ
√
hhαβ∂αx
µ∂βx
ν g˜µν (2.3)
where α, β denote the world-sheet coordinates τ, σ with signature (+,+) and α˜ denotes
the world-sheet length scale which will be fixed later. The metric g˜µν is given by (2.1)
after the double Wick rotation. We set α′ = 1 hereafter.
We consider a point-like classical solution of the above action with xa = θ = 0, which
has conserved energy and angular momentum along ψ:
E = L2r
7−p
2 t˙
√
hhττ α˜, J = L2r−
3−p
2 ψ˙
√
hhττ α˜. (2.4)
By choosing the gauge for the world-sheet metric and α˜ as
√
hhττ =
(
coshτ
ℓ
)(3−p)/(5−p)
, α˜ =
5− p
2
J
L2
(2.5)
the solution is written as
z =
ℓ˜
cosh τ
, t = ℓ˜ tanh τ, ψ =
2
5− pτ (2.6)
where z = 2
5−p
r−(5−p)/2, ℓ ≡ J/E and ℓ˜ = 2
5−p
ℓ. For 0 ≤ p ≤ 4, this solution represents the
null geodesic connecting two points t = ti and t = tf on the (p+1)-dimensional boundary
†
z ∼ 0 of (p+2)-dimensional space (t, z, xa) which is conformal to AdSp+2. The separation
between the two end-points at z(= 1/Λ) ∼ 0 is |tf − ti| ∼ 2ℓ˜. We sometimes call this
geodesic ‘tunneling null geodesic.’ In our previous two papers [11, 12] with Y. Sekino and
T. Yoneya, we claimed that the two-point functions 〈O(ti)O(tf)〉 of BMN type operators
O can be obtained from the investigation of various modes of the string fluctuations
around the geodesic.
To illustrate this discussion explicitly, we first present the quadratic action for fluc-
tuations around the geodesic. It is given by expanding the Green-Schwarz action around
the classical solution Ξ = Ξ¯(τ) as
Ξ(τ, σ) = Ξ¯(τ) +
Ξ(1)(τ, σ)
L
+
Ξ(2)(τ, σ)
L2
+ · · ·
where Ξ is each bosonic or fermionic field appearing in the action. By taking the gauge
(2.5), the resulting bosonic action up to quadratic order is
S
(2)
b =
1
4π
∫
dτ
∫ 2πα˜
0
dσ
[ (
2
5−p
)2
(x˙2i + r¯(τ)
p−3x′ 2i ) + y˙
2
l + r¯(τ)
p−3y′ 2l
+
(
2
5−p
)2
(x2i + y
2
l )
]
+ O(L−1) (2.7)
†By z ∼ 0, we mean z = 1/Λ with Λℓ˜→∞.
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where 8(= [p+1] + [7−p]) fields xi (i = 1, . . . , p + 1) and yl (l = 1, . . . , 7 − p) are
dynamical fields remaining after gauge fixing among 10 original bosonic fields within Ξ(1).
The σ-dependence can be Fourier transformed by taking
X(τ, σ) =
1√
α˜
∑
n≥0
[
cos
(n
α˜
σ
)
Xn(τ) + sin
(n
α˜
σ
)
X−n(τ)
]
(2.8)
where X denotes xi or yl. The equation of motion for each mode is
X¨n −
[
r¯(τ)p−3
(n
α˜
)2
+m2
]
Xn = 0 (2.9)
where
r¯(τ) =
(
coshτ
ℓ
)2/(5−p)
, (2.10)
m = 1 for xi and m =
2
5−p
for yl. We sometimes denote
Mn(τ)
2 ≡ r¯(τ)p−3
(n
α˜
)2
+m2.
Note that Mn(τ)
2 =Mn(−τ)2. Hamiltonian for each mode after some rescaling of field is
given as
HXn =
1
2
(
P 2n +Mn(τ)
2X2n
)
(2.11)
where Pn(= −i∂L/∂X˙n) = −iX˙n. Thus the total Hamiltonian for bosonic fluctuations is
given by summing up all modes from xi and yl as
Hb =
∑
I=(i,l)
∞∑
n=−∞
HIn. (2.12)
For fermionic fluctuations, the quadratic action around the trajectory is also obtained
by expanding the GS action [16]. The result for IIA or IIB is given as [12]
S
(2)
f,A =
1
2π
∫
dτ
∫ 2πα˜
0
dσΘTΓ0
[√
2Γ+∂τΘ− imf(p)Γ+Γ(p)Γ+Θ
−i
√
2 r¯(τ)−
3−p
2 Γ11Γ+∂σΘ
]
, (2.13)
S
(2)
f,B =
1
2π
∫
dτ
∫ 2πα˜
0
dσ (ΘI)TΓ0
[√
2Γ+∂τΘ
I − imf(p)Γ+ΓIJ(p)Γ+ΘJ
+i
√
2 r¯(τ)−
3−p
2 sIJ2 Γ+∂σΘ
J
]
(2.14)
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where Θ for IIA is 32-component Majorana spinor and ΘI (I = 1, 2) for IIB are two
Majorana-Weyl spinors. Matrices sIJk (k = 0, 1, 2) are given by Pauli matrices as s0 =
−iσ2, s1 = σ1 and s2 = σ3. We choose the representation of Gamma matrices as
Γ0 =
(
0 1
−1 0
)
, Γ+ =
(
0
√
2
0 0
)
, Γxˆi =
(
γi 0
0 −γi
)
,
Γyˆl =
(
γp+1+l 0
0 −γp+1+l
)
, Γ11 =
(
γ9 0
0 −γ9
)
(2.15)
and decompose Θ as
Θ =
1√
2
(
θˆ
θ
)
.
We see that only θ components appear in the action (2.13) or (2.14). If we further
decompose θ as
θ = θ+ + θ−, γ9θ± = ±θ± for IIA, (2.16)
(θ1, θ2) = (θ−, θ+) or s2θ± = ∓θ± for IIB, (2.17)
the action for IIA and IIB is represented in a unified form
S
(2)
f = −
1
2π
∫
dτ
∫ 2πα˜
0
dσ
[
θT+∂τθ+ + θ
T
−∂τθ−
−2imf(p)θT+γ(p)θ− − ir¯(τ)−
3−p
2 (θT+∂σθ+ − θT−∂σθ−)]. (2.18)
Here
mf(p) =
7− p
2(5− p) (2.19)
and
γ(p=0) = γ9γ1, γ(p=2) = γ123, γ(p=4) = −γ9γ12345, (2.20)
γ(p=1) = s1γ12, γ(p=3) = −s0γ1234. (2.21)
The equation of motion for each Fourier mode θ±,n(τ) given by
θ±(τ, σ) =
1√
α˜
∞∑
n=−∞
θ±,n(τ)e
in
α˜
σ (2.22)
are
∂τθ±,n ± n
α˜
r¯(τ)−
3−p
2 θ±,n − imf(p)γ(p)θ∓,n = 0. (2.23)
Hamiltonian is given as
Hf =
∞∑
n=−∞
[
− 2imf(p)θT+,−nγ(p)θ−,n +
n
α˜
r¯(τ)−
3−p
2 (θT+,−nθ+,n − θT−,−nθ−,n)
]
. (2.24)
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Thus we have found complete Hamiltonian H = Hb+Hf for all the quadratic fluctuations
around the classical trajectory.
Finally, note that the final form of the action S = S
(2)
b + S
(2)
f coincides with the one
obtained for the fluctuations around the real null geodesic in Dp-brane geometry without
double Wick rotation.
3 Quantization and the Diagonalization of S-matrix
3.1 S-matrix from τ = −T to τ = T : definition
Now we quantize the system H = Hb + Hf and analyze the boundary-to-boundary S-
matrix along the tunneling null geodesic, which is interpreted as two-point functions of
the boundary gauge theory.
For bosonic sector, we write general solutions of (2.9) as
Xn(τ) = f
(+)
n (τ)an + f
(−)
n (τ)a
†
n (3.1)
with constant operators an and a
†
n. We choose f
(±)
n to satisfy the time reflection symme-
try [11] f (+)n (τ) = f
(−)
n (−τ) which is alternative to the reality condition in the real-time
formulation. We also set the ‘boundary condition’ at τ → ∞ as f (+)n → 0 (or at least
f (+)n /f
(−)
n → 0) with divergent f (−)n . Furthermore, we impose the normalization condition
f (+)n
df (−)n
dτ
− f (−)n
df (+)n
dτ
= 1. (3.2)
Then, the canonical commutation relation [Xn, Pn′] = iδn,n′ becomes equivalent to [an, a
†
n′] =
δn,n′. The Hamiltonian is written by (an, a
†
n) as
Hb =
∑
I=(i,l)
∞∑
n=−∞
{
1
2
[
− (f˙ I,(+)n )2 + (M In)2(f I,(+)n )2
]
(aIn)
2
+
1
2
[
− f˙ I,(+)n f˙ I,(−)n + (M In)2f I,(+)n f I,(−)n
](
aI†n a
I
n +
1
2
)
+
1
2
[
− (f˙ I,(−)n )2 + (M In)2(f I,(−)n )2
]
(aI†n )
2
}
. (3.3)
For fermionic sector, general solutions for (2.23) are expressed by spinor operators dαn
and dα†n (α = 1, · · · , 8) as(
θ−,n(τ), θ˜+,n(τ)
)
=
(
φ(+)n (τ) dn + φ
(−)
n (τ) d
†
n , ψ
(+)
n (τ) dn + ψ
(−)
n (τ) d
†
n
)
(3.4)
where θ˜+,n = iγ(p)θ+,n. We choose
φ(+)n ψ
(−)
n − φ(−)n ψ(+)n =
1
2
(3.5)
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and
φ(+)n = −ψ(+)−n , φ(−)n = ψ(−)−n . (3.6)
Also, we can set φ
(+)
−n (−τ) = φ(−)n (τ) from the time reflection symmetry θ±,n(τ)† =
θ±,−n(−τ) [12]. Furthermore, we set the boundary condition at τ → ∞ as φ(+)n → 0
or φ(+)n /φ
(−)
n → 0 with |φ(−)n | → ∞. Then the canonical anti-commutation relations for
θ±,n
{θαs,n, θα
′
s′,n′} =
1
2
δs,s′δn,−n′δα,α′ (3.7)
lead to
{dαn, dα
′†
n′ } = δn,−n′δα,α′ . (3.8)
The Hamiltonian is written as
Hf =
∞∑
n=−∞
8∑
α=1
{
− 2
[
mf(p)
(
φ(+)n
)2
+
n
α˜
r¯
p−3
2 φ(+)n φ
(+)
−n
]
dα−nd
α
n
+2
[
mf(p)
(
φ(+)n φ
(−)
n + φ
(+)
−nφ
(−)
−n
)
+
n
α˜
r¯
p−3
2
(
φ
(+)
−nφ
(−)
n − φ(+)n φ(−)−n
)](
dα†−nd
α
n −
1
2
)
+2
[
mf(p)
(
φ(−)n
)2 − n
α˜
r¯
p−3
2 φ(−)n φ
(−)
−n
]
dα†−nd
α†
n
}
. (3.9)
We define the (Euclidean) S-matrix from τ = −T to τ = T as the integration of the
anti-time ordered product
S(T ) = T− exp
[
−
∫ T
−T
dτH(τ)
]
(3.10)
or
dS(T )
dT
= −H(−T )S(T )− S(T )H(T ). (3.11)
Note that S(T ) is hermitian S†(T ) = S(T ) since H†(τ) = H(−τ). (We assume f (±)n and
φ(±)n are real.) We will interpret this S-matrix as the diagonalized two-point functions
of BMN-type operators O of the boundary gauge theory. In general, this Hamiltonian
H = Hb+Hf is time-dependent H = H(τ) and S(T ) must be ‘diagonalized’ by performing
time-dependent Bogoliubov transformation in order to extract the information of the
diagonalized value of two-point functions for the dual gauge theory.
In the following, we review the diagonalization procedure for bosonic part of the S-
matrix developed in ref.[11] and then generalize the discussion to the fermionic part.
3.2 General theory for time-dependent Harmonic oscillators
Bosonic part We consider each mode separately by decomposing the S-matrix as
Sb(T ) =
∏
I=xi,yl
∞∏
n=−∞
SI,n(T ) (3.12)
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where
SI,nb (T ) =
∏
n,I
T− exp
[
−
∫ T
−T
dτ Hn,Ib (τ)
]
. (3.13)
As was discussed in ref.[11], we can represent Sb(T ) (or SI,n) in two ways. One is normal
ordered form which is naturally obtained from the definition of S-matrix (3.10) or (3.11)
as
SI,n(T ) = NI,n(T ) : exp
[
1
2
AI,n(T )(a
†
I,n)
2 +BI,n(T )a
†
I,naI,n +
1
2
CI,n(T )a
2
I,n
]
: (3.14)
with
N2I,n = 1 +BI,n =
1
2f
(−)
I,n f˙
(−)
I,n
, AI,n = CI,n = −1
2

f (+)I,n
f
(−)
I,n
+
f˙
(+)
I,n
f˙
(−)
I,n

 . (3.15)
Another is exponential form
SI,n(T ) = N˜I,n(T ) exp
[
1
2
A˜I,n(T )(a
†
I,n)
2 + B˜I,n(T )a
†
I,naI,n +
1
2
A˜I,n(T )a
2
I,n
]
(3.16)
where A˜I,n, B˜I,n and N˜I,n are determined by
exp

 −B˜I,n −A˜I,n
A˜I,n B˜I,n

 = 1
1 +BI,n

 1 −AI,n
AI,n (1 +BI,n)
2 − A2I,n

 (3.17)
and‡
N˜I,n = NI,n exp(B˜I,n/2)(1 +BI,n)
−1/2. (3.18)
Once S(T ) is represented by exponential form, it can be transformed to a ‘diagonalized’
form by T -dependent Bogoliubov transformation

 a†I,n
aI,n

→

 b†I,n(T )
bI,n(T )

 =

 GI,n(T ) FI,n(T )
EI,n(T ) DI,n(T )



 a†I,n
aI,n

 . (3.19)
We choose D, E, F and G (DG− EF = 1) in order to satisfy
SI,n(T ) = N˜I,n exp
(
−B˜I,n
2
)
exp

1
2
(
a†I,n aI,n
) A˜I,n B˜I,n
B˜I,n A˜I,n



 a†I,n
aI,n




= N˜I,n exp
(
−B˜I,n
2
)
exp

−1
2
(
b†I,n bI,n
) 0 ΩI,n
ΩI,n 0



 b†I,n
bI,n



 (3.20)
where
ΩI,n =
√
B˜2I,n − A˜2I,n (3.21)
‡We correct a minor mistake of eq.(3.42) in [11].
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or
cosh ΩI,n =
1
2
(
1 +BI,n +
1− A2I,n
1 +BI,n
)
. (3.22)
The final form of diagonal S-matrix is
Sb(T ) =
∏
I,n
exp
[
−ΩI,n
(
b†I,n(T ) bI,n(T ) +
1
2
)]
(3.23)
where
[bI,n(T ), b
†
I′,n′(T )] = δI,I′δn,n′. (3.24)
Since we have chosen f
(+)
I,n /f
(−)
I,n → 0 and |f (−)I,n | → ∞ in the T →∞ limit, A ∼ 1+B →
0 and (b†(T ), b(T ))→ (a†, a). Thus,
Sb(T )
T→∞−→ ∏
I,n
(
2f
(−)
I,n (T )f˙
(−)
I,n (T )
)−(a†I,naI,n+ 12) . (3.25)
Fermionic part Now we discuss the fermionic part of S-matrix
Sf(T ) =
8∏
α=1
∞∏
n=−∞
T− exp
[
−
∫ T
−T
dτHnf
](
≡∏
α,n
Sn(T )
)
. (3.26)
As in the case of bosonic part, the first step is to write Sn in the normal-ordered form.
We can write
Sn(T ) = N
f
n(T ) : exp
[
1
2
Afn(T )d
α†
n d
α†
−n +B
f
n(T )d
α†
n d
α
−n +
1
2
C fn(T )d
α
nd
α
−n
]
: (3.27)
with
Afn = −Af−n, Bfn = Bf−n, C fn = −C f−n, N fn = N f−n. (3.28)
Note that Sn and S−n do not commute with each other and we have to treat them pairwise.
From the definition, S-matrix satisfies the relation (3.11) and
θ−,n(T ) = S(T )
−1θ−,n(−T )S(T ), θ˜+,n(T ) = S(T )−1θ˜+,n(−T )S(T ). (3.29)
These relations determine Afn, B
f
n, C
f
n and N
f
n as
1 +Bfn =
1
(N fn)
2 =
1
2
1
(φ
(−)
n )
2 + (φ
(−)
−n )
2
, Afn = C
f
n =
φ
(+)
−nφ
(−)
−n − φ(+)n φ(−)n
(φ
(−)
n )
2 + (φ
(−)
−n )
2
. (3.30)
Second step is to represent Sn(T ) in the exponential form
Sf(T ) =
(∏
α,n
N˜ fn(T )
)
exp
{∑
α,n
[
1
2
A˜fn(T )d
α†
n d
α†
−n + B˜
f
n(T )d
α†
n d
α
−n +
1
2
A˜fn(T )d
α
nd
α
−n
]}
(3.31)
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where A˜fn, B˜
f
n and N˜
f
n also satisfy the relation corresponding to (3.28). The relation
between (Afn, B
f
n, N
f
n) and (A˜
f
n, B˜
f
n, N˜
f
n) is determined explicitly in Appendix A and the
result is
N˜ fn = N
f
n exp
(
−B˜
f
n
2
)√
1 +Bfn (3.32)
cosh Ωfn =
1
2
(
1 +Bfn +
1 + (Afn)
2
1 +Bfn
)
, (3.33)
B˜fn
sinh Ωfn
Ωfn
=
1
2
(
1 +Bfn −
1− (Afn)2
1 +Bfn
)
, (3.34)
A˜fn
sinh Ωfn
Ωfn
=
Afn
1 +Bfn
(3.35)
with
Ωfn =
√
(A˜fn)
2 + (B˜fn)
2 . (3.36)
Note that the above equations have a symmetry for Ωfn → −Ωfn: We fix the ambiguity by
imposing the condition Ωfn(T →∞)→∞. Finally, we can convert this to the diagonalized
form
Sf(T ) =
∏
α,n
exp
[
−Ωfn(T )
(
cα†n (T ) c
α
−n(T )−
1
2
)]
(3.37)
with T -dependent operators cαn and c
α†
n satisfying
{cαn(T ), cα
′†
n′ (T )} = δα,α′δn,−n′. (3.38)
For T →∞, exp(Ωfn)→ 1/(1+Bfn) since we have chosen φ(+)n /φ(−)n → 0 and |φ(−)n | → ∞
in this limit. Thus,
Sf(T )
T→∞−→ ∏
α,n
(
2
[
(φ(−)n )
2 + (φ
(−)
−n )
2
])−(dα†n dα−n− 12) . (3.39)
4 S-matrices as two-point functions
To summarize the result of the previous section, S-matrix S(T ) = Sb(T )Sf(T ) from
τ = −T to τ = T is given by
S(T ) =
∏
I,n
exp
[
−ΩI,n
(
b†I,n(T ) bI,n(T ) +
1
2
)]∏
α,n
exp
[
−Ωfn(T )
(
cα†n (T ) c
α
−n(T )−
1
2
)]
T→∞−→ ∏
I,n
(
2f
(−)
I,n (T )f˙
(−)
I,n (T )
)−(a†I,naI,n+ 12)∏
α,n
(
2
[
(φ(−)n )
2 + (φ
(−)
−n )
2
])−(dα†n dα−n− 12) . (4.1)
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In [11, 12], we mainly analyze supergravity n = 0 modes and find that
S(n=0)(T ) =
p+1∏
i=1
e−2(a
†
xi,n
axi,n+
1
2)T
7−p∏
l=1
e−
4
5−p(a
†
yl,n
ayl,n+
1
2)T
8∏
α=1
e−
7−p
5−p(d
α†
0 d
α
0−
1
2)T
= exp
[(
−2N b,x0 − 45−pN b,y0 − 7−p5−pNf0 − (3−p)
2
5−p
)
T
]
(4.2)
for T → ∞ where Nx0 and Ny0 are the total occupation numbers of n = 0 modes for xi
and yl oscillators respectively. Also, N
f
0 is the number of fermionic oscillators. Including
the classical and spin angular momentum contribution exp[− 4
5−p
(J + 1
2
Nf0 )T ] and using
the relation§ eT ∼ |tf − ti|Λ, we identify the S-matrix with the two-point functions for a
certain operator O of the boundary gauge theory as
〈O¯(tf)O(ti)〉 ∼ (|tf − ti|Λ)−
4
5−p
(J+ 1
2
Nf0 )−2N
b,x
0 −
4
5−p
Nb,y0 −
7−p
5−p
Nf0−
(3−p)2
5−p . (4.3)
Here O is the operator consisting of large number J of Z(= φ8−p+ iφ9−p) with N b,xi0 ,
N b,yl0 and N
f,α
0 numbers of Di, φl’s and χ
α’s respectively: They are arranged in a trace
symmetrizely. Here φi (i = 1, · · · , 9−p) represent U(N) adjoint scalars and χα the half of
the 16 spinors of the (p + 1)-dimensional gauge theory. The result precisely agrees with
the analysis from supergravity theory [8, 9, 13, 14].
In the rest of this section, we analyze the n 6= 0 modes using the technique developed
in the previous section.
4.1 Perturbative analysis for n 6= 0 modes
To obtain S-matrix (4.1) explicitly, we need general solutions for the equations of motion
(2.9) and (2.23). For n 6= 0 and p 6= 3, it is difficult to obtain exact solutions¶. To obtain
asymptotic solutions for τ →∞ is easier. However, it is not enough by itself since we need
solutions satisfying the time reflection symmetry. Here we instead use the perturbative
method by using |n|/α˜ (= 2
5−p
|n|L2
J
) as an expansion parameter.
Bosonic case By expanding the field Xn(τ) with n 6= 0 as
Xn = X
(0)
n +
(
n
α˜
)2
X(2)n + · · ·+
(
n
α˜
)2i
X(2i)n + · · · , (4.4)
equations of motion (2.9) at the order (n/α˜)2i for i ≥ 0 is written as
X¨(2i)n − r¯(τ)p−3X(2i−2)n −m2X(2i)n = 0 (4.5)
§We set cutoff at z(τ = ±T ) = 1/Λ, i.e., coshT = ℓ˜Λ. Thus for T → ∞, eT ∼ 2ℓ˜Λ. Recall that
|tf − ti| ∼ 2ℓ˜, we see eT ∼ |tf − ti|Λ. We also note that we have to keep Λ ∼ 1 since we are in the
near-horizon region z ≥ 1 of the background.
¶For p = 4, the equation of motion for bosonic fluctuation (2.9) can be solved by Mathieu functions.
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where we assign X(−2)n = 0. These are solved recursively as
X(2i)n =
1
2m
[
emτ
(∫
e−mτ r¯p−3X(2i−2)n dτ
)
− e−mτ
(∫
emτ r¯p−3X(2i−2)n dτ
)]
. (4.6)
In terms of f (±:2i)n with time reflection symmetry f
(+:2i)
n (τ) = f
(−:2i)
n (−τ), solutions are
written as
f (±:2i)n (τ) =
1
2m
[
emτ
(∫ τ
0
e−mτ r¯p−3f (±:2i−2)n dτ + c
(±,2i)
n
)
+ e−mτ
(
−
∫ τ
0
emτ r¯p−3f (±:2i−2)n dτ + c
(∓,2i)
n
) ]
(4.7)
where c(±,2i)n are constants. These constants can be usually determined by the normaliza-
tion condition (3.2) and the boundary condition. At the 0-th order, c(+,0)n = 0 from the
boundary condition at large T . Then the normalization condition up to the order (n/α˜)2
is
1 = f (+)n f˙
(−)
n − f (−)n f˙ (+)n
=
1
2m
(c(−,0)n )
2 +
1
m
c(−,0)n c
(−,2)
n
(
n
α˜
)2
+O
((n
α˜
)4)
. (4.8)
Thus, we can choose
c(−,0)n =
√
2m, c(−,2)n = 0. (4.9)
For p < 4, the boundary condition f (+:2)n (τ→∞)→ 0 is satisfied if we choose c(+,2)n as
c(+,2)n =
1√
2m
∫ 0
∞
e−2mτ r¯p−3dτ. (4.10)
For p = 4, f (+:2)n /f
(−:2)
n |τ→∞ → 0 is satisfied for any value of c(+,2)n , though f (+:2)n (τ→∞)
itself diverges. In fact, the value of c(+,2)n does not affect the final result of S-matrix at
large T .
To summarize, f (±)n up to the order (n/α˜)
2 for p < 4 is
f
(±)
n(p<4) =
1√
2m
e∓mτ ± 1
(2m)3/2
[
e±mτ
∫ τ
±∞
e∓2mτ r¯p−3dτ − e∓mτ
∫ τ
0
r¯p−3dτ
](
n
α˜
)2
+ · · · .
(4.11)
For p < 3,
2f (−)n (T )f˙
(−)
n (T )
T→∞−→ e2mT
[
1 +
1
4m
(2ℓ)
2(3−p)
5−p B
(
3−p
5−p
, 3−p
5−p
)(n
α˜
)2]
+ · · · (4.12)
and the S-matrix up to the order (n/α˜)2 is
Sp<3n (T ) ∼
(
(|tf − ti|Λ)2m
[
1 + 1
4m
(
5−p
2
) 2(3−p)
5−p B
(
3−p
5−p
, 3−p
5−p
) (
n
α˜
)2 |tf − ti| 2(3−p)5−p
])−(a†nan+ 12)
.
(4.13)
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Here B(p, q) is the Beta function defined by
B(p, q) =
∫ ∞
0
xq−1
(1 + x)p+q
dx.
In general, Sp<3n is represented as
Sp<3n (T ) ∼

(|tf − ti|Λ)2m

∑
i≥0
|tf − ti|
2(3−p)
5−p
i
(
L4n2
J2
)i
g
(b)
i




−(a†nan+ 12)
(4.14)
where g
(b)
i are numerical constants with g
(b)
0 = 1 and g
(b)
1 =
1
4m
(5−p
2
)−
4
5−pB(3−p
5−p
, 3−p
5−p
). This
expansion is valid for small
|tf − ti|
2(3−p)
5−p
L4n2
J2
. (4.15)
For comparison, the result for p = 3 is
2f (−)n (T )f˙
(−)
n (T ) = e
2T
(
1 +
(
n
α˜
)2
T
)
+ · · ·
∼ (|tf − tf |Λ)2
[
1 +
(
n
α˜
)2
ln(|tf − tf |Λ)
]
+ · · ·
∼ (|tf − ti|Λ)2+(
n
α˜)
2
+···. (4.16)
This is naturally given by the expansion of the known exact result (|tf − tf |Λ)2
√
1+(n/α)2 .
For p = 4,
2f (−)n (T )f˙
(−)
n (T ) = e
2mT
[
1 + 1
m
(
n
α˜
)2
ℓ˜−2(2T + sinh(2T ))
]
+ · · · (4.17)
and thus
Sp=4n (T ) ∼

(|tf − ti|Λ)2m

1 + 2
m
Λ2
(
L2n
J
)2
+ · · ·




−(a†nan+ 12)
. (4.18)
This expansion is valid if L2|n|/J is small since Λ ∼ 1.
Fermionic case For fermions, we expand the fields θ±,n as
θ˜+,n = θ
(0)
+,n +
n
α˜
θ
(1)
+,n + · · ·+
(
n
α˜
)i
θ
(i)
+,n + · · · , ,
θ−,n = θ
(0)
−,n +
n
α˜
θ
(1)
−,n + · · ·+
(
n
α˜
)i
θ
(i)
−,n + · · · , (4.19)
where θ˜+,n = iγ(p)θ+,n. The equations of motion (2.23) at the order (n/α˜)
i is
θ˙
(i)
±,n ± r¯
p−3
2 θ
(i−1)
±,n −mf(p)θ(i)∓,n = 0 (4.20)
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with θ
(i<0)
±,n = 0. As for the bosonic case, these are solved recursively. In terms of φ
(+:i)
n
and ψ(+:i)n of (3.4), the solution can be represented as
φ(+:i)n =
1
2
emf(p)τ
∫
e−mf(p)τ r¯
p−3
2
(
φ(+:i−1)n − ψ(+:i−1)n
)
dτ
+
1
2
e−mf(p)τ
∫
emf(p)τ r¯
p−3
2
(
φ(+:i−1)n + ψ
(+:i−1)
n
)
dτ, (4.21)
ψ(+:i)n =
1
mf(p)
(
φ˙(+:i)n − r¯
p−3
2 φ(+:i−1)n
)
=
1
2
emf(p)τ
∫
e−mf(p)τ r¯
p−3
2
(
φ(+:i−1)n − ψ(+:i−1)n
)
dτ
−1
2
e−mf(p)τ
∫
emf(p)τ r¯
p−3
2
(
φ(+:i−1)n + ψ
(+:i−1)
n
)
dτ. (4.22)
If we determine φ
(+:i)
n≥0 and ψ
(+:i)
n≥0 from the above equations, the remaining φ
(±:i)
n<0 and ψ
(±:i)
n<0
can be obtained by using the conditions (3.6) and the time reflection symmetry:
φ
(+:i)
−n (−τ) = (−)iφ(−:i)n (τ); φ(+:i)n = (−)i−1ψ(+:i)−n , φ(−:i)n = (−)iψ(−:i)−n . (4.23)
In fact, we can adjust the integration constants in (4.21) and (4.22) to satisfy
φ(±:i)n = φ
(±:i)
−n . (4.24)
Then the normalization condition (3.5) reduces to
1
2
= φ(+)n ψ
(−)
n − φ(−)n ψ(+)n
= 2
∞∑
i=0
(
n
α˜
)2i  2i∑
j=0
φ(+:j)n (0)φ
(+:2i−j)
n (0)

 . (4.25)
By taking into account the boundary condition, the solution up to the order (n/α˜)2 is
φ
(+)
±n (τ) = φ
(+:0)
±n (τ) +
n
α˜
θ
(1)
+,nφ
(+:1)
±n (τ) +
(
n
α˜
)2
φ
(+:2)
±n (τ) + · · · (4.26)
with
φ
(+:0)
±n (τ) =
1
2
e−mf(p)τ , (4.27)
φ
(+:1)
±n (τ) =
1
2
emf(p)τ
∫ τ
∞
e−2mf(p)τ r¯
p−3
2 dτ, (4.28)
φ
(+:2)
±n (τ) =
1
2
e−mf(p)τ
∫ τ
0
e2mf(p)τ r¯
p−3
2
(∫ τ
∞
e−2mf(p)τ r¯
p−3
2 dτ
)
dτ
−1
4
e−mf(p)τ
(∫ ∞
0
e−2mf(p)τ r¯
p−3
2 dτ
)2
. (4.29)
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For p < 3,
2
(
(φ(−)n (T ))
2 + (φ
(−)
−n (T ))
2
)
T→∞−→ e2mf(p)T
[
1 + (2ℓ˜)
2(3−p)
5−p
(
2
5−p
) 4
5−p
(
Np − 1
4
(2
4
5−p − 1)
)(
n
α˜
)2]
+ · · · (4.30)
where Np is a constant given by
Np =
2
5− p
∫ ∞
1
(x2 + 1)
p−1
5−px
p−9
5−p . (4.31)
Thus the S-matrix up to the order (n/α˜)2 is
Sp<3f;n (T ) ∼
(
(|tf − ti|Λ)
7−p
5−p
×
[
1 + |tf − ti|
2(3−p)
5−p
(
2
5−p
) 4
5−p
(
Np − 1
4
(2
4
5−p − 1)
)(
n
α˜
)2])−(d†nd−n− 12)
. (4.32)
As for the bosonic case, if |tf − ti|
2(3−p)
5−p L
4n2
J2
is small enough, we can in principle represent
Sp<3f;n (T ) as
Sp<3f;n (T ) ∼

(|tf − ti|Λ) (7−p)5−p

∑
i≥0
|tf − ti|
2(3−p)
5−p
i
(
L4n2
J2
)i
g
(f)
i




−(d†nd−n+ 12)
(4.33)
For p = 4,
2
[
(φ(−)n (T ))
2 + (φ
(−)
−n (T ))
2
]
T→∞−→ e3T
[
1 +
5
16
ℓ˜−2e2T
(
n
α˜
)2]
+ · · · (4.34)
and we see that if L2|n|/J is small, the S-matrix for this part becomes
Sp=4f;n (T ) ∼
(
(|tf − ti|Λ)3
[
1 +
5
16
Λ2
(
n
α˜
)2
+ · · ·
])−(d†nd−n− 12)
. (4.35)
For p = 3, we obtain the expansion of the known exact result
Sp=3f;n (T ) ∼ (|tf − ti|Λ)−
√
1+(n/α)2(2d†nd−n−1) (4.36)
for the same analysis.
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4.2 |n|/α˜→∞ limit
We will briefly give the analysis of S-matrix at large (n/α˜)2. For this purpose, it is
convenient to rewrite the equations of motion by making the redefinition of fields (xi, yl)→
(Xi, Yl) and (τ, σ)→ (τc, σc) by
Xi =
2
5−p
r¯−
3−p
4 xi, Yl = r¯
− 3−p
4 yl, (4.37)
σ = 5−p
2
ℓσc ,
dτ
dτc
= 5−p
2
ℓr¯
3−p
2 . (4.38)
Note that this definition of the world-sheet fields corresponds to the one with the conformal
gauge fixing
√
hhαβ = δαβ. Then the equations motion for bosonic fields (2.9) become
d2Xn
dτ 2c
−
[(
n
α
)2
ℓ2 +mX(τc)
2
]
Xn = 0 (4.39)
where α = J/L2 and
m2X(τc) = −
(7− p)
16r¯2
[(3− p) + (3p− 13)ℓ2r¯5−p], (4.40)
m2Y (τc) = −
(7− p)
16r¯2
[(3− p)− (p+ 1)ℓ2r¯5−p]. (4.41)
Also, (2.23) becomes
d
dτc
θ±,n ± ℓn
α
θ±,n − imf(p) 5−p2 ℓr¯
3−p
2 γ(p)θ∓,n = 0. (4.42)
For (n/α)2 ≫ 1, these equations of motion reduce to
d2Xn
dτ 2c
−
(
ℓ
n
α
)2
Xn = 0 and
d
dτc
θ±,n ± ℓn
α
θ±,n = 0, (4.43)
which are immediately solved as
Xn = C± exp
(
±n
α
ℓτc
)
and θα±,n = C˜
α
± exp
(
∓n
α
ℓτc
)
. (4.44)
Thus, in terms of f (±)n and φ
(±)
n ,
f (±)n =
√
α
2|n|ℓ exp
(
∓|n|
α
ℓτc
)
and (φ(+)n , φ
(−)
n ) =
(
0,− 1√
2
exp
( |n|
α
ℓτc
))
. (4.45)
Then the S-matrix for bosonic part becomes
Sp<3b,n (Tc)
Tc→T
(∞)
c (T→∞)−→ exp
[
2ℓ
|n|
α
T (∞)c
(
a†nan +
1
2
)]
∼ exp
[
−2c(0)L
2|n|
J
|tf − ti|
3−p
5−p
(
a†nan +
1
2
)]
(4.46)
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where c(0) (<∞) is a constant given by
T (∞)c =
∫ ∞
ℓ−2/(5−p)
1√
ℓ2r5−p − 1dr
= ℓ−
2
5−p
1
5− p
∫ ∞
1
1√
u− 1u
− 4−p
5−pdu
≡ ℓ 25−p c(0). (4.47)
For p = 4,
Sp=4b,n (Tc)
Tc→T
(∞)
c−→ exp
[
−2ℓ |n|
α
T (∞)c
(
a†nan +
1
2
)]
∼ exp
[
−8L
2|n|
J
Λ
(
a†nan +
1
2
)]
(4.48)
where we have used ℓT∞c ∼ 4Λ at z = 1/Λ (T → ∞), which comes from the relation
r¯(τc) =
ℓ2
4
τ 2c +
1
ℓ2
for p = 4. We see that there is no |tf − ti| dependence in Sp=4b,n .
We can calculate the contribution of α/|n| by using the similar perturbative method
given in the previous subsection. The result for p = 4 is
Sp=4b,n ∼ exp
{[
−8L
2|n|
J
Λ− 3
128
c(1)
J
L2|n| |tf − ti|+ · · ·
] (
a†nan +
1
2
)}
(4.49)
where c(1) = 1 for xi and c
(1) = 9 for yl. On the other hand, for p < 3, the α/|n| correction
gives only a contribution without |tf − ti| dependence, which is the same phenomena as
the cases of |n|/α expansion for p = 4 given in (4.34).
Similarly, Sf,n for fermionic part becomes
Sp<3f,n (Tc)
Tc→T
(∞)
c−→ exp
[
−2c(0)L
2|n|
J
|tf − ti|
3−p
5−p
(
b†nb−n − 12
)]
(4.50)
and
Sp=4f,n
Tc→T
(∞)
c−→ exp
[
−8L
2|n|
J
Λ
] (
b†nb−n − 12
)
. (4.51)
Note that the constant c(0) appearing in (4.50) is the same as for the bosonic part given
in (4.47).
We can also compute the α/|n| correction to the above result: The correction terms
for each p has the same form as the bosonic case, though the coefficients corresponding
to c(1) are different from bosonic and fermionic contributions.
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4.3 Interpretation as gauge theory correlators
We briefly discuss the interpretation of the above results as two-point functions between
(tf , x
a
f) = (tf , 0) and (ti, x
a
i ) = (ti, 0) for the dual gauge theory.
First, for p 6= 3, we see that there appears a dimensionful quantity n2/α2 = L4n2/J2
(or n2/α˜2 = ( 2
5−p
)2n2L4/J2) in the S-matrix other than |tf − ti| = 2ℓ˜. Thus, we charac-
terize the IR or UV behavior of the dual gauge theory by measuring the dimensionless
quantity
|tf − ti|
2(3−p)
5−p
L4n2
J2
. (4.52)
For p < 3, if |tf − ti|
2(3−p)
5−p L
4n2
J2
is small, i.e., UV, then the expansion with respect to
|n|/α is valid since we consider the situation |tf − ti|Λ→∞ and Λ ∼ 1. In this case, the
corresponding two-point functions are given by (4.14) and (4.33) with classical and spin
angular momentum contribution (|tf − ti|Λ)−
4
5−p
(J+ 1
2
N f). On the other hand, the result
for |n|/α→∞ represents the IR property‖.
For p = 4, the expansion with respect to small |n|/α represents the IR behavior: The
resulting S-matrix is given by (4.18) and (4.35) and we see that the (normalized) two-
point functions are the same as for the supergravity modes n = 0. If |tf − ti|
2(3−p)
5−p L
4n2
J2
is large, i.e., UV, then |n|/α → ∞. In this case, the corresponding two-point functions
behave like massive particles as we see from (4.49). However, the result does not mean the
appearance of finite correlation length since the equation does not hold for long distance.
For p = 3, the expansion of two-point functions with respect to L4n2/J2 corresponds
to the perturbative expansion of the gauge theory side since L4 ∼ g2YMN : At the n2
order, this effect appears as ∼ n2g2YMN/J2 ln(|tf − ti|Λ) which corresponds to the explicit
perturbative calculation of the gauge theory [1, 15]. On the other hand, for p 6= 3,
the expansion with respect to |n|/α does not correspond to the effect of perturbative
expansion since the combination |tf − ti|
2(3−p)
5−p L
4n2
J2
is written by the original coordinates
as
(|tf − ti|orig.)
2(3−p)
5−p (g2YMN)
2
5−p
n2
J2
(4.53)
and it has fractional power of the coupling constant.
In practice, it is difficult to check the results from the gauge theory side since there
are severe infra-red (p < 3) or ultra-violet (p = 4) divergence. Furthermore, the result for
supergravity modes already has the non-trivial form (4.3): We see that the dimension of
the scalar φl does not correspond to that of free-field. For p = 4, the result shows that
‖In the IR limit for p < 3, the (tunneling) null geodesic approaches r → 0 where the dilaton expectation
value diverges and we cannot neglect the string loop effect there. This corresponds to the 1
N
-correction
in the N →∞ limit with large gsN .
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in the infra-red limit the two-point functions for any n degenerate to the one for n = 0
modes. This means that we have non-trivial infra-red fixed points for the corresponding
d = 5 theory where free-fields of effective dimension deff = 6 appear.
Also, there is a problem which operator we should identify for each sector of S-matrix
including n 6= 0 modes. We assume that we can obtain the diagonalized two-point func-
tions from the string S-matrix by our method. For p = 3, we know that the BMN-
operators such as
O ∼
J∑
j=1
e
2piijn
J Tr[ZjφaZ
J−jφb]
give the correct result. For p 6= 3, we may expect that the similar BMN-type operators
play the role as the operators with diagonalized two-point functions. (For supergravity
modes n = 0, this choice is consistent with the analysis from supergravity theories.)
However, as we have stated above, it is difficult to check them in the gauge theory side.
Finally, we comment on the effect of zero-point energies from stringy modes. In the
analysis of supergravity modes, the results including the effect of zero-point energies agree
with the analysis from supergravity theory [12]. If the result is true, the zero-point energies
from n 6= 0 modes must cancel for bosonic and fermionic fluctuations. For p < 3, the
effects of zero-point energies from bosonic and fermionic fluctuations for small |n|/α˜ can
be read from (4.14) and (4.33) respectively. If this expansion is valid for large |n|, the
corresponding zero-point energies seem to diverge. However, for |n| → ∞, the zero-point
energies vanish as we see from (4.46) and (4.50). Thus we may expect that the total
zero-point energies for all n 6= 0 modes vanish and that our result is consistent with the
analysis from the supergravity theory. The situation for p = 4 is similar.
5 Concluding remarks
We have investigated the S-matrix for superstring fluctuations around the null geodesic of
the Dp-brane background (0 ≤ p ≤ 4) and give a prediction to the two-point functions for
BMN type operators in the (p+1)-dimensional gauge theory by assuming the holographic
correspondence. In particular, we have studied the effect of string higher modes n 6= 0
that had remained to be analyzed in the previous papers [11, 12]. The main results for
two-point functions are collected in section 4.3.
With the analysis given above, we have almost completed the analysis of two-point
functions from the string theory side. The remaining task is, as we have emphasized
repeatedly in our previous papers, to analyze the correlation functions in terms of the
dual gauge theory itself, though it would be a non-trivial task to perform.
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Finally, since we have a definite procedure to obtain the two-point functions from the
string S-matrix around geodesic respecting the holographic principle, it is easy to apply
our method to other cases. In particular, it would be interesting to consider the non-BPS
expanding strings like spinning strings [17, 18].
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A Diagonalization of S-matrix from fermionic oscil-
lators
We will briefly explain the relation between two expressions (3.27) and (3.31) of the
fermionic part of S-matrix Sf and perform ‘diagonalization’ by T -dependent Bogoliubov
transformation.
Normal-ordered form → Exponential form In order to see the relation between
(Afn, B
f
n) in (3.27) and (A˜
f
n, B˜
f
n) in (3.31), we calculate
Vn ≡

 SfdnS−1f
Sfd
†
nS
−1
f


in both representations. The results are respectively written as
Vn =
1
1 +Bn

 1 An
An (1 +Bn)
2 + A2n



 dn
d†n

 (A.1)
and
Vn = exp

 −B˜n A˜n
A˜n B˜n



 dn
d†n


=

cosh Ωn +

 −B˜n A˜n
A˜n B˜n

 sinhΩn
Ωn



 dn
d†n

 . (A.2)
To relate Nn and N˜n, we calculate 〈0|Sf |0〉 in both representations and as a result we
have ∏
α,n
N fn =
(∏
α,n
N˜ fn
)
〈0|∑
α,n
[
1
2
A˜fnd
α†
n d
α†
−n + B˜
f
nd
α†
n d
α
−n +
1
2
A˜fnd
α
nd
α
−n
]
|0〉 (A.3)
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This equation can be simplified by using the following technique. We define
Sf(ǫ) ≡
(∏
α,n
N˜ fn
)
exp
{
ǫ
∑
α,n
[
1
2
A˜fnd
α†
n d
α†
−n + B˜
f
nd
α†
n d
α
−n +
1
2
A˜fnd
α
nd
α
−n
]}
(A.4)
and differentiate 〈0|Sf(ǫ)|0〉 with respect to ǫ:
d
dǫ
〈0|Sf(ǫ)|0〉 =
(∏
α,n
N˜ fn
)
〈0|Sf(ǫ)
∑
α,n
1
2
A˜fnd
α†
n d
α†
−n|0〉. (A.5)
By using the relation corresponding to (A.2) with ǫ, the right-hand side is rewritten as
the form [coefficients] × 〈0|Sf(ǫ)|0〉 and we can solve (A.5) as a differential equation of ǫ.
The result is
〈0|Sf(ǫ = 1)|0〉 =
∏
α,n

N˜ fn exp
(
B˜fn
2
)
1√
1 +Bfn

 . (A.6)
In fact we can show that
N˜ fn = N
f
n exp
(
−B˜
f
n
2
)√
1 +Bfn. (A.7)
Diagonalization We can diagonalize Sf in the exponential representation as
Sf = Sf,n=0
∏
α,n>0
(N˜ fn)
2 exp
[
A˜fnd
α†
n d
α†
−n + B˜
f
n(d
α†
n d
α
−n + d
α†
−nd
α
n) + A˜
f
nd
α
nd
α
−n
]
= Sf,n=0
∏
α,n>0
(N˜ fn)
2 exp(B˜fn + Ω
f
n) exp
[
−Ωfn
(
cα†n (T )c
α
−n(T ) + c
α†
−n(T )c
α
n(T )
)]
.(A.8)
We use T -dependent operators (cα†n (T ), c
α
−n(T )) satisfying (3.38) defined by
 c†n(T )
cn(T )

 =

 Gfn(T ) F fn(T )
Efn(T ) D
f
n(T )



 d†n
dn

 . (A.9)
Here Dfn, G
f
n, F
f
n and E
f
n are determined in order to satisfy the relations D
f
nG
f
n−F fnEfn = 1,
(Dfn, G
f
n, F
f
n, E
f
n) = (D
f
−n, G
f
−n,−F f−n,−Ef−n) and
 Dfn ∓Efn
∓F fn Gfn



 ±A˜fn B˜fn
−B˜fn ±A˜fn



 Dfn ±F fn
±Efn Gfn

 =

 0 −Ωfn
Ωfn 0

 . (A.10)
If necessary, we can diagonalize Sf,n=0 separately, though it is already diagonalized in our
case. Thus, the final form of diagonalized S-matrix becomes (3.37).
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