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~ Estatística tem sido uma importante ferramenta 
no desenvolvimento e aprofundamento dos conhecimentos nas á r e as 
da biologia e da medicina permitindo também, a investigaç~o e a 
solução de problemas de saúde. Grande parte do desenvolvimento de 
novas técnic3s estatisticas ocorrido nos últimos quinze a vinte 
anos tem sido motivado pela necessidade de analisar dados e 
resolver problemas em áreas médicas, notadamente em doenças dege-
nerativas. Muitos desses avanços recent~s ainda não se refletiram 
em benefícios na área de saúde para países sub-desenvolvidos, em 
que os problemas são outros, em geral, de natureza e tipo dife-
rentes dos encontrados em regiões desenvolvidas. 
As pessoas que se ocupam da promoção da saúde têm 
percebido, cada vez mais claramente, nos últimos 
dade de melhorar a qualidade e a amplitude da 
anos, a necessl-
assistência à 
saúde, particularmente entre populações mais pobres e mal atendi-





e melhorar os serviços de saúde, 
o acesso à assistência a saúde ê 
existrm muitas 
muito limitado, 
para a maioria da populaç~a. Paradoxalmente, ao mesmn tempo em 
que a uma parcela pequena da população (geralmente a menos neces-
sitada de atenç~o especial) se oferecem serviços de saúde de 
elevada qualidade, a falta de recursos financeiros, de pessoal 
capacitado e problemas estruturais do sistema de saóde fazem com 
que não se tenha conseguido alcançar coberturas completas, ou 
seja 1 existem parcelas, às vezes substanciais da populaçâo, que 
nâo tem praticamente nenhum contato com os sistemas de saúde. 
É' pois, necessário desenvolver estratégias que 
permitam, em primeiro lugar conhecer a re.alidade sanitária regxo-
nal e logo extender a cobertura o mais possfvel, uma vez canse-
guida cobertura completa (ou quase), usar metodologias e tecnolo-
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gias que façam um uso melhor dos recursos. 
~o longo dos últimos quinze anos vem se desenvol-
vendo na área perinatal uma metodologia conhecida como ~Enfoque 
de Risco~, que é, entre outras, uma das estratégias poss(veis de 
serem usadas para realizar tanto «DiagnOstico de saúde regional'' 
como para aumentar a cobertura (e principalmente) para fazer 
melhor uso dos recursos disponíveis. Existe uma farta Literatura 
sobre essa metodologia de nEnfoque de Risco 1 e sua aplicação a 
diversas áreas de atenção à saúde. Uma compilação de muitos 
desses conhecimentos está contida no "Manual sobre el enfoque de 
riesgo en la atención mate~no-infantil~, OPS/OMS (1985). Existe 
um texto recente, em português, de Backett et al. (1985), infe-
lizmente mal traduzido 1 e com alguns erros conceituais e metodo-
lógicos sérios na parte estat{stica. 
Segundo o Manual da OPS/OM5 1 a metodologia de 
enfoque de risco é um instrumento de gestlo flexível e racional, 
que permite distribuir os recursos existentes, baseando-se na 
determinação de quais os indivíduos de uma coletividade que estão 
sob maior risco de sofrer um determinado tipo de dano à saúde 1 e 
na organizaç~o do sistema de saúde de forma que esses individuas 
recebam atenção diferenciada, com uso ótimo de recursos. 
Umn parte crucial do desenvolvimento de uma es-
tratégia com base nesse enfoque é, pois 1 a identificação de 
individuas ou grupos da comunidade que têm maior risco. t nesta 
·etapa crucial do processo que este trabalho pretende dar sua 
contribuição. ~lguns trabalhos recentes, como Mardones e Jones 
(1885) 1 Murrels et al. (1885) e Machin et al.(1886) tem apontado 
a conveniência e, muitas vezes, a necessidade de usarem-se técni-
cas estat(sticas mais sofisticadas nesse processo. 
Neste trabalho iremos confrontar duas me todo lo-
gias diferentes (a do Risco Relativo e a da Regresslo Loglstical 
para a identificaç~o de indivíduos expostos a níveis de risco 
mais altos. Em particular, iremos t'rabalhar com um problema de 
saúde materno-infantil 1 com dados hospitalares. Os resultados dos 
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modelos, ajustes e sistemas de classificação obtidos n~o podem 
portanto ser estendidos a nenhuma populaçao, pois os dados trata-
dos s'ão, como dito acima, apenas de urna maternidade, e niio de uma 
amostra ou Hcoorte'' de individuas de uma população determinada. 
Rs metodologias propostas no manual da OPS/0115, 
para se fazer a identificação dos indivíduos expostos a riscos 
mais elevados, são muito simples. Nesse Manual sugere-se que 
todas as variáveis intervenientes, devem ser dicotomizadas, cons-
truindo-se ent~o tabelas cruzadas 2X2 em que a medida de asso-
c i ação constiturda pelo risco relativo é usada para construir-se 
um sistema de atribuição de pontos 






Neste trabalho iremos usar essa metodologia para o dano 
risco, 
"morte 
perinatal~ e comparar os sistemas de classificaçfto obtidos com os 
que se conseguem usando técnicas estatísticas mais elabdradas e 
sofisticadas como, Regressão Log{stica. ~lgumas das vantagens da 
Regressâo Logística são a possibilidade de se 
raç5es entre variáveis e também o fato de que 





No Capítulo li é feita uma apresentação da meto-
dologia que usa tabelas 2X2 e riscos relativos. No Capítulo III é 
feita uma apresentação sobre regressão logística, inclusive as 
novíssimas técnicas de diagnóstico, usadas para deteção de pontos 
potencialmente influentes. No Capitulo IV essas duas metodologias 
são usadas em dados de partos ocorridos na Maternidade da Fa-
culdade de Ciências Médicas da UNICRMP, visando comparar os 
sistemas classificatórios obtido~ com as duas técnicas. 
tulo V são apresentadas algumas conclusões do ponto 
No Capí-
de vista 
estatístico, indicando as razões para se preferir ou nlo uso das 
técnicas baseadas em regressão Logistica. 
No Rpêndice 1 são apresentadas tabelas de f r e-
quência para as variáveis, no Rp!ndice 2 as recodificações 
variáveis para o método de riscos relativos, 









~p@ndice 4 apresenta as recodificações para o método de regressâo 
logfstica, o 5 as tabelas dos sistemas de pontos obtidos, e que 
sâo usadas para calcular sensibilidades· e especificidades para 
diferentes pontos de corte, no 6 estâo as tabelas com valores de 
sensibilidade e especificidade dos modelos da regressão log1stica 
e finalmente no ~p@ndice 7 estão os programas computacionais 
utilizados para o diagnóstico em regresslo logfstica. 
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C~PtTULO li 
O MtTODD DO RISCO RELRTIVO 




as sociedades, existem comunidades, 
cuja cha~ce de doença futura, morte ou 
acidente é maior do que a de outros; diz-se que estes são espe-
cialmente vulneráveis e os motivos para isso, ainda que muito 
fracos podem ser frequentemente identificados. Esta vulnerabili-
dade1 tanto para a doença como para a morte, é ü resultado da 
presença de certo número de características (biológicas, genéti-
cas, ambientais, psicossociais, etc), as quais interagem e em 
conjunto, conferem um uriscou particular ~e dano (do~nças ou 
morte). 
Estes podem ser transformados 
«pesosn (ou scores) os quais quando presentes expressam 
em 
(resumi-
damentel a necessidade de maior asssistlncia. Rssim, uma gestante 
com p~essão a~terial aumentada pode ter um risco muito elevado de 
uma morte perinatal durante o trabalho de parto. R medição do 
risco para ela e seu filho é uma expressão de necessidade de 
ajuda, para cuidados preventivos ou curativos, que devem ser 
realizados em Lugares apropriados como por exemplo em materni-
dades de grande complexidade. 
R estratégia do "Enfoque de Risco» se inicia com 
a identificaç~o de indicadores que estimarão o risco de dano 
(morte ou doenças) a que está exposto certo indivíduo. 
Neste capCtulo iremos apresentar os passos para o 
estudo de enfoque de risco baseado no risco relativo. Na seção 
2.1 discutiremos os planos de estudo.comumente utilizados nestas 
pesquisas. Na seção 2.2, serão vistas as técnicas estatísticas 
usadas para se determinar quais fatores estão associados com o 
resultado em estudo, e meios de se quantificar esta associação. 
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Finalizando este cap{tulo, na seçâo 2.3, serão abordados proble-
mas que surgem com os fatores de risco quando estes são variáveis 
continuas e categóricas. 
2.1 ~escolha do plano de estudo 
O estudo de enfoque de risco se baseia em a a dos 
coletados em indivfduos convenientemente escolhidos. O pesquisa-
dor não controla quem será exposto ou não ao fator em questão 1 
mas tem liberdade de determinar quem entrará ou não no estudo. 
Para que os resultados tenham validade a pesquisa deve ser plane-
jada segundo modelos bem definidos. Os dois principais tipos de 
planejamento para este tipo de estudo recebem os nomes de: Es-
tudos Caso-Controle e Estudos tipo Coorte. 
2.1.1 Estudos Caso-Controle 
Um estudo tipo Caso-Controle deve ser usa do ern 
situações onde a ocorrência do danO procurado (doença ou de um 
resultado indesejado, por exemplo, morte) é baixo, em tais cir-
a adoç~o de outros métodos implicaria no dispêndio 
de grande quantidade de recursos e tempo. 
Este estudo se inicia com um grupo de indivíduos 
• serem chamados que tenham contraído d doença em 
questão. Escolhe-se como padrão de comparaç~a, um grupo controle 
constituído de individuas que de maneira ideal, não difiram dos 
casos, a não ser pela ausência da doença, isto é, este grupo deve 
pertencer a mesma população do grupo dos casos. Isto porque o 
grupo controle destina-se a possibilitar uma comparação com os 
c: as os, no que concerne à frequência de determinado fator e a seu 
grau de exposição. t necessário, entãoJ assegurar a maior seme-
lhança possi'vel, entre os dois grupos, em relaç~o a fatores que 
geralmente se supõe exercerem alguma influência, como por exem-
plo: grupo étnico, estado sócio-econômico, proced€ncia, profisslio 
e outros. 
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R seguir o pesquisador procura a história clinica 
de todas as pessoas selecionadas a fim de averiguar a presença ou 
ausência do fator de risco que está sendo estudado. R questão é 
saber se o fator de risco está presente mais frequentemente ou em 
nfvel mais elevado entre os casos do que entre os controles. Se a 
evidência for suficiente o pesquisador concluirá que existe uma 
associação entre o fator de risco e a doença. 
Como as informaç~es são obtidas de maneira r e-
trospectiva, este tipo de planejamento recebe também o nome de 
•Estudo Retrospectivo". 
Rs vantagens deste tipo de planejamento são 
ausência de dificuldades éticas para sua implantação; o tempo 
gasto e os custos associados, que s~o relativamente pequenos, 
pois são utilizados dados pré-existentes. 
Os estudos retrospectivos s~o ~ecomendáveis no 
estudo de doenças raras, isto porque o pesquisador inicia com um 
grupo de pessoas que comprovadamente possuem a doença, evitando 
assim o tempo enorme de espera até que uma dada população apre-
sente número de casos suficiente da doença em estudo, além do 
grande número de pessoas a serem amestradas. É apropriado, ainda, 
quando a classificação da doença é simples (particularmente para 
uma classificação dicotômica - a presença ou ausência de uma 
condição específica), mas·nos quais muitos fatores n~o-etiológi-
cos possfveis tem que ser estudados. 
Uma das limitações deste estudo é que obtemos 
informação sobre a associação entre os fatores e a doença apenas 
e não so~re causas da doença. O resultado de tais estudos deve 
ser considerado um elo a mais em uma cadeia de evidências que 
levará a possíveis vereditos de causalidade. 
2.1.2 Estudos do tipo Coorte 
Este estudo se inici·a com a identificaçlo de um 
grupo de pessoas que possuam o fator de risco e um grupo controle 
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sem o fator de risco. Os dois grupos slo acompanhados a fim de se 
determinarem novos casos da doença em questão. Calculam-se as 
taxas de incidência com~arando-as para os-grupos com e sem o 
f.ator de risco. 
Como este estudo avança no tempo, ele também 
recebe o nome de "Estudo Prospectivou. 
Uma das vantagens deste estudo é que o pesquisa-
dor tem a possibilidade de usar critérios uniformes 
identificação da presença ou não do fator de risco no 




exames de acompanhamento. ~ comparabilidade dos dois grupos pode 
ser verificada no início do estudo e identificadas as variáveis 
para as quais são necessários ajustamentos na análise de dados. 
Neste tipo de estudo 1 o pesquisador tem maior 
liberdade sobre o que medir e como medir, já que frequentemente 
não se restringirá ao uso de dados já coletados. l=llém disso, os 
estudos tipo coorte permitem obter diretamente uma estimativa da 
magnitude do risco. 
Estes estudos são grandes, longos e normalmente 
caros. Quanto mais rara é a doença em questão, maior é o número 
de pacientes que precisam ser examinados. 
Embora do ponto de vista teórico os estudos do 
tipo coorte sejam melhores que os estudos 
últimos são os mais utilizados. 
caso-controle, 
2.2 Técnicas Estatísticas 
Os dados de um estudo caso-controle ou do 





Presente Rusente Total 
Fator Presente a b m 
3 
de 
Risco Rusente c d m 
4 
Total m m N 
1 2 
T~BEL~ 2. 1 Tabela cruzada 2x2 entre presença ou não da doença e 
do fator de risco 
Rtravés doi dados desta tabela devemos decidir se 
há ou n~o alguma associaçlo significativa entre o fator e 
doença e 1 em caso afirmativo, medi-la. 
o teste x2 para tabela cruzada 2x2 e o Risco 
Relativo são os métodos estatísticos usuais para a solução destes 
dois problemas. 
2.2.1 Teste x2 
Se n~o há nenhuma associaçlo entre o fator e 
doença 1 a proporção de pessoas que possuAm o fator deve ser 













~ hipótese de interesse é portanto: 
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Isso implica que: m3 m2 
N 
De forma análoga, obtemos: 
m1 m4 m4 m2 
c " d " N N 
C 2 • I ) 
C2,2) 
Temos assim dois grupos de valores: os observados 
a, b, c, de os espErados dados pelas fórmulas 2.1 e 2.2. 
Uma medida ,que nos fornece o grau de discrepância 
entre estes dois grupos de valores é dado por: 
[a 
-z 









m m m m 
---P- -Y-
Rpós alguns câlculos, obtemo~: 
2 








( 2. 3) 
H . 
o 
Valores ~grandes" de 2.3 nos Levam a rejeiçJo de 
fórmula 2.3 tem aproximadamente distribuiçào qui-quadrado 
~om um grau de liberdade, portanto devemos utilizá-La para deci-
dirmos o que slo os valores •grandes~. 
Para testarmos nossa hipótese nula de não asso-
ciação podemos utilizar uma fórmula do x2 que possui uma dis-
tribuição mais próxima do qui-quadrado com um grau de liberdade. 
Esta fórmula foi desenvolvida por Yates (1934): 
N(iad-bcl 
m m m m 
1 2 3 4 
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2 
- N/2 l 
2.2.2 O Risco Relativo 
J:lpós constatarmos que existe associaçlo entre o 
fator e a doença, o passo seguinte é quantific•-La. 
Uma maneira de fazê-lo ê utilizar o Risco Relati-
v o CRRJ que é a razão entre as probabilidades de contrair a 
doença por parte de pessoas com e sem o fator, respectivamente. 
Isto é: 
p ( ocorrência da doença I presença do fato r de risco ) 
RR 
" p c ocorrência da doença I ausência do fator de rlSCO J 
Suponhamos que os indivíduos de uma população 
tenham sido classificados como possuindo ou não um fator etioló-
gico e comG sofrendo ou não de certa doença. 
proporçõ~es obtidas através da tabela 2.2: 
Podemos resumir as 
Doença 
Presente í=lusente Total 
Fator Presente p1 p2 p1 + p2 
de 
Risco !=lu sente p3 p4 p3 + p4 
Total p1 + p3 p2 + p4 1 
TI=IBELI=I 2.2 Tabela cruzada 2x2 entre presença ou não da doença e 
do fator de risco 
De acordo com a definição acima de risco 
vo, este é dado por: 
p 
( p + p ) 
1 2 I '""< -p....:L--,. p . + p ) 3 4 
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relati-
que nos fornece: 
p1 p3 ' p4 ) 
' p ) 2 
= 
p1p3 ' p1p4 
p1p3 ' P2P3 
(2.4) 
amostra 
R ex~ressão 2.4 só pode ser estimada se temos 
das pessoas que possuam o fator e outra das pessoas 




estudos comparativos e a segunda corresponde a amostragem f e i t a 
nos estudos do tipo coorte {Rnderson et al., 1980). 
Quando os d3dos são obtidos através de um estudo 
caso-controle o risco relativo não é estimável. Isto impede seu 



















C 2. Sl 
R razão 2.5 é chamada Risco Relativo Hproximado, 
Raz~o de Chances ou Razão do Produto Cruzado e é 
associação comumente utilizada CCornfield, 1951). 
a medida de 
Seu uso n~o se deve só ao fato de ser uma aproxi-
maç~o do risco relativo. '/J é estimável com dados de estudos caso-
controle e o modelo logístico, que será discutido no capítulo 3, 
suge~e seu uso como medida de associação. 
Através da tabela 2.1, $ é estimado por: 
ad 
cb 
n variaç~o amostral de ~ é melhor estudada atra-
vés da escala Logaritmica. Temos, aproximadamente, que: 
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Var(Ln$ 1 1 1 1 )= + + t-
a b c d 
Podemos observar que nossa hipótese de inexistên-
cia de associaçâo entre o fator e a doença, é equivalente a: 
H 1 <I • 1 
o 
Tal hipótese pode ser testada através do interva-
Lo de confiança para $ CRothman & Eoice,1975) 1 dado por: 
( "' 
[ 1-z/X J [ 1tz/X ) ~ ) 




respectivamente, o Risco Relativo e a raiz qua-
' 
ambos obtidos na tabela 2x2 correspondente e z é o 
valor do desvio 
desejado. 
normal correspondente ao nível de confiança 
Temos então como regra de decisão: use o inter-
valo de confiança obtido inclui o valor 1, 
rejeição de H 11 • 
o 
isto nos leva a não 
Confirmamos, assim, através deste teste as con-
clusões obtidas pelo teste do x2 . 
2.2.3 Identificaç~o da interação entre os fatores 
Usualmente, o pesquisador deve examinar um bom 
número de variáveis que podem ser indicadoras de fatores de risco 
potencialmente importantes e estimar o risco relativo que está 
associado com o efeito de cada uma delas através de uma 
de previsão. 
equ:aç'ão 
Temos ent~o que analisar se os fatores de risco 
são independentes. R razlo para ess·a análise é que se dois fo-
tores de risco fazem contribuições independentes para o risco de 
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uma dada doença, eles podem ser usadps conjuntamente pTira Qvaliar 
Se, por outro Lado, eles silo odtamente a situaç~o do risco. 
correlacionados, então apenas um dos fatores deve ser utilizado. 
Para avaliar a independência de dois fatores 
necessitamos examinar, primeiramente, a associação entre cada 
fator de risco e a doença. Isto é feito através do risco relativo 
como mencionado anteriormente. 
Temos, ent'ão: 
Doença 
Presente f:lusente Total 
Fator Presente a b m 3 
de 
Risco 1 Ausente c d m 
4 
Total m m N 
1 2 
Doença 
Presente Ausente Total 
Fator Presente e f n 3 
de 
Risco 2 Ausente g h n 4 






RR1 = - (2.6) 
Se esses dois fatores de risco forem independen-
tes e ambos contribuem para uma dada doença, quando eles estão 
presentes no mesmo individuo, o risco relativo total é o produto 
das duas estimativas individuais do ~isca relativo de cada fator, 
o qual recebe o nome de Risco Relativo Conjunto Multiplicado, 
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Portanto: 
RR Conjunto Multiplicado = 





totais para três ou 
fatores de risco ser~o dados pelos produtos dos valores do 
mais 
rlSCO 
relativo de cada f a to r, desde que estes sejam contribuintes 
independentes para o risco de uma doença especffica. 
Rpós verificarmos a associação entre cada fator e 
a doença em questâo devemos examinar o efeito destes fatores 
conjuntamente. P~ra isso, construímos tabelas cruzadas 2x2 con-
trolando um fator (mantendo-o constante) e analisando os efeitos 
do outro (independente dos efeitos poss(veis do primeiro), assim: 
Fator de RisCo 1 Presente 
Doença 
Pres,nte í=lusente Total 
Fator Presente i i 1 r 1 1 
de 
Risco 2 l=lusente k l s 
1 1 1 
Total o q1 m 1 3 
Fator de Risco 1 Rusente 
Doença 
Presente Rusente Total 
Fator Presente i j2 r 2 2 
de 
Risco 2 Ausente k l s 
2 2 2 
Total o q2 m 2 4 
Para determinar o Risco Relativo Conjunto Real de 
uma certa doença na populaçlo devemos levar em conta a possível 
influência de ambos os fatores de risco, portanto, o Risca Rela-
tivo Conjunto Real será o quociente entre as probabilidades de 
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uma certa doença ocorrer, dado que ambos os fatores estão presen-
tes e ausentes, isto é: 
RR Conjunto Real ~ P { ocorrência da doença/fatores presentes ) 
P ( ocorrência da doença/f&tores ausentes ) 
RR Conjunto Real = 
i 1 I r 1 
k I s 
2 2 
~ hipótese em que estamos interessados é: 
H os dois fatores de risco são independentes. 
o 
Necessitamos assim de uma regra de decisão 
v és da qual podemos considerar um fator de risco como 
contribuinte, independente ou não, para uma dada doença. 
atr-a-
sendo 
Para obter o RR Conjunto Multiplicado 
s'Z.o usados os dois riscos relativos da fórmula (2.6). 
l=ljustado, 
O menor 
deles será denominado de 
plicado ~justado através 
RR , 
'I 
e calculamos o RR Conjunto 
da seguinte.expresslo: 
RR Conjunto Multiplicado ~justado = [ 0.5 C RR 
1 
- 1 
Temos a seguinte regra de decis~o: 




nse o RR Conjunto Real é maior do que o RR Conjunto Multiplicado 
Rjustado não rejeitamos H 'I. 
o 
~lguns fatores nlo slo completamente indepenclen-
tes e 
fatores 
podem ser utilizados na equação de 
que tem um efeito sinergético, de 
previsão. Esses 
maneira que 




extr·a, um termo de interação, que levaria em conta esta sinergia. 
Existem técnicas estatísticas que levam em conta 
esses efeitos de confundimento, de maneira eficaz, é o caso da 
Regressão Log{stica que será tratada no próximo capitulo. 
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Exemplo: 
Vamos testar se os fatore-s de risco: estado civil 
da mãe é sem companheiro CESTCIV) e antecedentes de presença de 
natimortos <NRTIMJ 1 que podem estar associado~ a morte perinatal 
CMPN) 1 são independentes. 
ESTCIV 
N~TIM 
Seja: Fator de Risco 1 = ESTCIV: estado civil 
sem companheiro 
Fator de Risco 2 = NRTIM: antecedentes de 
presença de natimortos 
H : ESTCIV e NRTIM são independentes 
o 
MPN 
presente ausente Total 
presente 57 618 675 
RR1= 1.54131 
ausente 107 1846 1953 
Total 164 2464 2628 
MPN 
:nresente ausente Total 
presente 29 166 195 
RR2= 2.69014 
ausente 135 2307 2442 
Total 164 2473 2637 
RR Conjunto Multiplicado = RR1 x RR2 = 4.14634 
RR Conjunto Multiplicado Rjustado = [0.5(1.54131-1)+1]2.69014 
= 3.41824 
Para examinar o efeito conjunto destes dois 
fatores vamos construir tabelas cruzadas 2x2 controlando o fator 




presente ausente Tota-l 
presente 5 18 24 
N~T!M 
ausente 52 588 651 
Total 57 618 675 
ESTC!V ausente 
MPN 
presente ausente Total 
presente 24 147 171 
N~T!M 
ausente 83 1688 1782 
Total 107 1846 1953 
RR Conjunto Real • (5/241/(83/17821 • 4.47288 
jeitamos H . 
o 
Temos que 4.47288 3.41824, portanto não re-
Logo podemos considerar ESTCIV e NRTIM fatores de 
risco independentes. 
2.2.4 O sistema de pontagem 
Fatores de risco diferentes influem na doença em 
graus diferentes; o risco relativo varia entre fatores. Quando 
vários fatores estão presentes 1 a ocorrência da doença depende do 
efeito de cada fator e das interações entre os fatores. [ombi-
nações diferentes dos fatores influem diferentemente sobre a 
doença. t possfvel definir o risco relativo para qualquer fator 
ou qualquer combinação de fatores e combiná-los numa equação de 
notação de risco. 
-20-
Esta equação de notaç~o de r1sco é 
uma lista de verificação dos fatores de risco mais 
simplesmente 
importantes, 
atribuindo a cada um deles •pesos« Cau •scorasu) as quais somados 
nos fornecem uma regra de decisão na classificação do indivíduo 
como de alto risco ou não, 
a doença ou não. 
isto é, com possibilidade de contrair 
Os "pesosu, que seria atribufdos a um determinado 
indivíduo 1 podem ser calculados através de uma transformação 
relativamente simples dos Riscos Relativos obtidos através das 
tabelas cruzadas 2x2. 
~presentamos aqui duas destas transformaçõ-es. R 
indicada no Estudo de Enfoque de Risco da OMS é a de atribuir a 
cada fator um peso proporcional ao logaritmo de seu risco relati-
vo. 
{:lssim: 
Peso = 1 t 3.91 log RR 
Outra transformação Leva em conta a proporção de 
prevalência (TP) e a proparç~o de prevalência específica (TPEJ os 





TP = m I N 
1 
TPE = a/ m 
3 
Estes dois valores são combinados com o RR e nos 
Peso = ( RR x TPE ) I TP 
Para o cálculo destes pesos existem técnicas mais 
por exemplo, a Rnálise Discriminante e a Regressão 
R vantagem destas técnicas é que atas levam em conta 
variáveis simultaneamente e assim podem examinar e 
compensar pela não independ@ncia dos fatores. 
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2.2.5 Qvaliação do Sistema de Pontagem 
~pós a obtenção do sistema de pontagem necessita-
mos avaliar sua eficiência 1 caso tal sistema fosse utilizado em 
um estudo de enfoque de risco. 
O pesquisador usará o sistema para excluir algum 
indiv(duo do estudo ou confirmar uma suspeita clfnica. No primei-
ro caso o pesquisador se fará a seguinte pergunta: use a doença 
está presente, qual é a probabilidade do sistema classificar esse 
individuo corretamente, isto é, como portador da doença?". Esta 
probabilidade recebe o nome de Sensibilidade do sistema de ponta-
gem. No segundo caso a pergunta de interesse é: "Se a doença não 
se apresenta, qual é a probabilidade do sistema classificar o 
indivfduo como portador da doença ?H Define-se, então a Especi-
ficidade como sendo um menos essa probabilidade. 
Portanto, a Sensibilidade é a habilidade do sis-
tema de identificar corretamente aqueles indivíduos que possuem a 
doença, e a Especificidade é a capacidade de identificar correta-
mente aqueles que não possuem a doença. 
Para estimar a Sensibilidade e a Especificidade 
de um sistema, é usual submeter m pessoas sabidamente 
doença e n pessoas sem a doença 1 ao sistema em questão. 
sultados podem ser apresentados em uma tabela 2x2 como na 
2.3. 





acusar a presença da doença (ausência da doença) em um dado 
indivíduo e D <Õl o evento correspondente ao indivíduo ter (ou 
não terl realmente a doença em questão. 
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Doença 
Presente Çlusente Total 
Classificaçí:ío q to. a com a b a + b 
presença da doença sem c d c + d 
Total a + c b + d N 
TRBELR 2.3 - Tabela cruzada 2x2 entre a doença e a 
quanto a presença da doença 
classificaç-ao 
Portanto: 
Sensibilidade = P C T/D ) = a/Cate) (2. 7) 
Especificidade = P C fJÕ ~ 1 - P c T/D J ~ d/Cb+dl C2.BJ 
Podemos ter dois tipos de erros em nossas de-
duções. 
presença 
Se, sistematicamente, associamos a uma classificação de 
de doença com a ocorrência da doença, a proporção de 
Falsos Positivos é a proporção de indivíduos com classificação de 
presença da doença, 
nossa notaçào, temos: 
que não apresentam a doença em questão. Em 
Falsos Positivos = P C D/T 
P C T/D J P C D J 
P C T J (2.8) 
Analogamente, a proporção de Falsos Negativo~ é a 
proporção de indivíduos, com classificação de ausência da doença, 
que apresentam a doença. Em termos de probabilidade, temos: 
Falsos negativos = PCDITJ~ 
P C T/D J P C D J 
p ( T J 
Rs taxas de Falsos Negativos e Falsos 
(2.10) 
Positivos 
s~o obtidas através da tabela 2.3 com as seguintes fórmulas: 
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b 
Taxa de falsos positivos 
a + b 
c 
Taxa de falsos negativos = 
c t d 
proporções 2.7 1 2.8, 2.9 e 2.10 variam de 
acordo 
risco 
com o Ponto de Corte, isto é, a partir de que valor de 
Iremos classificar um indivfduo como apresentando a doe~ça 
ou não, portanto, precisamos escolher este ponto. 
O valor d_o ponto de corte depende de vários 
aspectos, nenhum dos quais pode ser deduzido exclusivamente d él s 
informações obtidas através das investigações descritas ante~ior­
mente. ~ curto prazo os recursos disponíveis (pessoal, insta-
Lação, cobertura no nfvel primário de assistência, etc) é que 
irlo determinar quantos indivfduos seria postos na classificaçào 
de presença da doença. 
2.3 Di~otomiza~lo das variáveis contínuas 
Podemos observar que as variáveis dicotômic<Js 
permitem identificar os fatores de risco diretamente. Mas nem 
todos os fatores de risco são do tipo dicotômico, 
a um estudo mais detalhado destes fatores 
o que nos leva 
Necessitamos ass1m construir uma tabela na qual 
figuram os valores que a variável (fator de risco) assume e o 
evento em estudo. Isto nds permitirá medir as frequ!ncias abso-
lutas, assim como também a incidência. Estas tab2las devem ser 
preparadas para todos os fatores de risco (seja variável 
contínua ou categórica} e eventos estudados. ~s tabelas nos 
fornecerão qu~o frequente é o evento e quanto o fator de risco 
está gener-alizado. Permitirá analisar a retaç~o entre determinado 
fator de risco e o evento. 
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quisador 
Rtravés destas tabelas e de consultas com o pes-
da área escolhemos o ponto ao Longo da continuidade de 
risco que servirá mais eficazmente para d~finir o fator de r 1 sco, 
e utilizaremos este valor para dicotomizar o fator. 
Exemplo: 
Uma das variáveis que pode influenciar na morte 
perinatal CMPN) é a idade Cem anos) da mãe. 
Segundo alguns trabalhos na área médica são ne-
cessários dois pontos de corte para a dicotomização da variável 
idade: um ponto de corte para baixas idades (adolescentes) e um 
ponto de corte para idades reprodutivas superiores. 
Na tabela 2.4 temos ós valores da variável 
e do evento MPN 1 utilizados neste exemplo. 
idade 
Rtravés desta tabela obtemos os seguintes 




:;;; 19 anos 
~ 35 anos 
~ 40 anos 
CMPN • (38/582Jx1000 " 65.3 
CMPN = (28/270Jx1000 = 103.7 
CMPN = (12/85Jx1000 = 141.2 
Observa-se que o CMPN n~o se apresenta aumentado 
para as gestantes de baixa idade (adolescentes, de 12 a 19 anos) 
contrariando alguns resultados relatados na literatura médica. Já 
no extremo superior de idades reprodutivas, o CMPN cresce 
bastante. Para 35 anos ou mais é de 104 por 1000 e para 40 anos 
ou mais é de 141 por 1000. 
Decidiu-se com base na literatura médica e com os 
cálculos do CMPN utilizar os valores 18 e 35 como pontos de corte 
para a dicotomização da variável Idade. 
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Idade MPN VIVO Total 
12 o 2 2 
13 1 3 4 
14 o 17 17 
15 o 34 .34 
16 4 88 92 
17 3 100 103 
18 14 153 167 
19 16 147 163 
20 - 24 43 789 842 
25 29 34 517 551 
30 34 15 290 305 
35 7 33 40 
36 3 41 44 
37 2 25 27 
38 2 38 40 
39 2 32 34 
40 2 31 33 
41 2 12 14 
42 3 10 13 
43 2 6 8 
44 o 5 5 
45 1 1 2 
46 2 4 6 
47 o 4 4 
Total 158 2392 2550 
TABELR 2.4 - Tabela cruzada entre a variável idade (em anos) da 
m'ãe e MPN 
Foram entlo constru(das as tabelas cruzadas 2x2 
entre a variável MPN e os fatores de risco Idade 2 19 anos e 
Idade ~ 35 anos e calculado seus respectivos Riscos Relativos: 
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Idade ;:: 19 anos 
MPN VIVO Total 
Fator presente 38 544 582 
de RR o 1. 07 
Risco ausente 120 1848 1968 
Total 158 2392 2550 
Idade ;: 35 anos 
MPN VIVO Total 
Fator presente 28 242 270 
de RR o 1. 82 
Risco ausente 130 2150 2280 
Total 158 2392 2550 
~pós a dicotomizaçâo analisamos o fator de risco 
através das técnicas estatlsticas discutidas na seçlo 2.2. 
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CAPíTULO lll 
A REGRESS~D LDGfSTICR 
3.~ R~GRESS~O LOGtSTICR 
Nos estudos sobre enfoque de r1sco 1 como já foi 
relatado 1 estamos frequentemente interessBdos na ocorrência de um 
certo evento 1 como a ocorrência ou não de um certo dano (doença 
ou morte), e os fatores que podem influenciar positiva ou negati-
vamente esta ocorrência. 
Neste capítulo nossa variável resposta será do 
tipo dicotômica e a anâlise estat(stica consistirá em adaptar um 
modelo, que relacione de forma mais evidente a variável resposta 
com os fatores de risco que foram medidos. 
R análise estatística utilizada 
deve ainda solucionar dois problemas: quais são 
apresentem fatores de risco mais importantes 
nestes 
as variáveis que 
e se poss{vel, 
prever com base neles que um certo paciente apresente determinada 
-doença, ou pelo menos dizer quem é mais susceptlvel. 
Sendo, a variável resposta~ dicotômica, os mode-
los clássicos de regressão como os descritos em Draper & Smith 
(1981) não devem ser utilizados. Na seção 3.1 discutiremos a 
inadequação desses modelos. Na seçâo 3.2 apresentamos o modelo de 
reqresslo logistica, juntamente com a estimaçâo de parâmetros e 
os testes de hipóteses. Na seção 3.3 ser~o visto algumas medidas 
de diagnóstico para o modelo de regressão Logística e finalizando 
este cap(tulo, na seçlo 3.4 serão abordados os problemas que 
surgem com os fatores de risco, como interações, seleção de 
variâveis,etc. 
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3.1 R Regressão Linear com resposta dicotômica 
Consideremos N individuas independentes dos quais 
dispomos de um conjunto de dados constituído por uma variável 
resposta quantitativa, denotada por Y, e p variáveis explicati-
v as, 
dados 
representadas por X 
1 
uma possibilidade é 
X ' 2 
a de 
... , X Para a Qnálise de 
se ajus~ar um modelo Linear 
consiste em tomarmos: 
Y =13+13X +f3X + .. t8X tE 
i o 1 1i 2 2i p pi i 
i = '1, ... , N 
tais 
que 
onde Y e E s"ão, 
i i 
do i-ésimo caso e 
respectivamente, 
B.{j=O, • • • I 
a resposta e o erro aleãtório 
p) são os parâmetros a serem 
estimados. J 
Utilizando a notação matricial,temos: 
y = Xê +E 
onde r e t' são respectivamente, o vetor de resposta e o vetor de 
erros de dimensão N, X é a matriz do modelo, de dimensão Nx(p+1), 
das variáveis explicativas que assumiremos ter posto completo e 
ê é o vetor de parâmetros a ser estimado de dimensão (p+1l. 
Para se obter o estimador de ê utilizamos o 
método dos mínimos quadrados, o qual consiste em minimizar, com 
respeito a G a forma quadrática: 
():-Xêl' ( Y-XS J 
- -
onde cada termo representa o erro aleatório. 
per & Smith, 1381): 
Obtemos ass1m COra-
dos dado por: 
-1 (X'X) X'Y ( 3. 1) 
ç:jtravés de 3.1, temos o vetor de valores estima-
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- 1 ) X I y 
R soma de quadrados dos residuos ê dada por: 
-1 




2 ( Q I o I l 
N 
(3.2l 
isto é, as observações Y Y , ... 1 Y são independentes e dis-
1 2 N 
tribuldas segundo uma Normal N-v~riada com vetor de médias igual 
a X ê e matriz de covariância o I 1 .garantimos algumas propri-N 
para os estimadores. edades ótimas J:ltravés da suposiç'ão 3.2 
podemos utilizar as técnicas estatísticas de análise de variância 
e covariíl.ncia. 
No caso onde a variável resposta € bínária 1 isto 
é' y assume apenas dois valores, 1 {um) para o resultado de 
1 
maior interesse e O (zero) para o outro resultado, poderíamos 
utilizar o modelo de regressão linear: 
e " PC Y "1 l " EC Y ) 
i 1 i 
+ B X + + B X + ' (3.3) 1 1 i p pi 1 
isto é, aplicaríamos um modelo de regressão linear às observações 
.binárias, tratando estas observaç~es como quantitativas. Tal 
procedimento seria computacionalmente simples devido a facilidade 
de acesso a pacotes estatísticos. Neste caso, porém, este proce-
dimento apresenta várias limitações e problemas. 
2 
Como Y assume somente valores O e 1 1 y = y o 
1 i i 
que implica que: 
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2 ., 
" V ar ( y ) = E ( y ) [ E ( y ) J 
l l l 
2 
= e 8, = 0, ( 1-8 ) 
i l l i 
l=lssim sendo, a condiç'ão de variância constante da 
suposição 3.2 não é satisfeita, pois para cada Y teremos um '.3 . 
i i 
Não é razoável portanto, o uso das técnicas estatísticas meneio-
nadas anteriormente. Para contornarmos esta limitação poderfamos 
utilizar o método dos mfnimos quadrados ponderados, o que acarre-
taria e•n uma complicação na parte computacional. 
Outra limitaçlo advém do fato dos v:s serem va-
. l 
riéveis discretas, portanto não slo normalmente distribufdas e os 
métodos que são Lineares nos Y's não s~o eficientes. 
i 
fato que: 
R maior limitação no uso do modelo 3.3 decorre do 
o ~ e ~ 1 
l 
( 3. 4) 
Esta restrição não foi levada em consideraç~o na 
construção do modelo 3.3 1 logo poder{amos encontrar valores de e 
i 
do é um valor fora do intervalo 3.4, o que é incorreto pois e 




o problema de escolha dos estimadores das B~s como um 
l 
de programação n!o linear levando-se em conta a res-
triç'ão 3.4. ~ parte compwtacional se tornaria mais complicada e 
os parâmetros do modelo teriam uma interpretação limitada. 
Logo, diante de tais limitações é razoável des ·· 
prezarmos o modelo 3.3 e procurarmos outro que seja mais adequado 
ao tipo de variável resposta que temos. 
3.2 O Modelo Linear Logístico 
Consideremos a situaç-ão mais simples, onde ternos 
apenas uma variável explicativa e a variável resposta dicotômica. 
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R relaç!o de dependência destas vari,veis é tal que para pequenos 
valores da variável explicativa a probabilidade de falha, e. , é 
1 
muito baixa, crescendo suavemente numa f~se de transição e apro-
ximando-se lentamente de 1. 
R descrição aclma pode ser representada grafica-









funç\les de distribuições acumuladas s ll o 
dentre elas, duas tem merecido atençâo, 
em 
a da 
Normal padrão e a da Logística padr~o dadas respectivamente por: 
ó(x) 1 J:: -tz /2dt = ---(2;;' 
X 
G(x) e = 
l+ex 
R comparação entre estas duas escalas (além da 
linear e da angular) pode ser encontrada no livro do Cox (1870). 
Em grande parte dos problemas práticos a escolha 
da logística ou da normal nos conduzem às mesmas conclusões. 
preferência no uso do modelo logístico é decorrente da existência 
de métodos computacionais mais simples para a estimaç'ão dos 
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parâmetros bem como da existência de estatrsticas suficientes 
para este modelo. 
Vamos considerar portanto o modelo Logístico. 
Suponhamos que existem N individues, onde para 
cada um, p variáveis explicativas 
e temos uma variável associada do 
y 
"11' se o i-ésimo indivíduo l o' se o i-ésimo indivíduo 
X X 1 i I 2 i 
tipo: 
• • • I X 
pi 
sgo medidas, 
tem como resposta um usucesso" 
tem como resposta uma »falha H 
Portanto, o modelo linear log(stico é dado por: 
p ( y " 1 
i ) " 0 " i 
PCY "Ol 




a serem estimados. 
X 
pi 
8 ' 1 
(3.5) 
(3.6) 
) é o vetor conhecido de variáveis 
. ' 
B )' é o vetor de parâmetros 
p 
Uma forma conveniente de se considerar o modelo 
acima é tomarmos o logaritmo da razão de e por 1-ei 
i 
que é uma 





i = 1. 
i 
é chamada de transformação Logfstica da pro-
babilidade 8 ou de logaritmo 
i 
da razão de chances ou simplesmen-
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te de logito e a equação 3.7 é o modelo linear Logístico. 
3.2.1 Estimação dos parâmetros 
~través do estudo da função de verossimilhança do 
modelo 3.5 podemos obter os estimadores eficient8s dos parâmetros 
do modelo. 
Os dados com os quais estamos trabalhando são 
discretos, portanto a função de verossimilhança é a probabilidade 
de ocorrerem as respostas obtidas dado os valores d~s variáveis 
explicativas. Rssumindo que as observações são independentes, a 
função de verossimilhança é dada por: 




I X I ê 
-i 
) (3.8) 
onde- Y é o vetor de dimensão N constituído de zeros e uns, 
~ 
uma componente deste vetor associada à i-ésima resposta. 
probabilidade em 3.8 é dada pela expressão 3.5 quando 
sucesso, e por 3.6 quando houver falha. Temos então: 
N e(~iê)Yi 
L ( 0 I Y· X ) = L X! f3 - ' i~l (l+e-1.-) 
N 








sendo x' ~ = E X sl 
-i j~l i j 
Temos: 
N p 
Exp[ r y. r x .. S.] 
L ( ê I Y· X ) = io=l 
1 j=O 13 J 









Trocando a ordem dos somatórios e fazendo 
N 
t "' t.: x Y. obtemos: 










onde t. é o valor observado de T. = L X Y . 
J J i=l i j 1 
Pelo teorema da fatorização de Fisher-Neyman 
(Bickel & Doksum, 1977) as estatrsticas T , 
o T ' ·J ... ' 
T são 
suficientes para os parâmetros B 1 S , ... , E 1 pois d 
p . 
o enom1na-
o 1 p 
dor da expressão 3.9 é uma função exclusiva do vetor de parârne-
t r os ê 
Como os Y' s s~o variáveis aleatórias binárias os 
i 
t são simplesmente subtotais da j-ésima coluna da matriz X; 
elementos .inclufdos na 
os 
soma são aqueles que correspondem à uma 
resposta do tipo Y = 1. 
Para obtermos o esfimador de máxima-verossimi-
lhança de ê temos que derivar a função logverossimilhança em 
relação a ê e igualá-la a zero. Fazendo isto 1 obtemos: 
ln L ( § I 1; X J 
N 
= i: (:x!S)y. -~1- 1 i=l 
N 
N 'o X·") i: ln(l+e-l-
i=l 
= i: (x!{3y. 
-.1- l 
x'e 





X ) ~ E [x .. (y. 
i=l :lJ 1 
x' S 






~E [xij(y.-ÊJ.)] • O 
i"'l 1 1 
ê = s e utilizando a forma matricial, 
i i 
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as equações de logverossimilhança ficam: 
ê ) • o (3.10) 
t=ls equações 3.10 não são lineares em @ embora 
sejam similares as equações normais do modelo linear. t=lssim 
sendo, utilizamos um processo numérico iterativo para determinar 
os valores de ê O método frequentemente usado para resolver 
equaç~es deste tipo, pois em geral converge rapidamente, é o 
método iterativo de Newton-Raphson. 
Rssim as estimativas de máxima-verossimilhança 
são obtidas através do seguinte esquema iterativo" 
" t + 1 
ª . 
' t -1 ê ) J 5 ( (3.11) 
onde 5 ( § ) é o vetor uscore" de dimensão (p+1J e I ( § 
matriz de informação de Fisher de dimensão (pt1)x(pt1). 
) é a 
O j-ésimo elemento de 5 é dado por: 




X ( y - 0 
i j i i 
) F O, 1, ... 'p 
por: 
(3.12) 
O elemento (L, j) da matriz de informação é dado 
N 
N 
[ E x .. (yi-0i)] 
i"" 1 l.J 
= i:l xijxHEli (l-ei) j=O,L ... ,p 
L=O, 1 1 ... , p 
(3.13) 
t=ltravés das equaç~es 3.11, 3.12 e 3.13 podemos 
escrever um programa que calcule as estimativas de máxim~-veros-
similhança, ou seja, as estimativas dos parâmetros ê . O pro-
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cesso acima 'discutido converge a partir do ponto inicial zero, 
após um número reduzido de iterações. Existem pacotes estatisti-
c os com programas sobre'regressào logfstica onde este método é 
usado, por exemplo o SAS, procedimento LOGIST. 
passo 
A vantagem de se usar o método ac1ma, 
final do processo iterativo, aléffi de obtermos os 
é que no 
valores 
das estimativas dos parâmetros, temos uma estimativa da matriz de 
variância destes estimadores, o que nos possibilita fazer infe-
rências sobre os parâmetros baseados na teoria normal. 
3.2.2 Teste de Hipóteses 
Como no modelo da regressão linear, sti:O feitos 
usualmente para o modelo de regressão logística, testes de hipó-
teses para a escolha do melhor modelo e testes de hipbteses na 
verificação da adequaç~o global do modelo. 
Na escolha do modelo 1 utilizamos o teste da razão 
de verossimilhança (Bickel & Doksum, 1877) para a hipótese de que 
os coeficientes 61 s, correspondentes a g variáveis retiradas do 
i 
modelo, são iguais a zero. Este teste é baseado na estatística: 
x2 = 2 [ l n L( B I X i ! l - L n LC ê * I X i f l l 
g 
onde ª é o vetor das estimativas dos parâmetros do modelo logfs,. 
tico com todas as variáveis e ê* é o vetor de estimativas do; 
parlmetros para aquelas variáveis que permanecem no modelo qua11do 
da retirada das g variáveis. 
Sob a hipótese de que os coeficientes das g 
variáveis são iguais a zero, x2 tem asslntóticamente uma dis-
tribuição qui-quadrado com g grau~ de liberdade. Valores altos de 
x2 nos levam a rejeição desta hipótese, podemos concluir que u-
magou mais das g variáveis retiradas tem coeficiente de regressão 
diferente de zero. 
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Podemos ainda construir intervalos de confiança 
para os parâmetros. A inversa da matriz de informação 3. 13 é 
assintóticamente a matriz'de variãncia-covariãncia das estimati-
vas dos parâmetros. 
tras do erro-padrão 
Portanto, uma estimativa para grandes amos-
de s 
i 
é dada por: 
EP ( íí ) = W' 
i i i 
onde é o i-ésimo elemento da diagonal da inversa da matriz 
i i 
de informação. Um 
te igual a ( 1-et 
intervalo com nível de confiança 





z /JZ (1-fJ./2) ii 
onde z é o C1-~f2)-ésimo percentil da distribuição Normal. (1-a/2) 
Na verificação da adequação do modelo utilizamos 
o teste de hipóteses baseado na comparação das 
estimadas e os valores observados para cada caso. 
ser feito usando a estatfstica: 
x2 N E 
i=l 












Sob a hipótese de que o modelo se ajusta bem aos 
valores observados, x2 tem assintóticamente uma distribuição qui-
qua.drado com N-p (onde p é o número parâmetros estimados) 
graus de liberdade. Valores altos de indicam a indequação do 
modelo. 
Rlém da estatistica x2 .para testar a adequação do 
modelo podemos usar o desvio CPregibon, 1981) que é dado por: 
D = -2 [ Ln LC ê IX;'f. J - Ln L( ~ 11 J l 
onde ln LC@ IY J refere-se ao máximo da funçt'!:o da logverossimi-
lhança baseado no ajuste exato de cada ponto. 
assintóticamente, a mesma distribuição de x2 
Este desvio tem, 
sob a hipótese 




R pós obtermos o modelo de regressão logística 
ajustado aos dados que dispomos, há necessidade de identificarmos 
"pontos aberrantes'' e "pontos extremos~ "Pontos aberrantesu slo 
pontos que possuem resíduos muito maior em valor absoluto que os 
outros (estio relacionadas com a resposta) e upontos extremos" 
slo pontos deslocados dos demais no espaço de delineamento do 
modelo (se relacionam com as variáveis explicativas). 
Necessitamos assim de algumas técnicas de diag-
nóstico para identificar observações "ruins" que prejudicam a 
estimativa dos parâmetros do modelo de regressão logística feitos 
através da máxima-verossimilhança. 
Com a crescente disponibilidade de recursos com-
·putacionais, uma grande quantidade de ferramentas de diagnóstico 
para o modelo de regressão linear foram propostas recentemente e 
tais técnicas foram estendidas e adaptadas para o modelo de 
regressão logística por Pregibon C1881J. 
Essas ferramentas foram utilizadas no diagnóstico 
dos modelos de regressão log{stica obtidos em nosso trabalho. 
Juntamente com a obtenção do modelo de regressão 
logística ajustado dispomos de vários resultados fornecidos pelo 
processo. Rs quantias de maior importância são: 
a) o vetor de parâmetros estimados: ê 
b) os erros-padrão dos parâmetros estimados: EP( s. ) 
J 
c) a matriz de variãncia-covariãncia dos parâmetros 
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a estatfstica qui-quadrado (mede a 
N ~ 2 .., ~ 
Z [ ( y - n G ) I n G ( 1-0. 
i""l i 1 i i i ;L 
é o número de observações para a i-ésima combinaçlo 
adequação do 
) ], onda n 
i 
dos valores 
da variável explicativa. 
e) as componentes individuai5 do 
X. 
l 






) I /r-n--,Ô--(:-1:---~ê'.---,)~ 
i i l 
f} o desvio D;;; -2 { ln L( 13/X iY ) 
~ ~ i i ln L( ê IY l J i l 
~través destas quantidades podemos obter medidas 
de diagnósticos para identificar observações que nlo estio nbem 
explicadasn pelo modelo. Esta identificação é feita utilizando-se 
o vetor de resíduos e a matriz de projeçlo. 
No modelo de regressão linear os resíduos são 
simplesmente as diferenças entre os valores observados e os 
estimados. No modelo de regressão logística os resíduos podem ser 
definidos de várias maneiras. Rs duas maneiras mais utilizadas 
sno os componentes individuais do x2 e os componentes indivi-
duais do desvio D, que são definidos como: 
d 
i 
± 12 { LnUGIYl-
i l 














caso em que Y é igual 
i 
vrz' n ln G 
l i 
ffn ln ( 1 - e i ) i 
a zero ou igual a 







~s medidas x2 e D s~~ ambas usadas para testar a 
adequaç~o do modelo. A primeira mede os desvios relativos entre 
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os valores observados e os ajustados e a segunda mede os desvios 
entre os máximos das funções de logverossimilhança dos valorr:s 
observados e dos ajustados. Rssim sendo, componentes individuais 
grandes indicam observaçõ_es mal ajustadas pelo modelo. 
O análogo da matriz de projeção para o modelo de 
regresslo Logistica será denotada por M, e é dada por: 
'112 -1 112 
M=I-H=l-V X<X'VXJ X'V (3.14) 
' uma matriz diagonal em que v = n 0 C 
i i i i 
1-ê. 
1 ) ' ou onde v é 
seja, 
·• vari§ncia estimada da i-ésima observaç~o. ~ expressão 
3.14 é facilmente entendida se fizermos uma analogia com o modelo 
de regress'ão 
112 
V X. Como 
linear no qual a matriz de delineamento é iguaL a 
no caso do modelo de regressão linear, M é simétrica 
e idempotente. Isto sugere que pequenos valores 
pontos extremos no espaço de delineamento. 
de m indicam 
i i 




m podem chamar nossa atençlo para pontos uaberrantes• e "ex-
i i 
tremas". Este exame pode ser executado pela observação dos gráfi-
cos destas quantias com os fndices das observaç~es. Outro gr~fico 
útil é derivado da matriz: 
H* 
112 I -1 
= V X''< X*VX 1' l 
.• 1/2 
X"V ' X* C X;z J 
onde z-X§ é o 
cu los obtemos 
vetor de pseudo-resíduos. ~través de 
hti = hii + xilx2 como um elemento 
alguns cál-
da diagondl 
com O ;;; h~i ~ 1 1 e a média dos h1~s é igual a (m+1) /N (m é 
número de parâmetros estimados). Então, valores de h p1'6xirnos 
da unidade cor respondem a observações 
peta modelo (relativo a grande x~-
1 ) ' 
de planejamento (grande h .. ) ou 
H 
as quais são mal ajustadas 
pontos extremos no espaço 
ambos. o gráfico entre 
x: /X2 por h11 apresentará estas caracterfsticas e resumirá efe-
tivamente as informações fornecidas pelos gráficos dos índices. 
Para expor mais claramente os grandes. componentes 





~pós a retirada dos pontos uaberrantesu e "ex-
tremas" devemos avaliar as modificações ocasionadas no modelo. 
3.4 Interação entre as variáveis e considera~ffes finais 
Na análise feita sob're o modelo 
logística não supusemos a existência de efeitos 








Uma forma de investigar a existência ou não do 
efeito de interação de duas variáveis, será introduzir um termo 
da forma Y(xi 1 xj ) na equação do modelo 3.7. Estimando y poc 
máxima-verossimilhança e testando a significãncia do parâmetro 
poderemos afirmar se existe ou não o efeito de interação entre as 
variáveis x. e x. Efeitos de interação mais compLicados podem 
também ser eipeci/icados e testados. Em geral, entretanto, co-
evi-meça-se com a forma mais simples, a menos que existam 
dências externas sugerindo outra alternativa. 
Outra forma de investigar interação é conhecer as 
relaçô'es univariadas para interpretar os resultados da análise 
multivariada, isto é, variáveis que são estatisticamente signifi-
cant.es isoladamente quando aparecem no modelo com outras variá-
v eis com as quais é correlacionada ficam com seu efeito quase 
anulado. Uma forma de usar as relações univariadas como uma 
aproximação efetiva para este problema, é baseado no procedimento 
nstepwise", que adiciona ou retira variáveis da equação para 
determinar· o impacto nos coeficientes das demais variáveis. Este 
impacto é medido pelo teste da razão de verossimilhança descrito 
na seção 3.2. Um sistema estatfstico que possue a versão ~step­
wise' é o SRS CPROC LOG!ST opçlo SWJ. 
O modelo logCstico 3 .. 7 implica em uma dependência 
linear do logaritmo da raz~o das probabilidades da variável 
resposta em cada uma das variáveis explicativas. Estimativas dos 
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padimetros do modelo são feitas sob a suposição que as variáveis 
tem uma escala de medida. Em algumas situações a relação linear 
3.7 é mais razoável se usarmos transformações das V<Hiáveis 




variáveis explicativas ( x' s ) 1 podemos tentar trans-
i 
variável x , usando por exemplo, ;-;:--,ou ln X 
dij . t d . " t dij . . po emas 1n ro uz1r parame ros a 1C1ona1s, Rlternativamente, l ) t <n s 
como S X 
1 1 i 
t B X 2 
2 1i 
Um outro problema que surge frequentemente com as 
variáveis explicativas em um modelo de regress1o logística é 
forma de interpretaçâo dos parâmetros. Variáveis discretas, tais 
como,. religi'ãol r-aça, sexo, antecedentes mórbidos 1 etc 1 não tem 
escala ordenada de medida. Qssim, se codificarmos de forma arbi-
trária, tais variáveis,os parâmetros estimados nâo terão inter-
pretação. Para solucionar este pr-oblema utilizamos variáveis 
indicadoras, as quais tomam valores um ou zero para designar a 
presença ou ausência do atributo. 
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C~PJTULO IV 
UMR RPL!CRç~O R DRDOS HOSP!TRLRRES 
4.UMR nPL!CRÇÃO R DRDOS HOSPITRLRRES 
Nos capítulos anteriores, apresentamos duas téc-
nicas estatísticas que nos possibilitam a obtenção de um modeLo, 
a partir do qual, utilizando um conjunto de variáveis biológicas 
que podem caracterizar fatores de risco, podemos classificar um 
indivíduo como sendo de alto risco ou não. 
O objetivo do presente capítulo é ilustrar o uso 
destas técnicas num estudo observacional e compará-las. 
Na seção 4.1 apresentamos o arquivo de dados 
utilizado. Na 
modelo através 
seção 4.2 descrevemos o processo de obtenção 
do Risco Relativo. O modelo obtido através 
do 
da 
Regressão Logística está ilustrado na seção 4.3. 
apresentamos um resumo dos modelos obtidos. 
E na seção 4.4 
4.1 O arquivo de dados utilizado 
Utilizamos neste estudo os dados de 2637 partos 
-consecutivos ocorridos na Maternidade da Faculdade de Ciências 
Médicas da Universidade Estadual de Campinas (UNIC~MP). 
~s pacientes atendidas nessa Maternidade consti-
tuem um grupo com caracterfsticas bem especfficas, a saber: 
a) Trata-se de uma pequena parcela do total de partos 
ocorridos no municfpio de Campinas durante esse perfodo 1 
bl Há um número não desprezrvel de casos derivados de 
outros municípios da região, 
c) Por ser um serviço de alta' complexidade recebe muitos 
casos considerados de alto risco derivados de outros centros que 
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não possuem os meios propedêuticos e terapêuticos adequados para 
realizar diagnóstico e seu correspondente atendimento; isto pro-
voca inclusive um número elevado de casos de mortes fetais. 
Os dados foram coletados em um ?rograma realizado 
pelo Departamento de Tocoginecologia da Faculdade de Ciências 
Médicas da UNICRMP, CUJO objetivo geral era o de compor um diag-
nóstico epidemiológico do risco a que está submetida a mulher em 
nosso meio, e deflagar mecanismos de açâo que pudessem modificar 
em seu benefício o peso de sua influência. 
Par a cada parto, foram medidas 88 variáveis que 
est~o divididas em três grupos: variáveis históricas 1 do processo 
e respostas. 
variáveis histó~icas se referem ao período 
pré-parto, as do processo são as do parto propriamente dito e as 
respostas ~ão relativas ao resultado sobre o recém-nascido. 
Em nosso estudo utilizamos apenas as variáveis 
históricas e as respostas, uma vez que nosso objetivo era obter 
um modelo para a execução de uma possfvel triagem antes "do parto 
e portanto, as variáveis do processo não nos eram de valia. 
como: 
Ps variáveis históricas são dados pessoais da 
estado civil, altura, número de filhos que nasceram mãe; 
vivos 
atual 
e morreram, etc e informaç~es médicas relativas a gravidez 
de consultas de pré-como: semanas de amenorréia, número 
natal, infecções, hemorragias, etc. 
Rs variáveis respostas constituem-se dos da dos 
PPGPR I sobre o recém-nascido; 
morte, etc. 
como: peso, altura, índice de 





fatores de risco mais importantes presentes 
ajustar um modelo que atribuísse "pesos" 




Várias respostas dirotômicas s!o de grande in te-
resse •~fll trabalhos médicos: morte perinatal 1 morte materna, f:lPGflR 
baixo 
estudo, 
.$ 6 ) J presença de infecções, etc. Preocupamo-nos neste 
com a morte perinatal do recém-nascido <MPN) devido 
facilidade da sua caracterização. 
MPN = 
Recodificamos esta variável da seguinte maneira: 
se natimorto, morte neonatal até 24 
morte neonatal de mais de 24 horas até 7 dias 
caso contrário 
Q categoria 1 caracteriza a resposta adversa {ou 
seja, morte perinatal) e a outra a não morte acontecida no per(o-
do perinatal Centre 28 semanas de gestaç)o e uma semana de vida). 
Qs mortes acontecidas após este per(odo provavelmente serâo por 
outros motivos e não mais pelos fatores de riscos identificados. 
Poderia ser criticado o fato de que nos dados 
disponíveis só conhecemos o estado do recém-nascido {RN) na ?lta 
da mie, o que ocorre em recém-nascidos sadios em geral antes do 7Q 
dia de vida (via de regra no 22 ou 32 dia) estão deixando de ser 
considerados, assim, alguns casos de uma possível morte antes do 
79 dia. Existem duas raz~es pelas quais esta preocupação é 
pertinente mas não importante: 
1) é de se esperar que esse número seja bastante reduzido, 
pois a alta do RN ocorre apenas nos casos em que nlo h6 nenhuma 
evidência aparente de problemas que podem conduzir a uma doença 
que tenha como resultado final um ~óbito". 
2) entre os poucos RN em que isso venha a ocorrer as 
causas proviveis serão outras que as nlo relacionadas com fatores 
diretamente atribuíveis a gestaçUo e ao parto. 
Das 88 variáveis do arquivo foram selecionadas em 
um trabalhe preliminar, executado por Sabatino e Dachs (1982), 16 
com as quais executamos nosso estudo. Recodíficamos estas variá-
veis de acordo com o método aplicado, gerando assim dois arquivos 
de dados. No apêndice 2 apresentamos a recodificaçlo das variá-
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veis para o método utilizando o Risco Relativo, e para o método 
da Regressão Logistica a recodificaçáo está no apêndice 4. 
Iniciamos nosso estudo com as seguintes variá-
ve1s: 
Estado civil da mãe 
Número de natimortos 
Número total de abortos 
Número de filhos mortos 
Número total de partos 
~ntecedentes mórbidos 
Antecedentes obstétricos 
Número de pré-natais 
Construímos 
Rltura Cem em) da màe 
Ganho d·e peso da mãe (em kg) 
Idade gestacional 
~ltura uterina Cem em) 
Evolução da pressão arterial 
Diabetes 
Infecciosas 
Hemorragias (+ importantes} 
para cada variável uma tabela 
frequência com o objetivo de melhor avaliar o comportam.ento 
mesma. Estas tabelas de frequências se encontram no apêndice 1. 
4.2 O sistema de pontagem obtido através do Risco Relativo 
de 
da 
Nesta seção apresentamos a construção de sistemas 
de pontagem utilizando ponderações do Risco Relativo. Rtravés 
destas ponderaç5es obtivemos os "pesos" com os quais os fatores 
mais importantes influenciam no risco total de uma morte perina-
tal do recém-nascido. 
Para calcularmos o Risco Relativo é necessário 
que as variáveis sejam dicotomizadas. Um primeiro passo para a 
dicotomização foi a construção de tabelas de frequência entre os 
fatores (sem estarem dicotomizados) e a variável resposta (já 
dicotomizada) morte perinatal. Isto foi feito em um trabalho 
anterior ao nosso estudo (5abatino 1 1982) e os pontos de corte 
escolhidos para a dicotomização foram calculados a partir do 
coeficiente de mortalidade perinatal e com algumas referências de 
trabalhos já realizados na área médica. 
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Construlmos 29 variáveis indicadoras dJ prcsançJ 
do fator. São as seguintes: 
1) ESTCIV estado civil da mâe 
O estado civil solteira foi por nós considerado 
como de risco, pois apresentou o maior coeficiente de mortalidade 
perinatal comparada com as outras formas de estado civil. 
MPN. 
2) NAT!M número de natimortos anteriores 
Esta variável tem uma boa capacidade preditora de 




consider·amos como de risco, 
timorto anterior. 
consideramos como de risco, 
mais natimortos anteriores. 
se teve algum na-
se teve dois ou 
3)TOTHBR número total de abortos 
Esta variável também é considerada uma boa predi-
tora para a MPN. Construímos três indicadores para esta variável. 
a) TOTRBR; consideramos como de risco, se teve algum 
aborto anterior. 
b J TOTAER1; 
c) TOTABR2; 
4) FILMDR 
consideramos como de risco, 
mais abortos anteriores. 
consideramos como de risco, 
mais abortos anteriores. 
se teve dois ou 
se teve três ou 
número de filhos que ~asceram VlVOs e morre-
ram 
Para esta variável construímos dois indicadores. 
a l FILMOR; 
bl FILMOR1; 
consideramos como de risco, 
f i L h o mo r to . 
consideramos como de risco, 
mais filhos mortos. 
se teve algum 
se teve dois ou 
SJ TOTPAR número total de partos anteriores 
Construimos dois indicadores para esta variável: 
a ) TOTPARO; consideramos como de rlsco, se nilo teve 
nenhum parto anterior (primfpara). 
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consideramos como de risco, 
mais partos anteriores. 
se teve oito ou 
6) ~NTMOR : ~ntecedentes mórbidos 
Rpesar desta variável ter problemas de codifi-
cação e falta de informações decidimos conservar como possivel-
mente relevantes os antecedentes: tuberculose, sffilis, diabete, 
cardiopatia e hipertensão já que as outras apresentam baixo 
número de mortes. R análise crftica dos problemas com esta variá-
vel sugere a necessidade de modificação no método de captação e 
codificação desta informação basicamente pela possibilidade de 
superposição de dois ou mais antecedentes presentes na mesma 
paciente. 
7) RNTOBS : Rntecedentes obstétricos 
Valem aqui as mesmas observaçtres feitas para o 
caso anterior. Para corrigirmos em parte esses problemas decidi-
mos conser~ar dois indicadores para esta variável 
a) RNTOBS; consideramos como de risco 1 se 




bl PREM~T; consideramos como de risco, se apresenta pre-
matur~s anteriores. 
8J NOPRN Número de consultas de pré-natal 
Consideramos como de risco as gestantes sem con-
sutta de pré-natal. 
8) ALTUR~ : ~ltura (em em) da mãe 
Consideramos 
tura menor que 145 em. 
como de risco as gestantes com 
10J D!FKG ganho de peso (em kg) da mãe 
a l -
Construímos dois indicadores para esta variável. 
a) DIFKGS; consideramos como de risco, se o ganho de peso 
b) 
da mâe foi menor ou igual a 5 kg. 
DIFKG10; consideramos como de risco, se 
peso da mãe foi menor ou igual 
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o ganho 
a 10 kg. 
de 
11l !DG. Idade gestacional 
Construímos dois indicadores para esta variável. 
Para isso utilizamos as informações sobre o capurra e o número de 
semanas de amenorréia, isto porque se a variável capurro (que é 
parto) apresentasse falta de informaç~o medida momentos antes do 
utilizamos a variável número de semanas de amenorréia (que é 




do número de semanas de amenorrêia ler 
este se mostrou bastante útil em alguns 
que 
a) IDG35; foi considerado como de risco, se idade gesta-
cional menor ou igual a 35 semanas. 
b) IDG37; foi c·onsiderado como de risco, se idade ges\:a-
c i anal menor ou igual a 37 semanas. 
12) í=ILTUT : Çlltura uterina Cem em) 
Constru{mos três indicadores para esta varilvel. 
tl RLTUT25; consideramos como de risco, se altura uterina 
menor ou igual a 25 em. 
b) RLTUT30; consideramos como de risco, se altura uterina 
menor ou igual a 30 em. 
c) ~LTUT32j consideramos como de risco, se altura uterina 
menor ou iguaL a 32 em. 
13) PRRRT : Evoluçâo da press~o arterial 
Construímos três indicadores para esta variâvel. 
a) PR~LT; consideramos como de risco, se apresenta pres-
são arteriaL alterada. 
b l PRMG; consideramos como de risco, se apresenta hiper-
tensão moderada ou grave. 
cl PRGRRVE; consideramos como de 
hipertens~o grave. 
risco, se apresenta 
14) jl!RB[;_ Diabetes 
Consideramos como indicadora de r1sco a gestante 
apresentasse alguma classe de diabete. Devido a baixíssima 
prevalência de diabetes na população estudada decidimos não usar 
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esta variável·. 
15J INFEC Infeccios-as 
Construímos dois indicadores para esta variável. 
a J I NFEC; 
bl S!Fll!S; 
consideramos como de risco, se apresenta toxo-
plasmose, tuberculose, infecção urinária com 
febre, gonorréia, virOse, estafilococco ou 
estreptococco e outros. 
por apresentar o maior coeficiente de morta-
lidade perinatal decidimos construir um 
indicador para a presença de sífilis. 
18) HEMORR : Hemorragias ma1s importantes 
~s hemorragias mais importantes relacionadas com 
a MPN são as do 22 trimestre e a placenta prévia. 
~ recodificação para estas variáveis estão 
sentadas no ~pêndice 2. 
apre-
Várias outras variáveis foram consideradas neste 
trabalho preliminar 1 mas nlo foram inclu(das neste estudo; a l -
guma s pela alta frequência em falta de informaçlo, por exemplo, 
antecedentes de sensibilização de Rh onde devido a sistemática de 
trabalho do serviço, a mulher tinha alta sem ter ainda confir-
mação de exames de sensibilização anterior de Rhi outras por 
est.arem corretacionadas com variáveis já escolhidas para o es-
tudo, por exemplo idade (em anos) da mãe que apresenta uma corre-
lação com a variável estado civil da mãe. 
Com as variáveis recodificadas construímos tabe-
las cruzadas 2x2 entre cada um dos fatores de risco e a variável 
resposta MPN. Qtravés destas tabelas calculamos: o Risco Relativo 
RR, os valores da estatística qui-quadrada x2 e X~ (com 
correç~o de continuidade), o valor p 1 o intervalo de confiança 
para 0 RR, a proporç~o de prevalência do fator TP, a proporç~o de 
prevalência especffica do fator TPE e os npesosu, 
de pontagem, utilizando as fórmulas: 
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para o sistema 
Para 
P1 " ( RR x TPE J/TP 
P2 " 1 t 3.91 log RR 
a construçâo das tabelas cruzadas 2x2 e o 
cálculo de algumas estatísticas utilizamos o procedimento PROC 
FREQ do pacote estatístico SQS. Estas tabelas, bem como as esta-
tísticas estão no npêndice 3. Um resumo ~dos valores calculados 
estão na tabela 4.1. 
Construímos também tabelas cruzadas 2x2 entre 
dois fatores e a variável resposta MPN, a fim de analisar uma 
possível dependência entre os fatores. Estas tabelas não estão 
reproduzidas neste estudo por fornecerem um grande volume de 
material. 
Com os valores dos upesosu com que cada fator 
contribui para o risco total de uma MPN 1 obtivemos vários siste-
mas de pontagem, os quais foram comparadas entre si através dos 
gráficos de sensibilidade-especificidade CS-E) e com o auxílio do 
médico responsável pelo projeto. 
Para o cálculo dos valores da sensibilidade e 
especificidade utilizamos as tabelas cruzadas entre o número de 
pontos das gestantes e a variável resposta MPN (Apêndice 5). 
Obtivemos os valores da sensibilidade através da 
linha onde temos a presença da MPN, cujo total é igual a 164, do 
total subtraímos as frequências acumuladas referentes 
menores que certo número de pontos. Dividimos estas 
resultantes por 164 e multiplicamos por 100. 
aos valores 
frequências 
Os valores aproximados da especificidade resulta 
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0.205 5 
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T~BELR 4.1 Tabela dos fatores de risco com seus respectivos 
valores de Risco Relativo CRRJ, Intervalo de confiança a 35% para 
o RR, qui-quadrado e qui-quadrado ajustado ( x2· e x! ) I proporção 
de prevalência e proporção de prevalência especffica CTP, TPEl 
e os pesos CP1, P2). 
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o baixo número de MPN em estudo, aqui utilizamos as frequências 
acumuladas dos valores menores que certo número de pontos. 
Dividimos estas frequéncias por 2637 
multiplicamos por 100. 
(número totaL de casos) e 
Constru{mos, então, os gráficos 5-E a partir 
destes valores e os comparamos por superposição. 
Rchamos interessante, no decorrer do 
construirmos sistemas de pontagem que pudessem, posteriormente, 
ser utilizados em um sistema de triagem no serviço de atendimento 
a mulher. nssim sendo, 
ração dois sistemasi 
obtivemos no final do processo de campa-
um deles além de servir como um primeiro 
passo para uma triagem, 
gestante. 
mede também o Risco Reprodutivo (R-R) da 
O Risco Reprodutivo é definido como "qualquer 
patologia ou condição biológica (fatores) que possa prejudicar ou 
impedir ~ boa evolução de futuras gestaçõesu Esta etapa da vida 
da mulher é de grande impotãncia do ponto de vista epidemiológico 
e da medicina preventiva e neste perfodo muitos fatores de risco 
podem ser identificados, atenuados ou mesmo eliminados, criando-
se condições apropriadas ou menos perigosas para que a mulher 
possa seguir tendo as gestações que desejar. Muitas mortes peti-
natais poderiam ser evitadas neste período, se as mulheres com 
risco elevado fossem estudadas de modo particular, caracteri-
zando-se as situações mórbidas e na medida do possfvet corrigin-
do-as1 para que o estado de saúde desta mãe fosse completo para o 
bom desempenho de sua gravidez. O Risco Reprodutivo também é 
denominado de Risco Pré-concepcional. (Sabatino et al., 1982) 
Para a obtenção do sistema de pontagem relaciona-
do com o R-R não podemos utilizar as variáveis que são obtidas 
momentos antes do processo de parto, por isso três variáveis 
inicialmente escolhidas nào foram consideradas: a Idade Gestaci-
onal1 a ~ltura Uterina e o Ganho de peso da mãe. Rssim 1 este 
sistema de pontagem leva em consideraç~o apenas as variáveis 
antecedentes ao parto atual, de fácil obtençâo e anamnéticas, 
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isto é, nlo há necessidade de exames cl(nicos para obtê-las, as 
informações são fornecidas pela própria gestante. 
Os fatores de risco que compõem os sistemas de 
pontagem escolhidos e seus respectivos «pesos" estáo apresentados 
na tabela 4.2. 
Fator de Risco P1 P2 
1 ESTCIV 2 3 
2 N~TIM 6 5 
3 N~Tl M 1 17 7 
4 TOT~BR 2 2 
5 TOT~BR1 2 2 
N 
6 TOTRBR2 3 3 'o ~ 
o o • 7 F!LMDR 2 2 ~-m • >"- M 
8 F I LMDR"I 3 3 m ' 
" " ro ~ 9 TOTP~RO 1 1 ~ 
'" 
" 10 TDTPRR8 5 4 -




12 ~NTOES 2 3 r:K) ~ 
13 PREM~T 10 " 6 
14 NOPRN 3 3 
15 ~LTUR~ 1 1 
16 PRMG 3 4 
17 PRGRRVE 12 6 
18 SIFIL!S 36 8 
18 D!FKG5 5 4 
TRBELR 4.2 Tabela dos fatores de risco selecionados para os 
dois sistemas de pontagem obtidos através do Risco Relativo com 
os valores dos pesos. 
Fizemos a eliminação ou a inclusâo das variáveis 
no sistema de pontagem através da comparação dos gráficos 5-E, 
Variáveis inclufdas no modelo e que não apresentavam melhora 
significativa eram eliminadas. Se duas variáveis apresentavam o 
mesmo efeito, a escolhida era a de mais fácil obtenção. 
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Nas figuras 4.1, 4.2, 4.3 e 4.4 temos os gráficos 
S-E dos sitemas de pontagem selecionados. ~s tabelas 
utilizadas para sua obtenção, estão no ~pêndice 5. 
cruzad<:~s 
3.3 O sistema de pontagem obtido através da Regresslo Log(stica 
Nesta seção apresentamos a construção dos siste-
mas de pontagem utilizando a técnica de Regresslo LogCstica, 
através da qual obteremos um modelo para as previsões da probabi-
lidade de ocorrência de uma morte perinatal do recém-nascido. 
Para a aplicação deste método dicotomizamos ape-
nas as variáveis categóricas; como por exemplo; estado civil 1 
antecedentes mórbidos,etci utilizamos as demais como se apresen-
tavam. Com a variável número total de partos construímos uma nova 
variável: TOTPAR2 que é o número de partos ao quadrado, isto 
porque de um gráfico entre as variáveis número total de partos 
e morte perinatal observamos uma relaç~o quadrática entre elas. 
Rs recodificações das variáveis utilizadas para a Regressão Lo-
gística estão no Ppêndice 4. 
procedimento 
Com as variáveis recodificadas utilizamos 
PROC LOGIST do sistema SRS para a obtenção 
o 
dos 
modelos de Regressão Logística através do processo ustepwise". 
Construímos dois modelos: o modelo cor 
responde ao primeiro sistema de pontagem da seção anterior c i s to 
é, o que Leva em conta apenas as variáveis antecedentes ao par-
to); o modelo B corresponde ao segundo sistema de pontagem 
(isto é, leva em conta também as variáveis IDG, ~LTUT e DIFKG). 
Um resumo do processo Stepwise 
modelos está nas tabelas 4.3 e 4.4. 
par :a dois 
o sistema estatistic·o SRS CPROC LDGIST) fornece 






Fig.4.1 - Gráfico S-E para o lQ sistema de pontagero do Risco Relativo (R-R) 
com Pl SIAI ElA) 
pontos 
Fig.4.2 - Gráfico S-E para o 10 sistema de pontagem do Risco Relativo (R-R) 













Fi.g.4.4 - Gráfico S-E para o 2Q sistema de pontagem do Risco Relativo com P2 
·s<OI E(>il'l 
regresslo logfstica (Harrell, 1980bl: 
- a Estat_istica Score X2 que testa a significância con-
junta de todas as variáveis no modelo. 
- a Estatfstica R que mede a habilidade preditiva do mode-
2 
lo, esta estatrstica é similar ao R (coeficiente de correlaçâo 
múltipla da regressão Linear), este valor também nos dá uma idéia 
da proporção da logverossimilhança explicado pelo modelo. 
- a Estatística -2Logverossimilhanç~ que é utilizada para o 
cálculo da estatfstica a seguir. 
a Estat(stica Raz~o de Verossimilhan~ que compara o 
modelo 
t ante. 
atual com o modelo construído apenas com o termo da cons-
- a Fraç'ão de pares concordantes entre a p rob ab i lida de 
preditiva e respost<:~i a qual considera o número de pares nos 
quais a observação com o ma1or Y tem uma probabilidade preditiva 
mais alta que a observação com o menor Y. 
- a E"-"s-'t"'a'-tur ,s_,t~i0c~a _x,2 ___ _!r:_oe,_s,_,_i _,d.buc;a,_l~ q u e t e s t a a significânc:ia 
conjunta de todas as variáveis que ainda não estão no modelo. 
As variáveis selecionadas para a modelo P foram: 
número de natimortos, número de pré-natais, indicador de hemorra-
g 1 as, indicador de pressão arterial com hipertensão grave, indi-
cador de prematuros anteriores, número total de partos e número 
total de partos elevado ao quadrado. Çi variável indicadora de 
antecedentes mórbidos foi incluída e retirada nn último passo do 
processo Stepwise. 
Rs variáveis selecionadas para a modelo B foram: 
idade gestacional, altura uterina Cem em), indicador de sífilis, 
número de pré-natais, ganho de peso da mãe (em kgJ, indicador de 




foi incluída e retirada no último passo do processa 
Depois de terminada a seleç~o das variáveis para 
nilo construímos dois arquivos com os casos onde 
haviam falta de informaçlo nas variáveis escolhidas e utilizamos 




m Estatistica o 0<0 
'O V Score x' -2 log L.R. 
• Passo Var. Var. o " o o R 
no Incluída Excluída I ~ x' ·ri g.l. p -2 1og L x' g.l. 
0,0000 
o Constante 1 863,82 
o f 140 
1 NATIM 6 38,53 1 o,oo 844,81 19,01 1 
0,209 
2 NOPRN 6 59,44 2 o,oo 821,94 41, as 2 
o f 229 
3 HEMORR 6 74,50 3 o,oo 812,63 51,19 3 
0,249 
4 PRGR 6 92,44 4 o,oo 802,31 61,52 4 
0,262 
5 PREMAT 6 105,14 5 0,00 794,32 69,50 5 
0,265 
6 TOTPAR 6 108,65 6 o,oo 791,38 72,44 6 
0,269 
7 TOTPAR. 2 6 112,63 7 0,00 787,26 76,57 7 
0,269 
8 ANTMOR 6 114,34 8 0,00 785' 40 78,42 
' 
0,269 
9 ANTMOR 6 12,63 7 o,oo 787,26 76,57 7 
Tabela 4.3- Regressão Logística- Processo Stepwise para o modelo A. 
ID OI m 
., o o 
o~ 
x2 residual o 
" .. m m o . "' o 
" " 
" " o x' g.l. p 
"' 
o. o I p 
0,5 118,61 15 0,00 
0,00 I o,148 74,56 14 0,00 
o,oo 0,563 51,36 13 0,00 
o,oo 0,576 35,14 12 0,0004 
o,oo 0,597 22,21 11 0,0228 
o,oo o, 608 12,24 11 0,2695 
o,oo 0,650 10,15 9 0,3387 
o,oo 0,653 5,38 8 o, 7162 





• Estatística ••a "'~ Score x' -2 log L.R. • Passo Var. Var. o" o • R 
Incluída Excluída " x' g.L -2 log L x' g,l. no H p 
0,0000 
o Constante 1 460,86 
o. 553 
1 IDG. 7 230,71 1 0,00 317,70 143,16 1 
o, 58 6 
2 A.LTUT 8 262,91 2 0,00 298,43 162,43 2 
0,587 





NOPRN · 8 267,84 4 0,00 ,293,07 4 
• I o, 590 5 DIFKG 8 268,71 5 o,oo 290,48 170,39 5 
0,589 
6 PRGR 8 271,88 6 o,oo 288,93 171,93 6 
o, 590 
7 NATIM 8 282,60 7 o,oo 286,61 174,25 7 
o f 589 
8 NATIM 8 2"11, 88 6 o,oo 288,93 171,93 6 
Tabela 4.4 - Regressão Logistica- Processo Step'wise para o modelo B 
" §' • 
"' 
• u ~
o o x2 residual 




o x' g.l. p ~ ~ o p 
0,5 289,79 19 0,00 
0,00 0,776 37,16 18 0,0048 
0,00 o, 791 18.63 17 0,3500 
o,oo 0,791 15,9-4 16 0,4570 
0,00 0,802 12,85 15 0,6139 
o,oo o, 818 9,95 14 0,7661 
0.,00 0,820 7 ,'93 13 0,8480 
0,00 O, 821 
0,00 0,820 
valores estimados dos coeficientes dos fatores de risco, bem como 
as estatísticas do modelo estão nas tabelas 4.5 e 4.6. 
Os valores dos coeficientes da regressão logfsti-
ca das variáveis indicadoras correspondem ao logaritmo natural do 
risco relativo. 
Observamos que no modelo R a variável com o maior 
valor de contribuição é o número de pré-natais CNOPRN 
R = -0.153) seguida do número de natimortos (NRTIM R = 0.128) 
do indicador de pressão arterial com hipertensão grave CPRGR 
R = 0.128) confirmando assim algumas conclusões encontradas em 
trabalhos na área médica. 
No modelo B podemos observar que a variável com 
maior valor de contribuição é a 







R= -0.156), que são variáveis obtidas apenas momentos antes do 
parto. 
Rs variáveis ndmero total tie partos e número 
total de partos ao quadrado estio inclu(das no modelo R confir-
mando assim a suspeita de uma relaç~o quadrática entre morte 
perinatal e ndmero total de partos. 
~través do vator da estatística R vemos que o 
modelo B tem uma habilidade preditiva maior que o modelo R 
(R = 0.288 < R = 0.578 ). Rlém disso a fraç~o de pares concor-
a b dantes para o modelo R é de 66.3\ e para o modelo B é de 80.6%. 
Temos então os seguintes modelos: 
Modelo R 
i\ 
Ài = ln(--) 
l-ê i 
-2.2432 + 0.6762x1i- 0.1852x2i + 1~7206x3i 




-2 log verossimilhança (modelo contendo somente a constante) = 1123,37 
Estatistica Score x2 = 151,25 7g.l. p=O,OO 
R = 0,288 -2 log L = 1015,90 
-2 log L.R. x2 = 107,47 7 g.l. p=O,OO 
fração de pares concordantes = 0,663 
Erro 
Variável ~ padrão xz p R 
Constante -2,2432 0,1501 223,43 
NATIM 0,6762 0,1495 20,46 0,0000 0,128 
NOPRN -0,1852 0,0348 28,31 0,0000 -0,153 
HEMORR 1,7206 0,4156 17,14 0,0000 o ,116 
PRGR 1,4349 0,3179 20,38 0,0000 0,128 
PREMAT 1,3082 0,3855 11,52 . 0,0007 0,092 
TOTPAR -0,2549 0,0775 10,83 0,0010 -0,089 
TOTPAR 2 0,0210 0,0066 10,30 0,0013 0,086 
Tabela 4.5 -Valores estimados dos coeficientes dos fatores de ris 
co, erro padrão, estatística x2 , o valor p e a estatistica R para 
o modelo A 
-2 log verossimilhança (modelo contendo somente a constante) = 524,64-
Estatística Score x2 = 295,54 . 6 g.l. p=O,OO 
R = 0,578 L= 337,27 
-2 log L. R. x2 = 
-2 log 
187,37 6 g.1. p=O,OO 





constante 15,0594 1,6672 
IDG -0,3040 0,0453 
ALTUT -0,1878 0,0489 
SÍFILIS 1,1823 0,6474 
NOPRN -0,0811 0,0573 
DIFKG -0,0576 0,0340 
















Tabela 4.6 -Valores estimados dos coeficientes dos fatores de ris 
co, erro-padrão, estatística x2 , o valor p e a estatística R para 
o modelo B. 
ê. 
l Ài • ln(---,--) • 15.0594 
1-ei 
0.3040x1i 0.1878x21 + 1.1823x31 
-0.081x4í - 0.0576x51 + 0.8684x61 . 
Construlmos para os dois modelos os gráficos 5-E. 
Os valores de sensibilidade e especificidade foram obtidos a t r a-
vés do PROC LDGIST do SR5 1 alterando-se os valores de probabili-
dade acima da quat um caso é considerado como morte perinatal. ~s 
tabelas com estes valores estão no Rpêndice 6 e as figuras 4.5 e 
4.6 apresentam os gráficos 5-E. 
~pós o ajuste dos modelos de regressão logística 
fizemos uma análise dos mesmos para diagnosticar pontos 
justados 11 • 
estatístico 
Utilizamos para esta análise os recursos do pacote 
SQS (1882). O macro utilizado está no apêndice 7 1 
este foi baseado em alguns trabalhos já existentes na área 
gibon, 1981 e Colosimo, 1985). 
<Pre-
Os resíduos, que sâo os componentes do qui-qua-
drado, e os desvios s~o apresentados na figura 4.7 C4.8) e 4.8 
(4.10), respectivamente. 
Modelo R 
Pela figura 4.7 podemos observar um ponto que se 
destaca dos demais, a observaç~o de número 2389, e n8nhuma outra 
observação tem grande destaque, o mesmo ocorrendo com o gráfico 
dos desvios (fig.4.8) onde nem a observação de número 2399 tem 
um grande destaque. 
Modelo 8 
Pela figura 4.9 podemos observar que há também um 
espalhamento dos pontos, mas existe cinco pontos que tem um 
ligeiro destaque, são as observações de número 438, 674, 
2437 e 2672i as mesmas que possuem os maiores valores de 
como podemos notar na figura 4.10. 
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2043, 
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"' ·-< .. 
Os gráficos dos elementos da matriz de 
estio nas figuras 4.1·1 e 4 .. 12, para o modelo~ e B resp~cliv~men­
te. 
Modela ll 
Pela figura 4.11 observamos que há dois pontos, 
as observações de número 695 e 2561, qu~ se destacam dos demais. 
Mais seis pontos se destacam Ligeiramente, 
número 74·1, 898, 944, 1153, 1309 e 1365. 
são as observações de 
Modélo B 
Pela figura 4.12 observamos que há oito pontos 
que se sobressaem dos demais, slo as observações de número 712, 
1371, 1570, 1608, 1805, "1824, 2036 e 2046. 
Construlmos, também, os gráficos contra 





Podemos observar que, se imaginarmos uma Linha 
.divisória como a linha pontilhada da figura 4.13, há um espa-
lhamento dos pontos. Vemos que os pontos que estio acima desta 
linha e próximos 
na figura 4.1"1. 
próximos ao etxo 
ao eixo dos h' s slo os mesmos que se destacam 
i i 
Os pontos que estão acima da linha pontilhada e 
dos xilx2 são os que tem os maiores valores de 
resfduos (ver figuras 4.7 e 4.8). 
Modelo B 
Observamos pela figura 4.14 que há um menor espa-









dos h: .s estão os pontos que 
l l 
se 
pontos acima da linha pontilhada e 
I x2 são os pontos que se destacam 
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Portanto os pontos que se destacam nos gráficos 
































































































































































































Uma descrição destes casos 1 lncluindo O> valori:ls. 




Caso NRTIM TOTPRR TDTPRR2 PREMRT NOPRN PRGR HEMORR 'IPN 
67 o 3 8 o 5 o o 1 
. 
360 o 5 25 o 5 o o 1 
695 o 17 289 o o o o 'I 
741 o 13 169 o u 1 o 'I 
787 o 5 25 o 5 o o 1 
898 o 15 225 o 1 o o o 
844 3 13 169 o 3 o o o 
965 o 3 8 o 5 o o 1 
1153 1 14 196 o o o o o 
1285 o 2 4 o 7 o o 1 
1309 o 15 225 o o o o o 
1365 o 14 186 o o 1 o 1 
1427 o 1 1 o 7 o o 'I 
1936 o 4 16 o 4 o o 1 
2437 o ' 1 o 8 o o 1 
' 
256'1 1 15 225 o 1 1 o 1 
2728 o 2 4 o 7 o o 1 
Nos casos de número 67, 360' 787' 965' 1285' 
14271 18361 2437 e 2728 temos como resposta uma morte perinatal 
apesar das variáveis explicativas apresentarem valores que nos 






mortes é devida 
que é o peso do 
área médica que 
peso ao nascer. 
do ajuste. 
a uma variável que n~o foi incluída neste 
recém-nascido. Sabemos através de traba-
a morte perinatal está correlacionada com 
Estes nove casos slo upontos aberrantes'' 
Nos casos de número 695, 741 1 944, "] 153' 
1309, 1365 e 2561 
par-tos CTOTPJ:!R :;: 
dentro do ajuste. 
temos valores altos da variável nUmero total de 
13) . Estes oito casos slo Hpontos extremos'' 
-82-
Modelo g, 
Caso NOPRN !DG DIFKG ~LTUT PRliR S!F!L!S eiPN 
498 7 40 14 35 o o 1 
674 6 41 7 35 o o 1 
712 4 31 12 31 o 1 o 
1371 1 31 19 32 o o o 
1570 2 38 -14 30 o o o 
1608 o 36 30 30 o 1 o 
'1805 4 33 17 31 o o o 
1824 2 36 12 30 o 1 o 
2036 o 38 11 34 o o 'I 
2043 o 41 12 37 o o 1 
2046 o 34 28 32 o o 1 
2437 8 42 10 32 o o 1 
2672 3 40 10 38 o o 1 
Nos casos de número 712, 1371, 1805 e 2046 ternos 
o caso de prematuros <IDG ~ 34) que não morreram, apenas em um 
caso (o de número 2046) houve uma morte perinatal. Os casos de 
número 1570, 1608 e 2046 apresentam valores ~estranhos" no ganho 
de peso da m~e. No caso de número 1824 temos um indicador de 
-sífilis e apesar disso a criança sobreviveu. 
slo "pontos extremos" dentro do ajuste. 
Estes seis pontos 
Nos demais casos temos valores das variáveis 
explicativas que nos levariam a um parto em condições normais e 
no entanto temos uma morte perinatal. Portanto estes sete pontos 
slo "pontos aberrantes 1 dentro do ajuste. 
Feito o diagnóstico, retiramos os pontos desa-
justados e novamente utilizado o procedimento LOGIST do sqs para 
observarmos como ficariam os coeficientes estimados dos fatores 
de risco. Nas tabelas 4.7 e 4.8 temos um resumo dos resultados 
obtidos. Construfmos também os gráficos S-E para os modelos sem 
os pontos desajustados, as tabelas com os valores das sensibili-
dade e especificidade estão no apêndice 6 e os gráficos S-E nas 





Modelo A - {retirados os "pontos desajustados"} 
-2 log verossimilhança para modelo contendo só constante = 1048,99 
Estatística Score x2. = 158,68 com 7 g.l. p=O,OO 
-2 log L ~ 933,56 R~ 0,311 
-2 log L.R. x2 ~ 115,43 com 7 g.l. p=O,OO 
fração âe pares concordantes = 0,697 
Erro 
variável s padrão 
. 
Constante -2,2104 0,1562 
NATIM 0,8237 0,1701 
NOPRN -0,2329 0,0385 
HEt•10RR 1,8266 0,4212 
PRGR 1,3959 0,3437 
PREMAT 1,3796 0,3966 
TOTPAR -0,2579 0,0954 


















Tabela 4.7- Valores estimados dos coeficientes dos fatores de ris 
co, erro padrão, estatística x2. , o valor p e a estatística R para 




Modelo B - (retirados os "pontos desajustados") 
-2 log verossimilhança para modelo contendo só constante = 482,15 
Estatística Score x2 = 336,87 com 6 g.l. p=O,OO 
R= 0,641 -2 1og L = 272,24 
-2 log L.R. x2 = 209,90 com 6 g.l. p=O,OO 
fração'de pares concordantes= 0,845 
Erro 
Variável a padrão 
Constante 16,8870 1, 8624 
IDG -0,3180 0,0497 
ALTUT -0,2264 0,0537 
SÍFILIS 1,8134 0,6949 
NOPRN -0,0929 0,0647 
DIFKG -0,1012 0,0423 
















Tabela 4.8 -valores estimados dos coeficientes dos fatores de ris 
co, erro padrão, estatistica · x2, o valor p e a estatística R para 
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Fig.4.15 - Gráfico S-E para o modelo A sem os "pontos desajustados" da 
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Fig.4.16 - Gráfico S-E para o modelo B sem os 1'pontos desajustados" da-
Regressão Logística S(O) Et•l 
Podemos observar através das tabelas 4,7 e 4.8 e 
dos gráficos 5-E das figuras 4.15 e 4.16 que tivemos muito pouca 
melhora tanto no modelo R quanto no modelo B quando da retirada 
dos pontos desajustados. 
Com a intuito de compararmos posteriormente os 
métodos de Regressâo Logistica e o do Risco Relativo 1 construimos 
um sistema de pontagem utilizando o Risco Relativo com as variá-
veis selecionadas pela Regressão Loglstica. Com estes sistemas 
construimos tabelas cruzadas entre o número de pontos da gestante 
e a variável morte perinatal (apêndice 5) e os gráficos S-E 
(figuras 4.17 (4.19) e 4.18 (4.2011. 
Os sistemas de pontagem assim gerados são os 
apresentados na tabela 4.9. 
Construímos gráficos de S-E para os dois sistemas 
de pontagem : ~ e B retirando-se os pontos desajustados. Rs 
r r r r 
tabelas cruzadas entre o número de pontos e a variável resposta 
est~o no apêndice 5. Os gráficos 5-E est~o nas figuras 4.21 
(4.231 e 4.22 (4.24). 
Modelo A Modelo B 
rr rr 
Fator de Risco P1 P2 Fator de r~sco P1 P2 
NATIM 6 5 IDG37 2<\ 8 
NRTI M 1 17 7 JDG35 83 11 
TOTPRRO 1 1 RLTUT32 13 8 
TOTPRR8 5 4 RL TUT30 34 1 o 
PREMRT 10 6 RLTUT25 173 12 
NOPRN 3 3 DIFKGS 5 4 
PRGRRVE 12 6 NOPRN 3 3 
HEMORR 17 7 PRGRRVE 12 6 
SJFJLJS 36 8 
TRBELR 4.8 Fatores de Risco selecionados através da Regressão 






Fig.4.17 - Gráfico S-E para o sistema de pontagem com as variáveis do modelo A 
da Regressão Logística e Pl S 101 E li:>) 
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Fig.4.18 - Gráfico S-E para o sistema de pontagem com as variáveis do modelo A 




Fig.4.19 - Gráfico S-E para o sistema de pontagem com as variáveis do modelo B 
da Regressão Logística e Pl S(b) E(!) 
' tD 
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Fig.4.20 - Gráfico S-E para o sistema de pontagem com as variáveis do modelo B 




Fig.4.21. - Gráfico S-E para o sistema de pontagem com as variáveis do modelo A 
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Fig.4.22 - Gráfico S-E para o sistema de pontagem com as variáveis do modelo A 





Fig.4.23 - Gráfico S-E para o sistema de pontagem com as variáveis do modelo B 
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Fig.4.24 - Gráfico S-E para o sistema de pontagem com as variáveis do modelo B 
sem os "pontos desajustados" da R.L, e P2 s <OI E i;!< I 
4.4 .Um resumo e a comparação dos modelos obtidos 
Resumidamente, temos os seguintes fatores 
risco selecionados para os modelos: 
- 12 sistema de pontagem (Risco Reprodutivo) 
Risco Relativo 
Estado civil 
Número de natimortos 
Número total de abortos 
Número de filhos mortos 
Número total de partos 
~ntecedentes mórbidos 
Rntecedentes obstétricos 
Indicador de prematuros 
Número de pré-natais 
~ltura (em em) da mãe 
Hipertensão moderada ou grave 
Hipertensão grave 
Indicador de sffilis 
-22 sistema de pontagem 
Risco Relativo 
Estado civiL 
Número de natimortos 
Regressão Logística 
Número de natimortos 
Número de pré-natais 
Indicador de hemorragias 
Hipertensão grave 
Indicador de prematuros 
Número total de partos 




Número de pré-natais 
Indicador de sífilis 
Hipertensão grave 
Altura uterina (em em) 
de 
Número totaL de abortos 
Número de filhos mortos 
Número total de partos 
Rntecedentes mórbidos 
Rntecedentes obstétricos 
Indicador de prematuros 
Número de pré-natais 
Ganho de peso da mãe (em kg) 
Altura (em em} da mãe 
Hipertensão moderada ou grave 
Hipertensâo grave 
Indicador de sífilis 
Ganho de peso da m~e (em kg) 
-87-
seções anteriores construimos sistemas de 
pontagem baseados nos métodos do Risco Relativo e da Regressao 
Logística. Interessa-nos saber qual o sistema de pontagem ma1s 
eficaz na classificação de um indivfduo como sendo de alto risco. 
gem utilizamos 
modelos. 
Para. fazermos a comparação dos sitemas de 
a Sensibilidade (5) e a Especificidade 
ponta-
CE) dos 
Se os métodos utilizados na abtençlo dos sistemas 
fornecessem gréficos S-E com a mesma escala essa comparoação se 
faria por superposição dos gráficos, mas isso nlo ocorre em nosso 
estudo, 
~técnica utilizada para solucionar tal problema 
é construir um gr6fico entre uma tr~nsforma,ão da sensilibildade 
e uma transformação da especificidade. Tal transformaçlo é a do 







figuras 4.25 (4.25a, 4 "25b) ' 4.26 (4. 26a, 
4.26b) e 4.27 temos estes gráficos construídos para o sistema de 
pontagem relativo ao Risco Reprodutivo ( R-R ). 
formada pelo modelo 
todas as outras. Na 
Podemos observar que nas extremidades a reta 
de Regressão 
figura 4.2Sa 
Logística se apresenta acima de 
observamos que na parte interme-
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LOG( :3/( 1-S)) 
S E Fig,4.25: Gráfico log{ 1_5 ) x log( 1_E) para o 12 sistema (Risco Reprodu-
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Fig.4.25a: Griific<> 
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LOG( S/( 1-S)) 
' log(l-S) ' " log( t-o:l pa<a o 1\' $1ste0la (lUscoo !l.cp.-odu~ 
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-2.13 -1.0 0 1. o 
LOG( s . ...-( 1-S >) 
Fi~.4.26: Gráfico log( 1~5 ) x log(l:E) para o lQ sistema (Risco Reprodu-
tivo): modelo A da R.L.(-). sistema de pontagem com variáveis da R.L. 
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LOG( S/( 1-S)) 
' J< lo&( t-E} pa~a o 1\! ~iste;na (Risco Reprodu-
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Fig,4.27: Gráfico log( 1: 5) x log(l:E)· para o 12 sistema (Risco Reprodu-
tivo): 12 sistema de pontagem do RR com Pl(x) e sistema de pontagem com 
as variáveis da R.L •• com Pl(D). 
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proporções de prevalência se apresenta um pouco acima dd reta do 
modelo de Regressão Logística. 
Vemos ainda 1 na figura 4.27, que a reta formada 
pelo modelo utilizando as variáveis da Regressâo logística com os 
pesos baseados no RR está bem próxima e em alguns pontos cruza a 
reta formada pelo modelo utilizando as ponderações do RR. 
~pesar de não existir uma melhora muito signifí-
cativa no sistema de pontagem quando utilizamos o método da 
Regressão Logística, esta é a preferível pois temos um menor 
número de variáveis (7) que comp~em o modelo quando o comparamos 
com o modelo obtido através da ponderaçlo do RR (18). 
Nas figuras 4.28 (4.28a, 4.28bl' 4.28 (4.29a, 
4.23b) e 4.30 temos os gráficos construídos para o outro sistema 
de pontagem, que leva em conta todas as variá~eis inclusive as 
medidas momentos antes do parto. 
Observamos na figura 4.28 que a reta farm4da pelo 
de Regressão Log(stica se apresent~ acima de todas as modelo 
outras. Há uma melhora significativa entre o modelo da Regressio 
Logrstica e o modela utilizando as ponderaç~es do RR. 
Em uma pequena parte do gráfico (ver figura 4.28) 
reta formada pelo model0 utilizando as variáveis da Regressão 
Logfstica com as ponderações do RR fica um pouco acima da reta do 
modelo de Regressâo Logística. 
Podemos observar na figura 4.30 que a reta forma-
da pelo modelo utilizando as variáveis da Regressão Log{stica com 
as ponderaç~es do RR fica acima da reta formada pelo sistema de 
pontagem utilizando as ponderações do RR. 
Vemos em todos os gráficos que as retas form~dds 
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Fig.4.Z8: Gráfico log{ 1~5 ) x log{l:E) para o 2Q sistema: modelo B da 
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' ' :Ftg.4.2Sa: GrâH~o log{W) :< lcg( 1_E) para o ZQ aiat~<ma: lll<>delo li da 
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LOG( S/( 1-S) > 
S · E · Fig.4.29: Gráfico log( 1_5) x log( 1_E) para o 2Q sistema: modelo B da 
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-2. 0 -1 0 0 1.0 2.0 
LOG( S/( 1 , •. ) I - .:• ,. 
Fig.4,29a: Grãfieo log(t:;,J " log(\:1';) pa.-a o 2!! sistema: 1!'-'>delo 
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-2 -1.5-1 .5 0 .5 1 1.5 2 
LOCi( S/( 1-S)) 
S E Fig.4.30: Gráfico log( 1_5) x log( 1_E) para o 2Q sistema. 22 sistema 
de pontagem do RR com Pl(x) e sistema de pontagem com as variáveis 
da R.L., com Pl(ill). 
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Neste sistema vemos que há uma melhora signiflca-
tiva no sistema de pontagem quando utilizamos o método de Regres-
são Logística, esta é a preferível também por termos um menor 
número de fatores de risco (8) no modelo do que pelo método 
utilizando as ponderações do RR C18). 
Nas figuras 4.31 (4.31a, 4.31bl e 4.32 
(4.32a,4.32b) temos os gráficos para o sistema do R-R e do siste-
leva em conta as variáveis medidas momentos antes do ma que 
parto, respectivamente, quando retira-se os pontos desajustados 
da Regressão Logística. 
Nestes gráficos confirmamos as conclusões tiradas 
no capítulo anterior de que: nlo há uma melhora significativa no 
modelo do R-R e há uma pequena melhora no outro modelo quando 
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Fig.4.31: Gráfico para o lQ sistema (Risco Reprodu-
tivo): modelo A da R.L.(-), sistema de pontagem com as variáveisdaR,L. 
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Fig.4.)1a: Grã!ico 
Uvo): 100delo A da 
" lo~(l:E) para<> U! siste""' (Risc<> Reprodu-
siste.,a de pontagcm com as variivei~ da R. L. 
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LOG( S/( 1-S:)) 
Fig.4.32: Grâfico log( 1~ 5) x log(l:E) para o 2Q sistema: modelo B da 
R,L.(-). sistema de pontagem com as variáveis da R.L. com Pl(x) e 
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DISCUSSÃO E CONCLUSõES 
5. DISCUSSÃO E CONCLUSõES 
Um resumo dos modelos de classificação de r1sco, 
obtidos neste trabalho, para os dois sistemas de pontagem eslâo 






















TOTPRR8 5 4 
RNTMOR 2 2 
RNTOBS 2 3 
PREMRT 10 6 
NOPRN 3 3 
RLTURR 1 1 
PRMG 3 4 
PRGRRVE 12 6 






























TRBELR 5.1. Modelos selecionados para o 12 sistema de pontagem 
(R-R) através das ponderações do Risco Relativo, da 
Regresslo Loglstica e das variáveis da R.L. com as 
ponderações do R.R. 
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RNTOBS 2 3 
PREMRT 10 6 
NOPRN 3 3 
RL TURR 1 1 
PRMG 3 4 
PRGRRVE 12 6 
SJFILIS 36 8 














I 0535 24 














TRBELR 5.2. Modelos selecionados para o 22 sistema de 
através das ponderações do Risco Relativo 1 
gressão Logística e das variáveis da R.L. 














Rtravés das figuras 4.25 e 4.28 1 observamos que o 
modelo de Regressao Logística é o melhor nos dois sistemas de 
pontagem 1 como já discutido no capitulo anterior. 
Rpesar desta evidência, o sistema de pontagem 
baseado nas ponderaç~es do Risco Relativo, deve ser o utilizado 
na prática, pois os cálculos exigidos para seu uso sào mais 
simples que os exigidos pelo modelo de Regress~o Logística. Esta 
simplicidade se faz necessária já que este si_stema poderé ser 
utilizado como um primeiro passo em uma triagem 1 
um grau de especializaç~o baixo. Isto torna seu 
do ponto de vista matemático e prático. 
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por pessoas com 
uso mais viável 
RPfNDICE5 
APtNDICE 1 
Tabelas de fregu@ncias das variáveis 
Estado C i v i L da Mãe 
Categof'i a <f requênci a porcentagem 
solteira 675 25.60 
casada 1230 46.64 
amasiada 686 26.01 
desquitada 21 0.80 
viúva 16 0.61 
l norado 9 0.34 
Total 2637 100.00 
Número de Natimortos 
Número frequência freq. acumulada porcentagem pore. acumulada 
o 2442 2442 82.60 82.·60 
1 163 2605 6. 18 98.78 
2 21 2626 0.80 99.58 
3 8 2634 0.30 89.88 
6 1 2635 0.04 99.92 
8 2 2637 0.08 100.00 
Total 2637 100.00 
Número Total de Rbortos 
Número frequênc:ia freq. acumulada porcentagem pore. acumulada 
o 1980 1980 75.08 75.09 
1 442 2422 16.76 81.85 
2 133 2555 5.04 96.89 
3 54 2609 2.05 98.94 
4 18 2627 0.68 99.62 
5 5 2632 o. 18 89.81 
6 1 2633 0.04 98.85 
8 3 2636 o. 11 99.96 
9 1 2637 0.04 100.00 
Total 2637 100.00 
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Número de Filhos Mortos 
Número frequência freq. acumulada porcentagem poc. acumulada 
o 2087 2087 79. 14 79.14 
1 368 2455 13.96 93. 1 o 
2 110 2565 4. 17 97.27 
3 50 2615 1. 90 99. 17 
4 15 2630 0.57 99.74 
5 4 2634 o. 15 98.88 
6 2 2636 0.08 99.97 
7 1 2637 0.03 100.00 
Total 2637 100.00 
Número Total de Partos 
Número frequência freq. acumulada porcentagem pore. acumulada 
o 755 755 28.63 28.63 
1 540 1295 20.48 49. 11 
2 419 1714 15.89 65.00 
3 310 2024 11.76 76.76 
4 155 2179 5.88 82.64 
5 140 2319 5.31 87.95 
6 92 2411 3.49 91.44 
7 75 2486 2.84 94.28 
8 51 2537 1. 93 96.21 
9 37 2574 1. 40 97.61 
10 24 2598 0.91 98.52 
11 12 2610 0.46 98.98 
12 10 2620 0.38 99.36 
13 7 2627 0.27 99.63 
14 6 2633 0.23 99.86 
15 3 2636 o. 11 99.97 
17 1 2637 0.03 100.00 









infecç~o urinária 347 
hipertensão 142 
sequela óssea de 
pélvis ou inferiores 4 
















gravidez prolongada 24 
mal formação congênita 17 
infecção puerperais 27 
polihidroamnio 33 































Número de Pré-Natais 
Número frequênc:ia freq.' acumulada porcentagem pore:. acumulada 
o 851 85'1 32.27 32.27 
1 146 897 5.54 37.81 
2 183 1180 7.32 45. 13 
3 218 1408 8.31 53.44 
4 218 1628 8.31 61.75 
5 201 1828 7.62 68.37 
6 183 2012 6.84 76.31 
7 144 2156 5.46 81.77 
8 365 2521 13.84 85.61 
8 '1'16 2637 4.38 100.00 
TotaL 2637 100.00 
I=Jltura ( em em ) da mtíe 
Rttura frequência freq.acumulada porcentagem pore. acumulada 
132 1 1 0.04 0.04 
134 1 2 0.04 0.08 
135 3 5 o. 11 o .18 
136 1 6 0.04 0.23 
137 1 7 0.04 0.27 
138 6 13 0.23 0.50 
138 2 15 0.08 0.58 
140 23 38 0.87 1.45 
141 6 44 0.23 1. 68 
142 26 70 0.89 2.67 
143 28 99 1.10 3. 77 
144 23 122 0.87 4.64 
145 57 179 2. 16 6.80 
146 51 230 1. 93 8.73 
147 78 308 2.96 11.68 
148 73 381 2. 77 14.46 
148 70 451 2.66 17. 12 
150 158 610 6.03 23.15 
(continua) 
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( con L) 
r:lltura frequência fr-eq. acumulada porcentagem por c. acumulada 
151 101 711 3.83 26.98 
152 '157 868 5.95 32.93 
153 144 1012 5.46 38.39 
154 115 1127 4.36 42.75 
155 212 1339 8.04 50.79 
156 156 1495 5.92 56.71 
157 151 1646 5.73 62.44 
158 114 1760 4.32 66.76 
159 64 1824 2.43 69.19 
160 125 1949 4.74 73.93 
161 68 2017 2.58 76.51 
162 62 2079 2.35 78.86 
163 53 2132 2.01 80.87 
164 36 2168 1. 37 82.24 
165 68 2234 2.50 84.74 
166 22 2256 0.83 85.57 
167 24 2280 0.91 86.48 
168 15 2295 0.57 87.05 
168 13 2308 0.48 87.54 
170 12 2320 0.46 88.00 
171 5 2325 o. 19 88. 19 
172 6 2331 0.23 88.42 
173 4 2335 o. 15 88.57 
174 2 2337 0.08 88.65 
175 1 2338 0.04 88.69 
ignorado 299 2637 11 . 31 100.00 
Total 2637 100.00 
ld~de Gestacionat ( semanas de amenorréia ) 
Idade frequência freq. acumulada porcentagem pore. acumulada 
23 1 1 0.04 0.04 
24 5 6 o. 18 0.23 
25 3 8 o. 11 0.34 


























































f l'eq, acumulada porcentagem pore. acumulad;:; 
14 o. 19 0.53 
18 o. 15 0.68 
29 0.42 1.10 
39 0.38 1.48 
51 0.46 1.84 
62 0.42 2.36 
94 1. 21 3.57 
121 1.02 4.59 
151 1.14 5.73 
195 1. 67 7.40 
285 3.78 11 . 18 
448 5.80 16.88 
705 9.75 26.74 
1050 13.08 39.82 
1536 18.43 58.25 
1725 7.17 65.42 
1847 4.63 70.05 
1892 1. 71 71.76 
1806 0.53 72.29 
1912 0.23 72.52 
1914 0.08 72.60 
1815 0.04 72.64 
2637 27.36 100.00 
100.00 















































































Ganho de Peso ( em KG ) 
freq. acumulada porcentagem 
4 o. 15 
28 o. 81 





































































































IHtura Uterina ( em em ) 
Rltura frequência freq. acumulada porcentagem pore. acumulada 
17 1 1 0.04 0.04 
18 1 2 0.04 0.08 
19 1 3 0.04 o' 12 
20 8 11 0.30 0.42 
21 7 18 0.27 0.69 
22 8 26 0.30 0.39 
23 3 35 0.34 1.33 
24 12 47 0.46 1 '79 
25 18 65 0.68 2.47 
26 22 87 0.83 3.30 
27 30 117 1 . 14 4.44 
28 65 182 2.47 6.91 
29 80 262 3.03 8:94 
30 165 427 6.26 16.20 
31 224 651 8.50 24.70 
32 288 939 10.92 35.62 
33 323 1262 12.25 47.87 
34 341 1603 12.93 60.80 
35 254 1857 9.63 70.43 
36 247 2104 9.37 79.80 
37 119 2223 4.51 84.31 
38 93 2316 3.53 87.84 
33 45 2361 1. 71 89.55 
40 37 2388 1.40 90.95 
41 7 2405 0.27 31.22 
42 3 2414 0.34 91.56 
43 5 2418 o' 19 91.75 
44 3 2422 o. 11 31.86 
ignorado 215 2637 8. 14 100.00 
Total 2637 100.00 
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Evolução da Pressão arterial 
Categoria frequência 
normal 1849 
caídas tensionais s/ sinal 
de choque ( <100/60) 26 
choque clínico reversível 
de qualquer origem 12 
choque clínico irreversível 
de qualquer origem 
hipertensão leve ( <150/80) 
hipertensão moderada ( >150190 e < 1801120) 
hipertensâo grave C >180/120) 













pré-diabete + classe ~ 8 
classe B 6 
classe c 1 
classe D + E o 
classe F o 
classe R o 
~ c/ fatores agravantes 2 
B c/ fatores agravantes 1 





























Categoria "frequência porcentagem 
sem 2403 81.13 
toxoplasmose 7 0.27 
tuberculose 8 0.30 
i nf. urinária s I 
febre 21 0.80 
i nf . urinária c/ 
febre 28 1.10 
gonorréia 4 o .15 
virose 40 1.52 
estafilococco ou 
estreptococco 4 o. 15 
sífilis 66 2.50 
outras 26 0.98 
ignorado 29 1 . 1 o 
Total 2637 100.00 
Hemorragias ( + importantes ) 
Categoria 
sem 
do 1Q trimestre 







































morte neonatal até 24 hs. 
morte neonatal + de 24 hs. 
até ?Q dia 
morte neonatal 8Q dia ao 
282 dia 
























Recodifícacâ~ das variáveis para o método do Risco Relativo 
Convenç'ão 
1l ESTCIV " J 1' l o' 
ZJ N~TIM "{1, 
o, 





TOTRBR " { 1, 
o' 
TOT~BR1 
" i 1' o, 
TOTRBR2 
" { 1' 
o' 
7l F!LMOR " J 1' [o. 
V~R 
" 
J 1 ' se fator de risco l o, se fato r de rlSCO 
Estado civil da mãe 
se gestante sem companheiro 
se gestante com companheiro 







com dois ou mais natimortos anteriores 
com um ou sem natimortos anteriores 
Número total de abortos 
com abortos 
sem abortos 




com um ou nhenhum aborto 
com três ou mais abortos 





Número de filhos mortos 
com algum filho morto 




Sl TDTPRRO =) 1, 
l o' 






= <l1 ' 
o' 
com dois ou mais filhas mortos 
com um ou nenhum filho morto 
Número total de partos 
com nenhum parto anterior C prim(para ) 
com algum parto anterior 
com oito ou ma1s partos anteriores 
com sete ou menos partos anteriores 
~ntecedentes mórbidos 
com TBC, sffilis, 
hipertensão 
diabetes 1 cardiopatia, 
com algum outro antecedente 
Antecedentes obstétricos 
com tox~mia, metrorragia pós-parto, 
amn1o 
com algum outro antecedente 
polihidro-
13} PREMRT = J 1' l o' 
com partos prematuros 
sem partos prematuros 
14} NOPRN = J 1' 
lo' 
Número de pré-natais 
sem consultas de pré-natal 







~ J I' 
lo' 
r 
" f' o, 
" 
r 




19) IDG37 J 1, 
l o' 
20) RLTUT25 ~ r < 1 ' 
lo' 
( 
21) RL TUT30 
" 
11 ' lo, 






Rltura { em em } da mãe 
altura menor ou igual a 145 em 
altura maior que 145 em 
Ganho de peso ( em kg ) da m~e 
com ganho de peso menor ou igual a 
com ganho de peso maior que 5 kg 
com ganho de peso menor ou igual a 
com ganho de peso maior que 10 kg 




de semanas de amenorréia menor 
35 
com n de semanas de amenorrêia maior 
com nQ de semanas de amenorréia menor 
37 
com n de semanas de amenorréia maior· 
Altura uterina ( em em ) 
com altura uterina menor ou igual a 
com altura uterina maior que 25 em 
com altura uterina menor ou igual a 
com altura uterina maior que 30 em 
com altura uterina menor ou igual a 




ou igual a 
que 35 





Evolução da press~o arterial 
( 
23J PHRLT I = < 1 ' [o, com pressão arterial alterada com pressào arterial não alterada 
24) PRMG ~ J 1' com hipertensão moderada ou hipertensão grave 
lo' sem hipertensão moderada óu hipertensào grave 
25) PRGRRVE o r 1 ' com hipertensão grave 
' l o' 
2!3J DIRBE 
27J !NFEC r 
sem hipertensão grave 
Diabetes 
com diabete no parto 
sem diabete no parto 
Infecciosas 
com toxoplasmose, TBC, inf. 
gonorréia, virose, 
estreptococco, sífilis, 
urinária c/ febre, 
estafilococco 
outros 
o <[1 ' 
O, com outras infecciosas 






com hemorragia no zg trimestre 
prévia 





Tabelas cruzadas 2x2 entre fator de risco e morte perinatal 
Valores do qui-quadrado, qui-quadrado ajustada a continuidade 
risco relativo aproximado, proporção de prevalência do fato~ 
proeorçlo de prevalência especffica e " pesos 
Convenção 
Mo r te Perinatal 
Presente Rusente TotaL 
Fator Presente a b a+b 
de 
Risco Rusente c d c+d 
Total a+c b+d N 
= valor do qui-quadrado p=valorp 
= valor do qui-quadrado ajUstada a continuidade 
risco relativo aproximado= { a/a+b )/( c/c+d 
TPE = proporção de prevalênica espec(fica = a/a+c 
TP = proporção de prevalência = atb/N 
P1 = peso calculado pela fórmula RR x TPE I TP 
P2 = peso calculado pela fórmula 1 + ( 3.91 x log RR ) 
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Estado civil da m~e 
MPN 
1 o Total 
1 57 618 675 
ESTCIV 
o 107 1846 1853 
Totat 164 2464 2628 


















P1 • 2.08565 




















P1 = 16.7814 
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RR = 1.5413'i 
TPE = 0.347561 
TP = 0.256848 
XL= 7.540 c I 1 g. l ,• 
p = 0.0060 
xL a- 7.042 c I 1 g. L. 
p • 0.0080 
P2 = 2.69159 
RR = 2.68014 
TPE = 0.176829 
TP = 0.0735477 
xz= 27.030 c I 1 g . l . 
p = 0.0001 
2 Xa= 25.452 c/ 1 g. l . 
p = 0.0001 
P2 = 4.86931 
RR = 4.17468 
TPE = 0.0487805 
TP = 0.012'135 
2 X = 19.590 c I 1 g. l . 
p = 0.0001 
X~= 16. 466 c I 1 g . L . 
p = 0.0001 












RR = 1.28606 
TPE = 0.29878 
TP = 0.248862 
x 2::: 2.331 c/ 1 g.l. 
p = 0.1268 
(*)Temos 1 caso com falta de x;= 2.055 c/ 1 g.L. 
informaç~o p"' 0.1517 











































P1 = 3.27096 
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RR = 1.39534 
TPE = 0.109756 
TP = 0.0811836 






p = o. 1665 
1. 527 c I 1 g. l . 
p = 0.2165 
P2 = 2.30257 
RR = 1.83154 
TPE = 0.054878 
TP = 0.0307284 
3.424 cl 1 g. l . 
p = 0.0642 
2.614 c I 1 g. l. 
p = o. 1 059 
























































2.383 c! 1 g. l . 
p 
" 
o. 121 g 
xz 







RR = 1.66303 
TPE = 0.108756 
TP = 0.0690178 
x2 = 4. 517 c1 1 g • l . 
p = 0.0336 
2 
xa = 3. 866 c I 1 g. L . 
p = 0.0303 
P1 = 2.64464 P2 " 2.88878 






















c/ 1 g. l. 
p = 0.5870 
c I 1 g. l. 


































(*) Temos 78 casos com falta de 
informação 
P1 " 1.97227 
Rntecedentes obstétricos 
MPN 
1 o Total 
1 28 277 305 
RNTOBS 
o 131 2142 2273 
Total 159 2419 2578 
(*) Temos 59 casos com falta de 
informação 
P1 " 2.37099 
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RR " 2.28661 
TPE " 0.121951 
TP " 0.057262 
2 X ·= 13.556 c I 1 g' l ' 
p = 0.0002 
x2 
a " 12.308 c/ 1 g' l ' 
p = 0.0005 
P2 = 4.23384 
RR = 1.4468 
TPE = 0.1875 
TP = o' 137554 
x2 
= 3.589 c/ 1 g' l ' 
p = 0.0582 
x2 
a = 3' 154 c I 1 g ' l ' 
p = 0.0757 
P2 = 2,44444 




TP = 0.118308 
x2 
= 5.426 c/ 1 g' l ' 
p = 0.0198 
x2 
a = 4.851 c/ 1 g' l ' 
p = 0.0276 
P2 = 2.82031 
MPN 
1 O Total 
1 12 "51 63 
PREMRT 
----~0~~~1~47~--~2~3~6~8---+~2515 
Total 159 2419 2578 
(*) Temos 59 casos com falta de 
informação 
P1 o 10.0644 
Número de Pré-natais 
MPN 
1 o Total 
1 76 775 851 
NOPRN 
o 80 1590 1670 
Total 156 2365 2521 
( *) Temos 116 casos com f a L t a de 
informação 
P1 = 2.68056 
Rltura Cem em} da mãe 
MPN 
1 o Total 
1 11 168 179 
RLTURR 
o 117 2042 2159 
Total 128 2210 2338 
<•J Temos 299 casos com falta de 
informaÇ}lo 





RR o 3,25883 
TPE o 0.0754717 
TP o 0.0244375 
18.512 c/ 1 g.l. 
p o 0.0001 
16.301 c/ 1 g.l. 
p o 0.000.1 
PZ o 5.61815 
RR o 1.86428 
TPE o 0.487178 
TP = 0.337564 
16.646 c I 1 g. l . 
p o 0.0001 
15.841 c/ 1 g. l . 
p o o. ooo·1 
P2 o 3.43544 
RR = 1.13398 
TPE = 0.0859375 
TP = 0.0765612 
2 X o o. 168 c I "I g. l . 
p o 0.6815 
x2 = 
a 
0.057 c I 1 g. l . 
p = 0.6866 
P2 o 1. 48"163 
Ganho de peso (em kg) da mãe 
MPN 
1 o Total 
1 35 322 357 
DIFKGS 
o 56 1327 1383 
Total 91 1649 1740 






1 O Total 
1 80 998 1078 
DIFKG10 o 11 651 662 Total---+-=9~1----~1~6;4~9~-+--~1;7~4;0--
(*) Temos 897 casos com falta de 
informação 
P1 " 6.33747 











2 17.816 c! x. 
" 






























Idade Gestacíonal (semanas de amenorréia) 
MPN 
1 o 
1 74 121 
IDG35 
o 47 1673 
Total 121 1794 





















366.95 c/ 1 g' l . 
p " 0.0001 
" 









1 86 362 
IDG37 
o 35 '1432 
Total 121 1794 

























(*) Temos 215 casos com falta de 
informação 
P1 ~ 172.766 
MPN 
1 o Total 
1 97 330 427 
ALTUT30 
o 50 1945 1995 
Total 147 2275 2422 






RR ~ 8.04605 
TPE = 0.7'10744 
TP = O. 2333t:i3 
x' ·- 163.85 c I ·J g > l . 
p ~ 0.0001 
x' a ~ 161 . 02 c/ 1 g. l . 
p ~ o. 000'1 
P2 ~ 9.15306 
RR ~ 15.4904 
TPE ~ 0.29932 
TP = 0.0268373 
v2 
~ 444.30 c I 1 g. l . A 
p ~ 0.0001 
•. 2 
"'a = 433.86 c I 1 g. l . 
p ~ 0.0001 
P2 ~ 11.7143 



















1 o Total RR 
" 
6.42628 




o 29 1454 '1483 TP 
" 
0.387696 
Total 147 2275 2422 2 113' 55 c/ 'I X 




(*) Temos 215 casos com falta de xz a " 111 '70 c/ 1 g' l' 
informação p = 0.0001 
P1 = 13.3055 P2 " 8.27415 
Evoluçlo .da pressão arterial 
MPN 
1 o 
1 55 620 
PRRLT 
o 108 1841 
Total 163 2461 

























P1 " 3.42739 
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RR" 1.47044 
TPE " 0.337423 
TP = 0.25724'1 
x2 = 5. 848 c 1 1 g. l. 
p = 0.0156 
X~ = 5. 409 c f 1 g. L . 
p " 0.0200 





TPE " 0.251534 
TP = 0.145188 
" 
15.833 c I 1 g' l ' 
p = 0.0001 
" 












o 145 2390 
Total 163 2461 










1 2 17 
DIRBE 
o 158 2432 
Total 160 2449 



























P1 = 7,54448 
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RR = 3,53584 
TPE = O, 110429 
TP ::: 0.033~'tl/ 
x
2 
= 3'1 ,050 c/ 1 g.l. 
p - 0.0001 
X2 a = 28.610 c/ ·1 g.l, 
p = 0.0001 
P2 = 5. 938"14 




TP = 0.0728248 
x' 
" 
0.642 c I ' g. l . 
' 
p = 0.4230 







RR = 2.92754 
TPE = 0.181818 
TP = 0.0705521 
x' 
" 
30.899 c I 1 g . l . 
p = 0.0001 
x2 
= 29. 122 c I "I g' l. a 
p .. 0,0001 
P2 " 5.19997 
MPN 
1 o 
1 22 44 
S!F!LIS 
o 132 24 •] o 





RR " 6.41919 
TPE " 0.142857 
TP o 0.0253067 
,2 





(*) Temos 29 casos com falta de 
informação 
X~ = 86.690 c I 1 g. l . 
p " 0.0001 







P1 o 36.2365 










RR " 4.23203 
TPE " 0.0613497 
TP " 0.0152091 
x2 = 24. 70 o c 1 1 g. l . 
p " 0.0001 
(*}Temos 7 casos com falta de X~= 21.525 c/ 1 g.L. 
informação p = 0.0001 
P1 o 17.0709 P2 o 6.64088 
Observação os valores dos upesosu foram arredondados para o 
inteiro mais próximo, nos cálculos posteriores. 
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~P~ND!CE 4 
Recodificação das variáveis para o método da Regressão Log(stica 
Convenção para as variáveis categóricas 
1J ESTCIV ~ 
2J N~T!M ~ 
3) TOT~BR ~ 
4 l F!LMOR ~ 
SJ TOTPRR ~ 
6 J TOTP~R2 ~ 
VRR ~ r I , 
lO, 
se fator de r1sco presente 
se fator de r1sco ausente 
Estado civil da mãe 
se gestante sem companheiro 
se gestante com companheiro 
Número de natimortos 
como se apresenta originalmente. 
Número total de abortos 
como se apresenta originalmente. 
Número de filhos mortos 
como se apresenta originalmente. 
Número total de partos 
como se apresenta originalmente. 
número de partos elevado ao quadrado. 
Qntecedentes mórbidas 
7J RNTMOR ~ <lr 1, 
o, 
com antecedentes de TBC, sifilis, 






5) ~NTOBS ~ <11 I com antecedentes 
lo' sem prematuros 
8) PREMRT r 1 ' prematuros ~ I com < 
l o, sem prematuros 
Número de pré-natais 
10) NOPRN " como se apresenta originalmente. 
~ltura (em em) da m~e 
11 J RLTURR ~ como se apresenta originalmente. 
Ganho de peso (em kg) da mãe 
12) DIFKG ~ como se apresenta originalmente. 
Idade gestacional {semanas de amenorréia) 
13) IDG ~ como se apresenta originalmente. 
14 J ~L TUT ~ 
15) PRRLT ~ 
Rltura uterina Cem em) 
como se apresenta originalmente. 
Evolução da pressão arterial 
com pressão arteria[ alterada 
sem pressâo arterial alterada 
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16 l PRGR o J 1 , 
lo' 
17) INFEC o r 1' 
<l o, 
18) 5IF!LI5 o r 
<l 
18) HEMDRR = 
com hipertensão grave 
sem alteração da pressão arterial 
Infecciosas 
com infecciosas 
sem infecciosas e sífilis 
1 ' com sífilis 
o' sem sífilis 
Hemorragias (+ importantes) 
com hemorragias no 2~ trimestre ou 
prévia 




Tabelas cruzadas entre MPN e número de pontos 
~ 
'" w I 
1 1 
' ,- '  <.~. ~:· . '' 






''· " 7. •; 
' 
1' 
c. 7?. ' c. 34 
6 
11.59 .5,41 12 • .::~ 1.22 
7 
7 , 
' J .n ' • 1 
' 
~- •. ~. t. , . • 2' '· 
' 
.., j '::5 ' . ,: , • ' . '· ' . ' , . ~.31. ~.~5 ;,t;; 5.:~ .... 47 6.G;;. 1.t7 •_;,-~-:, ~ .• ::,~ 1.-~~ 11.?·:-
~~-~-~---~--------~--------~--------•--------~--------+--------+--------+--------+--------•--------+--------+ o ~:.-; .:.; .. ~·-1 ~-4 13J 325 113 11:: ?} 45 ?471 
1c.·-:- 1,::;.-: 15."~ H,q· ~.93 1'2.44 4.47 .:..17 :..~-4 ~.21 1.71 o~.r~ 
.:t.:.~2 1.7: L,;-1 1·0..~1 s.zn n.:;>-; 4.77 t..-~5 3.~.o ~.1.:. L"'' 
-n,-.,_ c,.:;.~.~ ~-?.C') ~~4.t2 n.53 ~!.9:3 9~.:n -~.o.::z .. ~...~,?. 4':..15 '.,~4 
---------t--------+--------·--------+--------~--------·--------+--------+--------·--------+--------+--------· ;cnL s11 !.4 ~.·:::. ;::; 139 34G 120 117 ~3 54 51 ?!->37 
1~.~;: 1.<::-i 1~··.42 1"1.3'~· 5.27 13.2:3 4.S5 4.44 3.53 7~DS 1.._: liJr'l,QCI 
,; ' T 
r.- . •.- · ·.c Y 
•. f . '· 1 
'"-"Cl 11 P 1'> H 15 H 17 1i.. H ?: ?1 
~--~~~~--~~~-~---~·~--~----·--------·--------·--------+--------+--~-----·--------+--------+--------+--------· 1 ~ ~- '.! c 3 3 1 ,, 1 
:...·1 :-.?~ .·,··-~· r),11 c.23 o.oa 0.11 c.11 c.c.:. c.24 r.:.:1, 




... 1·.:,· • ... ~ --.--') ?7,?.7 ri,'1Cl 13.0C 27.;:7 1(.~·1 -~.~-3 3~.:n 
---------t--------~--------·--------+--------·--------+--------·--------·--------·--------·-----~~-·--~----~+ 
T!:'T AL 
o .. ~ i"' :1 1t> 2Z 17 :;, 7 11 :: ~413 
1.~? 1.~:- 1.1'} 1.1~. L01 o.·:: O.ó4 D.5C c.n c • .:.;; c.::~ c.•_,., 
~.7 1.:·:· 1.1"' 1.:.'5 C.I.S r),-<? O.o9 0.32 J.~< l'),t.t. :;.~· 
;~. . .• ,;. -;,n '11.1~ 72.73 1C·1,,lC: ·~5. 110 72:,73 37.52 SLO !:.~,,,_,7 
---~-*---+-~--~---+--------+--------+--------t--------·--------·--------·--------+--------·--------·--------+ L .~,.. '-·. ~.- ~, ~:. 21 n 20 11 ~ 12 1 ::.~n 
1,14 1.v 1.1-- 1.u c •. n t"J.:~3 0.76 o • .:.2 o.;o o.t.& 8.11 1Qii,1:' 
Tabela AS.l: Tabela cruzada entre MPN e no de pontos para o 10 sistema de pontagem do RR com Pl. 
• ._ •. ~ y 
. ' 
26 
---------·--------·---------·--------~--------·--------·--------+--------+--------·--------·--------~--------~ 1 1 ? i. :) c o 1 ;: ~-
-_.. ~.~,4 o;.s·· s.1s r:.11 r:;.rJ;; I).CJ o.-:::1, c.r" c.J', ·J.::~ 
1.:·: ::.f1 1.?2 2,1.4 1.-3-3 0.0~ Q.GJ V.t-1 1,22 C.DC '~.CC: 
"":; -11.1'1 '· -~"·'-:' 5C.·10 O.'JIJ •J.UJ 50,(;~) c::-.!:<7 0.:n· ~" • .-:-·:-
---------•--------+--------•--------•--------+--------+--------+--------+--------+--------+--~--~--+--------+ o 1-, 7 3 4 ,. 1 1 1 1 




r:J. 1 5 
!) • 1 s 
O.C4 
G.C4 





. ( • . 1 
; ,' ' 
:; 
'. 




c. 21 ' I). 1 5 ' o .15 
l 
G.11 ,: • G4 
2 '· "! 7 
1\:~.•f-) 
CL -u );. 1 ~ n 3'". }9 4!) 41 4.! 4~- 44 4" T'JHL 
---------·--------·--------+--------+--------·--------+--------+--------+--------+--------+--------·--------+ 1 , ,") 3 2 5 L: 1 .:; 1 Ç-4 
•::.;.:. ;:.n n,.:·"' 0.C"- C.11 O,C•"'- 0.1:; D.CJ G,•:'4 ;:,J-.' '),::-i to.?.;; 
G.L1 1 ' ' r·.~rt 1.:::;- 1. \i 1.22 3.t;5 C.CJ C,61 1.:2 0.!'~ 
LC,L) :.;·.:--c ij,n ?8,:'-) 75.00 H.t.7· SC.CG rJ.{..:.- ?~.C:.:' 4~.:;: r.~,.. 
~~·~·--~-~·-------·--------+--------+--------+----·---+--------+--------+--------+--------+--------+--------+ o ;; 1 1 12 5 :. ~ 3 247\ 
..:: . .:" t.o,.- r;.:,,~ o.sc c.cr. c.J,: o~19 o.1s v.11 :J,11 ~, •. ~4 93.7~ 
... ,;·~ 1.(; c,::_. ·:.V D.14 0.40 0.20 C.16 f·.12 .~.12 C.G:. 
C.•_<: 5;),:_;:: 10",2-:i ~-:;.O'J 25,00 e3.33 SO.JC 100.00 75.00 61J.CG 100.0-J 
---------·--------+--------·--------·--------+--------+--------·--------+--------+--------+--------+--------+ T;:Tll 1 4 1 1'"' 4 12 10 4 4 S 1 ?.,-,·H 
C,C4 ·:'.15 •J.C4 ·J.~~ C,15 0.4é 0.38 0.15 0.15 0.1'1 0.04 100.0(· 
Tabela AS.l: continuação 
r:.;::-,1 
; :'" :> ~ T 
tCL <-:1 4~ 4'1 ~1 5~ 'i3 54 57 5S 59 61 B2 T:HAL 
-~-------·--------·--------·--------·--------·--------·--------+--------·--------·--------·--------·--------+ 1 1 c 1 1 o 1 o o 1 o 1 1 l-.4 
c.c4 o.oc o .. :::~o 0,'14 c .. oo o.o4 o.oo o.oo o .. 04 o.oo D.V'· 6.?? 
0.61 :..JC ·:.~1 C.~1 ,C.OO 0.61 0.00 O.CO 0.61 ü.OO 0.61 
sc.GJ o.c: 1oo.oo 3l.33 c.oa 1co .. oo o.oo c.oo 1oo.oo c.oc 10~.co 
---------·--------·--------·--------·--------·--------·--------~--------·--------·--------·--------·--------· o 1 ? c , 1 o 1 0 ~473 i 
' 
2 
C.Q4 C.OS 0.00 0.04 0.04 0.00 0.04 O.CJ 93.H ü.03 d,C) (1, :)) 
C.04 C.Oil O.OC 0.04 O.C4 o.co C.04 O,'JQ ti. ·:it r "'' o.:::~ "-'•~'-' 
SC.OO 1CQ.CC D.CJ 66.67 1DC.OO O.OJ 100~00 100.00 O.CO 1CO.OC G.CQ 
-----~~--t--------+--------·--------·--------·--------·--------+--------+--------·--------+--------+--------+ 
TCT~L 2 2 1 :!, 2 1 1 1 1 1. 1 2~'37 
(.QF, C.O;; 0.04 0.11· G.08 0.04 0.04 0.04 0.04 0.04 0.04 1QD.CO 
Tabela AS.l: continuação 
" '1 
.. ~ n 
~Cl.. ;::T ; ;: -:: 4 5 ó 7 ~- 'I 
----~----·--------·--------·--------+--------·--------+--------+--------~--------+--------+--------· 1 12 ;:_ 5 24 7 6 p 7 12 
•'•" ~.,J.: ~.1 1: 1.~1 1),27 1'),23 0.72 0.':.'7 (l,.:.i, J.~':'-
7.':~ 1···- "~' 14.(3 4,27 3.6e: 11.31 4.~7 7.1< 4,. 
:·,)/, !.,~'; ·,!.'' !,,•" 5.55 3.2.1 (>,.:;: ),"í5 Q,,-,< '.,rcc 




.· .. ,".- 1,;-'J f,·J7 ;'>';,2{ 4,7': 7.32 n.S-3 1,,7: 4,'·,;, .,;,-~·, 
~-;.~" í'-'•.45 ''7.:,:: ":~;;,t.? Qt,.,:n r;o.n ?3,4.) ·;:t..:-s "::',''1 91.<: 
---------·--------+--------+--------+--------·--------+--------+--------+-------~·--------·---~----+ 
:·1.n 
'.;) ., • 7 ~ 
L:T.~L :>1~ 4-4 ::::; ~-?~ 1?4 1'::7 <~-~,) 1,_-4 132 t;} ::'·.'!7 
1·-,.,.z 1.67 7.6-~ 10,»7 4,70 7.J9 1D.n 4.r; 5,'•1 3.7) 1.':'.:-;.r.,; 
F,.: ~~:~·.cy 
,o r .O ( ;_ • T 
-;·· :tr 
u::. ~n 11 15 16 17 
--~------+--------+-~------t--------+--------·--------·--------·--------·--------·--------+--------· 1 4 ·':- 4 <, o 4 5 2 4 
,-,1~ ,-:.~--~ .• :~. 'J.15 ~.1'-~ 0.2~ 0,15 C.19 1,-~il G.15 
··~'· ... '.:.: -::'.1.4 :',,!.):" .3.~0 2.44 J,:)J 1.?? (,44 
.> 1·~. L.~~ <;.7~ 17"'~" ;>3,0:> 15.33 21.74 1'l.1~ t.,J,C;:.i 
---------~--------~--------·--------·--------+--------·--------+--------+--------+-------~+--------· o 7' c'· )',' :7 ?1 ?Q a , : 9 6 
~. 4 ~.~J 1,;;.'. 1.~') '),li-.? fJ.7'J 0.,;..3 c • .s: '1.:-4 •J.23 
;,::: ~.,,7 1.s 1.51 ').'13 o.;;1 G.;;Q .:.n a.;, c;.:4 
;.~,.~4 :·•.1" ;f,~-7 n.<4 02.14 7o.92. 3I.,o-2 n.zo -:<1.?2 ~,-~.c-0 
------~~-+--------·--------·--------·--------+--------+------~-+--------~--------·--------+--------+ r::-r.-1.. P 74 ~5 1.1 21 26 26 n 11 10 
;._, ,:,:·1 1.11 1.55 1.06 o.99 0.9~ o.37 o.t.2 o.:n 
Tabela A5,2: Tabela cruzada entre MPN e nO de pontos para o lO sistema de pontagem do RR com P2. 
c " ) ..-
?·~ 3 7 
1c·:.c-:· 
, ~' T 
;.~o:u 'IC'f 
~"i'~ C '• T 
~c,. - ~ T 
<;iL "CT 2) ?1 ;;;: ?3 24 25 26 27 1,~ TOTAL 
~--------+--------+--------+--------+--------~--------+--------+--------+---~----+----~--~+ 1 3 3 3 1 3 ·o o o 1 164 
J.11 r..11 0:.11 C.04 0.11 IJ.OO 0.00 0.00 O.C4 6.22 
1.~3 1.;;3 1.::.3 0.61 1.S3 0.00 0.00 0.00 0.61 
s.:;.::o Z.'.DJ 6':.00 50.:::0 50.00 0.00 O.OIJ O.l)t) 10IJ.CO 
---------·--------+--------·--------+--------+--------+--------+--------+--------+--------+ o :;. ., 2 1 3 2 2 2 o 2473 
~~.11 1J.34 C.·:;.:- IJ.04 0.11 0.08 O.úli O.OS 0.00 93.7S 
J.1c •l.::. l.:J: ~.04 0.12 o.os c.o3 o.o:::, o.oo 
SJ.DJ 7~.0G 4J.OO 50.00 50.00 100.00 100.00 100.00 0.00 
--~~----~~--------~--------+--------·--------~--------·--------·--------+·-------+--------+ T·J)AL 12 
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Tabela A5.9: Tabela cruzada entre MPN e nO de pontos do sistema de pontagem com variáveis do modelo A da R.L. 
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Tabela AS. lO: Tabela cruzada entre MPN e no de pontos do sistema de pontagem com as variáveis do modelo A 
da R.L. com P2 (sem os «pontos desajustados"). 
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Tabela AS.ll: Tabela cruzada entre MPN e no de pontos do sistema de pontagem com as variáveis do modelo B da 
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---------+--------+--------·--------·~-------·----~·--+---·~---+--------+-·------·--------+--------+--------·--------+ 1 1 z 1 1 :;. t, ?: ~. o o c 2 1J7 
~.:;t. c,:;::, C,04 ::',11 'J.~3 O.C4 f:,f!<t C,CI.. C,.JO G.DO 0.00 :J.:c ~.-" 
·.i.-':4 1.l.7 .:;.::4 1.->1 3.~? o.tt. 1.27 a.s4 o.oo o.oo 'J.2G 1."7 
1,>~.::.·.J 10C.Y) 1:::.;:, '>0.;!'1 6~.t7 33.33 10C.OG 5C.OO 0,00 0.00 J,OC 1CC·.-JC' 
---~--~••+w-------~-------•+•-•-••••+-•••••••+••-••••-+--------+--------+--------+--------+•-•••--•+--••-•--t-••••---+ o Q (, -: 2 !> 2 c 1 1 2 c 2.:.-7 
D.::?) 2,C,C G.~·~ D • .;:; :).11 C.C.: Q,OD Q,Q.:,. 0,04 0.04 Q,C'J o.a;:; ;u •• -- ~ 
~."':> c: • .:.:ú 0.0·: Ç._:~ .:.12 :J.Q2 C.CJ 0.04 0.04 0.04 0.0?: O.GC 
O.C·J o.::c C.OG :.:::.:c 3~.33 66.0 O.OC 50.00 100,iJO 100.00 1GC.OG O.'JC 
---------+--~-----·*~------+---~----+---~----~--------·--------·--------·--------+--------·--------~--------·--------+ TOT~L 1 
c. 0;, 
Tabela AS.ll: continuação 
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~ ~' c ', 1' 
C:L ~:":' C ~ ;. ~ 7 S 9 10 11 H D 
·~-------·--------·--------+--------·--------+--------·--------·--------·--------·--------·--------·--------+ 1 15 1r 7 2 4 7 4 11 
:.;c •'.;' .).;:.. ::.:4 r:.:J4 0.21 o.cs c.1s c.21 o.1s J."-2 
~.;:, 6,)7 ':'.~.'. G,!·!. C,t4 4,46 1.27 2.55 4.46 2.SS 7 ,;·1 
1.!.~ ~.3·; ;.,;t: -..17 ~.13 2.7., 2.2S 3,?4 5.43 5.0é 1:2,:,. 
---------·--------·--------·--------·--------·--------·--------+--------·--------·------~-·----~---·--------+ 1), ~~2 L.'> 11'i 23 37 <:.:.? 87 103 1?2 75 "4 
:::.~5 15,5; <.,:'.l 0.::: 1.41 9,41 3,32 3.B 4.1.5 2,St 2."?' 
:>4,'H 1~.:;: !.,t~: o.o; 1.s0 n.o1 3.53 4.15 ~.o.?s 3.04 3.8J 
·,.,,.~1 Y7,-;1 Y>.h ~s.:'3 07,37 9?.i4 '17.75 06.20 94,57 Ç4,'?L. H.:·s 
w--------+••------+--------+--------~--------+--------+·-------+--------+--------+--------+---q----+--------+ TCTiL ~75 41' 11") Z4 33 254 39 107 121t 7(; 5 
;:~;;_~E\T 
~:~ -'Cl 
33,::,5 1.5,,.7 "·"2. c.Y1 1.45 l.6~ 3.39 4.oa 4.n: 3.01 3.::.4 :s:4 n::.~2 
~:::l ~'C'T 14 15 16 17 13 19 20 21 "22 23 2:'· T::;HL 
---------·--------+--------·--------·--------·--------·--------·--------+--------·--------·--------·----·-~-· 1' 1- 1 2 ~. 1 5 3 11 ~3 1S'i' 
C,C:<o ;;.<~ ;.c~ J,(.' C.).:. ~.32 O.C4 0.23 0.11 0.42 O.'HI 5.9~ 
C.t4 !.~< ·J,':'4 1.27 C.64 ~.H 0.64 3.132 1.91 7.,01 3,?3 
(:,13 1.3.?5 'i.CJ 4.io4 14.29 17.3C 6.t7 21.6Y 1?.00 35.4~ 65,";') 
-~----~--i~-------·--------·--------·--------·--------·--------·--------+--------·--------·--------+--------+ O .:.é !7 1·' t.::; 6 3~ 1-4 23 22 ?C 7 1.4!;7 
1.1s 1.~1 ;).72 1.~.t. c.n 1,45 o.53 o.sr, o.s.4 c.76 o.:? ~:..vz 
1.:··!. 1.SC D,77 1.74 C,24 1,54 0.57 0.93 0.&9 0.81 ,].-!~ 
><7.~7 it .• J; ~5.CJ 93.5~ ~5.71 52.61 93.33 79.31 Bd.OO 64.52 35,:8 
---------~--------·--------+----~---·--------·--------·--------+--------+--------t--------+--------·------~-+ T~Tll <.7 4~ • , .-.s 7 H 1s 29 2s 31 z.J 2~24 
1.7:: 1.&4 0.7~ 1.71 C.27 1.7S 0.57 1.11 O.Q5 1.18 Q.76 1CJ.C~ 
Tabela A5.12: Tabela cruzada entre MPN e no de pontos do sistema de pontagem com as variáveis do modelos B da 
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Valores de Sensibilidade e Especificidade Qara os modelos 






Sensibil~dade Especificidade s E 
p s (%) E(%) 1og(1-S) log(1-E) 
0,01 100,0 0,0 
0,02 96,6 13,5 1,45 -0,81 
0,03 91,3 30,0 1,02 -0,37 
0,04 79,9 41,8 0,60 -0,14 
0,05 7 3' 2 55,1 0,44 0,09 
0,06 63,8 66,7 0,25 0,30 
0,07 47,7 76,5 -0,04 0,51 
0,08 42,3 83,6 -0,13 o' 71 
0,09 37,6 85,8 -0,22 o' 78 
0,10 25,5 94,2 -0,47 1,21 
0,30 12,8 99,1 -0,83 2,04 
' 0,35 10,7 99,7 -0,92 2,52 
0140 6,7 99,8 -1,14 2,70 
0,50 6,0 100,0 -1,19 
0,70 2,0 100,0 -1,69 
0,90 0,0 100,0 
Tabela A6.1- Valores da especificidade (E), sensibilidade (S), 
S E 1og (1_8 ) e log 11_E) para o modelo A, 
I 
~ 
"" w I 
Sensibilidade Especificidade s E 
s (%) E (%) 
log ( 1-s) log(1-E) 
p 
0,01 92,5 31,2 1,09 -0,34 
0,02 83,6 59,0 0,71 0,16 
0,03 77' 6 71' 4 0,54 0,40 
0,04 70,1 79,2 0,37 0,58 
0,05 70,1 84,5 0,37 0,74 
0,06 68,7 87,9 0,34 0,86 
0,07 68,7 . 89,6 0,34 0,94 
0,08 65,7 92,0 0,28 1,06 
0,09 64,2 93,4 0,25 1,15 
0,10 64,2 93,8 0,25 1,18 
0,30 50,7 98,8 0,01 1, 92 
0,50 40,3 99,5 -0,17 2,30 
0,70 26,9 100,0 -0,43 
0,90 9,0 100,0 -1,00 
Tabela A6.2 - Valores da especificidade (E}, sensibilidade (S), 





,Sensibilidade ·Especificidade s E log( 1_3 ) log(l-El p s (%) E(%) 
-
0,01 100,0 4,8 -1,30 
0,02 100,0 23,8 -0,51 
0,03 89,0 37,4 o' 91 -0,22 
0,04 83,1 47,5 0,69 -0,04 
0,05 75,0 59,5 0,48 'o 117 
0,06 64,0 67,9 0,25 0,33 
0,07 48,5 77,7 -0,03 0,54 
o, 08 39,7 86,0 -0,18 0,79 
0,09 37,5 86,7 -0,22 0,81 
0,10 23;5 94,9 -0,51 1,27 
0,30 ll' 8 99,2 -0,87 2,09 
0,50 5,1 99,9 -1,27 3,00 
0,70 2,2 100,0 -1,65 
0,90 0,7 100,0 -2,15 
Tabela A6.3 - Valores da especificidade {E), sensibilidade (S), 
S E log {1_8} e log t1_E) para o modelo A sem os "pontos desajusta-
dos11. 
'Sensibil.idade 'Especificidade s log(1~E) 
S(%) E (%) 
log(1-S) 
p 
0,01 91,7 51,5 1,04 0,03 
0,02 85,0 69,0 0,75 0,35 
0,03 76,7 79,4 0,52 0,59 
0,04 75,0 85,2 0,48 0,76 
0,05 75,0 88,1 o' 48 0,87 
0,06 73,3 90,3 0,44 0,97 
0,07 71,7 92,0 0,40 1,06 
0,08 71' 7 93,7 0,40 1,17 
0,09 70,0 94,4 0,37 1,23 
0,10 70,0 94,9 0,37 1,27 
0,30 55' o 98,7 0,09 1,88 
0,50 48,3 99,5 -0,03 2,30 
o' 70 33,3 99,9 -0,30 3,00 
0,90 16,7 100,0 -0,70 
Tabela A6.4 - Valores da especificidade (E), sensibilidade (S), 
S E log (1_8} e log (1_E) para o modelo B sem os "pontos desajusta-
dos". 
"RPENDICE 7 
Program~s para o diagnóstico nos modelos da Re~resslo Loglstici 
* Este programa executa diagnóstico para o modelo ~; 
* MORl- = indicador de MPN; 
* D~DDS.LIMR - arquivo com dados sem falta de informaç~o; 
PROC LDGJST D~TRo DRDOS.LJMR PCOV OUT"SR101 OUTPoSR!02; 
MOOEL MORT o NRT!M NOPRN HEMORR PRGR PREMRT TOTPRR TOTPRR2; 
DRTR SRI02; 
SET 5R!02; 
CHio CMORT - P J/SQRT C P 
Oo SQRT C-2 * LOG (1-_P_JJ; 
•<1-PJJ· 
- - ' 
!F MORT:1 THEN 0: SQRT C-2 * LOG C_P_ll; 
V: _P_ * (1-_P_J; 
CH!Qo CHI * CHI; 
* Valor do somatório dos CHIQ = 2426.46; 
CHIST: CH!Q/2426.46; 
PROC UN!VRR!RTE PLOT; 
VRR CH!ST O; 
PROC MRTR!X; 
FETCH ~ O~TRo DRDOS.LlMR; 






FETCH B DRTR• SRI01; 
z" scz 3 4 s s 7 8 s, J; 
FREE B; 
CRTCHRo CZ.X 1 J1 ; 
LVRG: CX#CRTCHRJ C ,+l; 
I: 1 'N; 
D= I I! LVRG; 
OUTPUT O OUToSR!03; 
DRTR JUNTOS; 
MERGE SRI02 SR!03; 
H o CDL2•V; 
M= 1-H; 
PROC PLOT; 
PLOT CM CHI DJ•COL1; PLOT CH!SHH; 
-187-
* Este programa executa diagnóstico para o modelo B; 
* MORT = indicador de MPN; 
* D~DOS.LIMB - arquivo com dados sem falta de informação; 
PROC LOG!ST ORTR• DRDOS.L!ME PCOV OUT•SRI01 OUIP•SRI02; 
HODEL MORT • IDG RLTUT 5IF!Ll5 NDPRN DJFKG PRGR; 
DRTR SRI02; 
SET 5R!02; 
CH!• CMORT - P J/SORT ( P *(1-Pll· 
- - ' 
D• SORT C-2 * LOG (1-_P_ll; 
!F MORT•1 THEN D• SQRT (-2 * LOG c_P_Jl; 
V• _P_ * (1-_P_l; 
CHIO• CH! * CH!; 
* Valor do somatório dos CHIO = 1633.62; 
CH!ST• CH!0/1633.62; 
PROC UNIVRR!RTE PLOT; 
VRR CH!ST D; 
PROC MRTRIX; 
FETCH R DRTR• DRDOS.LIMB; 






FETCH B DRTR• 5Rl01; 
Z• BC2 3 4 5 6 7 B, J; 
FREE B; 
CRTCHR= (Z*X' ) I i 
LVRG• CX#CRTCHRJ ( ,+); 
I= 1 : N i 
D• I li LVRG; 
DUTPUT D OUT·5~!03; 
D~T~ JUNTOS; 
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Tabela A5.6: Tabela cruzada entre MPN e nQ de pontos para o sistema de pontagem com as variáveis do modelo 
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Tabela AS.7: Tabela cruzada entre MPN e no de pontos para o sistema de pontagem com as variáveis do modelo B da R.L, 
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Tabela A5.7: continuação 
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Tabela A5.B~ Tabela cruzada entre MPN e no de pontos para o sistema de pontagem com as variáveis do modelo B da 
R.L. com P2. 
