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Abstract
It is known that in the WKB approximation of multicomponent systems
like Dirac equation or Born-Oppenheimer approximation, an additional phase
appears apart from the Berry phase. So far, this phase was only examined
in special cases, or under certain restrictive assumptions, namely that the
eigenspaces of the matrix or endomorphism valued symbol of the Hamiltonian
form trivial bundles.
We give a completely global derivation of this phase which does not depend
on any choice of local trivializing sections. This is achieved using a star prod-
uct approach to quantization. Furthermore, we give a systematic and global
approach to a reduction of the problem to a problem defined completely on
the different “polarizations”. Finally, we discuss to what extent it is actually
possible to reduce the problem to a really scalar one, and make some comments
on obstructions to the existence of global quasiclassical states.
1 Introduction
Whereas the semiclassical and WKB approximation of systems with Hamiltonians
whose symbol is a scalar function is very well understood both on a local and a
global level, this is not the case to the same extent for systems with Hamiltonians
whose symbol are matrix valued functions on a symplectic manifold, or sections in
the endomorphism bundle of a vector bundle over a symplectic manifold M .
Such Hamiltonians appear in many places in physics: Examples are the Dirac
equation, multicomponent wave equations like electrodynamics in media and Yang-
Mills theories, and the Born-Oppenheimer approximation in molecular physics.
In the scalar case, a nice geometric interpretation of the semiclassical states
as half densities on Lagrangian submanifolds invariant under the Hamiltonian flow
exists, and discrete spectra may be computed using the Bohr-Sommerfeld condition,
taking into account the Maslov correction.
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In the multicomponent case, the analogous structures are not known: There exist
many results on a local level, but on a global level results are only known either for
special examples, or under the very restrictive assumption that the eigenspaces of the
symbol of the Hamiltonian form trivial bundles over the symplectic base manifold
M [16, 14, 15].
Locally, the WKB ansatz for multicomponent systems still is
Ψ(x) = a(x, ~) exp(iS(x)/~)
with a(x, ~) = a0(x) + a1(x)~ + .... Here, the ai(x) are now vector valued functions
[10, 13, 16].
In lowest order in ~ the time independent Schro¨dinger equations yields:[
H0
(
x, dS(x)
)
− E
]
a0(x) = 0,
i.e., a0(x) has to be an eigenvector of the matrix valued principal symbol H0(x, p) at
the point p = dS(x). Denoting by λα(x, p) the α-th eigenvalue of the matrix H0(x, p)
at the point (x, p), the phase S(x) has to satisfy the Hamilton-Jacobi-equation for
one of the eigenvalue functions λα: λα(x, dS)−E = 0, and one obtains a separate
phase function for each “polarization” α.
The equation of order ~ has a more complicated structure than in the scalar case:
The absolute value of the amplitude still fulfills the usual transport equation, but
the vector a0 satisfies a more complicated equation which contains a Berry phase
term, and an additional term without obvious geometric meaning [18, 15, 13].
There exist some functional analytically rigorous results on the WKB approx-
imation for special systems in the literature [16, 14]. However, no analog of the
Bohr-Sommerfeld quantization condition is known in general, and all those results
have the common feature that they are based on the assumption that the bundles
of eigenvectors of the symbol of the Hamiltonian are trivial, at least on the “classi-
cally allowed region” λα < E˜ for an E˜ > E. This assumption is not fulfilled in many
physical applications: Apart from cases like the Dirac equation on topologically non-
trivial space-times, where the possibility of non-trivial eigenbundles is quite obvious,
this phenomenon even arises in applications to the Born-Oppenheimer approxima-
tion: Although the nuclear phase space is contractible, non-trivial bundles may arise
due to the phenomenon of level crossing, i.e., the possibility of two eigenvalues be-
coming equal in certain points on phase space: The degeneracy increases in those
points. For the WKB approximation one has to cut out those points and to treat
them separately. This may lead to the appearance of non-trivial bundles, and as a
matter of fact, it is well known that non-trivial bundles play a role in real molecular
systems.
In [15] a Bohr-Sommerfeld condition could be derived for systems whose symbol
has non-degenerate eigenvalues, using the Moyal product on matrix valued symbols
in order to reduce this case to the WKB approximation for a scalar system. To this
end, a formally unitary U = U0 + U1~+ .... was introduced such that
U † ∗H ∗ U = Λ
2
for some diagonal matrix valued symbol Λ.
However, this method has several disadvantages: First, considering this equation
at zeroth order, one concludes that the columns of U0 are eigenvectors of H0. Hence,
this method may again be applied globally only if the eigenvector bundles are trivial.
Moreover, it is not possible to generalize this method to the case of degenerate
eigenvalues with constant degeneracies. In this case, it is in general not possible to
diagonalize the Hamiltonian globally (even if the eigenvector bundles are trivial), but
only to block-diagonalize it. Finally, this approach is not natural from a geometric
point of view: The Moyal product is defined only on trivial bundles over R2n, hence
it is not possible to stick with the Moyal product if one wants to reduce the problem
in a global way to a problem defined on the respective eigenbundles. In particular,
it will become obvious that this method, if generalized to the degenerate case, will
correspond to a quantization based on a non-canonical and unnatural choice of a
connection: The choice of U0 implies, as mentioned above, a choice of trivializing
sections of the eigenbundles. In a sense to become clear in section 4, the quantization
achieved by this process corresponds to a connection with respect to which the chosen
set of trivializing sections is covariantly constant. Such a connection is obviously
geometrically meaningless, since it depends on the choice of those sections.
The goal of this article is to reduce the problem of WKB for endomorphism
valued symbols “as far as possible” to the scalar case, using only globally defined
methods: Apart from being an important progress in a geometric understanding of
multicomponent WKB approximation, this is an important step towards a Bohr-
Sommerfeld like condition, since the latter is necessarily global in nature.
For this reduction of the problem, the notion of star products on arbitrary en-
domorphism bundles proves to be particularly useful, since we have to deal with
non-trivial bundles. Such star products are known to exist on arbitrary endomor-
phism bundles over a symplectic manifold, as has been shown by Fedosov [8]. His
method is particularly adapted to our purposes, since his proof of existence is con-
structive in nature, and there exist explicit formulas for the isomorphisms of different
star products. Although we will restrict ourselves to formal star products, i.e., to
formal power series in ~, the method can in principle be translated into operator
language using the notion of asymptotic operator representations, which are, in a
suitable sense, representations up to order O(~∞) of the star product algebra. Such
representations are known to exist if certain quantization condition are satisfied [9].
The main idea of the paper is to give a “basis independent and geometrically
natural version of the diagonalization procedure of [15]”. What is meant by this
becomes more apparent if one observes that essentially all additional complications
in the WKB approximation of multicomponent systems are due to the fact that the
projection operators onto the eigenspaces of the principal symbol of H are in gen-
eral not constant. If one could replace ordinary derivatives by covariant derivatives
with respect to which the projections are covariantly constant, the problem would
be considerably simplified. However, as we assume that we are studying a given
definite quantum mechanical system, we cannot simply replace ordinary derivatives
by covariant derivatives “by hand”, as we do not want to change the physics of the
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system.
Here, the use of Fedosov’s star product proves to be particularly powerful: His
construction of a star product depends on the choice of a symplectic connection
on the base space and a connection on the endomorphism bundle. Nevertheless,
the different star products are isomorphic. Hence, if we interpret the choice of the
connection as defining a definite quantization procedure, then we may change this
connection without changing physics if we apply at the same time the corresponding
isomorphism. This means that we are allowed to change the connection in order to
simplify the problem, if we consistently correct the symbols of the Hamiltonian and
all interesting observables at the same time.
Indeed, this additional freedom (which is completely missing if one restricts one-
self to the Moyal product) may be used to simplify the problem considerably: One
may find an ~-dependent connection, ~-dependent projections, and a corrected sym-
bol such that all these structures are compatible in an obvious sense. An important
feature of Fedosov’s product is that the star product constructed from these data is
compatible with the projections as well, i.e,. if A and B are observables such that
there corrected symbols commute with the projections, then the corresponding star
product A ∗ B commutes with the projections as well. Hence, the different blocks
defined by the projections are decoupled for a suitable set of observables.
Using these techniques, we will be lead to a geometrical interpretation of the
additional phases appearing in the WKB approximation at order ~ as formed from
the Poisson-curvature and an analog of the second fundamental form of a Berry-type
connection. We will show that this even holds if one chooses a different connection
for computing the correction. Hence, the Berry type connection is distinguished
among the set of all compatible connections.
The paper is organized as follows: In the next section we give a short overview
over Fedosov’s construction of star products on arbitrary endomorphism bundles to
the extent needed for our applications. The main fact will be that a modification
of the connection on the endomorphism bundle at some order O(~k) induces an
isomorphism of the corresponding star product algebras which implies corrections
only at higher order O(~k+1). This will allow the use of inductive methods in the
main part of the paper, and to compute the corrections iteratively order by order in
~.
In section 3, we show how one may use the freedom of choosing the connection
in order to block-diagonalize the system, i.e., to find a decomposition of the vector
bundle such that the Hamiltonian and a large class of observables preserve this
decomposition at the quantum mechanical level. Furthermore, we will show that
for a suitable class of observables, a formal Heisenberg equation of motion may be
defined.
In section 4 we compute the correction of the symbol of H at order ~ for all
compatible connections, thus reproducing in particular the additional phase observed
in special cases before. We give a geometric interpretation of these terms, and show
that a certain adapted connection which is of “Berry type” is distinguished among
all adapted connections.
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Finally, in section 5 we examine to which extent it is actually possible to re-
duce the problem to a scalar one, and discuss some aspects connected to a Bohr-
Sommerfeld like quantization condition.
2 Star products on endomorphism bundles
In this section we give a short introduction to Fedosovs approach to deformation
quantization [8], as needed for our purposes, and we prove three lemmas needed in
section 3
We assume the reader to be familiar with the general ideas of deformation quan-
tization. For an introduction, we refer to [2].
We denote the Moyal product, which is the star product on R2n corresponding
to Weyl ordering, by ⋄:
(a ⋄ b)(x) = (e
i~
2
ωkl ∂
∂xk
∂
∂yl a(x)b(y))
x=y
,
where ωkl are the components of the Poisson tensor. The algebra F(R2n) ⊗ C[[~]]
with the product ⋄ is called the Weyl algebra over R2n. (Here, F(R2n) denotes the
algebra of smooth functions on R2n.)
Let M be a symplectic manifold with symplectic form ω and a symplectic con-
nection ∂s (such a connection always exists), and let V be a hermitian vector bundle
over M with hermitian connection ∇. We consider the bundle V [[~]] = V ⊗ C[[~]]
which is a fiber bundle over M whose fiber over a point q ∈ M is the C[[~]] mod-
ule Vq[[~]] = Vq ⊗ C[[~]]. Let E[[~]] =
⋃
q∈M End(Vq) ⊗ C[[~]] be the bundle of
endomorphism s of the fibers of V [[~]].
We may define a star product on the endomorphims Γ(E[[~]]) of the bundle V [[~]]
by Fedosov’s construction [8]. To this end one considers the algebra
A = Γ(E[[~]]⊗W ),
where W is the Weyl algebra bundle over M (i.e., the bundle over M whose fiber
over q consists of Weyl algebra on the symplectic vector space TqM).
A is graded as a vector space, with a degree defined by:
deg(~) = 2, deg(yi) = 1,
where the (yi) are coordinates on the fiber TqM . Defining Ai as the set of all Xˆ ∈ A
which are sums of terms of degree larger or equal i, A becomes a filtered algebra:
A = A0 ⊃ A1 ⊃ . . . .
The hermitian connection∇ on V induces a connection on E[[~]] which we denote
by ∇ as well. Together with the symplectic connection ∂s on M this defines a
connection ∂ = 1⊗ ∂s +∇⊗ 1 on E[[~]]⊗W .
One may construct by an iterative procedure, starting with ∂, an exterior covari-
ant derivative D on A⊗ Ω(M), the forms on M with values in A, such that
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1. D2 = 0
2. the space of covariant constant elements in A=ˆA ⊗ Ω0(M) ⊂ A ⊗ Ω(M) is
isomorphic as a vector space to E[[~]]
3. D acts as a derivation on A⊗ Ω(M) (with the product induced by the Moyal
product on A).
These properties guarantee that the covariant constant sections form a subalgebra
and allow us to use the vector space isomorphism of 2. between the covariant constant
elements in A and E[[~]] to define the star product on Γ(E[[~]]) by pull back of the
product on A. More precisely, if we denote the isomorphism from Γ(E[[~]]) to the
covariantly constant elements in A by Q, and its inverse by σ, the star product on
E[[~]] is given by:
a ∗ b = σ(Q(a) ⋄ Q(b))
for a, b ∈ Γ(E[[~]]).
To give an explicit expression for this flat derivative, we introduce operators δ
and δ−1 on A⊗ Ω(M):
δ = dxi ∧
∂
∂yi
and
δ−1a =
1
p+ q
iyi ∂
∂xi
a
if a is a q-form that is homogeneous of degree p in the fiber coordinate y, p+ q 6= 0,
and δ−1a = 0 if p = q = 0. These operators have the important property that for
any Xˆ ∈ Ω(M)⊗A:
Xˆ = Xˆ00 + (δ
−1δ + δδ−1)Xˆ
Here, Xˆ00 denotes the part of Xˆ that is a zero form of degree 0 in y.
The ansatz
D = −δ + ∂ +
[
i
~
r,
]
for a one form r with values in A, the flatness condition D2 = 0 together with a
“normalization condition” δ−1r = 0 leads to the condition
r = δ−1R˜+ δ−1
(
∂r +
i
~
r2
)
, (1)
by which r is uniquely defined and may be computed iteratively. Here, R˜ is the
curvature of the connection ∂, considered as a two form with values in A, acting on
A as i
~
[R˜, ·]: If RE is the curvature of ∇ and Rs is the curvature of ∂s, then R˜ is
locally given by:
R˜ = −i
~
2
REijdx
i ∧ dxj + 1⊗
1
4
ωij(R
s)iklmy
jykdxl ∧ dxm.
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We note that in spite of the factor 1/~ in (1) the solution of this equation is a power
series in ~, containing no negative powers.
With r determined, the covariantly constant continuation Q(a) of a in A is given
by the unique solution to the equation
Q(a) = a0 + δ
−1(∂Q(a) + [
i
~
r,Q(a)]), (2)
which may again be solved iteratively.
Different choices of ∇ will yield different star products. However, they are equiv-
alent in the following sense:
Given two hermitian connections∇(1),∇(2) and two symplectic connections ∂
(1)
s , ∂
(2)
s
with corresponding derivates D(1), D(2), there is a formally unitary
U(12) = exp⋄(
i
~
A(12))
for some A ∈ A such that:
D(1)Xˆ = 0⇒ D(2)(U(12) ⋄ Xˆ ⋄ U
−1
(12)) = 0
for any Xˆ ∈ Γ(A). (Here, exp⋄ denotes the exponential with respect to the fibrewise
Moyal product ⋄.)
Furthermore, letting Q(i)(X) denote the covariant constant continuation of X ∈
Γ(E[[~]]) with respect to D(i), and σ(i) denote the inverse of Q(i) (i = 1, 2), we have
an isomorphism of the different star-products given by:
φ(X)
def
= σ(2)(U(12) ⋄ Q
(1)(X) ⋄ U−1(12))
To check this statement one simply has to compute:
φ(X ∗1 Y ) = σ
(2)(U(12) ⋄ Q
(1)(X ∗1 Y ) ⋄ U
−1
(12))
= σ(2)(U(12) ⋄ Q
(1)(X) ⋄ Q(1)(Y ) ⋄ U−1(12))
= σ(2)((U(12) ⋄ Q
(1)(X) ⋄ U−1(12)) ⋄ (U(12) ⋄ Q
(1)(Y ) ⋄ U−1(12)))
= σ(2)(Q(2)(φ(X)) ⋄ Q(2)(φ(Y ))
= φ(X) ∗2 φ(Y )
We note that, in general, φ(X) 6= X . This is precisely what was meant in
the introduction by the statement that we can change the quantization procedure
without changing physics, if we consistently correct the symbols of the Hamiltonian
and the relevant observables at the same time.
We may express U(12) ⋄ Xˆ ⋄ U
−1
(12) directly in terms of A(12) as:
U(12) ⋄ Xˆ ⋄ U
−1
(12) =
∞∑
k=0
(
i
~
)k
1
k!
[A(12), [A(12), . . . [A(12),︸ ︷︷ ︸
k-times
Xˆ] . . .]] (3)
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For A(12), one may derive the following equation which defines it iteratively [8]:
A(12) = δ
−1
(
ad( i
~
A(12))
exp⋄(ad(
i
~
A(12)))− 1
(∆γ)(12) + (D + δ)A(12)
)
(4)
Here, (∆γ)(12) denotes the one form onM with values in A (acting by
i
~
[(∆γ)(12), ·])
which is induced by the difference of the two connection forms corresponding to
∂(i) = 1⊗ ∂
(i)
s +∇(i) ⊗ 1, i = 1, 2 on E[[~]]⊗W . (The difference of two connection
forms is tensorial and hence defines a one form on M). If ∇(i) is locally given by
∂
∂xi
+ Γi, and the Christoffel symbols corresponding to ∂
(i)
s are given by (Γ
(i)
s )klm,
then (∆γ)(12) is locally given by
(∆γ)12 = −i~(Γ
(2)
i − Γ
(1)
i )dx
i + 1⊗
1
2
ωij
(
(Γ(2)s )
i
kl − (Γ
(1)
s )
i
kl
)
yjykdxl (5)
In particular, it is obvious from this expression that A(12) does not contain any
negative powers of ~.
Remarks:
1.) Though U does contain inverse powers of ~, U(12) ⋄ Xˆ ⋄U
−1
(12) is again a power
series in ~ for all Xˆ ∈ Γ(A) with D(1)Xˆ = 0. This is shown in [8] by showing
first that D(2)(U(12) ⋄ Xˆ ⋄ U
−1
(12)) = 0 in an enlarged algebra W
+ whose elements
may contain negative powers of ~ in some specified way, and then showing that any
Y ∈ W+ such that D(2)Y = 0 and such that σ(2)(Y ) is a power series in ~, lies in
the subalgebra W itself.
2.) The mappings σ(i) may be considered as the restriction of one mapping σ
from A to Γ(E[[~]]). This mapping is simply given by setting y to zero, i.e., it picks
out the part of Xˆ ∈ A not depending on y. We will use the notions of [8] and call
σ(Xˆ) the symbol of Xˆ ∈ A.
From now on we will restrict ourselves to one fixed symplectic connection ∂s on
M and will only modify the connection ∇ on V . We will prove two lemmas which
will be essential in the following sections.
Lemma 1 Let ∇(1) and ∇(2) be connections on E[[~]], ∂s a fixed symplectic connec-
tion, and let D(1), D(2) denote the corresponding flat Fedosov connections, and U(12)
the corresponding automorphism. Assume that the difference of the two connections
∇(1) and ∇(2) is of order O(~m) for some m. Then:
σ(U(12) ⋄ Xˆ ⋄ U
−1
(12)) = σ(Xˆ) +O(~
(m+1))
for any Xˆ ∈ A which is covariantly constant with respect to D(1).
Proof: By (5), A(12) is contained in A2m+3. Hence, using (3), we may conclude
that U(12) ⋄ Xˆ ⋄U
−1
(12)− Xˆ ∈ A2m+1, and the symbols σ(U(12) ⋄ Xˆ ⋄U
−1
(12)), σ(Xˆ) may
differ only by a term of order O(~m+1). Q.E.D.
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If we consider three different connections, U(13) is not necessarily the same as
the composition U(23) ⋄ U(12) of U(12) and U(23), but U
−1
(13) ⋄ U(23) ⋄ U(12) defines an
automorphism of the elements in A covariantly constant with respect to D(1). Al-
though this automorphism in general is not simply the identity, we have the following
lemma:
Lemma 2 Let ∇(1), ∇(2), and ∇(3) be connections on E[[~]], ∂s a fixed symplectic
connection, and let D(i) denote the corresponding flat Fedosov connections and U(ik)
the corresponding automorphisms of A mapping covariant constant sections with
respect to D(i) to covariant constant sections with respect to D(k). Assume that the
difference of the two connections ∇(2) and ∇(3) is of order O(~m) for some m. Then:
σ(U(13) ⋄ Xˆ ⋄ U
−1
(13)) = σ((U(23) ⋄ U(12)) ⋄ Xˆ ⋄ (U(23) ⋄ U(12))
−1) +O(~(m+2))
for any Xˆ ∈ A which is covariantly constant with respect to D(1)
Proof: By the Baker-Campbell-Hausdorff formula, U(23) ⋄ U(12) may be written as
exp⋄(
i
~
A) with A = A(12) +A(23) +C, where C is the sum of multiple commutators
of 1
~
A(12) and
1
~
A(23) multiplied by ~. From formulas (4) and (5) it is obvious that
A does not contain negative powers of ~.
Now, by assumption and (4), (5), A(23) is contained in A2m+3, and is of the
special form:
A23 = ~
m+1T 1(23) + ~
mT 2(23) + T
3
(23)
where T 1(23) contains only terms at least of degree 1 in the fiber coordinate y, T
2
(23)
contains only terms at least of degree 3 in y, and T 3(23) ∈ A2m+4.
Similarly, A12 = ~T
1
12 + T
2
12 + T
3
12 with T
1
(12) containing only terms at least of
degree 1 in the fiber coordinate y, T 2(12) containing only terms at least of degree 3
in y, and T 3(12) ∈ A4. Now, since all other terms in the Baker-Cambell-Hausdorff
formula will be contained in A2m+5, we may conclude that
C =
1
~
[~T 112 + T
2
12, ~
m+1T 112 + ~
mT 212] + ...,
where the missing terms denoted by dots are in A2m+5. An inspection of each term,
using the fact that T 212, T
2
23 are scalar, finally shows that C is of the form:
C = ~mC1 + ~m+1C2 + ~m+2C3 + C4,
where C1 only conatains terms at least quadratic in y, C2 only terms at least of
degree 1 in y, and C4 ∈ A2m+5. Since C
1 and C2 contain no terms independent of
y, they may contribute to the symbol of σ((U(23) ⋄U(12)) ⋄ Xˆ ⋄ (U(23) ⋄U(12))
−1 only
through higher order terms of the Moyal product. Hence, the whole contribution of
C to the symbol is of order ~m+2.
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On the other hand, we see from (4) and (∆γ)(13) = (∆γ)(12) + (∆γ)(23) that
A(13) = A(12)+A(13)+C˜, where C˜ ∈ A2m+4 as well. A close inspection of the possible
term in C˜ shows again that it contributes to the symbol of U(13) ⋄ Xˆ ⋄ (U(13))
−1 only
at order ~m+2. Thus, the difference of the two symbols is of order ~m+2 Q.E.D.
Let ∇˜ be an arbitrary (possibly ~-dependent) connection on V [[~]], and piα a
set of projection valued sections in E[[~]] with piαpiβ = δαβpiα,
∑
α piα = id. Define
∇ =
∑
α piα ◦ ∇˜ ◦ piα as a “Berry type connection”. Then ∇piα = 0, and we have the
following lemma:
Lemma 3 With the notations above, and a fixed symplectic connection ∂s, let ∗
denote the Fedosov star product corresponding to ∇. Then, piα are “quantum pro-
jection”, i.e., piα ∗ piβ = δαβpiα.
Proof: We will show: piα ∗ piβ = piα · piβ . We first note that, since ∇piα = 0 ∀α,
it follows from (1) that [r, piα] = 0 ∀α (Since piα does not depend on y, there is no
difference between ⋄-commutator and ordinary matrix commutator.) Then, from
(2): Q(piα) = piα for all α. But then we have: piα ∗ piβ = piα · piβ = δαβpiα.
Q.E.D.
3 Berry connections and “block diagonalization”
After the technical preliminaries of the last section, we are now in the position to
address the actual problem of this paper.
We consider a Hamiltonian which is a section in the bundle E[[~]]:
H = H0 + ~H1 + . . .
We assume that the eigenvalues λα(x) of H0(x) (α = 1, . . . r), have constant mul-
tiplicities mα throughout phase space. We denote by pi
(0)
α (x) the projections of Vx
onto the i-th eigenspace of H0(x). Under the regularity assumptions above, these
eigenspaces form smooth vector bundles over M .
We assume that we are given a hermitian connection on V and a symplectic
connection on M , which together define a star product; in many applications there
is a distinguished choice of connections and quantization. For example, in the case
of the Born-Oppenheimer approximation, one may start with a symplectic manifold
which is just the nuclear phase space R2N where N is three times the number of
nuclei in the molecule. In this case, there is a distinguished quantization prescription,
namely Weyl ordering, which corresponds to the choice of the trivial connection on
the trivial bundle V .
Hence, we assume that we are given a definite quantization. As we allow the
symbols of the observables to depend on ~, one may alternatively interpret this as
the choice of a definite symbol calculus.
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Nevertheless, we still have the freedom of changing the connection defining our
star product without changing the physics, if we apply the corresponding isomor-
phism of the resulting algebras at the same time, i.e., we have to correct the symbol
H by applying the isomorphism φ introduced above. We can use this freedom to
reduce the problem to a simpler one, which is closer to the scalar case. That this is
possible indeed is the content of the next theorem:
Theorem 4 There exists a formally orthogonal decomposition V [[~]] = ⊕rα=1Vα,
dim(Vα) = mα with corresponding quantum projections pi
(∞)
α (i.e., pi
(∞)
α ∗∞ pi
(∞)
β =
δαβpi
(∞)
α ), and a compatible connection ∇(∞) (i.e. ∇(∞)pi
(∞)
α = 0 ∀α) such that
the corrected symbol Hcorr preserves the decomposition: [Hcorr, pi
(∞)
α ] = 0 for α =
1, . . . , r. (Here, [, ] denotes the ∗∞ commutator).
Proof: We show the theorem by induction on the order in ~.
For the connections ∇(k) to be constructed below we denote by φk the isomor-
phism of the algebras Γ(E[[~]]) with star products ∗, ∗k constructed from ∇ and
∇(k), respectively: φk(X ∗ Y ) = φk(X) ∗k φk(Y ).
Let pi
(1)
α (x)
def
= pi
(0)
α (x) denote the projection onto the i-th eigenspace of H0(x)
(i.e., of the zeroth order term of the original Hamiltonian H), and define ∇(1) as the
Berry-type connection:
∇(1)ψ
def
=
∑
α
pi(1)α ∇(pi
(1)
α ψ) .
The difference between the corrected Hamiltonian H(1) = φ1(H), which is obtained
from H by applying the isomorphism corresponding to the change of the connection
from ∇ to ∇(1) is of order O(~) by Lemma 1. Hence, ∇(1)pi
(1)
α ≡ 0 by construction,
and [H(1), pi
(1)
α ] = O(~) for all α.
Now assume that we have found (formally orthogonal) projections pi
(k)
α with
pi
(k)
α = pi
(0)
α +O(~) with corresponding Berry-type connection
∇(k)ψ
def
=
∑
α
pi(k)α ∇(pi
(k)
α ψ)
such that the corrected Hamiltonian H(k) = φk(H), satisfies [H
(k), pi
(k)
α ] = O(~k).
We will construct new orthogonal projections pi
(k+1)
α satifying the requirement:
[H(k), pi(k+1)α ] = O(~
k+1) ∀α (6)
To this end, we make the ansatz:
pi(k+1)α = exp(i~
kA)pi(k)α exp(−i~
kA) (7)
for a fixed A independent of α. If we can find such an A, equation (7) automatically
defines new formally orthogonal projections (i.e. pi
(k+1)
α ∗k+1pi
(k+1)
β = pi
(k+1)
α pi
(k+1)
β =
11
δαβpi
(k+1)
α , according to lemma 3.) With this ansatz pi
(k+1)
α is given up to order
O(~k+1) by
pi(k+1)α = pi
(k)
α + i~
k[A, pi(k)α ] +O(~
k+1)
Hence, equation (6) yields up to order O(~k+1) the condition:
[H(k), pi(k)α ] + i~
k[H0, [A, pi
(0)
α ]] = O(~
k+1) ∀α
As the pi
(k)
α are projections, we may write:
H(k) =
∑
α
pi(k)α H
(k)pi(k)α + ~
kW
where the first term on the right hand side commutes with pi
(k)
α and
~
kW =
∑
β 6=γ
pi
(k)
β H
(k)pi(k)γ =
∑
β 6=γ
pi
(k)
β ([H
(k), pi(k)γ ]pi
(k)
γ .
As the commutator on the right hand side is of order O(~k) the left hand side is
of the same order. Hence, we have to solve:
~
k[W,pi(0)α ] + i~
k[H0, [A, pi
(0)
α ]] = O(~
k+1) ∀α
Note that in this equation only the projections pi
(0)
α (α = 1, . . . , r) appear. A
solution to this equation is given by:
A = i
∑
α6=β
pi
(k)
α Wpi
(k)
β
λα − λβ
,
as may be easily verified using pikαWpi
k
α = 0 for all α by construction of W .
Using the new projections we may define a new Berry-type connection ∇(k+1)
which preserves the decomposition defined by the projections even to arbitrary or-
der in ~. As the difference of the projections is of order O(~k), the difference
of the connections ∇(k) and ∇(k+1) is of the same order, and hence, by Lem-
mas 1 2, the corrected symbol H(k+1) = φk+1(H) differs from H
(k) only at order
O(~k+1) Thus, by (6), H(k+1) is compatible with the decomposition up to O(~k+1):
[H(k+1), pi
(k+1)
α ] = O(~k+1)
As ∇(k) and ∇(k+1) differ only at order O(~k), the connections ∇(k) have a well
defined limit ∇∞, which by induction fulfills the assertions of the theorem. Q.E.D.
The importance of theorem 4 lies in the following two corollaries:
Corollary 5 Let X,Y ∈ ΓE[[~]] such that [X, pi
(∞)
α ] = [Y, pi
(∞)
α ] = 0 for all α. Let
∗∞ denote the star product constructed from ∇
(∞) by Fedosov’s construction. Then
[X ∗∞ Y, pi
(∞)
α ] = 0 for all α.
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Proof: As ∇(∞)pi
(∞)
α = 0, the curvature of ∇(∞) commutes with pi
(∞)
α . As δ−1
only acts on the second factor of A = Γ(E[[~]]⊗W ) and the Moyal product ⋄ only
involves derivatives with respect to the fibre coordinates y, we may conclude from
(1) by induction on the total degree that r commutes with pi
(∞)
α . (Observe that we
may write the term r2 = r ⋄ r as 1/2[r, r]⋄).
Now, the covariant constant continuation Xˆ = Q(∞)(X) of X is given by [8]:
Xˆ = X + δ−1
(
∂Xˆ +
[
i
~
r, Xˆ
]
⋄
)
(8)
and we may again conclude inductively: [Xˆ, pi
(∞)
α ] = 0, and similarly for Yˆ .
Using again the fact that the Moyal product ⋄ on A only involves derivatives with
respect to y, it follows that Xˆ ⋄ Yˆ commutes with pi
(∞)
α for all α. Hence, by taking
the symbol, i.e., by setting y = 0, we get the assertion of the corollary. Q.E.D.
Corollary 6 Denote by φ∞ the isomorphism of the algebras Γ(E[[~]]) with products
∗ and ∗∞. Let
O
def
= {φ−1∞ (X˜)| X˜ ∈ Γ(E[[~]]), [X˜, pi
(∞)
α ] = 0 ∀α}.
Then, O is a subalgebra of Γ(E[[~]]) for which the Heisenberg time evolution
X˙ =
1
i~
[H,X ]∗
is a well defined differential equation.
Proof: O is a subalgebra of Γ(E[[~]]) by the preceding corollary. We only have to
show that [H,X ]∗ = O(~), since then there will be no negative powers of ~ in the
Heisenberg time evolution.
Denoting again φ∞(H) by Hcorr, we know that Hcorr is of the form
∑
α λαpi
(∞)
α +
O(~).
Now, by (1), r is of the form r = 1⊗ rˆ+O(~) for a scalar one form rˆ. From this
one may conclude that the covariantly constant continuation Q(∞)(Hcorr) of Hcorr
is of the form
∑
α ραpi
(∞)
α +O(~) for some scalar ρα. Thus, since X˜ commutes with
pi
(∞)
α , we may conclude that the classical matrix commutator does not contribute to
[Hcorr, X˜]∗∞ at zeroth order in ~. Hence, the commutator is of order ~. Applying
φ−1∞ , the corollary follows. Q.E.D.
4 Correction at order ~
In the previous section we have achieved a complete reduction of the multicomponent
WKB problem to a set of different polarizations. In this section, we will explicitly
compute the corrections to the symbol of the Hamiltonian at order ~. Thus, this
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section will generalize the results of [15], and give a completely geometric derivation
of the results derived there for trivial bundles only. We achieve this by first using the
Berry type connection as in the prove of theorem 4 in the previous section. However,
the connection is not uniquely defined by the compatibility conditions: Hence, in the
second subsection, we will investigate the dependence of the structure of this phase
on the choice of a compatible connection (in the sense of theorem 4). It will turn
out that it is unique up to a Berry type phase, and that the Berry type connection
considered so far is geometrically distinguished among all compatible connection.
4.1 Berry type connection
To compute the correction of the symbol H at order ~, we only have to carry out
the first two steps of the iterative procedure in the proof of the previous theorem.
Actually, it is not necessary to compute H(2), but it is sufficient to compute the
“block diagonal” part of H(1) since
Hcorr = H
(2) +O(~2) =
∑
α
pi(2)α H
(1)pi(2)α +O(~
2)
=
∑
α
exp(i~A)pi(1)α exp(−i~A)H
(1) exp(i~A)pi(1)α exp(−i~A)
=
∑
α
exp(i~A)pi(1)α (H
(1) + i~[H(1), A])pi(1)α exp(−i~A) +O(~
2)
=
∑
α
exp(i~A)pi(0)α H
(1)pi(0)α exp(−i~A) +O(~
2)
with A as defined in the proof of Theorem 4, and pi
(1)
α = pi
(0)
α .
Here, we used the fact that zeroth degree part H
(1)
0 of H
(1) is just H
(0)
0 , and that
pi(0) is the projection onto the eigenspaces of H
(0)
0 . Hence, in order to determine
the correction of the symbol at order ~ up to a unitary rotation, we only have to
compute pi
(0)
α H(1)pi
(0)
α for all α.
Defining γl
def
=
∑
α pi
(0)
α (∇lpi
(0)
α ) we get by formulas (3), (4):
pi(0)α H
(1)pi(0)α = pi
(0)
α
(
H(0) + σ([γly
l,∇αH
(0)
0 y
i]⋄)
+
1
2
σ([γly
l, [γmy
m, H
(0)
0 ]cl]⋄
)
pi(0)α +O(~
2)
= pi(0)α H
(0)pi(0)α + pi
(0)
α
(
ωil
i~
2
(
γi∇lH
(0)
0 −∇iH
(0)
0 γl
))
pi(0)α
+pi(0)α
i~
4
ωil
(
γi[γl, H
(0)
0 ]cl − [γi, H
(0)
0 ]clγl
)
pi(0)α +O(~
2) (9)
Here, [·, ·]cl denotes the usual matrix commutator, and [·, ·]⋄ the Moyal product
commutator.
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In the computation, the following relations (following trivially from the projection
property) prove to be useful:
pi(0)α (∇pi
(0)
β )pi
(0)
α = 0 ∀α, β
pi(0)α (∇pi
(0)
β )pi
(0)
β = pi
(0)
α (∇pi
(0)
β ), pi
(0)
β (∇pi
(0)
β )pi
(0)
α (∇pi
(0)
β )pi
(0)
α ∀α 6= β
Using H
(0)
0 (x) =
∑
α λα(x)pi
(0)
α (x), we get for the second term on the right hand
side of the last equation in (9):
i~
2 ω
il
(∑
β
pi
(0)
α (∇ipi
(0)
α )∇l(λβpi
(0)
β )pi
(0)
α −
∑
β,γ
pi
(0)
α ∇i(λβpi
(0)
β )pi
(0)
γ (∇lpi
(0)
γ )pi
(0)
α
)
= i~2 ω
il
(
λαpi
(0)
α (∇ipi
(0)
α )(∇lpi
(0)
α )−
∑
β
λβpi
(0)
α (∇ipi
(0)
α )pi
(0)
β (∇lpi
(0)
α )
−
∑
β
λβpi
(0)
α (∇ipi
(0)
β )pi
(0)
α (∇lpi
(0)
α ) +
∑
β,γ
λβpi
(0)
α ∇i(pi
(0)
β )pi
(0)
γ (∇lpi
(0)
α )
)
= i~ωil
∑
β
λβpi
(0)
α (∇ipi
(0)
β )(∇lpi
(0)
α )
For the last term in (9) we get:
i~
4 ω
il
(∑
β,γ pi
(0)
α (∇ipi
(0)
α )[pi
(0)
β ∇lpi
(0)
β , λγpi
(0)
γ ]clpi
(0)
α
−
∑
β,γ,ρ
pi
(0)
α [pi
(0)
β (∇ipi
(0)
β ), λγpi
(0)
γ ]clpi
(0)
ρ (∇lpi
(0)
ρ )pi
(0)
α
)
= i~4 ω
il
(
λα
∑
β
pi
(0)
α (∇ipi
(0)
α )pi
(0)
β (∇lpi
(0)
β )pi
(0)
α −
∑
γ
λγpi
(0)
α (∇ipi
(0)
α )pi
(0)
γ (∇lpi
(0)
γ )pi
(0)
α
−
∑
γ
λγpi
(0)
α (∇ipi
(0)
α )pi
(0)
γ (∇lpi
(0)
γ )pi
(0)
α +
∑
ρ
λαpi
(0)
α (∇ipi
(0)
α )pi
(0)
ρ (∇lpi
(0)
ρ )pi
(0)
α
)
= − i~2 ω
il
∑
γ
λγpi
(0)
α (∇ipi
(0)
γ )(∇lpi
(0)
α )
Thus, we finally get:
pi(0)α H
(1)pi(0)α = pi
(0)
α H
(0)pi(0)α +
i~
2
ωil
∑
γ
λγpi
(0)
α (∇ipi
(0)
γ )(∇lpi
(0)
α )
= pi(0)α H
(0)pi(0)α +
i~
2
ωilλαpi
(0)
α (∇ipi
(0)
α )(∇lpi
(0)
α )
+
i~
2
ωil
∑
γ 6=α
λγpi
(0)
α (∇ipi
(0)
γ )pi
(0)
γ (∇lpi
(0)
α )
In order to give a geometric interpretation of the correction terms we compute
the curvature of the Berry connection:
FBψ =
∑
α
pi(0)α ◦ ∇ ◦ pi
(0)
◦ ∇pi
(0)
α ψ =
∑
α
pi(0)α ∇
2pi(0)α +
∑
α
pi(0)α (∇pi
(0)
α )(∇pi
(0)
α )
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=
∑
α
pi(0)α F
opi(0)α +
∑
pi(0)α (∇pi
(0)
α ) ∧ (∇pi
(0)
α )
where F o denotes the curvature of the original connection ∇, and the covariant
derivatives have to be interpreted as covariant exterior derivatives, acting on forms.
Hence, the coefficient of λα of the α-th block in the correction at order ~ is
ω−1(pi
(0)
α FBpi
(0)
α − pi
(0)
α F 0pi
(0)
α ). Here, ω−1 is the Poisson tensor. The curvature of
the Berry connection is block diagonal by construction, the effect of the projection
operators on both sides is just to pick out the right block, corresponding to α. In
particular, if the original connection is flat, the coefficient of λα on the α-th block
of the correction is exactly the Poisson curvature of the Berry connection, i.e., the
contraction of the curvature with the Poisson tensor.
In order to interpret the remaining terms we define a vector bundle analog of the
second fundamental form for embedded submanifolds:
For arbitrary β 6= α set
S˜βα : Γ(V
(1)
α ) → Γ(V
(1)
β )⊗ Γ(Λ
1(M))
ψ 7→ pi
(1)
β ◦ ∇ ◦ pi
(1)
α ψ = pi
(1)
β (∇pi
(1)
α )ψ
S˜βα obviously is tensorial for β 6= α, hence it induces a mapping Sαβ : V
(1)
α →
V
(1)
β ⊗ Λ
1(M) which is a vector bundle analog of the second fundamental form: It
measures the extent to which parallel transport with respect to ∇ tends to rotate a
vector from a given eigenspace into the others.
For fixed α 6= β, we may form Sβα ∧ Sαβ, which is a two-form with values in
the endomorphims of Vα, and hence may be contracted with the Poisson tensor to
define an endomorphism of Vα, which is just the coefficient of λβ in the α-th block
of the first order correction of H .
4.2 Arbitrary compatible connection
For an arbitrary connection ∇˜ which is compatible in the sense of Theorem 4 up to
some order ~k, we first consider the correction at order ~. By Lemma 2, we may
compute the correction at order ~ by first going over to the Berry connection, and
then in a second step to the connection ∇˜, as the the corrected symbol obtained in
this way differs from he one obtained by going over directly from ∇ to ∇˜ is of order
O(~2).
As both ∇(1) and ∇˜ are compatible with the projections pi
(0)
α up to O(~), the
difference ∆γ of the respective connection forms commutes with pi
(0)
α and H(0) up
to order O(~). Hence, denoting the corrected symbol corresponding to the new
connection ∇˜ by H˜ we get by formulas (3) and (4) :
pi(0)α H˜pi
(0)
α = pi
(0)
α
(
H(1) + σ([(∆γ)ly
l,∇
(1)
i H
(0)
0 y
i]⋄)
+
1
2
σ([(∆γ)ly
l, [(∆γ)my
m, H
(0)
0 ]cl]⋄
)
pi(0)α +O(~
2)
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= pi(0)α H
(1)pi(0)α + pi
(0)
α ω
il i~
2
(
(∆γ)i∇lH
(0)
0 −∇iH
(0)
0 (∆γ)l
)
pi(0)α +O(~
2)
= pi(0)α H
(1)pi(0)α + pi
(0)
α ω
ili~ ((∆γ)i(∂lλα)) pi
(0)
α +O(~
2)
= pi(0)α H
(1)pi(0)α + pi
(0)
α ω
ili~ ((∆γ)(Xλα)pi
(0)
α +O(~
2)
Here, Xλα denotes the Hamiltonian vector field corresponding to λα.
Hence, we see that for an arbitrary connection compatible with pi
(0)
α the low-
est order corrections differ just by a Berry phase term. The additional geometric
term involving the eigenvalues themselves and not their derivatives are unique and
always contain the Poisson curvature and the second fundamental form of the Berry-
connection and not the Poisson curvature of the chosen connection. Hence, the Berry
connection is distinguished among all connections satisfying Theorem 4.
5 Outlook
In the preceding sections, we have achieved a complete block diagonalization of the
considered problem: We have found a decomposition of V [[~]] into subspaces, such
that the symbol of the Hamiltonian and the connection are compatible with this
decomposition. Furthermore, we have found a maximal set of observables which
is compatible with this decomposition as well in that sense, that their time evolu-
tion does not contain any negative powers of ~. Hence, for the purposes of WKB
approximation, one may treat each block separately.
However, the problem of multicomponent WKB has not been completely reduced
to a scalar problem. In this section, we will show that it can still be reduced closer
to a purely scalar one, but only at the price of non-canonical choices of a connection.
Nevertheless, this further reduction proves to be useful for a discussion of obstruc-
tions to a complete reduction to a scalar problem. Furthermore, for this discussion,
only parallel transport along the Hamiltonian vector field will play a role, which does
not depend on the choices made in the connection:
We have seen in the last section that the choice of a different connection leads
at order ~ to the addition of a Berry-phase term γ(Xλα) to the α-th block of the
corrected symbol. We may use the Berry-phase term to simplify the problem by
choosing the connection such that this term just compensates the remaining terms
at order ~, so that the Hamiltonian is reduced to a set of scalar Hamiltonians up
to order O(~2) on the αth block. This is always possible as long as the eigenvalue
functions have no critical points, where their hamiltonian vector fields vanish. In
practice this means that one has to cut out those points. However, this is not a real
problem if one has applications to WKB in mind, as the Lagrangian submanifolds
relevant to the WKB approximation lie in level sets of the eigenvalue functions and
hence will generically not intersect the critical points. It is possible to iterate the
procedure above, which gives the following theorem:
Theorem 7 Let M˜ be any open submanifold of M not containing critical points of
the eigenvalue functions λα. Denote the embedding of M˜ by i, and let V˜ be the pull
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back bundle i∗(V ), i.e., the subbundle of V obtained by restricting V to M˜ . Then,
there is an (~ dependent) connection ∇˜∞ and a decomposition V˜ [[~]] = ⊕mα=1V˜α
fulfilling Theorem 4 such that the corrected Hamiltonian restricted to V˜α is scalar,
namely the eigenvalue function λα of H
(0) for each α.
As stated before, the connection defined in this way is far from unique: Only the
partial connection for each block, giving covariant derivatives in the direction of the
respective Hamiltonian vector field, is uniquely defined by the iteration procedure
above. However, we may always find a continuation of this partial connection to a
connection on the whole bundle.
The result of Theorems 4 and 7 is optimal in the following sense: We started
from a decomposition of V into the bundles of eigenvectors of H0. However, due to
the higher order corrections, the eigenvalues of the quantum mechanical Hamiltonian
operator will in general have lower degeneracy than the eigenvalues of the principal
symbolH0. One might hope to find a finer decomposition of the vector bundle V [[~]],
so that one ends up with one dimensional subbundles and “formal U(1)-connections”.
However, this is not possible in general, not even at order O(~2): The connection
constructed in the previous theorem has in general a U(m1)× . . . U(mr) holonomy
and cannot be replaced by a connection with a U(1)× . . .×U(1) holonomy without
destroying the block-diagonality of the corrected symbol of the Hamiltonian.
To understand this fact better, we first consider the case of a two dimensional
phase space as base space. In this special case it is always possible to reduce the
problem to one-dimensional subbundles, at least in a tubular neighborhood of any
energy level set λ−1α (E) for a non-critical value E:
To show the existence of such a decomposition and a compatible connection we
start with a connection ∇˜∞ for which the Hamiltonian is scalar on each block, as
in theorem 7. As the connection to be defined will respect the block structure, we
may restrict ourselves to one block α and only need to consider the corresponding
eigenvalue function λα.
If λ−1α (E) is diffeomorphic to R, we may choose a transversal manifold S at
some point p ∈ λ−1α (E). Choosing an arbitrary decomposition into one-dimensional
subbundles on S, we may define a decomposition on a whole tubular neighborhood
of λ−1α (E) by parallel transport along the Hamiltonian flow of λα. Denoting by p˜ik
the corresponding one-dimensional projections, we define a new connection ∇ˆ as∑
k pik ◦ ∇˜
∞ ◦ pik. Since we have a set of trivializing sections covariantly constant
along the Hamiltonian flow both for ∇˜∞ and for ∇ˆ, it follows:
∇ˆXλαu = ∇˜
∞
Xλα
u
for any section u in the the α-th block, and hence the corrected symbol is not modified
at order ~ by going over to the new connection. Hence, the Hamiltonian is still scalar
(at least up to order O(~2), and we have found the connection and decomposition
we are looking for up to the same order. This procedure can be iterated again, and
we can thus reduce the problem to a purely scalar one.
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If λ−1α (E) is diffeomorphic to S
1, then the situation is a bit more involved: Due to
the periodicity of the flow, we cannot simply define a decomposition into subbundles
on a complete tubular neighborhood of the level set by parallel transport of an
arbitrary decomposition on a transversal submanifold S. Instead, defining U(p) as
the holonomy for ∇˜∞ along one period of the Hamiltonian flow line starting at the
point p ∈ S, we choose the complex eigenspaces of U(p) (which always exist as U is
unitary) on S and parallel transport these along the Hamiltonian flow of λα. (If the
eigenspaces of U are not one-dimensional then we have to choose one dimensional
subspaces in a smooth way along S.) We may define ∇ˆ as before and get a connection
with the desired properties.
We note that we can even modify the connection further by adding a u(1)×u(1)-
valued one-form to the connection form such that the holonomy along the Hamilto-
nian flow vanishes and the symbol of the Hamiltonian is modified without destroying
diagonality: The corresponding phase is moved in this way from the connection to
the symbol.
These observations explain the special role of two-dimensional phase spaces for
multicomponent WKB approximation. Now, an analogous construction obviously
does not work generally if the underlying phase space is more than two dimensional:
Even if the Hamiltonian system defined by λα is integrable, the flow will generically
be only quasiperiodic. This does not only imply that the above construction does
not work, but even that such a decomposition into one dimensional subbundles with
a compatible connection and scalar symbols does not exist:
Namely, assume such a decomposition would exist. Let γ denote the integral
curve of Xλα through a fixed point p. Then (pulling back the respective bundles
with the inclusion map i : γ →M) we first claim that the decomposition of i∗V [[~]]
into one-dimensional subbundles is uniquely determined by the decomposition at the
point p and the requirement that the corrected symbol is diagonal with respect to
the decomposition. To see this, we first note that given any such decomposition with
compatible connection, it is determined by the decomposition at P through parallel
transport. Hence, if there are several such decompositions, they must correspond to
different connections.
However, we may modify any such connection without changing the decompo-
sition by adding a u(1) × . . . × u(1) valued one-form to the connection form. By
a proper choice, we may achieve that the corrected symbol on the α-th block is
simply λα. Now assume that we are given two different decompositions with corre-
sponding (properly modified) connections which coincide at the point p. Then, as
the corrected symbols simply is λα in both cases, the difference of the connection
forms of the two connections (modified as above) must vanish on Xλα , hence parallel
transport along γ coincides for both connections. As the decomposition has to be
invariant under parallel transport, the two decomposition must coincide over γ.
Hence, there is at most one such decomposition, and it determined by parallel
transport with the connection in theorem 7. Now, due to the quasi-periodicity, the
curve γ comes arbitrarily close to p for certain arbitrarily large times Ti. However,
there will generically be no one-dimensional subspaceWp in the fiber Vp over p which,
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when parallel transported along γ, will be in a suitable sense close to Wp for all the
times Ti. Hence, there cannot exist a continous decomposition into one-dimensional
subspaces with the desired properties which is defined in a whole neighborhood of
γ.
The difference to the situation in perturbation theory comes from the Berry-phase
term. Hence, if one tries to completely diagonalize the corrected symbol, one has to
solve a differential equation along the flow of λα, and not just simply to diagonalize
a matrix. Thus, although it is always possible to completely diagonalize the symbol
locally, this is not possible in general globally.
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