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ABSTRACT OF THE DISSERTATION 
 
Icy Satellite Tectonic, Geodynamic and Mass Wasting Surface Features:  
 
Constraints on Interior Processes and Evolution 
 
by 
 
Kelsi Nab Singer 
 
Doctor of Philosophy in Earth and Planetary Sciences 
 
Washington University in St. Louis, 2013 
 
Professor William B. McKinnon, Chairperson 
 
 
 
Empirical data collected from mapping campaigns combined with modeling of 
geologic processes improves our understanding of planetary geology.  Many planet- or 
satellite-scale processes cannot be reproduced in labs, thus analyzing surface features 
provides insights to confirm, discount, or improve models.  I present the methods used to 
map and characterize the morphometry of several types of geologic features found on 
three icy satellites of Jupiter and Saturn, and the resulting data.  Trends in the data 
provide insight into feature formation, and to both surface and interior processes 
occurring in icy satellites.  Topics include: i) linear features and despinning stresses on 
Iapetus, ii) long-runout landslides and friction reduction on Iapetus, iii) pits, uplifts, and 
small chaos regions on Europa and what they reveal about ice shell thickness, iv) relaxed 
impact craters and the thermal history of Ganymede, and v) the size-velocity distribution 
of ejecta fragments from large cratering events on Europa and Ganymede. 
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Chapter 1: Introduction to Thesis 
Exploring the geology of icy satellites in the outer solar system reveals much 
about both the moons themselves and geologic processes operating across the solar 
system.  When comparing the geology of icy worlds to that of Earth, we find both 
familiar and foreign geologic features.  Observations of familiar features (e.g., landslides, 
faults, and craters) extend our data sets beyond what is available on Earth, and also 
provide planet-scale experiments that often cannot be replicated in a lab.  In these 
experiments, we can observe features similar to those on Earth in alternate geologic 
settings with different gravities, materials compositions, and atmospheric conditions.  We 
also discover new and exciting features with no close analogues on Earth, which leads to 
further investigations of how they form.  
Each chapter contains its own introduction, thus, this overall introduction will 
briefly introduce the worlds featured herein and summarize the contributions made to the 
field of planetary science.  The goal of this work is to combine mapping and modeling to 
constrain possible feature formation mechanisms and better understand the evolution of 
the interiors and surfaces of icy satellites.  Feature characteristics measured from 
spacecraft imagery and derived topography products are compared to model predictions.  
Analysis of data gathered about the feature characteristics (e.g., size, spatial distribution, 
and topographic signature) allows us to refine current ideas about formation mechanisms, 
formulate new hypothesis about formation, learn about the body’s interior evolution, and 
evaluate the nature of the surface material properties.  All of this information contributes 
to the broader understanding of how these moons and the solar system formed, and in 
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some cases, can even allow us to contemplate whether any other environments in our 
solar system would be suitable for life. 
1.1 Satellites and Topics  
Three unique moons are presented in this thesis: Europa, Ganymede, and Iapetus.  
Jupiter’s moons Europa and Ganymede were visited by the Voyager I and II spacecraft in 
1979, and the Galileo spacecraft, which orbited Jupiter between Dec. 1995 and Sept. 
2003.  Saturn’s moon Iapetus was imaged from afar by Voyager I and II, but the data 
used in this thesis was taken by the currently operating Cassini spacecraft.  Cassini 
arrived at Saturn in 2004 and is scheduled to continue operations until 2017, when it will 
end its mission by flying directly into Saturn.  Images of each moon are given in Fig. 1.1, 
and basic physical and orbital properties are given in Table 1.1. 
Although it has by far the most ancient surface of the moons presented here, 
Iapetus stands out for several reasons.  It has a unique albedo dichotomy creating a global 
pattern with a dark leading hemisphere and a bright trailing hemisphere and poles.  It has 
a mountainous equatorial ridge that reaches heights of 20 km and encircles about 75% of 
the body.  Independent of the ridge, Iapetus has an equatorial bulge creating a global 
flattening of 1/21 (compared to 1/300 for the Earth).  This “fossil” equatorial bulge gives 
Iapetus the shape of a hydrostatic body spinning with a period of ~16 hours, while it is 
currently synchronously locked into a period of 79.3 days.  I modeled the predicted 
stresses and fault orientations from despinning and compared those to observed features.  
While conducting this investigation I also discovered a plethora of long-runout landslides 
on Iapetus.  This concentration of very long landslides (up to 80 km) is not found on any 
other icy moon and represents some of the longest landslides found anywhere in the solar 
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system.  My work on these two Iapetian topics, linear features and landslides, is 
presented in Chapters 2 and 3, respectively. 
Europa is a moon of astrobiological interest, as the Galileo magnetometer data 
suggest the existence of a subsurface ocean under an outer icy shell.  The energy for 
maintaining liquid water and driving geologic processes on Europa comes from an orbital 
resonance with its inner satellite neighbor Io and outer neighbor Ganymede.  But how 
thick is the overlying ice shell, and what geologic processes create the myriad of ridges 
and chaos that has resurfaced the moon?  In Chapter 4 I will explore some of these 
questions by a morphometric analysis of pits, spots and small chaos regions. 
Ganymede is the largest moon in the solar system and the only moon with its own 
internal magnetic field.  Ganymede is not currently tidally heated in the Laplace 
resonance with Io and Europa.  Its young tectonic terrain and the extreme relaxation state 
of many craters, however, indicate past high heat flows.  I investigated Ganymede’s heat 
flow history by mapping and analysis of viscously relaxed impact craters.  A discussion 
of the magnitude of heat flow necessary to relax craters on Ganymede is presented in 
Chapter 5. 
Both Europa and Ganymede have large impact craters and basins, around which 
are fields of smaller secondary craters created by ejected icy fragments during the 
cratering event.  The fact that both of these moons have been relatively recently 
resurfaced allows for a unique opportunity to map a given secondary crater back to its 
primary crater with a high degree of confidence.  On other planetary bodies with many 
more craters (e.g., the Moon), and accordingly more ancient surfaces, it is more difficult 
to discern a small primary crater from a secondary crater.  In Chapter 6 I will describe 
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how secondary fields around large craters on Europa and Ganymede provide an empirical 
component to refining the physics of crater ejecta.   
1.2 Contributions to Planetary Science 
The chapters below each contain introductions to the topics addressed, and 
explain methods specific to each project.  All projects, however, involved mapping and 
collection of both quantitative and qualitative information about geologic features.  I 
developed several GIS techniques and programs specifically to collect this data.  The data 
was then archived in ArcGIS databases (example database design given in Fig. 1.2).  
Contributed geologic data sets include: 
- Mapping of linear features on Iapetus (lengths, orientations, locations, and 
morphology; 162 features), 
- Discovery and characterization of many long-runout landslides on Iapetus (runout 
lengths, drop heights, locations, and morphology; 30 landslides), 
- Mapping and identification of key characteristics of pits, uplifts, and small chaos 
regions on Europa (sizes, depths or heights, locations, and morphology; 910 features), 
- Characterization of crater relaxation states on Ganymede (diameters, depths, 
locations, and morphology; 173 craters in final database), and 
- Mapping of secondary crater fields around three large primary craters on Europa and 
Ganymede (diameters, distances to primary, morphology; 2115 secondary craters 
total). 
The above empirical information—combined with analytical modeling of fault 
patterns in a despun lithosphere, energy involved in landslides, isostasy in Europa’s icy 
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shell, and crater scaling equations—led to the dissertation’s conclusions, which, stated 
simply, are:  
? Iapetus lineaments do not show a preferred orientation and modeling indicates its 
lithosphere would need to be greater than 50 km thick at the time of spin-down to 
retain its current equatorial bulge. (Chapter 1) 
? Iapetus landslides exhibit very low coefficients of friction (0.1 – 0.3) and the high 
speeds involved may enable flash heating, bringing the icy surface material into a 
more slippery regime (although actual melt is not predicted).  (Chapter 2) 
? Although pits and uplifts on Europa have a range of morphological expressions, they 
do seem to show a preferred size, and pit depths and uplift heights increase with 
increasing feature size.  These data trends are more consistent with a diapir formation 
mechanism, as opposed to near-melt through of the shell from below.  Isostasy 
predicts minimum shell thickness of 3-8 km and the steep walls of pits suggest they 
are a response to relatively shallow subsurface activity (such as partial melting of a 
diapir).   (Chapter 3) 
? Viscously relaxed craters on Ganymede indicate unexpectedly high heat flows 
affected these terrains in the past (values in excess of terrestrial heat flows in some 
areas).   (Chapter 4) 
? During a large cratering event on an icy satellite, the size of ejected fragments (as 
derived from secondary crater sizes) displays a steep dependence on velocity, 
decreasing as a function of 1/velocityn where n is found to be between -1 and -3 in our 
empirical study. (Chapter 5) 
The following chapters describe in detail how these conclusions were reached. 
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Table 
 
Table 1.1  Selected satellite physical and orbital properties. 
 Mean Radius
(km) 
Gravity 
(m s-2) 
Density 
(g cm-3) 
Orbital Period 
(days) 
Jupiter System     
Europa 1560.8 1.314 3.01 3.6 
Ganymede 2634.1 1.428 1.94 7.2 
     
Saturn System     
Iapetus 734.5 0.224 1.09 79.3 
 
Figures 
 
 
Figure 1.1  Overview of icy satellites addressed in this thesis.  (a) Europa’s trailing 
hemisphere, with closer views of circular and subcircular endogenic features, and a close 
up of chaos terrain.  (b) Ganymede, with closer view of tectonically disrupted surface, 
and a 3-D perspective view of grooved terrain.  (c) Iapetus dark and bright hemispheres 
(leading and trailing with respect to orbital motion, respectively), and oblique view of the 
b ca 
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equatorial ridge.  Each scale bar is about 30 km across.  All images courtesy of NASA 
and are publicly available on the online planetary photojournal. 
 
 
Figure 1.2  Example geodatabase design (shown for relaxed craters on Jupiter’s moon 
Ganymede, discussed in Chapter 4).  Similar databases were constructed for each project.
Attribute Notes: 
1. These attributes were measured geodesically (on a sphere). 
2. Relaxation fraction is calculated by comparing measured final crater depths with 
predicted initial depths.   
3. Deep shadow = shadow extends more than halfway across the crater floor.  A deep 
shadow can compromise the ability of the topography to record details about the 
interior of the crater.   
1 
1 
3 
A
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Chapter 2: Tectonics on Iapetus: Despinning, 
Respinning, or Something Completely Different? 
 
Associated publication: Singer, K.N. and McKinnon, W.B. (2011) Tectonics on 
Iapetus: Despinning, Respinning, or Something Completely Different? Icarus, 
216, 1, pp. 198-211. 
 
Summary (abstract from published paper) 
Saturn’s moon Iapetus is unique in that it has apparently despun while retaining a 
substantial equatorial bulge.  Stresses arising from such a non-hydrostatic shape should in 
principle cause surface deformation (tectonics).  As part of a search for such a tectonic 
signature, lineaments (linear surface features) on Iapetus were mapped on both its bright 
and dark hemispheres.   Lineament orientations were then compared to model stress 
patterns predicted for spin-down from a rotation period of 16.5 hours (or less) to its 
present synchronous period, and for a range of lithospheric thicknesses.  Many 
lineaments are straight segments of crater rimwalls, which may be faults or joints 
reactivated during complex crater collapse.  Most striking are several large troughs on the 
bright, trailing hemisphere.  These troughs appear to be extensional and are distinctive on 
that hemisphere, because the interior floors and walls of the troughs contain dark material.  
Globally, no specific evidence of strike slip or thrust offsets are seen, but this could be 
due to the age and degraded nature of any such features.  We find that observed 
lineament orientations do not correlate with predicted patterns due to despinning on either 
hemisphere (the equatorial ridge was specifically excluded from this analysis, and is 
considered separately).  Modest evidence for preferred orientations +40° from north 
could be construed as consistent with respinning, which is not necessarily far-fetched.  
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Assuming the rigidity of unfractured ice, predicted maximum lithospheric differential 
stresses from despinning range from ~1 MPa to ~160 MPa for the elastic spheroid and 
thin lithosphere limits, respectively (although it is only for thicker elastic lithospheres 
that we expect a nonhydrostatic state to be maintained over geologic time against 
lithospheric failure).  The tectonic signature of despinning may have been obscured over 
time because the surface of Iapetus is very ancient, Iapetus’ thick lithosphere may have 
inhibited the full tectonic expression of despinning, or both.  Several prominent 
lineaments strike E-W, and are thus parallel to the equatorial ridge (though not physically 
close to it), but a tectonic or volcanic origin for the ridge is highly problematic. 
2.1 Introduction 
Tidal despinning is common to most regular satellites in the solar system (Peale, 
1977).  Evolution towards a slower rotation rate is generally accompanied, on midsize 
satellites and larger, by relaxation of the body’s equatorial bulge.  The extent to which the 
bulge relaxes depends on the ability of the body to support nonhydrostatic topography 
during and after spin-down.  Stresses arising from the change in flattening can create a 
tectonic pattern visible as faults or joints on the surface.  This pattern can be complex 
depending on the thickness of the lithosphere and it can be modified by global expansion 
or contraction (Beuthe, 2010; Matsuyama and Nimmo, 2008; Melosh, 1977; Pechmann 
and Melosh, 1979).  Nevertheless, if a structural signature is observed, it has the potential 
to reveal valuable information about a satellite’s thermal and dynamical history.   
This concept has been previously applied to the lineament patterns on several 
solar system bodies.  The theory was originally developed by Vening-Meinesz  (1947) for 
thin elastic shells, and then extended by Melosh (1977) to an elastic shell of arbitrary 
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thickness.  Predicted stresses were interpreted as fault patterns, which were then 
compared to the “lineament grid” on Mercury (Dzurisin, 1978; Melosh and Dzurisin, 
1978; Melosh and McKinnon, 1988; Pechmann and Melosh, 1979).  Lineaments were 
defined by them as linear scarps, ridges and troughs in addition to linear crater rimwall 
segments (cf. Eppler et al., 1983).  Linear features radial to craters were not included as 
they were considered to be exogenic in origin.  Large, lobate scarps, which were and are 
inferred to be expressions of global contraction on Mercury (e.g., Melosh and McKinnon, 
1988; Watters et al., 2009; Watters and Nimmo, 2010), were mapped separately.  The 
mercurian lineament grid ostensibly consists of NE-SW and NW-SE trending lineaments 
in equatorial regions, whereas nearer the poles the lineaments begin to strike more E-W.  
The majority of lineaments thus exhibit azimuths indicative of shear faulting under E-W 
compression (Melosh and Dzurisin, 1978).  Although subject to some uncertainty (debate 
over observational selection effects; Cordell and Strom, 1977), overall the lineaments 
have been taken to be a strong indicator of despinning (Melosh and McKinnon, 1988).  
This conclusion will likely be reassessed as MESSENGER data is analyzed.   
Faults observed by Voyager on some icy satellites of Saturn have also lent 
themselves to comparison with despinning theory.  Moore et al. (1985) and Moore (1984) 
analyzed polygonal crater rimwall segments, scarps, and troughs on Rhea and Dione, 
respectively. No strong correlation was found for Rhea, but tectonic features on Dione 
were offered to be generally consistent with despinning (Moore, 1984; cf. Thomas, 1988).  
Whether these assessments, based on lower-resolution Voyager data, are statistically 
robust, remains to be seen.  Reexamination of these icy satellites using the much higher 
quality Cassini data available is warranted.  This should be especially true for Rhea, 
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which has been recently revealed to possess at least a modest tectonic history (Wagner et 
al., 2010). 
Here we present measurements of lineaments seen on Saturn’s moon Iapetus, 
based on Cassini images.  Iapetus is a unique moon in many respects.  The albedo 
dichotomy between its dark leading and bright trailing hemispheres, while known for 
centuries, remains striking.  Large mountains were discovered on Iapetus by examination 
of limb profiles from Voyager data (Denk et al., 2000).  The Cassini orbiter has since 
revealed them to be part of a prominent equatorial ridge system, which rises up to 20 km 
in height (Giese et al., 2008; Porco et al., 2005).  Iapetus exhibits the most extreme 
topography (defined with respect to its geoid) of any body its size (or greater) in the solar 
system.  Independent of the ridge, Iapetus supports a biaxial ellipsoid shape apparently 
indicative of a body spinning at ~16 hours (Thomas, 2010; Thomas et al., 2007).  Iapetus’ 
great distance from Saturn presumably allowed it to cool and develop a thick lithosphere 
before it reached its present synchronous rotation and orbital period of 79.3 days (see 
Table 6.1 in Peale, 1977).  Thus, Iapetus has despun but far from relaxed its equatorial 
bulge. 
There are many enigmatic aspects of Iapetus, and limited approaches to 
understanding them.  Structures such as faults and joints, if expressed as lineaments, 
would be visible manifestations of the stress evolution Iapetus has undergone, and could 
potentially corroborate despinning history models (Castillo-Rogez et al., 2007; Robuchon 
et al., 2010).  Analysis of a global-scale tectonic pattern arguably offers a better test of 
despinning predictions than models that focus solely on the equatorial ridge.  
Unfortunately, Iapetus does not have a strong tectonic signature.  Indeed, there are few if 
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any unambiguously identifiable faults.  In particular, Cassini images of Iapetus do not 
reveal any of the global scale (extensional) rift systems that characterize the surfaces of 
other Saturnian mid-size satellites (Tethys, Dione, and Rhea), all bodies which otherwise 
might be expected to have comparable geologic histories.  Nor are any large lobate scarps 
(indicative of global compression) to be seen.   
There are nonetheless several classes of distinctly linear features on Iapetus.  We 
have mapped these linear features and investigated them for any preferential orientations.  
As will be shown below, the resulting pattern and maximum principal stress direction are 
inconsistent with predictions from despinning models (Melosh, 1977), in so far as we can 
determine.  It is also possible that the despinning signature has been obscured over time 
as the surface of Iapetus is very ancient, or the satellite’s thick lithosphere may have 
inhibited full tectonic expression of relatively low magnitude stresses, or both.  The 
pattern that does exist, however, is possibly consistent with a novel model of Iapetus’ 
porosity and shape evolution, or perhaps with respinning due to a “giant” impact, both of 
which we discuss in Section 2.4. 
2.2 Theory: Despinning Stresses on Iapetus   
The oblateness or flattening of a biaxial body can be described by the difference 
between the equatorial and polar radius divided by the mean radius.  The shape of Iapetus 
is well described by a biaxial ellipsoid with radii of 745.7 and 712.1 km (Thomas, 2010).  
The current flattening (f) on Iapetus is 1/22, which corresponds to an approximately 16.5 
hour rotation period for a homogenous body in hydrostatic equilibrium (e.g., Melosh, 
1977, Eqs. 2-5).  Whatever Iapetus’ initial rotation rate, relaxation to a hydrostatic figure 
has presumably been prevented by the presence of a thick, strong lithosphere.  
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Lithospheric thickness influences the magnitude of a stress field produced by despinning 
and the resulting tectonic pattern.  Following the analytic model of Melosh (1977) for a 
despun Mercury, stresses as a function of latitude and lithospheric thickness for the 
surface of Iapetus were calculated (Figs. 2.1 and 2.2).  In this model, the planet or 
satellite (mean radius a = 734.3 km for Iapetus) consists of an outer elastic shell of 
thickness H overlying an inviscid interior (with radius b = a-H).  The meridional stress, 
σθθ, acts in the N-S direction and the azimuthal stress, σφφ, in the E-W direction.  As the 
flattening of a body changes, the displacements of the spheroid in the radial (r) and 
colatitudinal (θ) directions are used to calculate strains, and the constitutive law is 
applied to determine the relevant stresses.  
Figure 2.2 is calculated for an initial spin period of 16.5 h, which is the minimum 
initial rotation rate Iapetus would have possessed.  Iapetus could have been spinning 
more rapidly, of course.  Melosh’s (1977) theory is calculated to first order in f, and 
strictly applies to small deformations, where small means that the flattening is 
proportional to ω2, ω being the angular rotation rate of the body.  Likewise the stresses 
are proportional to ω2, so that Fig. 2.2 can be rescaled to any suitable ω.  Relative stress 
ratios (and their signs), and the tectonic patterns implied (discussed next) are unaffected. 
Utilizing Anderson’s theory of faulting (e.g., Turcotte and Schubert, 2002), a 
tectonic interpretation can be assigned to different latitude regions based on the direction 
of the most compressive stress (Fig. 2.2c).  One possible diagnostic feature, or lack 
thereof, is the equatorial thrust fault zone that only occurs for lithospheric thicknesses of 
between 10 and 60% of the total radius of Iapetus (H/a of ≈0.1–0.6).  The maximum 
differential stress occurs at the equator, and varies by two orders of magnitude between 
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the two endmember scenarios of lithospheric thickness: one where the body is a solid, icy 
elastic spheroid (H/a = 1) and the other where only a thin, elastic icy lithosphere overlies 
a “fluid” (on a geological timescale) icy interior (H/a << 1).  Greater shape change and 
thus much greater elastic stress naturally occurs when the lithosphere is thin.  Maximum 
differential stresses  at the surface range from ~1 MPa to ~160 MPa in the elastic 
spheroid and thin lithosphere limits, respectively (Figs. 2.2d,e), although it is only for 
thicker elastic lithospheres that we expect a non-hydrostatic state to be maintained 
through geologic time.  That is, stresses at the surface that are too large will be relieved 
by faulting in a thinner lithosphere, and the lithosphere will relax “plastically.”  Lower 
limits on the thickness of Iapetus’ lithosphere during despinning are in fact set by 
assumptions of lithospheric strength, and not by simple flattening estimates, a point that 
will be returned to in the discussion. 
We note that these stress estimates for a despun Iapetus are less than those 
calculated for the despinning of Mercury from an initial ~20 hour spin period to one of 
58.6 days; for Mercury the stresses range from ~30 MPa to ~300 MPa for the two 
endmember cases (Melosh, 1977).  A governing dimensionless parameter, ρga/μ, where 
ρ is the mean density, g is the gravity, a is the mean radius, and μ is the shear modulus, is 
much larger for Mercury (0.76) than for Iapetus (0.05).  This reduces the flattening 
achieved by our elastic Iapetus with respect to that of Mercury, and of course μ is much 
less for an icy body compared with a rocky one, which calibrates the overall stress level 
regardless of flattening.  In this regard, Mercury’s lithosphere must have been thin 
enough for the body to be able to relax to its nearly spherical current shape, and shell 
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stresses measured in the 100s of MPa should have been more than sufficient to cause 
lithospheric faulting and failure (Melosh, 1977).   
We also note that the lower limit of ~1 MPa for Iapetus’ despinning stress is close 
to the tensile strength of intact ice and near the low end of the unconfined compressive 
strength of ice, for ice at temperatures between -10°C and -50°C (Schulson and Duval, 
2009).  Stress of this magnitude, however, may still cause faulting in near-surface ice that 
is already pre-weakened by fractures due to impacts, temperature changes, etc.  What 
really matters, however, is the strength profile with depth (Beeman et al., 1988), also 
discussed below.     
2.3 Linear Features on Iapetus 
2.3.1 Mapping Methods 
Lineaments are defined here as “mappable, planimetrically linear surface features, 
presumably reflecting subsurface structure” (Thomas, 1988). In this regard, image 
resolution is generally insufficient to determine the nature, and in some cases even the 
exact topography, of the lineaments in question.  For Iapetus, linear features were 
identified in images obtained during the 31 December 2004 and 10 September 2007 
Cassini flybys.  During the December 2004 flyby images were primarily acquired of the 
dark leading side with resolutions as great as 740 m px-1, along with a few images of the 
bright trailing hemisphere in saturnshine.  The bright hemisphere was imaged in sunlight 
during the September 2007 flyby, at resolutions as great as ~30 m px-1 (Denk et al., 2008).  
High resolution images of the tallest portions of the equatorial ridge between ~135°W 
and 200°W were also obtained during this flyby (up to ~10 m px-1).  Approximately 60% 
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of Iapetus’ total surface was mapped.  Our mapping of lineaments on the leading side was 
limited to mid-latitude and equatorial regions (~50°N to 30°S), due to the increasingly 
oblique observation angles at the poles or lack of adequate high resolution image 
coverage.  On the trailing side, image coverage allowed a slightly greater latitude range to 
be mapped, from approximately ~55°N to 70°S.  All features were identified in original 
images, and then mapped in ArcGIS on a simple cylindrical basemap. 
2.3.2 Morphologic Types 
We classify lineaments into five categories, one type only observed on the bright 
hemisphere and four found globally.  This survey concentrated on features that appear 
linear on a scale of ~10 or more kilometers.  At the resolution of the images, it is difficult 
to discern the origin of many of the lineaments.  Some features are more likely to be 
tectonic (endogenic), whereas others may be related to impact processes (exogenic). 
Large troughs (class 1).   
A set of large troughs or fault scarps were identified, but appear only on the bright, 
trailing side (Fig. 2.3).  These large troughs, located near and on the equator between 
270°W and 300°W, are the most distinctly “tectonic” features on Iapetus (other than the 
equatorial ridge, which may or may not be tectonic).  The morphology suggests an 
extensional origin, rather than a compressive one.  The most prominent trough, ~90 km 
long, 10 km wide and a few hundred m deep (based on stereo), has a complex structure 
and albedo pattern (Fig. 2.3b).  This feature intersects the wall of a large degraded crater 
and terminates in a dark albedo patch on the wall and floor of that crater.  A second large 
trough (Fig. 2.3c) has less linear walls and is more segmented by narrow bright ridges or 
higher-standing terrain.  In general, these and other topographic features are easier to 
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identify on the bright hemisphere because their interior floors and walls contain dark 
material.  Thus it is possible this type of feature is present but (so far) not identifiable on 
the dark hemisphere.  In addition, the resolution of the image data set varies greatly 
across Iapetus, with better resolution over a larger area on the bright hemisphere.  Given 
the present image coverage and resolution, however, there is nothing identifiable on the 
dark side that is morphologically similar to the large troughs on the bright side.   
It is possible these troughs are secondary impact features, but they have a wide 
range of azimuths and are not all radial, or concentric, to any large basin.  Great circles 
through the features were traced over Iapetus to check for a possible secondary crater 
chain origin.  Only one feature (the 90-km long trough in Fig. 2.3b) could be construed as 
radial to a basin, the ~450-km-diameter Engelier (centered near 40°S, 265°W).  If these 
large troughs are secondary features, however, it would be unusual for them to originate 
from different basins and only appear in one area on the surface.  Therefore, we favor a 
tectonic origin. 
Linear crater rimwall segments (class 2).   
Linear rimwall segments are seen as defining craters from ~20 km in diameter to 
up to some of the largest basins.  We presume that such linear crater rimwall segments 
reflect pre-existing structural control on slumping, rim collapse and terrace formation.  
Several 30-to-85–km craters have 3 or more linear rimwall segments, giving them a 
polygonal appearance (several are shown in Figs. 2.3a,b).  Similar “basement” structural 
control on crater morphology has been previously inferred for the Moon (e.g. Eppler et 
al., 1983), Mercury (e.g. Dzurisin, 1978), Venus (Aittola et al., 2010), Earth (Kenkmann 
et al., 2011), Mars (Öhman et al., 2008 and references therein) and other planetary bodies.  
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Slumping and other forms of mass wasting are common processes on Iapetus, whether 
they occur in concert with crater formation or not (Singer et al., 2009).   
Approximately half of the crater rimwall segments are adjacent to another rimwall 
segment, forming a corner.  It has been suggested that in some cases, particularly for 
simple craters such as Meteor crater, faults bisect adjacent linear rimwalls, rather than 
running parallel to them, and cause enhanced excavation in these directions during crater 
formation (Eppler et al., 1983; Ohman et al., 2008 and references therein).  It is not clear 
that this is relevant to the larger complex craters on Iapetus under consideration here, 
however.  In any event, bisectors from 26  crater rimwall “corners” on Iapetus were 
checked for a preferential orientation and none was found.  We did find 5 cases of 
potential landslides occurring at the intersection of linear rimwall segments.  
Non-crater lineaments (class 3).   
Non-crater lineaments are those not positively associated with a crater rim or 
ejecta pattern and not possessing an identifiable scarp.  Lineaments in this class have a 
large variety of morphologies, the origins of which are not obvious; thus this term is 
nongenetic.  Examples are given in Figs. 2.2a, 2.4, 2.5.  In some cases these features may 
be shallower, narrower, or less continuous versions of class 1 features (large troughs), but 
with present image resolutions it is difficult to distinguish what other feature class with 
which they might be most closely associated.  Some non-crater lineaments do have a 
morphology similar to a chain or row of small secondary craters, but in the absence of an 
obviously associated primary crater, it is also possible that they are drainage pits aligned 
over vertical fractures beneath a thick Iapetian regolith, in the manner proposed for 
Phobos (Horstman and Melosh, 1989).   
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Linear central peaks (class 4).   
Several (4) craters on Iapetus exhibit linear central peaks, the most prominent of 
which are ~15-35 km in length (Figs. 2.4b,c).  These features may or may not indicate 
structural control, as it is also possible they formed by oblique or closely-spaced, similar-
sized impactors.  Linear central peaks are associated with highly oblique impacts such as 
Schiller on the Moon and certain craters on Mars (Schultz and Lutz-Garihan, 1982).  The 
topographic profile of the longest linear peak (at ~12°N, 83°W) is provided in Giese et al. 
(2008, their Fig. 13) and shows that the peak is tallest at both ends.  The likely formation 
mechanism was interpreted by them to be two central peaks that merged to form one 
elongated ridge.  One or the linear peaks on the trailing side (~64°S, 270°W) has a hook 
on the eastern side giving it a “J” shape (Fig. 2.4c).  The three most prominent examples 
of linear central peaks (out of 4 total) occur in somewhat elongated craters. At least one 
of the craters may have been affected by mass wasting, however, which could have 
caused or augmented the elongation (indicated in Fig. 2.4c).  Nominally, such elongation 
would be prima facie evidence of a very oblique impact, or a closely spaced set of 
impacts, but without additional information it is hard to definitively assess the origin of 
these features (i.e., with respect to oblique impact, ejecta facies are too degraded to be 
discerned). 
Secondary crater chains (class 5).   
A particular lineament was classified as a secondary crater chain if it had the 
morphology expected of multiple small impacts in a row and was obviously radial to a 
nearby, large crater (one large example is shown in Fig. 2.6).  Because secondary crater 
chains would not reveal information about the stress field, mapping of these features was 
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not exhaustive in this work.  Several long features on the leading hemisphere appear to be 
radial to the large (~350-km-diameter) basin Falsaron (centered near 30°N, 90°W) and 
overprint the equatorial ridge, lending more confidence to the interpretation that they are 
of an impact origin. 
2.4 Results 
The global distribution of features is presented in Fig. 2.7 and no immediate 
pattern is obvious.  Although all imaged regions were surveyed, the lack of features over 
large areas in Fig. 2.7 is not necessarily meaningful as those areas have lower resolution 
or were viewed only very obliquely by Cassini.  We also note that feature identification 
was more difficult where the albedo pattern is patchy in the transition regions from dark 
to bright material.  The length and azimuth of each linear segment was determined (Table 
2.1).  On the leading (dark) hemisphere, 69 features were identified with a total length of 
~2020 km, and on the trailing (bright) hemisphere, 93 features were identified with a total 
length of ~2500 km.  Note that we are excluding the equatorial ridge and ridge segments 
from our statistical analysis, an issue we will return to below.   
The lengths of all lineaments per 10° bin of azimuth are totaled and presented as 
rose diagrams in Fig. 2.8.  We generally sum over all latitudes, as (1) mapped features are 
sparse poleward of +60° (where tectonic orientations are predicted to change) and (2) 
small amounts of global contraction (quite plausible for a cooling Iapetus) would only 
shift the predicted strike-slip province poleward (Melosh, 1977) (see Fig. 2.1c).  The plot 
of all lineament data shows a broad, multicomponent distribution.  There are several 
concentrations of lineament orientations: a peak between 20–50° NNW, an E-W 
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concentration, and overall, more features are found between +40° from N.  Only the last 
is potentially meaningful, as will be explained.  The broad peak between 20–50° NNW is 
derived mainly from lineaments on the leading (dark) hemisphere, and is made up 
primarily of several large secondary-like features (class 5) radial to the Falsaron basin.  
Additionally, there is no associated conjugate trend to the NNE, which might give 
indication of the strike-slip faulting theoretically predicted for this latitude range.  The 
incident solar illumination was from the south-west for most observations of the leading 
hemisphere (and from the north-east for the trailing hemisphere).  This could introduce a 
bias for preferential identification of shadows from features trending NW-SE.   However, 
these features are quite large and in some cases overprint the equatorial ridge, and thus 
would be hard to miss regardless of orientation. For these reasons, this subset of the data 
(class 5) is not interpreted by us as indicative of a tectonic pattern.   
Considering only class 1-3 features (Fig. 2.8, Row 2), i.e., excluding secondary-
like features and linear central peaks whose origin is plausibly exogenic, the resulting 
azimuth distribution is neither smooth and even nor entirely random (in a Poisson sense).  
Kuiper’s Test was used to test for uniformity of the data.  The lineaments were broken up 
into 1 km lengths with a given azimuth.  The Kuiper’s V statistic  (Mardia and Jupp, 
2000; Eq. 6.3.30) is ~10 for classes 1-3 (and also for classes 1-4).  This indicates a large 
deviation from uniformity, as a V statistic of ~2 would mean the null hypothesis (a 
uniform distribution) is rejected at a 1.0% significance level (Stephens, 1970).  There are 
several discrete peaks in Fig. 2.8, but the statistics of small numbers (per bin) makes the 
significance of these peaks open to question.  There is an apparent concentration trending 
E-W in the global data set, but the lineaments in these bins are primarily made up of a 
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few long non-crater lineaments located in one area on the trailing hemisphere (near 23°N, 
280°W).  Overall, however, this distribution shows a concentration of lineaments 
trending between +40° from N, which is also seen in the subset of the data consisting 
solely of crater rim segments (class 2).   
In terms of despinning models, the distribution of lineament azimuths in Fig. 2.8 
does not offer much support. Overall, more lineaments trend between +40° (with respect 
to north), and there is a lack of features at approximately +60° from north, the angles 
predicted for shear faulting by despinning theory.  Subsets of lineaments in latitudinal 
zones were also investigated (Fig. 2.9).  A plot of all lineaments, which contains classes 
2-4, poleward from latitudes +50°, yields no indication of an E-W trending component 
(extensional or otherwise).  This is also obvious from the map (Fig. 2.8), and we note that 
horizontal stress differences due to despinning are minimized in the polar regions.   
The largest predicted equatorial zone in which N-S thrust faults might form is 
between +25° latitude (Fig. 2.1c) and N-S thrusts would be favored over an even greater 
range of lithosphere thicknesses if mixed-mode faulting (Simpson, 1997) were 
considered.  A plot of all class 1-3 lineaments in just this zone does not show N-S 
lineaments primarily, and we see no morphologic evidence for contraction either.  Instead, 
features near the equator, such as the large troughs, appear extensional.  Extensional  
features do not support a lineament origin by either compressive or strike-slip faulting, 
and so when found between -45°S and 45°N latitude are not consistent with despinning 
regardless of lithospheric thickness. 
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2.5 Discussion 
2.5.1 Interpretation of Lineament Data 
No subsets of the data show a correlation with despinning stresses as classically 
derived (Melosh, 1977).  If the +40° from north orientation concentration of class 1-3 
features is meaningful, it could indicate that the maximum principal compressive stress 
direction (σ1) was N-S, with conjugate shears forming at acute angles to this direction 
(for ice friction as measured by Beeman et al., 1988).  This result is opposite of that 
predicted by models for despinning, in which the most compressive stress is E-W 
(Melosh, 1977), with conjugate shears expected at acute angles to the E-W direction.  
Despinning models for uniformly thick lithospheres predict the azimuthal stress (σφφ) is 
always greater, or more compressive, than the meridional stress (σθθ) (as can be seen in 
Fig. 2.1).  Superposition of stresses from global expansion can result in an expanded 
normal faulting province, but these faults (or even joints formed by surface tension) 
would still be predicted to be E-W, not N-S (for further discussion of these topics see 
Melosh,  [1977]).  Global contraction would result in an expanded equatorial thrust fault 
zone, features that are predicted to trend N-S, but the morphologies of the features (for 
classes 1 and 3) are not consistent with contraction (i.e., they do not appear to be thrust 
faults and do not resemble features like lobate scarps on Mercury).  
The angle between the fault plane and σ1 is of course dependent on the coefficient 
of friction of the material, but we stress that the differences between ice and rock are not 
great enough to produce wildly different conjugate shear angles.  Values of the 
coefficient of friction for ice under confining pressures < 5 MPa range from 0.55 to 0.69 
(Beeman et al., 1988), compared with 0.85 for rock (Byerlee, 1978).  Laboratory 
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experiments show the most favorable orientation for slip is ~30° from σ1 (Beeman et al., 
1988).  A smaller coefficient of friction would result in larger angles between σ1 and the 
conjugate shear plane, and friction coefficients as low as 0.2 (appropriate for ice at higher 
confining pressures, > 10 MPa) would only result in conjugate shears at +40° to σ1 
(Beeman et al., 1988).  Five-to-ten MPa corresponds to depths of approximately 20-40 
km on Iapetus.  Faults that originate at or propagate to greater pressures (depths) than 5-
10 MPa should experience lower friction (Beeman et al., 1988).  Strike-slip faults that 
originate at these depths may propagate to the surface and present at these angles.  
Nevertheless, the classical prediction from despinning theory is still for faults to form, 
from the equator to mid latitudes, at more-or-less acute angles to E-W.  Consideration of 
a thinner (insolation-controlled) lithosphere at the equator does not change this 
conclusion (Beuthe, 2010).  And we can make a stronger statement: no combination of 
despinning, global contraction, or thinner equatorial lithosphere predicts shear failure at 
acute angles to the N-S direction.  
Thus, the concentration of lineament orientations between +40° from N does not 
support a despinning origin.  A preference for a more N-S orientation could be construed 
to be consistent with respinning stresses, however, provided there was an even earlier, 
less oblate Iapetus, plus some plausible respinning mechanism.  Certainly, tides from 
Saturn will not have this effect.  Ip (2006) proposed a collapsed ring remnant origin for 
the Iapetus ridge, and in this case, infalling ring material would act to spin up the satellite.  
For a ring mass of ~0.1% of the mass of Iapetus orbiting at the Roche limit, however, the 
corresponding angular momentum gain would only be ~1% of that of Iapetus rotating 
with a 16.5 hr period.  Recently an elaboration of Ip’s collapsed ring hypothesis has been 
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proposed.  Walsh et al. (2011) offer that the ring-forming impact itself may have spun up 
Iapetus to an ~16 hr rotation rate.  Although, it is not necessary that a mid-sized icy 
satellite achieve a more rapid primordial spin through a single discrete “giant” impact (as 
opposed to the integrated effect of many smaller impacts), if the shape response of 
Iapetus to the angular momentum input was sufficiently delayed, a tectonic respinning 
signature is not inconceivable. One would then have to ask which should be more 
apparent, tectonic effects due to respinning or those caused by the initial impact, and 
indeed if there is any trace on Iapetus’ surface of the original impact structure (cf. 
Dombard et al., 2010).  
An alternative, but one that might have the same effect as true respinning, might 
be the proposed pore collapse and buckling model of Sandwell and Schubert (2010).  The 
degree-2 buckling proposed in this model to account for Iapetus’ present oblate shape 
would have the same geometric effect as respinning. The Sandwell and Schubert model 
does not conserve volume, however (the buckling is triggered by pore collapse in the 
interior), and is thus subject to very strong global compression as well.  The predicted 
fault patterns at mid-to-low latitudes would be thrust (compressive) faults striking E-W 
on average, and this would remain true even if the equatorial lithosphere were thinner 
(Beuthe, 2010).  This pattern is not seen.  Ultimately, it may simply be that the fault and 
joint structures in Iapetus’ upper lithosphere reflect other stress sources than those due to 
despinning or respinning, sources such as thermoelastic stresses, discrete impact effects, 
or global volume changes. 
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2.5.2 Lithospheric Thickness and Failure 
Do we have any independent limits on Iapetus lithospheric thickness?  Certainly, 
if Iapetus spun down from an ~16 hr period, it would have had to maintain its shape.  
And of course, Iapetus may have spun down from a somewhat shorter spin period to the 
point where it was frozen in its present 16.5 hour shape.  Using Love number theory, the 
flattening f of a hydrostatic body can be written as  
f = h2s ω
2a3
2GM
,      (1) 
where h2
s  is the secular degree-2 displacement Love number, ω and a are (as before) the 
angular rotation rate and mean radius, respectively, G the gravitational constant, and M is 
the mass of the body.  For a homogeneous elastic (but incompressible) body of density ρ 
and shear modulus (rigidity) μ,  
h2
s = 5
2
1+ 19μ
2ρga
⎛ 
⎝ ⎜ 
⎞ 
⎠ ⎟ 
−1
,      (2) 
a very well known result (e.g., Munk and MacDonald, 1960).  This result can be extended 
to a compressible elastic sphere.  Hurford and Greenberg (2006) give flattening curves 
(their Fig. 2.6) as a function of ρga/μ and μ/λ, where λ is the first elastic Lamé 
coefficient (≡2μν/(1 – 2ν) = 6.5 GPa for ice, where ν is Poisson’s ratio).  For Iapetus, the 
compressible flattening is only a few percent larger than the incompressible value (Eq. 2).  
This is the maximum effect of compressibility on the flattening expected; for a two-layer 
model, in which an elastic lithosphere of thickness H overlies an inviscid interior or 
“core,” the effect of compressibility on the flattening is smaller still, and vanishes as H/a 
→ 0 (Melosh, 1977).   
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Therefore, for Iapetus flattening estimates we can ignore compressibility effects, 
and write a more general relationship for a two-layer model: 
h2
s = 5
2
1+ f (H /a) 19μ
2ρga
⎛ 
⎝ ⎜ 
⎞ 
⎠ ⎟ 
−1
,    (3) 
where f(H/a) is a function whose limit is simply 1 as H/a → 1 and of order H/a as H/a → 
0.  In the thin lithosphere limit, the second term in the parenthesis of Eq. (3) is of order 
100(H/a), which illustrates how resistant Iapetus would be to adjusting its flattening 
unless its elastic lithosphere were quite small (H/a << 1).  In Fig. 2.10 we show the final 
flattening,  f = fi + Δf, predicted for various initial spin periods ranging from 10 hours to 
16.5 hours as a function of lithosphere thickness, based on Melosh (1977).  For this range 
of spin periods, the linear relationship between flattening f and ω2 in Eq. (1) holds, more-
or-less; for more rapid rotations, the hydrostatic relation (Eq. 1) becomes increasingly 
inaccurate.  The minimum primordial spin period that Iapetus could have ever 
experienced, and still be consistent with its present shape, is near 6 hr, at the transition 
from a biaxial to triaxial equilibrium figure (see Weidenschilling, 1981).  That is, 
whatever its primordial spin state, we have no evidence for a fossil triaxial figure. 
Taken at face value, Fig. 2.10 would seem to imply that a primordial Iapetus 
spinning at a modestly faster rate than 16.5 h (say, under 15.5 h) could have spun down to 
a 79.3 d period, yet ultimately preserve the biaxial figure appropriate to a body rotating at 
16.5 h, as long as the lithosphere was thin enough.  The result is unphysical, however, as 
the calculation in Fig. 2.10 assumes the lithosphere remains arbitrarily strong.  The 
stresses generated in such thin lithospheres would be enormous (e.g., Fig. 2.1), far greater 
than the strength of even cold ice.  The true limits on Iapetus’ primordial lithosphere 
thickness (that during spindown) and initial rotation rate must come from an assessment 
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of the resulting stresses with respect to the strength profile of lithosphere, which we turn 
to next. 
We evaluate the magnitude of despinning stresses with the effective shear stress 
(the square root of the second invariant of the stress deviator, ijσ ′ ): 
τeff ≡ J2 = 12 ′ σ ij2      , (4) 
where indices are summed (e.g., Ranalli, 1995).  In terms of the despinning geometry, 
J2 = 16 σrr − σθθ( )2 + σrr − σφφ( )2 + σθθ − σφφ( )2⎡ ⎣ ⎢ ⎤ ⎦ ⎥ + σrθ2     ,  (5) 
where σrr and σrθ  are the radial and shear stresses in the interior of the lithosphere (zero 
at the surface) (see Jaeger et al., 2007, ch. 2).  The normal stress components of Eq. 5 are 
in the principal stress directions and the shear stress (σrθ ) is zero at the surface.  For 
illustration, we plot 2J  as function of depth and latitude in Fig. 2.11 for three 
lithosphere thicknesses (50 km, 100 km, and 150 km), and all for an initial Iapetian spin 
period (and corresponding hydrostatic figure) of 16.5 h.  For faster initial spins, stresses 
can be scaled as ω2.  In each case in Fig. 2.11 the effective shear stress depends on 
position within the lithosphere, but for a given lithosphere thickness the overall stress 
level is similar.  For thicker lithospheres, 2J  at depth is notably lower at the poles and 
greater at the equator (an effect of bending). 
The strength profile of the lithosphere depends on the nature of the stresses 
developed within it, but here we examine Mohr-Coulomb failure for the classic limiting 
cases of uniform horizontal extension and compression.  We follow the development of 
Beeman et al. (1988), but for low mean stress (pressure) adopt their experimentally 
determined relation between shear (τ) and normal stress (σn) constrained to pass through 
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the origin, τ = 0.69 σn.  We do this because 1) Beeman et al. (1988) state that the 
apparent finite cohesion of their saw-cut ice samples may be an artifact of their indium 
jacketing; 2) the lithosphere of Iapetus is almost assuredly deeply impact fractured, if not 
a reworked megaregolith; and 3) this relation is most comparable to the equivalent for 
rock, Byerlee’s rule, τ = 0.85 σn.   
Given this proviso, the maximum supportable differential stress (Δσf) at depth in 
the lithosphere is given for the horizontal compression case by  
Δσf   =   2.63 σrr   σrr  ≤  9.5 MPa  (6a) 
        =   20.2 MPa  +  0.49 σrr  σrr  >  9.5 MPa , (6b) 
and for the horizontal extension case by 
Δσf   =   0.72 σrr   σrr  ≤  35 MPa   (7a) 
        =   13.6 MPa  +  0.33 σrr  σrr  >  35 MPa  , (7b). 
and σrr is assumed to be hydrostatic (= ρgz, where z is depth). ).  These strength limits are 
illustrated in Fig. 2.12, where Δσf/2, the maximum supportable shear stress, or “shear 
strength,” is plotted.  The shear strength in compression is much greater than that in 
extension, as is well-known.  Shear strength in pure shear (σθθ = -σϕϕ) is an intermediate 
case (not plotted).   
Comparing the strength profiles (Fig. 2.12) to the stresses at depth (Fig. 2.11) can 
provide a gauge of where failure is possible in the lithosphere.  The effective shear stress 
( 2J ) corresponding to the shear strength (sliding friction) limits in Fig. 2.12, assuming 
an initial hydrostatic state and σθθ = σϕϕ, is simply given by Δσf/√3, which is essentially 
the same as the shear strength implied by Eqs. (6-7), Δσf/2 (and which is plotted in Fig. 
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2.12).  For pure shear the correspondence is exact.  In Fig. 2.11, the effective shear stress 
contour 2J  that equals Δσf/2 in compression from Fig. 2.12 is shown as a solid line, 
and as a dashed line for the extension case.  These are plotted as a guide to the eye, but 
the depth of brittle failure depends on the tectonic regime, which in turn depends on 
latitude and longitude.  For example, at latitudes where normal faults are expected 
(towards the poles), 2J  should exceed Δσf/2 in extension at depths shallower than the 
dashed contour, but not at greater depths.  Conversely, in tectonic provinces where both 
surface stresses are compressional, brittle failure might be expected up to the depth of 
solid contour.  Finally, if strike-slip is predicted, brittle failure should extend to a depth 
intermediate to the two contours.  We can now apply these interpretations to the stresses 
in our despun Iapetus lithosphere. 
 For a 150-km-thick lithosphere (Fig. 2.11c), the shear stress levels exceed that 
necessary for failure only at the very top of the lithosphere, regardless of tectonic regime 
or province.  Most of the lithosphere cannot fail brittlely, and the amount of flattening 
thus realized (from Fig. 2.10) is negligible.  For the 100-km-thick lithosphere (Fig. 2.11b), 
the portion of the lithosphere in failure extends to greater depths from the surface, and 
especially so near the poles where both tectonic despinning stresses would be extensional 
(Eq. 7a). Nonetheless, most of the lithosphere is not in failure, and this remainder should 
be more than thick enough to largely (though not completely) suppress any flattening 
adjustment.  In the case of the 50-km-thick lithosphere, stress levels are now much higher, 
and the strength of the lithosphere markedly reduced.  Comparing Fig. 2.11a with Fig. 
2.12, most of the lithosphere has failed, especially where extensional stresses are 
involved.  Moreover, as lithospheric failure spreads deeper, the remaining elastic portion 
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must “pick up the slack,” further increasing shear stress levels, at least until the 
lithosphere fails (faults) completely, releasing much of the accumulated elastic strain. 
 A detailed model of lithospheric failure during despinning is not the principal 
purpose of this chapter and would require numerical evaluation to be accurate, but the 
results presented here suggest that the elastic lithosphere of Iapetus was no less than 50-
km thick during and after despinning, given that 16.5 h was likely the minimum 
primordial spin rate.  Otherwise, Iapetus could not present the biaxial figure it has today.  
Even a 100-km-thick lithosphere may not be quite enough, considering the depth of 
despinning-driven faulting, stress concentration in the remaining elastic portion, and the 
fact that the primordial spin rate must have been higher than 16.5 h (implying higher 
stresses) to account for some flattening relaxation (Fig. 2.10).  We note that the 
lithosphere need not have been several 100-km thick (Castillo-Rogez et al., 2007; Beuthe, 
2010), though on the basis of shape preservation alone it certainly could have been.   
Leaving aside Iapetus’ fossil bulge, the lack of an explicit tectonic signature of 
despinning is itself suggestive of a much thicker lithosphere during and after despinning 
and thus an initial spin period close to 16 hr (Beuthe, 2010).  The heavily cratered and 
thus ancient surface of Iapetus may not, in the end, preserve much of this signature.  
Near-surface shear stresses of a few MPa (e.g., Fig. 2.11b) imply elastic strains of order 
0.1-0.2%: even faults 10s of km deep may only have initially resulted in offsets of several 
10s of meters.  The surface expressions of most such faults may have long since been 
erased, leaving only a poorly expressed lineament grid as a palimpsest.  Ultimately, it is 
Iapetus’ nonhydrostatic figure that provides the evidence for Iapetus’ primordial spin and 
the best constraint on its lithospheric evolution. 
33  
2.5.3 The Equatorial Ridge 
No discussion of Iapetus’ tectonics is complete without consideration of the 
equatorial ridge, although we argue here that the ridge is unlikely to be tectonic.  The 
ridge, in terms of its N-S topographic symmetry, does not resemble a lobate scarp (as on 
Mercury) or the surface expression of some other asymmetric thrust fault.  In terms a 
tectonic analogue, the best morphological match is provided by the high-relief ridges on 
Mercury (and some extent on Mars).  These long, relatively broad landforms transition to 
lobate scarps on Mercury and thus are judged to be contractional features (Watters and 
Nimmo, 2010; Watters et al., 2009).  Though high-relief ridges can be linear over several 
100 km length (e.g., Watters et al., 2009), none match the length of equatorial ridge of 
Iapetus (which essentially circles the satellite).  It is in fact rare to find a tectonic feature 
on any planet or satellite that maintains such a constant strike.  The closest on the icy 
satellites are the great-circle lineaments of Europa (Kattenhorn and Hurford, 2009).  
These latter are thought to be extensional and/or strike slip ridge features formed in a 
simple tidal stress environment and, apparently, within a mechanically simple and intact 
or annealed (as opposed to heterogeneous and broken up or fractured) and relatively thin, 
ice lithosphere.  Whereas the driving stresses on Iapetus are also likely to be 
geometrically simple, its lithosphere was doubtless deeply fractured, if not shattered, by 
the early impact pummeling the satellite clearly took.  There is no evidence for endogenic 
rejuvenation on Iapetus, thermal or otherwise. 
Even more problematic for any tectonic origin model is that the ridge lies 
precisely on Iapetus’ equator.  Compressional stress due to despinning does maximize at 
the equator (Fig. 2.1; Melosh, 1977) and the maximum compressive principal stress 
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direction can be switched from E-W to N-S if the equatorial lithosphere is sufficiently 
thin compared to the global average and a sufficient amount of global contraction also 
occurs (Beuthe, 2010).  However, even if a fault could localize initially somewhere along 
the equator, what fracture or fault (or system thereof) could hew so closely to a fixed 
latitude (of zero) as it propagated?  Real fractures/faults and fracture/fault systems veer 
and kink, they splay and anastomose, and parallel and subsidiary fractures and/or faults 
almost certainly develop.  On Iapetus, there are no parallel or sub-parallel ridges or thrust 
scarps north or south of the ridge that we can see in the available imagery.  As noted 
earlier we do see a set of parallel E-W lineaments between 220–350 km north of the ridge 
(18° to 26° N), and in what could be a mostly compressional tectonics province for 
lithospheres >150-km thick (Figs. 2.4, 2.6).  These lineaments express as a set of 
relatively narrow, somewhat discontinuous troughs, but their specific tectonic origin is 
otherwise enigmatic. 
In our view, the sum of these geometric considerations preclude any endogenic 
tectonic (or volcanic, for that matter) origin for the equatorial ridge.  The only ridge 
origin scenarios that make physical sense (to us) so far invoke the gravitational potential 
minimum at the equator of an oblate body as the localizing mechanism.  These include, 
but are not limited to, the collapsed ring hypothesis of Ip (2006), as noted in Sec. 4 (e.g., 
Dombard et al., 2010).  Further discussion along these lines is beyond the scope of this 
chapter. 
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2.6 Conclusions  
The global distribution of linear features on Iapetus does not show an obvious 
connection to despinning.  The morphology of the features varies but we see no specific 
evidence of contraction (thrust faults) or strike-slip offsets, the two types of faults 
predicted to form in equatorial to mid-latitudes regions from despinning.  Our discussion 
of the stresses and faulting in Iapetus’ lithosphere shows that the lithosphere would need 
to be at least 50 km thick (and probably greater) for Iapetus to be “frozen” in its current 
biaxial shape.  In addition, the relatively low effective shear stresses that would occur in a 
lithosphere 100 km or thicker would not result in large strains or considerable offsets if 
faults occurred.  Thus, if Iapetus did have a tectonic signature from despinning it may 
have been largely obscured over time.  Finally, we consider it highly unlikely that the 
equatorial ridge is a tectonic or volcanic feature, as it is such a large, continuous feature 
with a constant strike, and has no other nearby lineaments, faults, or other structures 
associated with it.  The ridge is sufficiently unlike other tectonic or volcanic features in 
the solar system to suggest alternate hypotheses be seriously considered.  
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2.7 Appendix: Despinning Stress Solution  
We calculate lithospheric despinning stresses following the appendix of Melosh 
(1977).  Typos in that paper are corrected as shown in Table 2.2.  For definition of terms 
see Melsoh (1977).   
We note that substitution of the homogeneous solution flattenings (Melosh Eqs. 
A26 and A28) into the boundary conditions (his Eqs. A19 and A20) do not give his 
auxiliary quantities A2, B2, or K2.  Use, however, of Melosh’s A2, B2, and K2 does 
produce the proper surface flattenings and stresses for our model Iapetus when 
incompressible (albeit fortuitously, see below), and the proper flattening and stresses in 
the thin lithosphere limit in the compressible case for Iapetus in particular (Fig. 2.13).  M. 
Beuthe (pers. comm., 2011) suggests an alternate boundary condition between the elastic 
lithosphere and inviscid core, and derives 
A2 = κ7
6−5ν
1−ν
⎛ 
⎝ ⎜ 
⎞ 
⎠ ⎟ 
1−H a( )2
10
1−η( )     (A.1) 
B2 = κ30
1−5ν
1−ν
⎛ 
⎝ ⎜ 
⎞ 
⎠ ⎟ 1−η( )− 5η
⎡ 
⎣ ⎢ 
⎤ 
⎦ ⎥ 1−η( )   (A.2) 
K2 = κ12
1
7
6−5ν
1−ν
⎛ 
⎝ ⎜ 
⎞ 
⎠ ⎟ 
⎡ 
⎣ ⎢ 
⎤ 
⎦ ⎥ 1−H a( )
2 Γ − ′ Γ ( ) 1−η( ),   (A.3) 
which yields the correct stresses in the incompressible limit for arbitrary values of η.  
κ, Γ, and Γ′ are defined in Melosh (1977), and η is the density ratio between the inviscid 
interior and the lithosphere.  In our Iapetus models, η = 1, and both Melosh’s A2, B2, and 
K2 and our Eqs. (A.1, A.2, and A.3) are thus all identically equal to zero in the 
incompressible limit.  The compressible case corresponding to Fig. 2.1 is shown in Fig. 
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2.13.  The stress patterns are quite similar, as expected, and the flattenings are close (Sec. 
4.2).  Stress differences are higher for the incompressible case, however, by up to 10%. 
We note that Melosh’s derivation assumes an internal gravitational potential (and 
the pressure derived from the potential) appropriate for a uniform density lithosphere, and 
so is in this sense approximate for a compressible lithosphere.  It is, however, 
increasingly accurate (for η = 1) for thinner lithospheres, and can be shown to be exact as 
H/a → 1, as long as κ (= ρga/μ for η = 1) is small, which it is for Iapetus.  Hence we 
retain his solution for Fig. 2.11.  Other methods and approaches exist for calculation of 
lithospheric stresses due to tides and rotations (e.g., Sabatini and Vermeersen, 2004; 
Wahr et al., 2009; Beuthe, 2010; Matsuyama and Nimmo 2008, and references therein), 
but comparison of these approaches and Melosh (1977) is beyond the scope of this work. 
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Tables 
Table 2.1  Lineament data summary 
Classification Number of Features Approximate length (km) 
Class Description Dark Side Bright Side Dark Side Bright Side 
1 Large Troughs 0 10 0 588 
2 Crater Rimwall 39 56 791 974 
3 Non-crater 8 24 315 902 
4 Central Peak 2 3 45 36 
5 Secondary-like 20 0 872 0 
  Totals 69 93 2023 2500 
 
 
Table 2.2  Typos corrected in Melosh, 1977 
Equation 
Number in 
Melosh (1977) 
Amended Equation 
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Table AI.B the inhomogenous α and β should all be multiplied by 4 
Table AII Matrix same as A29 
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Figures 
 
 
Figure 2.1  Illustration of variables. (a) Definition of spherical coordinates used.  (b) 
Diagram of the planetary body’s interior and notation for physical variables describing 
the inviscid core and elastic shell of the despinning body (modified from Melosh, 1977, 
his Fig. 2).  (c) Map view of in-plane surface stresses (meridional [N-S] and azimuthal 
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[E-W]), definition of positive and negative stress directions, and faulting regimes.  The 
azimuthal (σφφ) stress is always larger than the meridional (σθθ), but they change sign as a 
function of latitude. 
 
 
Figure 2.2  Lithospheric stress and tectonic interpretation.  (a,b) Surface stresses as a 
function of lithospheric thickness and latitude for a compressible Iapetus. Stresses were 
calculated using appropriate physical parameters for a uniform, incompressible, spherical 
Iapetus (mean radius a = 735 km, density ρ = 1.083 kg m-3, Poisson’s ratio ν = 0.5) and a 
pure ice I rigidity (µ = 3.52 GPa ; Petrenko and Whitworth, 1999).  Spin down from 16.5 
hours to 79.3 days was assumed. Stress calculations are based on Melosh (1977; see 
Appendix) and were evaluated using Mathematica 7.  Compression is positive. (c) 
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Tectonic interpretation.  Equatorial thrust faults are predicted to trend N-S if present, 
mid-latitude strike-slip faults would trend approximately +30o off of E-W, and polar 
normal faulting would trend E-W. (d) Surface stress σθθ and σφφ as a function of latitude 
for the endmember, solid elastic spheroid case.  Elastic spheroid stresses calculated from 
the full solution (black curve) match exactly those from the well-known thin shell 
solution (grey curves, from Eqs. 21 and 23 in Melosh (1977)).  (e) The thin lithosphere 
endmember surface stresses σθθ and σφφ are shown for both an incompressible (ν = 0.5, 
black curve) and a compressible (ν = 0.325, dashed curve) Iapetus. 
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See caption below. 
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See caption below. 
 
 
  
45  
 
 
Figure 2.3  Examples of lineaments (linear features) on Iapetus.  North is towards the 
top unless otherwise indicated.  (a) Scene (centered on 6°N, 297°W) illustrates feature 
class 1, large troughs, which are only identifiable in this area on the bright trailing 
hemisphere.  Troughs are circled (A and B), and two other, less prominent, large scarps 
are indicated by arrows.  In addition, a few of the features labeled non-crater lineaments, 
or class 3, are boxed in the upper portion of the image.  Features near A, B, and C are 
shown at higher resolution in Figs. 2.2b, 2.2c, and 2.4, respectively.  Dots indicate the 
equator. From Cassini image N1568159640; resolution 454 m px-1.  (b) This large trough 
is the most distinct linear feature on Iapetus (after the equatorial ridge) and is 90 km in 
length.  Smaller features to the right are potentially smaller troughs, one of which is very 
linear and narrow (also circled).  From Cassini image N1568137291; resolution 141 m 
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px-1.  (c) Two large troughs with a less continuous structure than in Fig. 2.3b (largest 
trough is 140 km in length).  From Cassini image N1568137129; resolution 138 m px-1.   
See section 2.3.2. 
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Figure 2.4  Examples of linear features associated with craters.  (a) Example of a 
crater (~21-km diameter) with linear rimwall segments on the trailing hemisphere (class 2 
lineament).  Note the interesting arc of dark material to southwest.  This may be the 
remnant of a large crater, but if so the remainder of the crater has been degraded beyond 
recognition.  From Cassini image N1568136601; resolution 130 m px-1.  (b)  Close up of 
polygonal crater (~35-km diameter) and linear central peak located on the leading 
hemisphere. From Cassini image N1483173746; resolution 869 m px-1.  (c)  Two linear 
central peaks located near 60°S, 272°W on the trailing hemisphere; each is ~15-20 km in 
length.  Arrow indicates a potential area of collapse due to mass wasting, which could 
have elongated the larger crater.  From Cassini image N1568160962; resolution 473 m 
px-1. 
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Figure 2.5  High resolution image of some non-crater lineaments (class 3).  These 
particular features are not radial to a large basin, and their morphology somewhat 
resembles more discontinuous and shallower versions of class 1 features (troughs).  From 
available images and stereo-derived topography (P. Schenk, pers. comm., 2010), it is 
difficult to tell if class 3 lineaments have a distinct topographic character or offset, 
though the albedo patterns on the trailing side are consistent with shallow troughs.  From 
Cassini image N1568137456; resolution 142 m px-1. 
h. 
49  
 
Figure 2.6  Example of a class 5 lineament.  This class 5 lineament is likely secondary 
cratering chain/feature (arrows), which overprints the equatorial ridge (dashed).  These 
secondaries are either radial to the 550-km diameter Falsaron basin to the northwest, or 
the even larger, older, degraded basin Falsaron overlies (as seen in topography by Giese 
et al., 2007).  In addition, several class 3 lineaments are seen (circled).  These lineaments 
continue up the edge of Turgis basin, which has been modified by a large landslide (A).  
These lineaments are also not likely to be all secondaries of Malun crater, as they are not 
all radial to it.  From Cassini image N1483195169; resolution 763 m px-1. 
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Figure 2.7  Global map of linear features.  (a) Simple cylindrical projection of Iapetus 
with mapped linear features and (b) mapped features alone.  Identification of features was 
limited by the resolution and coverage of images taken by the two Cassini flybys of 
Iapetus.  The blue shaded areas indicate portions of the surface that were only viewed at 
low resolution or very obliquely by Cassini.  E, F, and T indicate the Engelier, Falsaron, 
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and the Turgis basins, respectively.  Basemap courtesy NASA/JPL/Space Science 
Institute. 
 
Figure 2.8  Lineament azimuth distributions weighted by length.  Row 1 from left to 
right: all lineament types on both hemispheres (classes 1–5), all lineaments on the dark, 
leading hemisphere, and all lineaments on the bright, trailing hemisphere. Row 2: a 
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subset of classes 1-3, which includes large troughs, crater rim segments and non-crater 
lineaments (excludes potential secondaries and linear central peaks).  Row 3: Only crater 
rimwall segments.  Row 4: Only non-crater lineaments.  Row 5, from left to right: all 
linear central peaks on both hemispheres (class 3), all secondary features, which were 
only identified on the leading hemisphere (class 5), and all large troughs, which are found 
only on the trailing hemisphere (class 1).  These distributions exhibit widely ranging 
feature azimuths, and do not show an obvious connection with despinning.  Note changes 
in scale between rows 1-3 and rows 4 and 5.  See sections 2.3 and 2.4.  
  
   
 
  
 
 
Figure 2.9  Rose diagrams by latitude.  (a) Rose diagram for polar lineaments only 
(poleward of +50°).  These lineaments include features from classes 2-4.  (b) Rose 
diagram for the largest possible equatorial thrust fault zone of +25° latitude (see Fig. 
2.1c), which corresponds to a lithosphere thickness to satellite radius ratio of ~0.35. 
Classes 1-3 are plotted.   
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Figure 2.10  Flattening Predictions.  Final flattening,  f = fi + Δf, predicted for different 
initial spin periods, as a function of lithospheric thickness.  Hydrostatic initial flattenings, fi, 
correspond to initial spin periods from 16.5 hours to 10 hours, and the final period is 79.3 
days in all cases.  Iapetus and ice parameters are the same as in Fig. 2.1 (ν = 0.5); differences 
between compressible and incompressible flattening adjustments would not be noticeable in 
this plot.  Bottom plot shows lithospheric thicknesses between 0 to 10% of the radius in order 
to focus on details near the thin lithosphere limit.  This plot indicates the thickness of the 
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lithosphere that allows relaxation to a 16.5-hour shape for a purely elastic shell overlying an 
inviscid interior.  The final flattening does not change substantially between the elastic 
spheroid endmember and an H/a ~ 0.2.  The actual thickness also depends on the extent of 
faulting in the lithosphere, discussed further in the text. 
 
 
 
See caption on next page. 
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Figure 2.11  Lithospheric shear stress.  Effective shear stress (τeff, or square root of the 
second invariant of the stress deviator, 2J ) plotted for three Iapetus lithosphere 
thicknesses: (a) a 50 km, (b) 100 km, and (c) 150 km.  Iapetus is assumed to be compressible 
(ν = 0.325; Petrenko and Whitworth, 1999) and initially rotating with a 16.5 h period.  The 
magnitude of the effective shear stress experienced at different location in the lithosphere can 
be compared with the shear strength profile in Figure 2.11 to predict whether failure will 
occur, depending on the tectonic regime.  The solid line indicates the depth to which failure 
in compression is likely (thrust faulting), and the dashed line indicates the depth to which 
failure in extension is likely (normal faults and graben).  Out of these three cases, only the 50 
km lithosphere experiences significant failure, indicating that Iapetus would likely need a 
lithosphere thicker than 50 km to support its observed biaxial shape.   
 
 
    
 
Figure 2.12  Strength of Iapetus’ lithosphere.  Shear strength (maximum supportable 
differential stress divided by 2) as a function of depth in Iapetus’ lithosphere for the 
endmember cases of uniform horizontal compression and uniform horizontal extension 
(Beeman et al., 1988). 
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Figure 2.13  Surface stresses for a despun, compressible Iapetus.  All parameters are 
the same as in Fig. 2.1 except ν = 0.325.  (a,b) Surface stress as a function of lithospheric 
thickness and latitude. (c) Tectonic interpretation based on stresses in a-b. 
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Chapter 3: Massive Ice Avalanches on Iapetus Mobilized 
by Friction Reduction During Flash Heating 
 
Associated publication:  Singer K.N., McKinnon W.B., Schenk, P.M., and Moore, 
J.M. (2012) Massive ice avalanches on Iapetus mobilized by friction reduction 
during flash heating. Nature Geoscience, 5, 8, 574–578. 
 
Summary (abstract from published paper) 
Long-runout landslides are debris flows or avalanches that have travelled 
unusually long distances, apparently exhibiting friction coefficients much lower than 
either the static or sliding values generally accepted for geologic materials.  Such 
landslides are most notable on Earth and Mars, and a great many friction reduction 
mechanisms have been proposed.  We report here numerous long-runout landslides on a 
midsize icy satellite of exceptional topographic relief, Iapetus—and the extremely cold, 
airless surface there provides an excellent control case, as there is little obvious role for 
trapped atmosphere or groundwater (two prominent proposed friction reduction 
mechanisms).  We use the drop height-to-runout length ratio, H/L, as an approximation 
for the friction coefficient of landslide material.  For Iapetus H/L falls between 0.1 and 
0.3, but does not follow the trend of decreasing H/L with increasing length seen on Earth 
and Mars.  We show this lack of dependence of H/L on L is consistent with rheological 
control by modest dry friction within ice rubble that has been frictionally heated such that 
surfaces are slippery.  Tectonic fault friction on icy bodies may likewise be similarly 
reduced. 
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3.1 Introduction 
Mass movements in the form of landslides or avalanches at some scale are nearly 
ubiquitous in the Solar System, but large mass movements, in the forms of long-runout 
landslides (or “sturzstroms”), are far less common (Hsu, 1975; De Blasio, 2011a).  
Observations of long-runout landslides, principally on Earth (Hsu, 1975) and Mars 
(Lucchitta, 1979; Lucchitta, 1987; McEwen, 1989; Quantin et al., 2004), have led to a 
variety of proposed mechanisms for effective friction reduction: riding a cushion of 
trapped air (Shreve, 1966; Shreve, 1968); lubrication by released groundwater, wet debris, 
or mud (Lucchitta, 1979; Lucchitta, 1987; Legros, 2002); aqueous pore pressure support 
(Johnson, 1978; Harrison and Grimm, 2003); sliding on ice (De Blasio, 2011b) or 
frictionally generated basal melt layers (Erismann, 1979; De Blasio and Elverhøi, 2008; 
Weidinger and Korup, 2009); sliding on evaporitic salt (De Blasio, 2011b); lubrication by 
rock flour (“nanoparticles”) (Hsu, 1975; Han et al., 2011); mechanical fluidization (Davis, 
1982; Campbell et al., 1995); fluidization by acoustic waves (Melosh, 1979; Melosh, 
1986; Collins and Melosh, 2003); and even a dependence of the friction coefficient on 
local gravity (Kleinhans et al., 2011).  No agreement exists on the fluidization/friction-
reduction mechanism necessary for the extraordinary mobility of long-runout landslides, 
and indeed some have questioned whether a friction reduction mechanism is even 
necessary (Davis, 1982; Lajeunesse et al., 2006; Staron and Lajeunesse, 2009; Holsapple, 
2011).  We find (as in McEwen [1989]) that planetary comparisons under different 
conditions of gravity, fluid abundance, atmospheric pressure, and “rock” composition can 
provide key clues to the mechanism(s) of long-runout landslides. 
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Iapetus is unique among solar system objects.  Although its size (mean diameter 
1470 km) and ice-rich nature (density 1.09 gm cm–3) are not remarkable for a midsize 
satellite of Saturn, Iapetus has the shape of a body spinning with a period of ~16 hours 
(Giese et al., 2008), yet currently rotates synchronously with a period of 79.3 days.  
Iapetus’ global albedo pattern is striking, with a strong dichotomy between its dark 
leading hemisphere and bright trailing hemisphere (with respect to its direction of orbital 
motion).  The body is exceptionally topographically rugged (Porco et al., 2005; Giese et 
al., 2008; Schenk, 2010), with impact basin depths that exceed 25 km (Schenk, 2010).  
Iapetus is also the only moon known to have a mountainous equatorial ridge, which 
reaches heights of ~20 km at its tallest and extends over 75% of the moon’s 
circumference (Singer and McKinnon, 2011).   
The first large landslide on Iapetus was recognized after the Cassini spacecraft 
completed its targeted flyby in December 2004, which provided images of the dark, 
leading hemisphere. This landslide is located in the 120-km-diameter crater Malun (Fig. 
3.1a) (Denk et al., 2005). Malun shares its western edge with the ~550 km basin Turgis, 
and the post-crater-formation landslide apparently originated from the tall (~10 km), 
steep (~35°) wall of Turgis. Additional landslides were revealed after the second targeted 
flyby of Iapetus in September 2007. This flyby provided higher resolution images of the 
bright, trailing hemisphere and of the equatorial ridge on the leading side. No further 
close flybys of Iapetus are planned for the remainder of the Cassini mission. 
We show here that Iapetus is also unusual in terms of the number and runout 
lengths of large landslides.  These landslides naturally provide information about the 
degradation processes and mechanical properties of Iapetus’ surface, but more 
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importantly, quantitatively expand the data set on long-runout landslides in the Solar 
System to the icy satellites.  This leads to a testable hypothesis for the mobility of long-
runout landslides on icy bodies, with broader implications for ice tectonics and avalanche 
mobility in general. 
3.2 Identification of Landslides on Iapetus 
We mapped a total of 30 mass movement features near steep, impact crater and 
basin walls, and also on Iapetus’ enigmatic, mountainous equatorial ridge.  Three 
morphological indicators aided our identifications of landslides on Iapetus: 1) association 
with alcoves in an adjacent crater wall or structural ridge; 2) distinct surface texture 
(either hummocky or relatively smooth and relatively uncratered, compared with 
surrounding terrain); and 3) distinct frontal and lateral landslide margins.  Features that 
display some of these characteristics, but are not visible at high enough resolution to 
positively confirm their identification (or are shadowed or obscured in some other way), 
were cataloged as “potential landslides”. 
Landslides were classified into 2 morphologic types: blocky and lobate; 
prominent avalanche scars were also noted (Figs. 3.1–3.3).  Thirty mass movement 
features were positively identified: 15 blocky landslides, 12 lobate landslides, and 3 large 
avalanche scars, although our search for avalanche scars was not exhaustive (Table 3.1, 
Fig. 3.4).  Of the 30, 17 (both blocky and lobate) are associated with crater rims (termed 
intracrater), and the remaining 13 are associated with the equatorial ridge (both lobate 
slides and avalanche scars).  Intracrater landslides are found in craters that range in 
diameter from ~500 km down to ~17 km.  An additional 18 potential landslides were also 
identified (see Supplementary Table S2 in Singer et al., 2012).   
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Regional concentrations of landslides (Fig. 3.4) are due primarily to the higher 
resolution image coverage and favorable viewing geometries in these areas, although the 
presence or absence of strong topographic variation is also important factor (i.e., the 
topographically highest section of the equatorial ridge coincides with one concentration 
of landslides).  Approximately equal numbers of intracrater landslides are observed in 
bright and dark terrain, and it should be noted that the difference between dark and bright 
terrain on Iapetus is widely viewed as superficial.  The leading hypothesis considers the 
dark material to be a coating on a fundamentally icy substrate (Spencer and Denk, 2010).  
One large blocky landslide occurs in dark material (within Malun, noted above), and one 
of similar scale occurs within bright material (northwest Engelier basin). Lobate 
landslides with very similar morphologies also occur in both the dark and bright 
material—along the equatorial ridge on the dark, leading hemisphere and at the periphery 
of the large basins on the bright, trailing hemisphere.  There are also approximately equal 
numbers of intracrater landslides observed on east-facing vs. west-facing crater rimwalls. 
3.3 Comparison with Landslides on Other Planetary Bodies 
Landslides on Iapetus are the largest and most numerous observed on any icy 
body, and rival the longest (and most voluminous) runout landslides seen elsewhere in 
the Solar System, for example, those associated with the steep canyon walls of the Valles 
Marineris system on Mars  (Lucchitta, 1979; Lucchitta, 1987; McEwen, 1989; Quantin et 
al., 2004) or with Euboea Montes on Io (Schenk and Bulmer, 1998).  With respect to icy 
worlds, mass movements of relatively modest scale (more akin to debris aprons) have 
been detected on Jupiter’s moon Callisto (Chuang and Greeley, 2000), instances are 
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known on Saturn's small moon Phoebe (Porco et al., 2005), and we identify two on 
Saturn’s moon Rhea in this work.   
3.3.1 Other Icy Satellite Landslides 
Compared with other icy moons, the landslides on Iapetus are anomalous in both 
runout length and number observed. For example, Chuang and Greeley (2000) examined 
830 craters on Callisto, in the limited number of medium-to-high resolution Galileo 
images, and found only 11 mass movement features, the longest of which has a runout of 
10 km.  In terms of landslide age, we presume that we are seeing the integrated effect of 
mass wasting over most of Solar System history (given the lack of endogenic activity on 
Iapetus). With the exception of avalanche scars, however, there is a bias towards 
identification of younger, morphologically clearer examples. For example, most of the 
landslides identified in Engelier basin (Figs. 3.2a, 3.3, and 3.6b; and see Table S2 in 
Singer et al., 2012) look relatively fresh and uncratered compared to the surrounding 
basin floor, implying they formed well after the impact basin itself. 
Rhea, with a diameter of 1528 km and a density of 1.24 g cm–3, is the satellite 
most similar to Iapetus in the Solar System. Despite this, and higher-resolution images 
than those of Iapetus, notable landslides of any substantial length are uncommon on Rhea. 
Rhea’s topographic variation is much more subdued in comparison with Iapetus (10 km 
as opposed to Iapetus’ 36 km range) and its surface is much more intensely battered by 
smaller-scale cratering.  Cometary bombardment rates are at least an order of magnitude 
higher on Rhea than on Iapetus (Dones et al., 2009). This reduces the driving 
gravitational potential for landslides on Rhea, and landslides that do form are more 
rapidly degraded morphologically. Fig. 3.5 shows both modest-scale, recent debris aprons, 
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and an older, overlapping set of lobate slides on Rhea. While not as spectacular as those 
on Iapetus, superior image resolution reveals additional details of landslide morphology, 
such as longitudinal furrows (Dufresne and Davies, 2009) (Fig. 3.5c), which are barely 
detectable in images of Iapetus landslides (e.g., Fig. 3.2a). 
3.3.2 Other Rocky Bodies 
Beyond Earth, Mars, long-runout landslides have also been observed on Venus 
(Malin, 1992), Jupiter’s moon Io (Schenk and Bulmer, 1998), and claimed on our own 
Moon (Howard, 1973; Harrison and Grimm, 2003), and Phobos (Shingareva and Kuzmin, 
2001; Porco et al., 2005). Iapetus’ value in this context is due to the large number (at least 
30) and scale of landslide features observed there, and the lack of complicating factors. 
For example, only a single example has been cited on Io (at Euboea Montes), though 
there are certainly more.  The lunar long-runout “landslide” in Howard (1973) is a 
regolith slide triggered by ejecta from the Tycho impact (thus its runout length may have 
been influenced by ejecta momentum and energy).  The “example” at Phobos, associated 
with crater Stickney (Shingareva and Kuzmin, 2001), is based on variation in impact 
crater density on the rim, not on primary geomorphology. Examples at Venus are largely 
unequivocal (Malin, 1992), but the high surface density of the Venus atmosphere (65 kg 
m–3) implies an important role for atmospheric support, making landslides there more 
similar to wet debris flows or turbidites on Earth. 
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3.4 Landslide Morphometry 
Observed landslide lengths range from a resolution-limited 7 km to up to 80 km, 
with the longest runouts observed at large impact basin walls (e.g., Engelier, Fig. 3.2) and 
the equatorial ridge.  Drop heights were measured from stereo-derived topography 
(examples in Fig. 3.6 and 3.7).  Values for drop height range from ~1 to 12.5 km, with 
the tallest scarps being the ridge or large basin walls (Table 3.1).  Maximum landslide 
velocities for these drop heights, assuming free fall conditions, would be ~20-to-75 m/s 
(gravity on Iapetus is 0.224 m s–2).   As described in the Methods (section 3.8), measuring 
landslide volume (V) was only possible for a few (three) landslides on Iapetus (Fig. 3.7, 
Table 3.1). The ridge avalanches are both of order 2 x103 km3, while the Malun slide, at 
12.4 ± 3.1 x 103 km3, is volumetrically larger than all the martian slides in Quantin 
(2004) and rivaled only by the Euboea Montes slide at Io (Schenk and Bulmer, 1998). 
These relatively large volume slides all have H/L values (0.12 to 0.135) at the low end of 
the range seen on Iapetus, and are similar to values for the largest martian landslides.  
We have also remeasured debris aprons on Callisto from Moore et al. (1999) (H/L 
values given in Fig. 3.5), so as to have a consistent H and L data set for all three icy 
satellites (Iapetus, Rhea, and Callisto). Length measurements were made on original 
Galileo images of Callisto. As in Moore et al. (1999), only a handful of the 11 debris 
aprons identified in Chuang and Greeley (2000) were suitable for morphometric analysis. 
Drop heights were directly determined from shadow-length measurements, except in one 
case where there was no appropriate wall shadow to measure (see Table S2 in Singer et 
al., 2012, Callisto slide 5). In this case H was determined from a photoclinometrically 
derived DEM (McKinnon and Schenk, 2008).  
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3.5 Landslide Mobility and Implied Coefficients of Friction 
The ratio of runout length to drop height (L/H) gives a measure of the efficiency 
or mobility of an avalanche; its inverse (H/L) is an approximation to the coefficient of 
friction of the sliding debris, and is useful as a comparative measure (e.g., McEwen, 
1989; Collins and Melosh, 2003; De Blasio, 2011a).  In Fig. 3.8 we plot H/L for our 
Iapetus avalanches (both blocky and lobate) as a function of runout length (a proxy for 
volume), along with values from other Solar System bodies for comparison.  The offset 
trends of decreasing H/L with increasing landslide length (or volume) for rock avalanches 
on the Earth and landslides on Mars have been known for some time (McEwen, 1989; 
Collins and Melosh, 2003; Harrison and Grimm, 2003; Quantin et al., 2004).  Notably, 
the H/L for Iapetus landslides do not trend downward with increasing L, but scatter in the 
range 0.1–0.3 regardless of length.  This is consistent with frictional control on runout 
length, but unlike the terrestrial and martian trends (see linear fits), does not indicate a 
role for a gravity-independent yield strength, such as predicted by Bingham or acoustic 
fluidization models (McEwen, 1989; Harrison and Grimm, 2003).   
The range of H/L for Iapetus landslides is, moreover, bounded.  Values in excess 
of 0.3, typical for small terrestrial rock avalanches and martian landslides (Hsu, 1975; 
Collins and Melosh, 2003; Quantin et al., 2004), are not seen; neither are exceptionally 
low values of H/L << 0.1, typical of terrestrial submarine landslides and mudflows (e.g., 
Hampton and Locat, 1996).  When broken out by landslide type (Fig. 3.8), landslides 
identified as lobate have somewhat higher effective coefficients of friction than those 
identified as blocky for the same runout distance. However, the overall H/L range for 
each type is similar.  In addition, the effective landslide friction coefficient is not 
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different at different locations on Iapetus (Fig 3.9): landslides on the equatorial ridge and 
large basin walls have the same average H/L as intracrater landslides found in smaller 
craters.  When either lobate or blocky landslides are considered alone, however, there is 
some indication of decreasing H/L with L.  The trends are not strong, though; weighted 
least-squares fits of H/L vs. log L yield slopes of –0.38 ± 0.22 and –0.21 ± 0.10 for lobate 
and blocky landslides, respectively, which are consistent with zero slope at the 2σ level. 
We conclude that whereas friction must be an important governing rheological 
parameter for landslides on Iapetus, the effective coefficients of friction implied are 
significantly less than those generally thought applicable to static or sliding friction of 
dry rock, e.g., Byerlee’s rule (Jaeger et al., 2007).  More to the point, the effective 
coefficients of friction are much less than that measured for very cold (77-to-115 K) 
water ice in the laboratory (0.55–0.7 at the overburden pressures characteristic of Iapetus 
landslides, <5 MPa)  (Beeman et al., 1988).   
3.6 Landslide Mechanics and Implications for Friction in Icy 
Geologic Settings 
Iapetian landslides have low-to-modest effective coefficients of friction.  On 
Earth and Mars, similar values are often thought to imply basal pore pressure support by 
water or trapped gas (Harrison and Grimm, 2003).  Subsurface temperatures on Iapetus, 
time-averaged, are quite low, less than 100 K on the dark hemisphere and less than 75 K 
on the bright (Kimura et al., 2011), so the influence of liquid water or water vapor seems 
dubious (though we consider CO2 below).  Ice friction is a function of temperature and 
sliding velocity, however, and for sufficient sliding velocities (easily met by the 
landslides in this study) and temperatures warmer than –30 °C or so, the friction 
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coefficient for ice can be 0.1 or less (Maeno and Arakawa, 2004; Kietzig et al., 2010).  
As commonly experienced, ice is slippery.  We suggest that frictional dissipation along 
cold sliding ice surfaces within and near the base of landslides on Iapetus may have 
raised temperatures on these surfaces into the “slippery” regime, and permitted the 
relatively long runouts observed.  Such a mechanism is obviously not directly applicable 
to terrestrial sturzstroms, but it is related in principle to hypotheses of landslide 
lubrication by basal melt layers, psuedotachylite or “frictionite” (Erismann, 1979; De 
Blasio and Elverhøi, 2008; Weidinger and Korup, 2009), and the energetics are favorable 
(see below).  Most importantly, if true, it implies a commensurate reduction in friction 
along faults within icy crusts, in a manner similar to that proposed for faults in rock (Di 
Toro et al., 2011; Goldsby and Tullis, 2011). 
Whether low ice friction is the single most important rheological parameter 
governing landslide motion on Iapetus or whether a Bingham (viscoplastic) or acoustic 
fluidization rheology is also needed should be tested via numerical landslide modeling 
(Harrison and Grimm, 2003).  The H/L values for ice avalanches on Iapetus do imply 
some mechanism to lower the internal friction of the sliding mass.  Acoustic fluidization 
is a possibility, but as noted, the lack of a distinct overall H/L vs. L trend does not require 
it (i.e., to assume acoustic fluidization would be ad hoc).  In this regard, from a scaling or 
dynamic similarity point-of-view, landslides on Iapetus are equivalent to slides on (icy) 
Callisto that are reduced in linear dimension by a factor of 6 (so that the product ρgH or 
ρgL, where g is gravitational acceleration and ρ is density, remains constant), and 
equivalent to even smaller landslides on Mars (an additional reduction factor of 7.5, for a 
total factor of 45, due to Mars’ greater gravity and material density).  Thus it may not be 
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so unusual that iapetian landslides do not show decreasing H/L with increasing L over the 
range of L in Fig. 3.8; to test for the influence of a non-gravity-dependent yield strength, 
more observations of landslides of even greater scale on Iapetus might be required, or 
(more likely to be realized in practice) recognition of sufficiently small landslides of 
greater H/L (as may be the case for Callisto and possibly Rhea; Fig. 3.8).  In terms of a 
Bingham rheology, we note that order of magnitude estimates of landslide yield strength 
on Iapetus (where slopes can be constrained) are consistent with dry as opposed to fluid 
saturated debris (Supplementary Information).   
The simplest explanation for reducing internal friction in large ice avalanches is 
shear heating along sliding, icy contact surfaces.  The characteristic, specific potential 
energy release during an avalanche is gH, which for H = 1-to-12.5 km on Iapetus (Table 
3.1) equates to 0.2-to-2.8 kJ kg-1.  These values can be compared to the ~200 kJ kg-1 
required to bring water ice from 100 K to a slippery 250 K or the 335 kJ kg-1 needed to 
melt it (Petrenko and Whitworth, 1999).  It is clearly much easier to warm ice until it is 
slippery than to melt it; moreover, any liquid water would rapidly be expelled from 
sliding surfaces, because any icy sturzstrom would be dilatant and porous.  Hence we 
favor modest heating over melting as a friction reduction mechanism.  The volume 
fraction of heated ice would nevertheless be small, 0.1 to 1.4% of the total for the drop 
heights above.  What these percentages imply is that for friction reduction to be effective, 
dissipation must be localized along one or more sliding surfaces, not distributed 
throughout the body of the icy landslide (see additional discussion in Supplementary 
Information). 
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Slippery ice is not an argument for lubrication by frictional melt (water) or pore 
pressure support.  One mechanism proposed for friction reduction in ice itself is, however, 
surface “premelting” (Rosenberg, 2005), although this phenomenon is actually not 
obvious or agreed upon (Petrenko and Whitworth, 1999; Kietzig et al., 2010).  If 
premelting does occur, then a small but non-trivial water vapor pressure is implied.  The 
vapor pressure of both ice and supercooled water near -30° C is just a few 10s of Pa 
(Petrenko and Whitworth, 1999), which given the internal pressures in large landslides on 
Iapetus, would seem easy to maintain on sliding surfaces in contact.  Fundamentally, our 
point is that ice possesses a well established property such that, for sufficient sliding 
velocity and temperature, dynamic friction is quite low (Maeno and Arakawa, 2004; 
Kietzig et al., 2010).  Whether such low sliding friction can be demonstrated for initially 
cold (<100 K) ice in a vacuum has not been experimentally attempted (to our knowledge), 
but would be an important and direct test of the hypothesis we offer here. 
On Callisto, there is clear evidence for landform evolution by sublimation 
degradation (presumably loss of CO2 ice), and this has been implicated in debris apron 
formation there, at least in terms of undercutting (Moore et al., 1999; Chuang and 
Greeley, 2000). Similarly, landform (crater) evolution on Hyperion (the moon that orbits 
between Iapetus and Titan) appears to require volatile loss (Howard et al., 2012). Could 
loss of CO2 ice contribute to weakening of Iapetus’ crust? On the face of it, subsurface 
temperatures are too low to mobilize CO2 ice, but CO2 (possibly of photochemical origin) 
has been detected associated with dark material on Iapetus (Palmer and Brown, 2008). If 
CO2 ice is a primordial component of Iapetus’ crust, frictional heating and release (as a 
gas, landslide pressures being too low for liquid CO2) could conceivably contribute to 
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landslide mobilization there. We stress, however, that there is no morphological evidence 
for sublimation degradation on Iapetus, and the involvement of CO2 in landslide 
mobilization on Iapetus is a speculation we mention for completeness. 
3.7 Implications for Iapetus’ Equatorial Ridge and Overall 
Surface Evolution 
The relative bounty of landslides on Iapetus is likely due to several factors.  One 
would be the spectacular topography found there, and another the extreme age of the 
surface as implied by crater counts (Giese et al., 2008).  Iapetus has some of the greatest 
topography relative to its size of any body in the solar system, with large impact basin 
rims higher than 10 km and the equatorial ridge reaching ~20 km in height (Fig. 3.10).  
Maintenance of such variations, and the global nonequilibrium shape, imply a thick ice 
lithosphere and relatively low heat flows, and are consistent with a lack of active 
tectonics and (cryo)volcanic activity over Iapetus’ long history (Singer and McKinnon, 
2011).  As such, landslides on Iapetus are most likely to be triggered over time by nearby 
impacts or by seismic effects of large, distant impacts.  In addition, Iapetus’ orbital 
position far from Saturn means relatively low gravitational focusing and a relatively low 
rate of cometary bombardment, compared with other icy satellites (Dones et al., 2009).  
This has likely permitted the survival of marginally stable slopes over geologic time, and 
markedly reduced the rate of impact degradation of all landforms over time, especially by 
so-called “sesquinary” impactors (bolides generated internal to the Saturn system, 
discussed further in Chapter 6). 
The sculpting of Iapetus’ topography by mass wasting, both along the equatorial 
ridge and the rims of large impact basins, is remarkable.  The implication is that the 
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surface and upper crust of the satellite is, along with the factors noted above, largely 
unconsolidated.  This is consistent with dominance of impact cratering, as opposed to 
other resurfacing processes over geological history, and the non-volatile nature of the 
volumetrically dominant crustal mineral (water ice) at the low temperatures and pressures 
of the subsurface.   
The strongly backcut and fluted impact basin rims on Iapetus are particularly 
unusual (see Fig. 3.6b and Fig. 3.11), and similar morphologies are generally not seen 
around large impact craters and basins in the Solar System.  In terms of comparably sized 
structures on other midsized icy satellites, the degraded basins on Rhea bear some 
resemblance, but the relatively young and undegraded Odysseus basin on Tethys does not.  
This suggests that an additional factor may be in play on Iapetus.  One possibility is a 
more volatile ice component, such as CO2 (discussed above).  We note that the most 
crenulated portions of the Engelier basin wall are associated with a depression (Fig. 3.6b), 
likely related to Engelier forming over an older, large basin (called Gerin).  The majority 
of landslides in Engelier occur in this eastern section (Figs. 3.2a and 3.4) and may be 
related to a reduced structural integrity due to the Gerin impact.  
Regarding the equatorial ridge, the ridge shows diverse morphologies where it is 
visible.  The mountainous peaks on the ridge are variable, sometimes sharp and steep, 
and at other places rounded, flat-topped or exhibiting multiple parallel ridge crests.  
Landslides and alcoves are most prevalent in the tall, steep sections.  Along with 
cratering, much of this variability, and variable preservation along strike, can be 
attributed to mass wasting altering the appearance of the ridge over time (Fig. 3.10).  The 
ridge does not appear to be constructed of particularly coherent material.  No matter how 
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the ridge originally formed (Dombard et al., 2012),  it has since been considerably altered.  
Ridge flank slopes are neither pristine, nor in the long term, stable.  Arguments against an 
exogenic origin for the ridge based on slope angles (Giese et al., 2008) should take these 
observations into account. 
3.8 Methods  
Landslides were identified in original Cassini mission images, with resolutions as 
high as 450 m/pixel on Iapetus’ bright, trailing hemisphere and as high as 870 m/pixel on 
its dark, leading hemisphere (from the September 2007 and December 2004 close 
encounters, respectively).  Landslides were then mapped in ArcGIS, and runout lengths 
were measured geodesically.  Stereo topography was used to determine landslide drop 
heights, and in some cases, landslide deposit thicknesses (Fig. 3.7a).  Sufficient Cassini 
images exist to construct a global digital elevation model (DEM) covering 80% of 
Iapetus’s surface, using an automated stereo photogrammetry method based on scene-
recognition algorithms (Schenk and Bulmer, 1998; Schenk et al., 2004).  Spatial 
resolutions are controlled by the lower resolution image in the stereo pair and, using this 
method, are further reduced by a factor of 3 to 5.  Stereo coverage exists in all areas of 
interest (i.e., where landslides have been positively identified).  Vertical precisions were 
calculated via standard stereo technique from mrp(tane1 + tane2), where m is the accuracy 
of pixel matching (0.2–0.3), rp is pixel resolution, and e1 and e2 are the emission angles of 
the stereo image pair, and reach ±150 m over the highest section of the Iapetus ridge.   
Drop heights (H) were measured from the head of a given landslide scarp to the 
top of the toe of the corresponding landslide deposit, which is a “best practice” using 
topography alone to approximate the vertical displacement of the center-of-mass of a 
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given landslide (McEwen, 1989; De Blasio, 2011a).  Heights were determined from 
topographic profiles along the same line as the length (L) was measured (typically down 
the center of the landslide).  We also examined profiles to either side of the center axis of 
the landslide.  In case of variability in the height of the head of the scarp or toe of the 
deposit, an average of several profiles was used.  The stereo DEM is referenced to 
Iapetus’ biaxial figure.  Iapetus’ global figure is, as noted, non-hydrostatic.  Iapetus’ 
dynamic topography due to its fossil bulge is thus greater by ~14 km equator-to-pole.  
We do not “correct” our drop heights to account for this, but note that the largest change 
is an increase by 150 m for one (north-south) ridge landslide (number 2); east-west 
landslides and east-west topography are unaffected. 
Volume (V) determinations for landslides on Iapetus are limited to those few sites 
where the pre-avalanche scar geometry can be reasonably estimated (such as along the 
flat-topped section of the equatorial ridge; Fig. 3.7b) or where landslide volume can be 
determined directly from the DEM (i.e., Malun crater; Fig. 3.7a).  In other cases, such as 
the eastern wall of Engelier basin (Fig. 3.2b), the avalanche scar is clear, but the landslide 
is composed of multiple overlapping lobes that were apparently emplaced over time; in 
this case the avalanche scar volume would be a severe overestimate for any single 
landslide lobe.  Initial aspect ratios can also be determined from the same pre-avalanche 
scar geometry for equatorial ridge slides; for the Malun slide we reconstruct the pre-
avalanche geometry assuming the landslide volume extended from the crater floor to the 
headscarp. 
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Table 
Table 3.1  Iapetus Landslide Data 
 
ID 
Morpho-
logic 
Classifica
-tion 
Latitude 
(deg) 
Longitude 
(deg) Location 
Run-out 
Lengtha 
L (km) 
Drop 
Heightb, H 
(km) 
H/L Volume, V (km3) 
Crater 
Diameter 
(km) 
1 Lobate -45 113 Engelier 80.0 10 ± 1 0.125 ± 0.013  450 
2 Lobate -1 -155 Ridge 80.0 9.5 ± 0.26 0.119 ± 0.003 
1,600 ± 
400  
3 Lobate -51 135 Gerin 70.0 10.5 ± 0.7 0.150 ± 0.01   
4 Lobate -42 76 Engelier 65.0 10 ± 1 0.154 ± 0.015  450 
5 Lobate -1 -152 Ridge 60.0 8 ± 0.26 0.133 ± 0.004 
3,000 ± 
750  
6 Lobate 2 -158 Ridge 60.0 11.5 ± 0.26 0.192 ± 0.004   
7 Lobate -42 134 Gerin 58.0 7.5 ± 0.25 0.130 ± 0.012   
8 Lobate 2 -154 Ridge 55.0 12.5 ± 0.26 0.227 ± 0.005   
9 Lobate 2 -149 Ridge 36.0 9 ± 0.26 0.25 ± 0.007   
10 Lobate 42 80 Ogier 21.0 6 ± 1 0.286 ± 0.048  95 
11 Lobate -6 -142 Near Ridge 11.0 2.5 ± 0.26 0.227 ± 0.024   
12 Lobate -1 -178 Ridge      
13 Lobate 3 -173 Ridge      
14 Lobate -32 113 Engelier  10 ± 1   450 
15 Lobate -53 103 Engelier  5 ± 1   450 
16 Blocky 5 -44 Malunc 55.0 - 75.0 7 - 9 
0.119 ± 
0.015 
12,400  ± 
3,100 130 
17 Blocky 54 100 Charlemagne 45.0 5 ± 1 0.111 ± 0.022  83 
18 Blocky 40 -40 Leading 36.0 4 ± 0.25 0.111 ± 0.007   
19 Blocky 36 -39 Leading 25.0 3 ± 0.25 0.12 ± 0.01  65 
20 Blocky -5 -161 Near Ridge 17.0 2 ± 0.26 0.118 ± 0.015  35 
21 Blocky -40 70 Anseis 13.5    43 
22 Blocky 46 -64 Leading 12.5 2.5 ± 0.25 0.200 ± 0.02   
23 Blocky 6 -141 Near Ridge 10.5 1 ± 0.26 0.095 ± 0.025  24 
24 Blocky 23 -42 Leading 10.5 1.5 ± 0.25 0.143 ± 0.024  36 
25 Blocky 13 -58 Leading 10.0 1.5 ± 0.25 0.150 ± 0.025  26 
26 Blocky 22 -62 Leading 7.0 1.5 ± 0.25 0.214 ± 0.036  26 
27 Blocky -30 83 Engelier     450 
28 Avalanche Scar -1 -161 Ridge      
29 Avalanche Scar 0 -165 Ridge      
30 Avalanche Scar 2 -175 Ridge      
Rhea1 Lobate -11 111 Inktomi 5.5 3.0 ± 0.07e 0.545 ± 0.013  47 
Rhea2 Lobate 4 56 Xowalaci 18.7 3.2 ± 0.2 0.171 ± 0.011  45 
Callisto1 Lobate -8 9 Intercrater 5.6 0.5 ± 0.05 0.098 ± 0.009  12 
Callisto2 Lobate 25 141 Intercrater 4.3 0.9 ± 0.034 0.216 ± 0.008  14 
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Callisto3 Lobate 26 141 Intercrater 3.2 1.0 ± 0.035 0.32 ± 0.011  11 
Callisto4 Lobate 28 143 Intercrater 2.9 0.9 ± 0.034 0.307 ± 0.012  10 
Callisto5 Lobate 18 142 Intercrater 2.4 0.4 0.185  12 
aHorizontal distance from the scarp to toe of landslide;  bMeasured from the top of the landslide alcove to 
the top of the landslide toe. cMalun is unique in that it is wider than it is long, thus a range of lengths and a 
range of drop heights are given as representative of the variation.  The error in the height for this case is 
taken to be 1 km (from 8 ± 1 km range in heights) rather than the stereo precision of 0.25 km.  The average 
H/L is given. In Figure 3.8 and 3.9 the average length and average H/L are plotted. eAssuming collapse 
initiates at rimscarp. 
Figures 
 
 
Figure 3.1  Example blocky landslides on Iapetus.  Blocky landslides are those with a 
massive, hummocky surface texture (presumably made up of large blocks) and with steep 
frontal margins.  a, Type example is the large landslide in Malun crater.  This landslide 
has blocks or textural aspects on the scale of several hundred meters to several km, with 
an estimated volume V ~105 km3 and H/L ~ 0.12.  b, Blocky landslide in the bright 
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material of Charlemagne crater (H/L ≈ 0.11).  For Figs. 3.1-3 white arrowheads indicate 
the approximate illumination direction.  Landslide measurements and locations are given 
in Table S2. 
 
Figure 3.2  Example lobate landslides on Iapetus.  Lobate landslides have both 
smoother surface texture (at least at the resolution limit they are observed at, which is 
higher in most cases than that of the blocky landslides), indicating they are likely made 
up of smaller blocks/debris, and lobate margins, the latter of which are not as tall and/or 
steep as in the case of blocky landslides (Fig. 3.1).  a, Type example, near the eastern 
wall of Engelier basin, has several overlapping lobes and lobate margins (H/L ≈ 0.13).  b, 
Lobate landslide near the eastern wall of Gerin basin (H/L ≈ 0.15).  North is up both 
images.   
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Figure 3.3  Landslide modification of Iapetus’ equatorial ridge.  a, Section of the 
equatorial ridge illustrating both lobate landslides with sharp-walled alcoves (arrows 
outline toe of deposits, with V ~104 km3 and H/L ≈ 0.13 for slide at lower left). More 
degraded avalanche scars (dotted outlines) are alcoves with no visible landslide flows, 
presumably the sites of ancient landslides.  There is widespread modification of the ridge 
through mass wasting.    b, inset from a, and one of the highest resolution images (48 m 
px-1) of an Iapetus landslide, shows a lobate landslide with raised lateral margins or 
levees.   
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Figure 3.4 Map of landslide locations and types on Iapetus.  The uneven distribution 
is due primarily to the variable resolution of the images returned by the Cassini mission 
during its two close encounters. Data plotted in Figs. 3.8 and 3.9 are for locations where 
drop height and runout length could be reliably measured (where the landslide margin is 
discernable and topography is available; see Tables 3.1 and Table S2 in Singer et al., 
2012).   
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Figure 3.5  Images and topography of landslides on Rhea.  a, Stereo-derived DEM 
overlaid on orthographic image of Inktomi crater (48-km diameter; 111°W, 11°S) and 
surroundings. Inktomi is the youngest major impact on Rhea (Schenk et al., 2011; 
Stephan et al., 2012).  b, High-resolution detail (34 m per pixel) shows two, 2.5-km wide, 
lobate debris aprons at the foot of the NE rimwall (arrows); for the larger of the two H/L 
= 0.43 (assuming collapse from the full rim height).  c,d, High-resolution image (35 m 
per pixel) of portion of interior of Xowalaci crater (50-km diameter; 56°W, 4°N), with 
and without DEM overlay. Lobate slide (arrow left, H/L = 0.17) appears to be only the 
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last of a series, with earlier avalanches extending to the southeast (arrow right); avalanche 
alcove originates at a 9-km crater, superposed on the Xowalaci rim. North up in all 
frames. 
 
 
Figure 3.6  Stereo-derived digital elevation models of Iapetus’ surface.  a, Portion of 
Iapetus’ equatorial ridge and b, Engelier basin, overlaid on simple cylindrical and 
orthographic image bases, respectively. The ridge image base exhibits layover (parallax 
distortion) due to the extreme viewing angle of the original images.  Both ridge and basin 
rim exhibit large lobate landslides (numbered, see Supplementary Table S2 in Singer et 
al., 2012).  
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Figure 3.7  Volume estimation for Iapetus landslides. a, Malun landslide volume 
estimate was determined from the elevations within the area outlined in blue (5300 km2) 
compared with elevation of smooth crater floor material (outlined in red). b, Ridge 
avalanche volume estimates were based on parallelepiped approximation to alcove 
volume; ID numbers refer to Tables 3.1.  
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Figure 3.8  Iapetus landslide mobilities in comparison.  Shown are measurements for 
1) terrestrial subaerial landslides (from ref. 46), 2) martian landslides in Valles Marineris6, 
a high-resolution dataset that supersedes earlier Viking-based measurements5, 3) debris 
aprons within several craters on Jupiter’s moon Callisto (updated from ref. 46), and 4) 
landslides within two young craters on Rhea, the saturnian moon most comparable to 
Iapetus (Fig. 3.5).  H/L and L are proxies for the coefficient of friction and volume, 
respectively.  Iapetian landslides exhibit a range of friction values (mobilities) similar to 
that of Earth and Mars, but do not show the same trend of decreasing H/L with increasing 
L.  Standard stereo errors are indicated.   
 
 
86  
   
Figure 3.9  Iapetus landslide mobility data broken out by geological context 
(equatorial ridge vs. intracrater).  Linear fits to the terrestrial and martian data are from 
Moore et al. (1999), and Quantin (2004) respectively.  
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Figure 3.10 Polar stereographic projection of Iapetus’ topography. North pole is at 
center and the 0° meridian extends toward the bottom. Malun crater is seen at the 7 o’clock 
position, nestled inside the 550-km-diameter Turgis basin. Scale bar indicates elevation.  
This polar projection of Iapetus’ topography illustrates both the precise placement of the 
great mountain ridge on Iapetus’ equator and the ridge’s variable elevation along strike. Part 
of the latter is clearly caused by subsequent, superposed major impacts, but part is due to the 
piecemeal collapse of the ridge, which forms long-runout landslides and lowers the average 
topographic slope of the ridge. 
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Figure 3.11 Orthographic projection of Iapetus image mosaic centered on Engelier 
basin (460-by-490 km diameter; -42° latitude, 265° W longitude). North is up. This figure 
illustrates the irregular and crenulate outline of Engelier basin. Mass wasting in the form of 
landsliding, scarp retreat, and alcove formation has clearly expanded and distorted (in plan) 
the rim of this impact structure, and even moreso the rim of Gerin basin to the southeast, 
which Engelier overlaps.  
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Chapter 4: Circular and Subcircular Endogenic Features 
on Europa: Evidence for Diapiric Upwelling from 
Morphology and Morphometry 
 
Summary (abstract from paper draft) 
One of the clearest but unresolved questions for Europa is the thickness of its icy 
shell.  Europa’s surface is resplendent with geological features that bear on this question, 
and ultimately on its interior, geological history, and astrobiological potential.  This 
chapter characterizes the size and topographic expression of features created by circular 
and subcircular endogenic thermal and tectonic disturbances on Europa: pits, uplifts, and 
small, subcircular chaos (i.e., we ignore impact craters).  We map the complete medium-
resolution Galileo regional maps (RegMaps), as well as high-resolution regions.  While 
limited in extent, the latter are extremely valuable for detecting smaller features and for 
overall geomorphological analysis.  A peak in the size-distribution for all features is 
found at ~5–6 m in diameter and no pits smaller than 3.3 km in diameter were found in 
high resolution imagery.  Additionally, there is a trend for larger pits to be deeper.  Our 
data support a diapiric interpretation (as opposed to purely non-diapiric, melt-through 
models) and place a lower limit on ice shell thickness at the time of feature formation of 
3-to-8 km, depending on the composition of the ice and underlying ocean. 
4.1 Introduction 
Constraining the thickness of the ice shell on Europa and the geological processes 
occurring in it are a key to understanding this icy world and its potential habitability (e.g., 
Collins and Nimmo, 2009; Greeley et al., 2009; Hand et al., 2009; McKinnon et al., 2009; 
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Nimmo and Manga, 2009).  We focus in this chapter on features generally agreed to have 
been created by endogenic processes in Europa’s ice shell or ocean: pits, uplifts, and 
subcircular chaos.  Pits and uplifts are defined by their positive or negative topographic 
expression, respectively.  Pits and uplifts generally retain pre-existing surface structures 
such as ridges, while chaos specifically refers to areas where the surface is broken up, in 
some cases to the point of destroying all original surface topography.  Although circular, 
impacts are an exogenic geologic process and thus not considered here.   
Several research groups have mapped these features and came to different 
conclusions about their formation mechanism.  Greenberg et al. (2003) mapped sub-
circular features with clear topographic expressions, but explicitly left out chaos regions 
previously mapped (Greenberg et al., 1999; Riley et al., 2000).  Greenberg et al. (2003) 
work concluded that a continuous range of feature sizes existed, with exponentially 
increasing numbers of small features, down to the resolution limit.  This distribution was 
considered to be in support of a very thin ice shell (less than a few km thick) and a “melt-
through” model of feature formation, where localized heating thins the shell, exposing 
water below.  Near-equatorial mapping by Spaun et al. (2001; 2004) and Spaun (2002) 
focused on large and small chaos regions, but also noted pits and other features.  Their 
mapping found a peak in size distribution near ~5 km and declining numbers of smaller 
features.  This distribution was interpreted as an indication of a diapiric formation model, 
which implies a thicker ice shell heated from below that induces the buoyant rise of 
warmer ice masses (Pappalardo et al., 1998; Pappalardo and Barr, 2004).  The relative 
merits of different formation mechanism hypotheses for chaotic terrain and other 
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upwelling features have been discussed in many sources (Collins et al., 2000; Goodman 
et al., 2004; Nimmo et al., 2004; Collins and Nimmo, 2009).   
We have mapped all circular and subcircular features plausibly created by 
upwellings or other endogenic processes in the size range of 1 to 50 km in diameter and 
incorporated previously unavailable topographic data as an aid to mapping and 
characterization of features.  Results of this new mapping show decreasing numbers of 
small features, and a peak in the size distribution for all features at ~5–6 km in diameter.  
Topography was also used to find the depths and heights of pits and uplifts in the mapped 
regions.  A general trend of increasing pit depth with increasing pit size was found, a 
correlation more easily understood in the context of a diapiric hypothesis for feature 
formation.   
The chapter proceeds as follows.  Mapping techniques are summarized in section 
4.2, and the results are given in section 4.3.  Section 4.4 compares the results to those of 
previous studies and discusses the implications of these results for formation mechanisms 
and ice shell thickness.  A summary of our main findings and outlook for future work are 
given in section 4.5. 
4.2 Subcircular Endogenic Features on Europa 
4.2.1 Mapping Methods 
Our mapping was conducted over the two large, N-S mosaics taken during the 
Galileo mission’s regional mapping campaign (East and West RegMaps) and over all 
images at higher resolutions (~6-to-200 m px-1).  Figure 4.1 provides an overview of 
mapped locations, and Fig. 4.2 displays features mapped on the RegMaps.  Base image 
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mosaic resolutions are 220 and 210 m px-1 for the East and West maps, respectively.  The 
vertical (north-south) resolution of the original RegMap images decreases somewhat 
poleward, as Galileo viewed the surface more obliquely at higher latitudes (up to ~440 m 
px-1 at the greatest poleward extents).  The total area of the RegMaps covers ~9% of the 
surface of Europa.  Two areas are the richest in circular and subcircular features: the 
southern section of the East RegMap (leading hemisphere; Fig 4.2b) and the northern 
section of the West RegMap (trailing hemisphere; Fig 4.2c).   
Features were identified based on morphology and further classified based on 
topography (Fig. 4.3).  All circular to subcircular features were mapped, including pits, 
uplifts and chaos.  We did not map all incidents of non-circular chaos, as previous studies 
have focused on these (Riley et al., 2000; Spaun, 2002; Figueredo and Greeley, 2004), 
but instead demarcated large expanses of essentially interconnected chaos as “regional 
chaos”.  Individual feature types are defined as follows: 
• Pits are circular to elliptical features with a negative topographic expression and 
little to no apparent surface disruption (pre-existing surface ridge structures are 
largely preserved). 
• Uplifts are subcircular features with a positive topographic expression and little to 
no apparent surface disruption. 
• Subcircular chaos regions are surface areas with a hummocky disrupted texture 
distinct from their ridged surroundings (including a few high standing tilted 
blocks that appear to be lone peaks at the current resolution but may be part of 
chaos regions).  Some, but not all, are associated with a darker albedo compared 
to the surrounding plains.  
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• Spots are generally defined as low albedo areas with no discernable topographic 
expression and little to no apparent surface disruption.  Any features that would 
have had this classification in the RegMaps were small, and deemed likely to be 
chaos with texture too small to be discerned in the resolution limit.  Only a few 
features fell into this category, and were classified with chaos.   
All of these features likely lie in a continuum of surface expressions from a 
similar mechanism of subsurface upwelling (Collins and Nimmo, 2009).  For the 
purposes of utilizing the topographic data, they are defined as separate units.  The dark, 
subcircular chaos features in this study would have been called lenticulae (a broad, 
nongenetic term stemming from the Latin word for freckles) as viewed in lower 
resolution Voyager images.   
We identified features visually, and then used topographic profiles to confirm and 
define their extent.  For pits and uplifts, the inversion point in the topography—where the 
slope transitions from the steep slope of the feature wall/side, into the shallow-to-flat 
slope for the surrounding terrain—was selected as the feature edge where possible.  The 
edges of each feature were tied to inversion points in the topography with four to six 
profiles (examples in Fig. 4.4).  Partial features (those which appear to continue outside 
of the image boundary) are not included in the results below.  Depressions bounded on all 
sides by ridges (as in, the pit-like topography could be due simply to the fact that ridges 
are raised features) were not included.  The appendix to this chapter discusses in detail 
what features were included, or not, in the data set.  It also describes how the number of 
features changes with more or less conservative feature definitions, but the basic results 
given in the next section remain the same.   
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4.2.2 High Resolution Mapping 
All Galileo images with resolutions between ~6 and 200 m px-1 were searched for 
the features described above.  Images where features were found ranged from 26-to-100 
m px-1 and had varied lighting geometries (phase angles from ~30° to 119°).  Although 
highly limited in extent, high resolution images complement the moderate resolution 
RegMaps.  High resolution imagery allows a search for features smaller than would be 
discernable on the RegMaps (discussed further below) and permits a more detailed 
examination of feature morphology.  Example features in Fig. 4.5 illustrate how some 
pits clearly preserve preexisting ridged terrain.  Even the very limited, high resolution 
image data set available for Europa exhibits many examples of “transitional” 
morphologies, supporting the idea that these may be a continuum of features formed by a 
similar mechanism.  At high resolution the line between uplifts and chaos is blurry.   
4.2.3 Topographic Data 
 Topographic data were derived from albedo-controlled photoclinometry and 
crosschecked with stereo data where possible (see methods in Schenk, 2002; Schenk et 
al., 2004; Singer et al., 2012).  Low-phase-angle images were used to model the surface 
albedo and significantly decrease systematic error in the topography derived from 
photoclinometry, but not all albedo effects can be removed.  Due to the integrative nature 
of photoclinometry, errors in calculated slopes accumulate over large distances.  This 
primarily affects large-scale variations in topography, for example, the topography on 
either side of a broad dark band may be artificially raised or lowered.  For mapping of 
small features, such as those in this chapter, this error does not accumulate substantially.  
The vertical error per pixel in the topographic data set can be derived from the error in 
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the slopes calculated for each pixel by photoclinometry, which are ~1-to-2 degrees for the 
regional maps (P. Schenk, personal communication).  This equates to a vertical error of 
~4-to-7 m per pixel at Regional Map resolutions.  The systematic error in the 
depth/height of features given in the following section is more difficult to quantify as 
each feature is unique, and there may be small effects from both the error inherent in the 
photometric function or small scale albedo effects.  For features with more uniform 
photometric properties, random accumulating errors should be on the order of n  x the 
pixel height error, where n is the pixel scale of the feature of interest. 
4.3 Results 
4.3.1 Size-frequency Distribution 
Feature areas were calculated geodesically in ArcGIS, and their size is 
represented by the equivalent diameter (D) of a circle with the same area.  A summary of 
the number and average diameters of mapped features is given in Table 1.  For all feature 
types combined in the East RegMap we find effective diameters to be approximately log-
normally distributed, with a peak between 4 and 7 km (Fig. 4.6a).  For all features in the 
West RegMap effective diameters have a slightly broader peak from ~4 to 9 km (Fig. 
4.6b).  Looking at pits alone, both the East and West RegMaps have a peak (mode) near 5 
km.  There are fewer uplifts overall, but those on the East RegMap display a very broad 
peak around 3 to 8 km and those on the West RegMap have a peak near 5-to-7 km.  We 
also note geographic clustering (sometimes linear) of pits and small chaos features of 
similar character.  The areal extent of collected regional and localized chaos mapped here 
is ~65% of the East RegMap and ~45% of the West RegMap.   
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A practical resolution limit for identifying ~circular features (e.g., impact 
structures, pits) is 5 pixels across.  This equates to a feature ~1.1 km in diameter for the 
RegMaps and much smaller for the high resolution images.  Although we did not restrict 
ourselves to this size when mapping, no features were found that could be confidently 
identified under this limit.  Features smaller than 1 km in diameter can be seen, such as 
small dark pit-like features 3-to-5 pixels across, but these appear to be part of larger 
chaotic disturbances in almost all instances.  It cannot be ruled out that smaller features 
exist below the resolution limits in the RegMaps, but what are mapped here are features 
that can be verified with topography and are plausibly single expressions of endogenic 
processes.  Our study finds a peak in the size distribution for all pits, and indeed for all 
features combined at all resolutions, at ~5-to-6 km in diameter, well above the effective 
resolution for ~circular feature identification.  
An examination of high resolution imagery (~26-to-100 m px-1) does not reveal 
any pits smaller than 3.3 km in diameter (Fig. 4.7).  Ridges border two sides of this 
smallest pit, which is near Rhadamanthys Linea.  Thus, it is possible the full expression 
of this pit is suppressed.  The smallest feature overall seen in the high resolution data is a 
2.3-km-diameter subcircular chaos region, also near Rhadamanthys.  In the RegMaps, the 
smallest pit mapped is 1.88 km in diameter, but is also bordered on two sides by ridges.  
The smallest pit not bordered on any sides by ridges in the RegMap is ~4 km in diameter.   
4.3.2 Feature Topography 
The difference between the average elevation of the surrounding terrain (at the 
mapped feature outline) and the minimum elevation of a pit was used to find the depth (d).  
Similarly the maximum elevation of an uplift was used to find the height (h).  The 
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average pit depth is 0.12– 0.14 km but they range from very shallow (~10 m) to ~ 0.5 km 
deep (Fig. 4.8a).  Uplifts are mostly ≤ 0.32 km high with an average of ~0.1 km (Fig. 
4.8b), though some large uplifts in the southern part of the West RegMap are 
substantially higher (up to 0.8 km).  Additionally, pit depth and uplift height both 
increase with increasing effective diameter (Fig. 4.9). Although there is some spread to 
the data, this general trend is consistent throughout the range of pit and uplift sizes from 1 
km to over 20 km.  The depth to diameter ratio (d/D) of pits ranges from 0.007 to 0.07, 
with an average of ~0.025—shallower than most impact craters (Schenk, 2002).  The 
height to diameter ratio (h/D) for uplifts is similar to the d/D for pits, it ranges from 0.007 
to 0.06, with an average of ~0.025.    
We tested for a latitudinal dependence of depth, diameter, or d/D and found none 
for mapped features on either the East or West RegMaps. Similarly there were no spatial 
patterns found for uplift height or h/D.  The only spatial correlation seen for pit depths 
was that, in a few cases, several pits trending along the same line had similar depths (Fig. 
4.10).  
4.4 Discussion 
4.4.1 Feature Formation Mechanism 
There is a preferential feature size (at ~5 km in diameter), but also a broad range 
of diameters.  This distribution is consistent with diapirism: at any given location, the ice 
lithosphere acts as a mechanical filter.  Internal heterogeneities less than a characteristic 
deformation scale (e.g., flexural radius, pre-existing fault spacing) will be biased towards 
features of those scales.  In addition, the correlation of pit sizes and depths is more easily 
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understood within the context of a diapir formation model.  It has been suggested that 
continued tidal heating could induce partial melting in an ascending diapir, and either the 
water could drain back into the ocean below, or if such heating occurs when the diapir is 
near the surface of the icy lithosphere, could form a water-rich lens (Sotin et al., 2009 and 
references therein).  This loss of volume through melting could lead to isostatic 
compensation in the form of a pit.  The larger the diameter of the diapir the more volume 
is available for potential melting and volume loss, resulting in a deeper pit.  
By contrast, if water nearly melts through to the surface to form a pit, as in the 
melt-through model (O'Brien et al., 2002; Greenberg et al., 2003), then the floor of the 
pits would likely initially reach a uniform level of isostatic compensation based on the 
shell thickness, not an increasing depth with increasing pit size.  This does not mean that 
melt-through does not occur, only that most pits probably did not form exclusively in this 
manner.  Our results show that no small pits are as deep as their larger counterparts which 
implies pits did not all start out at an initially deep, isostatic, level.  Viscous relaxation of 
topography could make pits shallower over time, but larger pits would relax faster, and 
some small pits should still be fairly deep.  Relaxation may account for some of the 
spread in feature depths/heights for a given diameter.  However these are relatively small 
wavelength features, and presumably relatively geologically young because they are not 
disrupted by later ridge formation.  The entire surface of Europa is deemed to be only 
~20-200 million years old based on crater counts, which does not leave much time for 
pits/uplifts to relax.  Models of the relaxation of the fold-like features seen at Astypalaea 
Linea with a wavelength of ~25 km, are dependent on the surface temperature and thus 
latitude (Dombard and McKinnon, 2006).  For timescales of 10 to 100 Ma, considerable 
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relaxation is only seen for equatorial features on Europa, where the surface temperature is 
higher.  
 Pit morphology varies, but one feature of note is that many pits have relatively 
steep walls, rather than a gradual sloping transition to the level of the surrounding terrain.  
Near Rhadamanthys Linea, the pit walls retain pre-existing ridges, and, although steep, 
are somewhat rounded (Fig. 4.5a).  The pit seen at high resolution near Astypalaea Linea 
has especially sharp, vertical walls (Fig. 4.5c).  If subsurface melt occurred deep in the 
shell, one would expect a longer wavelength surface response typical of a bending elastic 
shell.  The more sharply-defined, localized expression of many pits may indicate that 
subsurface volume loss (melting by any mechanism), is occurring relatively close to the 
surface to cause pit formation.  Thus if pits form through diapirism, the diapirs may be 
ascending to near surface levels.  Future modeling may be able to predict the depth to 
melting by matching the depth of pits and the slope of the walls.  Near-surface water has 
astrobiological implications, and influences predictions for what might be observed on a 
future mission with ice-penetrating radar. 
4.4.2 Shell Thickness 
Pits, with their minimal surface disruption, are clearly caused by the subsurface 
loss of ice shell volume.  The most plausible proximate cause of this loss is melting.  
Regardless of formation mechanism, we can estimate a lower limit for shell thickness 
using a simple isostasy model.  In a theoretical endmember case where the column of 
material below a pit has been replaced by liquid except for an arbitrarily thin lid, the shell 
thickness is given by ρld/Δρ, where ρl is the density of the liquid, d is pit depth, and Δρ is 
the density contrast between the shell and the liquid (Fig. 4.11).  A plot of predicted shell 
103  
thickness is given in Fig. 4.12 for several plausible ice and liquid compositions.  Eutectic 
ice-meridianiite-mirabilite ocean compositions are extreme (too sulfate rich), so the range 
of plausible minimum ice shell thickness is probably more restricted (McKinnon and 
Zolensky, 2003).  A plausible range of Δρ and conservative maximum pit depths of ~0.3-
to-0.48 km imply a minimum shell thickness on Europa of ~3-to-8 km.  As this is an 
endmember model, this thickness value represents a minimum. The addition of ice to the 
column under the pit will only increase the total ice shell thickness estimate, and it is 
much more likely that pit depths are a small fraction of the total depth of the ice shell.  
We note that pit depths easily exceed the 40-to-150 m plate heights in Conamara Chaos 
(Williams and Greeley, 1998), so our minimum shell thickness estimates are 
corresponding larger.  This thickness applies to the time of feature formation, and it 
assumes they formed in isostatic balance and have not since relaxed.   If some or all of 
these features have viscously relaxed since their formation, or are partially elastically 
supported, this again implies that 4-to-9 km is a minimum. 
4.5 Conclusions 
A peak in the size-frequency distribution for all feature types is seen at ~4-to-5 
km in diameter.  This is presumably representative of the thermal perturbation or 
anomaly below.  A survey of limited high-resolution images (~27-to-185 m px-1) does not 
reveal any pits smaller than 4 km in diameter.  Most pits are ~100 m deep, but a few are 
as deep as ~500 m.  This observed range of pit depths fits the predicted depths from 
numerical simulations of convection in Europa’s shell (Han and Showman, 2005; 
Showman and Han, 2005), but pits observed in this study are generally smaller than those 
achieved in the simulations and observed pits have a wide range of morphologies.  Larger 
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pits are consistently deeper than smaller ones.  The results of this work favor a diapir and 
tidal melting formation mechanism, as opposed to pure melt-through, for the majority of 
features.   
A conservative estimate based on some of the deepest pits suggests a minimum 
shell thickness of ~3-to-8 km at the time of feature formation, if they formed in isostatic 
balance.  Such an estimate may appear to favor a thicker ice shell, as indeed any evidence 
for diapirism does, but Europa is a dynamically evolving (Lainey et al., 2009) and likely 
thermally evolving world (McKinnon et al., 2009).  Substantial ice shell thickness 
variations over time are plausible, and our conclusions regarding formation mechanism 
and shell thickness strictly refer to the epoch of feature formation, conclusions which are 
testable (e.g., by radar sounding) on a future mission. 
Appendix: Comments on Mapping Method 
Previous studies have considered the effects of resolution and lighting geometry 
on the mapping of chaos (Hoppa et al., 2001; Neish et al., 2011).  Chaos is most often 
identified based on its hummocky texture, and thus some of these effects will not be the 
same when mapping a feature defined by its topography instead (pits and uplifts as 
mapped in this study).  The texture of chaos varies in scale, but individual blocks may be 
below the resolution limit, and in some cases chaos is primarily hummocky “matrix,” 
which is very fine scale.  Resolution clearly affects mapping, and while it is generally 
true that one will be able to see smaller features with a better resolution, the effects on 
mapping chaos features, which are all unique – as opposed to features like craters, which 
have a fairly uniform and predictable shape – can be convoluted.  In some cases small, 
105  
individual chaos features near each other may even be revealed to be part of one larger 
feature at high resolution, leading to less small features being mapped.   
We emphasize that mapping of chaos based on texture was not the main goal of 
this chapter.  We focused on topographic features (pits and uplifts) and sub-circular chaos 
with relatively distinct boundaries.  As mentioned in the body of the chapter, it is possible 
that small pits may exist below the resolution limit, but we do not observe any tiny pits in 
the high resolution images.  Also, based on the possible formation mechanisms, it would 
be difficult to form very small pits (hundreds of meters in diameter or smaller).  Melt-
through would require the heat source to “turn off” right as the shell was melted through 
to produce only a tiny pit (assuming the heat source was effectively a point source to 
begin with, and the shell was very thin).  Diapirs on the scale of 100s of meters may exist 
in the shell, but in some size limit it must be difficult for a feature to exhibit a surface 
expression; the upper brittle lithosphere would presumably be strong enough to resist 
subsidence for the small stresses associated with small volume changes.   
Although every attempt was made in this work to be internally consistent and use 
topography to verify features, mapping is an inherently subjective activity.  To see if a 
different definition of features would lead to different results, we also mapped using two 
other definitions: one more conservative and one less conservative than that in the 
chapter.  Four “sides” of a feature are defined by taking the circumference of a feature 
and dividing it by four (approximated by eye).  The detailed definitions were: 
Least conservative feature definition:  
• Pits and uplifts were defined as anything that could be construed as a feature and 
had some topographic signature, but not including features bounded on all sides 
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by ridges (as in, the topographic low is only an apparent one because the ridges 
surrounding it are higher than the average terrain).   
• In a few cases features in this category are bounded on 3 “sides” by ridges, but 
mostly only 0-2 sides (out of the 4 total). 
• The least conservative definition of chaos involved mapping anything that could 
be construed as a finite, quasi-circular patch of chaos, primarily based on the 
observation of chaos texture (broken up blocks or hummocky matrix) but also 
including some dark albedo patches with possible chaos texture.   
 
Moderately conservative definition (used in chapter): 
• Features mapped were bounded on less than or equal to 2 sides, but most were 
bounded on less than 1 side.   
• We eliminated some features that were likely only down-dropped blocks, and thus 
deemed more similar to chaos than a true pit as defined in the chapter (example of 
such a feature at high res in Fig. 4.13).   
• We applied a stricter limit on how well bounded a chaos feature must be.  In some 
cases chaos is bounded by a scarp, trough, or obvious crack.  In other cases chaos 
grades into less fractured terrain.  Sometimes it is ambiguous how to split or lump 
features, or one side is well bounded by a scarp or trough, but the other blends 
into the surrounding terrain (Greenberg et al., 1999; Collins and Nimmo, 2009).   
• At the edges of the large areas mapped here as “regional, essentially 
interconnected chaos”, there is a transition from a large interconnected mass of 
broken surface, to smaller individual upwellings, surrounded by unbroken ridged 
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plains along the borders.  This transitional contact is difficult to strictly define, but 
in the least conservative definition we called more features individual upwellings, 
while in this moderately conservative definition we counted more features as 
interconnected if there was any hint of continuous fracturing.   
• We avoided defining a feature edge based on albedo alone.  It is often the case 
that a “patch” of chaos will contain some dark terrain and also some terrain that is 
just as hummocky but not dark. 
 
Most conservative definition: 
• Similar to moderately conservative definition, but we mapped only features 
bounded on at most 1 side by a ridge. 
• Only very obvious features with well defined boundaries were included.  We did 
not, however, exclude any features solely based on small size. 
 
This experiment was conducted over the two most feature rich areas in the 
RegMaps: the southern part of the East RegMap and the northern portion of the West 
RegMap. The peak of the distribution remains relatively the same no matter what 
definition is used (Fig. 4.14).  The peak for the most conservative definition is the same 
as that for the moderate definition (between 5 and 7 km in diameter in a log-normal type 
distribution).  The inclusion of everything that could be construed as a feature (least 
conservative definition) did shift the peak slightly; this distribution has a more distinct 
peak near 4-5 km in diameter.  There is a significant drop off in the number of features 
below this peak, and especially below 2 km in diameter. This means we observed 
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declining numbers of features above the practical resolution limit cutoff of ~1 km in 
diameter for a feature 5 pixels across.  Because the two more conservative definitions are 
essentially subsets of least conservative definition, the depth-to-diameter and height-to-
diameter trends are similar for all three (for the moderate definition this distribution is 
given in Fig. 4.9): increasing pit depths and uplift heights with increasing size, and the 
upper and lower bounds on the distributions remain unchanged.   
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Tables 
Table 4.1  Feature size summary. 
Pits  Uplifts  Chaos 
Size Statistics1 
East West  East West  East West 
Peak 4 – 7 km 5 – 6 km 5 – 8 km 4 – 6 km 5 – 10 km 6 – 9 km
Arithmetic Mean2 5.2 ± 2.6 5.8 ± 3.4 5.7 ± 2.4 4.6 ± 1.9 10.1 ± 5.4 8.1 ± 4.8
Median 4.8 5.2 6.1 4.2 8.8 7.1
Geometric Mean 4.6 5.0 5.2 4.3 8.8 7.1
Number 231 133  83 28  158 277
1Statistics for diameters of features in km. 
2Errors are one standard deviation.  
 
 
Table 4.2  Feature topography summary. 
Pit Depth  Uplift Height Topographic 
Statistics1 East West  East West 
Arithmetic Mean2 0.14 ± 0.09 0.12 ± 0.07 0.13 ± 0.06 0.09 ± 0.04 
Geometric Mean 0.11 0.10  0.10 0.09 
1Statistics for diameters of features in km. 
2Errors are one standard deviation.  
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Figures 
 
Figure 4.1  Simple cylindrical projection of Europa with summary of mapped 
locations.  Shading indicates the East and West regional maps (RegMaps) and symbols 
show locations of higher resolution images with features.  Boxes outline areas richest in 
mapped features (pits, uplifts and sub-circular small chaos regions).  The remaining areas 
have a high percentage of continuous, or essentially interconnected, chaos.  Basemap 
courtesy USGS. 
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Figure 4.2a  East RegMap – Northern leading region. Scale bar applies to the latitude 
at which it is placed.  Extent: 10° to 61°N and 70° to 107°W. 
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Figure 4.2b  East RegMap – Southern leading region. Scale bar applies to the latitude 
at which it is placed.  Extent: -65° to -16°S and 70° to 107°W. 
b 
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Figure 4.2c  West RegMap – Northern trailing region. Scale bar applies to the latitude 
at which it is placed.  Extent: 0° to 62°N and 213° to 245°W. 
c 
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Figure 4.2d  West RegMap – Southern trailing region.  Extent: -52° to -2°S and 207° 
to 245° W.
d 
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Figure 4.3  Scheme used for designating feature classes and examples from the 
RegMaps.  Features with severely disrupted terrain (blocks or hummocky texture) were 
classified as chaos, while those with no or only slight surface disruption were further 
classified based on topography.  Dark areas that might have been classified as spots in 
previous work were considered likely to be chaos and classified as such here. 
10 km 
10 km 
Uplift
Chaos
10 km 
Pit 
10 km 
Spot
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Figure 4.4  Example pit profiles. Shown for a) a large, circular pit (depth  = 0.25), and 
b) a smaller, more elliptical pit (depth = ).  We map feature boundaries based on the 
inversion point in the topographic profiles (indicated by arrows).   
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Figure 4.5  Example feature as seen in high resolution images.  (a) Pits near 
Rhadamanthys Linea (65 m px-1).  (b) Uplift and chaos regions near Conamara Chaos (56 
m px-1).  (c) Pit near Astypalaea Linea (41 m px-1).  
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Figure 4.6  Histograms of effective feature diameters. Shown for (a) all features in the 
East RegMap and (b) all features in the West RegMap, also broken out by northern or 
southern hemisphere (e.g., NL stands for northern half of the leading hemisphere of 
Europa). 
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Figure 4.7  Histogram of effective diameters for features mapped in high 
resolution imagery. 
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Figure 4.8  Histograms of feature topographic signatures. a) pit depths and b) uplift 
heights 
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Figure 4.9  Trends in feature topography with diameter. Shown for a) pits, and b) 
uplifts.  Both pits and uplifts show a general pattern for increasing topographic 
expression with increasing diameter. 
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Figure 4.10  Linearly arranged pits.  Images and topography in (a) the East RegMap 
(depths shown for 5 pits near -35°S and 76°W), and (b) the West RegMap (depths shown 
for 3 pits near 22°N and 223°W).  Wide arrow indicates approximate direction of 
incoming sunlight. (c) Topographic profile over linear pits in West RegMap.  
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Figure 4.11  Cartoon of pit isostasy.  Parameters for estimation of minimum ice shell 
thickness from isostasy and pit depths.  In reality pits do not have infinitesimally thin 
floors.  Thus, the true shell thickness estimate should be considerably larger than this 
minimum value. 
Figure 4.12  Minimum ice shell thicknesses from isostasy.  Curves are for a variety of 
possible ice shell/ocean compositions (chemistry as discussed in McKinnon and Zolensky, 
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2003).  Using the deepest 5% of the pits (~0.3-to-0.48 km deep), and less extreme 
compositions leads to minimum ice shell thickness predictions of ~3-to-8 km (grey box). 
 
 
Figure 4.13  High resolution example of down-dropped block. 
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Figure 4.14  Results for more conservative versus more liberal mapping definitions.  
Example are is the northern portion of the West RegMap (trailing hemisphere).   Note 
changing scale on y-axis.  The total number of features is shown for each mapping 
definition, as described in appendix text. 
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Chapter 5: Relaxed Impact Craters on Ganymede 
Indicate High Heat Flows 
 
Summary (abstract from paper draft) 
Viscously relaxed craters provide a window into the thermal history of Ganymede, 
a satellite that shows copious geologic signs of past, high heat flows.  Here we present 
measurements of relaxed craters in four regions: near Anshar Sulcus, Tiamat Sulcus, 
northern Marius Regio, and Ganymede’s south pole.  We developed a technique in 
ArcGIS to measure apparent depth, or depth of the crater with respect to the surrounding 
terrain elevation.  Measured relaxation states compared with results from finite element 
modeling constrain heat flow scenarios.  The presence of numerous, substantially relaxed, 
craters independently indicates high heat flows—in excess of 40 mW m-2, with many 
small relaxed craters indicating even higher heat flows.  Bimodality in the crater 
relaxation states is observed for some regions but not others, and suggests regional 
variation in Ganymede’s thermal history. 
5.1 Introduction 
A diverse set of geologic processes has sculpted Ganymede’s surface.  A global 
perspective (Fig. 5.1) reveals the two main terrain types: bright swaths of tectonically 
formed grooved terrain cut through older, dark, cratered terrain.  The bright, grooved 
terrain extends over two-thirds of the surface (Pappalardo et al., 2004,  Patterson et al. 
2010).  Crater counts indicate that formation of this terrain likely ended about 2 billion 
years ago, although there is considerable uncertainty in this date due to uncertainty in the 
cometary flux (Zahnle et al., 1998, 2003; Schenk et al., 2004).  Internal heat above 
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radiogenic levels (discussed below) allowed for the formation of grooved terrain. This 
additional heat applied to Ganymede’s icy lithosphere would also increase isostatic 
adjustment rates for pre-existing topography.  Viscously relaxed craters record this same 
heat in the terrains that were not completely resurfaced, and thus provide a way to 
investigate Ganymede’s thermal history.  
An individual lane of grooved terrain is known as a sulcus (plural: sulci).  They 
vary in width from a single trough to broad swaths of parallel to sub-parallel grooves 
spanning 100s of km.  Sulci cross-cut one another in complex ways.  Sulci morphology 
implies formation by extensional tectonics, related to graben formation and a tilt-block 
faulting style.  Multiple scales of superimposed wavelengths in grooved terrain suggest 
extensional necking may play a role (e.g., Pappalardo et al., 1998; Bland and Showman, 
2007).  The brighter appearance of sulci as first observed by the Voyager spacecraft 
missions was thought to imply infilling by volcanic extrusions of cleaner ice or water 
from below.  More recent observations by the Galileo spacecraft suggest resurfacing by 
extensional tectonics, with faults exposing cleaner ice surfaces, may be responsible for 
much of the brightening (see summary and references in Pappalardo et al., 2004).   
The depression created when a crater forms is uncompensated negative 
topography, leading to a stress gradient with respect to the surrounding terrain.  This 
drives viscous creep to eventually return the crater floor to the level of the surrounding 
terrain.  Viscous relaxation proceeds in a wavelength dependent manner (Turcotte and 
Schubert, 2002).  Short-wavelength topography relaxes slowly.  For craters, this means 
features like the rims and central peaks remain, allowing identification of even extremely 
flattened craters.  The long-wavelength topography of the crater bowl responds more 
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quickly.  Over time the central portions of the crater floor can even overshoot the level of 
the surrounding terrain.  A broad central mound froms and in some cases can even rise 
above the crater rim, depending on the heat flow conditions and the initial topography 
(e.g., if the crater had a central peak).  This over-compensation is observed on planetary 
surfaces and is also predicted by numerical simulations (Bland et al., 2012, see their Fig. 
3).  Because the initial crater shapes are fairly well known, we can estimate the degree to 
which a given crater’s topography has relaxed.   
The paper proceeds as follows.  In Section 2 we describe the four study locations.  
Section 3 outlines the methods for measuring the crater depths and also data used to 
estimate initial depths.  The results are presented in Section 4.  The mapping results are 
compared to simulations of potential heat flow scenarios in Section 5.  Section 5 also 
contains a discussion of the differences observed between the south polar region and the 
equatorial study locations. 
5.2 Mapped Locations 
The Voyager II and Galileo spacecraft missions returned moderate to high 
resolution images of Ganymede, but, overall, image coverage of Ganymede is limited.  
Only slightly more than 2% of Ganymede’s surface has been imaged at better than 500 m 
px-1 resolution.  Site selection for mapping was limited by: presence of craters in the 
scene, resolution suitable for mapping, and lighting geometry suitable for creation of 
topographic data.  We were able to achieve some range of latitudinal variation with our 
four selected sites, but were not able to explore longitudinal variation with this study.  
Figure 5.1 shows a global map with the study sites marked and characteristics of the data 
for each location are given in Table 1.   
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Anshar Sulcus 
The highest resolution region near Anshar Sulcus illustrates surface roughness on 
100s of meters scale (Fig. 5.2).  Tectonics fractured many craters in this scene.  One 
prominent crater shows evidence of shear motion along a sulcus and portions of other 
craters are completely erased.  On a smaller scale, erosion, likely through sublimation 
(Moore et al. 1999; Howard and Moore, 2008), concentrates dark material in some 
topographic lows and has turned many of the crater rims into a series of jagged peaks 
rather than continuous circumferences.  A similar process is apparent to a much greater 
degree on Callisto (Moore et al., 2004).  While some craters are deeper and less 
tectonized than others, there are no craters that appear to be pristine or fresh in this scene. 
South Pole 
 Voyager II imaged a large area of Ganyede’s south pole at moderate resolution 
(480 m px-1), revealing many craters of various sizes and morphologies (Fig. 5.3).  Most 
of the surface does not exhibit the same degree of roughness as seen in the comparable 
resolution Tiamat Sulcus image, or even compared with the lower resolution Marius 
Regio image.  This is consistent with the reduced incident solar energy and lower 
sublimation rates at the poles relative to the equatorial regions.  Much of the terrain 
seems to have been resurfaced at some point, and some areas appear relatively smooth.  
There are hints of older terrain, in small patches of more typical dark cratered terrains on 
the left-hand side of the Fig. 5.3.  Also several large craters exhibit multiple concentric 
rings (or the vestiges thereof) and are flattened to the point that they would be termed 
palimpsests (Teshub and Hathor craters in Fig. 5.3).  Such thoroughly relaxed craters are 
not thought to have formed recently.  
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Tiamat Sulcus 
 The large grooved lane, Tiamat Sulcus, dominates this scene, but the surrounding 
cratered terrains exhibit several examples of classic relaxed craters (marked 2 and 3 in 
Fig. 5.4).  The small wavelength topography of these craters, the rims and central peaks, 
remains (except for some later cratering and sublimation erosion effects).  The long-
wavelength topography of the crater bowls is flattened and even bowed up above the 
surroundings in some cases.  For comparison, one larger crater (31 km in diameter) in 
this scene provides an example of a relatively unrelaxed crater (Maa crater, labeled 1 in 
Fig. 5.4).   It formed over several smaller intersecting sulci, thus superposition indicates it 
is a relatively young feature.  Parts of the ejecta blanket remain visible.  There are other 
deep, less relaxed craters in this scene, but the lighting geometry is such that they are 
deeply shadowed, rendering it impossible to measure their true depth via photoclinometry 
(discussed further in Section 3).   
Northern Marius Regio 
 The name Marius Regio applies to a large patch of dark cratered terrain, and this 
northern portion near several intersecting sulci was imaged at 500 m px-1 (Fig. 5.5).  The 
albedo contrast between the bright, grooved terrain and the dark, cratered terrain is 
highlighted in this scene.  Again there are numerous relaxed craters as well as younger, 
deeper craters in both the dark terrain and on sulci.  The lighting geometry here also 
produces deep shadows in some fresher craters, especially towards the scene’s western 
portions. 
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5.3 Mapping Methods 
Base mosaics and photoclinometric topography were generated from Galileo images 
for the three equatorial sites.  In the case of the south polar site, Voyager II images were 
utilized and a combined stereo-photoclinometry digital elevation model (DEM) was 
created.  
Because photoclinometry calculates the surface slope based on pixel brightness, it cannot 
predict topography in shadowed regions.  Thus, we excluded craters from our dataset 
whose floors were more than 50% obscured by shadow.  Herrick (2013) developed a 
technique to measure crater shapes based on shadows cast by their rim-walls, and this 
may be a complementary measurement method utilized in future work.  Excluding deeply 
shadowed craters does create a bias towards mapping of shallow craters in some portions 
of the mapped areas.  Shallow craters could be either large complex craters with more 
pie-pan shapes (as opposed to the bowl shapes of simple craters) or relaxed craters.  
Although this may lead to mapping more relaxed craters overall, it increases the accuracy 
of depth measurements for craters of all relaxation states, including fresher craters.   
5.3.1 Relaxed Crater Shapes   
Similar to previous studies (Dombard and McKinnon, 2006; Bland et al., 2012) 
we characterize the crater shape with relaxation fraction (RF) or relaxation percent by 
comparing the measured final crater depths (dfinal) to predicted initial depths (dinitial), thus 
RF = 1 – dfinal/dinitial.  An RF of 1 means the crater is completely relaxed (or 100% 
relaxed) and the floor level has returned to the same elevation as the surrounding terrain.  
As previously mentioned, rim topography often remains even on 100% relaxed craters, 
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allowing measurement of the crater diameter.  A relaxation fraction greater than one 
indicates the crater floor level has rebounded above the surrounding terrain.   
Diameter and depth measurements were carried out in ArcGIS.  All depths (d) are 
measured with respect to the level of the surrounding ground plane (known as apparent 
depths).  We chose to measure apparent depths rather than rim depths (illustrated in Fig. 
5.6 inset) because the ground plane provides a better reference surface, as rim heights do 
change somewhat during the relaxation process.  To measure dfinal we need an average 
elevation for both the surrounding terrain and for the crater floor.  To estimate the 
surrounding terrain level we averaged the elevation values in a radial ring extending from 
one to two crater radii away from each crater rim (Fig. 5.6).  We selected this range to 
exclude much of the surrounding ejecta blanket but still yield a value for the local 
surrounding terrain appropriate for each crater.  Additionally, any other obvious craters 
and their ejecta were excluded from each radial “donut”.  If the area inside a radial donut 
was cut-off by surrounding craters to a level greater than 50%, this donut and its 
associated crater were not included in the dataset.  Ganymede’s surface is generally quite 
rough at high resolution, but average elevations for the surrounding terrain matched 
estimates from examining 6-to-8 profiles across a given crater.   
The elevation for the crater floor was measured in one of two ways, depending on 
the crater morphology: 1) using the average elevation in a circle one-third the crater rim-
radius (from the center) for simple, bowl-shaped craters, and 2) using the average 
elevation of a radial ring extending from 1/3-to-2/3 radius for complex craters (thus 
excluding the central peak or pit region and rimwalls).  In most cases, these measured 
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areas on the crater floors were free of shadows from crater walls.  Each crater depth was 
checked with individual profiles. 
5.3.2 Initial Crater Shapes 
For dinitial on Ganymede we used the depth-to-diameter ratio (d/D) found by 
Schenk (2002) and subtracted rim heights from Bray et al. (2012) to arrive at initial 
apparent depths for a given size crater (dashed lines in Fig. 5.7).  We use crater depths 
from Schenk (2002) because they focused on pristine craters only.  The general transition 
from simple to complex crater morphologies and the associated change to a shallower 
d/D slope occurs for craters ~2 km in diameter on Ganymede (Schenk, 2002).  The 
second d/D transition to even more complex morphologies occurs near 26 km in diameter.  
On Ganymede this includes relatively unique central features such as central pits and 
domes, as well as basins with multiple concentric rings at larger sizes.  The crater 
diameters in this study are all above the nominal simple-to-complex transition diameter 
of 2 km.  Some bowl-shaped craters without any obvious central peaks are still observed 
above this transition in d/D slope, however.  This fact, along with scatter to the d/D ratio 
in Schenk (2002), leads to some uncertainty about the exact initial crater depths.   
5.4 Results 
Figure 5.7 gives results for crater depth measurements.  Derived relaxation 
fractions for all four mapped regions are shown in Fig. 5.8.  As a geographic 
representation, Fig. 5.9 displays relaxation fractions overlaid on the measured craters in 
the Anshar region.  There is inherent uncertainty in making these measurements on 
uneven terrain, and also some uncertainty in the initial depth based on fresh crater 
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measurements as mentioned in the previous section.  Conservative errors, estimated from 
the variability in profiles across craters, are ±50 m for depth and ±0.1 for relaxation 
fraction. 
Even given these uncertainties, it is apparent that there are a large number of 
moderately to very relaxed craters in a range of diameters across Ganymede.  All three 
regions where small craters could be reliably mapped exhibit craters <10 km in diameter 
that are greater than 50% relaxed.  Numerous large craters are fully relaxed or have 
overshot the surrounding terrain.  The differences between the four regions will be 
discussed below in Section 5.5.2.   
5.5 Discussion 
5.5.1 Implications for Heat Flow   
Finite element simulations (e.g., Dombard and McKinnon, 2006; Bland et al., 
2012) can predict RFs for a given rheology, heat flow (sustained over a given length of 
time) and crater diameter.  For simulations with a surface temperature of 120 K, and 1 
mm pure water ice grain size, the majority of the craters measured indicate heat flows in 
excess of 40 mW m-2 sustained over 2 Ga (Fig. 5.9).  There is a range of RFs, however, 
especially in the south pole region, where some craters would give a lower limit of 5-10 
mW m-2 necessary for relaxation.  We expect monotonically declining heat flows over 
time, which suggests even higher heat flows occurred over a shorter interval.  The current, 
time-averaged, and highest heat flows (early in Ganymede’s history) expected for 
radiogenic heating alone are ~3, 10 and 27 mW m-2, respectively (based on data in Kirk 
and Stevenson, 1987).  Clearly these heat flows cannot account for the degree of 
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relaxation observed, thus our results are more consistent with a heat pulse occurring 
between the late heavy bombardment and grooved terrain formation, such as that 
resulting from orbital resonance.  Predicted heat fluxes from the Galilean satellites 
passing through a Laplace-like orbital resonance range from ~30 to 110 mW m-2 (Bland 
et al., 2009), consistent with the results presented here.  Other heat flow estimates 
associated with grooved terrain formation are: ~100 mW m-2 for a potential flexure 
feature at a grooved terrain margin (Nimmo et al., 2002), and 50-150 mW m-2 necessary 
to form grooved terrain in numerical simulations of necking-type extension (Dombard 
and McKinnon, 2001; Bland and Showman, 2007).   
In this work we attempt to constrain the minimum heat fluxes necessary to relax 
Ganymede’s craters using conservative assumptions.  The solutions for modeling a given 
relaxation fraction are non-unique.  Varying model parameters can produce the same 
relaxation state with higher or lower heat flows.  Convolved with heat flow is the time 
since crater formation.  Younger craters have had less time to relax, even if they 
experienced the same magnitude of heat flow.  Thus an old, highly relaxed crater and a 
younger, less relaxed crater could result from the same heat flux.  Surface temperature 
strongly affects relaxation.  In these simulations we use temperatures appropriate for 
Ganymede’s equatorial regions (120 K), and any lower temperatures (such as those at 
more poleward latitudes) would require higher heat flows.  
 Additionally, the details of the ice rheology can strongly impact model results.  
For example, adding rocky impurities to the ice (not included here) generally increases 
material strength, requiring higher heat flows to produce the same relaxation.  In these 
simulations we chose an ice grain size of 1 mm, which is consistent with observations of 
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grain size in terrestrial ice cores (de La Chapelle, 1998) and modeling of dynamic 
recrystallization during convection on icy satellites (Barr and McKinnon, 2007; also see 
discussion in Bland and McKinnon, 2012).  Increasing the grain size to 1 cm, near the 
upper end of the range of observed and modeled grain sizes, would increase viscosity and 
slow relaxation.  Thus, because smaller craters relax more slowly, the smallest, most 
relaxed craters mapped and modeled here (with pure ice at 1 mm grain size) give an 
effective lower limit on heat flow.  One aspect of rheological behavior not presently 
included in the modeling is plasticity.  Fracturing and faulting in the upper lithosphere 
could increase the relaxation response (Dombard and McKinnon 2006).  We plan to 
include this factor in future modeling. 
Degradation of topography from mass-wasting (through sublimation erosion and 
other down-slope movements) and impacts also plays a role, but is not likely to be the 
dominant process creating shallow craters on Ganymede.  These other forms of 
topographic degradation do not have the same wavelength dependent results, and, for 
example, would not result in crater floors bowed up above the surrounding terrain.  
Additionally, these other processes would generally result in degradation, rather than 
preservation of the crater rim.   
5.5.2 Global Spatial Variation in Crater Relaxation   
Schenk (2010) measured crater depths (to the rims rather than apparent depths) 
and found a bimodality in the depths of craters larger than ~10 km.  Craters were either 
quite shallow, presumably from relaxation, or relatively unrelaxed and still followed a 
d/D trend similar to fresh craters.  We also find this bimodality for the two study regions 
in common between these studies (northern Marius and Tiamat; see Fig. 5.7).  This 
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bimodality in depths, and correspondingly in the RFs, suggest a rapidly declining heat 
flow after grooved terrain formation (Schenk, 2010), resulting in extensive relaxation of 
older craters and considerably less relaxation of craters formed post-grooved terrain.  
This idea is corroborated by the fact that there are essentially no relaxed craters on 
grooved terrain (one or two could be argued to be slightly modified).  Craters in the 
Anshar region are mostly below 10 km in diameter, and, along with small craters in other 
regions, show a broad spectrum of relaxation states.   
The south pole region does not show a strong bimodality, however—indicating 
the south pole may have experienced a different thermal history.  Several hypotheses 
could explain this difference in the south polar relaxation states and, with the current data, 
are indistinguishable.  The south pole may have experienced a different regional, in 
addition or as opposed to global, heating event.  The decline in heating may have been 
more drawn out.  Or, because surface temperatures are considerably cooler in the polar 
regions (~70 K as opposed to ~120 K in equatorial regions), relaxation would proceed 
more slowly in general, and pre-grooved terrain craters may not have had a chance to 
fully relax before the high heat flows cut-off.  
5.6 Conclusions 
We developed a method for measuring average crater depths with respect to the 
surrounding terrain elevation.  Craters on Ganymede display a range of relaxation states, 
but many relaxation fractions measured are moderate to high, even for relatively small 
craters (<10 km in diameter).  Such relaxation requires sustained heat fluxes in excess of 
40 mW m-2 for 2 Ga, or, more likely, considerably higher heat flows over a shorter time 
period.  These levels approach the average terrestrial value of ~90 mW m-2 (Turcotte and 
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Schubert, 2002), implying heat fluxes and geologic activity on a scale usually thought of 
for planets, on Ganymede, the solar system’s largest moon.  These heat flows are 
consistent with estimates based on other geologic features, and with passage through a 
Laplace-like orbital resonance.  We observe regional differences in the pattern of crater 
relaxation between the equatorial regions and the south pole, indicating potential regional 
variation in heat flow. 
Table 
Table 5.1  Summary of mapped regions. 
Site Resolution (m px-1) Mission 
Diameter range of 
mapped craters (km) 
Number of craters 
suitable for analysis 
Anshar 152 Galileo 3 – 11 54 
South Pole 480 Voyager II 8.5 – 72.5 59 
Tiamat 500 Galileo 2.5 – 29 3 
Marius 935 Galileo 5 – 42 57 
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Figures 
 
Figure 5.1  Global mosaic of Ganymede with study locations outlined.  The two main 
terrain types are identifiable at this global scale: bright grooved terrain (comprising two-
thirds of Ganymede’s surface area) and older, dark, cratered terrain.  Base mosaic 
courtesy of the USGS.  
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Figure 5.2  The Anshar Sulcus site.  Anshar is the highest resolution study location.  
Mosaic resolution: 152 m px-1. 
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Figure 5.3  The south pole region.  Images from Voyager II.  Mosaic resolution: 480 m 
px-1. 
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See caption below.
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Figure 5.4  The Tiamat Sulcus region.  a) Overview of the Tiamat Sulcus region. 
Mosaic resolution: 500 m px-1. b) Topographic profiles (starting at numbered end of 
profiles as marked on map).  Crater rims indicated by arrows.  Note vertical exaggeration.  
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Figure 5.5  Northern Marius Regio. Mosaic resolution: 935 m px-1. 
 
 
146  
  
Figure 5.6  Apparent depth measurement technique.  Elevations in radial rings were 
averaged to obtain a value for both the surrounding terrain level and the crater floor: 
white indicates surrounding terrain “donut”, yellow the floor ring for complex craters, 
and red the central area averaged for simple, bowl-shaped craters.  Inset illustrates 
difference between apparent depths (measured to the level of the ground plane) and rim 
depths.  
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2/3 
1/3 
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Figure 5.7  Measured crater depths for all study regions.  Data plotted with log-linear 
axes to include craters with “negative depths” (craters whose central portions are above 
the surrounding terrain).  Gray boxes highlight the bimodality in the crater depths 
observed for the three equatorial regions.  Crater depths near the south pole show a 
spectrum of relaxation states rather than two distinct populations of relaxed versus 
unrelaxed craters.  Also shown are lunar crater apparent depths (solid black curve, Pike, 
1977) and Ganymede initial depths (dashed curves; rim depths from Schenk [2002] 
minus rim heights from Bray [2012]).   Conservative errors on depths are estimated to be 
± 50 m, and are approximately the size of the points. 
 
Figure 5.8  Empirical data compared to simulations.  Measured crater relaxation 
fractions (points) compared to finite element simulations for relaxation over 2 Ga (curves 
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for a given heat flow).  Simulations are for a surface temperature of 120 K and a 1 mm 
pure water ice grain size.  Although there is a range of relaxation states, many craters 
require heat flows in excess of 40 mW m-2 in order to achieve the observed relaxation 
fractions.  The largest modeled crater was 34 km in diameter, however, finite element 
modeling by Dombard and McKinnon (2006) found that craters with diameters > 50 km 
are fully relaxed by 2 Ga.  Conservative errors on relaxation fractions are ± 0.1. 
 
 
 
Figure 5.9  Example map of relaxation fractions.  Relaxation fractions (RFs) for 
craters near the southern tip of Anshar Sulcus (152 m px-1). 
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Chapter 6: Secondary Craters on Europa and 
Ganymede: Ejecta Size-velocity Distributions 
 
Associated publication: Singer K.N., McKinnon W.B., and Nowiki, L.T. (2013) 
Secondary Craters on Europa and Ganymede: Ejecta Size-velocity Distributions.  
Icarus, in Review. 
 
Summary (abstract from submitted paper) 
We mapped fields of secondary craters around three large primary craters on 
Europa and Ganymede and estimated the size and velocity of the fragments that formed 
the secondaries using updated scaling equations for ice impacts.  We characterize the 
upper envelope of the fragment size-velocity distribution to obtain a function for the 
largest fragments at a given ejection velocity.  Power-law velocity exponents found in 
this study of icy satellite secondary fields are compared to the exponents found for 
similar studies of mercurian, lunar, and martian craters; for all but basin-scale impacts, 
fragment size decreases more slowly with increasing ejection velocity than on rocky 
bodies.  Spallation theory estimates the size of ejected spall plates at a given velocity, but 
the current model predicts fragments considerably smaller than are necessary to form 
most of the observed secondaries.  In general, ejecta fragment sizes scale with primary 
crater diameter and decrease with increasing ejection velocity by 1/υ or greater, and the 
largest crater represented in any of these studies, Gilgamesh on Ganymede, exhibits the 
steepest velocity dependence.  Extrapolating the results to the escape velocity for each 
icy moon yields the size of the largest fragment that could later re-impact to form a so-
called sesquinary crater, either on the parent moon or a neighboring satellite.  We find 
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that craters above 2 km in diameter on Europa and Ganymede are unlikely to be 
sesquinaries.  
6.1 Introduction 
The relationship between the size and velocity of fragments ejected during large 
cratering events on icy satellites is poorly known.  Yet, knowledge of the size-velocity 
distribution (SVD) of ejected fragments is critical to understanding the contribution of 
ejecta to the overall population of small craters (e.g., Zahnle et al., 2008; Bierhaus et al., 
2012), and thus to the paramount issue of age dating by means of crater counts (e.g., 
Bierhaus et al., 2005; McEwen and Bierhaus, 2006).  Although ejecta characterizations 
from laboratory experiments, explosion craters, and theoretical models are available and 
helpful, empirical studies of ejecta size-velocity distributions specifically for icy surfaces 
are sparse.  Only one (preliminary) study has previously mapped such secondaries and 
determined their SVD, from the crater Pwyll on Europa (Alpert and Melosh, 1999).  
Here we extend our analysis (first presented in Singer et al., 2011) to three other large 
primaries on Europa and Ganymede. We also compare our results to similar studies 
performed for rocky bodies: Mercury, the Moon, and Mars (Vickery, 1986; 1987; Hirase 
et al. 2004; Hirata and Nakamura, 2006).  Characterizing the fragment-size velocity 
dependence also complements work on other aspects of ejecta-velocity relationships, 
such as the relationship between ejection velocity and ejection position, mass of material 
ejected at a given velocity, and the number of fragments ejected at a given velocity 
(Alvarellos et al., 2002; McEwen and Bierhaus, 2006; Housen and Holsapple, 2011; 
Bierhaus et al., 2012; and references therein). 
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We consider ejecta fragments that form traditional secondaries, and in addition 
extrapolate to fragments ejected at the moon’s escape velocity, which could re-impact 
their parent moon or another body, forming so-called sesquinary craters (Zahnle et al., 
2008).  Secondary craters have been demonstrated to be extensive, as revealed most 
directly in cases where much of the secondary field related to a given primary can be 
reliably mapped (e.g., Zunil on Mars; McEwen et al., 2005).  On Europa secondaries 
could constitute as much as 95% of craters smaller than 1 km in diameter (Bierhaus et al., 
2005).  The extensive presence of secondaries has been cited as a problem for calculating 
surface ages based on counting small craters and mistakenly assuming they are formed 
by asteroidal or cometary impactors (Bierhaus et al., 2005; 2009; McEwen and Bierhaus, 
2006) . Sesquinaries are an additional, conflating, contribution to the population of small 
craters.  Sesquinaries (and distant secondaries) can be located at any distance from the 
primary crater, and are less likely to have any morphology or associations indicating 
they are not primary (e.g., clusters or secondary chains).  
Sesquinaries can also travel between neighboring satellites, although the majority 
of fragments are predicted to re-impact their parent moon (e.g., Alvarellos et al., 2002; 
2005) .  Thus, ejecta from large impacts have been noted as a potential source of 
planetocentric impactors in satellites systems.  Heliocentric projectiles would 
preferentially impact the leading hemisphere of a prograde, synchronous satellite, while 
planetocentric debris would impact more isotropically.  The jovian satellite crater 
populations do not exhibit a strong apex-antapex asymmetry (e.g., Zahnle et al., 2001; 
Schenk et al., 2004), motivating consideration of sesquinaries as a considerable 
contribution to the cratering rates.    
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Using a relation for the mass ejected at a given velocity from a primary impact, 
Bierhaus et al. (2012) compare the fractions of mass moving at velocities appropriate for 
formation of the ejecta blanket (speeds less than the minimum necessary to from a 
secondary), near and far-field secondary craters, and potential sesquinaries (mass with 
speeds greater than the escape velocity).  They find that smaller moons with lower 
gravities and escape velocities may have little to no traditional secondaries as much of the 
ejecta is able to escape as sesquinary fragments.  Conversely, moons with larger gravities 
and escape velocities, such as Europa and Ganymede (which also have relatively high 
cometary impact velocities), are expected to have considerable secondary populations, 
with a much smaller fraction of the total mass ejected forming sesquinary fragments.  
These predictions for secondary craters compare well with the large abundance of 
secondary craters on Europa (Bierhaus et al., 2005), and to crater size-frequency 
distributions (SFDs) presented in Bierhaus et al. (2012).  However, the sesquinary 
contribution did not appear as a strong signal in the SFDs.  The authors expected many 
more small craters, especially for satellites predicted to have large sesquinary populations 
(e.g., Enceladus and Mimas).  The authors consider the possibility that the sesquinary 
fragments are small, and perhaps break into even smaller pieces over their long orbits, 
making the resulting craters below the current image resolutions.  Although we do not 
survey these smaller moons in this study, the steep decrease in fragment size with 
ejection velocity found in our study suggests sesquinary fragments are indeed small. The 
data described here also hint that this velocity dependence is steeper for larger craters, 
such as the ~140 km-diameter Herschel crater, whose ejecta should have formed many 
sesquinary fragments for later re-impact on Mimas as discussed in Bierhaus et al. (2012). 
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This chapter describes our empirical study of secondary craters and ejecta 
fragment SVDs as follows.  In Section 6.2 we acquaint the reader with the characteristics 
of the three primary craters and their secondary fields, and outline our mapping 
procedures.  The derivation of secondary fragment size and velocity is explained in 
Section 6.3, along with our justification for carrying out this part of the analysis in the 
gravity regime.  In Section 6.4 we present the results of fitting the upper envelope of the 
size-velocity distributions and compare the fits between the three primaries studied here.  
The discussion in Section 6.5 extends this comparison to similar studies on other bodies 
and to theoretical models related to crater ejecta processes, especially spallation. We then 
consider the implications of our results for sesquinaries on the icy satellites. 
6.2 Sites and Mapping Methods 
We mapped secondary populations around three primary craters:  Tyre on Europa, 
and Achelous and Gilgamesh on Ganymede.  Mapping was limited by availability of 
high-resolution imagery from the Galileo and Voyager 2 missions.  We also describe a 
previous mapping of secondaries around Europa’s conspicuous bright-rayed crater Pwyll 
(Alpert and Melosh, 1999) as an additional example.  A summary of measured and 
estimated characteristics of the primary craters (calculations described in section 6.3) and 
the number of secondaries mapped per scene, noting the largest secondary diameter, is 
given in Table 6.1. 
Secondary crater diameters and distances from the primary were measured 
geodesically in ArcGIS.  There are several instances of clustered secondaries and 
secondaries arranged linearly.  Where it was possible to distinguish individual craters 
they were mapped as such.  The main secondary field was assumed to begin at some 
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radial distance outside of the continuous ejecta blanket, which was usually quite obvious.  
Small craters inside of this boundary were excluded from the datasets below.  In some 
cases craters were also excluded if they were noticeably different from the majority of the 
surrounding secondaries in terms of size or morphology (though we recognize that 
rejecting outliers carries a risk of rejecting signal that has distinguished itself from 
“noise”).  In general small primaries tend to more perfectly bowl-shaped with sharper, 
more pronounced rims than secondaries.  If these distinctions were made, they are noted 
below for each location.     
Tyre - Europa 
Europa provides a unique case study for investigating secondary cratering 
processes.  Europa’s young, relatively uncratered surface is ideal for mapping 
secondaries from a given large primary; contamination from other small primaries or for 
that matter secondaries from other craters is minimal (Bierhaus et al., 2005; 2009; Zahnle 
et al., 2008; Bierhaus and Schenk, 2010).  At ~38 km in equivalent diameter, with arcuate 
furrows extending out to ~175 km in diameter, Tyre is the largest impact basin on Europa 
(Fig. 6.1).  Equivalent diameter is determined from scaling ejecta deposits to rim 
locations for other large craters on icy bodies (Schenk and Ridolfi, 2002; Schenk and 
Turtle, 2009).  The secondary field around Tyre is well defined; however, mapping is 
limited by the Galileo imagery extent to a radial distance of 100–300 km from the 
equivalent rim location.  This limits the range of fragment velocities we can model 
(described below).  The main mosaic has a resolution of 170 m px-1, and there is also a 
smaller high resolution sequence (~30 m px-1) in the southeastern portion of the 
secondary field, which is useful for counting smaller craters and examining secondary 
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morphology.  Tyre’s ejecta distribution is also asymmetrical, with more secondaries 
towards the western side.  
We mapped 1165 secondaries on the field overall, with diameters ranging from 
0.5 to 2.8 km.  Undoubtedly other, smaller secondaries exist1, but, given the practicalities 
of distinguishing between craters and other topographic relief on Europa (chaos or 
otherwise tectonized terrain), we were not aiming to measure all of the smallest specks 
that could be secondary craters.  For our purposes we are primarily concerned with the 
largest craters at a given distance, as will be further explored below.  
The higher resolution, ~30-m px-1 inset was also mapped (Fig. 6.2).  In this 
mosaic, the background confusion from albedo patterns (concentrations of dark material 
in crater floors), lineaments, chaos, and general surface roughness becomes a factor along 
with resolution in identifying the smallest craters.  Specifically, the incidence and phase 
angles were low (~30° and ~3°, respectively), and not in themselves ideal for mapping 
based on topography.  Still, approximately 375 craters were identified in this scene, 
confirming craters that were mapped at lower resolution and also revealing many smaller 
craters.  The smallest feature positively identifiable as a crater is ~180 m, or about 6 
pixels across, which is close to what would be expected as a practical resolution limit.  
We note that in none of our study areas was image resolution sufficient to identify ejecta 
blocks on crater rims, which have been argued by Bart and Melosh (2007) as a potential 
means of distinguishing primary from secondary craters. 
 
 
                                                 
1Our mapping is independent of the Tyre secondaries mapped by Bierhaus and Schenk (2010) for other 
purposes. 
158  
Achelous - Ganymede 
 Achelous is a 35-km diameter, relatively fresh crater observed by Galileo at low 
sun angles (Fig. 6.3) and at a similar spatial resolution to Tyre (180 m px-1).  We mapped 
630 secondaries in this scene, in the diameter range of 0.7 to 2.7 km.  Achelous has a 
distinct ejecta pedestal and visible tongues of ejecta.  Another somewhat older crater of 
similar size, Gula, lies to its North.  In addition to Gula’s overall more degraded 
appearance, its ejecta blanket appears to be overprinted on the eastern and possibly 
southern sides by later tectonized (grooved) terrain.  There are several identifiable small 
craters in Gula’s floor, whereas none are identifiable within Achelous.  It is possible 
some small craters mapped in this scene are secondaries from Gula, but most appear to be 
from Achelous. To mitigate this we measured only to ~63.5°N.  This scene is again 
limited by the mosaic extent, to radial distances 45 – 85 km from the crater rim. 
Although Ganymede has many more primary craters than Europa, Achelous 
formed on younger grooved terrain, which helps eliminate some contamination from 
small primaries.  A few craters which were obviously out of place in terms of size (much 
larger than other secondaries at that distance) or morphology (e.g., sharper, more clearly 
defined rims and a more perfectly circular planform) when compared to the secondary 
field as a whole were excluded from the analysis (unmarked craters in Fig. 6.3).  
Achelous makes a good comparison to Tyre on Europa because it is similar in terms of 
size and image-mosaic resolution, and the gravities and surface compositions of the two 
bodies are similar.   
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Gilgamesh - Ganymede 
 Gilgamesh, Ganymede’s largest impact basin, has an equivalent rim diameter of 
~585 km (Schenk et al., 2004); this rim location is consistent with scaling from ejecta 
deposits in Schenk and Ridolfi (2002) and is also marked by a prominent, inward-facing 
scarp. Gilgamesh and the terrain to the east were imaged by Voyager 2 at moderate 
resolution (550 m px-1; see Fig. 6.4).  Most identifiable chains and secondaries are 
concentrated to the north and south of the basin.  Given the more heavily cratered surface 
of Ganymede, the Gilgamesh scene was the most difficult of the three study areas in 
which to distinguish primaries from secondaries.  Only craters that appear to be in a chain 
or cluster were included in the dataset below: a total of 443 craters in the diameter range 
of 2.3 – 21.3 km.  In some cases this includes “chains” where there is only one large 
crater but there is also a smaller crater, or elongation/gouging in the direction radial to 
Gilgamesh (“Gilgamesh sculpture”).  If a crater had a distinctly different degradation 
state than the majority of the secondaries (either much fresher, rayed, or much more 
degraded) it was excluded from the analysis.  Additionally, if a crater was particularly 
large for its distance from Gilgamesh, compared to the surrounding secondaries, it was 
excluded (these craters appeared as obvious outliers in the dataset).  The craters that were 
mapped or excluded can be seen in Fig. 6.4a and some specific examples of the mapping 
decisions are given in Fig 6.4b. 
Pwyll - Europa 
 Alpert and Melosh (1999) measured 180 secondaries in high-resolution Galileo 
mosaics (27, 21, 54 m px-1) at three distances from Pwyll, a 27-km-diameter crater.  One 
mosaic is centered over Pwyll, and the other two are almost due north, ~900 km and 
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1,070 km away, in Conamara Chaos, and just north of Conamara, respectively.  Pwyll’s 
bright rays are visible over 1000 km away, thus secondaries from Pwyll can be identified 
at large distances.  This allows for a greater range of fragment velocities to be sampled, 
but a disadvantage to this site is that measurements only extend in one radial direction 
away from Pwyll and mapping was only possible in small patches of surface area.  
Without broader radial coverage the results may not reflect the largest secondaries at a 
given distance, due to stochastic variations with launch azimuth.  
6.3 Fragment Size and Velocity 
From measured secondary crater ranges (the distance of the secondary crater from 
its source primary crater) we can calculate the velocity of the ejecta fragment that formed 
each secondary, and from the secondary diameter we can estimate the fragment’s size.  
The inset in Fig. 6.6.5 illustrates the quantities described in the following section, and 
Table 6.2 lists all symbols and associated parameters.  Fragment velocities were 
calculated from the range equation for a ballistic trajectory on a planetary sphere (e.g., 
Melosh, 1989): 
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where Rb is the measured ballistic range from the primary to each secondary, Rp is the 
radius of the planet or moon (1569 and 2634 km for Europa and Ganymede, respectively), 
g is the gravity (1.31 and 1.43 m s-2 for Europa and Ganymede, respectively), θ is the 
ejection angle, and υej is the ejection velocity we solve for.   
There are several assumptions that go into this calculation.  We do not know the 
exact launch point or ejection angle of each fragment.  The ejection angle is assumed to 
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be 45° as experiments show this to be a practical average value with some scatter ±15° 
(Cintala et al., 1999; Durda et al., 2012).  There is a subtle aspect to this assumption, 
however, which will be returned to in the Discussion (Section 5).  An approximate value 
of ½ of the transient primary crater radius (0.25 Dtr) was used as the starting point for 
measuring the ballistic range to each secondary (we justify this in a later section).  The 
transient crater represents a nominal cavity shape as the excavation flow ceases but 
before gravitational collapse proceeds; thus Dtr/4 represents an average distance from 
which fragments might have been ejected.  The transient diameter for each of the 3 
primary craters was estimated from an approximate scaling for complex craters on 
Ganymede Dfinal ~ 1.176Dtr1.108 (McKinnon and Schenk, 1995), where Dfinal and Dtr are 
the final and transient crater diameters, respectively, given in km (Dfinal is measured to 
rim-to-rim; values of Dtr are given in Table 6.1).    
To derive the ejecta fragment size (Dfrag) from the measured diameter of each 
secondary crater (Dsec), we use the Schmidt-Holsapple scaling relations for hypervelocity 
impacts (e.g., Holsapple, 1993) with updated parameters 
(http://keith.aa.washington.edu/craterdata/scaling/theory.pdf).  The scaling equations 
relate the properties of the impactor to the volume of the resulting transient crater on a 
given body with a given target material (which can then be converted to a final diameter 
for complex craters), or vice versa.  For the purposes of these calculations, we consider 
both solid, low-porosity ice and porous ice regolith as models for the surfaces of Europa 
and Ganymede.  For lower surface gravities and smaller impactors, the strength of solid 
surface material will strongly control on the size of the resulting crater (i.e., the strength 
regime).  For larger gravities and impactor sizes, the strength of the material is more 
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easily overcome.  In this “gravity regime” the final crater size is limited by conversion of 
flow field kinetic energy into gravitational potential energy and frictional dissipation, 
both of which are direct functions of gravity.  A function that interpolates between the 
two regimes is given by: 
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where K1 and K2 are scaling coefficients for a given surface material and μ is the scaling 
exponent (see Table 6.2 for values).  The scaling parameters are empirically estimated for 
different materials from laboratory experiments, numerical computations, and 
comparison to explosion cratering results.  The π-groups are non-dimensional relations of 
physical cratering processes: πV describes the overall cratering efficiency, and is 
dependent on the gravity-scaled size (π2), and the strength measure (π3).  General 
definitions of the π-groups are:  
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where ρ is the density of the target material, V is the volume of the resulting crater, m is 
the mass of the impactor, g is surface gravity, a is the impactor radius, U is impact 
velocity, and Y is a measure of target strength (Holsapple, 1993).  The relation πV is 
termed the cratering efficiency because it is the ratio of the mass removed from the space 
that is now the crater, and the mass of the impactor.  The crater formation process ejects 
or compresses much more material to make the final crater than the mass of the bolide, 
thus the cratering efficiency is only physically realistic for values above one, for 
hypervelocity impacts. The gravity-scaled size, π2, is the ratio of the lithostatic or 
overburden pressure at one projectile radius depth (ρga, where a is the radius of a 
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spherical impactor and is equal to Dfrag/2 for the secondaries) to a measure of the 
dynamic pressure of the bolide at impact (ρυfrag 2, where υfrag is the velocity of the 
secondary fragments). 
There is no simple size division between craters formed in the strength versus the 
gravity regimes as illustrated in Fig. 6.6.5, as the transition spans an order of magnitude 
or more in π2, and is dependent on the impactor velocity and target strength.  We note 
that the cratering efficiency itself is independent of the ratio of the target to impactor 
densities, but this ratio does appear on the right hand side of Eq. (2) in its most general 
form (see Holsapple, 1993).  The density ratio is nominally taken as unity for secondaries, 
and is not included for the ice-on-ice secondary impacts considered here.  
In principle one could substitute Eqs. (3) into Eq. (2) to solve for a in a given 
cratering situation, but there is no closed-form solution.  Instead we follow the example 
of Holsapple (1993) and plot πV as a function of π2, and insert Y/(ρ U 2) for π3.  Figure 6.5 
shows this curve for cold ice parameters and various impact velocities.  The values of π2 
for the fragments that made the secondary craters measured around Tyre, Achelous, and 
Gilgamesh are in the range of 3 x 10-3 to 6 x 10-2 (fragment sizes are determined below), 
thus these impacts are predicted to be in the gravity regime for the associated range of 
impact velocities (~200 m s-1 to 1 km s-1).  In fact, only ~meter-sized impactors for a 
given velocity will shift into the transition region between the two regimes (appropriate 
for secondaries at lower speeds, primaries at cometary impact speeds, or small 
sesquinaries at several km s-1); thus, strength regime craters are nearly invisible on 
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Europa and Ganymede given the current image resolutions2.  For a porous, regolith-like 
material we use the parameters for “dry sand”, which has no effective strength and thus 
impacts into this material would always be in the gravity regime, also shown in Fig. 6.6.5.   
For the gravity regime we are concerned with the relation: 
μ
μ
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−
= 2
3
21KV  .     (4) 
The cratering efficiency, πV, is the ratio of the mass of the material that is ejected or 
displaced when making the secondary crater to the mass of the ejecta fragment.  This 
relation can be written as Vsec ρ/Vfrag δ, where Vsec, Vfrag, ρ, and δ are the volumes and 
densities of the surface material and the impacting fragment, respectively.  As noted, for 
secondary craters on icy bodies ρ and δ are logically assumed to be the same.  For 
secondaries, the impactor radius a ≡ Dfrag /2. For the above equations, υ refers to the 
vertical velocity component, so a factor of cosθ is introduced for non-vertical impactors 
(e.g., Chapman and McKinnon, 1986; Holsapple, 1993), and again θ is assumed to be 45°.  
Additionally, the impact velocity for the secondary craters is taken to be the same as the 
ejection velocity (υfrag = υej), as there is no atmospheric resistance to slow the fragments 
after ejection on the icy satellites in question.  The resulting equation is:  
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We use the K1 and μ most suitable for cold, non-porous ice, as well as a porous material 
(dry sand) representing icy regolith.  
                                                 
2From another perspective, the transition crater diameter between the strength and gravity regimes only 
depends on Y and g, for scale- and rate-independent strength, and is predicted to be of order 100 m on 
Europa and Ganymede (Chapman and McKinnon, 1986). 
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Finally, we must make some assumptions about the crater shape to convert crater 
volume into diameter.  We use a depth-to-diameter (d/D) ratio of 0.125, lower than the 
canonical ratio of 0.2 for simple, primary craters (e.g., as on the Moon), but a better 
approximation for fresh secondary craters.  Our d/D value is slightly lower than the mean 
or mode (d/D ≈ 0.135) found in the recent study of Europa secondaries by Bierhaus and 
Schenk (2010).  Our slightly lower value offsets the fact that the secondary depths in 
Bierhaus and Schenk were measured from the rim crest, whereas the Schmidt-Holsapple 
equations apply to the apparent depth of the transient crater, or the depth measured from 
the ground plane.  A value of 0.125 is also the same d/D assumed by Vickery (1986, 
1987), and so aids in comparisons.  Using a paraboloid shape for the excavated crater, 
this d/D ratio yields Vsec = 0.4(Dsec/2)3 = 0.05Dsec3 and thus the equation becomes:   
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With the above assumptions and parameters we solve for the fragment diameter (Dfrag). In 
the case of a solid surface the resulting equation is: 
( ) 275.0228.1sec /002.1 fragfrag gDD υ= .    (7) 
Europa and Ganymede have both been extensively resurfaced (Ganymede to a 
lesser extent overall, although Achelous formed on younger grooved terrain).  This 
suggests regolith layers from impact gardening are relatively thin (a few meters for 
Europa; Moore et al., 2009), although the surface may be fractured to a greater depth by 
the active tectonics and locally by larger primary impacts.  Many of the secondary craters 
we mapped are fairly large, especially for Gilgamesh on Ganymede, and thus should be 
mostly forming in low-porosity ice below any regolith.  For completeness, however, we 
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also calculate the results for secondary impacts with porous material parameters 
representing an icy regolith: 
( ) 205.0220.1sec /878.0 fragfrag gDD υ= .    (8) 
These scaling alternatives may be important if we consider the potential 
limitations to our scaling (point-source impactor coupling) approach.  For example, for 
our largest and slowest secondary fragments, the cratering efficiency approaches unity3, 
meaning the crater volume becomes similar to the fragment volume, and it is logical to 
assume that coupling becomes incomplete and the cratering efficiency is no longer given 
by Eq. (4) (logically, it is lower).  Likewise, none of the secondary impactor velocities 
determined here can be truly considered hypervelocity, in that υfrag << p-wave speed in 
ice (~3,900 m s-1). Nevertheless, craters are made, and the maximum shock pressures for 
even our slowest impactors (~200 m s-1) are in the 200–300 MPa range (see data of 
Larson [1984], tabulated in Gaffney [1985]).  These pressures exceed the Hugoniot 
elastic limit, or HEL, for ice, albeit barely.   
6.4 Results 
Secondary sizes and distances from the primary are given in Fig. 6.6 and the 
calculated fragment velocities are plotted against their size in Fig. 6.7.  We fit curves to 
the upper envelope of each dataset using quantile regression, fitting the 99th quantile.  
The maximum fragment diameter for a given velocity, Dfmax(υej), is assumed to follow a 
power law dependence, Dfmax = Aυej – β, where both variables are in MKS units.  Quantile 
regression (Koenker, 2005) allows characterization of dataset features other than the 
distribution’s mean, which is fit by ordinary linear regression.  Quantiles are the 
                                                 
3We note that the value of Y chosen for scaling purposes (Table 6.2) is not the same as the HEL.   
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generalized version of more commonly known measures such as quartiles, where a 
dataset is divided into equal-size subsets (e.g., 4 subsets for quartiles, or 100 subsets in 
the case of percentiles).  The parameters A and β are chosen to minimize the distance 
between the resulting curve and the 99th percentile of the fragment diameter, conditional 
on the ejection velocity.  This means, for a given velocity, the fitting routine places a 
curve where about 99% of the fragments have a diameter smaller than that estimated by 
the power law.  Standard errors are estimated from the variance-covariance matrix 
calculated through a bootstrap method in Mathematica, where the curve fitting was 
carried out. 
The resulting equations are plotted with the data in Fig. 6.7 and the parameters for 
the fits are given in Table 6.3 for both the full dataset, and a subset where the largest 
secondary is taken as the left-most boundary for the range of velocities.  In our datasets, 
the secondaries closest to the primary are generally smaller than the largest secondary 
overall, presumably due to the transition from the ejecta block and blanket style of 
emplacement to the field of secondary craters (or possibly due to the overestimated 
cratering efficiencies as previously discussed); therefore, anchoring our curve fitting in 
this manner may give us a better measure, particularly for Tyre and Gilgamesh.  The 
velocity exponents (β) for the two different fits are consistent within the formal errors, for 
each crater respectively (Table 6.3), although only barely so for Achelous.  The Achelous 
mosaic, however, only allows for measurements over a fairly limited velocity range 
(already a problem), so the subset may not be as representative as the full dataset (β is in 
particular poorly constrained).  Note that an average or median fragment size is not 
meaningful for these datasets because it would be strongly controlled by the smallest 
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measured secondaries, which is controlled by the mosaic resolutions, and not an actual 
physical characteristic of the ejecta formation process.   
To explore the robustness of the above results, we examined several variations of 
the scaling or fitting parameters.  Fragment scaling for a porous target material is 
compared with that for the solid in Fig. 6.8.  In the gravity regime, a larger fragment is 
necessary to form the same size secondary crater in a porous target because more of the 
energy goes into compaction of the material and dissipation (Housen and Holsapple, 
2011).  This effect is not as pronounced for larger secondary craters (the large 
secondaries of Gilgamesh being the prime example), as the gravity-scaled cratering 
efficiencies for cold ice and ice regolith converge at large π2 (Fig. 6.5).  Overall the 
distributions and fits are quite similar, with fits to the porous scaling predicting slightly 
larger fragments sizes (Table 6.3).  The velocity exponents (β) are mostly within the error 
bars of each other.   
Additional fits to the 95th and 90th quantiles for cold ice are plotted with the data 
in Fig. 6.9, the fitted parameters are given in Tables 6.5 and 6.6, and a graphical 
comparison of the velocity exponents (β) is given in Fig. 6.10.  In general, these lower 
quantiles are increasingly statistically more robust, although they can’t fully capture the 
largest secondaries at any distance or velocity. The 99th quantile is particularly 
susceptible to statistical outliers.  Of the three craters studied here, Tyre gives the most 
consistent velocity exponents, full dataset or subset.  The magnitude of the pre-
exponential factor A generally scales to lower values with lower quantiles, as expected, 
but the slopes are comparable across quantiles, again often within the error bars.  
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Nevertheless, it is apparent that the slope of the SVD for Gilgamesh is considerably 
steeper than that of Tyre or Achelous (Fig. 6.10), regardless of scaling or fitting approach. 
Among the three secondary fields we mapped, the results for Tyre are likely the 
most robust.  Image coverage extends around the entire crater and yields the largest 
number of measurable secondaries with the largest range of calculated velocities (from 
225 to 580 m s-1), in either absolute or gravity-scaled terms (discussed below).  
Additionally, this scene is the least likely to be contaminated by primaries or secondaries 
from other craters given Europa’s young surface, estimated to be between 20 and 200 
million years old (Bierhaus et al., 2009).  The results for Achelous have a much more 
limited velocity range and the Gilgamesh secondaries are the most difficult to tell apart 
from potential primaries of similar size.  Our secondary size distribution vs. distance for 
Tyre (Fig. 6.6a) is quite similar to that in Bierhaus and Schenk (2010; their Fig. 7).  
Bierhaus and Schenk (2010) used a clustering algorithm to identify secondaries (and 
more of them); the similarity of the two datasets, especially for larger secondaries, 
supports the robustness of the results presented in this chapter for Tyre. 
Ganymede and Europa have similar gravities, and the similarly-sized Tyre and 
Achelous were mapped at comparable resolutions.  In Fig. 6.11 we plot the SVDs for 
both craters together, assuming non-porous ice in the gravity regime for scaling.  The 
merged dataset clearly overlap, and could easily be considered to be drawn from the same 
parent population.  For the Achelous data, the upper envelope (99th quantile) drops off 
more rapidly at higher velocities than the Tyre fit, but we suspect this is due to the more 
limited image coverage of the secondary field at Achelous.  If one were to truncate the 
Tyre distribution to the same velocity range that is available for Achelous (200 – 375 m s-
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1), the quantile regression fit to the Tyre data would have a similar large negative 
exponent as the Achelous subsetted data (β = 2.9 for Tyre in this case).  We therefore 
conclude that the full dataset for Achelous is more representative, and that the Tyre and 
Achelous distributions are very similar overall.  Indeed, a composite fit (99th quantile) 
yields a β = 1.02 ± 0.12, statistically similar to the Tyre fit alone (β = 0.96 ± 0.13, Table 
6.3).  
6.4.1 Some Scaling Considerations 
To compare the SVDs across primaries more generally, we appeal to the ejecta 
model of Housen and Holsapple (2011).  For gravity-dominated primary impacts we 
scale the secondary fragment velocities by gravity and the primary crater transient radius, 
vej/(g Rtr)1/2, and scale the fragment diameters also by the transient radius by, dfrag/Rtr (Fig. 
6.12), recognizing that additional factors may be involved for the largest secondaries (e.g., 
spallation fragment size nominally depends on surface tensile strength [Melosh, 1984], 
and see below).  As expected, Tyre and Achelous are still similar given their similar 
SVDs and similar Rtr.  The Gilgamesh secondaries, however, are significantly offset, with 
generally smaller scaled fragment sizes and ejection velocities.  The scaled distribution of 
Gilgamesh’s secondary craters suggests that Gilgamesh’s transient diameter may be 
somewhat overestimated in comparison with Tyre and Achelous.  Certainly, the transient 
diameter for Gilgamesh is the least constrained of the three.  If we take the point-of-view 
that the transition from ejecta blanket to secondary field should scale according to gravity 
(Housen et al., 1983), then Dtr for Gilgamesh should be reduced by ≈ 1.5.  This by itself 
would not make the upper envelope of the Gilgamesh SVD match or parallel the other 
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distributions, however4.  We suspect that ejecta/spallation physics may limit ice fragment 
sizes as ejection velocities reach and exceed 1 km s-1 (truly hypervelocity for ice; 
[Gaffney, 1985]). 
Given overall scaling uncertainties, we present a version of Fig. 6.12 in which the 
vertical axis is normalized by an additional factor of (Dtr/Dtr,Tyre)1/3 (Fig. 6.13).  This is 
motivated by the empirical observation that maximum ejecta block size on lunar crater 
rims varies as D2/3 (Bart and Melosh, 2007).  With this normalization, the SVDs for Tyre, 
Achelous, and Gilgamesh are made much more compatible.  It is worth noting, however, 
that in neither Fig. 6.12 nor Fig. 6.13 does the secondary distribution from Alpert and 
Melosh (1999) align with the others (the upper limit to the Pwyll SVD is plotted).  Also, 
if we were to adopt a sometimes quoted relationship in which maximum ejected block 
size is proportional to ejected mass to the 0.8 power (i.e., Dfrag,max ∝ Dfinal0.8) derived 
from older explosion crater data (see O’Keefe and Ahrens, 1987), our scaled fragment 
sizes would be intermediate between Figs. 6.12 and 6.13. 
These scaled velocities can also be compared to a compilation of data related to 
ejection velocity versus fragment launch position from within the transient crater (x) 
given by Housen and Holsapple (2011).  In their Fig. 14 the authors plot both their ejecta 
model describing the scaled velocities as a function of scaled launch position (x/R, where 
R is the apparent radius, thus ≈ 1.1x/Rtr [see Table 2 in Grieve and Garvin, 1984]) and 
data from gravity-controlled experiments.  We replot their ejecta model fits in our Figure 
6.14.  The scaled velocities for the three primary craters considered here are in the range 
of 1.6 to 4.7 (Fig. 6.12).  The corresponding scaled launch positions (x/R) closely overlap 
                                                 
4Alternatively, the transient crater sizes for Tyre and Achelous could be increased by ~1.5.  Although 
Tyre’s equivalent and transient crater size could be underestimated, a 30% underestimation seems unlikely 
(cf. Turtle et al., 1999).  Achelous’ rim diameter is secure, of course. 
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0.5 for all three primaries, the value we take as the launch position (Dtr/4), for both 
porous and non-porous scaling.  This range of values is thus in good agreement with 
theory and data about ejection velocity versus launch position (such as we have), 
validating our use of Dtr/4 as a nominal launch position of the secondary fragments. 
We emphasize that although the ejection velocities in Figs. 6.12 – 6.14 appear to 
gravity scale, ejecta are launched from positions where gravity does not influence (or 
only modestly influences) the cratering flow field.  We are relating the secondaries to 
primary crater size, however, which is something that (in most cases) we can measure, as 
opposed to impactor size and velocity (which we do not know), and primary crater size 
gravity scales (Housen and Holsapple, 2011).  Hence, the gravity scaling is embedded in 
Figs. 6.12 – 6.14, and especially in Fig. 6.14, which illustrates ejection velocities for the 
bulk of the ejecta.  As will be discussed in the next section, however, secondary crater 
formation is thought to be strongly influenced by surface spallation and tensile 
fragmentation (Melosh, 1984), and this is especially true for the largest secondaries.  In 
spallation theory, tensile strength (T) and longitudinal sound speed (CL) are important 
(Melosh, 1984), so we might expect such dimensionless quantities as T/ρU2 or CL /U to 
show up in the scaling.  These quantities are not expected to vary strongly between 
Europa and Ganymede; nor do we have individual estimates of U for the craters in 
question.   
In Fig. 6.15 we plot secondary-forming fragment size for all three primaries 
simply as a function of ejection velocity and instead normalize fragment size to the final 
crater radius, as this is the closest measure of primary impactor size (Dfinal ∝ a0.92 at 
fixed velocity).  This normalization sidesteps the implicit gravity scaling of the transient 
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primary crater radius.  The three secondary fields measured by us would appear to sample, 
for different velocity intervals, a more universal SVD for icy impacts, but for the 
exception of Pwyll.  Quantile regression to the 99th percentile of the combined SFDs in 
Fig. 6.15 yields a power law of Dfrag,max/Dfinal = 3.26 υej-0.86 ± 0.09, where υej is in m s-1.  
This slope is likely an underestimate, as none of the individual SVD slopes are this 
shallow.  More importantly, the data from Pwyll (Alpert and Melosh, 1999), if accepted 
as representative of that crater, imply that there are additional factors at play. 
6.5. Discussion 
6.5.1 Comparison with Terrestrial Planet Secondaries 
The velocity exponents (β) found for the craters on icy satellites span the range of 
exponents found by Vickery (1986, 1987) for terrestrial planets, but our three “smaller” 
craters (Pwyll, Achelous, and Tyre) have velocity exponents at the lowest end and 
Gilgamesh on Ganymede is on the high end of the terrestrial range (Fig. 6.16).  Vickery 
(1986, 1987) mapped the secondary fields for 5 craters on the Moon, 4 on Mars and 3 on 
Mercury, in the diameter range of 26-to-227 km, and found β ≈ 1.4 – 2.8.  The pre-
exponential factor (A) generally scales with the size of the primary.  Vickery (1986, 
1987) found values in the range of ~6 x 107-to-7 x 1010.  Our three smaller craters have 
order of magnitude lower values of A, and Gilgamesh’s A is somewhat higher5.  
Gilgamesh is by far the largest crater in any of the studies so it may be less comparable 
                                                 
5We note for completeness that the “least-squares” and “best-fit” methods used by Vickery (1987) and 
Alpert and Melosh (1999), respectively, to determine maximum fragment size as a function of velocity 
were not specified.  Nor were secondary or fragment size data presented for 9 of the 12 craters studied in 
Vickery (1987). 
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with the available terrestrial examples (in the sense that a better comparison may be with 
Orientale on the moon [Wilhelms, 1976; Wilhelms et al., 1978]). 
Alpert and Melosh (1999) concluded from their study of Pwyll secondaries that 
icy bodies ejected smaller fragments than impacts on silicate bodies at equivalent ejection 
velocities, and that fragment size decreases more gradually as velocity increases (lower 
β).  Our results for Tyre and Achelous support the latter, as the β values close to 1 are 
distinctive for all 3 icy craters (Fig. 6.15).  Gilgamesh does not follow this trend, of 
course, so caution is warranted with respect to this conclusion, although as noted above 
there may be a scale effect (Gilgamesh is more than an order of magnitude larger than the 
other 3 craters). 
As for the absolute size of fragments, it is important to control for primary crater 
size.  For modest sized craters, it still appears that fragment size on icy bodies is 
generally less than that on rocky bodies at equivalent ejection velocities, but the 
difference is far less pronounced than for Pwyll alone, whose fragments are significantly 
smaller in comparison (Fig. 6.13).  Gilgamesh secondary fragments (or fragment clusters) 
are quite large, however, and overshadow any of the fragment sizes derived in the 
Vickery studies.  This result is not surprising, as the proximal secondaries of this icy 
satellite basin are up to twice as large as the largest secondaries identified by Wilhelms et 
al. (1978) for Orientale.   
Two other studies used Vickery’s approach to look at craters on the Moon and 
Mars. Hirase et al. (2004) examined what were judged to be secondary craters around 
Kepler and Aristarchus on the moon (32- and 40-km diameter, respectively) and also 
around 3 smaller martian craters, 2.0, 3.1, and 3.5 km in diameter.  They did not fit 
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curves to the upper envelope of the SVDs, and none of the distributions show a strong 
decrease in fragment size with increasing distance.  Hirata and Nakamura (2006) 
conducted a similar study for the young lunar crater Tycho (85 km in diameter).  
Similarly they did not perform their own fits, but do show that the power-law fit for the 
93-km-diameter Copernicus crater from Vickery (1987) matches well with their Tycho 
data.  This result is notable as the Tycho impact occurred in the lunar nearside southern 
highlands, presumably deeply fractured megaregolith (Wieczorek et al., 2013), and not in 
layers of coherent mare basalt.   
Bart and Melosh (2010) examined the SVDs of ejected boulders around 18 lunar 
craters.  These were mostly small primaries, 0.2-to-4 km in diameter, but they also looked 
at two larger craters with diameters of 27.4 and 41.2 km.  Power law fits for the boulders 
gave exponents in the range of -0.3 to -3.7 (for the largest crater), and although there is 
some scatter the data, they determined an overall increasing trend in β with increasing 
crater size, meaning larger craters had a steeper fragment size dependence on velocity.  
The β values for the km-scale craters were particularly shallow (0 > β > -1).  When 
combined with the results from Vickery (1987) (thus, boulders and secondary forming 
fragments) this trend was reinforced, albeit with some scatter for larger craters.  Our 
results (β values) and that of Alpert and Melosh (1999) further strengthen this trend.  We 
note that rim boulders and the largest secondary-forming fragments may come from 
different distinct ejecta components (Melosh, 1989), but the broader secondary fragment 
population and rim boulder do share the same fragmentation physics. 
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6.5.2 Secondaries and Spallation Theory 
Spall fragments are those ejected at high velocities (but low shock pressures) from 
coherent, near surface material.  Spalls are generally the highest velocity fragments 
ejected from a given launch point within the crater.  The majority of ejected fragments, 
however, are ejected as part of the main excavation flow and are generally considered to 
be Grady-Kipp fragments, after the theory that predicts the breakup of the coherent 
surface material into roughly equal-sized blocks (Melosh, 1989; Chapter 6).  As the 
generally slower moving and much larger fraction of the ejecta (at a given x), Grady-
Kipp fragments presumably result in the many of the near-field secondaries and most of 
the continuous ejecta (fragments ejected from below the surface spall layer are expected 
to travel at close to spall speeds; Melosh, 1987).   
Melosh (1984) provides an estimate of spall plate thickness, for the so-called 
“hydrodynamic” ejection model: 
ejL
i
spall C
Tal υρ
ρδ 2/1)/(2= ,     (9) 
where, as a reminder, T and CL are the tensile strength and longitudinal sound speed of 
the target material, respectively.  The diameter of the primary impactor (2ai) is calculated 
with an equation similar to Eq. (7), but with a d/D ratio of 0.2 assumed: 
( ) 275.02275.1 /215.12 itri gDa υ= ,     (10) 
where υi is the primary impactor velocity (and again using an average 45° impact angle).  
Impactor radii are given in Table 6.1 and were calculated using typical cometary impact 
speeds of 26 and 20 km s-1 for Europa and Ganymede, respectively (Zahnle et al., 2003; 
and δ = ρ for simplicity).  Using ρ = 920 kg m-3, T = 17 MPa (Melosh, 1984; based on 
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Lange and Ahrens, 1983), and CL ≈ 4 km s-1 (Vogt et al., 2008), we can estimate the 
thickness of spall plates for the ejection velocities (υej) associated with the secondaries in 
this study.  Figure 6.17 compares our fragment data with the spall thickness predicted by 
Eq. (9), along with an estimate of an effective diameter assuming the plates do not break 
up and are a factor of several to 10 times larger in the other dimensions (i.e., multiplying 
Eq. (9) by 1001/3).  Even assuming the plates do not break up for the lower velocity 
portion of the ejecta, the prediction for the size of spall plates falls well below the 
fragment sizes inferred for the secondary craters around these three primaries. 
What can account for this discrepancy, especially as spallation theory appears to 
do a credible job for craters on the Moon (Vickery, 1986; Hirata and Nakamura, 2006) 
and Mars (McEwen et al., 2005; Zahnle et al., 2008)?  The discrepancy is too large (an 
order of magnitude in the case of Tyre) to be explained by an even slower and/or more 
oblique than average primary impactor.  Also, spallation theory systematically 
underpredicts fragment size for all three craters studied here (Fig. 6.17).  We may have 
overestimated secondary crater depths, but even a d/D of 0.1 (the lowest likely limit from 
Bierhaus and Schenk [2012]), would decrease fragment size estimates by less than 10%.   
We investigated whether a neglected aspect of ejection physics may be 
responsible.  Ice is a rather “fluid” material compared with rock, in that its Poisson’s ratio 
of 0.325 is much closer to the fluid value of 0.5 than that typical of rocks (0.25).  As such, 
ice ejection physics is more hydrodynamic and ejection angles are steeper (Melosh 1984).  
Detailed calculations by Melosh (1984) for ice spallation (his Fig. 6.6, case 7) show the 
ejection angle declining from 70° to 50° as the distance from the impact site increases 
from 5 to 10 projectile radii.  Although the analytic stress-wave ejection model is itself a 
178  
simplification of the real situation, it illustrates the possibility that we are underestimating 
the ejection angle at 45°.  If so, the ejection velocity necessary to reach a given range (Eq. 
1) is underestimated.  More importantly, the impact velocity of the ejected fragments 
becomes less oblique and closer to normal.  This is the most important aspect and the 
total kinetic energy of a given fragment, available for cratering, may easily more than 
double.  Thus for a given secondary crater, the estimated fragment mass analysis is 
correspondingly reduced.  Fig. 6.18 illustrates the effect of changing the impact angle 
uniformly to 70°: fragment sizes are reduced by up to 30%.  However, fragment 
velocities are also increased (shifted to the right), so although the difference between data 
and theory is reduced, it is not resolved. 
For completeness we also calculate the characteristic or “preferred” size of 
Grady-Kipp fragments, from Melosh (1989; Eq. 6.4.2): 
3/43/2
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Even the largest of fragments calculated by Eq. (11), for distances to the inner edge of the 
secondary field and with the speeds given above, are quite small: only 20 meters in size 
for the largest fragment from Gilgamesh, and only ~1 m for Tyre.  These fragment sizes 
are several orders of magnitude smaller than the fragment diameters necessary to form 
the observed secondaries.  Grady-Kipp theory was developed for a material with random 
flaws, which activate and grow as cracks, but does not explicitly account for preexisting 
structure (faults, megaregolith layers and blocks, etc.).  Although we don’t necessarily 
expect a thick regolith or deep megaregolith such as that found on the Moon (Wieczorek 
et al., 2013), the surfaces of Europa and Ganymede are still fractured and not structurally 
homogenous.  Moreover, we do not know the terrain that Gilgamesh formed in, and at 
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least a few kilometers of structurally disturbed and non-thermally-annealed crust is 
possible (cf. Nimmo et al., 2003).  Grady-Kipp theory also predicts that all fragments will 
be about the same size for a given ejection velocity, whereas clearly there is a range of 
secondary sizes at any given distance from the primary.  We conclude that Eq. (11) does 
not yield a useful prediction of ejecta fragment sizes for our measured secondary craters. 
6.5.3 Sesquinary Craters on Europa and Ganymede 
In this subsection we use our size-velocity fits to extrapolate to the escape speeds 
of Europa and Ganymede, recognizing that this is an extrapolation, and that we do not 
have the image coverage to detect such large velocity secondaries.  We extrapolate the 
fitted upper-envelope equations to the Hill sphere escape velocity (υHesc; for a fragment to 
escape to the Hill sphere for a particular moon rather than to infinity; 1.91 km s-1 and 
2.63 km s-1 for Europa and Ganymede, respectively) and derive the maximum size 
fragment that would be ejected from each primary crater.  The diameter of the largest 
sesquinary fragments ejected and the size of a resulting crater after impact on the parent 
moon are given in Table 6.4.  Resulting crater sizes are calculated using Eq. (10) and 
with typical re-impact speed of  2.5 km s-1 for Europa (Zahnle et al., 2008) and 3.5 km s-1 
for Ganymede (Alvarellos et al., 2002).  Each primary would also produce an array of 
smaller sesquinaries.  We also include the (extrapolated) maximum fragment size for our 
“universal” ice secondary SVD from Fig. 6.15.   
Using Eq. (9) we calculate the largest spall thicknesses at escape velocity would 
have been 4, 3, and 86 m in size for Tyre, Achelous, and Gilgamesh, respectively.  These 
dimensions are considerably smaller than extrapolation of our measured SVDs (Table 
6.4), except for that of the Achelous subset, which is likely not the best characterization 
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of the SVD to begin with.  Equation (9) calculates the thickness of the plates, and were 
they to remain intact, the other dimensions could be substantially larger.  However, at 
high speeds spall plates are predicted to break up (Melosh, 1984), and in that case the 
thickness of the spalls may be representative of fragment diameters, if not upper limits to 
fragment sizes.  Zahnle et al. (2008) also use Eq. (9) to estimate the sesquinary fragments 
produced by an impact resulting in a 20-km-diameter crater and a hypothetical 100-km 
crater as well (although none are known on Europa).  Accordingly, they find spall 
thicknesses that are much smaller than those predicted by our empirical extrapolations 
(e.g., they calculate a spall thickness of 3 m for a sesquinary fragment from the 20-km 
crater, similar to the small fragments at escape speed predicted by Eq. (9) for Tyre).  
Equation (9) would predict very small fragment sizes for even a 100-km impact on 
Europa: spall thickness of ~430 m for near-field, secondary-forming fragments (using the 
same υej = 150 m s-1 as Zahnle et al., 2008) or ~20 m at escape speed.  Of course, Tyre, at 
only ~40 km in diameter, already produces large (~1000-m diameter) secondary-forming 
fragments and by our empirical, data-driven scaling could have produced sesquinary 
fragments as large as ~150 m.  Thus, Tyre alone could be an important if not dominant 
contributor to the globally distributed secondary population on Europa between 100-m 
and 1-km diameter (Bierhaus et al., 2001, 2009).  But, one cannot come to this conclusion 
using Eq. (9) alone.  Nevertheless, we cannot be categorical about Tyre’s contribution to 
Europa’s global cratering record, because we do not have empirical data on ice fragment 
sizes for υej > 1.1 km s-1 (Fig. 6.15).  At these greater speeds all “tabular” spalls may 
breakup and even equant spalls may be crushed by horizontal stresses during launch 
(Melosh, 1989).   
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In their study of Ganymede cratering, Alvarellos et al. (2002) scaled from Vesta 
and the 5-to-10-km size asteroids thought to be ejected from Vesta (the vestoids) to arrive 
at an estimate for the size of sesquinaries from Gilgamesh.  They predicted the largest 
Gilgamesh sesquinary fragments should have been 0.9-to-1.8 km in size.  According to 
our study this would be an over-prediction by a factor of ~3-6, based on our 
measurements at Gilgamesh (Table 6.4).  Using our “universal” ice fragment scaling, 
however, would predict substantially larger secondaries.  But we view the β for this latter 
fit (≈ 0.86) as too shallow and extrapolated fragment sizes at greater ejection velocities as 
too large.  It is worth remembering, however, that some Gilgamesh secondary craters are 
quite large, ~10-km diameter at υej ~ 1 km s-1 (Fig. 6.6c).  It is not too much of a stretch 
to imagine 4-km-diameter distant secondaries (if β ≡ 1, as in spallation theory) and 
therefore returning sesquinary fragments making 5-km craters.  On the other hand, the 
highest speed Gilgamesh ejecta blocks are almost all less than half the size of the very 
largest ones (Fig. 6.7c), and it is implausible that high-speed, sesquinary-forming tabular 
ice spalls survive intact.  By this logic, the largest sesquinary craters formed by 
Gilgamesh are almost certainly no larger than 2 – 3 km in diameter. 
6.6 Conclusions 
Mapping of secondary craters provides a window into ejecta fragment sizes and 
velocities, and quantile regression fitting characterizes the decline in fragment sizes with 
increasing velocity.  Based on the physics of cratering and ejecta we expect to see trends 
when comparing the SVDs of different secondary fields with the size of the primary, 
surface gravity of the body, or composition of the target/impactor material, etc.  For the 
two large icy satellites considered here, power law fits to the maximum ejecta size as a 
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function of velocity yield exponents (-β) are near -1 for the mid-sized craters (25-40 km 
in diameter), while the largest basin (~585 km in diameter) has a steeper exponent near -3.  
With two secondary fields measured on each of two moons, one must be cautious when 
drawing strong inferences about a trend in SVDs with primary size.  It is clear that larger 
craters on the same body eject larger fragments (as described by the pre-exponential 
factor A).  Although the velocity exponents for the SVDs of the mid-sized craters are 
consistently lower than those found for terrestrial craters of similar size, this 
characteristic of the distribution is consistent with spallation theory.  Theories for spall 
sizes, however, predict considerably smaller (and for Grady-Kipp fragments several 
orders of magnitude smaller) fragments than are required to produce the observed 
secondary craters.  The largest impact, Gilgamesh has a considerably larger negative 
exponent (β value), but this trend for a steeper velocity dependence with larger craters is 
not apparent for all bodies (see Mercury and the Moon in Fig. 6.16).  Fits for the 
terrestrial planets should be re-explored with more primaries and modern, high-resolution 
imaging to see whether larger craters consistently have more negative velocity exponents 
or not.   
Our empirical approach also helps constrain the contribution of sesquinary ejecta 
fragments to the population of craters on icy satellites.  By extrapolating from the size-
velocity distributions of mapped secondary crater populations around large impacts on 
Europa and Ganymede, we conclude that sesquinary craters would be restricted to 
smaller craters, although not completely insignificant when considering the very largest 
primary impacts on these bodies.  Tyre, the largest basin on Europa, would produce 
sesquinary craters about 1.5 km in diameter or smaller (from eventual re-impact on 
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Europa).  For the ~585 km diameter basin Gilgamesh on Ganymede, we find the 
maximum sesquinary crater size for re-impact on Ganymede would be approximately 2 – 
3 km.  The Gilgamesh SVD has a very steep slope (approximately -3), indicating 
fragment size decreases rapidly with increasing ejection velocity.  In this study we 
confirm earlier estimations (Zahnle et al., 2001; Alvarellos et al., 2002) that secondaries 
or sesquinaries from Gilgamesh (Ganymede’s largest surviving basin) are not large 
enough to account for the closer-to-isotropic crater distribution observed on Ganymede at 
diameters greater than 30 km.   
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Appendices 
Appendix A: Quantile Regression Alternative Fits. 
 The results for fitting the upper envelope, or 99th quantile of the SVD for each 
primary are shown in Table 6.3 and Figs. 6.7 – 6.10 display the various fits.  Discussion 
of the quantile regression fitting method is given in section 4.  In Tables 6.5 and 6.6 we 
provide the parameters for two additional quantile regression fits, to the 95th and 90th 
quantiles.   
Appendix B: Secondary Crater Size-frequency Distributions. 
 The secondary craters mapped for the three craters in this study generally exhibit 
steep size-frequency distribution (SFD) slopes at the large size end (Fig. 6.19 and Table 
6.7), typical of secondary crater SFDs (McEwen and Bierhaus, 2006).  Other SFD slopes 
reported for secondary populations on rocky and icy bodies are presented in Table 6.7.  
Our unweighted cumulative slope for Tyre is much steeper than that implied from the 
differential slope in McEwen and Bierhaus (2006), but such values are affected by 
resolution, counting area, and completeness limits.  It is clear that all the secondary 
distributions measured to date for large icy satellites are rather steep at their large ends.  
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Tables 
 
Table 6.1  Summary of primary and secondary crater field characteristics. 
Primary 
Crater 
Primary 
Diameter 
(km) 
Primary 
Transient 
Diameter 
(km)a 
Diameter of 
Primary 
Impactor 
(km)b 
Mosaic 
Resolution 
(m px-1) 
Number of 
Secondaries 
Mapped 
Largest 
Observed 
Secondary 
(km)c 
Fragment Size 
for Largest 
Secondary (m)d 
Europa        
Tyre  38e 23 1.8 170 1,165 2.8 1160 
Pwyll 27e 17 1.2 27, 21, 54 180f  410f 
   
 
    
Ganymede        
Achelous 35g 21 1.9 180 330 2.7 1200 
Gilgamesh 585h 271 49.1 550 440 21.3 (18.6) 9700 
aSection 3. 
bAssumes cometary impactors at 26 km s-1 (Europa) and 20 km s-1 (Ganymede) (Eq. 10). 
cFor Gilgamesh, the value listed is the largest crater likely to be a secondary, and in parentheses the largest crater in an 
unquestionable radial chain (see Fig. 6.3b). 
dFragment sizes assume non-porous ice surface and gravity-regime scaling (Sec. 4).   
eSchenk and Turtle (2009) 
fAlpert and Melosh (1999) 
gSchenk (2010) 
hSchenk et al. (2004) 
 
Table 6.2  List of parameters, symbols and values. 
Parameter Symbol Value 
    
Ballistic Range Equation  Europa Ganymede 
surface gravity g 1.31 m s-2 1.43 m s-2 
radius of planet or moon Rp 1569 km 2634 km 
ejecta fragment launch position x approximated as Dtr /4 
distance from fragment launch 
position to secondary crater Rb measured 
ejection angle of fragment θ 45° 45° 
ejection velocity of fragment υej calculated with Eq. (1) 
final rim diameter of primary 
crater Dfinal measured 
transient diameter of primary 
crater Dtr 
solved for using Dfinal ~ 1.176Dtr1.108 
(McKinnon and Schenk, 1995) 
transient radius of primary 
crater Rtr   
    
Scaling Relations    
  Cold Ice Porous Ice Regolith 
scaling factor gravity regime K1 0.095 0.132 
scaling factor strength regime K2 0.351 0 
scaling exponent μ 0.55 0.41 
target strength measure Y 1.5 x105 Pa 0 Pa 
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crater volume (general case) V   
impactor mass (general case) m   
impactor radius (general case) a   
impact velocity (general case) U   
density of target ρ 920 kg m-3  
density of impactor δ = ρ  
volume of secondary crater Vsec   
volume of ejecta fragment Vfrag   
diameter of secondary crater  Dsec  measured  
radius of ejecta fragment  afrag   
impacting fragment velocity υfrag  = υej for secondary fragments 
diameter of ejecta fragment Dfrag calculated with Eqs. (7) and (8) 
crater depth d   
    
Maximum Fragment Size at 
escape velocity  Europa Ganymede 
classical escape velocity υesc 2.025 km s-1 2.741 km s-1 
escape velocity to Hill sphere υHesc 1.912 km s-1 2.628 km s-1 
maximum fragment diameter Dfmax estimated from SVD 
    
Spall Thickness   
tensile strength of target T 17 GPa 17 GPa 
longitudinal sound speed of the 
target CL 2 km s
-1 2 km s-1 
radius of primary impactor ai calculated with Eq. (11) 
velocity of primary impactor υi 26 km s-1 20 km s-1 
 
 
Table 6.3  Quantile regression fits to 99th quantile of size-velocity distributions.* 
Solid and porous targets, gravity regime, all secondaries and the subset.   
Primary 
Crater 
(Diameter in 
km) 
All Secondaries Subset 
Solid Target β ln(A) A β ln(A) A 
Pwyll† (27) 1.21   3.4 x 105    
Tyre (38) 0.96 ± 0.13 12.32 ± 0.74 2.24 x 105 1.13 ± 0.16 13.32 ± 0.95 6.12 x 105 
Achelous (35) 1.41 ± 0.45 14.74 ± 2.59 2.52 x 106 2.44 ± 0.80 13.32 ± 4.61 9.83 x 108 
Gilgamesh 
(585) 2.44 ± 0.40 25.21 ± 2.75 8.91 x 1010 3.03 ± 0.57 29.28 ± 3.90 5.19 x 1012 
       
Porous Target       
Pwyll† 1.02  1.5 x 105    
Tyre 0.79 ± 0.12 11.40 ± 0.68 8.94 x 104 0.95 ± 0.15 12.34 ± 0.93 2.30 x 105 
Achelous 1.21 ± 0.41 13.67 ± 2.38 8.63 x 105 2.18 ± 0.72 12.34 ± 4.19 2.32 x 108 
Gilgamesh 2.18 ± 0.39  23.49 ± 2.67 1.58 x 1010 2.73 ± 0.51 27.30 ± 3.52 7.15 x 1011 
*Dmax = Aυej – β, where A and υej are in m and m s-1. 
†Alpert and Melosh (1991). 
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 Table 6.4  Largest sesquinaries.  
Primary 
Crater 
Largest 
Fragment at 
Escape 
Velocity – 
Full Dataset 
(m)a 
Largest 
Fragment 
at Escape 
Velocity – 
Subset (m)a 
Largest 
Fragment at 
Escape 
Velocity – 
Universal 
Dataset of 
Fig. 6.15 
(m)b 
Largest 
Sesquinary 
Crater on the 
Same Body – 
Full Dataset 
(km)c 
Largest 
Sesquinary 
Crater on 
the Same 
Body – 
Subset 
(km)c 
Largest 
Sesquinary 
Crater on the 
Same Body – 
Universal 
Dataset of Fig. 
6.15 (m)c 
Europa       
Tyre  150 120 180 1.1 0.9 1.3 
Pwyll 34   0.3   
   
 
  
 
Ganymede       
Achelous 36 5 
130 
0.4 (0.3)d 
0.07  
(0.04)d 
1.1 
Gilgamesh 370 220 2100 2.5 1.5 9.8 
aCalculated by extrapolation of equations in Table 6.3 (for non-porous ice scaling) to the Hill sphere escape velocity 
given in Table 6.2. 
bCalcuated with the quantile regression fit (99th quantile) for the combined dataset including all three primaries in our 
study (see Section 6.4.1 and Fig. 6.15). 
cCalculated using gravity regime parameters into a non-porous target, with typical re-impact speed of 2.5 km s-1 for 
Europa and 3.5 km s-1 for Ganymede (Eq. 10).   
dAssumes porous, ice regolith target. 
  
 
Table 6.5  Quantile regression fits to 95th quantile of size-velocity distributions.* 
Solid and porous targets, gravity regime, all secondaries and the subset. 
Primary 
Crater 
(Diameter 
in km) 
All Secondaries Subset 
Solid Target β ln(A) A β ln(A) A 
Tyre (38) 0.77 ± 0.13 10.97 ± 0.77 5.83 x 104 0.68 ± 0.18 10.43 ± 1.10 3.39 x 104 
Achelous (35) 1.00 ± 0.33 12.26 ± 1.86 2.11 x 105 1.65 ± 0.50 10.43 ± 2.86 8.69 x 106 
Gilgamesh 
(585) 3.90 ± 0.83 34.84 ± 5.59 1.35 x 1015 4.11 ± 0.90 36.27 ± 6.12 5.67E x 1015 
       
Porous Target       
Tyre 0.61 ± 0.12 10.14 ± 0.71 2.53 x 104 0.53 ± 0.18 9.63 ± 1.08 1.52 x 104 
Achelous 0.83 ± 0.32 11.34 ± 1.84 8.42 x 104 1.44 ± 0.48 9.63 ± 2.76 2.75 x 106 
Gilgamesh 3.55 ± 0.78 32.51 ± 5.26 1.31 x 1014 3.74 ± 0.86 33.85 ± 5.80 5.05 x 1014 
*Dfrag = Aυej – β, where A and υej are in m and m s-1.  
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Table 6.6  Quantile regression fits to 90th quantile of size-velocity distributions.* 
Solid and porous targets, gravity regime, all secondaries and the subset. 
Primary 
Crater 
(Diameter 
in km) 
All Secondaries Subset 
Solid Target β ln(A) A β ln(A) A 
Tyre (38) 0.93 ± 0.09 11.76 ± 0.56 1.27 x 105 0.73 ± 0.13 10.58 ± 0.79 3.93 x 104 
Achelous (35) 1.21 ± 0.20 13.30 ± 1.17 5.98 x 105 1.55 ± 0.36 10.58 ± 2.10 4.37 x 106 
Gilgamesh 
(585) 3.48 ± 0.29 31.67 ± 2.01 5.68 x 1013 3.59 ± 0.38 32.43 ± 2.58 1.22 x 1014 
      
Porous Target       
Tyre                   0.76 ± 0.09 10.87 ± 0.55 5.28 x 104 0.58 ± 0.12 9.77 ± 0.74 1.75 x 104 
Achelous 1.02 ± 0.19 12.32 ± 1.06 2.24 x 105 1.34 ± 0.35 9.77 ± 2.03 1.44 x 106 
Gilgamesh 3.15 ± 0.27 29.54 ± 1.87 1.31 x 1014 3.25 ± 0.34 30.25 ± 2.34 5.05 x 1014 
*Dfrag = Aυej – β, where A and υej are in m and m s-1. 
 
 
Table 6.7  Size-frequency distribution slopes for secondary craters. 
Location (crater 
diameter in km) 
Cumulative Slope Differential or Incremental 
Slope  
Reference 
Moon    
steep branch of 
lunar SFD (D < 2) 
-3.5 to -4.0  e.g., Shoemaker, 1965; 
Hartmann and Gaskell, 
1997 
Tycho (85) -4.0  Shoemaker, 1965 
Tycho (85) -3.3 to -4  Hirata and Nakamura, 
2006 
Orientale (930)  -4.65 Wilhelms et al., 1978 
Imbrium (1300)  -4.61 Wilhelms et al., 1978 
    
Mars    
Zunil (10)  Between ray average: -3.4  
Inside ray average: -5  
Preblich et al., 2007 
24 martian craters 
(19 to 225) 
Weighted mean: -4.5  
Range: -3.3 to -8 
 Robins and Hynek, 2011* 
    
Europa    
Pwyll (27)  Average: -4.2 
Range: -3.6 to -4.9 
Bierhaus et al., 2001 
Pwyll (27)  -4.5 ± 0.9 McEwen and Bierhaus, 
2006 
Tyre (38)  -4.2 ± 1.0 McEwen and Bierhaus, 
2006 
Tyre (38) -6.9 ± 0.1  This work 
    
Ganymede    
Achelous (33) -7.1 ± 0.1  This work 
Gilgamesh (585) -5.8 ± 0.2  This work 
*Authors fit an incremental SFD and then added 1 to the slope to arrive at the cumulative 
equivalent.   
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Figures 
 
 
Figure 6.1  The Europan impact basin Tyre. (44 km in diameter, centered at ~34°N, 
147°W) Solid outline indicates high resolution mosaic shown in Fig. 6.2. Dashed white 
line indicated the equivalent rim of Tyre (38 km in diameter). Mosaic is 170 m px-1 from 
Galileo imagery. Mapped secondaries (n = 1165) indicated in yellow. 
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Figure 6.2   Portion of high resolution mosaic of Tyre’s secondary field (~30 m px-1).  
(a) This high-sun image also reveals dark material concentrated in secondary crater floors. 
(b) Mapping at higher resolution confirmed craters mapped at lower resolution and 
permitted mapping of considerably smaller secondaries.   
10 km 
a 
b 
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Figure 6.3  Ganymede’s Achelous and Gula craters. These craters are ~35 and 37 km 
in diameter, respectively.  Achelous is centered at ~62°N,12°W. Mosaic is 180 m px-1 
from Galileo imagery.  Mapped secondaries (n = 630) in yellow. 
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See caption on next page. 
 b  
200 km 
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Figure 6.4  Gilgamesh basin. (a) Ganymede’s largest basin Gilgamesh (585 km in 
diameter; dashed white circle indicates the equivalent rim, centered at ~62°S,125°W).  
Mapped secondaries (n = 443) in yellow. Large, solid, white outline shows the extent of 
higher resolution Voyager 2 imagery (180m px-1) and smaller white rectangle is inset of 
secondary chains in b. (b) Red solid circle is centered on the largest measured secondary 
(21.3 km in diameter); blue, dotted circle is centered on the largest secondary in an 
obvious radial chain (18.6 km); and yellow dashed circle shows an example of a crater 
that was marked as a possible primary due to 1) the somewhat fresher and sharper rim of 
this crater compared with surrounding secondaries, 2) its large size at this radial distance 
(24-km diameter), and 3) that it is not in an obvious radial chain.  The latter crater also 
showed up as an obvious outlier in the SVD and thus was not included in the analysis.  
Alternatively, all three circled craters are later primary impacts. 
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Figure 6.5  Cratering efficiency and cratering regimes.  Cratering efficiency (πV) as a 
function of π2 for impacts into cold, non-porous ice and ice regolith 
(http://keith.aa.washington.edu/craterdata/scaling/theory.pdf). Shaded bar shows the 
range of π2 values for secondaries determined in this study and inset illustrates quantities 
used in application of ballistic range and crater scaling equation to calculate ejecta 
fragment velocity and size. All of the secondaries in question form safely in the gravity 
regime, but the largest and slowest reach the limit of point-source impactor scaling, as πV 
approaches unity.  The cratering efficiency in the strength regime shown above is high 
compared with laboratory experiments on intact ice samples (e.g., Lange and Ahrens, 
1987), but in actuality Y decreases with increasing scale; at the geological scales of 
interest here, secondary formation most likely occurs in the gravity regime. 
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Figure 6.6  Secondary crater measurements for the three primary craters studied.  
Black bars indicate primary radius.  Striping in Achelous data is due to measuring 
secondary diameters near whole integers of pixels.  Note changes in axes.  The smallest 
craters observed are limited by image resolution and the largest distances by image extent.  
The highest velocity Size frequency distributions for these secondary populations are 
given in Appendix B. 
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Figure 6.7  Fragment velocity versus fragment size.  Size-velocity distributions 
(SVDs) for ejecta fragments at the three primary craters studied (scaling for a solid target 
in the gravity regime).  Quantile regression (QR) was used to fit the maximum fragment 
size for a given ejection/impact velocity.  Fits to the 99th quantile are shown (see Table 
6.3).  Two different fits are shown for each primary: the full dataset and a subset where 
the largest secondary sets a low-velocity cutoff.  Note change in axes for Gilgamesh.  
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Figure 6.8  Porous versus non-porous scaling.  Comparison of fragment sizes impied 
by scaling for a porous versus a solid surface material (both in the gravity regime).  The 
fits for the upper envelope (99th quantile) of the SVDs are similar, but the porous scaling 
predicts slightly larger fragments (fits shown are for the full dataset; parameters listed in 
Table 6.3).  Note change in axes for Gilgamesh. 
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Figure 6.9  Quantile regression fits to the 99th, 95th and 90th percentiles of the 
SVDs.  Shown for the full dataset, non-porous ice scaling, gravity regime.  Velocity 
exponents (Tables 6.3, 6.5 and 6.6) are similar within formal errors in all cases.  Note 
change in axes for Gilgamesh. 
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Figure 6.10  Comparison of velocity exponents (β) for the three primary craters in 
this study.  Above are given for (a) the full dataset and (b) the subsetted data (low 
velocity cutoff). All are for cold, non-porous ice scaling in the gravity regime. 
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Figure 6.11  Size-velocity distributions for the two similarly sized craters Tyre 
(Europa) and Achelous (Ganymede).  The two distributions are very similar over their 
shared velocity range.  The limited velocity range for the Achelous data is likely behind 
the significantly steeper velocity exponent found for the subset of the Achelous data (99th 
percentile in all cases; see Table 6.3).  The 95th and 90th QR fits for Achelous are not so 
divergent. 
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Figure 6.12  Scaled size-velocity distributions.  Fragment size and ejection velocity 
scaled by primary size and gravity, following Housen and Holsapple (2011).  The 
maximum fragment size derived for Pwyll by Alpert and Melosh (1999), appropriately 
scaled, is also shown (solid curve).  Fragment sizes assume non-porous scaling in the 
gravity regime in all cases. 
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Figure 6.13  Scaled fragment velocities and normalized fragment diameters.  This 
additional normalization (compared to Fig. 6.12) accounts for the relative sizes of the 
primaries, and is based on the empirical observation that lunar ejecta boulders are related 
to their parent crater size by D2/3 (Bart and Melosh, 2007). 
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Figure 6.14  Scaled launch positions and ejection velocities.  From Housen and 
Holsapple (2011; their Fig. 14 and Eq. 14).  Our study uses an approximate fragment 
launch position (x) of Dtr/4 (or Rtr/2, indicated).  This scaled launch position is within the 
range of positions inferred by the Housen and Holsapple ejecta model for the secondary 
fragments measured in our study (Fig. 6.12), although some fragments could have been 
launched from locations nearer or farther from the transient rim (x/Rtr = 1).  The exact 
launch position is only important for calculating ranges and velocities of nearby 
secondaries.  For distant secondaries and sesquinary fragments launch position 
uncertainties of even 0.5Rtr are an insignificant fraction of the total distance traveled by 
the fragment. 
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Figure 6.15  Fragment sizes normalized by final primary crater diameter, plotted as 
a function of ejection velocity.  A joint fit to the maximum fragment size (99th quantile), 
excluding Pwyll, is shown for illustrative purposes.  Maximum fragment sizes for Pwyll 
(lower solid and dashed curve; Alpert and Melosh, 1999) are considerably smaller than 
those of the three primaries considered in this work.  
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Figure 6.16 Velocity exponents for ejecta fragments (as measured from secondary 
fields) on terrestrial bodies compared to icy satellites.  Crater names and diameters in 
km are given. Exponents displayed for icy satellites are the preferred fits: the data subset 
for Tyre and Gilgamesh, and the full dataset for Achelous (all for 99th quantile, solid 
surface, gravity regime). Exponent for Pwyll is from Alpert and Melosh (1999). 
Exponents for Mercury, the Moon and Mars are from Vickery (1987). 
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Figure 6.17  Comparison of secondary fragment data to predicted spall plate sizes.  
Shown are derived fragment sizes and velocities (nonporous, gravity-regime scaling), 
spall plate thicknesses according to Eq. (9) (thin curve) and an approximation for a mean 
spall diameter assuming the other dimensions are 10 times larger (thick curve).  At high 
ejection velocity spall plates are not likely to remain intact.  Thus, the mean spall 
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diameter represent an upper limit, but fragments are likely much smaller with the 
exception of perhaps the slowest velocity fragments.  The predicted spall plate sizes are 
considerably smaller than the size of fragments necessary to form the observed 
secondaries.   
 
 
 
Figure 6.18  Effect of changing the assumed impact angle.  Smaller fragments are 
predicted for more vertical impacts (angles given above in and in text refer to angle from 
the ground-plane). However, even changing the angle uniformly to 70˚ does not predict 
small enough fragment sizes to match those predicted by spallation theory.  The dashed 
line refers to numerical calculations for impacts into ice. 
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Figure 6.19 Cumulative size-frequency plots for secondary crater fields around the 
three primary craters in this study.  Grey points indicate diameter range use for 
cumulative curve fitting to largest craters (solid red line).   
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Appendix A.  Summary of Project on Relaxed Craters on 
Enceladus 
 
Associated publication: Bland, M. T., Singer, K. N., McKinnon, W. B., and 
Schenk, P. M. (2012) Enceladus' extreme heat flux as revealed by its relaxed 
craters. Geophysical Research Letters. 39, 17204. 
 
Preface to Appendix A 
The following work was completed as part of my graduate degree and much of it 
is published along with work by M. T. Bland in the above citation.  Because M. T. Bland 
was the principal author of the published paper (Bland et al., 2012), it was not appropriate 
to include the entire work as a chapter in this thesis.  I have included below only the 
contributions I made to the publication, which was collection and analysis of crater 
depths and sizes, and some of the interpretation of how this data compares to simulations.  
The text below was written by myself.  There are also two additional study regions 
included in this appendix that are not in Bland et al., (2012).  The methods of this project 
are similar to those of Chapter 5 (concerning the same type of features on Ganymede).   
A.1 Introduction 
 Although Saturn’s moon Enceladus is only ~250 km in radius, the Cassini 
spacecraft has observed current activity there (Fig A.1).  The south pole of Enceladus 
exhibits tectonically derived “tiger stripe” terrain and a number of plumes expelling water 
ice particles and carbon compounds, as observed by the Io and Neutral Mass 
Spectrometer on Cassini (Spencer et al., 2009).  These plumes feed and maintain Saturn’s 
E-ring.  Both the extremely young, tectonically-resurfaced terrains and an abundance of 
relaxed craters record recent high heat flows on Enceladus. 
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A.2 Mapping and Results 
A.2.1 Mapped Regions 
I mapped craters on four regions of Enceladus (Fig. A.2).  Site selection was 
limited by lighting geometries and resolutions of Cassini imagery of Enceladus, and 
availability of topography from stereo-controlled photoclinometry.  Measurements extend 
over 18% of Enceladus’ surface (52% of the visible cratered terrains, limited due to deep 
shadows in many craters).  Table A.1 lists the resolution of each region, and number and 
size-range of craters mapped.   
A.2.2 Depth Measurements 
Apparent depths (d) were measured with respect to the surrounding terrain 
(ground plane) with a similar method to that presented in Chapter 5.  To measure the 
level of the surrounding terrain, I averaged the elevation values in a radial ring extending 
from two to three crater radii away from the crater center, in order to exclude much of the 
ejecta blanket.  Additionally, any other obvious craters were excluded from each radial 
“donut”.   For simple craters on Enceladus we measured the crater floor elevation by 
averaging two values: (1) the lowest elevation for a given crater and (2) the average 
elevation of the floor (estimated within a circle extending 1/3 of the radius from the 
center, Fig A.3).  Averaging these two values produced a depth that best matched that 
estimated from inspection of individual profiles.  The deepest point, if used alone, might 
be biased by fractures or other small craters in floor.  Transition to complex craters on 
Enceladus occurs at diameters (D) approximately greater than 25 km (Kirchoff and 
Schenk, 2009).  Thus, all craters mapped here are presumed to be simple (the size-range 
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of measured craters is 2-21 km), and their morphologies do appear to be simple in the 
images.  The depth measurements are shown in Fig A.3. 
A.2.3  Initial Depths 
Enceladus has few fresh craters, especially at the larger diameters, but the 
ensemble of crater depths itself can be used to estimate initial apparent depths.  The upper 
envelope of the depth distribution may indicate the apparent depths of fresh, simple 
craters on Enceladus; a similar effect is seen with MOLA-derived crater depths on Mars 
(e.g., Boyce et al., 2006).  Comparison to apparent depths for lunar craters (black line in 
Fig. A.3; Pike, 1977) shows a favorable comparison in terms of slope, with fresh 
Enceladus craters only slightly shallower.  Thus we used the lunar simple crater curve 
(for apparent depths) to calculate initial apparent depths on Enceladus for this work, 
where d/D = 0.164 (Pike, 1977).  A discussion of the sensitivity of the results to the 
choice of initial depth is given in the auxiliary material of Bland et al. (2012).  Extremely 
relaxed craters remain extremely relaxed despite the choice of initial depths, thus this 
choice does not affect the overall conclusions given below.   
A.2.4  Relaxation State and Heat Flow 
With the initial depths we can calculate a relaxation fraction or percent for each 
crater (similar to Chapter 5).  Relaxation percent, 1 – (final depth/initial depth)*100, is 
given in Fig. A.5.  Fig. A.5 also compares these relaxation percents to finite element 
simulations of crater relaxation using the code TEKTON (Bland et al., 2012).  
Simulations were run for an effective surface temperature of 120 K, which assumes an 
insulating regolith.  Enceladus’ nominal surface temperature of 70 K yields very little 
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relaxation.  The simulated rheology is pure ice with a grain size of 1 mm.  Each 
simulation employs a constant heat flux sustained over 2 Gyr.  These values are chosen 
from the reasonable parameter space to maximize the heat that could be applied to 
Enceladus’ lithosphere.  Even with these relaxation-maximizing assumptions, the high 
relaxation percents observed cannot be modeled without high heat flows.   
A.3 Discussion and Conclusions 
We present a comprehensive map of viscously relaxed craters on Enceladus, 
which when combined with finite element modeling, indicates unexpectedly high heat 
flows (similar to those observed by CIRS at the south pole) also affected cratered terrains.  
The craters show a range of relaxation states, but modeling to match the observed degrees 
of relaxation (Bland et al., 2012) requires high heat flows in all cases—most craters 
require heat flow in excess of 150 mW m-2 over 2 Ga (assuming an insulating surface 
layer yields an effective surface temperature of 120 K).  This implies even higher heat 
fluxes for shorter heat pulses, given orbital mechanics constraints.  The predicted 
deposition rates of particles from the current south polar jets cannot explain the 
magnitude of crater shallowing observed, thus relaxation is presumed to be the main 
cause, and morphologies consistent with viscous relaxation are observed.   
The current estimate of power emanating from South Polar Terrain is 15.8 GW, 
and is mainly concentrated over small areas of the tiger stripes themselves (Howett et al., 
2011).  However, if averaged over the entire south polar terrain (area south of 55°), this 
power output would yield a heat flow of 220 mW m-2.  Thus, it is plausible that more 
distributed heat flux could have relaxed the craters in the mid-latitude and northern 
terrains.  This is also consistent with other large, highly tectonized regions present at 
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equatorial and mid-latitudes, which have lead to inferences about previous episodes of 
high heat flow on Enceladus.  Enceladus’ surface has clearly experienced heterogeneous 
resurfacing, and the cratered terrains also reflect this.  The T3 region has almost no deep 
craters and a large number of large craters that are essentially flattened, whereas the other 
regions have a greater range of relaxation states. 
 
 
Table 
Table A.1  Summary of mapped regions on Enceladus. 
Location Resolution (m px-1) Number Measured Size range (km)
T4hr 70 127 2 – 10.8 
T3 150 24 5.1 - 20.9 
T4 150 93 3.0 – 13.9 
T80 250 39 3.5 - 14.7 
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Figures 
 
Figure A.1  Overview of Enceladus.  (a) Global, color view of Enceladus; the tectonic 
“tiger stripes” appear in blue at the south pole.  (b)  View of Enceladus’ south polar jets.  
(c) relaxed craters at the border of the south polar terrain.  (d)  Perspective view of the 
south polar tectonic terrain.   All images courtesy of NASA and are publically available 
on the online planetary photojournal. 
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Figure A.2  Global map of Enceladus showing study regions.  Regions labels and 
symbols correspond to data points in Fig. A.4.   
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Figure A.3  Apparent depth measurement technique.  White outlines indicate radial 
rings used for measuring the level of the surrounding terrain for each crater.  Other 
craters that fall in each radial ring were excluded from this average.  Yellow circles on 
the crater floors indicate where elevations were averaged to estimate the crater floor 
elevation.  Only craters larger than 2 km in diameter were included in the final dataset.  
2 radii 
3 radii
1/3 
radii 
6 km
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Each depth derived from the above measurements was checked with individual profiles 
by hand.   
 
Figure A.4  Apparent depths measured for craters on Enceladus.  Depths for all four 
mapped regions (see Fig. A.2 for locations) are shown along with lunar simple apparent 
depths (black line) used to estimate initial depths.   
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Figure A.5  Relaxation percent for Enceladus’ craters.  The relaxation state of each 
crater is displayed along with the crater size.  Curves show finite element simulations of 
relaxation for a given constant heat flux sustained over 2 Ga .  The red arrows indicate 
that the majority of the data would require heat fluxes higher than 150 mW m-2 to achieve 
the observed relaxation state, especially given that the heat fluxes were likely applied in a 
heat pulse over a shorter period of time.   A crater with relaxation greater than 100% 
indicates the average level of the crater floor is above the level of the surrounding terrain, 
as often occurs for viscously relaxed craters.   
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