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Abstract
We investigate the complexity and approximability of the budget-constrained minimum cost flow prob-
lem, which is an extension of the traditional minimum cost flow problem by a second kind of costs
associated with each edge, whose total value in a feasible flow is constrained by a given budget B.
This problem can, e.g., be seen as the application of the ε-constraint method to the bicriteria min-
imum cost flow problem. We show that we can solve the problem exactly in weakly polynomial
time O(logM ·MCF(m,n, C, U)), where C, U , and M are upper bounds on the largest absolute cost,
largest capacity, and largest absolute value of any number occuring in the input, respectively, and
MCF(m,n, C, U) denotes the complexity of finding a traditional minimum cost flow. Moreover, we
present two fully polynomial-time approximation schemes for the problem on general graphs and one
with an improved running-time for the problem on acyclic graphs.
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1. Introduction
In this paper, we investigate the natural exten-
sion of the traditional minimum cost flow problem
(cf., e.g., [1]) by a second kind of costs, called us-
age fees, which are linear in the flow on the corre-
sponding edge and bounded by a given budget B.
This extension allows us to solve many related
problems such as the budget-constrained maxi-
mum dynamic flow problem (since each dynamic
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flow can be represented as a traditional minimum
cost flow (cf. [2])) or the application of the ε-
constraint method to the bicriteria minimum cost
flow problem (cf., e.g., [3]).
To the best of our knowledge, the budget-
constrained minimum cost flow problem was first
mentioned in [1], where a structural result but
no combinatorial algorithm was presented. A re-
lated problem in which a fixed usage fee is in-
duced by each edge with positive flow was inves-
tigated by Duque et al. [4]. The model that we
use here was recently investigated in Holzhauser
et al. [5], where a strongly polynomial-time algo-
rithm based on the interpretation of the problem
as a bicriteria minimum cost flow problem was
derived.
We extend these results and show that, us-
ing similar ideas, we can also obtain a weakly
polynomial-time combinatorial algorithm that
performs worse only by a logarithmic factor
than the best algorithm for the traditional min-
imum cost flow problem. Moreover, we present
two fully polynomial-time approximation schemes
(FPTAS), one of which is based on techniques
introduced by Papadimitriou and Yannakakis [6]
and has a weakly polynomial running-time and
one of which is based on the packing-LP frame-
work developed by Garg and Koenemann [7],
achieving a strongly-polynomial running-time.
The running-time of the latter FPTAS is subse-
quently improved for the case of acyclic graphs.
2. Preliminaries
2.1. Problem Definition
In the budget-constrained minimum cost flow
problem (abbreviated as BCMCFPR in the fol-
lowing), we are given a directed multigraph G =
(V,E) with edge capacities ue ∈ N≥0, costs ce ∈ Z
(i.e., we allow integral costs with arbitrary sign),
and usage fees be ∈ N≥0 per unit of flow on the
edges e ∈ E, as well as a budget B ∈ N≥0
and a distinguished source s ∈ V and sink t ∈
V . The aim is to find a feasible s-t-flow x in
G that minimizes
∑
e∈E ce · xe subject to the
budget-constraint
∑
e∈E be · xe ≤ B. The prob-
lem BCMCFPR can be stated as a linear pro-
gram as follows:
min
∑
e∈E
ce · xe (1a)
s.t.
∑
e∈δ−(v)
xe −
∑
e∈δ+(v)
xe = 0 ∀v ∈ V \ {s, t},
(1b)∑
e∈E
be · xe ≤ B, (1c)
0 ≤ xe ≤ ue ∀e ∈ E. (1d)
Here, we denote by δ+(v) (δ−(v)) the set of out-
going (incoming) edges of some node v ∈ V . We
assume that there are no nodes v ∈ V \{s, t} with
δ+(v) = ∅ or δ−(v) = ∅ since no flow can reach
such nodes due to flow conservation. Note that
we can detect and remove such nodes along with
their incident edges in linear time.
Furthermore, note that since the zero-flow is
always feasible and has objective value zero,
the optimal objective value of each instance of
BCMCFPR is always non-positive. The problem
is a generalization of the problem variant in which
a desired flow value F is given since we can “en-
force” such a flow value by adding an edge with
negative costs of large absolute value and capac-
ity F (cf. [5] for further details).
2.2. Approximation Algorithms
An algorithm A is called a (polynomial-time)
approximation algorithm with performance guar-
antee α ∈ [1,∞) or simply an α–approximation
for BCMCFPR if, for each instance I of
BCMCFPR with optimum solution x
∗, it com-
putes a feasible solution x with objective value
c(x) ≤ 1
α
c(x∗) in polynomial time (note that c(x)
and c(x∗) are non-positive, so 1
α
c(x∗) ≥ c(x∗)).
An algorithm A that receives as input an in-
stance I ∈ Π and a real number ε ∈ (0, 1) is called
a polynomial-time approximation scheme (PTAS)
if, on input (I, ε), it computes a feasible solution x
with objective value c(x) ≤ (1 − ε) · c(x∗) with a
running-time that is polynomial in the encoding
size |I| of I. If this running-time is additionally
polynomial in 1
ε
, the algorithm is called a fully
polynomial-time approximation scheme (FPTAS).
Moreover, for the case of BCMCFPR, we call
an algorithm a bicriteria FPTAS if, for each ε ∈
(0, 1), it computes a solution x with c(x) ≤ (1 −
ε) · c(x∗) and b(x) ≤ (1 + ε) · b(x∗) in polynomial
time.
2.3. Parametric Search
Throughout the paper, we make use of
Megiddo’s parametric search technique (cf. [8]),
which can be described as follows: Assume that
we want to solve an optimization problem Π for
which we already know an (exact) algorithm A
that solves the problem, but in which some of
the input values are now linear parametric values
that depend linearly on some real parameter λ.
Moreover, suppose that an algorithm C is known
(in the following called callback) that is able to
decide if some candidate value for λ is smaller,
larger, or equal to the value λ∗ that leads to an
optimum solution to the underlying problem Π.
The idea of the parametric search technique is to
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simulate the execution of algorithm A with vari-
ables that still depend on the symbolic value λ,
and to continue the execution until we reach a
comparison of two linear parametric values that
needs to be resolved. Since both values depend
linearly on λ, it either holds that one of the vari-
ables is always larger than or equal to the other
one (in which case the result of the comparison
is independent from λ) or that there is a unique
intersection point λ′. For this intersection point,
we evaluate the callback C in order to determine
if λ′ < λ∗, λ′ > λ∗, or λ′ = λ∗ and, thus, re-
solve the comparison and continue the execution.
Hence, as soon as the simulation of A finishes, we
have obtained an optimum solution to Π. The
overall running-time is given by the running-time
of A times the running-time of C and can be fur-
ther improved using parallelization techniques de-
scribed in [9]. We refer to [8] for further details on
the parametric search technique. Further appli-
cations and extenions of parametric search tech-
niques can moreover be found in [10, 11, 12].
3. Exact Algorithms
We start with results on the complexity of the
problem BCMCFPR. The mathematical model
(1a) – (1c) for BCMCFPR, as introduced in
Section 2, is a linear program, which can be
solved in weakly polynomial time by known tech-
niques such as interior point methods (cf. [13]).
In particular, using the procedure described by
Vaidya [14] to our multigraph setting, we get
the following weakly polynomial running-time for
BCMCFPR:
Theorem 1. BCMCFPR is solvable in weakly
polynomial time O(m2.5 · logM). 
However, in this paper, we are interested in
combinatorial algorithms that exploit the struc-
ture of the underlying problem. We show how
we can incorporate combinatorial algorithms for
the traditional minimum cost flow problem in or-
der to solve the more general budget-constrained
minimum cost flow problem BCMCFPR.
We can solve BCMCFPR by computing an effi-
cient solution of the bicriteria minimum cost flow
problem with the two objective functions c(x)
and b(x) that minimizes c(x) while maintaining
b(x) ≤ B. Graphically, each optimum solution x∗
of BCMCFPR corresponds to a point in the ob-
jective space that lies on the pareto frontier and
not above the line b = B.1 The situation is shown
in Figure 1.
b = B
(c(x∗), b(x∗))T
c0
b
Figure 1: The objective space of the interpretation of
BCMCFPR as a bicriteria minimum cost flow problem.
The gray area corresponds to the set of the objective val-
ues of feasible flows, the thick black lines correspond to
efficient edges, which form the pareto frontier.
It is well-known that, for each point (c, b)T on
the pareto frontier, there is some value λ ∈ [0,∞)
and a feasible flow x with (c(x), b(x))T = (c, b)T
such that x is a minimum cost flow with respect
to the costs be+λ · ce for each edge e ∈ E (cf. Ge-
offrion [16]). Assume that there are two flows x1
and x2 that are both optimal for some specific
value of λ, i.e., b(x1)+λ·c(x1) = b(x2)+λ·c(x2) =
α for some value α. Then, for both of the flows xi
with i ∈ {1, 2}, it holds that b(xi) = α− λ · c(xi),
i.e., they lie on the same efficient edge, which is a
straight line with slope −λ in the objective space.
In other words, computing a minimum cost flow
with edge-costs be+ λ · ce will either provide a so-
lution that corresponds to on an extreme point of
the pareto frontier or some point that lies on the
efficient edge with slope −λ. Moreover, as shown
1We refer to [15] for an in-depth treatment of bicriteria
optimization problems and efficient solutions.
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in [5], the slopes of these efficient edges differ by
minimum absolute amounts:
Lemma 1 ([5]). The slopes of two efficient
edges on the pareto frontier of any instance of
BCMCFPR differ by an absolute value of at least
1
c2
for c :=
∑
e∈E |ue · ce|. 
As explained above, each optimum solution x∗
of BCMCFPR is a minimum cost flow with re-
spect to the edge-costs ce + λ
∗ · be for at least one
value λ∗ ∈ [0,+∞). In particular, if Λ∗ denotes
the set of all these values λ∗, it holds that Λ∗ is a
closed interval containing either one or infinitely
many such values λ∗ depending on whether the
optimum solutions correspond to points that lie
amid or at the corner of some efficient edge in the
objective space, respectively. As claimed in the
following lemma, which is proven in [5], we are
able to decide the membership in Λ∗ efficiently:
Lemma 2 ([5]). Let Λ∗ 6= ∅ denote the set of pa-
rameters λ∗ for which an optimum solution x∗ to
BCMCFPR is a minimum cost flow with respect
to the edge-costs ce + λ
∗ · be for each e ∈ E. For
some candidate value λ, it is possible to decide
whether λ < minΛ∗, λ > maxΛ∗, or λ ∈ Λ∗ in
O(MCF(m,n, C, U)) time. 
Let MCF(m,n) denote the complexity of com-
puting a traditional minimum-cost flow in strongly
polynomial time. As shown in [5], Lemma 2 can
be used within Megiddo’s parametric search tech-
nique in order to obtain strongly polynomial-time
algorithms for BCMCFPR:
Theorem 2 ([5]). BCMCFPR is solvable
in strongly polynomial time O(m logm ·
min{T1(m,n), T2(m,n), T3(m,n)}) with
• T1(m,n) ∈ O((m+ n log n) ·MCF(m,n)),
• T2(m,n) ∈ O((n · log
m
n
+ n · logn + logm) ·
MCF(m,n) +m), and
• T3(m,n) ∈ O(log logm· log
2m·MCF(m,n)+
f(m)) for f(m) ∈ o(m3). 
We now show how we can use Lemma 2 within
a binary search in order to obtain a weakly
polynomial-time algorithm that performs within
a factor O(logM) of each algorithm for the tra-
ditional minimum cost flow problem:
Theorem 3. BCMCFPR is solvable in weakly
polynomial time O(logM ·MCF(m,n, C, U)).
Proof. Consider the set K :={
k · 1
2c2
: k ∈ {0, . . . , b · 2c2}
}
, where
b :=
∑
e∈E ue · be ∈ O(m · M
2) and
c :=
∑
e∈E |ue · ce| ∈ O(m · M
2) are upper
bounds on the total usage fees and total absolute
value of the costs of any feasible flow, respec-
tively. Note that each extreme point of the pareto
frontier can be obtained by a minimum cost flow
computation with edge-costs ce + λ · be for some
λ ∈ K since the slopes of any two efficient
edges differ by an absolute amount of at least 1
c2
according to Lemma 1. Hence, by incorporating
the procedure that is described in Lemma 2
into a binary search on the set K, we either
find some value λ ∈ Λ∗ (in which case we have
also found an optimum solution to BCMCFPR)
or two “adjacent” values λ(1) := k · 1
2c2
and
λ(2) := (k+1) · 1
2c2
for some k ∈ {0, . . . , b ·2c2−1}
with λ(1) < minΛ∗ and λ(2) > maxΛ∗. These
values, however, yield solutions x(1) and x(2)
that correspond to the corner points of the same
efficient edge, which crosses the line b = B
in the objective space. Thus, by computing a
suitable convex combination of the two solutions
x(1) and x(2), we obtain an optimum solution to
BCMCFPR and are done.
The running-time of the procedure is domi-
nated by the binary search on the set K and
the resulting O(log |K|) calls to the procedure
that is described in Lemma 2. Hence, the overall
running-time is given by
O(log |K| ·MCF(m,n, C, U))
= O(log(b · c2) ·MCF(m,n, C, U))
= O(log(m3 ·M6) ·MCF(m,n, C, U))
= O(logM ·MCF(m,n, C, U)),
which shows the claim. 
4
4. Approximation Algorithms
4.1. General Graphs
In [6], the authors show that an ε-approximate
pareto frontier (i.e., a set of points Pε such that,
for each point y on the pareto frontier P , there
is a point y′ ∈ Pε such that y is within a
factor of (1 + ε) from y′ in each component)
of a linear convex optimization problem with
k objective functions can be determined by solv-
ing O((8Lk2/ε)k) instances of the problem with
only one objective function, where L denotes the
encoding-length of the largest possible objective
value. Applied to BCMCFPR, we are, thus, able
to determine an ε-approximate pareto frontier
in O
((
logM
ε
)2
·MCF(m,n, C, U)
)
time, which in
turn implies a bicriteria FPTAS for BCMCFPR.
The following lemma shows that this also yields a
traditional FPTAS for BCMCFPR:
Lemma 3. Any bicriteria FPTAS for
BCMCFPR also induces a single-criterion
FPTAS for BCMCFPR.
Proof. For each instance of BCMCFPR with
optimum solution x∗, the given bicriteria FPTAS
computes a solution x with c(x) ≤ (1 − ε) · c(x∗)
and b(x) ≤ (1 + ε) · b(x∗) in time that is poly-
nomial in the instance size and 1
ε
. Since both the
costs c and usage fees b are linear functions, it suf-
fices to scale down the given solution as follows:
Let x′ := x
1+ε
. Clearly, x′ is feasible since it still
fulfills every flow conservation and capacity con-
straint and since b(x′) = 1
1+ε
· b(x) ≤ b(x∗) ≤ B.
Moreover, for ε′ := 2ε, it holds that
c(x′) =
1
1 + ε
· c(x) ≤
1− ε
1 + ε
· c(x∗)
=
1− ε
′
2
1 + ε
′
2
· c(x∗) =
1− ε′ + (ε
′)2
4
1− (ε
′)2
4
· c(x∗)
≤ (1− ε′) · c(x∗),
which shows the claim. 
Corollary 1. There is an FP-
TAS for BCMCFPR that runs in
O
((
logM
ε
)2
·MCF(m,n, C, U)
)
time. 
We now show how we can obtain an FP-
TAS with strongly polynomial running-time us-
ing a different approach based on a combination
of Garg and Koenemann’s packing-LP framework
and Megiddo’s parametric search technique. We
will therefore need the following auxiliary lemma:
Lemma 4. Let λ be a parameter with a callback
that fulfills C(m,n) ∈ Ω( m
logm
). Any multigraph G
with linear parametric edge-lengths le(λ) on each
e ∈ E can be turned into a simple graph G′ that
only contains the shortest edge among all parallel
edges between two nodes in O(logm · log logm ·
C(m,n)) time.
Proof. Let S := {(v, w) ∈ V 2 : |δ+(v) ∩
δ−(w)| ≥ 2} denote the set of all pairs of nodes
with at least two parallel edges between them.
In order to determine the simple graph G′ with
the desired properties, we need to evaluate the
minimum of all edges in δ+(v) ∩ δ−(w) for each
(v, w) ∈ S. As shown in [17], we can determine
the minimum of k values in O(log log k) time us-
ingO(k) processors. We simulate all of these com-
putations in parallel, which results in a total num-
ber of O(
∑
(v,w)∈S |δ
+(v) ∩ δ−(w)|) = O(m) pro-
cessors. In order to reduce the number of call-
back calls, we simulate the O(m) processors se-
quentially in a round-robin manner until each of
them either finishes its computation or holds at
the comparison of two linear parametric values,
yielding O(m) candidate values for λ that need
to be resolved using the callback for λ. Using a
binary search on the set of these candidate val-
ues in combination with a successive determina-
tion of the median, which can be employed in
O(m) time according to Blum et al. [18], we can
resolve all of the comparisons simultaneously in
O(logm·C(m,n)+m) time and continue the sim-
ulation of the processors. After O(log logm) iter-
ations of the above procedure, each processor has
finished its computation and the edge with min-
imum length is determined for each (v, w) ∈ S,
which shows the claim. 
Theorem 4. There is an FPTAS for
BCMCFPR that runs in strongly polynomial-
time O˜
(
1
ε2
· (m2 · n+m · n3)
)
.2
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Proof. We consider an equivalent, circulation-
based version ofBCMCFPR that can be obtained
by inserting an edge with infinite capacity, zero
costs, and zero usage fees between t and s. Then,
according to the flow decomposition theorem for
traditional flows (cf. [1]), each optimum flow x∗
is positive on O(m) simple cycles C with strictly
negative costs c(C) :=
∑
e∈C ce < 0. Let C de-
note the set of all such simple cycles with negative
costs the underlying graph. For b(C) :=
∑
e∈C be,
we obtain the following cycle-based formulation
of BCMCFPR:
min
∑
C∈C
c(C) · xC
s.t.
∑
C∈C:
e∈C
xC ≤ ue ∀e ∈ E,
∑
C∈C
b(C) · xC ≤ B,
xC ≥ 0 ∀C ∈ C.
The dual of this linear program can be stated as
follows:
min B · µ+
∑
e∈E
ue · ye,
s.t. b(C) · µ+
∑
e∈C
ye ≥ −c(C) ∀C ∈ C, (2)
ye ≥ 0 ∀e ∈ E,
µ ≥ 0.
Although the number of variables (constraints) is
exponential in the primal (dual), we are able to
derive a strongly polynomial-time FPTAS for the
problem using the packing-LP framework intro-
duced by Garg and Koenemann [7]. In short,
Garg and Koenemann show that, as long as it
is possible to determine the most-violated con-
straint of the dual for some infeasible dual so-
lution (y, µ) with y > 0 and µ > 0 in polynomial
time O(A(m,n)), then there is an FPTAS with a
running-time in O( 1
ε2
·m logm ·A(m,n)).
2To simplify running-times, it is common to use O˜(p)
in order to denote O(p · logk m) with k ∈ O(1).
Note that, since c(C) < 0 for each C ∈ C, we
can rewrite equation (2) as
b(C) · µ+
∑
e∈C ye
−c(C)
≥ 1,
or, equivalently,∑
e∈C(be · µ+ ye)∑
e∈C −ce
≥ 1.
Hence, we are done if we can determine the min-
imum ratio cycle C ∈ C with edge-costs be ·
µ + ye and edge-times −ce in polynomial time.
Megiddo [9] derived an algorithm that determines
the minimum ratio cycle in a simple graph in
O(n3 log n + m · n log2 n log log n) time by com-
puting all-pair shortest paths in combination with
Karp’s minimum mean cycle algorithm [19] as a
callback function in his parametric search. In or-
der to comply with our setting of multigraphs,
we first need to apply Lemma 4 with the min-
imum mean cycle algorithm as a callback, run-
ning in C(m,n) := O(m · n) time, to the un-
derlying graph, which yields a running-time of
O(m · n · logm · log logm). In total, we get that
A(m,n) = O(m · n · logm log logm
+ n3 log n+m · n · log2 n log log n).
Thus, incorporated in Garg and Koenemann’s
framework, we obtain an overall running-time of
O
(
1
ε2
·m logm · A(m,n)
)
= O˜
(
1
ε2
· (m2 · n+m · n3)
)
.

4.2. Acyclic Graphs
We now show how we can improve the running-
time of the FPTAS described in Theorem 4 for
the case of an acyclic graph G. Since there are
no cycles in G, we only need to repeatedly deter-
mine minimum ratio s-t-paths rather than min-
imum ratio cycles. This, however, can be done
more efficiently, as shown in the following lemma:
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Lemma 5. Let d(1) : E → R and d(2) : E → R
be two cost functions with d
(1)
e := d(1)(e) and
d
(2)
e := d(2)(e) for each e ∈ E and assume that∑
e∈P d
(2)
e > 0 for each s-t-path P . An s-t-path P ∗
that minimizes the ratio
∑
e∈P
d
(1)
e
∑
e∈P
d
(2)
e
among all s-t-
paths P can be found in O(m · (logm log logm +
n · logn)) time on acyclic graphs.
Proof. Let P denote the set of all s-t-paths
in the underlying acyclic graph G. Similar
to Megiddo [8] and Chandrasekaran [20], we
can restrict our considerations to the problem
minP∈P
∑
e∈P d
(λ)
e with d
(λ)
e := d
(1)
e − λ · d
(2)
e
for each e ∈ E and some parameter λ: Us-
ing similar arguments as in [20], it is easy to
see that, for some candidate value of λ, it holds
that minP∈P
∑
e∈P d
(λ)
e is negative (positive) if
and only if the value of λ is smaller (larger) than
the value λ∗ that leads to an optimum solution P ∗
to minP∈P
∑
e∈P
d
(1)
e
∑
e∈P
d
(2)
e
. Hence, by simulating the
shortest path algorithm for acyclic graphs with
edge lengths d(λ) for a symbolic value of λ us-
ing Megiddo’s parametric search technique, it is
possible to determine the optimum solution P ∗ in
O(m2) time.
We can improve this running-time by first
applying Lemma 4 to the underlying multi-
graph in order to obtain a simple graph with
the same shortest paths as in G in O(m ·
logm log logm) time. In this simple graph, we
simulate the shortest path algorithm for acyclic
graphs, which initially sets the distance label of
each node to infinity. It then investigates the
nodes in the order of a topological sorting and, for
each outgoing edge e = (v, w) of some node v ∈
V \ {t} in this sorting, updates the distance la-
bel dist(w) of node w to min{dist(w), dist(v)+le}
where le denotes the length of edge e, which re-
sults in a comparison of two linear parametric val-
ues. Note that the edges in δ+(v) head to different
nodes since the underlying graph is simple, so all
of these comparisons are independent from each
other. Thus, by evaluating a binary search over
the set of candidate values that result from each of
these comparisons as described in [9] and as used
above, we only need O(log |δ+(v)|) shortest path
computations at an overhead of O(|δ+(v)|) for the
median computations. This results in an running-
time for the parametric shortest path computa-
tion of
O

 ∑
v∈V \{t}
(log |δ+(v)| ·m+ |δ+(v)|)


= O (m · n · log n) ,
which in, combination with the overhead of O(m ·
logm·log logm) for the transformation into a sim-
ple graph, shows the claim. 
By incorporating the results of Lemma 5 in the
packing-LP framework of Garg and Koenemann
as described in the proof of Theorem 4, we imme-
diately get the following corollary:
Corollary 2. There is an FP-
TAS for BCMCFPR that runs in
O
(
1
ε2
·m2 logm · (logm log logm+ n logn)
)
time on acyclic graphs. 
5. Conclusion
In this paper, we presented results on the
complexity and approximability of the budget-
constrained minimum cost flow problem. As
the problem is known to be solvable both
in weakly polynomial time by interior-point
methods and in strongly-polynomial time as
shown in [5], we developed a new combina-
torial algorithm that runs in weakly polyno-
mial time O(logM · MCF(m,n, C, U)). More-
over, we presented a weakly polynomial-time FP-
TAS that uses the ε-approximate pareto frontier
and a strongly polynomial-time FPTAS based on
both Garg and Koenemann’s packing-LP frame-
work and Megiddo’s parametric search technique.
Moreover, we could show that we can improve the
running-time of the latter algorithm for the case
of acyclic graphs.
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