The forecasting of wind speed with high accuracy has been a very significant obstacle to the enhancement of wind power quality, for the volatile behavior of wind speed makes forecasting difficult. In order to generate more reliable wind power and to determine the best model for different heights, wind speed needs to be predicted accurately.
Introduction
Nowadays, most countries rely heavily on fossil fuels to generate their own electricity. Power plants based on fossil fuels, however, cause many environmental problems. These power plants have emitted large amounts of greenhouse gases. As a result, many people face a sharply high risk of breathing problems, cancer, and heart attacks [1] . Thus, worldwide many people are seeking out new energy sources that will produce cleaner energy.
Even though nonrenewable energy sources (e.g., coal, petroleum, and natural gas) are available in most of the world, these sources will get more expensive because of restricted reserves [2, 3] . On the other hand, renewable energy is clean, environmentally friendly, and inexhaustible. Over the last decade renewable electricity generation capacity has increased significantly, but this capacity has still not been enough to replace the energy capacity that comes from fossil fuels. If we want to replace fossil fuels with renewable energy sources, then more * Correspondence: emr3234@hotmail.com This work is licensed under a Creative Commons Attribution 4.0 International License.
research is needed concerning their negative sides, and better renewable energy technologies must be developed. This could well lead to people having cheaper and cleaner energy.
Wind energy is one of the fastest growing forms of renewable energy. For instance, over the last 10 years in Turkey, installed wind power capacity has increased approximately 10% each year [4] . Despite this rapid growth of wind power, it still does not look like a reliable energy source that can meet future demands of the electricity grid. One of the most important reasons for this is the unreliability issue: wind speed profiles are irregular [5] . In this regard, it is essential to make accurate wind speed estimates in order to develop a more reliable structure for wind power plants.
In the present paper, a comparative forecasting approach based on soft computing methods is proposed to improve the prediction of short-term wind speed at different heights. It is well known that soft computing methods outperform other methods and can achieve better results in short-term wind speed forecasting [6] .
Therefore, we utilized algorithms of ANFIS and MLP neural network to predict wind speed with minimum errors. In order to achieve this goal, we created different models for each forecasting method and compared these models based on forecasting errors so that wind speed estimation error can be diminished. This paper presents current and future research aimed at the development of comprehensive wind speed forecasting for different wind turbine heights. The study is performed as experimental work in order to guide wind speed forecasting researchers who might utilize soft computing methods. With these methods, a large number of model parameters shall be optimized and the best models can be determined for realistic wind speed forecasting. However, the authors are not familiar with publications featuring experimental studies for wind speed prediction at different heights using soft computing methods. As a result, we present a comparative forecasting approach in order to forecast short-term wind speed at different heights for the same location. Since wind speed has nonlinear behavior, the features of models of soft computing methods should be particularly distinguished for different wind turbine height.
Furthermore, many studies on soft computing based wind speed forecasting were conducted at height of 10 m. It is obvious that wind speed data at 10 m is not sufficient for selection of wind turbine location and not feasible for wind energy estimation and so we collected new data directly from a data logger located at a wind farm. Therefore, the present study aims to enhance soft computing based wind speed prediction results regarding their use in industrial applications for choosing different wind turbine heights of 30, 50, and 60 m.
The rest of this paper is organized as follows. Section 2 describes related work. In Section 3 we present the materials and methodologies used in our problem formulations. In Section 4 we introduce our results to show the proposed models predict wind speed at different heights with outperformance. Finally, we provide a conclusion with the best models to forecast wind speed in Section 5.
Related work
Different forecasting methods are used in most research studies. Generally speaking, all forecasting techniques can be described under three main approaches: physical, statistical, and hybrid methods. The most used physical method is the numerical weather prediction method (NWP) developed by experts in meteorology. The main purpose of NWP is to define atmospheric phenomena using mathematical models. This can be done using large amounts of weather data that represent every small region. It is quite hard to develop a perfect weather prediction because it needs many calculations, and these calculations need supercomputers. Even when supercomputers are used to predict weather, however, the calculation time is very long. Although NWP needs long calculation times, it is more effective for long-term prediction. Therefore, many industries and government agencies are extensively using the NWP technique. Furthermore, it has been very important in allowing military operations to forecast weather. However, the NWP technique is quite ineffective for short-term wind forecasting because wind speed has a very high variation in a short period of time [7] .
Recent publications have preferred using statistical methods over physical methods. Statistical methods can be developed in which historical values of wind speed are utilized. Statistical prediction methods can be classified into two main approaches: (1) time-series models (such as autoregressive and moving average models) and (2) soft computing models (such as artificial neural networks (ANNs), fuzzy logic). Recent publications demonstrate that genetic algorithms (GAs), support vector machines (SVMs), and Kalman filtering (KF) models are integrated into gray-box methodologies in order to reduce prediction errors. A brief review of recent studies on wind speed prediction is introduced in the following paragraphs.
Based on the time series models, short-term wind speed prediction is performed by linear and nonlinear autoregressive models [8] . Wind speed prediction models differ regarding their prediction intervals ranging from 10 min to 1 h. According to [9] , KF can be successfully implemented for short-term predictions and the authors propose a new KF method instead of using the standard KF in order to yield better prediction results. In [10] , the researchers develop a new technique using heteroscedastic support vector regression diminishing the uncertainty of short-term wind speed. The wind speed prediction results are obtained for wind power plants in China and predicted for 30, 60, and 120 min in the future with errors above 10% MAPE.
Today, more and more researchers are using soft computing algorithms based on ANNs to make shortterm forecasts [11] [12] [13] [14] . This is because ANNs use linear assumptions and they are more effective in modeling the nonlinearity relationship of wind speed data [15] .
The literature on this issue includes many publications. These can be summarized in the following studies. Cadenas and Rivera [16] used the ANN model to predict short-term wind speed. The results of their study show that the two-layer and three-neuron models for the training and testing stages give satisfactory accuracy for short-term forecasting. The implementation of ANN to forecast wind speed in [17] demonstrates that ANN models predict wind speed with acceptable accuracy (8.9% MAPE and correlation of 0.9380 m/s).
In the study conducted by De Giorgi et al. (the wind farm model in southern Italy), wind energy prediction is made by autoregressive moving average (ARMA), five different ANN models, and the neuro-fuzzy inference system (ANFIS) [18] . For predictions of 1, 3, 6, and 12 h, multilayer perceptron (MLP) performance appears better than other methods and gives a short calculation time.
Another study is conducted by [19] , where the authors predict daily wind speed using an MLP neural network and propose to utilize meteorological parameters (e.g., temperature, air pressure, solar addition, and altitude) as input variables. However, the collected data are obtained for only two different altitudes that are very close to each other (14.5 m and 18.5 m). The recently published article by [20] presents a short-term wind speed prediction technique that demonstrates that wind speed can be forecasted easily using ANNs, but the maximum lead time for the measured data must be 14 h.
In [7] , several different ANFIS models were used to predict very short-term wind speed. The data set is prepared by a 21-month time series using 2.5-min intervals. In that study, the ANFIS model estimates results in less than 4% MAPE. Approaches using BPNN, RBFNN, and ANFIS short-term wind speed forecasts, which are 1-h-ahead and 3-h-ahead, are assessed in [21] . These forecasting techniques are combined with a similar day (SD) approach. ANFIS models based on the SD approach are more successful in transforming historical data into wind speed forecasts.
Furthermore, in the literature, hybrid approaches are able to predict wind speed with high accuracy. Hybrid models can consist of not only physical and statistical techniques but also can only be developed by different statistical methods. In [22] , two new hybrid approaches, known as the ARIMA-ANN and ARIMAKalman filter models, are found suitable for wind speed prediction. Guo et al. [23] presented a case study using a hybrid forecasting method with a back propagation neural network (BPNN) and seasonal adjustment. The results show that rather than using only BPNN a hybrid technique must be used to improve prediction performance.
In spite of that, in the literature, the performance of ANFIS and MLP approaches is not evaluated in terms of different heights in a particular wind farm location. In order to propose or establish a reliable soft computing method for short-term wind forecasting in the wind power industry, multivariate soft computing models must be evaluated considering their use at different heights. The main contribution of the present paper is to provide researchers with a comprehensive analysis of the effects of various heights on short-term wind speed forecasting by using ANFIS and MLP approaches.
Materials and methods

Adaptive neural fuzzy inference systems approach
ANFIS methodology was first introduced by Roger Jang in 1993 [24] . It aims to combine fuzzy logic and ANN methods. 
where c and σ are parameters that correspond to the mean and standard deviation of the membership function, respectively. In general, these parameters are referred to as premise or antecedent parameters.
In the third layer, each neuron represents a single fuzzy rule. The output of each node can be calculated by the firing power of each fuzzy rule as Eq. (4).
The fourth layer can be described as a normalization layer. The normalized firing level can be expressed as the ratio of the k th firing power of the sum of all firing powers.
In the fifth layer, in order to calculate the results of the fuzzy logic rules, weighted result values for each node are calculated by the following formula, where α, βγ are constant values:
Finally, in the last layer, the sum of each output value received from previous layers is calculated and found as f .
MLP artificial neural network approach
ANNs are a commonly used technique in different tasks from process monitoring, fault diagnosis, and adaptive human interference to artificial intelligence based on atmospheric processes and computers [25] . The MLP is a widely used type of neural network and usually called a feed-forward neural network. It consists of an input layer, one or more hidden layers, and an output layer. Basically, the MLP solves the complex relationship between input vector and output vector using connections of weighted layers. To solve a relationship of this complexity the MLP needs training sets that consist of both input and output data. The MLP uses delta learning, which is based on the least square method. This learning methodology consists of two training steps: feed-forward and backpropagation.
The feed-forward learning is usually called feed forward because feedbacks among the nodes do not appear. With a feed-forward neural network, the connection between the i th and j th neuron can be described by the weight coefficient ω ij [26] . The output of each node for n input neuron and m hidden neuron can be represented by the following equation:
where f H is called the activation function of a node and V i is the threshold coefficient that corresponds to the weight coefficient of each j th neuron. This coefficient is called the bias value when x j equals 1. All connection weights and bias values must be initially assigned random values. In the training process, these values will be adjusted by the network to find the best output results.
The sigmoid function, which varies between 0 and 1, is used as the activation function of a node, as given in the following equation:
The supervised adaption process changes weight coefficients and bias values between predicted and target outputs [26] . By minimizing the objective function with a training algorithm, these values can be obtained.
The objective function can be calculated as
In the case of backpropagation training, a Bayesian approach was utilized to accomplish better fit, minimum error, and minimum number of patterns and weights of the network. This process can be demonstrated by the following equations:
where is λ a constant learning rate. The learning process is repeated by many iterations so that the MLP network may memorize the training data. Therefore, generalization between input and output patterns can be eliminated.
Forecasting of wind speed at different heights
The steps used to predict accurate wind speeds as seen in Figure 2 can be summarized as follows:
(1) Use the ANFIS method and select the most accurate models separately for all heights.
(2) Use the MLP-based method and select the most accurate models separately for all heights.
(3) Do a comparison between the MLP and ANFIS models for every height and determine the best models and wind speed prediction values.
The Silivri region in İstanbul was selected in order to implement wind speed forecasting methods. The latitude and longitude of the recorded area is N 041
• 08.377' and E 028 • 19.110', respectively and the site elevation is 210 m. Silivri is in the Marmara region, which has very high energy potential. It has been thus a very investable area for the wind energy sector [27] . The recorded dataset is used as inputs for all ANFIS and ANN models. Firstly, the dataset was split into training (50%), evaluation (25%), and testing (25%) sets. The training set is used to train parameters of the ANFIS and ANN models. The evaluation dataset is used to evaluate measures of forecasting accuracy by tuning its parameters. The testing set is utilized to show error between real and forecasted wind speed values.
In order to solve wind forecasting problems using ANFIS and ANN methods, the input of each model must be chosen correctly. The most common way to choose wind vectors is time-series methodology. Hence, this methodology was used to determine model inputs in the present study. For instance, if one wants to predict wind speed at v (t + 1) time lag, the inputs of time series must be chosen using m previous measurements (such
v (t)).
In this particular wind forecasting study, the number of previous observations was changed for both methodologies, and then for the selected wind speed input number, each model was named Model 1, Model 2, Model 3, and Model 4.
Models of adaptive neural fuzzy inference systems
In the present study, many different ANFIS architectures are compared to find the best wind forecasting accuracy. In order to use ANFIS methods, the type of membership function must be decided on. The membership function is considered as linear and constant. After many experiments, we settled on 2 and 3 membership functions as the appropriate number. Furthermore, since membership function type changes are linear and constant, the number of epochs for each model must be selected. A lot of research has shown that a large number of epochs usually does not improve the accuracy of models or significantly increase the forecasting time [28] . Therefore, it is adjusted to 10 and 100 in the structure of ANFIS. All of the parameter changes above were implemented in all combinations individually.
Models of MLP artificial neural networks
In order to test MLP based neural networks, the characteristic parameters of each model must be chosen so that the number of input neurons is changed to 1, 2, 3, and 4. For all MLP models, hidden layers are used and the output neuron number is assigned to 1. The error between computed and desired wind speed values is selected as 1 × 10 −5 instead of 0 to stop training in a specific time. The number of epochs is selected as 50. The reason for the selection of a fixed number of iterations and errors is that after a certain number these values do not affect the results of estimated wind speed values.
Performance metrics for forecasting results
It is also essential to compare the performance of models in terms of forecasting accuracy. Unfortunately, there is no unique metric to evaluate models as a universal standard [29] . Thus, the performance of models must be evaluated by using different metrics such as determination of coefficient ( R 2 ), root-mean-square error (RMSE), and mean absolute percentage error (MAPE).
The values of σ Y and σ E indicate the standard deviation of observation values and error values, which is calculated by each actual and forecasted wind speed difference, and T i and Y i values show observation and forecast values, respectively. The number of the dataset is also symbolized as n in the equations.
The coefficient of determination shows the accuracy of predicted values. This value is expected to be between 0 and 1. To have the best forecast model, the coefficient of determination value should approach 1. The RMSE is known as the standard deviation of the estimation errors in regression analyses. It can be found by calculating the square root of the average of quadratic errors. The last metric is chosen as MAPE to calculate forecast error. Since it is indicated by percentage expression, it gives the idea to everyone to understand the calculated error simply. In the present study, the RMSE and the MAPE are minimized. In many papers, it goes nearly to zero, but in this particular research some large numbers might be seen due to the large number of test datasets used.
Results for wind speed prediction at different heights
Forecasting methods ensure decision makers develop stronger knowledge for better decision making [30, 31] . The purpose of the present research is to analyze the applicability of soft computing methods such as ANFIS and ANN. In order to address this issue, we formed different soft computing models based on ANFIS and ANN and then compared the best models in each category. The same validation data through forecasting measures (R 2 , RMSE, and MAPE) are used to evaluate and compare the proposed models. In order to obtain experimental wind speed forecasting results MATLAB is utilized in developing various soft computing models.
Evaluation of the models and results
In order to compare the performance of models in terms of forecasting accuracy, both algorithms for every height were performed and the forecasting results are tabulated in Tables 1 through 6 Table 3 shows that estimated values are more accurate for Model 1 and Model 4. At 60 m, wind speed values are more irregular because the wind speed changes sharply at this height. Thus, when the number of input models increase, poor forecasted results are observed, and so Model 1 gives a better MAPE. However, during the testing period Model 3 would produce better results in terms of R 2 and RMSE values. In order to demonstrate performance of the best models, Figure 3 is shown to analyze best-fitting lines for predicted and actual wind speed at 30 m, 50 m, and 60 m, respectively. In addition, Figure 4 demonstrates that the best models predict wind speed with perfect accuracy at all heights. The wind speed was forecasted by different MLP models. As can be seen from Tables 4 and 5 with 8.8431% and 8.042% MAPE. The results in Table 6 demonstrate that the accuracy improves when the input number of models is increased. Figure 5 shows best-fitting lines for predicted and actual wind speed at 30 m, 50 m, and 60 m, respectively. The predicted and actual values are almost the same as shown in Figure  6 . Figure 6 demonstrates that the best models predict wind speed with perfect accuracy at all heights. 
Discussion
In the present study, it is noted that although the behavior of wind speed for all heights seems to be very similar, the prediction of wind speed is substantially influenced by changing collected data containing wind speed at various heights. As seen in the forecasting wind speed results, it is not possible to say that a single model might present good prediction results for all heights. Furthermore, a detailed experimental analysis was carried out due to effects of the various internal and external parameters on the wind speed forecasting. Tables 1-3 show that increasing the input number of ANFIS models does not always demonstrate better estimation errors for all heights. In spite of that, for the best estimation results, the input number of wind speed data is usually between 4 and 6 [15] .
The constant type output MF usually shows better performance for all models. There is a certain rule in the literature that increasing the epoch number of ANFIS models decreases the estimation errors. In the current study, this is not obtained for every model because it depends on the output MF type. When output MF decides linear function, better results can be seen with a lower number of epochs. However, it is also observed that linear output MF function with big epoch numbers significantly affects the calculation time of short-term wind speed prediction. Thus, in order to obtain realistic wind speed predictions and propose reliable ANFIS models, epoch number must be limited to the satisfied values especially for the linear MF output functions.
From the MLP-ANN prediction results, we observed that with respect to the amount of input wind speed data MLP-ANN models illustrate the same patterns except at the height of 60 m. The 60 m wind speed forecasting results show that various numbers of input wind speed data are required for all heights to accomplish better prediction results. Furthermore, the height of the measured wind speed may significantly affect the results. For instance, while MLP-ANN gives sufficient results for heights of 30 m and 50 m, it produces very undesirable results when 60 m wind data are used for the MLP-ANN approach. In the evaluation and testing stages, both methods are compared according to the above tables. Two methods are compared and then the best models are determined for each selected height according to three different evaluation metrics. The error values are compared in Table 7 . In this table, only testing errors are shown because the differences between actual and last estimated wind speed values are shown at this stage. The evaluation stage optimizes parameters of artificial intelligence algorithms. As seen in Table 7 , according to the results at heights of 30 and 50 m, MLP-ANN provides better forecasting results for only the MAPE metric.
Additionally, while MLP-ANN performs as the poorest model with above 10% error, the ANFIS approach gives satisfactory results for all heights in terms of R 2 and RMSE values. Therefore, we can say that ANFIS models perform with reliable accuracy for all heights. 
Conclusions
Wind power generation has grown considerably in recent years; however, it is still unreliable as a main grid supplier because variability in wind speed dramatically affects the predicted wind energy. Since wind speed at various heights exhibits very different behavior, forecasted wind speed may not be calculated accurately.
The primary significance of this study is that we fill a research gap for short-term wind speed prediction at different heights. Recent research has shown that the MLP-ANN and ANFIS methods can successfully predict short-term wind speed variation. However, wind speed predictions can be done at different heights and thus model performances may be different at various heights.
In light of the results and discussion presented so far in this paper, it is clear that MLP-ANN and ANFIS based algorithms can be used to predict wind speed 10 min in advance. The forecasting models vary by the number of wind data inputs. MLP-ANN and ANFIS give satisfactory results for short-term wind speed prediction with approximately under 10% MAPE and 0.6398 m/s RMSE. In light of the results of the best models, we see that no single model works best for all heights. Thus, it is difficult to say with certainty that one model works better for every height. Moreover, at all heights, the ANFIS approach gives better prediction results. The best ANFIS models for wind prediction show that 3 and 4 inputs give the most accurate prediction results. The MLP-ANN algorithm with 3 and 4 input wind speed models shows better performance for 30 and 50 m; however, a 1 input wind speed model enables better forecasting results for 60 m.
In conclusion, for the first time, different ANFIS and MLP-ANN models are proposed to understand the behavior of wind speed and to obtain the most accurate speed forecast at different heights. For different heights, the proposed model can be used to define the best location of wind turbines and to forecast irregular wind energy. Short-term wind energy forecasting can be improved by using these models to enhance wind power quality.
