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Рассмотрена задача определения вида скремблера, примененного на передающей стороне, на осно­
вании сигнала с его выхода. Задача такого рода является актуальной для систем радиомониторинга и 
при создании когнитивных систем приема и обработки цифрового сигнала. Известны технические ре­
шения, позволяющие идентифицировать структуры как аддитивного, так и мультипликативного 
скремблера [1]-[4]. Однако публикаций, в которых приводился бы алгоритм автоматического определе­
ния вида скремблера, нет. Предлагаемая статья призвана частично восполнить этот пробел. Приведен 
алгоритм, обеспечивающий решение указанной задачи, и результаты его моделирования.
Скремблер, идентификация, радиомониторинг, псевдослучайная последовательность
В современных системах радиомониторинга 
существует необходимость демодуляции и деко­
дирования радиосигналов сторонних систем ра­
диосвязи без априорной информации об их пере­
датчике [1]. Для реш ения этой задачи использу­
ются "слепые" алгоритмы идентификации пара­
метров блоков обработки и формирования сигна­
ла, использующихся на передающ ей стороне. 
В результате реш ения указанной задачи опреде­
ляется структура передатчика, что позволяет п о­
строить соответствующую ей приемную часть и 
осущ ествить прием сигнала.
В настоящее время широко распространены 
цифровые системы радиосвязи. Это приводит к 
необходимости разработки алгоритмов определе­
ния (идентификации) блоков обработки и форми­
рования радиосигналов, свойственных этим си­
стемам [1]. Одним из таких блоков является 
скремблер. Существует два вида скремблеров, 
различающ ихся способом взаимодействия с циф­
ровым сигналом: аддитивные и мультипликатив­
ные [5]. В настоящей статье приведен алгоритм, 
позволяющий по результатам анализа сигнала с 
выхода передатчика идентифицировать вид ис­
пользуемого скремблера. П ри этом предполагает­
ся, что вся сопутствую щая обработка (демодуля­
ция, декодирование и т. д.) сигнала, предшеству­
ющая дескремблированию, успешно осуществлена.
На сегодняшний день существует множество 
публикаций, посвященных вопросу идентификации 
структуры скремблера (см., в частности [1], [2]). 
При этом работы, в которых решалась бы задача 
определения вида скремблирования, авторам 
настоящей статьи неизвестны. Предлагаемая статья 
призвана частично восполнить этот пробел.
К ратки е теоретические сведения. Скремб- 
лирование используется на передающей стороне 
систем цифровой передачи информации для умень­
шения вероятности появления длинных последова­
тельностей нулей и единиц. Такие последователь­
ности в передаваемом сигнале могут нарушить ра­
боту систем синхронизации на приемной стороне.
Существует два вида скремблеров -  аддитивные 
и мультипликативные [1]. Их обобщенные струк­
туры приведены на рис. 1, а  и  б соответственно. 
В состав обоих видов скремблеров входит регистр 
сдвига с линейной обратной связью (РСЛОС), 
описываемый порождающим полиномом [6 ]
d
G  ( х ) = X  g ix , 
i=0
где d  -  память РСЛОС и g- е  G F  (2 ). Если коэф­
фициент gi Ф 0, соответствующ ий ключ в схеме 
РС Л О С  замкнут. Н а практике наибольшее рас­
пространение получили порождающие полиномы 
с тремя или пятью ненулевыми коэффициентами.
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Рис. 1
В аддитивном скремблере РСЛОС использу­
ется в качестве генератора псевдослучайной по­
следовательности (ПСП). Скремблирование в 
этом случае осущ ествляется прибавлением (в по­
ле G F (2) ) ПСП к скремблируемому сигналу. В 
мультипликативном случае скремблируемый сиг­
нал поступает на вход РСЛОС.
Операцию скремблирования можно описать в 
полиномиальном виде. Если информационный 
сигнал, состоящ ий из N  бит, представлен в виде 
полинома [6]
N -1
D  (x ) = £  D ix1, 
i=0
где Di -  соответствует (N  - 1  -  i) -му биту после­
довательности, то полином Smul (x ) , описываю­
щ ий выходной сигнал мультипликативного 
скремблера, будет равен [6]
Smul (x ) = D (x  V  G (x ) . (1)
Если сигнал скремблируется аддитивно, то 
полином Sad (x ) ,  описываю щий выходной сигнал 
аддитивного скремблера, будет равен [6]
Sad (x ) = I  ( x ) x N /G  ( x ) + D  (x ) , (2)
где I  (x ) -  полином, характеризующий внутрен­
нее состояние РСЛОС, причем его степень мень­
ше степени полинома G (x ) .
Также для формирования алгоритма необхо­
димо описать в полиномиальном виде операцию 
мультипликативного дескремблирования. П оли­
ном D  ( x) на выходе мультипликативного де­
скремблера рассчитывается как
D (x ) = Smul (x ) G (x ) . (3)
И сходны е д ан н ы е  и п о стан о вк а  задачи. За­
дача идентификации вида скремблирования форму­
лируется для модели, представленной на рис. 2 .
Генератор бинарных данных имитирует дан­
ные, передаваемые в системах радиосвязи. Он ге­
нерирует битовый поток с заданной вероятно­
стью единицы P (Di = 1) = 0.5 - т ,  х е ( 0 ,  0.5).
Скремблер скремблирует поступаю щие от гене­
ратора данные по аддитивной или мультиплика­
тивной схеме. П ри скремблировании использует­
ся априорно известный порождаю щий полином 
G  (x ) степени d  c t ненулевыми коэффициентами.
Генератор
D * Скремблер S ,\бинарных данных
Рис. 2
Задача идентификации состоит в определении 
вида используемого скремблера (мультипликатив­
ный или аддитивный) на основании бинарного сиг­
нала длины N  бит, формирующегося на его выходе. 
Исходными данными для решения задачи являются 
скремблированный сигнал и порождающий поли­
ном G  (x ) , информация о котором может быть по­
лучена с использованием алгоритмов, описанных в 
[1], [2]. Также предполагается, что N  »  d .
О писание алгоритма. Алгоритм идентифика­
ции состоит в мультипликативном дескремблирова- 
нии анализируемого сигнала при помощи дескрем­
блеров, описываемых полиномами G (x ) и 
2m , .
G  (x ) , где m  -  параметр алгоритма. Согласно вы­
ражению (3) это эквивалентно умножению полинома 
S (x ) , описывающего сигнал с неизвестным видом
2m
скремблирования, на полиномы G  (x ) и  G  (x ) 
соответственно. Если сигнал был скремблирован ад­
дитивно, то с учетом (2) в результате перемножения 
получатся полиномы
A  ( x) = S  ( x) G  (x) =
I  (x ) x N  
. G (x )
+ D  ( x ) G (x) =
= I  ( x) x N  + D  ( x )G  (x ) , (4)
ба
rf m
B  (х ) = S  ( х ) G 2 ( х ) =
= - I  (х ) x N G 2™-1 (х ) + D  (х )G 2™ (х ). (5)
Если сигнал был скремблирован мультипли­
кативно, то с учетом (1) итогом перемножения 
будут полиномы
V  ( х ) = S  ( х ) G  ( х ) = D  ( х ) , (6)
F ( х) = S ( х )G 2™ ( х) = D (х ) G 2™-1 (х). (7)
Для того чтобы принять решение о виде 
скремблирования, необходимо проанализировать 
статистические свойства полученных при де- 
скремблировании последовательностей. Выраже­
ние (4) представляет собой сумму двух полино­
мов. Количество ненулевых коэффициентов в 
первом полиноме не превыш ает степени полино­
ма I  (х ) и  в общем случае много меньше, чем во 
втором слагаемом полиноме. Поэтому влияние 
первого полинома на статистические свойства де- 
скремблированной последовательности можно 
считать пренебрежимо малым.
Второе слагаемое в (4) описывает поток ин­
формационных данных после мультипликативно­
го дескремблера. Вероятность появления ненуле­
вого бита на его выходе в соответствии с [ 1]  в 
этом случае составляет
р  ( A  = 1) =
1 - [ 1  -  2 P  (D- = 1 )J
(8)
где A- -  i-й коэффициент полинома A (х) .
Выразив правую часть (8) через т , получим 
отклонение вероятности P  (  = 1) от 0.5:
т1 = |0.5 -  P (Ai = 1)| = (2 т / / 2. (9)
Рассмотрим выражение (5). Первый слагае­
мый полином не влияет на статистические свой­
ства дескремблированной последовательности, и 
им можно пренебречь, если количество ненуле­
вых коэффициентов в нем достаточно мало по 
сравнению со вторым слагаемым. Это условие 
обеспечивается выбором значения параметра m и 
протяженности анализируемого отрезка сигнала.
Второе слагаемое в (5) описывает поток ин­
формационных данных, подвергнутый мульти­
пликативному дескремблированию, причем коли­
чество отводов в дескремблере определяется числом
2 m
ненулевых коэффициентов в G  (х ). С учетом 
12
свойств полиномов над полем G F  (2) [6] количе-
2 m
ство ненулевых коэффициентов в G  (х ) будет 
равно количеству ненулевых коэффициентов в 
G (х ) . С учетом этого свойства отклонение веро­
ятности P  (Bi = 1) от 0.5 для данного случая, где
Bi -  i-й коэффициент полинома B (х ) , составит
Т2 =Т1. (10)
Обратимся к  выражениям (6) и  (7). П ри муль­
типликативном дескремблировании мультиплика­
тивно скремблированного сигнала согласно (6) на 
выходе дескремблера сформируется информаци­
онный сигнал. П ри этом отклонение вероятности 
P (V  = 1) от 0.5, где V  -  i -й коэффициент поли­
нома V  (х ), составит
Т3 = т. (11)
П ри дескремблировании с использованием
2 m
полинома G  (х ) на выходе дескремблера будет 
последовательность, описываемая (7), для кото­
рой отклонение вероятности P (F i = 1) от 0.5, где
F  -  i-й коэффициент полинома F (х ) , опреде­
лится как
т4 = |0.5 -  P ( F  = 1)| = (2 т )V 2, (12)
где r  -  количество ненулевых коэффициентов в
полиноме G 2 1 (х ) .
Для принятия реш ения о виде скремблирова­
ния необходимо сравнить (9), (10) и  (11), (12). Ес­
ли сигнал был скремблирован аддитивно, то в ре­
зультате дескремблирования с использованием
полиномов G (х ) и  G 2 ( х ) отклонения вероят­
ности будут одинаковыми.
Если же сигнал был скремблирован мульти­
пликативно, то в результате дескремблирования с
использованием полиномов G  ( х ) и  G 2 (х) от­
клонения вероятности будут равны Т3 и Т4 соот­
ветственно, причем Т3 >Т4 .
Таким образом, алгоритм идентификации 
включает следующие операции:
-  мультипликативное дескремблирование сигна­
ла с использованием полиномов G (х ) и  G 2™ (х);
-  оценки отклонений вероятности появления 
ненулевого элемента та и  т ь на выходе соответ­
ствующих дескремблеров;
Рис. 3
-  различение двух гипотез о виде скремблера 
по результатам сравнения полученных оценок.
А н ал и з результатов м одели рован ия. Н епо­
средственное сравнение оценок отклонений веро­
ятности ненулевого элемента в дескремблирован- 
ном сигнале тa и  т ь является некорректным. Это 
связано с тем, что полученный набор оценок имеет 
некоторый разброс значений, зависящ ий от объе­
ма анализируемых данных. Оптимальное правило 
различения двух гипотез можно сформулировать 
только при наличии информации о значении т. В 
общем случае такой информации нет, что приво­
дит к  необходимости использования эмпирически 
выбранного порога различения.
Определим, насколько различаются оценки т a 
и  т ь при наихудших для идентификации условиях. 
Одним из таких условий являются экстремальные 
значения величины т. В реальных системах связи 
значение данного параметра зачастую не меньше
0.01 и  не превышает 0.4 [1]. На рис. 3 приведено 
семейство графиков зависимости отношения т ^  т4 
от величины т для разных значений параметра m.
Из рис. 3 видно, что при т = 0.01 и m  = 1 м и­
нимальное отношение оценок равно 50. П ри
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больших значениях параметра m  эта разница воз­
растает на несколько порядков. П ри т = 0.04 
оценки будут отличаться приблизительно в 1.25 
раза при m = 1 и  в 4.7 раза при m  = 3. На основа­
нии этого анализа для работы алгоритма выбрано 
значение m  = 3, а в качестве порога принятия ре­
ш ения в пользу мультипликативного вида скрем- 
блирования -  соотношение тя / т ь ^  2 .
На рис. 4 приведены результаты моделирова­
ния работы алгоритма (проводилось 100 000 экс­
периментов) в виде зависимости вероятности 
ош ибки алгоритма P(,m (т) для разных значений
длины анализируемого сигнала.
П ри т > 0 .1  ни одной ош ибки за все время 
моделирования не произошло. Наличие ош ибок 
при малых значениях т обусловлено большой 
дисперсией оценок тa и  ть . При этом с увеличе­
нием объема анализируемого сигнала эта диспер­
сия падает, что приводит к  уменьш ению вероят­
ности ош ибки алгоритма.
На основании приведенных в настоящей ста­
тье данных можно утверждать, что разработан­
ный алгоритм может быть использован для опре­
деления вида скремблера в автоматизированных 
системах радиомониторинга.
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Linear Scrambler Identification
Abstract. The article describes algorithm that allows determining scrambler type based on the signal from its output.
The task of this kind is relevant fo r radio monitoring systems and when creating cognitive systems fo r  digital signal receiv­
ing and processing. The identification algorithm determines the form of the scrambler both multiplicative and additive. 
There are no published papers providing algorithm fo r automatic determination of scrambler type. This article is intended 
to partly fill the gap. It provides a form al statement of the problem, an identification algorithm and simulation results.
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