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EXPLICIT KREIN RESOLVENT IDENTITIES FOR SINGULAR
STURM–LIOUVILLE OPERATORS WITH APPLICATIONS TO
BESSEL OPERATORS
S. BLAKE ALLAN, JUSTIN HANBIN KIM, GREGORY MICHAJLYSZYN,
ROGER NICHOLS, AND DON RUNG
Abstract. We derive explicit Krein resolvent identities for generally singu-
lar Sturm–Liouville operators in terms of boundary condition bases and the
Lagrange bracket. As an application of the resolvent identities obtained, we
compute the trace of the resolvent difference of a pair of self-adjoint realiza-
tions of the Bessel expression −d2/dx2 + (ν2 − (1/4))x−2 on (0,∞) for values
of the parameter ν ∈ [0, 1) and use the resulting trace formula to explicitly
determine the spectral shift function for the pair.
1. Introduction
In the classic theory of self-adjoint extensions of a densely defined symmetric
operator S with equal and finite deficiency indices, Krein’s resolvent identity ex-
presses the difference of the resolvent operators of any two self-adjoint extensions of
S in terms of its defect vectors (cf., e.g., [2, Section 84], [9, Appendix A], and [23,
Lemma 2.30]). When S is the closed minimal operator generated by a second-order
Sturm–Liouville differential expression τ on an interval (a, b) ⊆ R, its deficiency
indices are at most equal to two (their precise common value depending upon the
number of limit circle endpoints for τ) so Krein’s identity expresses the difference
of the resolvent operators of two self-adjoint extensions of S as an operator of rank
at most equal to two. Recently, the explicit form of Krein’s identity was derived
in [9] for all self-adjoint extensions in the case where τ is regular on (a, b) in terms
of the boundary values of the quasiderivatives of a distinguished basis of defect
vectors, see [9, eq. (3.5)]. This is made possible by the fact that functions in the
domain of the maximal Sturm–Liouville operator S∗, and their quasiderivatives,
possess boundary values at a regular endpoint. In contrast, when τ is singular
at an endpoint, neither functions in the domain of S∗ nor their quasiderivatives
necessarily possess boundary values at the singular endpoint. It is for this reason
that, in lieu of boundary values of the functions themselves, one typically uses the
Wronskian (cf., e.g., [11, Section 5]), the Lagrange bracket and boundary condition
bases/functions (cf., e.g., [12, Section 6] and [26, Definition 10.4.3]), or generalized
boundary values (cf. [15]) to parametrize the self-adjoint extensions of S.
In this paper, we derive the explicit form of Krein’s resolvent identity for sin-
gular Sturm–Liouville operators on (a, b) using boundary condition bases and the
Lagrange bracket. As a concrete application of the identities obtained, we consider
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the Bessel differential expression on (0,∞) indexed by the parameter ν ∈ [0, 1). The
Bessel differential expression is singular at both endpoints of (0,∞) for ν 6= 1/2,
and its self-adjoint realizations form a one-parameter family. Applying the gen-
eral form of Krein’s resolvent identity obtained in Section 3, we explicitly compute
the difference of the resolvent of the Friedrichs extension and that of any other
self-adjoint realization of the Bessel expression. Using the resulting identity, we
then compute the trace of the difference of resolvents, which leads to an explicit
expression for the spectral shift function of the pair.
We briefly summarize the contents of each of the remaining sections of this pa-
per. In Section 2, we recall essential facts on self-adjoint extensions of three-term
Sturm–Liouville operators on an interval (a, b) ⊆ R. Section 3 treats in detail the
case of one limit circle endpoint. Assuming that a is the lone limit circle endpoint,
we explicitly determine in Theorem 3.4 the form of Krein’s resolvent identity for the
difference of the resolvent of any self-adjoint extension of the minimal operator and
the resolvent of a fixed reference self-adjoint extension in terms of a fixed boundary
condition basis at a, the Lagrange bracket, and the Weyl–Titchmarsh solution at
b. The difference of resolvents is a rank one operator due to the presence of exactly
one limit circle endpoint, so the Krein identity obtained immediately yields an ex-
plicit formula for the trace of the corresponding resolvent difference. Analogously,
Section 4 addresses the case where both endpoints {a, b} are limit circle endpoints.
Treating separately the self-adjoint extensions parametrized by separated boundary
conditions and those parametrized by coupled boundary conditions, we explicitly
determine in Theorems 4.4–4.7 the form of Krein’s resolvent identity for the differ-
ence of the resolvent of any self-adjoint extension of the minimal operator and the
resolvent of a fixed reference self-adjoint extension in terms of fixed boundary con-
dition bases at a and b, the Lagrange bracket, and a distinguished pair of linearly
independent solutions of the corresponding Sturm–Liouville differential equation.
The difference of resolvents is generally a rank two operator, but in certain special
cases (cf. Theorems 4.5 and 4.7) the difference is rank one, owing to the fact that
the two self-adjoint extensions also extend a symmetric operator which is itself a
proper extension of the minimal operator. At the end of Section 4, we explain how
the Krein resolvent identities obtained in [9] for regular Sturm–Liouville operators
may be obtained as special cases of Theorems 4.4–4.7. In Section 5, we consider, as
an example, the Bessel differential expression (cf., e.g., [4], [5], [8], [10], [13], [15],
[18], and the references cited therein),
τν = −
d2
dx2
+
(ν2 − (1/4))
x2
, x ∈ (0,∞), ν ∈ [0, 1). (1.1)
The right endpoint x = ∞ is always a singular endpoint, and the left endpoint
x = 0 is a singular endpoint if ν 6= 1/2, as it is regular if ν = 1/2. For ν ∈ [0, 1), τν
is in the limit circle case at x = 0 and in the limit point case at x =∞, so the ex-
pression τν falls within the scope of the theory developed in Section 3. Applying the
abstract identities developed in Section 3, we determine the explicit form of Krein’s
identity in terms of the parameter ν and an explicit Weyl–Titchmarsh solution at
∞ and use this form to calculate the trace of the difference of the resolvent of the
Friedrichs extension and that of any other self-adjoint extension in Propositions 5.1
and 5.8. The resulting trace formula is then used to determine the spectral shift
function corresponding to the Friedrichs extension and any other self-adjoint exten-
sion in Propositions 5.4 and 5.9. As a byproduct, the explicit form of the spectral
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shift function for the pair yields a characterization of the nonnegative self-adjoint
realizations of the Bessel expression and allows one to determine the single simple
negative eigenvalue of any self-adjoint realization which is not nonnegative. For
completeness, the basic facts on the spectral shift function relevant to the analysis
in Section 5 are collected in Appendix A.
Finally, we summarize some of the general notation used in this paper. LetH be a
separable complex Hilbert space, 〈·, ·〉H the inner product in H (linear in the second
argument), and IH the identity operator in H. Next, let T be a linear operator
mapping (a subspace of) a Hilbert space into another, with dom(T ) and ker(T )
denoting the domain and kernel (i.e., null space) of T . If T is densely defined, then
T ∗ denotes the Hilbert space adjoint of T . The resolvent set, spectrum, essential
spectrum, absolutely continuous spectrum, and point spectrum of a closed linear
operator in H will be denoted by ρ(·), σ(·), σess(·), σac(·), and σp(·), respectively.
The ℓp-based trace ideals over H will be denoted by Bp(H), p ∈ [1,∞), and trH
denotes the trace functional on B1(H).
Throughout, χS denotes the characteristic function of a set S ⊆ R. If z ∈ C, then
z denotes the complex conjugate of z. To avoid cumbersome notation, for (a, b) ⊆ R,
I(a,b) and 〈 · , · 〉(a,b) denote the identity operator and inner product in the weighted
Hilbert space L2((a, b); r(x) dx), respectively, and tr(a,b) denotes the trace functional
on B1
(
L2((a, b); r(x) dx)
)
. In addition, SL2(R) denotes the set of all R ∈ R
2×2 with
det(R) = 1, I2×2 denotes the 2× 2 identity matrix in R2×2, ACloc(a, b) denotes the
set of locally absolutely continuous complex-valued functions on (a, b), and ifM ⊆ R
is Lebesgue measurable, then |M | denotes the Lebesgue measure of M . We employ
the following convention throughout: “0 < ε ≪ 1” means “for all ε ∈ (0, ε0) for
some ε0 ∈ (0,∞).”
2. Self-Adjoint Extensions of Singular Sturm–Liouville Operators
In this preparatory section, we recall some of the essential facts on self-adjoint
extensions of Sturm–Liouville operators, with particular emphasis on the singular
case. The primary motivation for recalling these facts here is to set up much of
the notation and conventions to be employed in later sections. As such, in most
cases we only provide statements of the pertinent facts and defer to references for
their proofs. We begin by introducing the following hypothesis, which is assumed
throughout this section.
Hypothesis 2.1. Let −∞ 6 a < b 6 ∞ be fixed and suppose that p, q, and r are
real-valued and Lebesgue measurable on (a, b) with p > 0, r > 0 a.e. on (a, b) and
p−1, q, r ∈ L1loc((a, b); dx). (2.1)
Assuming Hypothesis 2.1, we define
D(a, b) = {f ∈ ACloc(a, b) | pf
′ ∈ ACloc(a, b)}, (2.2)
and introduce the differential expression τ by
τf =
1
r
[
− (pf ′)′ + qf
]
, f ∈ D(a, b), (2.3)
where the prime denotes differentiation with respect to the independent variable.
In addition, we define the Lagrange bracket of a pair of functions f, g ∈ D(a, b) by
[f, g](x) = f(x)(pg′)(x) − (pf ′)(x)g(x), x ∈ (a, b). (2.4)
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The next result is a Plu¨cker-type identity. It relates the Lagrange brackets of
pairs of functions in D(a, b).
Lemma 2.2 ([11, Lemma 2.5]). Assume Hypothesis 2.1. If f1, f2, f3, f4 ∈ D(a, b),
then
[f1, f2](x)[f3, f4](x) + [f1, f3](x)[f4, f2](x) + [f1, f4](x)[f2, f3](x) = 0,
x ∈ (a, b).
(2.5)
Next, we recall the identities of Lagrange and Green, which relate the Lagrange
bracket to the differential expression τ (cf., e.g., [11, eq. (2.6) & Lemma 2.3]).
Lemma 2.3 (Lagrange’s identity & Green’s formula). If f, g ∈ D(a, b), then
gτf − fτg =
1
r
d
dx
[f, g], (2.6)
and, consequently, for any α, β ∈ (a, b),ˆ β
α
(
g(x)(τf)(x) − f(x)(τg)(x)
)
r(x) dx = [f, g](β)− [f, g](α). (2.7)
Following [11, Section 3], we now introduce the maximal and minimal operators
associated to τ . The maximal operator associated to τ is denoted Tmax and is
defined by
Tmaxf = τf, f ∈ dom(Tmax) = {g ∈ D(a, b) | g, τg ∈ L
2((a, b); r(x) dx)}. (2.8)
The operator Tmax is densely defined, and its adjoint is the (closed) minimal oper-
ator, Tmin:
Tmin := (Tmax)
∗. (2.9)
In turn, the minimal operator is densely defined and its adjoint is the maximal
operator:
(Tmin)
∗ = Tmax. (2.10)
Definition 2.4. A measurable function f : (a, b) → C lies in L2((a, b); r(x) dx)
near a (resp., b) if χ(a,c)f ∈ L
2((a, b); r(x) dx) (resp., χ(c,b)f ∈ L
2((a, b); r(x) dx))
for each c ∈ (a, b). Furthermore, g ∈ D(a, b) lies in dom(Tmax) near a (resp., b) if
g and τg both lie in L2((a, b); r(x) dx) near a (resp., b).
One verifies that g ∈ D(a, b) lies in dom(Tmax) near a (resp., b) if and only if g
lies in dom(Tmax) near a (resp., b). Moreover, as a consequence of Green’s formula,
the Lagrange bracket of a pair of functions that lie in dom(Tmax) near an endpoint
has a finite limiting value at that endpoint.
Lemma 2.5 ([11, Lemma 3.2]). If f and g lie in dom(Tmax) near a (resp., near
b), then the limit
[f, g](a) := lim
x→a+
[f, g](x) (resp., [f, g](b) := lim
x→b−
[f, g](x)) (2.11)
exists and is finite.
The minimal operator may be characterized directly using the Lagrange bracket
as follows:
Tminf = τf, (2.12)
f ∈ dom(Tmin) = {g ∈ dom(Tmax) | [g, h](a) = [g, h](b) = 0, h ∈ dom(Tmax)}.
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It then follows that the minimal operator Tmin is a densely defined, closed, sym-
metric operator in the Hilbert space L2((a, b); r(x) dx).
Recall that if A and B are two linear operators in a Hilbert space H, then B
is said to be an extension of A (equivalently, A is a restriction of B), denoted
A ⊆ B, if and only if dom(A) ⊆ dom(B) and Au = Bu for all u ∈ dom(A). For
the remainder of this section, we will be interested in self-adjoint extensions of the
minimal operator Tmin. That Tmin actually possesses self-adjoint extensions is a
consequence of von Neumann’s theory of self-adjoint extensions and Weyl’s limit
point/limit circle classification of endpoints.
Assuming Hypothesis 2.1, one can consider for any z ∈ C the differential equation
τy = zy on the interval (a, b), that is
− (py′)′ + qy = zry on (a, b). (2.13)
A function y ∈ D(a, b) is said to be a solution to (2.13) if y satisfies (2.13) pointwise
a.e. on (a, b).
Definition 2.6. The differential expression τ is in the limit circle case at a (resp.,
b) if for each z ∈ C all solutions to (2.13) lie in L2((a, b); r(x) dx) near a (resp.,
b). The differential expression τ is in the limit point case at a (resp., b) if for each
z ∈ C, there is some solution to (2.13) which does not lie in L2((a, b); r(x) dx) near
a (resp., b).
Weyl’s alternative states that the classification of an endpoint as limit point or
limit circle exhausts all possibilities; that is, τ is in one of these cases (limit point
or limit circle) at each endpoint of (a, b) (cf., e.g., [11, Lemma 4.1]).
Theorem 2.7 (Weyl’s Alternative). If there exists a z0 ∈ C such that every solution
of τy = z0y lies in L
2((a, b); r(x) dx) near a (resp., b), then τ is in the limit circle
case at a (resp., b).
If z ∈ C and τ is in the limit point case at an endpoint c ∈ {a, b}, then there is
at least one solution to (2.13) which does not lie in L2((a, b); r(x) dx) near c. It is
entirely natural to ask whether there is any nontrivial solution to (2.13) which lies
in L2((a, b); r(x) dx) near c. A nontrivial solution which lies in L2((a, b); r(x) dx)
near c is guaranteed to exist if z is a point of regular type of Tmin.
Definition 2.8. A point z ∈ C is a point of regular type of Tmin if Tmin− zI(a,b) is
an injection and (Tmin − zI(a,b))
−1 is bounded. The set of all points of regular type
of Tmin is denoted by r(Tmin).
Lemma 2.9 ([11, Theorem 4.2 & Corollary 4.3]). Let c ∈ {a, b}. If z ∈ r(Tmin),
then there is a nontrivial solution of τu = zu which lies in L2((a, b); r(x) dx) near
c. Moreover, this solution is unique up to constant multiples if τ is in the limit
point case at c.
The limit point/limit circle classification of endpoints may be characterized in
terms of the Lagrange bracket and functions in dom(Tmax).
Lemma 2.10 ([11, Lemma 4.4]). Assume Hypothesis 2.1. If c ∈ {a, b}, then τ is
in the limit point case at c if and only if
[f, g](c) = 0, f, g ∈ dom(Tmax), (2.14)
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and τ is in the limit circle case at c if and only if there exists f ∈ dom(Tmax) such
that
[f, f ](c) = 0 and [f, g](c) 6= 0 for some g ∈ dom(Tmax). (2.15)
The significance of Weyl’s limit point/limit circle classification is that it provides
a means for completely characterizing the deficiency indices of Tmin. Recall that if
S is a densely defined symmetric operator in a Hilbert space H, then the deficiency
indices of S are defined by
d±(S) := dim(ker(S
∗ ∓ iIH)). (2.16)
By von Neumann’s theory of self-adjoint extensions (cf., e.g., [21, Section X.1]), S
possesses self-adjoint extensions if and only if d+(S) = d−(S). In the case of Tmin,
the deficiency indices are always equal and they assume one of only three possi-
ble values, depending upon the number of limit circle endpoints, as the following
theorem shows.
Theorem 2.11 ([11, Theorem 4.6]). If Hypothesis 2.1 is satisfied, then d+(Tmin) =
d−(Tmin) and
d±(Tmin) =

0, if τ is limit circle at no endpoint of (a, b),
1, if τ is limit circle at exactly one endpoint of (a, b),
2, if τ is limit circle at both endpoints of (a, b).
(2.17)
In particular, Tmin possesses self-adjoint extensions.
By Theorem 2.11, the minimal operator Tmin has self-adjoint extensions. If T is
a self-adjoint extension of Tmin, then the relation Tmin ⊆ T and (2.9) imply
Tmin ⊆ T ⊆ Tmax. (2.18)
Hence, T is a self-adjoint extension of Tmin if and only if T is a self-adjoint restriction
of Tmax.
Remark 2.12. If T is a self-adjoint extension of Tmin then ρ(T ) ⊂ r(Tmin). In
particular, by Lemma 2.9, if c ∈ {a, b} and z ∈ ρ(T ), then there is a nontrivial
solution of τu = zu which lies in L2((a, b); r(x) dx) near c. This solution is unique
up to constant multiples if c is a limit point endpoint. ⋄
Next, we recall the notion of what it means for two self-adjoint extensions of a
symmetric operator S to be relatively prime.
Definition 2.13. If T and T ′ are self-adjoint extensions of a symmetric operator
S, then the maximal common part of T and T ′ is the operator CT,T ′ defined by
CT,T ′u = Tu, u ∈ dom(CT,T ′ ) = {f ∈ dom(T ) ∩ dom(T
′) |Tf = T ′f}. (2.19)
Moreover, T and T ′ are said to be relatively prime with respect to S if CT,T ′ = S.
Since a self-adjoint extension T of Tmin is also a self-adjoint restriction of Tmax,
to characterize the self-adjoint extension T , it suffices to characterize the domain of
T (the action of T being that of Tmax). The domain of a self-adjoint extension can
be characterized in terms of the Lagrange bracket and boundary condition bases.
Definition 2.14 ([26, Definition 10.4.3]). A pair of real-valued functions {φ, ψ} on
(a, b) is called a boundary condition basis at a (resp., b) if φ, ψ ∈ dom(Tmax) and
[ψ, φ](a) = 1 (resp., [ψ, φ](b) = 1).
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Lemma 2.10 (in particular, (2.14)) shows that a boundary condition basis cannot
exist at a limit point endpoint. However, a boundary condition basis always exists
at a limit circle endpoint.
Lemma 2.15. Assume Hypothesis 2.1. If c ∈ {a, b} and τ is in the limit circle
case at c, then there exists a boundary condition basis {φc, ψc} at c.
Proof. Let c ∈ {a, b} and suppose τ is in the limit circle case at c. By Lemma 2.10,
there exists f ∈ dom(Tmax) such that (2.15) holds. Writing f = Re(f)+iIm(f) and
applying linearity of the Lagrange bracket, one infers that either [Re(f), g](a) 6= 0
or [Im(f), g](a) 6= 0. Taking f˜ = Re(f) or f˜ = Im(f) accordingly, one obtains a
real-valued function f˜ ∈ dom(Tmax) with [f˜ , g](a) 6= 0. Similarly, decomposing g
into its real and imaginary parts, one obtains a real-valued function g˜ ∈ dom(Tmax)
such that [f˜ , g˜](a) 6= 0. Taking φc = g˜ and ψc = {[f˜ , g˜](a)}−1f˜ , one infers that
{φc, ψc} is a boundary condition basis at c. 
The next lemma provides a characterization of Tmin in terms of boundary con-
dition bases.
Lemma 2.16. Assume Hypothesis 2.1. The following statements (i) and (ii) hold.
(i) If τ is in the limit circle case at a, {φa, ψa} is a boundary condition basis at a,
and τ in the limit point case at b, then
dom(Tmin) = {g ∈ dom(Tmax) | [g, φa](a) = [g, ψa](a) = 0}. (2.20)
An analogous statement holds if τ is in the limit point case at a and in the limit
circle case at b.
(ii) If τ is in the limit circle case at a and b and {φc, ψc} is a boundary condition
basis at the endpoint c ∈ {a, b}, then
dom(Tmin) = {g ∈ dom(Tmax) | [g, φa](a) = [g, ψa](a) = [g, φb](b) = [g, ψb](b) = 0}.
(2.21)
Proof. We provide a proof of (i); the proof of (ii) is similar. Suppose τ is in the
limit circle case at a with {φa, ψa} a boundary condition basis at a, and suppose τ
is in the limit point case at b. Denote the set on the right-hand side in (2.20) by
A, and let g ∈ A, so that
[g, φa](a) = [g, ψa](a) = 0. (2.22)
If h ∈ dom(Tmax), then an application of Lemma 2.2 with the choices f1 = g,
f2 = h, f3 = φa, and f4 = ψa yields
0 = [g, h](a)[φa, ψa](a) + [g, φa](a)[ψa, h](a) + [g, ψa](a)[h, φa](a)
= −[g, h](a). (2.23)
Therefore, [g, h](a) = 0. In addition, since τ is in the limit point case at b, Lemma
2.10 implies [g, h](b) = 0. Since h ∈ dom(Tmax) was arbitrary, it follows from (2.12)
that g ∈ dom(Tmin). Hence, A ⊆ dom(Tmin).
Conversely, if g ∈ dom(Tmin), then [g, h](a) = 0 for all h ∈ dom(Tmax) by
(2.12). Separately choosing h = φa and h = ψa, one concludes that g ∈ A. Hence,
dom(Tmin) ⊆ A. Having shown the two set inclusions, (2.20) follows. 
Next, we recall several theorems on the parametrization of the self-adjoint ex-
tensions of Tmin. The precise form of the self-adjoint extensions depends on the
8 S. B. ALLAN, J. H. KIM, G. MICHAJLYSZYN, R. NICHOLS, AND D. RUNG
limit point/limit circle classification of τ at each of the endpoints {a, b}. One of
the primary reasons for stating the parametrizations here is to introduce notation
to be used in later sections. To slightly shorten the statement of theorems and to
make assumptions clear, we introduce the following basic hypothesis.
Hypothesis 2.17. In addition to Hypothesis 2.1, let Tmax and Tmin denote the
maximal and minimal operators defined by (2.8) and (2.9) (equivalently, (2.12)),
respectively.
To begin with, if τ is in the limit point case at both a and b, then Tmin is a
self-adjoint operator.
Theorem 2.18 ([11, Theorem 5.2]). Assume Hypothesis 2.17. If τ is in the limit
point case at both a and b, then Tmin = Tmax. That is, Tmin is self-adjoint and,
therefore, possesses no proper self-adjoint extensions.
In the case of exactly one limit circle endpoint, all self-adjoint extensions of Tmin
are characterized by a separated boundary condition using a boundary condition
basis at the limit circle endpoint.
Theorem 2.19 ([11, Theorem 6.2]). Assume Hypothesis 2.17 and let c ∈ {a, b}.
Suppose τ is in the limit circle case at c, {φc, ψc} is a boundary condition basis at
c, and that τ is in the limit point case at the other endpoint. If θ ∈ [0, π), then the
operator Tθ defined by
Tθf = Tmaxf,
f ∈ dom(Tθ) = {g ∈ dom(Tmax) | cos(θ)[g, φc](c) + sin(θ)[g, ψc](c) = 0},
(2.24)
is a self-adjoint extension of Tmin. Conversely, if T is a self-adjoint extension of
Tmin, then T = Tθ for some θ ∈ [0, π).
If τ is in the limit circle case at both a and b, then one must impose boundary
conditions at both endpoints to obtain a self-adjoint extension. In this case, self-
adjoint boundary conditions are categorized into two classes: separated boundary
conditions (cf. (2.25) below) and coupled boundary conditions (cf. (2.26) below).
Theorem 2.20 ([11, Theorem 6.4], [26, Section 10.4.5]). Assume Hypothesis 2.17.
Suppose that τ is in the limit circle case at both a and b, and let {φa, ψa} and
{φb, ψb} denote boundary condition bases at a and b, respectively. Then the follow-
ing statements (i)– (iii) hold.
(i) If α, β ∈ [0, π), then the operator Tα,β defined by
Tα,βf = Tmaxf, (2.25)
f ∈ dom(Tα,β) =
{
g ∈ dom(Tmax)
∣∣∣∣ cos(α)[g, φa](a) + sin(α)[g, ψa](a) = 0,cos(β)[g, φb](b) + sin(β)[g, ψb](b) = 0
}
,
is a self-adjoint extension of Tmin.
(ii) If η ∈ [0, π) and R ∈ SL2(R), then the operator TR,η defined by
TR,ηf = Tmaxf, (2.26)
f ∈ dom(TR,η) =
{
g ∈ dom(Tmax)
∣∣∣∣ ([g, φb](b)[g, ψb](b)
)
= eiηR
(
[g, φa](a)
[g, ψa](a)
)}
,
is a self-adjoint extension of Tmin.
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(iii) If T is a self-adjoint extension of Tmin, then T = Tα,β for some α, β ∈ [0, π)
or T = TR,η for some η ∈ [0, π) and some R ∈ SL2(R).
Remark 2.21. The parametrization in (2.24) is a restatement (in the language of
boundary condition bases and the Lagrange bracket) of [11, Theorem 6.2]. Specif-
ically, (2.24) is obtained from [11, eq. (6.10)] by choosing “w1” and “w2” in the
notation of [11, eqs. (6.1)–(6.4)] to be ψc and φc, respectively. The parametriza-
tion in (2.25) is obtained from [11, eq. (6.23)] by choosing “w1” and “w2” in [11,
eqs. (6.1)–(6.4)] such that
w1 ∈ dom(Tmax) coincides with ψa near a and ψb near b (2.27)
and
w2 ∈ dom(Tmax) coincides with φa near a and φb near b. (2.28)
These choices are possible by the Naimark patching lemma [20, Chapter V, Section
17.3, Lemma 2]. Finally, the parametrization in (2.26) follows from [11, eq. (6.24)]
with the same choices (2.27) and (2.28) after a minor additional observation. For
fixed R ∈ SL2(R) and fixed ϕ ∈ [0, π), the boundary conditions in [11, eq. (6.24)]
with the choices (2.27) and (2.28) actually read(
[g, φb](b)
−[g, ψb](b)
)
= eiϕR
(
[g, φa](a)
−[g, ψa](a)
)
. (2.29)
However, multiplying from the left on both sides of (2.29) by the 2 × 2 diagonal
matrix J := diag(1,−1) and using J2 = I2×2, the condition in (2.29) is equivalent
to (
[g, φb](b)
[g, ψb](b)
)
= eiϕJRJ
(
[g, φa](a)
[g, ψa](a)
)
. (2.30)
Upon taking η = ϕ and R˜ = JRJ ∈ R2×2, one infers that R˜ ∈ SL2(R) and (2.29)
is equivalent to (
[g, φb](b)
[g, ψb](b)
)
= eiηR˜
(
[g, φa](a)
[g, ψa](a)
)
. (2.31)
As a result, (2.26) encompasses all self-adjoint extensions as characterized by [11,
eq. (6.24)] and vice versa. ⋄
3. The Case of Exactly One Limit Circle Endpoint
In this section, we assume that τ is in the limit circle case at exactly one endpoint.
Fixing T0 (cf. (2.24)) as a reference self-adjoint extension of Tmin, we derive explicit
Krein resolvent identities that relate the resolvent of any other self-adjoint extension
Tθ, θ ∈ (0, π), of Tmin to the resolvent of T0. The resolvent identity is then used
to compute the trace of the difference of the resolvents of Tθ and T0. We treat in
detail the case where a is the lone limit circle endpoint. Analogous formulas hold
if b is the only limit circle endpoint. We fix some assumptions to begin:
Hypothesis 3.1. Assume, in addition to Hypothesis 2.17, that:
(i) τ is in the limit point case at b and in the limit circle case at a with {φa, ψa} a
boundary condition basis at a.
(ii) For each θ ∈ [0, π), Tθ is the self-adjoint extension of Tmin defined by (2.24)
with c = a.
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(iii) For each z ∈ ρ(T0), uz is the unique solution (cf. [26, Lemma 10.4.8]) to (2.13)
which satisfies
[uz, φa](a) = 0 and [uz, ψa](a) = 1. (3.1)
(iv) For each z ∈ ρ(T0), wz is the unique solution (cf. Remark 2.12) to (2.13) which
satisfies
wz ∈ L
2((a, b); r(x) dx) and [wz , φa](a) = 1. (3.2)
Assuming Hypothesis 3.1, the functions uz and wz are called the regular and
Weyl–Titchmarsh solutions, respectively, and, since p, q, and r are real-valued,
uz = uz, wz = wz , z ∈ ρ(T0). (3.3)
In particular, uz and wz are real-valued when z ∈ R∩ρ(T0). By Theorem 2.11, the
deficiency indices of Tmax are d±(Tmax) = 1. In fact,
wz spans ker(Tmax − zI(a,b)) for each z ∈ ρ(T0). (3.4)
The following lemma characterizes, for fixed f ∈ L2((a, b); r(x) dx), boundary
data of (T0 − zI(a,b))
−1f , z ∈ ρ(T0), in terms of the inner product of f with wz.
Lemma 3.2. Assume Hypothesis 3.1. If z ∈ ρ(T0), then[
(T0 − zI(a,b))
−1f, ψa
]
(a) = −〈wz, f〉(a,b) , f ∈ L
2((a, b); r(x) dx). (3.5)
Proof. Let z ∈ ρ(T0) and f ∈ L
2((a, b); r(x) dx). By [11, Theorem 7.1] combined
with (3.1) and (3.2), (T0−zI(a,b))
−1 is an integral operator with kernel (i.e., Green’s
function) given by
G0,z(x, y) =
1
[wz , uz](a)
{
uz(y)wz(x), a < y 6 x < b,
uz(x)wz(y), a < x 6 y < b
, z ∈ ρ(T0), (3.6)
so that [
(T0 − zI(a,b))
−1f
]
(x) =
ˆ b
a
G0,z(x, y)f(y)r(y) dy, x ∈ (a, b). (3.7)
Differentiating throughout (3.7), one obtains (where prime denotes differentiation
with respect to x)[
(T0 − zI(a,b))
−1f
]′
(x) (3.8)
=
1
[wz , uz](a)
(
w′z(x)
ˆ x
a
uz(y)f(y)r(y) dy + wz(x)uz(x)f(x)r(x)
+ u′z(x)
ˆ b
x
wz(y)f(y)r(y) dy − uz(x)wz(x)f(x)r(x)
)
=
1
[wz , uz](a)
(
w′z(x)
ˆ x
a
uz(y)f(y)r(y) dy + u
′
z(x)
ˆ b
x
wz(y)f(y)r(y) dy
)
for a.e. x ∈ (a, b). Applying (3.7) and (3.8), one obtains
[wz, uz](a) ·
[
(T0 − zI(a,b))
−1f, ψa
]
(a)
= lim
x↓a
[( ˆ x
a
uz(y)wz(x)f(y)r(y) dy +
ˆ b
x
uz(x)wz(y)f(y)r(y) dy
)
(pψ′a)(x)
− p(x)
(
w′z(x)
ˆ x
a
uz(y)f(y)r(y) dy + u
′
z(x)
ˆ b
x
wz(y)f(y)r(y) dy
)
ψa(x)
]
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= lim
x↓a
[(
wz(x)(pψ
′
a)(x)− (pw
′
z)(x)ψa(x)
) ˆ x
a
uz(y)f(y)r(y) dy
+
(
uz(x)(pψ
′
a)(x) − (pu
′
z)(x)ψa(x)
) ˆ b
x
wz(y)f(y)r(y) dy
]
= lim
x↓a
[
[wz , ψa](x)
ˆ x
a
uz(y)f(y)r(y) dy + [uz, ψa](x)
ˆ b
x
wz(y)f(y)r(y) dy
]
= [uz, ψa](a)
ˆ b
a
wz(y)f(y)r(y) dy
=
ˆ b
a
wz(y)f(y)r(y) dy = 〈wz , f〉(a,b) = 〈wz , f〉(a,b) . (3.9)
The limit leading to (3.9) exists by Lemma 2.5. An application of the Plu¨cker-type
identity (2.5) with the choices f1 = wz , f2 = ψa, f3 = uz, and f4 = φa yields
[wz, uz](a) = −1, and the claim in (3.5) follows. 
We recall the following abstract result for the computation of the trace of a rank
one operator and provide its short proof for completeness.
Lemma 3.3. Let H be a separable Hilbert space, with f, g ∈ H, and define the rank
one operator A = 〈f, · 〉H g on dom(A) = H. Then A ∈ B1(H) and
trH(A) = 〈f, g〉H . (3.10)
Proof. Since A is finite rank, A ∈ B1(H). Fix an orthonormal basis {eι}ι∈I of H
(with I ⊆ N an appropriate indexing set), and compute
trH(A) =
∑
ι∈I
〈eι, 〈f, eι〉H g〉H =
∑
ι∈I
〈f, eι〉H 〈eι, g〉H = 〈f, g〉H . (3.11)

With these preparations out of the way, we turn to differences of resolvents of
the self-adjoint extensions Tθ of Tmin, fixing T0 as a reference extension. The main
result of this section is an explicit Krein-type resolvent identity and a corresponding
trace formula for resolvent differences:
Theorem 3.4. Assume Hypothesis 3.1 and suppose θ ∈ (0, π). Then T0 and Tθ
are relatively prime with respect to Tmin. Moreover, for each z ∈ ρ(T0)∩ ρ(Tθ), the
scalar
kθ(z) = cot(θ) + [wz , ψa](a) (3.12)
is nonzero and the following operator equality holds:
(Tθ − zI(a,b))
−1 − (T0 − zI(a,b))
−1 = kθ(z)
−1 〈wz, · 〉(a,b) wz . (3.13)
In particular, for each z ∈ ρ(T0) ∩ ρ(Tθ),[
(Tθ − zI(a,b))
−1 − (T0 − zI(a,b))
−1
]
∈ B1
(
L2((a, b); r(x) dx)
)
(3.14)
and
tr(a,b)
(
(Tθ − zI(a,b))
−1 − (T0 − zI(a,b))
−1
)
=
〈wz, wz〉(a,b)
cot(θ) + [wz , ψa](a)
. (3.15)
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Proof. Let θ ∈ (0, π). To prove that T0 and Tθ are relatively prime with respect to
Tmin, it suffices to prove
dom(T0) ∩ dom(Tθ) ⊆ dom(Tmin). (3.16)
To this end, let g ∈ dom(T0) ∩ dom(Tθ). By (2.24),
cos(θ)[g, φa](a) + sin(θ)[g, ψa](a) = 0 and [g, φa](a) = 0. (3.17)
However, (3.17) implies [g, ψa](a) = 0 since sin(θ) 6= 0 for θ ∈ (0, π). By Lemma
2.16 (i), g ∈ dom(Tmin). This completes the proof that T0 and Tθ are relatively
prime with respect to Tmin.
Let z ∈ ρ(T0)∩ρ(Tθ) be fixed. Suppose, by way of contradiction, that kθ(z) = 0.
By Hypothesis 3.1 (iv), wz ∈ dom(Tmax). However, kθ(z) = 0 implies
0 = sin(θ)kθ(z) = cos(θ) + sin(θ)[wz , ψa](a), (3.18)
in which case, by (3.2), wz ∈ dom(Tθ), as well. Now, wz ∈ ker(Tmax − zI(a,b))\{0}
implies Tθwz = zwz so that z ∈ σ(Tθ). This is a contradiction to the assumption
z ∈ ρ(Tθ). Therefore, kθ(z) 6= 0.
To prove (3.13), define the operator
Fθ(z) = (T0 − zI(a,b))
−1 + kθ(z)
−1 〈wz , · 〉(a,b) wz,
dom(Fθ(z)) = L
2((a, b); r(x) dx).
(3.19)
It suffices to show that
(Tθ − zI(a,b))Fθ(z) = I(a,b); (3.20)
that is, it suffices to show that for every f ∈ L2((a, b); r(x) dx),
Fθ(z)f ∈ dom(Tθ) (3.21)
and
(Tθ − zI(a,b))(Fθ(z)f) = f. (3.22)
To this end, let f ∈ L2((a, b); r(x) dx). It is clear from the definition of Fθ(z) that
Fθ(z)f ∈ dom(Tmax), (3.23)
so the proof of (3.21) reduces to showing that Fθ(z)f satisfies the boundary condi-
tion in (2.24) with c = a; that is,
cos(θ)[Fθ(z)f, φa](a) + sin(θ)[Fθ(z)f, ψa](a) = 0. (3.24)
One computes
[Fθ(z)f, φa](a) =
[
(T0 − zI(a,b))
−1f, φa
]
(a) + kθ(z)
−1 〈wz , f〉(a,b) [wz, φa](a)
= kθ(z)
−1 〈wz , f〉(a,b) (3.25)
by definition of wz and the fact that (T0 − zI(a,b))
−1f ∈ dom(T0). In addition,
[Fθ(z)f, ψa](a)
=
[
(T0 − zI(a,b))
−1f, ψa
]
(a) + kθ(z)
−1 〈wz , f〉(a,b) [wz, ψa](a). (3.26)
An application of Lemma 3.2 in the first term on the right-hand side in (3.26) yields
[Fθ(z)f, ψa](a) = −〈wz , f〉(a,b) + kθ(z)
−1 〈wz , f〉(a,b) [wz , ψa](a). (3.27)
Finally, to verify (3.24), one uses (3.25) and (3.27) as follows:
cos(θ)[Fθ(z)f, φa](a) + sin(θ)[Fθ(z)f, ψa](a) (3.28)
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=
{
cos(θ)kθ(z)
−1 − sin(θ) + sin(θ)kθ(z)
−1[wz , ψa](a)
}
〈wz, f〉(a,b)
=
{
cos(θ)− sin(θ)kθ(z) + sin(θ)[wz , ψa](a)
}
kθ(z)
−1 〈wz, f〉(a,b)
=
{
cos(θ)− sin(θ)
(
cot(θ) + [wz , ψa](a)
)
+ sin(θ)[wz , ψa](a)
}
× kθ(z)
−1 〈wz , f〉(a,b)
= 0.
The proof of (3.22) combines (3.4) and the fact that Tmax is an extension of both
Tθ and T0:
(Tθ − zI(a,b))Fθ(z)f (3.29)
= (Tθ − zI(a,b))
[
(T0 − zI(a,b))
−1f + kθ(z)
−1 〈wz , f〉(a,b)wz
]
= (Tmax − zI(a,b))
[
(T0 − zI(a,b))
−1f + kθ(z)
−1 〈wz , f〉(a,b) wz
]
= (Tmax − zI(a,b))(T0 − zI(a,b))
−1f + kθ(z)
−1 〈wz, f〉(a,b) (Tmax − zI(a,b))wz
= (T0 − zI(a,b))(T0 − zI(a,b))
−1f = I(a,b)f = f.
The right-hand side of (3.13) is a rank one (hence, trace class) operator, so (3.14)
follows. Finally, applying Lemma 3.3, (3.13), and linearity of the trace functional,
one computes
tr(a,b)
(
(Tθ − zI(a,b))
−1 − (T0 − zI(a,b))
−1
)
= kθ(z)
−1 tr(a,b)
(
〈wz , · 〉(a,b) wz
)
=
〈wz, wz〉(a,b)
cot(θ) + [wz , ψa](a)
. (3.30)

Remark 3.5. The identity in (3.13) yields a similar identity that relates the resol-
vents of any two self-adjoint extensions Tθj , θj ∈ [0, π), j ∈ {1, 2}. For θ1, θ2 ∈ [0, π)
and z ∈ ρ(Tθ1) ∩ ρ(Tθ2) ∩ ρ(T0), the difference
(Tθ1 − zI(a,b))
−1 − (Tθ2 − zI(a,b))
−1 (3.31)
can be completely characterized by
(Tθj − zI(a,b))
−1 − (T0 − zI(a,b))
−1, j ∈ {1, 2}, (3.32)
by adding and subtracting (T0 − zI(a,b))
−1 and applying (3.13) to obtain
(Tθ1 − zI(a,b))
−1 − (Tθ2 − zI(a,b))
−1 (3.33)
=
[
(Tθ1 − zI(a,b))
−1 − (T0 − zI(a,b))
−1
]
−
[
(Tθ2 − zI(a,b))
−1 − (T0 − zI(a,b))
−1
]
=
[
kθ1(z)
−1 − kθ2(z)
−1
]
〈wz, · 〉(a,b) wz .
⋄
4. The Case of Two Limit Circle Endpoints
In this section, we assume that τ is in the limit circle case at both endpoints
of (a, b). Fixing T0,0 (cf. (2.25)) as a reference self-adjoint extension of Tmin, we
derive explicit Krein resolvent identities that relate the resolvent of any other self-
adjoint extension of Tmin to the resolvent of T0,0. We distinguish the two cases of
self-adjoint extensions parametrized by separated boundary conditions (2.25) and
those parametrized by coupled boundary conditions (2.26). To set the stage, we
introduce the following hypothesis.
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Hypothesis 4.1. In addition to Hypothesis 2.17, suppose that τ is in the limit
circle case at a and b and:
(i) Let {φa, ψa} and {φb, ψb} be boundary condition bases at a and b, respectively.
(ii) For each α, β ∈ [0, π), let Tα,β denote the self-adjoint extension of Tmin defined
in (2.25). In particular, T0,0 denotes the self-adjoint extension of Tmin with domain
dom(T0,0) = {g ∈ dom(Tmax) | [g, φa](a) = [g, φb](b) = 0}. (4.1)
(iii) For each z ∈ ρ(T0,0), let {uz,j}j=1,2 denote solutions to (2.13) which satisfy
the boundary conditions
[uz,1, φa](a) = 0, [uz,1, φb](b) = 1,
[uz,2, φa](a) = 1, [uz,2, φb](b) = 0.
(4.2)
(iv) For each η ∈ [0, π) and each R ∈ SL2(R), let TR,η denote the self-adjoint ex-
tension of Tmin defined in (2.26).
Solutions uz,j , j ∈ {1, 2}, of (2.13) satisfying (4.2) exist for z ∈ ρ(T0,0). To
obtain uz,1, for example, consider the unique solution u to (2.13) satisfying the
initial conditions
[u, φa](a) = 0 and [u, ψa](a) = 1. (4.3)
Note that the initial value problem for (2.13) corresponding to (4.3) has a unique
solution by [26, Lemma 10.4.8]. One infers that [u, φb](b) 6= 0; otherwise, u ∈
dom(T0,0) and z is an eigenvalue of T0,0 (however, we have assumed z ∈ ρ(T0,0)).
Therefore, one may take uz,1 = {[u, φb](b)}−1u. The solution uz,2 is obtained in an
analogous manner.
Assuming Hypothesis 4.1, the fact that p, q, and r are real-valued implies
uz,j = uz,j , j ∈ {1, 2}. (4.4)
Therefore, uz,j, j ∈ {1, 2}, is real-valued when z ∈ R ∩ ρ(T0,0).
Since τ is in the limit circle case at a and b and solutions to (2.13) are locally
absolutely continuous, one infers
uz,j ∈ ker(Tmax − zI(a,b)) ⊂ dom(Tmax), j ∈ {1, 2}, z ∈ ρ(T0,0). (4.5)
In particular,
{uz,j}j=1,2 is a basis for ker(Tmax − zI(a,b)) for each z ∈ ρ(T0,0). (4.6)
The following lemma characterizes, for fixed f ∈ L2((a, b); r(x) dx), boundary
data of (T0,0 − zI(a,b))
−1f , z ∈ ρ(T0,0), in terms of inner products of f with uz,j,
j ∈ {1, 2}.
Lemma 4.2. Assume Hypothesis 4.1. If z ∈ ρ(T0,0), then[
(T0,0 − zI(a,b))
−1f, ψa
]
(a) = −〈uz,2, f〉(a,b),[
(T0,0 − zI(a,b))
−1f, ψb
]
(b) = 〈uz,1, f〉(a,b), f ∈ L
2((a, b); r(x) dx).
(4.7)
Proof. Let z ∈ ρ(T0,0) be fixed. By hypothesis,
uz,1 satisfies the boundary condition at a appearing in (4.1), (4.8)
and
uz,2 satisfies the boundary condition at b appearing in (4.1). (4.9)
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By [11, Theorem 7.3], combined with (4.8) and (4.9), the operator (T0,0−zI(a,b))
−1
is an integral operator with integral kernel
G0,0,z(x, y) =
1
[uz,2, uz,1](b)
{
uz,1(x)uz,2(y), a < x 6 y < b,
uz,1(y)uz,2(x), a < y 6 x < b,
(4.10)
so that for every f ∈ L2((a, b); r(x) dx),[
(T0,0 − zI(a,b))
−1f
]
(x) =
ˆ b
a
G0,0,z(x, y)f(y)r(y) dy, x ∈ (a, b). (4.11)
Note that by (2.6),
[uz,2, uz,1](x) is a constant function of x ∈ (a, b). (4.12)
For f ∈ L2((a, b); r(x) dx), one computes[
(T0,0 − zI(a,b))
−1f, ψa
]
(a) (4.13)
= lim
x↓a
{[
(T0,0 − zI(a,b))
−1f
]
(x)p(x)ψ′a(x) − ψa(x)p(x)
[
(T0,0 − zI(a,b))
−1f
]′
(x)
}
.
To determine
[
(T0,0 − zI(a,b))
−1f
]′
, one applies (4.10)–(4.12) as follows
[uz,2, uz,1](b) ·
[
(T0,0 − zI(a,b))
−1f
]′
(x) (4.14)
= u′z,2(x)
ˆ x
a
uz,1(y)f(y)r(y) dy + uz,2(x)uz,1(x)f(x)r(x)
+ u′z,1(x)
ˆ b
x
uz,2(y)f(y)r(y) dy − uz,1(x)uz,2(x)f(x)r(x)
= u′z,2(x)
ˆ x
a
uz,1(y)f(y)r(y) dy + u
′
z,1(x)
ˆ b
x
uz,2(y)f(y)r(y) dy
for a.e. x ∈ (a, b). Therefore, (4.11), (4.12), and (4.14) imply[
(T0,0 − zI(a,b))
−1f, ψa
]
(x) (4.15)
=
1
[uz,2, uz,1](a)
p(x)ψ′a(x)
{
uz,2(x)
ˆ x
a
uz,1(y)f(y)r(y) dy
+ uz,1(x)
ˆ b
x
uz,2(y)f(y)r(y) dy
}
−
1
[uz,2, uz,1](a)
p(x)ψa(x)
{
u′z,2(x)
ˆ x
a
uz,1(y)f(y)r(y) dy
+ u′z,1(x)
ˆ b
x
uz,2(y)f(y)r(y) dy
}
=
[uz,2, ψa](x)
[uz,2, uz,1](a)
ˆ x
a
uz,1(y)f(y)r(y) dy +
[uz,1, ψa](x)
[uz,2, uz,1](a)
ˆ b
x
uz,2(y)f(y)r(y) dy,
x ∈ (a, b).
Taking the limit x ↓ a throughout (4.15) and applying (4.4) yields[
(T0,0 − zI(a,b))
−1f, ψa
]
(a) =
[uz,1, ψa](a)
[uz,2, uz,1](a)
〈uz,2, f〉(a,b). (4.16)
16 S. B. ALLAN, J. H. KIM, G. MICHAJLYSZYN, R. NICHOLS, AND D. RUNG
Next, an application of Lemma 2.2 with the choices f1 = uz,2, f2 = uz,1, f3 = ψa,
and f4 = φa yields
[uz,2, uz,1](a) = −[uz,1, ψa](a). (4.17)
Finally, (4.16) and (4.17) combine to yield the first identity in (4.7). The second
identity in (4.7) is established in an entirely analogous manner, and we omit further
details at this point. 
Remark 4.3. An application of Lemma 2.2 with the choices f1 = uz,2, f2 = uz,1,
f3 = ψb, and f4 = φb yields
[uz,2, uz,1](b) = [uz,2, ψb](b). (4.18)
Thus, in light of (4.12) and (4.17), one infers
− [uz,1, ψa](a) = [uz,2, ψb](b). (4.19)
⋄
With these preparations in place, we are now ready to state the first set of main
results in this section, a Krein resolvent identity for T0,0 and Tα,β. To simplify the
statement of theorems, we treat the case when T0,0 and Tα,β are relatively prime
separate from the degenerate case when T0,0 and Tα,β have a maximal common
part which is a proper extension of Tmin.
Theorem 4.4. Assume Hypothesis 4.1. If α, β ∈ (0, π), then T0,0 and Tα,β are
relatively prime with respect to Tmin. Moreover, for each z ∈ ρ(T0,0) ∩ ρ(Tα,β) the
matrix
Kα,β(z) =
(
cot(β) + [uz,1, ψb](b) −[uz,1, ψa](a)
[uz,2, ψb](b) − cot(α)− [uz,2, ψa](a)
)
(4.20)
is invertible and
(Tα,β − zI(a,b))
−1 = (T0,0 − zI(a,b))
−1 −
2∑
j,k=1
[
Kα,β(z)
−1
]
j,k
〈uz,j , · 〉(a,b)uz,k.
(4.21)
Proof. Let α, β ∈ (0, π). To prove that T0,0 and Tα,β are relatively prime with
respect to Tmin, it suffices to prove
dom(T0,0) ∩ dom(Tα,β) ⊆ dom(Tmin). (4.22)
To this end, let y ∈ dom(T0,0) ∩ dom(Tα,β). The condition y ∈ dom(T0,0) implies
[y, φa](a) = 0 and [y, φb](b) = 0, (4.23)
and the condition y ∈ dom(Tα,β) implies
cos(α)[y, φa](a) + sin(α)[y, ψa](a) = 0,
cos(β)[y, φb](b) + sin(β)[y, ψb](b) = 0.
(4.24)
The equations in (4.23) and (4.24) together imply
[y, ψa](a) = 0 and [y, ψb](b) = 0, (4.25)
since α, β ∈ (0, π) implies sin(α) 6= 0 and sin(β) 6= 0. The inclusion y ∈ dom(Tmin)
follows from (2.21) in light of (4.23) and (4.25). Thus, (4.22) is established. It
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remains to prove the invertibility of the matrix (4.20) and to establish the resolvent
identity (4.21).
Let z ∈ ρ(T0,0) ∩ ρ(Tα,β) be fixed. Suppose, by way of contradiction, that
Kα,β(z) is a singular matrix. Then Kα,β(z) has a non-trivial null space, so there
exists c, d ∈ C with |c|2 + |d|2 6= 0 and
Kα,β(z)
(
c
d
)
=
(
0
0
)
. (4.26)
Therefore, {
cos(β) + sin(β)[uz,1, ψb](b)
}
c− sin(β)[uz,1, ψa](a)d = 0,
sin(α)[uz,2, ψb](b)c−
{
cos(α) + sin(α)[uz,2, ψa](a)
}
d = 0.
(4.27)
By (4.19), the set of equations in (4.27) can be recast as{
cos(β) + sin(β)[uz,1, ψb](b)
}
c+ sin(β)[uz,2, ψb](b)d = 0,
sin(α)[uz,1, ψa](a)c+
{
cos(α) + sin(α)[uz,2, ψa](a)
}
d = 0.
(4.28)
By the first equation in (4.28), the function cuz,1 + duz,2 satisfies the boundary
condition for functions in dom(Tα,β) at the endpoint b. Indeed, using (4.2) one
computes
cos(β)[cuz,1 + duz,2, φb](b) + sin(β)[cuz,1 + duz,2, ψb](b)
= cos(β)[uz,1, φb](b)c+ cos(β)[uz,2, φb](b)d
+ sin(β)[uz,1, ψb](b)c+ sin(β)[uz,2, ψb](b)d
=
{
cos(β) + sin(β)[uz,1, ψb](b)
}
c+ sin(β)[uz,2, ψb](b)d
= 0, (4.29)
where the final equality follows from the first equation in (4.28). On the other
hand, employing (4.2) once more yields
cos(α)[cuz,1 + duz,2, φa](a) + sin(α)[cuz,1 + duz,2, ψa](a)
= cos(α)d+ sin(α)[uz,1, ψa](a)c+ sin(α)[uz,2, ψa](a)d
=
{
cos(α) + sin(α)[uz,2, ψa](a)
}
d+ sin(α)[uz,1, ψa](a)c
= 0, (4.30)
where the final equality follows from the second equation in (4.28). Therefore, the
function cuz,1 + duz,2 satisfies the boundary condition for functions in dom(Tα,β)
at the endpoint a. Since cuz,1 + duz,2 belongs to dom(Tmax), one concludes that
(cuz,1 + duz,2) ∈ dom(Tα,β). (4.31)
Since uz,1 and uz,2 are linearly independent and |c|2 + |d|2 6= 0, the linear combi-
nation cuz,1 + duz,2 is not the zero function. Finally, (4.5) actually implies that
cuz,1 + duz,2 is an eigenfunction of Tα,β with eigenvalue z, a contradiction to the
assumption that z ∈ ρ(Tα,β). This concludes the proof that Kα,β(z) is invertible.
To prove (4.21), define the operator
Fα,β(z) = (T0,0 − zI(a,b))
−1 −
2∑
j,k=1
[
Kα,β(z)
−1
]
j,k
〈uz,j, · 〉(a,b)uz,k, (4.32)
dom(Fα,β(z)) = L
2((a, b); r(x) dx).
18 S. B. ALLAN, J. H. KIM, G. MICHAJLYSZYN, R. NICHOLS, AND D. RUNG
It suffices to show that
(Tα,β − zI(a,b))Fα,β(z) = I(a,b); (4.33)
that is, it suffices to show that for every f ∈ L2((a, b); r(x) dx),
Fα,β(z)f ∈ dom(Tα,β), (4.34)
and
(Tα,β − zI(a,b))(Fα,β(z)f) = f. (4.35)
To this end, let f ∈ L2((a, b); r(x) dx). It is clear from the definition of Fα,β(z)
that
Fα,β(z)f ∈ dom(Tmax), (4.36)
so the proof of (4.34) reduces to showing that Fα,β(z)f satisfies the boundary
conditions in (2.25); that is, it suffices to prove:
cos(α)[Fα,β(z)f, φa](a) + sin(α)[Fα,β(z)f, ψa](a) = 0, (4.37)
cos(β)[Fα,β(z)f, φb](b) + sin(β)[Fα,β(z)f, ψb](b) = 0. (4.38)
To show (4.37), one uses
[
(T0,0 − zI(a,b))
−1f, φa
]
(a) = 0 and (4.2) to compute
[Fα,β(z)f, φa](a)
=
[
(T0,0 − zI(a,b))
−1f, φa
]
(a)−
2∑
j,k=1
[
Kα,β(z)
−1
]
j,k
〈uz,j , f〉(a,b)[uz,k, φa](a)
= −
2∑
j=1
[
Kα,β(z)
−1
]
j,2
〈uz,j , f〉(a,b)
= −[det(Kα,β(z))]
−1[uz,1, ψa](a)〈uz,1, f〉(a,b)
− [det(Kα,β(z))]
−1
{
cot(β) + [uz,1, ψb](b)
}
〈uz,2, f〉(a,b). (4.39)
Moreover, using Lemma 4.2 and the explicit form of Kα,β(z)
−1 obtained from
(4.20), one computes
[Fα,β(z)f, ψa](a)
=
[
(T0,0 − zI(a,b))
−1f, ψa
]
(a)−
2∑
j,k=1
[
Kα,β(z)
−1
]
j,k
〈uz,j , f〉(a,b)[uz,k, ψa](a)
= −〈uz,2, f〉(a,b)
+ [det(Kα,β(z))]
−1
{
cot(α) + [uz,2, ψa](a)
}
〈uz,1, f〉(a,b)[uz,1, ψa](a)
− [det(Kα,β(z))]
−1[uz,1, ψa](a)〈uz,1, f〉(a,b)[uz,2, ψa](a)
+ [det(Kα,β(z))]
−1[uz,2, ψb](b)〈uz,2, f〉(a,b)[uz,1, ψa](a)
− [det(Kα,β(z))]
−1
{
cot(β) + [uz,1, ψb](b)
}
〈uz,2, f〉(a,b)[uz,2, ψa](a). (4.40)
Therefore, upon combining (4.39) and (4.40), one obtains
det(Kα,β(z))
{
cos(α)[Fα,β(z)f, φa](a) + sin(α)[Fα,β(z)f, ψa](a)
}
= −〈uz,1, f〉(a,b)
{
cos(α)[uz,1, ψa](a)− cos(α)[uz,1, ψa](a)
− sin(α)[uz,2, ψa](a)[uz,1, ψa](a) + sin(α)[uz,1, ψa](a)[uz,2, ψa](a)
}
− 〈uz,2, f〉(a,b)
{
cos(α) cot(β) + cos(α)[uz,1, ψb](b) + sin(α) det(Kα,β(z))
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− sin(α)[uz,2, ψb](b)[uz,1, ψa](a) + sin(α) cot(β)[uz,2, ψa](a)
+ sin(α)[uz,1, ψb](b)[uz,2, ψa](a)
}
. (4.41)
By inspection, the expression in braces multiplying 〈uz,1, f〉(a,b) on the right-hand
side of (4.41) vanishes. Fully expanding det(Kα,β(z)) using (4.20), one infers that
the expression in braces multiplying 〈uz,2, f〉(a,b) on the right-hand side of (4.41)
equals
cos(α) cot(β) + cos(α)[uz,1, ψb](b)− cos(α) cot(β) − sin(α) cot(β)[uz,2, ψa](a)
− cos(α)[uz,1, ψb](b)− sin(α)[uz,1, ψb](b)[uz,2, ψa](a)
+ sin(α)[uz,2, ψb](b)[uz,1, ψa](a)− sin(α)[uz,2, ψb](b)[uz,1, ψa](a)
+ sin(α) cot(β)[uz,2, ψa](a) + sin(α)[uz,1, ψb](b)[uz,2, ψa](a), (4.42)
which, by inspection, also vanishes. Consequently,
det(Kα,β(z))
{
cos(α)[Fα,β(z)f, φa](a) + sin(α)[Fα,β(z)f, ψa](a)
}
= 0, (4.43)
and since Kα,β(z) is invertible, (4.37) follows. To prove (4.38), one proceeds in a
manner analogous to the proof of (4.37) and computes
[Fα,β(z)f, φb](b)
=
[
(T0,0 − zI(a,b))
−1f, φb
]
(b)−
2∑
j,k=1
[
Kα,β(z)
−1
]
j,k
〈uz,j , f〉(a,b)[uz,k, φb](b)
= −
2∑
j=1
[
Kα,β(z)
−1
]
j,1
〈uz,j , f〉(a,b)
= [det(Kα,β(z))]
−1
{
cot(α) + [uz,2, ψa](a)
}
〈uz,1, f〉(a,b)
+ [det(Kα,β(z))]
−1[uz,2, ψb](b)〈uz,2, f〉(a,b) (4.44)
and
[Fα,β(z)f, ψb](b)
=
[
(T0,0 − zI(a,b))
−1f, ψb
]
(b)−
2∑
j,k=1
[
Kα,β(z)
−1
]
j,k
〈uz,j , f〉(a,b)[uz,k, ψb](b)
= 〈uz,1, f〉(a,b)
+ [det(Kα,β(z))]
−1
{
cot(α) + [uz,2, ψa](a)
}
〈uz,1, f〉(a,b)[uz,1, ψb](b)
− [det(Kα,β(z))]
−1[uz,1, ψa](a)〈uz,1, f〉(a,b)[uz,2, ψb](b)
+ [det(Kα,β(z))]
−1[uz,2, ψb](b)〈uz,2, f〉(a,b)[uz,1, ψb](b)
− [det(Kα,β(z))]
−1
{
cot(β) + [uz,1, ψb](b)
}
〈uz,2, f〉(a,b)[uz,2, ψb](b). (4.45)
Upon combining (4.44) and (4.45), one infers
det(Kα,β(z))
{
cos(β)[Fα,β(z)f, φb](b) + sin(β)[Fα,β(z)f, ψb](b)
}
= −〈uz,1, f〉(a,b)
{
− cos(β) cot(α)− cos(β)[uz,2, ψa](a)− sin(β) det(Kα,β(z))
− sin(β) cot(α)[uz,1, ψb](b)− sin(β)[uz,2, ψa](a)[uz,1, ψb](b)
+ sin(β)[uz,1, ψa](a)[uz,2, ψb](b)
}
− 〈uz,2, f〉(a,b)
{
− cos(β)[uz,2, ψb](b)− sin(β)[uz,2, ψb](b)[uz,1, ψb](b)
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+ cos(β)[uz,2, ψb](b) + sin(β)[uz,1, ψb](b)[uz,2, ψb](b)
}
. (4.46)
By inspection, the expression in braces multiplying 〈uz,2, f〉(a,b) on the right-hand
side of (4.46) vanishes. By fully expanding det(Kα,β(z)) using (4.20), one infers
that the expression in braces multiplying 〈uz,1, f〉(a,b) on the right-hand side of
(4.46) equals
− cos(β) cot(α) − cos(β)[uz,2, ψa](a) + cos(β) cot(α) + cos(β)[uz,2, ψa](a)
+ sin(β) cot(α)[uz,1, ψb](b) + sin(β)[uz,1, ψb](b)[uz,2, ψa](a)
− sin(β)[uz,2, ψb](b)[uz,1, ψa](a)− sin(β) cot(α)[uz,1, ψb](b)
− sin(β)[uz,2, ψa](a)[uz,1, ψb](b) + sin(β)[uz,1, ψa](a)[uz,2, ψb](b), (4.47)
which, by inspection, also vanishes. Consequently,
det(Kα,β(z))
{
cos(β)[Fα,β(z)f, φb](b) + sin(β)[Fα,β(z)f, ψb](b)
}
= 0 (4.48)
and since Kα,β(z) is invertible, (4.38) follows. This completes the proof of (4.34),
and it remains to prove (4.35). The proof of (4.35) is a simple calculation which
combines (4.5) and the fact that Tmax is an extension of both Tα,β and T0,0:
(Tα,β − zI(a,b))Fα,β(z)f = (Tmax − zI(a,b))Fα,β(z)f (4.49)
= (Tmax − zI(a,b))(T0,0 − zI(a,b))
−1f
−
2∑
j,k=1
[
Kα,β(z)
−1
]
j,k
〈uz,j , f〉(a,b)(Tmax − zI(a,b))uz,k
= (T0,0 − zI(a,b))(T0,0 − zI(a,b))
−1f = I(a,b)f = f.

If α, β ∈ [0, π) and αβ = 0, then Tα,β and T0,0 are no longer relatively prime
with respect to Tmin. In this case, we obtain:
Theorem 4.5. Assume Hypothesis 4.1. The following statements (i) and (ii) hold.
(i) If β ∈ (0, π), then the maximal common part of T0,0 and T0,β is the restriction
of Tmax to the set
S1 = {y ∈ dom(Tmax) | [y, φa](a) = [y, φb](b) = [y, ψb](b) = 0}. (4.50)
Moreover, for each z ∈ ρ(T0,0) ∩ ρ(T0,β) the scalar
K0,β(z) = − cot(β)− [uz,1, ψb](b) (4.51)
is nonzero and
(T0,β − zI(a,b))
−1 = (T0,0 − zI(a,b))
−1 +K0,β(z)
−1〈uz,1, · 〉(a,b)uz,1. (4.52)
(ii) If α ∈ (0, π), then the maximal common part of T0,0 and Tα,0 is the restriction
of Tmax to the set
S2 = {y ∈ dom(Tmax) | [y, φa](a) = [y, φb](b) = [y, ψa](a) = 0}. (4.53)
Moreover, for each z ∈ ρ(T0,0) ∩ ρ(Tα,0) the scalar
Kα,0(z) = cot(α) + [uz,2, ψa](a) (4.54)
is nonzero and
(Tα,0 − zI(a,b))
−1 = (T0,0 − zI(a,b))
−1 +Kα,0(z)
−1〈uz,2, · 〉(a,b)uz,2. (4.55)
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Proof. We provide the details of the proof of item (i) only. The proof of item (ii)
is entirely analogous. Let β ∈ (0, π) be fixed. To prove that the maximal common
part of T0,0 and T0,β is the restriction of Tmax to the set S1, it suffices to show
dom(T0,0) ∩ dom(T0,β) = S1. (4.56)
To this end, let y ∈ dom(T0,0) ∩ dom(T0,β). Then the fact that y ∈ dom(T0,0)
implies that y satisfies the conditions in (4.23), and the fact that y ∈ dom(T0,β)
implies
cos(β)[y, φb](b) + sin(β)[y, ψb](b) = 0. (4.57)
Taken together, the relations in (4.23) and (4.57) imply [y, ψb](b) = 0 since sin(β) 6=
0 for β ∈ (0, π). Hence, y ∈ S1. Conversely, if y ∈ S1, then (4.23) and (4.57)
hold, so y ∈ dom(T0,0) ∩ dom(T0,β). To complete the proof of item (i), let z ∈
ρ(T0,0) ∩ ρ(T0,β) be fixed and let K0,β(z) be the scalar defined in (4.51). To prove
the claim that K0,β(z) is nonzero, suppose on the contrary that K0,β(z) = 0. We
claim that z is then an eigenvalue of T0,β. Indeed, K0,β(z) = 0 implies
cos(β)[uz,1, φb](b) + sin(β)[uz,1, ψb](b) = 0. (4.58)
Since [uz,1, φa](a) = 0 (cf. (4.2)) and uz,1 ∈ dom(Tmax), it follows that uz,1 ∈
dom(T0,β), so that z is an eigenvalue of T0,β and uz,1 is a corresponding eigenfunc-
tion. This contradicts the assumption that z ∈ ρ(T0,β) and completes the proof
that K0,β(z) 6= 0. It remains to establish the resolvent identity in (4.52). Define
F0,β(z) = (T0,0 − zI(a,b))
−1 +K0,β(z)
−1〈uz,1, · 〉(a,b)uz,1,
dom(F0,β(z)) = L
2((a, b); r(x) dx).
(4.59)
In order to prove (4.52), it suffices to show
(T0,β − zI(a,b))F0,β(z) = I(a,b); (4.60)
that is, it suffices to show that for every f ∈ L2((a, b); r(x) dx),
F0,β(z)f ∈ dom(T0,β), (4.61)
and
(T0,β − zI(a,b))(F0,β(z)f) = f. (4.62)
To this end, let f ∈ L2((a, b); r(x) dx) be arbitrary. It is clear from the definition
of F0,β(z) that
F0,β(z)f ∈ dom(Tmax), (4.63)
so the proof of (4.61) reduces to showing that F0,β(z)f satisfies the boundary
conditions for functions in dom(T0,β); that is, it suffices to prove
[F0,β(z)f, φa](a) = 0,
cos(β)[F0,β(z)f, φb](b) + sin(β)[F0,β(z)f, ψb](b) = 0.
(4.64)
To check the first boundary condition in (4.64), one uses (4.2) and (4.25) to compute
[F0,β(z)f, φa](a) =
[
(T0,0 − zI(a,b))
−1f, φa
]
(a)
+K0,β(z)
−1〈uz,1, f〉(a,b)[uz,1, φa](a) = 0. (4.65)
To check the second boundary condition in (4.64), one computes
cos(β)[F0,β(z)f, φb](b) + sin(β)[F0,β(z)f, ψb](b)
= cos(β)
{[
(T0,0 − zI(a,b))
−1f, φb
]
(b) +K0,β(z)
−1〈uz,1, f〉(a,b)[uz,1, φb](b)
}
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+ sin(β)
{[
(T0,0 − zI(a,b))
−1f, ψb
]
(b) +K0,β(z)
−1〈uz,1, f〉(a,b)[uz,1, ψb](b)
}
= cos(β)K0,β(z)
−1〈uz,1, f〉(a,b) + sin(β)〈uz,1, f〉(a,b)
+ sin(β)K0,β(z)
−1〈uz,1, f〉(a,b)[uz,1, ψb](b)
= 〈uz,1, f〉(a,b)
{
cos(β)K0,β(z)
−1 + sin(β) + sin(β)K0,β(z)
−1[uz,1, ψb](b)
}
= 〈uz,1, f〉(a,b)K0,β(z)
−1
{
cos(β) + sin(β)K0,β(z) + sin(β)[uz,1, ψb](b)
}
= 〈uz,1, f〉(a,b)K0,β(z)
−1
{
cos(β)− cos(β) − sin(β)[uz,1, ψb](b)
+ sin(β)[uz,1, ψb](b)
}
= 0. (4.66)
Note that the second identity in (4.7) is used to obtain the second equality in (4.66).
This proves (4.61), and subsequently, the claim in (4.62) is a result of the following
calculation:
(T0,β − zI(a,b))F0,β(z)f = (Tmax − zI(a,b))(F0,β(z)f) (4.67)
= (Tmax − zI(a,b))(T0,0 − zI(a,b))
−1f
+K0,β(z)
−1〈uz,1, f〉(a,b)(Tmax − zI(a,b))uz,1
= (T0,0 − zI(a,b))(T0,0 − zI(a,b))
−1f = I(a,b)f = f.

Now, we derive results analogous to Theorems 4.4 and 4.5 for coupled boundary
conditions. Again, we separate the case in which TR,η and T0,0 are relatively prime
with respect to Tmin from the rest. The first is:
Theorem 4.6. Assume Hypothesis 4.1. If R1,2 6= 0, then T0,0 and TR,η are rel-
atively prime with respect to Tmin. Moreover, for each z ∈ ρ(T0,0) ∩ ρ(TR,η) the
matrix
KR,η(z) =

R2,2
R1,2
− [uz,1, ψb](b) −
e−iη
R1,2
+ [uz,1, ψa](a)
−
eiη
R1,2
− [uz,2, ψb](b)
R1,1
R1,2
+ [uz,2, ψa](a)
 (4.68)
is invertible and
(TR,η−zI(a,b))
−1 = (T0,0−zI(a,b))
−1+
2∑
j,k=1
[
KR,η(z)
−1
]
j,k
〈uz,j , · 〉(a,b)uz,k. (4.69)
Proof. Suppose that R1,2 6= 0. In order to show T0,0 and TR,η are relatively prime
with respect to Tmin, it suffices to show
dom(T0,0) ∩ dom(TR,η) ⊆ dom(Tmin). (4.70)
Note that any y ∈ dom(TR,η) satisfies the boundary conditions
[y, φb](b) = e
iηR1,1[y, φa](a) + e
iηR1,2[y, ψa](a), (4.71)
[y, ψb](b) = e
iηR2,1[y, φa](a) + e
iηR2,2[y, ψa](a). (4.72)
Now, to prove (4.70), let y ∈ dom(T0,0)∩dom(TR,η). Then (4.23) and (4.71) imply
[y, ψa](a) =
e−iη
R1,2
{
[y, φb](b)− e
iηR1,1[y, φa](a)
}
= 0, (4.73)
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and (4.23), (4.72), and (4.73) imply
[y, ψb](b) = e
iηR2,1[y, φa](a) + e
iηR2,2[y, ψa](a) = 0. (4.74)
Therefore,
[y, φa](a) = [y, ψa](a) = [y, φb](b) = [y, ψb](b) = 0, (4.75)
and it follows that y ∈ dom(Tmin). Thus, the containment in (4.70) holds. This
concludes the proof that T0,0 and TR,η are relatively prime with respect to Tmin.
Next, for z ∈ ρ(T0,0) ∩ ρ(TR,η), we prove that the matrix KR,η(z) defined by
(4.68) is invertible. Suppose, by way of contradiction, that KR,η(z) is singular.
Then eiηR1,2KR,η(z) is a singular matrix, so its rows are linearly dependent: for
some α ∈ C,
eiηR2,2 − e
iηR1,2[uz,1, ψb](b) = α
{
− e2iη − eiηR1,2[uz,2, ψb](b)
}
, (4.76)
−1 + eiηR1,2[uz,1, ψa](a) = α
{
eiηR1,1 + e
iηR1,2[uz,2, ψa](a)
}
. (4.77)
The equality in (4.77) may be recast as
− 1 = αeiηR1,1 +
{
α[uz,2, ψa](a)− [uz,1, ψa](a)
}
eiηR1,2. (4.78)
Define the function
gz = αuz,2 − uz,1, (4.79)
so that
[gz, φa](a) = α[uz,2, φa](a)− [uz,1, φa](a) = α, (4.80)
[gz, φb](b) = α[uz,2, φb](b)− [uz,1, φb](b) = −1. (4.81)
Note that by applying (4.80) and (4.81), the identity in (4.78) may be recast in
terms of gz:
[gz, φb](b) = e
iηR1,1[gz, φa](a) + e
iηR1,2[gz, ψa](a). (4.82)
In addition, by the definition of gz,
[gz, ψb](b) = α[uz,2, ψb](b)− [uz,1, ψb](b). (4.83)
Therefore, by (4.76),
R2,2 −R1,2[uz,1, ψb](b) = −αe
iη − αR1,2[uz,2, ψb](b), (4.84)
which may be rewritten as
− α[uz,2, ψb](b) + [uz,1, ψb](b) = α
eiη
R1,2
+
R2,2
R1,2
. (4.85)
Thus,
[gz, ψb](b) = −α
eiη
R1,2
−
R2,2
R1,2
= −α
eiη
R1,2
−
R2,2
R1,2
+ eiηR2,1α− e
iηR2,1α
= eiηR2,1α− α
eiη
R1,2
−
R2,2
R1,2
− αeiη
(
−1 +R1,1R2,2
R1,2
)
= eiηR2,1α−
R2,2
R1,2
− αeiη
R1,1R2,2
R1,2
= eiηR2,1α+ e
iηR2,2
(
−1
eiηR1,2
− α
R1,1
R1,2
)
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= eiηR2,1[gz, φa](a) + e
iηR2,2[gz, ψa](a). (4.86)
To obtain (4.86), one uses (4.78), which implies
− 1 = αeiηR1,1 + [gz, ψa](a)e
iηR1,2, (4.87)
so that
[gz, ψa](a) =
e−iη
R1,2
(
− 1− αeiηR1,1
)
=
−1
eiηR1,2
− α
R1,1
R1,2
. (4.88)
Hence, gz ∈ dom(Tmax) satisfies Tmaxgz = zgz and(
[gz, φb](b)
[gz, ψb](b)
)
= eiηR
(
[gz, φa](a)
[gz, ψa](a)
)
. (4.89)
In light of (4.89), one infers that gz ∈ dom(TR,η), and it follows that z is an
eigenvalue of TR,η, which is a contradiction to the assumption that z ∈ ρ(TR,η).
Therefore, the matrix KR,η(z) must be invertible.
In order to complete the proof, it remains to establish the resolvent identity in
(4.69). To prove (4.69), let z ∈ ρ(T0,0) ∩ ρ(TR,η), and define the operator
FR,η(z) = (T0,0 − zI(a,b))
−1 +
2∑
j,k=1
[
KR,η(z)
−1
]
j,k
〈uz,j , · 〉(a,b)uz,k,
dom(FR,η(z)) = L
2((a, b); r(x) dx).
(4.90)
It suffices to show that
(TR,η − zI(a,b))FR,η(z) = I(a,b); (4.91)
that is, it suffices to show that for every f ∈ L2((a, b); r(x) dx),
FR,η(z)f ∈ dom(TR,η), (4.92)
and
(TR,η − zI(a,b))FR,η(z)f = f. (4.93)
To this end, let f ∈ L2((a, b); r(x) dx). It is clear from the definition of FR,η(z)
that
FR,η(z)f ∈ dom(Tmax), (4.94)
so the proof of (4.92) reduces to showing FR,η(z)f satisfies the boundary conditions
in (2.21); that is,
R1,1[FR,η(z)f, φa](a) +R1,2[FR,η(z)f, ψa](a)− e
−iη[FR,η(z)f, φb](b) = 0, (4.95)
R2,1[FR,η(z)f, φa](a) +R2,2[FR,η(z)f, ψa](a)− e
−iη[FR,η(z)f, ψb](b) = 0. (4.96)
To begin, one computes the product of the left-hand side of (4.95) with the factor
R1,2 det(KR,η(z)) as follows:{
R1,1
([
(T0,0 − zI(a,b))
−1f, φa
]
(a) +
2∑
j,k=1
[
KR,η(z)
−1
]
j,k
〈uz,j, f〉(a,b)[uz,k, φa](a)
)
+R1,2
([
(T0,0 − zI(a,b))
−1f, ψa
]
(a)
+
2∑
j,k=1
[
KR,η(z)
−1
]
j,k
〈uz,j , f〉(a,b)[uz,k, ψa](a)
)
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− e−iη
([
(T0,0 − zI(a,b))
−1f, φb
]
(b)
+
2∑
j,k=1
[
KR,η(z)
−1
]
j,k
〈uz,j , f〉(a,b)[uz,k, φb](b)
)}
R1,2 det(KR,η(z))
=
[
R1,1
{
e−iη −R1,2[uz,1, ψa](a)
}
+R1,2
{
R1,1 +R1,2[uz,2, ψa](a)
}
[uz,1, ψa](a)
+R1,2
{
e−iη −R1,2[uz,1, ψa](a)
}
[uz,2, ψa](a)
− e−iη
{
R1,1 +R1,2[uz,2, ψa](a)
}]
〈uz,1, f〉(a,b)
+
[
R1,1
{
R2,2 −R1,2[uz,1, ψb](b)
}
−R21,2 det(KR,η(z))
+R1,2
{
eiη +R1,2[uz,2, ψb](b)
}
[uz,1, ψa](a)− e
−iη
{
eiη +R1,2[uz,2, ψb](b)
}
+R1,2
{
R2,2 −R1,2[uz,1, ψb](b)
}
[uz,2, ψa](a)
]
〈uz,2, f〉(a,b). (4.97)
The coefficient in square brackets which multiplies 〈uz,1, f〉(a,b) on the right-hand
side in (4.97) equals
e−iηR1,1 −R1,1R1,2[uz,1, ψa](a) +R1,2R1,1[uz,1, ψa](a)
+R21,2[uz,2, ψa](a)[uz,1, ψa](a) + e
−iηR1,2[uz,2, ψa](a)
−R21,2[uz,1, ψa](a)[uz,2, ψa](a)− e
−iηR1,1 − e
−iηR1,2[uz,2, ψa](a), (4.98)
which vanishes by inspection. Using the definition of KR,η(z) in (4.68) to compute
det(KR,η(z)), the coefficient in square brackets which multiplies 〈uz,2, f〉(a,b) on the
right-hand side in (4.97) equals
R1,1R2,2 −R1,1R1,2[uz,1, ψb](b)−R2,2R1,1 −R1,2R2,2[uz,2, ψa](a)
+R1,2R1,1[uz,1, ψb](b) +R
2
1,2[uz,1, ψb](b)[uz,2, ψa](a) + 1−R1,2e
iη[uz,1, ψa](a)
+R1,2e
−iη[uz,2, ψb](b)−R
2
1,2[uz,2, ψb](b)[uz,1, ψa](a) +R1,2e
iη[uz,1, ψa](a)
+R21,2[uz,2, ψb](b)[uz,1, ψa](a) +R1,2R2,2[uz,2, ψa](a)
−R21,2[uz,1, ψb](b)[uz,2, ψa](a)− 1− e
−iηR1,2[uz,2, ψb](b), (4.99)
which also vanishes by inspection. Therefore,
R1,2 det(KR,η(z))
{
R1,1[FR,η(z)f, φa](a) +R1,2[FR,η(z)f, ψa](a)
− e−iη[FR,η(z)f, ψb](b)
}
= 0, (4.100)
and since neither R1,2 nor det(KR,η(z)) is zero, the boundary condition in (4.95)
is satisfied.
Next, we compute the product of the left-hand side of (4.96) with the factor
R1,2 det(KR,η(z)) as follows:{
R2,1
([
(T0,0 − zI(a,b))
−1f, φa
]
(a) +
2∑
j,k=1
[
KR,η(z)
−1
]
j,k
〈uz,j, f〉(a,b)[uz,k, φa](a)
)
+R2,2
([
(T0,0 − zI(a,b))
−1f, ψa
]
(a)
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+
2∑
j,k=1
[
KR,η(z)
−1
]
j,k
〈uz,j , f〉(a,b)[uz,k, ψa](a)
)
− e−iη
([
(T0,0 − zI(a,b))
−1f, ψb
]
(b)
+
2∑
j,k=1
[
KR,η(z)
−1
]
j,k
〈uz,j , f〉(a,b)[uz,k, ψb](b)
)}
R1,2 det(KR,η(z))
=
[
e−iηR2,1 −R2,1R1,2[uz,1, ψa](a) + R1,1R2,2[uz,1, ψa](a)
+R2,2R1,2[uz,2, ψa](a)[uz,1, ψa](a) + e
−iηR2,2[uz,2, ψa](a)
−R2,2R1,2[uz,1, ψa](a)[uz,2, ψa](a)− e
−iηR1,2 det(KR,η(z))
− e−iηR1,1[uz,1, ψb](b)− e
−iηR1,2[uz,2, ψa](a)[uz,1, ψb](b)
− e−2iη[uz,2, ψb](b) + e
−iηR1,2[uz,1, ψa](a)[uz,2, ψb](b)
]
〈uz,1, f〉(a,b)
+
[
R2,1R2,2 −R2,1R1,2[uz,1, ψb](b)−R2,2R1,2 det(KR,η(z))
+ eiηR2,2[uz,1, ψa](a) +R2,2R1,2[uz,2, ψb](b)[uz,1, ψa](a)
+R22,2[uz,2, ψa](a)−R2,2R1,2[uz,1, ψb](b)[uz,2, ψa](a)− [uz,1, ψb](b)
− e−iηR1,2[uz,2, ψb](b)[uz,1, ψb](b)− e
−iηR2,2[uz,2, ψb](b)
+ e−iηR1,2[uz,1, ψb](b)[uz,2, ψb](b)
]
〈uz,2, f〉(a,b). (4.101)
The coefficient in square brackets which multiplies 〈uz,1, f〉(a,b) on the right-hand
side of (4.101) equals
e−iηR2,1 −R2,1R1,2[uz,1, ψa](a)
+R1,1R2,2[uz,1, ψa](a) +R2,2R1,2[uz,2, ψa](a)[uz,1, ψa](a)
+ e−iηR2,2[uz,2, ψa](a)−R2,2R1,2[uz,1, ψa](a)[uz,2, ψa](a)
− e−iη
[
R2,2 −R1,2[uz,1, ψb](b)
][
R1,1
R1,2
+ [uz,2, ψa](a)
]
+ e−iη
[
− e−iη +R1,2[uz,1, ψa](a)
][
−
eiη
R1,2
− [uz,2, ψb](b)
]
− e−iηR1,1[uz,1, ψb](b)− e
−iηR1,2[uz,2, ψa](a)[uz,1, ψb](b)− e
−2iη[uz,2, ψb](b)
+ e−iηR1,2[uz,1, ψa](a)[uz,2, ψb](b)
= e−iη
(
R1,1R2,2 − 1
R1,2
)
+ (R1,1R2,2 −R2,1R1,2)[uz,1, ψa](a)
+ e−iηR2,2[uz,2, ψa](a)− e
−iηR2,2R1,1
R1,2
− e−iηR2,2[uz,2, ψa](a)
+ e−iηR1,1[uz,1, ψb](b) + e
−iηR1,2[uz,1, ψb](b)[uz,2, ψa](a) +
e−iη
R1,2
+ e−2iη[uz,2, ψb](b)− [uz,1, ψa](a)− e
−iηR1,2[uz,1, ψa](a)[uz,2, ψb](b)
− e−iηR1,1[uz,1, ψb](b)− e
−iηR1,2[uz,2, ψa](a)[uz,1, ψb](b)− e
−2iη[uz,2, ψb](b)
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+ e−iηR1,2[uz,1, ψa](a)[uz,2, ψb](b)
= 0. (4.102)
Similarly, the coefficient in square brackets which multiplies 〈uz,2, f〉(a,b) on the
right-hand side of (4.101) equals
R2,2
(
R1,1R2,2 − 1
R1,2
)
+ (−R1,1R2,2 + 1)[uz,1, ψb](b)−
R1,1R
2
2,2
R1,2
−R22,2[uz,2, ψa](a) +R2,2R1,1[uz,1, ψb](b) +R2,2R1,2[uz,1, ψb](b)[uz,2, ψa](a)
+
R2,2
R1,2
− eiηR2,2[uz,1, ψa](a) + e
−iηR2,2[uz,2, ψb](b)
−R1,2R2,2[uz,2, ψb](b)[uz,1, ψa](a) + e
iηR2,2[uz,1, ψa](a)
+R2,2R1,2[uz,2, ψb](b)[uz,1, ψa](a) +R
2
2,2[uz,2, ψa](a)
−R2,2R1,2[uz,1, ψb](b)[uz,2, ψa](a)− [uz,1, ψb](b)− e
−iηR2,2[uz,2, ψb](b)
= 0. (4.103)
As a result of (4.101)–(4.103), one infers that FR,η(z)f satisfies
R1,2 det(KR,η(z))
{
R2,1[FR,η(z)f, φa](a) +R2,2[FR,η(z)f, ψa](a)
− e−iη[FR,η(z)f, φb](b)
}
= 0, (4.104)
and since neither R1,2 nor det(KR,η(z)) is zero, the boundary condition in (4.96)
holds. Now (4.92) follows from (4.94), (4.95), and (4.96). It remains to show (4.93),
but this is a straightforward calculation using the fact that T0,0 and TR,η are both
restrictions of Tmax:
(TR,η − zI(a,b))FR,η(z)f = (Tmax − zI(a,b))FR,η(z)f (4.105)
= (Tmax − zI(a,b))(T0,0 − zI(a,b))
−1f
+
2∑
j,k=1
[
KR,η(z)
−1
]
j,k
〈uz,j, f〉(a,b)(Tmax − zI(a,b))uz,k
= (T0,0 − zI(a,b))(T0,0 − zI(a,b))
−1f = I(a,b)f = f.

If R1,2 = 0, then TR,η and T0,0 are no longer relatively prime with respect to
Tmin. In this case, we obtain:
Theorem 4.7. Assume Hypothesis 4.1. If R1,2 = 0, then the maximal common
part of TR,η and T0,0 is the restriction of Tmax to the set
SR,η = {y ∈ dom(Tmax) | [y, φa](a) = [y, φb](b) = 0, [y, ψb](b) = e
iηR2,2[y, ψa](a)}.
(4.106)
Moreover, for each z ∈ ρ(TR,η) ∩ ρ(T0,0), the scalar
kR,η(z) = R2,1R2,2 + e
iηR2,2[uz,R,η, ψa](a)− [uz,R,η, ψb](b) (4.107)
is nonzero, and
(TR,η − zI(a,b))
−1 = (T0,0 − zI(a,b))
−1 + kR,η(z)
−1 〈uz,R,η, · 〉(a,b) uz,R,η, (4.108)
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where
uz,R,η := e
−iηR2,2uz,2 + uz,1. (4.109)
Proof. Let R ∈ SL2(R) with R1,2 = 0. To prove that the maximal common part of
T0,0 and TR,η is the restriction of Tmax to SR,η, it suffices to show
dom(T0,0) ∩ dom(TR,η) = SR,η. (4.110)
To this end, suppose y ∈ dom(T0,0)∩dom(TR,η). Then the fact that y ∈ dom(T0,0)
implies y satisfies the conditions in (4.23), and the fact that y ∈ dom(TR,η) implies
[y, ψb](b) = e
iηR2,2[y, ψa](a). (4.111)
Hence, y ∈ SR,η. Conversely, if y ∈ SR,η, then (4.23) and (4.111) hold, so y ∈
dom(T0,0) ∩ dom(TR,η). To complete the proof, let z ∈ ρ(T0,0) ∩ ρ(TR,η) be fixed
and let kR,η(z) be the scalar defined in (4.107). To prove the claim that kR,η(z)
is nonzero, suppose on the contrary that kR,η(z) = 0. We claim that z is then an
eigenvalue of TR,η and uz,R,η defined by (4.109) is a corresponding eigenfunction.
To justify this claim, it is enough to show that uz,R,η ∈ dom(TR,η). In turn, it
suffices to show uz,R,η satisfies the boundary conditions in (2.26). To this end, one
computes
eiηR1,1[uz,R,η, φa](a)− [uz,R,η, φb](b)
= eiηR1,1e
−iηR2,2[uz,2, φa](a) + e
iηR1,1[uz,1, φa](a)− e
−iηR2,2[uz,2, φb](b)
− [uz,1, φb](b)
= 1− 1 = 0, (4.112)
using the conditions (4.2) and 1 = det(R) = R1,1R2,2. Moreover, the assumption
kR,η(z) = 0 implies
eiηR2,1[uz,R,η, φa](a) + e
iηR2,2[uz,R,η, ψa](a)− [uz,R,η, ψb](b)
= R2,1R2,2[uz,2, φa](a) + e
iηR2,1[uz,1, φa](a) + e
iηR2,2[uz,R,η, ψa](a)
− [uz,R,η, ψb](b)
= R2,1R2,2 + e
iηR2,2[uz,R,η, ψa](a)− [uz,R,η, ψb](b) = kR,η(z) = 0. (4.113)
The identities (4.112) and (4.113) imply that uz,R,η ∈ dom(TR,η), from which it
follows that z is an eigenvalue of TR,η with corresponding eigenfunction uz,R,η.
This is a contradiction to the choice of z ∈ ρ(TR,η). This completes the proof that
kR,η(z) 6= 0. It remains to establish the resolvent identity in (4.108). Define
FR,η(z) = (T0,0 − zI(a,b))
−1 + kR,η(z)
−1 〈uz,R,η, · 〉(a,b) uz,R,η,
dom(FR,η(z)) = L
2((a, b); r(x) dx).
(4.114)
In order to prove (4.108), it suffices to show
(TR,η − zI(a,b))FR,η(z) = I(a,b); (4.115)
that is, it suffices to show that for every f ∈ L2((a, b); r(x) dx),
FR,η(z)f ∈ dom(TR,η), (4.116)
and
(TR,η − zI(a,b))(FR,η(z)f) = f. (4.117)
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To this end, let f ∈ L2((a, b); r(x) dx) be arbitrary. It is clear from the definition
of FR,η(z) that
FR,η(z)f ∈ dom(Tmax), (4.118)
so the proof of (4.116) reduces to showing that FR,η(z)f satisfies the boundary
conditions for functions in dom(TR,η); that is,
0 = eiηR1,1[FR,η(z)f, φa](a)− [FR,η(z)f, φb](b), (4.119)
0 = eiηR2,1[FR,η(z)f, φa](a) + e
iηR2,2[FR,η(z)f, ψa](a)
− [FR,η(z)f, ψb](b). (4.120)
To check (4.119), one uses (4.1) and (4.2) to compute
eiηR1,1[FR,η(z)f, φa](a)− [FR,η(z)f, φb](b)
= eiηR1,1
[
(T0,0 − zI(a,b))
−1f, φa
]
(a)
+ eiηR1,1kR,η(z)
−1 〈uz,R,η, f〉(a,b)
{
e−iηR2,2[uz,2, φa](a) + [uz,1, φa](a)
}
−
[
(T0,0 − zI(a,b))
−1f, φb
]
(b)
− kR,η(z)
−1 〈uz,R,η, f〉(a,b)
{
e−iηR2,2[uz,2, φb](b) + [uz,1, φb](b)
}
= kR,η(z)
−1 〈uz,R,η, f〉(a,b) (R1,1R2,2 − 1)
= kR,η(z)
−1 〈uz,R,η, f〉(a,b) (det(R)− 1) = 0. (4.121)
To check (4.120), one uses (4.1), (4.2), and Lemma 4.2 to compute
eiηR2,1[FR,η(z)f, φa](a) + e
iηR2,2[FR,η(z)f, ψa](a)− [FR,η(z)f, ψb](b)
= eiηR2,1
[
(T0,0 − zI(a,b))
−1f, φa
]
(a)
+ eiηR2,1kR,η(z)
−1 〈uz,R,η, f〉(a,b)
{
e−iηR2,2[uz,2, φa](a) + [uz,1, φa](a)
}
+ eiηR2,2
[
(T0,0 − zI(a,b))
−1f, ψa
]
(a)
+ eiηR2,2kR,η(z)
−1 〈uz,R,η, f〉(a,b) [uz,R,η, ψa](a)
−
[
(T0,0 − zI(a,b))
−1f, ψb
]
(b)− kR,η(z)
−1 〈uz,R,η, f〉(a,b) [uz,R,η, ψb](b)
= R2,1R2,2kR,η(z)
−1 〈uz,R,η, f〉(a,b) − e
−iηR2,2 〈uz,2, f〉(a,b)
+ eiηkR,η(z)
−1 〈uz,R,η, f〉(a,b) [uz,R,η, ψa](a)− 〈uz,1, f〉(a,b)
− kR,η(z)
−1 〈uz,R,η, f〉(a,b) [uz,R,η, ψb](b)
= 〈uz,R,η, f〉(a,b) kR,η(z)
−1
{
R2,1R2,2 + e
iηR2,2[uz,R,η, ψa](a)− [uz,R,η, ψb](b)
}
− 〈uz,R,η, f〉(a,b)
= 〈uz,R,η, f〉(a,b) − 〈uz,R,η, f〉(a,b) = 0. (4.122)
This proves (4.116), and subsequently, the claim in (4.117) is a result of the following
calculation:
(TR,η − zI(a,b))FR,η(z)f = (Tmax − zI(a,b))FR,η(z)f (4.123)
= (Tmax − zI(a,b))(T0,0 − zI(a,b))
−1f
+ kR,η(z)
−1 〈uz,R,η, f〉(a,b) (Tmax − zI(a,b))uz,R,η
= (T0,0 − zI(a,b))(T0,0 − zI(a,b))
−1f = f = I(a,b)f.
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
Remark 4.8. Using linearity of the trace functional, the rank one trace formula
in (3.10), and (4.21), (4.52), (4.55), (4.69), (4.108), one may obtain explicit trace
formulas which are analogous to (3.15) for the resolvent differences
(Tα,β−zI(a,b))
−1− (T0,0−zI(a,b))
−1, z ∈ ρ(Tα,β)∩ρ(T0,0), α, β ∈ [0, π), (4.124)
and
(TR,η − zI(a,b))
−1 − (T0,0 − zI(a,b))
−1, z ∈ ρ(TR,η) ∩ ρ(T0,0),
R ∈ SL2(R), η ∈ [0, π).
(4.125)
⋄
Remark 4.9. Assume Hypothesis 2.17. Explicit Krein resolvent identities for three-
term Sturm–Liouville operators were derived in detail in [9] under the additional
assumption that τ is regular on (a, b). Recall that τ is said to be regular on (a, b)
if a and b are finite and
p−1, q, r ∈ L1((a, b); dx). (4.126)
Treating both separated and coupled boundary conditions, the authors of [9] derive
Krein resolvent identities that relate the resolvent of any self-adjoint extension of
Tmin, with either separated or coupled boundary conditions, to the resolvent of
the Dirichlet extension (parametrized by vanishing boundary values) of Tmin in the
regular case. Here we briefly comment on how the resolvent identities from [9] can
be recovered as special cases of the Krein resolvent identities obtained in Section 4.
For simplicity, we consider only those self-adjoint extensions of Tmin corresponding
to separated boundary conditions which together with the Dirichlet extension are
relatively prime with respect to Tmin. The other cases may be treated in a similar
fashion. Henceforth, we shall assume that τ is regular on (a, b).
Recall that in the regular case, if f ∈ dom(Tmax), then f and pf ′ possess bound-
ary values. That is, the following limits exist
f(a) := lim
x↓a
f(x), f [1](a) := lim
x↓a
(pf ′)(x),
f(b) := lim
x↑b
f(x), f [1](b) := lim
x↑b
(pf ′)(x).
(4.127)
The self-adjoint extensions of Tmin corresponding to separated boundary conditions
are characterized in [9, eq. (3.1)] as a two-parameter family {Hθa,θb}θa,θb∈[0,pi),
where for each θa, θb ∈ [0, π),
Hθa,θbf = Tmaxf, (4.128)
f ∈ dom(Hθa,θb) =
{
g ∈ dom(Tmax)
∣∣∣∣∣ cos(θa)g(a) + sin(θa)g
[1](a) = 0,
cos(θb)g(b)− sin(θb)g
[1](b) = 0
}
.
Note that H0,0 is the Dirichlet extension of Tmin. We briefly explain how the Krein
resolvent identity obtained in [9, eq. (3.13)] may be recovered as a special case of
Theorem 4.4. For simplicity, we treat only the case θa, θb 6= 0.
To recover the Krein resolvent identity from [9], one expresses Hθa,θb in terms of
the operators in (2.25) parametrized in terms of boundary condition bases. Fix a
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pair of boundary condition bases {φc, ψc}, c ∈ {a, b}, by choosing φa, φb, ψa, ψb ∈
dom(Tmax) such that
φa(a) = 0, φ
[1]
a (a) = 1, φb(b) = 0, φ
[1]
b (b) = 1,
ψa(a) = 1, ψ
[1]
a (a) = 0, ψb(b) = 1, ψ
[1]
b (b) = 0.
(4.129)
The relations in (4.129) imply [ψc, φc](c) = 1, c ∈ {a, b}, and
[g, φa](a) = g(a), [g, ψa](a) = −g
[1](a),
[g, φb](b) = g(b), [g, ψb](b) = −g
[1](b),
g ∈ dom(Tmax). (4.130)
With this choice of boundary condition bases, the self-adjoint extensions of Tmin
given by (2.25) are
Tα,βf = Tmaxf, α, β ∈ [0, π), (4.131)
f ∈ dom(Tα,β) =
{
g ∈ dom(Tmax)
∣∣∣∣∣ cos(α)g(a)− sin(α)g
[1](a) = 0,
cos(β)g(b) − sin(β)g[1](b) = 0
}
.
A comparison of (4.128) with (4.131) yields
Hθa,θb = Tpi−θa,θb , H0,θb = T0,θb , θa ∈ (0, π), θb ∈ [0, π). (4.132)
In particular, for the Dirichlet extension,
H0,0 = T0,0. (4.133)
The Krein resolvent identities in [9, Theorem 3.1] relate the resolvents of Hθa,θb
and H0,0 and are expressed in terms of the basis {uj(z, · )}j=1,2, z ∈ ρ(H0,0), of
ker(Tmax − zI(a,b)) specified by the conditions
u1(z, a) = 0, u1(z, b) = 1,
u2(z, a) = 1, u2(z, b) = 0,
z ∈ ρ(H0,0). (4.134)
Comparing (4.2), (4.5), (4.6), (4.133), and (4.134), one infers that
uz,j = uj(z, · ), j ∈ {1, 2}, z ∈ ρ(H0,0) = ρ(T0,0). (4.135)
If θa, θb ∈ (0, π), then according to Theorem 4.4, Tpi−θa,θb and T0,0 are relatively
prime. For each z ∈ ρ(Tpi−θa,θb)∩ρ(T0,0), the matrix Kpi−θa,θb(z) given by (4.20) is
invertible and the identity in (4.21) holds. Using (4.130) and (4.135), one computes
[uz,j , ψc](c) = −u
[1]
z,j(c) = −u
[1]
j (z, c), j ∈ {1, 2}, c ∈ {a, b}, z ∈ ρ(T0,0). (4.136)
Therefore, by (4.20) and (4.136), for z ∈ ρ(Tpi−θa,θb) ∩ ρ(T0,0),
Kpi−θa,θb(z) =
cot(θb)− u[1]1 (z, b) u[1]1 (z, a)
−u
[1]
2 (z, b) − cot(π − θa) + u
[1]
2 (z, a)

=
cot(θb)− u[1]1 (z, b) u[1]1 (z, a)
−u
[1]
2 (z, b) cot(θa) + u
[1]
2 (z, a)
 . (4.137)
By (4.21), (4.132), (4.133), and (4.137), for z ∈ ρ(Hθa,θb) ∩ ρ(H0,0),
(Hθa,θb − zI(a,b))
−1 = (Tpi−θa,θb − zI(a,b))
−1
= (T0,0 − zI(a,b))
−1
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−
2∑
j,k=1
[
Kpi−θa,θb(z)
−1
]
j,k
〈uz,j , · 〉(a,b)uz,k
= (H0,0 − zI(a,b))
−1
−
2∑
j,k=1
[
Kpi−θa,θb(z)
−1
]
j,k
〈uj(z, · ), · 〉(a,b)uk(z, · ), (4.138)
which agrees with [9, eq. (3.13)] after interchanging the indices j and k.
The other Krein resolvent identities in [9, eqs. (3.16), (3.19), (3.50), (3.53)] may
be obtained in a similar manner as special cases of Theorems 4.5, 4.6, and 4.7. ⋄
5. Applications to Bessel Operators
The Bessel differential operator has a storied history and has been studied by
many authors; see [15] for an extensive list of references in this connection. In this
section, we consider the Bessel operator (in Liouville form) as an application of
the results of Section 3 to a problem with singular endpoints. Using Theorem 3.4,
we determine the explicit form of Krein’s resolvent identity and use it to calculate
the trace of the difference of the resolvents of the Friedrichs extension and any
other self-adjoint extension. The trace formula obtained via (3.15) is then used
to explicitly compute the Krein spectral shift function for the pair of self-adjoint
extensions.
For ν ∈ [0,∞) the Bessel differential expression τν is defined by choosing, in the
notation of Hypothesis 2.1:
a = 0, b =∞,
r(x) = p(x) = 1, q(x) = (ν2 − (1/4))x−2, x ∈ (0,∞),
(5.1)
so that the differential expression (2.3) takes the form
τνf = −f
′′ +
ν2 − 14
x2
f, f ∈ D(0,∞). (5.2)
Following (2.8), one defines the maximal operator T
(ν)
max associated to τν in the
Hilbert space L2((0,∞); dx) by
T (ν)maxf = τνf,
f ∈ dom
(
T (ν)max
)
=
{
g ∈ D(0,∞)
∣∣ g, τνg ∈ L2((0,∞); dx)}, (5.3)
and, in accordance with (2.9), the associated minimal operator T
(ν)
min is defined by
T
(ν)
min :=
(
T (ν)max
)∗
. (5.4)
Recall that I(0,∞) and 〈 · , · 〉(0,∞) denote the identity operator and the inner product
in L2((0,∞); dx), respectively, and tr(0,∞) denotes the trace in B1
(
L2((0,∞); dx)
)
.
As reported, for example, in [12, Section 12], for ν ∈ [0, 1), τν is in the limit
circle case at x = 0 and in the limit point case at x = ∞. On the other hand,
for ν ∈ [1,∞), τν is in the limit point case at both x = 0 and x = ∞. It follows
from Theorem 2.18 that for ν ∈ [1,∞), the minimal operator T
(ν)
min is self-adjoint
and, therefore, possesses no proper self-adjoint extensions. So, it is to ν ∈ [0, 1)
that we restrict our attention. In this case, the self-adjoint extensions of T
(ν)
min are
parametrized as a one-parameter family
{
T
(ν)
θ
}
θ∈[0,pi)
.
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Our first goal is to explicitly compute the right-hand sides in (3.12), (3.13), and
(3.15). This is carried out below in Propositions 5.1 and 5.8. The objects of interest
(φ0, ψ0, kθ( · ), wz, etc.) will all depend on ν. To clearly indicate this dependence,
we append the subscript “ν” to relevant quantities (φ0,ν , ψ0,ν , kθ,ν( · ), wz,ν , etc.).
Moreover, as will become apparent, there is a natural bifurcation between ν ∈ (0, 1)
and ν = 0, so the two cases are treated in separate subsections.
The fact that x = 0 is a limit circle endpoint and x =∞ is a limit point endpoint
implies that the difference of the resolvents of T
(ν)
θ and T
(ν)
0 is rank one, so that[(
T
(ν)
θ − zI(0,∞)
)−1
−
(
T
(ν)
0 − zI(0,∞)
)−1]
∈ B1
(
L2((0,∞); dx)
)
,
z ∈ ρ
(
T
(ν)
θ
)
∩ ρ
(
T
(ν)
0
)
.
(5.5)
By [13, eqs. (7.15) & (8.16)],
σ
(
T
(ν)
0
)
= σac
(
T
(ν)
0
)
= σess
(
T
(ν)
0
)
= [0,∞), σp
(
T
(ν)
0
)
= ∅, ν ∈ [0, 1). (5.6)
In particular, T
(ν)
0 has no eigenvalues. Based on abstract principles (cf., e.g., [22,
Theorems 8.12 & 9.29]), the condition in (5.5) implies that T
(ν)
θ and T
(ν)
0 have the
same essential (resp., absolutely continuous) spectra. In particular,
σac
(
T
(ν)
θ
)
= σess
(
T
(ν)
θ
)
= [0,∞), θ ∈ (0, π), ν ∈ [0, 1). (5.7)
Since the deficiency indices of T
(ν)
min are (1, 1), T
(ν)
θ has at most one negative eigen-
value of multiplicity one (cf., e.g., [20, Chapter IV, Section 14.11, Theorem 16]).
Later, we shall determine precisely when T
(ν)
θ possesses a negative eigenvalue and
compute it explicitly.
For each ν ∈ [0, 1) and θ ∈ (0, π), the resolvent comparability condition (5.5)
and the fact that T
(ν)
θ and T
(ν)
0 are bounded from below ensure the existence of a
unique real-valued spectral shift function (cf. Appendix A),
ξ
(
· ;T
(ν)
θ , T
(ν)
0
)
∈ L1
(
R; (1 + λ2)−1 dλ
)
, (5.8)
such that
ξ
(
λ;T
(ν)
θ , T
(ν)
0
)
= 0, λ < min
[
σ
(
T
(ν)
θ
)
∪ σ
(
T
(ν)
0
)]
, (5.9)
and for which the following trace formula holds:
tr(0,∞)
((
T
(ν)
θ − zI(0,∞)
)−1
−
(
T
(ν)
0 − zI(0,∞)
)−1)
= −
ˆ
R
ξ
(
λ;T
(ν)
θ , T
(ν)
0
)
(λ− z)2
dλ, z ∈ C\R.
(5.10)
Our second goal is to compute the spectral shift function ξ
(
· ;T
(ν)
θ , T
(ν)
0
)
. By
Lemma A.3, the behavior of the spectral shift function on (−∞, 0) yields informa-
tion about the presence of negative eigenvalues of T
(ν)
θ . This analysis is carried out
below in Propositions 5.4 and 5.9.
Many of the formulas obtained in this section contain nonintegral powers of the
complex parameter z. For z ∈ C\{0} and β ∈ (0, 1), we define the complex powers
z±β by writing z in polar form
z = |z|ei arg(z) with arg(z) ∈ [0, 2π), (5.11)
and setting
z±β = |z|±βe±iβ arg(z). (5.12)
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In particular, the convention of choosing arg(z) ∈ [0, 2π) ensures Im(z1/2) > 0. To
be consistent with (5.11), we fix a branch of the logarithm by
ln(z) = ln|z|+ i arg(z), arg(z) ∈ [0, 2π), z ∈ C\{0}. (5.13)
5.1. The case ν ∈ (0, 1). Let ν ∈ (0, 1) be fixed throughout this subsection.
Following [13, eq. (8.1)] (cf. also [12, Section 12]), one fixes a boundary condition
basis {φ0,ν , ψ0,ν} at a = 0 by choosing functions φ0,ν , ψ0,ν ∈ dom
(
T
(ν)
max
)
which
vanish in a neighborhood of ∞ and satisfy
φ0,ν(x) = x
1
2
+ν and ψ0,ν(x) =
1
2ν
x
1
2
−ν , x ∈ (0, 1). (5.14)
This is possible by the Naimark patching lemma [20, Chapter V, Section 17.3,
Lemma 2]. The self-adjoint extensions of T
(ν)
min are parametrized according to The-
orem 2.19 as a one-parameter family
{
T
(ν)
θ
}
θ∈[0,pi)
, where for θ ∈ [0, π),
T
(ν)
θ f = T
(ν)
maxf, (5.15)
f ∈ dom
(
T
(ν)
θ
)
=
{
g ∈ dom
(
T (ν)max
) ∣∣ cos(θ)[g, φ0,ν ](0) + sin(θ)[g, ψ0,ν ](0) = 0}.
By [13, eq. (8.16)] (cf. also [4, Proposition 5.3 (i)]), the operator T
(ν)
0 is the
Friedrichs extension of T
(ν)
min. Moreover, by [4, Proposition 5.3 (ii)], the extension
T
(ν)
pi/2 is the Krein–von Neumann extension of T
(ν)
min. For details on the significance
of the Friedrichs and Krein–von Neumann extensions, we refer to [3], [6], [7], and
[19].
For z ∈ C\{0}, a basis of solutions {sz,ν , cz,ν} to the equation
τνy = zy on (0,∞) (5.16)
is fixed by setting
sz,ν(x) = −2
νΓ(1 + ν)z−ν/2x1/2Jν
(
z1/2x
)
,
cz,ν(x) =
Γ(1− ν)
2ν+1ν
zν/2x1/2J−ν
(
z1/2x
)
, x ∈ (0,∞).
(5.17)
Here Γ( · ) denotes the gamma function and J±ν( · ) denote the Bessel functions of
the first kind with indices ±ν (cf., e.g., [1, Section 9.1]):
J±ν(ζ) =
(
ζ
2
)±ν ∞∑
k=0
(−ζ2/4)k
k!Γ(k + 1± ν)
, ζ ∈ C\{0}. (5.18)
Using the asymptotics as x ↓ 0 implied by (5.18), one verifies that the basis functions
sz,ν and cz,ν satisfy the generalized boundary conditions (cf. [4, eqs. (4.5) & (4.6)]
and [13, Section 8.2])
[sz,ν , φ0,ν ](0) = 0, [sz,ν , ψ0,ν ](0) = 1, (5.19)
[cz,ν , φ0,ν ](0) = 1, [cz,ν , ψ0,ν ](0) = 0, z ∈ C\{0}, (5.20)
in analogy with the classical boundary values of sine, cosine, and their derivatives.
If z ∈ ρ
(
T
(ν)
0
)
= C\[0,∞), then sz,ν is the unique solution to (5.16) which
satisfies the conditions in (5.19), and a nontrivial solution of (5.16) which lies in
L2((0,∞); dx) is given by
x1/2H(1)ν
(
z1/2x
)
(5.21)
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= i csc(νπ)
[
e−iνpix1/2Jν
(
z1/2x
)
− x1/2J−ν
(
z1/2x
)]
= −
ie−iνpi
sin(νπ)2νΓ(1 + ν)
zν/2sz,ν(x) −
i2ν+1ν
sin(νπ)Γ(1 − ν)
z−ν/2cz,ν(x), x ∈ (0,∞),
where H
(1)
ν ( · ) = Jν( · )+ iYν( · ) is the Hankel function of the first kind, a combina-
tion of the Bessel and Neumann functions (cf. [1, Section 9.1]). That the function
in (5.21) actually lies in L2((0,∞); dx) is a consequence of the fact that τν is in the
limit circle case at x = 0 together with the asymptotic behavior of H
(1)
ν ( · ) as its
(generally complex) argument tends to infinity (cf., e.g., [1, eq. 9.2.3]):
H(1)ν (ζ) ∼
|ζ|→∞
(
2
πζ
)1/2
ei(ζ−
1
2
νpi− 1
4
pi). (5.22)
In order to explicitly compute (3.12), (3.13), and (3.15), the Weyl–Titchmarsh
solution wz,ν corresponding to “wz” in Hypothesis 3.1 (iv) must be determined. To
this end, one computes[
( · )1/2H(1)ν
(
z1/2 ·
)
, φ0,ν
]
(0)
= −
ie−iνpizν/2
2ν sin(νπ)Γ(1 + ν)
[sz,ν , φ0,ν ](0)−
2ν+1νi
sin(νπ)Γ(1 − ν)zν/2
[cz,ν , φ0,ν ](0)
= −
2ν+1νi
sin(νπ)Γ(1 − ν)zν/2
, z ∈ ρ
(
T
(ν)
0
)
. (5.23)
For the sake of brevity, set
̟ν(z) :=
iΓ(1− ν) sin(νπ)zν/2
2ν+1ν
, z ∈ ρ
(
T
(ν)
0
)
. (5.24)
Then, based on (5.23), one infers
wz,ν(x) = ̟ν(z)x
1/2H(1)ν
(
z1/2x
)
=
Γ(1− ν)e−iνpizν
Γ(1 + ν)22ν+1ν
sz,ν(x) + cz,ν(x), x ∈ (0,∞), z ∈ ρ
(
T
(ν)
0
)
.
(5.25)
As a result, Hypothesis 3.1 holds with the choices
a = 0, b =∞, φa = φ0,ν , ψa = ψ0,ν ,
Tθ = T
(ν)
θ , uz = sz,ν , wz = wz,ν ,
(5.26)
and Theorem 3.4 may be applied to relate the resolvents of T
(ν)
θ and T
(ν)
0 for any
θ ∈ (0, π) and compute the trace of the corresponding resolvent difference.
To begin with, (5.19), (5.20), and (5.25) imply
[wz,ν , ψ0,ν ](0) =
Γ(1− ν)e−iνpizν
Γ(1 + ν)22ν+1ν
, z ∈ ρ
(
T
(ν)
0
)
, (5.27)
which yields an explicit expression for the right-hand side of (3.12):
kθ,ν(z) = cot(θ) + [wz,ν , ψ0,ν ](0)
= cot(θ) +
Γ(1− ν)e−iνpizν
Γ(1 + ν)22ν+1ν
, z ∈ ρ
(
T
(ν)
0
)
∩ ρ
(
T
(ν)
θ
)
, θ ∈ (0, π). (5.28)
With wz,ν given by (5.25) and kθ,ν( · ) given by (5.28), the right-hand side in (3.13)
is completely determined.
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To compute the right-hand side in (3.15), the inner product 〈wz,ν , wz,ν〉(0,∞)
must be calculated for z ∈ ρ
(
T
(ν)
0
)
. Using the definition of the inner product and
(3.3), one computes for z ∈ ρ
(
T
(ν)
0
)
,
〈wz,ν , wz,ν〉(0,∞) (5.29)
= ̟2ν(z)
ˆ ∞
0
x
[
H(1)ν
(
z1/2x
)]2
dx
= ̟2ν(z)
[
1
2
x2
([
H(1)ν
(
z1/2x
)]2
−H
(1)
ν−1
(
z1/2x
)
H
(1)
ν+1
(
z1/2x
))]∞
0
.
The antiderivative after the final equality in (5.29) is due to a result of Lommel [24,
p. 135, (11)] for cylinder functions. To evaluate at the endpoints, one relies on the
asymptotic forms [1, eqs. 9.1.9 & 9.2.3] and the order-reflection formula for Hankel
functions [1, eq. 9.1.6]. For the upper limit in (5.29), one obtains
lim
x→∞
[
1
2
x2
([
H(1)ν
(
z1/2x
)]2
−H
(1)
ν−1
(
z1/2x
)
H
(1)
ν+1
(
z1/2x
))]
= lim
x→∞
[
1
2
x2
(
2
πz1/2x
e2i(z
1/2x− 1
2
νpi− 1
4
pi)
−
2
πz1/2x
ei(z
1/2x− 1
2
(ν−1)pi− 1
4
pi)ei(z
1/2x− 1
2
(ν+1)pi− 1
4
pi)
)]
= 0, (5.30)
since z ∈ ρ
(
T
(ν)
0
)
= C\[0,∞) implies Im(z1/2) > 0 (cf. (5.12)). In like fashion, at
the lower limit:
lim
x↓0
[
1
2
x2
(
−
Γ2(ν)
π2
(
1
2z
1/2x
)2ν − (− iΓ(1− ν)ei(1−ν)pi
π
(
1
2z
1/2x
)1−ν · − iΓ(1 + ν)
π
(
1
2z
1/2x
)1+ν )
)]
= lim
x↓0
[
−
Γ2(ν)
2π2
(
1
2z
1/2
)2ν
x2ν−2
+
2Γ(1− ν)Γ(1 + ν)ei(1−ν)pi
π2z
]
= −
2Γ(1− ν)Γ(1 + ν)e−iνpi
π2z
= −
2νe−iνpi
πz sin(νπ)
. (5.31)
Finally, substitution of (5.30) and (5.31) into (5.29) yields
〈wz,ν , wz,ν〉(0,∞) = ̟
2
ν(z)
2νe−iνpi
πz sin(νπ)
= −
Γ2(1− ν) sin(νπ)e−iνpizν−1
22ν+1νπ
= −
Γ(1− ν)e−iνpizν−1
Γ(ν)22ν+1ν
, (5.32)
where the last equality is due to [1, eq. 6.1.17]. Now (5.28) and (5.32) permit one
to explicitly compute the right-hand side in (3.15). The results are summarized in:
EXPLICIT KREIN RESOLVENT IDENTITIES WITH APPLICATIONS 37
Proposition 5.1. If ν ∈ (0, 1), θ ∈ (0, π), and z ∈ ρ
(
T
(ν)
0
)
∩ ρ
(
T
(ν)
θ
)
, then(
T
(ν)
θ − zI(0,∞)
)−1
−
(
T
(ν)
0 − zI(0,∞)
)−1
=
[
cot(θ) +
Γ(1− ν)e−iνpi
Γ(1 + ν)22ν+1ν
zν
]−1
〈wz,ν , · 〉(0,∞) wz,ν ,
(5.33)
where wz,ν is defined by (5.25). In particular,[(
T
(ν)
θ − zI(0,∞)
)−1
−
(
T
(ν)
0 − zI(0,∞)
)−1]
∈ B1
(
L2((0,∞); dx)
)
, (5.34)
and the following trace formula holds:
tr(0,∞)
((
T
(ν)
θ − zI(0,∞)
)−1
−
(
T
(ν)
0 − zI(0,∞)
)−1)
(5.35)
=
[
cot(θ) +
Γ(1− ν)e−iνpi
Γ(1 + ν)22ν+1ν
zν
]−1
〈wz,ν , wz,ν〉(0,∞)
= −
[
cot(θ) +
Γ(1 − ν)e−iνpi
Γ(1 + ν)22ν+1ν
zν
]−1
Γ(1− ν)e−iνpi
Γ(ν)22ν+1ν
zν−1
= −
Γ(1− ν)νe−iνpizν−1
Γ(1 + ν)22ν+1ν cot(θ) + Γ(1− ν)e−iνpizν
.
Remark 5.2. In the special case ν = 12 , the solutions (5.17) and (5.21) simplify to
sz,1/2(x) = −
1
z1/2
sin
(
z1/2x
)
,
cz,1/2(x) = cos
(
z1/2x
)
, x ∈ (0,∞), z ∈ C\{0},
(5.36)
and
wz,1/2(x) = e
iz1/2x, x ∈ (0,∞), z ∈ ρ
(
T
(1/2)
0
)
. (5.37)
In this case, the trace formula (5.35) reduces to
tr(0,∞)
((
T
(1/2)
θ − zI(0,∞)
)−1
−
(
T
(1/2)
0 − zI(0,∞)
)−1)
=
i
2z1/2
(
cot(θ)− iz1/2
) , z ∈ ρ(T 1/20 ) ∩ ρ(T (1/2)θ ). (5.38)
⋄
Next, as an application of the trace formula (5.35), we explicitly compute the
spectral shift function ξ
(
· ;T
(ν)
θ , T
(ν)
0
)
. To simplify the statement of our results, we
begin with a hypothesis that fixes some useful notation.
Hypothesis 5.3. (i) Define the quantities
eθ,ν = −
[
Γ(1 + ν)22ν+1ν| cot(θ)|
Γ(1− ν)
]1/ν
, θ ∈ (0, π), ν ∈ (0, 1), (5.39)
and
λθ,ν =
[
Γ(1 + ν)22ν+1ν| cot(θ)|
Γ(1− ν)| cos(νπ)|
]1/ν
, θ ∈ (0, π), ν ∈ (0, 1)\
{
1
2
}
. (5.40)
(ii) For each (θ, ν) ∈ [(0, π) × (0, 1)]\
{(
pi
2 ,
1
2
)}
, let the function Ξθ,ν : R → R be
defined for each λ ∈ R by
Ξθ,ν(λ) = (5.41)
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0, if Γ(1 + ν)22ν+1ν cot(θ) + Γ(1− ν) cos(νπ)|λ|ν = 0,
−
1
π
arctan
(
Γ(1− ν) sin(νπ)|λ|ν
Γ(1 + ν)22ν+1ν cot(θ) + Γ(1− ν) cos(νπ)|λ|ν
)
, otherwise.
The following theorem provides the explicit form of the spectral shift function
ξ
(
· ;T
(ν)
θ , T
(ν)
0
)
, θ ∈ (0, π), ν ∈ (0, 1), in terms of the quantities (5.39) and (5.40),
and the function in (5.41).
Proposition 5.4. Assume Hypothesis 5.3. The following statements (i)–(v) hold.
(i) If θ ∈
(
0, pi2
]
, ν ∈
(
0, 12
]
, and (θ, ν) 6=
(
pi
2 ,
1
2
)
, then
ξ
(
λ;T
(ν)
θ , T
(ν)
0
)
= χ(0,∞)(λ)Ξθ,ν(λ) for a.e. λ ∈ R. (5.42)
In particular, T
(ν)
θ has no negative eigenvalues.
(ii) If θ ∈
(
0, pi2
]
and ν ∈
(
1
2 , 1
)
, then
ξ
(
λ;T
(ν)
θ , T
(ν)
0
)
= −χ(λθ,ν ,∞)(λ) + χ(0,∞)(λ)Ξθ,ν(λ) for a.e. λ ∈ R. (5.43)
In particular, T
(ν)
θ has no negative eigenvalues.
(iii) If θ ∈
(
pi
2 , π
)
and ν ∈
(
0, 12
)
, then
ξ
(
λ;T
(ν)
θ , T
(ν)
0
)
= −χ(eθ,ν ,λθ,ν )(λ) + χ(0,∞)(λ)Ξθ,ν(λ) for a.e. λ ∈ R. (5.44)
In particular, T
(ν)
θ has a single negative eigenvalue eθ,ν of multiplicity one.
(iv) If θ ∈
(
pi
2 , π
)
and ν ∈
[
1
2 , 1
)
, then
ξ
(
λ;T
(ν)
θ , T
(ν)
0
)
= −χ(eθ,ν ,∞)(λ) + χ(0,∞)(λ)Ξθ,ν(λ) for a.e. λ ∈ R. (5.45)
In particular, T
(ν)
θ has a single negative eigenvalue eθ,ν of multiplicity one.
(v) If θ = pi2 and ν =
1
2 , then
ξ
(
λ;T
(1/2)
pi/2 , T
(1/2)
0
)
= −
1
2
χ(0,∞)(λ) for a.e. λ ∈ R. (5.46)
In particular, T
(1/2)
pi/2 has no negative eigenvalues.
Proof. Let θ ∈ (0, π) and ν ∈ (0, 1). Temporarily taking (5.42)–(5.46) for granted,
the claims about negative eigenvalues of T
(ν)
θ in each of the cases (i)–(v) are immedi-
ate consequences of (5.6), (5.7), and Lemma A.3 in conjunction with (5.42)–(5.46).
It remains to justify (5.42)–(5.46).
We begin with some general considerations before specializing to the individual
cases (i)–(v). The trace formula (5.10) implies
tr(0,∞)
((
T
(ν)
θ − zI(0,∞)
)−1
−
(
T
(ν)
0 − zI(0,∞)
)−1)
= −
ˆ
R
ξ
(
λ;T
(ν)
θ , T
(ν)
0
)
(λ− z)2
dλ
= −
ˆ
R
ξ
(
λ;T
(ν)
θ , T
(ν)
0
) d
dz
[
1
λ− z
−
λ
1 + λ2
]
dλ
= −
d
dz
ˆ
R
ξ
(
λ;T
(ν)
θ , T
(ν)
0
) [ 1
λ− z
−
λ
1 + λ2
]
dλ, z ∈ C\R. (5.47)
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The interchange of the integral and derivative in (5.47) is justified based on (5.8).
By (5.35),
tr(0,∞)
((
T
(ν)
θ − zI(0,∞)
)−1
−
(
T
(ν)
0 − zI(0,∞)
)−1)
= −
d
dz
ln
(
mθ,ν(z)
)
,
z ∈ C\R,
(5.48)
where
mθ,ν(z) := Γ(1 + ν)2
2ν+1ν cot(θ) + Γ(1− ν)e−iνpizν , z ∈ C\R. (5.49)
Note that the condition z ∈ C\R in (5.48) implies that mθ,ν(z) ∈ C\[0,∞), so the
branch cut of the logarithm along [0,∞) (cf. (5.13)) is avoided. A comparison of
(5.47) and (5.48) implies
ˆ
R
ξ
(
λ;T
(ν)
θ , T
(ν)
0
) [ 1
λ− z
−
λ
1 + λ2
]
dλ = ln
(
mθ,ν(z)
)
+ Cθ,ν, z ∈ C\R, (5.50)
for some constant Cθ,ν ∈ C. The spectral shift function may be recovered pointwise
a.e. from (5.50) by employing the Stieltjes inversion-based technique used in the
proofs of [9, Theorem 5.5] and [14, Lemma 7.4]. Specifically, by the Stieltjes inver-
sion formula [17, Theorem 2.2 (v)], applied separately to the positive and negative
parts of ξ
(
· ;T
(ν)
θ , T
(ν)
0
)
, one obtains
ξ
(
λ;T
(ν)
θ , T
(ν)
0
)
= lim
ε↓0
1
π
Im
[
ln
(
mθ,ν(λ + iε)
)]
+ Ĉθ,ν
= lim
ε↓0
1
π
arg
(
mθ,ν(λ+ iε)
)
+ Ĉθ,ν for a.e. λ ∈ R, (5.51)
for some constant Ĉθ,ν ∈ R (in fact, Ĉθ,ν = π−1Im(Cθ,ν)). Note that
Re
(
mθ,ν(λ+ iε)
)
(5.52)
= Γ(1 + ν)22ν+1ν cot(θ) + Γ(1− ν)|λ + iε|ν cos
(
ν[π − arg(λ + iε)]
)
,
λ ∈ R, ε ∈ (0,∞),
and
Im
(
mθ,ν(λ+ iε)
)
= −Γ(1− ν)|λ+ iε|ν sin
(
ν[π − arg(λ+ iε)]
)
< 0,
λ ∈ R, ε ∈ (0,∞).
(5.53)
To compute the limit in (5.51), one treats separately the cases λ ∈ (−∞, 0) and
λ ∈ (0,∞). The case λ = 0 may be dismissed as negligible since the spectral shift
function is only determined almost everywhere.
Note that
lim
ε↓0
arg(λ+ iε) = π, λ ∈ (−∞, 0). (5.54)
Define
Λ−θ,ν(λ) = limε↓0
Re
(
mθ,ν(λ+ iε)
)
= Γ(1 + ν)22ν+1ν cot(θ) + Γ(1− ν)|λ|ν , λ ∈ (−∞, 0), (5.55)
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and let
P−θ,ν = {λ ∈ (−∞, 0) |Λ
−
θ,ν(λ) > 0},
N−θ,ν = {λ ∈ (−∞, 0) |Λ
−
θ,ν(λ) < 0},
Z−θ,ν = {λ ∈ (−∞, 0) |Λ
−
θ,ν(λ) = 0}.
(5.56)
The sets in (5.56) allow one to decompose (−∞, 0) into a disjoint union:
(−∞, 0) = P−θ,ν ∪ N
−
θ,ν ∪ Z
−
θ,ν . (5.57)
Note that Z−θ,ν contains at most one element, so it has Lebesgue measure zero:∣∣Z−θ,ν∣∣ = 0. (5.58)
If λ ∈ P−θ,ν, then
Re
(
mθ,ν(λ + iε)
)
> 0, 0 < ε≪ 1. (5.59)
Therefore, for 0 < ε ≪ 1, mθ,ν(λ + iε) has a positive real part and a negative
imaginary part. Thus, by (5.53), (5.54), and (5.59),
lim
ε↓0
1
π
arg
(
mθ,ν(λ+ iε)
)
=
1
π
lim
ε↓0
[
2π − arctan
(∣∣Im(mθ,ν(λ+ iε))∣∣
Re
(
mθ,ν(λ+ iε)
) )]
=
1
π
[2π − 0] = 2, λ ∈ P−θ,ν . (5.60)
If λ ∈ N−θ,ν, then
Re
(
mθ,ν(λ + iε)
)
< 0, 0 < ε≪ 1. (5.61)
Therefore, for 0 < ε ≪ 1, mθ,ν(λ + iε) has a negative real part and a negative
imaginary part. Thus, by (5.53), (5.54), and (5.61),
lim
ε↓0
1
π
arg
(
mθ,ν(λ + iε)
)
=
1
π
lim
ε↓0
[
π + arctan
(∣∣Im(mθ,ν(λ+ iε))∣∣∣∣Re(mθ,ν(λ + iε))∣∣
)]
=
1
π
[π + 0] = 1, λ ∈ N−θ,ν. (5.62)
By (5.51), (5.58), (5.60), and (5.62),
ξ
(
λ;T
(ν)
θ , T
(ν)
0
)
= 2χP−θ,ν
(λ) + χN−θ,ν
(λ) + Ĉθ,ν for a.e. λ ∈ (−∞, 0). (5.63)
The explicit form for Λ−θ,ν in (5.55) implies limλ→−∞ Λ
−
θ,ν(λ) = ∞, so one infers
(−∞,−nθ,ν) ⊂ P
−
θ,ν, for some nθ,ν ∈ N. Thus, taking λ sufficiently small in (5.63),
and applying (5.9), one obtains
Ĉθ,ν = −2. (5.64)
Thus, (5.63) reduces to
ξ
(
λ;T
(ν)
θ , T
(ν)
0
)
= 2χP−θ,ν
(λ) + χN−θ,ν
(λ)− 2
= 2χP−θ,ν
(λ) + χN−θ,ν
(λ)− 2
[
χP−θ,ν
(λ) + χN−θ,ν
(λ)
]
= −χN−θ,ν
(λ) for a.e. λ ∈ (−∞, 0). (5.65)
To obtain the second equality in (5.65), one uses (5.58), which implies
χP−θ,ν
(λ) + χN−θ,ν
(λ) = 1 for a.e. λ ∈ (−∞, 0). (5.66)
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Next, consider λ ∈ (0,∞). In this case,
lim
ε↓0
arg(λ + iε) = 0, λ ∈ (0,∞). (5.67)
Define
Λ+θ,ν(λ) = limε↓0
Re
(
mθ,ν(λ+ iε)
)
= Γ(1 + ν)22ν+1ν cot(θ) + Γ(1 − ν)λν cos(νπ), λ ∈ (0,∞), (5.68)
and let
P+θ,ν = {λ ∈ (0,∞) |Λ
+
θ,ν(λ) > 0},
N+θ,ν = {λ ∈ (0,∞) |Λ
+
θ,ν(λ) < 0},
Z+θ,ν = {λ ∈ (0,∞) |Λ
+
θ,ν(λ) = 0}.
(5.69)
The sets in (5.69) allow one to express (0,∞) as a disjoint union:
(0,∞) = P+θ,ν ∪N
+
θ,ν ∪ Z
+
θ,ν . (5.70)
If (θ, ν) 6=
(
pi
2 ,
1
2
)
, then Z+θ,ν contains at most one element, so it has Lebesgue
measure zero, ∣∣Z+θ,ν∣∣ = 0, (θ, ν) ∈ [(0, π)× (0, 1)]\{(pi2 , 12)}, (5.71)
while for (θ, ν) =
(
pi
2 ,
1
2
)
one infers that
Z+pi/2,1/2 = (0,∞) and P
+
pi/2,1/2 = N
+
pi/2,1/2 = ∅. (5.72)
If λ ∈ P+θ,ν, then
Re
(
mθ,ν(λ + iε)
)
> 0, 0 < ε≪ 1. (5.73)
Therefore, for 0 < ε ≪ 1, mθ,ν(λ + iε) has a positive real part and a negative
imaginary part. Thus, by (5.52), (5.53), (5.67), and (5.73),
lim
ε↓0
1
π
arg
(
mθ,ν(λ+ iε)
)
=
1
π
lim
ε↓0
[
2π − arctan
(∣∣Im(mθ,ν(λ+ iε))∣∣
Re
(
mθ,ν(λ+ iε)
) )] (5.74)
= 2 + Ξθ,ν(λ), λ ∈ P
+
θ,ν.
If λ ∈ N+θ,ν, then
Re
(
mθ,ν(λ + iε)
)
< 0, 0 < ε≪ 1. (5.75)
Therefore, for 0 < ε ≪ 1, mθ,ν(λ + iε) has a negative real part and a negative
imaginary part. Thus, by (5.52), (5.53), (5.67), and (5.75),
lim
ε↓0
1
π
arg
(
mθ,ν(λ+ iε)
)
=
1
π
lim
ε↓0
[
π + arctan
(∣∣Im(mθ,ν(λ+ iε))∣∣∣∣Re(mθ,ν(λ+ iε))∣∣
)]
(5.76)
= 1 + Ξθ,ν(λ), λ ∈ N
+
θ,ν .
By (5.51), (5.64), (5.71), (5.74), and (5.76),
ξ
(
λ;T
(ν)
θ , T
(ν)
0
)
(5.77)
=
[
2 + Ξθ,ν(λ)
]
χP+
θ,ν
(λ) +
[
1 + Ξθ,ν(λ)
]
χN+
θ,ν
(λ) − 2
[
χP+
θ,ν
(λ) + χN+
θ,ν
(λ)
]
= −χN+θ,ν
(λ) + Ξθ,ν(λ) for a.e. λ ∈ (0,∞), (θ, ν) ∈ [(0, π)× (0, 1)]\{(
pi
2 ,
1
2 )}.
The extreme case (θ, ν) =
(
pi
2 ,
1
2
)
will be addressed below in the proof of item (v).
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With these general considerations out of the way, we analyze the individual cases
(i)–(v).
(i): If θ ∈
(
0, pi2
]
, ν ∈
(
0, 12
]
, and (θ, ν) 6=
(
pi
2 ,
1
2
)
, then
(cot(θ), cos(νπ)) ∈ ([0,∞)× [0,∞))\{(0, 0)}. (5.78)
In particular, the explicit forms for Λ±θ,ν in (5.55) and (5.68) imply
Λ−θ,ν(λ) > 0, λ ∈ (−∞, 0), (5.79)
Λ+θ,ν(λ) > 0, λ ∈ (0,∞), (5.80)
so that
N±θ,ν = ∅. (5.81)
Therefore, (5.65), (5.77), and (5.81) imply (5.42).
(ii): If θ ∈
(
0, pi2
]
and ν ∈
(
1
2 , 1
)
, then cot(θ) > 0 and cos(νπ) < 0. In particular,
the explicit forms for Λ±θ,ν in (5.55) and (5.68) imply
Λ−θ,ν(λ) > 0, λ ∈ (−∞, 0), (5.82)
Λ+θ,ν(λ) < 0 if and only if λ ∈ (λθ,ν ,∞), (5.83)
so that
N−θ,ν = ∅ and N
+
θ,ν = (λθ,ν ,∞). (5.84)
Therefore, (5.65), (5.77), and (5.84) imply (5.43).
(iii): If θ ∈
(
pi
2 , π
)
and ν ∈
(
0, 12
)
, then cot(θ) < 0 and cos(νπ) > 0. In
particular, the explicit forms for Λ±θ,ν in (5.55) and (5.68) imply
Λ−θ,ν(λ) < 0 if and only if λ ∈ (eθ,ν, 0), (5.85)
Λ+θ,ν(λ) < 0 if and only if λ ∈ (0, λθ,ν), (5.86)
so that
N−θ,ν = (eθ,ν, 0) and N
+
θ,ν = (0, λθ,ν). (5.87)
Therefore, (5.65), (5.77), and (5.87) imply (5.44).
(iv): If θ ∈
(
pi
2 , π
)
and ν ∈
[
1
2 , 1
)
, then cot(θ) < 0 and cos(νπ) 6 0. In particular,
the explicit forms for Λ±θ,ν in (5.55) and (5.68) imply
Λ−θ,ν(λ) < 0 if and only if λ ∈ (eθ,ν, 0), (5.88)
Λ+θ,ν(λ) < 0 if and only if λ ∈ (0,∞), (5.89)
so that
N−θ,ν = (eθ,ν , 0), N
+
θ,ν = (0,∞). (5.90)
Therefore, (5.65), (5.77), and (5.90) imply (5.45).
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(v): If (θ, ν) =
(
pi
2 ,
1
2
)
, then cot(θ) = 0 and cos(νπ) = 0. The explicit form for
Λ−pi/2,1/2 in (5.55) implies
Λ−pi/2,1/2(λ) > 0, λ ∈ (−∞, 0). (5.91)
Therefore,
N−pi/2,1/2 = ∅, (5.92)
and (5.65) implies
ξ
(
λ;T
(1/2)
pi/2 , T
(1/2)
0
)
= 0 for a.e. λ ∈ (−∞, 0). (5.93)
In addition, (5.51) and (5.64) imply
ξ
(
λ;T
(1/2)
pi/2 , T
(1/2)
0
)
= lim
ε↓0
1
π
arg
(
mpi/2,1/2(λ+ iε)
)
− 2 for a.e. λ ∈ (0,∞). (5.94)
By (5.52) and (5.53) with θ = pi2 and ν =
1
2 , one infers that mpi/2,1/2(λ+ iε) has a
positive real part and a negative imaginary part for every ε > 0 since arg(λ+ iε) ∈
(0, pi2 ) when λ ∈ (0,∞). Thus,
ξ
(
λ;T
(1/2)
pi/2 , T
(1/2)
0
)
= lim
ε↓0
1
π
arg
(
mpi/2,1/2(λ+ iε)
)
− 2
= lim
ε↓0
1
π
[
2π − arctan
(
sin
(
1
2 [π − arg(λ+ iε)]
)
cos
(
1
2 [π − arg(λ+ iε)]
))]− 2
= lim
ε↓0
1
π
[
2π −
1
2
[π − arg(λ+ iε)]
]
− 2
=
1
π
[
2π −
1
2
[π − 0]
]
− 2
= −
1
2
for a.e. λ ∈ (0,∞). (5.95)
Therefore, (5.93) and (5.95) imply (5.46). 
Proposition 5.4 implies that for each fixed ν ∈ (0, 1), σ
(
T
(ν)
θ
)
⊆ [0,∞) if and
only if θ ∈
[
0, pi2
]
. Therefore, Proposition 5.4 recovers the following characterization
of the nonnegative self-adjoint extensions of T
(ν)
min obtained in [4, Corollary 5.1]:
Corollary 5.5. If ν ∈ (0, 1), then T
(ν)
θ is a nonnegative self-adjoint extension of
T
(ν)
min if and only if θ ∈
[
0, pi2
]
.
In the special case (θ, ν) =
(
pi
2 ,
1
2
)
, the operators T
(1/2)
0 and T
(1/2)
pi/2 are simply
the Dirichlet and Neumann Laplacians, respectively, on (0,∞),
−∆D := T
(1/2)
0 and −∆N := T
(1/2)
pi/2 . (5.96)
The trace identity (A.6) and the simple structure of the spectral shift function
(5.46) in this case permit one to easily calculate the trace of f(−∆N) − f(−∆D)
for any f ∈ F(R) (cf. Definition A.1 and Remark A.2) in terms of the values f(0)
and f(∞) (i.e., the limiting value of f at ∞):
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Corollary 5.6. If f ∈ F(R) and f(∞) := limλ→∞ f(λ), then[
f(−∆N )− f(−∆D)
]
∈ B1
(
L2((0,∞); dx)
)
(5.97)
and
tr(0,∞)
(
f(−∆N)− f(−∆D)
)
=
1
2
[f(0)− f(∞)]. (5.98)
Proof. Let f ∈ F(R). The containment (5.97) follows from (A.5). By (A.6) and
(5.46),
tr(0,∞)
(
f(−∆N )− f(−∆D)
)
= −
1
2
ˆ ∞
0
f ′(λ) dλ =
1
2
[f(0)− f(∞)]. (5.99)

Remark 5.7. When ν = 12 in (5.2), the resulting differential expression τ1/2 is
regular at the endpoint x = 0. In this case, the spectral shift function for T
(1/2)
θ
and T
(1/2)
0 may be recovered as a special case of [16, Lemma 2.3], which actually
applies to more general Schro¨dinger operators of the form −d2/dx2+V (x) on (0,∞)
with V ∈ L1((0, ℓ); dx) for all ℓ ∈ (0,∞). ⋄
5.2. The case ν = 0. The case ν = 0 is more nuanced, as it may not be analyzed
by merely taking ν ↓ 0 in the formulas from Section 5.1. Notice that, in fact,
some of the formulas from Section 5.1 become highly singular in the limit ν ↓ 0.
Instead, one must adopt a different boundary condition basis and solutions sz,0,
cz,0. Following [13, Section 7], one fixes a boundary condition basis {φ0,0, ψ0,0} at
a = 0 by choosing functions φ0,0, ψ0,0 ∈ dom
(
T
(0)
max
)
which vanish in a neighborhood
of ∞ and satisfy
φ0,0(x) = x
1/2 and ψ0,0(x) = −x
1/2ln(x), x ∈ (0, 1). (5.100)
This is possible by the Naimark patching lemma [20, Chapter V, Section 17.3,
Lemma 2]. The self-adjoint extensions of T
(0)
min are parametrized according to The-
orem 2.19 as a one-parameter family
{
T
(0)
θ
}
θ∈[0,pi)
, where for θ ∈ [0, π),
T
(0)
θ f = T
(0)
maxf, (5.101)
f ∈ dom
(
T
(0)
θ
)
=
{
g ∈ dom
(
T (0)max
) ∣∣ cos(θ)[g, φ0,0](0) + sin(θ)[g, ψ0,0](0) = 0}.
By [13, eq. (7.5)], T
(0)
0 is the Friedrichs extension of T
(0)
min. In addition, by [4,
Proposition 5.3 (ii)], T
(0)
0 is also the Krein–von Neumann extension. Thus, the
Friedrichs and Krein–von Neumann extensions coincide in this case, and it follows
that T
(0)
0 is the only nonnegative self-adjoint extension of T
(0)
min (cf. [4, Corollary
5.2]).
For z ∈ C\{0}, a basis of solutions {sz,0, cz,0} to the equation
τ0y = zy on (0,∞) (5.102)
is fixed by setting
sz,0(x) = −x
1/2J0
(
z1/2x
)
, (5.103)
cz,0(x) = −
π
2
x1/2Y0
(
z1/2x
)
+
[
ln
(
1
2
z1/2
)
+ γ
]
x1/2J0
(
z1/2x
)
, x ∈ (0,∞),
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where γ = 0.577215664... is the Euler–Mascheroni constant. Analogous to (5.19)
and (5.20), the functions sz,0 and cz,0 satisfy the generalized boundary conditions
(cf. [4, eqs. (4.9) & (4.10)] and [13, Section 7.2])
[sz,0, φ0,0](0) = 0, [sz,0, ψ0,0](0) = 1,
[cz,0, φ0,0](0) = 1, [cz,0, ψ0,0](0) = 0, z ∈ C\{0}.
(5.104)
The Weyl–Titchmarsh solution is based on the Hankel function of the first kind, as
for all z ∈ ρ
(
T
(0)
0
)
,
( · )1/2H
(1)
0
(
z1/2 ·
)
∈ L2((0,∞); dx). (5.105)
The function in (5.105) admits an expansion in terms of the basis {sz,0, cz,0}:
x1/2H
(1)
0
(
z1/2x
)
= −
2i
π
cz,0(x)−
(
1 +
2i
π
[
ln
(
1
2
z1/2
)
+ γ
])
sz,0(x),
x ∈ (0,∞), z ∈ ρ
(
T
(0)
0
)
,
(5.106)
from which one deduces[
( · )1/2H
(1)
0
(
z1/2 ·
)
, φ0,0
]
(0) = −
2i
π
, z ∈ ρ
(
T
(0)
0
)
. (5.107)
As a consequence, one obtains
wz,0(x) = i
π
2
x1/2H
(1)
0
(
z1/2x
)
(5.108)
= cz,0(x) +
[
ln
(
1
2
z1/2
)
+ γ −
iπ
2
]
sz,0(x), x ∈ (0,∞), z ∈ ρ
(
T
(0)
0
)
,
and a calculation, omitted here, reveals
[wz,0, ψ0,0](0) = ln
(
1
2
z1/2
)
+ γ −
iπ
2
, z ∈ ρ
(
T
(0)
0
)
. (5.109)
In particular, by (3.12),
kθ,0(z) = cot(θ) + ln
(
1
2
z1/2
)
+ γ −
iπ
2
,
z ∈ ρ
(
T
(0)
0
)
∩ ρ
(
T
(0)
θ
)
, θ ∈ (0, π).
(5.110)
With wz,0 given by (5.108) and kθ,0( · ) given by (5.110), the right-hand side in (3.13)
is determined. To compute the right-hand side in (3.15), it is necessary to calculate
the inner product 〈wz,0, wz,0〉(0,∞) for z ∈ ρ
(
T
(0)
0
)
. Applying the definition of the
inner product, (3.3), and the order reflection formula [1, eq. 9.1.6], one computes
for z ∈ ρ
(
T
(0)
0
)
,
〈wz,0, wz,0〉(0,∞) = −
π2
4
ˆ ∞
0
x
[
H
(1)
0
(
z1/2x
)]2
dx
= −
π2
4
[
1
2
x2
([
H
(1)
0
(
z1/2x
)]2
+
[
H
(1)
1
(
z1/2x
)]2)]∞
0
. (5.111)
A calculation similar to the one in (5.30), reveals that the upper limit at ∞ is
zero. However, the low-argument asymptotics for H
(1)
0 differ from those of nonzero
46 S. B. ALLAN, J. H. KIM, G. MICHAJLYSZYN, R. NICHOLS, AND D. RUNG
order, so one applies [1, eq. 9.1.8] to calculate
lim
x↓0
[
1
2
x2
([
H
(1)
0
(
z1/2x
)]2
+
[
H
(1)
1
(
z1/2x
)]2)]
= lim
x↓0
[
1
2
x2
(
−
4
π2
ln2
(
z1/2x
)
−
1
π2
(
1
2z
1/2x
)2
)]
= lim
x↓0
[
−
2
π2
(
x2ln2
(
z1/2x
)
+
1
z
)]
= −
2
π2z
, z ∈ ρ
(
T
(0)
0
)
. (5.112)
Substitution of (5.112) into (5.111) yields
〈wz,0, wz,0〉(0,∞) = −
π2
4
[
2
π2z
]
= −
1
2z
, z ∈ ρ
(
T
(0)
0
)
. (5.113)
Finally, (5.110) and (5.113) permit one to explicitly compute the right-hand side in
(3.15). The results are summarized in:
Proposition 5.8. If θ ∈ (0, π) and z ∈ ρ
(
T
(0)
0
)
∩ ρ
(
T
(0)
θ
)
, then(
T
(0)
θ − zI(0,∞)
)−1
−
(
T
(0)
0 − zI(0,∞)
)−1
=
[
cot(θ) + ln
(
1
2
z1/2
)
+ γ −
iπ
2
]−1
〈wz,0, · 〉(0,∞) wz,0,
(5.114)
where wz,0 is defined by (5.108). In particular,[(
T
(0)
θ − zI(0,∞)
)−1
−
(
T
(0)
0 − zI(0,∞)
)−1]
∈ B1
(
L2((0,∞); dx)
)
, (5.115)
and the following trace formula holds:
tr(0,∞)
((
T
(0)
θ − zI(0,∞)
)−1
−
(
T
(0)
0 − zI(0,∞)
)−1)
= −
1
2z
(
cot(θ) + ln
(
1
2z
1/2
)
+ γ − ipi2
) . (5.116)
Using the trace formula (5.116), we explicitly compute the spectral shift function
ξ
(
· ;T
(0)
θ , T
(0)
0
)
, θ ∈ (0, π).
Proposition 5.9. If θ ∈ (0, π) and eθ,0 = −4e−2[cot(θ)+γ], then for a.e. λ ∈ R,
ξ
(
λ;T
(0)
θ , T
(0)
0
)
(5.117)
= −χ(eθ,0,−eθ,0)(λ)−
1
π
χ(0,∞)(λ) arctan
(
π
2 cot(θ)− 2 ln(2) + 2γ + ln|λ|
)
.
In particular, T
(0)
θ has a single negative eigenvalue eθ,0 of multiplicity one.
Proof. Let θ ∈ (0, π). Combining (5.10), (5.116), and rewriting the logarithm on
the right-hand side in (5.116), one obtains
ˆ
R
ξ
(
λ;T
(0)
θ , T
(0)
0
)
(λ− z)2
dλ =
1
z(2 cot(θ)− 2 ln(2) + ln(z) + 2γ − iπ)
,
z ∈ C\R.
(5.118)
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The identity in (5.118) may be recast as
d
dz
ˆ
R
ξ
(
λ;T
(0)
θ , T
(0)
0
)[ 1
λ− z
−
λ
1 + λ2
]
dλ =
d
dz
ln
(
mθ,0(z)
)
, z ∈ C\R, (5.119)
where
mθ,0(z) := 2 cot(θ)− 2 ln(2) + ln(z) + 2γ − iπ, z ∈ C\R. (5.120)
Therefore,ˆ
R
ξ
(
λ;T
(0)
θ , T
(0)
0
)[ 1
λ− z
−
λ
1 + λ2
]
dλ = ln
(
mθ,0(z)
)
+ Cθ,0, z ∈ C\R, (5.121)
for some constant Cθ,0 ∈ C. By the Stieltjes inversion formula [17, Theorem 2.2
(v)], applied separately to the positive and negative parts of ξ
(
· ;T
(0)
θ , T
(0)
0
)
, one
obtains
ξ
(
λ;T
(0)
θ , T
(0)
0
)
=
1
π
lim
ε↓0
arg
(
mθ,0(λ+ iε)
)
+ Ĉθ,0 for a.e. λ ∈ R, (5.122)
for some constant Ĉθ,0 ∈ R (in fact, Ĉθ,0 = π−1Im(Cθ,0)).
The representation in (5.120) implies
Re
(
mθ,0(λ+ iε)
)
= 2 cot(θ)− 2 ln(2) + 2γ + ln|λ+ iε|,
Im
(
mθ,0(λ+ iε)
)
= −
[
π − arg(λ + iε)
]
, λ ∈ R, ε ∈ (0,∞).
(5.123)
By (5.123), mθ,0(λ+ iε) has a negative imaginary part for every λ ∈ R, ε ∈ (0,∞).
Define
Λθ,0(λ) = lim
ε↓0
Re
(
mθ,0(λ+ iε)
)
= 2 cot(θ)− 2 ln(2) + 2γ + ln|λ|, λ ∈ R\{0}.
(5.124)
One then infers {
Λθ,0(λ) < 0, λ ∈ (eθ,0,−eθ,0)\{0},
Λθ,0(λ) > 0, λ ∈ R\(eθ,0,−eθ,0).
(5.125)
If λ ∈ (eθ,0,−eθ,0)\{0}, then (5.124) and (5.125) imply Re
(
mθ,0(λ + iε)
)
< 0 for
0 < ε≪ 1. Therefore,
arg
(
mθ,0(λ+ iε)
)
= π − arctan
(
π − arg(λ + iε)
2 cot(θ)− 2 ln(2) + 2γ + ln|λ+ iε|
)
, (5.126)
0 < ε≪ 1,
and as a consequence,
1
π
lim
ε↓0
arg
(
mθ,0(λ+ iε)
)
(5.127)
=
1, λ ∈ (eθ,0, 0),1− 1
π
arctan
(
π
2 cot(θ)− 2 ln(2) + 2γ + ln|λ|
)
, λ ∈ (0,−eθ,0).
If λ ∈ R\(eθ,0,−eθ,0), then (5.124) and (5.125) imply Re
(
mθ,0(λ + iε)
)
> 0 for
0 < ε≪ 1. Therefore,
arg
(
mθ,0(λ+ iε)
)
= 2π − arctan
(
π − arg(λ+ iε)
2 cot(θ)− 2 ln(2) + 2γ + ln|λ+ iε|
)
, (5.128)
0 < ε≪ 1,
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and as a consequence,
1
π
lim
ε↓0
arg
(
mθ,0(λ+ iε)
)
(5.129)
=
2, λ ∈ (−∞, eθ,0),2− 1
π
arctan
(
π
2 cot(θ) − 2 ln(2) + 2γ + ln|λ|
)
, λ ∈ (−eθ,0,∞).
By (5.122) and (5.129),
ξ
(
λ;T
(0)
θ , T
(0)
0
)
= 2 + Ĉθ,0 for a.e. λ ∈ (−∞, eθ,0). (5.130)
Since the spectral shift function vanishes a.e. in a neighborhood of −∞, the relation
in (5.130) implies
Ĉθ,0 = −2. (5.131)
Upon combining (5.122), (5.127), (5.129), and (5.131), the identity in (5.117) holds
for a.e. λ ∈ R.
Finally, the claim regarding the negative eigenvalue of T
(0)
θ is a consequences of
(5.6), (5.7), and Lemma A.3 in conjunction with (5.117). 
Proposition 5.9 implies that σ
(
T
(0)
θ
)
⊆ [0,∞) if and only if θ = 0. There-
fore, Proposition 5.9 recovers the following characterization of the nonnegative self-
adjoint extensions of T
(0)
min obtained in [4, Corollary 5.2]:
Corollary 5.10. T
(0)
0 is the unique nonnegative self-adjoint extension of T
(0)
min.
Appendix A. The Spectral Shift Function
In this appendix, we recall a few basic facts on the spectral shift function for a
pair of resolvent comparable self-adjoint operators which are bounded from below
in a Hilbert space H. These facts are used extensively in Section 5.1 in connection
with Proposition 5.4.
Suppose that S and S0 are self-adjoint operators which are bounded from below
in H and resolvent comparable in the sense that for some (hence, for all) z ∈ C\R,[
(S − zIH)
−1 − (S0 − zIH)
−1
]
∈ B1(H). (A.1)
Definition A.1. The class F(R) is defined to be the set of all functions f : R→ C
which possess two locally bounded derivatives and satisfy∣∣(λ2f ′(λ))′∣∣ 6 Cλ−1−ε, λ ∈ (0,∞), (A.2)
for some C = C(f) ∈ (0,∞) and ε = ε(f) ∈ (0,∞).
Remark A.2. Note that if f ∈ F(R), then f(∞) := limλ→∞ f(λ) exists. ⋄
The condition (A.1) guarantees the existence of a unique real-valued function
(cf., e.g., [22, Theorem 9.28] and [25, Sections 8.7 & 8.8])
ξ
(
· ;S, S0) ∈ L
1
(
R; (1 + λ2)−1 dλ
)
, (A.3)
called the spectral shift function for S and S0, such that
ξ
(
λ;S, S0
)
= 0, λ < min
[
σ(S) ∪ σ
(
S0
)]
, (A.4)
and for which the following trace formula holds: if f ∈ F(R), then
[f(S)− f(S0)] ∈ B1(H), (A.5)
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and
trH
(
f(S)− f(S0)
)
=
ˆ
R
f ′(λ) ξ
(
λ;S, S0) dλ. (A.6)
One infers that ( · − z)−1 ∈ F(R), z ∈ C\R, so that
trH
((
S − zIH
)−1
−
(
S0 − zIH
)−1)
= −
ˆ
R
ξ(λ;S, S0)
(λ− z)2
dλ, z ∈ C\R. (A.7)
Moreover, the spectral shift function may also be used to detect the presence
of isolated eigenvalues of S or S0 (cf., e.g., the discussion following [25, Theorem
8.7.2]).
Lemma A.3. On component intervals of ρ(S) ∩ ρ(S0) in R, the spectral shift
function assumes constant values. If λ1 is an isolated eigenvalue of multiplicity k0
of the operator S0 and k of the operator S, then
ξ(λ1 + 0;S, S0)− ξ(λ1 − 0;S, S0) = k0 − k, (A.8)
where
ξ(λ1 ± 0;S, S0) := lim
λ→λ±
1
ξ(λ;S, S0). (A.9)
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