In this paper, some new formula of error estimations of Ishikawa iteration and some strong convergence theorems of strongly demicontractive mappings are first obtained. And then, convergence speeds and error estimations of the Ishikawa iteration and the Mann iteration are discussed in some examples. Finally, T-stability of the Ishikawa iteration is proved.
Introduction and preliminaries
Let (X, · ) be a real Hilbert space and C be a closed convex subset of X. Let T : C → C and Fix(T) denotes the set of fixed points of T, that is, Fix(T) = {x ∈ C : Tx = x}. A sequence {x n } is called the Ishikawa iteration of T if, for an arbitrary x 0 ∈ C, ⎧ ⎨ ⎩ x n+1 = (1 -α n )x n + α n Ty n , y n = (1 -β n )x n + β n Tx n , (1.1) where α n , β n ∈ [0, 1] and n ≥ 0. We know that if β n = 0, then the Ishikawa iteration is called the Mann iteration. Error estimations of the Mann iteration for some contractive and nonexpansive type mappings have been studied in [1] [2] [3] . In 2015, L. Maruster and St. Maruster [4] gave the notation of a strongly demicontractive mapping as follows:
The mapping T is called strongly demicontractive if Fix(T) = ∅ and
for all x ∈ C, x * ∈ Fix(T), where a ∈ (0, 1) and K ≥ 0. (It is easy to see that if T is a strongly demicontractive mapping, then the fixed point of T is unique.) And then, they considered an error estimation of the Mann iteration and the strong convergence for strongly demicontractive mappings. T-stability of the Mann iteration for a particular case of strongly demicontractive mapping was also proved. Later, [5, 6] provided some other convergence theorems of the Mann iteration for strongly demicontractive mappings. The problem of T-stability for some iterations was discussed in [7, 8] . Recently, comparative studies on some iterations (including the Mann iteration and the Ishikawa iteration) for contractive maps have been reported (see [9, 10] ). By using the idea of [4, 6, 9] , we first introduce some new formula of error estimations of Ishikawa iteration and prove some convergence theorems of Ishikawa iteration for strongly demicontractive mappings, and then some examples are given to compare Ishikawa iteration (1.1) with the Mann iteration. Moreover, we will also discuss T-stability of the Ishikawa iteration for strongly demicontractive mappings.
We now show some lemmas to be used in the main result. 
Lemma 1.2 ([4])
Let {d n } be a nonnegative sequence satisfying
where 0 < α < 1, β > 0 and { n } is a nonnegative sequence that satisfies the condition
Motivated by the above lemma, Wang [6] gave the following lemma (which gives a fast convergence condition of d n ). 
Error estimations of the Ishikawa iteration for strongly demicontractive mappings
In this section, we mainly give two formulas of error estimations of the Ishikawa iteration, and some convergence theorems are also obtained. 
where x ∈ K and T α n ,β n := (1 -α n )I + α n T β n , T β n := (1 -β n )I + β n T. For x 0 ∈ C, let {x n } be the sequence generated by Ishikawa iteration (1.1) with the control sequences {α n } and {β n } satisfying
for some 0 ≤ q < 1. Then the following error estimation for the sequence {x n } holds:
where M = (
Proof From T is a strongly demicontractive mapping in the Hilbert space X, we have
Since
we can get that
Since T is L-Lipschitzian, we have
and
Using the inequality ( * ), (2.5), and (2.6), we obtain
Using (2.3), we get
Similar to the proof of Theorem 1 in [4] , we have
and n = Tx n -x n 2 . From Lemma 1.2, it follows that Remark 2.1 If β n = q = 0, then the Ishikawa iteration changes into the Mann iteration, which was considered in [4] . In this case, y n ≡ x n , from ( * ), we know that
Hence, Theorem 1 and Corollary 1 in [4] can be proved (T does not need to be LLipschitzian).
By [6] and Lemma 1.3, we can also get the following theorem.
Theorem 2.2
Let T be L-Lipschitzian and strongly demicontractive with 0 < a < 1 and K ≥ 0, x * ∈ Fix(T). Assume that there exist positive numbers θ 1 , θ 2 , 0 < θ 1 < θ 2 < min{1, 1 -
for some 0 ≤ q < 1. Then {x n } converges strongly to the fixed point of T, and the following error estimation for the sequence {x n } holds:
8)
and n = Tx n -x n 2 .
Proof From the proof of Theorem 2.1, we have
and n = Tx n -x n 2 . From Lemma 1.3, it follows that {x n } converges strongly to the fixed point of T and
Remark 2.2 If β n = 0, then the Ishikawa iteration changes into the Mann iteration considered in [6] . In this case, q = 0. From (2.8), we know that 
The Ishikawa iteration and the Mann iteration for strongly demicontractive mappings in an example
In fact, if T has some particular properties, then the conditions of Theorem 2.2 can be satisfied. Suppose that T : R → R is a differentiable mapping, it is L-Lipschitzian and strongly demicontractive with 0 < a < 1, K ≥ 0. The sequence {x n } is generated by the Ishikawa iteration with control sequence satisfying
2 +t 2 +a < 1 and
In this case, we have
where ξ = x + ηt 1 t 2 (Tx -x), 0 < η < 1. Therefore, if the derivative T of T satisfies
In order to compare the convergence speeds and error estimations for Ishikawa iteration (1.1) and the Mann iteration, we consider the following example (the same as Example 2.1 in [6] ) which satisfies all the conditions of Theorem 2.2. This real function is 1-Lipschitzian and strongly demicontractive with a = 0.15, K = 0.42 and x * = 1 is the unique fixed point of T.
we get t 1 ∈ [0.5882, 0.9412] and t 2 ∈ [0, 0.5488). We choose some t 1 and t 2 satisfying
we have
Hence,
It can be seen that the conditions of Theorem 2.2 are satisfied.
(1) We first compare the convergence speed of Ishikawa iteration (1.1) with that of the Mann iteration. Let t = 0.6 and t = 0.61 (where t ∈ [0.588, 0.612] in [6] ) in the Mann iteration. Let t 1 = 0.8, t 2 = 0.5 and t 1 = 0.9, t 2 = 0.5 in Ishikawa iteration (1.1). Set the stop parameter to x n -x * ≤ 10 -15 . Table 1 shows computation results for different initial points. Figure 1 gives 30 times calculating of CPU times for the iterations (see [9] ). From a mathematical point of view (Table 1) , we see that Ishikawa iteration (iv) converges faster than the other three iterations. And convergence speeds of Mann iteration (i) and Mann iteration (ii) are stable with respect to the given initial points. From a computercalculation point of view ( Fig. 1) , we also find that Ishikawa iteration (iv) converges faster than the other three iterations.
(2) And then, we want to compare the error estimation of Ishikawa iteration (1.1) with that of the Mann iteration (see (2.8) and (2.10)). Figure 2 shows the error estimations for Mann iteration (i) and Ishikawa iteration (iv). It can be found that the error estimation of Mann iteration (i) is more effective than the error estimation of Ishikawa iteration (iv).
T-stability of the Ishikawa iteration for strongly demicontractive mappings
Let {x n } be a sequence given by the iteration procedure
where T : X → X and x 0 ∈ X. Generally speaking, a fixed point iteration procedure is called stable if small modifications in the initial data that are involved in the computation process produce a small influence on the computed value of the fixed point. Now, we give the specific definition of stability for the iteration procedure as follows.
Definition 4.1 ([2]
) Let (X, d) be a metric space and T : X → X be a mapping, x 0 ∈ X and the sequence {x n } produced by (4.1) converges to a fixed point x * of T. Let {z n } be an arbitrary sequence in X and set
We shall say that the fixed point iteration procedure (4.1) is T-stable or stable with respect to T if only if
Under the same assumptions in [4] , we will prove that the Ishikawa iteration is also Tstable for strongly demicontractive mappings. (1-K) 2 < 1. Suppose that {z n } is a sequence in C. Define n = z n+1 -(1 -α n )z n -α n Ts n and s n = (1 -β n )z n + β n Tz n , we have z n+1 -x * ≤ (1 -α n )z n -x * + α n Ts n + z n+1 -(1 -α n )z n -α n Ts n
Now, let α = 1 -λ + λM, where λ = 1-θ 2 1-a . Since 0 < M < 1, we have 0 < α < 1 and
Therefore,
If lim n→∞ n = 0, then it follows by Lemma 1.1 that lim n→∞ z n = x * . Since x n+1 -(1 -α n )x n -α n Ty n = 0, Tables 1-2 , Fig. 1 and Fig. 3 ), but the Mann iteration is more efficient for the error estimation (see Fig. 2 ).
