Abstract. We investigate the boundedness and asymptotic behavior of a firstorder neutral delay dynamic equation on arbitrary time scales, extending some results from difference equations.
Neutral Delay Dynamic Equation
We consider, on arbitrary time scales, the neutral delay dynamic equation (1.1) [x(t) − p(t)x(k(t))] ∆ + q(t)x( (t)) = 0, t ∈ [t 0 , ∞) T ,
where T is a time scale unbounded above, the variable delays k, : [t 0 , ∞) T → T are nondecreasing with k(t), (t) < t for all t ∈ [t 0 , ∞) T such that lim t→∞ k(t), (t) = ∞. The coefficient functions p, q : T → R are right-dense continuous with p bounded and q ≥ 0. To clarify some notation, take −1 (t) := sup{s : (s) ≤ t}, −(n+1) (t) = −1 ( −n (t)) for t ∈ [ (t 0 ), ∞) T , and n+1 (t) = ( n (t)) for t ∈ [ −3 (t 0 ), ∞) T . For p and k above, let Ω be the linear set of all functions given by Ω := x : T → R : [x(t) − p(t)x(k(t))]
∆ ∈ C rd ([t 0 , ∞) T ; R) ; solutions of (1.1) will belong to Ω. In the aftermath of Hilger's breakthrough paper [5] , a rapidly diversifying body of literature has sought to unify, extend, and generalize ideas from discrete calculus, continuous calculus, and quantum calculus to arbitrary time-scale calculus, where a time scale is merely a nonempty closed set of real numbers. This note illustrates this new understanding by extending some discrete results from difference equations to dynamic equations on time scales. In particular, equation (1.1) is studied in [6] with T = Z and p ≡ 0, and in [9] in the case when T = Z with variable p. Much of the organization of and motivation for this paper arise from [6] and [9] . For more on delay dynamic equations, see, for example, [1] ; for more on time scales, jump ahead to the Appendix, Section 4, or consult the recent texts [3, 4] . Some recent developments in delay difference equations include [2, 7, 8, 10, 11, 12] .
Vanishing of Solutions at Infinity
Recall that in this note we consider only the case where the coefficient function p in (1.1) is nonconstant but bounded. Before stating the main results, we need the following lemma, which is a version of the integration by parts formula from continuous calculus, extended to arbitrary time scales; note the interesting dependence on the graininess function µ in the last term. Then Q(a) = 0, and
, and
By the uniqueness of solutions to initial value problems, Q(t) ≡ 0 and the conclusion follows.
For example, if T = R then the graininess is zero and this is the simple formula when T = Z we have µ(t) ≡ 1 and
On a quantum time scale, T = {1, r, r 2 , r 3 , . . .} for some r > 1, so that the graininess is increasing. Interpret the points a and t as r a and r t for positive integers a and t with t > a. Then we have
As a final example, we consider the time scale T = k n=1
: k ∈ N of harmonic numbers, where the graininess is decreasing; the result may then be viewed as
for positive integers a and t with t > a.
Theorem 2.2. Suppose there exists a constant p ∈ (0, 1/2] such that |p(t)| ≤ p for all t ∈ T, and that for large t ∈ T we have
Then every solution x ∈ Ω of (1.1) is bounded.
Proof. Find t 1 ∈ T large enough, say
Suppose that, contrary to the asserted conclusion, x is an unbounded solution of (1.1). Set
Then there exists t
Without loss of generality, assume z(t * ) > 0. Then by (2.5) there exist points
It follows that
but by the selection of t † , by (1.1) and (2.6)
Consequently y( (t † )) < 0 and y(T ) > 0, so that by the Intermediate Value Theorem [3, Theorem 1.115] there exists t 2 ∈ [ (t † ), T ) T such that either y(t 2 ) < 0 < y σ (t 2 ) or y(t 2 ) = 0. Either way y(t 2 )y σ (t 2 ) ≤ 0, hence there exists a real number ξ ∈ (0, 1] such that (2.9)
From (2.7) we have y ∆ (s) ≤ q(s)|x(t * )| for s ∈ [t 1 , T ] T ; integrating this from (t) to t 2 and using (2.9) and Theorem 4.4 we obtain for t ∈ [t 2 , T ) T that
Combine this with (2.7) to get (2.10)
In order to contradict (2.8), we now show that y(T ) ≤ (1 − 2p)|x(t * )| in the following three cases. CASE 1. Assume 0 < p < 1 4 and
By the property of delta integrals
q(s)∆s − ξµ(t 2 )q(t 2 ) . Multiplying terms, rearranging, then using (2.3) and Lemma 2.1 yields
q(s)∆s + ξµ(t 2 )q(t 2 ) ≤ 1. Then w (1) > 0 by the choice of A and the fact that in this case p < 1/4. As a result,
CASE 2. Assume 0 < p < 1/4 and
q(s)∆s + ξµ(t 2 )q(t 2 ) > 1: Actually, from ξ ≤ 1 we have in this case that 
ergo there exists a real number η ∈ (0, 1] such that
q(s)∆s + ηµ(t 3 )q(t 3 ) = 1.
Recall from (2.7) that (2.12)
q(s)∆s .
Replace the number 1 above using (2.11) and simplify to get
Use the fact that
and Lemma 2.1 to obtain
q(s)∆s + ξµ(t 2 )q(t 2 ) ≤ B for t ∈ T: Then, starting as in Case 1,
As all three cases lead to the same contradiction, solutions x ∈ Ω of (1.1) must be bounded. 
q(s)∆s ≤ 2(1 − 2p), then every solution x ∈ Ω of (1.1) goes to zero as t → ∞.
Proof. Let x ∈ Ω be a solution of (1.1). If x is nonoscillatory, assume x is eventually positive. Again select z as in (2.4); then z is eventually nonincreasing using (1.1). If z := lim t→∞ z(t), then z is bounded by Theorem 2.2 and
But from (1.1) we have
which in view of (2.13) means that
Thus z = 0 and lim t→∞ x(t) = 0. If x is oscillatory, by Theorem 2.2 x is also bounded. Set x := lim sup t→∞ |x(t)|. Then 0 ≤ x < ∞ and z = lim sup t→∞ |z(t)| ≥ (1 − p)x; without loss of generality assume
If x > 0, then for any ∈ (0, (1 − 2p)x), there exist constants A ∈ (0, 3/2 − 2p) and B ∈ (0, 2(1 − 2p)) and T ∈ T such that |x(t)| < x + for t ∈ (k −1 ( −1 (T )), ∞) T and (2.17)
x(k( (t))) ≤ −z( (t)) + (x + )p = −y( (t)), t ≥ T.
Using (1.1) and (2.18) we have (2.19) y ∆ (t) = z ∆ (t) = −q(t)x( (t)) ≤ −q(t)y( (t)), t ≥ T.
Since z ∆ is oscillatory y ∆ is too, so there exists an increasing sequence {t n ∈ T} such that t n > k −1 ( −2 (T )), lim n→∞ t n = ∞, y(σ(t n )) → z − (x + )p > 0 as n → ∞ by (2.16) and (2.19), and y ∆ (t n ) ≥ 0. Consequently, 0 ≤ y ∆ (t n ) ≤ −q(t n )y( (t n )) so that y( (t n )) ≤ 0, y σ (t n ) > 0, n ∈ N.
Hence there exists t † ∈ [ (t n ), t n ] T such that either y(t † ) < 0 < y σ (t † ) or y(t † ) = 0. Either way y(t † )y σ (t † ) ≤ 0, and there exists a real number ξ ∈ (0, 1] such that (2.20)
From (2.19) we have (2.21) y ∆ (t) ≤ −q(t)y( (t)) ≤ q(t)(x + ), t ∈ [T, t n ] T , which combined with the fundamental theorem and (2.20) yields for t ∈ [t † , t n ] T that −y( (t)) = 
q(s)∆s − ξµ(t † )q(t † ) .
