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Global deglaciation is increasing the number of glaciers that are forming or have formed 
proglacial lake. Deglaciation is also changing the size of proglacial lakes in temperate settings, 
resulting in more glaciers losing mass via iceberg calving. In order to better estimate future 
ice volume change, we need to understand processes driving calving in freshwater 
environments. Calving is an important process influencing the mass balance of a glacier, as 
the calving process is a cause of high rates of ablation in comparison to melt out rates alone. 
The calving rate and magnitude of iceberg calving can be influenced by the presence of 
subaqueous ice ramps. Some calving glaciers form subaqueous ice ramps or ‘ice feet’ due in 
part to differences in the rates of subaerial and subaqueous calving. Spatial and temporal 
variation of these subaqueous features indicate that other processes also exert control.  
Photographic and satellite imagery was combined with bathymetric and limnological surveys 
from Tasman Glacier (2013-2018) to explore the processes that drive spatial and temporal 
variability in iceberg calving and subaqueous terminus morphology, the relationships 
between near-terminus surface velocity, iceberg calving and subaqueous morphology.  
 
A large number of calving events in spring and summer are associated with an increase in 
surface velocity and lake level fluctuations. One significant calving event over a 10-day period 
had a surface velocity of 0.39 md-1 ± 0.04 md-1. This was followed by a 58.97% decrease over 
a 20-day interval post calving event. Lake level increased on the day of the calving. Lake levels 
increased from 7.17.84 m ± 0.02 m to 719.93 m ± 0.10 m over a 5-day period. Increases in 
surface velocity and lake levels did not always result in major calving activity.  Velocity or lake 
level increase may not always be an indication that a large calving event is imminent. The lack 
of large calving events after some surface velocity increases indicates that large calving events 
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are likely a result of multiple processes. Velocity and calving have a strong relationship with 
subaqueous morphology. Velocity varies spatially across the terminus with lower velocities 
on the eastern side of the terminus. The slower velocity combined with the increase in lateral 
drag at the margins of the glacier means that calving events are less frequent resulting in a 
more stable setting. Faster surface velocities are found in the central region of the terminus, 
result in a higher longitudinal strain rate and therefore higher calving rate.  
 
A higher aerial calving rate than subaqueous calving rate leads to the formation of 
subaqueous ice ramps which are subject to subaqueous melt and buoyant calving processes.  
In order to prevent floatation, the terminus needed to exceed 23 m ± 5 m. The central ice cliff 
section does not meet HF, but the terminus is unlikely to be buoyant due to cliff height 
exceeding the floatation thickness at each margin. As such, the dominant form of subaqueous 
calving is driven by buoyant calving rather than from the disintegration of a floating ice 
tongue.  
 
The distribution of ramp lengths from 2013 – 2018 are commonly between 40 – 120 m in 
length (n=170) with the next largest group (n=12) between 120 – 200 m, only three ramps 
have been identified as greater than 200 m over the five-year survey time.  From 2013-2018 
a limited number of ice ramps exceeded 200 m in length, suggesting that ice ramps greater 
that 200 m are highly prone to buoyant calving, given that no ice ramp has exceeded 380 m 
during the 6-year survey period.   
 
Findings to date indicate the primary driver of subaqueous ice ramp formation is the faster 
aerial calving rate over subaqueous calving. Spatial and temporal variation in velocity, lake 
 3 
limnology and subglacial hydrology also drive the formation and calving of subaqueous 
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Globally, glaciers are retreating at unprecedented rates, and are expected to make the most 
significant contribution to global sea level rise in the near future (Zemp et al., 2015). An 
important process that influences loss of mass from glaciers globally is calving, whereby 
volumes of ice break away or collapse from a glacier terminus. Temperate mountain glaciers 
make up less than 1% of the world’s ice volume, but currently account for approximately one 
third of observed sea level rise (Gardner et al., 2013).  Temperate glaciers are more sensitive 
to climate-related fluctuations in temperature and precipitation than those in subpolar or 
continental areas (Radic & Hock, 2014).  Current research predicts that these glaciers will be 
a major contributor to sea level rise during the 21st century (Larsen et al., 2015; Meier et al., 
2007; V. Radic et al., 2013) and will cause alterations in the hydrological cycle that will impact 
populations at local and regional levels (Radic & Hock, 2014). Runoff from temperate glaciers 
contributes to, and supplements, local river systems, especially during periods of low river 
flow (Valentina Radic et al., 2008). Alterations to the hydrological cycle resulting from changes 
in glacial conditions can contribute to an intense demand on water resources, impacting 
ecosystems, hydro-generation and agricultural water supplies, especially in regions with large 
populations (Radic et al., 2013; Rohl, 2006). 
 
A consequence of the current global rapid glacial retreat, is that an increasing number of 
glaciers are developing proglacial lakes. Freshwater lakes influence ice dynamics, terminus 
morphology and physical stability in both temperate and ice sheet margins (Carrivick & 
Tweed, 2013). It is predicted that proglacial lakes will increase in both numbers and volume 
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causing rapid ablation in a short timeframe (Carrivick & Tweed, 2013). The formation of 
proglacial lakes at the terminus of a retreating glacier can modify that glacier’s previous 
response to climate through an increased rate of calving and terminus retreat (Funk & 
Röthlisberger, 1989; Warren & Aniya, 1999), thereby partially decoupling and accelerating the 
retreat process from climate. There is evidence of this happening on the south-eastern 
Tibetan Plateau (SETP), where changes in climate have produced warmer temperatures and 
altered precipitation, enabling the retreat and thinning of mountain glaciers (Kaab, Berthier, 
Nuth, Gardelle, & Arnaud, 2012; Song, Ke, Huang, & Richards, 2015; Song, Sheng, Ke, Nie, & 
Wang, 2016).  
 
Knowledge of the processes driving terminus morphology and the expansion of freshwater 
lakes (Carrivick & Tweed, 2013; Immerzeel, Pelliciotti, & Bierkens, 2013; Liu et al., 2015; Miles, 
Willis, Arnold, Steiner, & Pellicciotti, 2017) has been predominantly developed in a marine 
setting (Luckman et al., 2015; Mernild, Liston, & Hiemstra, 2014; Rignot, Fenty, Xu, Cai, & 
Kemp, 2015; van der Veen, 2002). However, it is known that calving rates and subaqueous 
melt rates are orders of magnitude lower in freshwater environments (Boyce, Motyka, & 
Truffer, 2007; Truffer & Motyka, 2016a; van der Veen, 2002; Warren, Benn, Winchester, & 
Harrison, 2001).  While calving is a complex process that involves multiple processes that 
operate at different scales at different times of the year, similar calving patterns have been 
observed at Tasman/Haupapa Glacier, and these can be related to ice cliff and buoyancy 
conditions (van der Veen, 2002; Boyce et al,. 2007). Benn & Astrom (2018) have suggested 
that these observational similarities could be combined with a detailed process-based 
understanding of calving mechanics, resulting in simple calving laws that can reliably predict 
ice front locations. 
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1.0.3 Research aim 
The aim of this thesis is to provide an integrated view of processes that effect near terminus 
velocity, calving, and subaqueous morphology at Tasman Glacier. 
 
1.0.4 Research Objectives 
This research will address the following: 
1) Are there relationships between near-terminus surface velocity, iceberg calving and 
subaqueous terminus morphology? 
Previous research has highlighted important linkages between surface velocity and iceberg 
calving (Benn & Astrom, 2018), due to the relationship between velocity, tensile stress and 
crevasse development (Benn & Astrom, 2018). Because of the impact surface velocity can 
have of the rate calving, multiple studies have used remote sensing techniques such as 
satellite imagery to map the velocity variation through feature tracking algorithms (Redpath 
2013, Kaab et al., 2016, Herman et al. 2011). Although highly accurate surface velocity 
measurements can be made using a series of stakes on the glacier surface, these 
measurements are often of inconsistent spatial and temporal resolutions, in that they require 
multiple field trips to collect data from stakes that have generally been placed only on the 
most accessible parts of a glacier resulting in low spatial coverage (Scherler et al. 2008). 
Satellite imagery has, therefore, become more widely used, as it provides global coverage, 
allowing for mapping of quantitative changes in spatial and temporal velocity patterns (Yan 
et al, 2018). However, the quality of the imagery and the significance placed on the results of 
the spatial and temporal velocity patterns will always be influenced by the time interval 
between images and the method used to derive velocity.  
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This study aims to highlight temporal and spatial variation in surface velocity, derived from 
Sentinel satellite imagery with a spatial resolution of 10 m. Previous studies of surface velocity 
at Tasman/Haupapa Glacier have used satellite imagery with 15 m resolution (Quicey et al. 
2009; Herman et al. 2011; Redpath et al. 2013; Haritashya et al. 2015). The higher resolution 
of the Sentinel imagery may be able to further refine velocity patterns at the near terminus.  
For this study, the spatial and temporal variation in subaqueous morphology using 
bathymetric survey methods outlined by Purdie et al. (2016). Bathymetric surveys from 2013-
2015 (Purdie et al. 2016) and 2016-2018 (this study) are assessed to help understand how the 
subaqueous morphology evolves over time in relation to velocity and calving events at the 
terminus of Tasman/Haupapa Glacier. 
 
 
2)  Do the limnological characteristics of the lake influence subaqueous morphology? 
Based on the relationships between water temperature, subaqueous melting and 
subaqueous terminus morphology this study will use a combination of vertical temperature 
profiles, lake surface temperature, lake level time series data and satellite imagery to identify 
processes and lake conditions that could affect the development of subaqueous morphology. 
It has been suggested that limnological characteristics enhance both subaqueous melt and 
calving rates, and that conductivity temperature depth casts could be useful when combined 
with high-frequency multibeam sonar to map subaqueous processes. Repeatable bathymetric 
surveys of the near terminus at Tasman/Haupapa glacier from 2013 - 2018 can help identify 
whether the spatial and temporal calving patterns identified by Dykes (2013) are linked to the 
subaqueous morphology and hydrology.  
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1.0.5 Thesis structure 
This thesis is broken into 6 chapters. The first chapter is an overview of the importance of 
research on glaciers calving into freshwater lakes and outlines the research aim and 
objectives. The second chapter provides a literature review on calving, velocity and 
subaqueous morphology, with a focus on calving processes in freshwater lakes. Chapter 3 
outlines the study area at Tasman/Haupapa Glacier and explains how the calving terminus 
has evolved over the years as the lake expanded. The methodology used in this study is set 
out in chapter four, in particular feature tracking process and uncertainty analysis used to 
derive surface velocity from satellite imagery, and the identification of lake conditions and 
terminus morphology. Research results are presented in chapter 5. Chapter 6 discusses the 
relationships between velocity, calving and subaqueous morphology using a series of 
diagrams that show how the processes spatially and temporally integrated at the terminus. 
Lake characteristics and how they influence subaqueous morphology is also discussed and 







Chapter 2 – Literature Review 
2.0 Mass balance 
2.0.0 Glacier mass balance 
The mass balance of a glacier is the net result of accumulation (the glacier gains mass) and 
ablation (the glacier loses mass), as shown in Figure 1. The two areas are separated by the 
Equilibrium Line Altitude (ELA) where annual net accumulation and ablation are equal (Benn 
& Evans, 2010).  
 
 
Figure 1 : Diagram showing the different components that make up mass balance, the accumulation side of the 
glacier gains mass while the ice in the ablation zone loses mass. From Garinger Earth Science 2014-2015. 
Retrieved March 08, 2019 from 
https://garingerearthsci.weebly.com/uploads/3/7/7/3/37738075/glacial_diagram.jpg 
 
A positive mass balance indicates that the glacier is gaining mass (net accumulation is greater 
than net ablation). A negative mass balance (net ablation is greater than net accumulation) 
indicates the glacier is losing mass. Precipitation falling as snow is an important factor 
influencing mass gains in the accumulation area. Some of the highest rates of accumulation 
through precipitation occur in mountainous maritime regions (Benn and Evans, 2010). Wind 
processes and avalanche material can also contribute to and influence the net mass of the 
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accumulation area. Mass lost in the ablation area is influenced by a combination of processes 
at the terminus through melting, evaporation and calving. 
 
2.0.1 Ablation through calving 
Calving is the process of volumes of ice breaking away or collapsing from a glacier terminus. 
Calving is an important process influencing the mass balance of a glacier, as the calving 
process is a cause of high rates of ablation in comparison to melt out rates alone. Current 
models use mass balance to help understand how glaciers are responding to changes in 
climate and how they may respond to future climatic conditions. The most notable example 
of this is at the polar ice sheets where calving is the dominant reason for mass loss of the ice 
sheets ( Benn, Warren, & Mottram, 2007; Rohl, 2006). The Arctic and Antarctic area has been 
heavily researched as it contains approximately 87% of the worlds fresh water supply (van 
der Veen, 2002).  
 
Research into calving in freshwater settings has increased in recent times in areas such as 
Alaska, Patagonia, and Bridge Glacier in British Colombia. This glacier shares glacial 
characteristics similar to Tasman Glacier in New Zealand. The Bridge Glacier has experienced 
retreat as a consequence of rapid calving from 1991 - 2013. Through the use of a distributed 
energy balance model, calving patterns of the glacier (specifically the percentage of ablation 
resulting from calving) was studied. Across individual seasons, calving was found to be 
responsible for ~49% of ablation, but ice lose from calving was a lot less when averaged over 
multiple seasons from 1984-2013, with only 10 – 25% of ablation attributed to calving 
(Chernos, Koppes, & Moore, 2016). The calving characteristics of Bridge Glacier were found 
to be similar to that of other lake terminating glaciers. A period of down-wasting of buoyant 
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termini is followed by a rapid step like retreat. This pattern may be common among glaciers 
that calve in freshwater settings, suggesting ta temporal control on calving behaviour 
(Chernos et al. 2016). However spatial and temporal relationships of subaqueous features 
such as ice ramps could be examined further. Chernos et al. (2016) acknowledged ice ramps 
at glaciers terminating in freshwater settings, such as the Mendenhall Glacier in Alaska and 
the Yakutat Glacier, exhibit different subaqueous calving characteristics.  
 
2.1 Calving processes 
The laws of calving glaciers are yet to be fully defined. This is due to the complex nature of 
glacier calving that can vary over geographical settings. Calving termini can be fully buoyant 
or remain grounded, some have subaqueous ice ramps or ice shelves, and some termini can 
experience all these variables at different stages of calving. Current models use mass balance 
to help understand how glaciers are responding to changes in climate and how they may 
respond to future climatic conditions, but are normally limited or tailored to a specific glacier 
geometry Benn and Evans (2010). Although it is not possible to precisely model all the details 
for every calving event, calving laws based on empirical or theoretical considerations are the 
optimum method for detailing ice loss through calving (Benn & Astrom 2018).  
 
Calving rates and ice dynamics have previously been modelled using the ‘master’ and ‘slave’ 
theory (Benn et al. 2007) and can be argued two ways. The first is that ice dynamics is 
considered the ‘master’ process, where changes in the dynamics up glacier trigger changes in 
the ‘slave’ process of calving, thereby affecting terminus stability. The second form of this 
theory is the reverse, whereby calving processes are considered the ‘master’ process that 
triggers a change in ice dynamics up glacier (Benn et al. 2007). The accepted empirical 
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approaches to quantify the calving rate depends on if the calving processes is considered the 
‘master’ or ‘slave’.  
 
The “water depth” model was derived from a large dataset that included a sample of 12 
Alaskan tidewater water glaciers assessed by (Brown et al. 1982). This model assumes that 
ice dynamics are the ‘slave’ process that trigger changes in the near terminus with calving 
rate considered the ‘master’.  The study found a strong correlation between the rate of calving 
and depth of water for all 12 glaciers (Eq. 1). The depth to water model stipulates that there 
is a linear relationship between calving rate and water depth at the terminus (Brown et al. 
1982). The model uses independent variables from the glacier, along with ice velocity to 
predict the changes in terminus position (Benn et al. 2007). This model has been widely 
accepted for predicting calving processes on grounded tidewater glaciers. 
Water depth equation (1): 
UC = a + b DW 
( 1 ) 
Where UC is the calving rate, a and b are empirically derived calving coefficients and DW is the 
width averaged water depth. The depth to water model predicts calving rates well when 
annually averaged data is used but not when seasonal variation is taken into consideration.  
The linear relationship between calving and water depth also breaks down during periods of 
rapid glacial retreat (Van der Veen,2002; Vieli et al 2001). It was suggested by Van der Veen, 
(2002)  that where termini experience periods of floatation the calving mechanism would be 
similar to that of floating ice shelves, however the depth to water model does not allow for 




A new calving model was put forward by Van der Veen,  (1996) the “height above buoyancy” 
model. This model treated calving as the ‘slave’ process whereby changes in terminus position 
were instigated by changes in the ice dynamics – the ‘master’ process. The height above 
buoyancy model stipulates that the terminus will become buoyant if it exceeds the floatation 
thickness of the terminus (Eq 2). If the terminus thins below the floatation thickness (𝐻𝑂)  the 
terminus will become buoyant and calving is likely to commence until the terminus has 
reached a stable position where the height above buoyancy criterion exceeds the floatation 
thickness. 
To establish if the terminus of a glacier is buoyant or not can be calculated from equation (2) 
; the buoyancy depends on the thickness of the glacier. 
Floatation thickness equation: 
 
            ( 2 )  
Where Hf is the floatation thickness, ρw is the water density (1000kg m-3), ρi is the density of 
the glacier ice (917 kg m-3) and Dw is the water depth.  
 
This calculation is limited for predicting calving dynamics due to the complex interactions with 
other glacier dynamics such as subglacial hydrology, ice acceleration, ice fracture patterns 
and the energy exchanges between ice and water bodies (Benn et al. 2007; Cuffey & Paterson, 
2010). The controlling factor for the terminus of the glacier to remain above buoyancy (𝐻𝑂) 
is determined by the height of the terminus shown below (Eq. 3) where 𝐻𝑇 is the ice thickness 




Height above buoyancy equation: 






The height above buoyancy model does not attempt to calculate calving rates but rather sets 
the boundary conditions for which calving would be instigated (van der Veen, 2002). This 
model is unable to be used when assessing ice shelves, and therefore cannot be used in a 
marine environment, as the height above buoyancy is considered zero (Benn et al. 2007). The 
model also fails to explain calving events on termini that greatly exceed the floatation 
thickness.  
 
Despite the limitations in both empirically derived models outlined above, they have shown 
robust but often opposing conclusions such as the results derived from the same 17 year-long 
dataset from the Colombia Glacier (Meier,1994,1997; van der Veen, 1996). Both models are 
successful in explaining components of calving rates in certain circumstances and 
environments, but a single unifying calving law has yet to be established. Calving is not an 
isolated process. If unifying calving themes are to be identified in order to solidify the laws of 
calving, then other glacial processes such as subglacial hydrology, basal drag, lateral drag and 
longitudinal stress need to be considered (Benn & Evans, 2010). 
 
2.2 The hierarchy of calving processes  
Ablation due to calving is driven by two dominant processes. Mechanical and thermodynamic 
processes dictate the interactions between ice and water in relation to calving (Truffer & 
Motyka, 2016b). A hierarchy of mechanical processes that instigate calving was divided into 
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first, second and third orders of control by Benn et al. (2007). Strength of strain rates and 
velocity were listed as the first order of control, which in turn determine the location of 
fracture propagation, listed as a second order of control, along with thermal under cutting 
and buoyant flexure. Subaqueous morphology (specifically ice ramps) were listed as a third 
order of control because aerial calving processes (in the first and second orders) determine 
rates (Benn et al. 2007).  The mechanical and thermal processes that effect ice dynamics and 
calving processes are examined in the following sections. 
 
2.3 Mechanical 
There are 4 main mechanical processes identified by Benn et al. (2007) whereby calving 
events can occur:  
1. Stresses associated with surface velocity gradients 
2. Force imbalance at terminal ice cliffs  
3. Thermal undercutting 
4. Torque from buoyant processes 
2.3.0 Stresses associated with surface velocity 
Velocity is an important component when assessing the calving rate of glaciers. By 
establishing the velocity gradients and the proportions of basal drag, lateral drag and 
longitudinal strain near the terminus, the location of calving margins can be identified to help 
explain the calving settings of the termini (Benn & Evans, 2010).  The relationships and 
positive feedback loops are demonstrated below in Figure 2. 
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Figure 2: Positive feedback loops identified that result from effective pressure-dependent basal motion and 
longitudinal strain rates on calving and dynamic thinning. (Benn et al. 2007) 
 
The movement of glaciers at its lower speeds can be attributed to internal deformation 
through ice creep and regelation slip. In glaciers with higher velocities, the increased speed 
can be related to basal slip, where the ice of the glacier can separate or slide over the bed and 
produce deformation in the basal sediment, depending on the type of bed the glacier is 
residing on i.e. hard or soft (Cuffey & Paterson, 2010). Where the terminus is grounded, there 
will typically be an increase in ice velocity in the near terminus region. This can be attributed 
to a reduction in basal drag as the glacier approaches floatation (Benn & Evans, 2010; van der 
Veen, 2002). Calving rates of a grounded terminus often increase with an increase in seasonal 
velocity. During the spring and summer months more meltwater input to the subglacial 
drainage system increases water pressures, leading to greater speed and in order for the 
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terminus to remain grounded the calving rate must increase accordingly (van der Veen, 2002).   
 
A differential ice flow at the surface that is faster than ice flow near the base of the glacier 
can result in an over steepening at the near terminus. Differential ice flow stretches the ice, 
allowing for propagation of crevasses, sometimes down to the glacier base. Preferential 
calving can occur along these lines of weakness (Figure 3).  
 
Figure 3: Diagram showing calving processes due to a heavily crevassed terminus. From AntarcticGlaciers.org – 
Explaining the science of Antarctic glaciology. Retrieved March 08, 2019, from 
http://www.antarcticglaciers.org/glacier-processes/glacial-lakes/calving-of-freshwater-glaciers/ 
 
If tensile stresses are large enough for the crevasses to propagate to depth in the ice, this can 
trigger calving events. When identifying factors that control or contribute to the location of 
calving, crevasse and velocity patterns are considered the first order of control (Benn et al. 
2007). 
 
2.3.1 Force imbalance at terminal ice cliffs 
Force imbalance at the terminus can initiate calving. This is due to the differences in pressure 
as the terminus ends in both freshwater or marine settings. The water produces an opposing 
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force on the subaqueous ice, whilst no opposing pressure is produced on the aerial terminus 
ice (Figure 4). The differences in pressure can create a build-up of tensile and shear stresses, 
leading to the development of crevasses.  
 
Figure 4: Diagram showing calving resulting from force imbalances. From AntarcticGlaciers.org – Explaining the 
science of Antarctic glaciology. Retrieved March 08, 2019, from http://www.antarcticglaciers.org/glacier-
processes/glacial-lakes/calving-of-freshwater-glaciers/ 
 
2.3.2 Thermal undercutting 
Calving can also be instigated through thermal erosion. Where ice is in contact with water, 
melting will engineer the formation of thermal notches. Thermal notches develop in both tidal 
and temperate conditions but are often inhibited during the winter months if the water 
freezes over. The rate at which ice melts at the waterline is dependent on the type of water 
circulation. Where there is only minor variation in the vertical temperatures in the water 
column, ice melt rates are thought to be small, this process is known as free convection. The 
opposite of this is forced convection, common in temperate tidewater settings, where intense 
upwelling of meltwater from the bed of the glacier drives convection currents. This results in 
higher energy fluxes and therefore higher melt rates than those associated with free 
convection (Benn & Evans, 2010). Glaciers in tidewater settings have been found to have a 
 36 
much higher waterline melt rates than glaciers in freshwater settings. This can be attributed 
to the greater effects of currents and wave characteristics that may not be present at the 
same intensity in freshwater lake settings (Rohl, 2006).   
 
Thermal erosion at or below the water line can undercut ice cliffs, removing support from the 
subaerial part of the ice cliff at the terminus and causing an increase in stress, that can result 
in calving of undercut pillars (Benn & Evans, 2010) (Figure 5).  
 
 
Figure 5: Diagram showing calving processes due to thermal notch development, water erodes ice at the 
waterline removing support of the subaerial ice cliff. From AntarcticGlaciers.org – Explaining the science of 
Antarctic glaciology. Retrieved March 08, 2019, from http://www.antarcticglaciers.org/glacier-
processes/glacial-lakes/calving-of-freshwater-glaciers/ 
 
It was found by Rohl, (2006) that the effectiveness of this process was in part controlled by 
the ice melt rate and the location along the terminus where the melting was occurring. The 
spatial variation of ice melt is dependent on a number of factors, including water circulation 
patterns and variations in water levels, such as fluctuations in lake levels from rain events and 
water stratification (Benn & Evans, 2010;Rohl 2006).  
2.3.3 Torque from buoyant forces 
Calving rates can be influenced by ice thickness and water depth. van der Veen (2002) 
suggested that that calving rates can be inversely proportional to the height above buoyancy 
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(Eq. 2). If down-wasting of the glacier causes it to thin below the floatation thickness, the 
terminus can become buoyant. A buoyant terminus is not in equilibrium (Benn & Evans, 
2010). If bending stresses cannot be accommodated through deformation, then basal 
crevasses may form at the base of the ice tongue as seen in Figure 6 below. 
 
Figure 6: Diagram showing calving processes due to bouancy, this shows buoyancy calving to depth. From 
AntarcticGlaciers.org – Explaining the science of Antarctic glaciology. Retrieved March 08, 2019, from 
http://www.antarcticglaciers.org/glacier-processes/glacial-lakes/calving-of-freshwater-glaciers/ 
 
Glaciers in freshwater settings can sustain terminus buoyancy for longer periods than their 
tidewater counterparts. This is due to the lower order of magnitude perturbations 
experienced in a closed system. A freshwater glacier can sustain a steady buoyant terminus 
and accommodate slow perturbations, examples of this have been recorded at the 
Mendenhall Glacier where the floating terminus remained intact for ~2 years (Boyce et al. 
2007), and at the Yakutat Glacier which sustained a floating terminus ~3km long for over a 
decade (Trussel et al. 2013). It has been documented that calving in these settings is triggered 
by an increase in buoyant forces acting on the terminus tongue. This results in rare but high 
magnitude calving events (Boyce et al. 2007).   
 
The Mendenhall Glacier in Alaska calves into a proglacial lake. The buoyant terminus of the 
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glacier had an increase in net upward forces, causing upward warping and raising thermal 
notches out of the water. The glacier did not reach hydrostatic equilibrium and as a result 
underwent a series of large calving events. The Bridge Glacier in British Colombia also 
exhibited periods of low frequency, high magnitude calving events. This type of calving 
pattern supports the concept that glacier dynamics respond to large calving events by 
alleviating terminus instability and inhibiting future calving (Venteris, 1999; Benn et al. 2007).   
 
Buoyant forces can also cause subaqueous calving of ice feet or ramps that extend out from 
the terminus. Studies have shown that a subaqueous calving event is often preceded by a 
subaerial calving event (Boyce et al. 2007). This pattern was observed at Tasman Glacier in 
New Zealand at the end of 2015, and again in early 2018, when a portion of the subaqueous 
ice ramp calved and was followed by a large subaerial calving event off the main ice cliff. This 
pattern is thought to be related to a sudden reduction in the pressure on the subaqueous ice 
feature which then increases the net upward forces acting on the subaerial ice, triggering 
subaerial calving if hydrostatic equilibrium is not achieved (Benn & Evans, 2010). 
 
2.3.4 Summary of mechanical processes 
By identifying which series of processes are acting on the terminus, the calving settings at the 
near terminus can be explained. Mechanical calving processes relate to the first and second 
order of controls of the calving hierarchy as set out by Benn et al. (2007). The processes may 
vary in magnitude across time and space, as they have at Tasman/Haupapa Glacier, which 
underwent a period of rapid calving followed by a period of low frequency but high magnitude 
calving events (Purdie et al. 2016; Dykes et al. 2011).  Subaqueous morphology, the third order 
of control outlined by Benn et al. 2007 is dependent on the first and second orders of control, 
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however the structure of subaqueous ice ramp development is also dependent on 
thermodynamic processes. 
2.4 Thermodynamics 
Thermodynamic processes affect lake temperature, currents, density differences and 
suspended sediment concentrations (Truffer & Motyka, 2016a). The thermodynamic 
processes of a glacier can determine the formation of subaqueous morphology and 
subsequent calving of subaqueous morphology. Calving glaciers can form underwater ice 
ramps or ‘ice feet’ (Figure 7) and although this is thought to be due in part to differences in 
the rates of subaerial and subaqueous calving rates previously identified (Robertson, Benn, 
Brook, Fuller, & Holt, 2012), spatial and temporal variability of these subaqueous features 
indicate that other processes such as thermodynamics also exert control (Purdie et al. 2016; 
Robertson et al. 2012).  
 
Figure 7: Diagram showing buoyant calving of subaqueous ice ramps, ice ramps may develop from a difference 
in subaerial and subaqueous calving rates. From AntarcticGlaciers.org – Explaining the science of Antarctic 




Subaqueous morphology such as ice ramps and ice toes will buoyantly calve once the 
subaqueous ice feature exceeds the critical shear stress of the ice (Hunter & Powell, 1998), 
and the point at which the ice exceeds the critical shear stress will vary depending on physical 
processes. 
Thermodynamic processes that control subaqueous melt rates are dependent on the heat 
transfer and conductivity through the water body (Truffer & Motyka, 2016b). Subaqueous 
melt rates of tidewater glaciers differ from those of freshwater lakes. In tidewater glaciers, 
subaqueous melt is driven mainly through density differences between subglacial meltwater 
and seawater. The mixing of these waters forms a buoyant discharge by incorporating the 
warm ocean water with the glacial meltwater. This enables heat to transfer from the water 
to the ice thereby enhancing melting at the calving front (Motyka, Hunter, Echelmeyer, & 
Connor, 2003). 
 
Freshwater glaciers experience smaller perturbations overall, making them more stable than 
glaciers in a tidal setting (Boyce et al. 2007). For glaciers calving in freshwater settings, the 
buoyancy of the subglacial meltwater is much lower than that of a tidewater glacier. This is 
related to very small density differences between the subglacial meltwater and the water in 
the lake, which limits up-welling and heat exchange and inhibits subaqueous melting. 
Freshwater glaciers can produce floating ice tongues and infrequent but large calving events 
due to flatter topography, lower velocity and strain rates and less crevassing (Truffer & 
Motyka, 2016a). Due to this more stable setting, subaqueous morphology such as ice ramps 
can develop up to 300 m in freshwater settings, compared with open tidewater systems 
where reports of long ice ramps are not as common (Robertson et al. 2012). This is attributed 
in part to the closed heating and cooling system in a proglacial lake, compared with the 
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greater heat transfer opportunities caused by ocean currents in open tide water systems 
(Truffer & Motyka, 2016b).  
 
Sugiyama et al. (2016) studied the thermal structure of three calving glaciers ending in 
proglacial lakes in Patagonia to better understand subglacial processes between ice and 
water. They found that the thermal structure of the lakes showed a significant difference 
when compared with data collected from glacial fiords. This was due to the water density 
being controlled primarily through suspended sediment concentrations instead of through 
water temperature, which is the dominant control in tidal settings (Sugiyama et al. 2016).  
 
They found that heat transfer in the upper ~180m of the lake was active, due to wind-driven 
circulation mixing, however cold glacial water filled the area near the bottom of the lake 
which had no efficient heat transfer to the ice-water interface. This meant there is no 
upwelling current from the subglacial discharge (Figure 8.). This separation of the two layers 
was due to the turbid glacial water being denser that ambient lake water (Sugiyama et al. 
2016). This temperate structure of proglacial lakes that have an upper mixed warmer layer 
overtop a denser cooler layer has the potential to create subaqueous features such as ice 




Figure 8: One example of thermal stratification with cool water near the base of the glacier which is contained 
be a topographical feature and warm water mixing at the top. Ice toes and ramps can form from this 
preferential melting. Figure adapted from (Sugiyama et al. 2016).  
 
2.4.0 Subaqueous Melt Rates and Calving 
An assessment of thermodynamic processes can help establish a subaqueous melt rate in 
glaciers that calve into proglacial lakes.  The subaqueous melt rate is a key process that can 
be used to help explain spatial and temporal variation in subaqueous morphology. Modeling 
by Slater et al. 2015 showed that submarine hydrology had a significant effect on submarine 
melt rates in a tidewater glacier and that subglacial hydrology in a distributed system could 
produce more melt than that of a channelised system. This indicates that subglacial hydrology 
is a controlling factor on the spatial distribution of melt, which may also impact the 
development of subaqueous morphology and rate of calving.   
The main controls on subglacial meltwater in freshwater settings are dependent on the 
temperature and pressure of the lake as well as sediment concentrations (Sugiyama et al. 
2016). Glaciers terminating into lakes, such as the Yakutat Glacier in Alaska, have cold 
temperatures and lack density driven currents, so ablation rates can be calculated purely 
through surface mass balance. This differs markedly from the processes acting on the 
terminus at Tasman/Haupapa Glacier New Zealand, where subaqueous melt processes play a 
role in the variation of calving and terminus morphology (Gulley, Benn, Screaton, & Martin, 
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2009). At Tasman Glacier, Purdie et al. (2016) noted that a large iceberg showed evidence of 
circulation derived melting, indicating that changes in subglacial hydrology and or convection 
currents may influence the locations along the terminus where ramps can form.   
 
2.5 Influence of Supraglacial Ponds 
Relationships between supraglacial pond distribution and surface velocity and hydrology 
(Gulley et al. 2009; Hoffman & Price, 2014; Immerzeel et al. 2014; Miles et al. 2017) may 
influence calving processes and near terminus morphology. The development of supraglacial 
ponds on the near terminus of a debris covered glacier can often precede rapid calving. Small 
individual ponds may coalesce to form larger ponds, eventually forming or enlarging an 
existing proglacial lake (Chikita and Yamada, 2005; Rohl, 2008). Evidence of this happening 
was recorded in the late 1990’s at the Khumbu Glacier where Naito’s et al (2000) modelling 
found that ponds were now persisting through the year and in some cases were coalescing to 
forming larger ponds in the lower terminus region. Observations of pond development on the 
Eastern margin of the Khumbu Glacier by Watson et al 2016 supported the idea that the 
glacier may be entering a transitional phase that will enhance lake development.  
Despite making up a small percentage of the glacier surface supraglacial ponds are an 
important component of ablation processes. It was found at the Lirung Glacier, a debris 
covered glacier in Langtang in the Himalayas the ice cliffs accounted for up to 18% of the 
ablation rate, despite the supraglacial ponds only covering 2% of the area of the glacier (Sakai 
et al. 2000). The persistence of supraglacial ponds is often dependent on the hydraulic 
connection of the englacial drainage system, which is in turn controlled by the position of the 
englacial conduits and supraglacial topography (Miles et al. 2017). 
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Debris covered glaciers can insulate ice from melting providing the debris cover exceeds a few 
centimeters in thickness, however if the debris cover is thin then the melt rate can accelerate 
and enhance melting due to a lower albedo. This results in the formation of supraglacial ponds 
(Benn et al. 2012). The irregular topography of debris covered glaciers causes the debris 
thickness to fluctuate. The development of supraglacial ponds is largely controlled by the 
gradient of the glacier and the surface velocity. The presence of supraglacial ponds has 
previously been recorded on glaciers with surface gradients <10° (Miles et al. 2017). In New 
Zealand supraglacial ponds have developed on glaciers with a surface gradient of < 2° (Rohl, 
2008). In areas with a low surface gradient water can accumulate in depressions forming 
supraglacial ponds (Miles et al. 2017). Mapping in the Langtang Valley of Nepal from 1999-
2013 using a combination of remotely sensed ASTER imagery and high-resolution UAV data 
demonstrated that surface velocity speeds and supraglacial ponds on the Langtang glacier 
were decreasing approximately 12km from the terminus (Kraaijenbrink, Shea, Pellicciotti, 
Jong, & Immerzeel, 2016). It was found that there was no distinct spatial distribution of 
supraglacial ponds on the glacier and linked high pond densities to low gradients and low 
velocities.  
 The formation of ice cliffs can also enhance the formation and development of supraglacial 
ponds. Ice cliffs can be formed from the slumping of debris slopes, which in turn exposes the 
ice, enhancing melting processes. Ice cliffs can also be formed through surface subsidence 
from the collapse of englacial voids or through calving into supraglacial lakes (Benn et al. 
2012). The exposure of ice cliffs around the margins of supraglacial ponds can enhance the 
ablation process through ice cliff retreat as a result of calving processes or back-wasting from 
melt out processes (Benn et al. 2012). When the ice is exposed through slumping of slopes or 
from surface subsidence the exposed ice is typically dirty, resulting in a low albedo. The dirty 
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ice can readily absorb the incoming radiation causing melting. Subsequent melt rates can also 
be enhanced by the long wave radiation emitted from the surrounding warm debris surface 
(Sakai et al. 2002).  
 
Multiple studies have recorded seasonal variation in supraglacial pond formation, drainage 
and water temperatures (Rohl, 2008; Narama et al. 2017; Watson, 2016; Miles et al. 2017). 
The total pond area on a debris covered glacier is often the largest at the onset of the melt 
season (Miles et al. 2017; Watson et al. 2016), followed by a decrease later in the season 
resulting from a greater degree of connectivity to the englacial drainage network (Narama et 
al. 2017). While small and temporary ponds have little effect on changing ice dynamics, large 
supraglacial ponds can influence the rate and direction of the ice flow. Supraglacial ponds can 
exist in areas of high surface velocity however these ponds are typically temporary with high 
surface velocities creating a strain on the pond walls. This will eventually result in fractures 
and crevasses leading to drainage of the pond (Rohl, 2008) which influences the glaciers’ 
hydrology system, changing it from a slow distributed system to a fast channelised system 
and enhancing the velocity and deformation of the glacier (Mair, Nienow, Sharp, Wohlleben, 
& Willis, 2002).    
 
The relationships between englacial conduits, ice cliffs, and glacial lakes are highlighted as key 
factors that control ablation on debris covered glaciers. Future research should focus on the 
interaction of these relationships to further understand the dynamics of debris covered 
glaciers (Immerzeel et al. 2014) and also on supraglacial pond persistence and recurrence over 
seasonal periods and how this interacts with englacial systems. Seasonal variation in ponds 
on the glacier may have an important link to the hydrology and mass balance of the glacier 
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(Miles et al. 2017).  
 
2.6 Summary 
This literature review has outlined the concepts of calving, with a specific focus on glaciers 
that calve into lakes. Calving, velocity and the development of subaqueous morphology are 
not the result of a single process, but a combination of several processes acting at different 
spatial and temporal scales. The nature of calving is complex, with glaciers enduring multiple 
mechanical and thermodynamic stresses that act on the near terminus. This complex nature 
may mean that no one uniform calving law will be able to explain calving at all types of 
glaciers, and while exact models may only be specific to the geometry of each individual 
glacier, there are still similarities between processes that can be used to help explain the 
behavior of glaciers. 
 
The number of temperate glaciers that are forming or have formed proglacial lakes has risen 
in recent years. This is particularly notable in the Himalaya region, where glaciers are 
important factor in the hydrological cycle, providing fresh water for villages in the catchment 
and for agricultural purposes. These glaciers are not always easily accessible making it difficult 
to obtain high spatial and temporal surveys of lake bathymetry and full limnological 
assessments.  
 
Tasman/Haupapa Glacier is a debris covered glacier that terminates into a freshwater lake in 
the Southern Alps of New Zealand. The glacier has been through a significant period of 
downwasting, eventually transitioning to a calving glacier that terminates in a proglacial lake. 
This glacier lake is easily accessible allowing for high resolution surveys to be conducted on 
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an annual basis. Findings at Tasman Glacier on how processes such as calving, velocity, pond 
formation and lake limnology effect the development of subaqueous morphology can be 
compared with processes at other temperate glaciers to help predict how the ice dynamics 





Chapter 3 – Study Site 
3.0 Tasman/Haupapa Glacier 
The Tasman/Haupapa Glacier is a debris-covered, calving glacier located on the eastern side 
of the Southern Alps in Aoraki Mount Cook National Park of New Zealand. It is New Zealand’s 
longest glacier at ~23km in length, contains a third of the total ice volume in New Zealand 
(Chinn, 2001), and is ~600m thick (Hart, 2014). Despite the insulating effects of the debris 
cover, the glacier experienced a period of down-wasting, eventually developing a lake in the 
late 1980s. The proglacial lake, Lake Tasman, is over 5 km in length and up to 240 m deep 
(Purdie et al. 2016). Tasman/Haupapa Glacier has an actively calving terminus, retreating at a 
rate of ~140 m per year (Purdie et al. 2016). 
 
Figure 9: Study site A: Tasman/Haupapa Glacier is located on the eastern side of the Southern Alps of New 
Zealand and is situated in the Aoraki/Mt Cook National Park. The extent of the study area is shown in the blue 
box. B: Extent of Tasman/Haupapa Glacier from where the annual surface velocity was calculated. The main 
trunk of Tasman/Haupapa is fed by a number of tributaries. This study focuses on the ice below the 






following chapters.   
3.1 Velocity 
3.1.0 Surface velocity trends from previous research at Tasman/Haupapa Glacier 
Surface velocity surveys at Tasman/Haupapa Glacier date as far back as 1891 (Table 1). 
Brodrick recorded a maximum surface velocity of 0.46 md -1 below Ball Hut.  Anderton (1975) 
measured surface velocities using stakes between 1971 and 1972 below Ball Hut, where it 
was estimated the glacier had thinned ~180 m since 1891. Surface velocities at the site 
measured 0.24 md -1, showing Tasman/Haupapa Glacier had slowed considerably in this area 
since it was surveyed by Brodrick (1891).  
Table 1: Surface velocity record of Tasman/Haupapa Glacier for regions of the Hochstetter, Ball Glacier region 
and the full glacier. 
 
Reference Location and year(s) Velocity (md-1) 
Brodrick (1891) Ball glacier region 0.46 
Anderton (1975) Ball glacier region 1971 - 1972 0.24 
Kirkbride (1995) Ball glacier region 1971 0.01 
Kirkbride (1995) Ball glacier region 1986 0.27 
Kirkbride (1995) Terminus region 1986 0.009 
Kirkbride and Warren (1999) Terminus region 1995 0.07 
Kaab et al. (2002) Main trunk of glacier 2000-2001 0.14 
Quincey and Glasser (2009) Hochstetter region 2002, 2006 and 2007 0.41 
Herman et al. (2011) Full glacier 2002,2006 0.24 
Redpath et al. (2013) Hochstetter region 2009,2010,2011 0.41 
Redpath et al. (2013) Above the Hochstetter 2009,2010,2011 0.82 
Haritashya et al. (2015) Full glacier 2002,2006,2007,2009,2010,2012,2014 0.01 
Haritashya et al. (2015) Full glacier 2002,2006,2007,2009,2010,2012,2014 0.03 
Horgan et al. (2015) Terminus and Ball Glacier region 2012 - 2014 0.40 




From 1957 - 1986 Kirkbride, (1995) used photogrammetry to survey the movement of 
boulders on the glacier surface. These measurements were supplemented with a survey of 
the surface velocity using surface markers. Photographs from 1957, 1971 and 1986 were used 
as image pairs to map the movement of boulders down the terminus. Time intervals between 
each image needed to be large in order to reduce the measurement error of tracking the 
boulders, this meant each photo had a time interval on 14-15 years. The long-time interval 
meant that interannual variation in the surface velocity could not be inferred. It was also 
observed that flow lines at the near terminus would converge towards the areas of the 
terminus featuring thermokarst erosion, suggesting that glacier velocity is influenced by these 
features.  
 
By 1995 the glacier was showing signs of acceleration after years of stagnation (Kirkbride and 
Warren, 1999). The increase in surface velocity was linked to the propagation of new 
crevasses forming at the near terminus indicating an extending ice flow towards the centre 
of the lake. The development of these crevasses at the near terminus provide lines of 
weakness, which are then exploited by stresses leading to a period of rapid calving (Kirkbride 
and Warren, 1999). The increase in surface velocity observed prior to the faster calving period 
by Kirkbride and Warren, (1999) in this instance supports the theory that ice dynamics may 
be the master process and calving the slave process.  
 
From 2000 onwards multiple surface velocity surveys have been conducted using remote 
sensing methods. Surface velocity assessments for Tasman/Haupapa Glacier using 15 m 
resolution ASTER (Advanced Spaceborne Thermal Emission and Reflection Radiometer) 
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satellite imagery was conducted by Kaab et al. (2002); Quincey & Glasser, (2009); Herman et 
al. 2013; Redpath et al. (2013); Haritashya, Pleasants, & Copland, (2015). 
 
Both Kaab et al. (2002) and Quincey & Glasser, (2009) found surface velocity decreased from 
the Hochstetter confluence down towards the near terminus. Surface velocity near the 
terminus was found to be nearly stagnant by Quincey & Glasser, (2009) and Herman et al. 
(2011). The images used by Quincy & Glasser, (2009) to discern surface velocity had a 16-day 
time interval, which may have been too long an interval to see small fluctuations in velocity 
at the near terminus. Redpath et al. (2013) found that Tasman/Haupapa Glacier exhibits 
dynamic variation in surface velocity. Annual measurements were taken from 2009–2011. 
Velocities varied from 0.41 md-1 around the Hochstetter, to less than 0.14 md-1 towards the 
near terminus. Redpath et al. (2013) suggest that seasonal variation in surface velocity may 
occur within short (annual) timeframes. These findings showed the Tasman/Haupapa Glacier 
increases and decreases in velocity within annual time frames, and that seasonal variation 
may occur (Redpath et al. 2013).  
 
The contrast in findings was put down to the large time interval between the measurement 
periods from the studies by Kaab et al. (2002) and Quincey & Glasser, (2009). By having an 
interval of 3-4 years apart any interannual spatial or temporal variation will may be lost by 





3.1.1 Spatial variation in velocity 
The studies mentioned above have shown that surface velocity varies down the glacier. 
Surface velocity at the outer margins is generally slower than velocity in the centre of the 
glacier due in part to the lateral drag from the sides of the valley. An increase in velocity can 
result in the propagation of crevasses creating areas across the terminus that are more 
susceptible to calving. Kirkbride & Warren, (1997) suggested that an increase in velocity, 
which in turn enhances crevasse formation, was required for a faster calving rate to 
commence.  Areas of the terminus that are heavily crevassed influence the pattern of 
subaerial calving, by calving more frequently than areas with less crevasse propagation. An 
increase in aerial calving rate may influence the location of the development of subaqueous 
morphology, given that they can form in areas where aerial calving exceeds subaqueous 
calving and melt processes (Robertson et al. 2012). 
 
Glacier velocity “speed up” events resulting from surface meltwater and rainfall events that 
reach the bed of the glacier are well documented (Horgan et al. 2015; Meier et al. 2007; 
Truffer & Motyka, 2016a). Over a 26-month period Horgan et al. (2015) used GNSS time series 
to record a number of speed up events that exceeded 0.4 md-1 , which occurred in relation to 
rain events (Horgan et al. 2015). The speedup events resulted from rain rates ranging from 
328mmh-1 – 353mmd-1. Large rain events in the Mt Cook region that exceed 100 mm per day 
are not uncommon, suggesting speed up events on Tasman/Haupapa Glacier are a regular 
occurrence and are likely to influence increases in velocity at the near terminus which can 




The acceleration observed in these events was associated with the growth of water-filled 
cavities and an increase in bed separation at the bed of the glacier (Horgan et al. 2015). The 
findings of this study highlight that temporal variation and fast short-term acceleration in 
surface velocity, in relation to rainfall events, could be observed over small time intervals 
(hours and days), instead of the multi-year time intervals used in satellite imagery surface 
velocity surveys.  
 
3.2 Calving  
By 1998 a rapid onset of calving was demonstrated by an accelerating and extending ice flow 
(Kirkbride and Warren, 1999). An extensive series of arcuate crevasses at the very edge of the 
main ice cliff of the terminus were present – evidence of longitudinal stretching indicating 
that the Tasman/Haupapa glacier was on the brink of rapid calving (Kirkbride & Warren, 
1999). It was suggested by Kirkbride and Warren, (1999) that in order for rapid calving to 
commence there needed to be significant development of crevasses at the terminus. Without 
this concentrated fracture propagation, the calving rate is likely to be slower, as calving is 
controlled mainly by waterline melt. It was predicted by Kirkbride and Warren (1999) that 
once rapid calving commenced, the potential for the Tasman/Haupapa Glacier to advance 
would be greatly reduced, given that temperatures have been rising since 1945 (Hochstein et 
al. 1995; Kirkbride & Warren, 1999).  Kirkbride and Warren, (1999) hypothesized that the 
mass loss at Tasman/Haupapa could cause recession of much as 15km and that the rapid 
calving of Tasman/Haupapa Glacier would surpass a threshold not recoverable at a century 




Research conducted by  Dykes (2013) identified spatial and temporal calving patterns at 
Tasman/Haupapa Glacier.  Dykes (2013) found that a number of supraglacial ponds formed 
on the Western margin of the Tasman/Haupapa Glacier. The ponds were hydrologically 
connected to the main englacial system and could expand in size due to an increase in water 
circulation, contributing to ice loss. The drainage of ponds also lead to a change in terminus 
geometry. Drainage of ponds can cause an increase in the buoyancy at the terminus which 
can alter the dynamics and stress regime. It is thought that this may have contributed to the 
unsteady retreat of the terminus with the western embayment becoming isolated from the 
central terminus.  
 
Dykes (2013) studied calving rates between 2000-2008 and found two distinct periods of 
retreat. The rate of calving from 2000-2006 caused a slow retreat rate of 0.09 md-1 compared 
with a faster calving and retreat rate of 0.27 md-1 from April 2006 – January 2007. Spatial 
variation in the calving rates across the terminus were also evident across the main ice cliff 
which had a rapid retreat rate of 0.10 – 0.70 md-1. This contrasted with the eastern 
embayment ice cliff with a retreat rate of 0.02 – 0.13 md-1. It was suggested by Dykes (2013) 
that spatial variation in cliff retreat indicated additional processes were contributing to the 
increase in retreat rate at the main ice cliff. 
 
Dykes (2013) identified several factors that contributed to the variability of calving across a 
spatial and temporal scale, these were related to terminus geometry, subaqueous 
morphology, thermal notch development and changing climate on diurnal and seasonal 
scales. Different combinations of these factors has determined the timing and style of calving 
at Tasman/Haupapa Glacier.  
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3.3 Lake conditions 
Tasman/Haupapa Lake has formed from the rapid retreat of the Glacier since the late 1980s.  
A series of seismic surveys and radio echo soundings found that during the period 1973-1993 
the glacier underwent a significant period of downwasting and the terminus disintegrated 
rapidly (Hochstein et al. 1995). The formation of the lake initiated with meltwater ponds 
forming on top of the glacier seen from as early as 1973 (Figure 10). These ponds coalesced 
to form a lake, with the first calving events taking place ~1991  (Kirkbride & Warren, 1999). 
Minor calving events took place through the early 1990’s with lake levels deepening. 
 
Figure 10: The progression of ponds forming in 1973 through to the coalescence of the ponds to form the 




As the lake size has expanded, the glacier has continued to experience downwasting and the 
terminus has retreated further back from its Little Ice Age position. The valley walls that once 
supported the glacier have become destabilized, increasing the amount of slumping onto the 
glacier (Kirkbride & Warren, 1999).  
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Rohl, (2006) studied processes controlling the rate of thermal undercutting at 
Tasman/Haupapa Glacier. In a survey between 2001 – 2003, 17 thermal notches were 
measured at 14 locations.  Rohl, (2006) found that undercutting off the ice cliff was driven by 
melt at the waterline, but that spatial variation and rate of the melt were key processes that 
would enhance calving (through thermal undercutting).  The key control for temporal 
variation in thermal notch development is water temperature; limited notch development 
occurs in winter compared with spring and summer. The spatial variation in distribution of 
notches is determined by a number of processes, such as circulation, cliff geometry, debris 
supply and water level fluctuation (Rohl, 2006). It was found by Dykes, (2013) that the 
development of thermal notches was more advanced along the main ice cliff than in the 
eastern embayment ice cliff. It was suggested that the enhanced thermal notching on the 
main ice cliff may lead to larger subaerial calving events, which in turn would increase the 
retreat rate of this part of the terminus (Kirkbride & Warren, 1997; Rohl, 2006).                                                       
 
3.4 Terminus morphology 
During the 1990’s evidence of the development of subaqueous ice features started to emerge.  
Previously subaqueous features were recorded by Hochstein et al. (1995) who identified a 
vertical ice cliff along the main ice cliff in 1993. Subaqueous morphology measured by Purdie 
& Fitzharris, (1999) in the summer of 1995 identified vertical ice cliffs as well as ice shelves 
and ramps with gentle slopes across the main terminus, suggesting spatial variation in the 
processes that drive the formation of subaqueous features. It was found by Rohl, (2006) 
during surveys conducted between 2001 - 2003 that a subaqueous ice ramp extended the 
length of the terminus, with the exception of the eastern end.  
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Robertson et al. (2012) conducted a series of sub-bottom profiles with echo sounding and 
sonar, studying the development and morphology of ice ramps. Robertson et al. (2012) found 
an ice ramp that extended up to 400 m from the terminus, with a surface area of 0.49km2 and 
covered the full width of the terminus, the surface of the ramp was covered in ~5-10m of 
debris. Similar findings were also identified by Dykes et al. (2013) who also surveyed the lake 
in 2008 and found subaqueous morphology in similar locations (Figure 11). 
 
Figure 11:  A: Mapped subaqueous features on the Eastern side of the terminus in 2003 by Rohl (2005). B: Ice 
ramps present in 2008 across the main ice ramp by Dykes et al. (2013) and Robertson et al. (2012) found ice 
ramps forming along the Eastern side of the terminus as well as the main ice front in 2008. Ramp locations 




The rate of ramp evolution is not only controlled by the differences in subaerial and 
subaqueous calving but also through buoyancy forces, water temperature and insulating 
effects of debris (Robertson et al. 2012). The buoyant calving and buoyancy forces of 
subaqueous features can be suppressed if mass, such as debris is added to the ice ramp  
(Hunter & Powell, 1998). The debris settling on the ramp acts as an insulator, slowing down 
the melting and thinning process; under these conditions, the ramp can extend up to 
hundreds of metres from the terminus of the glacier (Robertson et al. 2012). Glacial 
environments where ice ramps have formed and been maintained often contain sediment 
rich meltwater (Hunter & Powell, 1998), the thick sediment cover acts as an insulator to 
buried ice;  debris layers only need to be greater than 30mm for this to occur (Kirkbride & 
Deline, 2013). Understanding these processes that drive the development of subaqueous 
features will allow a better understanding of how subaqueous processes will affect the retreat 
of Tasman/Haupapa Glacier. 
 
Previously, the formation of ice ramps at glaciers has been associated with areas of englacial 
discharge and sediment ramps (Hunter & Powell, 1998). Evidence of englacial discharge was 
found on a ramp that broke off at the Johns Hopkins Glacier in Alaska. The resulting iceberg 
had a rilled surface which was consistent with buoyant meltwater rising along the ice cliff 
(Hunter & Powell, 1998). Icebergs from ramp calving events at Tasman/Haupapa Glacier have 
also been reported by Purdie et al. (2016) with evidence of rills up the front of the ramp and 





Thick sediment cover enables ice ramps to overcome buoyancy processes (Hunter & Powell, 
1998). Observations and measurements at Tasman/Haupapa Glacier by (Warren & Kirkbride, 
1998) documented boulders and stones falling from the debris rich glacier into the lake and 
onto a projecting ice ramp ≤4m from the near vertical terminus. They suggested that the 
formation of the ice ramps at Tasman/Haupapa Glacier was due to rapid melting at the 
waterline, leading to a greater retreat rate of the subaerial ice cliff compared with the 
subaqueous ice cliff. Purdie (1996) suggested that areas with no subaqueous ramps were 
where the terminus experienced deeper crevassing due to greater pressure release. Deeper 
crevassing lead to parts of the terminus calving at full depth instead of the subaerial calving 
processes that dominated the other areas of the terminus.  
 
Ice ramps have the potential to affect the calving rates of the Tasman/Haupapa Glacier. The 
location of the ice ramps may be linked to subaqueous hydrology (Purdie et al. 2016). In 
research conducted by Robertson et al. (2012) it was found that the ice ramps evolve and 
move over time, likely growing and disintegrating in relation to subaerial retreat rates. The 
temporal and spatial variation in ice ramp development highlights the benefit of pursuing 
further research at Tasman/Haupapa Glacier using, remote sensing techniques, to better 
understand the dynamics and feedback mechanisms that operate between calving rates, 







Despite a number of glaciers in the Mt Cook National park developing proglacial lakes, calving 
processes and showing a collective pattern of retreat, they are staggered in their 
developmental process, highlighting that non-climatic forces can influence the calving process 
(Hochstein et al. 1995). The geometry of each glacier is different, with variables such as mass 
balance, subglacial drainage and ice flow dynamics affecting how the glacier responds to 
changes in climate. The differences in glacier geometry may help explain why the retreat 
pattern of glaciers in the Mt Cook National park are staggered. The unique geometry and 
staggered retreat rate of the glaciers also highlights the difficulty in developing a unifying 
















Chapter 4 - Methodology  
4.0 Velocity  
4.0.0 Details of satellite used to derive surface velocity 
In order to calculate glacier surface displacement from 24 December 2015 - 21 February 2018 
at Tasman/Haupapa Glacier, Sentinel-2A/B Level-1C satellite images were used. Repeat 
surveys of Tasman/Haupapa Glacier bathymetry and subsequent ice ramp locations start 
from 2013; however, Sentinel 2 imagery was only collected from the end of 2015 – the start 
of when data from Sentinel 2 was available. The Level-1C data consists of radiometric and 
geometric corrections (ESA website), the orthorectification process utilizes the PlanetDEM90 
– a 90 m resolution Digital Elevation Model (DEM) (Kaab et al. 2016),  produced by the Shuttle 
Radar Topography Mission (SRTM).  The input data for the PlanetDEM90 has been improved 
and corrected for some mountain regions, desserts and parts of the United States of America, 
specific locations and dates of improvements are not specified. Further information on the 
orthorectification process for Sentinel satellite imagery has not been made available (Kaab et 
al. 2016) 
 
The accuracy and level of detail obtained from the use of optical satellite imagery for feature 
tracking is limited by the spatial resolution of the sensor, the co-registration process of 
aligning satellite imagery from two different overpasses, the method used to orthorectify the 
images, and cloud conditions (Scherler 2008). It was also noted by Scambos (1992) that in 
order to achieve good co-registration between two sequential satellite images, the sun angle 
and azimuth should be nearly the same in both images. The Sentinel images in this study all 
have the same orbit path and thus the imagery is collected at similar times, with light 
conditions similar for short repeat pass times. 
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Sentinel imagery was selected over other imagery from optical satellites such as Landsat 8 
and ASTER due to its ability to provide 10 m resolution in the near infra-red (NIR) band, 
whereas Landsat 8 and ASTER can only provide 15 m resolution and ASTER.  Sentinel 2A and 
2B orbit at an altitude of 786 km and are separated by 180° giving a repeat rate of 5 days if 
images from both satellites are used, or a 10-day repeat rate for each singular satellite. The 
satellites provide high resolution multi-spectral imagery and a more frequent repeat rate than 
Landsat or ASTER (Figure 12), giving a greater pool of images from which to select cloud free 
data.  
 
Figure 12: A comparison of the Sentinel-2 bands with Landsat, ASTER and MODIS showing the bandwidth for 
each satellite. The NIR band 8 from the Sentinel satellites has one of the widest bandwidths in the NIR at the 
highest resolution of 10 m. Figure retrieved from: https://twitter.com/USGSLandsat 
 
The radiometric resolution is the satellite’s ability to discern differences in light intensity, and 
the higher the accuracy of the image pixel values. Snow and ice have a lower spectral 
reflectance in the NIR range, so the NIR band can be used to highlight the contrast of an image 
to differentiate between snow, ice, water and rock (Kaab et al. 2014). For this study, for all 31 
Sentinel images band 8 was selected (Figure 12), with a bandwidth of 842 nm and a spatial 
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resolution of 10 m. 
 
4.0.1 Feature tracking process and uncertainty analysis 
The feature tracking software Cosi Corr (Co-registration of Optically Sensed Images and 
Correlation) (LePrince et al. 2007) was used to extract surface displacement, producing 35 
gridded velocity fields (Figure 13). The Sentinel images for this study were paired together 













Figure 13: Workflow of creating displacement surfaces from Sentinel-2 imagery. Image 1 is always  captured at the earlier date; image 2 is always captured at a later date. 
For the purposes of this study, where possible image 2 is the next sequential image. A frequency correlator is used to produce a North/South and East/West correlation 
and a Signal to Noise Ratio (SNR) image is produced showing areas of decorrelation. All imagery was processed using the settings shown in the ‘Frequency Correlator 
Parameters’ window. Directional bias is corrected for and gridded surface are produced of displacement and average speed and velocity. A vector field is also produced 
that shows the direction of flow.  
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Image correlation is achieved with an iterative, unbiased processor that estimates the phase 
plane in the Fourier domain by transforming a function of time into a function of frequency.  
The frequency correlator was used over the statistical correlator, as LePrince et al. (2007) 
states that although it is more sensitive to noise, it is more accurate when used with good 
quality images. The Fourier domain transforms both windows, the larger initial window 
detects the dominant displacement and the smaller windows are then used to iterate through 
correlations. The iteration process will stop if the correlation of the iteration deviates too 
much from the dominant displacement and the previous window correlation results are used 
(Kraaijenbrink et al. 2016).  
 
Initially the size of the correlation window size was a course registration of 64 x 64 pixels, 
which was later reduced to a finer smaller window size of 16 x 16 pixels. The larger window 
size, the higher the bias in the marginal shear zone and steady rock areas. To minimize the 
bias the fine registration window is calculated by a window of 16 x 16 (160 x 160 m), reducing 
the bias at the glacier margins. However smaller windows increase noise, as the best 
compromise the window size of 16 x 16 was selected. A larger initial window size can help 
reduce noise in the image, but it can also reduce the level of relevant detail, by using a smaller 
final window size some of this level of detail can be retained (Kraaijenbrink et al. 2016).  
 
Due to inaccuracy of orthorectification and changes in illumination, maximum achievable 
accuracy over ideal stable targets was determined by Leprince et al. (2007) with 1/50 of a 
pixel. This critically depends on the image quality, and cannot be achieved in the investigation 
area. The achievable coregistration accuracy for a changing target such as Tasman/Haupapa 
Glacier is likely lower (table 02). 
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Vector fields were created from the displacement map to assess the direction of ice flow and 
to help correlate the images. Images that were not well correlated had either an East/West 
(E/W) bias, and/or North/South (N/S) bias, identified by the direction of the arrows on non-
moving parts of the images (such as bare ground). Corrections for the bias were made by 
subtracting and/or adding the mean E/W and N/S value to correct for the directional bias 
using band math.  
 
The mean E/W bias and N/S bias statistics were generated from the basic statistics function 
in ENVI 5.1. Band math was used to discern the total displacement and hence velocity over 
the given time period for each pair of images. The equation below was used to calculated 
displacement. 
 




= 𝐴𝑣𝑒𝑟𝑎𝑔𝑒 𝑉𝑒𝑙𝑜𝑐𝑖𝑡𝑦 
(4) 
For each velocity field, the displacement was divided by time, which was the number of days 
between the two images, all velocity values are presented as metres per day. This method 
produced a series of surface velocity fields showing the surface velocity of Tasman/Haupapa 
Glacier from 2015 – 2018.  Images that had no cloud or very little cloud over Tasman/Haupapa 
Glacier were selected. As such, some of the images selected for processing had a cloud 
assessment > 50%, but were deemed acceptable to work with as Tasman/Haupapa Glacier 
itself had limited or no cloud cover.  
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Table 2: Sentinel 2A and 2B satellite images that were used to produce 35 gridded velocity surfaces. The N/S and E/W pixel corrections were applied to the E/W and N/S 
correlation image to correct for displacement bias on non-moving targets. The mean for the residual displacement (RD) images were calculated after the E/W and N/S 
corrections were made. The time interval and cloud assessment for each image are also included. 
 
Imagery dates Sentinel granule name N/S bias correction E/W bias correction Mean RD (md-1) Days between images Cloud assessment (%) 






24/12/2015 GS2A_20151224T223542_002643_N02.01 1.14 ± 0.85 0.28 ± 0.75 0.12 40 43.13 
2/02/2016 GS2A_20160202T223522_003215_N02.01    
 
33.63 






3/01/2016 GS2A_20160103T223542_002786_N02.01 0.17 ± 1.30 0.14 ± 1.41 0.04 40 43.13 
2/02/2016 GS2A_20160202T223522_003215_N02.01     19.97 





































21/07/2016 GS2A_20160721T223712_005646_N02.04 -0.10 ± 1.80 0.21 ± 2.04 0.11 20 17.36 
10/08/2016 GS2A_20160810T223712_005932_N02.04    
 
28.15 
10/08/2016 GS2A_20160810T223712_005932_N02.04 -1.88 ± 2.94 -0.62 ± 3.23 0.22 20 28.15 
30/08/2016 GS2A_20160830T223712_006218_N02.04    
 
17.87 
30/08/2016 GS2A_20160830T223712_006218_N02.04 0.43 ± 1.57 0.61 ± 1.50 0.03 60 17.87 
29/10/2016 GS2A_20161029T223712_007076_N02.04    
 
5.84 
29/10/2016 GS2A_20161029T223712_007076_N02.04 0.05 ± 1.05 0.36 ± 1.21 0.03 40 5.84 
8/12/2016 GS2A_20161208T223702_007648_N02.04     65.13 


































































































18/11/2017 GS2B_20171118T223649_003673_N02.06 -0.03 ± 0.56 -0.06 ± 0.54 0.07 10 0.81 
28/11/2017 GS2B_20171128T223649_003816_N02.06    
 
19.43 







28/11/2017 GS2B_20171128T223649_003816_N02.06 0.03 ± 0.63 0.45 ± 0.65 0.09 15 19.43 
13/12/2017 GS2A_20171213T223701_012939_N02.06     15.73 
13/12/2017 GS2A_20171213T223701_012939_N02.06 0.32 ± 0.78 0.31 ± 0.76 0.04 20 15.73 
22/01/2018 GS2A_20180102T223701_013225_N02.06     55.15 
22/01/2018 GS2A_20180122T223701_013511_N02.06 -0.06 ± 0.80 0.17 ± 0.81 0.03 30 2.74 
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21/02/2018 GS2A_20180221T223701_013940_N02.06     6.45 
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In order to understand how well correlated the surface velocity images were, the SNR images 
were assessed for decorrelation. LePrince (2007) outlined three sources of decorrelation: 
temporal decorrelation arising from drastic changes between images; decorrelation arising 
from shadowing effects; and decorrelation arising from features that are at the limit of the 
correlation window scale. This third type of decorrelation highlights a limitation in the feature 
tracking algorithm, whereby it is not able to produce a stable registration point between 
correlation windows (Leprince 2007). An example of the decorrelation from shadows and 
decorrelation of features that are at the window scale (such as lakes) is shown in Figure 14.  
 
Figure 14: A: Areas of shadow and water are highlighted by polygons; the blue polygons show areas of shadow 
and the green polygons show areas of water. B: These same polygons are seen in the SNR image; the polygons 
show the areas of shadow and water are decorrelated. 
 
By way of comparison, an image with very few shadows in the valleys and mountain sides 
shows fewer areas of decorrelation overall. Even so, bodies of water such as Tasman/Haupapa 
lake show up as an area of decorrelation (Figure 15). This is likely due to these features being 
28/03/2017 – 17/05/2017 
A B 
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at the window scale. 
 
Figure 15: A: Sentinel image in band 8 with few shadows in the mountains. B: SNR image with very little 
decorrelation with the exception of water bodies such as lakes. 
 
If the images are well correlated, any other offsets found in the imagery are the result of 
misregistration, topography, orbits and altitude (Berthier, 2005). The vector fields (Figure 16) 
were used to initially assess how well the images were co-registered. The size of the arrows 
corresponded to the size of the displacement recorded. If the image has  good co-registration 
then stable areas such as roads or vegetated areas should not show displacement and will 
produce small vectors (Figure 16 A). If the vectors in these areas show a directional bias, then 
this needs to be corrected for.  




Figure 16: A: Vector arrows for the larger extent of the ablation zone. Small vector arrows over stable ground 
are highlighted by the orange arrow, the small size of the vectors suggests there is good coregistration between 
image 1 and image 2 (Fig 13). B: Smaller extent of the ablation zone below the Hochstetter showing displacement 
of pixels with vectors. 
 
Polygons were created over stable land areas to assess how well coregistered the images 
were (Figure 17).  Most of the polygons were concentrated on the western side of 
Tasman/Haupapa glacier and in the valley of the Murchison river, this was due to a higher of 




over stable areas 
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Figure 17: The yellow polygons are all considered non-moving areas such as vegetation. A total of 90 polygons 
are used to estimate how well co-registered the surface velocity images are. 
 
These polygons covered ground deemed stable over the time period between satellite 
images.  The polygons were dissolved using the ‘Dissolve’ tool in QGIS 3.6.2 so that the zonal 
statistics tool produced one mean and standard deviation for all polygons. If the images are 
well co-registered, then there should be no movement and the statistic should be zero. Zonal 
statistics was used to extract the standard deviation for all 35 velocity surfaces (Table 02). The 
best co-registered image had a mean residual of  0.02 m and the poorest co-registered image 
from 06/07/2017 – 16/07/2017 (Figure 18) had a mean residual of 0.21 m.  
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Figure 18: The 90 yellow polygons are all considered non-moving areas such as vegetation. A: image from 
17/05/2017 identifies an area of dark shadow that coincides with the location of multiple polygons. B: Second 
image used in the feature tracking process from 27/05/2017, cloud is present at the same location as stable 
ground polygons. Shadows are also identified at the same location as stable polygons. C: Areas of decorrelation 
shown in black, these areas coincide with the cloud and shadows identified in A and B. A small subset of stable 
ground polygons inside the orange box were used to extract mean displacement. Area is white showing it is 
correlated. 
 
If the polygons that cover stable ground are disrupted by cloud or shadows (Figure 18A,B), 
this will result in a poor correlation (Figure 18C), as such any polygons located in these areas 
were removed. The 18 polygons within the orange box (Figure 18C) were selected from the 
90 stable ground polygons, as they covered ground that was well correlated. Zonal statistics 
were used to extract the mean from these areas, resulting in significantly less movement than 
initially calculated using the 90 polygons, some of which were affected by cloud and shadows.  
 This method of using multiple polygons across stable ground to test how well co-registered 
the images are relies on the images having limited imperfections and adequate coverage of 
stable ground across the whole image. The image from the 27/05/2017 only has 12.11% cloud 
coverage, but the cloud coverage is situated in the same location as >50% of the stable ground 
polygons, areas of the image with no cloud had few areas that could be identified as stable 
ground. It is noted that the bias correction applied here was assuming a linear relationship.  
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4.0.2 Surface velocity derived from Sentinel imagery 
Where possible, Sentinel satellite images were paired sequentially (Table 2), and 
displacement was extracted, from which a surface velocity was derived using (Eq. (4)). For this 
study, eight region of interests (ROI’s) were selected. One ROI covered the larger area of the 
ablation zone of Tasman/Haupapa Glacier, for which the surface velocity was calculated to 
determine average velocity patterns over a one-year time interval. A smaller ROI, of the 
glacier was used for all 35 velocity measurements. This smaller ROI was selected because 
changes in a glacier’s surface velocity up-glacier may influence changes at the terminus. 
However, in the case of the Hochstetter, these changes were deemed to be too far away from 
the terminus to significantly influence changes at the terminus. Six small rectangular ROI’s 
were created at different locations of Tasman/Haupapa Glacier. Point values were extracted 
from the centre of the glacier for each velocity surface. These points were placed in a scatter 
plot, from this inflections points in the data were used to identify the locations of the ROI 
polygons. 
Mean surface velocities were calculated from six locations (Figure 19A). The mean surface 
velocity provided a one-year average for comparison with the surface velocity that was 
derived from the second ROI, which focuses on the lower part of the terminus below the 
Hochstetter confluence (Figure 19 B). Gridded velocity surfaces created from this ROI were 
used to analyse seasonal and spatial patterns in mean surface velocities from the three sites 
(Figure 19 B).  
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Figure 19: A: shows the extent that the one-year mean surface velocity is calculated for (purple outline). The 
location of all six rectangular polygons are shown with a white outline. Mean surface velocity was calculated 
from these rectangles, all rectangles are the same size. B: the smaller extent that starts below the Hochstetter 
confluence and ends at the terminus (orange outline).   
 
All velocity gridded surface values were the same, so that any temporal variation between 
the surface velocity images would be comparable. In the results chapter, four surfaces (one 
per season) are presented for each of the 35 gridded surfaces mentioned above. These 
provide an example of how the glacier may respond during a particular season. Their time 
interval is 10 days for summer and spring, 20 days for winter and 30 days for autumn. All other 
velocity surfaces are available in appendix C. The surface velocity patterns for each season 
will therefore be partly affected by these differences in time intervals. Smaller time intervals 
may miss minor changes in velocity if the velocity change is slow, or they may average out 
sudden changes in velocity for longer time intervals.  The velocity patterns also evolve as the 
season progresses, each gridded velocity measure being a snapshot of the glacier velocity at 
the specified time interval. Also, of relevance is the fact that due to the availability of satellite 
imagery the gridded velocity surfaces are from different times of the season. 
 
To determine longitudinal variability in surface velocity, surface velocity was extracted at 293 
B A 
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points along 6 parallel lines spaced 20 m apart and extending 5.8 km up-glacier from the 
terminal face (Figure 20). 
 
Figure 20: the six lines of points, each line of points started with 293 points. Points at the terminus were 
removed as the terminus retreated to exclude lake values. 
 
During the feature tracking process for creating a displacement surface, a final 16 x 16 
resampling window was used, meaning all pixels within 160 m2 was used for the correlation 
process as correlation windows will search for a correlation in all directions (Kraaijenbrink et 
al. 2016). This means values near the edges of the glacier would be resampled with the edges 
of the moraine and other non-moving features, potentially affecting the velocity values near 
the edges of the terminus (Kraaijenbrink et al. 2016). However, all 6 transects were greater 
than 310 m from the edges of the terminus so pixel values for these transects were not 
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resampled with non-moving values.  
The mean surface velocity was calculated for each individual transect using all 35 velocity 
values for that specific transect. Due to the retreat of the glacier, some transect values 
showed lake values. These values were removed so that only the surface velocity was 
recorded. The transects for each gridded velocity surface were plotted against the mean 
surface velocity of that transect.  Single transect values were then compared with the mean 
transect values.  
 
4.1 Calving 
4.1.0 Quantifying iceberg calving from time lapse photography 
To examine the relationship between calving events, rainfall and lake level change, calving 
events were recorded from time lapse photos of the terminus and compared with rainfall and 
lake level data from 20/07/2013 – 01/04/2018. The time series photos and lake level time 
series data used for this study was supplied by Dr Brian Anderson from Victoria University. 
The camera that photographed the terminus was a Nikon D3200 that took 14 photos between 
0800 hrs and 1800 hrs. Calving events that were identified from the times series photos. A 
calving event was any ice that broke off from the terminus. This created a large number of 
very small calving events. These small events could hide significant calving events that may 
be significant when plotted against rainfall and the velocity from the three sites on the 
terminus. An example of what was recorded as a small event and what was recorded as a 
large event is shown below in Figure 21.   
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Figure 21: A: an example of what was recorded as a small event. B: an example of what was recorded as a 
large calving event. 
 
For significantly large calving events, where a large portion on the terminus calved aerially 
and/or subaqueously, a large red diamond was plotted slightly above the other small calving 
events. The recording of calving events was limited to days with clear weather.   
 
4.1.1 Comparison of Surface Velocity with Rainfall 
To explore possible relationships between surface velocity and rainfall, daily rainfall data was 
collected from the National Climate Database (CliFlo) NIWA from the 24th December 2015 to 
the 21 February 2018 using data from the Mt Cook 18125 weather station. The rainfall data 
was then aligned with the dates of the velocity and calving event data. In order to establish if 
there was a relationship between calving, rainfall and velocity, calving events were plotted 
together with total 24 hr rainfall, mean velocity from the near-terminus, upper near-terminus 
and the Ball Glacier confluence. Calving events were also plotted against rainfall alone.   
 
Mean rainfall was plotted against total velocity over 10, 20, 30, 40 and 50-day time intervals 
to align with the surface velocity data, to see if there was a significant relationship, and if the 
relationship was stronger or weaker as the length of days increased (Table 3). Mean values 
A B 
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were used to indicate the typical amount of rain that would fall over a specified time period. 
Table 3: correlation, R2 and p-values for the relationship between velocity and mean rainfall. No statistically 
significant relationship was found.  
 
Time interval  
(days) 
10 20 30 40 50 
Correlation 0.61 0.12 0.38 0.79 0.88 
R2 0.37 0.01 0.14 0.62 0.78 
P-value 0.15 0.80 0.46 0.21 0.31 
Sample size 7 7 6 4 3 
 
The Pearson correlation was used to calculate the correlation coefficient between average 
rainfall and mean velocity over set time intervals of 10, 20, 30, 40 and 50 days. The Pearson 
correlation evaluates the correlation coefficient between two variables for n number of 
samples. Variables are unrelated if the correlation is near zero. A paired samples t-test was 
used to calculate the p-value for each time interval. The α value was set at 0.05, any p-value 
above this value would lead to acceptance of the null hypothesis in that there was no 
statistically significant relationship between mean surface velocity and mean rainfall over n 
number of days.  
 
4.2 Lake Conditions 
4.2.0 Lake temperatures derived from satellite imagery 
In order to assess the change in mean temperature of Tasman/Haupapa Lake from May 2013 
through to June in 2017, imagery from Landsat 8 was used. Landsat 8 was launched 03 
February 2016, and has a repeat orbit of 16 days, delivering ~650 scenes per day of the Earth. 
Landsat 8 carries on the Landsat program from Landsat 7 by continuing to collect moderate 
multispectral-resolution data of the earth’s surface utilising two sensors: an Operational Land 
Imager (OLI), and Thermal Infrared Sensors (TIRS) containing two thermal bands. The two 
thermal bands (bands 10 and 11) have a spectral resolution of 100 m. This is resampled before 
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being made available at a spectral resolution of 30 m (Figure 12). 
There were 29 Landsat 8 images used to derive mean surface lake temperatures of the whole 
lake. Band 10 was selected as the thermal band used to derive the surface temperature for 
all images. This band was selected over band 11 in order to minimise known errors arising 
from stray light, which may increase the reported surface temperature by as much as 8K in 
band 11, but by only 4K in band 10. Stray light occurs when thermal energy from outside the 
field of view enters the sensors and affects the data collected by bands 10 and 11. The stray 
light can be variable across scenes and is dependent on the radiance outside the field of view, 
meaning the end user of the product cannot correct for this error. The USGS/EROS who 
produce the products from the Landsat program are aware of the error and have tried to 
rectify it by applying a bias correction before releasing the thermal products but this 
correction still may lack precision and it is recommended that band 11 is not used in scientific 
studies (Barsi et al. 2014). Therefore, each Landsat 8 image was displayed using band 10 in 
the remote sensing software ENVI 5.1.   
Table 4: Landsat 8 imagery used for mean lake temperatures and mean near terminus temperatures 
File name Image date Cloud cover Sun azimuth Sun elevation 
LC08_L1TP_075090_20130511_20170504_01_T1 11/05/2013 
 
4.09 34.08 21.52 
LC08_L1TP_075090_20130612_20170504_01_T1 12/06/2013 
 
21.83 32.56 16.56 
LC08_L1TP_075090_20130628_20170503_01_T2 28/06/2013 
 
13.27 33.28 16.20 
LC08_L1TP_075090_20130730_20170503_01_T1 30/07/2013 
 
42.09 36.25 20.31 
LC08_L1TP_075090_20130916_20170502_01_T1 16/09/2013 
 
2.20 41.87 35.79 





9.70 65.64 55.86 
LC08_L1TP_075090_20140223_20170425_01_T 23/02/2014 
 
54.32 55.68 43.05 
LC08_L1TP_075090_20140311_20170425_01_T1 11/03/2014 
 
65.34 50.09 38.53 
LC08_L1TP_075090_20140327_20170424_01_T1 27/03/2014 
 
61.98 44.74 33.80 
LC08_L1TP_075090_20140514_20170422_01_T1 14/05/2014 
 
41.47 34.27 20.69 
LC08_L1TP_075090_20150821_20170405_01_T1 21/08/2015 
 
18.71 39.19 26.02 
LC08_L1TP_075090_20150906_20170404_01_T1 6/09/2015 
 
1.39 41.06 31.60 
LC08_L1TP_075090_20151008_20170403_01_T1 8/10/2015 
 
34.48 45.91 43.63 
LC08_L1TP_075090_20151109_20170402_01_T1 9/11/2015 
 
55.67 54.20 53.14 
LC08_L1TP_075090_20151227_20170331_01_T1 27/12/2015 
 
16.25 66.61 55.09 
LC08_L1TP_075090_20160128_20170330_01_T1 28/01/2016 
 
64.11 63.84 49.50 
LC08_L1TP_075090_20160213_20170330_01_T1 13/02/2016 
 
12.07 59.40 45.66 
LC08_L1TP_075090_20160229_20170328_01_T1 29/02/2016 
 
17.44 53.99 41.40 
LC08_L1TP_075090_20160316_20170328_01_T1 16/03/2016 
 




74.05 43.19 32.09 
LC08_L1TP_075090_20160807_20170322_01_T1 7/08/2016 
 
14.11 37.60 22.13 
LC08_L1TP_075090_20160908_20170321_01_T1 8/09/2016 
 
2.40 41.32 32.66 
LC08_L1TP_075090_20161229_20170314_01_T1 29/12/2016 
 
43.74 66.76 54.78 
LC08_L1TP_075090_20170215_20170228_01_T1 15/02/2017 
 
3.98 58.51 44.96 
LC08_L1TP_075090_20170420_20170501_01_T1 20/04/2017 
 
23.14 38.28 26.63 
LC08_L1TP_075090_20170506_20170515_01_T1 6/05/2017 
 
32.18 35.33 22.42 
LC08_L1TP_075090_20170607_20170616_01_T1 7/06/2017 
 
5.59 33.02 16.76 
 
To extract the mean temperature of the lake a polygon outline of the lake was digitized from 
the 2013/14, 2015, 2016 and 2017 imagery. A polygon for each year was created to account 
for terminus retreat. The imagery from 2013/2014 showed minimal retreat of the terminus, 
so one polygon from the 2013 imagery was digitized and used for both years. 
 
Due to the low 30 m resolution of the Landsat imagery pixels around the edges of the lake 
may have consisted of both lake and moraine wall. Values from these pixels may not be a true 
representation of lake temperature. To avoid these pixels the lake polygons that were 
digitised from the imagery were made slightly smaller than lake boundary.   Zonal statistics 
were run for each of the images using the lake polygon for each respective year. 
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4.2.1 Lake temperatures from Conductivity Temperature Density Probe 
Variations in lake temperature at depth may affect how the locations of subaqueous ice 
ramps develop.  To determine if temperature varied at depth and at different locations in the 
lake, a series of temperature-depth profiles were collected during the 2015 and 2016 surveys. 
The temperature-depth profiles were conducted with a Richard Branker Research (RBR) 
XR620 conductivity-temperature-density (CTD) probe. One temperature-depth profile was 
collected from the near terminus region in April 2015, with subsequent profiles being 
collected from the middle of the lake and from near the Murchison river inlet in September 
2016  (Figure 22). The temperature-depth profiles at the top of the lake, near the terminus 
down to the Murchison inlet, show how temperature varies at depth, and how it varies at 
depth by location. Colder water temperatures at depth near the terminus may result from 
the proximity to the ice and/or subglacial hydrology. The profiles from the middle and bottom 
of the lake will identify if the temperature stratification is consistent with the temperature 
depth profile at the terminus. 
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Figure 22: Locations of the temperature depth profiles from the 2015 and 2016 surveys. Each white cross 




4.2.2 Identification of Water Seepage Tasman/Haupapa Lake 
There is potential for different sources of water such as water plumes and seepages to 
influence ice melt and/or water circulation based on different water temperatures. In order 
to determine if lake conditions such as water plumes and seepage have an effect on terminus 
morphology, the frequency and location of plumes and water seepage were mapped from 
Sentinel satellite imagery. 
During the 2018 survey water was seen entering the lake from the moraine wall. The water 
seeping through the moraine appeared to have different turbidity to the lake water, identified 
from the differences in colour in the lake water (Figure 23). Changes in water composition 
were also identified using B8 from Sentinel satellite imagery. 
 
Figure 23: Water seepage entering into Lake Tasman/Haupapa from the moraine wall.  
 
A collection of water plumes was identified in four of the Sentinel-2 images. Water seepage 
was identified in front of the terminus, from the sides of the moraine wall, and from the 
Murchison inlet. An outline was drawn around these seepage areas and placed next to the 
Water seepage 
contribution 
Difference in water composition 
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image of the lake in B8 for comparative purposes. All four images are displayed in sequential 
order in Chapter 5. 
4.2.3 Lake Level Fluctuations 
Fluctuating lake levels can increase buoyant forces by increasing tensile stress at the 
terminus. Lake level fluctuations were looked at in conjunction with rainfall to see if a 
relationship to calving could be identified.  Lake level data was provided by Dr Brian Anderson 
from Victoria University. The lake level was recorded for every minute, a daily average was 
calculated. The lake level fluctuation was then plotted against rainfall and calving from 2013 
-2018. Lake levels were also plotted with calving and velocity to see if there was a relationship 
with increased surface velocity, lake levels and calving events. 
 
4.3 Terminus Morphology 
4.3.0 Bathymetric Ice ramp surveys at Tasman/Haupapa Glacier 
Despite the fact that their existence was inferred in the late 1800s, there have still been only 
a few bathymetric surveys that have mapped subaqueous ice ramps or ice feet, in either 
tidewater or freshwater settings. Observations made by Wright, (1892) described subaqueous 
icebergs rising to the surface, anything up to hundreds of metres away from the terminus. 
Wright, (1892) proposed that these icebergs were the result of subaqueous ice-foot calving. 
Similar events were witnessed by Warren et al. (1995), where icebergs were witnessed rising 
up to the surface ~150 m from the terminus, supporting the existence of an ice foot 
protracting from the base of the glacier.  
 
The paucity of available ice-ramp data and the infrequency of repeat surveys is in part due to 
the hazards faced when collecting data from an actively calving terminus, and also to the 
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difficulties associated with recording the existence of these features and mapping their extent 
given the technology available at the date of each survey. More recent surveys have been 
conducted mapping bathymetry and ice features using sensors such as CHIRP sub-bottomed 
sensors and echo sounders (Dykes et al. 2011;Robertson et al. 2012; Sugiyama, 2016).  
 
Autonomous data collection methods are also an effective means of surveying ice ramp 
development. Such methods allow for repeat surveys to be conducted with high frequency, 
allowing researchers to collect data away from an active calving area (Neal et al. 2012). In 
June 1991 a remotely operated vehicle (ROV) was deployed near the terminus of the Muir 
Glacier in Alaska, where it observed evidence of an underwater ice foot (Hunter & Powell, 
1998). The ROV was unable to directly record the ice ramp with video imaging due to large 
amounts of suspended sediment, but it was able to obtain close-up images of the grounding 
line and ice cliff. ROVs are limited in that they must still be tethered to the main boat, and the 
longer the tether, the more difficult it is to transmit information (Bowen et al. 2014). An ROV’s 
imaging capability is also limited by environmental factors such as highly turbid waters. 
 
Other types of autonomous vehicles such as remotely controlled boats equipped with sensors 
have proven effective in collecting bathymetry data at the near terminus, and can offer access 
into remote locations (Neal et al. 2012). A small remote-controlled sailing dingy ~2.3m in 
length was specifically built for collecting data near the terminus of glaciers, and was tested 
at Lille Gletscher in Western Greenland. The instrument was fitted with swath bathymetry, 
terrestrial laser scanning sensors, and real time kinematic (RTK) GPS for improved depth 
accuracy. The remote-controlled boat surveyed a section of the same area that a larger boat 
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had surveyed, and found that the data collected was of a similar quality. Initial design 
limitations included the top speed of the boat, which at 1.3 m/s was at times not capable of 
maintaining course in the water’s currents. This had a knock-on effect on the boat’s battery, 
its life shortened by having to make constant course corrections. As a result, surveying times 
were limited and field times extended by these limitations and the operators were always 
running the risk that weather and current conditions could deteriorate to the point where the 
capabilities of the ROV were exceeded. 
 
At Tasman/Haupapa Glacier, evidence of subaqueous ice ramps have been recorded in 
several studies  (Dykes et al. 2011; Purdie et al. 2016; Robertson et al. 2012). Subaqueous ice 
ramps were identified through observations and through the use of Compressed High 
Intensity Radar Pulse (CHIRP) sub bottomed profilers and duel frequency echo sounders 
attached to a piloted boat, surveys using these methods were conducted in 2008 and 2015 
(Dykes et al. 2011; Robertson et al. 2012; Purdie et al. 2016).  
 
Bathymetric surveys of Lake Tasman were collected for April 2013, May 2014, November 2015 
(Purdie et al. 2016), October 2016 and April 2018 (this study, Figure 24). The results from 
these surveys, along with data from previously conducted surveys are presented in Chapter 
5. 
 
Following the methods of Purdie et al. (2016), in 2016 and 2018 a remote-controlled boat was 
used to survey lake depth using a Garmin GPSMAP 7407XSV with a dual-beam. This has an 
estimated accuracy of ± 5-10 m.  To obtain accurate positioning, a Trimble R8 RTK-GNSS 
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antenna was mounted inside the boat with a horizontal uncertainty of ± 1.24 m (Purdie et al. 
2016).  
 
Figure 24: Bathymetry points collected using the Jettec boat from 2016 and 2018, surveys from 2013-2015 can 
be viewed in Purdie et al (2016).  
 
A network adjustment was conducted in 2013 and subsequent surveys were corrected back 
to the 2013 lake level to make surveys comparable. All surveys were corrected for variations 
in sound velocity, turbidity and lake levels based on 2013 values as per Purdie et al. (2016). 
To ensure consistency between the earlier surveys by Purdie et al. (2016) and the surveys 
undertaken in 2016 and 2018, the point data collected by the jet boat was corrected for 
positioning and heave compensation. The data points were then imported into ArcGIS and 
interpolated using a triangular irregular network (TIN). An Inverse Distance Weighted tool 
that used a ‘nearest neighbour’ filter and mean focal statistics was used to produce a raster 
surface displaying average bathymetric depth. Methods for interpolation were replicated 
from the study of Purdie et al. (2016) to maintain consistency between surveys and make 
results from successive surveys comparable. The interpolated point data was then explored 
for the presence of subaqueous ice ramps using the 3-D viewer in QGIS. Ice ramp locations 
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were identified and digitized from the interpolated surfaces using the ‘Terrain Profile’ tool in 
QGIS 3.6. This tool would draw the elevation profile of the line drawn in front of the terminus 
and aided in identification of the horizontal extent of the subaqueous ice morphology. 
 
4.3.1 Ice ramp distribution and length change – a comparison of different melt rates 
The differences in ice ramp lengths were compared from surveys from 2013 – 2018, to see if 
they changed in length due to subaqueous melt processes. Assumptions made for this analysis 
were: 
1) The ice ramps had not fully or partially calved in-between surveys, or regrown after partial 
calving. 
2) All ice ramps used to compare length change from the 2018 survey were assumed to be 
new ice ramps that were not present during the 2016 survey. 
Daily melt rates from Rohl, (2006) and Purdie et al. (1999) were used to calculate potential 
subaqueous and subaerial melt respectively. These melt rates were selected, as they were 
from surveys conducted at Tasman/Haupapa Glacier in 2001, 2003 and 1995-1996 
respectively.   The melt rate used from Rohl, (2006) was the only subaqueous ice melt rate 
used in this analysis. The melt rates from Purdie et al. (1999) were melt rates derived for bare 
ice melt and debris melt. It is noted that the melt rate may have changed over time as the 
lake expanded with the onset of rapid calving, which may have become the dominant process 
over melt rates for subaqueous ice ramp development. 
 
4.3.2 Observations of recent subaqueous calving events from photos and CHIRP images  
The photos and sonar images presented in Chapter 5 are used to provide more information 
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about subaqueous ice morphology. During the 2018 survey a subaqueous calving event took 
place overnight on the 11 April 2018. High-resolution photos were taken within 8 hours 
limiting time for erosion to occur, that would significantly change the morphological features 
of the icebergs. An interpretation of these ice features in relation to the processes acting on 
the subaqueous ice ramps has been provided in Chapter 5 in conjunction with CHIRP images.   
 
Sonar homeport data was collected during the 2018 survey.  The sonar recordings were 
loaded into Garmin Homeport 2.3.1, which is a trip planning software for marine devices. The 
sonar video recordings were replayed in Homeport, and screenshots of a selection of ramps 
were chosen from survey lines when the Jettec boat was heading towards the terminus. The 
sonar recordings generally produced the clearest sonar recordings of the ramps heading 
towards the terminus rather than recordings heading away from the terminus. This is thought 
to be due to the angles of the sonar which were facing away from the ice ramps heading back 
out from the terminus.  
4.3.3 Estimating the Floatation Thickness of the 2016 Terminus using SfM 
In order to assess the buoyancy of the terminus an estimate of the height of the terminus was 
needed. Structure from motion (SfM) was used to build a model of the terminus from 69 
overlapping photos from the 2016 survey. From this model 17 height estimates were 
extracted to determine height above buoyancy (Ho).  
 
During the 2016 survey, overlapping photos were recorded using the same methods outlined 
in Purdie et al. (2016) for the photos collected in 2013. There were 69 overlapping photos 
with their corresponding GNSS position, all photos had an overlap of ~80%.  Photos were 
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recorded from the survey boat ~700m from the terminus at a slow speed. Structure from 
motion (SfM) was then used to create a 3-D representation of the terminus.  
 
SfM generates a 3-D model from point data using a range of algorithms Javernick et al. (2014). 
Agisoft Metashape 1.5.2 was used to process the terminus model which generates models 
using a series of black box algorithms Javernick et al. (2014). These algorithms calculate the 
location and orientation of the camera from differential positions of numerous matched 
features (Carrivick et al. 2016).  
 
Common points were identified from the 69 photos, the initial sparse point cloud from the 69 
photos produced 64,879 tie points out of a possible 81,192 with a RMS reprojection error of 
0.14 (0.74 pix) and a maximum reprojection error of 0.42 (26.49 pix). Estimates of the height 
of the terminus were taken using the measure tool in Agisoft Metashape 1.5.2 at 17 locations 
across the terminus using the dense point cloud. Height estimates have an error of ± 5 m and 












Chapter 5 - Results  
5.0 Velocity 
5.0.0 Annual surface velocity 
The annual surface velocity for the length of the Tasman Glacier over a one-year period from 
the 29/10/2016 – 29/10/2017. (Figure 25) shows  greater surface velocity in the area of the 
Upper Tasman at the Rudolph confluence and at the Hochstetter confluence. The mean 
surface velocity at the Upper Tasman was 0.16 md-1 ± 0.04 md-1, the surface velocity then 
slows considerably from the Lower Tasman (0.07 md-1 ± 0.01) whereby the ice flux becomes 
dominated by the input from the Hochstetter confluence. The Hochstetter confluence shows 
an increase in surface velocity as it enters the main trunk of the glacier. The surface velocity 
decreases down glacier with surface velocity slowing to 0.19 md-1 ± 0.01 md-1 at the Ball 
Glacier Confluence and 0.11 md-1 ± 0.01 md-1 at the Upper near terminus. A small increase in 




Figure 25: Annual average surface velocity from 29/10/2016 – 29/10/2017, the white rectangles were used to 
extract the mean surface velocity for each site. 
 
Table 5: Mean annual surface velocity and standard deviation. Degree days and total rainfall have been 







 Image dates 29/10/2016 - 29/10/2017 
 Time interval 365 












Lower near-terminus mean 0.13 
Lower near-terminus SD 0.01 
Upper near-terminus mean 0.11 
Upper near-terminus SD 0.01 
Ball Glacier confluence mean 0.19 
Ball Glacier confluence SD 0.01 
Hochstetter mean 0.25 
Hochstetter SD 0.02 
Lower Tasman mean 0.07 
Lower Tasman SD 0.01 
Upper Tasman mean 0.16 
Upper Tasman SD 0.04 
 Total rainfall (mm) 3894 




5.0.1 Seasonal surface velocity 
Seasonal surface velocity was determined for the region of the glacier below the Hochstetter 
confluence for 35 surface velocity images, four velocity surfaces are presented in this section 
to show how surface velocity varies seasonally (Figure 26, 23, 24 and 25), the remaining 31 
velocity surfaces are displayed in appendix C. 
 
During a 10-day time interval in summer (Figure 26) velocity was highest up glacier near the 
Ball glacier confluence. The centre of the glacier shows higher velocities than the margins of 
the glacier and an increase in velocity of 0.9 md-1 is present at the terminus. During a 30 day 
time interval in autumn (Figure 27) velocity was highest up glacier near the Ball glacier 
confluence, the centre of the glacier had slowed to 0.1 – 0.3 md-1 around the Upper near-
terminus, but there was a small increase in velocity around the Near-terminus of 0.6 md-1. For 
a 20 day time interval during winter (Figure 28) velocity is highest up glacier near the Ball 
glacier confluence, the centre of the glacier has slowed to 0.1 – 0.2 md-1 around the Upper 
near-terminus and there is a small increase in velocity around the Near-terminus between 
0.3- 0.4 md-1. Over a 10-day time interval during the middle of spring (Figure 29) different 
sections of the glacier show velocity starting to increase. These sections range from 0.4 to 0.6 
md-1. These areas are interspersed with areas with a velocity of 0.1 – 0.3 md-1.  
 
All 35 velocity measurements were used to plot mean velocity across seasons ranging from 
2016 - 2018 from the Ball Glacier confluence, Upper near-terminus and the Near-terminus 
regions shown in Figure 30. The Ball Glacier confluence generally has the highest mean 
velocity compared with the Upper near-terminus and Near-terminus. The Upper near-
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terminus is generally the slowest section of the glacier with the Near-terminus transect 
overall having a higher mean velocity than that of the Upper near-terminus.  
 
The velocity trends from each site follows the same velocity increases and decreases but at 
different magnitudes, examples of this can be seen during the autumn seasons of 2016 and 
2017 and in the summers of 2017 and 2018 (Figure 30). The transition between winter and 
spring in 2016 shows an acceleration at all three sites. Over a 20-day period from 21/07/2016 
– 10/08/16 the surface velocity was 0.17 md-1 ± 0.07 md-1 at the Near-terminus which then 
increased to 0.27 md-1 ± 0.04 md-1 over the next 20-day period from 10/08/2016 – 
30/08/2016. Surface velocity tends to show an increase in spring and summer and decreases 
in autumn and winter, an exception to this is the Ball Glacier confluence winter of 2017 which 
has a surface velocity of 0.34 md-1 ± 0.29 md-1 compared with the Near-terminus  and Upper 
near-terminus which were 0.14 md-1 ± 0.05 md-1 and 0.18 md-1 ± 0.18 md-1  respectively.  Later 
in the 2017 winter season the Ball Glacier confluence and Near-terminus sites saw large 
increase in velocity compared to the Upper near-terminus over a 10-day period, the surface 
velocity decreases again over a 40-day period to similar winter velocities found in 2016.  Over 
this 40-day period from 06/07/2017 – 16/07/2017 the Upper near-terminus is significantly 
slower than that of the Ball Glacier confluence and Near-terminus region with a velocity of 
0.06 md-1 ± 0.03 md-1.   
 
The 35 velocity surfaces had different acquisition dates of the satellite data which influences 
the time periods that surface velocity can be calculated for. The acquisition dates of the 
satellite imagery had time intervals ranging from 10, 20, 30, 40 and 50 days. No statistically 
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significant correlation was found between surface velocity and mean rainfall for any time 
interval (Table 6).  
 
Table 6: correlation, R2 and p-values for the relationship between velocity and mean rainfall. No statistically 
significant relationship was found.  
Time interval  
(days) 
10 20 30 40 50 
Correlation 0.61 0.12 0.38 0.79 0.88 
R2 0.37 0.01 0.14 0.62 0.78 
P-value 0.15 0.80 0.46 0.21 0.31 
Sample size 7 7 6 4 3 
 
The relationship between velocity and rainfall over a 50-day time interval in Figure 31 had the 
strongest R2 values of 0.78 and a p-value of 0.31, the 50-day time interval had the smallest 
sample size (n=3). The 10, 20 and 30-day time intervals has the smallest R2 values from 0.37, 





Figure 26: Surface velocity during summer over a 10-day time interval from 03/01/2016 – 13/01/2016, A. 
shows the vector arrows showing the direction of displacement. B. shows the surface velocity in md-1.  
Summer 10 days 




Figure 27: Surface velocity during autumn. Surface velocity is over a 30-day period from 13/03/2016 – 
12/04/2016, A. shows the vector arrows showing the direction of displacement. B. shows the surface velocity in 
md-1.  
Autumn 30 days 





Figure 28: Surface velocity during the winter season, surface velocity is over a 20-day period from 21/07/2016 
– 10/08/2016. A. shows the vector arrows showing the direction of displacement. B. shows the surface velocity 
in md-1.  
Winter 20 days 






Figure 29: Surface velocity during spring. Surface velocity is over a 10-day interval from 18/11/2017-
28/11/2017, A. shows the vector arrows showing the direction of displacement. B. shows the surface velocity 
in md-1.  
Spring 10 days 





Table 7: The acquisition dates from the satellite images that were used to measure surface velocity are listed below along with mean and standard deviation of velocity 
(md-1) for that time interval. The degree day and total rainfall was calculated for the total time interval of the image dates. 
 

























24/12/2015 3/01/2016 10 148.57 0.14 0.11 0.16 0.17 0.20 0.18 4.60 
24/12/2015 2/02/2016 40 535.27 0.39 0.11 0.35 0.16 0.47 0.23 383.60 
3/01/2016 13/01/2016 10 134.47 0.39 0.04 0.36 0.07 0.37 0.11 96.20 
3/01/2016 2/02/2016 30 394.97 0.23 0.04 0.20 0.04 0.23 0.06 381.80 
13/01/2016 2/02/2016 20 272.17 0.16 0.04 0.16 0.07 0.22 0.05 286.00 
2/02/2016 13/03/2016 40 594.87 0.18 0.03 0.14 0.03 0.20 0.05 412.20 
13/03/2016 12/04/2016 30 326.57 0.19 0.03 0.17 0.02 0.23 0.02 263.80 
12/04/2016 2/05/2016 20 194.07 0.16 0.04 0.12 0.03 0.18 0.05 156.40 
2/05/2016 1/06/2016 30 161.65 0.22 0.04 0.22 0.03 0.30 0.06 803.80 
1/06/2016 21/07/2016 50 145.05 0.10 0.02 0.10 0.01 0.13 0.05 678.40 
21/07/2016 10/08/2016 20 22.07 0.17 0.07 0.14 0.05 0.25 0.11 231.00 
10/08/2016 30/08/2016 20 190.60 0.27 0.04 0.25 0.05 0.28 0.07 45.60 
30/08/2016 29/10/2016 60 394.50 0.12 0.03 0.11 0.03 0.15 0.03 620.20 
29/10/2016 8/12/2016 40 338.97 0.12 0.04 0.13 0.05 0.19 0.06 602.40 
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8/12/2016 27/01/2017 50 523.46 0.18 0.04 0.14 0.04 0.26 0.04 933.80 
27/01/2017 26/02/2017 30 387.24 0.15 0.03 0.13 0.04 0.20 0.04 373.20 
26/02/2017 18/03/2017 20 241.47 0.14 0.03 0.12 0.03 0.16 0.05 16.60 
18/03/2017 28/03/2017 10 123.70 0.13 0.05 0.12 0.05 0.18 0.08 36.20 
28/03/2017 17/05/2017 50 376.75 0.16 0.03 0.14 0.02 0.18 0.02 364.00 
17/05/2017 27/05/2017 10 29.98 0.14 0.05 0.18 0.15 0.34 0.24 35.60 
27/05/2017 6/06/2017 10 18.44 0.14 0.05 0.18 0.15 0.34 0.24 10.40 
6/06/2017 6/07/2017 30 54.07 0.15 0.02 0.17 0.07 0.18 0.07 272.40 
6/07/2017 16/07/2017 10 0.43 0.41 0.29 0.18 0.08 0.38 0.10 30.60 
6/07/2017 15/08/2017 40 56.30 0.14 0.08 0.09 0.02 0.15 0.08 539.20 
16/07/2017 15/08/2017 30 55.87 0.14 0.08 0.09 0.02 0.15 0.03 508.80 
15/08/2017 4/10/2017 50 238.42 0.18 0.06 0.15 0.04 0.19 0.03 664.20 
4/10/2017 29/10/2017 25 202.24 0.13 0.04 0.12 0.04 0.18 0.05 99.00 
29/10/2017 13/11/2017 15 146.62 0.14 0.07 0.15 0.09 0.21 0.08 196.80 
29/10/2017 18/11/2017 20 202.78 0.43 0.27 0.41 0.26 0.42 0.30 202.20 
13/11/2017 18/11/2017 5 65.71 0.15 0.05 0.14 0.06 0.21 0.07 0.00 
18/11/2017 28/11/2017 10 159.01 0.20 0.11 0.18 0.11 0.25 0.14 5.40 
18/11/2017 13/12/2017 25 388.94 0.12 0.05 0.11 0.06 0.17 0.10 104.60 
28/11/2017 13/12/2017 15 245.78 0.19 0.13 0.17 0.11 0.26 0.13 99.20 
13/12/2017 22/01/2018 40 579.97 0.27 0.07 0.24 0.08 0.35 0.08 212.00 




Figure 30: Mean seasonal variation in surface velocity at the Near-terminus (dark blue), Upper near-terminus (blue) and the Ball Glacier confluence (light blue).  Summer is 






































































































































































































































































5.0.2 Spatial and temporal variation in surface velocity 
To explore how surface velocity varies spatially, velocity was determined along six 
longitudinal transects (Figure 32). The velocity of each transect, for each individual velocity 
surface was plotted against the mean of all 36 velocity values for that transect. The length of 
the transects was adjusted to account for terminus retreat. Two transects from the 
06/07/2017 – 16/07/2017 over a 10-day period are displayed in Figure 33, all other transects 
for all 35 velocity surfaces can be viewed in appendix A and B.  
 
Surface velocity was found to vary down the length and across the width of the glacier. The 
surface velocity was plotted with the mean velocity for each transect to identify areas of the 
glacier that varied from the mean surface velocity. Transect 1 in Figure 33 shows an 
acceleration of velocity reaching speeds of 1.00 md-1 and propagating 1.5 km up from the 
terminus (blue line). This acceleration exceeded the mean velocity (orange line) for this 
section of the transect, which had a surface velocity of 0.53 md-1 at the terminus and a surface 
velocity between 0.16 md-1 and 0.33 md-1 from 0.2 – 1.5 km up glacier. There was an area of 
significant slow velocity between 1.5-2.8 km up glacier when compared with the surface 
velocity up glacier of 2.8 km and down glacier of 1.5 km.  
 
A similar pattern is seen in transect 4 in Figure 33 with the velocity exceeding the mean 
velocity which propagates 1.5 km up glacier. The mean velocity of the terminus was 0.81 md- 1 
and mean velocity 0.2-1.5 km up glacier ranged between 0.14-0.24 md-1. The velocity 1.5 km 
up glacier reached speeds of 1.5 md-1. There was an area that showed significant slow velocity 
1.5-2.0 km. This area of slow velocity is 1.3 km smaller than that of transect 1 on the outer 
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margin. Velocity for this area ranged between 0.1 and 0.3 md-1.  
 
 
Figure 32: Longitudinal velocity variations were extracted for concentrated regions using the rectangular 
polygons with the white outline. Longitudinal velocity variations were also extracted along 6 profiles. All 
surface velocity profiles presented run from A, near the Ball Glacier confluence down to the terminus at B. 
Velocity profiles from 06/07/2017 – 18/11/2017 showed areas of acceleration at the near terminus (green 























Transect 4: Surface Velocity










Figure 33: Longitudinal velocity profiles from 06/07/2017 – 16/07/2017 (time period of 10 days) The orange line indicates the surface velocity values extracted from all 
surface velocity images. The blue line is the surface velocity values extracted from each profile. Profiles run from A near the Ball Glacier confluence down to B at the terminus. 




















Transect 1: Surface Velocity








5.1.0 Calving, rainfall, lake level and velocity 
Calving events were identified in a series of time lapse photos of the terminus at 
Tasman/Haupapa Glacier from 20/07/2013 to 01/04/2018. A calving event was defined as any 
ice that fell off the terminus, as a result of this definition there were a lot of frequent but low 
magnitude ice calving events. Calving events are shown by the coloured diamonds in Figure 
34 the colour of the diamond reflects the year the calving event took place, the grey bars 
reflect the total rainfall per day. The majority of calving events were found to take place 
during spring and summer. In the winters of 2014, 2016 and 2017 there were little to no 
calving events, the winter of 2015 recorded calving events, but they were very small in 
magnitude. No statistically significant relationship between calving a rainfall was found with 
an R2 value of 0.0001 and a p-value of 0.60. 
 
During summer in 2016 there is an increase in velocity to 0.39 md-1 ± 0.04 md-1 at the near 
terminus from 03/01/2016 – 13/01/2016 with a total rainfall amount of 96.2 mm (Figure 35). 
At the end of this 10-day period there was a large calving event. The lake level on the day of 
the large calving event increased from 717.84 m ± 0.02 m on the 21/01/2016 to 719.93 m ± 
0.10 m by the 26/01/2016. During a 40-day period from 02/02/2016 – 13/03/2016 there was 
another large calving event on the 18/02/2016, which happened the day after a large rainfall 
event of 175.8 mm. Over this 40-day period there was not a sudden increase in velocity 
specifically related to the large rain event, velocity at the near terminus was 0.18 md-1 ± 0.03 
md-1. The lake level increased prior to this calving event from 717.53 m ± 0.01 m on the 
14/02/2016 to 719.93 m ± 0.22 m the day before the major calving event on the 18/02/2016 
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when lake levels decreased slightly to 718.95 m ± 0.53 m.  
 
During the winter months in 2016 the frequency of days with precipitation increased, over a 
30-day period from 02/05/2016 – 01/06/2016 there was 803.8 mm of precipitation and 
velocity at the near terminus was 0.22 md-1 ± 0.04 md-1. This decreased to 0.10 md-1 ± 0.02 
md-1 over a 50-day time period that recorded 678.4 mm of precipitation. There was another 
large calving event towards the end of the year on the 01/11/2016. The calving event took 
place during a 60-day time interval with a mean velocity at the Near-terminus at 0.12 md-1 ± 
0.03 md-1 and 620.2 mm total amount of precipitation was recorded.  
 
The rainfall, calving events and mean velocity for 2017/2018 (Figure 37) shows a sudden 
increase in velocity at the near terminus over a 10-day time interval 06/07/2017 – 
16/07/2017, total rainfall for this period was 30.6 mm with a velocity at the near-terminus of 
0.41 md-1 ± 0.29 md-1. In the summer of 2017, there was another large calving event recorded 
on the 28/12/2017, velocity during this 15-day time interval was 0.19 md-1 ± 0.13 md-1 with 
99.2 mm of rain. After this large calving event a higher velocity was recorded over 40-day time 
interval at 0.27 md-1 ± 0.07 md-1 and 212.0 mm of rain was recorded. Lake levels prior to the 
large calving event on the 28/12/2017, were 717.05 m ± 0.04 m on the 13/11/2017, lake levels 







Figure 34:Comparison of rainfall with calving from 2013 - 2018. Calving events and lake level time-lapse photos and data were supplied by Dr Brian Anderson. Calving events 
are shown by coloured diamonds, each colour is specific to a year. Orange diamonds show calving events from 2013, green diamonds from 2014, yellow from 2015, purple 
from 2016, blue from 2017 and red diamonds for calving events in 2018. The orange line is the lake level between 2013-2018. Gaps in the line indicate when no lake level 









































































































































































































































































































































































































































































































































































Figure 35: A comparison between surface velocity, calving events and rainfall. Surface velocity at the Near-terminus shown by the dark blue line, rainfall has been mapped 
in grey bars. Days that had calving events are mapped by green diamonds. The red diamonds show significantly large calving events. Calving events were recorded from time-




Figure 36: A comparison between surface velocity, calving events and lake level for 2016. Surface velocity at the Near-terminus shown by the dark blue line, mean lake level 
has been mapped in orange bars. Days that had calving events are mapped by green diamonds. The red diamonds show significantly large calving events. The number above 
the blue velocity line indicates the time interval in days. 
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Figure 37: Surface velocity for 2017-2018 at the Near-terminus shown by the dark blue line, rainfall has been mapped in grey bars. Days that had calving events are mapped 






Figure 37: Surface velocity at the Near-terminus shown by the dark blue line, mean lake level has been mapped in orange bars. Days that had calving events are mapped by 
green diamonds. The red diamonds show significantly large calving events. The number above the blue velocity line indicates the time interval in days. 
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5.2 Lake conditions 
Landsat 8 imagery was used to map the seasonal surface temperature variation from 2013 – 
2017. Mean surface lake temperatures were extracted for the entire lake and for the near-
terminus region from Landsat-8 imagery using the thermal band (Figure 38). The lake surface 
temperatures show strong seasonal variation with cool temperatures in the autumn and 
winter and warmer temperatures in the spring and summer. Mean lake winter temperatures 
ranged from -6.2°C and -1.6°C in 2013 and 2016 respectively and winter temperatures at the 
near terminus ranged from -6.0 and -0.7°C in 2013 and 2016. During the summer months in 
2015 the mean lake temperature was 14.1°C. The lake surface temperatures show a rapid 
change in temperature gradient at the changing of the seasons. In 2013 the mean surface 
temperature increased by 13.88 °C at a mean rate of 0.12°C per day over a 113-day time 
interval between the 30/07/13 - 19/11/2013. This sharp increase in temperature was also 
seen in 2015 where the mean surface temperature increased by 12.95°C over a 113-day time 
interval at a mean rate of 0.11°C per day from the 06/09/15 - 27/12/2015. A steep decline in 
temperatures was evident when changing from autumn to winter, over a 65-day time interval 




























































































































































































































































































































































































































Figure 38: Mean surface temperatures derived from the thermal band in Landsat-8. The black line indicated mean surface temperature for the whole lake and the grey line 
indicates mean surface temperature for the near-terminus. The different coloured dots indicate the year and the coloured bars show the season. Yellow is summer, red is 
autumn, blue for winter and green for spring. 
 R2 = 0.23 
Negative values are from a frozen lake during winter 
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5.2.1 Temperature Profile Depths 
Vertical temperature and conductivity profiles measured in autumn and spring (Figure 39) 
showed that the profile near the terminus from 2015 had temperatures at the near surface 
of ~2.0 °C and isothermal properties at depth, with minor variation in temperature at depth. 
The temperature depth profile near the terminus in 2015 has near surface temperatures of 
2.0°C at a depth of 0-10 m. The temperature was isothermal from 10 – 90 m, with a change 
in temperature from 1.8°C to 1.6°C. The temperature profile starts decreasing in temperature 
at 175 m reaching 1.0°C at 200 m. The temperature at the maximum depth of the vertical 
temperature profile varied between 0.5 and 1.0 at 210 m. 
 
The 2016 vertical temperature profile from the middle of the lake had a temperature between 
1.7 – 1.5°C at 0-10 m depth. The profile shows an isothermal pattern from 10 – 110 m at a 
temperature of 1.4°C. From 100 – 200 m the temperature decreased from 1.4°C to 0.9°C.  
Near the Murchison river inlet, the near surface temperature at 10 m was 1.6°C. The 
temperature remained the same at 1.5°C between 3 – 24 m, temperature then increased to 







Figure 39: 2015 vertical temperature profile at the near-terminus is shown in blue, the 2016 vertical 
temperature profiles are in green and yellow respectively. The green lower was from the middle of the lake 
and the yellow lower was near the Murchison River inlet. The 2015 profile was collected in mid-autumn in 































5.2.2 Water seepage  
Evidence of water seepage was found from Sentinel 2 images. Sources of water contribution 
were identified as water plumes in the front of the terminus, seepage from the moraine walls, 
icebergs and the Murchison inlet. Water seepage can be seen near the eastern moraine at 
the terminus in Figure 40. Icebergs are also seen in the bottom half of the lake. A plume in 
front of the terminus was identified from one satellite image from 06/06/2017 (Figure 41) 
along with a minor contribution from the Murchison inlet. Small amounts of water seepage 
were also mapped from satellite imagery on the 18/03/2017, shown in Figure 42 on the east 
and west side of the terminus near the moraine walls.  
 
Water seepage from the moraine wall near the terminus shown in Figure 43 was also recorded 
from photos taken during the 2018 survey. Also visible in the image is a previous lake level 





Figure 40: Sentinel satellite image from 12/04/2016, yellow outline are icebergs, light blue shows seepage near 






Figure 41: Sentinel satellite image from 06/06/2017. A plume in from of the terminus is digitised in dark green, 





Figure 42: Sentinel satellite image from 18/03/2017, water seepage in light blue on the eastern and western 
sides of the moraine walls near the terminus. 
 
 
Figure 43:Water seepage contributing to Tasman lake during the 2018 bathymetric survey on the eastern 
moraine. A waterline of a previous level is shown in the white box. 
 
Water seepage contribution from moraine wall 
water 
18/03/2017 




5.3 Terminus morphology 
5.3.0 Previous identification of subaqueous morphology  
Bathymetric surveys of the lake near the terminal face were conducted in 2013, 2014, 2015 
(Purdie et al. 2016), and in 2016 and 2018 (this study). Ice ramps were digitised across the 
width of the terminus. The digitised ice ramps in this chapter are not assumed to exist in 
isolation. The interpolated surface of the bathymetric surveys shows that the subaqueous 
morphology may be connected across the width of the terminus. The digitised ice ramps 
provide an indication of ice ramp length and profile. 
 
Four ice ramps identified during the 2013 and 2014 surveys; it was assumed that the two 2014 
ramps were the same ramps identified in the 2013 survey.  All four ramps formed along the 
main face of the terminus (Purdie et al. 2016), and Fig 44 & 45, with ramps 1, 2 and 3 
exceeding 100 m in length. Ramp 4, located on the eastern side, was the greatest in length 
reaching 175 m and 180 m in 2013 and 2014 respectively. In 2013 the maximum lake depth 
was 220 m, increasing to 240 m in 2014.  
 
The 2015 survey in Figure 46 was the start of the higher resolution surveys allowing finer 
details of the ice ramps to be recorded. In 2015 9 ramps were digitised along the main face 
of the terminus. Profiles of ramps 7, 8 and 9 showed a large shelf feature towards the eastern 
side of the terminus, all three of these ramps exceeded 200 m in length. Profiles of ramps 1-
6 had a steeper gradient with shelf features, the extent of these ramps ranged between 120 
m and 200 m
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Figure 46: 2015 survey points were interpolated using nearest neighbour and display the mean depth. The orange lines note subaqueous ice ramps of various sizes and 
















































































5.3.1 Bathymetric data collected during this study 
In 2016 there were 5 ramps recorded along the outer sides of the main ice front. Four ramps 
were identified on the western side of the main ice front, the maximum length of these ramps 
reached 120 m, ramp 6 was identified on the eastern side of the main ice front and reached 
150 m in length. There was a large gap in the middle of the main ice front with no ice ramp 
development measuring 150 m across (Figure 47), a new lake depth was recorded in front of 
the terminus of 250 m.   The 2018 survey 10 ice ramps identified the length of the subaqueous 
morphology across the main ice front. The longest ramp was on the eastern side up to 240 m 
long (Figure 48), this ramp formed in a similar location where the gap in subaqueous 
morphology was identified from 2016. The shortest ramp is on the western side of the main 
ice front at 80 m. Ice ramps 1, 3-8 and 10 are between 90 m and 150 m in length. Depth at 
the near terminus is 260 m. 
 
The distribution of ramp lengths from 2013 – 2018 are commonly between 40 – 120 m in 
length (n=170) with the next largest group (n=12) between 120 – 200 m, only three ramps 








Figure 47: 2016 survey points were interpolated using nearest neighbour and 
display the mean depth.  After the 2015 survey there was a large subaqueous 
calving, the survey shows a gap in subaqueous morphology  of 150 m and, the 
















































































Figure 48: A: 2018 mean depth interpolated surface, orange lines denote ice ramps. B: Ice ramp profiles identified in A. C: Orange lines show where the CHIRP images of 
the subaqueous morphology are located. The blue dots are the 2018 bathymetry points. All CHIRP subaqueous morphology images were taken from transect leading 




























































































5.3.2 Subaqueous ice ramps CHIRP sonar  
The subaqueous ice ramps as revealed by the CHIRP sonar survey show a variety of ice ramp 
morphology. Ice ramps 1a, 1c in Figure 49 both have gentle ramp gradients, 1a drops gradually 
below 60 m.  1c starts off with a flat shelf at 60 m which then slopes gently to 180 m. Ice ramp 
1d drops away quickly and gets wider at depth, ramp 1d is over 180 m deep. Distinctive shelf 
features, are displayed in 1b, 1e and 1f. Ice ramps 1e and 1f show ‘step’ like shelf features, 
compared with 1b which has a more gently gradient and drops down to 120 m.  
 
During the 2018 survey and subaqueous and aerial calving took place. High resolution photos 
were taken of icebergs and detail melt features that are attributed to subaqueous processes. 
Image 2a in Figure 49 shows an iceberg with thermal melt/notch features, on the other side 
of this iceberg the was evidence of scalloping which can be seen in 2d. Melt features 
consistent with ‘rills’ were identified in 2b and 2c. All these features are consistent with 
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Figure 49: CHIRP sonar survey recordings,1a-1f, these are recorded with the jet boat heading towards the terminus, they show the ice ramp in the traditional view. Photos 
2a-d show icebergs from a subaqueous calving event during the 2018 survey. Photos taken by Justin Harrison 
 






Melt features ‘pitting’ 
Melt features ‘scalloping’ 
Melt features ‘rills’ 
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5.3.3 Ice ramp length change of all bathymetry data from 2013 - 2018 
If an assumption is made that in between surveys the ice ramps have not fully or partially 
calved, then an estimation can be made about the rate at which the size of the ramps change. 
This could be due to growth associated with subaerial melting and calving or a reduction in 
size due to subaqueous melting.  It was found that ramp size between surveys 2013/2014 
(Figure 50, A) and 2015/2016 (Figure 50, B) had decreased, and it was assumed that the 2018 
ice ramps (Figure 50, C) were newly formed since the 2016 survey.  
 
Ice ramps between the 2013/2014 and 2015/2016 survey were assumed to be the same ice 
ramps. The change in length was calculated in meters per day over a 397-day time interval for 
2013/2014, 321-day interval for 2015/2016 and 576 days for 2018.  Previous melt rates at 
Tasman Glacier by Purdie et al. (1999) and Rohl, (2006) were used to compare with the change 
in length of ice ramps identified in Table 8. 
 
Purdie et al. (1999) used a melt rate of 0.007 m d-1 for debris covered (1.1 m thick) ice and 
0.096 md-1 for bare ice. Applying this melt rate to the 397-day time interval 2013/2014, a 
change in length was up to 2.84 md-1 more than the length change calculated during this 
study. Using the debris melt rate the change in length was up to 38.14 md-1 greater than the 
length calculated for this study. Changes in length found using the subaqueous melt rate from 
Rohl, (2006), showed changes in length for a melt rate of 0.030 md-1 were 11.91 md-1.  
 
For 2018 with a 576-day interval 4.03 md-1 and 55.30 md-1 could be attributed to melt using 
the debris and bare ice melt rates from Purdie et al. (1999) and 17.28 md-1 change in length 
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could be attributed to melt using the melt rate from Rohl, (2006). Changes in length from the 





Figure 50: A1: Ice ramp development 2013 -2018, there was no survey in 2017 so a terminus outlined was inferred from Sentinel imagery. Ice ramps outlined in A,B and C 
were used to calculate rate of growth, it was assumed that 1) these ramps were the same ramps from previous years for A and B. 2) that ice ramps from the 2018 survey 
were new ramps that had formed since 2016 and 3) that no subaqueous calving or regrowth took place for these ramps. B1: A frequency distribution of ramp profile 






Table 8: Changes in ice ramp length for 2013/2014, 2015/2016 and 2018 survey. An assumption is made that no subaqueous calving or regrowth took place for these 
ramps during the survey period. Changes in ramp length are compared with changes in length using bare ice and debris melt rates from Purdie et al. (1999) and a 





5.3.4 Terminus buoyancy 
During the 2016 survey a series of 69 overlapping photos were taken across the terminus. 
These photos were processed using SfM (Figure 51). The RMS reprojection error was 0.14 m 
(0.74 pix) Several height estimates were taken across the terminus from the dense point cloud 
for comparison with the floatation thickness (HF) for the 2016 survey. The floatation thickness 
(HF) (Eq 2) for the 2016 survey was calculated at 273 m, in order for the terminus to prevent 
floatation the terminus height (HT) must exceed 23 m. the area highlighted by the green box 











Figure 51:Terminus (1) dense point cloud generated from SfM using 69 photos from the 2016 survey. The dense point cloud was generated and heights were measured in 
Agisoft Metashape 1.5.0 using the measure tool. The terminus in (2) is made from overlapping photos taken from the 2016 survey and is provided for comparison purposes 






The floatation thickness (HF) for the depth recorded from the 2018 survey is 283 m, meaning 
the terminus needs to exceed 24 m to prevent 




Chapter 6 – Discussion 
6.0  Are there relationships between near-terminus surface velocity, calving 
and subaqueous morphology? 
One of the primary aims of this thesis was to find relationships between processes and 
feedbacks at Tasman/Haupapa Glacier; between calving, velocity and subaqueous 
morphology. The relationships between these processes are shown in Figure 52 and Table 9 
where these relationships are indicated by a series of arrows whereby the direction of the 
arrow shows which variable is having an effect on the other.  
 
Table 9: Matrix showing relationships found between calving, velocity and subaqueous morphology. Green 
boxes indicate a strong relationship, and red boxes indicate no relationship between variables. 
















Figure 52: Diagram showing the relationships identified during this study. The green arrows show a strong 
relationship between the two variables and the red dotted lines indicate no relationship between the relevant 
variables. The direction of the arrows show which variable is affecting which. Figures listed beside the arrows 
reference the figures from the text which show the relationship between the variables in detail.  
 
6.0.1 Velocity influencing calving 
A spatial and temporal relationship was found between surface velocity and calving at 
Tasman/Haupapa Glacier. It was stated by Benn & Astrom (2018) that all iceberg calving is a 
function of the propagation and formation of crevasses, and that the location and depth of 
crevasses is determined by variations in velocity (Benn et al. 2007).  At Tasman/Haupapa 
Glacier, surface velocity generally showed an increase during the spring and summer seasons, 
and deceleration during the autumn and winter seasons (Figure 30). Iceberg calving also 
showed seasonal variation, with a greater number of events recorded during the spring and 
summer compared to the autumn and winter (Figure 35, 37).  The larger number of calving 
events during the spring and summer is attributed to the increase in surface velocity. An 
increase in velocity is required for an increase in calving, as without the velocity increase and 
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subsequent crevasse propagation, the rate of calving would be dependent on the rate of 
waterline melt (Kirkbride and Warren, 1999).  
 
Surface velocity on Tasman/Haupapa Glacier decreased down glacier. This is consistent with 
findings from Redpath, (2013) who found that surface velocity decreased down glacier of the 
Hochstetter confluence, with surface velocity ~0.16 md-1 between 2009-2010, and 0.19 md-1 
from 2010-2011. The highest surface velocity over a one-year time interval at the Ball Glacier 
confluence was 0.19 md-1, which is similar to velocities recorded by Purdie et al. (2018) of 
0.25 md-1 in a similar region. Surface velocities at the Upper near-terminus were generally 
lower than the surface velocity at the Lower near-terminus. Surface velocity at the Lower 
near-terminus was 0.13 md-1, which is similar to Haritashya’s et al. (2015) finding of 0.11 md-
1 in 2014. An increase in surface velocity over a 20-day time interval near the Ball Glacier 
confluence was recorded during winter (Figure 28). Over this time interval there was >200 
mm of rain (Table 07). Increases in surface velocity during the winter months at the Ball 
Glacier confluence may be associated with changes in basal water supply and storage 
reorganisation resulting from rainfall.  
 
It was found by Horgan et al. (2015) that Tasman/Haupapa Glacier exhibited some of the 
fastest recorded short-term speed up events reported in the literature. Rain induced 
accelerations over the observed period could account for 11-14% of the glacier’s 
displacement (Horgan et al. 2015). Rain induced accelerations identified by Horgan et al. 
(2015) were from a 3 hr and 24 hr observation period. The total time intervals over which 
surface velocity was analysed in this study ranged from 5 – 60 days. While total rainfall over 
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the time interval may have influenced the velocity measurements, short-term speed up 
events could not be isolated.  
 
From this study, a decrease in surface velocity over the course of the melt season was 
observed in the summers of 2016 and 2017. As melt seasons progress, the velocity of glaciers 
decreas due to the increased efficiency of englacial and subglacial drainage systems (Nineow 
et al. 1998).  When dye tracing techniques were used at the Haut Glacier d’Arolla to 
interrogate changes in englacial and subglacial drainage systems between 1990 – 1991, it was 
found by Nineow et al. (1998), from a series of breakthrough curve characteristics, that major 
channels had developed as the melt season progressed. While a decrease in surface velocity 
for 2016 and 2017 may be a result of greater hydrological connection through cavity growth 
at the bed of the glacier, it is likely due to the 60-day and 30-day time interval, which will have 
smoothed out any short-term variability. 
 
Surface velocity before and during four major calving events was recorded from 2016 – 2018 
(Figure 35,37). One event had a significant increase in velocity over a 10-day period prior to 
this event, recorded at 0.39 md-1 ± 0.04 md-1. This was followed by a 58.97% decrease over 
the 20-day time interval during which the calving event occurred. Small increases were 
recorded in surface velocity for two other major calving events, on 18/02/2016 and 
28/11/2017, and one large calving event during the 60-day time interval had a decrease in 
surface velocity. While three of the four major calving events show an increase in velocity 
prior to or during a large calving event, a velocity increase may not always be an indication 




Spring and summer show surface velocity increases throughout the season of 2016 and 2017 
without producing large calving events, although multiple smaller calving events are 
recorded. Kirkbride and Warren (1997) found that short term velocity variations did not 
impact the rate of calving, but it can increase longitudinal stretching, which encourages 
crevasse development. The lack of large calving events after some surface velocity increases 
indicates that large calving events are likely a result of multiple processes.  
 
It was suggested by Chinn (2014) that the expansion of Tasman/Haupapa lake had significant 
effects on the surface gradients of the glacier, initiating a drawdown, leading to an increase 
in calving.  The surface velocity increases at Tasman/Haupapa Glacier are not reflective of  
drawdown processes (Figure 2).  Variation and strength of surface velocity may be the first 
order of control for calving, but it does not mean that it is the only process operating across 
the terminus (Benn et al. 2007; Benn & Astrom 2018).  
When analysing the spatial variation in surface velocity from the longitudinal velocity profiles, 
an acceleration of 50% at the terminus was seen. The acceleration extended from the 
terminus to 1.5 km up glacier (Figure 33). This was followed by a substantially slow area 
between 1.5-2.8 km up glacier. This pattern could be observed in the longitudinal velocity 
profiles from the 16/07/2017 – 04/10/2017 (Appendix B).  A possible explanation for this 
region of reduced surface velocity is that there could be a topographic pinning point at the 
bed of the glacier in this region (Figure 32). Pinning points at the bed of the glacier can act as 
a stabilising feature for a calving terminus (Boyce et al. 2007). This is due to a high increase in 
resistance, resulting from basal and lateral drag around the pinning point area (Benn et al. 
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2007).  Hart (2014) previously identified a pinning point at Tasman/Haupapa Glacier (gravity 
surveys were used to identify ice thickness and found a localised high area surrounded by 
lower bed elevations).  This sudden increase in velocity past the substantially slow velocity 
area indicates this section of the terminus was buoyant over this time interval. Gravity surveys 
by Hart (2014) also indicate that a reverse slope bed profile is present at Tasman/Haupapa 
Glacier near the terminus. Given a reverse slope at the base of the glacier, water can 
permeate down the reverse slope resulting in an increase in water pressure. This reduces 
basal and lateral drag, thereby increasing velocity (Figure 55).   
 
Surface velocity results from this study add to the previous but sporadic surface velocity 
record for Tasman Glacier (Purdie et al. 2018). The relationship between velocity and calving 
identified in this study may provide localised evidence that calving is the ‘master’ process over 
ice dynamics (the ‘slave’ process) (Benn et al. 2007). Previously at Tasman/Haupapa Glacier, 
an increase in crevasse development and propagation was observed from 1995-1997 by 
Kirkbride and Warren (1999) and attributed to flow acceleration. It was noted by Kirkbride 
and Warren (1999) that the increase in surface velocity preceded faster calving rates, 
suggesting that ice dynamics was the ‘master’ process and calving the ‘slave’ process. The 
results of this study align with the observations of Kirkbride and Warren (1999), in that a 
change in ice dynamics up glacier is needed to influence calving rates. However, care needs 
to be exercised when drawing conclusions on the patterns from surface velocity from this 
study due to the different time intervals over which velocity was calculated, dictated by the 




6.0.2 Velocity and calving influencing subaqueous morphology 
The differences in velocity at the terminus may explain the different retreat rates across the 
terminus and the subsequent formation of subaqueous morphology. It was suggested by 
Dykes et al. (2011) that multiple compounding factors and mechanisms may drive differences 
in retreat rates, and that changes in ice velocity across the lower terminus may partly explain 
these different retreat rates. Dykes et al. (2011) identified that the rate of retreat 2006-2008 
was 166.67% faster compared to the retreat rate over the previous 6 years.  
 
This study identified a relationship between surface velocity and subaqueous morphology 
from the longitudinal velocity profiles (Figure 33) and the length of subaqueous ice ramp 
lengths mapped by bathymetric survey (Figure 47, 48). As highlighted in section 5.0.2, the 
longitudinal velocity profiles showed an increase in surface velocity that extended ~1.5 km up 
from the glacier terminus (Figure 33). This velocity pattern was present in longitudinal profiles 
from the 16/07/2017 - 04/10/2017, suggesting this portion of the terminus would have been 
periodically buoyant during this period in 2017.  
In contrast to findings by Rohl (2006), who found that surface velocity was higher at the 
eastern embayment ice cliff than the main ice cliff, surface velocity was greater from the 
middle of the glacier with velocity values up to 1.50 md-1 and slower surface velocity values 
were reported from the longitudinal profile on the outer margins with surface velocity up to 
0.99 md-1. Longer ice ramps on the eastern side of the terminus have consistently been 
identified from bathymetry surveys from 2013 – 2018), producing ice ramps up to 380 m in 
length (Figure 46,48,50). The slower velocity near the margins is due in part to the increase 
in lateral drag from the valley walls (Benn et al. 2007). This may produce a more stable setting 
151 
 
for ice ramp development, with a lower longitudinal strain rate resulting in less crevasse 
propagation (Figure 53) 
 
Figure 53: Sketch of processes in effect on the eastern side of the terminus that results in longer ice ramps  
 
Utilising lake outlines from satellite imagery (Figure 50), the highest rate of terminus retreat 
was along the centre of the terminus. This was the region of the ice cliff where spatial 
variation in velocity along the terminus was linked to variation in subaqueous ice ramps. 
Higher velocity at the middle of the glacier can lead to an increase in longitudinal strain rate 
and the development and propagation of crevasse formation (Figure 2, 54) (Benn et al. 2007). 
Given the higher velocity and retreat rate of the middle of the glacier, with calving events not 
to depth, and combined with low melt rates, it would be expected that this area would 
produce the longest ice ramps. However, from the 2018 bathymetric survey (Figure 49), 
subaqueous ice ramps in the middle of the glacier with higher velocity rates were typically 
shorter and steeper in length than ice ramps identified on the eastern side of the terminus. 
This finding aligns with that of Robertson et al. (2012), who also found that terminus areas 
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with the fastest aerial retreat rates are not always the areas with the longest ice ramps. This 
difference suggests that processes other than just velocity and subaerial melt rates, such as 
subglacial hydrology, may also drive higher melt rates, affecting ice ramp development at the 
middle of the terminus (Figure 54). Although higher aerial calving rates and low melt rates are 
the primary driver of ice ramp development, they are not isolated from other processes.  
 
Figure 54: Sketch of processes at the central part of the terminus. Processes exhibit temporal variations and 
may not always be an active component of calving. This is an example of processes at the central section of the 
terminus. 
 
Between 2013-2018 it was found that a combination of faster rates of aerial calving and 
subaerial melt rates appeared to be the primary control of ice ramp development.  Aerial 
calving at Tasman/Haupapa Glacier is not calving the full depth of the glacier, resulting in 
extended subaqueous morphology across the width of the terminus (Figure 46,48). After the 
2000-2008 survey it was proposed by Dykes et al. (2011) that the more stable, slower section 
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of the ice cliff would be subject to more vigorous thermal-erosional notching. This would 
increase the retreat rate by destabilising the ice cliff, eventually leading to large scale aerial 
calving. It was found by Rohl (2006) that spatial variation in thermal notch development was 
determined by water temperature, circulation, cliff geometry, debris supply and lake level 
fluctuations. Given the presence of thermal notches along the terminus from the 2018 survey 
and the slower velocities near the margins, large scale aerial calving arising from thermal-
erosional notching may help explain the longer and larger ice ramps on the eastern side of 
the terminus, providing thermal notch development is not reset from changes in lake level.  
 
6.0.3 Subaqueous morphology influencing calving 
Although spatial and temporal variability of subaqueous morphology suggests multiple 
processes affect subaqueous morphology (Robertson et al. 2012), ice ramps develop at 
Tasman/Haupapa Glacier primarily through high aerial calving rates and low melt rates. While 
calving can act as a control on ice ramp development, it was found that calving can be 
influenced by subaqueous morphology through buoyant processes.  
 
Calving at Tasman/Haupapa Glacier can be characterised by low frequency but high 
magnitude events (Dykes et al. 2011). During the 2015 survey (Figure 46) large, shelf-like 
ramps extending from the eastern side of the terminus measured up to 380 m, and at the end 
of 2015 a large subaqueous ice ramp buoyantly calved. The resulting iceberg contained basal 
debris, suggesting the ice ramp extended down to the bed of the glacier (Figure 9, Purdie et 
al. 2016). This large subaqueous calving event was followed by a large aerial calving event, 
supporting the theory that aerial calving can be triggered from an increase in the net upward 
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forces due to the sudden reduction in pressure from subaqueous calving (Benn & Evans, 
2010).  
 
Ice ramps will buoyantly calve once the ice exceeds the critical shear stress. The critical shear 
stress will vary depending on physical characteristics such as subglacial hydrology, weighting 
from debris and water temperatures (Hunter and Powell, 1998). The large subaqueous calving 
event at Tasman/Haupapa Glacier was likely the result of the ice ramp/shelf on the eastern 
side exceeding the critical shear stress and buoyantly calving. The 2016 survey (Figure 47) 
confirmed the eastern side had experienced a large calving event with an ice ramp extending 
only 150 m on the eastern side of the terminus. An area in the central part of the terminus 
that went to depth was recorded in the 2016 survey, with previous subaqueous calving events 
likely shearing off any ice ramp development.  Out of 32 digitised ice ramps from bathymetric 
surveys between 2013-2018, only three protruded at least 200 m into the lake (Figure 47). 
The limited number of ice ramps that exceed 200 m length suggests that ice ramps greater 
that 200 m are highly prone to buoyant calving, given that no ice ramp has exceeded 380 m 
during the 6-year survey period.  It may also indicate an upper limit to the length the ice ramps 
can grow to before they will buoyantly calve. Subaqueous ice ramps were identified in a 2008 
survey of Tasman/Haupapa Glacier ~400 m in length by Robertson et al. (2012).  The length 
of the ice ramps was attributed to a higher aerial calving rate over the subaqueous calving 
and melt rates, as well as thick debris cover on the ice ramps.  
 
Ice ramps from the 2008 survey were found to have up to 10 m of debris cover. Debris cover 
can act as a weight, decreasing buoyant forces (Hunter & Powell, 1998). Debris falling from 
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the terminus onto ice ramps was initially observed by Warren & Kirkbride (1998). Robertson 
et al. (2012) identified potential sediment sources for the ice ramps that included supraglacial 
debris falling from the terminus, slumping from the lateral moraine and iceberg fallout. The 
debris cover of 5 – 10 m may have been enough to weight the ice ramp, reducing buoyant 
forces. This may partly explain how the ice ramp grew to ~400 m (Hunter & Powell 1998; 
Warren & Kirkbride 1998).  During the 2018 survey there was a subaqueous calving event that 
produced several icebergs (Figure 49). The visible faces of the icebergs were not rich with 
englacial debris, indicating that the ramp length was not weighted by debris. While small 
amounts of debris may fall onto the ice ramps from the near terminus and lateral moraines, 
it is not thick enough to produce the weighted effects that was observed during the 2008 
survey by Robertson et al. (2012). 
 
6.1 Do the limnological characteristics of the lake influence subaqueous 
morphology? 
Another aim of this study was to identify whether limnological processes at Tasman/Haupapa 
Glacier affect the formation and calving of subaqueous morphology. Subaqueous morphology 
is influenced by limnological characteristics and these characteristics vary spatially and 
temporally across the terminus creating variations in ice ramp length and style of calving. Key 
processes affecting subaqueous morphology are; lake level fluctuations, topography at the 




Figure 55: Key limnological processes affecting subaqueous morphology at Tasman/Haupapa Glacier. Results 
from this study indicate the presence of a reverse slope and a pinning point up glacier from the terminus, 
further work is needed to refine topographical relief at the base of the glacier. A reverse slope and an increase 
in water pressure can lead to an increase in basal sliding. 
 
6.1.0 Water temperature at surface affects morphology 
Results from this study indicate that lake conditions do influence subaqueous morphology. 
Surface water temperatures can affect the location of thermo-erosional notch development 
and influence the geometry of the glacier margin through thermo-erosion. It was noted by 
Kirkbride & Warren (1999) that the extended ‘arm’ of the lake on the eastern side of the 
terminus was influenced by ground water springs from the Murchison valley. Kirkbride and 
Warren (1999) suggested that water input from the moraine walls may increase the 
temperature of the lake water, which will enhance the melting at the terminus.  From the 
2018 survey, two lake ‘arms’ can be seen from the 2018 lake outline (Figure 48) on the eastern 
and western sides of the terminus, with the central ice cliff extending across the deepest part 
of the lake.  Water seepage from the moraine walls was photographed during the 2018 survey 




combined with the water seepage from the moraine walls may enhance thermo-erosional 
processes from higher water temperatures.  
 
Thermal notches can develop where ice is exposed to water and exhibit seasonal variation as 
their development is inhibited during the winter months (Rohl 2006), as well as being 
enhanced by warm surface lake surface temperatures. During the 2016 and 2018 survey, 
thermal notches were recorded along the width of the glacier terminus. Strong seasonal 
variation was evident in the average surface lake temperatures from the Landsat-8 imagery 
(Figure 39), with surface temperatures during the spring and summer months ranging 
between 6 - 14 °C, which would have contributed to the development of thermal notches. 
Temperatures in the winter months showed negative temperatures due to the lake freezing 
during some winters, inhibiting thermo-erosional processes. 
 
It was found by Rohl (2006) that the seasonal variation in thermal notch development was 
largely brought about by changes in water temperature, but that the spatial variability of the 
thermal notches was affected by multiple factors including water temperature, circulation, 
cliff geometry, debris supply and water level fluctuations.  Thermal notch development along 
the terminus affects subaqueous morphology as it can control the rate of subaerial calving. 
The thermal notches destabilise the ice cliff, leading to greater rates of aerial calving (Figure 
5). For example, because subaerial calving only involves ice above the water line, ice below 
the water remains attached (Figure 55). While thermal notches can affect the rate of aerial 
calving, the frequency and magnitude of the calving events is dependent on the pre-existing 




Data collected during this study did not specifically target thermal notch development, but 
the presence of thermal notches along the terminal face will have affected aerial calving rates 
through undercutting of the ice cliff. Dykes (2013) found that 60% of all calving events 
between 2011 and 2012 were derived from thermal erosional processes, and that calving on 
the eastern margin was predominantly related to thermal erosional notch development. 
Calving from thermal notching explains the faster aerial calving rate over the slower 
subaqueous calving rate. Continual erosion at the thermal notch lengthens the extent of the 
undercutting, placing stress on a greater area of ice at the terminus (Figure 55). However, 
fluctuations in lake level can shift the location of water line melting and undercutting, slowing 
down thermal notch development, and in some cases resetting the thermal notch process 
(Rohl, 2006). It was found by Rohl (2006) that a 15 cm change in lake level within 24 hrs was 
enough to reset the thermal notch process. Lake level fluctuations from 2013-2018 showed 
seasonal variation, with lower lake levels during the winter and higher lake levels and greater 
lake level fluctuation in summer (Figure 34). Lake levels fluctuated from 2-3 m in the summer, 
frequently exceeding the 15 cm change in lake level needed to reset the thermal notch 
process within 24 hrs. This constant resetting of the thermal notch process will therefore have 
slowed down the extent of undercutting at the ice cliff.  
 
It was found by Dykes (2013) that lake levels at Tasman/Haupapa Glacier can fluctuate up to 
5 m within a 48-hr period. The fluctuation of the lake levels increases tensile stress through 
buoyant flexure, increasing the susceptibility to calving. Dykes (2013) found that while some 
calving events were associated with fluctuations in lakes levels, there were also multiple 
calving events that were not affected by lake levels. Findings from this study also found that 
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lake level fluctuations coincided with major calving events (Figure 36, 38), but it is noted that 
multiple calving events showed no association to lake level fluctuations between 2016-2017. 
 
6.1.1 Water temperature below the surface affecting morphology 
Melting of subaqueous ice in freshwater lakes is dependent on the lake’s heat content and its 
ability to effectively transport heat to the terminus (Truffer & Motyka 2016b). Unlike 
tidewater glaciers, where meltwater circulation is driven by the density differences between 
subglacial fresh water and seawater, creating a density driven current (Motyka et al. 2003), 
the glacial meltwater entering a freshwater lake is controlled by the density differences in the 
glacial meltwater and the lake water. This in turn depends on water temperature, pressure 
and sediment concentration (Sugiyama, 2016).  Sugiyama et al. (2016) found that thermal 
stratification of a freshwater lake could shape subaqueous morphology through preferential 
melting. 
 
 A series of vertical temperature profiles at Tasman/Haupapa Glacier indicate that the lake is 
largely isothermal between 10 – 110 m (Figure 39). A profile of water temperature taken close 
to the terminus and in the middle of the lake indicated an influx of cold water entering the 
lake from the base of the glacier. The decrease in temperature at depth is more rapid in the 
near-terminus profile than the more gradual decrease in temperature recorded in the middle 
of the lake. The effects of the cold subglacial meltwater will decrease with increasing distance 
from the terminus due to mixing, explaining the smaller decrease in temperature with depth 




A study by Slater et al. (2015) indicated that subglacial hydrology in a tide water setting can 
influence the type and rate of calving as well as total melt. In a tide water setting, buoyant 
plumes of meltwater arising from subglacial melt water are considered an important 
component of subaqueous melting and thermal undercutting of the ice cliff (How et al. 2019). 
It was noted by How et al. (2019) that waterline calving events were the dominant calving 
type in regions where water plumes were identified along the terminus of the Tunabreen 
Glacier in Svalbard. It was also noted that while subaqueous calving events were rare, they 
often took place at sites of water plumes producing large debris-laden icebergs. 
 
Although upwelling in freshwater lakes is rare due to the small density differences between 
subglacial meltwater and lake water, observations of upwelling have been made (Watson 
1995; Rohl 2005; Boyce et al. 2007).  A water plume in front of the central ice cliff was 
recorded from satellite imagery at Tasman/Haupapa Glacier (Figure 41). This water plume 
was identified in front of the central ice cliff. It was noted by Purdie et al. (2016) that subglacial 
hydrology and/or convection currents may affect subaqueous morphology along the 
terminus. 
 
During the 6-year survey period this study found that the ice ramps at Tasman/Haupapa 
Glacier exhibit different profiles depending on their spatial location (Figure 44, 45, 46, 47, 48). 
Ice ramps on the eastern side of the terminus have predominantly longer, gentle slopes and 
shelf-like profiles. This is due to their development in a more stable area on the outer margins, 
with lower ice velocities and lack of upwelling in the lake; calving in this area is driven by 
buoyancy processes. Ice ramps in the middle of terminus have shorter and steeper profiles. 
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Water plumes at the centre of the central ice cliff are more frequent and produce an increased 
subaqueous melt rate indicative of a cavity at the base of glacier, which affects the length of 
any subaqueous morphology (Dykes, 2013).  
 
Due to the closed system of freshwater lakes, density-driven circulation of their cold water 
can result in low subaqueous melt rates (Truffer & Motyka, 2016b). The changing length and 
location of ice ramps from 2013-2018 (Figure 50) indicates that ramps calve and melt at sub-
annual time scales. The total change in the length of the ice ramps was identified in 
2013/2014 using the subaqueous melt rate of 0.03 md-1 based on a lake temperature of 1.5°C 
(Rohl, 2005). The total change in length over 397 days, assuming no calving took place, was 
11.91 m (0.03 md-1). Water temperature at the surface on average was 2°C warmer during 
the spring and summer months than temperatures recorded during the autumn and winter 
months. Water temperature at depth during spring and summer of 2015 were found to be 
~0.3°C warmer than temperatures in the autumn and winter months of 2016 (Figure 39).  
 
Due to the gap in ice ramps identified from the 2016 survey, ice ramps surveyed in 2018 were 
assumed to be new ramps that had developed since the previous survey. The change in length 
of the ice ramps based on Rohl’s, (2005) melt rate was 17.28 m (0.03 md-1). Lake temperatures 
near the terminus from the temperature profile in 2015 were 1.6 - 1.7°C at 10 – 175 m depth, 
which are comparable to the lake temperature of 1.5°C and 0.03 md- 1 melt rate derived by 
Rohl (2005). For greater certainty that no calving events took place, time series photos were 




Time series photos from 2016-2018 showed few subaqueous calving events, indicating the 
change in ice ramp growth for 2016-2018 was not subject to a change in length from 
subaqueous calving. How et al. (2019) used a time lapse camera to record calving events at 
the Tunabreen Glacier. The camera took 3 images every three seconds for a 28 hr period 
during summer. Using this method, they captured 358 calving events and were able to 
identify submarine melt rates as the main driver of ablation at the terminus. Given that many 
processes in a freshwater lake setting are an order of magnitude lower than in a marine 
environment (Warren & Kirkbride 2003; Truffer and Motyka 2016), a similar process could be 
set up at Tasman/Haupapa Glacier during the spring and summer, but with a longer time 
interval capture between images. Currently a time lapse camera is set up that records 14 
images per day at the terminus, but this can miss the location of subaqueous calving events 
due to the time intervals between photos.  
 
A series of vertical water temperature profiles across the terminus could be used to provide 
information on the spatial variation in temperature across the terminus. If temperature varies 
spatially across the terminus, ice ramps may be subject to different melt rates, thereby 
affecting ice ramp development. Melt rates may be a key process in triggering large changes 
in the behaviour of the glacier such as rapid retreat, but once the process of rapid retreat has 
commenced, mechanical instabilities of the ice will be the dominant process over melting 
(Truffer and Motyka 2016).  
 
6.1.2 Effects of terminus buoyancy and subaqueous morphology 
A buoyant terminus can be maintained as part of a stable setting in a freshwater environment, 
as processes in a freshwater setting are generally an order of magnitude lower (Truffer and 
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Motyka 2016; Boyce et al. 2007; Benn & Astrom 2018). Long floating ice-tongues in a 
freshwater setting can accommodate slow perturbations resulting in viscoelastic deformation 
instead of a calving event (Boyce et al. 2006; Chernos et al. 2016). When the terminus can no 
longer accommodate the bending stresses, high magnitude calving events will occur until the 
terminus can reach a stable position where the terminus height exceeds the floatation 
thickness (van der Veen 2002). 
 
The terminus profile constructed from the 2016 survey had the lowest ice cliff heights and 
deepest depths of 250 m in the middle of the terminus (Figure 51). Given the low ice cliff 
heights and deep water it is expected that buoyancy forces will be focused on this region 
(Boyce et al. 2007; Purdie et al. 2016). In order for the terminus to prevent flotation, the 
height of the terminus needs to exceed 23 m ± 5 m. However, it is noted by Purdie et al. (2016) 
that Eq (2) will overestimate HF on debris covered glaciers if the weight added by the debris 
layer is not accounted for, as debris thickness may be enough keep the terminus grounded. 
Estimates of debris thickness at the terminus range between 0.5 - 2.0 m (Kirkbride & Warren 
1999; Purdie & Fitzharris 1999), using a debris thickness of 2 m would reduce Ho by 1.3 m 
(Purdie et al. 2016).  
 
The central part of the terminus had subaerial cliff heights between 14.8 m ± 5 m and 16.6 m 
± 5 m. Although these heights were below the floatation thickness, it is unlikely that the entire 
terminus was buoyant due to cliff height exceeding the floatation thickness at each margin. 
Buoyancy was also reduced due to shallow lake depths and lateral drag at the glacier margins, 
and therefore greater water depth and thinning of the terminus would have been needed 
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before full floatation was achieved (Dykes 2013). The Tasman/Haupapa Glacier is 
characterised as undergoing low frequency, high magnitude calving events (Dykes 2013). 
Currently, these large events are the result of subaqueous ice ramps buoyantly calving, rather 
than the disintegration of a floating terminus (Dykes et al. 2013). 
 
While the terminus was not fully buoyant, there was spatial variation in the longitudinal 
velocity profiles where the terminus was partially buoyant ~1.5 km up glacier (Figure 33), from 
16/07/2017 – 04/10/2017. This indicated that part of the terminus may be buoyant, buoyancy 
may have been the result of a reverse slope, meaning that lake water could penetrate further 
up glacier, decreasing effective pressure and increasing basal sliding (Figure 56). Buoyancy of 
parts of the terminus could be looked at as further areas of study, pinning points and buoyant 
sections could be refined using high resolution surface elevation data. As mentioned in 
section 5.0.1, above the region of higher surface velocities there was a region where surface 
velocity was 50% slower than that recorded close to the terminus. This may have been an 
area of stick slip, which could have been acting as a stabilising point for the ice as the terminus 
retreated to this point. Evidence of a reverse slope was identified by Hart (2014) using gravity 
surveys. Hart (2014) found the bed gradually deepened up glacier from the terminus with 
lower ice thickness measured at the terminus and greater ice thickness adjacent to Ball 
Glacier.  
 
6.1.3 Lake level fluctuations influencing subaqueous morphology 
A hydrological connection was found by Boyce et al. (2007) between lake level increases and 
a corresponding decrease in water temperature at the Mendenhall Glacier. It was noted by 
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Boyce et al. (2007) that thinning rates and elevated lake levels could increase buoyancy forces 
at the terminus. Tasman/Haupapa lake levels fluctuate up to 4.5 m seasonally, with the 
greatest fluctuations during the main melt season between September-February (Figure 36, 
38). 
 
Major calving events at Tasman/Haupapa glacier between 2016-2018 coincided with lake 
level fluctuations. The calving event on 21/01/2016 was associated with a lake level increase > 
2.0 m, with the two other large calving events associated with smaller increases < 1.0 m. The 
lake temperatures at the time of the major calving events are unknown, the elevated lake 
levels increased buoyancy forces at the terminus that could not be accommodated by 
viscoelastic deformation, resulting in large calving events. 
 
While the lake level fluctuations are consistent with observation from the Mendenhall 
Glacier, the correlation with a decrease in water temperature cannot be compared. It is noted 
that smaller calving events took place throughout 2016-2018 that also coincided with lake 
level increases at Tasman/Haupapa Glacier. From this analysis, the magnitude of the calving 
events cannot be defined solely through lake level fluctuations. Future research could refine 
the relationship between lake level fluctuations, rainfall and calving events by incorporating 
continuous vertical temperature profiles to help refine the conditions required to trigger 







This thesis identified the relationships between processes and feedbacks at Tasman/Haupapa 
Glacier between calving, velocity and subaqueous morphology. Ice dynamics were compared 
with calving rates to test the theory of the ‘master’ and ‘slave’ theory outlined by (Benn et al. 
2007). Velocity was found to influence calving whereby an increase in surface velocity would 
result in higher longitudinal strain rates and crevasse propagation that would lead to calving. 
Surface velocity also influenced subaqueous morphology across the width of the terminus. 
The margins of the terminus with slower surface velocity and high lateral drag, had less 
crevasse propagation and were considered a more stable, these areas typically had the 
longest ice ramps. The central part of the ice cliff with higher surface velocity was more prone 
to crevassing and was not stabilised by the outer margins. Ice ramps in these areas were 
typically steeper and shorter.  
 
Subaqueous morphology influenced the rate of calving at Tasman/Haupapa Glacier through 
buoyant calving processes. Ice ramps that developed in more stable areas could grow in 
length until the weight of the ice ramp buoyantly calved. Calving was also found to affect the 
formation of subaqueous morphology. Higher aerial calving rates compared to subaqueous 
calving rates lead to ice ramp development across the terminus. Results from this study could 
not conclusively say that calving had a direct effect on velocity or that subaqueous 
morphology had an effect on surface velocity. It is acknowledged that no one single process 
can explain calving, velocity and subaqueous morphology, it is likely to involve a combination 
of processes at different spatial and temporal scales that may include relationships where 
calving and subaqueous morphology affect surface velocity, of which, was not identified in 
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this study.  
 
Temporal patterns exist between surface velocity and calving, with the higher surface 
velocities and number of calving events taking place during the spring and summer months, 
including four major calving events. Three out of four major calving events had a velocity 
increase prior to the calving event, indicating that velocity is not always an indication that a 
large calving event is imminent, and that other processes may also contribute to triggering 
large calving events. 
 
 At the terminus an acceleration in surface velocity was seen on the longitudinal velocity 
profiles. This was followed by a substantially slow area between 1.5-2.8 km up glacier. The 
location of a possible pinning point was identified from longitudinal velocity profiles. The 
pinning point may act as a stabilising feature as the terminus retreats back to this point.  
 
Velocity and calving have a strong relationship with subaqueous morphology. Velocity varies 
spatially across the terminus with lower velocities on the eastern side of the terminus. The 
slower velocity combined with the increase in lateral drag at the margins of the glacier means 
that calving events are less frequent resulting in a more stable setting for long, gently sloping 
ice ramps to form. The velocity in the central part of the terminus is faster with higher 
longitudinal strain rate and more crevassing. Shorter, steeper ice ramps are more typical in 
this area. Thermal notches exist across the terminus which can cause large calving events and 





Ice ramps develop at Tasman/Haupapa Glacier primarily through high aerial calving rates and 
low melt rates. The dominant processes affecting subaqueous morphology are buoyant 
processes. The changing length and location of ice ramps indicates that ramps calve and melt 
at sub-annual time scales. Of the ice ramps digitised from bathymetric surveys, only three 
protruded at least 200 m into the lake. The limited number of ice ramps that exceed 200 m 
length suggests that ice ramps greater that 200 m are highly prone to buoyant calving.  It may 
also indicate an upper limit to the length ice ramps can grow before they will buoyantly calve. 
 
This study also identified limnological processes at Tasman/Haupapa Glacier that affected the 
formation and calving of subaqueous morphology. Subaqueous morphology is influenced by 
limnological characteristics and these characteristics vary spatially and temporally across the 
terminus creating variation in ice ramp length and style of calving. 
Surface water temperatures can affect the location of thermo-erosional notch development 
and influence the geometry of the glacier margin through thermo-erosion. Strong seasonal 
variation was evident in the average surface lake temperatures, with surface temperature 
increases during the spring and summer months contributing to the development of thermal 
notches. Temperatures in the winter months showed negative temperatures due to the lake 
freezing during some winters, inhibiting thermo-erosional processes. Fluctuations in lake level 
can shift notches by changing the location of water line melting and undercutting, slowing 
down thermal notch development. Lake level fluctuations showed seasonal variation, with 
lower lake levels during the winter and higher lake levels and greater lake level fluctuation in 
summer. Lake level fluctuations coincided with major calving events, but it is noted that 
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multiple calving events showed no association to lake level fluctuations. 
 
A series of vertical temperature profiles at Tasman/Haupapa Glacier indicate that the lake is 
largely isothermal. A profile of water temperature taken close to the terminus and in the 
middle of the lake indicated an influx of cold water entering the lake from the base of the 
glacier. The water plume was identified in front of the central ice cliff. It was noted that 
subglacial hydrology and/or convection currents may affect subaqueous morphology along 
the terminus. 
 
Terminus cliff heights at the centre of the glacier are below the floatation thickness, but it is 
unlikely that the entire terminus is buoyant due to cliff height exceeding the floatation 
thickness at each margin. Currently, large calving events are the result of subaqueous ice 
ramps buoyantly calving, rather than the disintegration of a floating terminus (Dykes et al. 
2013). 
 
This thesis has provided an outline of how multiple processes interact at the terminus to 
influence calving and subaqueous morphology by identifying relationships between velocity, 
calving and subaqueous morphology, and by identifying the limnological characteristics that 
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Appendix A: Longitudinal velocity profiles 
To explore how surface velocity varies spatially, velocity was determined along six 
longitudinal transects. The velocity of each transect, for each individual velocity surface was 
plotted against the mean of all 36 velocity values for that transect. The length of the transects 
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Appendix 1A: Longitudinal velocity profiles from 24/12/2015 – 03/01/2016 (time period of 10 days) The orange 
line indicates the surface velocity values extracted from all surface velocity images. The blue line is the surface 
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 Appendix 2A: Longitudinal velocity profiles from 24/12/2015 – 02/02/2016 (time period of 40 days) The orange 
line indicates the surface velocity values extracted from all surface velocity images. The blue line is the surface 







































































































































































































































































































































































































Appendix 3A: Longitudinal velocity profiles from 03/01/2016 – 13/01/2016 (time period of 10 days) The orange 
line indicates the surface velocity values extracted from all surface velocity images. The blue line is the surface 















































































































































































































































































































































































































Appendix 4A: Longitudinal velocity profiles from 03/01/2016 – 13/01/2016 (time period of 40 days) The orange 
line indicates the surface velocity values extracted from all surface velocity images. The blue line is the surface 























































































































































































































































































































































































































































































Appendix 5A: Longitudinal velocity profiles from 03/01/2016 – 13/01/2016 (time period of 20 days) The orange 
line indicates the surface velocity values extracted from all surface velocity images. The blue line is the surface 
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Appendix 6A: Longitudinal velocity profiles from 02/02/2016 – 13/03/2016 (time period of 20 days) The orange 
line indicates the surface velocity values extracted from all surface velocity images. The blue line is the surface 
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Appendix 7A: Longitudinal velocity profiles from 13/03/2016 – 12/04/2016 (time period of 30 days) The orange 
line indicates the surface velocity values extracted from all surface velocity images. The blue line is the surface 





























































































































































































































































































































































































































Appendix 8A: Longitudinal velocity profiles from 12/04/2016 – 02/05/2016 (time period of 20 days) The orange 
line indicates the surface velocity values extracted from all surface velocity images. The blue line is the surface 
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 Appendix 9A: Longitudinal velocity profiles from 02/05/2016 – 01/06/2016 (time period of 20 days) The orange 
line indicates the surface velocity values extracted from all surface velocity images. The blue line is the surface 
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Appendix 10A: Longitudinal velocity profiles from 01/06/2016 – 21/07/2016 (time period of 50 days) The orange 
line indicates the surface velocity values extracted from all surface velocity images. The blue line is the surface 
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Appendix 11A: Longitudinal velocity profiles from 21/07/2016 – 10/08/2016 (time period of 20 days) The orange 
line indicates the surface velocity values extracted from all surface velocity images. The blue line is the surface 
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 Appendix 12A: Longitudinal velocity profiles from 10/08/2016 – 30/08/2016 (time period of 20 days) The 
orange line indicates the surface velocity values extracted from all surface velocity images. The blue line is the 
surface velocity values extracted from each profile. Profiles run from A near the Ball Glacier confluence down to 
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Appendix 13A: Longitudinal velocity profiles from 30/08/2016 – 29/10/2016 (time period of 60 days) The orange 
line indicates the surface velocity values extracted from all surface velocity images. The blue line is the surface 
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 Appendix 14A: Longitudinal velocity profiles from 29/10/2016 – 08/12/2016 (time period of 40 days) The 
orange line indicates the surface velocity values extracted from all surface velocity images. The blue line is the 
surface velocity values extracted from each profile. Profiles run from A near the Ball Glacier confluence down to 














































































































































































































































































































































































































Appendix 15A: Longitudinal velocity profiles from 08/12/2016 – 27/01/2017 (time period of 50 days) The orange 
line indicates the surface velocity values extracted from all surface velocity images. The blue line is the surface 



























































































































































































































































































































































































































































































Appendix 16A: Longitudinal velocity profiles from 27/01/2017 – 26/02/2017 (time period of 50 days) The orange 
line indicates the surface velocity values extracted from all surface velocity images. The blue line is the surface 
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 Appendix 17A: Longitudinal velocity profiles from 26/06/2017 – 18/03/2017 (time period of 50 days) The 
orange line indicates the surface velocity values extracted from all surface velocity images. The blue line is the 
surface velocity values extracted from each profile. Profiles run from A near the Ball Glacier confluence down to 

















































































































































































































































































































































































































 Appendix 18A: Longitudinal velocity profiles from 18/03/2017 – 28/03/2017 (time period of 10 days) The 
orange line indicates the surface velocity values extracted from all surface velocity images. The blue line is the 
surface velocity values extracted from each profile. Profiles run from A near the Ball Glacier confluence down to 































































































































































































































































































































































































































































































Appendix 19A: Longitudinal velocity profiles from 28/03/2017 – 17/05/2017 (time period of 50 days) The orange 
line indicates the surface velocity values extracted from all surface velocity images. The blue line is the surface 


















































































































































































































































































































































































































































































Appendix 20A: Longitudinal velocity profiles from 17/05/2017 – 27/05/2017 (time period of 10 days) The orange 
line indicates the surface velocity values extracted from all surface velocity images. The blue line is the surface 

















































































































































































































































































































































































































































































Appendix 21A: Longitudinal velocity profiles from 27/05/2017 – 06/06/2017 (time period of 30 days) The orange 
line indicates the surface velocity values extracted from all surface velocity images. The blue line is the surface 





















































































































































































































































































































































































































































































Appendix 21A: Longitudinal velocity profiles from 04/10/2017 – 29/10/2017 (time period of 25 days) The orange 
line indicates the surface velocity values extracted from all surface velocity images. The blue line is the surface 























































































































































































































































































































































































































































































Appendix 22A: Longitudinal velocity profiles from 29/10/2017 – 13/11/2017 (time period of 15 days) The orange 
line indicates the surface velocity values extracted from all surface velocity images. The blue line is the surface 

































































































































































































































































































































































































































































































Appendix 23A: Longitudinal velocity profiles from 29/10/2017 – 18/11/2017 (time period of 20 days) The orange 
line indicates the surface velocity values extracted from all surface velocity images. The blue line is the surface 

































































































































































































































































































































































































































































































Appendix 24A: Longitudinal velocity profiles from 13/11/2017 – 18/11/2017 (time period of 20 days) The orange 
line indicates the surface velocity values extracted from all surface velocity images. The blue line is the surface 
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Appendix 25A: Longitudinal velocity profiles from 18/11/2017 – 28/11/2017 (time period of 20 days) The orange 
line indicates the surface velocity values extracted from all surface velocity images. The blue line is the surface 






































































































































































































































































































































































































































































































Appendix 26A: Longitudinal velocity profiles from 18/11/2017 – 13/12/2017 (time period of 25 days) The orange 
line indicates the surface velocity values extracted from all surface velocity images. The blue line is the surface 

























































































































































































































































































































































































































































































 Appendix 27A: Longitudinal velocity profiles from 28/11/2017 – 13/12/2017 (time period of 15 days) The 
orange line indicates the surface velocity values extracted from all surface velocity images. The blue line is the 
surface velocity values extracted from each profile. Profiles run from A near the Ball Glacier confluence down to 























































































































































































































































































































































































































































































Appendix 28A: Longitudinal velocity profiles from 13/12/2017 – 22/01/2018 (time period of 15 days) The orange 
line indicates the surface velocity values extracted from all surface velocity images. The blue line is the surface 
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Appendix 29A: Longitudinal velocity profiles from 22/01/2018 – 21/02/2018 (time period of 30 days) The orange 
line indicates the surface velocity values extracted from all surface velocity images. The blue line is the surface 
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Appendix B: Longitudinal velocity profile – buoyant terminus 
Longitudinal velocity profiles from different times of the year showing an acceleration at the 



















































































































































































































































 Appendix 1B: Longitudinal velocity profiles from 06/07/2017 – 16/07/2017 (time period of 10 days) The orange 
line indicates the surface velocity values extracted from all surface velocity images. The blue line is the surface 




































































































































































































































































































































































































































































































Appendix 2B: Longitudinal velocity profiles from 06/07/2017 – 15/08/2017 (time period of 30 days) The orange 
line indicates the surface velocity values extracted from all surface velocity images. The blue line is the surface 




































































































































































































































































































































































































































































































Appendix 3B: Longitudinal velocity profiles from 16/07/2017 – 15/08/2017 (time period of 30 days) The orange 
line indicates the surface velocity values extracted from all surface velocity images. The blue line is the surface 
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Appendix 4B: Longitudinal velocity profiles from 15/08/2017 – 04/10/2017 (time period of 30 days) The orange 
line indicates the surface velocity values extracted from all surface velocity images. The blue line is the surface 
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Appendix C: Gridded velocity surface 
Seasonal surface velocity was determined for the region of the glacier below the Hochstetter 
confluence for 35 surface velocity images. The below images show how the surface velocity 
varies across time throughout the study period from 2016 – 2018. 
 
Appendix 1C Surface velocity during summer over a 10-day time interval from 24/12/2015 – 
03/01/2016, left image shows the vector arrows showing the direction of displacement. Right 
images shows the surface velocity in md-1.  
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Appendix 2C Surface velocity during summer over a 40-day time interval from 24/12/2015 – 
02/02/2016, left image shows the vector arrows showing the direction of displacement. 




Appendix 3C Surface velocity during summer over a 40-day time interval from 03/01/2016– 
02/02/2016, left image shows the vector arrows showing the direction of displacement. Right 




Appendix 4C Surface velocity during summer over a 20-day time interval from 13/01/2016– 
02/02/2016, left image shows the vector arrows showing the direction of displacement. Right 





Appendix 5C Surface velocity during summer over a 40-day time interval from 02/02/2016– 
13/03/2016, left image shows the vector arrows showing the direction of displacement. Right 





Appendix 6C Surface velocity during summer over a 20-day time interval from 12/04/2016– 
02/05/2016, left image shows the vector arrows showing the direction of displacement. Right 




Appendix 7C Surface velocity during summer over a 30-day time interval from 02/05/2016– 
01/06/2016, left image shows the vector arrows showing the direction of displacement. Right 




Appendix 8C Surface velocity during summer over a 50-day time interval from 01/06/2016– 
21/07/2016, left image shows the vector arrows showing the direction of displacement. Right 





Appendix 9C Surface velocity during summer over a 20-day time interval from 10/08/2016– 
30/08/2016, left image shows the vector arrows showing the direction of displacement. Right 




Appendix 10C Surface velocity during summer over a 60-day time interval from 30/08/2016– 
29/10/2016, left image shows the vector arrows showing the direction of displacement. Right 




Appendix 11C Surface velocity during summer over a 40-day time interval from 29/10/2016– 
08/12/2016, left image shows the vector arrows showing the direction of displacement. Right 




Appendix 12C Surface velocity during summer over a 40-day time interval from 08/12/2016– 
27/07/2017, left image shows the vector arrows showing the direction of displacement. Right 




Appendix 13C Surface velocity during summer over a 30-day time interval from 27/01/2016– 
26/02/2017, left image shows the vector arrows showing the direction of displacement. Right 




 Appendix 14C Surface velocity during summer over a 20-day time interval from 26/06/2017– 
18/03/2017, left image shows the vector arrows showing the direction of displacement. Right 






Appendix 15C Surface velocity during summer over a 10-day time interval from 18/03/2017– 
28/03/2017, left image shows the vector arrows showing the direction of displacement. Right 




Appendix 16C Surface velocity during summer over a 50-day time interval from 28/03/2017– 
17/05/2017, left image shows the vector arrows showing the direction of displacement. Right 





Appendix 16C Surface velocity during summer over a 10-day time interval from 17/05/2017– 
27/05/2017, left image shows the vector arrows showing the direction of displacement. Right 
images shows the surface velocity in md-1. 
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Appendix 16C Surface velocity during summer over a 10-day time interval from 27/05/2017– 
06/06/2017, left image shows the vector arrows showing the direction of displacement. Right 





Appendix 17C Surface velocity during summer over a 30-day time interval from 06/06/2017– 
06/07/2017, left image shows the vector arrows showing the direction of displacement. Right 




Appendix 18C Surface velocity during summer over a 10-day time interval from 06/07/2017– 
16/07/2017, left image shows the vector arrows showing the direction of displacement. Right 




Appendix 19C Surface velocity during summer over a 30-day time interval from 06/07/2017– 
15/08/2017, left image shows the vector arrows showing the direction of displacement. Right 




Appendix 20C Surface velocity during summer over a 30-day time interval from 16/07/2017– 
15/08/2017, left image shows the vector arrows showing the direction of displacement. Right 




Appendix 21C Surface velocity during summer over a 50-day time interval from 15/08/2017– 
04/10/2017, left image shows the vector arrows showing the direction of displacement. Right 




Appendix 22C Surface velocity during summer over a 25-day time interval from 04/10/2017– 
29/10/2017, left image shows the vector arrows showing the direction of displacement. Right 




Appendix 23C Surface velocity during summer over a 15-day time interval from 29/10/2017– 
13/11/2017, left image shows the vector arrows showing the direction of displacement. Right 
images shows the surface velocity in md-1. 
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Appendix 24C Surface velocity during summer over a 40-day time interval from 
29/10/2017– 18/11/2017, left image shows the vector arrows showing the direction of 




Appendix 25C Surface velocity during summer over a 10-day time interval from 18/11/2017– 
13/12/2017, left image shows the vector arrows showing the direction of displacement. Right 





Appendix 26C Surface velocity during summer over a 25-day time interval from 
17/05/2017– 27/05/2017, left image shows the vector arrows showing the direction of 




Appendix 27C Surface velocity during summer over a 20-day time interval from 13/12/2017– 
22/01/2017, left image shows the vector arrows showing the direction of displacement. Right 





Appendix 16C Surface velocity during summer over a 30-day time interval from 22/01/2017– 
21/02/2017, left image shows the vector arrows showing the direction of displacement. Right 
images shows the surface velocity in md-1. 
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