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06 On a free group of transformations
defined by an automaton
Mariya Vorobets∗ and Yaroslav Vorobets∗†
Abstract
We prove that three automorphisms of the rooted binary tree de-
fined by a certain 3-state automaton generate a free non-Abelian group
of rank 3.
1 Introduction
A Mealy automaton A over a finite alphabet X is determined by the set of
internal states Q, the state transition function φ : Q × X → Q, and the
output function ψ : Q × X → X . The automaton starts its work at some
state q ∈ Q and a sequence of letters x1, x2, . . . , xn ∈ X is input into A. The
automaton uses the function ψ to produce an output sequence y1, y2, . . . , yn
(yi ∈ X) while changing its states according to the function φ. This gives
rise to a transformation Aq : X
∗ → X∗ of the set X∗ of finite words over
alphabet X . A detailed account of the theory of Mealy automata is given in
the survey paper [GNS].
An automaton is called finite if it has only finitely many states. An
automaton is called initial if it has a fixed initial state. An initial automaton
over an alphabetX defines a transformation of the setX∗. A finite non-initial
automaton defines a finite number of transformations, each being assigned to
an internal state. Assuming all of them are invertible, the finite automaton
defines a finitely generated transformation group. This group is an example
of a self-similar group (see [Nek]).
∗Partially supported by the NSF grants DMS-0308985 and DMS-0456185.
†The second author is supported by a Clay Research Scholarship.
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Figure 1: Aleshin’s automata.
All invertible transformations defined by finite initial automata over a
fixed alphabet X form a countable group G(X) (see [GNS]). The set X∗ is
endowed with the structure of a rooted regular tree so that elements of G(X)
are automorphisms of the tree. The groups of finite automaton transforma-
tions contain many finitely generated subgroups with remarkable properties
(e.g., infinite torsion groups, groups of intermediate growth) but their com-
plete structure is yet to be understood.
The problem of embedding the free non-Abelian group into a group G(X)
of finite automaton transformations turned out to be hard. The first attempt
to solve it was made by Aleshin [A]. He introduced two finite initial automata
over alphabet {0, 1} and claimed that two transformations of the rooted
binary tree {0, 1}∗ defined by these automata generate a free group. However
the paper [A] does not contain a proof. There is only a sketch that raises
reasonable doubts as to whether Aleshin’s argument was complete.
Aleshin’s automata are depicted in Figure 1 by means of Moore diagrams.
The Moore diagram of an automaton is a directed graph with labeled edges.
The vertices are the states of the automaton and edges are state transition
routes. Each label consists of two letters from the alphabet. The left one is
the input field, it is used to choose a transition route. The right one is the
output generated by the automaton. Aleshin considered these automata as
initial, with initial state b.
The first reliable result was obtained years later by Brunner and Sidki
[BS]. They showed that the group GL(n,Z) can be embedded into the group
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of finite automaton transformations over the alphabet of cardinality 2n. Since
SL(2,Z) contains a free group, this yields two finite initial automata over a
4-letter alphabet generating the free group. An example of a free group
generated by finite automaton transformations over a 2-letter alphabet was
given by Olijnyk and Sushchanskij [OS].
A harder problem is to present the free group as the group defined by a
single finite non-initial automaton. Recently it was solved by Glasner and
Mozes [GM]. They constructed infinitely many finite automata of algebraic
origin that define transformation groups with various properties, in particu-
lar, free groups. The simplest example from [GM] is a pair of automata A1
and A2. The automaton A1 is a 14-state automaton over a 6-letter alphabet
while A2 is a 6-state automaton over a 14-letter alphabet. The automata
define free groups on 7 and 3 generators, respectively. Note that the number
of free generators is half of the number of states. The 14 transformations
defined by the automaton A1 form a symmetric set of free generators. That
is, they split into two sets of free generators such that the elements in each
set are inverses of elements in the other set. The 6 transformations defined
by A2 also form a symmetric set of free generators. The automata A1 and
A2 are dual in that either of them can be obtained from the other by inter-
changing the alphabet with the set of internal states and the state transition
function with the output function.
In this paper, we consider the problem of finding a finite automaton that
defines a free group such that the rank of the group (i.e., the number of free
generators) is equal to the number of states of the automaton. A candidate
for a solution has been available for some time. Namely, Brunner and Sidki
conjectured (see [S]) that the first of two Aleshin’s automata shown in Figure
1 is the required one. Here we prove that this is indeed the case.
Theorem 1.1 Three automorphisms of the rooted binary tree defined by the
first Aleshin automaton generate a free transformation group on three gener-
ators.
The proof of the theorem is based on the dual automaton approach (al-
ready used in [GM]). The main idea of this approach is that properties of
the group defined by a finite automaton are determined by orbits of the
transformation group defined by the dual automaton.
The paper is organized as follows. Section 2 addresses some general con-
structions concerning automata and their properties. In Section 3 we con-
sider the Aleshin automaton along with a number of related automata and
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establish some properties of these automata. In Section 4 we use results of
Sections 2 and 3 to prove Theorem 1.1.
2 Automata
An automaton A is a quadruple (Q,X, φ, ψ) consisting of two nonempty sets
Q, X along with two maps φ : Q ×X → Q, ψ : Q×X → X . The set X is
to be finite, it is called the input/output alphabet of the automaton. We say
that A is an automaton over the alphabet X . Q is called the set of internal
states of A. The automaton A is called finite if the set Q is finite. φ and ψ
are called the state transition function and the output function, respectively.
One may regard these functions as a single map (φ, ψ) : Q×X → Q×X .
The automaton A functions as follows. The active automaton is always
supposed to be in some state q ∈ Q. The automaton reads an input letter
x ∈ X . Then it performs two independent tasks: passes to the state φ(q, x)
and sends the letter ψ(q, x) to the output. After that the automaton is
ready to accept another input letter. Usually the automaton job consists of
transducing the whole sequence of input letters. Suppose that A started its
work in a state q ∈ Q (the initial state) and a word w = x1x2 . . . xn over the
alphabet X was input into A. As the result of automaton’s job, we obtain
two sequences: a sequence of states q0 = q, q1, . . . , qn, which describes the
internal work of the automaton, and the output word v = y1y2 . . . yn. Here
qi = φ(qi−1, xi) and yi = ψ(qi−1, xi) for 1 ≤ i ≤ n.
Let X∗ denote the set of words over the alphabet X . A word w ∈ X∗
is merely a finite sequence whose elements belong to X . However the ele-
ments of w are called letters and w is usually written so that its elements
are not separated by delimiters. The number of letters of a word w is called
its length and denoted by |w|. It is assumed that X∗ contains the empty
word ∅. The set X is naturally embedded in X∗. If w1 = x1 . . . xn and
w2 = y1 . . . ym are words over the alphabet X then w1w2 denotes their con-
catenation x1 . . . xny1 . . . ym. X
∗ is the free monoid generated by all elements
of X relative to the operation (w1, w2) 7→ w1w2. Another structure on X
∗ is
that of a rooted k-regular tree, where k is the cardinality of X . Namely, we
consider a graph with the set of vertices X∗ where two vertices w1, w2 ∈ X
∗
are joined by an edge if w1 = w2x or w2 = w1x for some x ∈ X . The root of
the tree is the empty word.
In the above description of the automaton’s functions, it is shown how
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the output function ψ can be extended to a map ψ∗ : Q × X∗ → X∗. By
definition, ψ∗ satisfies the recursive relations ψ∗(q,∅) = ∅, ψ∗(q, xw) =
ψ(q, x)ψ∗(φ(q, x), w) for all x ∈ X , w ∈ X∗, q ∈ Q. Moreover, ψ∗ is uniquely
determined by these relations. Now for any q ∈ Q we define a transformation
Aq : X
∗ → X∗, Aq(w) = ψ
∗(q, w) for all w ∈ X∗. We say that the transfor-
mation Aq is defined by the automaton A with the initial state q. Clearly,
Aq preserves length of words. Besides, Aq transforms words from the left
to the right, that is, the first n letters of a word Aq(w) depend only on the
first n letters of w. This implies that Aq is an endomorphism of X
∗ as a
rooted regular tree. If Aq is invertible then it belongs to the group Aut(X
∗)
of automorphisms of the tree.
The semigroup of transformations of X∗ generated by Aq, q ∈ Q is de-
noted by S(A). The automaton A is called invertible if Aq is invertible for
all q ∈ Q. If A is invertible then Aq, q ∈ Q generate a transformation group
G(A), which is a subgroup of Aut(X∗). We say that S(A) (resp. G(A)) is
the semigroup (resp. group) defined by the automaton A.
Lemma 2.1 Suppose the automaton A is invertible. Then the actions of the
semigroup S(A) and the group G(A) on X∗ have the same orbits.
Proof. The action of the group G(A) on X∗ preserves length of words.
Hence an arbitrary word w ∈ X∗ belongs to some finite set W ⊂ X∗ that is
invariant under the G(A) action. Since the automaton A is invertible, every
transformation g ∈ S(A) is invertible. The restriction of g toW is a bijection,
which is of finite order since the set W is finite. It follows that the semigroup
S(A) of transformations of X∗ becomes a group when restricted to W . In
particular, the restrictions to W of the semigroup S(A) and of the group
G(A) coincide. Then the orbits {g(w) | g ∈ S(A)} and {g(w) | g ∈ G(A)}
coincide as well.
One way to picture an automaton, which we use in this paper, is the
Moore diagram. The Moore diagram of an automaton A = (Q,X, φ, ψ) is
a directed graph with labeled edges defined as follows. The vertices of the
graph are states of the automaton A. Every edge carries a label of the form
x|y, where x, y ∈ X . The left field x of the label is referred to as the input
field while the right field y is referred to as the output field. The set of edges
of the graph is in a one-to-one correspondence with the set Q×X . Namely,
for any q ∈ Q and x ∈ X there is an edge that goes from the vertex q to
φ(q, x) and carries the label x|ψ(q, x). The Moore diagram of an automaton
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can have loops (edges joining a vertex to itself) and multiple edges. To
simplify pictures, we do not draw multiple edges in this paper. Instead, we
use multiple labels.
The transformations Aq, q ∈ Q can be defined in terms of the Moore
diagram of the automaton A. For any q ∈ Q and w ∈ X∗ we find a path δ
in the Moore diagram such that δ starts at the vertex q and the word w can
be obtained by reading the input fields of labels along δ. Such a path exists
and is unique. Then the word Aq(w) is obtained by reading the output fields
of labels along the path δ.
Let Γ denote the Moore diagram of the automaton A. We associate to
Γ two directed graphs Γ1 and Γ2 with labeled edges. Γ1 is obtained from Γ
by interchanging the input and output fields of all labels. That is, a label
x|y is replaced by y|x. Γ2 is obtained from Γ by reversing all edges. The
inverse automaton of A is the automaton whose Moore diagram is Γ1. The
reverse automaton of A is the automaton whose Moore diagram is Γ2. If
one of the graphs Γ1 and Γ2 is the Moore diagram of an automaton then
the automaton shares with A the alphabet and internal states. Moreover, its
state transition and output functions are uniquely determined by the graph.
However neither Γ1 nor Γ2 must be the Moore diagram of an automaton.
The necessary and sufficient condition for such a labelling to be the Moore
diagram of an automaton is that for any q ∈ Q and x ∈ X there is exactly
one edge of the graph that goes out of the vertex q and has x as the input
field of its label.
Proposition 2.2 An automaton A = (Q,X, φ, ψ) is invertible if and only if
for any q ∈ Q the map ψ(q, ·) : X → X is bijective. The inverse automaton I
is well defined if and only if A is invertible. If this is the case, then Iq = A
−1
q
for all q ∈ Q.
Proof. Let Γ be the Moore diagram of A and Γ1 be the graph obtained
from Γ by interchanging the input and output fields of all labels. For any
x ∈ X and q ∈ Q the number of edges of Γ1 that go out of the vertex q and
have x as the input field of their labels is equal to the number of y ∈ X such
that ψ(y, q) = x. The inverse automaton of A is well defined if this number is
always equal to 1, that is, if and only if the map ψ(·, q) : X → X is bijective
for any q ∈ Q.
Suppose there exists q ∈ Q such that the map ψ(·, q) is not bijective.
Since X is a finite set, ψ(x1, q) = ψ(x2, q) for some x1, x2 ∈ X , x1 6= x2.
Then Aq(x1) = Aq(x2); in particular, Aq is not invertible.
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Now assume that the map ψ(·, q) is bijective for any q ∈ Q. By the above
the inverse automaton I of A is well defined. The graphs Γ and Γ1, which are
the Moore diagrams of automata A and I, differ only in labels. In particular,
they share all paths. Given such a path δ, a word w ∈ X∗ can be obtained
by reading the input fields of labels along δ in one of the graphs if and only
if the same word w is obtained by reading the output fields of labels along δ
in the other graph. It follows that for any q ∈ Q and w1, w2 ∈ X
∗ we have
w2 = Aq(w1) if and only if w1 = Iq(w2). This means that Aq is invertible for
any q ∈ Q and Iq = A
−1
q .
For any word w = x1x2 . . . xn over an alphabet X we denote by
←
w the
reversed word xn . . . x2x1.
Proposition 2.3 Given an automaton A = (Q,X, φ, ψ), the reverse au-
tomaton R is well defined if and only if for any x ∈ X the map φ(·, x) : Q→
Q is bijective. Assume this is the case and let w1, w2 ∈ X
∗. Then w2 = g(w1)
for some g ∈ S(A) if and only if
←
w2= h(
←
w1) for some h ∈ S(R).
Proof. Let Γ be the Moore diagram of A and Γ2 be the graph obtained
from Γ by reversing all edges. For any q ∈ Q and x ∈ X the number of
edges of Γ2 that go out of the vertex q and have x as the input field of their
labels is equal to the number of p ∈ Q such that φ(p, x) = q. The reverse
automaton R of A is well defined if this number is always equal to 1, that is,
if and only if φ(·, x) : Q→ Q is bijective for any x ∈ X .
Assume the reverse automaton R is well defined. The graph Γ2 is the
Moore diagram of R. Any path δ in the graph Γ is assigned a “reversed”
path δ′ in the graph Γ2 such that a word w ∈ X
∗ can be obtained by reading
the input (resp. output) fields of labels along δ if and only if the reversed
word
←
w is obtained by reading the input (resp. output) fields of labels along
δ′. It follows that, given w1, w2 ∈ X
∗, we have w2 = Aq(w1) for some q ∈ Q
if and only if
←
w2= Rp(
←
w1) for some p ∈ Q.
Let w1, w2 ∈ X
∗. If w2 = g(w1) for some g ∈ S(A) then there is a
sequence of words u1 = w1, u2, . . . , un = w2 (n > 1) such that ui+1 = Aqi(ui)
for some qi ∈ Q, 1 ≤ i ≤ n− 1. By the above
←
ui+1= Rpi(
←
ui), where pi ∈ Q,
1 ≤ i ≤ n − 1. Hence
←
w2= h(
←
w1) for some h ∈ S(R). Similarly,
←
w2= h(
←
w1)
for some h ∈ S(R) implies that w2 = g(w1) for some g ∈ S(A).
Let A = (Q,X, φ, ψ) be an automaton. For any nonempty word ξ =
q1q2 . . . qn ∈ Q
∗ we let Aξ = Aqn . . . Aq2Aq1. Also, we let A∅ = 1 (here 1 stands
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for the unit element of the group Aut(X∗), i.e., the identity mapping on
X∗). Obviously, any element of the semigroup S(A) is represented as Aξ for
a nonempty word ξ ∈ Q∗. The map X∗×Q∗ → X∗ given by (w, ξ) 7→ Aξ(w)
defines a right action of the monoid Q∗ on the rooted regular tree X∗. That
is, Aξ1ξ2(w) = Aξ2(Aξ1(w)) for all ξ1, ξ2 ∈ Q
∗ and w ∈ X∗.
To each finite automaton A = (Q,X, φ, ψ) we associate a dual automaton
D, which is obtained from A by interchanging the alphabet with the set of
internal states and the state transition function with the output function. To
be precise, D = (X,Q, φ˜, ψ˜), where φ˜(x, q) = ψ(q, x) and ψ˜(x, q) = φ(q, x)
for all x ∈ X and q ∈ Q. Unlike the inverse and reverse automata, the
dual automaton is always well defined. It is easy to see that A is the dual
automaton of D.
The dual automaton D defines a right action of the monoid X∗ on Q∗
given by (ξ, w) 7→ Dw(ξ). This action and the action of Q
∗ on X∗ defined by
the automaton A are related in the following way.
Proposition 2.4 For any w, u ∈ X∗ and ξ, η ∈ Q∗,
Aξ(wu) = Aξ(w)ADw(ξ)(u),
Dw(ξη) = Dw(ξ)DAξ(w)(η).
Proof. First consider the case when one of words w and ξ is empty. If
w = ∅ then Aξ(w) = ∅ and Dw = 1. If ξ = ∅ then Aξ = 1 and Dw(ξ) = ∅.
Further, consider the case when both w and ξ are one-letter words. In
this case, Aξ(wu) = xAq(u), where x = ψ(ξ, w), q = φ(ξ, w), while Dw(ξη) =
pDy(η), where p = ψ˜(w, ξ), y = φ˜(w, ξ). It remains to observe that φ˜(w, ξ) =
ψ(ξ, w) = Aξ(w) and φ(ξ, w) = ψ˜(w, ξ) = Dw(ξ).
In the general case, we prove the proposition by induction on the sum
of lengths of words w and ξ. By the above the proposition holds when
|w|+|ξ| ≤ 2. Now let n > 2 and assume the proposition holds if |w|+|ξ| < n.
Take arbitrary words w, u ∈ X∗ and ξ, η ∈ Q∗ such that |w|+ |ξ| = n. Since
n > 2, at least one of the words w, ξ has more than one letter. If |w| > 1 then
w = w1w2 for some words w1, w2 ∈ X
∗ that are shorter than w. Repeatedly
using the inductive assumption, we obtain
Aξ(wu) = Aξ(w1w2u) = Aξ(w1)ADw1 (ξ)(w2u) =
Aξ(w1)ADw1 (ξ)(w2)ADw2 (Dw1 (ξ))(u) = Aξ(w1w2)ADw1w2 (ξ)(u).
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If |ξ| > 1 then ξ = ξ1ξ2 for some words ξ1, ξ2 ∈ Q
∗ that are shorter than ξ.
By the inductive assumption,
Aξ(wu) = Aξ1ξ2(wu) = Aξ2(Aξ1(wu)) = Aξ2(Aξ1(w)ADw(ξ1)(u)) =
Aξ2(Aξ1(w))Aζ(ADw(ξ1)(u)) = Aξ1ξ2(w)ADw(ξ1)ζ(u),
where ζ = DAξ1 (w)(ξ2). Since |w|+ |ξ1| < n, we have Dw(ξ1)ζ = Dw(ξ1ξ2).
The equality Dw(ξη) = Dw(ξ)DAξ(w)(η) is verified in the same way.
Corollary 2.5 Suppose Aξ = 1 for some ξ ∈ Q
∗. Then Ag(ξ) = 1 for every
g ∈ S(D).
Proof. g ∈ S(D) means that g = Dw for some word w ∈ X
∗. By Propo-
sition 2.4, Aξ(wu) = Aξ(w)Ag(ξ)(u) for any u ∈ X
∗. Since Aξ = 1, we have
wu = wAg(ξ)(u), which implies that Ag(ξ)(u) = u.
Let A = (Q1, X, φ1, ψ1) and B = (Q2, X, φ2, ψ2) be two automata over
the same alphabet X . Assume Q1∩Q2 = ∅. The disjoint union of automata
A and B is the automaton U = (Q1 ∪Q2, X, φ, ψ), where functions φ, ψ are
such that φ = φ1 and ψ = ψ1 on Q1 × X while φ = φ2 and ψ = ψ2 on
Q2×X . Obviously, Uq = Aq for q ∈ Q1 and Uq = Bq for q ∈ Q2. The Moore
diagram of U is the disjoint union of the Moore diagrams of A and B. For
example, Figure 2 may be regarded either as the Moore diagrams of two 3-
state automata or as the Moore diagram of a single 6-state automaton, their
disjoint union. If Q1 ∩Q2 6= ∅, then the disjoint union of automata A and B
is not defined (this is the case for two automata whose Moore diagrams are
depicted in Figure 1). However we can rename some states of the automata
so that they share no states anymore and then consider the disjoint union of
the modified automata.
3 The Aleshin automaton
In this section we turn to the main object of study of this paper, which is
the first of the two automata of Aleshin whose Moore diagrams are depicted
in Figure 1. This is an automaton A over the alphabet X = {0, 1} with
the set of internal states Q = {a, b, c}. The state transition function φ and
the output function ψ of A are defined as follows: φ(a, 0) = φ(b, 1) = c,
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Figure 2: The Aleshin automaton and its inverse.
φ(a, 1) = φ(b, 0) = b, φ(c, 0) = φ(c, 1) = a; ψ(a, 0) = ψ(b, 0) = ψ(c, 1) = 1,
ψ(a, 1) = ψ(b, 1) = ψ(c, 0) = 0.
Using Proposition 2.2, it is easy to verify that A is an invertible au-
tomaton. In particular, Aa, Ab, and Ac are automorphisms of the rooted
binary tree X∗. Let I denote the inverse automaton of A. By I ′ denote
the automaton obtained from I by renaming its states a, b, c to a−1, b−1,
c−1, respectively. Here, a−1, b−1, and c−1 are regarded as elements of the
free group on generators a, b, c. Further, let B denote the disjoint union of
automata A and I ′. B is an automaton over the alphabet X = {0, 1} with
the set of internal states Q± = {a, b, c, a
−1, b−1, c−1}. We have Ba = Aa,
Bb = Ab, Bc = Ac, Ba−1 = A
−1
a , Bb−1 = A
−1
b , Bc−1 = A
−1
c . In particular,
S(B) = G(A). Figure 2 depicts the Moore diagram of the automaton B.
We are going to consider two automata over the alphabet Q±. The first
0 1
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b
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a
−1|c−1
b
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c
−1|a−1
c|a
c
−1|a−1
Figure 3: The dual automaton D.
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Figure 4: Automaton E.
one is the dual automaton D of the automaton B. It has two states 0 and
1; its Moore diagram is shown in Figure 3. The other one is an auxiliary
automaton E. The automaton E has 3 internal states α, β, and γ. Its transi-
tion function φE is defined as follows. If q ∈ {a, b, a
−1, b−1} then φE(α, q) = β
and φE(β, q) = α. If q ∈ {c, c
−1} then φE(α, q) = α and φE(β, q) = β. Also,
φE(γ, q) = γ for all q ∈ Q±. The output function ψE of E is defined so that
ψE(α, q) = σα(q), ψE(β, q) = σβ(q), and ψE(γ, q) = σγ(q) for all q ∈ Q±,
where σα = (a
−1b−1), σβ = (ab), and σγ = (bc)(b
−1c−1) are permutations on
the set Q±. The Moore diagram of the automaton E is shown in Figure 4.
Using Proposition 2.2, one can verify that D and E are invertible automata.
To each permutation τ on the set Q = {a, b, c} we assign a mapping
piτ : Q
∗
±
→ Q∗
±
as follows. First we define a permutation τ˜ on the set Q±
by τ˜ (q) = τ(q), τ˜ (q−1) = (τ(q))−1 for all q ∈ Q. Then for any nonempty
word ξ = q1q2 . . . qn over the alphabet Q± we let piτ (ξ) = τ˜ (q1)τ˜ (q2) . . . τ˜(qn).
Besides, we let piτ (∅) = ∅. Clearly, the mapping piτ is an automorphism of
the monoid Q∗
±
.
Lemma 3.1 piτ1τ2 = piτ1piτ2 and piτ−1 = pi
−1
τ for any permutations τ, τ1, τ2 on
the set {a, b, c}.
Proof. Let τ1, τ2 be permutations on {a, b, c}. Since piτ1 , piτ2 , and piτ1τ2 are
automorphisms of the monoid Q∗
±
, it follows that piτ1τ2 = piτ1piτ2 whenever
piτ1τ2(q) = piτ1piτ2(q) for all q ∈ Q±. Given q ∈ {a, b, c}, we have piτ1piτ2(q) =
piτ1(τ2(q)) = τ1τ2(q) = piτ1τ2(q), piτ1piτ2(q
−1) = piτ1((τ2(q))
−1) = (τ1τ2(q))
−1 =
piτ1τ2(q
−1).
Let τ be a permutation on {a, b, c}. By the above piτpiτ−1 = piτ−1piτ = piid,
where id denotes the identity map on {a, b, c}. Obviously, piid is the identity
map on Q∗
±
. Hence piτ−1 = pi
−1
τ .
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Lemma 3.2 E2α = E
2
β = E
2
γ = 1, EαEβ = EβEα = pi(ab), Eγ = pi(bc).
The group G(E) contains piτ for any permutation τ on {a, b, c}.
Proof. It is easy to see that the inverse automaton of E coincides with E.
Proposition 2.2 implies that E2α = E
2
β = E
2
γ = 1. The equality Eγ = pi(bc)
follows from the definition of the automaton E.
Consider the following permutations on the set Q±: σα = (a
−1b−1), σβ =
(ab), and σ = (ab)(a−1b−1). Given an arbitrary word ξ = q1q2 . . . qk ∈ Q
∗
±
,
the words Eα(ξ) = a1a2 . . . ak, Eβ(ξ) = b1b2 . . . bk, and pi(ab)(ξ) = c1c2 . . . ck
are computed as follows. For any i, 1 ≤ i ≤ k we count the number of times
when letters a, b, a−1, b−1 occur in the sequence q1, . . . , qi−1. If this number is
even then ai = σα(qi), bi = σβ(qi); otherwise ai = σβ(qi), bi = σα(qi). In any
case, ci = σ(qi). Since the set {a, b, a
−1, b−1} is invariant under permutations
σα and σβ, the equalities σασβ = σβσα = σ imply that EαEβ = EβEα = pi(ab).
Since pi(ab), pi(bc) ∈ G(E) and the group of permutations on {a, b, c} is
generated by permutations (ab) and (bc), it follows from Lemma 3.1 that
G(E) contains all transformations of the form piτ .
Lemma 3.3 D0 = pi(ac)Eα = pi(abc)Eβ, D1 = pi(abc)Eα = pi(ac)Eβ.
Proof. Let ξ = q1q2 . . . qk be a word in the alphabet Q±. According to the
definitions of automata D and E, the words Eα(ξ) = a1a2 . . . ak, Eβ(ξ) =
b1b2 . . . bk, D0(ξ) = c1c2 . . . ck, and D1(ξ) = d1d2 . . . dk can be computed as
follows. First we define 4 permutations on the set Q±: σα = (a
−1b−1), σβ =
(ab), σ0 = (ac)(a
−1b−1c−1), σ1 = (abc)(a
−1c−1). Now for any i, 1 ≤ i ≤ k we
count the number of times when letters a, b, a−1, b−1 occur in the sequence
q1, . . . , qi−1. If this number is even then ai = σα(qi), bi = σβ(qi), ci = σ0(qi),
di = σ1(qi). Otherwise ai = σβ(qi), bi = σα(qi), ci = σ1(qi), di = σ0(qi).
Let us consider 2 more permutations on the set Q±: τ0 = (ac)(a
−1c−1)
and τ1 = (abc)(a
−1b−1c−1). It is easy to verify that σ0 = τ0σα = τ1σβ and
σ1 = τ1σα = τ0σβ. Therefore for any i, 1 ≤ i ≤ k we have ci = τ0(ai) = τ1(bi)
and di = τ1(ai) = τ0(bi). This means that D0(ξ) = pi(ac)Eα(ξ) = pi(abc)Eβ(ξ)
and D1(ξ) = pi(abc)Eα(ξ) = pi(ac)Eβ(ξ).
Proposition 3.4 G(D) = G(E).
Proof. Lemmas 3.2 and 3.3 imply that D0, D1 ∈ G(E); therefore G(D) ⊂
G(E).
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By Lemma 3.3, D0D
−1
1 = pi(ac)Eα(pi(abc)Eα)
−1 = pi(ac)pi
−1
(abc). By Lemma
3.1, pi(ac)pi
−1
(abc) = pi(ac)pi(acb) = pi(bc) = Eγ . Similarly,
D−10 D1 = (pi(ac)Eα)
−1pi(abc)Eα = E
−1
α pi
−1
(ac)pi(abc)Eα = E
−1
α pi(ab)Eα.
Lemma 3.2 implies that Eα and pi(ab) commute, hence D
−1
0 D1 = pi(ab). The
group of all permutations on the set {a, b, c} is generated by permutations
(ab) and (bc). Since pi(ab), pi(bc) ∈ G(D), it follows from Lemma 3.1 that G(D)
contains all transformations of the form piτ . Then Eα, Eβ ∈ G(D) by Lemma
3.3. Thus G(E) ⊂ G(D).
4 Patterns and orbits
This section is devoted to the proof of Theorem 1.1. We use the notation of
the previous section.
As shown in Section 2, the automaton B defines a right actionX∗×Q∗
±
→
X∗ of the monoid Q∗
±
on the rooted binary tree X∗ given by (w, ξ) 7→ Bξ(w).
Since Q∗
±
is the free monoid generated by a, b, c, a−1, b−1, c−1, there exists a
unique homomorphism χ : Q∗
±
→ {−1, 1} such that χ(a) = χ(b) = χ(a−1) =
χ(b−1) = −1, χ(c) = χ(c−1) = 1.
Lemma 4.1 Given ξ ∈ Q∗
±
, the automorphism Bξ of the rooted binary tree
{0, 1}∗ acts trivially on the first level of the tree (i.e., on one-letter words) if
and only if χ(ξ) = 1.
Proof. For any ξ ∈ Q∗
±
let χ˜(ξ) = 1 if Bξ acts trivially on the first level of
the binary tree X∗ and χ˜(ξ) = −1 otherwise. If χ˜(ξ) = −1 then Bξ(0) = 1,
Bξ(1) = 0. Since Bξ1ξ2 = Bξ2Bξ1 for all ξ1, ξ2 ∈ Q
∗
±
, it follows that the map
χ˜ : Q∗
±
→ {−1, 1} is a homomorphism of the monoid Q∗
±
. By definition,
χ˜(a) = χ˜(b) = −1, χ˜(c) = 1, and χ˜(q−1) = χ˜(q) for any q ∈ {a, b, c}. Since
χ˜ is a homomorphism, it follows that χ˜ = χ.
Now we introduce an alphabet consisting of two symbols ∗ and ∗−1. A
word over the alphabet {∗, ∗−1} is called a pattern. Every word ξ over the
alphabet Q± is assigned a pattern v that is obtained from ξ by substituting ∗
for each occurrence of letters a, b, c and substituting ∗−1 for each occurrence
of letters a−1, b−1, c−1. We say that v is the pattern of ξ or that ξ follows the
pattern v.
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A word ξ = q1q2 . . . qn ∈ Q
∗
±
is called freely irreducible if none of its
two-letter subwords q1q2, q2q3, . . . , qn−1qn coincides with one of the following
words: aa−1, bb−1, cc−1, a−1a, b−1b, c−1c. Otherwise ξ is called freely reducible.
Lemma 4.2 For any nonempty pattern v there exist words ξ1, ξ2 ∈ Q
∗
±
such
that ξ1 and ξ2 are freely irreducible, follow the pattern v, and χ(ξ2) = −χ(ξ1).
Proof. Given a nonempty pattern v, let us substitute a for each occurrence
of ∗ in v and b−1 for each occurrence of ∗−1. We get a word ξ1 ∈ Q
∗
±
that
follows the pattern v. Now let us modify ξ1 by changing its first letter. If
this letter is a, we change it to c. If the first letter of ξ1 is b
−1, we change
it to c−1. This yields another word ξ2 ∈ Q
∗
±
that follows the pattern v. By
construction, ξ1 and ξ2 are freely irreducible. Since χ(a) = χ(b
−1) = −1 and
χ(c) = χ(c−1) = 1, it follows that χ(ξ2) = −χ(ξ1).
The following proposition is the main step in the proof of Theorem 1.1.
Proposition 4.3 Suppose ξ ∈ Q∗
±
is a freely irreducible word. Then the
orbit of ξ under the action of the group G(E) on Q∗
±
consists of all freely
irreducible words following the same pattern as ξ.
To prove Proposition 4.3, we need several lemmas.
Lemma 4.4 Two words ξ1, ξ2 ∈ Q
∗
±
are in the same orbit of the G(E) action
if and only if the reversed words
←
ξ1 and
←
ξ2 are in the same orbit of this action.
Proof. Using Proposition 2.3, we verify that the reverse automaton R of
E is well defined. The Moore diagram ΓR of R is obtained from the Moore
diagram ΓE of E by reversing all edges. It is easy to observe that ΓR can
also be obtained by renaming vertices α and β of the graph ΓE to β and
α, respectively (see Figure 4). Hence Rα = Eβ , Rβ = Eα, Rγ = Eγ . In
particular, S(R) = S(E). By Lemma 3.2, Eα, Eβ , and Eγ are involutions;
therefore S(E) = G(E). Now it follows from Proposition 2.3 that, given
ξ1, ξ2 ∈ Q
∗
±
, we have ξ2 = g(ξ1) for some g ∈ G(E) if and only if
←
ξ2= h(
←
ξ1)
for some h ∈ G(E).
Let V 0 denote the set of patterns without double letters. That is, a
pattern v ∈ V 0 does not contain subwords ∗∗ and ∗−1∗−1. We consider 4
subsets of V 0. By V 0++ denote the set of v ∈ V
0 such that ∗ is the first and
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the last letter of v. By V 0+− denote the set of v ∈ V
0 such that either v = ∅
or the first letter of v is ∗ while the last letter is ∗−1. By V 0
−+ denote the set
of v ∈ V 0 such that either v = ∅ or the first letter of v is ∗−1 while the last
letter is ∗. By V 0
−−
denote the set of v ∈ V 0 such that ∗−1 is the first and
the last letter of v. Clearly, V 0 = V 0++ ∪ V
0
+− ∪ V
0
−+ ∪ V
0
−−
.
Now we define W 0++ (resp. W
0
+−, W
0
−+, W
0
−−
) as the set of all words over
the alphabet {a, b, a−1, b−1} that follow patterns from the set V 0++ (resp. V
0
+−,
V 0
−+, V
0
−−
). In particular, W 0++ contains the words a, ab
−1a, ab−1ab−1a, . . .,
W 0+− contains ∅, ab
−1, ab−1ab−1, . . .,W 0
−+ contains ∅, b
−1a, b−1ab−1a, . . ., and
W 0
−−
contains b−1, b−1ab−1, b−1ab−1ab−1, . . ..
Consider an endomorphism r of the free monoid Q∗
±
defined by r(a) = a,
r(a−1) = a−1, r(b) = b, r(b−1) = b−1, r(c) = r(c−1) = ∅. For any ξ ∈ Q∗
±
the
word r(ξ) is obtained by deleting all letters c and c−1 in ξ. The restriction
of r to the set W 0++ ∪W
0
+− ∪W
0
−+ ∪W
0
−−
is the identity map. Let W++ =
r−1(W 0++), W+− = r
−1(W 0+−), W−+ = r
−1(W 0
−+), and W−− = r
−1(W 0
−−
).
Lemma 4.5 (i) Eα(ξ) = ξ for all ξ ∈ W++ ∪W+− while Eβ(ξ) = ξ for all
ξ ∈ W−+ ∪W−−.
(ii) If ξ ∈ W++ then Eα(ξa) = ξb and Eα(ξb) = ξa. If ξ ∈ W+− then
Eα(ξa
−1) = ξb−1 and Eα(ξb
−1) = ξa−1. If ξ ∈ W−+ then Eβ(ξa) = ξb and
Eβ(ξb) = ξa. If ξ ∈ W−− then Eβ(ξa
−1) = ξb−1 and Eβ(ξb
−1) = ξa−1.
Proof. Let ξ ∈ Q∗
±
. If x ∈ {c, c−1} then Eα(xξ) = xEα(ξ) and Eβ(xξ) =
xEβ(ξ). Besides, ξ belongs to one of the sets W++, W+−, W−+, W−− if
and only if xξ belongs to the same set. Further, if x ∈ {a, b} then Eα(xξ) =
xEβ(ξ). In this case, xξ ∈ W++∪W+− if and only if ξ ∈ W−+∪W−−. Finally,
if x ∈ {a−1, b−1} then Eβ(xξ) = xEα(ξ). In this case, xξ ∈ W−+ ∪W−− if
and only if ξ ∈ W++ ∪W+−. The statement (i) of the lemma follows from
the above by induction on the length of ξ.
Any word ξ ∈ W++ contains an odd number of letters a, b, a
−1, b−1.
Therefore Eα(ξη) = Eα(ξ)Eβ(η) = ξEβ(η) for all η ∈ Q
∗
±
. In particular,
Eα(ξa) = ξb and Eα(ξb) = ξa. The rest of the statement (ii) is obtained in
a similar way. We omit the details.
Given a freely irreducible word ξ ∈ Q∗
±
, let Z(ξ) denote the set of freely
irreducible words in Q∗
±
that follow the same pattern as ξ and match ξ
completely or except for the last letter. Obviously, ξ ∈ Z(ξ), and η ∈ Z(ξ) if
and only if ξ ∈ Z(η). If ξ 6= ∅ then Z(ξ) consists of 2 or 3 words. Namely,
there are exactly 3 words in Q∗
±
that follow the same pattern as ξ and match
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ξ completely or except for the last letter. However if the last two letters in
the pattern of ξ are distinct then one of these 3 words is freely reducible.
Lemma 4.6 Suppose v is a pattern of length at least 2 such that the last
two letters of v are distinct. Then there exist two freely irreducible words
ξa, ξb ∈ Q
∗
±
such that ξa and ξb follow the pattern v, Z(ξa) = {ξa, ξb}, and
ξb = g(ξa), where g ∈ {Eα, Eβ}.
Proof. Let v0 denote the pattern obtained by deleting the last letter of v.
We replace each letter ∗ in the word v0 by a if the next letter is ∗
−1 and by c
otherwise. Each letter ∗−1 is replaced by b−1 if the next letter is ∗ and by c−1
otherwise. We get a word η ∈ Q∗
±
that follows the pattern v0. For example, if
v0 = ∗∗∗∗
−1∗−1∗−1∗∗∗∗−1∗−1∗−1 then η = ccac−1c−1b−1ccac−1c−1c−1. Now
let ξa = ηa, ξb = ηb if v = v0∗ and let ξa = ηa
−1, ξb = ηb
−1 if v = v0∗
−1. The
words ξa and ξb follow the pattern v. By construction, η is freely irreducible
and its last letter is c or c−1. Since the last letters of patterns v and v0 are
different, it follows that ξa, ξb are freely irreducible and Z(ξa) = {ξa, ξb}.
It is easy to observe that η belongs to one of the sets W++, W+−, W−+,
W−−. Lemma 4.5 implies that g(ξa) = ξb and g(ξb) = ξa, where g ∈ {Eα, Eβ}.
Namely, g = Eα if the first letter of v is ∗ and g = Eβ otherwise.
Lemma 4.7 Suppose v is a pattern of length at least 2 such that the first
two letters of v coincide as well as the last two letters of v. Then there exist
9 freely irreducible words ξq1q2 ∈ Q
∗
±
, q1, q2 ∈ {a, b, c} such that each ξq1q2
follow the pattern v and for any q ∈ {a, b, c} we have Z(ξqc) = {ξqa, ξqb, ξqc},
Z(
←
ξcq) = {
←
ξaq,
←
ξbq,
←
ξcq}, and ξqb = gq(ξqa), where gq ∈ {Eα, Eβ}.
Proof. Let v0 denote the pattern obtained by deleting the first and the
last letters of v. We replace each letter ∗ in the word v0 by a if the previous
letter is ∗−1 and by c otherwise. Each letter ∗−1 is replaced by b−1 if the
previous letter is ∗ and by c−1 otherwise. We get a word η ∈ Q∗
±
that follows
the pattern v0. For example, if v0 = ∗ ∗ ∗ ∗
−1 ∗−1 ∗−1 ∗ ∗ ∗ ∗−1 ∗−1∗−1 then
η = cccb−1c−1c−1accb−1c−1c−1. Now for any q ∈ {a, b, c} let ξq = qη if the first
letter of v is ∗ and let ξq = q
−1η otherwise. Further, for any q1, q2 ∈ {a, b, c}
let ξq1q2 = ξq1q2 if the last letter of v is ∗ and let ξq1q2 = ξq1q
−1
2 otherwise.
Each ξq1q2 follows the pattern v. By construction, η is freely irreducible.
Since the first two letters of v coincide and so do the last two letters, it
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follows that each ξq1q2 is freely irreducible. Then Z(ξqc) = {ξqa, ξqb, ξqc} and
Z(
←
ξcq) = {
←
ξaq,
←
ξbq,
←
ξcq} for any q ∈ {a, b, c}.
It is easy to observe that the words ξa and ξb belong to one of the sets
W++ ∪W+− and W−+ ∪W−− while η and ξc belong to the other. Lemma
4.5 implies that g(ξaa) = ξab, g(ξab) = ξaa, g(ξba) = ξbb, and g(ξbb) = ξba,
where g = Eα if the first letter of v is ∗ and g = Eβ otherwise. Moreover,
h(ξca) = ξcb and h(ξcb) = ξca, where h is the element of {Eα, Eβ} different
from g.
Proof of Proposition 4.3. First we shall show that the G(E) action on
Q∗
±
preserves patterns and free irreducibility of words. Suppose q1|q2 is the
label assigned to an edge of the Moore diagram of the automaton E. Then
either q1, q2 ∈ {a, b, c} or q1, q2 ∈ {a
−1, b−1, c−1} (see Figure 4). It follows
that transformations Eα, Eβ , and Eγ preserve patterns of words. So does
any g ∈ G(E). Further, it is easy to verify that sets P1 = {aa
−1, bb−1, cc−1}
and P2 = {a
−1a, b−1b, c−1c} are invariant under transformations Eα, Eβ , and
Eγ. Therefore P1 and P2 are invariant under the G(E) action on Q
∗
±
. Any
freely reducible word ξ ∈ Q∗
±
is represented as ξ1ξ0ξ2, where ξ0 ∈ P1∪P2 and
ξ1, ξ2 ∈ Q
∗
±
. Proposition 2.4 implies that for any g ∈ S(E) = G(E) we have
g(ξ) = g(ξ1)g0(ξ0)g1(ξ2), where g0, g1 ∈ G(E). By the above g(ξ) is freely
reducible. Thus the G(E) action preserves free reducibility of words. Since
G(E) is a group, its action on Q∗
±
preserves free irreducibility as well.
Now we are going to prove that for any freely irreducible words ξ1, ξ2 ∈ Q
∗
±
following the same pattern v there exists g ∈ G(E) such that ξ2 = g(ξ1).
The claim is proved by induction on the length of the pattern v. The empty
pattern is followed only by the empty word. As for one-letter patterns, it is
enough to notice that pi(abc)(a) = b, pi(abc)(b) = c, pi(abc)(c) = a, pi(abc)(a
−1) =
b−1, pi(abc)(b
−1) = c−1, pi(abc)(c
−1) = a−1, and pi(abc) ∈ G(E) by Lemma 3.2.
Now let n ≥ 2 and assume that the claim holds for all patterns of length less
than n. Take any pattern v of length n. First consider the case when the last
two letters of v are distinct. By Lemma 4.6, there exists a freely irreducible
word ξ ∈ Q∗
±
such that ξ follows the pattern v and the set Z(ξ) is contained
in an orbit of the G(E) action. Secondly, consider the case when the first two
letters of v are distinct. Here, the last two letters of the reversed pattern
←
v
are distinct. Then there is a freely irreducible word ξ− such that ξ− follows
the pattern
←
v and Z(ξ−) is contained in an orbit of the G(E) action. Clearly,
ξ− =
←
ξ+, where ξ+ is a freely irreducible word following the pattern v.
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Now consider the case when the last two letters of v coincide as well as the
first two letters. Let ξq1q2, q1, q2 ∈ {a, b, c} be the words provided by Lemma
4.7. By ξa, ξb, ξc denote the words obtained by deleting the last letter of
ξaa, ξba, ξca, respectively. Obviously, ξa, ξb, and ξc are freely irreducible and
follow the same pattern of length n− 1. By the inductive assumption there
exist ha, hb ∈ G(E) such that ha(ξc) = ξa, hb(ξc) = ξb. Since the G(E)
action preserves patterns, it follows that ha(ξcc) ∈ Z(ξac), hb(ξcc) ∈ Z(ξbc).
Recall that there are involutions ga, gb, gc ∈ G(E) such that gq(ξqa) = ξqb,
q ∈ {a, b, c}. If ha(ξcc) = ξaa or ha(ξcc) = ξab, then the word h
−1
a gaha(ξcc)
matches ξcc except for the last letter. Hence h
−1
a gaha(ξcc) ∈ {ξca, ξcb}. Since
gc(ξca) = ξcb, it follows that Z(ξcc) = {ξca, ξcb, ξcc} is contained in an orbit
of the G(E) action. If hb(ξcc) = ξba or hb(ξcc) = ξbb, we reach the same
conclusion. On the other hand, if ha(ξcc) = ξac and hb(ξcc) = ξbc then the set
{ξac, ξbc, ξcc} is contained in an orbit. By Lemma 4.4, Z(
←
ξcc) = {
←
ξac,
←
ξbc,
←
ξcc}
is also contained in an orbit of the G(E) action.
In any of the considered cases, there exists a freely irreducible word ξ such
that ξ follows the pattern v and one of the sets Z(ξ), Z(
←
ξ ) is contained in an
orbit of the G(E) action. Take any freely irreducible words ξ1, ξ2 following
the pattern v. First suppose that Z(ξ) is contained in an orbit. Let η, η1, η2
be words obtained by deleting the last letter of ξ, ξ1, ξ2, respectively. Then
η, η1, η2 are freely irreducible and follow the same pattern obtained by delet-
ing the last letter of v. By the inductive assumption there are g1, g2 ∈ G(E)
such that η = g1(η1) = g2(η2). Since the G(E) action preserves patterns
and free irreducibility, it follows that g1(ξ1), g2(ξ2) ∈ Z(ξ). As Z(ξ) is con-
tained in an orbit, there exists g ∈ G(E) such that g(g1(ξ1)) = g2(ξ2). Then
ξ2 = g
−1
2 gg1(ξ1). Now suppose that the set Z(
←
ξ ) is contained in an orbit. Let
ζ, ζ1, ζ2 be words obtained by deleting the last letter of
←
ξ ,
←
ξ1,
←
ξ2, respectively.
Clearly, ζ, ζ1, ζ2 are freely irreducible and follow the same pattern obtained
by deleting the last letter of
←
v . By the inductive assumption there exist
h1, h2 ∈ G(E) such that ζ = h1(ζ1) = h2(ζ2). Since the G(E) action pre-
serves patterns and free irreducibility, we conclude that h1(
←
ξ1), h2(
←
ξ2) ∈ Z(
←
ξ ).
It follows that
←
ξ1 and
←
ξ2 are in the same orbit of the G(E) action. By Lemma
4.4, ξ1 and ξ2 are also in the same orbit. The induction step is complete.
Proof of Theorem 1.1. The group G(A) is the free non-Abelian group
on generators Aa, Ab, Ac if and only if A
m1
q1
Am2q2 . . . A
mn
qn
6= 1 for any pair
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of sequences q1, . . . , qn and m1, . . . , mn such that n > 0, qi ∈ {a, b, c} and
mi ∈ Z \ {0} for 1 ≤ i ≤ n, and qi 6= qi+1 for 1 ≤ i ≤ n− 1. Since Ba = Aa,
Bb = Ab, Bc = Ac, Ba−1 = A
−1
a , Bb−1 = A
−1
b , Bc−1 = A
−1
c , an equivalent
condition is that Bξ 6= 1 for any nonempty freely irreducible word ξ ∈ Q
∗
±
.
Suppose Bξ = 1 for some freely irreducible word ξ ∈ Q
∗
±
. By Corollary
2.5, Bg(ξ) = 1 for all g ∈ S(D). Then Proposition 2.1 imply that Bg(ξ) = 1
for all g ∈ G(D). By Proposition 3.4, G(D) = G(E). Now it follows from
Proposition 4.3 that Bη = 1 for any freely irreducible word η ∈ Q
∗
±
following
the same pattern as ξ. In particular, Bη acts trivially on the first level of
the binary tree {0, 1}∗. Finally, Lemmas 4.1 and 4.2 imply that ξ follows the
empty pattern. Then ξ itself is the empty word.
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