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1 Inspiration of the Sierpinski Triangles 
1.1 Sierpinski Gasket 
The Sierpinski Gasket is a well-known fractal set with a very simple construction: take an equilateral 
triangle, cut the sides in half, and connect the midpoints. You will be left now with three similar 
triangles, to which you repeat the same pattern. If you were to continue forever, you would create a 
shape that is closer and closer to the Sierpinski Gasket. 
 
We of course do not have forever, so if we want to create something like the Sierpinski Gasket, we must 
choose a point to stop. For this example, we shall perform no more than 5 iterations of a described 
construction. 
One might notice that at any iteration of the construction, the partial Gasket defines the shapes of many 
upward-pointing triangles, and many downward pointing triangles. We shall look at each of these sets as 
a domain for a function. But first we must place our construction in a space which allows us to quantify 
such a function. Let us place our first triangle, of side-length 1, with lower-left corner at the origin. 
1.1.1 Application of an Environment Funtion 
Let us say now that our downward-pointing triangles represent some sort of real-estate, such that the 
value of the land is proportional to the square of its distance from the 𝑥 − 𝑎𝑥𝑖𝑠. This gives us a function: 
𝑓 𝑥, 𝑦 = 𝑦2 
which we may use to evaluate the quality of our real estate at each iteration. 
Clearly as we increase the number of downward-pointing triangles, the overall value of the domain 
increases. We can see this by calculating the integral: 
 𝑦2  𝑑𝑥 𝑑𝑦
(𝑥 ,𝑦)∈∇
 
over each of the domains, giving the following values: 
 
0.0135
 
0.0245
 
0.0329
 
0.0393
 
0.0440
 
1-1 Iterative construction of the Sierpinski Gasket 
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1.2 Scale Variations on the Sierpinski Gasket 
Constructing each of the above examples was simple enough, but there are more interesting ways we 
can build domains using the same principles behind this construction. We can instead of dividing the 
sides by 2, divide them by 3, connecting opposite points to create a different subdivision of the triangle. 
In fact, we can divide by any integer 𝛼, to create a different set of subdivisions. Let’s not get ahead of 
ourselves just yet though.  
Instead, let us consider now dividing by 3 at each iteration instead of by 2. Again, since we are adding 
downward-pointing triangles every time, we will increase the value of our property at each step, but 
now as you can see, the rate has changed: 
0.0174
 
0.0302
 
0.0389
 
0.0447
 
0.0486
 
 
If you notice, the value of our domain increases more sharply at the first iteration, but then evens out 
with the 2-divided triangles as we divide more. 
Now we shall consider what happens if we mix the two construction types: 
The tables on the following pages illustrate the constructions of mixed-ratio Sierpinski-type triangles for 
5 iterations of 𝛼 = 2 𝑜𝑟 3. Each row represents the construction of a separate fifth-degree triangle, and 
each column indicates a single iteration, with the division ratio in the upper-left corner, just before the 
function value evaluated over the domain. 
Note that the function value, as expected, is largest at the end of each row. If we look instead at the 
columns, we can see what the optimal configuration is for each step of iteration. The best configuration 
in each column is highlighted in green, and the best configuration for each step (given the step before it) 
is highighted in yellow. Note that, as might be expected, the best configuration for the first few 
iterations involves dividing by three. This is consistent with the above observation that dividing by three 
more quickly increases our function value than dividing by two for the first few iterations. However, at 
the fifth iteration, the optimal configuration is not simply to divide again by 3. In fact, it is a completely 
different configuration as it begins by dividing by two. 
This shows that if we are using this sort of construction, it is sometimes more optimal to mix different 
variations on our constructive techniques than it is to take one pattern and repeat just that. 
1-2 Scale variations on the Sierpinski Triangle for α=2,3,4,8 
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2: 0.0135
 
2: 0.0245
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2: 0.0440
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3: 0.0357
 
3: 0.0432
 
2: 0.0470
 
2: 0.0135
 
2: 0.0245
 
3: 0.0357
 
3: 0.0432
 
3: 0.0482
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The following page shows a second experiment of the same sort, integrating a function over the 
downward pointing triangles of each iteration. For the sake of conserving space, the images are not 
repeated, but the ratio of reduction is listed at the top of each cell, and the evaluated function value at 
the bottom. 
For this experiment, we use the function: 
𝑓 𝑥, 𝑦 =  100 𝑥2 − 𝑦  
We use the same triangle of side-length 1 with lower-left corner at the origin. If we use the same 
analogy of real estate, here, the value of the land is greatest at the furthest right point, and decreases as 
we move either up or to the left. We may consider this in analogy to the side of a mountain, with a road 
at the base. At the right end of the road is the city center. It is less desirable to live up the mountain, 
because you will have a long way to walk from the road to your house, but it is acceptable if you live 
nearer to the city center. 
In the charts below again, each row indicates the construction of one five-step divided triangle, with 
each column indicating a single iteration of the constructive process. A green highlight indicates the 
constructions with the greatest function value over all possible constructions in that column (for the 
same number of iterations), and a yellow highlight indicates the best stepwise choice of 2 or 3, given the 
preceding choices of division ratio. 
Again, we are subdividing by 2 or 3, and we have that the best first choice is always to divide by 2, as for 
every optimal value the first step is to divide by 2. However, after that, we have that it is most efficient 
at each step individually (that is, given the sequence of preceding divisions) to divide by 3. However, at 
the fourth iteration, it becomes apparent that the construction yields greater values if the first two 
divisions were by 2 instead of 3. Because of this reason, it is important to consider the stopping point of 
any iteration when we are searching for an optimal value. 
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The observation of the phenomenon described above is the inspiration for the development of a field of 
study which considers fractal-type construction as a method for subdividing a domain. The following 
chapters outline the mathematical background of mixed fractal construction, and describe some ways 
that those studies may be adapted to finite construction of the sort of domains observed in the 
construction of the Sierpinski triangle. 
While many of the concepts described past chapter 2 have not been rigorously studied, I have included 
them not as theorems or definitions, but as inspiration for future work on the subject. 
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2 Introduction to the General Study of Iterated Function Systems 
The concept of the Iterated Function System or IFS has long been used to describe the construction of 
fractal sets. With a proper choice of finitely many functions, those which are contractions on a set 
domain, there is a unique attractor of the IFS, which is often a fractal. By this formulation, we can 
describe, mathematically and visually, the shape and properties of a form which is, by its very nature, 
beyond physical reach in the natural world. Meanwhile, any finite number of iterations of that same 
function system upon natural (non-fractal) geometry will still result in a non-fractal set. 
2.1 Contractions 
We define a contraction on a domain 𝐷 ⊆ ℝ𝑛  as a function 𝑓 ∶ 𝐷 → 𝐷 such that there exists some 
number 𝑐 in the real interval (0,1), satisfying: 
 𝑓 𝑥 − 𝑓 𝑦  ≤ 𝑐 𝑥 − 𝑦  
Trivially, the function composition of finitely many contractions is also a contraction. 
2.1.1 The Contraction Principle 
If 𝑓: ℝ𝑛 → ℝ𝑛  is a contraction on ℝ𝑛 , then 𝑓 has a unique fixed point 𝑝 such that 𝑓 𝑝 = 𝑝. Moreover, 
lim
𝑘→∞
𝑓𝑘 𝑥 = 𝑝 , ∀𝑥 ∈ 𝐷 
2.2 Iterated Function Systems 
Let us define a set-to-set map Ψ on a domain 𝐷 ⊆ ℝ𝑛  as a transformation defined over all subsets of 𝐷 
with an associated finite family of functions 𝜓 = {𝜓1 , 𝜓2 , … , 𝜓𝑁}, 𝑁 ≥ 2, satisfying that  𝜓𝑖  is a 
contraction on 𝐷 for every 𝑖 = 1, 2, … , 𝑁, such that if 𝐸 ⊆ 𝐷: 
Ψ 𝐸 =  𝜓𝑖(𝐸)
𝑁
𝑖=1
 
2.2.1 Iterative Composition 
Since Ψ maps subsets of 𝐷 to subsets of 𝐷, the transformation may be repeated. We denote as the 
iterated function system: 
Ψ𝑘 𝐸 = Ψ𝑘−1 Ψ 𝐸   ∀𝑘 ∈ ℕ, and Ψ0 𝐸 = 𝐸 
2.2.2 The Invariant Set 
If Ψ is a contractive map on a domain 𝐷 ⊆ ℝ𝑛 , then Ψ has a unique attractor 𝐹 ⊆ 𝐷 such that 
Ψ 𝐹 = 𝐹. This invariant set 𝐹 is a non-empty compact set contained in every compact subset 𝐸 ⊆ 𝐷 
which satisfies Ψ 𝐸 ⊂ 𝐸, so 𝐹 may be constructed as the decreasing sequence of sets:  
𝐹 =  Ψj 𝐸 
∞
𝑗 =0
 
Moreover, there exist particular subsets 𝐺 ⊆ 𝐹 satisfying 𝐺 ⊂ Ψ(𝐺),  which grant the property 
Ψ𝑗 (𝐺) ⊂ 𝐹 for any 𝑗 ∈ ℕ, and we may construct 𝐹 as the following increasing sequence of sets: 
𝐹 = 𝑐𝑙   Ψ𝑗 (𝐺)
∞
𝑗=0
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2.2.3 Mixed Composition 
If Ψ(1) and Ψ(2) are distinct iterated function systems on a domain 𝐷 ⊆ ℝ𝑛 , with associated function 
families 𝜓(1) = {𝜓1
(1)
, 𝜓2
(1)
, … , 𝜓𝑁1
(1)
} and 𝜓(2) = {𝜓1
(2)
, 𝜓2
(2)
, … , 𝜓𝑁2
(2)
}, respectively, then their 
composition Φ(1,2) =  Ψ(1) ∘ Ψ(2) is also an iterated function system on 𝐷, with the associated set of 
functions 𝜙(1,2) =  𝜓𝑖
(1)
∘ 𝜓𝑗
(2)
  𝑖, 𝑗 ∈  𝑁1 ⨂ 𝑁2  . As such, the space of iterated function systems on 
𝐷 is closed under function composition. 
Let 𝐼𝐹𝑆𝐷 denote the space of iterative function systems on a domain 𝐷. Let 𝐴 be an index set of some 
defined subclass of 𝐼𝐹𝑆𝐷 , let Ξ = 𝐴
ℕ be the set of all sequences 𝜉 = (𝜉1 , 𝜉2 , … ) in 𝐴, and let 𝜃: Ξ → Ξ 
be the shift operator 𝜃𝜉 = 𝜃 𝜉1 , 𝜉2 , …  =  𝜉2 , 𝜉3 , …  . Then for any 𝜉 ∈ Ξ and N ∈ ℕ we may define the 
iterated function system ΦN
 ξ 
∈ 𝐼𝐹𝑆𝐷  as follows: 
ΦN
 ξ 
= Ψ ξ1 ∘ Ψ ξ2 ∘ … ∘ Ψ ξN   
If define Φ0
 ξ 
 as the identity function, we have the following property which is true for all m ∈  N : 
ΦN
 ξ 
= Φm
 ξ 
∘ ΦN−m
 θm ξ 
 
2.2.4 The Limit Set 
If we let ΦN
 ξ 
 be an iterated function system of mixed composition as defined above, then it is clear for 
finite N that ΦN
 ξ 
 has an invariant set which may be constructed in the usual way. However, if we let 
N → ∞, we must use a new definition for the limit set. As the focus of this project is not to analyze the 
limit case, let us take without explanation that this form 𝐾𝜉  is constructed as follows: given a non-empty 
subset Γ ⊆ 𝐷, such that Γ ⊂ Ψ 𝜉𝑖  Γ , ∀(𝑖 ∈ ℕ), we have: 
𝐾𝜉 = 𝑐𝑙   Φ𝑗
(𝜉) Γ 
∞
𝑗=0
  
For further insight and proofs of these concepts, see  (Falconer Ch. 9), (Liang Ch. 1,5), and (Mosco Ch. 2). 
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3 The Fractal-type Partitioned Domain 
3.1 A Partitioning Iterated Function System 
For the purposes of this project, we shall look at a particular class of systems Ψ in 𝐼𝐹𝑆𝐷 defined as those 
which have some compact subdomain Δ ⊆ 𝐷 for which the following properties hold: 
 Ψ Δ ⊆ Δ, that is, the application of Ψ on Δ is equivalent to the removal of a trema ∇⊂ Δ, such 
that ∇ ∪ Ψ Δ = Δ 
 ∂Δ ⊂ Ψ ∂Δ , where 𝜕∆ denotes the boundary of ∆, that is, points on the boundary of the 
subdomain Δ are never removed in a trema through the application of Ψ, and nor are their 
images. Furthermore, the volume of the boundary is strictly increasing as Ψ is iteratively 
applied. 
Descriptively, the invariant set of Ψ may be approached from the two different directions described in 
2.2.2, using 𝐸 = Δ and 𝐺 = 𝜕Δ. However, for purposes of this project we are not interested in the 
invariant set but rather the properties of the prefractal sets formed by finitely many iterations of Ψ on 
Δ. 
3.1.1 Simple Partitions 
Since 𝜕Δ is a boundary, it partitions 𝐷 into an interior region 𝑖𝑛𝑡(Δ) and an exterior region 𝐷 ∖ Δ. 
Moreover, as each 𝜓𝑖  of Ψ’s associated 𝜓 is a contraction, 𝜓𝑖 ∂Δ  is also a boundary partitioning Δ into 
the boundary itself, 𝜓𝑖 ∂Δ , the interior, 𝑖𝑛𝑡 𝜓𝑖 Δ  , and the exterior Δ ∖ 𝜓𝑖 Δ . Using this knowledge, 
we can at any degree N of iteration create a simple 2-element partition of Δ with the boundary: 
∂  ΨN Δ  = ΨN ∂Δ ∖ 𝑖𝑛𝑡  ΨN Δ   
which partitions Δ into the image 
ΨN Δ  
and the exterior 
∇j=  Δ ∖ 𝜓𝑤  Δ 
𝑤∈ 𝑁 N
=  ∇i
N
i=1
 
where 
𝜓𝑤  Δ =  𝜓𝑤1 ∘ 𝜓𝑤2 ∘ … ∘ 𝜓𝑤N   Δ  
is the image of Δ through the ordered set 𝑤 of N contractions in 𝜓 (if N = 0 then 𝜓𝑤  Δ = Δ) and 
∇i= Ψ
i−1 Δ ∖ Ψi Δ  
is the trema removed at the 𝑖th iteration of Ψ on Δ. 
3.1.2 Refinement of the Simple Partition 
If the mappings 𝜓𝑖(𝑖𝑛𝑡 Δ ) do not overlap, then Ψ is said to satisfy the open set condition, allowing us 
to refine the above partition of Δ by ΨN ∂Δ  into 
𝑁N −1
𝑁−1
 cells ∇𝑣  indexed by 𝑣 ∈   𝑁 
kN−1
k=0  and 𝑁
N  cells 
Δ𝑤  indexed by 𝑤 ∈  𝑁 
N  such that for all points 𝑞 ∈ Δ, 
𝑞 ∈ Δ𝑤 ⇔ 𝑞 ∈ 𝜓
𝑤 𝑖𝑛𝑡 Δ   
and 
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𝑞 ∈ ∇𝑣⇔ 𝑞 ∈ 𝜓
𝑣 Δ ∧ 𝑞 ∉ 𝜓𝑣 Ψ Δ   
Here, Δ𝑤  represents the image of 𝑖𝑛𝑡 Δ  through 𝜓
𝑤 , which is a subset of the image ΨN Δ  and ∇𝑣  
represents the trema removed at the  k + 1 th iteration of Ψ (where 𝑣 ∈  𝑁 k) from the image of Δ 
through 𝜓𝑣; ∇𝑣  is one of 𝑁
k  subsets of ∇k+1. The last cell in the partition is the boundary itself, 
which we shall call the frontier, or fence 𝐹N  such that: 
𝑞 ∈ 𝐹N ⇔ 𝑞 ∈ Ψ
N ∂Δ  
Note that if Ψ does not satisfy the open set condition, the above is not a disjoint partition of Δ. In 
order to create a disjoint partition of Δ in such a case, we must consider all overlaps of the 
contractions, which gets very complex very quickly as we iterate. As such, we do not consider those 
systems in this project. 
3.2 A Partitioning Subclass of Iterated Function Systems 
Now that we have defined the partitioning class of iterated function systems on 𝐷, we can look deeper 
into this class to recognize that given a compact subdomain Δ, we can create a subclass of partitioning 
iterated function systems which all partition the same chosen Δ, and we can compose these systems in 
the same way described in 2.2.3. 
3.2.1 Simple Partitions of Mixed Systems 
Let 𝐴 be an index set of the subclass of 𝐼𝐹𝑆𝐷 for the partitioning of the chosen Δ. Now let Ξ = 𝐴
ℕ be the 
set of all sequences 𝜉 =  𝜉1 , 𝜉2 , …   in 𝐴. Then for any 𝜉 ∈ 𝐴 and N ∈ ℕ we have the iterated function 
system of the same class: 
ΦN
 ξ 
= Ψ ξ1 ∘ Ψ ξ2 ∘ … ∘ Ψ ξN   
and may define a 2-element partition of Δ with the boundary: 
∂  ΦN
𝜉  Δ  = ΦN
𝜉  ∂Δ ∖ 𝑖𝑛𝑡  ΦN
𝜉  Δ   
which partitions Δ into the image 
ΦN
𝜉  Δ  
and the exterior 
∇N
𝜉
=  Δ ∖ 𝜓𝑤
𝜉  Δ 
𝑤∈⨂𝑖=1
N  𝑁𝜉𝑖  
=  ∇𝑖
𝜉
N
i=1
 
where 
𝜓𝑤
𝜉  Δ =  𝜓𝑤1
 𝜉1 ∘ 𝜓𝑤2
 𝜉2 ∘ … ∘ 𝜓𝑤N
 𝜉N    Δ  
is the image of Δ through the ordered set 𝑤 of N contractions in 𝜓 𝜉N   associated with Ψ 𝜉N   (if N = 0 
then 𝜓𝑤
𝜉  Δ = Δ) and 
∇𝑖
𝜉
= Φi−1
𝜉  Δ ∖ Φi
𝜉 Δ  
is the trema removed in the 𝑖th place of the composition of ΦN
𝜉  Δ  on Δ. 
3.2.2 Refinement of the Simple Partition in Mixed Systems 
In a similar manner as with the single system, we may refine the simple partition of a given system ΦN
 ξ 
 
if it too satisfies the open set condition, only now there are 
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1 +   𝑁𝜉𝑖
𝑗
𝑖=1
N−1
𝑗 =1
 
cells ∇𝑣
𝜉
 indexed by 
𝑣 ∈ 0 ∪  ⨂i=1
k  𝑁𝜉𝑖  
N−1
k=1
 
and 
 𝑁𝜉𝑖
N
𝑖=1
 
cells Δ𝑤
𝜉
 indexed by 
𝑤 ∈ ⨂i=1
N  𝑁𝜉𝑖   
such that for all points 𝑞 ∈ Δ, 
𝑞 ∈ Δ𝑤
𝜉
⇔ 𝑞 ∈ 𝜓𝑤
𝜉
 𝑖𝑛𝑡 Δ   
and 
𝑞 ∈ ∇𝑣
𝜉
⇔ 𝑞 ∈ 𝜓𝑣
𝜉 Δ ∧ 𝑞 ∉ 𝜓𝑣
𝜉
 Ψ(ξk+1) Δ   
Here, Δ𝑤
𝜉
 represents the image of 𝑖𝑛𝑡 Δ  through 𝜓𝑤
𝜉
, which is a subset of the image ΦN
 ξ  Δ  and ∇𝑣
𝜉
 
represents the trema removed by iterating Ψ(ξk+1) in the (𝑘 + 1)th position of ΦN
 ξ 
 (where 
𝑣 ∈ ⨂i=1
k  𝑁𝜉𝑖  ) from the image of Δ through 𝜓
𝑣; ∇𝑣
𝜉
 is one of 𝑁𝜉𝑖
𝑘
𝑖=1  subsets of ∇𝑘+1
𝜉
. Also as before, 
the last cell in the partition is the fence 𝐹N
𝜉
 such that: 
𝑞 ∈ 𝐹N
𝜉
⇔ 𝑞 ∈ ΦN
 ξ  ∂Δ  
Again, if ΦN
 ξ 
 does not satisfy the open set condition, we must have a much more complicated 
refinement, which we again shall not consider in this project. 
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4 Introduction of the Environment 
Now that we have a compact subdomain Δ with 𝑚N
𝜉
 partitions  𝑃1 , … , 𝑃𝑚N
𝜉  = 𝑃N
𝜉
 after N iterations of 
our chosen mixture of systems (or single system, for 𝜉 1-periodic) ΦN
 ξ 
, let us define a finite 
classification 𝐶∆ = {𝐶1
∆, … , 𝐶𝑇
∆} of partitions, such that all possible partitions for choices of 𝜉 ∈ 𝐴ℕ and 
N ∈ ℕ are classified in at least one way. Now we may apply what shall be termed an Environment Ε𝐶
Δ
 
on Δ over the classification 𝐶∆, defined as a set of functions, Ε𝐶
Δ
=  Ε1
𝐶Δ , … , ΕT
𝐶Δ   such that for each 
𝑖 ∈  𝑇 , Εi
𝐶Δ : Δ → ℝ. Moreover, we shall define the evaluation of a point 𝑞 ∈ 𝑃𝑗  of the domain in our 
Environment as the following function: 
Ε𝐶
Δ
(𝑞) =  Ε𝑖
𝐶Δ (𝑞)
𝑖∈ 𝑇 
𝑃𝑗∈𝐶𝑖
∆
 
If we define our classification in a way such that it partitions our set of domain partitions (i.e. for any 
partition 𝑃𝑗 , there is a unique 𝐶𝑖
∆ such that 𝑃𝑗 ∈ 𝐶𝑖
∆, we can more simply write: 
Ε𝐶
Δ
 𝑞 = Ε𝑖
𝐶Δ  𝑞 , where 𝐶𝑖
∆ is the classification of 𝑃𝑗 ∋ 𝑞 
4.1 Evaluation of a Partitioned Domain 
Given Δ, ΦN
 ξ 
, 𝑃N
𝜉
, 𝐶∆, and Ε𝐶
Δ
 as defined above, we may define the total evaluation of 𝑃N
𝜉
 in Ε𝐶
Δ
 as: 
 Ε𝐶
Δ
 𝑞 
𝑞∈Δ
𝑑𝑉 
where 𝑉 is the 𝑛-dimensional volume, for 𝑛 = dim⁡(∆). 
In this way, we can create a quasi-ordering of partitions 𝑃 of ∆, which, under certain conditions, will 
guarantee us a maximum and minimum-valued partition. For example, if we take a finite upper-limit on 
the number of iterations N, allow only finitely many choices of 𝜉𝑖 , 𝑖 ∈  N , and take each partition 𝑃N
𝜉
 to 
be the 2-element simple partition described in 3.2.1, then since we have only a finite number of 
combinations, there exist discrete optimal configurations. 
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5 Physical Constraints 
If we consider the construction of a fractal-type partitioned domain as a physical problem, then we 
naturally are bound by certain physical constraints, for example, if we think of the subdomain Δ as a 
property, then if we intend to develop the property, we must first either own or lease the use of it, 
which requires some initial cost (and perhaps an ongoing cost such as a mortgage). Moreover, if we 
consider the partitioning boundary 𝐹N
𝜉
 as a literal fence, then there is some marginal cost to construct 
the fence necessary to divide the Nth step into the (N + 1)st. Lastly, if we consider the development of 
each class of partitions as a zoning region (such as the specification of the region for farming of a certain 
crop), there is a particular cost associated with the upkeep of that zone. All of these costs should be 
weighed at each step and included in the evaluation if the intent is to optimize “profit” or value of our 
partitioned domain in the environment. 
5.1 Concept of the Characteristic Length 
Even without the consideration of costs, there is a very real limitation on the physical construction of 
any domain partition: the minimum granularity which can be supported by construction methods and 
intended use of the partitions, and that is what we shall call the characteristic length. 
If, for example, your domain is a city which you are partitioning into blocks, you must consider that each 
block must be able to support a certain minimum area for buildings, yards, sidewalks, etc. This area 
restricts the number of iterations which may be used for a single set of contractions with some 
minimum ratio, and it also restricts the compositions of iterated function systems in a family which may 
be used to those whose product of minimum ratios does not contract the starting domain Δ smaller 
than that area. 
As another example, if your boundary is constructed using fences, then there is a certain minimum 
reasonable length to which the fences may be cut and still be effective. Thus the product of minimum 
ratios of each set of contractions in your choice of iterated function systems cannot contract the 
smallest “side” of your initial boundary 𝜕Δ to smaller than that length. 
5.2 Finite Variability 
If the construction of the partitioned domain is to be carried out by a machine, then it may require to be 
programmed with each particular pattern that is to be constructed. That is, there can only be a finite 
number of choices for the function systems in the base subclass of 𝐼𝐹𝑆𝐷. This means that as 𝐴 is finitely 
many elements, it may be chosen as 𝐴 = [𝑀] where 𝑀 is the number of function systems in the chosen 
subclass of 𝐼𝐹𝑆𝐷 
5.3 Discrete Optimization on a Finite Set 
If we take the above two restrictions, and consider only the simple partition described in 3.2.1, then we 
will find that for this sort of physical application of an iterated domain partition, we have, as suggested 
in 4.1, a finite set of possible configurations for which we may simply optimize via exhaustive search. 
This approach was used for the examples presented in the following section, and in the code attached to 
this project. 
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6 Experiments 
Several experiments in numerically analyzing mixtures of scale variations in Sierpinski Gaskets were 
carried out as part of this project. The programs developed are included in JWStrong-MQP-UXM-FRAQ-
Code.zip, submitted alongside this project. While each program is specifically designed for Sierpinski-like 
triangular subdivisions of domains, they allow for any choice of environment function over either 
upward-pointing or downward-pointing triangles. 
6.1 Sierpinski 
The first experiment carried out as part of this project was the construction of a tree structure for the 
triangular images of the Sierpinski Gasket. Each triangular image kept track of its own center and radius 
(the triangles are assumed to be equilateral), and a list of each of its own images under iteration, as well 
as a list of the downward-pointing triangles which are removed as tremas in an iteration. In order to 
evaluate an environmental function over either the partition of downward-pointing triangles or the 
domain of upward-pointing triangles, an evaluation function was called recursively to all children of each 
triangle, with the smallest triangles approximating the integral of the function over their bounded 
domain and passing it back to the parent to be combined. 
The program was written in C++, but it was soon abandoned for lack of a simple plotting tool, in favor of 
Matlab. The method was also later decided to be inefficient, and a revised method of construction was 
written. 
6.2 TriangleOptimize 
The second experiment carried out was a natural extension of the first, albeit in Matlab rather than C++. 
The program allows for the plotting of the boundary of an iterate at any level, and takes advantage of 
some of Matlab’s procedures for parallel processing. 
The significant step forward in this experiment was to analyze the effect of variations in the 
Environment function on the optimal configuration. The programs Th0326no1 and Th0326no2 evaluate 
the optimal configurations of a Sierpinski partition using scales of 𝛼 = 2 𝑜𝑟 3, for N = 3, 5, configuring 
domains with partitions such that the Environment function, a central cosine wave, is evaluated over 
downward-pointing triangles for various frequencies. The graph produced plots the frequency against 
the optimal value, with bold marks over sections where the optimal configuration changes. 
6.3 SierpTree/DiffTree 
The third experiment carried out changed the format of the program from creating a tree of triangles to 
a tree of configurations, with each branch of the tree representing an additional iteration of a certain 
ratio. This allowed for large amounts of data to be stored at each level of the tree, to take full advantage 
of Matlab’s matrix arithmetic. 
In addition, the variational parameters were extended to support multiple parameters, and a helper 
function randommesh was written to generate non-uniform grids of points over a 2-dimensional bound, 
to allow for variation in data points. 
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While few experiments were carried out in each of these programs, each was able to give some insight 
into the optimization of these fractal-like domain partitions, particularly in that the optimal 
configuration is not always a consistent choice of one or the other mapping.  
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