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Abstract This write-up explains the signal generation mechanism in CdTe semiconductor
sensors. Derivations are mostly carried out explicitly, starting with basic semiconductor relations.
The analysis is largely applicable to any semiconductor, with the focus being on the Schottky-
type CdTe:Cl sensors that are employed in the Spectrometer/Telescope for Imaging X-rays
(STIX) instrument on-board the ESA Solar Orbiter mission.
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Introduction
This report explains the electrical signal generation mechanism in the CdTe sensors that are
employed in STIX (Spectrometer/Telescope for Imaging X-rays) [1]), an instrument on-board
the ESA Solar Orbiter mission [2]. The treatment starts with a localized energy deposition
in the sensor and carries this through to the electrical signal that can be measured with an
analogue-to-digital converter at the output of the Caliste-SO front-end read-out hybrid [3].
The formation of a measurable electrical signal after a particle interaction in a semiconductor
involves the following steps:
• Generation of a localized electron/hole pair cloud in proportion to the deposited energy
and to the pair creation energy
• Separation and drift of electrons and holes by the applied electric field
• Charge induction on the electrodes due to the carrier motion
• Diffusion of the carrier clouds due to interactions of the drifting carriers with the crystal
lattice
• Loss or temporary immobilization of carriers due to traps and recombination
• Amplification and conversion of the induced charge signal into a voltage, involving a signal
shaping circuit
All these steps are covered in this report, except for the initial particle or photon interaction pro-
cesses and possible fluorescence of the cadmium or tellurium atoms. Comprehensive simulation
packages for interactions exist, like for example Geant4. The interface to a signal simulation pro-
gram based on the principles described here is the energy deposition that results in an initially
localized charge cloud.
The basic properties of CdTe sensors and charge transport are covered in Chapter 1. The
electronic band structure, helping to visualize the behaviour of the sensors, is derived both with
the simple depletion approximation and exactly in Chapter 2, which also covers the polarization
effect. Generation of the electrical output signal by the drifting charges is explained in Chapter 3,
for which the Shockley-Ramo theorem is derived. Considerations of some basic effects of the read-
out ASIC on the detected signal are made in Chapter 4. The inclusion of the described effects
into a numerical signal simulation is outlined in Chapter 5. Finally, Chapter 6 shows a number
of plots illustrating the behaviour of the STIX CdTe sensors.
For reference, the main symbols used in this report are: q the electric charge, with q = −e for
the electron, k the Boltzmann constant, E(x) the electric field at position x, U(x) the electric
potential, E denotes electric potential energies, F Fermi levels, ψk the weighting potential of
electrode k, ρ the charge density as used in Poisson’s equation, Φ the carrier concentration as
used in diffusion calculations, µ the mobility, D the diffusion constant. ε0 is the permittivity
of free space, εr is the relative permittivity of a material. V is the applied bias voltage, Vd the
depletion voltage. T is an absolute temperature, t the time. Bold symbols are used for vector
quantities.
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Chapter 1
CdTe properties, carrier transport
X-rays are detected in the STIX Detector/Electronics Module by cadmium telluride (CdTe)
semiconductor sensors. Bias voltages of several hundred volts are applied to deplete the sensor
and to obtain acceptable charge collection. A blocking Schottky contact on the anode limits the
leakage current. The sensors are produced by Acrorad, Japan, and the pixel structure on the
anode is applied at the Paul Scherrer Institute, Switzerland [4]. The crystals are integrated into
the Caliste-SO read-out hybrids by CEA Saclay, France.
1.1 Bulk material properties
The CdTe semiconductor material is well suited for spectroscopic detection of X-rays with high
energy due to its high average atomic number of 50, thus high photoelectric absorption coeffi-
cient, and high density of 5.85 g/cm3. A thickness of 1mm absorbs 63% of all photons at 100 keV,
see Fig. 1.11. The relative dielectric constant εr is about 11.
The compound nature of the material results in a crystal quality worse than obtainable with
silicon or germanium, thus in relatively poor carrier transport properties. Especially the hole
lifetime is not long compared to the drift time over millimetre lengths and significant charge
loss occurs. Typical room temperature values for mobility2, lifetime, and drift time for 1mm
distance at 200V bias are as follows.
Carrier type Mobility (cm2/(Vs)) Lifetime (µs) Drift time for 1mm (ns)
Electron 1100 3 45
Hole 100 1 500
The mobility scales with absolute temperature T approximately as T−3/2 for the temperatures
of interest here.
Undoped CdTe is typically strongly p-type due to the presence of a large number of acceptor-
like cadmium vacancies in the crystal lattice.3 To compensate the acceptor vacancies, and thus to
increase the resistivity and to improve the charge transport, the material is doped with chlorine
that acts as a donor. The resulting crystal remains slightly p-type after this procedure [5, 6].
Moderate cooling of the material is sufficient to achieve low leakage current due to the large
band gap.4 The bulk resistivity of the best obtainable CdTe crystals is about 2 × 109 Ωcm at
room temperature. A 1mm thick piece of 10mm2 area, corresponding to the dimensions of one
1The mass attenuation coefficient is taken from a National Institute of Standards and Technology database,
accessible at www.nist.gov/pml/data/xraycoef/. This describes the attenuation of a narrow pencil beam.
2The drift speed v of carriers with mobility µ at electric field E is v = µE.
3One reason for these vacancies is the higher vapour pressure of cadmium compared to tellurium. This makes
it difficult to maintain the correct stoichiometric proportions of the two components for intrinsic material during
crystal fabrication.
4The band gap is about of 1.6 eV at 4K and decreases to approximately 1.5 eV at room temperature.
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Figure 1.1 Absorption probability of X-ray photons in 1mm thick CdTe
large pixel in STIX, then has a resistance of 2GΩ, or a leakage current of 50 nA at 100V. At
-20°C this will be reduced to a few nanoamperes due to the exponential dependence of the
resistivity on temperature.
The energy needed to generate one electron/hole pair is 4.43 eV, so for 4 keV 900 pairs are
generated. This would result in a Poisson statistical fluctuations of 3%. Because the fluctua-
tions are limited by the total energy available, and because very many, small energy deposition
processes are to phonons5, the statistical fluctuations are much smaller than this, which is em-
pirically described with the Fano factor F . The observed fluctuation σobserved is then related
to the Poisson fluctuation σPoisson by σobserved =
√
FσPoisson. Typical values of F for CdTe are
in the range 0.1 to 0.15, so the statistical fluctuations at 4 keV will be about 1%. This is small
compared to the best electronic noise contribution of about 420 eV and is thus usually ignored.
1.2 Electrodes
The cathode of the 10x10mm2 area CdTe crystals is a monolithic platinum electrode. As the
platinum work function of 5.4 eV is similar to that of slightly p-type CdTe (≈5.6 eV), a nearly
Ohmic contact is formed, passing majority carriers easily. This is the entrance electrode for
X-rays, thus its transmission characteristic is of importance. The thickness was measured using
Rutherford backscattering spectrometry at ETH Zu¨rich at three positions for one crystal to be
16 nm with 1 nm spread. The X-ray transmission as function of photon energy for this thickness
is shown in Fig. 1.2.6
The anode is a three layer structure of gold, titanium and aluminium. The innermost alu-
minium layer forms a Schottky contact (the work function of Aluminium is about 4.2 eV, lower
5Therefore, the energy required to create an electron/hole pair is substantially larger than the band gap,
despite CdTe being a direct band gap material.
6See footnote 1 for the data source.
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Figure 1.2 Transmission probability of X-ray photons through 16 nm of platinum
than that of CdTe), blocking the hole majority carriers. The gold layer is applied for electrode
protection, and the intermediate titanium layer for better adhesion of the two other metals.
The originally monolithic anode is etched into a pattern of 8 large and 4 small pixels and a
surrounding guard ring, as shown in Fig. 1.3.7 The etching process is critical as all metal layers
should be reliably removed to avoid shorts between the pixels, but the CdTe bulk should not be
damaged excessively by overetching.
The Schottky barrier limits the dark current to thermionically generated majority carriers.
In practice, currents below 40 pA for a large pixel have been obtained at -20°C and 300V bias.
Values below 60 pA are required to not generate excess noise in the read-out amplifier.
1.3 Electric field
The electric potential U(r) within some volume can be found by solving the Poisson equation
∇2U(r) = −ρ(r)/(εrε0) for a given charge density distribution ρ(r) and given boundary condi-
tions. The electric field E(r) follows from E(r) = −∇U(r).8 One dimensional considerations will
be sufficient in the following, so the relevant equation is
∂2U(x)
∂x2
= −ρ(x)
εrε0
. (1.1)
The electrode-free gaps between the 12 pixels and on the inside of the guard ring in Fig. 1.3
are 50 µm wide, and a 75 µm wide area outside of the guard ring is also without metallization.
7The arrangement of the pixels in four stripes is required for the detection of the large-scale Moire structure
that is the basis of imaging in STIX. The additional use of two large and one small pixel per stripe allows to
adjust the effective area depending on the incoming photon rate to limit pulse pile-up and dead-time by disabling
pixels. Smaller pixels also have less capacitance, lowering the electronic noise of the amplifier. The guard ring
prevents surface leakage current along the edges of the crystal to influence the pixels.
8The nabla operator is ∇ = ( ∂
∂x
, ∂
∂y
, ∂
∂z
). A linear relationship between electric and displacement field is
assumed, and εr to be constant within the volume of interest.
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Figure 1.3 Pixel and guard ring pattern of the CdTe anode. The outside dimension of the
crystal is 10 × 10 × 1 mm3. The coordinate system and pixel numbering used in
this report is shown. The x axis points from the cathode to the anode, thus out of
the image plane. The origin of the coordinate system is centred on the cathode.
Since the thickness of the crystal is 1mm, the field direction is very nearly perpendicular to
the large crystal faces everywhere except close to the outer edge and within about 50 µm of a
pixel boundary. The resulting change in charge transport direction near the pixel boundaries
has only a marginal effect on the induced electric signal, as most signal results from movement
in the bulk of the crystal. Therefore, the field direction is assumed to be exactly along the x
coordinate. Also edge effects are neglected, as they would affect mainly the guard ring, which is
of no interest as the guard ring will not be allowed to trigger or be read-out in STIX.9
In the following, the orientation of the DEM Unit Reference Frame (URF) coordinate system
is used, see Fig. 1.3. The origin is at the centre of the platinum cathode, with the x axis extending
towards the anode (incoming X-rays propagate along this axis).
To determine the electric potential, the space-charge ρ(r) in the bulk has to be known. This
in turn depends on the electric field. First, the case of an applied voltage V is considered that is
sufficiently high that all mobile charges are swept out (full depletion). Then the effective doping
concentration determines the space-charge. Since the CdTe material is p-type, the space-charge
ρ(x) = ρ is negative. It is also constant throughout the volume, so from (1.1)
U(x) = − ρ
2εrε0
x2 + C1x+ C2. (1.2)
The integration constants follow from the boundary condition U(0) = V and U(d) = 0, describ-
ing a voltage V applied to the cathode with respect to the anode. The potential distribution
inside the crystals is thus
U(x) = −Vd
(x
d
)2
+ (Vd − V ) x
d
+ V, with Vd =
ρd2
2εrε0
, (1.3)
9The reason it is connected to a powered channel of the ASIC is to guarantee that is has exactly the same
electrical potential as the pixels. This optimizes the protection against edge-related leakage current.
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Figure 1.4 Electric field for an assumed depletion voltage of Vd=-150V and for three applied
bias voltages.
and the electric field resulting from this potential
E(x) = −∂U(x)
∂x
= −2Vd
d2
x+
Vd − V
d
. (1.4)
The condition of full depletion is V/Vd > 1. At smaller voltages part of the CdTe volume will
remain undepleted and thus charge neutral with ρ(x) = 0. E(x) will vanish in this region, as seen
in Fig. 1.4 for distances smaller than xd = d · (Vd − V ) /(2Vd) from the cathode. The detector
will lose sensitivity in particular for low-energy X-rays that all interact close to the cathode.
More complete considerations of the electric potential and field distributions are made in the
next chapter.
1.4 Charge drift
Carriers with mobility µ will move with drift speed v(x) = µE(x) in an electric field10. The
mobility is positive for holes (positive charges) and negative for electrons.11 From this equation
the time as function of distance for a carrier moving from a start location x0 can be calculated:
t(x) =
x∫
x0
dt
dx′
dx′ =
x∫
x0
1
µE(x′)
dx′ =
d
µ
x∫
x0
1
V − Vd + 2Vdx′/ddx
′
=
d2
2µVd
ln
V − Vd + 2Vdx
d
V − Vd + 2Vdx0
d
. (1.5)
10Charge transport also occurs in regions with vanishing field due to diffusion. The actual driving force for
charge transport in a semiconductor results not from electric potential differences alone, but from electro-chemical
potential differences.
11This reflects the convention that electrons move against the direction of the electric field.
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For electrons x > x0 and for holes x < x0, therefore t(x) is always positive. The drift time t0
through the whole crystal is
t0 =
±d2
2µVd
ln
V − Vd
V + Vd
, (1.6)
with + applying to holes and - to electrons. For V = −200V, Vd = −150V and d = 1mm this
yields 60 ns for electrons and about ten times longer for holes.
1.5 Diffusion
The expansion of a charge cloud with density distribution Φ(r, t) due to diffusion is governed
by Fick’s second law
∂Φ(r, t)
∂t
= D∇2Φ(r, t),
with the diffusion constant D. Inserting a spherically symmetric, normalized Gaussian distribu-
tion
Φ(r, t) =
1(√
2πσ(t)
)3 exp
(
− r
2
2σ(t)2
)
(1.7)
into this differential equation, σ(t) has to obey12
σ(t)
∂σ(t)
∂t
−D = 0 =⇒ σ(t) =
√
2Dt.
Carriers obtain a constant speed for a given electric field instead of accelerating because of
repeated collisions with the crystal lattice, transferring energy from the carriers to phonons.
Diffusion occurs for the same reason, therefore the constants describing drift (the mobility µ),
and diffusion (the diffusion constant D) are related. The Einstein relation13 states
D =
µk T
q
, (1.8)
where k is the Boltzmann constant, T the absolute temperature, and q the charge. Since µ and
q have the same sign, D is always positive.
The spread after the maximum drift time t0 is
σ(t0) =
√
kTd2
e Vd
ln
V − Vd
V + Vd
. (1.9)
For V = −200V, Vd = −150V, d = 1mm this gives for room temperature 18 µm, smaller than
the gaps between pixels.
The final expression for the diffusion width as function of distance travelled is
σ(x) = d
√
k T
q Vd
ln
V − Vd + 2Vd xd
V − Vd + 2Vd x0d
. (1.10)
12This result holds also in the one- and two-dimension cases. The prefactor in (1.7) for k dimensions has to be
written (
√
2piσ(t))−k, so that integration over the k dimensional volume yields unity.
13For deriving, assume some electrical potential U(x) that allows for a stationary distribution Φ(x) in the
presence of diffusion (a potential well). Then the particle current density by drift in one direction, µE(x)Φ(x), is
balanced by an opposing diffusion current density D∂Φ(x)/∂x. Boltzmann statistics gives in thermal equilibrium
Φ(x) ∝ exp(−eU(x)/(kT )). With E(x) = −∂U(x)/∂x the Einstein relation follows.
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Figure 1.5 Diffusion width (1.10) for x0 at 0, 0.5mm, and 1mm. Holes drift towards the
left, electrons towards the right of the primary interaction. Room temperature,
Vd=-150V, and V=-200V.
Although this is independent of µ, the effect on electrons and holes is not identical because of
the electric field shape (see Fig. 1.4). This is illustrated in Fig. 1.5, giving the evolution of σ(x)
for three primary interaction depths. The holes drift slower near the cathode due to the lower
field, and thus the charge cloud has more time to expand. This difference in σ(x) for the same
drift distance is reduced at higher bias voltages.
Note that these are idealized estimates. The electron/hole pairs are generated by the primary
photoelectron along its irregular trajectory, with a range between a few micrometer around
10 keV and several tens of micrometer at a 100 keV, so the initial charge distribution is not
exactly spherical.
1.6 Carrier loss
Various mechanisms can result in recombination of electron/hole pairs before they delivered the
maximum energy to an external circuit (i.e. are lost before reaching their electrodes). Some effects
are unavoidable, e.g. radiative recombination, others involving recombination centres depend on
the purity of the material.
The random thermal motion of carriers with energy 3kT/2 involves speeds of typically√
3kT/m∗, where m∗ is the effective mass. For carrier electrons the effective mass is about 10%
and for holes about 35% of the free electron mass, resulting in thermal speeds of 3.7 × 105m/s
and 2.0×105m/s for electrons and holes, 20 and 120 times larger than their drift speeds. There-
fore each carrier samples a large volume for recombination possibilities, and thus the time, not
the drift distance, is the relevant parameter to characterize charge loss. With the life time τe of
electrons and τh of holes, the number of carriers ne(t) and nh(t) after time t is
ne(t) = n0 exp
(−t
τe
)
, nh(t) = n0 exp
(−t
τh
)
. (1.11)
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n0 is the number of electrons and holes initially created.
It is observed experimentally that spectral lines of low-energy photons, which interact close
to the entrance electrode, show a pronounced tail towards low signal amplitudes. This is due to
a damage layer close to the surface from crystal cutting and/or electrode deposition, resulting in
an additional charge loss depending on distance from the cathode. For modelling, this is included
by replacing n0 by n0 · (1− exp(−x/λentrance)). Good agreement with measurements is obtained
for λentrance ≈ 6.5µm [7].
Electron loss is becoming much more severe after the sensors have been exposed to energetic
protons [8].
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Chapter 2
Band structure
The electronic band structure is a useful concept to understand the behaviour of a semiconductor,
especially near the electrodes. The account given here for the particular case of CdTe will follow
closely the general derivations in [9]. A very comprehensive coverage of the subject can also
be found in [10]. To avoid confusion, the electric field is designated with the letter E, whereas
calligraphic letters (E , F) are used for energies.
A fundamental relation for the discussion of band structures is the Fermi-Dirac distribution
f(E). It gives the probability that an electronic energy level E is occupied in equilibrium at
temperature T ,
f(E) = 1
1 + exp
(E − F
kT
) , (2.1)
where F is the Fermi level. The probability that a hole energy level is occupied (i.e. that an
electron is not present) is 1 − f(E). The requirement of equilibrium entails not only constant
temperature, but also that no external potentials are applied.
The derivations in [9] generally assume a non-degenerate semiconductor: the Fermi level
should lie within the energy gap between conduction and valence band with a distance to the
band edges of at least several kT . Numerical values will be calculated in the following for the
temperature T = 273K (0°C), where kT = 24meV.
For stationary (time-independent) conditions, the Maxwell-Faraday equation states that the
rotation of the electric field E(r) vanishes, thus it can be written as the gradient of a scalar
electrostatic potential U(r),
E(r) = −∇U(r).
From Gauss’s law follows the Poisson equation
∇2U(r) = −ρ(r)
εrε0
for a given charge density ρ(r). Note that the force F = qE = −q∇U(r) on a charge q pushes
electrons (q = −e) towards higher potential and holes towards lower potential. The electrostatic
potential energy is defined as E = qU , thus charges of both signs are pushed towards lower
potential energies, as expected.
Note also that the energy band diagrams in this section always show electron energies, also
for the valence band where the effective carriers are holes.
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Figure 2.1 Electronic energy levels of isolated pieces of aluminium, CdTe, and platinum.
Fermi levels are indicated by F , work functions by Φ, and the semiconductor
electron affinity by χ. The electrostatic potential energy increases from bottom to
top.
2.1 Isolated energy levels
To construct the band structure for the Al-CdTe-Pt arrangement, first the energy levels of the
isolated materials and the Fermi levels are shown in Fig. 2.1.
The Fermi level F in (2.1) is equivalent to the energy needed to add one additional electron
from the vacuum, and thus can be identified with the electrochemical potential of the electrons.1
This can be easily seen at zero temperature and for continuous energy bands when all energy
levels up to the Fermi level are filled (f(E < F) = 1) and all other are empty. The lowest energy
level available for an additional electron is then at F .
The semiconductor Fermi level depends on the hole concentration p as [9, (2.37)]
FCdTe = Fi − kT ln
(
p
ni
)
, (2.2)
where the Fermi level of the intrinsic (undoped) material Fi is given in terms of the conduction
and valence band energies Ec and Ev by
Fi = Ec + Ev
2
+
3kT
4
ln
(
m∗v
m∗c
)
. (2.3)
m∗c and m
∗
v are the effective masses of electrons in the conduction band and holes in the valence
band. Typical values for CdTe are m∗c ≈ 0.11me and m∗v ≈ 0.35me, with me the free electron
mass [11]. Fi is only 20meV above mid-gap at 0°C. Fi can be assumed to be exactly at the
mid-gap energy for most purposes.
The intrinsic carrier concentration ni is given as function of the energy gap width Eg = Ec−Ev
as [9, (2.21)]
ni =
√
NcNv exp
(−Eg
2kT
)
. (2.4)
1The terminology is slightly inconsistent: whereas the electrostatic potential is measured in volt and the
electrostatic potential energy in joule, as expected, the electrochemical potential is also measured in joule, although
the word ’energy’ is not used. Note also that in the context of semiconductor physics, the convention is such
that chemical potential includes only effects resulting from concentration gradients. The electrochemical potential
includes electric field effects as well, and this potential appears in (2.1).
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Nc and Nv are the effective number of states of the conduction and valence band.
2 For CdTe
at 0°C, Nc ≈ 7.9 × 1017 cm−3 and Nv ≈ 4.5 × 1018 cm−3. With Eg = 1.5 eV it follows that
ni=3.0 × 104 cm−3. For comparison, the free electron densities in aluminium and platinum are
1.8 · 1023 cm−3 and 1.3 · 1023 cm−3, respectively.
For a non-degenerate semiconductor in equilibrium the relation
np = n2i (2.5)
holds [9, (2.22)], so the Fermi level (2.2) can also be expressed using n instead of p.
The bulk resistivity R can be calculated from the carrier concentrations and mobilities as
1
R = e(nµe + pµh) = e
(
n2i
p
µe + pµh
)
.
The maximum resistivity is obtained for p = ni
√
µe/µh ≈ 3.3ni, giving R = 1/(2eni√µeµh) ≈
3GΩm. In practice, much smaller resistivity values around 50MΩm are found for good CdTe
crystals, translating to p = 1.3 × 107 cm−3 for p-type material.
The actual doping concentration is not easy to determine experimentally. The matter is
complicated in CdTe by self-compensation processes, the influence of deep traps, and resulting
Fermi level pinning. In particular, a comparatively high density of deep traps, which by the
mechanism of bend bending (described in the next section) might be below the Fermi level in
part of the crystal, will contribute to the effective doping density already in equilibrium.
Studies with the STIX sensors indicate that good performance is obtained at bias voltages
above about 50V. Assuming that this corresponds to Vd in (1.3), one finds a density of ionized
acceptors ρ/e = 6×1010 cm−3, for the sensor thickness of 1mm. Modelling those ionized dopants
as effective, shallow acceptors close to the valence band edge, all are nearly fully ionized in
equilibrium (each acceptor has captured one electron from the valence band). Accordingly, in
Fig. 2.1 these acceptors are drawn as a narrow band close to the valence band. The full ionization
state is expressed by the acceptor band lying well below the Fermi level, thus indicating an
occupation probability f(E) close to unity.
Full ionization means that in equilibrium p = 6 × 1010 cm−3 as well, and thus (2.2) yields
FCdTe = Fi−0.34 eV (approximately 0.43 eV above the valence band edge), as drawn in Fig. 2.1.
The Fermi level below mid-gap indicates the p-type nature of the material.
A deep acceptor level, mentioned above, is also indicated in Fig. 2.1 for later usage.
2.2 Equilibrium energy levels in depletion approximation
When the electrodes and the semiconductor are brought into contact, according to the definition
of the Fermi level, charges will flow so that in equilibrium the Fermi level throughout the system
is constant.3 This means that the net flow of charges due to electric fields (electric potential)
and due to concentration gradients (chemical potential) just balances. In Fig. 2.1 this can be
expressed by joining the three individual level diagrams and then offsetting them vertically so
that the Fermi levels indicated by the blue lines are at the same height. The semiconductor
bands deform smoothly away from the interface.
2The effective number of states expresses the actual number of states that are available within a given band
over all energies, but by referring them to the band edge energy. Thus, for example, the number of electrons n in
the conduction band can be calculated simply as n = f(Ec)Nc. From [9, (2.13)] Nc = 2
(
(m∗ckT )/(2pi~
2)
)3/2
and
equivalently for Nv.
3This is also the origin of the contact or Volta potential if two dissimilar metals are brought into close contact.
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Figure 2.2 Equilibrium electronic energy level diagram for aluminium, CdTe, and platinum
in contact. Nearly all energy levels below the constant Fermi level are occupied
with electrons.
The band edges in an energy band diagram indicate the electrostatic potential energy
of an electron at a given location.4 To describe quantitatively how the bands deform when
materials are in contact, (1.1) has to be solved, thus the charge density has to be known.
In Section 1.3, the depletion approximation has been employed implicitly to arrive at (1.3),
(1.4) and Fig. 1.4. This approximation amounts to stating that a certain thickness of the semi-
conductor close to an interface is fully depleted of mobile charges and thus has a constant
space-charge density resulting from the ionized dopants. The potential drop across this depleted
region can be directly calculated by integrating (1.1) for ρ(x) = Ne, assuming a constant ion-
ized dopant density N , for a certain thickness x < W . The change of electric potential over the
depleted region is called built-in voltage, Vbi, so the depletion width without applied bias voltage
is, from (1.3),
W =
√
2εrε0Vbi
Ne
, eVbi = ΦCdTe − ΦAl. (2.6)
The electrostatic potential is constant beyond this distance, and therefore the electric field
vanishes, and the crystal is undepleted (conducting). The quadratic dependence (1.3) of the
electric potential on distance for V = 0 then results in a band diagram as shown in Fig. 2.2.
Numerically, with Vbi = 1.3V and N = 6×1010 cm−3, W=160µm. The relative spacing between
the conduction band, valence band, and the deep acceptor level remains constant, as these are
intrinsic characteristics of the material.
Since holes are the majority carriers in a p-type semiconductor, hole injection from the
aluminium electrode into the valence band (equivalent to removal of an electron from the semi-
conductor) is inhibited by the potential barrier height of about 1.7 eV (the only free electron
states in aluminium are near the Fermi level). Holes from the undepleted (conducting) bulk part
of the CdTe crystals need to acquire an extra energy of 1.3 eV to enter the aluminium electrode
(again, a hole moving towards the left is equivalent to an electron moving to the right, which
then sees an increasing valence band energy). A Schottky contact, blocking majority carriers,
has formed near the aluminium electrode.
4Increasing the energy of a conduction band electron with respect to the conduction band edge increases its
kinetic energy and moves it further up. In analogy, increasing the energy of a valence band hole with respect to
the valence band edge increases its kinetic energy, but moves it further down in the energy band diagram. The
latter is equivalent to moving an electron further up.
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No appreciable bending occurs near the platinum interface since the Fermi levels of the
isolated materials are nearly identical, so only very little charge has to flow across the boundary
to equalize the levels, and consequently the space-charge density is low. The effect of deep
acceptor traps on the band structure is treated in the next section.
Special care is needed for the conduction band, which is partly below the Fermi level in
Fig. 2.2 and then violates the assumption of non-degeneracy. More generally, the type of a
semiconductor, n or p, is determined by its Fermi level being above or below the intrinsic level
Fi, which is located approximately at mid-gap after (2.3). The mid-gap level falls below the
Fermi level at some distance from the interface in Fig. 2.2, therefore an inversion occurs - the
minority carriers in the conduction band will have a higher density than the majority carriers.
The density of states in the conduction band of typically 1017 cm−3 is orders of magnitude higher
than the effective doping density, therefore the charge density in the vicinity of the interface,
where the conduction band is below the Fermi level, is dominated by conduction band electrons.
In a very short distance, this large charge will result in an electrostatic potential lifting the
conduction band above the Fermi level, when the usual considerations apply again. Section 2.3.2
considers this more in depth.
2.3 General equilibrium band diagram
To find a generally valid, quantitative description of the band diagram, i.e. of the dependence of
the electrostatic potential on position, an expression for ρ(x) in (1.1) has to be found. Considering
in the following one single, shallow acceptor (modelling the effective result of compensation
between donors and acceptors) with concentrations Na (assumed fully ionized since shallow)
and one deep acceptor trap with energy level at Et(x) and constant concentration Nt, the charge
density at position x is
ρ(x)
e
= p(x)− n(x)−Na −Ntf(Et(x)). (2.7)
The charge density contains the mobile charges and the fixed space-charge (here negative since
only acceptors are considered).
Inserting (2.7) into (1.1) yields
εrε0
e
∂2U(x)
∂x2
= p(x)− n(x)−Na −Ntf(Et(x)). (2.8)
The coordinate is chosen such that x = 0 is the location of the interface. The semiconductor is
assumed infinite in extent, and neutral away from the interface, limx→∞ ρ(x) = 0.
For compact notation, the definition y(x) = (Fi(x)−F)/(kT ) will be used. Further, limx→∞ y(x) =
ybulk is defined by the bulk material properties, and y(0) = ysurface by the contact characteristics,
such that ysurface − ybulk = −eVbi/(kT ). The relation ∂y/∂x = −e/(kT ) ∂U/∂x holds.
The assumption of a position-independent Fermi level F assures that the currents from
carrier drift and from diffusion cancel everywhere for both electrons and holes.
Interface states, due to electron or hole levels within the band gap at the surface, are com-
pletely neglected in this derivation. Depending on the nature and quality of the interface, they
can have a large impact and result in Fermi level pinning, potentially rendering the Schottky
barrier height almost independent of the metal work function.
2.3.1 Non-degenerate case without traps
First, the case without traps (Nt = 0) and with non-degenerate location of the Fermi level is
considered. The mobile charge densities can then be expressed by
n(x) = ni e
−y(x), p(x) = ni e
y(x),
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and, from the charge neutrality in the bulk, Na = ni (e
ybulk − e−ybulk). Inserting all into (2.8),
∂2y(x)
∂x2
=
1
L2D
(
ey(x) − e−y(x) − eybulk + e−ybulk
)
. (2.9)
where the Debye length LD =
√
εrε0kT/(e2ni) for intrinsic material has been introduced. Defin-
ing normalized derivatives y(n) = LnD∂
ny/∂xn, multiplying both sides with y′, and integrating
formally from the bulk to a distance x, this equation becomes
x∫
∞
y′′y′ ∂x =
x∫
∞
(
ey(x) − e−y(x) − eybulk + e−ybulk
)
y′ ∂x. (2.10)
Carrying out the integration yields
1
2
(
y′
)2∣∣∣x
∞
=
(
ey(x) + e−y(x) +
(
e−ybulk − eybulk) y(x))∣∣∣x
∞
.
y′ is proportional to the electric field, which vanishes in the bulk away from the interface, so
1√
2
y′ =
√
F (y), F (y) = ey + e−y + eybulk(ybulk − y − 1) + e−ybulk(y − ybulk − 1).
Separating the variables and integrating from the interface to position x,
x∫
0
∂x = x =
LD√
2
y(x)∫
ysurface
∂y√
F (y)
. (2.11)
There is no analytic result for the integral on the right hand side. But since ysurface is given, this
equation is an implicit equations for y(x), and thus for the intrinsic level Ei(x) relative to the
Fermi level. The equation can be evaluated and inverted numerically. Conduction and valence
bands have a fixed offset to Ei.
For the parameters in Section 2.2, ybulk = ln(p/ni) = 12, ysurface = ybulk− eVbi/(kT ) = −37,
and LD = 7.3mm. A comparison of the exact result (2.11) and the depletion approximation is
shown in Fig. 2.3. The steep rise in potential near the interface seen for the exact solution is
due to conduction band falling below the Fermi level very near the interface. The conduction
band has a very high density of states, compared to the effective acceptor concentration, thus a
narrow, dense electron sheet forms.
The sign of y(x) indicates if the Fermi level is above or below the intrinsic level, thus defines
the type of the semiconductor. In the present case, y(x) = 0 for x ≈ 42 µm, therefore a type
inversion occurs at this distance from the interface. The bulk behaves p-type, with valence
band holes being the more numerous carriers, whereas close to the interface, conduction band
electrons dominate.
The electric field E(x) as function of position can be determined from (2.11) by
E(x) =
kT
e
∂y
∂x
=
kT
e
(
∂x
∂y
)−1
=
kT
eLD
√
2F (y). (2.12)
Since F (ybulk) = 0, the electric field vanishes in the bulk, as expected. At the interface, the elec-
tric field is very high due to the high charge density in the conduction band. Correct evaluation
will need to consider the degeneracy (see next section).
Comparison to the depletion approximation
The depletion approximation states that n(x) and p(x) are zero up to as distance W from the
ETHZ-IPP-2020-01
CHAPTER 2. BAND STRUCTURE 19
0 50 100 150 200 250
x ( m)
-1.4
-1.2
-1
-0.8
-0.6
-0.4
-0.2
0
El
ec
tro
st
at
ic
 p
ot
en
tia
l e
ne
rg
y 
(eV
) Exact calculationDepletion approximation
(a) Electron electrostatic potential energies
0 200 400 600 800 1000
x ( m)
-2
-1.5
-1
-0.5
0
0.5
1
1.5
Ba
nd
 e
ne
rg
ie
s 
(eV
)
Fermi level
Conduction band edge
Intrinsic level
Valence band edge
(b) Band diagram for the exact solution
Figure 2.3 Illustrations of the depletion approximation and the exact solution. In the imme-
diate vicinity of the interface, the conduction band edge drops below the Fermi
level.
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interface, beyond which the semiconductor is neutral. The charge density is therefore ρ(x) =
−eNa for x ≤ W and ρ(x) = 0 for x > W , with W given by (2.6) (recall that in this section
Nt = 0, thus N = Na in that formula). Therefore, U(x) in (2.8), or, equivalently, y(x), must
have a quadratic dependence on x. Using the boundary values ysurface at x = 0 and ybulk at
x =W , one finds
y(x) = (ysurface − ybulk)
(
x2
W 2
− 2x
W
)
+ ysurface for x ≤W.
Noting that W =
√
2εrε0kT/(e2Na)
√
ysurface − ybulk, and defining the electric potential U(x)
such that it vanishes in the bulk, this translates to
U(x) = −Vbi
( x
W
− 1
)2
for x ≤W, U(x) = 0 otherwise.
The resulting electric field is
E(x) = −∂U
∂x
=
2Vbi
W
( x
W
− 1
)
.
At the interface, E(0) = −2Vbi/W .
2.3.2 Consideration of conduction band degeneracy
The considerations in Section 2.2 and the calculations in the previous section have shown that,
close to the interface, the conduction band lies below the Fermi level. This actually invalidates
the approximation of non-degeneracy that was made in the previous section, in particular the
expression for the conduction band electron density n(x) = ni e
−y(x). The exact expression
follows from integrating over the product of the conduction band density of states and the
Fermi-Dirac distribution, and is
n(x) =
2Nc√
π
∞∫
0
√
η
1 + exp(η − ηc)dη =
2Nc√
π
F1/2(ηc),
where ηc = (F − Ec(x))/(kT ) and F1/2 is the Fermi-Dirac integral of order 1/2. The condition
of non-degeneracy is ηc ≪ 0 (the conduction band edge is at least several kT above the Fermi
level), in which case the integral can be evaluated easily, as F1/2(ηc) ≈ exp ηc.
Since degeneracy has to be considered only for the conduction band near the interface, not
for the valence band or the bulk behaviour, replacing exp(−y(x)) by F1/2(−y(x)) in (2.9) is the
only required modification for correct handling of degeneracy. Since furthermore
∫
F1/2(y) dy =
F3/2(y), the integration in (2.10) can still be carried out. Finally, (2.11) yields the correct solution
including degeneracy if F (y) is modified to
F (y) = ey + eybulk(ybulk − y − 1) + e−ybulk(y − ybulk) + F3/2(−y)− F3/2(−ybulk).
A comparison of the electric field obtained by (2.12) with the degenerate and non-degenerate
expressions for F (y) is shown in Fig. 2.4. Close to the interface, the degenerate expression yields
a field constant with distance. Inserting ysurface yields a very high value of 460 kV/mm with the
non-degenerate expression, but more realistic 16V/mm with the degenerate expression.
For the case at hand, the conduction band drops by about 200mV or 8kT below the Fermi
level. The non-degenerate expression for n(x) overestimates the electron density right at the
interface by about a factor of 200 (n(0) = 1.2 · 1019 cm−3 using the correct expression F1/2),
but the discrepancy quickly reduces with rising conduction band energy. Therefore, the details
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Figure 2.4 Degenerate and non-degenerate calculation of the electric field near the interface
of the charge layer immediately at the interface are not correctly captured by (2.11) with the
non-degenerate expression for F (y), but the band diagram Fig. 2.3a would be changed only
imperceptibly if the exact expression for n(x) would be used.
There are also other effects of a very high carrier concentration that are not considered even
when using F1/2, among them many-body effects that can change the band gap and result in
tailing of the band edges. Since, therefore, correctly handling the immediate interface region
is complicated, but also not important for the remaining conclusions to be drawn, the non-
degenerate expressions will be used in the following.
2.3.3 Non-degenerate case with traps
Now deep traps are included, Nt > 0. Their energy level Et is expressed by a parameter Z,
Z = exp
Et −Fi
kT
,
which is independent of position, so that the Fermi-Dirac distribution can be written as
f(Et(x)) = 1
1 + Z ey(x)
.
Maintaining the non-degenerate expressions for n(x) and p(x) and the definitions used before,
the equation
y′′ = ey(x) − e−y(x) − eybulk + e−ybulk − Nt
ni
(
1
1 + Z ey(x)
− 1
1 + Z eybulk
)
is obtained instead of (2.9). Except for the last term, this is identical to the formulas leading to
(2.11). The extra term is handled similar to (2.10) by defining a new function G(y),
G(y) =
x∫
∞
(
1
1 + Z ey(x)
− 1
1 + Z eybulk
)
y′ ∂x
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Figure 2.5 Electrostatic potential energies for a mid-gap trap at 0.77 eV above the valence
band with different trap densities. The bulk hole concentration is 6 · 1010 cm−3,
the bulk Fermi level 0.46 eV above the valence band.
=
y∫
ybulk
(
1
1 + Z ey¯
− 1
1 + Z eybulk
)
∂y¯
=
(
y¯ − ln(Z ey¯ + 1)− y¯
1 + Z eybulk
)∣∣∣∣y
ybulk
= y − ybulk + ln Z e
ybulk + 1
Z ey + 1
− y − ybulk
1 + Z eybulk
.
The electrostatic potential energy is again defined implicitly, now by the relation
x =
LD√
2
y(x)∫
ysurface
∂y√
F (y) +
Nt
ni
G(y)
. (2.13)
Resulting electrostatic potential energies for different trap densities are shown in Fig. 2.5. As
expected, the ionized traps add space-charge and shorten the depletion region.
2.4 Polarization effect
A possibly performance-limiting characteristic of Schottky-type CdTe detectors is the polariza-
tion effect. This term refers to a time-dependent change, typically a degradation, of the detector
behaviour when bias is applied for a longer time. The leakage current usually increases over
time, resulting in higher read-out noise. It has also been found that parts of a detector become
practically insensitive.
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The consensus is that deep acceptor traps are at the origin of this behaviour. They get
progressively ionized when the detector is biased and increase the space-charge. If this acceptor
density is large compared to the effective shallow doping density (equivalently, large compared to
the equilibrium carrier density), after some time the traps will dominate the space-charge, and
a bias voltage initially large enough to fully deplete the sensor volume might not be sufficient
anymore.
2.4.1 Band levels with external bias
With a sufficiently large reverse external bias V , the details of the electrostatic potential near
the Schottky contact, including degeneracy effects of the conduction band, are of no relevance
to the discussion of polarization. Also, the exact calculations in Section 2.3 assume an infinite
semiconductor and would need to be adapted to be applicable to the actual finite sensors. Instead,
the depletion approximation will be employed, neglecting at first acceptor traps (Nt = 0).
The depletion width is in this approximation, by extension from (2.6),
W =
√
2εrε0(Vbi − V )
Nae
.
Full depletion of a sensor with thickness d is obtained at V < Vd with
Vd = Vbi − Naed
2
2εrε0
.
Note that by convention Vbi > 0. For d=1mm and Na = 6 × 1010 cm−3 as assumed before,
Vd=-48V. The electric potential U(x) is quadratic in x from (2.8), and can be written as
U(x) =
eNa
2εrε0
(x2 − dx) + V − Vbi
d
x, for V < Vd. (2.14)
The electrostatic potential for three bias values is plotted in Fig. 2.6. The electric field was shown
earlier in Fig. 1.4.
2.4.2 Basic description of trap ionization
Assume there is a deep acceptor concentration Nt, constant throughout the material, and pos-
sibly much higher than the effective shallow acceptor doping density. A single trap energy level
Et(x) is considered, where the position dependence is included to account for band bending. The
concentration of ionized traps that contribute negative space-charge is labelled N−t (x, t), which
can be time and position dependent. Nt−N−t (x, t) is the concentration of neutral (unoccupied)
traps.
Starting at t = 0 from equilibrium conditions,
N−t (x, 0) = f(Et(x)) ·Nt. (2.15)
As indicated in Fig. 2.2 and calculated in Section 2.3.3, those traps that lie below the Fermi level
will be ionized already in thermal equilibrium, and effectively increase the doping concentration
close to the anode.
If now a sufficiently large reverse bias voltage is applied, nearly all mobile charges are swept
out by the resulting electric field. Only a very small density of mobile carriers, forming the leakage
current, remains. Equilibrium conditions do not apply anymore. In particular, an ionized trap
can release its electron only to the conduction band, but not to the valence band since the hole
concentration is nearly zero, and thus no free energy levels for the electron are available. If the
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Figure 2.6 Electrostatic potential (2.14) for three applied values of the external bias
energy gap to the conduction band is sufficiently large, the trap will remain ionized indefinitely
while bias is applied.
Since the thermal ionization process of the deep traps will continue as long as there are
empty traps, the space-charge will gradually increase. This will increase the electric field near the
Schottky anode5, and therefore, through image force lowering of the Schottky barrier, increase
the leakage current by thermionic emission6. A higher electric field also increases the probability
of Frenkel-Poole charge transport through the depleted region. More leakage current decreases
the energy resolution by its shot noise contribution in the amplification stage. If the trap density
is large enough, the bias voltage will eventually not be sufficient to deplete the full detector
volume and a low-field region near the cathode can develop, affecting primarily low energy
X-rays that convert close to the surface. Increasing the applied bias voltage can recover full
depletion, but results in an even higher leakage current.
To address these dynamic effects quantitatively, first the deep acceptor trapping and de-
trapping rates in equilibrium are calculated, and then the assumption is made that under bias
the trapping rate is unchanged while the de-trapping rate becomes zero. This approach closely
follows [12].
2.4.3 Equilibrium rate considerations
The rate of trap ionization per volume, Rion, i.e. of an acceptor acquiring an electron from the
valence band, can be written as
Rion(x) = Nv f(Ev(x)) <v σion> Nt (1− f(Et(x))) .
5This can be seen by (1.4): increasing the space-charge density increases Vd, and thus also increases the
magnitude of the electric field at the anode, E(d).
6Thermionic emission refers to thermal excitations over the barrier, the most probable process to overcome
the barrier for the parameters relevant here. The rate depends exponentially on the barrier height.
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The term left of the angled brackets is the number density of electrons in the valence band,
the term on the right side the number density of unoccupied traps. The brackets indicate a
suitable average of the electron thermal velocity v times the velocity-dependent electron capture
cross-section σion of the trap. The equation expresses the notion that an electron that passes
within an area σion around an unoccupied trap is captured. Averaging is required to account for
the thermal velocity distribution. Since only electrons that have sufficient energy can overcome
the energy barrier to the trap, a Boltzmann factor will appear.
A similar expression is applicable for the inverse process, i.e. release of a electron from a
deep acceptor into the valence band, where however no energy barrier is present. The release
rate per volume Rrel is
Rrel(x) = Nv (1− f(Ev(x))) <v σrel> Nt f(Et(x)).
In thermal equilibrium Rion(x) = Rrel(x) holds everywhere, thus
7
<v σrel>
<v σion>
=
f(Ev)(1− f(Et))
f(Et)(1− f(Ev)) = exp
(Et − Ev
kT
)
. (2.16)
Note that although Et and Ev might be position dependent, their difference is not, and therefore
x has been omitted. Capture from the conduction band is ignored since this band is almost
empty in equilibrium. Release to the conduction band is suppressed by the additional energy
barrier, but might become significant if the hole density becomes very low and the density of
ionized traps high.
2.4.4 Ionization rate with applied bias
For the non-equilibrium case with applied bias, it is now assumed that a similar formalism
applies, but with separate Fermi levels, the quasi Fermi levels Fv and Ft, for the valence band
and the traps. In analogy to (2.1), a quasi Fermi distribution8
fq(E ,Fv,t) = 1
1 + exp
(
E−Fv,t
kT
) , (2.17)
is defined. Assuming that (2.16) still holds, the net ionization rate R can be written as
R = Rion −Rrel
= NvNt fq(Ev,Fv)fq(Et,Ft)
(
exp
(Et −Ft
kT
)
− exp
(Et −Fv
kT
))
<v σion>. (2.18)
In equilibrium Fv = Ft, and thus R = 0 as expected.
With external bias, the quasi Fermi levels won’t be equal, and can also become position
dependent. Making the assumption of zero leakage current, however, will render the valence
band and conduction band quasi Fermi levels position independent (any effective current is the
result of non-constant electrochemical potential). The occupation of the deep trap acceptors will
initially be the same as prior to the application of bias. Therefore, Et−Ft in (2.17) has to remain
constant. The resulting level diagram is shown in Fig. 2.7.
Ft is introduced mainly for formal reasons. Since the traps are not mobile, changes in the
trap occupation can only occur via the conduction or valence bands, not by drift or diffusion
7The identity 1− f(E) = f(E) exp((E − F)/kT ) is useful for evaluating hole occupation probabilities.
8In the terminology of the chemical potential, the electrons in the valence band, the conduction band, and
the traps are each considered a separate particle species. The term quasi expresses the expectation that the
occupation probabilities of the energy levels within each species still follows the Fermi-Dirac distribution for the
same temperature.
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Figure 2.7 Energy level diagram after -200V reverse bias has just been applied (not to scale).
As seen in Fig. 2.6, the band edges are nearly straight for larger bias.
of the ’trap species’. However, the inclined trap Fermi level in the figure illustrates that the
depicted situation is not a steady state. With the above assumption that traps are interacting
only with the valence band, the trap ionization will increase until Ft and Fv are equal.
A time constant τion for the net ionization process can be defined by dividing the density of
unoccupied traps by the net ionization rate, giving
1
τion(x)
=
R
(1− fq(Et,Ft))Nt = Nv fq(Ev,Fv) <v σion>
(
1− exp
(Ft(x)−Fv
kT
))
.
Just after applying a large reverse bias, Fv ≫ Ft(x) (except close to the cathode, see Fig. 2.7),
so the exponential vanishes. There are also very few holes, fq(Ev(x),Fv) ≈ 1, therefore the time
constant at the beginning of polarization becomes
τ inition =
1
Nv <v σion>
.
A similar reasoning leads to the time constant τrel for the release process,
1
τrel(x)
=
−R
fq(Et,Ft)Nt = Nv fq(Ev,Fv) <v σion>
(
exp
(Et(x)−Fv
kT
)
− exp
(Et(x)−Ft
kT
))
.
The minus sign is introduced since R is negative in case the release process dominates. For a fully
polarized detector Fv = Ft(x). If the applied bias is then reduced to 0V, initially Fv ≪ Ft(x).
fq(Ev(x),Fv) ≈ 1 still approximately holds, so that the initial time constant
τ initrel =
1
Nv <v σion>
exp
(Fv − Et(x)
kT
)
.
Since Et > Fv(x) (see Fig. 2.2), the exponential can be significantly smaller than unity, and then
τ initrel ≪ τ inition . This demonstrates that the release process is significantly faster than the ionization
process, reflecting the fact that there is no energy barrier to overcome, if only the electrons in
the trap level find holes in the valence band below to recombine with. Still, this depolarization
process is not instantaneous because the hole density is finite.
2.4.5 Further considerations
Further practical progress is hampered by the need to know <v σion> for performing numerical
evaluations. Qualitative data indicates that the polarization time scale is in excess of a week at
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Figure 2.8 Initial ionization timescale (2.19) for three values of Et − Ev
temperatures of -20°C. The long-term leakage current measurements shown in Fig. 6.3 indicate
that the current doubles in 5.5 days at -6°C and in 12 hours at +4°C. At +25°C, a time scale of
minutes is found.
Assuming for the purpose of a crude estimate that all temperature dependence in (2.16)
belongs to the ionization term, and using that Nv ∼ T 3/2, the temperature dependence of the
initial ionization time scale becomes
τ inition ∼
(
T 3/2 exp
(Ev − Et
kT
))−1
. (2.19)
This relation is plotted in Fig. 2.8 for three values of Et − Ev and assuming that at +4°C the
time scale is 12 hours. Qualitatively, the experimentally observed temperature dependence is
reproduced, but there are too few data points, and no estimates of uncertainties, that would
allow a quantitative analysis. In principle, an estimate of the relevant trap energy level could be
done with this equation.
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Signal induction
The carriers induce mirror charges on the detector electrodes. Initially, with an equal number
of electrons and holes being generated at one location, the induced charge is zero. This changes
as the carriers are moving away from each other due to the applied electric field. Carrier motion
thus induces a current, until the motion stops due to trapping, recombination loss, or due to
arrival at the electrodes. Depending on the electric circuit connected to the electrodes, this
induced current results in an electrical signal.
The derivation of the induced signal given in the following closely follows [14].
3.1 Shockley-Ramo theorem
Consider a number of electrodes, indexed by i, held at constant potentials Vi. These are the
pixels, guard ring and cathode of the CdTe sensors as shown in Fig. 1.3.1 This arrangement
is enclosed at some distance by an equipotential surface, for example by a metallic box. This
surface provides the reference electrical potential which is set to zero.
The induced charge on an electrode can be determined by considering the energy balance
within some given volume. To this end, separate the electric field at position r into three com-
ponents: E(r, rq) = Ee(r) + Esc(r) + Eq(r, rq). Ee(r) is the field resulting from the constant
electrode potentials in the absence of any space or moving charge, Esc(r) is the field from the
space-charge alone when all electrodes are grounded, and Eq(r, rq) is the field from the moving
charge at position rq alone when all electrodes are grounded.
The change ∆Q of the charge enclosed in an arbitrary volume with surface S by the movement
of the mobile charge q from some initial position rstart to a final position rend can be calculated
by Gauss’s law,
∆Q =
∮
S
ε(r) (E(r, rstart)−E(r, rend)) dS =
∮
S
ε(r) (Eq(r, rstart)−Eq(r, rend)) dS. (3.1)
The permittivity ε(r) = εr(r)ε0 might be position dependent because of the chosen integra-
tion surface. If the surface encloses an electrode, the change of induced charge on this electrode,
thus the measurable signal, is found. This equation demonstrates the intuitively clear fact that
the fixed space-charge has no influence on the resulting signal. In the following, Esc(r) = 0 can
therefore be used without loss of generality to calculate the signal. However, all electric field
contributions must be taken into account for determining the charge trajectory.
If the mobile charge q moves from rstart to rend, the induced charge on the electrodes changes
by ∆Qi. Keeping the potentials constant requires work from the the power supplies of magnitude
1The pixels and the guard ring are held near ground potential by the ASIC, the cathode at bias potential by
the high-voltage power supply.
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Vi∆Qi. The work done on the charge by moving from start to end position by the electric field
generated by the electrodes is q
∫
Ee(r)dr. The difference between the power supply work and
this energy given to the charge must be equal to the change in electric field energy because of
energy conservation, thus
∑
i
(Vi∆Qi)− q
rend∫
rstart
Ee(r) dr
=
1
2
∫
volume
ε(r)
(
(Ee(r) +Eq(r, rstart))
2 − (Ee(r) +Eq(r, rend))2
)
dV
=
∫
volume
ε(r)Ee(r) (Eq(r, rstart)−Eq(r, rend)) dV
︸ ︷︷ ︸
A
+
1
2
∫
volume
ε(r)
(
E2q(r, rstart)−E2q(r, rend)
)
dV.
︸ ︷︷ ︸
B
(3.2)
The volume integral is taken over the the full extend of the electric fields, and is shown in the
following to vanish.
Expressing the electric displacement and the electric field by their respective potential gra-
dients, ε(r)Ee(r) = −∇Ue(r) and Eq(r, rq) = −∇Uq(r, rq), and applying Green’s first identity2
yields ∫
volume
ε(r)Ee(r) · Eq(r, rq) dV =
∫
volume
∇Ue(r) · ∇Uq(r, rq) dV
=
∮
surface
Uq(r, rq)∇Ue(r) · dS−
∫
volume
Uq(r, rQ)∇2Ue(r) dV.
The surface integral on the right hand side vanishes because the potential Uq(r, rq) is zero on
the surface bounding the volume as per construction (enclosing metallic box at zero potential).3
From Poisson’s equation ∇2Ue(r) = 0 because all charges inside the volume are removed for
defining Ee(r), so the volume integral on the right hand side vanishes as well, and therefore
both terms of the volume integral A in (3.2) are zero.
Volume integral B is evaluated using Green’s identity again.∫
volume
ε(r)
(
E2q(r, rstart)−E2q(r, rend)
)
dV
=
∮
surface
ε(r) (Uq(r, rstart)∇Uq(r, rstart)− Uq(r, rend)∇Uq(r, rend)) · dS
+
∫
volume
ε(r)
(
Uq(r, rend)∇2Uq(r, rend)− Uq(r, rstart)∇2Uq(r, rstart)
)
dV
= q (Uq(rstart, rstart)− Uq(rend, rend)) .
(3.3)
The surface integral vanishes for the same reason as above. The volume integral is evaluated by
using Poisson’s equation for a point charge at location rq, ∇2Uq(r, rq) = −q δ(r− rq)/ε(r), with
2Green’s first identity is
∫
ψ∇2ϕ + ∇ϕ · ∇ψ dV = ∮ ψ∇ϕ · dS. ψ and ϕ are scaler fields, the integrals are
evaluated over a volume and its surface.
3An alternative reasoning to explain the vanishing of the surface integral without assuming an enclosing box is
that potentials at large distance from the sources fall off inversely to the distance, and the gradient of a potential
to the inverse square. The integrand of the surface integral thus falls of as inverse cube, whereas the surface area
increases only proportional to the distance squared.
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δ() the Dirac delta function. The electric potential of a point charge in free space is Uq(r, rq) =
q/(4πǫ(r)|r − rq|). It diverges for r = rq, but the divergence is independent of position. The
electric field very near to a point charge is also independent of the boundary conditions further
away, so the difference of the two diverging potentials in the last equation vanishes.
Since both volume integrals in (3.2) vanish, it follows that
∑
i
Vi∆Qi = q
rend∫
rstart
Ee(r)dr = q · (Ue(rstart)− Ue(rend)) . (3.4)
The energy extracted from the power supplies to keep the electrode potentials fixed is transferred
only to the moving charge, none to the electric fields. In vacuum the charge would increase its
kinetic energy by accelerating, in a semiconductor the energy is lost again to the crystal lattice.
The actual values of the potential on the electrodes are irrelevant for calculating the change
in charge, as Ee(r) does not appear in (3.1). The Vi can therefore be chosen at will. To finally
calculate the signal on one particular electrode k, all Vi in (3.4) are set to zero, except Vk which
is set to an arbitrary non-zero value. Then,
∆Qk =
q
Vk
(
Uke (rstart)− Uke (rend)
)
, (3.5)
where the electric potential Uke (r) has to be determined for the chosen values of the electrode
potentials and with all charges removed. Defining the dimensionless weighting potential ψk(r) =
Uke (r)/Vk, the Shockley-Ramo theorem follows:
∆Qk = q · (ψk(rstart)− ψk(rend)) . (3.6)
Note that the weighting field is distinctively different to the electric field, except if there are
only two electrode.
The application of the theorem for calculating the signal shape in an actual semiconductor
device proceeds as follows:
1. Calculate the trajectory of the electrons and holes using the electric field Ee(r) + Esc(r)
within which the charge is moving. In general, this field has to be determined numerically,
though an approximation as (1.4) might be sufficient.
2. Calculate the weighting fields ψk(r), using a similar approach to the first step, but setting
all except one electrode to zero potential. This nearly always has to be done numerically
since the weighting field will have a more complicated distribution than the actual electric
field.
3. The fractional induced charge on an electrode when the electron or hole moves from one
location to another is given by the difference in the weighting potential of this electrode.
4. The signal as function of position can be converted into a time-dependent signal by us-
ing an equation as (1.5), for example, or an equivalent for a more accurate electric field
representation.
If only the total induced charge is required, but not the signal shape, then step 3 can be performed
using only the location of charge creation and the end point on one of the electrodes.
The weighting potential for a large pixel of the STIX CdTe sensors is shown in Fig. 3.1. It
extends beyond the pixel boundaries, thus transient signals from charges moving close to the
boundary occur.
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Figure 3.1 Two slices of the weighting potential for a large pixel of the pattern shown in
Fig. 1.3. The calculation is done with Comsol.
3.2 Example signal shapes
In Fig. 3.2 signal shapes as function of time are shown for several interaction positions in the
STIX CdTe sensors. This is for point-like charges, thus diffusion of the charge cloud is not
considered. The signal is given relative to the total signal if all charges that were initially
created would be collected on a single electrode. The calculation includes charge loss (1.11) with
parameters as given in Section 1.1.
An interaction that occurs transversely near the centre of a large pixel is plotted in Fig. 3.2a.
Depending of the depth of interaction, the fraction of the fast-rising electron signal (due to the
high electron mobility) to the slow rising hole signal varies. For an interaction at 0.5mm depth,
half-way between cathode and anode, the electron signal contributes more than 50% due to
the shape of the weighting potential. Even at the centre of a large pixel this differs from the
shape of an idealized parallel-plate capacitor potential. With increasing interaction depth the
contribution from the holes to the total signal increases. The signal takes longer to rise and, due
to increasing hole loss with drift time, attains smaller final values.
In Fig. 3.2b an interaction at a distance of 100 µm from the geometric boundary between
two large pixels is considered. This is still large compared to the diffusion size. The interaction
occurs over pixel L5. The signal of L5 is nearly unchanged compared to Fig. 3.2a. On the neigh-
bouring pixel L4 transient signals are observed. Initially, the electron signal rises, but then drops
sharply because the electrons are all collected on L5. The sharp drop reflects the shape of the
weighting potential close to the pixel boundaries. The hole signal has a negative transient only
for interactions close to the anode. If no charge loss would occur, the transient signals would
cancel exactly, but because not all holes reach the cathode a small, negative signal remains.
Note that these are the signals influenced on the electrodes and normally not directly observ-
able. Signal amplification and shaping by the read-out electronic that results in the measurable
signal is described in Section 4.
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(a) Signal on L5 for an interaction at y=1.1mm, z=3mm, near the centre of L5.
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(b) Signal on L4 for an interaction at y=2.1mm, z=3mm, 100µm from the geomet-
ric boundary between large pixels L4 and L5. Signal on L5 is almost identical
to (a).
Figure 3.2 Signal shapes for different depths x of interaction. Pixel locations are indicated
on Fig. 1.3.
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3.3 Inclusion of diffusion, charge sharing
The weighting field of an electrode usually extends into the geometric area of a neighbouring
pixel, as seen in Fig. 3.1. In addition, charges may also move horizontally due to diffusion, even
if the electric field, and thus their drift, is assumed to be perfectly perpendicular to the pixel
surface. A pixel adjacent to the initial energy deposition may therefore see not only transient,
but also permanent signals.
The carriers move along the direction of the field as an expanding cloud. Neglecting diffusion
in the drift direction, as this would only modify very slightly the temporal behaviour of the
signal4, the charge distribution ρ(x, y, z) is modelled as a flat, circular packet with a transversely
Gaussian distribution, and with spread increasing with drift distance according to (1.10),
ρ(x, y, z) =
q(x)
2πσ2(x)
exp
(
−y
2 + z2
2σ2(x)
)
.
The coordinate system origin is at interaction point for this equation, where the (initially point-
like) charge cloud is generated. σ(x) was found to be the same for electrons and holes.
In the time domain, q decreases exponentially as described in Section 1.6. Using the inversion
of (1.5), the loss can be expressed as a function of drift distance, and so q(x) determined. q(x)
will be distinctly different for electrons and holes due to their different lifetimes.
Multiplying this with the weighting field of an electrode k under consideration, and integrat-
ing transversely, defines a function Ik(x),
Ik(x) =
∫∫
ρ(x, y, z)ψk(x, y, z) dy dz.
Now (3.6) can be re-formulated as
∆Qk = Ik(x)− Ik(x+∆x),
for a movement of the flat charge packet from x to x+∆x.
If charge loss can be neglected, the total induced signal on pixel k is given simply by Ik(x),
evaluate on pixel surface (x=1mm for the present set-up).
3.4 Note on anode-side electrode gaps
Carriers arriving at the surface within an electrode gap are possibly quickly lost by surface
recombination, without reaching the electrode. Those not lost immediately might accumulate
and result in local charging, modifying the electric field. Such charging would repel subsequent
charges and effectively guide them more directly to an electrode.
The exact transport behaviour near an electrode gap is difficult to model. However, only a
very small fraction of the signal charge is induced by motion in this vicinity, as the major part of
the weighting field has already been traversed. Here the electrode gaps are ignored and charges
are assumed to drift exactly perpendicular to the electrodes.
3.5 Two electrode configuration, Hecht relation
For a thin parallel-plate geometry with two electrodes, the weighting field as function of x per-
pendicular to the electrodes is ψ(x) = x/d. Assuming a constant electric field E, an exponential
4This can be seen from (1.9): while the charges drift over the full crystal thickness, they spread by diffusion
only to a size small compared to the thickness. σ(t0)/d is only a few percent.
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decay of the carrier numbers with time as in (1.11), and the initial creation of n0 carrier pairs
at location x0, the observed charge signal after electrons and holes drifted to their electrodes is
∆Q
e
=
te∫
0
ne(t) dψ+
th∫
0
nh(t) dψ =
n0
d
d∫
x0
exp
(
−x− x0
λe
)
dx+
n0
d
x0∫
0
exp
(
−x0 − x
λh
)
dx. (3.7)
The integrals are written in terms of the drift lengths for electrons and holes, defined by λe =
µeτeE and λh = µhτhE. Electrons drift towards x = d, holes towards x = 0. This equation
evaluates to the Hecht relation
∆Q
n0 e
=
λe
d
(
1− exp
(
−d− x0
λe
))
+
λh
d
(
1− exp
(
−x0
λh
))
. (3.8)
By differentiating (3.8), the maximum signal ∆Qmax is found to result from interactions at
depth xmax0 ,
xmax0 =
d
λe/λh + 1
,
and has the value
∆Qmax
n0 e
=
λe + λh
d
(
1− exp
(
− d
λe + λh
))
.
If the average electric field is used, these relations give an estimate of the observed signals
in the STIX detectors for events occurring not too close to a pixel boundary and for the large
pixels. Since the transverse dimension of the small pixels is comparable to the sensor thickness,
the Hecht relation is less accurate for them. The weighting field is noticeably different from the
simplified form given above. In particular, the contribution of the electron signal is enhanced by
the so-called small pixel effect.
Computationally, the Hecht relation allows much faster calculations than the weighting field
approach if both diffusion and charge loss are included in the latter.
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ASIC signal read-out
The pixel electrodes are connected to channels of the read-out ASIC [15]. Its response has to
be considered to determine the final measurement result. An ASIC channel contains essentially
a charge sensitive preamplifier with settable gain, a pole-zero cancellation stage and an CR-
RC2 filter with a baseline holder. The output of the filter is connected to a peak detector for
energy measurement and also to the trigger circuit. The details of the gain, shaping and baseline
restoring circuitry are unknown. Only the idealized CR-RC2 filter response is considered in the
following.
The ASIC has a single, differential analogue output. The signals stored by the peak detectors
are multiplexed to this output under control of a digital communication sequence initiated by
the controller after the ASIC generated a trigger. The controller then also digitizes the signals
with an ADC. In STIX, the controller is implemented in an FPGA.
4.1 Charge sensitive amplifier and shaping
The peak signal currents, given by the change of the influenced charge with time, can be three
orders of magnitude larger than the typical large-pixel leakage current of 50 pA, as seen in Fig. 4.1
for events that correspond to 10 keV deposited energy. Transient currents in adjacent pixels can
also flow briefly in reverse to the leakage current. The charge-sensitive amplifier at the input
of the ASIC channels is assumed in the following to behave ideal, that is it instantaneously
integrates the current1, and therefore its output, which is fed into the shaper, is proportional to
the signals shown in Fig. 3.2.
The shaping circuit of the ASIC implements a CR-RC2 filter. Its normalized response R(t)
to a step input is described by
R(t) =
e2
4
(
t
τ
)2
exp
(−t
τ
)
. (4.1)
The response, shown in Fig. 4.2, peaks at t = 2τ . The peak value of the filtered response is held
by the ASIC peak detector. The output amplitude is related to the integrated charge by the
ASIC gain, which in STIX nominally is set to 200mV/fC. The peaking time 2τ is adjustable
between 0.98 µs and 12.92 µs.
The fast transients within the first 100 ns seen in Fig. 3.2 are strongly attenuated by the
filtering even for the shortest peaking time, so that the signal shape seen by the peak detector is
very similar to the filter response, with an amplitude proportional to the total influence charge.
Incomplete charge collection (ballistic deficit) might occur at the shortest shaping time for the
1It is known that a minimum amount of leakage current is needed for correct functioning of the ASIC analogue
channel, but not if a short reverse transient might cause problems.
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Figure 4.1 Signal current for the interactions at x = 0.5mm in Fig. 3.2a and Fig. 3.2b. The
deposited energy is 10 keV.
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Figure 4.2 Normalized ASIC filter response (4.1)
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hole signal, as the carrier drift time might not be much shorter than the shaping time in this case.
Due to the strong, lifetime-induced tailing that is anyway present on hole-dominated spectral
lines, this however is likely difficult to observe in practice.
Positive transients, as seen for the pixel L4 signal in Fig. 3.2b, are not expected to generate
an erroneous trigger even for high energy depositions and a low threshold.
This conclusion relies on the stated ideal integration behaviour of the charge-sensitive am-
plifier. If it would cut off reverse currents, the total signal would remain positive after filtering
and triggering might occur.
4.2 Analogue pile-up
During the time from the first photon interaction until the peak detector is frozen by the control
unit, pile-up from a subsequent photon interaction can possibly disturb the energy measurement.
This will occur if the peak amplitude after filtering exceeds the peak in case there would have
been only the first interaction. The resulting effect for monochromatic photons is illustrated in
Fig. 4.3. The plot results from
• generating a time-domain event sequence using the filter response from Fig. 4.2 with ex-
ponentially distributed random delay times and given average delay,
• modelling the trigger generation by determining the times when the signal level crosses
4 keV,
• enforcing a 12 µs dead time after each trigger to account for the read-out time,
• determining the maximum value of the signal within the peaking time after the trigger
generation,
• adding 1 keV FWHM noise to the obtained peak value.
No fluorescence is considered, so in the absence of pile-up a single, Gaussian line is expected.
The pile-up results not only in a low-level, distributed background, but also in a peak at
twice the photon energy. To minimize this disturbance, the peaking time needs to be short at
high photon rates and peak detector freezing should occur as soon as possible after the shaped
signal reached its maximum. A limitation to the precision with which this can be achieved results
from the uncertainty in time between the actual photon interaction and the trigger generation.
In Fig. 4.2 this is the delay between t = 0 until the signal crosses a given level. This time walk
depends on the amplitude of the event and is near zero for a large events and small thresholds
and equal to the peaking time for an event just large enough to reach the trigger threshold.
As the event amplitude is unknown before read-out, the minimum delay before peak detector
freezing after trigger generation is equal to the peaking time.
The energy resolution of the main spectral line is unchanged for all the cases shown in
Fig. 4.3. An effect on the resolution becomes significant only when the photon rate approaches
the inverse of the peaking time. For example, a photon rate of 200 kHz at peaking time 1 µs
results in a 7% increase of the spectral width.
However, a significantly more important degradation of resolution with rate is observed
experimentally with the Caliste-SO. At 5 kHz trigger rate the FWHM resolution at 31 keV is
found to be 1.6 keV versus 1.1 keV at 50Hz. This has been traced to an effect of the ASIC
baseline holder circuitry, see document STIX-TN-0175-FHNW Caliste-SO rate dependencies.
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Figure 4.3 Effect of pile-up for 31 keV monochromatic photons. The energy resolution is 1 keV
FWHM, the trigger threshold 4 keV. A photon rate of 10 kHz for a large pixel
corresponds to about 84 kHz for one Caliste-SO unit.
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Signal generation simulation
The considerations presented in the previous chapters on the signal generation mechanisms
were implemented into a software tool to allow simulations of spectra and comparisons with
experimental data. The tool allows to calculate, for a given interaction location in the STIX
CdTe sensors, the response for each pixel. Using a suitable grid, three-dimensional response
maps are constructed that are independent of the deposited energy. These maps can be coupled
with a Monte-Carlo code that generates a list of interactions (location and energy) from a given
source description to achieve an end-to-end simulation of the detector front-end.
5.1 Summary of the simulation steps
The software implementation to simulate the various processes that generate the final measure-
ment signal for given interaction locations proceeds along the following steps:
1. Calculation of the three dimensional weighting fields for the pixel electrodes. This step
needs to be performed only once.
2. Generating an x coordinate grid for the electron and hole diffusion cones depending on the
interaction location.
3. Determination of the time-position relation t(x) from (1.5) for the given electric field
parameters and carrier mobilities.
4. Determination of the diffusion width σ(x) as function of position from (1.10).
5. Generating an yz grid for each x position depending on σ(x).
6. Integrating the product of weighting field and charge distribution over the yz grid sep-
arately for electrons and holes. Subtracting the weighting field at the initial interaction
location yields one point in the position-dependent signal S(x) for both carriers.
7. Applying charge loss for electrons and holes according to their lifetimes by using (1.11) and
t(x). The entrance layer effect (Section 1.6) is applied by modifying the carrier lifetimes
as function of distance from the surface as described in [7].
8. Summing the contributions from electrons and holes to obtain the time-domain signal on
an electrode S(t).
9. Folding of the time-dependent signal with the CR-RC2 shaper response function and de-
termination of the signal amplitude as the maximum within a given time.
10. Multiplication with the deposited energy to get the measured signal amplitude.
11. Applying carrier statistics including the Fano factor and Gaussian noise of given amplitude
to the signal (Section 1.1).
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12. Applying a given trigger threshold to each pixel and, optionally, rejecting events with more
than one pixel above threshold.
13. Converting the signals to voltage or ADC units as required, using given calibration pa-
rameters.
Charge transport by diffusion along the x axis is neglected, therefore the assumption is that
the dominant transport in this direction is drift imposed by the electric field. Partially depleted
sensors cannot be simulated.
The simulation is coded in Matlab, except for the weighting field calculation, and can be
obtained from the author. It includes a simple Monte-Carlo tracking code that models photon
interactions and the main fluorescence processes in CdTe.
5.2 Meshing
The weighting fields are calculated in Comsol, using meshing as determined by the program
from the physical geometry, which results in varying distances between mesh points in all three
dimensions. The weighting fields are then read into Matlab, where the scatteredInterpolant ()
function is used to linearly interpolate the field for the required coordinates. Because of the
decoupling of the physical edge of the CdTe sensor from the pixels by the guard ring, it is
sufficient to calculate one response map for a large pixel and one for a small pixel to handle all
pixels.
The x coordinate grid for the signal determination has a logarithmic density near the surfaces
and is linear in the bulk, to sufficiently sample the near surface lifetime reduction. About 60
grid points are used in total in the x direction.
Transversely, the Gaussian charge distribution from diffusion is subdivided in a grid of 10×10
points out to a distance of 5σ from the charge centre-of-gravity.
The meshing granularity was checked empirically by refining the mesh to the point where
further refinement did not change the results appreciably. Computing a spectrum with good
statistics for all pixels of a CdTe sensor takes of the order of ten hours with the meshing as
described and on a medium-recent four-core CPU.
5.3 Results
The response of pixel L6 for an interaction depth of 0.5mm is shown in Fig. 5.1. The response
extends beyond the pixel boundaries mainly because of charge diffusion. The low hole lifetime
is the reason why the response within the pixel boundaries is significantly less than unity. The
charge loss also indirectly results in the rise of the response towards the edges of the pixel for
a given interaction depth: the electron signal contribution becomes relatively larger, and the
electron loss is less than for holes. The concentration of the weighting field closer to the pixel
at its edge can be seen in Fig. 3.1. This is the origin of the small-pixel effect, the preferential
sensitivity to the electron signal of a finely pixilated sensor.
The response close to a pixel boundary is shown for three interaction depths in Fig. 5.2. Again
the response is largest close to the pixel boundary, and this effect becomes more pronounced for
interactions at larger x which are closer to the anode.
The parameters for these calculation are Vd = −120V, V = −200V, µe = 1100 cm2/(Vs),
µh = 100 cm
2/(Vs), τe = 3µs, τh = 0.67µs, T = −20°C, peaking time 2τ = 1µs.
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Figure 5.1 Response for an interaction depth of 0.5mm for pixel L6. The units of the y and
z axis are millimetres.
−200 −150 −100 −50 0 50 100 150 200
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Offset to pixel boundary (µm)
N
or
m
al
iz
ed
 re
sp
on
se
 
 
x = 0.1 mm
0.5 mm
0.9 mm
Figure 5.2 Response of pixel L6 for three interaction depths close to the boundary. The mono-
lithic cathode is located at x=0, the pixelized anode at x=1mm. The metallized
surface of L6 starts at offset -25 µm.
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Figure 5.3 Response close to the boundary of pixel L5 for nominal parameters (dashed) and
for Vd = −190V instead of -120V, that is for only 10V above full depletion (solid).
5.4 Sensitivity to input parameters
This section illustrates how the results depend on some of the input parameters. The nominal
parameter set referred to is given in Section 5.3.
There is no discernible effect on Fig. 5.2 when changing the temperature by some 100°C.
That is because the diffusion scale still remains small compared to the pixel gap.1 However, the
leakage current rises exponentially with temperature and thus, through amplification noise, the
spectral energy resolution will degrade significantly for temperatures above about -10°C.
There is little effect if the applied voltage is only slightly exceeding the depletion voltage, as
shown in Fig. 5.3. The electric field is now very low close the the cathode, which affects the drift
time for all charge carriers, and thus especially the loss of holes. The effect for all three curves
is mainly due to this hole loss.
The Hecht formula (3.8) indicates that to first order the signal depends only on the product of
mobility and lifetime. The influence seen in the simulation is shown in Fig. 5.4 for two interaction
depths, 0.1mm (signal electron dominated) and 0.9mm (hole dominated). For the former, the
electron mobility and lifetime where individually changed by a factor 2, for the latter the same
has been done for the holes. The signal does indeed depend mainly on the product of the two
parameters, though the signal reduction due to reduced mobility is a bit larger than due to
reduced lifetime. This is especially clear for holes. The reason is that the ballistic deficit from
signal shaping is not completely negligible for a peaking time of 2τ = 1µs. The lower mobility
results not only in more charge loss for a given lifetime, but also in an additional ballistic deficit.
Outside of the pixel boundary, the relative influence of reduced mobility and lifetime is
reversed. Here, a part of the signal is due to a fraction of carriers not reaching the electrode, or
reaching it late, so that the transient signals from electrons and holes do not exactly cancel. A
ballistic deficit is this case results in a larger signal.
1A slight smoothing of the response over the pixel boundary becomes visible only at ∼300°C.
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Figure 5.4 Response close to a pixel boundary for nominal parameters at two interaction
depths where the signal is dominated by either electrons (0.1 mm) or holes (0.9
mm), for mobility and lifetime values changed as indicated in the legend.
Finally, the effect of increasing the applied voltage from 200V to 300V is shown in Fig. 5.5.
The loss of holes is significantly reduced by the decreased drift time. This is the reason why the
performance of crystals with a larger defect density, for example after proton irradiation and
resulting shorter carrier life time, can be partly recovered by higher voltage. However, a larger
leakage current will also ensue.
5.5 Comparison with measurements
The theoretical sensitivity to the input parameters and to the meshing resolution can be demon-
strated with a plot like Fig. 5.2. Such a plot is, however, not directly reproducible experimentally,
as interactions at a defined depth cannot be enforced (except for low energy X-rays that all in-
teract near the cathode), and also because generating a pencil beam of the required small width
is difficult. Verification of the simulation against measurements is best performed by acquiring
precision spectra with a well-defined X-ray source and comparing to simulations that reproduce
the same geometry.
The accuracy for reproducing measured spectra is shown in Fig. 5.6. The measurement was
performed with a Caliste-SO cooled to -20°C and at -200V bias. It was irradiated by using
simultaneously a barium-133 and an americium-241 radioactive point source, both located at
several centimetres distance.
The nominal parameters from Section 5.3 are used for the simulation, except that the hole
lifetime has been increased from 0.67 µs to 1 µs to obtain a better agreement of the 81 keV line
profile. The electronic noise is set to 700 eV FWHM. The bin population is normalized at 31 keV
between measurement and simulation.
The relevant source emission lines are
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Figure 5.5 Response close to a pixel boundary for nominal parameters (dashed) and for the
applied voltage increased to 300V (solid).
Barium-133 energy (keV) 4.3 4.6 4.9 30.6 31.0 34.9 35.8 52.2 79.6 81.0
Emission probability (%) 6.0 3.8 1.2 34.9 64.5 17.6 3.6 2.2 2.6 34.1
Americium-241 energy (keV) 13.8 16.9 17.8 20.8 26.3 59.5
Emission probability (%) 10.7 4.0 7.1 1.4 2.4 35.9
In addition, escape lines are located at 7.5 keV, 7.9 keV, 11.9 keV, 32.0 keV, 36.4 keV, 53.5 keV
and 57.9 keV.
Most of these lines are clearly visible in both measured and simulated spectra, and for
cases where the energies are too close for separation still a line-shoulder deformation is seen. A
measured spectrum annotated with line energies is shown on the title page of this report.
A discrepancy is found in the amplitudes of escape lines at low energies. The fluorescence
probabilities were taken as fixed values from [16] for this simulation. Better agreement will be
attainable by a more detailed simulation of the X-ray absorption and fluorescence processes, e.g.
with Geant4.
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Figure 5.6 Comparison between measurement and simulation for spectra obtained with a
Caliste-SO at -200V bias voltage and -20°C. The sum spectra for the 8 large and
4 small pixels are shown. Barium-133 and americium-241 point sources were used
simultaneously, located at a distance of a few centimetres from the CdTe sensor.
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Chapter 6
Experimental results
These sections provide a collection of measurement data that was obtained with the STIX CdTe
sensors during instrument development.
6.1 Voltage scans
A Caliste-SO (serial number SN4) was mounted with a clamping socket to a STIX 3B test
board and read out via a commercial FPGA evaluation board at 12.5MHz strobe frequency. A
370 kBq barium-133 radioactive source illuminated the CdTe crystal from some distance. The
ASIC registers were set as follows:
Register Value Register Value Register Value
1 ICOMP 1 5 TPEAK 1 9 SPY 0
2 IREQ 4 6 I0 1 10 VREF2P 3
3 TH 62/63 7 RDELAY 0 11 TUNE 2
4 SELTEST all 0 8 GAIN 3 12 ALIMON all 1
In particular, the baseline holder (BLH) was switched off via register 11. The trigger threshold
was 62 (≈16 keV) for the twelve pixels, and 63 (off) for all other channels.
The set-up is mounted in a vacuum chamber, evacuated to below 10−5mbar, and cooled
by a Peltier element attached to the mounting plate in the vacuum chamber. Heat is removed
from the warm side of the Peltier element with a liquid cooler. The electronics is covered with
multi-layer insulation.
After applying the bias voltage and waiting for two minutes, a spectrum was accumulated
for ten minutes, followed by two minutes of depolarization at zero voltage. Spectra were taken
in steps of 20V between -20V and -200V, and in steps of 40V down to -400V. The cooling was
adjusted to obtain temperatures, as measured by the ASIC, of -17°C, -5°C, and +5°C. Spectra
were analysed as described in [7]. The main results are shown in Fig. 6.1.
A linear dependence of the drift length on applied bias is to be expected (see Section 3.5).
The significant bias dependency of the offset is a consequence of the disabled BLH, which makes
the ASIC susceptible to leakage current variations. Similar measurements with enabled BLH
showed no offset dependence on bias beyond 60V at +4°C.
6.2 Current-voltage relationship
A Keithley sourcemeter was directly connected to all anode pixels and the guard ring of a CdTe
crystal and to the rear monolithic cathode. The current was measured 15 seconds after bias
application, followed by 10 seconds at zero volt before the next measurement. The result of the
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Figure 6.1 Results from the voltage scan measurements. The pixel legend is shown on the
first plot.
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Figure 6.1 (continued)
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Figure 6.2 CdTe current voltage curves at room temperature
measurement, done at room temperature, is shown in Fig. 6.2. The rectifying characteristic of
the Schottky contact is evident.
When thermionic emission of majority carriers over the Schottky barrier dominates, the
current as function of applied voltage can be written as [17, Section 3.3.1]
I(V ) = AA∗T 2 exp
eΦ
kT
(
exp
eV
kT
− 1
)
, with A∗ =
4πem∗k2
h3
. (6.1)
A is the area of the contact of approximately 1 cm2, A∗ the effective Richardson constant,
and m∗ the effective mass of the relevant carrier. Here, since holes are the majority carriers,
m∗ = m∗v ≈ 0.35me. The slope at zero bias of this formula,
dI
dV
∣∣∣∣
V=0
=
eAA∗T
k
exp
−eΦ
kT
,
can be compared to the slope of the data at zero bias in Fig. 6.2b. To this end, a third-order
polynomial is fit, I(V ) = p3V
3 + p2V
2 + p1V + p0, and p1 is equated to the previous formula.
One finds p1 = 5.2 · 10−10 1/Ω, and thus Φ ≈ 1V.
A similar result for Φ is also obtained when fitting (6.1) directly to the data, but only when
dividing V by a factor of about 4. Such a factor appears in semiconductor junction current-
voltage relations as ideality factor, but is usually in the range between 1 and 2.
The barrier would be expected to be about 1.7 V from Fig. 2.2. It will be lowered due to the
electric field from the depletion zone, but the effect is on the millivolt scale.1. The substantially
lower value that was measured might indicate an effect of Fermi level pinning at the interface,
that is a modification of the barrier characteristics by surface defect states.
There is a small current at zero voltage. Although the sensor was carefully shielded from
light, some small residual illumination cannot be excluded.
6.3 Long-term and transient leakage current
6.3.1 Long-term polarization effect
A set-up similar to the one in Section 6.1 was used for long-term studies of the leakage current,
except that no Caliste-SO was used, but a CdTe sensor was connected to a separate read-
1The barrier lowering ∆Φ as function of the electric field E at the interface is given by ∆Φ =
√
eE/(4piεrε0).
For the field of 16V/mm, estimated in Section 2.3.2, ∆Φ is 1.4mV
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(a) -6°C, bias reset twice for one minute (b) +4°C, bias reset for ten/ten/two minutes
(c) +9°C, no bias reset
Figure 6.3 Total leakage current as function of time for three temperatures and for -200V
bias. Incomplete removal of polarization is seen at -6°C due to too short bias resets.
The instability at +9°C starts at a large current of 40 nA.
out ASIC with an interface board using low-force spring contacts [4]. The bias voltage and
temperature of the CdTe sensor were kept constant, except for short bias resets. The total
leakage current over several days, measured with a Keithley sourcemeter at three temperatures,
is shown in Fig. 6.3.
Also barium-133 calibration spectra were taken repeatedly, showing the expected widening
of the lines at 31 keV due to the increased leakage current. At -17°C, all sensor parameters were
found to be completely stable for at least a week.
6.3.2 Transient temperature effect
The set-up is as in the previous section. The temperature was changed as fast as the thermal
inertia allowed. The measured temperature, total leakage current, and FWHM at 31 keV are
shown in Fig. 6.4. The initial, positive current peak is likely due to the large piezoelectric effect
in CdTe. A temperature gradient in the material gives rise to mechanical stress, and, via the
piezoelectric effect, to charge separation and to an induced current.
The positive peak current is about 2 nA, or 200 pA per large pixel. This reverse current
appears to have no detrimental effect on the ASIC performance, as seen in the FWHM plot.
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(a) Temperature of the cold plate (blue) and total leakage current (green)
(b) FWHM at 31keV
Figure 6.4 Effect on total leakage current and FWHM at 31 keV for a fast change of tem-
perature at -200V bias. The indicated temperature is that of the cold plate. The
temperature of the ASIC changed from -17°C to +4°C during this time.
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(a) Collimation geometry. The red source
bead is sealed inside a 2mm thick plastic
plate (not shown).
(b) The collimated X-ray beam
moved from the beginning to
the end of the red arrow.
Figure 6.5 Geometries of the spatial response scan
6.4 Spatial response scan
The spatial pixel response was studied using a collimated barium-133 radioactive source. The
collimator, a 4mm thick steel disk with a 0.5mm diameter hole, and the geometry is shown
in Fig. 6.5a. Measurements were performed in vacuum at -16°C (temperature measured by the
ASIC) and bias -200V. The scan consisted of 500 steps with size 6µm, thus covered 3mm, along
the path indicated in Fig. 6.5b.
The collimator is much more effective at 31 keV than at 81 keV, which is illustrated in
Fig. 6.6a, showing the photon distribution on the sensor. The distribution was calculated using
the actual collimator geometry and the photon absorption lengths of steel (0.15mm and 2.1mm
at the two energies), but modelling the source as a point, not as a finite-sized bead.
At each step, spectra with 100 s integration time were taken (14 hours total measurement
time). The counts accumulated in the lines around 31 keV as function of position are shown in
Fig. 6.6b.
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(a) Calculated photon distribution on the CdTe
surface at 31keV and 81 keV.
(b) Count rate between 31 keV and 35 keV as func-
tion of scan position.
Figure 6.6 Spatial response scan photon spot size and count rate. The width of a large pixel
in the scan direction is 2.2mm when measured from the centre of the electrode-free
gap between the pixels. The metallized width is 2.15mm.
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Further reading
This section lists texts that, beyond the references given in this report, can aid in further
understanding of the principles underlying semiconductor detectors.
A good, accessible overview of semiconductor physics is given in the first part of [9], and of
Schottky contacts in part three. Some topics, for example the physical basics of band structure,
are explained in greater depth in the partially overlapping [18]. A full account on band structures
can be found in [10] and [19].
A complete, detailed account of semiconductor devices is given in [17], of many aspects of
semiconductor detector systems in [20], and of general detector physics in [21]. Comprehensive
coverage of interface effects is given in [22].
Problems specific to compound semiconductors are treated in [11], which also gives an ex-
tensive discussion of many specific materials.
Discussions of the bias polarization in CdTe can be found in [23]. Note that this must not
be confused with rate polarization, as described for example in [24]. Both effects are a result
of electric field changes in the sensor, the former coming from changes in the space-charge, the
latter from the high signal currents.
Characteristics of materials used in radioactive sources can be found in [25].
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