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1. TNTR~DUCTI~~~ 
In many physical systems one is particularly interested in obtaining informa- 
tion concerning the behavior of the system from observed data found from 
scanning the system output. Usually the scanning techniques imply that the 
observations are confined to a path, or paths, in the space-time domain of the 
problem. ‘The general problem of systems identification is to define a method 
for obtaining the important physical parameters of the system from the ob- 
servations. 
Physical parameters generally fall into two catagories; the system constants 
which govern the behavior of the system and the initial conditions from which 
the system is put into motion. Both contribute to the system performance and 
in practical situations both may not be available from direct observation. In 
this paper we shall be concerned with trying to establish the initial conditions 
of a system when (a) the governing equations are known and (b) the behavior 
of the system is sampled by a scanning technique. 
In the past Bellman and others [l-4] 1 iave considered the problem of identi- 
fying the initial conditions of a system which is governed by a single ordinary 
differential equation where the system can be observed directly over the entire 
range. In this paper we wish to study the problem of system identification when 
the system is governed by a partial differential equation and the observations 
arc obtained by a scan in the space-time domain. 
We begin by assuming that the system under study is governed by a partial 
differential equation of the form 
u,(x, f) =-f(x, t, u(x, t), t&.(x, t)), a cr: x cc b, 1 ,_.’ 0. (1.1) 
It is further assumed that the initial conditions of (I. I) are unknown. 
We seek to determine the initial conditions u(x, 0) if we know the system 
equation (I. 1) and we sample the output of the system over a path in the (.v, t) 
space, that is WC known by scanning 
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Specifically, Bellman and others [l-4] hart developed mathematical techniques 
for studying systems which are governed by ordinary (linear or nonlinear) 
differential equations having both the initial conditions and the system parameters 
unknown. Recently Bellman and Roth [5] considered the identification problem 
associated with (1.1) when the observed data were given at a selected numhcl 
of space points .ri within the space domain. The problem in this case was to 
reconstruct the solution at a number of intermediate points. 
The method we shall in this paper centers about the ideas of differenture 
quadrature (see Bellman and Casti [6]), It is a blend of differential quadrature, 
quasilinearization [7], and the classical theory of quadratic forms. 
2. DIFFERENTIAL QUADRATURE 
Consider the nonlinear first-order partial differential equation 
ut = X(6 4 4% t), %(X, f)). a .< x < h, t :> 0, (2.1) 
with the initial conditions 
u(x, 0) : k(x). (2.2) 
If we make the assumption that the solution u(x, t) satisfying (2.1) and (2.2) is 
sufficiently smooth, then we can write 
u(Si , t) : fj, aiju(Xj 3 t>, i I) 2 )...) N, (2.3) 
where the coefficients aij must he determed in a suitable manner. 
Substituting Eq. (2.3) into Eqs. (2.1) and (2.2) yields a system of ordinary 
differential equations of the form 
Ut(Xi , t) = g 
( 
Xi , t ,  U(Xi , t ) ,  i U,jU(Xj , t )  (2.4) 
i=l 
with the initial conditions 
U(Xi ) 0) .---: I&.), i :- 1) 2 ,..., N. (2.5) 
3. DETERMINATION OF THE WEIGHTING COEFFICIEXTS 
If we consider the differential quadrature approximation 
U,(XI , t) = ; auu(x; , t), 
j-;-l 
(3.1) 
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we can determine the weighting coefficients aii by demanding that (3.1) be 
exact for a class of polynomials of degree less than or equal to N - 1. 
We choose the class of shifted Legendre polynomials of degree N, P$(x) (with 
the orthogonality range (0, I)) to be the polynomial functions. These polynomials 
are defined in terms of the usual T,egendre polynomials by the relation 
P.;(x) = P.v(l - 2s). (3.2) 
By analogy with Lagrange interpolation formulas, the test function is taken 
to be the form 
where xk is a root of P:(x). From the definition of the test function, P&C) is a 
polynomial of degree (N - 1) such that p,(x,) = Ski. Using the fact that (3.1) 
is exact for U(X) = pli(x) we obtain 
(3.4) 
For the case i = j, use of L’Hospital’s rule plus the fact that P:(X) satisfies 
the differential equation 
x(1 - X) PP(X) -t (1 - 2X) PA?+) + X(X j- 1) P;(x) - 0 (3.5) 
gives 
a _ -0 - 2%) 
il 2Xj(Xj - 1) - (3.6) 
4. ~LL4SII.INEARIZATION 
By using differential quadrature we have suceeded in transforming the partial 
differential equation (1.1) into a set of ordinary differential equations 
ut(xi , t) = g xi , t, u(xi , t), i airu(xi , t) (4-l) 
j --1 
with the initial conditions 
U(Xi , 0) = hi . (4.2) 
Since the function g is generally nonlinear and the initial conditions are not 
known, we shall use the quasilinearization technique to establish a numerical 
solution to (4.1). 
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By setting ui(t) r= U(X~ , t) the ordinary differential 
the point xi has the form 
i N I\ 
equations associated with 
where the dot represents the time derivative. 
Quasilinearization [7] is an approximate technique for computing a set of 
numerical solutions to (4.3) without use of the initial conditions. 
For each i, we introduce a sequence of functions u:“(t), k .= I, 2,..., M, 
which are generated from the following differential equation, 
@l) .= &(~)) .I c -&;“I (@l) _ $.)), i -7 1, 2 )..., x, (4.4) 
j=1 
where U(O) --: (u:“‘, UP),..., uI;?‘) is a known set of first approximations to the 
solution. Kalaba [8] has studied the convergence properties of such a sequence. 
Since (4.4) is a system of linear differential equations, the solution can be 
represented as a particular plus one homogeneous solution 
*It-- l’(t) z pj”- l’(t) -l- $’ ‘Q+ l’(t). (4.5) 
‘T’hc particular solution is defined by the equation 
P” 
gi(u(Ii)) ;. f ;ig+w !k--1) -_ p,, 
cui (*, 
*I’“’ ’ qo) :- 0, (4.6) 
j-1 
while the homogeneous solution is defined through the differential equation 
fp+l) ._ ? 
f .$+g p I), I,J”’ ! I’(()) _ , . (4.7) 
j-l ’ J 
From the definition of the initial conditions in (4.6) and (4.7), the coefficients zi 
in (4.5) are identified with the initial conditions of the system at the point xi . 
Given an initial approximation to the solution zP) -7 (z+(t), r+(t),..., +(t)), 
both the particular solution p,(t) and the homogeneous solution H,(t) can be 
computed from (4.6) and (4.7). The next iteration in the sequence can be 
computed from (4.5) if the set of coefficients (Y~ arc known. These coefficients 
can be determined from the observed data by a scanning technique. 
5. THE SCANNING TECHNIQUE 
To accurately sample the behavior of a dynamic system in the two-dimensional 
(.v -- t) space-time domain, a scanning technique is usually used where the 
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system is observed along a zig-zag path in the domain (a < x < x, t > 0). 
(See Fig. 1.) 
t 
FIG. I. A zig-zag scanning process. 
If  the scan is digital and covers the domain accurately, then the information 
can be regrouped to give a set of data functions, 
d,(t) = U(Xi , t>, i = I) 2,. .., N, 
where the set xi is a preselected group of points in the range a < x1 < xp < ... < 
xll’ < b. 
One of the characteristics of this regrouping of the scan data is that the 
initial conditions of the system are not known experimentally (except at at least 
one point). 
We now require that the scan data best fit the theoretical solution in the least 
squared sense. To achieve this we ask that at the (K -L 1)st iteration, the function 
a=+ s t2 (d,(t) - &l)(t))2 dt t1 
be a minimum for each i, i = 1, 2 ,..., N. 
Using the expression (4.5), for each i, i = 1, 2 ,..., X, 
@(ai) = & i:” (d,(t) - (#-) .+ $=+l)&k-cl)))s & 
must be a minimum. 
This requirement determines the minimum @+I) to be 
(5.3) 
a!k+l) = j-i: (4(t) -I++%)) f@+"(t)) dt . 
I Jt@'i"fl)(t))S & ' ' = " 2,*", lv' (5'4) 
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Using expression (4.5) the next iterative solution u. i’“-‘)(t) can now be con- 
structed. The iterative process is continued until the sequence ~1”‘~) converges 
to within an acceptable error bound. 
As an illustrative example of the methods we have been discussing, we shall 
consider the hyperbolic nonlinear system 
Ut(X, t) = u(x, t) z&(x, t), 0 r=: .r :Y.., 1 , 0 < f < T, (6.1) 
with the initial condition 
u(x, 0) = h(r). (6.2) 
The system (1) has the implicit solution, 
u(x, t) = h(x - ut), (6.3) 
which serves as an excellent check example. The shock phenomenon inherent 
in the solution of (6.1) can be pushed far into the future by a suitable choice of h 
and will not be considered here. 
Using the differential quadrature technique, (6.1) can be written as 
I& = ui C aijuj , i- I,2 ,..., N. (6.4) 
j=l 
Since the constants aij are known (see Section 3) the quasilinear equations 
associated with (6.4) can be written down immediately. For the (k + 1)st 
iteration, the defining differental equations are 
I'll) =~ ~ (a,j(,~),~) .i. UIP)(ICjk+l) - Ui(L') ~ Il~)(*lkfl) - UI~')), 
j-1 
i = 1, 2 ,..., N. (6.5) 
From (6.5) the defining equations for the particular and homogeneous solutions 
can be established. 
For the first in a series of three numerical examples, we select the initial 
condition to be h(x) = OX In this case the exact solution is, 
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The order of the differential quadrature scheme is selected to be X -..- 7, therefore 
the data points are located at, 
x1 z== 2.544504 E-2, x5 ==- 1.029223 E-l, 
x2 = 1.292352 E-l, x6 =: 8.707661 E-l, 
xi, = 2.970775 E-I, x, = 9.745531 E-l. 
x4 = 5.OOOOOO E---l, 
The data were generated from (6.4) using OL -= 0.2, while the initial approxima- 
tion was computed using OL = 0.15. The time integration was from t := 0 to 
t = 0.193. 
The results of four iterations are shown in Table I. 
For the second numerical example, we let the initial condition be /Z(X) ==: .2 9. 
In this case the exact solution is 
u(y q = Q - (0.4)tx) - (1 - (0.8)tx)l,' 
- , 
(0.4)P (6.7) 
For the same conditions as before, the results after four iterations are given 
in Table II. 
For the final numerical example we shall let the initial condition be h(x) = 
.2 sin n(x). The analytical solution is 
24(x, t) = .2 sin 7r(3c -1 ut). (6.8) 
Again the same conditions as the previous examples continue to hold. The 
results of four iterations are shown in Table III. 
7. CONCLUSIONS 
In experimental investigation, scanning techniques have proven to be useful 
in observing the behavior of a system under study. Yet if a more detailed 
understanding of the system is to be sought, then additional information must 
be extracted from the scan in a well-defined manner. 
The understanding of any physical system presupposes that a mathematical 
model of the system has been rationally formulated. Usually the mathematical 
model is structured as a set of defining differential equations, a set of system 
parameters, and the associated initial and boundary conditions. A detailed 
understanding of a physical system, therefore, consists of knowing all the 
components of the mathematical model. 
The methods we have explored in this paper have allowed us to construct 
the initial conditions associated with a mathematical model governed by a 
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partial differential equation where the system parameters are only those deter- 
mining the initial conditions. Of particular interest is the speed and accuracy 
with which the initial conditions can be found. Using a nonlinear partial 
differential equation as an example, the success of the method can be judged 
from the results shown in Tables I-III. In each of the examples, the theoretical 
initial conditions dictated entirely different nonlinear solutions arising from the 
same differential equation. After four iterations each study shows good agreement 
with the exact initjal values. 
Based on these preliminary results we feel the method can be used to extract 
initial conditions from scanning data when the governing equation of the 
mathematical model is known. 
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