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Abstract

Abstract

In this thesis, we will study three different systems in current interest: (1) the
superconductor with strong electron-photon coupling, (2) graphene-topological
insulator heterostructure and its dynamical polarization, (3) time crystal. The
electron density and current response in these systems have been investigated. We
start with a brief review of these materials in first chapter. As a foreshadowing, the
linear response theory in normal metal and superconductor and nonlinear response
for strong electron-photon coupling in normal metal and the Floquet Formalism are
revised in chapter 2 and chapter 3 respectively.
The electronic and transport properties of BCS superconductors are well known.
While the superconductor is exposed in an intense terahertz radiation, the Cooper
pairs can be broken by absorbing energy exceeding the energy gap. In consideration
of changing external environments, there is no doubt that the superconductivity no
longer exists because the vulnerable interaction between electrons and phonons is
unable to remain. However, the experimental observed the suppression of
superconductivity under a sub-gap electromagnetic radiation. We develop a
nonlinear photon-Cooper pairs coupling equation which combines the Bogoliubov
de Gennes equation and the single photoelectric coupling equation. The analytical
eigenvalue and eigenfunction can be derived by using unitary transformation. The
result shows that the superconducting gap decreases with the ﬁeld intensity and
wavelength, which reveals a physical process that multiphoton absorption by
Cooper pair. We determined the dependence of the superconducting gap on 𝐸/𝜔
and temperature by constructing the superconducting electronic state dressed by
photons. We show that the critical temperature is determined by the parameter 𝐸/𝜔
which is distinct from that induced by the heating effect. The result is consistent
with experimental ﬁndings in chapter 4.
We investigated the dielectric properties of a graphene-topological insulator (GTI) heterostructure. Starting with the effective Hamiltonian including the tight-

I

Abstract

binding model and the random phase approximation, we obtained the ﬁrst order
dynamical polarization of the heterostructure. We provide a comprehensive
analysis of the frequency, chemical potential, hopping energy and temperature
dependence of polarization in a G-TI heterostructure. The inter G-TI hopping
strongly changes the band structure and band overlap, which lead to changes of
polarization. The unique band structure contributes to two peaks of polarization.
Moreover, one of the peak position remains unchanged, while the other one is
adjustable by varying the chemical potential and hopping energy. Two branches of
plasma dispersion are derived in the system.
For the time crystal, we first introduce discrete external driven spin system,
namely the discrete time crystal. The time dependent Hamiltonian is first
decomposed into direct sum of each fundamental frequency. Using the JordanWigner transformation in one dimension, the Hamiltonian for spin chain can be
converted into Fermionic system which can be further reduced by employing the
Fourier transform in coordinate space and Bogoliubov transformation. Finally, we
derive the quasi-energy and wavefunction via the variant of displacement harmonic
oscillation. In order to obtain the dynamics of spin polarization, we switch the
nonlinear Bloch equation to Fourier space. The analytic solution can be derived by
flexibly applying the expression of delta function and the summation of
trigonometric function. In the end, the spin current in periodically driven spin
system also can be easily obtained by employing the discrete version of the
continuity equation.
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Chapter 1

Introduction

1.1

A brief review of condensed matter

Solid state physics was born in 1930s. The main subjects, such as structural crystallography (based
on X-ray diffraction and electron diffraction) [1-4], lattice dynamics (study thermodynamic property
based on statistical physics and quantum mechanics) [5-8], band theory of solid (study conductivity
of solid based on statistical physics and quantum mechanics) have been founded in 1940s [9,10].
The modern solid theory written by Seitz have been published at the same time [11]. At the end of
1940s, transistor was invented. The domain of solid has been enormously enriched. After 1980s, the
solid state physics was gradually replaced by condensed matter physics. During this time, the
electronic states in metals has been greatly improved. At the early stage, Ha rtree-Fock introduced
correction term which represented the correlation between electrons [12, 13]. Their theory provided
the basis for the validity of single electron approximation and band theory. Later, Hohenberg, Kohn
and Shen raised the theory called density functional theory which provided convenience for
electronic property of complex structure and also rigorous treatment of correlation between
electrons [14, 15]. On the other hand, local-density approximation offered one explicit and reliable
method for computing electron structure of solids and molecules [16]. It also became the standard
method for ab initio[17, 18].
Superconductivity made great progress along with development of theory. Since K. Onnes first
found the conductivity and Bloch successfully explained normal conductivity of metals by using
quantum mechanics, Meissner effect was found in 1933 [19]. Fritz and Heinz London
phenomenological theory for electrodynamics of superconductors in the next year [20]. At the same
year, Ginzburg and Landau established another phenomenological theory for superconductors which
based on effective field by using complex parameter of macroscopic wave function as order
parameter [21]. In 1950, Frohlich introduced vibrational coupling between electron and lattice
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[22-27]. Bardeen and his collaborates employed the technique of quantum field theory to deal with
many body problem [28]. Fortunately, Bardeen, Cooper and Schrieffer proposed BCS theory in 1957
[29, 30]. Later on, Bogoliubov, Eliashberg, Nambu and Anderson improved BCS theory and make
it more widely in application [31-40]. Gor’kov derived the Ginzburg-Landau equations from BCS
theory. In 1962, Josephson predicted the tunnelling effect according to symmetry breaking [41-44].
When time came to 1980s, Bednorz and Muller found high temperature superconducting cuprate
[45, 46]. The potential application of high temperature superconductor directly inspired the new
research enthusiasm till now.
In the following, we will present basic description of electronic states in normal metal and
superconductors.

1.2

Electronic states in normal metal

1.2.1

Band theory of metal

Communization electron is one of the important feature in metal. The valence electrons are no longer
bounded to the atoms, but travel inside the entire crystal. That means their wave functions can extend
to the whole sample. The combination of the metal atoms mainly is dependent on the valence
electron kinetic energy comparing to free atom. Inside the metal, communization electrons form
cloud with negative electricity and enfold the atomic kernels with positive electricity. It is obvious
that Coulomb attraction between them localize the atoms. On the other hand, Coulomb repulsion
that due to the electron-electron interaction and atomic kernels contribute to keep crystal balance in
macroscopic.

Figure 1.1 Schematic picture for meatal lattice
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According to above reasons, P. Drude constructed electrical and thermal conduction by applying
the highly successful kinetic theory of gas to metal. In his model, Drude considered the metal as
atomic kernels and gas of free electrons. He assumed that the lighter electrons are negatively charged
and the positive charge are attached to much heavier ion core, which is immobile and keep the
electrically neutral in macroscopic. The Drude model includes the following implications [47] :
1. This model neglects the collisions between ions and electrons, electron-electron interaction and
ion-ion interaction. The motion of electrons is confined inside the sample to its surface. That
means the uniform background consist of the positive ions. Actu ally, the neglect of electronelectron interaction between collision is known as the independent electron approximation. The
neglect of electron-ion interaction is known as the free electron approximation. In addition, the
complicated electromagnetic fields produced by other electrons and ions are also ignored.
2. The model regards that the electrons bounce off the impenetrable ion cores rather than electronelectron interaction. It leads that the collision in Drude model abruptly change the velocity of an
electron. Fortunately, the electron-electron scattering omitted by this assumption does not matter
on various occasions.
3. This model assumes that the electron will travel for a time t before the next collision or since the
last collision, which is known as the relaxation time or mean free time. Therefore, the electron
experiences a collision with probability per unit time 1/t. In addition, the relaxation time t is
independent of position and velocity.
3

Drude model achieves great success, but it predicts the specific heat of 𝑘𝐵 𝑇 in metal that was
2

not observed. In order to remedy this paradox, A. Sommerfeld developed the free electron gas model
of metal by first introducing the Fermi-Dirac distribution to replace Maxwell-Boltzmann
distribution in 1928 [48]. This replacement came up as a result of Pauli exclusion principle in the
advent of quantum theory.
The Sommerfeld model is a great improvement to the Drude model. It successfully explained
following properties [49]:
1. The temperature dependence and magnitude of electronic heat capacity.
2. The approximate temperature dependence and magnitudes of the thermal and electrical
conductivities of metals, and Wiedemann-Franz ratio.
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3. The reason that electric magnetic susceptibility is temperature independent.
Sommerfeld model made great progress on Drude model, but it still cannot settle divergences like
Hall coefficients in metal, thermopower, Fermi surface and the essence of metal, insulator and
semiconductor.
To remedy the failure of Sommerfeld model, the interaction between electrons and core ions must
be considered. The ions in perfect crystal are arranged in a regular periodic array, we have to
consider the underlying translational periodicity of the crystal defined by the la ttice translational
vectors
𝑻 = 𝑛1 𝒂𝟏 + 𝑛2 𝒂𝟐 + 𝑛3 𝒂𝟑,

(1.1)

where n1, n2 and n3 are integers and a1, a 2 and a3 are noncoplanar vectors. Then, the potential V(r)
with the periodicity of the underlying Bravais lattice can be written
(1.2)

𝑽(r) = 𝑽(r + 𝑻),
for all Bravais lattice vectors T.
This leads us to Bloch’s theorem [50]. The eigenstates ψ of the one-electron Hamiltonian
𝑯𝜓(r) = [−

ℏ2
2𝑚

∇2 + 𝑽(r)] 𝜓(r) = 𝜀𝜓(r),

(1.3)

where
(1.4)

𝑽(r) = 𝑽(r + 𝑻),

for all T in the Bravais lattice, can be chosen to have the form of plane wave times a function with
the periodicity of the Bravais lattice:
𝜓𝒌 (r) = 𝑒 𝑖𝑘∙𝑟 𝑢𝒌 (r),

(1.5)

𝑢(r) = 𝑢(r + 𝑻),

(1.6)

where

for all T in the Bravais lattice.
In order to simplify the Hamiltonian of a many-body system, physicists proposed hypothesis of
the electrons in crystal. The basic assumptions are these:
1. Born-Oppenheimer approximation [51]
It is also known as adiabatic approximation. The ion core is considered motionless in this
assumption. This is mainly because the amplitude of atomic vibration is relatively small (about 5%)
in comparison with space between atoms, which results in the electron being little affected by the
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lattice distortion. Moreover, the movement of ion cores is more slower relative to that of electron
due to the heavy mass.
2. One-electron approximation
This assumption neglects the influence of other electrons or includes it in weak periodic potential.
It is mainly due to Pauli exclusion principle which leads to large mean distance between electrons.
3. Periodic potential approximation
The free electron gas can be further modified by presence of weak periodic potential. It is also a
good approximation for atomic with s and p electron outside the closed-shell of the ion core. From
the above, one can obtain alternative form of Bloch’s theorem
𝜓(𝑟 + 𝑻) = 𝑒 𝑖𝑘∙𝑻 𝜓(𝑟) .

(1.7)

Consider one dimensional crystal with L=Na, where N for total number of primitive cell. The
eigenvalue and eigenfunction of free electron part in one-electron Hamiltonian can be derived
𝜀𝑘0 =

ℏ2𝑘2

,

2𝑚

(1.8)

1

𝜓𝑘0 (𝑥) =

√𝐿

𝑒 𝑖𝑘∙𝑥 .

(1.9)

This is the zeroth approximation for one-electron Hamiltonian.
The periodic potential V(r) is supposed to be perturbing potential. It can be rewritten in Fourier
series
𝑛

𝑯′ = 𝑽(𝑥) = ∑′𝒏 𝑽𝒏 𝑒 𝑖2𝜋𝑎∙𝑥 ,

(1.10)

where Vk is Fourier coefficients and k is vector and apos on summation operator excludes the term
n=0. The Hamiltonian can be rewritten
𝑯=−

ℏ2
2𝑚

∇2 + 𝑽(r) = −

ℏ2
2𝑚

𝑛

∇2 + ∑′𝒏 𝑽𝒏 𝑒 𝑖2𝜋𝑎∙𝑥 .

(1.11)

Utilizing perturbation theory, the first-order correction for energy and wave function can be derived
𝜀𝑘 =

ℏ2 𝑘2
2𝑚

𝜓𝑘 (𝑥 ) =

+ ∑′𝒏

1
√𝐿

|𝑽𝒏|𝟐
ℏ2 2
𝑛 2
[ 𝑘 −(𝑘−2𝜋 ∙) ]
2𝑚
𝑎

𝑒 𝑖𝑘∙𝑥 {1 + ∑′𝒏 ℏ2

,

𝑽𝒏

[ 𝑘2 −(𝑘−2𝜋𝑛∙)
2𝑚
𝑎

(1.12)

𝑛

2

]

𝑒 𝑖2𝜋𝑎∙𝑥 } ,

(1.13)

when
𝑛 2

𝑘 2 = (𝑘 − 2𝜋 ) .

(1.14)

𝑎

We must employ the degenerate perturbation theory which only keep the zeroth-order degenerate
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term. One can get the eigenvalue
𝜀𝑘 =

ℏ2 𝑘2
2𝑚

± |𝑽𝒏 | .

(1.15)

This result reflects the fact that parabolic energy of free electron disconnects at Bravais point, that
𝑘=

𝑛𝜋
𝑎

1

= 𝐺𝑛, because of weak periodic potential. This disconnecting leads to energy gap with
2

sudden change 2|𝑽𝒏 |. Specifically, this abrupt change also occurs at crossing the Brillouin zone
boundary and Braff plane in two- and three-dimension. In three dimension, the corresponding
̂𝒏 = 1 𝐺𝑛 . This is the Laue
relation is |𝑘| = |𝑘 + 𝐺𝑛 | = |𝑘 − 𝐺𝑛 | which is equivalent to 𝑘 ∙ 𝑮
2

condition for the occurrence of the Brag reflection [52].

Figure 1.2 Schematic picture for energy band and gap under perturbation of week periodic potential .

The gap results from the waves superposition which involved the wave function
1
√𝐿

1
√𝐿

𝑛

𝑒 −𝑖𝜋𝑎∙𝑥 and

𝑛

𝑒 𝑖𝜋 𝑎∙𝑥 in degenerate perturbation theory. The wave encountered the Bragg reflection will

propagate in the opposite direction forms standing wave with another wave. The charges will gather
on ion core or between ions.
If one further considers the wave superposition between neighboring atoms, it will be suitable for
3d electron and the inner-shell electron. It supposes that the wave function of the system can be
written in linear combination of single electron wave function
1

∑𝑹𝑚 𝑒 𝑖𝑘∙𝑹𝑚 𝜑𝑖 (𝑟 − 𝑹𝑚 ) ,

(1.16)

∫ 𝜑∗𝑖 (𝑟 − 𝑹𝑚 )𝜑𝑖 (𝑟 − 𝑹𝑛 )𝑑𝑟 = 𝛿𝑚𝑛 .

(1.17)

𝜓𝑘 (r) =

√𝐿

and

It assumes that the wave function on same site can be normalized and wave function on different
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site is orthogonality because of little superposition. Then, substitute (1.16) into (1.3) and use the
eigenvalue and eigenfunction of isolated atom, one can derives
∑𝑹𝑚 𝑒 𝑖𝑘∙𝑹𝑚 [𝜀𝑖 − 𝜀(𝑘) + 𝑽(𝑟) − 𝑽𝑎𝑡 (𝑟 − 𝑹𝑚 )]𝜑𝑖 (𝑟 − 𝑹𝑚 ) = 0 .

(1.18)

Multiply 𝜑 ∗𝑖 on left and integral it by using (1.17), we find
𝜀(𝑘) = 𝜀𝑖 − ∫ Δ𝑽(𝑟, 0)|𝜑 𝑖 (𝑟)|2 𝑑𝑟 − ∑𝑛.𝑛. 𝑒 𝑖𝑘∙𝑹𝑚 ∫ 𝜑∗𝑖 (𝑟)Δ𝑽(𝑟, 𝑹𝑚 )𝜑𝑖 (𝑟 − 𝑹𝑚 )𝑑𝑟 ,

(1.19)

where Δ𝑽(𝑟, 𝑹𝑚 )= 𝑽(𝑟) − 𝑽𝑎𝑡 (𝑟 − 𝑹𝑚 ).
The first term on right is eigenvalue of isolated atom. The second term on right usually is not
more than zero. The subscript n.n. only involves the nearest neighbors. The third term is known as
overlap integral which is nonzero only the wave function overlapped each other on different sites.

1.2.2

Density of state in metal

The property in solid, like electronic specific heat and paramagnetic susceptibility, is closely related
to the density of state.

Figure 1.3 The surface element and volume element in wave-vector space.

In k space, the volume that distance dk is perpendicular to constant energy surface 𝑆(𝜀) and 𝑆(𝜀 +
𝑑𝜀) at point k. Then, the density of state in unit volume can be written
2

𝑉

𝑉

8𝜋3

𝑔 (𝜀 )𝑑𝜀 = ∙

∫ 𝑑𝑠𝑑𝑘 .

(1.20)

This integral will run over surface 𝑆(𝜀). The k-gradient of constant energy surface 𝜀(𝑘), ∇𝜀(𝑘), is
a vector normal to surface 𝜀(𝑘) and is equivalent to dk, hence
𝑑𝜀 = |∇𝜀(𝑘)|𝑑𝑘 .

(1.21)
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Substituting (1.21) into (1.20), we have
𝑔 (𝜀 ) =

1
4𝜋3

𝑑𝑠

∫ |∇𝜀(𝑘)| .

(1.22)

In general, there must have some values of k led to |∇𝜀(𝑘)| = 0 , this is knowns as van Hove
singularities. The following figure shows the density of state without (left) and with (right) band
overlapping.

Figure 1.4 Free electron model (green) and nearly-free electron model (blue) without and with band overlapping.

1.3

Electronic states in superconductor

1.3.1

BCS theory

The difficulty arouses when the theory mentioned above encounters superconductor. It shows that
the electron-electron interaction in periodic potential may no longer apply to new condensed system.
Bloch once failed to settle this problem microscopically. The situation got better until Frohlich
proposed the electron-lattice coupling which was rendered by isotope effect [22-27]. Unfortunately,
the perturbation method that Frohlich used is obviously unsuitable. Bardeen employed technique of
quantum field theory to figure out the many body problem in 1957 [29, 30]. His theory successfully
predicted the energy gap and other crucial characters which were confirmed by experimental test.
Actually, the ground state is a new condensation phenomenon called Bose-Einstein condensates
[53-57]. The Cooper pairs in superconductor consist of two electrons. Formerly, electrons that obey
Pauli exclusion principle are unable to occupy the same energy level by more than two electrons at
the same time [58]. However, plenty of electrons occupy the ground state after two electrons
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combinate into pairs. The superconductivity appears during this process. Two mutual exclusion
electrons attract each other which will led to new coupling mechanism. Therefore, the interaction
between electron and lattice should be considered.
The movement of electrons in crystal will induce the lattice distortion which leads to local
accumulation of positive charge. The irregularly distributed positive charges in background affect
the electron density distribution in reverse [59-65].

Figure 1.5 Schematic picture for the interaction between electron pair via lattice.

Actually, the effective interaction Hamiltonian between electrons via lattice vibration, namely
the phonons, can be written
1

𝐻𝑒𝑝 = ∑𝑞,𝑘1,𝑘2 ,𝜎1 ,𝜎2, 𝑉𝑘1,𝑞 𝐶𝑘†1+𝑞,𝜎1 𝐶𝑘†2−𝑞,𝜎2 𝐶𝑘2,𝜎2 𝐶𝑘1,𝜎1 ,
2

(1.23)

where k1 and k2 are electron momentum, 𝜎1 and 𝜎2 are electron spin, q is phonon momentum. The
interaction coefficient 𝑉𝑘1,𝑞 has the form
𝑉𝑘1,𝑞 = |𝐷𝑞2 |

2
(𝐸𝑘1 +𝑞 −𝐸𝑘1 )2 −ℏ2𝑘2

,

(1.24)

where Ek is the particle energy with momentum ℏ𝑘. Inside the shell near the Fermi surface
|𝐸𝑘1+𝑞 − 𝐸𝑘1 | < ℏ𝜔𝑞 ≈ ℏ𝜔𝐷 ,

(1.25)

the interaction coefficient 𝑉𝑘1,𝑞 < 0, Hep shows attractive interaction. Outside the shell 𝑉𝑘1,𝑞 > 0,
Hep shows repulsive interaction. Here, 𝜔𝑞 and 𝜔𝐷 are phonon frequency and Debye frequency. In
addition, the repulsive potential between electrons can be written as
1

4𝜋𝑒2

2

𝑞 2+𝜆2

𝐻𝑐𝑜𝑢𝑙 = ∑𝑞,𝑘1,𝑘2,𝜎1 ,𝜎2,

𝐶𝑘†1+𝑞,𝜎1 𝐶𝑘†2−𝑞,𝜎2 𝐶𝑘2,𝜎2 𝐶𝑘1,𝜎1 ,

(1.26)

where 𝜆 is Coulomb screening length. From (1.23) and (1.26), we can derive the interaction
coefficient between electrons
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𝑉𝑛𝑒𝑡 = |𝐷𝑞2 |

2
(𝐸𝑘1 +𝑞 −𝐸𝑘1

)2−ℏ2𝑘2

+

4𝜋𝑒2
𝑞 2+𝜆2

.

(1.27)

It is obviously that the net interaction will be attraction if the electron -phonon interaction is
greater than Coulomb interaction. It is the cause of formation the condensation in superconductor.
Bardeen neglected the repulsive interaction outside the shell 2ℏ𝜔𝐷 and assumed that the interaction
coefficient 𝑉𝑛𝑒𝑡 = −𝑉 (𝑉 > 0) is constant inside the shell 2ℏ𝜔𝐷. Then, the interaction becomes
𝐻𝑛𝑒𝑡 =

−𝑉
2

∑𝑞,𝑘1,𝑘2,𝜎1,𝜎2 , 𝐶𝑘†1+𝑞,𝜎1 𝐶𝑘†2−𝑞,𝜎2 𝐶𝑘2,𝜎2 𝐶𝑘1,𝜎1 .

(1.28)

The Hamiltonian (1.28) represents the process that the scattering transforms electron pairs
(𝑘1 , 𝜎1;𝑘2 , 𝜎2 ) into (𝑘1 + 𝑞, 𝜎1 ;𝑘2 − 𝑞, 𝜎2 ), where the momentum 𝐾 = 𝑘1 + 𝑘2 is conserved. It
just needs to consider the term with the momentum 𝑘1 = −𝑘2 because the scattering term 𝐾 = 0 is
great than that of 𝐾 ≠ 0. Owing to the Pauli exclusive principle, only the terms 𝜎 = −𝜎 ′ is retained.
Then, formula (1.28) turns into
𝐻′ =

−𝑉
2

†
∑𝑘,𝑘′ ,𝜎 𝐶𝑘†′,𝜎 𝐶−𝑘
′,−𝜎 𝐶−𝑘,−𝜎 𝐶𝑘,𝜎 .

(1.29)

By adding the single-particle Hamiltonian, the total Hamiltonian of superconductor becomes
†
†
𝐻 = ∑𝑘,𝑘′ 𝐸𝑘 (𝐶𝑘↑
𝐶𝑘,↑ + 𝐶𝑘↓
𝐶𝑘,↓ )

−𝑉
2

†
†
†
(𝐶𝑘†′ ,↑ 𝐶−𝑘
′,↓ 𝐶−𝑘,↓ 𝐶𝑘,↑ + 𝐶𝑘′,↓ 𝐶−𝑘′ ,↑ 𝐶−𝑘,↑ 𝐶𝑘,↓ ) .

(1.30)

Replacing (𝑘, 𝑘 ′ ) in last term of (1.30) by (−𝑘, −𝑘 ′ ) and using the symmetry 𝐸𝑘 = 𝐸−𝑘, the
formula (1.30) transforms into
†
†
†
𝐻 = ∑𝑘 𝐸𝑘 (𝐶𝑘↑
𝐶𝑘,↑ + 𝐶−𝑘↓
𝐶−𝑘,↓ ) − 𝑉 ∑𝑘,𝑘′ 𝐶𝑘†′,↑ 𝐶−𝑘
′ ,↓ 𝐶−𝑘,↓ 𝐶𝑘,↑ .

(1.31)

This is the famous BCS Hamiltonian that describes the ground state of superconductor. The
superconducting condensation results from the attraction between electrons near the Fermi surface
with quasi-momentum and opposite spin. Let k represent (𝑘, ↑) and k represent (−𝑘, ↓), formula
(1.31) can be further simplified
†
† †
𝐻 = ∑𝑘 𝐸𝑘 (𝐶𝑘† 𝐶𝑘 + 𝐶−𝑘
′ 𝐶−𝑘 ) − 𝑉 ∑𝑘,𝑘′ 𝐶𝑘′ 𝐶−𝑘′ 𝐶−𝑘 𝐶𝑘 .

(1.32)

In order to solve BCS Hamiltonian, it can suppose that the average value of pair operator in
ground state exist and is not equal to zero
†
†
〈𝐶𝑘† 𝐶−𝑘
〉 = 〈0|𝐶𝑘† 𝐶−𝑘
|0〉 ≠ 0 .

〈𝐶−𝑘 𝐶𝑘 〉 = 〈0|𝐶−𝑘 𝐶𝑘 |0〉 ≠ 0 .

(1.33)

Assuming that the difference between the electron pair operator and its average is very small
†
†
〉≈0 .
𝐶𝑘† 𝐶−𝑘
− 〈𝐶𝑘† 𝐶−𝑘
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𝐶−𝑘 𝐶𝑘 − 〈𝐶−𝑘 𝐶𝑘 〉 ≈ 0 .

(1.34)

†
†
〉 and 〈𝐶−𝑘 𝐶𝑘 〉. The formula (1.32) becomes
Then, we can replace 𝐶𝑘† 𝐶−𝑘
and 𝐶−𝑘 𝐶𝑘 by 〈𝐶𝑘† 𝐶−𝑘
†
† †
† †
† †
𝐻 ≈ ∑𝑘 𝐸𝑘 (𝐶𝑘† 𝐶𝑘 + 𝐶−𝑘
′ 𝐶−𝑘 ) − 𝑉 ∑𝑘,𝑘′ (𝐶−𝑘 𝐶𝑘 〈𝐶𝑘′ 𝐶−𝑘′ 〉 + 𝐶𝑘′ 𝐶−𝑘′ 〈𝐶−𝑘 𝐶𝑘 〉 − 〈𝐶𝑘′ 𝐶−𝑘′ 〉〈𝐶−𝑘 𝐶𝑘 〉).

(1.35)
The formula (1.35) is known as the self-consistent field approximation Hamiltonian [66]. Then,
we can define
†
〉, 𝜀𝑘 = 𝐸𝑘 − 𝐸𝐹 .
∆= 𝑉 ∑𝑘〈𝐶−𝑘 𝐶𝑘 〉 , ∆∗ = 𝑉 ∑𝑘〈𝐶𝑘† 𝐶−𝑘

(1.36)

At last, the BCS Hamiltonian can be simplified
†
† †
2
𝐻 = ∑𝑘 𝜀𝑘 (𝐶𝑘† 𝐶𝑘 + 𝐶−𝑘
′ 𝐶−𝑘 ) − ∆ ∑𝑘,(𝐶𝑘 𝐶𝑘 + 𝐶−𝑘 𝐶𝑘 ) + ∆ /𝑉 .

(1.37)

By inspecting motion equation, we introduce the Bogoliubov transformation [67]
†
𝛼𝑘 = 𝑢𝑘 𝐶𝑘 − 𝑣𝑘 𝐶−𝑘
,

𝛼𝑘† = 𝑢𝑘 𝐶𝑘† − 𝑣𝑘 𝐶−𝑘 ,

𝛼−𝑘 = 𝑢𝑘 𝐶−𝑘 + 𝑣𝑘 𝐶𝑘† ,

†
†
𝛼−𝑘
= 𝑢𝑘 𝐶−𝑘
+ 𝑣𝑘 𝐶𝑘 ,

(1.38)

where 𝑢2𝑘 + 𝑣𝑘2 = 1. Then, the inversed Bogoliubov transformation is substituted into (1.35). Let
the off-diagonal term equal to zero, we obtain quasi-particle Hamiltonian
†
𝐻 = ∑𝑘 √𝜀𝑘2 + ∆2 (𝛼†𝑘 𝛼𝑘 + 𝛼−𝑘
𝛼−𝑘 ) + 2 ∑𝑘 𝜀𝑘 𝑣𝑘2 − 2∆ ∑𝑘 𝑢𝑘 𝑣𝑘 + ∆2 /𝑉 ,

(1.39)

and
𝑢2𝑘 =

1
2

(1 +

𝜀𝑘
√𝜀2𝑘 +∆2

𝑣𝑘2 =

),

1
2

(1 −

𝜀𝑘
√𝜀2𝑘 +∆2

).

(1.40)

The Hamiltonian (1.39) describes the quasi-particle that consist of normal electron and hole.
√𝜀𝑘2 + ∆2 represents the energy of quasi-particles and indicate that exciting a quasi-particle from
Fermi surface at least needs energy ∆.

Figure 1.6 The wave function and energy spectrum for quasi-particles for s-wave superconductor.

1.3.2

Energy gap and density of state in superconductor

In superconductor, energy gap ∆ plays very important role in deciding the pair mode and the critical
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temperature. When decreasing temperature is close to critical point, energy gap start to open,
meaning the supercurrent appears at the same time. The energy gap will continuously broaden until
the temperature drops to absolute zero.

Figure 1.7 The relationship between reduced energy gap and temperature for s-wave superconductor.

The single-particle excitation must exist in superconductor at certain temperature, meaning it is
occupied by one electron from Cooper pair. The density of single particle, ρ(E), in unit energy
interval near energy E will define the density state of quasi-particle in superconductor. In energy
spectrum of quasi-particle √𝜀𝑘2 + ∆2, 𝜀𝑘 that begins from Fermi energy is the electron energy of
Bloch state. Let N(0) represent the density of state of Bloch state near the Fermi surface, that means
the number of Bloch state for each spin within the energy interval (ε, ε+dε) is N(0)dε. Then, the
single-particle excitation in superconductor
𝜌(𝐸 )𝑑𝐸 = 𝑁 (0)

𝑑𝜀
𝑑𝐸

𝑑𝐸 = 𝑁 (0)

𝐸
√𝐸2−Δ2

𝑑𝐸 .

(1.41)

It shows that density of state ρ(E) tends to N(0) when energy E is much larger than gap Δ. The
state removed from energy gap accumulates on the edge of the gap, which leads to singularity of
density of state ρ(E). The total number of states remains unchanged during this process.
It is known that superconductivity is very sensitive to changes of external environments because
of weak interaction between electrons and phonons. Therefore, the energy gap and Cooper pairs
become the criteria for superconductivity. There is no doubt that the superconductor no longer exists
if the Cooper pairs absorbs energy exceeding the energy gap. However, the study reveals that even
the radiation energy much less than energy gap also can destroy the Cooper pairs [68]. This
phenomenon will be studied in the subsequent chapter.
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Figure 1.8 The relationship between reduced density of state and single-particle energy for s-wave superconductor.

1.4

Topological materials

Nontrivial topological materials have attracted intense interest in recent year [69 -81]. This type of
materials have potential applications in plasmonic, optoelectronics, and photonics as well as
catching signiﬁcant attention in both experiment and theory [82-89]. According to the transport
properties, topological materials become a new classification of material which is different from
insulator, metal and semiconductor. In 1970s, David James Thouless and John Michael Kosterlitz
first applied the concept of topology to the phase transition of film materials in low temperature. In
1980s, Davis James Thouless revealed the quantum Hall effect by using the topology theory, which
formally uncovered the topological properties in condensed matter. The quantum Hall effect has
played an important role in the development of topological materials. The researchers showed that
the conductivity remains unchanged in the presence of impurities, defects and deformation.
However, the quantum Hall effect requires high-intensity magnetic field and low temperature. Until
2005, researchers found that the spin-orbit coupling alone can achieve the electronic state which is
similar to quantum Hall effect, namely the topological insulator [90, 91]. Therefore, the electrons
that are protected from the scattering of nonmagnetic impurities result in the dissipative transport in
room temperature.
In 1980s, researchers found that the wavefunctions in solid material can be described by invariant
quantities or Chern number
𝐶=

1
2𝜋

∫𝐵𝑍 𝑑𝑘 ∙ 𝐵(𝑘) ∈ 𝕫 .
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Figure 1.9 The schematic diagram for the principle of the Hall effect.

⟨𝑢𝑘 (𝑘)|∇𝑘 |𝑢𝑘 (𝑘)⟩ is the Berry flux [92]. Around 2005, a succession of
where 𝐵(𝑘) = ∇𝑘 × 𝑖 ∑𝑓𝑖𝑙𝑙𝑒𝑑
𝑖
theoretical research revealed that the time reversal symmetry also can cause the new topological
invariant which are known as topological insulators later [90, 91, 93].
Topological insulators show that the valence and conduction bands contact at one point where
creates a singularity in momentum space. It is very similar to the case in single layer graphene where
the singular point is called as Dirac point. The charge carriers near Dirac point cab be described by
the massless Dirac equation rather than Schrodinger equation. Many excellent performance like
high Fermi velocity and giant intrinsic mobility stems from the massless Dirac point [94 -96].
Therefore, we will study the dynamical polarization in a graphene-topological-insulator
heterostructure in later chapter.
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1.5

Time crystal

In 2012, Frank Wilczek putted forward the time crystals [97], in which the systems break
spontaneously continuous time translation symmetry. The idea was quickly rejected by Patrick
Bruno, Masaki Oshikawa and Haruki Watanabe who believe that the local Hamiltonian can not
oscillate spontaneously in equilibrium state or ground state [98, 99]. In 2015, Krzysztof Sacha
proposed the discrete time crystal which was approved by the experiment later [100, 101]. As a new
non-equilibrium state of matter, time crystal can be periodically self-repetition as the time goes on.
The continuous time crystal breaks continuous time translation symmetry which leads to nonconservation of energy. However, it remains the discrete time translation symmetry which results in
conservation of quasi-energy. According to Floquet-Bloch theorem, one can introduce the quasienergy band to describe time crystal.
In real physical system, the system under high-intense periodic driving results in spontaneously
breaking time translation symmetry. The symmetry now describes by the subgroup 𝑛𝕫 instead of
group 𝕫 [102, 103]. As many other nonlinear phenomena, the time crystal also shows rigidity in
presence of external perturbation. Therefore, period-doubling in time crystal always remains stable
in the present of thermalization, periodic perturbation and strength of interaction perturbation [104,
105]. These properties in time crystals have great potential for practical applications. For example,
it could be used to improve current atomic clock technology which is the most precisely equipment
that human possibly achieve. Time crystal also could be applied to improve technology and system
that rely on atomic clocks, such as gyroscopes and GPS. Time crystal is also an ideal candidate for
designing of nearly perfect memories and quantum computers because it is resilience to all the
randomness of heat entropy and external vibrations. According to the above reasons, it is necessary
to carry out comprehensive study of the quasi-energy, dynamical polarization and conductivity in
time crystal in later chapter.
Our main topics include in the above sections are related to the dielectric functions and
conductivity. This is mainly because the two quantities play an important role in condensed matter.
The dielectric function is the response of materials to external electric field, which usually can be
obtained by using the linear response model. In essence, it describes the optical properties of system
that depend on the incident wavelength of light. Microscopically, the electric dipole plays important
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Figure 1.10 The top and bottom figure shows continuous time crystal spontaneously oscillates with period and
subharmonic respectively.

role in studying of electromagnetically coupled modes, such as the coupling between plasmonpolaritons, phonon-polaritons and exciton-polaritons.
Conductivity is the ability that the materials pass the electric current. It depends on factors, such
as temperature, external field and so on. Generally speaking, the real and imaginary part of complex
conductivity reveals dissipation and conversion of energy respectively which corresponds to
induced polarization phenomena. The transport information of system like electric current, heat flow
and spin current can be derived by calculating the conductivity.

1.6

Overview of this thesis

In this these, electron density and current response in topological materials and superconductor will
be investigated. We will focus on three systems of current interest (i) current response in
superconductor under an intense terahertz radiation. While the electronic and transport properties of
BCS superconductors are well known, there is an unexplained experimental observation of
suppression of superconductivity under a sub-gap electromagnetic radiation. A theory will be
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developed to understand this phenomenon. (ii) Density response and plasmon oscillation in
topological materials. The topological materials such as topological insulators, Dirac and Weyl
semimetals manifest novel electronic properties like linear energy dispersion, chiral and spin-related
transport, strong nonlinear optical response [106-114]. The topological materials have potentials in
for developing new devices in areas of THz generation and detection, optical switching and nonRichardson thermoelectric devices [115-117]. Here we shall investigate the dynamical density
response and plasmon model in graphene-topological insulator hybrid. (iii) Time crystal is a new
phase of matter. It exhibits fascinating quantum properties not seen other phases. We will develop a
theoretical formation to describe this new system.
This thesis will employ both the linear and nonlinear theory to study the above systems For
example both the linear and nonlinear response in a superconductor will be studied. We will also
study the nonlinear response of strong electron-photon coupling in metal and time-dependent
quantum system.
The thesis is organized as follows: In Chapter 2, we give an overview of the linear response theory
including the Boltzmann equation, the Kubo formula and the Effect of photon in linear model. In
Chapter 3, nonlinear response in strong interaction and time-dependent system are discussed. In
particular, we overview the treatment of nonlinear effect in Schrodinger picture and Heisenberg
picture. The treatment of electron-photon coupling in two-dimensional or three-dimensional metals
will be discussed. To correct to the Chapter 4, we discuss the Energy states in Floquet formalism.
This is then followed by Chapter 4 in which we discuss the strong electron -photon coupling in
superconductor. Then, in Chapter 5, we investigate the dynamical polarization in a grap henetopological-insulator heterostructure. Finally, the time crystal is studied in coda (Chapter 6). A
conclusion and outlook will be given in Chapter 7.

17

Chapter 2

Linear response theory in normal metal and superconductor

2.1

Linear response theory

2.1.1

General form of linear response

Linear response theory is widely applied in the fields of physics, engineering, chemistry and biology,
which is developed by a generation of physicists including Lars Onsager, Herbert Callen, Ryogo
Kubo and so on [118-131]. It is the basic of nonequilibrium statistical mechanics and related to
the Onsager regression hypothesis and the fluctuation-dissipation theorem of statistical mechanics
[126, 127, 132, 133].
When the external field or the perturbation in more general case is applied on system, the
properties of the systems such as thermodynamics quantity has the corresponding changes which is
called response. The changes of thermodynamics quantity is linearly proportional to the small
perturbation. The proportionality coefficient of linear response is called linear response function
which can express in Green function. There are two prerequisites for linear response:
1. The perturbation is very weak. It means that the Hamiltonian for the perturbation can be treated
as infinitesimal disturbance.
2. The response can follow the perturbation. In order to do this, adiabatic condition is required,
which means the slowly increasing disturbance. When 𝑡 = −∞ , the system is in equilibrium and
its Hamiltonian is H0.
In order to realize the properties of specified physical system, one must disturb the system in
some way, such as apply the external field and expose to particulate radiation. Then, the change of
physical quantity, namely the response, can be measured due to the imposed perturbation. The
information of the elementary excitation in system can be obtained through the relation between
perturbation and response.
Now, we add 𝐻1 = −𝐴𝐹(𝑡) to H0. Here, F(t) represents a component or the linear combination
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of external field. For convenience, F(t) is the explicit function of time t and irrelevant to the space.
It is also called complex number which corresponds to quantum number. In other words, the external
field can be regarded as classical field. The quantity 𝐴 = 𝐴(𝑞, 𝑝) coupled to the field F(t) is the
observable dynamical variable in phase space.
The system evolution follows Liouville equation which describes the motion of the representative
point in phase space [134-137]
𝜕𝑓
𝜕𝑡

= {𝐻0 − 𝐴𝐹(𝑡), 𝑓} = −𝑖ℒ0 𝑓 − {𝐴, 𝑓}𝐹 (𝑡) ,

where 𝑓 = 𝑓(𝑝, 𝑞, 𝑡) and the Liouville operator ℒ =

𝜕𝐻 𝜕
𝜕𝑝 𝜕𝑞

−

𝜕𝐻 𝜕

(2.1)

. So its general solution is

𝜕𝑞 𝜕𝑝

𝑡

𝑓 = 𝑒𝑥𝑝 (−𝑖 ∫𝑡 ℒ(𝑠)𝑑𝑠)𝑓(𝑡0) .

(2.2)

0

We can further simplify the solution (2.2). First, one can take the differential of the right side of
equation (2.2) with respect to 𝑡 ′
𝑑

𝑡

𝑑𝑡′

𝑡

[𝑒𝑥𝑝 (−𝑖 ∫𝑡′ ℒ(𝑠)𝑑𝑠)𝑓 (𝑡0)] = 𝑖𝑒𝑥𝑝 (−𝑖 ∫𝑡′ ℒ(𝑠)𝑑𝑠)ℒ(𝑡 ′ )𝑓(𝑡0) .

(2.3)

Second, integral (2.3) with respect to 𝑡 ′
𝑡

𝑑

𝑡

𝑡

∫𝑡 𝑑𝑡 ′ 𝑑𝑡′ [𝑒𝑥𝑝 (−𝑖 ∫𝑡′ ℒ(𝑠)𝑑𝑠)𝑓(𝑡0)] = 𝑓 (𝑡0) − 𝑒𝑥 𝑝 (−𝑖 ∫𝑡 ℒ(𝑠)𝑑𝑠) 𝑓(𝑡0 ) .
0

0

(2.4)

Finally, the solution can be written in the follow by using equation (2.2) and (2.3)
𝑡

𝑡

𝑓(𝑡) − 𝑓 (𝑡0 ) = −𝑖 ∫𝑡 𝑑𝑡 ′ 𝑒𝑥𝑝 (−𝑖 ∫𝑡′ ℒ(𝑠)𝑑𝑠)ℒ(𝑡 ′ )𝑓(𝑡0) .
0

(2.5)

Assuming that the system is in equilibrium state at time t = 0,that is 𝑓 (𝑡0) = 𝑓 𝑒𝑞 . We have
𝑡

𝑡

𝑓(𝑡) = 𝑓 𝑒𝑞 − 𝑖 ∫𝑡 𝑑𝑡 ′ 𝑒𝑥𝑝 (−𝑖 ∫𝑡′ ℒ(𝑠)𝑑𝑠)ℒ(𝑡 ′ )𝑓 𝑒𝑞 .
0

(2.6)

This solution is equivalent to equation (2.2), which expresses in the sum of two terms. The first
term and second term on the right side of equation (2.6) is related to equilibrium state and
perturbation respectively. As we suppose that the system is in equilibrium in the distant past, that
is 𝑡0 = −∞, we can obtain
𝑡

𝑡

𝑓(𝑡) = 𝑓 𝑒𝑞 − 𝑖 ∫−∞ 𝑑𝑡 ′ 𝑒𝑥𝑝 (−𝑖 ∫𝑡′ ℒ(𝑠)𝑑𝑠)ℒ(𝑡 ′ )𝑓 𝑒𝑞 .

(2.7)

Consider the last term on the right of equation (2.7)
ℒ(𝑡 ′ )𝑓 𝑒𝑞 = {𝐻0 ,𝑓 𝑒𝑞 (𝑡 ′ )} − {𝐴,𝑓 𝑒𝑞 (𝑡′ )}𝐹(𝑡 ′ ) .

(2.8)

Here
𝜕𝐻0 𝜕𝑓𝑒𝑞 (𝑡′ )

{𝐻0 ,𝑓 𝑒𝑞 (𝑡′ )} = ∑𝑁
𝑛=1 (

𝜕𝑝 𝑛
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𝜕𝑞𝑛

−

𝜕𝐻0 𝜕𝑓𝑒𝑞 (𝑡′ )
𝜕𝑞𝑛

𝜕𝑝 𝑛

).

(2.9)
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Applying the canonical equation
{𝐻0 ,𝑓 𝑒𝑞 (𝑡 ′ )} = − ∑𝑁
𝑛=1 (𝑝𝑛̇
=−

𝑑𝑓𝑒𝑞
𝑑𝑡

𝜕𝑓𝑒𝑞 (𝑡′ )
𝜕𝑞𝑛

− 𝑞𝑛̇

𝜕𝑓𝑒𝑞(𝑡′ )
𝜕𝑝 𝑛

)

=0.

(2.10)

Therefore
𝑖ℒ (𝑡 ′ )𝑓 𝑒𝑞 = {𝐴,𝑓 𝑒𝑞 (𝑡 ′ )}𝐹(𝑡 ′ )
= {𝐴,
=

𝑒 −𝛽𝐻0
𝑍

−𝛽𝑒 −𝛽𝐻0
𝑍

} 𝐹 (𝑡 ′ )

{𝐴,𝐻0 }𝐹(𝑡 ′ )

= −𝛽{𝐴, 𝐻0}𝑓 𝑒𝑞 𝐹(𝑡 ′ )
= −𝛽𝐴̇𝑓 𝑒𝑞 𝐹(𝑡 ′ )
= −𝑖𝛽ℒ0 𝐴𝑓 𝑒𝑞 𝐹(𝑡 ′ ) .

(2.11)

One should notice that 𝑓 = 𝑓(𝑝, 𝑞, 𝑡) represents the density of representative point in phase space.
The statistical operator at equilibrium state can be written as 𝑓 =

𝑒 −𝛽𝐻0
𝑍

, where Z is partition function

of the system. The advantage of equation (2.11) is that the complicated response can be expressed
in the derivative of observable quantity which is the first order relationship with external force.
We just focus on linear response of the system which means only the primary term of external
force should be considered. Assuming that the external force is very small and tends to zero, the
𝑡

integration 𝑒𝑥𝑝 (−𝑖 ∫𝑡′ ℒ(𝑠)𝑑𝑠) in (2.7) can be replaced by linearized function 𝑒𝑥𝑝 (−𝑖ℒ0 (𝑡 − 𝑡 ′ )).
The equation (2.7) can be simplified in the follow
𝑡

𝑓(𝑡) ≈ 𝑓 𝑒𝑞 + 𝑖𝛽 ∫−∞ 𝑑𝑡 ′ 𝑒𝑥𝑝 (−𝑖ℒ0 (𝑡 − 𝑡 ′ ))(ℒ0 𝐴)𝑓 𝑒𝑞 𝐹(𝑡 ′ ) .

(2.12)

The observable quantity B can be calculated since we have the distribution function f(t).
〈𝐵〉(𝑡) = ∫ 𝑑𝑉 𝐵𝑓 (𝑡)
𝑡

= ∫ 𝑑𝑉𝐵𝑓 𝑒𝑞 + 𝑖𝛽 ∫ 𝑑𝑉 ∫−∞ 𝑑𝑡 ′ 𝐵𝑒𝑥𝑝(−𝑖ℒ0 (𝑡 − 𝑡 ′ ))(ℒ0 𝐴)𝑓 𝑒𝑞 𝐹(𝑡 ′ ) .

(2.13)

The first term in (2.13) represents the average of operator B at equilibrium, that is 〈𝐵〉𝑒𝑞 . For the
second term in (2.13), we have
𝑡

∫ 𝑑𝑉 ∫−∞ 𝑑𝑡 ′ 𝐵𝑒𝑥𝑝(−𝑖ℒ0 (𝑡 − 𝑡 ′ ))(ℒ0𝐴)𝑓 𝑒𝑞 𝐹(𝑡 ′ )
𝑡

= ∫ 𝑑𝑉 ∫−∞ 𝑑𝑡 ′ (ℒ0 𝐴)𝑒𝑥𝑝(−𝑖ℒ0 (𝑡 − 𝑡 ′ ))𝐵𝑓 𝑒𝑞 𝐹(𝑡 ′ ) .
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Therefore,
𝑡

〈𝐵〉(𝑡) = 〈𝐵〉 𝑒𝑞 + 𝑖𝛽 ∫−∞ 𝑑𝑡 ′ ∫ 𝑑𝑉 (ℒ0 𝐴)𝑒𝑥𝑝(−𝑖ℒ0 (𝑡 − 𝑡 ′ ))𝐵𝑓 𝑒𝑞 𝐹(𝑡 ′ ) .

(2.15)

Notice that the relation
∫ 𝑑𝑉 𝑓 𝑒𝑞 (𝑖ℒ0 𝐴)𝑒𝑥𝑝(−𝑖ℒ0 (𝑡 − 𝑡 ′ ))𝐵 = 〈(𝑖ℒ0 𝐴)𝐵(𝑡 − 𝑡 ′ )〉𝑒𝑞 ,

(2.16)

and employ the relation
〈𝐴̇(𝑡)𝐵 ∗〉 = (𝐵, 𝑖ℒ𝐴(𝑡)) = −(𝐴(𝑡),𝑖ℒ𝐵) ∗ = −〈𝐴(𝑡)𝐵̇ ∗〉 .

(2.17)

Finally, the observable quantity B can be written as
𝑡

𝑑

〈𝐵〉(𝑡) = 〈𝐵〉 𝑒𝑞 − 𝛽 ∫−∞ 〈𝐴(0)𝐵 (𝑡 − 𝑡 ′ )〉𝑒𝑞 𝐹(𝑡 ′ )𝑑𝑡 ′ .
𝑑𝑡

(2.18)

This formula is called fluctuation dissipation theorem which illustrate that system behavior at
non-equilibrium can be expressed by the correlation function at equilibrium state [132, 133]. We
consider that the perturbation is independent of the time and choose the form of external force like
Heaviside step function
1 (𝑡 > 0)
𝐹(𝑡) = {
.
0 (𝑡 ≤ 0)

(2.19)

Then, equation (2.15) ban be rewritten as in the follow
𝑡𝑑

〈𝐵〉(𝑡) = 〈𝐵〉 𝑒𝑞 − 𝛽𝐹 ∫0

𝑑𝑡

〈𝐴(0)𝐵 (𝑡 − 𝑡 ′ )〉𝑒𝑞 𝑑𝑡 ′

= 〈𝐵〉𝑒𝑞 + 𝛽𝐹 [〈𝐴(0)𝐵(𝑡)〉𝑒𝑞 − 〈𝐴(0)𝐵(𝑡)〉𝑒𝑞 ]
= 〈𝐵〉𝑒𝑞 + 𝛽𝐹 [〈𝐴𝐵〉𝑒𝑞 − 〈𝐴〉𝑒𝑞 〈𝐵〉𝑒𝑞 ] .

(2.20)

In the last step, we consider that the correlation between A and B will disappear while the time goes
to zero. this result also can be derived from canonical ensemble. In this premise, the observable
quantity can be expressed by susceptibility as below
𝑡

〈𝐵〉(𝑡) = 〈𝐵〉 𝑒𝑞 − 𝐹 ∫0 𝜒𝐴𝐵 (𝑡 − 𝑡 ′ )𝑑𝑡 ′ 𝐵 (𝑡 − 𝑡 ′ ) .

(2.21)

So, one can get
𝑡

∫0 𝜒𝐴𝐵(𝑡 − 𝑡 ′ )𝑑𝑡 ′ = 𝛽[〈𝐴𝐵〉𝑒𝑞 − 〈𝐴〉𝑒𝑞 〈𝐵〉𝑒𝑞 ] .

(2.22)

Take the time derivative of both sides, it will arrive at
𝑑 0
∫ 𝜒 (𝜏)𝑑𝜏
𝑑𝑡 𝑡 𝐴𝐵

⇒

=

𝑑
𝑑𝑡

𝛽 [〈𝐴𝐵〉𝑒𝑞 − 〈𝐴〉𝑒𝑞 〈𝐵〉𝑒𝑞 ]

̇ 〉𝑒𝑞 − 〈𝐴〉𝑒𝑞 〈𝐵(𝑡)
̇ 〉𝑒𝑞 ] .
−𝜒𝐴𝐵 (𝑡) = 𝛽[〈𝐴𝐵(𝑡)

By employing the relation (2.17), it also can be rewritten as
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𝜒𝐴𝐵(𝑡) = 𝛽[〈𝐴̇𝐵(𝑡)〉𝑒𝑞 − 〈𝐴̇〉𝑒𝑞 〈𝐵(𝑡)〉𝑒𝑞 ] .

(2.24)

It clearly shows that the time-dependent susceptibility that determines the linear response to any
time-dependent external field. The susceptibility also expresses in terms of an equilibrium time
correlation function of the time-derivative of the perturbation and the observation, 〈𝐴̇𝐵(𝑡)〉𝑒𝑞 −
〈𝐴̇〉𝑒𝑞 〈𝐵(𝑡)〉𝑒𝑞 . Actually, the value of integration variables in (2.21) or (2.22) implies that the
physical quantity B at time t can only be affected by the external force at previous time. That means
the physical quantity B is delayed response to external field and its statistical average at time t is the
summation of perturbation effect before time t. The causality of time correlation function also
reflected in Heaviside step function that we induced.

2.1.2

Kubo formula

We consider the Hamiltonian H for many-body system with eigenvalue En and eigenfunction 𝜙𝑛
respectively. The external field is slowly applied to system in order to satisfy the adiabatic condition.
This additional Hamiltonian He(t) has the following properties
1. The additional Hamiltonian He(t) tends to zero as time t goes to negative infinity.
2. Introducing the scaling factor 𝑒 𝜂𝑡 where 𝜂 is a small positive number and takes 𝜂 ⟶ 0+ after
completing the calculation.
The Schrodinger equation with external field can be written as
𝑖ℏ

𝜕𝜓
𝜕𝑡

= 𝐻𝜓 + 𝐻𝑒(𝑡)𝜓 .

(2.25)

Make transformation
𝑖

𝜓(𝑡) = exp (− 𝐻𝑡) 𝜑(𝑡) .

(2.26)

ℏ

and eliminate H. The Schrodinger equation can be simplified
𝑖ℏ

𝜕𝜑
𝜕𝑡

= 𝐻𝑒′ (𝑡)𝜑 ,

(2.27)

where
𝑖

𝑖

ℏ

ℏ

𝐻𝑒′ (𝑡) = exp ( 𝐻𝑡) 𝐻𝑒 (𝑡)exp (− 𝐻𝑡) ,

(2.28)

Let us consider the pure state and assume that 𝜑(𝑡) = 𝜙𝑚 as time t goes to negative infinity.
The integration of 𝜑(𝑡) can be expressed as following
𝜑 (𝑡) = 𝜙𝑚 +

1 𝑡
∫ 𝐻 ′ (𝑡′ )𝜑(𝑡 ′ )𝑑𝑡 ′
𝑖ℏ −∞ 𝑒
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Then, the expectation value of the physical quantity A at time t can be written as
𝐴̅ = ∫ 𝜓 ∗ 𝐴𝜓𝑑𝜏
𝑖

𝑖

ℏ

ℏ

= ∫ 𝜑∗ exp ( 𝐻𝑡) 𝐴exp (− 𝐻𝑡) 𝜑𝑑𝜏
= ∫ 𝜑∗ 𝐴(𝑡)𝜑𝑑𝜏,

(2.30)

where the operator A(t) in Heisenberg picture.
In order to calculate integration equation that 𝐴̅ and 𝜑 satisfied through iteration computation,
one must solve 𝜑 firstly. The solution that 𝜑(𝑡) is accurate to the linear term of 𝐻𝑒′ (𝑡) can be
derived in the following
𝜑(𝑡) = 𝜙𝑚 +

1 𝑡
∫ 𝐻 ′ (𝑡′ )𝜙𝑚 𝑑𝑡 ′
𝑖ℏ −∞ 𝑒

.

(2.31)

Substitute (2.31) into (2.30), we can derive
∗ 𝐴(𝑡)𝜙 𝑑𝜏 +
𝐴̅ = ∫ 𝜙 𝑚
𝑚

1 𝑡
∗ [𝐴(𝑡), 𝐻 ′ (𝑡 ′ )]𝜙 𝑑𝜏 .
∫ 𝑑𝑡 ′ ∫ 𝜙𝑚
𝑒
𝑚
𝑖ℏ −∞

𝑖

𝑖

ℏ

ℏ

(2.32)

Due to the relationship exp (− 𝐻𝑡) 𝜙𝑚 = exp (− 𝐸𝑚 𝑡) 𝜙𝑚 , the first term of equation (2.32) on
the right can be simplified as following
∗
𝑖
𝑖
∗ 𝐴(𝑡)𝜙 𝑑𝜏 = ∫ ( exp (− 𝐻𝑡) 𝜙 ) 𝐴 exp (− 𝐻𝑡) 𝜙 𝑑𝜏
∫ 𝜙𝑚
𝑚
𝑚
𝑚
ℏ
ℏ

= ∫ 𝜙∗𝑚 𝐴𝜙𝑚 𝑑𝜏 .

(2.33)

It represents the average of operator A without external field which is equivalent to the expression
〈𝑚|𝐴|𝑚〉 by using Dirac notation. Therefore, equation (2.32) can be rewritten as
𝐴̅ = 〈𝑚|𝐴|𝑚〉 +

1 𝑡
∫ 𝑑𝑡 ′ 〈𝑚|[𝐴(𝑡),𝐻𝑒′ (𝑡′ )]|𝑚〉
𝑖ℏ −∞

.

(2.34)

Because the observed response should be the statistical average, we further assume that the system
is in thermal equilibrium state as the time tends to negative infinity. The statistical average of A at
time t with the probability 𝜔𝑚 in state 𝜙𝑚 can be defined as 〈𝐴〉𝑡 = ∑𝑚 𝜔𝑚 𝐴̅. The variation of
operator A that results from external field can be derived
∆𝐴 = 〈𝐴〉𝑡 − 〈𝐴〉𝑡→−∞ =

1 𝑡
∫ 𝑑𝑡 ′ 〈[𝐴(𝑡),𝐻𝑒′ (𝑡′ )]〉 ,
𝑖ℏ −∞

(2.35)

where 〈𝐴〉𝑡→−∞ represents the statistical average without external field. The quantity ∆𝐴 is called
response. If the external field oscillates at frequency 𝜔, the additional Hamiltonian can be written
as
𝐻𝑒 (𝑡) = 𝐵 exp(−𝑖𝜔𝑡 + 𝜂𝑡) ,
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where B is an operator. Then, the Hamiltonian corresponding to (2.28) can be derived
𝑖
𝑖
𝐻𝑒′(𝑡) = exp ( 𝐻𝑡) 𝐵exp (− 𝐻𝑡) exp(−𝑖𝜔𝑡 + 𝜂𝑡)
ℏ
ℏ
= 𝐵(𝑡) exp(−𝑖𝜔𝑡 + 𝜂𝑡) ,

(2.37)

where the operator B(t) represents the operator B in Heisenberg picture. At last, we get the formula
∆𝐴 =
=

1 𝑡
∫ 𝑑𝑡 ′ 〈[𝐴(𝑡),𝐵 (𝑡 ′ )]〉 exp (−𝑖𝜔𝑡 ′
𝑖ℏ −∞

+ 𝜂𝑡 ′ )

1 ∞
∫ 𝑑𝑡 ′ 𝜃(𝑡 − 𝑡 ′ )〈[𝐴(𝑡), 𝐵(𝑡 ′ )]〉 exp(−𝑖𝜔𝑡 ′
𝑖ℏ −∞

+ 𝜂𝑡 ′ ) ,

(2.38)

where the definition of the function 𝜃(𝑡 − 𝑡 ′ ) is same as equation (2.19). The equation (2.38) shows
that the response ∆𝐴 is linearity to external perturbation B. This fundamental formula which is first
derived by Ryogo Kubo is named Kubo formula in linear response [138]. It is wildly used in
computing the transport coefficient of many-body system.
Now, define the new function in the following
𝐺𝑟 (𝑡 − 𝑡 ′ ) =

1
𝑖ℏ

𝜃(𝑡 − 𝑡 ′ )〈[𝐴(𝑡),𝐵 (𝑡 ′ )]〉 ,

(2.39)

where [A, B]=AB-BA. The equation (2.38) ca be rewritten as
∆𝐴 =

1 ∞
∫ 𝑑𝑡 ′ 𝐺𝑟 (𝑡 − 𝑡 ′ ) exp(−𝑖𝜔𝑡 ′
𝑖ℏ −∞

+ 𝜂𝑡 ′ ) .

(2.40)

Introduce the Fourier transform of equation (2.39)
∞

𝐺𝑟 (𝜔) = ∫−∞ 𝑑𝑡𝐺𝑟 (𝑡) exp(𝑖𝜔𝑡 − 𝜂𝑡) .

(2.41)

Then, we can obtain an important conclusion by taking 𝑡 − 𝑡 ′ as new integration variable,
∆𝐴 = 𝐺𝑟 (𝜔) exp(−𝑖𝜔𝑡 + 𝜂𝑡) .

(2.42)

It shows that the response ∆𝐴 is time dependent which is same as the perturbation 𝐻𝑒 (𝑡). That
means all the physical quantities of the system will follow the perturbation with the same
frequency. 𝐺𝑟 (𝑡) and 𝐺𝑟 (𝜔) is called retarded Green function in real space and Fourier space
respectively. The statistical average of some physical quantities is zero while external field tends to
zero. Their motion equation can be derived
𝑖〈𝐴̇〉𝑡 = (𝜔 + 𝑖𝜂)〈𝐴〉𝑡 ,

(2.43)

which is equivalent to equation (2.42) and the conclusion is tenable within the range of linearity.

2.1.3

Green function for Kubo formula

In order to compute 〈[𝐴(𝑡),𝐵 (𝑡 ′ )]〉 in equation (2.39), we insert some brief introduction of Green
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function [139-141]. The function consists of operator A and B in Heisenberg picture can be defined
𝐺𝑟 (𝑡 − 𝑡 ′ ) =

1
𝑖ℏ

𝜃(𝑡 − 𝑡 ′ )〈[𝐴(𝑡),𝐵 (𝑡 ′ )]±〉

=≪ 𝐴(𝑡); 𝐵 (𝑡 ′ ) ≫𝑟 .

(2.44)

This is the two time retarded Green function which is first introduced by Bogoliubov and its
Bogoliubov notation is written as ≪ 𝐴(𝑡); 𝐵(𝑡 ′ ) ≫𝑟 . In equation (2.44), we choose + (-) while the
fermion (boson) operator A and B satisfy the anticommutation (commutation) relation. For canonical
ensemble, we have
〈𝐴〉 = 𝑍 −1𝑇𝑟(𝑒 −𝛽𝐻 𝐴) ,

𝑍 = 𝑇𝑟(𝑒 −𝛽𝐻 ) ,

𝛽=

1
𝑘𝑇

.

(2.45)

Likewise, we can define the advanced Green function
≪ 𝐴(𝑡); 𝐵(𝑡 ′ ) ≫𝑎=

1
𝑖ℏ

𝜃(𝑡 − 𝑡 ′ )〈[𝐴(𝑡),𝐵 (𝑡 ′ )]±〉 ,

(2.46)

where 𝑡 − 𝑡 ′ is less than zero. Let ℏ = 1. Then, taking the derivative of operator A(t) in Heisenberg
picture and using Heisenberg motion equation, we obtain the motion equation of Green function
𝑖

𝑑
≪ 𝐴(𝑡);𝐵 ≫= 𝛿(𝑡)〈[𝐴(𝑡),𝐵]± 〉 ∓ 𝑖𝜃(±𝑡)〈[[𝐴(𝑡), 𝐻], 𝐵]± 〉
𝑑𝑡
= 𝛿(𝑡)〈[𝐴(𝑡), 𝐵]± 〉+≪ [𝐴(𝑡), 𝐻]; 𝐵 ≫ .

(2.47)

Then, utilizing the relation
𝛿(𝑡) =

1 ∞
∫ 𝑑𝜔𝑒 −𝑖𝜔𝑡
2𝜋 −∞

𝑖𝐺 (̇ 𝑡) =
=

,

(2.48)

1 ∞
∫ 𝜔𝐺(𝜔)𝑒 −𝑖𝜔𝑡 𝑑𝜔
2𝜋 −∞
1 ∞
∫ 𝜔
2𝜋 −∞

≪ 𝐴|𝐵 ≫𝜔 𝑒 −𝑖𝜔𝑡 𝑑𝜔 ,

(2.49)

and
≪ [𝐴(𝑡), 𝐻]; 𝐵 ≫=

1 ∞
∫
2𝜋 −∞

≪ [𝐴(𝑡), 𝐻]|𝐵 ≫𝜔 𝑒 −𝑖𝜔𝑡 𝑑𝜔 .

(2.50)

Finally, we arrive the motion equation of Green function on complex plane 𝜔
𝜔 ≪ 𝐴|𝐵 ≫𝜔 = 〈[𝐴(𝑡), 𝐵]± 〉 +≪ [𝐴(𝑡), 𝐻]|𝐵 ≫𝜔 .

(2.51)

For the higher order Green function ≪ [𝐴(𝑡), 𝐻] |𝐵 ≫𝜔 on the right, the truncation technique is
often employed.

2.1.4

Application of Kubo formula

The Kubo formula is widely used in computing the response of generalized flow by means of Green
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function [142]. The susceptibility shows the response of magnetization to external magnetic field
which is an important physical quantity both in experiment and theory. The Hamiltonian that
induced by external magnetic field can be written as
𝐻1 = − ∫ 𝑑𝑥𝑀(𝑥 )𝐻(𝑥, 𝑡) ,

(2.52)

where H(x,t) and M(x) are external magnetic field and magnetization respectively. According to
Kubo formula (2.38), the variation of magnetization can be derived in the following
3

𝑖 ∞
∆𝑀𝛽 (𝑥, 𝑡) = ∫ 𝑑𝑡 ′ ∑ ∫ 𝑑𝑥 ′ 𝐻𝛼 (𝑥′ , 𝑡 ′ ) 𝜃(𝑡 − 𝑡 ′ )〈[𝑀𝛽 (𝑥,𝑡), 𝑀𝛼 (𝑥 ′ ,𝑡 ′ )]〉
ℏ −∞
𝛼=1

∞

= − ∫−∞ 𝑑𝑡 ′ ∑3𝛼=1 ∫ 𝑑𝑥 ′ 𝐺𝑟 (𝑡 − 𝑡 ′ )𝐻𝛼 (𝑥′ ,𝑡 ′ ) .

(2.53)

For theoretical study, the magnetization is usually rewritten as
𝑀 = 𝑔𝜇 𝐵 𝑆 ,

(2.54)

where S, g and 𝜇 𝐵 are spin operator, g factor and Bohr magneton respectively.
3

∞
𝑖
∆𝑆𝛽 (𝑥, 𝑡) = 𝑔𝜇 𝐵 ∫ 𝑑𝑡 ′ ∑ ∫ 𝑑𝑥 ′ 𝐻𝛼 (𝑥′ , 𝑡 ′ ) 𝜃(𝑡 − 𝑡 ′ )〈[𝑆𝛽 (𝑥, 𝑡), 𝑆𝛼 (𝑥 ′ ,𝑡 ′ )]〉
ℏ
−∞
𝛼=1

∞

= −𝑔𝜇 𝐵 ∫−∞ 𝑑𝑡 ′ ∑3𝛼=1 ∫ 𝑑𝑥 ′ 𝐺𝑟 (𝑡 − 𝑡 ′ )𝐻𝛼 (𝑥′ , 𝑡 ′ )
∞

= ∑3𝛼=1 ∫ 𝑑𝑥 ′ ∫−∞ 𝑑𝑡 ′ 𝜒𝛽𝛼 𝐻𝛼 (𝑥 ′ ,𝑡 ′ ) .

(2.55)

The magnetization component can be defined as
𝜒𝛽𝛼 = −𝑔𝜇 𝐵 𝐺𝑟 (𝑡 − 𝑡 ′ ) .

(2.56)

The magnetic field and spin operator can be expressed in the following
𝑆 ± = 𝑆𝑥 + 𝑖𝑆𝑦 .

𝐻± = 𝐻𝑥 + 𝑖𝐻𝑦 ,

(2.57)

The z component remains unchanged. The equation (2.55) can be rewritten as
𝜒++ 𝜒+− 𝜒+𝑧 𝐻+
∆𝑆+
′ ∞
′ 𝜒
∆𝑆
( − ) = ∫ 𝑑𝑥 ∫−∞ 𝑑𝑡 ( −+ 𝜒−− 𝜒−𝑧 )(𝐻− ) .
𝜒𝑧+ 𝜒𝑧− 𝜒𝑧𝑧
∆𝑆𝑧
𝐻𝑧

(2.58)

The magnetization can be derived
𝜒𝜎1𝜎2 = −

𝑔𝜇𝐵
2

𝐺𝑟𝜎1𝜎2 (𝑡 − 𝑡 ′ ) ,

𝜒𝜎𝑧 = −𝑔𝜇 𝐵 𝐺𝑟𝜎𝑧 (𝑡 − 𝑡 ′ ) ,

𝜒𝑧𝜎 = −𝑔𝜇 𝐵 𝐺𝑟𝑧𝜎 (𝑡 − 𝑡 ′ ) ,

(2.59)

where the value of 𝜎 can be + or -. The component 𝜒+− is deserved special attention because it
represents the magnetization response to magnetic field perpendicular to it. Take the Fourier
transform of spin operator
𝑆 +(𝑥 ) = ∑𝑞 𝑒 −𝑖𝒒∙𝒙 𝑆 + (𝑞) .
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If 𝜒+−(𝑥,𝑥 ′ ) = 𝜒+−(𝑥 − 𝑥 ′ , 𝑡, 𝑡 ′ ) , we have
𝜒+− (𝑥, 𝑥 ′ ) = −𝑔𝜇 𝐵 𝐺𝑟𝑆
𝑔𝜇𝐵

=−
=𝑖
=𝑖

2

𝑔𝜇𝐵
2
𝑔𝜇𝐵
2

+ −

𝑆

(𝑥, 𝑥 ′ )

〈[𝑆 + (𝑥, 𝑡), 𝑆 − (𝑥 ′ ,𝑡 ′ )]〉

𝜃(𝑡 − 𝑡 ′ )〈[𝑆 +(𝑥 − 𝑥 ′ , 𝑡), 𝑆 − (0,𝑡 ′ )]〉
′

𝜃(𝑡 − 𝑡 ′ ) ∑𝑞 𝑒 −𝑖𝒒∙(𝒙−𝒙 ) 〈[𝑆 +(𝑞, 𝑡), 𝑆 − (0,𝑡 ′ )]〉
′

= ∑𝑞 𝑒 −𝑖𝒒∙(𝒙−𝒙 ) 𝜒+−(𝑞, 𝑡; 0, 𝑡 ′ ) .

(2.61)

The spin quantum number S can be integer or half-integer. The magnetization of electron with S=1/2
can be expressed in second quantization representation with annihilation and creation operator
1

1

2

2

𝑆𝑥 = (𝑐↑† 𝑐↓ + 𝑐↓† 𝑐↑) = ∑𝜎 𝑐𝜎† 𝑐−𝜎
𝑆𝑦 =

1
2𝑖

(𝑐↑† 𝑐↓ − 𝑐↓† 𝑐↑) =

1
2𝑖

∑𝜎 𝜎𝑐𝜎†𝑐−𝜎

𝑆𝑧 = ∑𝜎 𝜎𝑐𝜎† 𝑐𝜎
𝑆 𝜎 = 𝑐𝜎† 𝑐−𝜎 ,

(2.62)

where 𝜎 = +, − corresponds to spin up ↑ and spin down ↓. In summation, 𝜎 can be +1 or -1. The
Fourier transformation of creator and annihilation operator can be written as
𝑐𝜎 (𝑥 ) = ∑𝑞 𝑒 𝑖𝒒∙𝒙 𝑐𝜎 (𝑞 ) ,
𝑐𝜎† (𝑥 ) = ∑𝑞 𝑒 −𝑖𝒒∙𝒙 𝑐𝜎† (𝑞 ) ,
𝑆 𝜌 (𝑥) = ∑𝑞 𝑒 −𝑖𝜌𝒒∙𝒙 𝑆 𝜌 (𝑞) ,
= ∑𝑞1,𝑞2 𝑒 −𝑖𝜌(𝑞1−𝑞2)∙𝒙 𝑐𝜌† (𝑞1)𝑐−𝜌(𝑞2)
𝑙𝑒𝑡 𝑞=𝑞1−𝑞2

⇒

= ∑𝑞,𝑞2 𝑒 −𝑖𝜌𝒒∙𝒙 𝑐𝜌† (𝑞 + 𝑞2 )𝑐−𝜌 (𝑞2 )
= ∑𝑞 𝑒 −𝑖𝜌𝒒∙𝒙 ∑𝑞1 𝑐𝜌† (𝑞 + 𝑞1 )𝑐−𝜌 (𝑞1) ,

𝑆 −𝜌 (𝑥) = [𝑆 𝜌(𝑥)]†
= ∑𝑞 𝑒 𝑖𝜌𝒒∙𝒙 𝑆 −𝜌 (𝑞)
† ( )
= ∑𝑞1,𝑞2 𝑒 𝑖𝜌(𝑞1−𝑞2)∙𝒙 𝑐−𝜌
𝑞1 𝑐𝜌(𝑞2)
𝑙𝑒𝑡−𝑞=𝑞1−𝑞2

⇒

† ( )
= ∑𝑞,𝑞1 𝑒 −𝑖𝜌𝒒∙𝒙 𝑐−𝜌
𝑞1 𝑐𝜌 (𝑞 + 𝑞1 )
†
(𝑞1 − 𝑞 )𝑐𝜌(𝑞1 )
= ∑𝑞,𝑞1 𝑒 −𝑖𝜌𝒒∙𝒙 𝑐−𝜌
† (
= ∑𝑞 𝑒 −𝑖𝜌𝒒∙𝒙 ∑𝑞1 𝑐−𝜌
𝑞1 − 𝑞 )𝑐𝜌 (𝑞1) ,

The Fourier component of magnetization in equation (2.63) can be derived
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𝑆 𝜎 (𝑞) = ∑𝑞1 𝑐𝜌† (𝑞 + 𝑞1 )𝑐−𝜌 (𝑞1) ,

†
(𝑞1 − 𝑞 )𝑐𝜌(𝑞1 ) .
𝑆 −𝜎 (𝑞) = ∑𝑞1 𝑐−𝜌

(2.64)

While the external filed is time independent, the Fourier component of equation (2.61) can be
expressed in the following by using equation (2.64)
𝑔𝜇𝐵

𝜒𝜌,−𝜌 (𝑝,𝑡) = 𝑖
=𝑖

𝜃(𝑡)〈[𝑆 𝜌(𝑝, 𝑡), 𝑆 −𝜌(−𝑝,0)]〉

2
𝑔𝜇𝐵
2

†
(𝑡)𝑐𝑞1,−𝜌(𝑡),𝑐𝑞†2−𝑝,−𝜌(𝑡)𝑐𝑞2,𝜌 (𝑡)]〉 .
𝜌𝜃(𝑡) ∑𝑞1,𝑞2 〈[𝑐𝑝+𝑞
1,𝜌

(2.65)

Besides the situation where there is only magnetic field, the more general condition is that
electromagnetic field such as laser beam and microwave is widely applied in testing the system
response. Therefore, the electron velocity should include the vector potential A.
𝜐=

1
𝑚

[𝑃 − 𝑒𝐴(𝑥)] ,

(2.66)

where the canonical momentum corresponds to operator 𝑃 ⟶ −𝑖∇. Thereby, the electric current
can be written as
𝐽 = ∑𝑘 𝑒𝜐𝑘 𝑛𝑘
=

1
𝑚

1

∑𝑖 𝑒𝑛𝑖 (−𝑖∇) −

= ∑𝑘 𝑒𝑛𝑘 𝑉𝑘 −

𝑒2 𝑛
𝑚

𝑚

∑𝑘 𝑒 2 𝑛𝑘 𝐴(𝑥)

𝐴(𝑥) .

(2.67)

It can be seen that the electric current consists of two parts. The first term is the normal current. The
second term is proportional to vector potential. For the alternating electromagnetic field 𝐴 =
𝐴0 𝑒 −𝑖𝜔𝑡, its electric field can be written as 𝐸 =
equation (2.67) is −𝑖

𝑒 2𝑛
𝑚𝜔

𝑑
𝑑𝑥

𝐴 = −𝑖𝜔𝐴. The second part of electric current in

𝐸 and its conductivity is −𝑖

𝑒2 𝑛
𝑚𝜔

. The imaginary conductivity shows that the

current induced by vector field does not consume energy. In the perspective of quantum mechanics,
the perturbed Hamiltonian induced by electromagnetic field can be expressed
𝐻 ′ = − ∫ 𝑑𝑥𝑱 ∙ 𝑨
= − ∫ 𝑑𝑥(∑𝑘 𝑒𝑛𝑘 𝑽𝒌 −

𝑒2 𝑛
𝑚

𝑨) ∙ 𝑨 .

(2.68)

If the particle density is uniform in the system, the second term in equation (2.68) that induced by
vector potential is a constant. The first term in equation (2.68) can be regards as a consequence of
generalized force ∇𝑉 due to

𝜕
𝜕𝑡

𝐻′ →
𝑡

𝜕
𝜕𝑡

𝐴 = 𝐸 = ∇𝑉. By using the zero frequency Kubo formula

𝐽(𝑥, 𝑡) = − ∫−∞ 𝑑𝑡1 𝑒 0

+𝑡
1

𝛽

𝜕

∫0 𝑑𝜆 〈𝜕𝑡 𝐻 ′ (𝑡1 − 𝑖𝜆)𝐽(𝑥, 𝑡)〉 .
1
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We can rewrite the first part of electric current in the following
1

∞

1

∞

1

∞

𝑖

∞

𝐽𝛽 (𝑥, 𝑡) = − ∫−∞ 𝑑𝑡1 ∑3𝛼=1 ∫ 𝑑𝑥 ′ 𝐸𝛼 (𝑥′ , 𝑡1)𝜃(𝑡 − 𝑡1)〈[𝐽𝛽 (𝑥, 𝑡), 𝐽𝛼 (𝑥′ , 𝑡1)]〉
𝜔
= − ∫−∞ 𝑑𝑡1 ∑3𝛼=1 ∫ 𝑑𝑥 ′ 𝐸0,𝛼 (𝑥 ′ )𝑒 −𝑖𝜔𝑡1 𝜃(𝑡 − 𝑡1 )〈[𝐽𝛽 (𝑥, 𝑡), 𝐽𝛼 (𝑥′ , 𝑡1)]〉
𝜔
= − ∫−∞ 𝑑𝑡1 ∑3𝛼=1 ∫ 𝑑𝑥 ′ 𝑒 −𝑖𝜔(𝑡−𝑡1) 𝜃(𝑡 − 𝑡1 )〈[𝐽𝛽 (𝑥,𝑡), 𝐽𝛼 (𝑥 ′ ,𝑡1 )]〉 𝐸𝛼 (𝑥 ′ ,𝑡1 )
𝜔
= − ∫−∞ 𝑑𝑡1 ∑3𝛼=1 ∫ 𝑑𝑥 ′ 𝑒 −𝑖𝜔(𝑡−𝑡1) 𝐺𝑟𝛽𝛼 (𝑡 − 𝑡 ′ ) 𝐸𝛼 (𝑥′ , 𝑡1) .
𝜔

(2.70)

The expression of conductivity can be derived
𝜎𝛽𝛼 (𝜔) =

𝑖 ∞
𝛽𝛼
∫ 𝑑𝑡 𝑒 −𝑖𝜔(𝑡−𝑡1) 𝐺𝑟 (𝑡 − 𝑡 ′ )
𝜔 −∞ 1

.

(2.71)

Using the Fourier expression of delta function and inserting the complete set ∑𝑛 |𝑛 >< 𝑛|, we can
derive the time integration of equation (2.71)
𝜎𝛽𝛼 (𝜔) =

𝜋
𝜔

∑𝑚𝑛 𝑒 𝛽𝐸𝑛 (1 − 𝑒 𝛽𝜔 )𝛿(𝐸𝑛 − 𝐸𝑚 − 𝜔)〈𝑛|𝐽𝛽 (𝑥)|𝑚〉〈𝑚|𝐽𝛼 (𝑥 ′ )|𝑛〉 .

(2.72)

Let frequency tend to zero, the real part of conductivity can be derived
𝜋(1 − 𝑒 𝛽𝜔 )
∑ 𝑒 𝛽𝐸𝑛 𝛿(𝐸𝑛 − 𝐸𝑚 − 𝜔)〈𝑛|𝐽𝛽 (𝑥)|𝑚〉〈𝑚|𝐽𝛼 (𝑥′ )|𝑛〉
𝜔→0
𝜔

lim 𝜎𝛽𝛼 (𝜔) = lim

𝜔→0

𝑚𝑛

= 𝜋𝛽 ∑𝑚𝑛 𝑒 𝛽𝐸𝑛 𝛿(𝐸𝑛 − 𝐸𝑚 − 𝜔)〈𝑛|𝐽𝛽 (𝑥)|𝑚〉〈𝑚|𝐽𝛼 (𝑥 ′ )|𝑛〉 .

(2.73)

It is called zero frequency response formula.

2.2

Boltzmann equation

2.2.1

Derivation of Boltzmann equation

The Boltzmann equation can be deduced from the Liouville equation with complicated and
redundant process. In order to clarify the intuitive meaning of Boltzmann equation in physical, we
will start from the general form of the transport equation and derive the Boltzmann equation [143,
144].
𝜕𝑛
𝜕𝑡

+𝑣 ∙

𝜕𝑛
𝜕𝑟

+

𝐹

∙

𝜕𝑛

𝑚 𝜕𝑣

𝜕𝑛

𝜕𝑛

𝜕𝑡 𝑐

𝜕𝑡 𝑠

=( ) +( ) .

(2.74)

The first and second term on right side are the Changing rate of particle number induced by collision
𝜕𝑛

and source respectively. We assume that the term ( ) related to source is absent during the whole
𝜕𝑡 𝑠

process. The interaction range between molecules is far less that the average distance between
molecules in rarefied gas. We only consider the collision between two body and neglect that of three
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body or more. The two molecules with velocity 𝝊 and 𝝎 will change to 𝝊′ and 𝝎′ respectively after
the collision. The average velocity, the velocity difference before and after collision are respectively
labeled as
1

𝑮 = (𝝊 + 𝝎) ,

𝒖′ = 𝝊 ′ − 𝝎 ′ = 𝑢 ′ 𝒖
̂′ .

𝒖 = 𝝊 − 𝝎 = 𝑢𝒖
̂,

2

(2.75)

Without the excitation of intramolecular degrees of freedom and rotational freedom, the collision
will follow the principle of momentum conservation and energy conservation
𝜐2 + 𝜔2 = 𝜐′ 2 + 𝜔′ 2 .

𝝊 + 𝝎 = 𝝊′ + 𝝎′ = 2𝑮 ,

(2.76)

Using the equation (2.75) and (2.76), we can prove that
1

𝝊=𝑮+ 𝒖 ,
2

1

𝝎=𝑮− 𝒖 ,
2

1

𝝊 ′ = 𝑮 + 𝒖′ ,
2

1

𝝎 ′ = 𝑮 − 𝒖′ ,
2

𝑢 = 𝑢′ .

(2.77)

From equation (2.75), we can derive
𝜕(𝑮,𝒖)
𝜕(𝝎,𝝊)

1

=

𝜕(𝝎+2𝒖,𝒖)
𝜕(𝝎,𝝊)

=

𝜕(𝝎,𝒖)
𝜕(𝝎,𝝊)

=

𝜕(𝝎,𝝊−𝝎)
𝜕(𝝎,𝝊)

=

𝜕(𝝎,𝝊)
𝜕(𝝎,𝝊)

=1.

(2.78)

Then, we have
𝑑𝑮𝑑𝒖′ = 𝑑𝝎′ 𝑑𝝊′ .

𝑑𝑮𝑑𝒖 = 𝑑𝝎𝑑𝝊 ,

(2.79)

The volume element of velocity field can be written as
𝑑𝒖′ = 𝑢′ 2 𝑑𝑢′ 𝑑𝒖̂′ .

𝑑𝒖 = 𝑢2 𝑑𝑢𝑑𝒖
̂,

(2.80)

where 𝑑𝑢 (𝑑𝑢′ ) and 𝑑𝒖
̂ (𝑑𝒖̂′ ) are radial element and solid angle respectively. Combining the
equation (2.79), (2.80) with the relationship 𝑢 = 𝑢′ , we can derive the following equation
𝑑𝝎𝑑𝝊𝑑𝒖′ = 𝑑𝝎′ 𝑑𝝊′ 𝑑𝒖 ,

𝑑𝝎𝑑𝝊𝑑𝒖̂′ = 𝑑𝝎′ 𝑑𝝊′ 𝑑𝒖
̂.

(2.81)

The function 𝜎(𝑢, 𝒖
̂ , 𝒖̂′ ) is applied to represent the differential scattering cross section of two
body collision and the function 𝜎(𝑢, 𝒖
̂ , 𝒖̂′ )d𝒖̂′ is used to express the probability of two molecules
with relative velocity 𝒖′ by scattering two molecules with relative velocity 𝒖 in solid angle d𝒖̂′. We
assume that the function 𝑛(𝒓, 𝒗) represents population density with molecule velocity 𝒗 at position
𝒓. Then, the number of cluster A with velocity between 𝝊 and 𝝊 + 𝑑𝝊 in the volume element at
position 𝑟 + 𝑑𝒓 is 𝑛(𝒓,𝒗)𝑑𝒓𝑑𝝊. The number of cluster B with velocity between 𝝎 and 𝝎 + 𝑑𝝎 in
unit volume is 𝑛(𝒓, 𝝎)𝑑𝝎. The two clusters with relative speed 𝒖 = 𝝊 − 𝝎 collide and will be
scattered into molecules with relative speed 𝒖′ . Therefore, the number of collisions per unit time
between two molecules in solid angle can be derived as 𝑛(𝒓, 𝒗)𝑑𝒓𝑑𝝊 ∙ 𝑢𝜎(𝑢,𝒖
̂ , 𝒖̂′ )d𝒖̂′ ∙ 𝑛(𝒓, 𝝎)𝑑𝝎
which shows reduction ratio of the molecule number in 𝑑𝒓𝑑𝝊 caused by collisions. On the other
hand, two molecules with velocity 𝝊′ and 𝝎′ respectively will be scattered into two molecules with
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relative velocity 𝒖 = 𝝊 − 𝝎 via collision. The number of collision in this condition can be similarly
written as 𝑛(𝒓, 𝝊′ )𝑑𝒓𝑑𝝊′ ∙ 𝑢′ 𝜎(𝑢′ , 𝒖̂′ , 𝒖
̂ )d𝒖
̂ ∙ 𝑛(𝒓, 𝝎′ )𝑑𝝎′ which shows increase rate of the
molecule number in 𝑑𝒓𝑑𝝊 caused by collisions. By using the relationship 𝑢 = 𝑢′ and equation
(2.81), it can be further rewritten as 𝑛(𝒓, 𝝊′ )𝑑𝒓𝑑𝝊 ∙ 𝑢𝜎(𝑢, 𝒖
̂ , 𝒖̂′ )d𝒖̂′ ∙ 𝑛(𝒓, 𝝎′ )𝑑𝝎. The net increase
rate induced by collisions in 𝑑𝒓𝑑𝝊 can be calculated by taking integration of variable 𝑑𝝎d𝒖̂′ after
deducting 𝑢𝑛(𝒓, 𝒗)𝑛(𝒓, 𝝎)𝜎(𝑢,𝒖
̂ , 𝒖̂′ )𝑑𝒓𝑑𝝊d𝒖̂′ 𝑑𝝎 from 𝑢𝑛(𝒓,𝝊′ )𝑛(𝒓, 𝝎′ )𝜎(𝑢, 𝒖
̂ , 𝒖̂′ )𝑑𝒓𝑑𝝊d𝒖̂′ 𝑑𝝎.
𝜕𝑛

The net increase rate ( ) can be derived
𝜕𝑡 𝑐

𝜕𝑛

( ) = ∬ d𝒖̂′ 𝑑𝝎𝑢𝜎(𝑢, 𝒖
̂ , 𝒖̂′ )[𝑛(𝒓, 𝝊′ )𝑛(𝒓,𝝎′ ) − 𝑛(𝒓, 𝒗)𝑛(𝒓, 𝝎)] .
𝜕𝑡
𝑐

(2.82)

Substitute (2.82) into (2.74), we have
𝜕𝑛
𝜕𝑡

+𝑣 ∙

𝜕𝑛
𝜕𝑟

+

𝐹

∙

𝜕𝑛

𝑚 𝜕𝑛

= ∬ d𝒖̂′ 𝑑𝝎𝑢𝜎(𝑢, 𝒖
̂ , 𝒖̂′ )[𝑛(𝒓, 𝝊′ )𝑛(𝒓,𝝎′ ) − 𝑛(𝒓, 𝒗)𝑛(𝒓, 𝝎)] .

(2.83)

This is called the Boltzmann equation for simple component of monoatomic molecular gas.
It is better to employ the second quantization to deal with the problem related quantum effect
[145]. We assume that the system Hamiltonian only includes the two body interaction without
external field. It can be expressed in the following
𝐻 = ∑𝑘

ℏ2𝑘2
2𝑚

̅(𝑞)𝑏𝑘† +𝑞 𝑏𝑘† −𝑞 𝑏𝑘 𝑏𝑘 .
𝑏𝑘† 𝑏𝑘 + ∑𝑘1 ,𝑘2 ,𝑞 𝑈
2
1
1
2

(2.84)

where 𝑏𝑘† and 𝑏𝑘 are the creation and annihilation operator of the particle with momentum ℏ𝑘. ℏ𝑘
̅(𝑞) can be written as
represents the momentum transfer. The parameter 𝑈
̅(𝑞 ) = ∫ 𝑑𝑟 𝑒 −𝑖𝒒⋅𝒓 𝑈(𝑟) .
𝑈
𝑉

(2.85)

where V and U(r) are defined as volume and intermolecular interaction potential. Nk represents the
number of particle with momentum ℏ𝑘. The transition probability per unit time that two particles
with momentum ℏ(𝑘 + 𝑞) and ℏ(𝑘 ′ − 𝑞) is respectively scattered into the two particles with
momentum ℏ𝑘 and ℏ𝑘 ′ can be written as
2𝜋
2
̅(𝑞 )𝑏𝑘† 𝑏†′ 𝑏𝑘′ −𝑞 𝑏𝑘−𝑞 |𝑁𝑘 , 𝑁𝑘′ , 𝑁𝑘+𝑞 + 1, 𝑁 𝑘′ −𝑞 + 1〉|
|〈𝑁𝑘 + 1, 𝑁𝑘′ + 1, 𝑁𝑘+𝑞 ,𝑁𝑘′ −𝑞 |𝑈
𝑘
ℏ
× 𝛿[

ℏ2

2𝑚

=

2𝜋
ℏ

(|𝑘 + 𝑞|2 + |𝑘 ′ − 𝑞|2 − 𝑘 2 − 𝑘 ′ 2 )]
2

̅(𝑞 )|2 𝛿 [ ℏ (|𝑘 + 𝑞|2 + |𝑘 ′ − 𝑞|2 − 𝑘 2 − 𝑘 ′ 2 )] .
𝑁𝑘+𝑞 ,𝑁𝑘′ −𝑞 [1 ± 𝑁𝑘 ][1 ± 𝑁𝑘′ ]|𝑈
2𝑚

(2.86)

where the symbol + and – are applied to boson and fermion respectively. One the other hand, The
transition probability per unit time that two particles with momentum ℏ𝑘 and ℏ𝑘 ′ is respectively
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scattered into the two particles with momentum ℏ(𝑘 + 𝑞) and ℏ(𝑘 ′ − 𝑞) can be expressed in the
following
2𝜋
2
̅(𝑞 )𝑏𝑘† 𝑏†′ 𝑏𝑘′ −𝑞 𝑏𝑘−𝑞 |𝑁𝑘 + 1, 𝑁𝑘′ + 1, 𝑁𝑘+𝑞 ,𝑁 𝑘′ −𝑞 〉|
|〈𝑁𝑘 , 𝑁𝑘′ , 𝑁𝑘+𝑞 + 1, 𝑁𝑘′ −𝑞 + 1|𝑈
𝑘
ℏ
× 𝛿[

ℏ2

2𝑚

=

2𝜋
ℏ

(|𝑘 + 𝑞|2 + |𝑘 ′ − 𝑞|2 − 𝑘 2 − 𝑘 ′ 2 )]

̅(𝑞 )|2 𝛿 [
𝑁𝑘 𝑁𝑘′ [1 ± 𝑁𝑘+𝑞 ][1 ± 𝑁 𝑘′ −𝑞 ]|𝑈

ℏ2

2𝑚

(|𝑘 + 𝑞|2 + |𝑘 ′ − 𝑞|2 − 𝑘 2 − 𝑘 ′ 2 )] .

(2.87)

The net increase number of the particle with momentum ℏ𝑘 per unit time can be derived from the
equation (2.86) and (2.87)
𝜕𝑁𝑘
𝜕𝑡

=

2𝜋
ℏ

2

̅(𝑞 )|2 𝛿 [ ℏ (|𝑘 + 𝑞|2 + |𝑘 ′ − 𝑞|2 − 𝑘 2 − 𝑘 ′ 2 )]
∑𝑘′ ,𝑞|𝑈
2𝑚

× [𝑁𝑘+𝑞 ,𝑁𝑘′ −𝑞 [1 ± 𝑁𝑘 ][1 ± 𝑁𝑘′ ] − 𝑁𝑘 𝑁𝑘′ [1 ± 𝑁𝑘+𝑞 ][1 ± 𝑁𝑘′ −𝑞 ]] .

(2.88)

This is Boltzmann equation in quantum version.
If the gas highly nondegenerate, the parameters in equation (2.88) can be replaced as
ℏ

𝑉𝑚3

𝑚

(2𝜋ℏ)3

𝑁𝑘 → 𝑛(𝜐)( )3, ℏ𝑘 → 𝑚𝜐, ℏ𝑞 → 𝑚𝑢1, ℏ𝑘 ′ → 𝑚𝜔, 1 ± 𝑁𝑘 → 1, ∑𝑞 →

∫ 𝑑𝑢1. (2.89)

Then, the Boltzmann equation (2.88) can be rewritten in the following
𝜕𝑛(𝜐) 2𝜋𝑉 2
𝑚𝑢 2 𝑚
̅ ( 1)| 𝛿 [ (|𝜐 + 𝑢1 |2 + |𝜔 − 𝑢1 |2 − 𝜐2 − 𝜔2 )]
=
∬ 𝑑𝜔𝑑𝑢1 |𝑈
𝜕𝑡
ℏ
ℏ
2
× [𝑛(𝜐 + 𝑢1 )𝑛(𝜔 − 𝑢1 ) − 𝑛(𝜐)𝑛(𝜔)] .

(2.90)

Introducing new variables 𝜐′ = 𝜐 + 𝑢1 , 𝜔′ = 𝜔 − 𝑢1 and 𝑢′ = 𝜐 − 𝜔 + 2𝑢1, and employing the
Jacobian matrix
𝜕(𝝎,𝒖𝟏)
𝜕(𝝎,𝒖′)

=[

𝜕(𝝎,𝒖′)

𝜕(𝝎,𝒖𝟏)

−1

]

1

= .

(2.91)

2

We can derive the relationship that transform (𝝎, 𝒖𝟏 ) to (𝝎, 𝒖′ )
1

1

2

2

𝑑𝝎𝑑𝒖𝟏 = 𝑑𝝎𝑑𝒖′ = 𝑑𝝎𝒖′ 𝟐 𝑑𝑢′ 𝑑𝒖̂′ .

(2.92)

One can substitute it into equation (2.90) and use 𝛿 function which can eliminate the integration of
𝑑𝑢′. Then, we can derived the classical Boltzmann equation in uniform space
𝜕𝑛
𝜕𝑡

= ∬ 𝑑𝝎𝑑𝒖′ 𝑢𝜎 [𝑛(𝝊′ )𝑛(𝝎′) − 𝑛(𝝊)𝑛(𝝎)] .

where the differential scattering cross section is 𝜎 =

2.2.2

2𝜋𝑉2
𝑚ℏ

Linearization of Boltzmann equation
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̅(𝑢, 𝒖
|𝑈
̂ ∙ 𝑢′ )|2 .

(2.93)
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In consideration of the complexity of the Boltzmann equation, the particular solution will contribute
to simplify the nonlinear integro-differential equation. The Boltzmann equation without the external
field can be expressed in the following
𝜕𝑛
𝜕𝑡

+𝝊∙

𝜕𝑛
𝜕𝒓

= 𝐶(𝑛, 𝑛) .

(2.94)

where C(n, n) represents the collision term. For the velocity correlation function n and n 1, we have
the collision term in general
1
𝐶(𝑛, 𝑛1 ) = ∬d𝒖̂′ 𝑑𝝎𝑢𝜎(𝑢, 𝒖
̂ , 𝒖̂′ )[𝑛(𝒓, 𝝊′ )𝑛1(𝒓,𝝎′ ) + 𝑛1 (𝒓,𝝊′ )𝑛(𝒓,𝝎′ )
2
−𝑛(𝒓, 𝒗)𝑛1(𝒓,𝝎) − 𝑛1 (𝒓,𝒗)𝑛(𝒓, 𝝎)] .

(2.95)

It is obviously that 𝐶 (𝑛, 𝑛1) = 𝐶(𝑛1 ,𝑛). If the function 𝑛(𝒓, 𝒗) only relates to velocity 𝒗, the left
side of equation (2.94) will be equal to zero. Therefore, we can deduce the following conclusion
from the expression of collision term C(n, n)
𝑛(𝒓,𝝊′ )𝑛(𝒓, 𝝎′ ) − 𝑛(𝒓,𝒗)𝑛(𝒓, 𝝎) = 0 .

(2.96a)

The function 𝑛(𝒓, 𝒗) will be the exact solution of equation (2.94). Equation (2.96) can be rewritten
as
𝑙𝑛𝑛(𝒓,𝝊′ ) + 𝑙𝑛𝑛(𝒓, 𝝎′ ) = 𝑙𝑛𝑛(𝒓, 𝒗) + 𝑙𝑛𝑛(𝒓, 𝝎) .

(2.96b)

It can imply that the quantity 𝑙𝑛𝑛(𝒓,𝒗) + 𝑙𝑛𝑛(𝒓, 𝝎) remains unchanged before and after the
collision which is called the collision invariant. To be more precise, the function 𝜓(𝒗) enables the
following equation established
𝜓(𝝊′ ) + 𝜓(𝝎′ ) = 𝜓(𝒗) + 𝜓(𝝎) .

(2.96)

It is well known that particle number, momentum and kinetic energy are collision invariant. It means
1

that other collision invariant consists of 𝜓(𝒗) = 1 , 𝑚𝒗 , and 𝑚𝒗𝟐 by linear combination.
2

Therefore, it can suppose that the function 𝑙𝑛𝑛(𝒗) has the form
𝑙𝑛𝑛(𝒓, 𝒗) = 𝛼 + 𝛽 ∙ 𝑚𝒗 +

𝛾
𝑚𝒗𝟐
2

⇒ 𝑛(𝒓,𝒗) = 𝑒𝑥𝑝 [𝛼 + 𝛽 ∙ 𝑚𝒗 +

𝛾
2

𝑚𝒗𝟐 ] .

(2.97)

where 𝛼, 𝛽 and 𝛾 are constant. We assume that the particle number per unit volume n0 , average
3

velocity c and thermodynamic energy per particle 𝑘𝐵 𝑇 are given. Then, the parameters 𝛼, 𝛽 and 𝛾
2

can be determined by the following equations
∫ 𝑑𝒗𝑛(𝒗) = 𝑛0 ,
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1
𝑛0
1

∫ 𝑑𝒗𝒗𝑛(𝒗) = 𝑐 ,
𝛾

𝑛0

3

∫ 𝑑𝒗 2 𝑚(𝒗 − 𝒄)𝟐 𝑛(𝒗) = 2 𝑘𝐵 𝑇 .

(2.98)

The stationary Maxwell distribution in uniform space can be derived
𝑛(𝒗) = 𝑛0 (

𝑚

3/2

)

2𝜋𝑘𝐵 𝑇

exp [−

𝑚(𝒗−𝒄)𝟐
2𝑘𝐵 𝑇

].

(2.99)

The constant n 0, c and T are called number density, flow velocity and kinetic temperature
respectively. By the way, the exact solution of Boltzmann equation with external field unrelated to
velocity is called Maxwell-Boltzmann distribution [146]
𝑛(𝒓,𝒗, 𝑡) = 𝜌0 exp [−
where 𝑇 =

−1
𝑘𝐵 𝛾

𝑚𝒗𝟐
2𝑘𝐵 𝑇

−

𝜑(𝑟)
𝑘𝐵 𝑇

],

(2.100)

and 𝜌0 = 𝑒 𝜁 . The right side of equation (2.100) is unrelated to time t which means

the exact solution in Maxwell form can only be stationary Maxwell-Boltzmann distribution in stable
conservative field. Moreover, Boltzmann also realized that the system maintains oscillatory
Maxwell distribution in harmonic field. Its oscillation frequency includes the eigenfrequency of
external field and the double frequency.
The above discussion assumes that the particles, momentum and energy are conservation during
the collision. As a result, the conclusions we derived are suitable for perfect elastic collision. The
Boltzmann equation is hard to solve in general because of the nonlinear collision term. We can mark
the exact stationary solution (2.99) in uniform space as 𝑛𝑀 (𝒗). The small deviation from 𝑛𝑀(𝒗) is
considered
𝑛(𝒓,𝒗, 𝑡) = 𝑛𝑀 (𝒗)[1 + ℎ(𝒓, 𝒗, 𝑡)] ,

(2.101)

where ℎ(𝒓, 𝒗, 𝑡) is regarded as a small perturbation. Substitute equation (2.101) into (2.95) and
notice the relation
𝑛𝑀(𝝊′ )𝑛𝑀(𝝎′) − 𝑛𝑀 (𝒗)𝑛𝑀 (𝝎) = 0 .

(2.102)

We can derive
1
𝐶 (𝑛, 𝑛) = ∬ d𝒖̂′ 𝑑𝝎𝑢𝜎(𝑢,𝒖
̂ , 𝒖̂′ )𝑛𝑀(𝒗)𝑛𝑀 (𝝎)[ℎ(𝒓,𝝊′ ) + ℎ (𝒓, 𝝎′ )
2
−ℎ(𝒓, 𝒗) − ℎ(𝒓, 𝝎) + ℎ (𝒓, 𝝊′ )ℎ(𝒓, 𝝎′ ) − ℎ(𝒓, 𝒗)ℎ(𝒓, 𝝎)] .

(2.103)

The collision term can be rewritten as
𝐶(𝑛, 𝑛) = 𝑛𝑀(𝒗)𝐿(ℎ) + 𝐶(𝑛𝑀 ℎ, 𝑛𝑀 ℎ) .
Here, 𝐿(ℎ) can be defined as
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1
𝐿(ℎ) = ∬ d𝒖̂′ 𝑑𝝎𝑢𝜎(𝑢, 𝒖
̂ , 𝒖̂′ )𝑛𝑀 (𝒗)𝑛𝑀(𝝎)[ℎ(𝒓, 𝝊′ ) + ℎ(𝒓, 𝝎′ ) − ℎ (𝒓, 𝒗) − ℎ(𝒓, 𝝎)] . (2.105)
2

The term 𝐶(𝑛𝑀 ℎ,𝑛𝑀 ℎ) can be neglected due to h is a small amount. The Boltzmann equation
without external field can be approximatively expressed
𝜕ℎ
𝜕𝑡

+𝝊∙

𝜕ℎ
𝜕𝒓

= 𝐿(ℎ) .

(2.106)

This is called the linearized Boltzmann equation [145, 147, 148]. L is the linearized operator of
collision.

2.2.3

Application of Boltzmann equation

The Boltzmann equation is widely applied in domain of plasma, fluid and electronics. This equation
is an ideal starting point to explore the transport problem [149-153]. Here, we discuss the problem
close to the equilibrium state which means every section that macroscopically small enough and
microscopically large enough will achieve equilibrium [154, 155]. This assumption called local
equilibrium is the basis of handling nonequilibrium problem. Moreover, we assume that 𝜏 and T are
the relation time for each small section and the whole system respectively. In k space, function
𝑛(𝒓, 𝒌, 𝒕) describes the particle distribution in sextuple space (𝒓, 𝒌) at time t. the change of
distribution 𝑛(𝒓,𝒌, 𝒕) over time t comes from particle drift and particle collision. The coordinates
and velocity of particles vary continuously during the process of drift, that is 𝑟 → 𝑟 ′ = 𝑟 + 𝒗𝛿𝑟 and
𝒌 → 𝒌′ = 𝒌 + 𝒌̇𝛿𝑡. Therefore, it can be written as
𝜕𝑛
𝜕 𝑛(𝒓, 𝒌, 𝒕) 𝜕𝑟 𝜕𝑛 𝜕𝑘
( ) =
+
𝜕𝑡 𝑑
𝜕𝑟
𝜕𝑡 𝜕𝑘 𝜕𝑡
=𝑣∙

𝜕𝑛
𝜕𝑟

𝜕𝑛
+ 𝑘̇ ∙ .
𝜕𝑘

(2.107)

Actually, collision is an irreversible process which forces the system to bala nce. The particle with
wave vector 𝒌 is scattered into 𝒌′ due to the electron and phonon. 𝜃(𝒌, 𝒌′ ) and 𝜃(𝒌′ , 𝒌) represents
the probability of the process from 𝒌 to 𝒌′ or from 𝒌′ to 𝒌 respectively. the spin remains unchanged
during the scattering. Then, the net decrease a that particles with wave vector 𝒌 is scattered into 𝒌′
per unit time can be written as in the following
𝑎=(

1
2𝜋)3

∫ 𝑑𝒌′ 𝑛(𝒓, 𝒌, 𝒕)[1 − 𝑛(𝒓, 𝒌′ , 𝒕)] 𝜃(𝒌, 𝒌′ ) ,

(2.108a)

where 1 − 𝑛(𝒓, 𝒌′ , 𝒕) represents the unoccupied probability of the particle with wave vector 𝒌′ . The
net increase b that particles with wave vector 𝒌′ is scattered into 𝒌 per unit time can be written as
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in the following
𝑏=

1
(2𝜋)3

∫ 𝑑𝒌′ 𝑛(𝒓, 𝒌′ , 𝒕)[1 − 𝑛(𝒓, 𝒌, 𝒕)] 𝜃(𝒌′ , 𝒌) .

(2.108b)

According to relation time approximation, the variation of distribution resulted from collision can
be further simplified
𝜕𝑛

( ) =

𝑛−𝑛0

𝜕𝑡 𝑐

𝜏

.

(2.109)

If the external field is electric field E at constant temperature, the first term in equation (2.107) is
equal to zero. The motion equation of electron can be written as ℏ𝑘̇ = −𝑒𝐸 according to band theory.
Finally, the Boltzmann equation can be rewritten as
𝑒𝐸 𝜕𝑛
ℏ

∙

𝜕𝑘

=

𝑛−𝑛0
𝜏

.

(2.110)

It is obviously that the distribution depends on electric field. If |𝑒𝐸𝜏| is a small quantity comparing
to fermi energy EF, the distribution function 𝑛(𝒓, 𝒌, 𝒕) expanded in power series can be only retained
the linear parts 𝑛 = 𝑛0 + 𝑛1. Using the relation
𝑛1 =
=

𝜕ℇ
𝜕𝑘

= ℏ𝑣(𝑘), the Boltzmann equation can be derived

𝑒𝐸𝜏 𝜕𝑛0
∙
ℏ 𝜕𝑘

𝑒𝐸𝜏 𝜕𝑛0 𝜕ℇ
∙
ℏ 𝜕ℇ 𝜕𝑘

= 𝑒𝐸𝜏 ∙ 𝑣(𝑘)

𝜕𝑛0
𝜕ℇ

,

(2.111)

where ℇ is electron energy. The equilibrium state does not make contribution to the total current
density. Therefore, the current density induced by perturbation can be written as
𝐽=−
=−

2𝑒
∫ 𝑑 3 𝑘𝑣(𝑘) 𝑛1
(2𝜋) 3
𝑒2

4𝜋3

∫ 𝑑 3𝑘𝜏𝑣(𝑘) 𝐸 ∙ 𝑣(𝑘)

𝜕𝑛0
𝜕ℇ

.

(2.112)

In order to interpret the relation between conductivity and collision, the integration can be
transformed to energy space with spherical surface. The volume element can be expressed as
𝑑 3𝑘 = 𝑑𝑆𝑑𝑘⊥ = 𝑑𝑆𝑑ℰ |

1
∇𝑘 ℰ|

= 𝑑𝑆𝑑ℰ |

1
ℏ𝑣(𝑘)|

,

(2.113)

.

(2.114)

The current density can be rewritten as
𝐽=−
Due to

𝜕𝑛0
𝜕ℇ

𝑒2
4𝜋3

1

∫ 𝑑𝑆𝑑ℰ |ℏ𝑣(𝑘)| 𝜏𝑣(𝑘) 𝐸 ∙ 𝑣(𝑘)

𝜕𝑛0
𝜕ℇ

= −𝛿(ℰ − ℰ𝐹), the current density is simplified the integration over Fermi surface
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𝐽=

𝑒2
4ℏ𝜋3

𝜏(𝑘)

∫ 𝑑𝑆𝐹 |𝑣(𝑘)| 𝑣(𝑘)𝑣(𝑘) ∙ 𝐸 .

(2.115)

It is easily to obtain the conductivity in the following
𝜎=

𝑒2

𝜏(𝑘)

∫ 𝑑𝑆𝐹 |𝑣(𝑘)| 𝑣(𝑘)𝑣(𝑘) .

4ℏ𝜋3

(2.116)

The tensor 𝑣(𝑘)𝑣(𝑘) is the direct product of vector 𝑣(𝑘). The component of tensor can be expressed
𝜎𝛼𝛽 =

𝑒2

𝜏(𝑘)

4ℏ𝜋3

∫ 𝑑𝑆𝐹 |𝑣(𝑘)| 𝑣𝛼 (𝑘)𝑣𝛽 (𝑘) .

(2.117)

It implies that the conductivity depends on shape of Fermi surface. For example, on spherical
Fermi surface, the relaxation time 𝜏(𝑘) of the electron with effective mass m* is unrelated to
direction. Besides the function 𝑣𝛼 (𝑘)𝑣𝛽 (𝑘), the rest are spherically symmetric. That is 𝜎𝛼𝛽 = 0 for
𝛼 ≠ 𝛽 and 𝜎𝛼𝛽 ≠ 0 for 𝛼 = 𝛽 which results in scalar conductivity 𝜎11 = 𝜎22 = 𝜎33 = 𝜎0 . The
expression of 𝜎0 can be written as in the following
1

𝜎0 = (𝜎11 + 𝜎22 + 𝜎33)
3

=
=

𝑒2
∫ 𝑑𝑆𝐹 𝜏(𝑘𝐹 )𝑣𝐹
12ℏ𝜋 3
𝑒2
3ℏ𝜋2

𝜏(𝑘𝐹 )𝑣𝐹 𝑘𝐹2 .

(2.118)

Using the relation 𝑣𝐹 = ℏ𝑘𝐹 /𝑚∗ and 𝑘𝐹 = (3𝑛𝜋 2 )1/3, the scalar conductivity can be simplified in
the following form
𝜎0 =

𝑒2
𝑚∗

𝑛𝜏(𝑘𝐹 ) .

(2.119)

The conductivity equation obtained from the free electron model is in accord with equation (2.119)
in form. The distinction between the two methods is the following two points:
1. the effective mass m* in equation (2.119) replaces the bare mass m of free electron.
2. the relaxation time employs more precisely 𝜏(𝑘𝐹 ) on Fermi surface.

2.3

Linear response in superconductor

For simplicity, we will discuss the interaction between superconductor and electromagnetic field in
static limiting case in this section [156]. In order to seek the delocalization relation between
supercurrent and vector potential A, the discussion will be proceed from BCS theory in weak
magnetic field at temperature T=0. According to linear response theory, the interaction H1 term is
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determined by the increment of kinetic energy in weak magnetic field. The Hamiltonian H1 can be
derived by accurate to the first order of vector potential A
1
2𝑚

2

𝑒

1

(𝑝̂ − 𝐴) −
𝑐

2𝑚

𝑝̂ 2 ≈

𝑖𝑒ℏ
2𝑚𝑐

(𝐴 ∙ ∇ + ∇ ∙ 𝐴) .

(2.120)

where e and c are electron charge and velocity of light respectively. the second quantization of H1
can be expressed as
𝐻1 =

𝑖𝑒ℏ
2𝑚𝑐

∫ 𝛹 † (𝐴 ∙ ∇ + ∇ ∙ 𝐴)𝛹𝑑𝑟 ,

(2.121)

where 𝛹 is the wave function of the system. The Fourier series expansion of A can be derived as
𝐴(𝒓) = ∑𝑞 𝐴(𝒒)𝑒 𝑖𝒒∙𝒓 .

(2.122)

Using the plane wave expansion, the wave function 𝛹 in unit volume can be written as
𝛹(𝒓) = ∑𝑘,𝜎 𝐶𝑘𝜎𝑒 𝑖𝒌∙𝒓 𝜒𝜎 ,

(2.123)

where 𝜎 = ±1. The function 𝜒𝜎 satisfies the relation 𝜒𝜎†′ 𝜒𝜎 = 𝛿𝜎′ 𝜎 and the expression of 𝜒𝜎 is
1
𝜒+ = ( )
0

0
𝜒− = ( ) ,
1

(2.124)

The Hamiltonian (1.121) can be rewritten as
𝐻1 = −

𝑒ℏ
′
∑ 𝐶𝑘†′𝜎 𝐶𝑘𝜎(2𝑘 + 𝑞 ) ∙ 𝐴(𝑞) ∫ 𝑒 𝑖(𝑘+𝑞−𝑘 )∙𝑟 𝑑𝑟
2𝑚𝑐 ′
𝑘,𝑘 ,𝑞,𝜎

𝑒ℏ
=−
∑ 𝐶𝑘†′𝜎 𝐶𝑘𝜎(2𝑘 + 𝑞 ) ∙ 𝐴(𝑞)𝛿(𝑘 + 𝑞−𝑘 ′ )
2𝑚𝑐 ′
𝑘,𝑘 ,𝑞,𝜎

=−

𝑒ℏ
2𝑚𝑐

†
∑𝑘,𝑞,𝜎(2𝑘 + 𝑞 ) ∙ 𝐴(𝑞)𝐶𝑘+𝑞,𝜎
𝐶𝑘𝜎 ,

(2.125)

Using transverse field gauge 𝑞 ∙ 𝐴(𝑞 ) = 0 and abbreviating (𝑘, ↑) and (−𝑘, ↓) as k and -k
respectively, the equation (2.125) can be rewritten as
𝐻1 = −

𝑒ℏ
𝑚𝑐

†
†
∑𝑘,𝑞 𝑘 ∙ 𝐴(𝑞)[𝐶𝑘+𝑞
𝐶𝑘 − 𝐶−𝑘
𝐶−𝑘−𝑞 ] ,

(2.126)

Employing the Bogoliubov transformation (1.38), the equation (2.126) can be expressed by
elementary excitation operator 𝛼 and 𝛼 †
𝐻1 = −

𝑒ℏ
𝑚𝑐

∑𝑘,𝑞 𝑘 ∙ 𝐴(𝑞)[(𝑢𝑘+𝑞 𝑣𝑘 − 𝑢𝑘 𝑣𝑘+𝑞 )(𝛼†𝑘+𝑞 𝛼†−𝑘 + 𝛼𝑘 𝛼−𝑘−𝑞 )

†
+(𝑢𝑘+𝑞 𝑢𝑘 + 𝑣𝑘+𝑞 𝑣𝑘 )(𝛼†𝑘+𝑞 𝛼𝑘 − 𝛼−𝑘
𝛼−𝑘−𝑞 )] .

(2.127)

According to quantum mechanics, the second quantization form of current density operator deduced
by continuity equation in magnetic field can be expressed as
𝑗̂(𝑟) =

𝑒ℏ
𝑒2 †
[𝛹 † (𝛻𝛹) − (𝛻𝛹 † )𝛹] −
𝛹 𝐴𝛹
𝑖𝑚𝑐
𝑚𝑐

= 𝑗̂1(𝑟) + 𝑗̂2 (𝑟) ,
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where
𝑗̂1(𝑟) =
=

𝑒ℏ
𝑖𝑚𝑐
𝑒ℏ
2𝑚

†
†
∑𝑘,𝑞(2𝑘 + 𝑞 )𝑒 −𝑖𝑞∙𝑟 (𝐶𝑘+𝑞
𝐶𝑘 − 𝐶−𝑘
𝐶−𝑘−𝑞 ) ,
𝑒2

𝑗̂2(𝑟) = −
=−

[𝛹 † (𝛻𝛹) − (𝛻𝛹 † )𝛹]

𝑚𝑐
𝑒2
𝑚𝑐

(2.128a)

𝛹 † 𝐴𝛹
†
†
𝐴(𝑟) ∑𝑘,𝑞 𝑒 −𝑖𝑞∙𝑟 (𝐶𝑘+𝑞
𝐶𝑘 + 𝐶−𝑘
𝐶−𝑘−𝑞 ) .

(2.128b)

In equation (2.128b), the sign " − " imply that it represents the reverse flow. In weak magnetic field,
it only need to calculate the first order of A. The current response of 𝑗̂2 at temperature T=0 can be
derived by taking average of 𝑗̂2 in the ground state without external field
𝑗̂2 (𝑟) = 〈𝑗̂ 2(𝑟)〉0
=−

𝑒2
𝑚𝑐

†
†
𝐴(𝑟) ∑𝑘,𝑞 𝑒 −𝑖𝑞∙𝑟 〈0|(𝐶𝑘+𝑞
𝐶𝑘 + 𝐶−𝑘
𝐶−𝑘−𝑞 )|0〉0 .

(2.129)

In this equation, only the component q=0 contributes to current density. Using the relation
†
〈0|(𝐶𝑘† 𝐶𝑘 )|0〉0 = 〈0|(𝐶−𝑘
𝐶−𝑘 )|0〉0 = 𝑣𝑘2, we have

𝑗̂2(𝑟) = −

𝑒2
𝑚𝑐

𝐴(𝑟) ∑𝑘 2𝑣𝑘2 = −

𝑒2
𝑚𝑐

𝜀

𝐴(𝑟) ∑𝑘 (1 − 𝑘 ) .
𝜉𝑘

(2.130)

The second term in summation makes no contribution to 𝑗̂ 2 because it is an odd function of 𝜀𝑘. There
has the relation ∑𝑘 1 = 𝑛 in unit volume of sample where n represents the electron density. We
arrive
𝑗̂2(𝑟) = −

𝑛𝑒 2
𝑚𝑐

𝐴(𝑟) = −

𝑐 −2
𝜆 (0)𝐴(𝑟)
4𝜋 𝐿

.

(2.131)

where 𝜆𝐿 (0) is the penetration depth. This is known as London equation which remains unchanged
in both normal state and superconducting state. The component 𝑗̂1 is expected to be the critical
points in calculating 𝑗̂. the current density 𝑗̂1 can be expressed by elementary excitation operator
𝑗̂1 =

𝑒ℏ
2𝑚

†
†
∑𝑘,𝑞(2𝑘 + 𝑞 )𝑒 −𝑖𝑞∙𝑟 [(𝑢𝑘+𝑞 𝑣𝑘 − 𝑢𝑘 𝑣𝑘+𝑞 )(𝛼𝑘+𝑞
𝛼−𝑘
+ 𝛼𝑘 𝛼−𝑘−𝑞 )
†
+(𝑢𝑘+𝑞 𝑢𝑘 + 𝑣𝑘+𝑞 𝑣𝑘 )(𝛼†𝑘+𝑞 𝛼𝑘 − 𝛼−𝑘
𝛼−𝑘−𝑞 )] .

(2.132)

In order to accurate calculate 𝑗̂1, the vector potential A impacted on superconducting ground state
has to take into consideration. The perturbed state that is accurate to the first order of A can be
derived by using perturbation theory
|0⟩1 = |0⟩0 + ∑′𝑙 |0⟩0

0 ⟨𝑙 |𝐻1|0⟩0

𝐸0−𝐸1

,

(2.133)

where the superscript in summation means 𝑙 ≠ 0. Then, the current density 𝑗̂1 can be rewritten as
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0
𝑗1 = 0⟨𝑙0|𝑗̂1|0⟩0 + ∑′𝑙 [

⟨0|𝑗̂ 1|𝑙⟩0 0 ⟨𝑙|𝐻1 |0⟩0
𝐸0−𝐸1

+

0⟨0|𝐻1 |𝑙⟩0 0 ⟨𝑙 |𝑗̂ 1|0⟩0

𝐸0 −𝐸1

] +∙∙∙ .

(2.134)

†
From the expression of equation (2.127) and (2.132), it shows that only the term 𝛼𝑘+𝑞
𝛼†−𝑘 in 𝑗̂1 and

𝐻1 is nonzero. The intermediate state can be selected as
†
|𝑙 ⟩0 = 𝛼𝑘+𝑞
𝛼†−𝑘 |0⟩ ,

𝐸0 = 0 ,

𝐸𝑙 = 𝜉𝑘+𝑞 + 𝜉𝑘 .

(2.135)

The matrix element can be derived as
0⟨0|𝑗̂1 |𝑙 ⟩0

=

0⟨𝑙|𝐻1|0⟩0

𝑒ℏ

(2𝑘 + 𝑞 )𝑒 𝑖𝑞∙𝑟 (𝑢𝑘+𝑞 𝑣𝑘 − 𝑢𝑘 𝑣𝑘+𝑞 ) ,

2𝑚

=−

𝑒ℏ
𝑚𝑐

𝑒ℏ

0⟨𝑙 |𝑗̂1|𝑙0⟩0

=

0⟨0|𝐻1 |𝑙 ⟩0

=−

0⟨0|𝑗̂1 |0⟩0

=0.

2𝑚

𝑘 ∙ 𝐴(𝑞)(𝑢𝑘+𝑞 𝑣𝑘 − 𝑢𝑘 𝑣𝑘+𝑞 ) ,

(2𝑘 + 𝑞 )𝑒 −𝑖𝑞∙𝑟 (𝑢𝑘+𝑞 𝑣𝑘 − 𝑢𝑘 𝑣𝑘+𝑞 ) ,
𝑒ℏ

𝑚𝑐

𝑘 ∙ 𝐴(−𝑞)(𝑢𝑘+𝑞 𝑣𝑘 − 𝑢𝑘 𝑣𝑘+𝑞 ) ,
(2.136)

Substituting (2.136) into (2.134), we arrive
1 𝑒ℏ 2

𝑗1 = ( ) ∑𝑘,𝑞(𝑢𝑘+𝑞 𝑣𝑘 − 𝑢𝑘 𝑣𝑘+𝑞 )
𝑐 𝑚

2 (2𝑘+𝑞 )𝑘∙𝐴(𝑞) −𝑖𝑞∙𝑟
𝑒
𝜉𝑘 +𝑞 +𝜉𝑘

.

(2.137)

𝑞

Replacing k by 𝑘 − , the Fourier transform of 𝑗̂1 can be written in following symmetric form
2

2 𝑒ℏ 2

2

𝑗1 = ( ) ∑𝑘,𝑞(𝑢𝑘+𝑞/2𝑣𝑘−𝑞/2 − 𝑢𝑘−𝑞/2𝑣𝑘+𝑞/2 )
𝑐 𝑚

𝑘 [𝑘∙𝐴(𝑞 )]
𝜉𝑘−𝑞/2+𝜉𝑘 +𝑞/2

.

(2.138)

Notice that the relation 𝐴(𝑞 ) ⊥ 𝑞 due to the transverse field gauge 𝑞 ∙ 𝐴(𝑞 ) = 0. The polar axis is
chosen as polar axis and the angle between k and q is named 𝜃. The integration instead of summation
only along the direction of 𝐴(𝑞 )
𝑗1 =

2
𝑐(2𝜋)3

𝑒ℏ 2

2𝜋

+1

∞

( ) ∫0 cos 2 𝜙 𝑑𝜙 ∫−1 sin2 𝜃 𝑑𝑐𝑜𝑠𝜃 ∫0 𝑘 4 𝑑𝑘
𝑚
2

× (𝑢𝑘+𝑞/2 𝑣𝑘−𝑞/2 − 𝑢𝑘−𝑞/2 𝑣𝑘+𝑞/2 )

𝐴 (𝑞 )
𝜉𝑘−𝑞/2 +𝜉𝑘+𝑞/2

.

(2.139)

For simplicity, we define 𝜀± = 𝜀𝑘±𝑞/2 , 𝜉± = 𝜉𝑘±𝑞/2 = √𝜀2± + ∆2 , 𝑢± = 𝑢𝑘±𝑞/2 , 𝑣± = 𝑣𝑘±𝑞/2
and 𝑍 = cos 𝜃 respectively. Then, equation (2.139) can be rewritten as
𝑗1 =
≈

2
𝑐(2𝜋)3

𝑒ℏ 2

2𝜋

+1

𝐴 (𝑞 )

∞

( ) ∫0 cos 2 𝜙 𝑑𝜙 ∫−1 (1 − 𝑍 2 )𝑑𝑍 ∫0 𝑘 4 𝑑𝑘 (𝑢+ 𝑣− − 𝑢−𝑣+ )2
𝑚
𝜉

𝑘3𝐹𝑒 2
+1
∫ (1
4𝑚𝑐𝜋2 −1

− +𝜉+

∞

− 𝑍 2 )𝑑𝑍 ∫−∞ 𝑑𝜀 (𝑢+ 𝑣− − 𝑢− 𝑣+ )2

𝐴 (𝑞 )
𝜉− +𝜉+

.

(2.140)

where energy 𝜀 counts from fermi surface EF and the part (𝑢+ 𝑣− − 𝑢− 𝑣+ )2/(𝜉− + 𝜉+ ) is the
function of variable 𝜀 and Z. Using the relation (𝑢+𝑣− − 𝑢−𝑣+ )2 = (𝜉− 𝜉+ − 𝜀−𝜀+ − ∆2 )/(2𝜉− 𝜉+ )
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and 𝑘𝐹3 = 3𝑛𝜋 2 , the current density 𝑗1 can be expressed as
𝑗1 =

3𝑐𝐴(𝑞 )

+1

16𝜋𝜆−2
𝐿 (0)

∞

∫−1 (1 − 𝑍 2 )𝑑𝑍 ∫−∞ 𝑑𝜀

𝜉− 𝜉+ −𝜀−𝜀+ −∆2
2𝜉− 𝜉+ (𝜉− +𝜉+ )

.

(2.141)

Finally, the Fourier transform of total current density can be written in the following
𝒋(𝒒) = −

𝑐
4𝜋

𝑲(𝒒)𝑨(𝒒) ,

(2.141a)

where the function 𝑲(𝒒) unrelated to orientation can be expressed as
𝑲(𝒒) =

1

3

𝜆−2
𝐿 (0)

+1

∞

[1 − ∫−1 (1 − 𝑍 2 )𝑑𝑍 ∫−∞ 𝑑𝜀
4

𝜉− 𝜉+ −𝜀−𝜀+ −∆2
2𝜉− 𝜉+ (𝜉− +𝜉+ )

].

(2.142)

In order to calculate the current density 𝒋(𝒒), the discussion is divided into three cases.
Case I: ∆= 0
This condition results in 𝜉± = |𝜀± |. Therefore, equation (2.142) can be simplified as
𝑲𝑰 (𝒒) =

1

3

𝜆−2
𝐿 (0)

+1

|𝜀−||𝜀+|−𝜀−𝜀+

∞

[1 − ∫−1 (1 − 𝑍 2 )𝑑𝑍 ∫−∞ 𝑑𝜀 |
4
2𝜀

−||𝜀+|(|𝜀−|+|𝜀+|)

].

(2.142a)

The function (|𝜀− ||𝜀+| − 𝜀− 𝜀+)/2|𝜀−||𝜀+| with the same sign of 𝜀− and 𝜀+ equals zero. While the
function (|𝜀− ||𝜀+| − 𝜀−𝜀+)/2|𝜀−||𝜀+| with the opposite sign of 𝜀− and 𝜀+ equals one, the
1

integration can be derived by using the relation 𝜀± ≈ 𝜀 ± ℏ𝑞𝑣𝐹 𝑍
2

1

|𝜀− ||𝜀+|−𝜀−𝜀+

∞

∫−∞ 𝑑𝜀 2|𝜀

− ||𝜀+|(|𝜀−|+|𝜀+|)

ℏ𝑞𝑣𝐹𝑍

𝑑𝜀

≈ ∫2 1

−2ℏ𝑞𝑣𝐹𝑍 𝜀+ −𝜀−

=1.

(2.143)

Therefore,
𝑲𝑰 (𝒒) =

1
𝜆−2
𝐿 (0)

3

+1

[1 − ∫−1 (1 − 𝑍 2 )𝑑𝑍] = 0 .
4

(2.142a)

Case II: ∆≠ 0 and 𝑞𝜉0 ≪ 1
The coherent length 𝜉0 is

ℏ𝑣𝐹
𝜋∆(0)

which belongs to situation 𝑞 → 0. Then, the function 𝜀± and 𝜉± tend

to zero with 𝑞 → 0. The equation (2.142) can be derived as integration goes to zero
𝑲(𝒒) → 𝑲𝑰𝑰 (𝒒) =

1
𝜆−2
𝐿 (0)

.

(2.142b)

Case III: ∆≠ 0 and 𝑞𝜉0 ≫ 1
In this case, we have ℏ𝑞𝑣𝐹 ≫ 𝜋∆(0) . In order to calculate 𝑲(𝒒) , we first rewrite 𝑲𝑰 (𝒒) in
following form
𝑲𝑰 (𝒒) =
≈
=

1
𝜆−2
𝐿 (0)
1
𝜆−2
𝐿 (0)
1
𝜆−2
𝐿 (0)

3

+1

|𝜀−||𝜀+|−𝜀−𝜀+

∞

[1 − ∫−1 (1 − 𝑍 2 )𝑑𝑍 ∫−∞ 𝑑𝜀 |
4
2𝜀

−||𝜀+|(|𝜀−|+|𝜀+|)

3

+1

1

ℏ𝑞𝑣𝐹𝑍

[1 − ∫−1 (1 − 𝑍 2 )𝑑𝑍 ∫21
4
− ℏ𝑞𝑣
2

3

+1

∞

[1 − ∫−1 (1 − 𝑍 2 )𝑑𝑍 ∫−∞
4
𝜀

𝑑𝜀

]

]

𝐹𝑍 𝜀+ −𝜀−

𝑑𝜀

+ −𝜀−
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=

1

3

𝜆−2
𝐿 (0)

+1

∞

[1 − ∫−1 (1 − 𝑍 2 )𝑑𝑍 ∫−∞
8
𝜀

𝑑𝜀

+ −𝜀−

[(2𝜃(𝜀+) − 1) − (2𝜃(𝜀−) − 1)]] .

(2.142c)

where 𝜃(𝜀+ ) and 𝜃(𝜀−) are step function. Using the relation 𝜉+2 − 𝜉−2 = 𝜀+2 − 𝜀−2 , we deduce the
following equation
1
𝜉− +𝜉+

[1 −

𝜀− 𝜀+ +∆2
𝜉− 𝜉+

]=

2∆2

1

1

𝜀2+ −𝜀2− 𝜉+

𝜉−

[ −

]+

1

𝜀+

[

𝜀+ −𝜀− 𝜉+

−

𝜀−
𝜉−

].

(2.144)

Then, equation (2.142) can be rewritten as
𝑲(𝒒) = 𝑲(𝒒) − 𝑲𝑰 (𝒒)
=

−3

+1

8𝜆−2
𝐿 (0)

∞

1

∫−1 (1 − 𝑍 2 )𝑑𝑍 ∫−∞ 𝑑𝜀 {𝜉

− +𝜉+

[1 −

𝜀−𝜀+ +∆2

]−

𝜉− 𝜉+

1
𝜀+ −𝜀−

[(2𝜃(𝜀+) − 1) −

(2𝜃(𝜀−) − 1)]}
=

−3

+1

8𝜆−2
𝐿 (0)

−

2∆2

∞

1

1

∫−1 (1 − 𝑍 2 )𝑑𝑍 ∫−∞ 𝑑𝜀 {𝜀2 −𝜀2 [𝜉 − 𝜉 ] + 𝜀
+

1
𝜀+ −𝜀−

−

+

1

+ −𝜀−

−

𝜀+

[

𝜉+

−

𝜀−
𝜉−

]

[(2𝜃(𝜀+) − 1) − (2𝜃(𝜀−) − 1)]} .

(2.145)

1

Considering 𝜀± ≈ 𝜀 ± ℏ𝑞𝑣𝐹 𝑍, it is clear that 𝜀+ − 𝜀− = ℏ𝑞𝑣𝐹 𝑍 is unrelated to 𝜀. We arrive the
2

following conclusion
∞

|𝜀|→∞

𝜀

∫−∞ 𝑑𝜀 [ |𝜉± | − 2𝜃(𝜀+ ) + 1] ⇒
±

∞

𝜀

∫−∞ 𝑑𝜀 [|𝜉± | − 2𝜃(𝜀+) + 1] = 0 .

(2.146)

±

Then, the equation (2.145) can be further simplified as
𝑲(𝒒) =

=

−3∆2

+1
∫−1 (1
4𝜆−2
𝐿 (0)

∞

− 𝑍 2 )𝑑𝑍 ∫−∞ 𝑑𝜀

1

1

𝜀2+ −𝜀2− 𝜉+

1

𝜉−

−3∆2
+1 (1−𝑍2)
∞ 𝑑𝜀
∫−1 𝑍 𝑑𝑍 ∫−∞ 𝜀 [
8 ℏ𝑞𝑣𝐹𝜆−2
(0)
𝐿

[ −

]

1
2
√(𝜀+1ℏ𝑞𝑣𝐹𝑍) +∆2
2

−

1
2
√(𝜀−1ℏ𝑞𝑣𝐹𝑍) +∆2
2

].

(2.145a)

The integration at 𝑍 = 0 is the major contribution to 𝑲(𝒒). Taking the following measures
1. Replace the slowly changing factor (1 − 𝑍 2 ) by 1 at 𝜀 = 0.
2. Change the variable Z to 𝜁 = ℏ𝑞𝑣𝐹 𝑍.
3. The limits of integration can be extrapolated to ±∞ due to 𝑞𝜉0 ≫ 1
Therefore, the integration can be written as
𝑲(𝒒) ≈

3∆
∞ 𝑑𝜁 ∞ 𝑑𝜀
∫−∞ 𝜁 ∫0 𝜀 [
4𝜋 𝑞𝜉0 𝜆−2
(0)
𝐿
√

1

=

−3∆
∞ 𝑑𝜀 𝑎𝑟𝑠𝑖𝑛ℎ(𝜀/∆)
∫0 𝜀 √ 2 2 .
𝜋𝑞𝜉0 𝜆−2
𝜀 +∆
𝐿 (0)

2
(𝜀+1𝜁) +∆2
2

Let 𝑥 = 𝑎𝑟𝑠𝑖𝑛ℎ(𝜀/∆), we arrive the following equation
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−

1
2
√(𝜀−1𝜁 ) +∆2
2

]

(2.145b)
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∞

𝑲𝑰𝑰𝑰 (𝒒) =

3
𝑥𝑑𝑥
∫
(𝑥 )
(
)
sinh
𝜋𝑞𝜉0 𝜆−2
0
𝐿
0

=
=

3
𝜋𝑞𝜉0 𝜆−2
𝐿 (0)
3𝜋
4𝑞𝜉0

∙

𝜋2
4

𝐾(0) .

(2.147)

In existence of electromagnetic field, the interaction between electron and the field can be
regarded as the coupling between electron and photon. The Hamiltonian can be written as
𝐻=
=

1

𝑒

2𝑚

2

(𝑝̂ − 𝐴) + 𝑒𝛷 + 𝐻𝑝ℎ𝑜𝑡𝑜𝑛
𝑐

𝑝̂ 2
𝑒
𝑒2
(𝑝̂ ∙ 𝐴 + 𝐴 ∙ 𝑝̂ ) +
−
𝐴 ∙ 𝐴 + 𝑒𝛷 + 𝐻𝑝ℎ𝑜𝑡𝑜𝑛
2𝑚 2𝑚𝑐
2𝑚𝑐 2

= 𝐻0 + 𝑉 ,

(2.148)

where
𝐻0 =

𝑝̂2
2𝑚

𝑉=−
𝑙𝑒𝑡 ∇∙𝐴=0

⇒

=−

+ 𝑒𝛷 + 𝐻𝑝ℎ𝑜𝑡𝑜𝑛

𝑒
𝑒2
(𝑝̂ ∙ 𝐴 + 𝐴 ∙ 𝑝̂ ) +
𝐴 ∙𝐴
2𝑚𝑐
2𝑚𝑐 2
𝑒

2𝑚𝑐

𝐴 ∙ 𝑝̂ +

𝑒2
2𝑚𝑐2

𝐴 ∙𝐴 .

(2.148a)

The 𝐻0 includes Hamiltonian of electron and electromagnetic field. The V leads to electron
transition. It can be neglected while only considering the energy spectrum in Coulomb field.
Moreover, the term
term −

𝑒
2𝑚𝑐

𝑒2
2𝑚𝑐2

𝐴 ∙ 𝐴 is negligible in weak magnetic field because it is much smaller than

𝐴 ∙ 𝑝̂ .

Here, we will briefly analyze the effect of photon in superconductor. The total momentum of
cooper pair (𝑘 ↑, −𝑘 ↓) without current-carrying is zero. Due to the photon, the fermi sphere moves
the distance 𝛿𝑘 with the corresponding cooper pair (𝑘 + 𝛿𝑘 ↑, −𝑘 + 𝛿𝑘 ↓), total momentum 2ℏ𝛿𝑘
and center-of mass velocity ℏ𝛿𝑘/𝑚. The current density induced by electron motion can be written
as
𝑗=−

𝑛𝑒ℏ𝛿𝑘
𝑚

.

(2.149)

The copper pairs with invariant total momentum is scattered from state (𝑘 ↑, −𝑘 ↓) to (𝑘 + 𝛿𝑘 ↑
, −𝑘 + 𝛿𝑘 ↓) because of the interaction between electron and electromagnetic. Therefore, the
undamped supercurrent will persist without external field. The increase of kinetic induced by the
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Figure 2.1 Schematic picture for superconducting ground state (left) and current-carrying superconducting state (right).

displacement of fermi sphere results in up limit of 𝑗. It means the superconducting phase is no longer
exist if the increase kinetic is greater than condensation energy, that is 𝑛(ℏ𝛿𝑘)2 /(2𝑚) > 𝑔(0)∆2 /2.
Thus, the energy of photon should smaller than value 𝑔(0)∆2 /2. The critical superconducting
current satisfies the following condition
𝑗<

𝑛𝑒ℏ
𝑚

√

2𝑚 𝑔(0)∆2
𝑛

∙

2

= 𝑒ℏ√

2𝑛
𝑚

𝐸𝑝ℎ ,

where 𝑔(0), ∆ and 𝐸𝑝ℎ are density of state, energy gap and photon energy respectively.
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Chapter 3

Nonlinear response for strong electron-photon coupling in normal
metal and the Floquet formalism

3.1

The picture in quantum mechanics

3.1.1

Time evolution operator and axiomatic hypothesis

At the beginning of establishment of quantum mechanics, Erwin Schrodinger and Werner Karl
Heisenberg founded the wave mechanics in 1926 and matrix mechanics in 1925 respectively [157161]. The physicists found that the two representation are functionally equivalent. The importance
of the representations not only lies in its application, but its presentation and development is also
closely related to the axiomatic hypothesis of quantum mechanics. One of axiomatic hypothesis can
be expressed as, “the states of quantum system can be described by state vector |𝜓⟩ in Hilbert space,
every observable quantity is associated with Hermitian operator acting on space. [1 62]” We can
choose a quantum mechanical operator A with a set of orthogonally and complete eigenvectors.
That is
{|𝑎 𝑖 ⟩} = {|𝑎1 ⟩,𝑎 2 ⟩, ⋯ } ,

𝐴|𝑎 𝑖 ⟩ = 𝑎 𝑖 |𝑎 𝑖 ⟩ ,

∑𝑖 |𝑎 𝑖 ⟩⟨𝑎 𝑖 | = 1 ,

⟨𝑎 𝑖 ||𝑎𝑗⟩ = 𝛿𝑖𝑗 .

(3.1)

Here eigenvalue ai is discrete and can be easily generalized to continuous situation. Any state vector
|𝜓⟩ of the system can be expanded by using basis vector |𝑎 𝑖 ⟩
|𝜓⟩ = ∑𝑖 |𝑎 𝑖 ⟩⟨𝑎 𝑖 |𝜓⟩ = ∑𝑖 𝐶𝑖 |𝑎𝑖 ⟩ .

(3.2)

where 𝐶𝑖 = ⟨𝑎 𝑖 |𝜓⟩. The equation (3.2) can be explained by the simple and visual geometric method.
The basis vector |𝑎 𝑖 ⟩ can be regarded as the unit vector along the orthogonal coordinate axis in
Hilbert space. The coordinate component of state vector |𝜓⟩ in Hilbert space is 𝐶𝑖 = ⟨𝑎 𝑖 |𝜓⟩.
The discussion above is only considered the system on specified time t0. However, the system
varying with time is, in essence, allocation of the time evolution operator to mechanical operator or
wave function. For the mechanical operator A with implicit time in field theory, the relation between
its derivative with respect to time and Hamiltonian H can be written as
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𝑑𝐴
𝑑𝑡

= {𝐴,𝐻} .

(3.3)

Comparing the fundamental commutation relation in quantum mechanics to Poisson bracket of
generalized coordinates
[𝑞𝑖 , 𝑝𝑗 ] = 𝑖ℏ𝛿𝑖𝑗 ,

{𝑞𝑖 , 𝑝𝑗 } = 𝛿𝑖𝑗 .

(3.4)

It results in important assumption which is called the corresponding relation between classical and
quantum Poisson bracket
{𝐴, 𝐻} ⟷

1
𝑖ℏ

̂] .
[𝐴̂,𝐻

(3.5)

Applying equation (3.5) to (3.3), the solution can be derived as following
𝐴̂(𝑡) = 𝑒 𝑖𝐻̂𝑡/ℏ 𝐴̂(0)𝑒 −𝑖𝐻̂𝑡/ℏ .

(3.6)

The mechanical operator 𝐴̂ acting on ground state can be written as
〈𝐴̂〉 = ⟨𝜓(0)|𝐴̂|𝜓(0)⟩ = ⟨𝜓(0)|𝑒 𝑖𝐻̂𝑡/ℏ 𝐴̂(0)𝑒 −𝑖𝐻̂𝑡/ℏ|𝜓(0)⟩ .

(3.7)

̂ = 𝑒 −𝑖𝐻̂𝑡/ℏ enable the physical quantity or wave function varying
The time evolution operator 𝑈
with time, but not change the eigenvalue, i.e. ⟨𝜓|𝜓⟩ = ⟨𝜓|𝑈† 𝑈|𝜓⟩ . It also reflects the most
important property of unitary operator, i.e. 𝑈† = 𝑈−1.
Actually, state 𝜓(𝑡) can associate with initial state by using time evolution operator 𝑈(𝑡, 𝑡0 )
|𝜓(𝑡)⟩ = 𝑈(𝑡, 𝑡0 )|𝜓(𝑡0 )⟩ .

(3.8)

The exact form of 𝑈(𝑡,𝑡0 ) depends on the Hamiltonian in Schrodinger equation. Substituting
equation (3.8) into Schrodinger equation, we have
𝑖ℏ

𝜕
𝑈(𝑡, 𝑡0 )|𝜓(𝑡0 )⟩ = 𝐻𝑈(𝑡, 𝑡0 )|𝜓(𝑡0)⟩
𝜕𝑡
𝑖ℏ

𝜕
𝜕𝑡

𝑈(𝑡, 𝑡0) = 𝐻𝑈(𝑡, 𝑡0 ) .

(3.9)

According to the form of Hamiltonian, the solution can be divided into two cases.
Case 1. The solution for the initial condition 𝑈(𝑡0,𝑡0 ) = 1 and the Hamiltonian with implicit time
can be expressed as
𝑈(𝑡, 𝑡0 ) = 𝑒 −𝑖𝐻̂(𝑡−𝑡0)/ℏ .

(3.10)

This time evolution operator is called unitary operator. Hence, the normalization of state vectors do
not change over time, that is to say, the state 𝜓(𝑡) is normalized at any time if initial state 𝜓(𝑡0 ) is
normalized as well.
Case 2. For Hamiltonian with explicit time and the initial condition 𝑈(𝑡0 ,𝑡0 ) = 1, equation (3.10)
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is no longer valid because H(t1) and H(t2 ) may not commute with each other. However, the time
evolution differential equation (3.9) can be solved in principle. Integral both sides of equation (3.9)
with respect to time t, we have
𝑡

𝑖ℏ𝑈(𝑡1 ,𝑡0 )|𝑡𝑡0 = ∫𝑡 𝐻(𝑡1 )𝑈(𝑡1 ,𝑡0 )𝑑𝑡1
0

𝑈(𝑡, 𝑡0 ) = 1 +

1 𝑡
∫ 𝐻(𝑡1)𝑈(𝑡1, 𝑡0)𝑑𝑡1 .
𝑖ℏ 𝑡0

(3.11)

This integral equation can obtain series solution by using successive substitutions
𝑈(𝑡, 𝑡0 ) = 1 +

1 𝑡
1 𝑡
∫ 𝐻(𝑡1) [1 + 𝑖ℏ ∫𝑡 2 𝐻(𝑡2)𝑈(𝑡2 ,𝑡0 )𝑑𝑡2 ]𝑑𝑡1
𝑖ℏ 𝑡0
0
1 𝑛

𝑡

𝑡

𝑡

0

0

0

=⋯

1
𝑛−1
= 1 + ∑∞
𝑑𝑡𝑛𝐻(𝑡1)𝐻(𝑡2 )⋯ 𝐻(𝑡𝑛 ) .
𝑛=1 (𝑖ℏ) ∫𝑡 𝑑𝑡1 ∫𝑡 𝑑𝑡2 ⋯ ∫𝑡

(3.12)

The variables 𝑡1, 𝑡2, ⋯ 𝑡𝑛 in integration must satisfy the relation
𝑡 ≥ 𝑡1 ≥ 𝑡2 ≥ ⋯ ≥ 𝑡𝑛−1 ≥ 𝑡𝑛 ≥ 𝑡0 .

(3.13)

In order to simplify the expression of 𝑈(𝑡, 𝑡0), we introduce the step function
𝜃(𝑡 − 𝑡 ′ ) = {

1, 𝑓𝑜𝑟 𝑡 > 𝑡 ′
.
0, 𝑓𝑜𝑟 𝑡 < 𝑡 ′

(3.14)

Then, equation (3.12) can be rewritten as following
1 𝑛

𝑡

𝑡

𝑡

0

0

0

𝑈(𝑡, 𝑡0 ) = 1 + ∑∞
𝑛=1 ( 𝑖ℏ) ∫𝑡 𝑑𝑡1 ∫𝑡 𝑑𝑡2 ⋯ ∫𝑡 𝑑𝑡𝑛𝜃 (𝑡 − 𝑡1)
× 𝜃(𝑡1 − 𝑡2 )𝜃(𝑡𝑛−1 − 𝑡𝑛)𝐻(𝑡1)𝐻(𝑡2) ⋯ 𝐻(𝑡𝑛) .

(3.15)

Moreover, we define the sequential operator C which serves to arrange a series of time function in
chronological order, that is to say, the function of earliest time is frontmost and vice versa.
𝐶 [𝐻(𝑡1)𝐻(𝑡2) ⋯ 𝐻(𝑡𝑛)] = ∑ 𝜃(𝑡 − 𝑡1)𝜃(𝑡1 − 𝑡2 )𝜃(𝑡𝑛−1 − 𝑡𝑛)𝐻(𝑡1)𝐻(𝑡2 )⋯ 𝐻(𝑡𝑛 ) .

(3.16)

The summation including all the permutations of time 𝑡1 ,𝑡2 ,⋯ 𝑡𝑛 has 𝑛! terms. However, there is
only one term is nonzero.
1

1 𝑛

𝑡

𝑡

𝑡

0

0

0

𝑈(𝑡, 𝑡0 ) = 1 + ∑∞
𝑛=1 𝑛! ( 𝑖ℏ) ∫𝑡 𝑑𝑡1 ∫𝑡 𝑑𝑡2 ⋯ ∫𝑡 𝑑𝑡𝑛𝐶[𝐻(𝑡1 )𝐻(𝑡2) ⋯ 𝐻(𝑡𝑛 )] .

(3.17)

Every integral term in equation (3.17) has the same contribution. Therefore, the time evolution
operator can be rewritten in more compact form
1

1 𝑛

𝑛

𝑡

𝑈(𝑡, 𝑡0 ) = 1 + ∑∞
𝑛=1 𝑛! ( 𝑖ℏ) (∫𝑡 𝐻(𝑡1 )𝑑𝑡1)
0

1

1

𝑡

𝑛

= 1 + ∑∞
𝑛=1 𝑛! (𝑖ℏ ∫𝑡 𝐻(𝑡1)𝑑𝑡1 )
0

1

𝑡

= 𝑒𝑥𝑝 [ ∫𝑡 𝐻(𝜏)𝑑𝜏] .
𝑖ℏ
0
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This conclusion will be equivalent to equation (3.10) only if Hamiltonian is independent of time.
The relation in different quantum picture can be expressed in operator or matrix as well as the
relation in Hilbert space. The purpose of changing the picture is to select suitable unitary
transformation to solve a specific problem conveniently. The system varying with time can be
divided into three case:
1. Schrodinger picture. The property of system is totally reflected in time -varying state vector
whereas the operator is irrelevant to the time.
2. Heisenberg picture. The property of system is totally reflected in time-varying operator whereas
the state vector is irrelevant to the time.
3. Interaction picture. The property of system is determined partly by time -varying operator and
partly by time-varying state vector.
It should be noted that these three different pictures must be equivalent. The state vecto r, wave
function and the operator cannot be measured directly except the expectation and probability of
mechanical quantity. The axiomatic hypothesis in quantum mechanics shows
1. The observed value of mechanical quantity A only is one of the corresponding eigenvalues of
operator A.
2. The expectation of mechanical quantity A at any state |𝜓⟩ can be measured as 𝑎 = ⟨𝜓|𝐴|𝜓⟩ . The
probability of state |𝜓⟩ with eigenvalue ai and eigenstate |𝑎 𝑖 ⟩ is |𝐶𝑖 |2 = | ⟨𝑎 𝑖|𝜓⟩| 2.

3.1.2

Schrodinger picture

In Schrodinger picture, the time-related state |𝜓⟩ can be labeled as |𝜓𝑠 (𝑡)⟩. The motion equation of
mechanical quantity As in Schrodinger picture can be written as
𝑑𝐴𝑠
𝑑𝑡

=0.

(3.19)

Due to the quantum system must obey the law of causation, the state |𝜓𝑠(𝑡0)⟩ and |𝜓𝑠(𝑡)⟩ can be
connected by unitary operator 𝑢(𝑡, 𝑡0 ) reflecting causal relation
|𝜓𝑠(𝑡)⟩ = 𝑢(𝑡, 𝑡0 )|𝜓𝑠 (𝑡0)⟩ .

(3.20)

The exponential form of unitary operator can be written as
𝑢(𝑡, 𝑡0) = 𝑒 −𝑖𝐻(𝑡−𝑡0)/ℏ = 𝑢 .
where H is Hermitian operator. Therefore, the equation (3.20) can be rewritten as
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|𝜓𝑠(𝑡)⟩ = 𝑢|𝜓𝑠 (𝑡0 )⟩ = 𝑒 −𝑖𝐻(𝑡−𝑡0)/ℏ |𝜓𝑠(𝑡0)⟩ .

(3.22)

This equation describes the movement of state in space, that is to say, the state vector |𝜓𝑠(𝑡0)⟩ at t0
with the action of operator u rotates to |𝜓𝑠 (𝑡)⟩ at t. The geometric interpretation shows in Figure
3.1. Therefore, 𝑢(𝑡, 𝑡0 ) can be regarded as the operator resulting in time-varying state in Hilbert
space. For the small time interval ∆𝑡 = 𝑡 − 𝑡0 , the operator u can be approximate to 𝑢 ≈ 1 −
𝑖𝐻∆𝑡/ℏ. Then equation (3.22) can be further simplified as
|𝜓𝑠(𝑡0 + ∆𝑡)⟩ = (1 − 𝑖𝐻∆𝑡/ℏ)|𝜓𝑠 (𝑡0 )⟩ .

(3.23)

Figure 3.1 Schematic picture for equation (3.22).

Considering that the time interval tends to zero, we can obtain the motion equation of state
𝑖ℏ

𝜕
𝜕𝑡

|𝜓𝑠 (𝑡)⟩ = 𝐻|𝜓𝑠 (𝑡)⟩ .

(3.24)

In essence, the Schrodinger equation enables the state to generate infinitesimal rotation in Hilbert
space. The tine-varying state |𝜓𝑠 (𝑡)⟩ in Schrodinger picture can expanded by using the timeinvariant eigenstates |𝑎 𝑖 ⟩
|𝜓𝑠(𝑡)⟩ = ∑𝑖|𝑎 𝑖 ⟩⟨𝑎 𝑖|𝜓𝑠(𝑡)⟩ = ∑𝑖|𝑎 𝑖 ⟩𝐶𝑖 (𝑡) .

(3.25)

where 𝐶𝑖 (𝑡) = ⟨𝑎 𝑖 |𝜓𝑠(𝑡)⟩. So the time-varying state can be attributed to the eigenstates components
changing with time in Hilbert space. The expectation of mechanical quantity As can be expressed as
⟨𝜓𝑠 (𝑡)|𝐴𝑠|𝜓𝑠(𝑡)⟩ = ∑𝑖|𝐶𝑖 (𝑡)|2 𝑎𝑖 = 𝑎(𝑡) .

(3.26)

Here, |𝐶𝑖 (𝑡)|2 represents the probability of observed value 𝑎 𝑖 for mechanical quantity As at time t.

3.1.3

Heisenberg picture

49

Chapter 3 Nonlinear response for strong electron-photon coupling in normal metal and the Floquet formalism

In Heisenberg picture, the time-independent state vector can be labeled as 𝜓𝐻. We choose a vector
with fixed direction state vector, which means that the basic vector frame in Hilbert space remains
stationary. Let |𝜓𝐻 ⟩ = |𝜓𝑠(𝑡0 )⟩, the time dependent unitary transformation can be applied to state
vector |𝜓𝑠(𝑡)⟩ and mechanical quantity As respectively. The unitary transformation employs the
inverse time evolution operator 𝑈(𝑡, 0) of system which can be written as
𝑈 −1 (0, 𝑡) = 𝑈(𝑡, 0) = 𝑒 𝑖𝐻𝑡/ℏ ,

(3.27)

where the Hamiltonian is time independent, otherwise the equation (3.27) is impossible. We have
the relation |𝜓𝑠 (𝑡)⟩ = 𝑈(𝑡,0) |𝜓𝑠 (0)⟩ . The state vector 𝜓𝐻 and mechanical quantity AH in
Heisenberg picture can be derived by using the inverse time evolution operator 𝑈−1 (0,𝑡)
|𝜓𝐻 ⟩ = 𝑈−1 (𝑡, 0)|𝜓𝑠(𝑡)⟩ = |𝜓𝑠 (0)⟩ ,
𝐴𝐻 (𝑡) = 𝑈−1 (𝑡,0) 𝐴𝑠 𝑈− (𝑡,0) .

(3.28a)
(3.28b)

This equation shows that the state vector in Heisenberg picture can be derived by reversely rotating
the state vector in Schrodinger picture. The motion equation for time-invariant state vector |𝜓𝐻 ⟩ can
be easily obtained
𝑖ℏ

𝜕
𝜕𝑡

|𝜓𝐻 ⟩ = 0 .

(3.29)

According to the requirement that the expectation in different pictures must be equal, We have
⟨𝜓𝐻 |𝐴𝐻 (𝑡)|𝜓𝐻⟩ = ⟨𝜓𝑠 (𝑡)|𝑒 𝑖𝐻(𝑡−𝑡0)/ℏ 𝐴𝑠 𝑒 −𝑖𝐻(𝑡−𝑡0)/ℏ|𝜓𝑠 (𝑡)⟩ = ⟨𝜓𝑠 (𝑡)|𝐴𝑠|𝜓𝑠 (𝑡)⟩ = 𝑎(𝑡) . (3.30)
The Heisenberg picture overlap with Schrodinger picture at time t=t0 which indicates that the
differences will vanish at a particular time. The mechanical quantity AH varying from time to time
represents different operators which inevitably leads to different eigenstate. The eigenstates can be
labeled as {|𝑎 𝑖 ,𝑡⟩} where the parameter t is employed to distinguish the eigenstate at different times.
According to the definition of the eigenstate, we have
𝐴𝐻 (𝑡)|𝑎 𝑖 , 𝑡⟩ = 𝑎 𝑖 |𝑎 𝑖 , 𝑡⟩ .

(3.31)

According to the requirement that the probability in different pictures should be equal, we have
2

|𝐶𝑖 (𝑡)|2 = |⟨𝑎 𝑖 , 𝑡|𝜓𝐻 ⟩|2 = |⟨𝑎 𝑖 ,𝑡|𝑒 −𝑖𝐻(𝑡−𝑡0)/ℏ|𝜓𝐻 ⟩| = |⟨𝑎 𝑖 |𝜓𝑆 (𝑡)⟩| 2 .

(3.32)

By comparing the last two terms in equation (3.32), the eigenstate can be easily derived
|𝑎 𝑖 ,𝑡⟩ = 𝑈−1 |𝑎 𝑖 ⟩ = 𝑒 𝑖𝐻(𝑡−𝑡0)/ℏ |𝑎 𝑖 ⟩ .

(3.33)

The state vector |𝜓𝐻 ⟩ is fixed in Heisenberg picture. Therefore, the reversing-rotated axis can enable
the projection |𝐶𝑖 (𝑡)|2 of vector on coordinate axis to change with time and meet the requirement
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of equation (3.32).

Figure 3.2 Schematic picture for equation (3.33).

Taking the derivative with respect to time on both sides of equation (3.28b)
𝑖ℏ

𝜕
𝜕
𝐴𝐻 (𝑡) = 𝑖ℏ (𝑒 𝑖𝐻𝑡/ℏ 𝐴𝑠 𝑒 −𝑖𝐻𝑡/ℏ )
𝜕𝑡
𝜕𝑡
= −𝑒 𝑖𝐻𝑡/ℏ 𝐻𝐴𝑠 𝑒 −𝑖𝐻𝑡/ℏ + 𝑒 𝑖𝐻𝑡/ℏ 𝐴𝑠 𝐻𝑒 −𝑖𝐻𝑡/ℏ
= −𝐻𝐴𝐻(𝑡) + 𝐴𝐻 (𝑡)𝐻 .

(3.34)

Finally, we derive the motion equation, namely Heisenberg equation, in Heisenberg picture
𝑖ℏ

𝜕
𝜕𝑡

𝐴𝐻 (𝑡) = [𝐴𝐻 (𝑡), 𝐻] .

(3.35)

Supposing the relation 𝐻|𝑛⟩ = 𝐸𝑛 |𝑛⟩ in Schrodinger picture is true, we can derive the following
relation by using equation (3.33)
|𝑛, 𝑡⟩ = 𝑒 𝑖𝐻(𝑡−𝑡0)/ℏ |𝑛⟩ = 𝑒 𝑖𝐸𝑛(𝑡−𝑡0 )/ℏ |𝑛⟩ .

(3.36)

It shows that the eigenstate of H in Heidenberg picture is time dependent because of an additional
phase factor related to time on the index.
The conserved quantity implies that the Hamiltonian is time independent and the operator AH in
Heisenberg picture is time-invariant. Therefore, the conserved quantity should meet the requirement
[𝐴𝐻 (𝑡), 𝐻] = 0. It is obviously that the Hamiltonian itself is a conserved quantity, which also results
in the equation (3.28b).
The probability of conserved quantity AS in arbitrary state |𝜓𝑆 (𝑡)⟩ with a i is time independent.
Since the conserved quantity AS commutes with Hamiltonian H, the complete set of Hermitian

51

Chapter 3 Nonlinear response for strong electron-photon coupling in normal metal and the Floquet formalism

operators must include AS and H, i.e., {𝐴𝑠 ,𝐻, 𝐵𝑠 } where BS represents the rest of Hermitian operators
in the complete set. Therefore, the common eigenstates can be written as {|𝑎 𝑖 ,𝐸𝑗 ,𝑏𝑘 ⟩} where a i, Ej
and bk are the eigenvalue of AS, H and BS respectively. The state vector |𝜓𝑆 (𝑡)⟩ can be expanded by
taking eigenstate {|𝑎 𝑖 , 𝐸𝑗,𝑏𝑘 ⟩} as the basis vectors
|𝜓𝑆(𝑡)⟩ = ∑𝑖𝑗𝑘|𝑎 𝑖 , 𝐸𝑗,𝑏𝑘 ⟩𝐶𝑖𝑗𝑘 ,

(3.37)

where
𝐶𝑖𝑗𝑘 (𝑡) = ⟨𝑎 𝑖 , 𝐸𝑗, 𝑏𝑘|𝜓𝑆(𝑡)⟩
= ⟨𝑎 𝑖 , 𝐸𝑗, 𝑏𝑘|𝑒 −𝑖𝐻𝑡/ℏ |𝜓𝐻⟩
= 𝑒 −𝑖𝐻𝑡/ℏ ⟨𝑎 𝑖 ,𝐸𝑗 ,𝑏𝑘 |𝜓𝐻 ⟩ .

(3.37a)

The probability of conserved quantity AS in arbitrary state |𝜓𝑆 (𝑡)⟩ with a i can be expressed as
2

2

∑𝑗𝑘|𝐶𝑖𝑗𝑘 | 𝑎𝑖 where |𝐶𝑖𝑗𝑘 | is time independent. According to the inverse transformation of equation
(3.28a) and the conclusion that the probability of quantity in time-varying state with each eigenvalue
is time independent, we can deduce the following result
〈𝐴〉 = ⟨𝜓𝑆 (𝑡)|𝐴𝑠|𝜓𝑆 (𝑡)⟩ = ⟨𝜓𝐻 |𝑒 𝑖𝐻𝑡/ℏ 𝐴𝑠 𝑒 −𝑖𝐻𝑡/ℏ|𝜓𝐻 ⟩ = ⟨𝜓𝐻|𝐴𝐻 (𝑡)|𝜓𝐻⟩ .

(3.38)

It shows that the average of conserved quantity in any representation is time-invariant which means
that the conserved quantity taken certain value in a given state at some point will remain unchanged
at any time before or after this point.
In order to intuitively understand the Heisenberg picture, we can choose a complete set of
Hermitian operator K in Hilbert space and use the eigenstates {|𝑣𝑖 ⟩} of K as basis vector of fixed
frame. If the system state, |𝜓𝐻 ⟩ = |𝜓𝑆(0)⟩, is time independent in Heisenberg picture, the matrix
element ⟨𝑣𝑖 |𝜓𝐻⟩, namely the K representation in Heisenberg picture, is also time-invariant. It means
that the representation of matrix form is time independent in Heisenberg picture.
From another point of view, the two basis vector sets that are exactly the same coincide at time
t=0. One of the basis vector set {|𝑣𝑖𝑆 (𝑡)⟩} keeps moving as time goes on while the other set {|𝑣𝑖 ⟩}
always remains stationary. We assume that the moving basis vector set {|𝑣𝑖𝑆 (𝑡)⟩} obeys the law of
motion as well as the system state |𝜓𝐻 ⟩ . Therefore, the component of system state |𝜓𝑆(𝑡)⟩ in
moving frame {|𝑣𝑖𝑆 (𝑡)⟩} is equal to the K representation of state vector in Heisenberg picture.
⟨𝑣𝑖𝑆 (𝑡)|𝜓𝑆 (𝑡)⟩ = ⟨𝑣𝑖 |𝑒 𝑖𝐻𝑡/ℏ |𝜓𝑆 (𝑡)⟩ = ⟨𝑣𝑖 |𝜓𝐻 ⟩ .

(3.39)

From the perspective of the observer in moving frame, the vector set {|𝑣𝑖𝑆 (𝑡)⟩} remains relatively
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stationary. But the matrix element of an absolutely static operator A is time dependent in moving
frame.
⟨𝑣𝑖𝑆 (𝑡)|𝐴𝑠|𝑣𝑗𝑆 (𝑡)⟩ = ⟨𝑣𝑖 |𝑒 𝑖𝐻𝑡/ℏ 𝐴𝑠𝑒 −𝑖𝐻𝑡/ℏ|𝑣𝑗⟩ = ⟨𝑣𝑖 |𝐴𝐻|𝑣𝑗 ⟩ .

(3.40)

If the complete set of Hermitian operator K contains the Hamiltonian H, the equation (3.39) and
(3.40) is the most commonly used energy representation in Heisenberg picture, which is also the
earliest matrix form. The motion of the vector set {|𝑣𝑖𝑆 (𝑡)⟩} can be easily derived
|𝑣𝑖𝑆 (𝑡)⟩ = 𝑒 −𝑖𝐸𝑖 𝑡/ℏ |𝑣𝑖 ⟩ .

(3.41)

Here, we employ the fact that vector set {|𝑣𝑖 ⟩} is the eigenstate of Hamiltonian H. It is obviously
that only the phase in moving basis vector periodically changes. It should be noted that the motion
of frame in complex space is different from real space. The basis vectors in complex space maintain
the normalization and orthogonalization all the time. The motion of the basis vector is diff erent from
each other even they all comply with the same law of motion.
According to the property of unitary transformation, all the relations that contain operator and
state vector in Schrodinger and Heisenberg picture except the relation involves the derivative with
respect to time. Also, the eigenvalue of operator are the same as well as their degeneracy. Therefore,
the commutation relation among position operator XH(t) and momentum operator PH(t) can be
written as
[𝑋𝑖𝐻 (𝑡), 𝑋𝑗𝐻 (𝑡)] = 0 ,

[𝑃𝑖𝐻 (𝑡),𝑃𝑗𝐻 (𝑡)] = 0 ,

[𝑋𝑖𝐻 (𝑡), 𝑃𝑗𝐻 (𝑡)] = 𝑖ℏ𝛿𝑖𝑗 .

(3.42)

By using power series expansion, the commutation relation among position operator X and
momentum operator F(P) can be derived as
∞

[𝑋𝑖 , 𝐹(𝑃)] = ∑
𝑛=0

1 𝜕𝑛 𝐹
|
𝑛! 𝜕𝑃𝑖𝑛

∞

=∑
𝑛=0

𝑃𝑖 =0

1 𝜕𝑛 𝐹
|
𝑛! 𝜕𝑃𝑖𝑛

𝑛𝑖ℏ 𝑃𝑖𝑛−1

𝑃𝑖=0

∞

= 𝑖ℏ ∑
𝑛=0

= 𝑖ℏ

[𝑋𝑖 , 𝑃𝑖𝑛 ]

𝜕
𝜕𝑃𝑖

1 𝜕𝑛 𝐹
|
𝑛! 𝜕𝑃𝑖𝑛

𝑃𝑖=0

𝐹(𝑃) .

𝜕 𝑛
𝑃
𝜕𝑃𝑖 𝑖
(3.43)

With the help of equation (3.35) and (3.43), the motion equation for position operator and
momentum operator in Heisenberg picture can be obtained
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𝑑
𝑑𝑡

𝑑 𝐻
𝑃 (𝑡)
𝑑𝑡 𝑖

3.2

𝑖

𝜕𝐻

ℏ

𝜕𝑃𝑖𝐻(𝑡)

𝑋𝑖𝐻 (𝑡) = [𝐻, 𝑋𝑖𝐻 (𝑡)] =

,

𝑖

𝜕𝐻

ℏ

𝜕𝑋𝑖𝐻 (𝑡)

= [𝐻, 𝑃𝑖𝐻 (𝑡)] = −

(3.44a)
.

(3.44b)

Nonlinear response

Light is regarded as plane electromagnetic wave which plays a vital role in modern science and
technology. The absorption and emission of light by electrons in atoms, molecules and solids forms
the foundation of new technologies, such as modern spectroscopy, laser, X-ray source and high
energy particle detector [163-168]. The quantum mechanics is deemed as old as the theory for lightmatter interaction which is first proposed by Paul Dirac in 1927 [169]. In fact, these complicated
application can be divided into two categories: the light-bound electron system and free electrons.

3.2.1

Nonlinear response for strong electron-photon coupling in normal
metal

The photon in quantum field can be regarded as the excited state of electromagnetic field, which
results in electron-photon coupling being equated with interaction between bound electron and
electromagnetic field [170-173]. Therefore, the Hamiltonian of an atomic electron interacting with
external electromagnetic field can be written as
𝐻=

1
2𝑚

[𝑝 − 𝑒𝐴(𝑟, 𝑡)]2 + 𝑒𝑈(𝑟, 𝑡) + 𝑉(𝑟) ,

(3.45)

where p is the canonical momentum operator. A(r, t) and U(r, t) are the vector and scalar potential
of external field respectively. The electrostatic potential V(r) is the atomic binding potential. In order
to reduce equation (3.45) to a simple and reasonable form, the gauge invariance is introduced.
For free electron, its wave function 𝜓(𝑟, 𝑡) can be written as 𝜓1(𝑟, 𝑡) = 𝜓(𝑟, 𝑡)exp (𝑖𝜒) where
𝜒 is the arbitrary constant phase. The arbitrary choice of the wave function does not affect the
probability density 𝑃(𝑟, 𝑡). However, the phase varying with the space and the time locally will be
the different situation., i.e.,
𝜓(𝑟, 𝑡) → 𝜓(𝑟, 𝑡)exp [𝑖𝜒(𝑟, 𝑡)] .

(3.46)

Under this circumstance, the probability density 𝑃(𝑟, 𝑡) remains unchanged whereas the
Schrodinger equation is no longer satisfied. The local gauge invariance requires the vector potential
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A(r, t) and scalar potential U(r, t) are given by the following form
ℏ

𝐴(𝑟, 𝑡) → 𝐴(𝑟, 𝑡) + ∇𝜒(𝑟, 𝑡) ,

(3.47a)

𝑒

𝑈(𝑟, 𝑡) → 𝑈(𝑟, 𝑡) −

ℏ𝜕
𝑒 𝜕𝑡

𝜒(𝑟, 𝑡) .

(3.47b)

These are known as the gauge-dependent potential. Then, the Schrodinger equation can be written
as
𝑖ℏ

𝜕
𝜕𝑡

𝜓={

−ℏ2
2𝑚

2

ℏ

[∇ − 𝑖 𝐴(𝑟, 𝑡)] + 𝑒𝑈(𝑟, 𝑡)} 𝜓 ,

(3.48)

𝑒

where the wave function 𝜓 describes the motion of electron whereas the vector potential A(r, t) and
scalar potential U(r, t) describes the field. This equation represents the interaction between electron
and electromagnetic field. Introducing the gauge-independent electric and magnetic field
𝐸 = −∇𝑈 − 𝐴 ,

(3.49)

𝐵=∇×𝐴.

Then, the equation (3.45) can be reduced to the form similar to the Hamiltonian of free electron.
The Schrodinger equation and local gauge invariance results in introduction of the electromagnetic
field.
For the electron bound to force center located at r0 by potential V(r), the interaction of atom with
the electromagnetic field can be reduced to a simple form which employs dipole approximation 𝑘 ∙
𝑟 ≪ 1 to simplify the plane electromagnetic wave
𝐴(𝑟 + 𝑟0 , 𝑡) = 𝐴(𝑟)exp[𝑖𝑘 ∙ (𝑟 + 𝑟0 )]
= 𝐴(𝑟)exp (i𝑘 ∙ 𝑟0 )(1 + 𝑖𝑘 ∙ 𝑟 + ⋯ )
≈ 𝐴(𝑡)exp (i𝑘 ∙ 𝑟0 ) .

(4.50)

The equation (3.48) can be renewed by replacing the vector potential 𝐴(𝑟, 𝑡) with 𝐴(𝑟, 𝑡) ≡ 𝐴(𝑟0 , 𝑡).
𝑖ℏ

𝜕
𝜕𝑡

𝜓(𝑟, 𝑡) = {

−ℏ2
2𝑚

2

ℏ

[∇ − 𝑖 𝐴(𝑟0 , 𝑡)] + 𝑉(𝑟)} 𝜓(𝑟, 𝑡) .

(3.51)

𝑒

We continue to simplify the new Hamiltonian under the radiation gauge 𝑈(𝑟, 𝑡) = 0 and ∇ ∙ 𝐴 = 0.
By introducing the wave function like equation (3.46) and substituting it into equation (3.51)
𝑒

𝜓(𝑟, 𝑡) = 𝜙(𝑟, 𝑡)exp [𝑖 𝐴(𝑟0 , 𝑡) ∙ 𝑟] .

(3.52)

ℏ

We can derive the simple form after arithmetic operation and some rearrangement
2

𝑒
𝑒
𝑒
𝑝
𝑖ℏ [𝑖 𝐴(𝑟0 , 𝑡) ∙ 𝑟 + 𝜙̇(𝑟, 𝑡)] exp [𝑖 𝐴(𝑟0 , 𝑡) ∙ 𝑟] = exp [𝑖 𝐴(𝑟0 , 𝑡) ∙ 𝑟] [ + 𝑉(𝑟)] 𝜙(𝑟, 𝑡) ,
ℏ

ℏ

ℏ

𝑖ℏ𝜙̇(𝑟, 𝑡) = [𝐻0 − 𝑒𝑟 ∙ 𝐸(𝑟0 , 𝑡)]𝜙(𝑟, 𝑡) ,
where we use the relation 𝐸 = −𝐴̇ and
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𝐻0 =

𝑝2
2𝑚

+ 𝑉(𝑟) ,

(3.53a)

is the unperturbed Hamiltonian of electron. The perturbation is expressed in terms of the gaugeindependent field E. The gauge invariant Schrodinger equation (3.53) also can be expressed in terms
of the canonical momentum p and the vector potential A. We will shortly discuss the equivalent
form under radiation gauge in the follow [173-178].
For Schrodinger equation
𝜕

𝑖ℏ

𝜕𝑡

𝜓(𝑟, 𝑡) =

1
2𝑚

[𝑝 − 𝑒𝐴(𝑟, 𝑡)]2 𝜓(𝑟, 𝑡) .

(3. 54)

We consider that the small term A2 usually can be neglected and the commutation relation [p, A]=0.
Finally, we derive the motion equation of the wave function
𝑖ℏ

𝜕
𝜕𝑡

𝜓(𝑟, 𝑡) = [𝐻0 −

𝑒
𝑚

𝑝 ∙ 𝐴(𝑟0 , 𝑡)] 𝜓(𝑟, 𝑡) .

(3.55)
𝑒

In order to explicitly show the equivalence of perturbed Hamiltonian 𝑟 ∙ 𝐸(𝑟0 , 𝑡) and 𝑝 ∙ 𝐴(𝑟0 , 𝑡),
𝑚

we consider the polarized monochromatic plane-wave field with the electric field and the
corresponding vector potential in radiation gauge at r=r0
𝐸 (0, 𝑡) = ℰ cos 𝑣𝑡 ,

𝐴(0, 𝑡) =

−ℰ
𝑣

sin 𝑣𝑡 .

(3.56)

Then, the amplitude of perturbed Hamiltonian can be rewritten as
𝐸0 = −𝑒𝑟 ∙ ℰ ,

𝐴0 =

ℰ
𝑚𝑣

𝑝∙ℰ.

(3.57)

Noting the relation
𝑝 = 𝑚𝑣 =

𝑚
𝑖ℏ

[𝑟, 𝐻0 ] .

(3.58)

The matrix elements of E0 and A0 can be calculated between the initial and the final eigenstate |𝑖 ⟩
and |𝑓⟩ with 𝐻0 |𝑖 ⟩ = ℏ𝜔𝑖 |𝑖 ⟩ and 𝐻0 |𝑓⟩ = ℏ𝜔𝑓 |𝑓⟩ respectively
|

⟨𝑓 |𝐴0|𝑖 ⟩
⟨ 𝑓|𝐸0|𝑖⟩

| = |−

(𝑒/𝑚𝑣)⟨𝑓 |𝑝 |𝑖 ⟩∙ℰ
𝑒⟨𝑓 |𝑟 |𝑖 ⟩∙ℰ

|=

𝜔𝑓 −𝜔𝑖
𝑣

.

(3.59)

It shows that the difference between the matrix elements of these two perturbed Hamiltonian is the
ratio of transition frequency over the field frequency.
The state vector |𝜓⟩ of a given physical system includes all the system information. The
expectation value of corresponding operator O enables us to extract the information about the
system, 〈𝑂〉 = ⟨𝜓|𝑂|𝜓⟩ . Suppose the probability 𝑃𝜓 for given state |𝜓⟩ , we can calculate the
expectation by ensemble average
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〈〈𝑂〉〉𝑒𝑛𝑠𝑒𝑚𝑏𝑙𝑒 = ∑𝜓 𝑃𝜓 ⟨𝜓|𝑂|𝜓⟩ .

(3.60)

By using the completing set ∑𝑛|𝑛⟩⟨𝑛| = 1 , the equation (3.60) can be expressed
〈〈𝑂〉〉 = ∑ 𝑃𝜓 ⟨𝜓|𝑂|𝑛⟩⟨𝑛|𝜓⟩
𝑛,𝜓

= ∑ 𝑃𝜓 ⟨𝑛|𝜓⟩⟨𝜓|𝑂|𝑛⟩
𝑛,𝜓

= ∑𝑛⟨𝑛|𝜌𝑂|𝑛⟩ ,

(3.61)

𝜌 = ∑𝑛,𝜓 𝑃𝜓 |𝜓⟩⟨𝜓| .

(3.61a)

where the density operator reads

The expectation value of operator O can be expressed in a simple form
〈𝑂〉 = 𝑇𝑟(𝑂𝜌) ,

(3.62)

where Tr represents the trace of the matrix. The density operator plays an important role to study
the system response to external drive which reflects the property of system. Therefore, the density
operator formalism will be reviewed and the nonlinear response associated with electron-photon
process will be calculated by using quantum mechanics in the follow.
The motion equation of density operator 𝜌 can be written as [179-182]
𝑖ℏ

𝜕
𝜕𝑡

𝜌 = [𝐻, 𝜌] .

(3.63)

The component of equation (3.63) can be expressed as
𝑖ℏ

𝜕
𝜕𝑡

𝜌𝑖𝑗 = [𝐻, 𝜌]𝑖𝑗 ,

(3.63a)

where 𝜌𝑖𝑗 = ⟨𝑢𝑖|𝜌|𝑢𝑗⟩ and |𝑢𝑖 ⟩ is the eigenstate of the unperturbed Hamiltonian, 𝐻0 |𝑢𝑖 ⟩ = 𝐸𝑖 |𝑢𝑖 ⟩.
The equation (3.63) can be rewritten as following
𝑖ℏ

𝜕
𝜕𝑡

𝜌𝑖𝑗 = (𝐸𝑖 − 𝐸𝑗)𝜌𝑖𝑗 + [𝐻1 ,𝜌]𝑖𝑗 ,

(3.64)

where H1 is the perturbing Hamiltonian and the last term represents the off-diagonal matrix element.
The Hamiltonian H1 can be decomposed into the external perturbation Hamiltonian He and the
randomized internal perturbation Hamiltonian Hr which recovers the system to equilibrium
condition.
Using the relation ℏ𝜔𝑖𝑗 = 𝐸𝑖 − 𝐸𝑗 and substituting He and Hr into equation (3.64), we have
𝑖ℏ

𝜕
𝜕𝑡

𝜌𝑖𝑗 = ℏ𝜔𝑖𝑗 𝜌𝑖𝑗 + [𝐻 𝑟 , 𝜌]𝑖𝑗 + [𝐻 𝑒 ,𝜌]𝑖𝑗 .

(3.65)

We consider the Hamiltonian He and the off-diagonal matrix element 𝜌𝑖𝑗 tends to zero as time goes
to infinity in absence of the external perturbation. Therefore, we introduce the relaxation time 𝜏𝑖𝑗 to
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simplify the commutation term, [𝐻 𝑟 , 𝜌]𝑖𝑗 → 𝑖ℏ𝜌𝑖𝑗 / 𝜏𝑖𝑗. The off-diagonal density operator elements
can be derived
𝜌𝑖𝑗 (𝑡) = 𝜌𝑖𝑗 (0)𝑒𝑥𝑝[−(1 ∕ 𝜏𝑖𝑗 − 𝑖𝜔𝑖𝑗 )𝑡] .

(3.66)

𝑒 which is
The off-diagonal density operator elements 𝜌𝑗𝑗 is almost close to equilibrium value 𝜌𝑗𝑗

time-independent as the Hamiltonian He tends to zero. Then, the motion equation of diagonal density
element 𝜌𝑗𝑗 reads
𝑖ℏ

𝜕
𝜕𝑡

𝜌𝑗𝑗 = [𝐻 𝑒 ,𝜌]𝑗𝑗 + 𝑖ℏ ∑𝑘(𝜌𝑘𝑘 𝑊𝑘𝑗 − 𝜌𝑗𝑗 𝑊𝑗𝑘 ) .

(3.67)

The term 𝜌𝑘𝑘 𝑊𝑘𝑗 (𝜌𝑗𝑗 𝑊𝑗𝑘) stands for the increasement (decrement) of occupation probability per
unit time in state j due to the transition from (to) state k.
Furthermore, the system will be in equilibrium since the external perturbation completely
disappearing which means
𝜕
𝜕𝑡

𝜌𝑗𝑗 = 0 ,

∑𝑘(𝜌𝑘𝑘 𝑊𝑘𝑗 − 𝜌𝑗𝑗 𝑊𝑗𝑘 ) = 0 .

(3.68)

According to the requirement of the detailed balancing principle, we have
𝑒 𝑊 = 𝜌𝑒 𝑊 .
𝜌𝑘𝑘
𝑘𝑗
𝑗𝑗 𝑗𝑘

(3.69)

𝑒 /𝑊 and 𝑇 = 𝜌 𝑒 /𝑊 is equal. The equation (3.67)
It shows that the relaxation time 𝑇𝑗𝑘 = 𝜌𝑘𝑘
𝑗𝑘
𝑘𝑗
𝑗𝑗
𝑘𝑗

can be rewritten in the follow by using the relation ∑𝑘 𝜌𝑘𝑘 = 1
𝑖ℏ

𝜕
𝜕𝑡

𝑒 /𝑇 − 𝜌 𝜌𝑒 /𝑇 )
𝜌𝑗𝑗 = [𝐻 𝑒 ,𝜌]𝑗𝑗 + 𝑖ℏ ∑𝑘(𝜌𝑘𝑘 𝜌𝑗𝑗
𝑘𝑗
𝑗𝑗 𝑘𝑘 𝑗𝑘
𝑒 − 𝜌 )/𝑇 ,
= [𝐻 𝑒, 𝜌]𝑗𝑗 + 𝑖ℏ(𝜌𝑗𝑗
𝑗𝑗
𝑙

(3.70)

𝑒 follows the Boltzmann
where we assume that 𝑇𝑗𝑘 = 𝑇𝑘𝑗 = 𝑇𝑙 and the equilibrium value 𝜌𝑗𝑗

distribution.
We now consider the Hamiltonian contains the unperturbed part 𝐻0 and the external perturbation
He with the perturbation parameter 𝜆. The motion equation of density operator can be expressed as
𝑖ℏ

𝜕
𝜕𝑡

𝜌 = [𝐻, 𝜌] = [𝐻0 + 𝜆𝐻 𝑒 ,𝜌] .

(3.71)

By taking the integration on both sides, we have
𝑡

𝑡

∫ 𝑑𝜌(𝑡) = (𝑖ℏ)−1 ∫ [𝐻, 𝜌(𝑡 ′ )]𝑑𝑡 ′
0

0
𝑡

⇒ 𝜌(𝑡) = 𝜌(0) − (𝑖ℏ)−1 ∫0 [𝐻, 𝜌(𝑡 ′ )]𝑑𝑡 ′ .

(3.72)

We assume that the density operator 𝜌 can be expanded in terms of parameter 𝜆. Therefore, the high
order in density operator 𝜌 ban be carried out by using the recursion formula repeatedly. Suppose
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that the first-order approximation can be substituted by the given boundary condition 𝜌(0). The
second- order approximation can be expressed as
𝑡

𝑡′

𝑡

𝜌(𝑡) − 𝜌(0) = −(𝑖ℏ)−1 ∫0 [𝐻, 𝜌(𝑡 ′ )]𝑑𝑡 ′ − (𝑖ℏ)−2 ∫0 𝑑𝑡 ′ ∫0 𝑑𝑡 ′′ [𝐻, [𝐻, 𝜌(0)]] .

(3.73)

In equation (3.73), the first term and the second term on the right can be defined as 𝜌(1) and 𝜌(2)
respectively. Following the justification given above, the density operator and its component form
can be expressed as
(𝑛)

𝜌 = ∑𝑛 𝜆𝑛 𝜌(𝑛) ,

𝜌𝑖𝑗 = ∑𝑛 𝜆𝑛 𝜌𝑖𝑗 .

(3.74)

Substituting equation (3.74) into motion equation of density operator, we have
𝑖ℏ

𝜕

(𝑛)

𝜕𝑡

∑𝑛 𝜆𝑛 𝜌𝑗𝑗 = ∑𝑛 𝜆𝑛+1 [𝐻 𝑒 ,𝜌(𝑛) ] ,

(3.75)

𝑗𝑗

then, cancel the terms 𝜆𝑛 on both sides, we will derive the recursion formula for density operator
𝑖ℏ

𝜕 (𝑛)
𝜌
𝜕𝑡 𝑗𝑗

= [𝐻 𝑒 , 𝜌(𝑛−1) ] .

(3.76)

𝑗𝑗

When the internal perturbation, namely the damping term, is included, the motion equation becomes
𝑖ℏ

𝜕 (𝑛)
𝜌
𝜕𝑡 𝑗𝑗

( )

( )

= [𝐻 𝑒 , 𝜌(𝑛−1) ] + 𝑖ℏ ∑𝑘 (𝜌𝑘𝑘𝑛 𝑊𝑘𝑗 − 𝜌𝑗𝑗𝑛 𝑊𝑗𝑘 ) .
𝑗𝑗

(3.77)

Likewise, the off-diagonal density operator elements of the recursion formula can be derived in the
following
𝜕

1

𝜕𝑡

𝜏𝑖𝑗

𝑖ℏ ( + 𝑖𝜔𝑖𝑗 +

(𝑛)

) 𝜌𝑖𝑗 = [𝐻 𝑒 ,𝜌(𝑛−1) ] .
𝑖𝑗

(3.78)

For single or multiple photon procedure, the perturbation method of the density operator can
describe the interaction with the photons. Assuming that the ground state of system at t=0 is |1⟩, the
density operator can be written as 𝜌𝑖𝑗 (𝑡 = 0) = 𝛿𝑖1 𝛿𝑗1. Then, the nonzero matrix element is 𝜌11 =
1. We start with the single-photon process in thermal equilibrium as well as the zeroth order diagonal
(0)
̅̅̅̅̅̅̅̅̅̅̅
( )
(0)
elements 𝜌𝑘𝑘 of Boltzmann distribution. The zeroth order 𝜕𝜌𝑘𝑘0 ⁄𝜕𝑡 = 0 shows that 𝜌𝑘𝑘 equals to

zero before the perturbation Hamiltonian is turned on. Based on the above assumptions, we continue
to calculate the first order matrix element by using the recursion method
𝑖ℏ
( )

𝜕
𝜕𝑡

(1)

𝜌𝑘𝑘 = [𝐻 𝑒 , 𝜌(0)]

( )

𝑘𝑘

( )

𝑒 𝜌 0 − 𝜌 0 𝐻𝑒 ) .
= ∑𝑗(𝐻𝑘𝑗
𝑗𝑘
𝑘𝑗 𝑗𝑘

(3.79)

( )

The solution 𝜌𝑘𝑗0 and 𝜌𝑗𝑘0 can be derived from the following equation
𝜕

1

𝜕𝑡

𝜏𝑗𝑘

𝑖ℏ ( + 𝑖𝜔𝑗𝑘 +
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Therefore, the solution can be obtained
( )
( )
𝜌𝑗𝑘0 (𝑡) = 𝜌𝑗𝑘0 (0)𝑒𝑥𝑝[−(1⁄𝜏𝑗𝑘 + 𝑖𝜔𝑗𝑘 )𝑡] = 𝛿𝑗1𝛿𝑘1𝑒𝑥𝑝[−(1⁄𝜏𝑗𝑘 + 𝑖𝜔𝑗𝑘 )𝑡] .

(3.81)

For the first order matrix element, we have the motion equation similar to equation (3.79) and (3.80)
𝑖ℏ

𝜕
𝜕𝑡

(2)

( )

( )

𝑒
𝑒
𝜌𝑘𝑘 = ∑𝑗(𝐻𝑘𝑗
𝜌𝑗𝑘1 − 𝜌𝑘𝑗1 𝐻𝑗𝑘
),

(3.82)

and
𝜕

1

𝜕𝑡

𝜏𝑗𝑘

𝑖ℏ ( + 𝑖𝜔𝑗𝑘 +

( )

( )

( )

(3.83a)

𝑒 .
) 𝜌𝑗𝑘1 (𝑡) = 𝐻𝑗𝑘

(3.83b)

𝑒 ) = 𝐻𝑒 𝛿 − 𝛿 𝐻𝑒 .
) 𝜌𝑗𝑘1 (𝑡) = ∑𝑖(𝐻𝑗𝑖𝑒 𝜌𝑖𝑘0 − 𝜌𝑗𝑖0 𝐻𝑖𝑘
𝑗1 𝑘1
𝑗1 1𝑘

The nonzero term can be written as
𝜕

1

𝜕𝑡

𝜏𝑗𝑘

𝑖ℏ ( + 𝑖𝜔𝑗𝑘 +

( )

If the external perturbed Hamiltonian takes the following form
𝐻 𝑒 = −𝜇 ∙ 𝐸 = −𝜇 ∙ 𝐸0 (𝑒 −𝑖𝜔𝑡 + 𝑒 𝑖𝜔𝑡 )⁄2 = 𝐻 𝑑 (𝑒 −𝑖𝜔𝑡 + 𝑒 𝑖𝜔𝑡 )⁄2 ,

(3.84)

where 𝐻 𝑑 = −𝜇 ∙ 𝐸0. The partial differential equation (3.83b) have the formal solution
( )
𝜌𝑗𝑘1 (𝑡) = 𝐴−𝑒 −𝑖𝜔𝑡 + 𝐴+𝑒 𝑖𝜔𝑡 .

(3.85)

Substituting equation (3.85) into (3.83b) and then rearranging the equation based on the exponential
term 𝑒 −𝑖𝜔𝑡 and 𝑒 𝑖𝜔𝑡 , the coefficients of can be obtained
𝐴− =

𝑑
𝐻𝑗1

2𝑖ℏ(1⁄ 𝜏𝑗1+𝑖𝜔𝑗1−𝑖𝜔)

𝐴+ =

,

𝑑
𝐻𝑗1

.

(3.86)

𝑒 −𝑖𝜔𝑡 ,

(3.87a)

2𝑖ℏ(1⁄𝜏𝑗1+𝑖𝜔𝑗1+𝑖𝜔)

( )
Finally, the solution of 𝜌𝑗11 (𝑡) and its conjugate can be written as
( )
𝜌𝑗11 (𝑡) =
( )
𝜌1𝑗1 (𝑡) =

𝑑
𝐻𝑗1

2𝑖ℏ(1⁄ 𝜏𝑗1+𝑖𝜔𝑗1+𝑖𝜔)

𝑒 𝑖𝜔𝑡 +

𝑑∗
𝐻𝑗1

2𝑖ℏ(−1⁄𝜏𝑗1+𝑖𝜔𝑗1+𝑖𝜔)

𝑑
𝐻𝑗1

2𝑖ℏ(1⁄ 𝜏𝑗1+𝑖𝜔𝑗1−𝑖𝜔)

𝑒 −𝑖𝜔𝑡 +

𝑑∗
𝐻𝑗1

2𝑖ℏ(−1⁄𝜏𝑗1+𝑖𝜔𝑗1−𝑖𝜔)

𝑒 𝑖𝜔𝑡 .

(3.87b)

( )
The solution 𝜌𝑗𝑘1 (𝑡) are zero except the terms with footnote 𝑖 = 1 or 𝑗 = 1. We continue to

calculate the equation (3.82) based on the above analysis
𝑖ℏ

𝜕
𝜕𝑡

(2)

( )

( )

𝑒 𝜌 1 − 𝜌 1 𝐻𝑒
𝜌𝑘𝑘 = 𝐻𝑘1
1𝑘
𝑘1 1𝑘

=

𝑑∗
𝐻𝑘1

2

−

(𝑒 −𝑖𝜔𝑡 + 𝑒 𝑖𝜔𝑡 ) [

𝑑
𝐻𝑘1

2

𝑑∗𝑒 −𝑖𝜔𝑡
𝐻𝑘1

2𝑖ℏ(−1⁄𝜏𝑘1+𝑖𝜔𝑘1+𝑖𝜔)

(𝑒 −𝑖𝜔𝑡 + 𝑒 𝑖𝜔𝑡 ) [

𝑑 𝑒 −𝑖𝜔𝑡
𝐻𝑘1

2𝑖ℏ(1⁄𝜏𝑘1+𝑖𝜔𝑘1+𝑖𝜔)

+
+

𝑑∗𝑒 𝑖𝜔𝑡
𝐻𝑘1

2𝑖ℏ(−1⁄𝜏𝑘1+𝑖𝜔𝑘1−𝑖𝜔)
𝑑 𝑒 𝑖𝜔𝑡
𝐻𝑘1

2𝑖ℏ(1⁄𝜏𝑘1+𝑖𝜔𝑘1−𝑖𝜔)

]

].

(3.88)

Following the similar procedure outlined in the above for single photon, the solutions for two photon procedure are listed in the following
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𝑒 2𝑖𝜔𝑡

( )
𝜌1𝑗2 (𝑡) =

ℏ2(2𝜔−𝜔𝑗1−𝑖⁄𝜏𝑗1)

[∑𝑘

𝑑 𝐻𝑑
𝐻1𝑘
𝑗𝑘

𝜔−𝜔𝑘𝑗

].

(3.89)

The motion equation of the diagonal terms in two-photon procedure with 𝜔 = 𝜔𝑗1/2 can be written
as
𝑖ℏ

𝜕

(3)

𝜕𝑡

𝜌𝑘𝑘 = [𝐻 𝑒 , 𝜌(2)]

( )

𝑘𝑘

( )

𝑒
𝑒
= 𝐻𝑘1
𝜌1𝑘2 − 𝜌𝑘12 𝐻1𝑘
.

(3.90)

For the higher order terms and the multiphoton process, the calculation will follow the recursion
formula by using lower order solution.
The induced polarization that linearly responses to external applied field can be obtained
𝑃(1) (𝜔) = 𝜒 (1) (𝜔)𝐸(𝜔) = 𝑁 〈𝜇〉 = 𝑁𝑇𝑟(𝜌𝜇) .

(3.91)

We confine the discussion to non-tensorial relation in anisotropic medium. The polarization
response extended to the nonlinear region can be expressed in the form 𝑃 = 𝑃(0) + 𝑃(1) + ⋯ where
𝑃(𝑛) ∝ 𝐸 𝑛. Based on the above assumptions, the lowest order polarization that extended to optical
second-harmonic can be expressed as
(2)

𝑃𝑥

= 𝑁 〈𝜇 𝑥 (2𝜔)〉
(2)

= 𝜒𝑥𝑥𝑥 𝐸2𝑒 −2𝑖𝜔𝑡
(2 )
(2𝜔) .
= −𝑁𝑒 ∑𝑛𝑚 𝑥𝑛𝑚 𝜌𝑛𝑚

(3.92)

In order to calculate the polarization, the matrix element of the density operator need to be processed
firstly by following the procedure outlined for single- and two-photon.
𝜕

1

𝜕𝑡

𝜏𝑛𝑚

𝑖ℏ ( + 𝑖𝜔𝑛𝑚 +

( )

( )

(1 )
0
0
𝑒
𝑒
)𝜌𝑛𝑚
= ∑𝑘(𝐻𝑛𝑘
𝜌𝑘𝑚
− 𝜌𝑛𝑘
𝐻𝑘𝑚
),

(3.93)

𝑒 = −𝜇𝐸 =
where the matrix element of external perturbed Hamiltonian takes the form, 𝐻𝑛𝑘
(1 )
−𝜇𝐸0𝑒 −𝑖𝜔𝑡. Taking the Fourier transform and extracting the 𝑒 −𝑖𝜔𝑡 component of 𝜌𝑛𝑚
, we have the

equation
𝑖ℏ (−𝑖𝜔 + 𝑖𝜔𝑛𝑚 +

1

( )

𝜏𝑛𝑚

( )

(1 )
0
0
) 𝜌𝑛𝑚
(𝜔) = −𝐸0 ∑𝑘(𝜇 𝑛𝑘 𝜌𝑘𝑚
− 𝜌𝑛𝑘
𝜇𝑘𝑚 )
(0 )
(0 )
= −𝐸0 (𝜇𝑛𝑚𝜌𝑚𝑚
− 𝜌𝑛𝑛
𝜇𝑛𝑚 ) ,

(3.94)

where 𝜇 𝑛𝑚 = −𝑒𝑥𝑛𝑚. The solution can be obtained
(1 )
𝜌𝑛𝑚
(𝜔) =

𝑒𝐸0𝑥𝑛𝑚 𝑒 −𝑖𝜔𝑡
ℏ(𝑖/𝜏𝑛𝑚−𝜔𝑛𝑚+𝜔)

(0)
(0 )
(𝜌𝑚𝑚
− 𝜌𝑛𝑛
).

(3.94a)

Following the equation (3.92), the polarization 𝑃(1) in equation (3.91) can be expressed as
(1 )
𝑃(1) = −𝑁𝑒 ∑𝑛𝑚 𝑥𝑛𝑚 𝜌𝑛𝑚

=

−𝑁𝑒2
ℏ

∑𝑛𝑚

𝑥𝑛𝑚𝑥𝑛𝑚
𝑖/𝜏𝑛𝑚−𝜔𝑛𝑚+𝜔
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(0)
(0 )
(𝜌𝑚𝑚
− 𝜌𝑛𝑛
)𝐸0 𝑒 −𝑖𝜔𝑡 .

(3.95)
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Therefore, the linear response can be obtained
𝜒 (1) (𝜔) =

𝑁𝑒 2
ℏ

∑𝑛𝑚

𝑥𝑛𝑚𝑥𝑛𝑚
𝑖/𝜏𝑛𝑚−𝜔𝑛𝑚+𝜔

(0 )
(0 )
(𝜌𝑚𝑚
− 𝜌𝑛𝑛
).

(3.96)

Similarly, the calculation of nonlinear susceptibility of 𝑃𝑥(2) (2𝜔) can follow the procedure of 𝑃(1).
First of all, the diagonal and off-diagonal elements satisfies the following equation
𝜕

𝑖ℏ

𝜕𝑡

(𝑝)

( )

𝜌𝑘𝑘 = [𝐻 𝑒 ,𝜌(𝑝−1)]

𝑘𝑘

𝜕

1

𝜕𝑡

𝜏𝑖𝑗

𝑖ℏ ( + 𝑖𝜔𝑖𝑗 +

( )

+ 𝑖ℏ ∑𝑘(𝜌𝑘𝑘𝑛 𝑊𝑘𝑗 − 𝜌𝑗𝑗𝑛 𝑊𝑗𝑘 ) ,

(3.97)

(𝑛)

) 𝜌𝑖𝑗 = [𝐻 𝑒 ,𝜌(𝑛−1) ] .

(3.98)

𝑖𝑗

(0)

According to the analysis on the above, we derive the off-diagonal matrix element 𝜌𝑖𝑗 = 0 ,
( )
( )
diagonal element 𝜌𝑗𝑗1 (𝜔) = 0 and 𝜌𝑖𝑗1 (𝜔) in equation (3.94a). Substituting (3.94a) into (3.98), we

have the equation for 𝜌(2)
𝑖ℏ (−2𝑖𝜔 + 𝑖𝜔𝑛𝑚 +

1
𝜏𝑛𝑚

( )

( )

(2 )
𝑒 𝜌 1 − 𝜌 1 𝐻𝑒 )
) 𝜌𝑛𝑚
(2𝜔) = ∑𝑘(𝐻𝑛𝑘
𝑘𝑚
𝑛𝑘 𝑘𝑚

= ∑𝑘

(𝑒𝐸0)2𝑥𝑛𝑘𝑥𝑘𝑚 𝑒 −2𝑖𝜔𝑡

+ ∑𝑘

𝑖/𝜏𝑘𝑚 −𝜔𝑘𝑚+𝜔

( )

(0 )
(𝜌𝑚𝑚
− 𝜌𝑘𝑘0 )

(𝑒𝐸0)2𝑥𝑛𝑘 𝑥𝑘𝑚 𝑒 −2𝑖𝜔𝑡
𝑖/𝜏𝑛𝑘−𝜔𝑛𝑘+𝜔

( )

(0 )
(𝜌𝑛𝑛
− 𝜌𝑘𝑘0 ) .

(3.99)

Substituting the solution of equation (3.99) into (3.92), we have
(2)

𝑃𝑥(2) (2𝜔) = 𝜒𝑥𝑥𝑥 𝐸2𝑒 −2𝑖𝜔𝑡
(2 )
(2𝜔)
= −𝑁𝑒 ∑𝑛𝑚 𝑥𝑛𝑚 𝜌𝑛𝑚

= −𝑁𝑒 ∑𝑚𝑛 𝑥𝑚𝑛 ∑𝑘
−𝑁𝑒 ∑𝑛𝑚 𝑥𝑚𝑛 ∑𝑘

(𝑒𝐸0)2𝑥𝑛𝑘 𝑥𝑘𝑚 𝑒 −2𝑖𝜔𝑡
2
(
ℏ 𝑖/𝜏𝑘𝑚 −𝜔𝑘𝑚+𝜔)(2𝜔−𝜔𝑛𝑚+𝑖⁄𝜏𝑛𝑚)
(𝑒𝐸0)2𝑥𝑛𝑘 𝑥𝑘𝑚 𝑒 −2𝑖𝜔𝑡

( )

(0 )
(𝜌𝑚𝑚
− 𝜌𝑘𝑘0 )
( )

ℏ2(𝑖/𝜏𝑛𝑘 −𝜔𝑛𝑘+𝜔)(2𝜔−𝜔𝑛𝑚+𝑖⁄𝜏𝑛𝑚)

(0 )
(𝜌𝑛𝑛
− 𝜌𝑘𝑘0 ) .

(3.100)

Therefore, the nonlinear susceptibility can be obtained
(2)
(2𝜔) = 𝑁𝑒 3 ∑𝑚𝑛𝑘
𝜒𝑥𝑥𝑥

𝑥𝑚𝑛𝑥𝑛𝑘 𝑥𝑘𝑚

( )

ℏ2 (𝑖/𝜏𝑘𝑚−𝜔𝑘𝑚+𝜔)(2𝜔−𝜔𝑛𝑚+𝑖⁄𝜏𝑛𝑚)

+𝑁𝑒 3 ∑𝑛𝑚𝑘

𝑥𝑚𝑛𝑥𝑛𝑘 𝑥𝑘𝑚

(0 )
(𝜌𝑚𝑚
− 𝜌𝑘𝑘0 )
( )

ℏ2 (𝑖/𝜏𝑛𝑘 −𝜔𝑛𝑘+𝜔)(2𝜔−𝜔𝑛𝑚+𝑖⁄ 𝜏𝑛𝑚)

(0 )
(𝜌𝑛𝑛
− 𝜌𝑘𝑘0 ) .

(3.101)

Without the resonance, the relaxation time related term can be removed. We can get the simplified
susceptibility
(2 )
(2𝜔) =
𝜒𝑥𝑥𝑥

𝑁𝑒 3
ℏ2

+

∑𝑚𝑛𝑘 (

𝑁𝑒 3
ℏ2

𝑥𝑚𝑛 𝑥𝑛𝑘𝑥𝑘𝑚
𝜔−𝜔𝑘𝑚)(2𝜔−𝜔𝑛𝑚)

∑𝑛𝑚𝑘 (

𝑥𝑚𝑛𝑥𝑛𝑘 𝑥𝑘𝑚
𝜔−𝜔𝑛𝑘)(2𝜔−𝜔𝑛𝑚)

Rearranging the result in terms of 𝜌, we obtain
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( )

(0 )
(𝜌𝑚𝑚
− 𝜌𝑘𝑘0 )
( )

(0 )
(𝜌𝑛𝑛
− 𝜌𝑘𝑘0 ) .

(3.102)
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(2 )
(2𝜔) =
𝜒𝑥𝑥𝑥

𝑁𝑒 3
ℏ2

( )

∑𝑚𝑛𝑘 𝑥𝑚𝑛 𝑥𝑛𝑘 𝑥𝑘𝑚 [ (

0
𝜌𝑘𝑘

𝜔−𝜔𝑘𝑚)(𝜔−𝜔𝑛𝑘)

( )

−(

0
𝜌𝑚𝑚

( )

−(
)

𝜔−𝜔𝑘𝑚)(2𝜔−𝜔𝑛𝑚

0
𝜌𝑛𝑛

𝜔−𝜔𝑛𝑘)(2𝜔−𝜔𝑛𝑚)

].

(3.102a)
The expression can be further simplified by exchanging the indices m, k in second term and indices
n, k in third term on the right side
(2 )
(2𝜔) =
𝜒𝑥𝑥𝑥

𝑁𝑒 3
ℏ2

( )

∑𝑚𝑛𝑘 𝜌𝑘𝑘0 𝑥𝑚𝑛 𝑥𝑛𝑘 𝑥𝑘𝑚 [(

1
𝜔−𝜔𝑘𝑚)(𝜔−𝜔𝑛𝑘)

−(

1
1
−(
].
𝜔−𝜔𝑚𝑘)(2𝜔−𝜔𝑛𝑘)
𝜔−𝜔𝑘𝑛)(2𝜔−𝜔𝑘𝑚)

(3.102b)
( )

( )

Moreover, we can suppose that all the matrix elements 𝜌𝑘𝑘0 = 0 except the element 𝜌𝑙𝑙0 = 1 in
ground state. We have
(2 )
(2𝜔) =
𝜒𝑥𝑥𝑥

𝑁𝑒 3
ℏ2

(0)

∑𝑚𝑛

𝜌𝑙𝑙 𝑥𝑚𝑛𝑥𝑛𝑙 𝑥𝑙𝑚
ℏ2

[(

1
𝜔−𝜔𝑙𝑚)(𝜔−𝜔𝑛𝑙)

−(

1
𝜔−𝜔𝑚𝑙)(2𝜔−𝜔𝑛𝑙)

−(

1
𝜔−𝜔𝑙𝑛)(2𝜔−𝜔𝑙𝑚)

].

(3.102c)
Theoretically, all the higher-order density operator can be calculated by using the recursion formula.
We can derive the third-order nonlinear susceptibility by following the procedure outlined on the
above. The higher order shows the intricate nonlinear response which also means the expression of
the susceptibility will be complicated and tedious. Actually, Bloembergen and co -worker have
figured out the third-order susceptibility with 48 terms in general condition. The expression of 𝜒 (3)
includes all possible third-order effects which implies that the third-order susceptibility can occur
in all matters. However, the second-order susceptibility disappears in centrally symmetric medium.
In fact, the third-order nonlinear response is sufficient to settle most of the problems, such as lightmatter interaction and coherent anti-Stokes Raman scattering.

3.2.2

Nonlinear response for strong electron-photon coupling in Floquet
formalism

In 1952, the Swiss physicist, Felix Bloch, first proposed that electron modulated by the periodical
structure in crystal moves in a regular way. The photon is electromagnetic wave possessed unique
properties. The photon interacting with matter results in Floquet state which is named after the
French mathematician, Gaston Floquet [183]. It means the interaction between photon and electron
will form periodical quantum mixed state in time and space. The dynamics of such a system usually
can be solved by integration of Schrodinger or Master equation numerically. However, Floquet
formalism can also be converted it into time independent Hamiltonian which can be solved more
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easily by using appropriate transformation.
Most spectrum technologies are based on oscillating electric field or magnetic field, such as,
magnetic resonance imaging, electron paramagnetic resonance and laser spectroscopy. All of these
methods are very different, but the only general character is that the basic Hamiltonian are
periodically depending time 𝐻(𝑡) = 𝐻0 + 𝑉(𝑡) where H0 is the Hamiltonian of atoms and the
periodic function, 𝑉(𝑡) = 𝑉(𝑡 + 𝑇), describes the coupling between the system and the oscillating
field. Usually, the time-dependent Schrodinger equation is difficult to obtain the analytical solution
[184-186].
𝑖ℏ

𝜕
𝜕𝑡

𝛹(𝑥, 𝑡) = 𝐻 (𝑡)𝛹(𝑥, 𝑡) .

(3.103)

Here we are interested in the problem with periodic time-dependence. According to the Floquet
theorem, the variables can be separated
𝛹𝑛 (𝑥, 𝑡) = 𝑒𝑥𝑝(−𝑖𝜖𝑛 𝑡 ∕ ℏ)𝛷𝑛 (𝑥, 𝑡) ,

(3.104)

where 𝛹𝑛 (𝑥, 𝑡) are the Floquet states which is the set of wave function solutions to the Schrodinger
equation. 𝛷𝑛 (𝑥, 𝑡) = 𝛷𝑛 (𝑥, 𝑡 + 𝑇) are the periodic Floquet modes and the quasi-energy 𝜖𝑛 is no
longer constant, but quasi-energy 𝜖𝑛 remains unchanged in time interval 2𝜋/𝑇. The solution can be
obtained by decomposing the initial wavefunction 𝛹(𝑡 = 0) into the Floquet states in the following
𝛹(𝑥, 𝑡) = ∑𝑛 𝑐𝑛 𝑒𝑥𝑝(−𝑖𝜖𝑛 𝑡 ∕ ℏ)𝛷𝑛 (𝑥, 𝑡) ,

(3.105)

where the coefficient is decided by
𝛹(𝑥, 0) = ∑𝑛 𝑐𝑛 𝛹𝑛 (𝑥,0) .

(3.105a)

Therefore, the desirable formalism is useful for getting the wavefunction 𝛹(𝑥, 𝑡) for the periodic
time-dependent H(t) more efficiently provided that the Floquet mode 𝛷𝑛 (𝑥, 𝑡) and the quasi-energy
𝜖𝑛 can be obtained more easily. The equation satisfied the Floquet mode and quasi-energy can be
derived by substituting equation (3.104) into (3.103)
𝜕

(𝐻 (𝑡) − 𝑖ℏ )𝛷𝑛 (𝑥, 𝑡) = 𝛷𝑛 (𝑥, 𝑡) .
𝜕𝑡

(3.106)

According to equation (3.104), the solution for time dependent Hamiltonian can be expressed in
the following form by employing the propagator of equation (3.103)
𝑈(𝑇 + 𝑡, 𝑡)𝛹(𝑥, 𝑡) = 𝛹(𝑥, 𝑇 + 𝑡) .

(3.107)

Hence, the equation (3.104) can be rewritten as
𝑈(𝑇 + 𝑡, 𝑡)𝑒𝑥𝑝(− 𝑖𝜖𝑛 𝑡⁄ℏ)𝛷𝑛 (𝑥, 𝑡) = 𝑒𝑥𝑝[− 𝑖𝜖𝑛 (𝑇 + 𝑡)⁄ℏ]𝛷𝑛 (𝑥, 𝑇 + 𝑡) ,
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which is also equivalent to the following expression by using the relation 𝛷𝑛 (𝑡) = 𝛷𝑛 (𝑡 + 𝑇)
𝑈(𝑇 + 𝑡, 𝑡)𝛷𝑛 (𝑥, 𝑡) = 𝑒𝑥𝑝 (− 𝑖𝜖𝑛 𝑇⁄ℏ )𝛷𝑛 (𝑥, 𝑡) = 𝜀𝑛𝛷𝑛 (𝑥, 𝑡) .

(3.108a)

By diagonalizing and calculating 𝑈(𝑇, 0) , it shows that the eigenstates of the propagator is
consistent with the Floquet modes. The quasi-energy is 𝜖𝑛 = −ℏarg (𝜀𝑛)/𝑇 which can be derived
by diagonalizing the one periodic propagator 𝑈(𝑇 + 𝑡, 𝑡). Using the propagator 𝑈(𝑇 + 𝑡, 𝑡), the
Floquet modes propagating from initial state 𝛷𝑛 (0) to 𝛷𝑛 (𝑡) can be written as,
𝑈(𝑡, 0) 𝛷𝑛 (𝑥, 0) = 𝑒𝑥𝑝(− 𝑖𝜖𝑛 𝑡⁄ℏ)𝛷𝑛 (𝑥, 𝑡) ,

(3.108b)

which is equivalent to the following expression
𝛷𝑛 (𝑥, 𝑡) = 𝑒𝑥𝑝(− 𝑖𝜖𝑛 𝑡⁄ℏ)𝑈(𝑡, 0)𝛷𝑛 (𝑥, 0) .

(3.108c)

It shows that 𝛷𝑛 (𝑡), 𝛹(𝑡) and 𝛹𝑛 (𝑡) at arbitrary time t can be derived by first calculating 𝛷𝑛 (𝑥, 𝑡)
in one periodic, 𝑡 ∈ [0, 𝑇]. The equation (3.108) is called Floquet theorem which is similar to Bloch
theorem in solid state physics. The Bloch theorem shows that the corresponding relation between
periodicity and coordinates in space. In Floquet system, the first Brillouin zone can be defined as
[−ℎ/2𝑇, ℎ/2𝑇]. Substituting equation (3.107) into (3.103), we can get the operator equation
𝑖ℏ

𝜕
𝜕𝑡

𝑈(𝑡) = 𝐻 (𝑡)𝑈(𝑡) ,

(3.109)

with the initial condition 𝑈(0) = 1. Taking the adjoint operation of equation (3.109), we have,
𝑖ℏ

𝜕
𝜕𝑡

𝑈† (𝑡) = 𝑈† (𝑡)𝐻(𝑡) .

(3.109a)

Multiplying by 𝑈† (𝑡) and 𝑈(𝑡) on both sides of equation (3.109) and (3.109a) respectively, and
then subtracting the results obtained, we have the term 𝑑(𝑈† 𝑈) ∕ 𝑑𝑡 = 0 with the initial condition
𝑈(0) = 1. The solution 𝑈† 𝑈 = 1 shows that the operator U is unitary. The equation (3.107) can be
further generalized for t=T
𝛹(𝑥, 𝑛𝑇) = 𝑈(𝑛𝑇,0) 𝛹(𝑥, 0) = [𝑈(𝑇, 0)]𝑛 𝛹(𝑥, 0) .

(3.110)

Therefore, the information in 𝑈(𝑡) will be suffice to obtain the observation information at time nT
with n=0, 1, 2…. Due to the unitary operator 𝑈(𝑡), it can be diagonalized by 𝑈𝐷 = 𝑉 †𝑈𝑉 where V
is the unitary transformation matrix and the elements in diagonal matrix can be written as (𝑈𝐷)𝑛𝑛 =
𝑒𝑥𝑝(−i𝜔𝑛) with 𝜔𝑛 = 𝜖𝑛 𝑇 ∕ ℏ. Therefore, the study about Floquet system can be simplified as
calculating the eigen-phase of 𝑈(𝑡). The unitary operator 𝑈(𝑡) denotes as F which is called Floquet
operator.
Comparing to the time-independent quantum theory, only extremely rare quantum systems with
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time-dependent driving can be exactly solved. One of such exactly solvable system is driven
quantum oscillators with at most quadratic interactions between coordinat e and momentum
operators [187-189]. Another system is periodically driven two level system which plays an
important role in nuclear magnetic resonance, quantum optics or low temperature glass system [190192]. Generally speaking, the time-dependent part in Hamiltonian can be absorbed into the
wavefunction which contains time-dependent phase. This is mainly because such interaction cannot
affect the spatial dependence of wavefunction.
We consider the laser field along the x direction [193]
𝑬𝑙 (𝑡) = 𝐸𝑙 𝑐𝑜𝑠(𝜔𝑡)𝒆𝒙 ,

(3.111)

where 𝐸𝑙 and 𝜔 are the amplitude and frequency of the laser field respectively. The magnetic field
can be neglected because it is much smaller than the electrical field by the factor of light speed c.
The vector field of laser can be written as
𝑨𝑙 (𝑡) = (𝐸𝑙 ∕ 𝜔)𝑠𝑖𝑛(𝜔𝑡)𝒆𝒙 .

(3.112)

The time dependent Schrodinger equation can be given as
𝑖

𝜕
𝜕𝑡

(𝑝−𝑒𝑨𝑙)2

𝛹(𝑟, 𝑡) =

2𝑚

𝛹(𝑟, 𝑡) .

(3.113)

It describes the single electron interacted with the electromagnetic field. For convenience, the
Planck constant ℏ and the light speed c have been set to unity. This system can be solved explicitly.
First, performing the unitary transformation
𝛹(𝑥, 𝑡) = 𝑈(𝑡)𝛷(𝑟, 𝑡) ,

(3.114)

where
𝑈(𝑡) = 𝑒𝑥𝑝{−𝑖2𝛾1 𝜔𝑡 − 𝑖𝛾1 𝑠𝑖𝑛(2𝜔𝑡) − 𝑖𝛾0 𝑘𝑥 [1 − 𝑐𝑜𝑠(𝜔𝑡)]} .

(3.114a)

with the parameter 𝛾0 = 𝑒𝐸 ∕ (𝑚𝜔2 ) and 𝛾1 = (𝑒𝐸)2 ∕ (8𝑚𝜔3 ). Then, substituting the equation
(3.114) into (3.113), the Schrodinger equation with complex electron-photon coupling can be
reduced to the Hamiltonian of free dressed electron
(𝑖

𝜕
𝜕𝑡

−

𝒑2

) 𝛷(𝑟, 𝑡) = 0 .

2𝑚

(3.115)

The eigenvalue and wavefunction can be easily derived in the following
𝜖𝑘 = (ℏ𝑘)2 ∕ (2𝑚) ,
𝛷𝑘 (𝑟, 𝑡) = 𝑒𝑥𝑝 (𝑖𝑘 ⋅ 𝑟 − 𝑖𝜖𝑘 𝑡) ∕ √𝑉 ,

(3.116)
(3.117)

where 𝑉 = 𝐿3 and 𝑘 = 2𝜋𝑛 ∕ 𝐿 with 𝑛 = 0, ±1, ±2, ⋯. The solution of equation (3.113) has the
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form
𝛹𝑘 (𝑟, 𝑡) = 𝑒𝑥𝑝{−𝑖2𝛾1 𝜔𝑡 − 𝑖𝛾1 𝑠𝑖𝑛(2𝜔𝑡) − 𝑖𝛾0 𝑘𝑥 [1 − 𝑐𝑜𝑠(𝜔𝑡)]}𝛷𝑘 (𝑟, 𝑡) .

(3.118)

The corresponding time-periodic Floquet modes can be written as
𝜑𝑘 (𝑥, 𝑡) = 𝑒𝑥𝑝{−𝑖2𝛾1 𝜔𝑡 − 𝑖𝛾1 𝑠𝑖𝑛(2𝜔𝑡) − 𝑖𝛾0 𝑘𝑥 [1 − cos (𝜔𝑡)]} 𝑒𝑥𝑝(𝑖𝑘 ⋅ 𝑟) .

(3.118a)

We now consider the response of the electron-photon system to electric field 𝐸 = 𝐸0𝑒 −𝑖𝜔0𝑡 where
𝜔 is the frequency of the probing field. The perturbed Hamiltonian takes the form, 𝐻 𝑒 = −𝑒𝑥 ∙ 𝐸 =
−𝜇𝐸0𝑒 −𝑖𝜔0𝑡. First, we calculate the matrix elements in momentum representation
⟨𝜑𝑘′ |𝑒𝑥𝑝(−𝛽𝐻)|𝜑𝑘⟩ = 𝑒𝑥𝑝 [−𝛽(ℏ𝑘)2 ∕ (2𝑚)]⟨𝜑𝑘′ |𝜑𝑘 ⟩ = 𝑒𝑥𝑝[−𝛽(ℏ𝑘)2 ∕ (2𝑚)]𝛿𝑘𝑘′ . (3.119)
The parameter 𝛽 is equal to 1 ∕ (𝑘𝐵 𝑇) where 𝑘𝐵 and T are the Boltzmann constant and temperature
respectively. Replacing the summation by integration, the canonical partition function can be
derived
𝑍=(

𝑉
2𝜋)3

2𝜋𝑚 3/2

𝑉

∫ 𝑑 3𝑘𝑒𝑥𝑝[−𝛽(ℏ𝑘)2 ∕ (2𝑚)] = (2𝜋)3 ( 𝛽ℏ𝟐 )

=

𝑉

.

𝜆3

(3.120)

Therefore, the elements of density matrix can be expressed as
⟨𝜑 𝑘′ |𝑒𝑥𝑝(−𝛽𝐻)|𝜑𝑘⟩ =

𝜆3
𝑉

𝑒𝑥𝑝[−𝛽(ℏ𝑘)2 ∕ (2𝑚)]𝛿𝑘𝑘′ .

(3.121)

The observable quantity 𝑥𝑘𝑘′ can be obtained as
⟨𝜑𝑘′ |𝑥|𝜑𝑘⟩ = ∫ 𝑥𝑒𝑥𝑝{−𝑖𝛾0 (𝑘𝑥 − 𝑘𝑥′ )[1 − 𝑐𝑜𝑠(𝜔𝑡) + 𝑖(𝑘 − 𝑘 ′ ) ⋅ 𝑟} 𝑑𝑥
= 𝑒𝑥𝑝{−𝑖𝛾0 (𝑘𝑥 − 𝑘𝑥′ )[1 − 𝑐𝑜𝑠(𝜔𝑡)]} ∫ 𝑥𝑒𝑥𝑝[𝑖(𝑘 − 𝑘 ′ ) ⋅ 𝑟] 𝑑𝑟 .

(3.122)

Using the integral expression of delta function
𝛿 (𝑘 − 𝑘 ′ ) =

1
2𝜋

∫ 𝑒𝑥𝑝[𝑖(𝑘 − 𝑘 ′ )𝑥 ] 𝑑𝑥 .

(3.123)

The equation (3.122) can be calculated
⟨𝜑𝑘′ |𝑥|𝜑 𝑘⟩ = 𝑒𝑥𝑝{−𝑖𝛾0 (𝑘𝑥 − 𝑘𝑥′ )[1 − 𝑐𝑜𝑠(𝜔𝑡)]} (2𝜋) 2 𝛿𝑘𝑦𝑘′𝑦 𝛿𝑘𝑧𝑘′𝑧 ∫ 𝑥𝑒𝑥𝑝[𝑖(𝑘𝑥 − 𝑘𝑥′ )𝑥 ] 𝑑𝑥
= 4𝜋 2 𝑒𝑥𝑝{−𝑖𝛾0 (𝑘𝑥 − 𝑘𝑥′ )[1 − 𝑐𝑜𝑠(𝜔𝑡)]}

𝑒𝑥𝑝[𝑖(𝑘𝑥−𝑘′𝑥 )𝐿][1−𝑖(𝑘𝑥−𝑘′𝑥)𝐿]−1
2

(𝑘𝑥 −𝑘′𝑥)

𝛿𝑘𝑦𝑘′𝑦 𝛿𝑘𝑧𝑘′𝑧 ,
(3.122a)

where the interval in x direction is restricted to 𝑥 ∈ (0, 𝐿). Substituting equation (3.121) and (3.122a)
into (3.96), we have the polarization that linearly responses to external applied field
𝜒 (1) (𝜔) =

16𝑁𝑒 2𝜆3𝜋4
ℏ𝑉

∑𝑛𝑠

{𝑒 𝑖(𝑠−𝑛)𝐿[1−𝑖(𝑠−𝑛)𝐿]−1}{𝑒−𝑖(𝑠−𝑛)𝐿[1+𝑖(𝑠−𝑛)𝐿]−1}
(𝑖∕𝜏𝑛𝑠−𝜔𝑛𝑠+𝜔)(𝑠−𝑛)4

× (𝑒 −𝛽(ℏ𝑠)
where 𝜔𝑛𝑠 = ℏ(𝑠 2 − 𝑛2 ) ∕ (2𝑚).
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2∕(2𝑚)

)

(3.124)
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The nonlinear susceptibility can be obtained by using equation (3.121) and (3.122a)
(2 )
(2𝜔) =
𝜒𝑥𝑥𝑥

8𝑁𝜆3𝑒 3𝜋3
ℏ2𝑉

+
=

8𝑁𝜆3𝑒 3𝜋3
ℏ2𝑉

8𝑁𝜆3𝑒 3𝜋3
ℏ2𝑉

+

∑𝑠𝑛𝑘 (

ℏ2𝑉

𝑖/𝜏𝑘𝑙−𝜔𝑘𝑠+𝜔)(2𝜔−𝜔𝑛𝑠+𝑖⁄𝜏𝑛𝑠)𝜃12𝜃22𝜃32

∑𝑠𝑛𝑘 (

∑𝑠𝑛𝑘 (

8𝑁𝜆3𝑒 3𝜋3

𝑒 −𝑖𝛾0(𝜃1 +𝜃2+𝜃3)Ω Ξ 1Ξ 2Ξ 3

𝑒 −𝑖𝛾0 (𝜃1+𝜃2+𝜃3)Ω Ξ1Ξ 2Ξ 3
𝑖/𝜏𝑛𝑘 −𝜔𝑛𝑘+𝜔)(2𝜔−𝜔𝑛𝑠+𝑖⁄𝜏𝑛𝑠)𝜃12𝜃22𝜃32
Ξ 1Ξ 2 Ξ 3

𝑖/𝜏𝑘𝑙−𝜔𝑘𝑠+𝜔)(2𝜔−𝜔𝑛𝑠+𝑖⁄𝜏𝑛𝑠)𝜃12𝜃22𝜃32

∑𝑠𝑛𝑘 (

(𝑒 −𝛽(ℏ𝑠)

Ξ 1 Ξ 2Ξ 3

2𝑚)

(𝑒 −𝛽(ℏ𝑛)

(𝑒 −𝛽(ℏ𝑠)

𝑖/𝜏𝑛𝑘 −𝜔𝑛𝑘+𝜔)(2𝜔−𝜔𝑛𝑠+𝑖⁄𝜏𝑛𝑠)𝜃12𝜃22𝜃32

2⁄ (

2∕(2𝑚)

2⁄ (2𝑚)

(𝑒 −𝛽(ℏ𝑛)

− 𝑒 −𝛽(ℏ𝑘)

∕(2𝑚)

− 𝑒 −𝛽(ℏ𝑘)

− 𝑒 −𝛽(ℏ𝑘)

2∕(2𝑚)

2

2∕(2𝑚)

2∕(2𝑚)

− 𝑒 −𝛽(ℏ𝑘)

)
)

)

2∕(2𝑚)

),

(3.125)
where the parameters in equation (3.126) are given
𝜃1 = 𝑠 − 𝑛 ,

𝜃2 = 𝑛 − 𝑘 ,

Ξ𝑗 = 𝑒 𝑖𝜃𝑗 𝐿 [1 − 𝜃𝑗𝐿] − 1 .

Ω = 1 − 𝑐𝑜𝑠(𝜔0 𝑡) ,

3.3

𝜃3 = 𝑘 − 𝑠 ,
(3.125a)

Theory for exact treatment of electron-photon coupling

The physical phenomenon related to driving quantum system becomes a trending topic for decades
because it is closely associated with the quantum information processing [194-202]. The Rabi model
is one of the most famous example in this field. The Hamiltonian with the driving field frequency
𝜔 and field intensity A can be expressed in the following
𝐻 (𝑡) =

𝜔0
2

𝐴

𝜎𝑧 + 𝑐𝑜𝑠(𝜔𝑡)𝜎𝑥 ,
2

(3.126)

where 𝜎𝑥,𝑦,𝑧 is the Pauli matrix and 𝜔0 is the transition frequency of two-level system. By
introducing the rotating wave approximation, the resonant frequency of the system is 𝜔0 and
irrelevant to the field intensity A. In the case of strong drive, the counter-rotating wave,
𝐴
4

(𝑒 −𝑖𝜔𝑡 𝜎− + 𝑒 𝑖𝜔𝑡 𝜎+ ), not only causes the resonant frequency shift, but also brings the time-

dependent higher harmonic [194]. The resonant frequency that differs from 𝜔0 is called the BlochSiegert shift by considering the counter-rotating wave. It results in many effects such as
unsymmetrical Autler-Townes spectrum in driving three-levels system, the side band shift of
resonant fluorescence spectrum, determining the changes in fundamental constant of astrophysics,
impacting on dissipative dynamics process and the strong driving artificial atoms system [203-208].
The Bloch-Siegert shift in classical driving field can be solved by using the method that Shirley has
developed it according to Floquet theorem. In quantum driving field, Cohen-Tannouduji developed
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the dressed-atom model to calculate the Bloch-Siegert shift [209]. However, these approaches based
on perturbation method are unable to calculate the Bloch-Siegert shift analytically. The techniques,
rotating wave approximation and unitary transformation, applying in driving systems are presented
in the following sections.

Rotating wave approximation

3.3.1

For driving system, the general idea is that transform the time-dependent Rabi mode into timeindependent Hamiltonian. Hence, we introduce the rotating wave approximation. The precondition
for the establishment of this technique requires that the driving force and the coupling between twolevel system and dissipative reservoir is weak. Moreover, the term related to counter-rotating is
neglected. Therefore, it is also called Rabi rotating wave approximation. We introduce the
transformation [196, 204],
𝑅 = 𝑒𝑥𝑝(𝑆(𝑡)) = 𝑒𝑥𝑝 [𝑖

𝐴
2𝜔

𝜉𝑠𝑖𝑛(𝜔𝑡)𝜎𝑥 ] ,

(3.127)

where S(t) is the generator of the transformation R and the parameter 𝜉 ∈ [0,1) is the
undetermined coefficient. The transformed Hamiltonian can be easily derived
𝐴

𝜔0

2

2

𝐻 ′ (𝑡) = (1 − 𝜉 )𝑐𝑜𝑠(𝜔𝑡)𝜎𝑥 +

𝐴

𝐴

𝜔

𝜔

{𝑠𝑖𝑛 [ 𝜉𝑠𝑖𝑛(𝜔𝑡)] 𝜎𝑦 + 𝑐𝑜𝑠 [ 𝜉𝑠𝑖𝑛(𝜔𝑡)] 𝜎𝑧 } .

(3.128)

Employing the identical transformation
𝐴

𝐴

𝜔

𝜔

𝑒𝑥𝑝 [𝑖 𝜉𝑠𝑖𝑛(𝜔𝑡)] = ∑+∞
𝑛=−∞ 𝐽𝑛 ( 𝜉) 𝑒𝑥𝑝(𝑖𝑛𝜔𝑡) ,

(3.129)

𝐴

where 𝐽𝑛 ( 𝜉) represents the n th order of the Bessel function of the first kind. The equation
𝜔

(3.128) can be divided into three prats
𝐻 ′ (𝑡) = 𝐻0′ (𝑡) + 𝐻1′(𝑡) + 𝐻2′(𝑡) ,

(3.130)

where
1

𝐴

2

𝜔

𝐻0′ (𝑡) = 𝜔0 𝐽0 ( 𝜉) 𝜎𝑧 ,

(3.130a)

1

𝐴

2

𝜔

𝐻1′ (𝑡) = 𝐴(1 − 𝜉 )𝑐𝑜𝑠(𝜔𝑡)𝜎𝑥 + 𝜔0 𝐽1 ( 𝜉) 𝑠𝑖𝑛(𝜔𝑡)𝜎𝑦 ,
𝐴

𝐴

𝜔

𝜔

(3.130b)

+∞
𝐻2′ (𝑡) = 𝜔0 ∑+∞
𝑛=1 𝐽2𝑛 ( 𝜉)𝑐𝑜𝑠(𝑛𝜔𝑡) 𝜎𝑧 + 𝜔0 ∑𝑛=1 𝐽2𝑛+1 ( 𝜉)𝑠𝑖𝑛[(2𝑛 + 1)𝜔𝑡] 𝜎𝑦 . (3.130c)

The equation (3.130a) and (3.130b) only contains the zeroth and first order harmonic respectively.
The equation (3.130c) includes the harmonic higher than the first order. According to the assumption,
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the equation (3.130c) can be neglected and the effective Hamiltonian consists of 𝐻0′ (𝑡) and 𝐻1′(𝑡).
In order to derive the exactly expression of the effective Hamiltonian, the indetermined coefficient
𝜉 can be calculated by the following self-consistent equation
1
2

𝐴

𝐴̃

𝜔

4

𝐴(1 − 𝜉 ) = 𝜔0 𝐽1 ( 𝜉) = .

(3.131)

Hence, the approximate Hamiltonian can be rewritten in form of rotating wave
1

𝐴

𝐴̃

2

𝜔

4

𝐻 ′ (𝑡) ≈ 𝜔0 𝐽0 ( 𝜉)𝜎𝑧 + (𝑒 −𝑖𝜔𝑡 𝜎− + 𝑒 𝑖𝜔𝑡 𝜎+ ) .

(3.132)

The second term on the right side is called driving counter-rotating wave correction. By using the
rotation transformation, the Hamiltonian converted to rotating coordinate system can be transformed
into time-independent Hamiltonian.
̃

̃

2

4

̃ = 𝑅1(𝑡)𝐻 ′ (𝑡)𝑅1† (𝑡) − 𝑅1(𝑡)𝑖ℏ 𝑑 𝑅1† (𝑡) = ∆ 𝜎𝑧 + 𝐴 𝜎𝑥 ,
𝐻
𝑑𝑡

(3.133)

where the rotating transformation matrix is given
𝑅1 (𝑡) = 𝑒𝑥𝑝(𝑖𝜔𝑡𝜎𝑧 /2) ,

(3.133a)

And the corresponding effective detuning can be expressed as
𝐴
∆̃= 𝜔0 𝐽1 ( 𝜉) − 𝜔 ,
𝜔

(3.133b)

Diagonalizing the equation (3.133), the eigenvalue and eigenfunction can be easily derived. We
can get the effective Rabi frequency
̃2

̃ 𝑅 = √∆̃2 + 𝐴 ,
Ω
4

(3.134)

For the open quantum system, the driven spin-boson model is strongly associated with many
physical and chemical process which describes the driven two -level system interacting with
dissipative reservoir [210-212]. The simplified Hamiltonian mode can be given
1

𝐴

2

2

𝐻 (𝑡) = − [Δ𝜎𝑥 + (𝑒 −𝑖𝜔𝐿𝑡 𝜎− + 𝑒 𝑖𝜔𝐿𝑡 𝜎+ )] + ∑𝑘 𝜔𝑘 𝑏𝑘† 𝑏𝑘 + ∑𝑘 𝑔𝑘 (𝑏𝑘† 𝜎− + 𝑏𝑘 𝜎+ ) ,

(3.135)

where 𝜎𝑥,𝑦,𝑧 is the Pauli matrices and 𝜎+ (𝜎−) = 𝜎𝑥 + 𝑖𝜎𝑦 (𝜎𝑥 − 𝑖𝜎𝑦 ) is the raising (or lowering)
operator in local representation. Δ is the tunneling matrix element. 𝑏𝑘† and 𝑏𝑘 are creation and
annihilation operator of bosons with frequency 𝜔𝑘 and mode k. 𝑔𝑘 describes the interaction
between the two-level system and the kth boson mode. The two-level system is driven by the external
field with frequency 𝜔𝐿 and strength A. the equation (3.135) can be transformed time-independent
Hamiltonian by using rotation transformation. To do this, the transformation can take the following
form
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𝑅2 (𝑡) = 𝑒𝑥𝑝[𝑖𝜔𝐿 𝑡(−𝜎𝑥 /2 + ∑𝑘 𝑏𝑘† 𝑏𝑘 )] .

(3.136)

The time-independent Hamiltonian can be easily derived
̃ = − 1 [(Δ − 𝜔𝐿 )𝜎𝑥 + 𝐴 𝜎𝑧 ] + ∑𝑘 (𝜔𝑘 − 𝜔𝐿 )𝑏𝑘†𝑏𝑘 + 1 ∑𝑘 𝑔𝑘 (𝑏𝑘†𝜎− + 𝑏𝑘 𝜎+) .
𝐻
2

2

(3.137)

2

By using the Born-Markov master equation and equation (3.137), the compact motion equation of
two-level system satisfied by the reduced density matrix can be derived [213]. This technique can
be applied to describe the dynamics of weak driving force and dissipation as the cost of neglecting
the counter-rotating term −(𝐴/4)(𝑒 𝑖𝜔𝐿𝑡 𝜎− + 𝑒 −𝑖𝜔𝐿𝑡 𝜎+ ) + ∑𝑘(𝑔𝑘 /2)(𝑏𝑘†𝜎+ + 𝑏𝑘 𝜎−).

3.3.2

Unitary transformation

To overcome the limitation of the rotating wave approximation, we will introduce the unitary
transformation which is suitable for Hamiltonian with the counter-rotating term [210-212]
𝐻 (𝑡) = 𝐻0(𝑡) + 𝐻1(𝑡) + 𝐻2(𝑡) ,

(3.138)

where
1

𝐴

2

2

𝐻0 (𝑡) = − [Δ𝜎𝑥 + (𝑒 −𝑖𝜔𝐿𝑡 𝜎− + 𝑒 𝑖𝜔𝐿𝑡 𝜎+ )] + ∑𝑘 𝜔𝑘 𝑏𝑘† 𝑏𝑘 + ∑𝑘 𝑔𝑘 (𝑏𝑘† 𝜎− + 𝑏𝑘 𝜎+) ,
𝐴

𝐻1 (𝑡) = − (𝑒 𝑖𝜔𝐿𝑡 𝜎− + 𝑒 −𝑖𝜔𝐿𝑡 𝜎+ ) ,

(3.138b)

4

𝐻2 (𝑡) = ∑𝑘

𝑔𝑘
2

(3.138a)

(𝑏𝑘† 𝜎+ + 𝑏𝑘 𝜎−).

(3.138c)

In order to study this kind of Hamiltonian, we consider the unitary transformation
𝜕

𝐻 ′ (𝑡) = 𝑒 𝑆 (𝑡) [𝐻 (𝑡) − 𝑖ℏ ] 𝑒 −𝑆(𝑡) ,

(3.139)

𝜕𝑡

where the generator is given
𝑆 (𝑡) = [−𝑖

𝐴
2𝜔𝐿

𝜁𝑠𝑖𝑛(𝜔𝐿 𝑡) + ∑𝑘

𝑔𝑘
𝜉 (𝑏 † −
2𝜔𝑘 𝑘 𝑘

𝑏𝑘 )]𝜎𝑧 ,

(3.139a)

where the parameter 𝜁 ∈ (0,1) and 𝜉𝑘 ∈ (0,1) are the undetermined coefficient. The equation
(3.139a) with 𝜉𝑘 = 0 becomes the generator that only considers the driving counter-rotating term
[196,204]. On the contrary, it turns into the generator that only considers the driving counter-rotating
term while 𝜁 = 0 [214-216]. Let 𝑋1 = ∑𝑘

𝑔𝑘
𝜉 (𝑏𝑘† − 𝑏𝑘 ),
𝜔𝑘 𝑘

we can derive the Hamiltonian after

taking the unitary transformation
𝐻 ′ (𝑡) = 𝐻0′ (𝑡) + 𝐻1′(𝑡) + 𝐻2′(𝑡) ,
where
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1

𝐴

2

𝜔𝐿

𝐻0′ (𝑡) = − 𝐽0 (

𝜁)𝜂Δ𝜎𝑥 − 𝐽1 (

+ ∑𝑘 𝜔𝑘 𝑏𝑘† 𝑏𝑘 + ∑𝑘
1

𝐴

2

𝜔𝐿

𝐻1′ (𝑡) = − 𝐽0 (

𝐴

2

𝜔𝐿

−𝐽1 (

𝐴

𝜔𝐿

1

𝜁)𝜂Δ𝑠𝑖𝑛(𝜔𝐿 𝑡)𝜎𝑦 − 𝐴(1 − 𝜁 )𝑐𝑜𝑠(𝜔𝐿 𝑡)𝜎𝑧

𝑔2𝑘

2

𝜉 (𝜉
4𝜔𝑘 𝑘 𝑘

𝜁)𝜂Δi𝜎𝑦 ∑𝑘

1

𝐻2′ (𝑡) = − 𝐽0 (

𝐴

𝜔𝐿

− 2) ,

(3.140a)

𝑔𝑘
1
𝜉 (𝑏𝑘† − 𝑏𝑘 ) + ∑𝑘 𝑔𝑘 (1 − 𝜉𝑘 )(𝑏𝑘† + 𝑏𝑘 ) 𝜎𝑧
𝜔𝑘 𝑘
2
1

𝐴

2

𝜔𝐿

𝜁)Δ(𝑐𝑜𝑠ℎ𝑋1 − 𝜂)𝜎𝑥 − 𝐽0 (

𝐴
𝜔𝐿

𝐴

𝜁)Δ𝜎𝑥 𝑠𝑖𝑛(𝜔𝐿 𝑡)𝑠𝑖𝑛ℎ𝑋1

𝜁) 𝑐𝑜𝑠(2𝑛𝜔𝐿 𝑡)
𝐴

𝜔𝐿

𝜔𝐿

𝐴

𝜔𝐿

−Δ(𝜎𝑦𝑐𝑜𝑠ℎ𝑋1 − 𝑖𝜎𝑥 𝑠𝑖𝑛ℎ𝑋1)∑∞
𝑛=1 𝐽2𝑛+1 (
where 𝐽𝑛 (

(3.140b)

𝜁)Δ(𝑠𝑖𝑛ℎ𝑋1 − 𝜂𝑋1 )𝑖𝜎𝑦

𝜁) Δ(𝑐𝑜𝑠ℎ𝑋1 − 𝜂)𝑠𝑖𝑛(𝜔𝐿 𝑡)𝜎𝑦 + 𝑖𝐽1 (

−Δ(𝜎𝑥 𝑐𝑜𝑠ℎ𝑋1 + 𝑖𝜎𝑦 𝑠𝑖𝑛ℎ𝑋1)∑∞
𝑛=1 𝐽2𝑛 (

,

𝜁)𝑠𝑖𝑛[(2𝑛 + 1)𝜔𝐿 𝑡] ,

(3.140c)

𝜁) represents the nth order of the Bessel function of the first kind. The renormalized

factor 𝜂 is defined as the expectation value of boson operator in vacuum states
2
𝑔𝑘
𝜉 ) ].
2 𝜔𝑘 𝑘
1

𝜂 = ⟨{0𝑘 }|𝑐𝑜𝑠ℎ𝑋1|{0𝑘 }⟩ = 𝑒𝑥𝑝 [− ∑𝑘 (

(3.140d)

If the equation (3.140a) satisfies the self-consistent condition,
1
2

𝐴(1 − 𝜁 ) = 𝐽1 (

𝐴

𝜔𝐿

𝐴̃

𝜁) 𝜂Δ = ,

(3.141)

4

the part 𝐻0′ (𝑡) can be rewritten as
1

𝐴

2

𝜔𝐿

𝐻0′(𝑡) = − 𝐽0 (

𝐴̃

𝜁) 𝜂Δ𝜎𝑥 − (𝑒 −𝑖𝜔𝐿𝑡 𝜎+ + 𝑒 𝑖𝜔𝐿𝑡 𝜎− ) + ∑𝑘 𝜔𝑘 𝑏𝑘† 𝑏𝑘 .
4

(3.142)

Obviously, equation (3.142) can be exactly diagonalized and can be regarded as free Hamiltonian.
The equation (3.140b) can be considered as the perturbation Hamiltonian. If the parameter 𝜉𝑘 takes
the form
𝐴

𝜁)𝜂Δ) ,

(3.143)

†
𝐻1′ (𝑡) = ∑𝑘 𝑔
̃(𝑏
𝑘 𝑘 𝜎− + 𝑏𝑘 𝜎+) ,

(3.144)

𝜉𝑘 = 𝜔𝑘 ∕ (𝜔𝑘 + 𝐽0 (

𝜔𝐿

the part 𝐻1′(𝑡) can be rewritten as
1
2

where the coupling constant can be defined as
𝑔
̃𝑘 = 2𝑔𝑘 𝐽0 (

𝐴
𝜔𝐿

𝜁) 𝜂Δ ∕ (𝜔𝑘 + 𝐽0 (

𝐴
𝜔𝐿

𝜁) 𝜂Δ) .

(3.144a)

Equation (3.140c) contains higher order perturbation terms such as the off-diagonal transition. In
general, the contribution of high order Bessel function to driving force is far less than that of low
frequency with time in 𝐻0′ (𝑡). Therefore, the part 𝐻2′ (𝑡) is not considered under normal
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conditions.
The effective Hamiltonian now is composed of the part 𝐻0′ (𝑡) and 𝐻1′(𝑡). By using the equation
(3.136), the effective Hamiltonian can be transformed into time-independent form
1
𝐴
1
𝐻𝑒𝑓𝑓 = − [𝛿̃𝜎𝑥 + 𝜎𝑧 ] + ∑𝑘(𝜔𝑘 − 𝜔𝐿 )𝑏𝑘†𝑏𝑘 + ∑𝑘 𝑔𝑘 (𝑏𝑘† 𝜎− + 𝑏𝑘 𝜎+ ) ,
2

2

2

(3.145)

𝐴
where 𝛿̃ = 𝐽0 ( 𝜁) 𝜂Δ − 𝜔𝐿.
𝜔𝐿

3.4

Discussion of Floquet States

Quantum Floquet theory is aimed at the periodic Hamiltonian like H(t)=H(t+T) [217, 218]. The
solution for Schrodinger equation has the following form
𝜓(𝑡) = 𝑒 −𝑖𝜀𝑡⁄ℏ 𝜙(𝑡) ,

(3.146)

where the Floquet mode, 𝜙(𝑡), has the same periodicity compared with the original Hamiltonian
H(t). It results in the relation, 𝜙(𝑡) = 𝜙(𝑡 + 𝑇). Substituting the equation (3.146) into Schrodinger
equation, the intrinsic equation for quasi-energy, 𝜀, can be written as
𝜕

[𝐻 (𝑡) − 𝑖ℏ ] 𝜙(𝑡) = 𝜀𝜙(𝑡) .
𝜕𝑡

(3.147)

In order to transform the time-dependent problem into time-independent, the extended Hilbert space
will be required to construct the infinite-dimension Floquet matrix. First, we can expand the
Hamiltonian H(t) and the eigenfunction 𝜙(𝑡) Fourier series
𝐻 (𝑡) = ∑𝑛 𝐻𝑛 𝑒 𝑖𝑛𝜔𝑡 ,

(3.148a)

𝜙(𝑡) = ∑𝑛 𝜙𝑛𝑒 𝑖𝑛𝜔𝑡 .

(3.148b)

Then, the extended Hilbert space can be constructed by a set of complete orthogonal basis [219]
|𝛼, 𝑛⟩ = |𝛼 ⟩ ⊗ |𝑛⟩ = |𝛼 ⟩𝑒 𝑖𝑛𝜔𝑡 ,

(3.149)

where |𝛼 ⟩ is the basis of quantum system and 𝑛 ∈ [−∞, +∞] is the index of Fourier series. The
elements in Floquet matrix have the following form,
⟨𝛼 ′ , 𝑛′ |𝐻𝐹|𝛼, 𝑛⟩ = ⟨𝛼 ′ |𝐻𝑛′ −𝑛|𝛼 ⟩ + 𝛿𝑛′𝑛 𝛿𝛼′𝛼 𝑛ℏ𝜔 .

(3.150)

The blocky Floquet matrix shows in Figure 3.3 and every block is similar to the original system.
The two states with different indices, like |𝛼, 𝑛⟩ and |𝛼 ′ , 𝑛′ ⟩, are coupled with each by off-diagonal
element.

73

Chapter 3 Nonlinear response for strong electron-photon coupling in normal metal and the Floquet formalism

1
In order to intuitive understanding the Floquet states, the ground state |𝑔⟩ = ( ) and the excited
0
0
state |𝑒⟩ = ( ) with the transition frequency 𝜔0 are driven by the laser with frequency 𝜔. Here, we
1
assume that the Rabi frequency is 𝛺.

Figure 3.3 Schematic picture for equation (3.150).

Based on the above conditions, we can write the time-dependent Hamiltonian
0
𝛺𝑐𝑜𝑠(𝜔𝑡)
𝐻 (𝑡) = (
).
𝛺𝑐𝑜𝑠(𝜔𝑡)
𝜔0

(3.151)

The Hamiltonian H(t) can be expanded in driving frequency 𝜔 by using the Fourier expansion and
the relation 𝑐𝑜𝑠(𝜔𝑡) = (𝑒 −𝑖𝜔𝑡 + 𝑒 𝑖𝜔𝑡 )/2
𝐻 (𝑡) = ∑𝑛 𝐻𝑛 𝑒 𝑖𝑛𝜔𝑡 ,

(3.152)

0 0
𝐻0 = (
),
0 𝜔0

(3.152a)

where

𝐻+1 = (

0
𝛺/2
),
𝛺/2
0

(3.152b)

0
𝛺/2
),
𝛺/2
0

(3.152c)

𝐻−1 = (
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and 𝐻𝑛 = 0 for |𝑛| ≥ 2. Then, replacing the block matrix in Figure 3.3 by with equation (3.152a)
~(3.152c), the Floquet matrix straightforward displays in Figure 3.4. We mark the ground state
|𝑔, 0⟩ = |𝛼, 0⟩ in green rhombus and other two relevant states |𝑒, −1⟩ = |𝛼, −1⟩ in red ellipse and
|𝑒, +1⟩ = |𝛼, +1⟩ in blue box. Now, we can analyze the transition among these states.
First, we take the basis |𝑔, 0⟩ and |𝑒, −1⟩, the Hamiltonian can be constructed as in the following
0
𝛺/2
𝐻=(
),
𝛺/2 𝜔0 − 𝜔

(3.153a)

which usually applies to the time-independent two-level system. It describes that an atom absorbs a
photon from ground state |𝑔, 0⟩ and then excites to state |𝑒, −1⟩. The whole process resonance or
near-resonance.
Second, we take the basis |𝑔, 0⟩ and |𝑒, +1⟩ , the Hamiltonian can be constructed as in the
following
0
𝛺/2
𝐻=(
).
𝛺/2 𝜔0 + 𝜔

(3.153b)

It shows that an atom in ground state |𝑔, 0⟩ jumps to excited states |𝑒, +1⟩ by emitting a photon.
During this process, the resonance usually cannot happen which is called virtual process. Generally
speaking, the transition frequency is in the order of dozens THz compared with the Rabi frequency

Figure 3.4 Details of the Floquet matrix and the transition among the states.
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(MHz). Therefore, we only consider the first case and neglect the second one in most cases. The
equation (3.153a) is equivalent to the effective Hamiltonian 𝐻𝑒𝑓𝑓.
Finally, we would like to note that the there are other theoretical formalisms in treating the
nonlinear transport phenomena. For example, the density matrix method or magnus expansion. In
this method, one first constructs the density matrix from the quantum states. The densi ty matrix
includes all orders of electron-photon coupling. The system under a more complicated non-resonant
field has been recently investigated using a Magnus expansion [220].
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Chapter 4

Suppression of superconductivity by strong electron-photon
coupling
In this chapter, we study the effect of a strong and low frequency (𝜔 < ∆, the superconducting gap)
electrical ﬁeld on a superconducting state. It is found that the superconducting gap decreases with
the ﬁeld intensity and wavelength. The physical mechanism for this dependence is the multiphoton
absorption by a superconducting electron. By constructing the state of a superconducting electron
dressed by photons, we determined the dependence of the superconducting gap on 𝐸/𝜔 and
temperature. We show that the critical temperature is determined by the parameter 𝐸/𝜔 which is
distinct from that induced by the heating effect. The result is consistent with experimental ﬁndings.
This result can be applied to study terahertz nonlinear superconducting metamaterials.

4.1

Introduction

In the past two decades, a great deal of works has been done in terahertz field which is mainly
because the attractive properties of high-power, long-wavelength, tunable laser source and other and
other potential applications. Several research groups in this area have brought some innovative
studies of nonlinear effect and ultrafast controlling carriers and spin dynamics. Terahertz laser has
been applied to investigate of nonlinear transport and optical properties in electron gas. Terahertz
phenomena like resonant absorption, LO-phonon bottleneck effect, terahertz cyclotron resonance,
terahertz photon-induced impact ionization, photon-enhanced hot-electron effect and terahertz
photon-assisted tunneling, also have been intensely studied [221-226].
Terahertz radiation is widely used to study the properties of superconducting materials because
the gap energy of many superconductors is of the order of a few terahertz. When a superconductor
is under an electromagnetic radiation whose frequency is greater than the Copper pair gap energy,
the electrons can absorb a photon and the pair can be broken. Direct pair breaking does not occur
under a ﬁeld with frequency lower than gap energy. However, recent experimental measurements
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have revealed that subgap terahertz radiation can have a very strong effect on the superconducting
properties [227-229]. By using a high intensity terahertz radiation to study the ultrafast dynamics in
superconducting thin ﬁlms [227-229], it was found that at low temperatures, the superconductivity
of NbN thin ﬁlms can be suppressed in the terahertz region by optical pulses [ 227-232]. The
experiment revealed that in the region of 0.4–1.2 THz, the corresponding energy is smaller than the
gap energy of the NbN ﬁlm [229]. Even at the maximum terahertz pulse energy, the calculated
photon number is also 100 times smaller than the carrier density of NbN. However, the measurement
of complex conductivity shows clear nonlinear effects at low temperatures and intense terahertz
electric ﬁelds. These experiments suggest that there may be a strong nonlinear process at the low
frequencies whereby electrons can interact with multiple photons.
In this work, we will employ a model which involves superconducting Floquet states and uses
the Bogoliubov-de Gennes (BdG) equation to describe the electron-multiphoton interaction. With
this model, the Cooper pair can be broken even when the incident phot on energy is below the
superconducting gap due to the simultaneous absorption of multiple photons. The energy gap and
current density are the most useful quantities in understanding this phenomenon. We ﬁrst calculate
the new form of the energy gap which is dependent on electron-photon coupling strength 𝐸/𝜔, and
then the current and other transport information can be derived. This inherently shows that all
physical quantities are strongly dependent on the parameter 𝑎 2 = (𝑒 2 /8𝑚)(𝐸/𝜔)2 in energy units.
For notational convenience, we simply denote 𝐸/𝜔 for a.

4.2

Solve the Bogoliubov-de Gennes equation under intense radiation

Our analysis involves two steps. First, we calculate the single electron states under an intense
radiation. The result is an electron dressed with photons. Next, we apply the dressed electron states
to solve the superconducting gap equation. Here, we choose the laser ﬁeld to be along the x
direction; 𝑬 = 𝐸𝑐𝑜𝑠(𝜔𝑡)𝑒𝑥 ,

so

the vector potential is 𝑨 = −(𝐸/𝜔)𝑠𝑖𝑛(𝜔𝑡)𝑒𝑥 .

The

transformation between electron gas under intense laser radiation and single electron is given by
[193, 233]
𝑈 † [𝑖

𝜕
𝜕𝑡

−

(𝒑−𝑒𝑨)2

𝜕

2𝑚

𝜕𝑡
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]𝑈 = 𝑖

−

𝒑2
2𝑚

,

(4.1)
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where
𝑈 † = exp{𝑖2𝛾1 𝜔𝑡 + 𝑖𝛾1 sin(2𝜔𝑡) + 𝑖𝛾0 𝑘𝑥 [1 − cos (𝜔𝑡)]} ,

(4.2)

with 𝛾0 = 𝑒𝐸 ∕ (𝑚𝜔2 ) and 𝛾1 = (𝑒𝐸)2 ∕ (8𝑚𝜔3 ) . The state of a single electron dressed by
photons is given by 𝑈† 𝜓, and 𝜓 is the single electronstate in the absence of the radiation ﬁeld.
The BdG equation for superconductor presenting in an intense terahertz field can be written in
the form [30]
(𝒑−𝑒𝑨)2

𝑖

𝜕
𝜕𝑡

𝛹=[

𝛥

2𝑚

𝛥∗

−

(−𝒑−𝑒𝑨)2

] 𝛹 = 𝐻0 𝛹 ,

(4.3)

2𝑚

where 𝛥 = |𝛥|exp (𝑖𝜒). The coupling between electron and photon can be eliminated by a simple
unitary transformation
𝑇 † (𝑖

𝜕
𝜕𝑡

− 𝐻0) 𝑇 = 𝑖

𝜕
𝜕𝑡

𝐼̂ − 𝐻 ,

(4.4)

where 𝐼̂ is a 2 × 2 unit matrix,
𝑈∗
𝑇† = [
0

0
],
𝑈

(4.4a)

𝒑2 /2𝑚
𝛥̂
𝐻 =[
],
∗
2
𝛥̂
−𝒑 /2𝑚

(4.4b)

and

with 𝛥̂ = 𝑇 † 𝛥𝑇 †. The wave function of the system can be written in the form of Floquet states [143,
182, 183]
𝜙
𝑈∗ 𝑢𝑘 𝑒 𝑖𝜒∕2
𝛷 = 𝑇 † Ψ = ( 1) = (
) exp (𝑖𝑘 ⋅ 𝑟 − 𝑖𝜖𝑡) .
𝜙2
𝑈𝑣𝑘 𝑒 −𝑖𝜒∕2

(4.5)

Then, form (4.3), we have
ℏ2𝑘2

[−𝑖𝜖 − 𝑖𝜖 ′ 𝑡 + 𝑖2𝛾1 𝜔 − 𝑖2𝛾1 𝜔 cos (2𝜔𝑡) − 𝑖𝛾0 𝜔𝑘𝑥 sin(𝜔𝑡)]𝜙1
𝑖(
) = [ 2𝑚
[−𝑖𝜖 − 𝑖𝜖 ′ 𝑡 − 𝑖2𝛾1 𝜔 + 𝑖2𝛾1 𝜔 cos(2𝜔𝑡) + 𝑖𝛾0 𝜔𝑘𝑥 sin(𝜔𝑡)]𝜙2
𝛥̂∗

𝛥̂
−

ℏ2𝑘2

𝜙
] ( 1 ) . (4.6)
𝜙2

2𝑚

By letting α(t) = 2𝛾1 𝜔 − 2𝛾1 𝜔 cos (2𝜔𝑡) − 𝛾0 𝜔𝑘𝑥 sin(𝜔𝑡) and noting 𝛷 ∗ 𝛷 = 1 , then the new
form of BdG equation is given as
(ε𝑘 + α(t))𝑢𝑘 + |𝛥|𝑣𝑘 = (𝑡𝜖)′ 𝑢𝑘 ,

(4.7a)

−(ε𝑘 + α(t))𝑣𝑘 + |𝛥|𝑢𝑘 = (𝑡𝜖)′ 𝑣𝑘 ,

(4.7b)

where ε𝑘 = ℏ2 𝑘 2 ∕ (2𝑚) and 𝑢𝑘 and 𝑣𝑘 are superconducting coherent factors defined by
𝑢𝑘 =
𝑣𝑘 =

1
√2

(1 +

1
√2

ε𝑘 +α(t) 1∕2

(1 −
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(𝑡𝜖)′

)

ε𝑘 +α(t) 1∕2
(𝑡𝜖)′

)

,

(4.8a)

.

(4.8b)
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(𝑡𝜖)′ represents the derivative with respect to time. The wave function can be rewritten as
1

𝛷=

1
√2

(1

ε +α(t) 2
+ 𝑘( )′ ) 𝑒𝑥𝑝(𝑖2𝛾1 𝜔𝑡
𝑡𝜖

[(1 −

ε𝑘 +α(t)
(𝑡𝜖)′

− 𝑖2𝛾1 𝑠𝑖𝑛 2𝜔𝑡 − 𝑖𝛾0 𝑘𝑥 (1 − 𝑐𝑜𝑠 𝜔𝑡) + 𝑖𝜒/2)

1
2

) 𝑒𝑥𝑝(−𝑖2𝛾1 𝜔𝑡 + 𝑖2𝛾1 𝑠𝑖𝑛 2𝜔𝑡 + 𝑖𝛾0 𝑘𝑥 (1 − 𝑐𝑜𝑠 𝜔𝑡) − 𝑖𝜒/2)]

× exp (𝑖𝑘 ⋅ 𝑟 − 𝑖𝜖𝑡) .

(4.9)

The energy spectrum can be easily calculated as following
|

(𝑡𝜖 )′ − ε𝑘 − α(t)
−𝛥̂
|=0.
∗
′
̂
(
)
−𝛥
𝑡𝜖 + ε𝑘 + α(t)

(4.10)

Through some simple operations, the final energy spectrum can be given as
±

𝑡

±

𝑡

𝜖 = ∫0 √(ε𝑘 + α(t′ ))2 + |𝛥| 2 𝑑t ′
𝑡
= ∫0 √(ε𝑘 + 2𝛾1 𝜔 − 2𝛾1 𝜔 cos (2𝜔t ′ ) − 𝛾0 𝜔𝑘𝑥 sin(𝜔t ′ ))2 + |𝛥| 2 𝑑t ′ .
𝑡

(4.11)

The modified energy gap can be derived through self-consistency equation
̂

𝛥
𝛥̂ = 𝑉 ∑𝑘 (1 − 2𝑓𝑘 )𝜙1 𝜙∗2 = 𝑉 ∑𝑘(1 − 2𝑓𝑘 ) ( )′ ,

(4.12)

𝑡𝜖

where 𝑓𝑘 is Fermi-Dirac distribution. The summation can be replaced by an integral
∞

∑𝑘 ~ ∫0

4𝜋𝑘3

1
(2𝜋

)3

𝑑(

3

∞ 𝑘2

) = ∫|𝛥|

𝑑𝑘

𝑑𝜖

2𝜋2 𝑑𝜖

𝑑ε𝑘

| ||

| 𝑑ε𝑘 ,

(4.13a)

with
𝑑𝜖
𝑑𝑘

=

±

𝑡
∫
𝑡 0

ℏ 2𝑚ε𝑘
⃗⃗ )sin(𝜔t′)]
(ε𝑘+α(t′))[ √
+𝛾0𝜔(𝑒⃗∙𝑘
𝑚

√(ε𝑘+α(t′))2+|𝛥 |2

𝑑t ′ ,

(4.13b)

𝑑t ′ ,

(4.13c)

and
𝑑𝜖
𝑑ε𝑘

=

±

𝑡
∫
𝑡 0

⃗⃗ )sin(𝜔t′ )]
(ε𝑘 +α(t′))[1+ √2𝑚 𝛾0𝜔(𝑒⃗∙𝑘
2ℏ√ε𝑘

√(ε𝑘+α(t′))2+|𝛥 |2

Also, Eq. (4.13b) can be obtained by multiplying Eq. (4.13c) with coefficient 𝑑ε𝑘 /𝑑𝑘. Substituting
the equation (4.13a)~(4.13c) into energy gap, the final form can be rewritten as
∞ 𝑚√2𝑚ε𝑘

1 = 𝑉 ∫0

2𝜋2ℏ𝟑

1 𝑡

√(ε𝑘+α(t′))2+|𝛥 |2𝑑t′
1
𝑡 ∫0
𝑡𝑎𝑛ℎ
(
) 𝑑ε𝑘
′
2
2
√(ε𝑘+α(t )) +|𝛥|
2𝑘𝐵𝑇

,

(4.14)

,

(4.15)

It also can be approximately expressed in the following
𝐸

1 = 𝑁(0)𝑉 ∫0 𝐷

1 𝑡

∫ √(ε𝑘 +α(t′))2+|𝛥|2𝑑t′
1
𝑡𝑎𝑛ℎ (𝑡 0
) 𝑑ε𝑘
√(ε𝑘 +α(t′))2+|𝛥 |2
2𝑘𝐵 𝑇

where 𝐸𝐷 is Debye energy. The gap function determined from (4.15) is time dependent because the
system is under a time dependent ﬁeld. Because each cycle of the driving field is about 10-12 s, it is
reasonable for the parameter α(𝑡) to take the time average over one cycle on the macro level.
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4.3

Numerical calculation and analysis

Figure 4.1 shows the temperature dependent superconducting gap under various electrical ﬁeld
strengths. In general, by increasing 𝐸/𝜔 , the energy gap narrows and the critical temperature
decreases. The gap approaches zero as the 𝐸/𝜔 becomes greater than 0.082. This limiting value is
not exact due to the time average used in our calculation.
This can be explained as follows. The photon energy emitted by a terahertz ﬁeld is about 4.13567
meV with 𝜔 = 1012 𝐻𝑧. This energy is smaller than the superconducting energy gap 2|∆| at 0 K
which is only about 5 meV. Hence, one photon is unable to provide sufﬁcient energy to break the
Cooper pairs directly. However, the coupling energy induced by the photon is about 0.8 (𝐸/𝜔)2 𝜀𝑘
which can effectively modulate the scope of the superconducting energy gap. This indicates that the
superconducting energy gap can be overcome with multiple photons whose individual energy is less
than the bandgap. The coupling coefﬁcient is proportional to the parameter (𝐸/𝜔)2 . Obviously, this
phenomenon is a typical nonlinear effect. Furthermore, the numerical results of the energy gap can
be used to calculate the number of superconducting carriers.

Figure 4.1 The temperature dependent energy gap under various parameters (𝐸 /𝜔) 2.

By taking into account the thermal population of the quasiparticle excitations of the Cooper pairs
(Bogoliubov quasiparticles), Bardeen-Cooper-Schrieffer (BCS) theory predicts[235, 236].
𝑛 = 𝑛𝑠 (𝑇) = 𝑛𝑠 (0) [1 −

2
𝜀
∫ 𝐹 𝑓 (𝜀, 𝑇)[1
𝑘𝐵 𝑇 0
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− 𝑓 (𝜀, 𝑇)] 𝑑𝜀] ,

(4.16)
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−1

where 𝑓 (𝜀, 𝑇) = [1 + 𝑒𝑥𝑝(√𝜀𝑘 2 + |𝛥| 2 /𝑘𝑇)] .
We obtain
𝑛 = 𝑛𝑠 (𝑇) = 𝑛𝑠 (0) [1 −
= 𝑛𝑠 (0) [1 −

2
𝑘𝐵

𝑒𝑥𝑝(√𝜀𝑘2+|𝛥 |2/𝑘𝑇)

𝜀

∫𝐹
𝑇 0

2

[1+𝑒𝑥𝑝 (√𝜀𝑘2 +|𝛥|2/𝑘𝑇)]

1
𝜀
∫ 𝐹 𝑠𝑒𝑐ℎ 2 (√𝜀𝑘 2 +
2𝑘𝐵 𝑇 0

𝑑𝜀]

|𝛥|2 /2𝑘𝑇) 𝑑𝜀] .

(4.16a)

The fermi sphere will shift by K when electric field is applied. The energy difference of two electrons
in Cooper pairs can be written as
ε1 − ε2 =

ℏ2
2𝑚

(𝑘𝐹 + 𝐾 )2 −

ℏ2
2𝑚

(𝑘𝐹 − 𝐾 )2 = 2

ℏ2
𝑚

𝑘𝐹 𝐾 .

(4.17)

If ε1 − ε2 is equal to energy gap, the critical momentum of Fermi sphere K can be calculated by
ℏ𝐾 = ∆𝑚/ℏ𝑘𝐹 . This leads to the critical velocity of superconducting carriers 𝑣𝑠 =

∆
𝑚𝑣𝐹

. The

supercurrent density can be expressed as
𝑗𝑠 = 𝑒𝑛𝑠 𝑣𝑠 =

𝑒𝑛𝑠∆
𝑚𝑣𝐹

.

(4.18)

In the calculation, the Debye temperature is 330 K (equivalent to 0.02844ev) [237, 238]. Therefore,
the critical temperature Tc and the thermodynamic parameter N(0)V are approximately 16.35 K and
0.32 respectively [239-241]. We also choose the electric field used in experiment which is about
3 × 106 𝑉/𝑚 [229]. From equation (4.15), we derive the critical point that the energy gap disappears
when 𝐸/𝜔 ≈ 0.0817. we compute the variation of energy gap with changing of parameter 𝐸/𝜔
from 0 to 0.0817.
For superconducting carriers, formula (4.16a) agrees well with the numerical results of the energy
gap. Figure 4.2(a) reveals that wider energy gaps can sustain more superconducting carriers under
different 𝐸/𝜔. The decrease in superconducting carriers becomes more rapid as the energy gap is
reduced or the parameter E is increased. In Figure 4.2(b), the superconducting carriers drop to zero
decaying faster as 𝐸/𝜔 approaches its critical value. This is similar to the situation in the top
subﬁgure. For the critical parameter 𝐸/𝜔 = 0.082 , the superconducting carrier concentration
approaches zero within 0.1 K with the current model. As 𝐸/𝜔 increases, the strength of the electric
ﬁeld rises quickly if the frequency is kept constant. This will dramatically increase the electron
energy in Cooper pairs and reduce the superconducting energy gap. Conversely, more Cooper pairs
will be destroyed due to excitation, therefore producing a lower superconducting carrier density.
Overall, a larger electric ﬁeld leads to the reduction of the energy gap and superconducting carrier
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Figure 4.2 The relation between ratio of superconducting carriers and energy gap (a) temperature (b), parameters (𝐸/𝜔) 2
(c).
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concentration. The

relation between superconducting carrier density and 𝐸/𝜔 at various

temperatures is also displayed in Figure 4.2(c). It reveals that the energy gap at lower temperature
can sustain a larger 𝐸/𝜔 value. It shows the radiation field can affect the number of superconducting
electron in different temperature. In the case of same amount of superconducting electrons, it can be
expected that radiation field affects all Cooper pairs. However, it can be considered that the radiation
with the same field strength reduces the number of superconducting electrons and create more
normal electrons. In general, it is a complex and multivariable system which needs to combine the
quantitation and variable to analyze in each specific situation.
In general, increasing the parameter 𝐸/𝜔 breaks the Cooper pairs in three aspects. First of all, the
external electric ﬁeld can increase the kinetic energy of Cooper pairs. If the ﬁeld strength is strong
enough, it can accelerate the pairs to the critical velocity which leads to pair breaking. This is mainly
because the electric ﬁeld augments the kinetic energy of Cooper pairs. Second, the frequency also
plays an important role in the process of pair breaking. From the wave function of a dressed electron,
equation (4.9), one can observe that the superconducting phase is very different from the unperturbed
superconductor. The superconducting phase contains a complex factor dependent on both the
frequency and strength of the applied ﬁeld. This complex phase factor destroys the phase stiffness
which also greatly contributes to the pair breaking. Finally, increasing the frequency of the electric
ﬁeld leads to higher incident photon energies which can ensure that the electrons have a higher
probability to exceed the energy gap. These three reasons together result in the change of carrier
density. The electron-photon coupling dramatically modiﬁes the energy gap and the maximum of
critical current, as shown in Figure 4.3(a). The relation between critical current and temperature
shown in Figure 4.3(b) is consistent with the temperature dependent energy gap given in Figure 4.1.
Figure 4.3(c) shows the isothermal curve and the relationship between 𝐸/𝜔 and critical
current density. It shows that the maximum current density appears at 𝐸/𝜔 and zero current emerges
as 𝐸/𝜔 → ∞ in each curve with higher temperatures showing zero current at smaller values of 𝐸/𝜔.
The expression of supercurrent also clearly indicates that the isothermal curve is monotonically
decreasing with the increasing parameter 𝐸/𝜔 and temperature but increasing with the energy gap.
From equation (4.18), one can see that the critical current only relates to two variables: carrier density
and energy gap which in-turn are dependent on temperature. This can be understood by observing
the 𝛥 − 𝑇 phase diagram in Figure 4.1. where the curves with larger parameters (𝐸⁄𝜔 )2 clearly
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show a lower critical temperature. This can be attributed to larger (𝐸⁄𝜔 )2 breaking more Cooper
pairs. The higher electric field and frequency can break the bonding strength and phase stiffness of
Cooper pairs which leads to lower superconducting carrier density. From current density, one can
calculate the supercurrent by multiplying the factor 𝑒𝑁 (0) ≈ 4 × 103 m-3. This result is reasonable
in comparison with experimental data [229]. We also give a simple analysis on the imaginary
conductivity from supercurrent. First, the current is, proportional to the external electric field
strength and inversely proportional to frequency. This implies that the conductivity decreases with
increasing electric field strength and can be explained phenomenologically by the relationship
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Figure 4.3 The relation between current density and energy gap (a), temperature (b), parameters (𝐸 ⁄𝜔 )2 (c).

between energy gap and supercurrent carrier density [229]. When strength of the applied electric
field rises, the velocity of superconducting carrier will increase. This implies that the energy gap
only leaves a little space (in terms of energy gap) for the supercurrent to reach its critical value. But,
the higher speed of the superconducting carriers means it will be more easily to transform into normal
carriers and the decline in superconducting carrier leads to a decrease in supercurrent. Therefore, the
conductivity drops continually as the electric field frequency increase [229]
When the frequency of photon rises, the supercurrent driven by photons will be converted into
normal current under a constant field strength. As the photon energy becomes higher, the Cooper
pairs easily achieve their critical velocity after absorbing part of photon energy. The extra photon
energy will further accelerate the Copper pairs. Then, the velocity of superconducting carriers will
exceed the critical velocity which leads to the breakup of Cooper pairs. The decrease in
superconducting carrier density leads to the decline in supercurrent and conductivity. Therefore, the
conductivity drops continually as the frequency grows, which agrees with experimental
measurements [229].
We also give a simple analysis on the imaginary conductivity from supercurrent. Firs t, the current
is proportional to the external electric field strength and inversely proportional to frequency. This
implies that the conductivity decreases with increasing electric field strength and can be explained
phenomenologically by the relationship between the energy gap and supercurrent carrier density.
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When the strength of the applied electric field rises, the velocity of the superconducting carrier will
increase. This implies that the energy gap only leaves a little space (in terms of energy gap) for the
supercurrent to reach its critical value. But the higher speed of the superconducting carriers means
that it will be more easily to transform into normal carriers and the decline in superconducting carrier
leads to a decrease in supercurrent. Therefore, the conductivity drops continually as the electric field
frequency increases.
Our result shows a low frequency field can significantly suppress the superconducting state in the
nonlinear regime. In linear regime, gap can be overcome by absorption of a photon with energy
greater than the Cooper pair gap. The absorption rate in this process is independent of the field and
the can only occur when the photon energy of greater than the gap. Nonlinear absorption occurs
when the field intensity is strong. In the nonlinear regime, Copper pairs can absorb multiple photons
with energy lower than the gap energy. Because the absorption of n photons is proportional to the
nth power of the electrical field, the gap becomes dependent on the field. This indicates that the
superconductivity can be suppressed and a strong field at low frequencies. Unlike the temperature
effect, the gap cannot be completely closed with a strong field. This is because the nonlinear
absorption rate cannot reach 100%. The nonlinear absorption reduces the gap size and the critical
temperature, the temperature regime where the superconductivity is retained is smaller.

4.4

Conclusion

In summary, we have qualitatively and quantitatively determined the effect of an intense field whose
frequency is below the superconducting gap on the Copper pair breaking. Frequency and field
dependent superconducting energy gap is obtained. The result is in reasonable agreement with
experiments. Our result provides a basis for tuning superconductivity with a strong sub-gap electrical
field.

87

Chapter 5

Dynamical

polarization

in

a

graphene-topological-insulator

heterostructure
This chapter studies the frequency, chemical potential, hopping energy and temperature dependence
of polarization in graphene-topological-insulator heterostructure. The results shows that the
polarization is sensitive to the hopping energy and chemical potential in graphene -topologicalinsulator. However, the temperature that slightly changes the polarization peak value has a relatively
small effect than that of hopping energy and chemical potential. The uniqu e band structures of
graphene-topological-insulator heterostructures results in dual polarization peaks. Furthermore,
compared to the position of the other peak that can be tuned by varying the hopping energy and
chemical potential, the position of the polarization peak that originates from the graphene bands is
robust. Two branches of plasma dispersion can be observed from the polarization function on
account of the coupling of graphene and the surface states of topological insulators.

5.1

Introduction

During the past two decades, physicists drew intense attention to experiment and theory in the area
of graphene [242–245]. Graphene and the fields associated with it has exhibited many desirable
properties such as electronic, mechanical and thermal properties including the massless Dirac
Fermion energy dispersion, high electron mobility and universal conductance. By means of
electrically or chemical doping, the chemical potential of graphene can be tuned over a wide range.
Due to the extraordinary properties, graphene is regarded as an excellent candidate for potential
applications in electronics, optics and photonics [246, 247].
Similar to graphene, the rising topological materials such as topological insulators, Dirac and
Weyl semi-metals show novel electronic properties including linear energy dispersion, chiral and
spin-related transport [106-114]. The topological materials have been found to have more extensive
application prospects in THz generation and detection, optical switching and non-Richardson
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thermoelectric devices [115-117, 248].
Due to the interesting properties like linear energy dispersion and distinctive topological
properties exhibiting in both graphene and topological materials, a graphene-topological-insulator
(TI) hybrid can show additional features that is not possessed by graphene or in TIs. The unique
band structures and electronic properties of graphene-TI (G-TI) heterostructure is derived arising
from the interplay of pseudo-spin in graphene and real spin in TI [249, 250]. The cause of the
collective excitations formation in those two systems is quite different even though graphene and
topological insulators have the similar low energy-momentum dispersion. The density response and
the polarizability in pure and doped graphene has been intensively investigated by applying the
random phase approximation (RPA) and an analytical result was obtained at zero temperature for
arbitrary frequency and wave vector [251-257]. The description of many other properties, such as
static screening, light scattering, dynamical conductivity and plasmon dispersions can be derived
by using the dynamical polarization [257-260].
In the present work, we will calculate the dynamic polarizability in the G-TI heterostructure. First,
the scattering amplitudes from the initial state to the ﬁnal state will be dissected. The studies shows
that the amplitude is directly proportional to the overlap integral between the two states. The overlap
integral relied on wave vector and angular dependence of shows the preferred scattering direction
between the given initial and ﬁnal states. Second, the polarizability will exhibit useful information
on the absorption and dispersive properties of such a pseudo-real spin coupled systems. Various
transitions between the graphene-like bands and TI-like bands can be quantitatively identiﬁed as
well as the hybrid plasmon modes of the heterostructure.

5.2

Model

For a TI compounds, e.g. Bi 2Se3 , Bi2Te3 , and Sb 2Te3 have a surface on the [111] direction, the
projected surface Brillouin zone (BZ) with a single Dirac point at the zone center is hexagonal [261].
When a graphene layer is grown on the surface of the TI with commensurate stacking, the Dirac
points of the TI are aligned with these in the zone center of graphene. This situation with overlapping
of Brillouin zones will lead to a direct coupling between Dirac cones. The structure is a √3 × √3
stacked graphene BZ and TI BZ in the repeated zone scheme. The effective Hamiltonian including
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the tight-binding model is given as [249, 250]
̂ 𝑔,𝐾
𝐻

𝑇̂ †

0
̂ 𝑔,𝐾′
𝐻

̂=( 0
𝐻
𝑇̂

𝑇̂ † ) ,

𝑇̂

(5.1)

̂ 𝑇𝐼
𝐻

̂ 𝑔,𝐾 is the effective Hamiltonian for graphene with spin and valley freedom, 𝐻
̂ 𝑇𝐼 is the
where 𝐻
Hamiltonian for the surface states of TI and 𝑇̂ is the coupling term between the graphene layer and
̂ 𝑔,𝐾, 𝐻
̂ 𝑇𝐼 and 𝑇̂ are written in the following
the surface states of TI. The expressions of 𝐻
0

0

0

𝑃−

0

0

𝑃−

0

0

𝑃+

0

0

(𝑃+

0

0

0)

̂ 𝑔,𝐾 = (𝐻
̂ 𝑔,𝐾 )† =
𝐻

̂ 𝑇𝐼 = 𝑖𝑣𝐹𝑇𝐼 (
𝐻

0

,

(5.1a)

𝑃−

),
𝑃+ 0
𝑡 0 0 0
𝑇̂ = (
),
0 𝑡 0 0

(5.1b)
(5.1c)

where 𝑣𝐹𝑔 ≈ 2𝑣𝐹𝑇𝐼 ≈ 106 𝑚/𝑠 is the Fermi velocity, 𝑃± = 𝑃𝑒 ±𝑖𝜃 = ℏ(𝑘𝑥 ± 𝑖𝑘𝑦 ) is the momentum
and t is the inter-layer hopping energy. The wave functions have no analytical expressions because
the energy-momentum dispersion of the heterostructure cannot be obtained explicitly [250].
For the convenience of discussion, the band structures of the heterostructure that have been
previously obtained shows in Figure 5.1 [249]. The graphene has four Dirac cones resulting in four
degeneracy in bands labeled as 1, 2, 3, 4 and 7, 8, 9, 10 as the inter-layer hopping energy is equal to
zero in Figure 5.1(a), while the topological material has only one Dirac cone resulting in no
degeneracy in bands labeled as 5 and 6. When the inter-layer hopping energy is nonzero in Figure
5.1(b), two of the Dirac cones of graphene are disappeared labeled as 1, 2 and 9, 10, and the rest of
the two Dirac cones are degenerate together labeled 3, 4 and 7, 8. However, the original liner type
of energy-momentum dispersion in topological material transforms into parabolic type in the
circumstance of nonzero inter-layer hopping energy. The new type of band structures makes the
electronic and optical properties of the heterostructure considerably different from that of graphene
and topological materials.
With the assistance of the random phase approximation, the ﬁrst orde r of the dynamical
polarization can be obtained in the following [257],
𝑃(𝑞, 𝜔) =

1
4𝜋2

∑𝒌,𝑠,𝑠′ 𝐹𝑠,𝑠′ (𝒌, 𝒒)
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′
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,

(5.2)
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Figure 5.1 Band structures of the heterostructure (a) for inter-layer hopping energy t = 0 and (b) for t = 50 meV, where we
have set ℏ = 1. The Dirac points in the TI-like band reﬂect the nature of spin–orbit coupling.

where s and 𝑠 ′ are band indices, the spin and valley degeneracies are one because these degrees are
explicitly considered in the effective Hamiltonian. The expressions of overlap integral and Fermi–
Dirac distribution function are written in the following
𝑓𝑘,𝑠 = (𝑒 𝛽(𝜖−𝜇) + 1)

−1

,

𝐹𝑠,𝑠′ (𝒌, 𝒒) = | ⟨𝒌, 𝑠|𝒌 + 𝒒, 𝑠 ′⟩|2 ,

(5.2a)
(5.2b)

where 𝛽 = 1/(𝑘𝐵 𝑇) and μ is chemical potential. The function 𝐹𝑠,𝑠′ (𝒌, 𝒒) is directly related to the
probability of an electron being scattered from the state (k, s) to the state (k+q, 𝑠 ′) in which the
momentum transfer during the electron-electron scattering process is q. The polarization includes
contributions from intra-band and inter-band contributions.

5.3

Results and discussion

In the simple graphene system, the polarization can be described by a two bands model because of
the valley degeneracy. However, different valleys in the graphene bands coupling to the TI bands
differently results in the valley degeneracy is removed in the heterostructure. The overlap between
any two bands is nonzero due to the inter-layer hopping effect. The polarization includes all possible
inter-band transitions.
Based on the wave function derived by equation (5.1), the amplitude of band overlap between
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various bands can be calculated. During the process caused by the electron-electron interaction from
the initial state with quantum numbers (k, s) to the ﬁnal state (k+q, 𝑠 ′), the scattering amplitude is
proportional to the overlap integral ⟨𝒌, 𝑠|𝒌 + 𝒒, 𝑠 ′⟩. The variety of information on the wave vector
and angular dependence of various scattering processes can be derived from the overlap integral.
The Figure 5.2 shows the wave vector dependent on overlap integral. The two TI-like bands show
the strongest coupling at large wave vectors, whereas the strong coupling occurs between the TI like band and the closest graphene-like band at zero wave vector. The overlap among bands in a
simple graphene system is only dependent on the relative orientation of k and q. By contrast, the
overlap in the G-TI heterostructure is wave vector dependent. The ﬁfth band only has overlap with
the sixth band and 𝑏56 = (1 − 𝑐𝑜𝑠𝜃)/2) as the inter-layer hopping energy goes

Figure 5.2 Wave vector dependence of band overlap where b 56 refers the overlap between the ﬁfth band and the sixth band.
Mixing of different states due to the electron-electron interaction occurs at different wave numbers for states with different
quantum numbers.

to zero. In small wave vector region, the ﬁnite hopping energy enables the ﬁfth band to overlap with
other bands and reduces the overlap with the sixth band in the meantime. Increasing the wave vector,
b56 gradually goes to (1 − 𝑐𝑜𝑠𝜃)/2 and all other overlaps except the sixth band go to zero. Each
individual of b57 and b58 change rather randomly along with the wave vector. However, (b57+b 58)/2
changes smoothly with wave vector. The underlying reason is that the seventh band and eighth band
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Figure 5.3 The angle (θ) dependence of band overlap for kvF = 100 meV and t = 50 meV. The scattering from level 5 to level
10 is dominated by back scattering, as a result b 510 has a maximum value at θ = π, on the other hand, back scattering fro m
level 5 to level 6 is nearly forbidden.

are degenerate with each other.
Figure 5.3 manifests the angular dependence of band overlap, which shows that the effect of
hopping energy on band overlap is also angle dependent. For example, the impact of hopping energy
on band overlap is blindingly obvious at 𝜃 = 𝜋, where the parameter b56 and b510 are the minimal
and the maximum value respectively. The angular dependence is in essence reflecting the electronelectron coupling between Dirac like states in graphene and the TI layer. Due to the non -parabolic
energy dispersion, the band overlaps are not only dependent on the direction of momentum transfer
as in a parabolic system, but also dependent on the initial and ﬁnal direction of the states. The
angular dependence of the overlap reveals the most liable direction to happen electron -electron
scattering between two given states. For scattering from 5 to 10, back scattering is preferred.
However, for scattering from 5 to 6, the back scattering is nearly forbidden. The orientation selection
is mainly because the spatial symmetry of the different states.
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Figure 5.4 The frequency dependence of the real part of polarization at various hopping energy (t) with qvF = 20 meV.

Figure 5.4 shows the frequency dependence of real part of the polarization which can be obtained
from the equation (5.2). For μ = 0 meV, the contribution to the polarization comes from inter-band
interaction only and the real part of polarization is negative. It can be seen that the difference of the
two energy states results in inversion of particle distribution in Eq. (5.2). However, the negative
polarization cannot sustain surface plasmons. The hopping energy, t = 0 meV, indicates that the
graphene layer are completely separate from the TI. Therefore, the whole contribution to the two
peak polarization is actually derived from topological insulator ( f = 0.5 vFq≈2.4 THz) and graphene
( f = vFq≈4.8 THz), respectively. As the hopping energy increase, the position of the peak
polarization dominated by graphene bands remains unchanged because the graphene still occupies
a Dirac-type dispersion. The variation of peak height is determined by the reduction of the number
of Dirac cones and the changes of band overlap. However, the peak polarization dominated by
topological insulator bands changes both in position and height. This is mainly b ecause the Diractype TI bands convert to parabolic-type, which leads to shift the peak frequency.
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Figure 5.5 The frequency dependence of the real part of polarization at various chemical potential with qvF = 20 meV. As
the chemical potential increases, direct transitions around the Dirac point at zero energy becomes less probable and the
resonances shift to higher energy.

Figure 5.5 shows the inﬂuence of chemical potential to the polarization. The peak value of
polarization that changes from negative to positive is accompanied by positive ﬁnite variation on
chemical potential. The changes mainly stem from intra-band contributions. The two polarization
peaks always exist as increase of the chemical potential. One of them has fixed peak position ( f ≈
4.8 THz). However, another one has a tunable peak position which is determined by the unique band
structure of the G-TI heterostructure.
Figure 5.6 shows the temperature dependence of the polarization. The peak positions are free
from influence of the temperature and are only dependent on the level separation. Both the intraband and the inter-band transitions will be unfolded in the phase space as increase of temperature.
The consequence is that the peak height increases with the temperature.
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Figure 5.6 The frequency dependence of the real part of polarization at various temperature and qvF = 20 meV. As increasing
temperature only broadens the thermal distribution, the resonance position is independent of the temperature. A slight
broadening can be observed.

Figure 5.7 The frequency dependence of the imaginary part of polarization at various chemical potential in the
heterostructure and qvF = 20 meV.
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Figure 5.7 shows the imaginary part of polarization as a function of frequency. The imaginary
part of polarization is directly related to the absorption rate of the heterostructure, -vqIm[P] where
vq = 2πe2/q. Over the whole frequency range, the imaginary part is negative which indicates that the
absorption is positive. Furthermore, varying the chemical potential can not only tune the position of
the two peaks of polarization, but also change the value of the two peaks.

Figure 5.8 Plasma dispersion of the system where T = 0 K, t = 50 meV and μ = 30 meV. The upper branch (red line) is mainly
contributed by the graphene and the lower one (green line) is mainly contributed by the topological insulator.

Finally, the plasmon dispersion can be derived by solving equation 𝜖 = 𝑣𝑞 𝑅𝑒[𝑃(𝑞, 𝜔𝑝)] = 0,
which is shown in Figure 5.8 [257]. The two branches of plasma dispersion (upper branch: red line,
lower branch: green line and the dashed line ω=qvF) are observed. The shape of upper branch is
similar to its counterpart in pure a graphene system because there are four graphene type bands in
our system [257]. In Fig. 5.8, the plasmon frequency mainly due to graphene (the red dispersion)
exhibits a broad peak at around 𝑞/𝑘𝐹 = 0.3 . This behavior reflects the band dispersion of the
heterostructure and the interband spacing of the dominant transition for the plasmon excitation. The
energy gap between the two bands responsible for the transition is not a monotonic function of 𝑞/𝑘𝐹.
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As a result, the plasmon energy exhibits a maximum.
The changed band overlap that induced by the hopping effect between graphene and the TI results
in these difference. It is obviously that the lower branch only begins with a ﬁnite wave vector, around
𝑞/𝑘𝐹 ≈ 0.3. When the parameter 𝑞/𝑘𝐹 is greater than 0.4, the omega value of the upper branch is
approximately two times larger than that of the lower branch at a given 𝑞/𝑘𝐹. On the other hand,
the lower branch of plasma dispersion is mostly contributed by topological insulator, which is
mainly because the Fermi velocity of graphene is greater than the Fermi velocity of the TI. Moreover,
it is rather reason that the lower branch only starts at a ﬁnite q since the bands contributed by
topological insulator are very ﬂat when k is small and gradually changes to Dirac type with the
increase of k (shown in Figure 5.1).
In summary, we provide a comprehensive analysis of the frequency, chemical potential, hopping
energy and temperature dependence of polarization in a G-TI heterostructure. The inter G-TI
hopping strongly changes the band structures and band overlap, which leads to changes of
polarization. The unique band structures contribute to two peaks of polarization. Moreover, one of
the peak position remains unchanged, while the other one is adjustable by varying the chemical
potential and hopping energy. Two branches of plasma dispersion are derived in the system.
In general, the plasmon suffer two types of damping, one is due to the collision with disorders.
We have assumed that is system is in the clean limit and the collision is very weak. In Eq. (5.2), δ
is approaching zero. The other type of damping is due to the particle-hole excitation. This dumping
is only present in the large wavevector regime. In the long wavelength regime. For interband
plasmon with small momentum transfer, the damping is negligible.
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Chapter 6

Formulation of quasi-energy and quantum transport in time
crystal

6.1

1 In

Introduction

general, crystals are built of atoms in a periodic arrangement in space and they usually have

excellent mechanical properties as well as thermal or electrical properties. Crystals that formed
regular self-organize structures in space are resulted from the mutual interactions between atoms.
In quantum mechanical, the self-organization is related to spontaneous space translation symmetry
breaking [262]. The translational invariant Hamiltonian gives rise to the transitional invariant
eigenstates. In order to observe the crystalline structure, we usually apply an inﬁnitesimally weak
external perturbation on a system with the purpose of breaking translational symmetry. One should
note that the measurement of relative distances between particles in the prepared ground state of
solid state system would also reveal the signatures of regular arrangement of atoms without breaking
continuous space translational symmetry. Spontaneous symmetry breaking is the reason for many
phenomena, such as the rotational symmetry breaking for magnetization of ferromagnetic materials
and the gauge symmetries breaking for Higgs mechanism [262]. The eﬀect can be identiﬁed by
applying inﬁnitesimally weak perturbation on vulnerable symmetric eigenstates.
In 2012, Frank Wilczek proposed the time crystals [263], in which the systems break
spontaneously time translational symmetry. Namely, a self-organizes many-body system in time
undergoes a periodic motion spontaneously. The essence of time crystal stemmed fro m quantum
effect is quite different than that of classical self-organizes [264, 265]. The time-independent system
that Wilczek first suggested is supposed to be unachievable [266, 267]. But, it inspires other
physicists and opens a novel research ﬁeld. During the exploration of the time crystal,

1
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Floquet time crystals, namely the discrete time crystals, was suggested [268]. Floquet time crystals
is a system that is related to quantum self-organization of motion of a many-body system with
external periodically driving. It was first proposed in driven spin system [269, 270]. Due to the
mutual interaction between particles, a static system with external driving prefers to move
independently with diﬀerent period than that of external driving. This type of time crystal has been
reported by researchers [271, 272]. In condensed matter, the analysis of physics properties in
traditional crystals often starts from the space periodic potentials. However, system under periodical
external driving force reveals spontaneous breaking of the discrete time translation symmetry as
well as showing solid state phenomena in the time domain which h as been observed in Anderson
localization or Mott insulator phase [273].
Usually, we employ the space translation symmetry breaking in the formation of space crystals
in analogy to that of time crystal. Time independent systems that possessed continuous ti me
translation symmetry is no longer energy conservation as the Hamiltonian of this system turns into
explicitly time dependent. However, the time periodic system, H(t + T ) = H(t), exists so-called
Floquet eigenstates which are time periodically stationary states [136].
Periodically driven systems possess discrete time translational symmetry while violating the
continuous time translation symmetry. The time translation operator 𝒯𝑇 with period T commutes
with the Hamiltonian H(t + T) = H(t). The time translation operator related to evolution of a system
also has the same eigenstates of Floquet system. Therefore, detecting the probability density of
single or many particles at given point changes in time is periodic with a period T. Many-body
system with periodically driving can be predicted spontaneously self-organize in time. This is called
discrete time crystal with evolution period that is unequal driving period T. Actually, the discovery
of discrete time crystal took around one year. It was found in quite different setting [269, 274-277].
Before first proposed the time crystal, the study of many-body localization has lasted for decades,
which is considered in disordered many-body system with strong periodic driving. The latter
research revealed that periodically driven systems can not only remain many -body localized, but
also one can identify diﬀerent “phases” by using appropriate correlator [2 77]. The system
considered by Khemani is a spin model with a binary periodic drive over one period T = t1 + t2. One
research group investigated the symmetry broken phased by using general group analysis in similar
setting [276, 278].
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The first clarification of time crystal for spin system has been proposed by Else, Bauer, and Nayak.
A general time-periodic Hamiltonian and simple criteria for the occurrence of a discrete time
translation symmetry breaking in terms of Floquet eigenstate properties were considered in th is spin
system which points that Floquet eigenstates is not short-range correlated.
The energy is no longer conservation in time crystal because system with periodically external
driving force results in spontaneous breaking of the discrete time translation symmetry. The whole
system oscillates between two states by absorbing energy from external driving. In order to maintain
the energy conservation, the system may absorb the energy during the process from lower state to
higher state. Continuing absorption the energy from external driving, it may undergo spontaneous
emission or trigger the stimulated emission. Otherwise, the accumulated energy may form physical
entity like black body. It is reasonable to assume that periodically driving systems radiate because
the dynamic of periodically driving systems are very similar to microwave amplification by
stimulation emission of radiation. Therefore, study the dynamics of polarization in high and low
energy state would reveal the system radiation. The difference is that microwave amplification by
stimulation emission of radiation only considers the interaction between electromagnetic field and
quantized energy levels of atoms, ions or molecules. The periodically driven systems also includes
the interaction among quantum states. The result may reveal the dynamical evolution of time crystal
and extend the techniques of microwave amplification by stimulation emission of radiation to
Floquet system.
The behavior of transport properties of integrable system have attracted intense study since 1990s
[279-289]. Due to the conservation law in the integrable system, the current does not decay [279,
290]. In present of periodically external driven, many-body localization persists at weak driving.
On the contrary, the strong driving delocalizes the system. Therefore, investigating the transport
properties in time crystal under perturbation will be quite interesting.
In this chapter, we focus on the phenomenon of spontaneous time translation symmetry breaking
and the idea of time crystal and discuss the consideration of possibility of system radiation and
conductivity. This chapter consists of three parts. In the first part, the quasi-energy of one dimension
spin chain with periodically driven will be obtained. Next, the resea rch on possible polarization in
time domain will be calculated. Finally, the Kubo conductivity in time crystal will be derived.
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6.2

The model Hamiltonian and quasi-energy

The Hamiltonian for H1 and H2 can be written as
̂1 = ∑𝑖 ℎ 𝑧 𝜎𝑖𝑧
𝐻
̂ 2 = ∑𝑖 ℎ 𝑥 𝜎𝑖𝑥 + ∑<𝑖𝑗> 𝐽𝑖𝑗 𝜎𝑖𝑥 𝜎𝑗𝑥
𝐻

(0 < t < t1)

(6.1a)

(t1 < t < t2) ,

(6.1b)

where <> means the summation of nearest neighbor. The time-dependent form can be obtained in
the following,

Figure 6.1 Schematic picture for periodically driving system.

̂1 [𝑢(𝑡 + 𝑛𝑇) − 𝑢(𝑡 − 𝑡1 + 𝑛𝑇)] ,
𝐻1 = 𝐻

(6.2a)

̂2[𝑢(𝑡 − 𝑡1 + 𝑛𝑇) − 𝑢(𝑡 − 𝑡1 − 𝑡2 + 𝑛𝑇)] ,
𝐻2 = 𝐻

(6.2b)

where T = t1 + t2 and the step function can be defined as
0,

𝑡<0

1,

𝑡≥0

,

𝑢(𝑡) = {

(6.3)

It also can be regarded as the square signal in engineering, that is
̂1 𝑅𝑒𝑐𝑡[(𝑡 − 𝑡1/2)/𝑡1 + 𝑛𝑇] ,
𝐻1 = 𝐻

(6.4a)

̂2𝑅𝑒𝑐𝑡[(𝑡 − 𝑡1 − 𝑡2 /2)/𝑡2 + 𝑛𝑇] .
𝐻2 = 𝐻

(6.4b)

The total Hamiltonian can be expressed in series form
̂ = ∑+∞
̂ 𝑡1 ∙ sin(𝑛𝜔1𝑡1/2) ∙ 𝑒 𝑖𝜔1𝑡1 /2 ∙ 𝑒 −𝑖𝜔1𝑛𝑡
𝐻
𝑛=−∞ 𝐻1 ∙
𝑇

̂
+ ∑+∞
𝑛=−∞ 𝐻2 ∙

𝑛𝜔1𝑡1/2

𝑡2
𝑇

∙

𝑠𝑖𝑛(𝑛𝜔1𝑡2/2)
𝑛𝜔1𝑡2 /2

∙ 𝑒 𝑖𝜔1(𝑡1+𝑡2 /2) ∙ 𝑒 −𝑖𝜔1𝑛𝑡
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̂
= ∑+∞
𝑛=−∞ [𝐻1 ∙

𝑡1

∙

𝑇

sin(𝑛𝜔1𝑡1 /2)
𝑛𝜔1𝑡1/2

̂2 ∙
∙ 𝑒 𝑖𝜔1𝑡1/2 + 𝐻

𝑡2
𝑇

∙

𝑠𝑖𝑛(𝑛𝜔1𝑡2/2)
𝑛𝜔1𝑡2 /2

∙ 𝑒 𝑖𝜔1(𝑡1+𝑡2/2) ] ∙ 𝑒 −𝑖𝜔1𝑛𝑡

−𝑖𝜔1𝑛𝑡 ,
= ∑+∞
𝑛=−∞ 𝐻𝑛 𝑒

(6.5)

̂
where 𝜔1 = 2𝜋/𝑇 = 2𝜋/(𝑡1 + 𝑡2 ). Assuming that the energy for Hn is En, the total energy for 𝐻
̂ , we first introduce the Jordancan be given as 𝐸𝑛 + 𝑛𝜔. In order to calculate the energy for 𝐻
Wigner transformation in one dimension,
𝑆𝑖+ = 𝑓𝑖 + 𝑒𝑥𝑝 (𝑖𝜋 ∑𝑙<𝑖 𝑛𝑙 ) ,
𝑆𝑖− = 𝑓𝑖 𝑒𝑥𝑝 (−𝑖𝜋 ∑𝑙<𝑖 𝑛𝑙 ) ,
1

𝑆𝑖𝑧 = 𝑓𝑖+ 𝑓𝑖 − ,

(6.6)

2

where 𝑛𝑙 = 𝑓𝑙+ 𝑓𝑙 . Then, Hamiltonian Hn can be rewritten as
𝐻𝑛 =

2𝑡1ℎ𝑧
𝑇

+
+

∙

𝑡2ℎ𝑥
𝑇
𝑡2
𝑇

∙

sin(𝑛𝜔1𝑡1/2)
𝑛𝜔1𝑡1 /2

∙

2

𝑠𝑖𝑛(𝑛𝜔1𝑡2/2)
𝑛𝜔1𝑡2 /2

𝑠𝑖𝑛(𝑛𝜔1𝑡2/2)
𝑛𝜔1𝑡2 /2

1

∙ 𝑒 𝑖𝜔1𝑡1 /2 ∑𝑖 (𝑓𝑖+ 𝑓𝑖 − )
∙ 𝑒 𝑖𝜔1(𝑡1+𝑡2/2) ∑𝑖(𝑓𝑖 + 𝑒𝑥𝑝(𝑖𝜋 ∑𝑙<𝑖 𝑛𝑙 ) + 𝑓𝑖 𝑒𝑥𝑝 (−𝑖𝜋 ∑𝑙<𝑖 𝑛𝑙 ))

∙ 𝑒 𝑖𝜔1(𝑡1+𝑡2/2) ∑<𝑖𝑗> 𝐽𝑖𝑗 ((𝑓𝑖+ 𝑒𝑥𝑝(𝑖𝜋 ∑𝑙<𝑖 𝑛𝑙 ) + 𝑓𝑖 𝑒𝑥𝑝 (−𝑖𝜋 ∑𝑙<𝑖 𝑛𝑙 ))
∙ (𝑓𝑗+ 𝑒𝑥𝑝(𝑖𝜋 ∑𝑙<𝑗 𝑛𝑙 ) + 𝑓𝑗 exp(−𝑖𝜋 ∑𝑙<𝑗 𝑛𝑙 )) .

(6.7)

In order to simplify the Hamiltonian 𝐻𝑛, we assume that the parameters of spin coupling is constant,
𝐽𝑖𝑗 = 𝐽. Let
𝑎1 =

2𝑡1ℎ𝑧
𝑇

∙

sin(𝑛𝜔1𝑡1/2)
𝑛𝜔1𝑡1/2

∙ 𝑒 𝑖𝜔1𝑡1 /2 ,

𝑎2 =

𝑡2 ℎ𝑥 𝑠𝑖𝑛(𝑛𝜔1𝑡2/2)
∙
∙
𝑇
𝑛𝜔1𝑡2 /2

𝑎3 =

𝑡2 𝐽 𝑠𝑖𝑛(𝑛𝜔1𝑡2 /2)
∙
∙ 𝑒 𝑖𝜔1(𝑡1+𝑡2/2)
𝑇
𝑛𝜔1𝑡2 /2

𝑒 𝑖𝜔1(𝑡1+𝑡2 /2) ,
.

(6.8)

Equation (6.7) can be expressed as
1

𝐻𝑛 = 𝑎 1 ∑𝑖 (𝑓𝑖+ 𝑓𝑖 − ) + 𝑎 2 ∑𝑖 (𝑓𝑖+ 𝑒𝑥𝑝(𝑖𝜋 ∑𝑙<𝑖 𝑛𝑙 ) + 𝑓𝑖 𝑒𝑥𝑝 (−𝑖𝜋 ∑𝑙<𝑖 𝑛𝑙 ))
2

+𝑎 3 ∑<𝑖𝑗>(𝑓𝑖+ 𝑒𝑥𝑝(𝑖𝜋 ∑𝑙<𝑖 𝑛𝑙 ) 𝑓𝑗+ 𝑒𝑥𝑝(𝑖𝜋 ∑𝑙<𝑗 𝑛𝑙 ) + 𝑓𝑖+ 𝑒𝑥𝑝(𝑖𝜋 ∑𝑙<𝑖 𝑛𝑙 ) 𝑓𝑗 𝑒𝑥𝑝 (−𝑖𝜋 ∑𝑙<𝑗 𝑛𝑙 )
+𝑓𝑖 𝑒𝑥𝑝 (−𝑖𝜋 ∑𝑙<𝑖 𝑛𝑙 ) 𝑓𝑗+ 𝑒𝑥𝑝(𝑖𝜋 ∑𝑙<𝑗 𝑛𝑙 ) + 𝑓𝑖 𝑒𝑥𝑝 (−𝑖𝜋 ∑𝑙<𝑖 𝑛𝑙 ) 𝑓𝑗 𝑒𝑥𝑝 (−𝑖𝜋 ∑𝑙<𝑗 𝑛𝑙 )) . (6.9)
According to the assumption of nearest neighbor coupling and the following relation
+
𝑚
+
+
[𝑒𝑥𝑝(±𝑖𝜋 ∑𝑚
𝑗=𝑛 𝑓𝑗 𝑓𝑗 ), 𝑓𝑖 ] = [𝑒𝑥𝑝(±𝑖𝜋 ∑𝑗=𝑛 𝑓𝑗 𝑓𝑗 ),𝑓𝑖 ]=0

𝑖 ∉ [𝑛,𝑚]

+
𝑚
+
+
{𝑒𝑥𝑝(±𝑖𝜋 ∑𝑚
𝑗=𝑛 𝑓𝑗 𝑓𝑗 ),𝑓𝑖 } = {𝑒𝑥𝑝(±𝑖𝜋 ∑𝑗=𝑛 𝑓𝑗 𝑓𝑗 ), 𝑓𝑖 } = 0

𝑖 ∈ [𝑛,𝑚]

{𝑓𝑖+ , 𝑓𝑖 } = 1

{𝑓𝑖+ ,𝑓𝑖+ } = {𝑓𝑖 , 𝑓𝑖 } = 0

[𝑓𝑖 , 𝑓𝑗 ] = [𝑓𝑖 , 𝑓𝑗+ ] = [𝑓𝑖+ ,𝑓𝑗+ ] = 0 .

103

𝑖≠𝑗

(6.10)

Chapter 6 Formulation of quasi-energy and quantum transport in time crystal

Finally, the equation (6.9) can be written in the following form
1

𝐻𝑛 = 𝑎1 ∑𝑖 (𝑓𝑖+ 𝑓𝑖 − ) + 𝑎 2 ∑𝑖(𝑓𝑖 + 𝑒𝑥𝑝(𝑖𝜋 ∑𝑙<𝑖 𝑛𝑙 ) + 𝑓𝑖 𝑒𝑥𝑝 (−𝑖𝜋 ∑𝑙<𝑖 𝑛𝑙 ))
2

+𝑎3 ∑<𝑖𝑗>(𝑓𝑖+ 𝑓𝑗+ + 𝑓𝑖 + 𝑓𝑗 + 𝑓𝑗+ 𝑓𝑖 + 𝑓𝑖 𝑓𝑗 ) .

(6.11)

Now, we take the Fourier transformation with respect to the position i and j. The operator 𝑓𝑗+
and 𝑓𝑗 in the momentum space can be given as,
𝑓𝑗+ =

1
√𝑁

∑𝑘∈𝐵𝑍 𝐶𝑘+ 𝑒𝑥𝑝 (−𝑖𝑘𝑥𝑗 ) ,

𝑓𝑗 =

1
√𝑁

∑𝑘∈𝐵𝑍 𝐶𝑘 𝑒𝑥𝑝 (𝑖𝑘𝑥𝑗) .

(6.12)

Equation (6.11) can be expressed as,
𝐻𝑛 (𝑘) =

𝑎1
𝑁

1

𝑎2

2

√𝑁

∑𝑖 (∑𝑘,𝑘′ 𝐶𝑘+ 𝐶𝑘′ 𝑒𝑥𝑝 (−𝑖(𝑘 − 𝑘 ′ )𝑥𝑗) − ) +

+ ∑𝑘 𝐶𝑘 𝑒𝑥𝑝 (𝑖𝑘𝑥𝑗) 𝑒𝑥𝑝(−𝑖𝜋 ∑𝑙<𝑖 𝑛𝑙 )] +

𝑎3
𝑁

∑𝑖 [ ∑𝑘 𝐶𝑘+ 𝑒𝑥𝑝 (−𝑖𝑘𝑥𝑗 ) 𝑒𝑥𝑝(𝑖𝜋 ∑𝑙<𝑖 𝑛𝑙 )

∑<𝑖𝑗>[ ∑𝑘,𝑘′ 𝐶𝑘+ 𝐶𝑘+′ 𝑒𝑥𝑝 (−𝑖𝑘𝑥𝑖 − 𝑖𝑘 ′ 𝑥)

+ ∑𝑘,𝑘′ 𝐶𝑘+′ 𝐶𝑘 𝑒𝑥𝑝 (𝑖𝑘𝑥𝑖 − 𝑖𝑘 ′ 𝑥𝑗 ) + ∑𝑘,𝑘′ 𝐶𝑘 𝐶𝑘′ 𝑒𝑥𝑝 (𝑖𝑘𝑥𝑖 + 𝑖𝑘 ′ 𝑥𝑗 )
+ ∑𝑘,𝑘′ 𝐶𝑘+ 𝐶𝑘′ 𝑒𝑥𝑝 (−𝑖𝑘𝑥𝑖 + 𝑖𝑘 ′ 𝑥𝑗 )] .

(6.13)

Using the assumption of nearest neighbor coupling and the relation,
𝑘𝑥𝑖 ± 𝑘 ′ 𝑥𝑗 = 𝑘𝑥𝑖 ± 𝑘 ′ (𝑥𝑖 + 𝛼 ) = (𝑘 ± 𝑘 ′ )𝑥𝑖 ± 𝑘 ′ 𝛼 ,
1
𝑁

∑𝑗 𝑒𝑥𝑝 (−𝑖(𝑘 − 𝑘 ′ )𝑥𝑗 ) = 𝛿𝑘−𝑘′ ,

(6.14)

where 𝛼 is interval between the nearest neighbor and 𝛿𝑘−𝑘′ is delta function, we have the simplified
Hamiltonian in momentum space as follow
𝐻𝑛 (𝑘) = 𝑎 1 ∑𝑘 𝐶𝑘+ 𝐶𝑘 −

𝑎1
2

𝑁+

𝑎2
√𝑁

∑𝑖,𝑘 [ 𝐶𝑘+𝑒𝑥𝑝 (−𝑖𝑘𝑥𝑗 + 𝑖𝜋 ∑𝑙<𝑖 𝑛𝑙 ) + 𝐶𝑘 𝑒𝑥𝑝 (𝑖𝑘𝑥𝑗 − 𝑖𝜋 ∑𝑙<𝑖 𝑛𝑙 )]

+ 𝑒𝑥𝑝 (𝑖𝑘𝛼) + 𝐶 + 𝐶 𝑒𝑥𝑝 (−𝑖𝑘𝛼 ) + 𝐶 𝐶 𝑒𝑥𝑝(−𝑖𝑘𝛼 ) + 𝐶 + 𝐶 𝑒𝑥𝑝 (𝑖𝑘𝛼 )] . (6.15a)
+𝑎 3 ∑𝑘[ 𝐶𝑘+ 𝐶−𝑘
𝑘 𝑘
𝑘 −𝑘
𝑘 𝑘

Equation (6.15a) can be further simplified as,
+ 𝑒𝑥𝑝 (𝑖𝑘𝛼) + 𝐶 𝐶 𝑒𝑥𝑝(−𝑖𝑘𝛼 )] −
𝐻𝑛 (𝑘) = ∑𝑘(𝑎 1 + 2𝑎 3𝑐𝑜𝑠(𝑘𝛼))𝐶𝑘+𝐶𝑘 + 𝑎 3 ∑𝑘[ 𝐶𝑘+ 𝐶−𝑘
𝑘 −𝑘

+

𝑎2
√𝑁

∑𝑖,𝑘[ 𝐶𝑘+ 𝑒𝑥𝑝 (−𝑖𝑘𝑥𝑗 + 𝑖𝜋 ∑𝑙<𝑖 𝑛𝑙 ) + 𝐶𝑘 𝑒𝑥𝑝 (𝑖𝑘𝑥𝑗 − 𝑖𝜋 ∑𝑙<𝑖 𝑛𝑙 )] .

𝑎1
2

𝑁

(6.15b)

In order to cancel the cross terms, we need to rewrite equation (6.15a) in symmetric form,
1

𝑎3

2

2

+
𝐻𝑛 (𝑘) = ∑𝑘(𝑎 1 + 2𝑎 3 𝑐𝑜𝑠(𝑘𝛼))(𝐶𝑘+ 𝐶𝑘 + 𝐶−𝑘
𝐶−𝑘 ) +
+ 𝐶 + 𝑒𝑥𝑝 (−𝑖𝑘𝛼 )] +
+𝐶−𝑘
𝑘

+

𝑎2
√𝑁

𝑎3
2

+
∑𝑘[ 𝐶𝑘+𝐶−𝑘
𝑒𝑥𝑝 (𝑖𝑘𝛼)

∑𝑘 [ 𝐶−𝑘 𝐶𝑘 𝑒𝑥𝑝 (−𝑖𝑘𝛼) + 𝐶𝑘 𝐶−𝑘 𝑒𝑥𝑝(𝑖𝑘𝛼 )] −

+
∑𝑝,𝑘[ 𝐶−𝑘
𝑒𝑥𝑝 (𝑖𝑘𝑥𝑗 + 𝑖𝜋 ∑𝑙<𝑝 𝑛𝑙 ) + 𝐶−𝑘 𝑒𝑥𝑝 (−𝑖𝑘𝑥𝑗 − 𝑖𝜋 ∑𝑙<𝑝 𝑛𝑙 )] .

𝑎1
2

𝑁
(6.15c)

Using relation {𝐶𝑘+,𝐶𝑘 } = 1 and {𝐶𝑘+ ,𝐶𝑘+ } = {𝐶𝑘 ,𝐶𝑘 } = 0, equation (6.15c) can be expressed as,
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1

+
+
𝐻𝑛 (𝑘) = ∑𝑘(𝑎 1 + 2𝑎 3 𝑐𝑜𝑠(𝑘𝛼))(𝐶𝑘+ 𝐶𝑘 + 𝐶−𝑘
𝐶−𝑘 ) + 𝑎 3 ∑𝑘[ 𝑖𝑠𝑖𝑛(𝑘𝛼)𝐶𝑘+ 𝐶−𝑘
+ 𝑖𝑠𝑖𝑛(𝑘𝛼 ) 𝐶𝑘 𝐶−𝑘 ]
2

+

𝑎2
√𝑁

+
∑𝑝,𝑘[ 𝐶−𝑘
𝑒𝑥𝑝 (𝑖𝑘𝑥𝑗 + 𝑖𝜋 ∑𝑙<𝑝 𝑛𝑙 ) + 𝐶−𝑘 𝑒𝑥𝑝 (−𝑖𝑘𝑥𝑗 − 𝑖𝜋 ∑𝑙<𝑝 𝑛𝑙 )] −

𝑎1
2

𝑁. (6.15d)

To make this Hamiltonian more compact, let 𝐴1 = (𝑎 1 + 2𝑎 3𝑐𝑜𝑠(𝑘𝛼))/2, 𝐴2 = 𝑖𝑎 3𝑠𝑖𝑛(𝑘𝛼) and
𝐴3 =

𝑎2
√𝑁

𝑒𝑥𝑝 (𝑖𝑘𝑥𝑗 + 𝑖𝜋 ∑𝑙<𝑝 𝑛𝑙 ). The equation (6.15d) can be further simplified as,

+
+
+
𝐻𝑛 (𝑘) = ∑𝑘 𝐴1 (𝐶𝑘+𝐶𝑘 + 𝐶−𝑘
𝐶−𝑘 ) + ∑𝑘 𝐴2 [𝐶𝑘+ 𝐶−𝑘
+ 𝐶𝑘 𝐶−𝑘 ] + ∑𝑖,𝑘[ 𝐴3 𝐶−𝑘
+ 𝐴∗3 𝐶−𝑘 ] −

𝑎1
2

𝑁.

(6.15d)
Now we introduce the Bogoliubov transformation,
+
𝑎+
𝑘 = 𝑖𝑢𝑘 𝐶𝑘 − 𝑣𝑘 𝐶−𝑘 ,

+ ,
𝑎 𝑘 = −𝑖𝑢𝑘 𝐶𝑘 − 𝑣𝑘 𝐶−𝑘

+
𝑎+
−𝑘 = 𝑢𝑘 𝐶−𝑘 − 𝑖𝑣𝑘 𝐶𝑘 ,

𝑎 −𝑘 = 𝑢𝑘 𝐶−𝑘 + 𝑖𝑣𝑘 𝐶𝑘+ ,

(6.16a)

where 𝑢2𝑘 + 𝑣𝑘2 = 1 and {𝑎𝑘+,𝑎 𝑘 } = 1. The inverse transformation can be written as
𝐶𝑘+ = −𝑖(𝑢𝑘 𝑎𝑘+ + 𝑣𝑘 𝑎 −𝑘 ) ,

𝐶𝑘 = 𝑖(𝑢𝑘 𝑎 𝑘 + 𝑣𝑘 𝑎 +
−𝑘 ) ,

+ = 𝑢 𝑎+ − 𝑣 𝑎 ,
𝐶−𝑘
𝑘 −𝑘
𝑘 𝑘

𝐶−𝑘 = 𝑢𝑘 𝑎 −𝑘 − 𝑣𝑘 𝑎 +
𝑘 .

(6.16b)

We can expand the terms in equation (6.15d) as the following
+ +
2
+
𝐶𝑘+ 𝐶𝑘 = 𝑢2𝑘 𝑎 +
𝑘 𝑎𝑘 + 𝑢𝑘 𝑣𝑘 𝑎 𝑘 𝑎−𝑘 + 𝑢𝑘 𝑣𝑘 𝑎 −𝑘 𝑎𝑘 + 𝑣𝑘 𝑎 −𝑘 𝑎 −𝑘 ,
+ 𝐶
2 +
+ +
2
+
𝐶−𝑘
−𝑘 = 𝑢𝑘 𝑎 −𝑘 𝑎−𝑘 − 𝑢𝑘 𝑣𝑘 𝑎−𝑘 𝑎𝑘 − 𝑢𝑘 𝑣𝑘 𝑎 𝑘 𝑎−𝑘 + 𝑣𝑘 𝑎𝑘 𝑎 𝑘 ,
+ = −𝑖𝑢2 𝑎 + 𝑎+ + 𝑖𝑢 𝑣 𝑎 + 𝑎 − 𝑖𝑢 𝑣 𝑎 𝑎 + + 𝑖𝑣 2 𝑎 𝑎 ,
𝐶𝑘+ 𝐶−𝑘
𝑘 𝑘 −𝑘
𝑘 𝑘 𝑘 𝑘
𝑘 𝑘 −𝑘 −𝑘
𝑘 −𝑘 𝑘
+
2 + +
𝐶𝑘 𝐶−𝑘 = 𝑖𝑢2𝑘 𝑎 𝑘 𝑎−𝑘 − 𝑖𝑢𝑘 𝑣𝑘 𝑎 𝑘 𝑎 +
𝑘 + 𝑖𝑢𝑘 𝑣𝑘 𝑎 −𝑘 𝑎 −𝑘 − 𝑖𝑣𝑘 𝑎 −𝑘 𝑎𝑘 .

(6.17)

The Hamiltonian can be rearranged into the following form
+
𝐻𝑛 (𝑘) = ∑𝑘 [𝐴1(𝑢2𝑘 − 𝑣𝑘2 ) + 2𝑖𝐴2 𝑢𝑘 𝑣𝑘 ](𝑎+
𝑘 𝑎 𝑘 + 𝑎 −𝑘 𝑎−𝑘 )
+
+ ∑𝑘[2𝐴1 𝑢𝑘 𝑣𝑘 − 𝑖𝐴2 (𝑢2𝑘 − 𝑣𝑘2 )](𝑎𝑘+𝑎−𝑘
+ 𝑎 −𝑘 𝑎 𝑘 )
+ + 𝐴∗ 𝐶 ] + 2 ∑ (𝐴 𝑣 2 − 𝑖𝐴 𝑢 𝑣 ) −
+ ∑𝑖,𝑘 [ 𝐴3𝐶−𝑘
3 −𝑘
𝑘 1 𝑘
2 𝑘 𝑘

𝑎1
2

𝑁.

(6.18)

+
The parameter u k and vk can be derived by letting the coefficients of 𝑎 +
𝑘 𝑎 −𝑘 + 𝑎 −𝑘 𝑎𝑘 be zero and

combining the relation of uk and vk,
2𝐴1 𝑢𝑘 𝑣𝑘 − 𝑖𝐴2 (𝑢2𝑘 − 𝑣𝑘2 ) = 0 ,
𝑢2𝑘 + 𝑣𝑘2 = 1 .

(6.19a)
(6.19b)

Noting that 𝑖𝐴2 is a real parameter, we can get the solution after tedious algebra,
𝑢2𝑘 = (1 ± 𝐴1/√𝐴21 − 𝐴22 )/2 ,

𝑣𝑘2 = (1 ∓ 𝐴1 /√𝐴21 − 𝐴22 )/2 ,
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𝑢𝑘 = ±√(1 ± 𝐴1/√𝐴21 − 𝐴22 )/2 ,

𝑣𝑘 = ±√(1 ∓ 𝐴1 /√𝐴21 − 𝐴22 ) /2 .

(6.20b)

+
Then, the term 𝐴1 𝑣𝑘2 − 𝑖𝐴2 𝑢𝑘 𝑣𝑘 and the coefficient of 𝑎 +
𝑘 𝑎𝑘 + 𝑎 −𝑘 𝑎−𝑘 can be obtained,

𝐴1 𝑣𝑘2 − 𝑖𝐴2 𝑢𝑘 𝑣𝑘 = 𝐴1 (1 ∓ 𝐴1 /√𝐴12 − 𝐴22 )/2 ± 𝐴22 /(2√𝐴21 − 𝐴22 ) ,

(6.21)

𝐴1 (𝑢2𝑘 − 𝑣𝑘2 ) + 2𝑖𝐴2 𝑢𝑘 𝑣𝑘 = ±√𝐴12 − 𝐴22 .

(6.22)

The Hamiltonian (6.18) can be written as,
+
+
∗
+
𝐻𝑛 (𝑘) = ± ∑𝑘 √𝐴21 − 𝐴22 (𝑎 +
𝑘 𝑎𝑘 + 𝑎 −𝑘 𝑎−𝑘 ) + ∑𝑖,𝑘[ 𝐴3(𝑢𝑘 𝑎−𝑘 − 𝑣𝑘 𝑎 𝑘 ) + 𝐴3 (𝑢𝑘 𝑎 −𝑘 − 𝑣𝑘 𝑎 𝑘 )]

+ ∑𝑘(1 ∓ 𝐴21 ± 𝐴22 )/√𝐴21 − 𝐴22 −

𝑎1
2

𝑁

+
2
2
2
2
= ± ∑𝑘 √𝐴21 − 𝐴22 (𝑎 +
𝑘 𝑎 𝑘 + 𝑎 −𝑘 𝑎 −𝑘 ) + ∑𝑘(1 ∓ 𝐴1 ± 𝐴2 )/√𝐴1 − 𝐴2 −

𝑎1
2

𝑁

+ + 𝐴∗ 𝑎 ) − 𝑣 (𝐴 𝑎 + 𝐴∗ 𝑎 +)] .
+ ∑𝑖,𝑘[𝑢𝑘 (𝐴3 𝑎−𝑘
3 −𝑘
𝑘
3 𝑘
3 𝑘

(6.23)

Via the variant of displacement harmonic oscillation, the exact eigenvalue in the discrete time crystal
can be obtained. We define the following parameters,
𝑧 = ±𝐴3 /√𝐴12 − 𝐴22 ,

𝑧 ∗ = ±𝐴∗3 /√𝐴12 − 𝐴22 .

(6.24)

Equation (6.23) can be transformed into the following form,
∗
+
∗
2
2
̃𝑛 (𝑘) = ± ∑𝑘 √𝐴21 − 𝐴22 (𝑎 +
𝐻
𝑘 − 𝑣𝑘 𝑧 )(𝑎𝑘 − 𝑣𝑘 𝑧) ± ∑𝑘 √𝐴1 − 𝐴2 (𝑎 −𝑘 + 𝑢𝑘 𝑧 )(𝑎−𝑘 + 𝑢𝑘 𝑧)

− ∑𝑖,𝑘[|𝑢𝑘 𝑧|2 + |𝑣𝑘 𝑧| 2 ] + ∑𝑘(1 ∓ 𝐴21 ± 𝐴22 )/√𝐴21 − 𝐴22 −

𝑎1
2

𝑁.

(6.25)

Finally, we have the analytical form of the eigenvalue in the discrete time crystal,
𝐸 = 𝑛𝜔 ± 2 ∑𝑘 √𝐴12 − 𝐴22 − ∑𝑖,𝑘 [|𝑢𝑘 𝑧|2 + |𝑣𝑘 𝑧|2 ] + ∑𝑘(1 ∓ 𝐴21 ± 𝐴22 )/√𝐴21 − 𝐴22 −
= 𝑛𝜔 + ∑𝑘(1 ∓ 𝐴21 ± 𝐴22 )/√𝐴21 − 𝐴22 − ∑𝑖,𝑘[|𝑢𝑘 𝑧| 2 + |𝑣𝑘 𝑧| 2 ] −
= 𝑛𝜔 + ∑𝑘[1 ∓ (𝐴21 − 𝐴22 )]/√𝐴12 − 𝐴22 − ∑𝑖,𝑘 |𝑧| 2 −

𝑎1
2

𝑁.

𝑎1
2

𝑎1
2

𝑁

𝑁
(6.26)

Due to the interaction in time crystal, Eq.(6.26) shows the eigenvalue of each subspace in
frequency space can be split into two sub eigenvalues in which the system evolves. If the interaction
disappears, each subspace will degenerate into trivial system with the eigenvalue 𝑛𝜔 − 𝑎 1 𝑁/2.

6.3

The dynamics of spin polarization

The dynamics of the spin polarization 𝑃⃗⃗ = [𝑃𝑥 ,𝑃𝑦 ,𝑃𝑧 ] in time crystal is described by the nonlinear
Bloch equations,
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𝑑𝑃𝑥⁄𝑑𝑡 = 𝑃𝑦𝜛𝑧 − 𝑃𝑧 𝜛𝑦 − 𝑃𝑥 /𝑇1
𝑑𝑃𝑦⁄𝑑𝑡 = 𝑃𝑧 𝜛𝑥 − 𝑃𝑥 𝜛𝑧 − 𝑃𝑦/𝑇1 ,

(6.27)

{𝑑𝑃𝑧⁄𝑑𝑡 = 𝑃𝑥 𝜛𝑦 − 𝑃𝑦𝜛𝑥 − 𝑃𝑧 /𝑇2
where T1 and T2 are relaxation time of the longitudinal and transverse respectively. The parameter
⃗⃗ = 2𝜋𝛾[𝐵𝑥 , 𝐵𝑦 ,𝐵𝑧 ] directly relates to the external driving where 𝛾 is the gyromagnetic
𝜛
⃗⃗⃗ = 2𝜋𝛾𝐵
ratio of spins. In our model, the external driving appears alternately in x and z direction. That means
magnetic field can be written as,
𝐵𝑧 = 𝐵1 [𝑢(𝑡 + 𝑛𝑇) − 𝑢(𝑡 − 𝑡1 + 𝑛𝑇)] ,

(6.28a)

𝐵𝑥 = 𝐵2 [𝑢(𝑡 − 𝑡1 + 𝑛𝑇) − 𝑢(𝑡 − 𝑡1 − 𝑡2 + 𝑛𝑇)] ,

(6.28b)

where T = t1 + t2 and the 𝑢(𝑡) is defined in equation (6.3). It also can be regarded as the square signal
in engineering, that is,
𝐵𝑧 = 𝐵1 𝑅𝑒𝑐𝑡[(𝑡 − 𝑡1/2)/𝑡1 + 𝑛𝑇] ,

(6.29a)

𝐵𝑥 = 𝐵2 𝑅𝑒𝑐𝑡[(𝑡 − 𝑡1 − 𝑡2 /2)/𝑡2 + 𝑛𝑇] .

(6.29b)

They can be expressed in series form
𝐵𝑧 = ∑+∞
𝑛=−∞ 𝐵1 ∙

𝑡1

𝐵𝑥 = ∑+∞
𝑛=−∞ 𝐵2 ∙

𝑡2

𝑇

𝑇

∙
∙

sin(𝑛𝜔1𝑡1/2)
𝑛 𝜔1𝑡1/2

∙ 𝑒 𝑖𝜔1𝑡1/2 ∙ 𝑒 −𝑖𝜔1𝑛𝑡 ,

(6.30a)

∙ 𝑒 𝑖𝜔1(𝑡1+𝑡2/2) ∙ 𝑒 −𝑖𝜔1𝑛𝑡 .

(6.30b)

𝑠𝑖𝑛(𝑛𝜔1𝑡2/2)
𝑛𝜔1𝑡2/2

The nonlinear Bloch equations that describes dynamics of the spin polarization 𝑃⃗⃗ = [𝑃𝑥 , 𝑃𝑦,𝑃𝑧 ] in
time crystal can be simplified as,

𝑑𝑃𝑥⁄𝑑𝑡 = 𝑃𝑦𝜛𝑧 − 𝑃𝑥 /𝑇1
𝑑𝑃𝑦⁄𝑑𝑡 = 𝑃𝑧 𝜛𝑥 − 𝑃𝑥 𝜔𝜛𝑧 − 𝑃𝑦/𝑇2 .

(6.31)

𝑃𝑧

{ 𝑑𝑃𝑧⁄𝑑𝑡 = − 𝑃𝑦𝜛𝑥 − 𝑇1

The problem of equation (6.31) is not only the nonlinear equation set, but also the coefficients
contain generalized functions 𝑢(𝑡) which further increase the difficulty to resolve. In order to solve
the equation set explicitly, the generalized function 𝑢(𝑡) should be transformed into a processable
function or a simple form. Taking the first equation in (6.31) as an example, we transform it into
frequency space by using the Fourier transformation. It takes the form,
𝑖𝜔℘𝑥 (𝜔) = ℘𝑦 (𝜔) ∗ 𝓌𝑧 (𝜔) − ℘𝑥 (𝜔)/𝑇1 ,

(6.32)

where ∗ represents the convolution operation and ℘𝑥 (𝜔) is the Fourier transformation of 𝑃𝑥(t). Here,
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the convolution kernel is the difficult point. So we focus on function 𝓌𝑧 (𝜔). Its expression can be
written as,
𝓌𝑧 (𝜔) = ∑+∞
𝑛=−∞ 𝐵1 ∙
=

𝐵1𝑡1
𝑇

𝑡1
𝑇

∙

𝑠𝑖𝑛(𝑛𝜔1𝑡1/2)
𝑛𝜔1𝑡1 /2

𝑒 𝑖𝜔1𝑡1 /2 ∑+∞
𝑛=−∞

∙ 𝑒 𝑖𝜔1𝑡1 /2 ∙ 2𝜋𝛿(𝜔 + 𝑛𝜔1 )

𝑠𝑖𝑛(𝑛𝜔1𝑡1/2)
𝑛𝜔1𝑡1 /2

2𝜋𝛿(𝜔 + 𝑛𝜔1 ) .

(6.33)

Due to even function 𝑠𝑖𝑛𝑥/𝑥 and 𝛿(𝜔), equation (6.33) can be written as
𝓌𝑧 (𝜔) =

𝐵1 𝑡1
𝑇

𝑒 𝑖𝜔1𝑡1/2 [2𝜋𝛿(𝜔) + ∑+∞
𝑛=1

𝑛𝜔1𝑡1
)
2
𝑛𝜔1𝑡1
2

𝑠𝑖𝑛(

2𝜋𝛿 (𝜔 + 𝑛𝜔1 )] ,

(6.33a)

where lim 𝑠𝑖𝑛𝑥/𝑥 = 1. Using the integral form of delta function,
𝑥→0

+∞

+∞

2𝜋𝛿 (𝜔) = ∫−∞ 𝑒𝑥𝑝 (𝑖𝑘𝜔)𝑑𝑘 = ∫−∞ [𝑐𝑜𝑠(𝑘𝜔) + 𝑖𝑠𝑖𝑛(𝑘𝜔)]𝑑𝑘 .

(6.34)

Due to the odd function of 𝑠𝑖𝑛(𝑘𝜔), only the real part of integration can be nonzero. While the
parameter 𝜔 is nonzero, the real part of integration is zero. However, the equation (6.34) is nonzero
as 𝜔 goes to zero. The integrating range of 𝑘𝜔 is confined to (−𝜋, 𝜋) because the symmetry of
𝑐𝑜𝑠(𝑘𝜔) results in counteracting in other areas. It can be simplified as,
+∞

2𝜋𝛿 (𝜔) = ∫−∞ 𝑐𝑜𝑠(𝑘𝜔)𝑑𝑘 .

(6.34a)

Therefore, the delta function, 2𝜋𝛿 (𝜔 + 𝑛𝜔1 ) can be written as,
+∞

2𝜋𝛿 (𝜔 + 𝑛𝜔1 ) = ∫−∞ 𝑐𝑜𝑠 [𝑘(𝜔 + 𝑛𝜔1 )]𝑑𝑘
+∞

= ∫−∞ [𝑐𝑜𝑠(𝑘𝑛𝜔1)𝑐𝑜𝑠(𝑘𝜔) − 𝑠𝑖𝑛(𝑘𝑛𝜔1 )𝑠𝑖𝑛(𝑘𝜔)]𝑑𝑘 .

(6.35)

The function (6.33a) can be expressed as,
𝓌𝑧 (𝜔) =

𝐵1 𝑡1
𝑇

𝑒 𝑖𝜔1𝑡1/2 {2𝜋𝛿(𝜔) + ∑+∞
𝑛=1

𝑠𝑖𝑛(𝑛𝜔1𝑡1/2)
𝑛 𝜔1𝑡1/2

+∞

[ ∫−∞ 𝑐𝑜𝑠(𝑘𝑛𝜔1 )𝑐𝑜𝑠(𝑘𝜔)𝑑𝑘

+∞

− ∫−∞ 𝑠𝑖𝑛(𝑘𝑛𝜔1)𝑠𝑖𝑛(𝑘𝜔)𝑑𝑘 ]} .

(6.36)

The summation in equation (6.36) can be divided into two parts. The first part can be further
expressed as by using the relation 𝑠𝑖𝑛 𝑥 𝑐𝑜𝑠 𝑦 = (𝑠𝑖𝑛
+∞

∫−∞ 𝑐𝑜𝑠(𝑘𝜔) ∑+∞
𝑛=1
=

𝑠𝑖𝑛(𝑛𝜔1𝑡1/2)
𝑛𝜔1𝑡1 /2

𝑥+𝑦
2

+ 𝑠𝑖𝑛

𝑥−𝑦
2

)/2,

𝑐𝑜𝑠(𝑘𝑛𝜔1 )𝑑𝑘

1
+∞
𝑠𝑖𝑛[𝑛(𝜔1𝑡1/2+𝑘𝜔1)]+𝑠𝑖𝑛[𝑛(𝜔1𝑡1/2−𝑘𝜔1)]
𝑑𝑘
∫ 𝑒 𝑖𝑘𝜔 ∑+∞
𝑛=1
𝜔1𝑡1 −∞
𝑛

.

(6.37)

Employing the summation formula,
∑+∞
𝑛=1

𝑠𝑖𝑛 𝑛𝑥
𝑛

=
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equation (6.37) can be expressed as,
1
+∞
𝑠𝑖𝑛[𝑛(𝜔1𝑡1/2+𝑘𝜔1)]+𝑠𝑖𝑛[𝑛(𝜔1𝑡1/2−𝑘𝜔1)]
𝑑𝑘
∫ 𝑐𝑜𝑠(𝑘𝜔) ∑+∞
𝑛=1
𝜔1𝑡1 −∞
𝑛
1
+∞
𝜋−(𝜔1𝑡1/2+𝑘𝜔1)
𝜋−(𝜔1𝑡1/2−𝑘𝜔1)
+
]𝑑𝑘
∫ 𝑐𝑜𝑠(𝑘𝜔)[
𝜔1𝑡1 −∞
2
2

=

2𝜋−𝜔1𝑡1

=

2𝜔1𝑡1

+∞

∫−∞ 𝑐𝑜𝑠(𝑘𝜔)𝑑𝑘 =

2𝜋−𝜔1𝑡1
𝜔1𝑡1

𝜋𝛿(𝜔) .

(6.39)

For the second part of the summation in equation (6.36), it can be rewritten as,
+∞

− ∫−∞ 𝑠𝑖𝑛(𝑘𝜔) ∑+∞
𝑛=1
=

𝑠𝑖𝑛(𝑛𝜔1𝑡1/2)
𝑛 𝜔1𝑡1/2

𝑠𝑖𝑛(𝑘𝑛𝜔1 )𝑑𝑘

−1
+∞
𝑐𝑜𝑠[𝑛(𝜔1𝑡1/2−𝑘𝜔1)]−𝑐𝑜𝑠[𝑛(𝜔1𝑡1/2+𝑘𝜔1)]
𝑑𝑘
∫ 𝑠𝑖𝑛(𝑘𝜔) ∑+∞
𝑛=1
𝜔1𝑡1 −∞
𝑛

.

(6.40)

(6.41)

Employing the summation formula,
∑+∞
𝑛=1

𝑐𝑜𝑠 𝑛𝑥
𝑛

1

𝑥

𝑥

2

2

2

= − 𝑙 𝑛(2 − 𝑐𝑜𝑠𝑥 ) = − 𝑙𝑛 |2 𝑠𝑖𝑛 ( )| = − 𝑙𝑛 2 − 𝑙𝑛 |sin ( )| .

Equation (6.39) can be expressed as,
−1
+∞
𝑐𝑜𝑠[𝑛(𝜔1𝑡1/2−𝑘𝜔1)]−𝑐𝑜𝑠[𝑛(𝜔1𝑡1 /2+𝑘𝜔1)]
𝑑𝑘
∫ 𝑠𝑖𝑛(𝑘𝜔) ∑+∞
𝑛=1
𝜔1𝑡1 −∞
𝑛

=

−1
𝜔1𝑡1

+∞

∫−∞ 𝑠𝑖𝑛(𝑘𝜔)[𝑙𝑛 |𝑠𝑖𝑛 (

(𝜔1𝑡1+𝑘𝜔1)
2

2

)| − 𝑙𝑛 |sin (

(𝜔1𝑡1−𝑘𝜔1)
2

2

)|]𝑑𝑘 .

(6.42)

Let 𝑢 = (𝜔1 𝑡1/2 ± 𝑘𝜔1 )/2, the we have ±𝑘 = 2𝑢/𝜔1 − 𝑡1/2 and 𝑑𝑘 = ±2𝑑𝑢/𝜔1. Then, the
integration (6.41) can be rewritten as,
−1
+∞
∫ 𝑠𝑖𝑛(𝑘𝜔)[𝑙𝑛|𝑠𝑖𝑛((𝜔1𝑡1 /2 + 𝑘𝜔1 )/2)| − 𝑙𝑛|𝑠𝑖𝑛
𝜔1𝑡1 −∞

=

−2
+∞
∫ 𝑙𝑛|𝑠𝑖𝑛 𝑢| [𝑠𝑖𝑛
𝜔21𝑡1 −∞

((𝜔1 𝑡1/2 − 𝑘𝜔1 )/2)|]𝑑𝑘

((2𝑢/𝜔1 − 𝑡1 /2)𝜔) − 𝑠𝑖𝑛 ((2𝑢/𝜔1 − 𝑡1 /2)𝜔)]𝑑𝑢

= 0.

(6.43)

Finally, we get,
𝓌𝑧 (𝜔) =

𝐵1 𝑡1

𝓌𝑥 (𝜔) =

𝐵2𝑡2

𝑇

𝑇

𝑒 𝑖𝜔1𝑡1/2 [2𝜋𝛿(𝜔) +

2𝜋−𝜔1𝑡1
𝜔1𝑡1

𝑒 𝑖𝜔1(𝑡1 +𝑡2/2) [2𝜋𝛿(𝜔) +

𝜋𝛿 (𝜔)] =

2𝜋−𝜔1𝑡2
𝜔1𝑡2

𝜋𝐵1𝑡1
𝑇

𝜋𝛿(𝜔) ] =

𝑒 𝑖𝜔1𝑡1 /2 [2 +
𝜋𝐵2𝑡2
𝑇

𝑒 𝑖𝜔1

2𝜋−𝜔1𝑡1
𝜔1𝑡1

(𝑡1+𝑡2)
2

]𝛿(𝜔) ,

[2 +

2𝜋−𝜔1𝑡2
𝜔1𝑡2

] 𝛿(𝜔) .
(6.44)

By using
𝐶1 =
𝐶2 =

𝜋𝐵1 𝑡1
𝑇
𝜋𝐵2𝑡2
𝑇

𝑒 𝑖𝜔1𝑡1/2 [2 +

2𝜋−𝜔1𝑡1
𝜔1𝑡1

𝑒 𝑖𝜔1(𝑡1 +𝑡2/2) [2 +

equation (6.44) can be expressed as
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],

2𝜋−𝜔1𝑡2
𝜔1𝑡2

],

(6.45)
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𝓌𝑥 (𝜔) = 𝐶2𝛿(𝜔).

𝓌𝑧 (𝜔) = 𝐶1𝛿(𝜔)

(6.46)

Then, the equation set (6.31) in Fourier space can be derived as
𝑖𝜔℘𝑥 (𝜔) = 𝐶1 ℘𝑦(𝜔) − ℘𝑥 (𝜔)/𝑇1
𝑖𝜔℘𝑦 (𝜔) = 𝐶2 ℘𝑧 (𝜔) − 𝐶1℘𝑥 (𝜔) − ℘𝑦 (𝜔)/𝑇2 .
( )
( )
{ 𝑖𝜔℘𝑧 𝜔 = −𝐶2℘𝑦 𝜔 −

(6.47)

℘𝑧 (𝜔)
𝑇1

Combining the first and the third equation in (6.46), we can get,
𝐶2 ℘𝑧 (𝜔) − 𝐶1℘𝑥 (𝜔) = −

(𝐶12+𝐶22)℘𝑦(𝜔)
1

𝑖𝜔+𝑇

.

(6.48)

1

Substituting it into the second equation in (6.46), we can obtain,
[𝑖𝜔 + (𝐶12 + 𝐶22 )/(𝑖𝜔 + 1/𝑇1 ) + 1//𝑇2 ]℘𝑦(𝜔) = 0 .

(6.49)

Then, we have the equation for 𝜔,
𝑖𝜔 + (𝐶12 + 𝐶22 )/(𝑖𝜔 − 1/𝑇1 ) + 1//𝑇2 = 0 .

(6.49a)

The solution can be written as,
𝜔 = 𝑖(𝑇1 + 𝑇2 )/2𝑇1 𝑇2 ± √4[𝐶12 + 𝐶22 +

𝑇1 +𝑇2
𝑇1 𝑇2

]−

(𝑇1 +𝑇2 )2
(𝑇1𝑇2 )2

/2 .

(6.50)

This represents the characteristic roots x 1 and x2 of 𝑃𝑦 (𝑡). The explicit expression for 𝑃𝑦 can be
written as,
𝑃𝑦 (𝑡) = 𝑑1 𝑒𝑥𝑝(𝑖𝑥1𝑡) + 𝑑2 𝑒𝑥𝑝(𝑖𝑥2 𝑡) .

(6.51a)

The expression for 𝑃𝑥 (𝑡) and 𝑃𝑧 (𝑡) can be derived from the first and third equation in (6.31) by
solving the nonhomogeneous first order differential equation,
𝑃𝑥 (𝑡) = 𝑑0 𝑒𝑥𝑝(−𝑡/𝑇1 ) − 𝐶1𝑑1 𝑒𝑥𝑝(𝑖𝑥1 𝑡) /(𝑖𝑥1 + 1/𝑇1 ) −
𝑃𝑧 (𝑡) = 𝑑0 𝑒𝑥𝑝(−𝑡/𝑇1) +

𝐶2 𝑑1 𝑒𝑥𝑝(𝑖𝑥1𝑡)
1
𝑖𝑥1 +𝑇
1

+

𝐶2 𝑑2𝑒𝑥𝑝(𝑖𝑥2𝑡)
1
1

𝑖𝑥2+𝑇

𝐶1 𝑑2𝑒𝑥𝑝 (𝑖𝑥2𝑡)
1
1

𝑖𝑥2 +𝑇

,

,

(6.51b)
(6.51c)

where 𝑑0, 𝑑1 and 𝑑2 are determined by initial condition. Now, we rewrite the solution in matrix
form in the follow,

𝑃𝑥 (𝑡)

𝑑0

( 𝑃𝑦(𝑡)) = ( 0
𝑃𝑧 (𝑡)

𝑑0

−𝐶1 𝑑1 /(𝑖𝑥1 + 1/𝑇1 )

−𝐶1 𝑑2 /(𝑖𝑥2 + 1/𝑇1 )

𝑑1

𝑑2

−𝐶2𝑑1 /(𝑖𝑥1 + 1/𝑇1 )

−𝐶2 𝑑2 /(𝑖𝑥2 + 1/𝑇1 )

𝑒𝑥𝑝(−𝑡/𝑇1 )

)( 𝑒𝑥𝑝(𝑖𝑥1 𝑡) ) .
𝑒𝑥𝑝(𝑖𝑥2 𝑡)

Due to the complex matrix of coefficient, we replace it with a simple form,
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𝑃1 (𝑡)

𝑃𝑥 (𝑡)

( 𝑃2 (𝑡)) = ( 𝑃𝑦(𝑡)) ,
𝑃3 (𝑡)

𝑃𝑧 (𝑡)

𝛼1

𝛽1

𝛾1

𝑑0

( 𝛼2

𝛽2

𝛾2 ) = ( 0

𝛼3

𝛽3

𝛾3

𝑑0

−𝐶1𝑑1/(𝑖𝑥1 + 1/𝑇1 )

−𝐶1 𝑑2/(𝑖𝑥2 + 1/𝑇1 )

𝑑1

𝑑2

−𝐶2𝑑1/(𝑖𝑥1 + 1/𝑇1 )

−𝐶2𝑑2/(𝑖𝑥2 + 1/𝑇1 )

).

(6.52)

𝑇

The real and imaginary part of solution 𝑃⃗⃗(𝑡) = [𝑃𝑥 (𝑡), 𝑃𝑦 (𝑡), 𝑃𝑧 (𝑡)] can be derived as,

𝑃1 (𝑡)
( 𝑃2 (𝑡))
𝑃3 (𝑡)
𝛼1𝑅𝑒 𝛽1𝑅𝑒 𝑐𝑜𝑠(𝑥1𝑅𝑒𝑡) − 𝛽1𝐼𝑚 𝑠𝑖𝑛(𝑥1𝑅𝑒𝑡) 𝛾1𝑅𝑒 𝑐𝑜𝑠(𝑥2𝑅𝑒 𝑡) − 𝛾1𝐼𝑚 𝑠𝑖𝑛(𝑥2𝑅𝑒 𝑡)

𝑒𝑥𝑝(−𝑡/𝑇1 )

𝐼𝑚
𝑅𝑒
𝐼𝑚
= ( 0 𝛽2𝑅𝑒 𝑐𝑜𝑠(𝑥1𝑅𝑒𝑡) − 𝛽2𝐼𝑚 𝑠𝑖𝑛(𝑥1𝑅𝑒𝑡) 𝛾2𝑅𝑒𝑐𝑜𝑠(𝑥𝑅𝑒
2 𝑡) − 𝛾2 𝑠𝑖𝑛(𝑥2 𝑡) )(𝑒𝑥𝑝 (−𝑥1 𝑡))

𝛼1𝑅𝑒 𝛽3𝑅𝑒 𝑐𝑜𝑠(𝑥1𝑅𝑒𝑡) − 𝛽3𝐼𝑚 𝑠𝑖𝑛(𝑥1𝑅𝑒𝑡) 𝛾3𝑅𝑒 𝑐𝑜𝑠(𝑥2𝑅𝑒 𝑡) − 𝛾3𝐼𝑚 𝑠𝑖𝑛(𝑥2𝑅𝑒 𝑡)

𝑒𝑥𝑝(−𝑥2𝐼𝑚 𝑡)

𝛼1𝐼𝑚 𝛽1𝑅𝑒 𝑠𝑖𝑛(𝑥1𝑅𝑒𝑡) + 𝛽1𝐼𝑚 𝑐𝑜𝑠(𝑥1𝑅𝑒𝑡) 𝛾1𝑅𝑒𝑠𝑖𝑛(𝑥2𝑅𝑒 𝑡) + 𝛾1𝐼𝑚 𝑐𝑜𝑠(𝑥2𝑅𝑒 𝑡)

𝑒𝑥𝑝(−𝑡/𝑇1 )

+𝑖 ( 0 𝛽2𝑅𝑒 𝑠𝑖𝑛(𝑥1𝑅𝑒𝑡) + 𝛽2𝐼𝑚 𝑐𝑜𝑠(𝑥1𝑅𝑒𝑡) 𝛾2𝑅𝑒𝑠𝑖𝑛(𝑥2𝑅𝑒𝑡) + 𝛾2𝐼𝑚 𝑐𝑜𝑠(𝑥2𝑅𝑒 𝑡))(𝑒𝑥𝑝(−𝑥1𝐼𝑚 𝑡)) .
𝛼1𝐼𝑚 𝛽3𝑅𝑒 𝑠𝑖𝑛(𝑥1𝑅𝑒𝑡) + 𝛽3𝐼𝑚 𝑐𝑜𝑠(𝑥1𝑅𝑒𝑡) 𝛾3𝑅𝑒𝑠𝑖𝑛(𝑥2𝑅𝑒 𝑡) + 𝛾3𝐼𝑚 𝑐𝑜𝑠(𝑥2𝑅𝑒 𝑡)

𝑒𝑥𝑝(−𝑥2𝐼𝑚 𝑡)
(6.51e)

The general formula of the solution can be written in a more compact form for spectral analysis,
𝑃𝑗 (𝑡) = 𝛼𝑗 𝑒𝑥𝑝(−𝑡/𝑇1 ) + 𝛽𝑗 𝑒𝑥𝑝(𝑖𝑥1 𝑡) + 𝛾𝑗 𝑒𝑥𝑝(𝑖𝑥2 𝑡)
= 𝛼𝑗𝑅𝑒 𝑒𝑥𝑝(−𝑡/𝑇1 ) + [𝛽𝑗𝑅𝑒 𝑐𝑜𝑠 (𝑥1𝑅𝑒𝑡) − 𝛽𝑗𝐼𝑚 𝑠𝑖𝑛 (𝑥1𝑅𝑒𝑡)] 𝑒𝑥𝑝(−𝑥1𝐼𝑚 𝑡)
𝐼𝑚
𝑅𝑒
𝐼𝑚
+[𝛾𝑗𝑅𝑒 𝑐𝑜𝑠 (𝑥𝑅𝑒
2 𝑡) − 𝛾𝑗 𝑠𝑖𝑛 (𝑥2 𝑡)] 𝑒𝑥𝑝 (−𝑥2 𝑡)

+𝑖[𝛼𝑗𝐼𝑚 𝑒𝑥𝑝(−𝑡/𝑇1 ) + [𝛽𝑗𝑅𝑒𝑠𝑖𝑛(𝑥1𝑅𝑒 𝑡) + 𝛽𝑗𝐼𝑚 𝑐𝑜𝑠(𝑥1𝑅𝑒 𝑡)] 𝑒𝑥𝑝 (−𝑥1𝐼𝑚 𝑡)
+[𝛾𝑗𝑅𝑒 𝑠𝑖𝑛(𝑥2𝑅𝑒𝑡) + 𝛾𝑗𝐼𝑚 𝑐𝑜𝑠(𝑥2𝑅𝑒𝑡)] 𝑒𝑥𝑝(−𝑥𝐼𝑚
2 𝑡)] ,

(6.51f)

where 𝑗 = 1, 2, 3. For the physical system, the signal should be convergent. Therefore, the
physical solution should be written as,
𝑃𝑗 (𝑡) = 𝛼𝑗𝑅𝑒 𝑒𝑥𝑝(−|𝑡/𝑇1 |) + [𝛽𝑗𝑅𝑒 𝑐𝑜𝑠 (𝑥1𝑅𝑒 𝑡) − 𝛽𝑗𝐼𝑚 𝑠𝑖𝑛 (𝑥1𝑅𝑒 𝑡)] 𝑒𝑥𝑝 (−|𝑥1𝐼𝑚 𝑡|)
𝐼𝑚
𝑅𝑒
𝐼𝑚
+[𝛾𝑗𝑅𝑒 𝑐𝑜𝑠 (𝑥𝑅𝑒
2 𝑡) − 𝛾𝑗 𝑠𝑖𝑛 (𝑥2 𝑡)] 𝑒𝑥𝑝 (−|𝑥2 𝑡|)

+𝑖[𝛼𝑗𝐼𝑚 𝑒𝑥𝑝(−|𝑡/𝑇1 |) + [𝛽𝑗𝑅𝑒 𝑠𝑖𝑛(𝑥1𝑅𝑒𝑡) + 𝛽𝑗𝐼𝑚 𝑐𝑜𝑠(𝑥1𝑅𝑒𝑡)] 𝑒𝑥𝑝 (−|𝑥1𝐼𝑚𝑡|)
+[𝛾𝑗𝑅𝑒 𝑠𝑖𝑛(𝑥2𝑅𝑒𝑡) + 𝛾𝑗𝐼𝑚 𝑐𝑜𝑠(𝑥2𝑅𝑒𝑡)] 𝑒𝑥𝑝(−|𝑥2𝐼𝑚𝑡|)] .

(6.53)

In order to analyze the spectrum, we consider the Fourier transform of the following signals,
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ℱ [𝑒𝑥𝑝(−|𝑡/𝑇1 |)] = √2/𝜋 [𝑇1 (𝜔2 +

1
𝑇12

)] ,

ℱ [𝑒𝑥𝑝(−|𝑥𝑛𝐼𝑚 𝑡|) 𝑐𝑜𝑠 (𝑥𝑛𝑅𝑒𝑡)]
= √1/2𝜋|𝑥𝑛𝐼𝑚 |[1/((𝜔 + |𝑥𝑛𝑅𝑒|)2 + |𝑥𝑛𝐼𝑚 |2 ) + 1/((𝜔 − |𝑥𝑛𝑅𝑒|)2 + |𝑥𝑛𝐼𝑚 |2 )] ,
ℱ [𝑒𝑥𝑝(−|𝑥𝑛𝐼𝑚 𝑡|) 𝑠𝑖𝑛 (𝑥𝑛𝑅𝑒𝑡)] = −𝑖√

1
2𝜋

|𝑥𝑛𝐼𝑚 |[

1
2

𝐼𝑚
(𝜔+|𝑥𝑅𝑒
𝑛 |) +|𝑥𝑛 |

2

−

1
2

𝐼𝑚
(𝜔−|𝑥𝑅𝑒
𝑛 |) +|𝑥𝑛 |

2

],

(6.54)

where n =1, 2. The Fourier transform for the real part of 𝑃𝑗 (𝑡) can be written as,
𝑅𝑒[℘𝑗 (𝜔)] = 𝛼𝑗𝑅𝑒 √2/𝜋/[𝑇1 (𝜔2 + 1/𝑇12 )]
+√1/2𝜋𝛽𝑗𝑅𝑒 |𝑥1𝐼𝑚 |[1/((𝜔 + |𝑥1𝑅𝑒 |)2 + |𝑥1𝐼𝑚 |2 ) + 1/((𝜔 − |𝑥1𝑅𝑒 |)2 + |𝑥1𝐼𝑚 |2 )]
+√1/2𝜋𝛾𝑗𝑅𝑒 |𝑥2𝐼𝑚|[1/((𝜔 + |𝑥2𝑅𝑒 |)2 + |𝑥2𝐼𝑚 |2 ) + 1/((𝜔 − |𝑥2𝑅𝑒 |)2 + |𝑥2𝐼𝑚 |2 )]
+√1/2𝜋𝛽𝑗𝑅𝑒 |𝑥1𝐼𝑚 |[1/((𝜔 + |𝑥1𝑅𝑒 |)2 + |𝑥1𝐼𝑚 |2 ) − 1/((𝜔 − |𝑥1𝑅𝑒 |)2 + |𝑥1𝐼𝑚 |2 )]
+√1/2𝜋𝛾𝑗𝑅𝑒 |𝑥2𝐼𝑚|[1/((𝜔 + |𝑥2𝑅𝑒 |)2 + |𝑥2𝐼𝑚 |2 ) − 1/((𝜔 − |𝑥2𝑅𝑒 |)2 + |𝑥2𝐼𝑚 |2 )]
= √2/𝜋𝛼𝑗𝑅𝑒/[𝑇1 (𝜔2 + 1/𝑇12 )] + √2/𝜋𝛽𝑗𝑅𝑒 |𝑥1𝐼𝑚 |/((𝜔 + |𝑥1𝑅𝑒 |)2 + |𝑥1𝐼𝑚 |2 )
2

+√ 𝛾𝑗𝑅𝑒 |𝑥2𝐼𝑚|/((𝜔 + |𝑥2𝑅𝑒 |)2 + |𝑥2𝐼𝑚 |2 ) .

(6.55a)

𝜋

The Fourier transform for the imaginary part of 𝑃𝑗(𝑡) also can be obtained,
𝐼𝑚[℘𝑗 (𝜔)] = √2/𝜋𝛼𝑗𝐼𝑚 /[𝑇1(𝜔2 + 1/𝑇12 )] + √2/𝜋𝛽𝑗𝐼𝑚 |𝑥1𝐼𝑚 |/((𝜔 + |𝑥1𝑅𝑒|)2 + |𝑥1𝐼𝑚 |2 )
+√2/𝜋𝛾𝑗𝐼𝑚 |𝑥2𝐼𝑚|/((𝜔 + |𝑥2𝑅𝑒 |)2 + |𝑥2𝐼𝑚 |2 ) .

(6.55b)

The spectral can be expressed in matrix form

℘1 (𝜔)

𝛼1𝑅𝑒 /𝑇1

𝛽1𝑅𝑒|𝑥1𝐼𝑚 |

𝛾1𝑅𝑒 |𝑥𝐼𝑚
2 |

0

𝛽2𝑅𝑒|𝑥1𝐼𝑚 |

𝑅𝑒 2
𝐼𝑚 2
𝛾2𝑅𝑒 |𝑥𝐼𝑚
2 |)( 1/((𝜔 + |𝑥1 |) + |𝑥1 | ))

𝛼1𝑅𝑒 /𝑇1

𝛽3𝑅𝑒|𝑥1𝐼𝑚 |

𝛾3𝑅𝑒 |𝑥𝐼𝑚
2 |

𝛼1𝐼𝑚 /𝑇1

𝛽1𝐼𝑚 |𝑥1𝐼𝑚 |

𝛾1𝐼𝑚 |𝑥2𝐼𝑚|

0

𝛽2𝐼𝑚 |𝑥1𝐼𝑚 |

𝛾2𝐼𝑚 |𝑥2𝐼𝑚|) (1/((𝜔 + |𝑥1𝑅𝑒 |)2 + |𝑥1𝐼𝑚 |2 )) .

𝛼1𝐼𝑚 /𝑇1

𝛽3𝐼𝑚 |𝑥1𝐼𝑚 |

𝛾3𝐼𝑚 |𝑥2𝐼𝑚|

( ℘2 (𝜔)) = √2/𝜋 (
℘3 (𝜔)

+𝑖√2/𝜋 (

1/(𝜔2 + 1/𝑇12 )
1/((𝜔 + |𝑥2𝑅𝑒 |)2 + |𝑥2𝐼𝑚 |2 )
1/(𝜔2 + 1/𝑇12 )
1/((𝜔 + |𝑥2𝑅𝑒 |)2 + |𝑥2𝐼𝑚 |2 )
(6.55c)

It is seen that the spectral includes three different lines
𝜔 = 0,

𝜔 = −|𝑥1𝑅𝑒 | ,

𝜔 = −|𝑥2𝑅𝑒 | ,

(6.56)

with different strength in different directions. Three spectral lines shows the time crystal can radiate
electromagnetic waves in order to preserve the energy conservation. Otherwise, the system that is
continually heated becomes a huge heat reservoir which results in a paradox in experimental
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observation and theory.

The current in periodically driven spin system

6.4

In order to obtain the spin conductivity, we need to apply a time dependent external magnetic field
to the system. The new Hamiltonian reads in the following form,
̂ + 𝑔𝜇 𝐵 ∑𝑖 𝑆𝑖𝑧 𝐵𝑖𝑧 (𝑡) ,
ℋ=𝐻

(6.57)

̂ is given in equation (6.5).
where 𝐵𝑖𝑧 (𝑡) is the time dependent magnetic field. The Hamiltonian 𝐻
The spin current of z component of the magnetic from site i to j along the chain direction, namely x
direction, should satisfied the continuity equation,
∑𝑖 (𝜕𝑆𝑖𝑧 /𝜕𝑡 + 𝜕𝑗 𝑧 (𝑥𝑖 )/𝜕𝑥𝑖 ) = 0 ,

(6.58)

where the last term in (6.58) is the divergence of the local spin current density at site i. For the sake
of the spin current of z component along x direction, we note that the Heisenberg equation of motion
𝜕𝑆/𝜕𝑡 = 𝑖[𝐻, 𝑆] can be used to simplify equation (6.58). We obtain,
𝜕𝑗 𝑧 (𝑥𝑛)

= −𝑖[𝐻, 𝑆𝑛𝑧 ] .

𝜕𝑥𝑛

(6.59)

In consideration of one dimensional discrete lattice system, the discrete version of the continuity
equation (6.59) can be written as,
𝑧
𝜕𝑗 𝑧 (𝑥𝑛 )/𝜕𝑥𝑛 = 𝑗𝑛→𝑛±1
= −𝑖[𝐻, 𝑆𝑛𝑧 ] ,

(6.60)

𝑧
where 𝑗𝑛→𝑛±1
is the discretized divergence for the nearest neighbor site along one dimension spin

chain. Together with equation (6.57), we can obtain the spin current operator
𝑎

𝑧
𝑥
𝑥 𝜎 𝑦 )] 𝑒 −𝑖𝑚𝜔1𝑡 .
𝒥 = ∑𝑖 𝑗𝑛→𝑛±1
= −2∑𝑛,𝑚 [( 2 ) 𝜎𝑛𝑦 + 𝑎 3 (𝜎𝑛𝑦 𝜎𝑛+1
+ 𝜎𝑛−1
𝑛
2

(6.61)

It means the spin current must take the form 𝒥(𝑡) = ∑𝑚 𝒥 (𝑚)(𝑡). We now have the mth order of spin
current,
𝑎

𝑥
𝑥 𝜎 𝑦) .
𝒥 (𝑚) = −2∑𝑛 ( 2 )𝜎𝑛𝑦 + 𝑎 3(𝜎𝑛𝑦 𝜎𝑛+1
+ 𝜎𝑛−1
𝑛
2

(6.61a)

The spin current for mth order can be rewritten by the means of Jordan-Winger transformation,
(𝑚)

𝒥𝐽 −𝑊 = 𝑖𝑎 2 ∑𝑝(𝑓𝑝+ 𝑒𝑥𝑝(𝑖𝜋𝜙𝑝) − 𝑓𝑝 𝑒𝑥𝑝(−𝑖𝜋𝜙𝑝))
+ 𝑒𝑥𝑝(𝑖𝜋𝜙
+𝑖2𝑎 3 ∑𝑛[(𝑓𝑝+ 𝑒𝑥𝑝(𝑖𝜋𝜙𝑝) + 𝑓𝑝 𝑒𝑥𝑝(−𝑖𝜋𝜙𝑝))(𝑓𝑝+1
𝑝+1 ) − 𝑓𝑝+1 𝑒𝑥𝑝(−𝑖𝜋𝜙 𝑝+1 ))
+ 𝑒𝑥𝑝(𝑖𝜋𝜙
+
+(𝑓𝑝−1
𝑝−1) − 𝑓𝑝 −1 𝑒𝑥𝑝(−𝑖𝜋𝜙 𝑝−1))(𝑓𝑝 𝑒𝑥𝑝(𝑖𝜋𝜙 𝑝 ) + 𝑓𝑝 𝑒𝑥𝑝(−𝑖𝜋𝜙𝑝 ))]
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+
+
= 𝑖𝑎 2 ∑𝑝(𝑓𝑝+ 𝑒𝑥𝑝(𝑖𝜋𝜙𝑝) − 𝑓𝑝 𝑒𝑥𝑝(−𝑖𝜋𝜙𝑝)) + 𝑖2𝑎 3 ∑𝑝(𝑓𝑝+ 𝑓𝑝+1
− 𝑓𝑝+ 𝑓𝑝+1 + 𝑓𝑝 𝑓𝑝+1
− 𝑓𝑝 𝑓𝑝+1 )
+
+
+𝑖2𝑎 3 ∑𝑝(𝑓𝑝−1
𝑓𝑝+ + 𝑓𝑝−1
𝑓𝑝 − 𝑓𝑝−1 𝑓𝑝+ − 𝑓𝑝−1 𝑓𝑝) ,

(6.62)

where 𝜙𝑝 = ∑𝑙<𝑝 𝑛𝑙 , 𝜙𝑝−1 = ∑𝑙<𝑝−1 𝑛𝑙 and 𝜙𝑝+1 = ∑𝑙<𝑝+1 𝑛𝑙 . According to the Fourier transform,
we can obtain,
(𝑚)

ℱ[𝒥𝐽−𝑊 ] =

𝑖𝑎2
√𝑁

∑𝑘,𝑝(𝐶𝑘+ 𝑒𝑥𝑝(−𝑖𝑘𝑥𝑝 + 𝑖𝜋𝜙𝑝) − 𝐶𝑘 𝑒𝑥𝑝(𝑖𝑘𝑥𝑝 − 𝑖𝜋𝜙𝑝))

+
+𝑖4𝑎 3 ∑𝑘(𝐶𝑘+ 𝐶−𝑘
− 𝐶𝑘 𝐶−𝑘 ) 𝑐𝑜𝑠(𝑘𝛼 ) .

Using the Bogoliubov transformation, it can be rewritten by letting 𝐴4 =
(𝑚)

ℱ[𝒥𝐽−𝑊 ]

𝐵𝑑𝐺

(6.63)
𝑎2
√𝑁

𝑒𝑥 𝑝(−𝑖𝑘𝑥𝑝 + 𝑖𝜋𝜙𝑝),

= ∑𝑘,𝑝(𝐴4(𝑢𝑘 𝑎𝑘+ + 𝑣𝑘 𝑎 −𝑘 ) + 𝐴∗4 (𝑢𝑘 𝑎𝑘 + 𝑣𝑘 𝑎 +
−𝑘 ))
+
+4𝑎 3 ∑𝑘 𝑐𝑜𝑠(𝑘𝛼)(𝑎 +
𝑘 𝑎−𝑘 + 𝑎 𝑘 𝑎 −𝑘 ) .

(6.64)

Via the variant of displacement harmonic oscillation, the spin current in the discrete time crystal can
be obtained. The equation (6.64) can be transformed into the following form
∗
∗
Λ𝑥 = [∑𝑘,𝑝 𝐴4 (𝑢𝑘 𝑎𝑘+ + 𝑣𝑘 𝑎 −𝑘 ) + 𝐴∗4 (𝑢𝑘 𝑎𝑘 + 𝑣𝑘 𝑎 +
−𝑘 ) + (𝐴4 − 𝐴4 ) 𝑢𝑘 𝑣𝑘 (𝑧 − 𝑧)]
+
∗
+
+
+4𝑎 3 ∑𝑘 𝑐𝑜𝑠(𝑘𝛼) [𝑎 +
𝑘 𝑎 −𝑘 + 𝑎 𝑘 𝑎 −𝑘 + 𝑧 (𝑢𝑘 𝑎𝑘 − 𝑣𝑘 𝑎 −𝑘 )

+ 𝑧(𝑢𝑘 𝑎 𝑘 − 𝑣𝑘 𝑎 −𝑘 ) − 𝑢𝑘 𝑣𝑘 (𝑧 ∗ 𝑧 ∗ + 𝑧𝑧)] .

(6.65)

Eq.(6.65) can be used to evaluate the current. It can be the input function in the quantum transport
equation. The last term in Eq. (6.65) is the residue which can ensure the Eq.(6.64) and Eq.(6.65)
consistently with each other before and after the transformation. The transformation from Eq. (6.64)
to Eq. (6.65) which is consistent with that of energy calculation is to use the eigenvalue and
eigenfunction to compute the spin current and the conductivity in subsequent.
We have achieved a comprehensive understanding of the eigenvalue, eigenstates, dynamical
properties and transport properties in time crystal. It opens up a passage to potential application and
provides the possibility to extend periodically driving system to higher dimensions.
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In conclusion, we have systematically and quantitatively investigated the current re sponse and
dynamical properties in superconductor with strong electron-photon coupling, graphene-topological
insulator heterostructure with dynamical polarization and time crystal.
We have determined the effect of an intense field whose frequency is below the superconducting
gap on the Copper pair breaking. Frequency and field dependent superconducting energy gap is
obtained. The result shows that the superconducting gap decreases with the ﬁeld intensity and
wavelength, which reveals the physical essence that multiphoton absorption by Cooper pair. We
determined the dependence of the superconducting gap on 𝐸/𝜔 and temperature by constructing the
superconducting electronic state dressed by photons. We show that the critical temperature is
determined by the parameter 𝐸/𝜔 which is distinct from that induced by the heating effect. The
result is in reasonable agreement with experiments. Our result provides a basis for tuning
superconductivity with a strong sub-gap electrical field.
It is found that the polarization is sensitive to the hopping energy and chemical potential in
graphene-topological-insulator hybrid structures. On the contrary, the temperature that slightly
changes the polarization peak value has a relatively small effect than that of hopping energy and
chemical potential. The unique band structures of graphene-topological-insulator heterostructures
results in dual polarization peaks. The position of the polarization peak that originates from the
graphene bands is robust in comparison with that tuned by varying the hopping energy and chemical
potential. Two branches of plasma dispersion can be observed from the polarization function on
account of the coupling of graphene and the surface states of topological insulators.
We have achieved a comprehensive understanding of the eigenvalue, eigenstates, dynamical
properties and transport properties by means of their analytical solutions in time cry stal. The
Hamiltonian operator is convenient to be expressed in the composite Hilbert space ℛ ⊗ 𝒯 made up
of the Hilbert space ℛ of square integrable functions on configuration space and the space 𝒯 of
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functions which are periodic in t with period 𝑇 = 𝑡1 + 𝑡2 = 2𝜋/𝜔. The quasi-energy also contains
two parts: the solution En in Hilbert space ℛ and the solution 𝑚𝜔 in space 𝒯. The analytical solution
of polarization shows the oscillation and convergence with time. Its Fourier transform distinctly
reveals that the spectral includes three different lines with different strength in different directions.
In the end, we obtain the spin current operator in periodically driven spin system by employing the
discrete version of the continuity equation and following the procedure of quasi-energy.
The formalisms and methods developed in this thesis can have wide applications in theoretical
and computational of electronic systems with strong electron-photon coupling. The theoretical
method of treating strong electron-photon coupling beyond the linear response is quite general and
robust. the results achieved for some specific systems show good agreement with the experiments
and provide a better understanding of the physical properties of electronic systems under intense
electromagnetic radiation.

116

Bibliography

[1] Bragg and W. Lawrence, Proc. R. Soc. Lond. A. Math. Phys. Sci. 89, 248 (1913).
[2] Bragg and W. Lawrence, Proc. R. Soc. Lond. A. Math. Phys. Sci. 89, 468 (1914).
[3] S. Fordham, Nature. 146, 807 (1940).
[4] G. I. Finch and A. G. Quarrell, Nature. 133, 758 (1934).
[5] G. N. Lewis and J. E. Mayer, Proc. Natl. Acad. Sci. 14, 569 (1928).
[6] N. F. Mott, Nature. 145, 239 (1940).
[7] L. Pauling and E. D. Eastman, J. Chem. Phys. 4, 393 (1936).
[8] B. Bruzs, Proc. R. Soc. Lond. A. Math. Phys. Sci. 151, 640 (1935).
[9] N. F. Mott, Proc. Math. Phys. Eng. Sci. 46, 680 (1934).
[10] N. F. Mott, Proc. Math. Phys. Eng. Sci. 47, 571 (1935).
[11] F. Seitz and R. P. Johnson, J. Appl. Phys. 8, 84 (1937).
[12] V. Fock, Proc. R. Soc. Lond. A. Math. Phys. Sci. 141, 550 (1933).
[13] D. R. Hartree, Math Proc Cambridge. 24, 111 (1928).
[14] P. Hohenberg and W. Kohn, Phys. Rev. 136, B864 (1964).
[15] S. Michael and L. J. Sham, Phys. Today. 35, 36 (1982).
[16] J. W. Negele, Phys. Rev. C. 1, 1206 (1970).
[17] L. L. Shipman and R. E. Christoffersen, P. Natl. Acad. Sci. 69. 3301 (1972).
[18] I. Werner, J. Math. Phys. 4, 1163 (1963).
[19] Meissner . Z. Phys. 60, 181 (1930).
[20] F. London and H. London, Proc. R. Soc. Lond. A. Math. Phys. Sci. 149, 71 (1935).
[21] V. L. Ginzburg and L. D. Landau, J. Exp. Theor. Phys. Moscow. 20, 1064 (1950)
[22] H. Frohlich, Proc. R. Soc. Lond. A. Math. Phys. Sci. 215, 291 (1952).
[23] H. Frohlich, Nature. 168, 280 (1940).
[24] H. Frohlich, Phys. Rev. 79, 845 (1950).
[25] H. Frohlich, Proc. R. Soc. Lond. A. Math. Phys. Sci. 215, 291 (1952).
[26] H. Frohlich, Nature. 164, 377 (1949).
[27] H. Frohlich, Proc. Soc. Phys. A. 63, 299 (1950).

117

Bibliography

[28] J. Bardeen and W. Shockley, Phys. Rev. 80, 69 (1950).
[29] J. Bardeen, L. N. Cooper and J. R. Schrieffer, Phys. Rev. 106, 162 (1957).
[30] J. Bardeen, L. N. Cooper and J. R. Schrieffer, Phys. Rev. 108, 1175 (1957).
[31] N. N. Bogoliubov, V. V. Tolmachev, D. V. Shirkov and R. B. Lindsay, Phys. Today. 13, 44 (1960).
[32] M. S. Bresler, A. V. Kogan, S. S. Shalyt and G. M. Éliashberg, Sov. Phys. Usp. 6. 459 (1963).
[33] Y. Nambu and S. F. Tuan, Phys. Rev. 128, 2622 (1962).
[34] Y. Nambu, Phys. Rev. 117, 648 (1960).
[35] P. W. Anderson, Phys. Rev. 110, 985 (1958).
[36] P. W. Anderson, Phys. Rev. 110, 827 (1958).
[37] P. W. Anderson, Phys. Rev. 112, 1900 (1958).
[38] P. W. Anderson, J. Phys. Chem. Solids. 11, 26 (1959).
[39] P. W. Anderson, Phys. Today. 13, 62 (1960).
[40] P. W. Anderson and P. Morel, Phys. Rev. Lett. 5, 136 (1960).
[41] B. D. Josephson, Rev. Mod. Phys. 36, 216 (1964).
[42] B. D. Josephson, Rev. Mod. Phys. 46, 251 (1974).
[43] B. D. Josephson, Science. 184, 527 (1974).
[44] B. D. Josephson, P. IEEE. 62, 838 (1974).
[45] J. G. Bednorz and K. A. Muller, Z. Physik. B. 64, 189 (1986).
[46] J. G. Bednorz, M. Takashige and K. A. Muller, Euro. Phys. Lett. 3, 379 (1987).
[47] N. W. Ashcroft and N. D. Mermin, Solid State Physics, Eric G. Hieber Associates, Inc. 1976.
[48] A. Sommerfeld and N. H. Frank, Rev. Mod. Phys. 3, 1 (1931).
[49] J. Singleton, Band Theory and Electronic Properties of Solid, Oxford: Oxford University Press, Inc.
2001.
[50] F. Bloch, Z. Phys, 52, 555 (1928).
[51] M. Born and K. Huang, Dynamical Theory of Crystal Lattice, Oxford: Oxford University Press,
1954.
[52] J. d. Radioakt, u. Elektronik, 15, 205 (1918).
[53] A. Einstein, Ber. Berl. Akad. 261 (1924).
[54] A. Einstein, Ber. Berl. Akad. 3 (1925).
[55] M. H. Anderson, Science. 269, 198 (1995).

118

Bibliography

[56] F. London and H. London, Proc. Roy. Soc. A. 149, 71 (1935).
[57] F. London, Superfluids. Vols. I, II. New York: Wiley. 1950, 1954.
[58] W. Pauli, Phys. Rev. 58, 716 (1940).
[59] H. Jones, Math Proc Cambridge. 28, 367 (1932).
[60] W. Gregor, Phys. Rev. 83, 169 (1951).
[61] E. P. Gross, Phys. Rev. 84, 818 (1951).
[62] K. S. Singwi, Phys. Rev. 87, 1044 (1952).
[63] H. Frohlich, Proc. R. Soc. Lond. A. Math. Phys. Sci. 215, 291 (1952).
[64] K. Hideo, Prog. Theor. Phys. 10, 275 (1953).
[65] P. G. Harper, Prog. Phys. Soc. 70, 390 (1957).
[66] D. W. Taylor, Phys. Rev. 156, 1017 (1967).
[67] N. N. Bogoliubov, J. Exptl. Theor. Phys. (USSR) 34, 58 (1958).
[68] C. Zhang, B. Jin, A. Glossner, L. Kang, J. Chen, I. Kawayama, H. Murakami, P. Müller, P. Wu and
M. Tonouchi, J. Infrared. Milli. Terahz. Waves. 33, 1 (2012).
[69] K. S. Novoselov, A. K. Geim, S. V. Morozov, D. Jiang, Y. Zhang, S. V. Dubonos, I. V. Grigorieva
and A. A. Firsov, Science. 306, 666 (2004).
[70] K. S. Novoselov, A. K. Geim, S. V. Morozov, D. Jiang, M. I. Katsnelson, I. Grigorieva, S. Dubonos
and A. A. Firsov, Nature. 438, 197 (2005).
[71] M. I. Katsnelson, K. S. Novoselov and A.K. Geim, Nat. Phys. 2, 620 (2006).
[72] A. H. Castro Neto, F. Guinea, N. M. R. Peres, K. S. Novoselov and A. K. Geim, Rev. Mod. Phys.
81, 109 (2009).
[73] N. M. R. Peres, Rev. Mod. Phys. 82, 2673 (2010).
[74] S. D. Sarma, S. Adam, E. H. Hwang and E. Rossi, Rev. Mod. Phys. 83, 407 (2011).
[75] M. Z. Hasan and C. L. Kane, Rev. Mod. Phys. 82, 3045 (2010).
[76] X. L. Qi and S. C. Zhang, Rev. Mod. Phys. 83, 1057 (2011).
[77] X. Wan, A. M. Turner, A. Vishwanath and S. Y. Savrasov, Phys. Rev. B. 83, 205101 (2011).
[78] T. T. Heikkil¨a and G. E. Volovik, Pisma Zh. Eksp. Teor. Fiz. 93, 63 (2011); JETP Lett. 93, 59
(2011).
[79] A. A. Burkov, M. D. Hook and L. Balents, Phys. Rev. B. 84, 235126 (2011).
[80] L. M. Schoop, M. N. Ali, C. Straßer, A. Topp, A. Varykhalov, D. Marchenko, V. Duppel, S. S. P.

119

Bibliography

Parkin, B. V. Lotsch and C. R. Ast, Nat. Comm. 7, 11696 (2016).
[81] D. Takane, K. Nakayama, S. Souma, T. Wada, Y. Okamoto, K. Takenaka, Y. Yamakawa, A.
Yamakage, T. Mitsuhashi, K. Horiba, H. Kumigashira, T. Takahashi and T. Sato, NJP Quant. Mater.
3, 1 (2018).
[82] I. A. Gonoskov, N. Tsatrafyllis, I. K. Kominis and P. Tzallas, Sci. Rep. 6, 32821 (2016).
[83] S. Patankar, L. Wu, B. Lu, M. Rai, J. D. Tran, T. Morimoto, D. Parker, A. Grushin, N. L. Nair, J. G.
Analytis, J. E. Moore, J. Orenstein and D. H. Torchinsky, Phys. Rev. B. 98, 165113 (2018).
[84] G. B. Ventura, D. J. Passos, J. M. B. Lopes dos Santos, J. M. Viana Parente Lopes and N. M .R.
Peres, Phys. Rev. B. 96, 035431 (2017).
[85] T. Huang, X. Zhu, L. Li, X. Liu, P. Lan and P. Lu, Phys. Rev. A. 96, 043425 (2017).
[86] F. De Leonardis, R.A. Soref and V.M.N. Passaro, Sci. Rep. 7, 40924 (2017).
[87] S. Ghimire, A. D. DiChiara, E. Sistrunk, P. Agostini, L. F. DiMauro and D. A. Reis, Nat. Phys. 7,
138 (2011).
[88] R. I. Woodward, R. T. Murray, C. F. Phelan, R. E. P. de Oliveira, T. H. Runcorn, E. J. R. Kelleher,
S. Li, E. C. de Oliveira, G. J. M. Fechine, G. Eda and C. J. S. de Matos, 2D Matter. 4, 011006
(2017).
[89] C. Aversa and E. Sipe, Phys. Rev. B. 52, 14636 (1995).
[90] C. L. Kane and E. J. Mele, Phys. Rev. Lett. 95, 226801 (2005).
[91] C. L. Kane and E. J. Mele, Phys. Rev. Lett. 95, 146802 (2005).
[92] D. J. Thouless, M. Kohmoto, M. P. Nightingale and M. den Nijs, Phys. Rev. Lett. 49, 405 (1982).
[93] B. A. Bernevig and S. C. Zhang, Phys. Rev. Lett. 96, 106802 (2006).
[94] T. T. Jia, M. M. Zheng, X. Y. Fan, Y. Su, S. J. Li, H. Y. Liu, G. Chen and Y. Kawazoe, Sci. Rep. 6,
18869 (2016).
[95] C. Hwang, D. A. Siegel, S. K. Mo, W. Regan, A. Ismach, Y. Zhang, A. Zettl and A. Lanzara, Sci.
Rep. 2, 590 (2012).
[96] A. K. Geim, Science. 324, 1534 (2009).
[97] F. Wilczek, Phys. Rev. Lett. 109, 160401 (2012).
[98] K. Sacha, Phys. Rev. A. 91, 033617 (2015b).
[99] D. V. Else, B. Bela and N. Chetan, Phys. Rev. Lett. 117, 090402 (2016).
[100] V. Khemani, L. Achilleas, M. Roderich and S. L. Sondhi, Phys. Rev. Lett. 116, 250401 (2016).

120

Bibliography

[101] D. V. Else and N. Chetan, Phys. Rev. B. 93, 201103 (2016).
[102] C. W. von. Keyserlingk, K. Vedika and S. L. Sondhi, Phys. Rev. B. 94, 085112 (2016).
[103] F. Naef and X. Zotos, J. Phys. Cond. Mat. 10, L183 (1998).
[104] S. Autti1, P. J. Heikkinen, J. T. Makinen, G. E. Volovik, V. V. Zavjalov and V. B. Eltsov, Nat. Mater.
20, 20 (2021).
[105] N. Y. Yao, A. C. Potter, I.-D. Potirniche and A. Vishwanath, Phys. Rev. Lett. 118, 030401 (2017).
[106] Y. Ando, J. Phys. Soc. Japan. 82, 102001 (2013).
[107] A. Bansil, H. Lin and T. Das, Rev. Mod. Phys. 88, 021004 (2016).
[108] X. L. Qi and S. C. Zhang, Rev. Mod. Phys. 83, 1057 (2011).
[109] M. Z. Hasan and C. L. Kane, Rev. Mod. Phys. 82, 3045 (2010).
[110] J. E. Moore, Nature. 464, 194 (2010).
[111] Z. Liu, 2014 Science. 343, 864 (2014).
[112] T. Wehling, A. M. Black-Schaffer and A. V. Balatsky, Adv. Phys. 63, 1 (2014)
[113] R. Lundgren and G. A. Fiete, Phys. Rev. B. 92, 125139 (2015).
[114] A. Burkov and L. Balents, Phys. Rev. Lett. 107, 127205 (2011).
[115] X. Zhang, J. Wang and S. C. Zhang, Phys. Rev. B. 82, 245107 (2010).
[116] C. Zhu, 2017 Nat. Commun. 8, 14111(2017).
[117] S. Huang, M. Sanderson, J. Tian, Q. Chen, F. Wang and C. Zhang, J. Phys. D: Appl. Phys. 51,
015101 (2017).
[118] S. Y. Savrasov and D. Y. Savrasov, Phys. Rev. B. 54, 16487 (1996).
[119] E. G. Maksimov, D. Y. Savrasov and S. Y. Savrasov, Phys. Usp. 40, 337 (1997).
[120] Y. Kaoru and H. Naomichi, Phys. Rev. E. 92, 042165 (2015).
[121] B. Kay, B. Michael and S. Udo, Phys. Rev. E. 92, 042165 (2015).
[122] G. Paul, F. Stijn, B. Zino and D. P. Frank, Chem. Soc. Rev. 43, 4989 (2014).
[123] T. Yanai, G. I. Fann, G. Beylkin and R. J. Harrison, Phys. Chem. Chem. Phys. 17, 3145 (2015).
[124] E. J.Calabrese, Chem-Biol. Interact. 301, 6 (2019).
[125] G. Kaçar, X. G. Wang, A. Biondi, K. M. Daane and N. Desneux, PLoS One. 12, e0183525 (2.17).
[126] L. Onsager, Phys. Rev. 37, 405 (1931).
[127] L. Onsager, Phys. Rev. 38, 2265 (1931).
[128] H. B. Callen, M. L. Barasch and J. L. Jackson, Phys. Rev. 88, 1382 (1952).

121

Bibliography

[129] H. B. Callen and T. A. Welton, Phys. Rev. 83, 34 (1951).
[130] R. Kubo, M. Toda and N. Hashitsume, Statistical Physics II: Nonequilibrium Statistical
Mechanics, Springer Berlin/Heidelberg, 1998.
[131] R. Kubo, Science. 233, 330 (1986).
[132] H. L. Pécseli, Fluctuations in physical systems, Cambridge ; New York : Cambridge University
Press, 2000.
[133] M. J. Ring and R. A. Plumb, The response of a simplified GCM to axisymmetric forcings:
Applicability of the fluctuation-dissipation theorem, Boston, MA: American Meteorological
Society, 2008.
[134] C. J. Mundy, S. Balasubramanian, K. Bagchi, M. E. Tuckerman, G. J. Martyna, M. L. Klein, K.
B. Lipkowitz and D. B. Boyd, Nonequilibrium Molecular Dynamics, Hoboken, NJ, USA: John
Wiley & Sons, Inc, 2000.
[135] J. W. Dufty, J. J. Brey and J. Lutsko, Phys. Rev. E. 65, 0 51303 (20 02).
[136] J-M. Bouclet, F. Germinet, A. Klein and J. H. Schenker, J. Funct. Anal. 226, 3.1 (2005).
[137] M. Saeki, Prog Theor Phys. 67, 1313 (1982).
[138] R. Kubo, J. Phys. Soc. Japan. 12, 570 (1957).
[139] H. Salehi, A. Yousefvand and M. Z. Shoushtari, J. Supercond. Nov. Magn. 31, 1329 (2017).
[140] S. Kumar and Ajay, Curr. Appl. Phys. 15, 1025 (2015).
[141] J. H. Barry, K. A. Muttalib and T. Tanaka, J. Phys. A: Math. Theor. 45, 494019 (2012).
[142] P. Zare and H. Rezania, J. Magn. Magn. Mater. 481, 183 (2019).
[143] S. Selberherr, Analysis and Simulation of Semiconductor Devices, Springer, 1984.
[144] M. Lundstrom, Fundamentals of Carrier Transport, Cambridge University Press, 2009.
[145] B. Vacchini and K. Hornberger, Phys. Rep. 478, 71 (2009).
[146] J. C. Maxwell, Illustrations of the dynamical theory of gases.—Part I. On the motions and
collisions of perfectly elastic spheres, Taylor & Francis, 1969.
[147] D. Eng and L. Erds, Rev. Math. Phys. 17, 669 (2005).
[148] K. Hornberger and B. Vacchini, Phys. Rev. A. 77, 022112 (2008).
[149] N. C. Panoiu, W. E. I. Sha, D. Y. Lei and G. C. Li, J. Optics. 20, 083001 (2018).
[150] M. Fang, Z. X. Huang, W. E. I. Sha and X. L. Wu, IEEE J. Multiscale. Multiphys. Comput.
Tech. 20, 194 (2017).

122

Bibliography

[151] M. Fang, Z. X. Huang, W. E. I. Sha, X. Y. Z. Xiong and X. L. Wu, Prog. Electromagn. Res. 157,
63 (2016).
[152] Z. S. Wang, W. E. I. Sha and W. C. H. Choy, J. Appl. Phys. 120, 213101 (2016).
[153] W. E. I. Sha, W. C. H. Choy, Y. M. Wu and W. C. Chew, Opt. Express. 20, 2572 (2012).
[154] J. J. Duderstadt and W. R. Martin, Transport Theory, New York: John Wiley & Sons, 1979.
[155] C. Cercignani, Theory and Application of the Boltzmann Equation, Edingburgh: Sootish
Academic press, 1975.
[156] C. P. Poole, H. A. Farach, R. J. Creswick and R. Prozorov, Superconductivity, Elsevier Science &
Technology, 2007.
[157] M. Born, W. Heisenberg and P. Jordon, Z. Phys. 35, 557 (1926).
[158] E. Schrodinger, Ann. Physik. 79, 361 (1926).
[159] E. Schrodinger, Ann. Physik. 79, 489 (1926)
[160] E. Schrodinger, Ann. Physik. 80, 437 (1926)
[161] E. Schrodinger, Ann. Physik. 81, 109 (1926)
[162] D. J. Griffiths and D. F. Schroetr, Introduction to Quantum Mechanics, Cambridge University:
Cambridge University Press, 1995.
[163] F. S. Hage, D. M. Kepaptsoglou, Q. M. Ramasse and L. J. Allen, Phys. Rev. Lett. 122, 1 (2019).
[164] A. Polman, M. Kociak and F. J. G. De Abajo, Nat. Mater. 18, 1158 (2019).
[165] R. J. England, R. J. Noble, K. Bane, D. H. Dowell and R. B. Yoder, Rev. Mod. Phys. 86, 4 (2014).
[166] S. M. Spillane, T. J. Kippenberg and K. J. Vahala, Nature. 415, 6872 (2002).
[167] A. H. Compton, Phys. Rev. 21, 5 (1923).
[168] X. Lin, S. Easo, Y. Shen, H. Chen, B. Zhang, J. D. Joannopoulos, S. Marin and I. Kaminer, Nat
Phys. 14, 8 (2018).
[169] P. A. M. Dirac, Proc. R. Soc. Lond. A. Math. Phys. Sci. 114, 767 (1927).
[170] M. Goppert-Mayer, Ann. Phys. 9, 273 (1931).
[171] E. A. Power and S. Zienau, Philos. Tran. Roy. Soc. London. 251, 427 (1959).
[172] C. Cohen-Tannoudji, J. Dupont-Roc and G. Grynberg, Atom-Photon Interactions, New York:
Wiley. 1992.
[173] H. Haken, Z. Phys. 181, 96 (1964).
[174] W. E. Lamb, Jr., Phys. Rev. 85, 259 (1952).

123

Bibliography

[175] K. H. Yang, Ann. Phys. 101, 62 (1976).
[176] D. H. Kobe and A. L. Smirl, Am. J. Phys. 46, 624 (1978).
[177] W. Becker, Opt. Commun. 56, 107 (1985).
[178] W. E. Lamb, Jr., R. R. Schlicher and M. O. Scully, Phys. Rev. A. 36, 2763 (1987).
[179] M. O. Scully and M. S. Zubairy, Quantum Optics, Cambridge University: Cambridge University
Press, 1997.
[180] W. T. Hill III and C. H. Lee, Light-Matter Interaction: Atoms and Molecules in External Fields
and Nonlinear Optics, Wiley-VCH Verlag GmbH & Co. KGaA Weinheim, 2007.
[181] J. P. Gordon, H. J. Zeiger and C. H. Townes, Phys. Rev. 95, 282 (1954).
[182] J. P. Gordon, H. J. Zeiger and C. H. Townes, Phys. Rev. 99, 1264 (1955).
[183] G. Floquet, Ann. Ecole. Norm. Sup. 12, 4788 (1883).
[184] C. A. Klausmeier, Theor. Ecol. 1, 3 (2008).
[185] M. Leskes, P. K. Madhu and S. Vega, Progr. Nucl. Magn. Reson. Spectrosc. 57, 4 (2010).
[186] J. H. Shirley, Phys. Rev. B. 138, B979 (1965).
[187] K. Husimi, Progr. Theor. Phys. 9, 381 (1953).
[188] A. M. Perelomov and V. S. Popov, Teor. Mat. Fiz. 1, 275 (1970).
[189] C. Zerbe and P. Hanggi, Phys. Rev. E. 52, 1533 (1995).
[190] D. R. Dion and J. Hirschfelder, Adv. Chem. Phys. 35, 265 (1976).
[191] P. K. Aravind and J. O. Hirschfelder, J. Phys. Chem. 88, 4788 (1984).
[192] I. I. Rabi, Phys. Rev. 51, 652 (1937).
[193] C. Zhang, Phys. Rev. B. 66, 081105(R) (2002).
[194] F. Bloch and A. Siegert, Phys. Rev. 57, 522 (1940).
[195] M. Drifoni and P. Hanggi, Phys. Rep. 304, 5 (1998).
[196] Z. Lu and H. Zhang, Phys. Rev. A. 86, 023831 (2012).
[197] A. M. Satanin, M. V. Denisenko, A. I. Gelman and F. Nori, Phys. Rev. B. 90, 104516 (2014).
[198] W. D. Oliver, Y. Yu, J. C. Lee, K. K. Berggren, L. S. Levitov and T. P. Orlando, Science. 310,
5754 (2005).
[199] S. E. Economou, L. Sham, Y. Wu and D. G. Steel, Phys. Rev. B. 74, 205415 (2006).
[200] A. Greilich, S. E. Economou, S. Spatzek, D. R. Yakovlev and M. Bayer, Nat Phys. 5, 4 (2009).
[201] E. Barnes and S. D. Sarma, Phys. Rev. Lett. 109, 060401 (2012).

124

Bibliography

[202] H. M. Wiseman and G. J. Milburn, Quantum Measurement and Control, Cambridge University:
Cambridge University Press, 2009.
[203] D. Browne and C. Keitel, J. Mod. Optic. 47, 8 (2000).
[204] Y. Yan, Z. Lu and H. Zhang, Phys. Rev. A. 88, 053821 (2013).
[205] D. Solovyev, Phys. Rev. A. 377, 38 (2013).
[206] Y. Yan, Z. Lu and H. Zhang, Phys. Rev. A. 90, 053850 (2014).
[207] P. Forn-Diaz, J. Lisenfeld, D. Marcos J. J. Garcia-Ripoll and J. E. Mooij, Phys. Rev. Lett. 105,
237001 (2010).
[208] J. Tuorila, M. Silveri, E. Thuneberg, Y. Makhlin and P. Hakonen, Phys. Rev. Lett. 105, 257003
(2010).
[209] C. Cohen-Tannoudji, J. Dupont-Roc and C. Fabre, J. Phys. B: Atom. Mol. Phys. 6 L214 (1973).
[210] A. J. Leggett, S. Chakravarty, A. T. Dorsey, M. P. A. Fisher, A. Garg and W. Zwerger, Rev. Mod.
Phys. 59, 1 (1987).
[211] U. Weiss, Quantum dissipative systems, Singapore: World Scientific Publishing Co. Pte. Ltd.,
1999.
[212] F. Petruccione and H. P. Breuer, The Theory of Open Quantum Systems, Oxford: Oxford
University Press, 2002.
[213] W. H. Louisell, Quantum Statistical Properties of Radiation, Wiley, 1973.
[214] C. Zhao and H. Zheng, Phys. Rev. A. 82, 043844 (2010).
[215] Z. Lu and H. Zheng, Phys. Rev. B. 75, 054302 (2007).
[216] H. Zheng, Eur. Phys. J. B. 38, 4 (2004).
[217] M. Rodriguez-Vega, M. Lentz and B. Seradjeh, New J. Phys. 20, 093022 (2018).
[218] A. Eckardt and E. Anisimovas, New J. Phys. 17, 093039 (2015).
[219] H. Sambe, Phys. Rev. A. 7, 2203 (1973).
[220] B. Dey and T. K. Ghosh, Phys. Rev. B. 99, 205429 (2019).
[221] N. G. Asmar, A. G. Markelz, E. G. Gwinn, J. Cerne, M. S. Sherwin, K. L. Campman, P. E.
Hopkins and A. C. Gossard, Phys. Rev. B. 51, 18041 (1995).
[222] B. N. Murdin, W. Heiss, C. J. G. M. Langerak, S.-C. Lee, I. Galbraith, G. Strasser, E. Gornik, M.
Helm and C. R. Pidgeon, Phys. Rev. B. 55, 5171 (1997).
[223] T. A. Vaughan, R. J. Nicholas, C. J. G. M. Langerak, B. N. Murdin, C. R. Pidgeon, N. J. Mason

125

Bibliography

and P. J. Walker, Phys. Rev. B. 53, 16481 (1996).
[224] A. G. Markelz, N. G. Asmar, B. Brar and E. G. Gwin, Appl. Phys. Lett. 69, 3975 (1996).
[225] N. G. Asmar, J. Cerne, A. G. Markelz, E. G. Gwinn, M. S. Sherwin, K. L. Campman and A. C.
Gossard, Appl. Phys. Lett. 68, 829 (1996).
[226] C. J. G. M. Langerak, B. N. Murdin, B. E. Cole, J. M. Chamberlain, M. Henini, M. Pate and G.
Hill, Appl. Phys. Lett. 67, 3453 (1995).
[227] C. H. Zhang, B.B. Jin, J. G. Han, I. Kawayama, H. Murakami, X. Q. Jia, L. J. Liang, L. Kang, J.
Chen, P. H. Wu and M. Tonouchi, New J of Phys 15, 055017 (2013).
[228] C. H. Zhang, B. B. Jin, J. G. Han, I. Kawayama, H. Murakami, J. B. Wu, L. Kang, J. Chen , P. H.
Wu and M. Tonouchi, Appl. Phys. Lett. 102, 081121 (2013).
[229] C. H. Zhang, B. B. Jin, A. Glossner, L. Kang, J. Chen, I. Kawayama, H. Murakami, P. Müller, P.
H. Wu and M. Tonouchi, J Infrared Milli Terahz Waves 33:1071–1075 (2012).
[230] R. Matsunaga and R. Shimano, Phys. Rev. Lett. 109, 187002 (2012).
[231] M. Sindler, A. Tesar, J. Kolacek, L. Skrbek and Z. Simsa, Phys. Rev. B. 81, 184529 (2010).
[232] M. Beck, M. Klammer, S. Lang, P. Leiderer, V. V. Kabanov, G. N. Goltsman and J. Demsar, Phys.
Rev. Lett. 107, 177007 (2011).
[233] C. Zhang, Phys. Rev. B. 65, 153107 (2002).
[234] P. C. E. Stamp and C. Zhang, Phys. Rev. Lett. 66, 1902 (1991).
[235] V. Palenskis, Aip. Adv. 4, 047119 (2014).
[236] A. Carrington and F. Manzano, Physica C 385, 205 (2003).
[237] G.P. Malik, J. Mod. Phys. 8, 99 (2017).
[238] S. Bose, P. Raychaudhuri, R. Banerjee, P. Vasa and P. Ayyub, Phys. Rev. Lett. 95, 147003 (2005).
[239] S. P. Chockalingam, M. Chand, J. Jesudasan, V. Tripathi and P. Raychaudhuri, Phys. Rev. B. 77,
214503 (2008).
[240] T. L. Francavilla, H. H. Nelson, A. P. Baronavski, S. A. Wolf, D. U. Gubser and R. A. Hein, IEEE
Trans. Magn. 25, 1996 (1989).
[241] L. Kang, B. B. Jin, X. Y. Liu, X. Q. Jia, J. Chen, Z. M. Ji, W. W. Xu, P. H. Wu, S. B. Mi, A.
Pimenov, Y. J. Wu and B. G. Wang, J. Appl. Phys. 109, 033908 (2011).
[242] K. S. Novoselov, A. K. Geim, S. V. Morozov, D. Jiang, Y. Zhang, S. V. Dubonos, I. V. Grigorieva
and A. A. Firsov, Science. 306, 666 (2004).

126

Bibliography

[243] K. S. Novoselov and A. K. Geim, Nat. Mater. 6, 183 (2007).
[244] Y. Zhang, Y. W. Tan, H. L. Stormer and P. Kim, Nature. 438, 201(2005).
[245] C. Lee, X. Wei, J. W. Kysar and J. Hone, Science. 321, 385 (2008).
[246] F. Xia, T. Mueller, Y. M. Lin, A. Valdes-Garcia and P. Avouris, Nat. Nanotechnol. 4, 839 (2009).
[247] S. Huang, M. Sanderson, J. Tian, Q. Chen, F. Wang and C. Zhang, J. Phys. D: Appl. Phys. 51,
015101 (2017).
[248] S. Huang, M. Sanderson, Y. Zhang and C. Zhang, Appl. Phys. Lett. 111, 183902 (2017).
[249] J. Zhang, C. Triola and E. Rossi, Phys. Rev. Lett. 112, 096802 (2014).
[250] M. Sanderson, S. Huang, Q. Bao and C. Zhang, J. Phys. D: Appl. Phys. 50, 385301 (2017).
[251] C. J. Tabert and E. J. Nicol, Phys. Rev. B. 89, 195410 (2014).
[252] I. Sodemann and M. M. Fogler, Phys. Rev. B. 86, 115408 (2012).
[253] M. Lv and S. C. Zhang, Int. J. Mod. Phys. B. 27, 1350177 (2013).
[254] E. Hwang and S. D. Sarma, Phys. Rev. B. 75, 205418 (2007).
[255] Y. V. Bludov, A. Ferreira, N. Peres and M. Vasilevskiy, Int. J. Mod. Phys. B. 27, 1341001 (2013).
[256] T. Ando, J. Phys. Soc. Japan. 75, 074716 (2006).
[257] B. Wunsch, T. Stauber, F. Sols and F. Guinea, New J. Phys. 8, 318 (2006).
[258] N. Tzoar and C. Zhang, Phys. Rev. B. 34, 1050 (1986).
[259] A. R. Wrigh and C. Zhang, Phys. Rev. B. 81, 165413 (2010).
[260] N. Tzoar and C. Zhang, Phys. Rev. B. 32, 1146 (1985).
[261] H. Z. Zhang, C. X. Liu, X. L. Qi, X. Dai, Z. Fang and S. C. Zhang, Nat. Phys. 5, 438 (2009).
[262] F. Strocchi, Symmetry Breaking (Lecture Notes in Physics), Berlin Heidelberg: Springer-Verlag,
2005.
[263] L. Glass and M. C. Mackey, From Clocks to Chaos: The Rhythms of Life, Princeton: Princeton
University Press, 1988.
[264] Z. Neda, E. Ravasz, Y. Brechet, T. Vicsek and A.-L. Barabasi, Nature, 403, 6772 (2000).
[265] P. Bruno, Phys. Rev. Lett. 111, 070402 (2013c).
[266] H. Watanabe and O. Masaki, Phys. Rev. Lett. 114, 251603 (2015).
[267] S. Choi, J. Choi, R. Landig, G. Kucsko, H. Zhou, J. Isoya, F. Jelezko, S. Onoda, H. Sumiya, V.
Khemani, C. von. Keyserlingk, N. Y. Yao, E. Demler and M. D. Lukin, Nature, 543, 7644 (2017).
[268] J. Zhang, P. W. Hess, A. Kyprianidis, P. Becker, A. Lee, J. Smith, G. Pagano, I.-D. Potirniche, A.

127

Bibliography

C. Potter, A. Vishwanath, N. Y. Yao and C. Monroe, Nature, 543, 7644 (2017).
[269] K. Sacha, Sci. Rep. 5, 10787 (2015a).
[270] D. V. Else, B. Bela and N. Chetan, Phys. Rev. X. 7, 001026 (2017).
[271] D. V. Else and N. Chetan, Phys. Rev. B. 93, 201103 (2016).
[272] C. W. von. Keyserlingk and S. L. Sondhi, Phys. Rev. B. 93, 245146 (2016).

[273] X. Zotos, F. Naef and P. Prelovsek, Phys. Rev. B. 55, 11029 (1997).
[274] K. Fabricius and B. M. McCoy, Phys. Rev. B. 57, 8340 (1998).
[275] B. N. Narozhny, A. J. Millis and N. Andrei, Phys. Rev. B. 58, R2921 (1998).
[276] X. Zotos, Phys. Rev. Lett. 82, 1764 (1999).

[277] A. Rosch and N. Andrei, Phys. Rev. Lett. 85, 1092 (2000).
[278] A. Klümper and K. Sakai, J. Phys. A. 35, 2173 (2002).
[279] F. Heidrich-Meisner, A. Honecker, D. C. Cabra and W. Brenig, Phys. Rev. B. 66, 140406 (2002).

[280] F. Heidrich-Meisner, A. Honecker, D. C. Cabra and W. Brenig, Phys. Rev. B. 68, 134436 (2003).
[281] E. Shimshoni, N. Andrei and A. Rosch, Phys. Rev. B. 68, 104401 (2003).
[282] F. Heidrich-Meisner, A. Honecker, D. C. Cabra and W. Brenig, Physica. B. 359, 1394 (2005).

[283] P. Prelovšek, S. E. Shawish, X. Zotos and M. Long, Phys. Rev. B. 70, 205129 (2004).
[284] P. Jung, R. W. Helmes and A. Rosch, Phys. Rev. Lett. 96, 067202 (2006).
[285] J. Benz, T. Fukui, A. Klümper and C. Scheeren, J. Phys. Soc. J. 74 (2005).
[286] P. Jung and A. Rosch, Phys. Rev. B. 75, 245104 (2007).
[287] T. Kinoshita, T. Wenger and D. S. Weiss, Nature. 440, 900 (2006).
[288] C. Hess, H. ElHaes, A. Waske, B. Buchner, C. Sekar, G. Krabbes, F. Heidrich-Meisner and
W. Brenig, Phys. Rev. Lett. 98, 027201 (2007).
[289] A. V. Sologubenko, K. Berggold, T. Lorenz, A. Rosch, E. Shimshoni, M. D. Phillips, and M. M.
Turnbull, Phys. Rev. Lett. 98, 107201 (2007).
[290] P. Pedro, Z. Papić, H. François and A. A. Dmitry, Phys. Rev. Lett. 114, 140401 (2015).

128

