This work presents a novel C α -C α distance dependent force field which is successful in selecting native structures from an ensemble of high resolution near-native conformers. An enhanced and diverse protein set, along with an improved decoy generation technique, contributes to the effectiveness of this potential. High quality decoys (structures with low root mean square deviation with respect to the native; see Tables V-VIII) were generated for 1489 non-homologous proteins and used to train an optimization based linear programming formulation. The goal in developing a set of high resolution decoys was to develop a simple, distance-dependent force field that yields the * Author to whom all correspondence should be addressed; Tel: +1-609-258-4595; Fax:
Introduction
Proteins are the most structurally advanced molecules known. Predicting the structure of these complex molecules is one of the most interesting and difficult problems of computational biology. The basic energetic model commonly used to solve this problem is based on Anfinsen's hypothesis 1 , which says that for a given physiological set of conditions the native structure of a protein corresponds to the global Gibbs free energy minimum. Various components of the protein folding problem (e.g., fold recognition, ab initio prediction, comparative modeling and de novo design) make use of some kind of energy function for estimating the energy of native and non-native conformers. These energy functions are also referred as force fields.
A good force field should be able to distinguish between the native and non-native conformers of a protein based on its energy estimates.
Most generally, these potentials or force fields can be divided into two categories. The first class is the physics-based potential and the second class is the knowledge-based potential. An ideal physics-based force field should consider all types of interactions (for example, van der Waals interactions, hydrogen bonding, electrostatic interactions etc.) occurring between its atoms at the atomic level. This type of force field can be obtained by applying basic laws of physics and chemistry at the atomic level of a protein. Some of the well established force fields in this category are CHARMM 2 , AMBER 3 , ECEPP 4 , ECEPP/3 5 and GROMOS 6 . It has been pointed out that even these types of potentials are sometimes not effective in capturing the correct energetics of a protein 7, 8 . Hence a lot of effort has been invested in finding a simplified protein potential which is capable of differentiating native and nonnative proteins without heavily increasing the computational load.
Knowledge-based potentials, as evident from their name, use information from the experimentally determined protein structures in the Protein Data Bank 9 to come up with the interaction energy parameters. Different approaches have been used to derive these potentials.
Tanaka et al. 10 , Finkelstein et al. 11 , and Bryant and Lawrence 12 used the Boltzmann distribution to calculate knowledge-based force fields.
The choice of the reference state used in these calculations was reviewed by Jernigan and Bahar 13 . Scheraga and coworkers developed a united residue representation (UNRES) of a polypeptide chain [14] [15] [16] [17] . All atom force fields have been developed by several research groups 18-21 . Lu and Skolnick 18 developed a heavy atom distance dependent force field, increasing the number of residue centers from 20 (C α based approach)
to 167 (heavy atom approach). Samudrala and Moult 19 used an all atom based conditional probability approach for the force field estimation. Some of the other successful potentials are LKF 22 , TE13 23 , and HL 24 . LKF and TE13 are distance dependent force fields, whereas HL is a contact based potential. A comprehensive, recent review on such potentials can be found in Floudas et al. 25 .
As the efficacy of protein structure prediction tools increase 26 , we need to move from low and medium resolution structure prediction to high resolution structure prediction. This prediction requires the ability to distinguish between very similar structures with low root mean square deviations (rmsds). The problem of high resolution structure prediction has recently received attention 27, 28 . The current work aims to address this problem by developing a high resolution energy function with the use of optimization based techniques.
This work presents a novel C α -C α distance dependent high resolution force field. The emphasis is on the high resolution, which would enable us to differentiate between native and non-native structures that are very similar to each other (rmsd < 2Å). The force field is called high resolution because it has been trained on a large set of high resolution decoys (small rmsd with respect to the native) and it intends to effectively distinguish high resolution decoys structures from the native structure. The basic framework used in this work is similar to the one developed by Loose et al. 22 . However, it has been improved and applied to a diverse and enhanced (both in terms of quantity and quantity) set of high resolution decoys. The new proposed model has resulted in remarkable improvements over the LKF potential. These high resolution decoys were generated using torsion angle dynamics in combination with restricted variations of the hydrophobic core within the native structure. This decoy set highly improves the quality of training and testing. The force field developed in this paper was tested by comparing the energy of the native fold to the energies of decoy structures for proteins separate from those used to train the model. Other leading force fields were also tested on this high quality decoy set and the results were compared with the results of our high resolution potential. The comparison is presented in the Results section.
Theory and Modeling
In this model, amino acids are represented by the location of its C α atom on the amino acid backbone. The conformation of a protein is represented by a coordinate vector, X, which includes the location of the C α atoms of each amino acid. The native conformation is denoted as X n , while the set i = 1, . . . , N is used to denote the decoy conformations X i . Non-native decoys are generated for each of p = 1, . . . , P
proteins and the energy of the native fold for each protein is forced to be lower than those of the decoy conformations (Anfinsen's hypothesis). This constraint is shown in the following equation:
Equation 1 requires the native conformer to be always lower in energy than its decoy. A small positive parameter ǫ is used to avoid the trivial solution in which all energies are set to zero. An additional constraint (Equation 2), is used to produce a nontrivial solution by constraining the sum of the differences in energies between decoy and native folds to be greater than a positive constant 29 . For the model presented in this paper, the values of ǫ and Γ were set to 0.01 and 1000, respectively.
The energy of each conformation is taken as the arithmetic sum of pairwise interactions corresponding to each amino acid combination at 
In this equation, N p,i,IC ,ID is the number of interactions between an amino acid pair IC, at a C α -C α distance ID. The set IC ranges from 1 to 210 to account for the 210 unique combinations of the 20 naturally occurring amino acids. These bin definitions yield a total of 1680 interaction parameters to be determined by this model. To determine these parameters, a linear programming formulation is used in which the energy of a native protein is compared with a large number of its decoys. The violations, in which a non-native fold has a lower energy than the natural conformation, are minimized by optimizing with respect to these interaction parameters. that represent the difference between the energies of the decoys and the native conformation of a given protein.
The objective function for this formulation is to minimize the sum of 
Physical Constraints
The above mentioned equations constitute the basic constraints needed to solve this model. However, this set does not guarantee a physically realistic solution. It is possible to come up with a set of parameters that can satisfy Equations 2-6 but would not reflect the actual interaction occurring between amino acids in a real system. To prohibit these unrealistic cases, another set of constraints based on the physical properties of the amino acids was imposed. Statistical results presented in Bahar and Jernigan 30 were also incorporated through the introduction of hydrophilic and hydrophobic constraints.
General Constraints
This class of constraints was used to produce a smooth energy profile 23 .
It is expected that when the distance changes from one bin to the next bin, the energy profile would change smoothly and it would not exhibit random jumps. In order to enforce this behavior, the difference in energy between two neighboring distance bins was limited to 8 units for the first two bins, and 4 units thereafter, as shown in Equations 7-10.
It is also intuitive that the effectiveness of interactions should decline at long distances, as force scales with the inverse of distance squared.
This constraint was enforced by Equations 11-13.
Hydrophobic-Hydrophobic Constraints
Hydrophobic-hydrophobic constraints were formulated to capture the specific interaction between certain types of amino acids. Amino acids can be classified as hydrophobic or hydrophillic, charged or uncharged.
The classification used for this formulation is given in Table II 22 .
The behavior of different classes of amino acids were studied by Bahar and Jernigan 30 . They established that the hydrophobic groups
show favorable interactions at a distance of 4-6.5Å. Also, these types of interactions tend to show an "energy well" at around 4.5 to 5.0Å.
These results are incorporated using Equations 14-18.
Alanine (ALA) shows a different kind of interaction with hydrophobic groups. Due to the small methyl side chain, it was observed that the steric effects were less dominant and alanine showed favorable interaction with hydrophobic residues at distances shorter than 4Å. The interactions were still forced to be negative in the 4-6.5Å range, but energy profiles were forced to increase rather than form energy wells based on previous studies 30 θ IC,ID ≥ 0, IC ∈ {{P P, P P }, {P N, P N }};
θ IC,ID+1 − θ IC,ID ≤ 0, IC ∈ {{P P, P P }, {P N, P N }};
θ IC,ID+1 ≤ 0, IC ∈ {P P, P N };
It has also been observed that a histidine residue (HIS) shows favorable interactions with all groups, except other positively charged groups, because of its unique ionization properties 30 . This observation in written in form of Equations 29-30.
Hydrophilic Group Constraints
Bahar and Jernigan 30 have also shown that hydrophilic groups exhibit very favorable interactions at a distance below 4Å and this interaction decays as the distance increases. This finding was incorporated through Equation 31 .
Hydrophilic-Hydrophobic Constraints
Hydrophilic-hydrophobic constraints were written to restrict the strength of interactions between certain types of amino acids. For example, based on the result of Bahar and Jernigan 30 , it is not natural to expect the favorable interaction between two hydrophilic groups to be as strong as interactions between two hydrophobic groups or oppositely charged groups at distances longer than 4Å. Also, no interactions are expected to be as unlikely as those between two groups with the same charge at small distances. These results are incorporated through Equations 32-34.
θ IC,ID ≥ −6, IC ∈ {{P U, P U ∪ P P ∪ P N ∪ HN ∪ HA},
Miscellaneous Constraints
Amino acids were grouped based on the work of Bahar and Jernigan 30 , who developed two sets of hydrophobic (H1, H2) and two sets of hydrophilic groups (P 1,P 2), as shown in Table III 22 . Based on their work, interactions between a residue from H1 with another residue from H1 were required to be stronger than interactions with a residue from H2 and stronger than any interaction within H2. Additionally, interactions between a residue from H1 and a residue from P 1 were forced to be stronger than an interaction with a residue from P 2. These constraints are written in form of Equations 35-37. θ(H1, H1) < θ(H1, H2)
θ(H1, H1) < θ(H2, H2) (36)
Some additional constraints were incorporated using the results of their work. These constraints are shown in Equations 38-43.
The additional constraints of Equations 7-43, combined with the base model of Equations 4-6, complete the mathematical model of this formulation, a linear programming problem. Problems of this type can be readily solved using commercial solvers (e.g., CPLEX 31 , Xpress 32 ).
The next section describes the method and approach used for high quality decoy generation.
Database Selection and Decoy Generation
Many advances have been made in the prediction of medium-resolution structures, both using discrete distance-dependent force fields as well as continuous, physically-based atomistic level force fields. Some of these force fields have done quite well distinguishing the native conformation of a protein from over thousands of its non-native conformers.
However, the important and challenging area of work is the prediction of high-resolution protein structures. The ultimate goal is to move the prediction barrier from low and medium resolution to high resolution.
This calls for improvements in two areas: high quality decoy generation and enhanced training techniques.
The protein database selection is critical to force field training.
The protein set should not be too large, as the training becomes com- The decoy generation procedure was based on the hypothesis that high-quality decoy structures should preserve information about the distances within the hydrophobic core of the native structure of each protein. For this study, the hydrophobic core is defined as all residues within a β-strand and all hydrophobic residues within an α-helix. For native protein structures with little secondary structure (less than 25% of the amino acids within secondary structure elements) or less than two secondary structure elements, the hydrophobic residues within the protein loops are considered part of the hydrophobic core as well.
Once the hydrophobic core for each protein is established, a number of distance constraints are introduced based on the hydrophobichydrophobic distances within the native structure. The proximity of the decoy structures can be controlled by varying the amount, which we call a slack value, that each of these pairwise distances is allowed to vary. Table IV The selection of proteins for use in the training and testing sets is then based upon the minimum root mean squared deviation decoy structure. Tables V-VIII illustrate the distribution of minimum, maximum, median and mean rmsd of the decoy structure values across the entire set of proteins studied. Any protein with a minimum rmsd decoy structure of more than 2.0Å is discarded, as it is incompatible with the goal of developing a force field to distinguish between highresolution decoys and the native protein structure. For similar reasons, any individual decoy structure with an rmsd of more than 8.0Å to the native structure is also discarded. The flowchart used for decoy generation is shown in Figure 1 . In its final form, the high-resolution decoy set contains 1400 protein structures, with between 500 and 1600 decoy structures for each protein. The entire set of protein decoy structures has been made available at http://titan.princeton.edu/HRDecoys/.
Training Set
Of the 1400 proteins used for decoy generation, 1250 were randomly selected for training and the rest were used for testing purposes. For every protein in the set, 500-1600 decoys were generated depending on the fraction of secondary structure present in the native structure of the protein (see Section 2.2). Table V shows the number of proteins in the training and testing set for each rmsd range. These decoys were sorted based on their C α rmsd to the native structure and then 500 decoys were randomly selected to represent the whole rmsd range.
This creates a training set of 500× 1250 = 625,000 decoys. However, because of computer memory limitations, it is not possible to include all of these decoys at the same time for training. Only 60,000 structures could be used at a time to solve the model. This memory problem has been previously addressed by Loose et al. 22 using the maximum feasibility heuristics 35 . A similar iterative scheme, "Rank and Drop", was employed to overcome the memory problem while effectively using all the high quality structures.
In the Rank and Drop scheme, a basic force field (FF 0 ) was developed using a subset of available decoys. All 500 decoys for each protein were ranked according to their C α rmsds. Of these 500 decoys, the top 45 (lowest rmsd) were selected for each training set protein. These 45 × 1250 = 56250 (< 60,000) structures were then used to train the LP model and a force field FF 0 was developed. This force field was then used to rank all 500 decoys.Ranking of these 500 decoys would depend on the difference in the energetic landscape of the native and the non-native conformer. Equation 4 determines the slack value (difference in the energy of a native and non-native structure) for each of these decoys. In general, a lower slack value would mean that there were fewer constraint violations and hence the decoy is a better and challenging structure. A high value of slack would mean there were lot of constraint violations and the structure is very different from the native structure of the protein.
It is of crucial importance to start off with a good FF 0 force field, as this force field further dictates the selection of decoys that are used for the next round of optimization. We used the top 45 structures (lowest rmsd) in the generation of FF 0 force field, as these were the most challenging structures in the set of 500. 
Test Set
It is equally important to test a force field on a difficult and rigorous testing set to confirm its effectiveness. A number of interesting criteria that decide the severity of the tests have been pointed out by Park et al. 36 . They claim that the quality of a test set depends on factors like the structural proximity of the decoy with the native structure and the diversity of the test set. These goals have been prioritized while designing the test set for this high resolution force field.
The test set was comprised of 150 randomly selected proteins (41-200 amino acids in length). For each of the 150 test proteins, 500 high resolution decoys were generated using the same technique that was used to generate training decoys. The minimum C α based rmsds for these non-native structures were in the range of 0-2Å (Table V) . This range establishes the structural proximity of these decoys with their native counterparts. Since this work aims to address high resolution structure prediction, decoys with rmsd more than 5Å were discarded from the test set.
This HR force field was also tested on another set of medium resolution decoys 22 . This set has 200 decoys for 151 proteins. The minimum RMSD of the decoys of this set ranged from 3-16Å. This set, along with the high resolution decoy set, spans the practical range of possible protein structures that one might encounter during protein structure prediction.
Results and Discussion
A linear optimization problem was solved using information from 625,000 decoy structures and the values of all the energy parameters were obtained. The objective function of this formulation was to minimize the sum of the slack variables. A value of zero for the objective function would mean that there were no violations in which the non-native conformer had a lower energy than the corresponding native structure.
However, a non-zero value for the objective function was obtained for Another analysis was carried out to evaluate the discrimination ability of these potentials. In this evaluation, all the decoys of the test set were ranked using these potentials. For each test protein, the C α rmsd of the rank 1 conformer was calculated with respect to the native structure of that protein. The C α rmsd would be zero for the cases in which a force field selects the native structure as rank 1. However, it will not be zero for all other cases in which a non-native conformer is assigned the top rank. The average of these rmsds represents the spatial separation of the decoys with respect to the native structure.
The average rmsd value obtained for each of the force fields is shown in Table XI . It can be seen that the average C α rmsd value is least for the HR force field. The average C α rmsd value for the HR force field is 0.451Å, which is much less compared to 1.721Å by the LKF, and 0.813Å by TE13 force field. This means that the structures predicted by the HR force fields have the least spatial deviation from their corresponding native structures.
The HR force field was also tested on the test set published by Loose et al. 22 . This is a medium resolution decoy set with the minimum C The correlation between the energy and the rmsd was also calculated for all the high resolution test set proteins. An average correlation of R=0.80 was found for these test cases. This is important as a high energy-rmsd correlation suggests the usefulness of the HR potential to guide structure prediction from high rmsd regions to low rmsd regions. Figure 2 shows the energy-rmsd correlation for 4 test cases. Similar plots were generated for all 150 high resolution test cases and the histogram distribution of R (correlation coefficient) for all these cases is given in Figure 3 .
The value of the interaction parameters, θ IC,ID , comprising the HR force field are given in Appendix A.
Conclusions
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