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a b s t r a c t
The paper develops a comprehensive asymptotic theory for the estimation of a change-
point in the mean function of functional observations. We consider both the case of a
constant change size, and the case of a change whose size approaches zero, as the sample
size tends to infinity. We show how the limit distribution of a suitably defined change-
point estimator depends on the size and location of the change. The theoretical insights
are confirmed by a simulation studywhich illustrates the behavior of the estimator in finite
samples.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
Functional data analysis (FDA) has been enjoying increased attention over the last decade due to its applicability to
problems which are difficult to cast into a framework of scalar or vector observations. Even if such standard approaches
are available, the functional approach often leads to a more natural and parsimonious description of the data, and to more
accurate inference and prediction results, see, for example, [1–10]. Both inferential and exploratory tools of FDA can however
be severely biased if the stochastic structure of the data changes at some unknown point within the sample. In the scalar
context, this issue has received considerable attention, see [11–17], among many others.
The most important change that can occur in the functional context is the change of the mean function. This paper
investigates large sample properties of an estimator of such a change-point. We consider both the case of a fixed size change
and a contiguous changewhose size approaches zero as the sample size increases. Specifically,we assume that the functional
observations X1, . . . , Xn are defined on a compact set T and follow the model
Xi = µ+∆I{i > k∗} + Yi, i = 1, . . . , n, (1.1)
where µ and ∆ 6= 0 are unknown, square integrable and deterministic functions over T , and Y1, . . . , Yn are independent,
identically distributed zero mean random elements ofL2(T )with covariance function
K(s, t) = E[Y1(s)Y1(t)], s, t ∈ T ,
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satisfying E[‖Y1‖2] =
∫
T
E[Y 21 (t)]dt < ∞. The unknown integer k∗ ∈ {1, . . . , n} is called the change-point. We assume
that
k∗ = bθnc with some fixed θ ∈ (0, 1]. (1.2)
Model (1.1) describes a sequence of functional observations which suffer from a mean change if k∗ < n or, equivalently,
if θ < 1. The corresponding hypothesis testing problem
H0 : k∗ = n vs HA : k∗ < n
has been addressed in [18]. To explain their results and present our contribution, wemust state several consequences of the
assumptions made so far. First, Mercer’s theorem (see Chapter 4 of [19]) implies that, under the null hypothesis, there is a
spectral decomposition for the covariance operator K(s, t), namely
K(s, t) =
∞∑
`=1
λ`ϕ`(s)ϕ`(t), s, t ∈ T ,
where λ` and ϕ` denote the eigenvalues and eigenfunctions of K(s, t), respectively. These can be obtained as the solutions of
the equation system
∫
T
K(s, t)ϕ`(t)dt = λ`ϕ`(s)with s, t ∈ T . Since the eigenfunctions form a complete orthonormal basis
in L2(T ) and all eigenvalues of K(s, t) are non-negative, they lead to the the Karhunen–Loéve representation (in L2(T ),
not pointwise in t ∈ T )
Yi(t) =
∞∑
`=1
√
λ`ρi,`ϕ`(t), t ∈ T , i = 1, . . . , n,
where
√
λ`ρi,` =
∫
T
Yi(t)ϕ`(t)dt is called the `th functional principal component score. It is also implied that the sequences
(ρi,`)`≥1 consist of uncorrelated random variableswith zeromean and unit variance and that, for i 6= j, (ρi,`)`≥1 and (ρj,`)`≥1
are independent.
For the statistical analysis, the population eigenvalues and eigenfunctions have to be replaced by their estimated versions.
These are based on the estimated covariance operator
Kˆ(s, t) = 1
n
n∑
i=1
[Xi(s)− X¯n(s)][Xi(t)− X¯n(t)], (1.3)
where X¯n = n−1(X1 + · · · + Xn). From this, estimated eigenvalues λˆ` and eigenfunctions ϕˆ` can then be derived as the
solutions of the equations∫
T
Kˆ(s, t)ϕˆ`(t)dt = λˆ`ϕˆ`(s).
Wemake the assumption that, for some fixed d > 0,
λ1 > λ2 > · · · > λd > λd+1 ≥ 0, (1.4)
which together with the assumption of finite fourth moment of the Yi guarantees that the estimated and population
eigenvalues and eigenfunctions are sufficiently close under H0, see Chapter 4 of [20] and [21].
The hypothesis test for H0 versus HA in [18] is based on the projection of the functions X¯bnxc− X¯n, x ∈ (0, 1), on the space
spanned by the first d estimated eigenfunctions ϕˆ1, . . . , ϕˆd. The corresponding estimated scores are
ηˆi,` =
∫
T
[Xi(t)− X¯n(t)]ϕˆ`(t)dt.
Berkes et al. [18] introduced and motivated the test statistic
Sn,d = 1n2
d∑
`=1
1
λˆ`
n∑
k=1
(
k∑
i=1
ηˆi,` − kn
n∑
i=1
ηˆi,`
)2
and established its limit distribution under the null hypothesis, as well as its consistency under the alternative. For the
convenience of the reader, these results are stated as a theorem.
Theorem 1.1. Let E[‖Y1‖4] <∞. Then, it holds under H0 that
Sn,d
D−→
d∑
`=1
∫ 1
0
B2`(x)dx (n→∞),
where
D−→ indicates convergence in distribution and (B`(x): x ∈ [0, 1]), 1 ≤ ` ≤ d, denotes independent standard Brownian
bridges. If ∆ is not orthogonal to the subspace spanned by the eigenfunctions ϕ1, . . . , ϕd, then it holds under HA that Sn,d
P−→∞
as n→∞.
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While the theorem guarantees in its second part that Sn,d will eventually detect a change given that there are sufficiently
manyobservations, it does not contain information onhow to locate the change-point, andwhat the distributional properties
of an appropriate estimator are. The main aim of the present paper is therefore to introduce an estimator kˆ∗n for k∗ and to
derive its limit distribution under different assumptions on the function∆which determines the type of change. This will be
done in Section 2. In Section 3, we evaluate the finite sample behavior via a small simulation study. All proofs are relegated
to Section 4.
2. Change-point estimator and its limit distribution
It is assumed throughout this section that the alternative hypothesis HA holds true. Letting xT denote the transpose of a
vector x, define ηˆi = (ηˆi,1, . . . , ηˆi,d)T and the diagonal matrix Σˆ = diag(λˆ` : ` = 1, . . . , d). Introducing the quantities
κˆn(k) =
k∑
i=1
ηˆi −
k
n
n∑
i=1
ηˆi
and the quadratic forms
Qˆn(k) = 1n κˆ
T
n(k)Σˆ
−1κˆn(k),
a suitable estimator for k∗ is given by
kˆ∗n = min
{
k : Qˆn(k) = max
1≤j≤n
Qˆn(j)
}
. (2.1)
With this procedure, we select as change-point the time k thatmaximizes the randomquadratic form Qˆn(k)which is directly
linked to the test statistic Sn,d from the previous section via the equality Sn,d =
∫ 1
0 Qˆn(bnxc)dx. Because Qˆn(k) lives on the
subspace spannedby the first d estimated eigenfunctions ϕˆ1, . . . , ϕˆd of the covariance operator Kˆ(s, t), weneed to determine
the behavior of Kˆ(s, t) under HA. Due to the additional ∆ appearing after the change-point k∗, it cannot be expected that
Kˆ(s, t) provides an estimator for K(s, t) anymore. Indeed, the following holds true instead. If we let
KA(s, t) = K(s, t)+ θ(1− θ)∆(t)∆(s), s, t ∈ T ,
then KA(s, t) is symmetric, square integrable and positive-definite, so it admits a representation
KA(s, t) =
∞∑
`=1
γ`ψ`(s)ψ`(t)
with eigenfunctions ψ` and eigenvalues γ` obtained from solving the system
∫
T
KA(s, t)ψ`(t)dt = γ`ψ`(s). The relation
between the pairs (γ`, ψ`) and (λˆ`, ϕˆ`) is established in Proposition 2.1 whose proof is given in [18].
Proposition 2.1. Under HA it holds that, for all 1 ≤ ` ≤ d,
(i) |λˆ` − γ`| = oP(1) as n→∞ and
(ii) ‖ϕˆ` − cˆ`ψ`‖ = oP(1) as n→∞,
where cˆ` = sign
∫
T
ψ`(t)ϕˆ`(t)dt.
The proposition identifies γ` and ψ` (up to a sign) as the stochastic limits of their estimated versions λˆ` and ϕˆ`. As a
consequence, it implies that the limit distribution of kˆ∗n depends on the behavior of the projection of ∆ on the subspace
spanned by the eigenfunctions ψ1, . . . , ψd. For 1 ≤ ` ≤ d, denote by
ζi,` = √γ`ξi,` =
∫
T
Yi(t)ψ`(t)dt and β` = √γ`δ` =
∫
T
∆(t)ψ`(t)dt
the principal component scores and set
ζi = (ζi,1, . . . , ζi,d)T, ξi = (ξi,1, . . . , ξi,d)T, δ = (δ1, . . . , δd)T.
We distinguish two cases
δ 6= 0 is constant (2.2)
and
δ = δn 6= 0 such that ‖δn‖2 → 0 (n→∞), (2.3)
where ‖ · ‖2 denotes Euclidean norm on Rd. Assumptions (2.2) and (2.3) reflect two common approaches to deriving an
asymptotic distribution of change-point estimators, see for example, [22] and the references therein.
We first state the result for the case (2.2).
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Theorem 2.1. Let E[‖Y1‖4] <∞. If δ 6= 0 is constant, then it holds under HA that
kˆ∗n − k∗ D−→ min
{
k : P(k) = sup
j
P(j)
}
(n→∞),
where
P(k) =
(1− θ)‖δ‖
2
2k+ δTSk if k < 0,
0 if k = 0,
−θ‖δ‖22k+ δTSk if k > 0,
with Sk defined by
Sk =
k∑
i=1
ξi +
−1∑
i=−k
ξi, −∞ < k <∞.
Here (ξ−i) denotes an independent copy of (ξi) and, as usual, an empty sum is set to equal zero.
Since δ does not vary with the number of observations, it appears naturally also in the limit variable, which is given as
the argument of the maximum of a two-sided sequence of random variables with drift.
A corresponding result holds true for the case (2.3). It is stated next.
Theorem 2.2. Let E[‖Y1‖4] <∞. If δ = δn 6= 0 is such that
‖δn‖2 → 0, but n‖δn‖22 →∞ (n→∞),
then it holds under HA that
‖δn‖22
(
kˆ∗n − k∗
) D−→ min{t : V (t) = sup
s
V (s)
}
(n→∞),
where
V (t) =
{
(1− θ)t +W (t) if t ≤ 0,
−θ t +W (t) if t > 0,
with (W (t):−∞ < t <∞) denoting a two-sided standard Brownian motion.
Note that the limit processes P(k) and V (t) contain drift terms which attain their maximum at 0, and whose slope on
the negative and positive half line is determined by the location θ of the change-point. If θ = 1/2, then the drift parts are
symmetric, while the change-point detection becomes significantly harder if θ is close to 0 (or 1). In these cases, the slope of
the drift for positive (or negative) arguments is close to zero. In the case of Theorem 2.1, the constant order of magnitude of
‖δ‖2 also plays a role, with larger changes naturally being more easily identifiable. Theorems 2.1 and 2.2 thus provide clear
theoretical justification of the empirical properties discussed in Section 3.
It is possible to develop a feel for the size of the function ∆ = ∆n which implies the assumptions of Theorem 2.2. If
‖∆n‖ → 0, then ‖Kˆ − K‖ → 0, so by inequalities (4.38) and (4.44) of [20], ‖ϕˆ`− cˆ`ϕ`‖ → 0 and λˆ` → λ` in probability. In
view of Proposition 2.1, we have that eigenvalues and eigenfunctions under H0 and HA coincide in the limit. This means that
δn,` ≈ cn,`λ−1`
∫
T
∆n(t)ϕ`(t)dt and so ‖δn‖2 ≈ ∑d`=1 λ−2` (∫T ∆n(t)ϕ`(t)dt)2 . Thus, by the Cauchy–Schwartz inequality,
‖∆n‖ → 0 implies ‖δn‖ → 0. A sufficient condition for n‖δn‖2 → ∞ cannot be stated as easily, but it is roughly
n‖∆n‖2 → ∞ because by Parseval’s inequality,
∫
∆2n(t)dt ≈
∑d
`=1
(∫
T
∆n(t)ϕ`(t)dt
)2
. These approximate calculations
could be formalized, but our goal is to merely indicate that Theorem 2.2 holds if ‖∆n‖ tends to zero at the rate slower than
n−1/2.
Finally, we discuss the consistency of the estimator. Observe that we have assumed in (2.2) and (2.3) that δ 6= 0. This
means that there exists 1 ≤ ` ≤ d such that ∫
T
∆(t)ψ`(t)dt 6= 0. If instead the change function ∆ is orthogonal to
ψ1, . . . , ψd, that is if∫ 1
0
∆(t)ψ`(t)dt = 0 for all ` = 1, . . . , d,
then kˆ∗n cannot be a consistent estimator of k∗, since the principal component analysis has been performed in an eigenspace
with a too small dimension to capture the change. On the other hand, see e.g. Chapter 8 of [23], using large d is not practical
because it bears the difficulty of interpreting amultitude of principal components.Moreover, since for large ` the eigenvalues
λ` are generally very small (the λ` are arranged in decreasing order), the corresponding ψ` explains only a very small part
of the variability of the data. Therefore the impact of a change occurring in a subspace spanned by the ψ` with large ` is
small, and its detection less crucial.
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Table 1
Summary statistics for the change-point estimator. The change-point processes were generated by combining BB and t + BB for three different locations
of the change-point τ ∗ . We used d = 2 and d = 3 (in parenthesis).
τ ∗ Average (τˆ ) Bias (τˆ ) Median (τˆ ) RMSE (τˆ ) MAE (τˆ )
n = 60
0.25 0.27 (0.26) 0.0152 (0.0107) 0.25 (0.25) 0.0336 (0.0252) 0.0158 (0.0108)
0.50 0.50 (0.50) 0.0002 (−0.0003) 0.50 (0.50) 0.0108 (0.0058) 0.0038 (0.0018)
0.75 0.73 (0.74) −0.0152 (−0.0087) 0.75 (0.75) 0.0356 (0.0205) 0.0157 (0.0088)
n = 100
0.25 0.26 (0.26) 0.0096 (0.0052) 0.25 (0.25) 0.0220 (0.0122) 0.0101 (0.0053)
0.50 0.50 (0.50) 0.0002 (0.0000) 0.50 (0.50) 0.0063 (0.0039) 0.0024 (0.0011)
0.75 0.74 (0.74) −0.0096 (−0.0052) 0.75 (0.75) 0.0215 (0.0155) 0.0100 (0.0063)
n = 140
0.25 0.26 (0.25) 0.0062 (0.0039) 0.25 (0.25) 0.0141 (0.0096) 0.0064 (0.0040)
0.50 0.50 (0.50) −0.0001 (−0.0001) 0.50 (0.50) 0.0043 (0.0027) 0.0017 (0.0007)
0.75 0.74 (0.75) −0.0071 (−0.0039) 0.75 (0.75) 0.0147 (0.0093) 0.0068 (0.0040)
n = 200
0.25 0.25 (0.25) 0.0046 (0.0030) 0.25 (0.25) 0.0107 (0.0070) 0.0050 (0.0031)
0.50 0.50 (0.50) 0.0001 (0.0000) 0.50 (0.50) 0.0033 (0.0016) 0.0013 (0.0005)
0.75 0.75 (0.75) −0.0050 (−0.0023) 0.75 (0.75) 0.0110 (0.0062) 0.0052 (0.0024)
n = 300
0.25 0.25 (0.25) 0.0030 (0.0018) 0.25 (0.25) 0.0066 (0.0047) 0.0032 (0.0019)
0.50 0.50 (0.50) 0.0000 (0.0001) 0.50 (0.50) 0.0021 (0.0012) 0.0008 (0.0004)
0.75 0.75 (0.75) −0.0032 (−0.0018) 0.75 (0.75) 0.0079 (0.0048) 0.0034 (0.0019)
n = 600
0.25 0.25 (0.25) 0.0015 (0.0007) 0.25 (0.25) 0.0036 (0.0019) 0.0016 (0.0008)
0.50 0.50 (0.50) 0.0000 (0.0000) 0.50 (0.50) 0.0010 (0.0006) 0.0004 (0.0002)
0.75 0.75 (0.75) −0.0015 (−0.0009) 0.75 (0.75) 0.0037 (0.0022) 0.0016 (0.0009)
3. Finite sample behavior
We carried out simulations to illustrate our theoretical results in finite samples. We simulated change-point processes
under the conditions of Theorems 2.1 and 2.2 for different sample sizes, and always used 1000 replications. For each
replicationwe estimated the location of a change-point k∗.We generated functional observations according to (1.1).Without
loss of generality, µ was chosen to be equal to zero. Two different cases of Yi were considered, namely the trajectories of
the standard Brownian motion (BM), and the Brownian bridge (BB). The number d of the principal components was chosen
to be equal to 2 and 3 in order to explain at least 75% of variability. The properties of the sampling distributions of the
change-point estimator kˆ∗n are now briefly discussed.
To illustrate the simulation results based on Theorem 2.1 we introduced the quantity τ ∗n = k∗n/n and the corresponding
estimator τˆ ∗n = kˆ∗n/n. We concentrated on τˆ ∗n − τ ∗ rather than on kˆ∗n − k∗ to show the effect of the increase in sample size
more clearly. Various functions ∆ were analyzed: ∆ = t, t2,√t, exp(t), sin(t), and cos(t). To assess the accuracy of the
estimator, bias, root mean square error (RMSE), and mean absolute error (MAE) of τˆ ∗n were computed. To conserve space,
we donot display thewhole set of tableswe obtained, but rather display representative results in Table 1, and discuss general
findings. From Table 1we see that by increasing the sample sizewe attain a smaller bias, RMSE, andMAE. A similar pattern is
observed for the increase in the number of principal components. In all cases we considered, the summary statistics indicate
that estimation is more accurate if BB was used, even though the same number of principal components explains more
variability for BM. This is easy to understand because the BB is a ‘‘smaller’’ process in the sense that E[‖BB‖2] = 1/6 and
E[‖BM‖2] = 1/4, so the same change function∆ is more pronounced if the Yi are the BB. As expected from the discussion
following Theorem 2.2, the closer the change-point is to the middle of the sample, the better the estimator is. For τ ∗ equal
to 0.25 and 0.75 an increased bias is observed.
Next we illustrate Theorem 2.2 which deals with nonconstant∆. We chose∆ = ∆n satisfying conditions of Theorem 2.2
and carried out the change-point estimation. Several different forms of ∆n were considered, namely sin(t) n
α√
n , t
nα√
n ,
√
t n
α√
n ,
cos(t) n
α√
n , e
t nα√
n , where α ∈ (0, 0.5). To illustrate Theorem 2.2, we concentrated on the distribution of ‖δn‖22
(
kˆ∗n − k∗
)
. We
computed δ` from
√
γ`δ` =
∫
T
∆(t)ψ`(t)dt , where, for ` = 1, . . . , d,
ψ`(t) =
√
2 sin
(
2`+ 1
2
pi t
)
, t ∈ [0, 1], and γ` = 4
[pi(2`+ 1)]2
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Fig. 1. Estimated density of ‖δn‖22
(
kˆ∗n − k∗
)
for the process obtained combining BM and t n
0.05√
n + BM .
are the eigenfunctions and eigenvalues of the BM and
ψ`(t) =
√
2 sin (`pi t) , t ∈ [0, 1], and γ` = 1
[pi`]2
are the corresponding eigenfunctions and eigenvalues of the BB.
As before, we chose k∗n to be the lower, middle and upper quartile of the sample size. The graphs of the estimated density
of ‖δn‖22
(
kˆ∗n − k∗
)
are shown in Figs. 1 and 2. The densities are close to each other, as Theorem 2.2 implies that they must be
close to the limit distribution. In most cases, a convergence with increasing n is also clearly visible. For example, in the top
and middle panels of Fig. 2, the densities for n = 600 and n = 900 almost coincide. These properties hold for all choices of
α ∈ (0, 0.5), Figs. 1 and 2 show the extreme cases of α = 0.05 and α = 0.45.
4. Proofs
The proof section is divided into three parts. In the first subsection, we derive a decomposition that will be used to derive
Theorems 2.1 and 2.2, whose proofs will be pursued in Sections 4.2 and 4.3, respectively.
4.1. Preliminary calculations
Let Rˆn(k) = Qˆn(k)− Qˆn(k∗). Since Rˆn(k) and the original Qˆn(k) differ only by the value Qˆn(k∗)which is independent of k,
it holds that they attain their maximum for the same value of k. Consequently, we have
kˆ∗n = min
{
k : Rˆn(k) = max
1≤j≤n
Rˆn(j)
}
.
Denote by ζˆi,` =
√
λˆ`ξˆi,` =
∫
T
Yi(t)ϕˆ`(t)dt and βˆ` =
√
λˆ`δˆ` =
∫
T
∆(t)ϕˆ`(t)dt the counterparts of ζi,` and β` which are
obtained by replacing the true eigenvalues and eigenfunctions with the estimated versions. Note that the quantities ζˆi,`, ξˆi,`,
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(
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)
for the process obtained combining BB and sin(t) n
0.45√
n + BB.
βˆ` and δˆ` are unobservable. The proofs to come will fall back on the following decomposition of Rˆn(k). First, we have for
1 ≤ k < k∗ that
Rˆn(k) = 1n
d∑
`=1
(
k∑
i=1
ξˆi,` − kn
n∑
i=1
ξˆi,` − kn− k
∗
n
δˆ`
)2
− 1
n
d∑
`=1
(
k∗∑
i=1
ξˆi,` − k
∗
n
n∑
i=1
ξˆi,` − k∗ n− k
∗
n
δˆ`
)2
= 1
n
d∑
`=1
(
−
k∗∑
i=k+1
ξˆi,` − k− k
∗
n
n∑
i=1
ξˆi,` − (k− k∗)n− k
∗
n
δˆ`
)
×
(
k∑
i=1
ξˆi,` +
k∗∑
i=1
ξˆi,` − k+ k
∗
n
n∑
i=1
ξˆi,` − (k+ k∗)n− k
∗
n
δˆ`
)
= 1
n
d∑
`=1
(
Eˆ(1)k,` + Dˆ(1)k,`
) (
Eˆ(2)k,` + Dˆ(2)k,`
)
, (4.1)
where
Eˆ(1)k,` = −
k∗∑
i=k+1
ξˆi,` − k− k
∗
n
n∑
i=1
ξˆi,`, Dˆ
(1)
k,` = −(k− k∗)
n− k∗
n
δˆ`,
Eˆ(2)k,` =
k∑
i=1
ξˆi,` +
k∗∑
i=1
ξˆi,` − k+ k
∗
n
n∑
i=1
ξˆi,`, Dˆ
(2)
k,` − (k+ k∗)
n− k∗
n
δˆ`.
A similar expression can be obtained if k∗ < k ≤ n. Here it holds,
Rˆn(k) = 1n
d∑
`=1
(
k∑
i=1
ξˆi,` − kn
n∑
i=1
ξˆi,` − (n− k)k
∗
n
δˆ`
)2
− 1
n
d∑
`=1
(
k∗∑
i=1
ξˆi,` − k
∗
n
n∑
i=1
ξˆi,` − (n− k∗)k
∗
n
δˆ`
)2
= 1
n
d∑
`=1
(
−
k∑
k∗+1
ξˆi,` − k− k
∗
n
n∑
i=1
ξˆi,` + (k− k∗)k
∗
n
δˆ`
)
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×
(
k∑
i=1
ξˆi,` +
k∗∑
i=1
ξˆi,` − k+ k
∗
n
n∑
i=1
ξˆi,` − (2n− k− k∗)k
∗
n
δˆ`
)
= 1
n
d∑
`=1
(
Eˆ(3)k,` + Dˆ(3)k,`
) (
Eˆ(4)k,` + Dˆ(4)k,`
)
, (4.2)
where Eˆ(3)k,` , Eˆ
(4)
k,` and Dˆ
(3)
k,`, Dˆ
(4)
k,` are defined correspondingly. Using (4.1) and (4.2), we proceed with the proof of Theorem 2.1
in the next subsection. Since the arguments to be employed are symmetric for time lags before and after the change-point,
detailed expositions will only be given for 1 ≤ k < k∗.
4.2. Proof of Theorem 2.1
The proof is divided into two parts. At first, we show that the estimator kˆ∗n will be close to k∗ by showing that Rˆn(k)will
attain its maximum not too far from the change-point. In the second step, we will derive the limit distribution.
Lemma 4.1. Under the assumptions of Theorem 2.1, it holds that∣∣∣kˆ∗n − k∗∣∣∣ = OP(1) (n→∞).
Proof. To show the assertion of the lemma,wedetermine the behavior of those k satisfying 1 ≤ k ≤ k∗−N or k∗+N ≤ k ≤ n
for some N ≥ 1. Let 1 ≤ ` ≤ d. At first, we derive the order of magnitude of the estimated deterministic term in (4.1), that
is, of 1n Dˆ
(1)
k,`Dˆ
(2)
k,`. To this end, note that
max
1≤k≤k∗−N
k+ k∗
n
(
n− k∗
n
)2
→ 2θ(1− θ)2 (n→∞).
In the next step, we shall replace δˆ` by δ`. To do so, observe that βˆ` =
√
λˆ`δˆ` and β` = √γ`δ` by definition. Moreover, part
(ii) of Proposition 2.1 states that ‖ϕˆ` − cˆ`ψ`‖ → 0 in probability. Therefore,
βˆ` =
∫
T
∆(t)ϕˆ`(t)dt = cˆ`
∫
T
∆(t)ψ`(t)dt + oP(1) = cˆ`β` + oP(1) (n→∞),
using that∆(t) ∈ L2(T ). Consequently, βˆ2` = β2` + oP(1). Since the estimated eigenvalues λˆ` converge in probability to γ`
(see part (i) of Proposition 2.1), we arrive at
δˆ2` = δ2` + oP(1) (n→∞). (4.3)
Combining the above arguments yields
max
1≤k≤k∗−N
1
n
Dˆ(1)k,`Dˆ
(2)
k,` = max1≤k≤k∗−N(k− k
∗)δ2`
k+ k∗
n
(
n− k∗
n
)2
+ oP(1) = −2δ2`θ(1− θ)2N + oP(1).
It is shown in the Appendix that this deterministic part is the dominating term in (4.1). It follows thus that, for all K > 0,
lim
N→∞ lim supn→∞
P
(
max
1≤k≤k∗−N
Rˆn(k) > −K
)
= 0. (4.4)
On the other hand, using (4.2), it can be proved in a similar fashion that
max
k∗+N≤k≤n
1
n
Dˆ(3)k,`Dˆ
(4)
k,` = −2θ2(1− θ)N + oP(1),
which implies that, for all K > 0,
lim
N→∞ lim supn→∞
P
(
max
k∗+N≤k≤n
Rˆn(k) > −K
)
= 0. (4.5)
Eqs. (4.4) and (4.5) now yield that
lim
N→∞ lim supn→∞
P
({
kˆ∗n < k
∗ − N} ∪ {kˆ∗n > k∗ + N}) = 0,
which consequently finishes the proof of the lemma. 
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Toderive the limit distribution, it suffices to investigate the asymptotic behavior of Rˆn(k) for the range k∗−N ≤ k ≤ k∗+N
of those time lags close to the change-point. The result is presented as a lemma.
Lemma 4.2. Under the assumptions of Theorem 2.1, it holds that, for any N ≥ 1,{
Rˆn(k+ k∗) : −N ≤ k ≤ N
} D−→ {2θ(1− θ)P(k) : −N ≤ k ≤ N} (n→∞).
Proof. Let 1 ≤ ` ≤ d. Using (4.3), it is easy to see that, for any fixed N ≥ 1 and as n→∞,
max
k∗−N≤k≤k∗
∣∣∣∣1n Dˆ(1)k,`Dˆ(2)k,` − 2θ(1− θ)2δ2` (k− k∗)
∣∣∣∣ = δ2`N maxk∗−N≤k≤k∗
∣∣∣∣∣k+ k∗n
(
n− k∗
n
)2
− 2θ(1− θ)2
∣∣∣∣∣+ oP(1)
= oP(1).
By a similar argument,
max
k∗≤k≤k∗+N
∣∣∣∣1n Dˆ(3)k,`Dˆ(4)k,` + 2θ2(1− θ)δ2` (k− k∗)
∣∣∣∣ = oP(1) (n→∞).
In the following, we are dealing with the estimated random parts. The functional central limit theorem implies that, for all
x ∈ [0, 1],
1√
n
bnxc∑
i=1
ζi
d−→ Γ (x) (n→∞),
where
d−→ indicates weak convergence in the Skorohod space Dd[0, 1] and (Γ (x) : x ∈ [0, 1]) is an Rd-valued, zero mean
stochastic process with covariance matrixΣ . Then,
sup
x∈(0,1)
1√
n
∣∣∣∣∣bnxc∑
i=1
ζi,` −
bnxc∑
i=1
ζˆi,`
∣∣∣∣∣ = supx∈(0,1)
∣∣∣∣∣
∫
T
1√
n
bnxc∑
i=1
Yi(t)
[
cˆ`ψ`(t)− ϕˆ`(t)
]
dt
∣∣∣∣∣
≤ sup
x∈(0,1)
∫
T
[
1√
n
bnxc∑
i=1
Yi(t)
]2
dt
1/2 (∫
T
[
cˆ`ψ`(t)− ϕˆ`(t)
]2 dt)1/2
= oP(1) (4.6)
by an application of Proposition 2.1. The same statement holds true also if ξi,` and ξˆi,` are used in place of ζi,` and ζˆi,`.
Eqs. (4.3) and (4.6) imply now that
max
k∗−N≤k≤k∗
∣∣∣∣∣
(
k− k∗
n
n∑
i=1
ξˆi,`
)(
k+ k∗
n
n− k∗
n
δˆ`
)∣∣∣∣∣ = maxk∗−N≤k≤k∗
∣∣∣∣∣
(
k− k∗
n
n∑
i=1
ξi,`
)(
k+ k∗
n
n− k∗
n
δ`
)∣∣∣∣∣+ oP(1)
= O(1)N
n
∣∣∣∣∣ n∑
i=1
∫
T
Yi(t)ψ`(t)dt
∣∣∣∣∣+ oP(1)
= oP(1).
Hence,
max
k∗−N≤k≤k∗
∣∣∣∣∣1n Eˆ(1)k,` Dˆ(2)k,` + 2θ(1− θ)δ`
k∗∑
i=k+1
ξi,`
∣∣∣∣∣ = oP(1)
as n → ∞ for any N ≥ 1 which follows from (4.3) and (4.6) as well. Similar arguments apply also to 1n Eˆ(3)k,` Dˆ(4)k,` for which
k∗ ≤ k ≤ k∗ + N holds. In view of the definition of the limit process P(k) in Theorem 2.1, it suffices to verify that the
remaining terms in (4.1) and (4.2) do not contribute asymptotically. To this end, write
max
k∗−N≤k≤k∗
1
n
∣∣∣Eˆ(1)k,` Eˆ(2)k,` ∣∣∣ = maxk∗−N≤k≤k∗ 1n
∣∣∣∣∣
(
k∗∑
i=k+1
ξˆi,` + k− k
∗
n
n∑
i=1
ξˆi,`
)(
k∑
i=1
ξˆi,` +
k∗∑
i=1
ξˆi,` − k+ k
∗
n
n∑
i=1
ξˆi,`
)∣∣∣∣∣
≤ max
k∗−N≤k≤k∗
∣∣∣∣∣ k
∗∑
i=k+1
ξˆi,` + k− k
∗
n
n∑
i=1
ξˆi,`
∣∣∣∣∣ maxk∗−N≤k≤k∗ 1n
∣∣∣∣∣ k∑
i=1
ξˆi,` +
k∗∑
i=1
ξˆi,` − k+ k
∗
n
n∑
i=1
ξˆi,`
∣∣∣∣∣
= oP(1).
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Here, the first maximum is OP(1), since the first sum
∑k∗
i=k+1 ξˆi,` contains at most N terms, while the second sum is oP(1)
because of (4.6). Another application of (4.6) gives that the second maximum is oP(1). Moreover,
max
k∗−N≤k≤k∗
1
n
∣∣∣Dˆ(1)k,`Eˆ(2)k,` ∣∣∣ = maxk∗−N≤k≤k∗ 1n
∣∣∣∣∣(k− k∗)n− k∗n δˆ`
(
k∑
i=1
ξˆi,` +
k∗∑
i=1
ξˆi,` − k+ k
∗
n
n∑
i=1
ξˆi,`
)∣∣∣∣∣
≤ max
k∗−N≤k≤k∗
∣∣∣∣(k− k∗)n− k∗n δˆ`
∣∣∣∣ maxk∗−N≤k≤k∗ 1n
∣∣∣∣∣ k∑
i=1
ξˆi,` +
k∗∑
i=1
ξˆi,` − k+ k
∗
n
n∑
i=1
ξˆi,`
∣∣∣∣∣
= oP(1).
The same arguments apply also to the remaining terms in (4.2) and the proof of the lemma is therefore complete. 
Proof of Theorem 2.1. The assertion follows immediately from Lemmas 4.1 and 4.2. 
4.3. Proof of Theorem 2.2
We follow the proof steps developed in the previous subsection.
Lemma 4.3. Under the assumptions of Theorem 2.2, it holds that
‖δn‖2
∣∣∣kˆ∗n − k∗∣∣∣ = OP(1) (n→∞).
Proof. At first, we derive the order of magnitude of 1n Dˆ
(1)
k,`Dˆ
(2)
k,` in (4.1). Let N ≥ 1 and define Nδ = N‖δn‖−22 . Recognizing that
n−1Nδ → 0, since by assumption n‖δn‖22 →∞, it follows that
max
1≤k≤k∗−Nδ
k+ k∗
n
(
n− k∗
n
)2
= 2k
∗ − Nδ
n
(
n− k∗
n
)2
→ 2θ(1− θ)2 (n→∞).
Consequently, (4.3) yields
max
1≤k≤k∗−Nδ
1
n
d∑
`=1
Dˆ(1)k,`Dˆ
(2)
k,` = max1≤k≤k∗−Nδ(k− k
∗)
k+ k∗
n
(
n− k∗
n
)2 d∑
`=1
δˆ2`
= max
1≤k≤k∗−Nδ
(k− k∗)k+ k
∗
n
(
n− k∗
n
)2 d∑
`=1
δ2` + oP(1)
= −2θ(1− θ)2N + oP(1).
It is shown in Appendix B that, under the assumptions of Theorem 2.2, this deterministic part is the dominating contributor
in (4.1). It follows thus that, for all K > 0,
lim
N→∞ lim supn→∞
P
(
max
1≤k≤k∗−Nδ
Rˆn(k) > −K
)
= 0. (4.7)
Moreover, utilizing the decomposition in display (4.2), it can be proved similarly that
max
k∗+Nδ≤k≤n
1
n
d∑
`=1
Dˆ(3)k,`Dˆ
(4)
k,` = −2θ2(1− θ)N + oP(1),
which implies that, for all K > 0,
lim
N→∞ lim supn→∞
P
(
max
k∗+Nδ≤k≤n
Rˆn(k) > −K
)
= 0. (4.8)
Eqs. (4.7) and (4.8) now yield that
lim
N→∞ lim supn→∞
P
({
kˆ∗n < k
∗ − Nδ
} ∪ {kˆ∗n > k∗ + Nδ}) = 0,
which, noticing the definition of Nδ , completes the proof of the lemma. 
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Lemma 4.4. Under the assumptions of Theorem 2.2, it holds that, for any N ≥ 1,{
Rˆn
(
k∗ + ⌊t‖δn‖−22 ⌋) : t ∈ [−N,N]} d−→ {2θ(1− θ)V (t) : t ∈ [−N,N]} (n→∞),
where
d−→ indicates weak convergence in the Skorohod space D[−N,N].
Proof. Denote by k the integer part of t‖δn‖−22 . Then, as n→∞,
sup
t∈[−N,0]
∣∣∣∣∣1n
d∑
`=1
Dˆ(1)k∗+k,`Dˆ
(2)
k∗+k,` + 2θ(1− θ)2t
∣∣∣∣∣ = OP(1) supt∈[−N,0] (t − ‖δn‖22 ⌊t‖δn‖−22 ⌋) = oP(1).
Similarly,
sup
t∈[0,N]
∣∣∣∣∣1n
d∑
`=1
Dˆ(3)k∗+k,`Dˆ
(4)
k∗+k,` − 2θ2(1− θ)t
∣∣∣∣∣ = oP(1) (n→∞).
Note next that, after an application of (4.6) and the central limit theorem for partial sums,
sup
t∈[−N,0]
|t|
n‖δn‖22
∣∣∣∣∣ d∑
`=1
δ`
n∑
i=1
ξi,`
∣∣∣∣∣ = OP(1) 1n‖δn‖2
∣∣∣∣∣ d∑
`=1
n∑
i=1
ξi,`
∣∣∣∣∣ = OP(1)
√
1
n‖δn‖22
= oP(1)
by assumption on δn. It follows from the weak convergence of partial sums of random vectors that‖δn‖2 k∗∑
i=k∗+bt/‖δn‖22c+1
ξi,`: t ∈ [−N, 0], ` = 1, . . . d
 D=
‖δn‖2 −bt/‖δn‖22c∑
i=1
ξi,`, t ∈ [−N, 0], ` = 1, . . . , d

D[−N,0]−→ (W`(−t): t ∈ [−N, 0], ` = 1, . . . , d) ,
where (W`(t): t ≥ 0), ` = 1, . . . , d, are independent standard Brownianmotions. Through a check of the finite-dimensional
distributions one can easily verify that(
1
‖δn‖2
d∑
`=1
W`(t): t ≥ 0
)
is a standard Brownian motion. Similar arguments can be used also for ‖δn‖2∑k∗+k+1i=k∗+1 ξi,`, ` = 1, . . . , d. We note
furthermore that(
k∗∑
i=k∗+k+1
ξi,`: k < 0, ` = 1, . . . , d
)
and
(
k∗+k+1∑
i=k∗+1
ξi,`: k ≥ 0, ` = 1, . . . , d
)
are independent. Thus, by the Skorohod–Dudley–Wichura representation theorem (see [24]), for each n, there are two
independent Brownian motions (W (1)n (t): t ≥ 0) and (W (2)n (t): t ≥ 0) such that
sup
t∈[−N,0]
∣∣∣∣∣1n
d∑
`=1
Eˆ(1)k+k∗,`Dˆ
(2)
k+k∗,` − 2θ(1− θ)W (1)n (−t)
∣∣∣∣∣
= sup
t∈[−N,0]
∣∣∣∣∣2k∗ + kn n− k∗n
d∑
`=1
δ`
(
k∗∑
i=k∗+k+1
ξi,` + tn‖δn‖22
n∑
i=1
ξi,`
)
− 2θ(1− θ)W (1)n (−t)
∣∣∣∣∣+ oP(1)
= O(1) sup
t∈[−N,0]
∣∣∣∣∣ d∑
`=1
δ`
k∗∑
i=k∗+k+1
ξi,` −W (1)n (−t)
∣∣∣∣∣+ oP(1)
= oP(1),
where k denotes the integer part of t/‖δn‖22. Similarly,
sup
t∈[0,N]
∣∣∣∣∣1n
d∑
`=1
Eˆ(3)k+k∗,`Dˆ
(4)
k+k∗,` − 2θ(1− θ)W (2)n (t)
∣∣∣∣∣ = oP(1).
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It remains to verify that the remaining parts in displays (4.1) and (4.2) do not contribute to the limit distribution.We observe
that
max
k∗−Nδ≤k≤k∗
1
n
∣∣∣Dˆ(1)k,`Eˆ(2)k,` ∣∣∣ = maxk∗−Nδ≤k≤k∗
∣∣∣∣∣k∗ − kn n− k∗n δ`
(
k∑
i=1
ξˆi,` +
k∗∑
i=1
ξˆi,` − k+ k
∗
n
n∑
i=1
ξˆi,`
)∣∣∣∣∣+ oP(1)
= O(1) max
k∗−Nδ≤k≤k∗
∣∣∣∣∣ 1n‖δn‖2
(
k∑
i=1
ξˆi,` +
k∗∑
i=1
ξˆi,` − k+ k
∗
n
n∑
i=1
ξˆi,`
)∣∣∣∣∣+ oP(1)
= oP(1),
since, by (4.6) and the weak convergence of partial sums,
max
k∗−Nδ≤k≤k∗
1
n‖δn‖2
∣∣∣∣∣ k∑
i=1
ξˆi,`
∣∣∣∣∣ ≤ max1≤k≤k∗ 1n‖δn‖2
∣∣∣∣∣ k∑
i=1
ξˆi,`
∣∣∣∣∣
=
√
1
n‖δn‖22
max
1≤k≤k∗
1√
n
∣∣∣∣∣ k∑
i=1
ξˆi,`
∣∣∣∣∣ =
√
1
n‖δn‖22
(
max
1≤k≤k∗
1√
n
∣∣∣∣∣ k∑
i=1
ξi,`
∣∣∣∣∣+ oP(1)
)
= oP(1). (4.9)
Next, we note that (4.6) and the weak convergence of partial sums imply that
max
k∗−Nδ≤k≤k∗
∣∣∣∣∣ k
∗∑
i=k+1
ξˆi,`
∣∣∣∣∣ D= max1≤k≤Nδ
∣∣∣∣∣ k∑
i=1
ξˆi,`
∣∣∣∣∣
= √Nδ max
1≤k≤Nδ
1√
Nδ
∣∣∣∣∣ k∑
i=1
ξˆi,`
∣∣∣∣∣ = √Nδ
(
max
1≤k≤Nδ
1√
Nδ
∣∣∣∣∣ k∑
i=1
ξi,`
∣∣∣∣∣+ oP(1)
)
= OP
(√
Nδ
)
. (4.10)
Similarly
max
k∗−Nδ≤k≤k∗
k∗ − k
n
∣∣∣∣∣ n∑
i=1
ξˆi,`
∣∣∣∣∣ = oP (√Nδ) . (4.11)
Hence, we have from (4.9)–(4.11) that
max
k∗−Nδ≤k≤k∗
1
n
∣∣∣Eˆ(1)k,` Eˆ(2)k,` ∣∣∣ = maxk∗−Nδ≤k≤k∗ 1n
∣∣∣∣∣
(
k∗∑
i=k+1
ξˆi,` + k− k
∗
n
n∑
i=1
ξˆi,`
)(
k∑
i=1
ξˆi,` +
k∗∑
i=1
ξˆi,` − k+ k
∗
n
n∑
i=1
ξˆi,`
)∣∣∣∣∣
= 1
n
OP
(√
Nδ
)
OP
(√
n
) = oP(1).
Similar arguments hold for the other terms coming from (4.2). The proof is complete. 
Appendix A. Verification of Eq. (4.4)
Lemma A.1. Under the assumptions of Theorem 2.1 it holds that, for all 1 ≤ ` ≤ d and ε > 0,
lim
N→∞ lim supn→∞
P
(
max
1≤k≤k∗−N
|Eˆ(1)k,` Eˆ(2)k,` |
|Dˆ(1)k,`Dˆ(2)k,`|
≥ ε
)
= 0.
Proof. Let 1 ≤ ` ≤ d and 1 ≤ k ≤ k∗ − N for some N ≥ 1. From the definition in (4.1) and the argument leading to display
(4.3) it follows that the absolute value of the estimated deterministic term |Dˆ(1)k,`Dˆ(2)k,`| has precise stochastic order n(k∗ − k).
Hence,
max
1≤k≤k∗−N
|Eˆ(1)k,` Eˆ(2)k,` |
|Dˆ(1)k,`Dˆ(2)k,`|
= O(1) max
1≤k≤k∗−N
|Eˆ(1)k,` |
k∗ − k max1≤k≤k∗−N
|Eˆ(2)k,` |
n
= O(1)M1(N, n)M2(N, n),
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where O(1) does not depend on N . We start by examiningM1(N, n). For any α ∈ (1/2, 1)we have that
max
1≤k≤k∗−N
1
k∗ − k
∣∣∣∣∣ k
∗∑
i=k+1
ξˆi,`
∣∣∣∣∣ D= maxN<k≤k∗ 1k
∣∣∣∣∣ k∑
i=1
ξˆi,`
∣∣∣∣∣ ≤ 1N1−α supk≥1 1kα
∣∣∣∣∣ k∑
i=1
ξˆi,`
∣∣∣∣∣ .
Replacing the functional limit theorem with the law of the iterated logarithm in (4.6) we conclude that
sup
k≥1
1
kα
∣∣∣∣∣ k∑
i=1
ξˆi,` −
k∑
i=1
ξi,`
∣∣∣∣∣ = oP(1).
The law of the iterated logarithm for partial sums yields
max
k≥1
1
kα
∣∣∣∣∣ k∑
i=1
ξi,`
∣∣∣∣∣ = OP(1).
Similarly, by (4.6) and the central limit theorem,
1
n
∣∣∣∣∣ n∑
i=1
ξˆi,`
∣∣∣∣∣ = oP(1).
Thus we have, for all ε > 0,
lim
N→∞ lim supn→∞
P
(
M1(N, n) ≥ ε
) = 0.
Similar arguments can be applied toM2(N, n) and we get
lim
N→∞ lim supn→∞
P
(
M2(N, n) ≥ ε
) = 0
resulting in
lim
N→∞ lim supn→∞
P
(
M1(N, n)M2(N, n) ≥ ε
) = 0
and the lemma is proved. 
Lemma A.2. Under the assumptions of Theorem 2.1 it holds that, for all 1 ≤ ` ≤ d and ε > 0,
lim
N→∞ lim supn→∞
P
(
max
1≤k≤k∗−N
|Eˆ(1)k,` Dˆ(2)k,`|
|Dˆ(1)k,`Dˆ(2)k,`|
≥ ε
)
= 0.
Proof. Write
max
1≤k≤k∗−N
|Eˆ(1)k,` Dˆ(2)k,`|
|Dˆ(1)k,`Dˆ(2)k,`|
= OP(1) max
1≤k≤k∗−N
|Eˆ(1)k,` |
k∗ − k max1≤k≤k∗−N
|Dˆ(2)k,`|
n
= OP(1)M1(N, n)M3(N, n),
whereM1(N, n) has already been dealt with in Lemma A.1. Noticing that
M3(N, n) = max
1≤k≤k∗−N
k+ k∗
n
n− k∗
n
δ` + oP(1) = OP(1)
hence yields the assertion. 
Lemma A.3. Under the assumptions of Theorem 2.1 it holds that, for all 1 ≤ ` ≤ d and ε > 0,
lim
N→∞ lim supn→∞
P
(
max
1≤k≤k∗−N
|Dˆ(1)k,`Eˆ(2)k,` |
|Dˆ(1)k,`Dˆ(2)k,`|
≥ ε
)
= 0.
Proof. In an analogous fashion, we obtain
max
1≤k≤k∗−N
|Dˆ(1)k,`Eˆ(2)k,` |
|Dˆ(1)k,`Dˆ(2)k,`|
= O(1) max
1≤k≤k∗−N
|Dˆ(1)k,`|
k∗ − k max1≤k≤k∗−N
|Eˆ(2)k,` |
n
= OP(1)M4(N, n)M2(N, n)
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withM2(N, n) from Lemma A.1. Therefore
M4(N, n) = max
1≤k≤k∗−N
n− k∗
n
k∗ − k
k∗ − kδ` + oP(1) = OP(1)
gives the result. 
Similar calculations can be be performed for the terms appearing in display (4.2). Details are omitted.
Appendix B. Verification of Eq. (4.7)
Lemma B.1. Under the assumptions of Theorem 2.2 it holds that, for all ε > 0,
lim
N→∞ lim supn→∞
P
 max1≤k≤k∗−Nδ
d∑`
=1
|Eˆ(1)k,` Eˆ(2)k,` |
d∑`
=1
|Dˆ(1)k,`Dˆ(2)k,`|
≥ ε
 = 0.
Proof. Observe that, uniformly in k,
d∑
`=1
|Dˆ(1)k,`Dˆ(2)k,`| ∼P n(k∗ − k)‖δn‖22.
Therefore, for any 1 ≤ ` ≤ d,
max
1≤k≤k∗−Nδ
|Eˆ(1)k,` Eˆ(2)k,` |
d∑`
=1
|Dˆ(1)k,`Dˆ(2)k,`|
= OP(1) max
1≤k≤k∗−Nδ
|Eˆ(1)k,` |
(k∗ − k)‖δn‖2 max1≤k≤k∗−Nδ
|Eˆ(2)k,` |
n‖δn‖2
= OP(1)Mδ1(N, n)Mδ2(N, n),
where OP(1) does not depend on N . We first study the asymptotics ofMδ1(N, n). To this end note first that
max
1≤k≤k∗−Nδ
∣∣∣∣∣ k
∗∑
i=1
ξˆi,`
∣∣∣∣∣
(k∗ − k)‖δn‖2
D= max
Nδ≤k≤k∗+1
∣∣∣∣ k∑
i=1
ξˆi,`
∣∣∣∣
k‖δn‖2 .
Following the proof of (4.6) we get
max
Nδ≤k≤k∗+1
1
k‖δn‖2
∣∣∣∣∣ k∑
i=1
(ξˆi,` − ξi,`)
∣∣∣∣∣ ≤ oP(1) 1‖δn‖2 maxNδ≤k≤k∗+1 1k
∫ 1
0
[
k∑
i=1
Yi(t)
]2
dt
1/2
= oP(1) 1‖δn‖2
√
Nδ = oP(1)
by the Hájek–Rényi inequality in Hilbert spaces (see [6]). Using the same inequality a second time gives
P
(
max
Nδ≤k≤k∗+1
1
k‖δn‖2
∣∣∣∣∣ k∑
i=1
ξi,`
∣∣∣∣∣ ≥ x
)
≤ C
x2
1
‖δn‖22
1
Nδ
with some positive constant C . Hence, for all ε > 0,
lim
N→∞ lim supn→∞
P
(
max
Nδ≤k≤k∗+1
1
k‖δn‖2
∣∣∣∣∣ k∑
i=1
ξi,`
∣∣∣∣∣ ≥ x
)
= 0.
Furthermore, from (4.6) and the central limit theore we deduce
max
1≤k≤k∗−Nδ
∣∣∣∣ n∑
i=1
ξˆi,`
∣∣∣∣
n‖δn‖2 = oP(1) (n→∞).
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Since the same arguments apply also to the termMδ2(N, n), we conclude that
lim
N→∞ lim supn→∞
P
(
Mδ1(N, n)M
δ
2(N, n) ≥ ε
) = 0.
This proves the assertion. 
Lemma B.2. Under the assumptions of Theorem 2.2 it holds that, for all ε > 0,
lim
N→∞ lim supn→∞
P
 max1≤k≤k∗−Nδ
d∑`
=1
|Eˆ(1)k,` Dˆ(2)k,`|
d∑`
=1
|Dˆ(1)k,`Dˆ(2)k,`|
≥ ε
 = 0.
Proof. Along the lines of the previous proof, we may write
max
1≤k≤k∗−Nδ
|Eˆ(1)k,` Dˆ(2)k,`|
d∑`
=1
|Dˆ(1)k,`Dˆ(2)k,`|
= OP(1) max
1≤k≤k∗−Nδ
|Eˆ(1)k,` |
(k∗ − k)‖δn‖2 max1≤k≤k∗−Nδ
|Dˆ(2)k,`|
n‖δn‖2
= OP(1)Mδ1(N, n)Mδ3(N, n),
where
Mδ3(N, n) = max1≤k≤k∗−Nδ
k+ k∗
n
n− k∗
n
δ`
‖δn‖2 + oP(1) = OP(1).
SinceMδ1(N, n) has already been estimated in Lemma B.1, the proof is complete. 
Lemma B.3. Under the assumptions of Theorem 2.2 it holds that, for all ε > 0,
lim
N→∞ lim supn→∞
P
 max1≤k≤k∗−Nδ
d∑`
=1
|Dˆ(1)k,`Eˆ(2)k,` |
d∑`
=1
|Dˆ(1)k,`Dˆ(2)k,`|
≥ ε
 = 0.
Proof. Write
max
1≤k≤k∗−Nδ
|Dˆ(1)k,`Eˆ(2)k,` |
d∑`
=1
|Dˆ(1)k,`Dˆ(2)k,`|
= OP(1)Mδ4(N, n)Mδ2(N, n)
with
Mδ4(N, n) = max1≤k≤k∗−Nδ
k− k∗
n
n− k∗
n
δ`
‖δn‖2 + oP(1) = OP(1)
and the lemma is proved. 
Again, the same arguments give the corresponding results for the terms in (4.2).
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