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Abstract--This paper considers the robust design of an indirect discrete adaptive control approach based 
on the analysis of equivalent passive systems which is applicable to unknown linear plants under standard 
hypothesis. The effect of the unmodeled ynamics is considered as additive in the passive system which 
is equivalent to the overall adaptive scheme. 
1. INTRODUCTION 
Discrete-time adaptive schemes have attracted much attention at the present time. A basic problem 
in such systems is the on-line adjustment of a gain matrix to reduce an error signal to zero, while 
the other signals in the system remain bounded [1-4]. Usually, adaptive systems present problems 
which make the theoretical developments about stability and convergence to fail in practical 
experiments. Two of such problems are the poor transient performances implying excessive 
tracking error and input demand, and the poor behaviour implying sometimes even instability of 
the scheme, under unmodelled ynamics or parametrical uncertainties. Several approaches to the 
first problem have been given in [5-8] consisting in either updating the free parameters of the 
adaptive algorithms through the use of equivalent (near linear) systems to the adaptive scheme, 
including numerical techniques, or the use of multirate or adaptive sampling so as to filter the noise 
and to adapt sampling to the signal variations. 
The problem of the presence of unmodeled ynamics has been treated in classical control as a 
robustness problem to uncertainties such that closed-loop (asymptotic) stability is maintained 
under parametrical variations or changes in the dynamics [9, 10]. In adaptive control, several 
approaches have been used since model-plant mismatch may cause the instability of an adaptive- 
control system which otherwise would have been stable [11] even when the associate modelling 
errors are small. In that paper, the robust local stability of a model reference adaptive controller 
was established on the basis of a singular perturbation analysis by using an additional inear 
feedback term in the adaptive law under the assumption of uniform boundedness of the external 
reference input time-derivative. The latter two means aimed at reducing the high-frequency ontent 
of the signals in the closed-loop system and thus at avoiding excitation at the neglected high- 
frequency modes. An alternative approach was followed in [12-14] using as basic idea to ensure 
persistence of excitation thereby getting exponential stability and obtaining robustness as a 
consequence of exponential stability. In [15], the effect of the unmodelled ynamics is described 
by an additive output in the nominal plant which is assumed to grow less than exponentially with 
the measurable signals in the adaptive law. A dead zone as a function of the identification error 
being normalized relative to the signals in the adaptive scheme preserves stability. In this paper, 
a passivity theorem (e.g. [16]) is used to formulate a global convergence criterion in terms of the 
positive realness of a transfer matrix which can easily be obtained from a knowledge of the location 
of the adjustable gain matrix in the system. The results of Thathachar and Gajendran [1, 2, 17] are 
extended for applicability in the presence of additive disturbances (including unmodelled dynamics) 
while maintaining the stability of the closed-loop adaptive scheme. This approach appears to 
provide a unified way of looking at global convergence problems in adaptive control as well as 
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in adaptive identifiers and adaptive observers. The paper is organized as follows. Section 2 
summarizes the notation and some previous passivity results which are required in the body of the 
paper. Section 3 presents a general nonlinear structure which is interpreted in terms of a general 
adaptive system. The main stability result including particular cases is presented. Section 4 eases 
the positive real condition through the use of augmented error signals (e.g. [3]) and finally, 
conclusions end the paper. The approach which is taken is "indirect", namely, tracking of a 
uniformly bounded reference sequence does not necessarily imply parametrical identification. 
2. NOTATION AND STANDARD PASSIVITY RESULTS 
2.1. Notation 
A sequence of real p-vectors {f(t)}, t = 0, 1, 2 . . . .  ( f  for short) is said to belong to 
1~: iff for some M >0,  [If(t)ll ~<M < oo for all t 
l~: iff I l f l l2= ~ IIf(t)l l2< oo 
t=0 
T 
IS: iff ~ IIf(t)ll2 < oo for each real T~>0. 
t=O 
12 is not identical to 12. since the upper-bound of 2;r=o Hf(t) [I 2 for each T is dependent on T and 
that for Y-,ffio Ilf(t)II 2 is uniform in R. The dimensions of the vectors in Is, 12., lo0 are sometimes 
got unspecified for writing simplicity. They are then indicated by a superscript (.), i.e. 12., l~ ) etc. 
Truncation {f(t),  t = 0 . . . .  , T} is denoted by fr(t). 
In l~, the following inner product is defined: 
(f,g> = ~ fT(t)g(t) •
t=O 
The following abbreviations will be used: deg--degree of a polynomial or polynomial matrix, 
or relative degree of a rational transfer matrix; adj--adjoint; tr--trace of a constant, polynomial 
or rational matrix; superscript T--transpose; det--determinant; ~- -set  of stable transfer matrices 
("stable" in the sense that every bounded input results in a bounded output); DPR--discrete 
positive real (rational) matrix or function; SDPR--strictly discrete positive real (rational) matrix 
or function; P--passive operator; SP--strictly passive operator. 
The norm of a rational matrix M(z) of complex entries is taken as 
max (11M(z) II ). 
zeC 
The norm of a polynomial matrix B-~(z)A(t) is 
BiA(t - i )  for B(z-I)= ~ B~z -i. 
i=O i=0 
The order of a matrix may be indicated by convenience by a subscript in the above sets. 
The notation B(z)K, B(z-1)K for a polynomial or rational matrix B in the advance (or delay 
operator) z (or z -I) has the same meaning as for polynomials. If K(t) is a time-varying matrix 
or polynomial matrix, the meaning is formally similar [for instance if B (z- i) is polynomial of 
degree m, then B(z-I)K(t)= Y.~oB~K(t- i)]. Time varying matrices/polynomials in the delay 
operator are symbolized by (t). 
2Z  Results on passivity [16] 
DEFINn'ION 2.1 
An operator H: 12.-, 12. is said to be strictly passive (SP) iff 
<(Hx)r, Xr> >>.t5 IIXrl12 + fl, for all T 
for some t5 > 0 and fl real. H is said to be passive (P) if the above inequality stands with 6 = 0. [] 
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DEFINITION 2.2 
A complex matrix M(z) of real rational functions is said to be strictly discrete positive real if 
(1) H(z) has elements analytic in Izl i> 1 - a; and (2) H*(z) + H(z) > 0 in Izl/> 1 - ~r for some 
real a, 0 < ~ < 1, where * denotes conjugate transpose. [] 
A strictly discrete positive real transfer matrix corresponds to a strictly passive operator with 
finite gain. 
Nonlinear feedback systems fulfil the following passivity theorem: 
THEOREM 2.1 
Consider a feedback system described by 
el = Ul - -  n2e2 ,  e2 = u2 + H~4~ (1) 
where HI, H:: 1~ ~ 1~. Suppose (1) Hi is SP and has finite gain, (2)//2 is P, and (3) ul, us ~ 1~ =~ 4~, 
Then, (i) ul, u2El~=~4|, 42, Hi4j, H242~l~, and (ii) (extension) ul, U2EI~=~'(UI--pl), 
(U2- P2)~ 1~, some Pl, P2 e 1~. Then equation (1) becomes 
4~-p,=u~-pi+_H~.4~ (i = 1, 2)=>4~(i = 1,2)el%. [] 
The passivity theorem includes as particular case the results of the Popovian hyperstability 
theory [18]. 
3. PROBLEM STATEMENT 
3.1. General adaptive structure (Figs 1 and 2) 
Consider a linear multivariable discrete-time system which is time-invariant except for an 
adjustable gain matrix K(t). The input to the system is r(t)~ R 'h and error e(t)= el(t)+ e2(t) is 
available for measurement with e (t) 6 R", el(t) E R"~, e2(t) ~ [~ with n = max(n~, n~). If nl # n~, it 
is assumed that e<)(t)=el<.)(t) for the last Inl-n2J components, el(t) and e2(t) correspond, 
respectively, to the modelled and unmodelled ynamics which have transfer matrices W~ and W 2. 
The gain matrix K (t) 6 R m ~ p multiplies a signal q (t) ~ R p to yield u (t) e ~m which can be regarded 
as another input to the system. With r(t), u(t) as inputs and q(t), e(t) as outputs, the system 
equations can be written as 
e, (t) = A~ (z)r(t) + Bl (z)u (t), 
e(t) = el(t) + e~(t), 
u (t) = g(t )  q (t), 
y(t) = ~(t) +4(0 ,  
e2(t) = A2(z)r(t) + B2(z)u (t), 
q(t) = C(z)r(t) + D(z)u(t),  
~(t) = W(z)e(t), 
r(t) = r,(t) -- ff'(z)~(t), (2) 
with rl(t)E R ~, ~(t)E R p, T(t)E R", 4(t)¢ Rmt being an external reference input, a generalized 
output, a generalized output being available for measurement and a disturbance signal, 
respectively. 
In (2), A (z), B(z), C(z), D(z) are matrices of rational functions of z of appropriate orders. 
D (z) is assumed to be strictly proper and the rest proper, z represents he shift operator defined by 
zx( t )=x( t  + 1). 
At times z may also represent the z-transform variable, but the context makes the meaning clear. 
The time variable t takes discrete values 0, 1, 2 . . . . .  The gain matrix K(t) is dimensioned 
irrespective of the order of W2 and 4(.) (unmodelled ynamics and disturbance ffects). 
Representation f the system in the form (2) enables one to isolate K(t) from the rest of the system 
and to study the effects of changing K(t) on the signals in the system. A fundamental ssumption 
made in the paper is the following: 
tThe assumption of equal number of input and output components (m) is always required for perfect matching. The case 
of less outputs than inputs is included by fixing to zero the exceeding output components in equation (2). 
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"UNMODELLED" 
u l t )  [ n t l  s 1~ q(t)  
Fig. 1. The system considered. 
e(t) ][~-~ 
i(t) I
v (t) 
u~(t) 
L r¢t) 
Fig. 2. Equivalent feedback system. 
"(tl 
Ass~oN 3.1 
There is a constant (m × p) matrix K* such that when K(t )  = K* and the initial conditions are 
zero, the error ei(t) =- 0 if A2(z) - 0, B2(z) --- 0 and E(t) --- 0, and 
lira e2(t) = 0 
for any rt(t)e l~ with 
lim rl(t) = 0 
t--~ OO 
and E(t) = 0. Furthermore, el(t) e 1~ (e2(t) ~ 1~) for rj(t)(E(t)) ~t®(l=).* " [] 
The problem is to adjust K(t )  using available signals so that e(t ) - - ,0  as t--, oo (for E(t)-= 0), 
e(t)  e l'=, and q(t)  ¢ l~ for any E(t) e l~,  rl(t) ~ !~. The following structural assumptions will be 
then used: 
Assutap~o~s 3.2 
W(z)  has a stable left inverse WL(Z) (i.e. Wt(z )W(z)  = Ip the unit matrix) and ( Ip-  D(z)K*) -I 
exists for almost all z e C. [] 
ADars r~cr  LAw 
The gain matrix K(t )  is updated as 
K(t )  --- K( t  - 1) - Ay (t)qT(t) (3) 
where A ---- A T > 0 (positive definite m x m matrix), and qT(t) denotes transpose. Define the gain 
matrix adaptive rror 
6(0  = K( t )  - K*. (4) 
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Using (3) and (4), equations (2) can be rewritten under Assumptions 3.1 and 3.2 as 
e(t)  = (A,(z) + A: (z) ) r ( t )  + (B,(z) + B2(z))u(t  ) 
= (A,(z) + A2(z))r(t  ) + (B,(z) + B2(z) )K*q(t )  + (B,(z) + B2(z)6 ( t )q(t ) )  
q(t)  -- C (z ) r ( t )  + D(z )K( t )q ( t )=: .q ( t )  
-- ( I  - D(z )K* ) - l [C (z ) r ( t )  + D(z)v(t ) ]  (from Assumption 3.2) 
-- (1 - D(z )K( t ) ) - 'C (z ) r ( t ) ,  for all t >t 0 such that (1 - D(z )K( t ) ) - '  exists 
u(t)  = g*q( t )  + J ( t )q( t )  = K*q( t )  + v(t ) (v( t )  = J ( t )q ( t ) )  
6(t) =/i(t  - 1) - Ar(t )qT(t )  
r(t)  = r,(t) -- ff'(z)~,(t) = r,(t) -- f f / (z ) [W(z)e( t )  + ~(/)] 
r ( t )  = ~(t) + ~(t) 
g(t) --- W(z )e  (t). (5) 
The robustness of the algorithm against perturbations (unmodeled dynamics effects plus output 
additive disturbances) is stated as the Ix stability of the signals within the system for bounded 
excitations for one integer p selected irrespective of n2, all positive integers ~2, n2 ~ [0, ~2], such that 
lira e(t) = 0 
t~oo 
i f  n 2 -~ O. 
Rccombining 
q(t)  = 
u(t)  = 
(2) to (4) one gets, since v( t )= 6( t )q( t ) ,  
C (z ) r ( t )  + D(z )g( t )q ( t )  
C(z)  r(t) + D (z)g*q (t) + D (z)v (t) 
(I - D (z)K*)-'[C(z)r(t) + D (z)v (t)] 
M(z) r ( t )  + N(z )v ( t )  
[I - ( I  - D (z )g* ) - 'D(z )6 ( t ) ] - J ( l  - D(z )g* ) -~C(z ) r ( t )  
g*q( t )  + v(t)  
[K* + ~ (t)][I - D(z)K] - ' [C (z ) r ( t )  + D(z)v(t ) ]  
= [K* + ~ (t)][l - ( I  - D(z )g* ) - 'D(z ) J ( t ) ] - | [ l  - D(z )g* ] - tC(z ) r ( t ) .  
Then, the closed-loop errors e,(t) and e2(t) derived by the input r(t) are given by 
e,(t) = {At(z) + B,(z)[K* + ~ (t)][I - ( I  - D(z )g* ) - 'D(z )6  (t)] -~ 
x [I - D(z )K* ) - lC (z )}r ( t ) ;  
e2(t) ffi {As(z) + B2(z)[g* + 6 (t)][I - ( I  - D(z )g* ) - 'D(z )6 ( t ) ] - '  
x [I - D(z )g* ) - lC (z )}r ( t )  
if the above inverses exist. 
From (5) into (7), one gets 
r(t) ffi r,(t) - i f (z )  W(z)[A~(z) + As(z) + (B,(z) + B2(z))A(t)] 
x [r ,(z)-  f f ' ( z )W(z ) -  ff '(z)#(t)I- f f ' (z)e(t)  
= [I - f f ' (z )W(z) (A , (z )  + As(z) + B,(z) + B2(z))A(t)]r,(t) 
+ f f ' (z)W(z)[A,(z)  + As(z) + (B,(z) + B2(z))A(t)] 
x [ f f ' ( z )W(z )e ( t )+ ff '(z)~(t)]- ff '(z)~(t) 
= A,( t ) r , ( t )  + Az(t )e(t )  + A3(t)i(t) 
(6) 
(7) 
(8) 
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with A~(t) (i - 1, 2, 3) defined according to (8) and 
A(t) = [g* + 6 (t)][I - (I - D(z )K*) -~ D(z )6( t ) ] - ' [ I  - D(z )K* ] - tC(z )  
= [K* + ~ (t)] [I - D (z )K( t ) ] - 'C  (z); 
A(z) = K*[ I  - D(z )K* ] -~C(z )  (i.e. A(z) = aft )  for 6(t) ~ 0). 
Note that since 
there is 
or  
I - D (z )K( t )  = I - D (z )K*  - D (z)6 (t) 
[ I -O(z )K( t ) ]  -~ if I1 ( I -O(z )K* ) - '  II I tD(z)6(t) l l  < 1 
(9) 
1 K(1  - D (z) K*) 
II D(z)~ (t)II < II (I - D(z)K* )  -t [I = II I - D(z )K*  l[ (10) 
which from Assumption 3.2 stands for an adjustment law such that II 6 (t) II ~< E, some real constant 
E > 0 and all t i> 0 with e dependent on the parameters of D(z).  K ( . )  is the condition number of 
the (.) matrix with respect o the used norm. 
Summing up equations (7) and using (8) and (9), one gets 
e(t) = [I - A~(z) + A2(z) + (Bt(z) + B2(z))A(t)A2(t)]-~(A,(t)r ,(t)  + A3(t)~(t)]. (11) 
In the stationary nominal case K(t )  = K*, 6 (0  =0,  A(t) -= A(z), A2(z) ~ O, B2(z) - 0, one gets 
from (11) 
e(t)  = [I - (Al(z) + B~(z)A(z))A2(z)]-~(A~(z)r~(t) + A3(z)~(t)) (12) 
so that r~(t) e I m, ~(t) e lm:~e(t )  ~ 1~ if the matrix 
det[I -- (AI(z ) + B,(z)A(z))A~2~(z )] e 6e (13a) 
(i.e. it has all its roots in Izl < 1). Since 
lim e2(t) = 0 
when K(t )  =-K*, then 
det[I - (A:(z) + B2(z)A(z))A2(z)] e 6e 
as(z) = ff'(z)W(z)[A,(z) + A2(z) + (S,(z) + B,(z))a(z)] ff'(z)W(z) 
a~'(z) = ff'(z)W(z)[A,(z) + B,(z)a(z)] ff'(z)W(z) 
A(z )  = K*  [ I  - D (z)K*l- 'C(z).  
(13b) 
(14) 
where 
3.2. Stationary behaviour 
Substituting A(z) and A[2)(z) from (14) into (13) one gets stability of the nominal system if the 
following polynomials are stable: 
det[(gol - D(z )K*)g2(z)  - ( i , ( z )  + BI(z))K* adj (goI - B(z)K*)C(z)Tt~)(z)]  e SP 
det[(g~l - D(z)K*)g[2)(z) - (A2(z) + g2(z))K* adj(goI - D(z)K*)C(z)Tt2(z)]  e 6e (15) 
where g2(z)ffi ~,2(z)gA,(z)gn,(Z)D(Z)gc(Z), g[2)(Z)= ~,[2)(z)gA2(z)gB~(z)gD(Z)gc(Z) and ~2(z), ~[~)(z) 
are the monic least common multiple polynomials of all the entries of As(z) and A[~)(z) such that 
A2(z) = P? ' (z )A2(z)Q?~(z)~{~(z)  (16a) 
A~2)(z) = P~l(z)A~2)(z)Q~l(z)~l(2)(z)  (16b) 
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and A~(z), g(z)  (i = 1, 2) and/5(z) are defined similarly by reducing to the minimum common 
factors, some unimodular polynomial matrices P,., Q~ (i = 1, 2). The rational transfer matrices 
A2(z)~f'(z), A[2)(z)~fm(2)(z) are the McMillan forms of A2(z) and A[Z)(z) so that 
det (A2 (z)) = K2 det (A~ (z) g f l (z)) 
det (A[ 2)(z)) = g[ 2) det (~[2)(z)) g f ' (z) 
for some nonzero real constants K2, Kt 2). 
The "smallness" of the unmodelled dynamics and the "weakness" of the couplings between the 
generalized error ~(t) and the external reference input rm(t) may be characterized as follows. 
Assume that there are rational matrices E(z) and p(z) of appropriate orders such that 
p(z) = @(z)W-'(z)  
E(z) = [A2(z ) -Jp B2(z)A(z)] [Al(z ) --[- Bl(z)A(z)] -I. (17) 
Then, (16a) can be rewritten as 
A (z) = + E(z)l[A,(z) + S,(z)A(z)] @(z)W(z) (18) 
and a similar equation for A[2)(z). Then, the stability conditions (15) become: 
det [(I - /5  (z)K*)g[2)(z) - g[~)(z)E(z) K* 
x adj(I - /5(z)K*)C(z)P~(z)p(z) W2(z)[A,(z) + Bl(z)A(z)]p(z) W~(z)Q~(z)] ~ 5 ~ (19a) 
det[(I -/5(z)K*)gz(z) - (Al(Z) + B,(z)K* adj(I -/5(z)K*)g2(z)C(z) 
× P,(z)p(z)W2(z)[I +E(z)](A,(z) + B,(z))D(z)p (z)W2(z)Q,(z)] ~5 a (19b) 
Equations (19) yield the following robustness result: 
THEOREM 3.1 
Assume that the polynomials det ( I -  D(z)K*), det(g~:)(z)), det(g2(z)) are stable and that 
rational matrices p(z)= p'~(z), E(z )= E'E(z) defined in equation (17) exist for some scaling 
(scalar) factors E', p'. Then there are positive real constants E, P > 0 such that e(t)6 l~ for any 
r~(t)61~, ~(t)~l~, all E'~[--E,E], p' E[--p,p]. 
Proof Let A and B be constant, rational or polynomial matrices. Apply the relations 
det(A + EB) = det(A) det(A + EA -~B) 
= det(A)(1 + e tr(A-IB)] 
= det(A)[1 +E tr(adj(A)B)-] __E2_ j+oc) 
L 
when det(A)~ ,~ to equations (19). The zeros of the second factor of the last right-hand side are 
placed in the stability region for E = 0 and they may (perhaps) move outside it for ]E'[ > E, some 
E > 0, by virtue of the continuity of the root locus of (E tr[.]/det(A)), while being inside of the 
stability region for [E'[ ~< E. [] 
COROLLARY 3.1 
Theorem 3.1 stands also for E' ~ [0, oo), p' e [ -p ,  p]; and for p' ~ [0, oo), E' ~ [-E, E], some real 
positive scalars E, p. 
Proof It is similar to that of Theorem 3.1. [] 
REMARKS 3.1 
(1) An upper-bound estimate of E, p in Theorem 3.1 and Corollary 3.1 may be obtained from 
the generalized root locus of the closed-loop characteristic equation involved in the proof of 
Theorem 3.1. The computation of a lower bound is pointed in the Appendix which is applicable 
to some particular (not very restrictive cases). 
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(2) Theorem 3.1 supplies certain stability results under stability of the matrix (I - D (z)K*), and 
the polynomials g2(z) and g[2)(z). By virtue of equation (19), g2(z) and g[2)(z) contain factors of 
[ I -  D(z)K*], i f (z)  and W(z) and Ai(z), Bi(z) (i = 1, 2). Then, stability of the system is ensured 
under stability of the matrices which modelize the nominal system equations (2)--i.e. A, (z), B~(z) 
and C(z). Stability of the unmodeled ynamics [i.e. A2(z) and B2(z)] and that of the nominal 
controller of transfer matrix D(z) so that "nominal stability" implies "current stability" follows 
if the "unmodeled dynamics" is stable. 
(3) In the adaptive case when K(t) ~ K* all t >t 0, the stability maintenance r quires in addition 
that II ~(t)II be sufficiently small as required in (10), for all bounded II6 (0)II, and an appropriate 
(stable) design of the adjustment law given below. [] 
3.3. Equivalent nonlinear structure (Fig. 3) 
Let us denote with superscripts * elements which correspond to the nominal system, i.e. that with 
A2(z) - O, B2(z) =- O, K(t)  = K* so that e*(t) = e*(t) = 0 (from Assumption 3.1), and e*(t) =. O. 
From (2), (6), (8) and (9), one gets 
e*(t) = Al(z)A~(z)rt(t) + At(z)A*(z)e*(t) + B~(z)K*q(t) = 0 
e(t) = Ae(t) = e(t) -- e*(t) 
= &(A~(t) -- A*(z))r~(t) + At(z)a2(t)e(t) + A,(z)a3(t)~(t) + A2(z)A,(z)r,(t) 
+ A2(z)A2(t)e(t ) + A2(z)A3(t)~(t ) + B2(z)g*q(t) + (B~(z) + B2(z))v(t). (20) 
From (20) and (8), one gets 
e (t) = Grt(t)r~(t ) + G~(t)~(t) + Gv(t)v (t) (21a) 
r(t) = (Al(t) + A2(t)Gq(t))rl(t) + (A2(t) + A2(t)G~(t) + A3(t))~(t ) (2113) 
where 
G,t(t) = ( I  -- [(Ai(z) + A2(z))A2(t) + B2(z)K*M(z)A2(t)]) -1
x (A~(z)(a~(t) - A~(z)) + B2(z)K*M(z)A~(t) + A2(z)A,(t)) 
= Gr,(Z) + AGr,(t) 
GAt) = (I - [(A~(z) + A2(z))A2(t) + B: (z)K*M (z)A2(t)) -~ 
x ((A~(z) + A2(z))A3(t) + B2(z)K*M(z)A3(t)) 
= at(z) + AG~(t) 
Gv(t) = (I - [(A,(z) + A2(z))A2(t) + B2(z)K*M(z)a2(t)])- '(B,(z) + B2(z)) 
= Gv(z) + AGv(t). (22) 
- ~  H1 
- H= [9 
u1(t) I(t) 
T(t) 
Fig. 3. Equivalent nonlinear structure. 
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Our main stability result for the adaptive case (Theorem 3.2) below implies that K(t)  converges 
to a limit which is not necessarily the nominal gain K*. If 
lira K(t)  = K(  II K II < oo) 
I --~ 00 
in the above equations, K is taken instead of K*. Also, 
T(t) = #(t) + W(z)e( t )  
= ~(t) + W(z)Gq(t)r l (t)  + W(z)Gv(t)v(t)  + W(z)G~(t)~(t). (23) 
Since v( t )= 6(t)q(t) ,  one deduces from the adjustment law (Section 3.1) that operationally 
g 
= -- ~ A~ (t)qr(t) (24) 
z -1  
so that from (23) and (24), one gets 
~(t) = Hiv(t) + ul(t), v(t) = -Hs~(t  ) (25) 
with 
Ul(t) = us(t) + #(t) + W(z)[G,~(t)rl(t) + G~(t)#(t)] + [G~(t) - G~(z)]v(t) (26) 
u2(t) being the initial condition response of Hi, and the operators Ht and//2 are, respectively, 
defined by the transfer matrix W(z)G~(z), and 
H2~°( t )=[A(z - -~ I ) ( ) ' ° ( t )q r ( t ) ) ]q ( t )  
y°(t) -- Hiv(t) + us(t). (27) 
3.4. Main stability result 
The stability theorem for system (25) is now stated. 
TrmOREM 3.2 
Assume: (1) rl, ~ ~ l~); (2) M(z)  = [I - D(z)K*] - IC(z) ,  N(z)  -- [I - D(z )K* ] - ID(z )  are stable 
transfer matrices ("stable" in the sense that every bounded input results in a bounded output); 
(3) W(z)Gv(z) in (23) is SDPR; and (4) the mappings (rl(t), ~(t))--,r(t); (rl(t), #(t), v(t))-- ,e(t)  
are stable as t ~ ~ in the same sense as in point (2) for any initial conditions K(0), A -- A T > 0 
of the adaptive algorithm. 
Then: 
(A) K(t)  is uniformly bounded, and 
l imK( t )=K,  IIKil <oo. 
I --* 00 
q(t), e(t), ~ (t) are uniformly bounded. Furthermore, if
l im~(t)=0,  l imr l ( t )=0 then l ime(t )=0.  
t~aO t~O0 t~O0 
(B) The transfer matrix G,(z) relates the output e(t) and an input u~(t) which substitutes to 
v(t) = 6 (t)q(t)  when 6(t) -= 0, rl(t) - O, #(t) - O. When As(z) =- O, Bs(z) =- O, then G,(z) --, G*(z). 
Proof. (A) Let us define the auxiliary output y°(t)= H~v(t)+ u2(t). Then, 
y°(t) = Hiv(t) + u2(t), v(t) = -H2y°( t )  + H2Au2(t). (28) 
Now, the passivity theorem [Theorem 2.1(i-ii)] stands with the changes ~z--,v, ~2--'Y, 
u2 ~ u~ =- us + Aus, u~ --. H2Au2, since v, y, u,, u2 e 1~, ) from recursivity of equations (2), H~ is strictly 
passive and has finite gain since W(z)G,(z)  is SDPR, and/-/2 ~ P since A = A r > 0, z/(z - 1) e DPR 
so that 
(H2y°(t), r°r(t)) >I • ~ R (29) 
with/~ being independent of T. 
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TO prove the boundedness of K(t), or equivalently, of 6 (t), consider a Lyapunov-like function 
V(t) = tr[6r(t)A-16 (t)] > 0. (30) 
Then, 
AV(t) = V( t ) -  V(t - 1) 
= - tr[26T(t)7 (t)qT(t)] -- tr[q (t)~r(t)A7 (t)qT(t)] <~ -- tr[26T(t)7 (t)qT(t)]. 
NOW, from (25), one gets 
[~,  6T(s)7(s)qT(s) 1 AV(s) = V(t) -- V(0) ~< -2  tr $=1 
=--2[s__~ ' t)T(s)~(S)I =--2[s~ ' (H2~)(s))T~ (S)] ~/,L 2, 
(31) 
(32) 
since v (s) and 7 (s) are the input and output of a passive operator whose asymptotic transfer matrix 
is W(z)Gv(z). I~ 2 is a non-negative constant independent of t. Thus, V(t), 6(t) and K(t) are 
bounded. The adaptive law may be equivalently rewritten in vector form as 
n 
$(t) = $(t - 1) - / ig ( t ) ,  /i = diag(A,..'-~., A) 
with 
8x(t) = [6ix(t),..., 6px(t)], ~T(t) = [q,TX(t),..., qm(t)TX(t)], 
7X(t) = [~(t) . . . . .  7m(t)], qT(t) = [q~(t) . . . . .  qm(t)] 
with 6c.)(t ) being the columns of 6 (t). Defining the Lyapunov-like function 
if(t) = ~T( t ) . / l -16( t )  = tr[~r(t)/T-18(t)] = ~ 6T(t)A-16y(/) (33) 
j= l  
it follows, as above, that 
A~(t)  = if(t) - P(t - 1) ~ - tr[26T(t)~7(t)] 
V(t) -- 9(0) = ~ AV(s) ~< 2 ~ Jr(s)~V(s) ~</i 2 < oO (34) 
s=l s=l  
since (34) cannot be unbounded when (31) is bounded. Since 
lim AV(t) = 0=~ lim ~T(t)/~ -l¢~(t) = lim (ST(t)A -i)2 = 62 < oo 
with/1 =/ i  T > O, being such that/1 =/1 r/i. Since/1 is a constant regular matrix, this implies that 
l im6( t )=~,  113ll< l~O0 
so that K(t) has a bounded limit. 
Since q(t) = M(z)r(t) + N(z)6(t)q(t), or if N(z) = P(z)/q(z) [q(z) being a least common 
denominator of the McMillan form of N(z)], then 
, , adj[q(z)I - P(z)6(t)] M(z)r(t). (35) 
q (t)  = [I - N (z )6  (t)]-' = q tz) ~ -  ~ (t)] 
Since 6(0 ~6 as t--* oo, the stationary-steady state is described by 
adj[q(z)I - P(z)6] 
q(t) = q(z) det [q (z ) I - - -~  M(z)[Gl(z)r,(t) + G2(z)e(t)] (36) 
with G~(z) and G2(z) being appropriately defined by taking limits in (21b). 
If N(z) is written in its McMillan form (without loss in generality), 
det [q(z ) I -P (z )6 , -det (q (z ) ) (H  I det (1 -  6, p'(z)'~'~ q,(z),]/' P'(') and q,(.) 
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being relatively prime polynomials uniquely determined from P(z). Ifpt(z), qi(z) (1 ~< i < R) have 
its roots strictly within the unit circle, then there is 3" such that for all If 6 J[ ~< 3", 
det(1 - 5pi(z)~ 
q,(z)] 
is an asymptotically stable polynomial (1 ~< i ~< R) from the root locus construction since that locus 
starts in the zeros of q(.)(z) and tends to the zeros of p(.)(z). Thus, V(t), 6 (t) and K(t) are bounded 
and have constant limits as t increases. Since Hypothesis 4 implies that G~(z) (i = 1, 2) are 
asymptotically stable, Hypothesis (1) and equation (36) imply that q (t) is uniformly bounded since 
rh m rl e l~o =~r ~ loo. Since the mapping (r,(t), ~(t), v(t))~-*e(t) is stable as t ~ oo so that 
lira e(t) = 0 
I~CO 
for any r l, ~ l~ ) (since v el~)), Au2el~)=~H2Au2~l~ ) since H2~P, and u2el~ ) (since it is the 
zero-input response of the strictly passive operator H,). Theorem 2.1 (ii) implies that V, e, u~, 
u2~l~ ), ~, being uniformly bounded since ~,(t)--~(t)+ WL(z)W(z)e(t) and WL(z) is stable. 
If ~(t)--+ 0, rl(t)~ 0 as t--+ oo, then u l(t)~--~ u2(t)~ 0 as t ~ oo so that V, e, u j, u2 ~ l~ ). 
(B) It follows by direct calculus from (21). [] 
3.5. Comments to Theorem 3.2 
(1) It is seen from Theorem 3.2 that convergence and boundedness of the signals in the adaptive 
system basically depend upon five transfer matrices G,.(z), G~(z), Ga(z), Gt(z) and G~(z) defined 
according to (21) and (22). The matrices M(z) and N(z) need only to be stable (in the bounded- 
input bounded-output sense) whereas the most stringent condition is placed on G~(z) as W(z)G~(z) 
is required to be SDPR. The matrices G,~(z) and G~(z) must be stable (asymptotically, namely, in 
the sense of having all their poles inside the open unit circle), and the external signals r~(t) and 
~(t) have to be uniformly stable. 
(2) The stability of the overall adaptive closed-loop system stated in Theorem 3.2 requires the 
stability of several matrices and polynomials in the stationary state, namely: 
(a) W and G~ from the positivity realness of Hypothesis 3 of Theorem 3.2; C(z), 
D(z)(I - D(z)K*) from q E l~. 
Using the facts that for rational matrices A (z) = P (z)/q (z), B (z) (with P (z) being a polynomial 
matrix of the same order as A (z), and q(z) being a polynomial containing the invariant factors 
of A (z)) 
det P.I - q adj(P) 
( I -A - 'B ) - '  =(A -B ) - tA ,  I -A - '  = I -qP - '=  
det P 
from (8) and (9) and (21) and (22), Hypothesis 4 of Theorem 3.2 requires tability (if no pole-zero 
cancellations exist) of the matrices. 
(b) #', W, A~, A2, BI, Be, ( I -  OK)det(I + D(6 - K)), det[(A~ + A2)A2 + B2KMA,], Bm, B2, 
(Ai + Ae)A3 + B2KA3 with 
K = lim K(t) 
f-'+ 00 
for each chosen pair (A = AT> 0, K(0)) with [[ K(0)[[ < oo, including K = K*. 
A fast steady-state stability test is provided by Theorem 3.1, by using equations (16) and (17). 
Note that the passivity Theorem 3.2 requires Gv(z) to be strictly positive real for the given A2(z) 
and Be(z). Defining G*(z) as 
lim G~(t) 
t'-* 00 
the positive realness of 
fo r6 -0 ,  A2-0 ,  B2---O 
lim Gv(t) 
I~00 
may be ensured under small values of the norms of the coefficient matrices A2(z), B2(z) and 6 if 
400 M. D~ L^ SE~ 
G*(z) is strictly positive real. This coincides with results for the general parallel composition in 
the non-adaptive case obtained in de la Sen [7]. 
(3) As stated for the perfectly modelled situation in [17], the attractive feature of the principle 
is that it ensures convergence of the error to zero irrespective of the initial conditions in the system 
and the initial value of the adjustable gain K(t) so as providing sufficient conditions for global 
convergence. Since the discrete positive realness of {z/(z - 1)} A contributes to the passivity of H:, 
an updating scheme of the form 
K(t) = - T(z) (r (t) qr(t)) 
where T(z) is discrete positive real with a pole at z = 1 would also lead to the same conclusions. 
The adaptation transfer matrix G (z) could depend on K*, which is unknown. However, it was 
shown by Thathachar and Gajendran [2], in the SISO case, that suitable configurations can be 
chosen for the adaptive control and identification problems even for K* 
(or K = lim 
being unknown. For example, G(z) can be chosen to be unity in adaptive identification and the 
transfer function of the reference model, which is known, in adaptive control. In order to achieve 
K = K*, additional properties of M(z)  as well as richness of the input r~(t) to the system are 
required. 
(4) The scheme of Figs 1 and 2 is more general than that presented in Thathachar and 
Gajendran [17]. The most surprising point in the hypothesis of Theorem 3.2 is the fact that the 
stability depends on the stability of matrices A~.~(z) which does not occur in the above referenced 
paper. The reason is that now r(t) is generated from the mapping (r~, g )~ r which involves in a 
series connection the nonzero transfer matrix ff'(z). If Gq - 0, G~ - 0 and if' = 0, according to (8) 
and (22), the mapping (r~, g) ~ r is identity and the mapping (r~, g, v) ~ e does not involve stability 
of matrices Ai(z) (i = 1, 2) in the Hypothesis (4) of Theorem 3.2. [] 
4. GENERALIZATIONS AND IDEAS ABOUT IMPLEMENTATION 
As pointed out in Thathachar and Gajendran's work, the condition that there should be a W(z) 
such that W(z)G(z)  is strictly discrete positive real and WL(Z)W(z) = L where WL(Z) is stable is 
restrictive. Generally, WL(Z) may not even be realizable as the numerator degree may exceed the 
denominator degree. In that paper, it was shown for the case of perfect modelling and r E rt ~ 1~ 
that if w(z)G (z) is SDPR with w(z) being a stable transfer function of stable inverse and w- ~(z) 
is strictly proper, then an augmented error scheme of the Monopoli's type [3] maintains the 
fulfilment of the stability theorem. In this case, the augmented scheme is displayed in Fig. 4, and 
it is given by the set of equations: 
K(t) = K(t - 1) - Ar l ( t )(w- l (z)q (t)) T 
rl(t ) = e(t) + y(t)  
y(t) = w(t)G(z)((t )  
~(t) = K( t )w- l (z )q( t )  -- w-'(z)[K(t)q(t)].  (37) 
The following result may be obtained. 
THEOREM 4.1 
Theorem 3.2 holds if Hypothesis 3 is substituted by (Y) w(z)G(z) is SDPR. 
The proof may be outlined similarly as for Theorem 3.2 as follows. From Theorem 2.1(ii), one 
can show that 6 (t)w- ' (z)  q (t)~ 1~ ) , ~l (t)E 1~ ), I[ ~ (t)II is bounded and has a limit as t --, oo. Then, 
use the fact that from (37) 
(t) = OFsup [w-m(z)q(t)[] 
L~ t 
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Fig. 4. Augmented error scheme. 
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since w-  l(z) is stable and l[ ~ (t)11 is bounded. [y (t) = o (x (t)) means that there exist a real sequence 
//(t) such that y(t)= fl(t)x(t) and ]/(t)--*0 as t--, oo.] Using 
p(t)= w-'(z)M(z)r(t) + N(z)[6(t)p(t) + o(scupt lw-l(z)q(z)[)] 
implies that 
p(t) = x(t) + o(sup [ P 0")[) 
for p(t) = w-I(z)q(t) with x ~l~ ) so that p ~l~ ). 
The remaining of the proof follows as in Theorem 3.2. [] 
The generalizations to stable schemes those involving other algorithms uch that, for instance, 
which involve time-varying updating parameters may be addressed straightforwardly. 
5. CONCLUSIONS 
This paper has presented an abstract and unified extension of parameter-adaptive algorithms 
which are convergent in the presence of unmodeled ynamics. The analysis has been overcome in 
the light of the passivity theory in generalized error schemes. 
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APPENDIX 
To compute robustness margins when applying Theorem 3.1, the following results may be used. 
Tnr~o~u A. 1 
(From Hadamard in [19].) Let A = (ao). Let 
ri= ~ I%l--la.I, cj= ~ I%1--1%1. 
j~ l  i=1 
Let R~ = {z: Iz - a.I <~ ri}, I ~< i ~< n, be closed balls in the complex plane and 
R= 0R i .  
I 
Similarly, let 
n 
Cj={z:lz-ajjl<~cj}, l<~j<~n and C=jUIC j. 
Then for each eigenvalue A of A we have ;[ • R Iq C. [] 
COROLLARY A. 1 
Let A, r~, c i, R~, C~, R and C (1 ~< i ~< n) as in Theorem A.I. Let .,1 = A + AA, AA = (A%). Let 
f~= ~ I% + Aaijl - la .  + Aa.I, e/= ~ lao + Aa,fl-I% + Aanl. 
j= l  i=1 
Let/~i = {z: Iz - a. - Aa.I ~< f~}, I ~< i ~< n, be closed balls in the complex plane and 
= ,_0 t-/~i. 
Similarly, let 
_ h 
~j={z:lz-ajj-a%l<~}, l<~j<~n and c=j_LJt ~. 
Let S and S stability regions in the complex plane such that A and .4 are stable if their eigenvalucs are, respectively, in 
S and S. Then, the following stands: 
(i) a suttieient condition for A to be stable is that RNC (Theorem A.I) _ES. 
(ii) If the stability region is S = {z: Izl~< 1} and R flC ___ S for the A matrix, then a sufficient condition for stability 
of 2 is (1) 
2 iAa. I -  ~ IAauI < 1 - ~ I%1 (1 ~< i ~< n) 
i=1 i=1 
and (2) 
21Aa,,l- i a,,I < I - la,,1. (l .<j.< n). 
jffil j= l  
Proof. Take an arbitrary closed ball R1 (1 ~ i ~< n) so that 
]z - a.[ - [Aa.] ~< Iz - a. - Aa.[ <~ fi = ~ [a o + Aaifl - [a. + Aa.[. 
i= l  
Stability of .4 is ensured from (AI) if 
[zl~< 1 ~ ~ I%1- ~ IA%I~< ~ laij+Aa,fl-la.+Aa.l+la.l+lAa.I 
i f f i l  i~ l  i f f i l  
so that it suffices by considering ~ and C that 
laa,jl .< Z laa,jl- 1, ( l  .<j <. n) 
i=1 i~ l  
IAatjl .< ~ IAa~jl - 1, (1 .< i .< n) 
which completes the proof. [] y= i y. t 
(Al) 
(A2) 
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If A is of order r~/> n, then the following result may be used (in the more realistic case of presence of unmodeled 
dynamics): 
COROLLARY A.2 
I f  ti t> n, define 
n t ] - -n  
, i= \  0 : 0 )} ,~-n  
so that ae -- a# for 1 ~< i ~< n, 1 ~<j ~< n and ~# = 0 otherwise. Then, Corollary A.1 stands with the changes ao--,,~0, n ---, t~. []  
The minimum deviation of the eigenvalues of a matrix under disturbances may be evaluated in particular cases using 
the following result: 
THEOREM A.2 [19] 
Let A be an n x n matrix having n linearly independent eigenvectors. Let P be any matrix such that I[ P [[ = [[ A [I and 
define A (E)= .4 + EP. Let us denote by X (~) and 2 the eigenvalues of .4 (~) and .4, respectively. Then, 
rain [X &) - Xtl ~< [E I [I P II. II U -~ lip II U IJ. 
,ll 
for any matrix norm induced by an Ip vector norm, 1 ~<p ~< oo, where P is any matrix such that I]PI[ = liA II, and U is 
a matrix having as its columns the eigenvectors of A. []  
In order to apply the above results to polynomial matrices, the following result which relates the determinant of a 
polynomial matrix to the use of a constant matrix is useful. 
THEOREM A.3 [20] 
If A (~)= I.~/¢ + Al~N-~ + ' "  + A. ,  then detQ.I.N- C) -  det(A (2)), where A is an n-order constant matrix and C is 
the (nN) x (nN) matrix 
l i e ' I  o ..... . . . . .  ~-- N-I  
I . . . .  ' A , , l eC . [ ]  
• "1 I - -  N - -2  
6 . . . I . ' , -A,  
These results may be connected with Theorem 3.1 as follows. Rewrite equations (19) in the form 
det[~q (z) - E'pl (Z)] e ~, det[u2 (z) -- p'/~2 (z)] ~ ~ (A3) 
where %(z),/~j(z) (i = l, 2) are polynomial matrices of appropriate orders with ~(z)  (i = 1, 2) being related to the nominal 
system. Direct calculus yields 
det[~l(z) -- (/~t (z)] = det(~t(z))det[l - e'~ i-l(z)0~(z)] 
det[m2(z) - #'/~2(z)] = det(m2(z))det[1 - p'~,~-m(z)/~2(z)]. (A4) 
From Theorem A.3 
1 
det [I - E '~ ~- t(z)/~t (z)] = k~ det [K t (z)l det (Kto) 
det[1 - a '~; ' (z) & (z)1 = ~ de t [K 2 (z)] de t (K20) (A5) 
K2(Z) 
with K i (z )= Ktx)ZN + KiIZN-I + " ' '  + ~N= Kio(ZZN + KI lzN-t  + "'" +KiN ), 1 <~i <.2, and K~j, R,~j (1 ~<i~<2, I <~j <~N) 
being constant matrices, and K~j = K~0K~j; some polynomials K~(z) (1 ~< i ~< 2): 
0 0 . . . I -K~N 
In 0 . . . I -K~#_~ 
i 
I , K,(z) . . . . .  , , (1 ,< i ,< 2). (A6) 
i 
0 0. . . i  
• ' i 
0 0 I , : -K ,  
By virtue of (A5) and (A6), 
1 A 1 & 
detIl - E 'e r  / t (Z )~ l (Z)  ] = ~ : . !  (z - zi(~ )) p; = --k, (z) i.H, (z - z,(~)) p; (A7)  
and similarly for det [ l -  p'~-l(2')B2(z)], where p~ is the multiplicity of the eigenvalue z~ and $l is the number of distinct 
eigenvalues. 
Since the roots of (AT) are the eigenvalues of an associate matrix, equation (AT) may be combined with Corollaries A. 1 
and A.2 and Theorem A.2 to yield the pursued robustness results as follows: (*) Corollary A.I can provide an estimate 
o f ,  and p using equation (A7) [and similarly for (A5b)] and matrices in (A6). Theorem A.2 may provide us with 
lower-bounds by using (AT). []  
