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Resumen
En este art´ıculo se presentan las ecuaciones de Euler y de Navier-Stokes, las ma´s
ba´sicas de las ecuaciones de los fluidos incompresibles, as´ı como unos modelos sim-
plificados de dichos problemas como pueden ser la ecuacio´n quasigeostro´fica u otros
escalares activos. Las te´cnicas matema´ticas para obtener que estas ecuaciones esta´n
bien puestas en el sentido de Hadamard y otras propiedades cualitativas (Principios
del Ma´ximo, formacio´n de singularidades...) se ilustran en el caso sensiblemente ma´s
sencillo de la ecuacio´n de Burgers con disipacio´n no-local. Se adjunta una seccio´n de-
dicada a los me´todos nume´ricos usados para aproximar soluciones a estos problemas.
Este trabajo tiene su origen en una serie de clases que impartimos en la escuela JAE-
Intro del CSIC durante el verano del curso 2010-2011 y por lo tanto se centra en la
popularizacio´n y divulgacio´n de la f´ısica involucrada y en la explicacio´n detallada de
las ideas ma´s abstractas en los argumentos puramente matema´ticos.
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geostro´fica, medios porosos, Ley de Darcy, interfase.
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1. Introduccio´n y motivacio´n
El estudio de las ecuaciones de los fluidos incompresibles tiene cada vez un mayor
intere´s, tanto desde el punto de vista ma´s teo´rico (integrales singulares...) como desde el
enfoque ma´s aplicado (simulaciones nume´ricas...).
Las ecuaciones que aparecen modelizando problemas de meca´nica de fluidos son varia-
das, pero las ma´s importantes son las de Euler y Navier-Stokes. De hecho por demostrar
(o refutar) la existencia global de solucio´n cla´sica para Navier-Stokes el Instituto Clay
otorga un premio de un millo´n de do´lares.
Consideramos como dominio espacial el plano o el espacio enteros, i.e. Rd con d = 2, 3
y exigimos que la velocidad del fluido sea cero en el infinito. Sea adema´s f el campo de
velocidades inicial. Entonces las ecuaciones de Euler (1707-1783) para la velocidad u de
un fluido incompresible son

Masa︷︸︸︷
ρ
Aceleracio´n︷ ︸︸ ︷
(∂tu+ (u · ∇)u)=
Fuerzas internas︷ ︸︸ ︷
−∇p +
Fuerzas externas︷︸︸︷
F (Conservacio´n del momento),
∇ · u = 0, (Conservacio´n de la masa).
(1)
con ∇ = (∂x1 , ..., ∂xd) y u = (u1, ..., ud). Este sistema de ecuaciones es la segunda ley de
Newton en el caso de un continuo de part´ıculas.
Las ecuaciones de Navier (1785-1836) y Stokes (1819-1903) para un fluido incompresible
con densidad ρ son

Masa︷︸︸︷
ρ
Aceleracio´n︷ ︸︸ ︷
(∂tu+ (u · ∇)u)=
Fuerzas internas︷ ︸︸ ︷
−∇p+ ν∆u +
Fuerzas externas︷︸︸︷
F (Conservacio´n del momento),
∇ · u = 0, (Conservacio´n de la masa),
(2)
donde ∆ =
∑d
i=1 ∂
2
xi .
En las ecuaciones de Navier-Stokes se ha an˜adido el rozamiento entre part´ıculas del
fluido modeliza´ndolo con un laplaciano.
Observamos que es un sistema de evolucio´n ’extran˜o’ en el sentido de que la derivada
temporal de la presio´n p no aparece. Eso nos indica que la presio´n se puede obtener de la
velocidad u. Para ver esto basta tomar la divergencia de la ecuacio´n de conservacio´n del
momento,
∇ · ((u · ∇)u) = −∆p.
Ahora podemos utilizar la funcio´n de Green para el Laplaciano (que para Rd es conocida)
y obtener p = G(u). Tomamos el gradiente en esta expresio´n y obtenemos un sistema
de ecuaciones no-locales cerrado para u (donde ahora nos restringimos a velocidades in-
compresibles). Adema´s hemos obtenido que la presio´n actu´a como un multiplicador de
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Lagrange para la restriccio´n ∇ · u = 0. Los resultados de los que se dispone cierran la
teor´ıa en d = 2. En el plano se conoce la existencia global (en tiempo) de soluciones
cla´sicas. Para el problema completo d = 3 se tiene un teorema de existencia local (en
tiempo) de solucio´n cla´sica (ver [19]). Esta diferencia es porque las ecuaciones en los casos
bidimensional y tridimensional son sensiblemente distintas. Para verlo necesitamos defi-
nir una cantidad que nos de informacio´n sobre cua´nto ’gira’ el fluido. Esta cantidad que
denotaremos ω se llama vorticidad y es el rotacional de la velocidad, i.e.
rot u = ω,
con u el campo de velocidades del fluido. En concreto se tiene que las ecuaciones para la
vorticidad son distintas: para un fluido no viscoso e incompresible1, es decir, que sigue las
ecuaciones de Euler, en el caso d = 2 se tiene
∂tω + u · ∇ω = 0, (3)
que es una ecuacio´n de transporte, mientras que en el caso d = 3 se tienen las siguientes
ecuaciones
∂tω + (u · ∇)ω = (ω · ∇)u. (4)
En el caso de considerar un fluido viscoso se ha de an˜adir un te´rmino ∆ω.
La diferencia entre ambos casos aparece tambie´n en las longitudes de onda que esta´n
ı´ntimamente relacionadas con el feno´meno de la ’turbulencia’ (ver [13]). La turbulencia
tiene como efecto principal facilitar que dos fluidos se mezclen, por lo tanto, llegados a
este punto podemos ’experimentar’ un teorema. Para este pequen˜o juego necesitamos dos
vasos pequen˜os llenos hasta arriba uno de ellos de agua y el otro de vino. La cuestio´n es:
¿co´mo conseguimos cambiar los l´ıquidos de vaso sin usar un tercer recipiente y sin que se
mezclen? Para responder a esta pregunta hemos de conocer co´mo es la turbulencia en tres
dimensiones y que´ diferencia hay con dos dimensiones. As´ı, si conseguimos una manera
de reducir el problema tridimensional a uno bidimensional hemos acabado, porque en dos
dimensiones ’no hay turbulencia’ y e´sta es la culpable de que los l´ıquidos se mezclen. Para
conseguir esta reduccio´n en las dimensiones lo que hacemos es tapar el vaso de agua con
un carne´ y colocarlo con cuidado encima del vaso de vino. Si lo hemos hecho bien no se
ha salido ni una gota. Ahora abrimos una rendija minu´scula entre los vasos y el carne´. El
agua es ma´s densa, por lo tanto comenzara´ a bajar mientras que el vino subira´...¡y todo
esto sin mezclarse! (ver Figura 1)
Tras esta excursio´n por las ciencias experimentales volvamos a las matema´ticas. La
vorticidad ω es una cantidad que aparece en el conocido criterio de existencia global de
Beale-Kato-Majda (ver [4]).
Teorema 1 (Beale-Kato-Majda). Sean T ∗ y M dos constantes tales que∫ T
0
||ω||L∞ ≤M ∀T < T ∗,
entonces una solucio´n cla´sica de las ecuaciones de Euler (1) existe al menos hasta tiempo
T ∗. Adema´s, si Tmax es el tiempo ma´ximo de existencia (es decir, aparece una singulari-
dad), entonces
l´ım
T→Tmax
∫ T
0
||ω||L∞ →∞.
1Estos fluidos se conocen como fluidos ideales.
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Figura 1: Experimento.
Este teorema nos dice que si controlamos ’lo que gira’ el fluido entonces no hay sin-
gularidades, por lo tanto conocer co´mo se comporta la vorticidad es crucial para intentar
entender que´ hace el fluido. En efecto, tambie´n es interesante porque si la conocemos
podemos recuperar la velocidad gracias a la fo´rmula de Biot-Savart (ver [3]). En el caso
bidimensional la ley de Biot-Savart es
u =
∫
R2
K(x− y)ω(y)dy = K(ω), (5)
con
K(x) =
1
2π
(−x2
|x|2 ,
x1
|x|2
)
.
Ahora bien, con lo que acabamos de mencionar podemos ver que el problema de las
ecuaciones de Euler (1) en el caso bidimensional podemos formularlo de manera equivalente
como un ’escalar activo’, es decir, un escalar que es transportado por el fluido de manera
que adema´s podemos recuperar la velocidad del fluido si conocemos el escalar. En efecto:
recordemos que ten´ıamos la ecuacio´n para la vorticidad (que en dos dimensiones es un
escalar) (3), esto unido a u = K(ω) cierra el problema para la vorticidad. Adema´s si
asumimos que nuestro dato inicial esta´ acotado, usando el Teorema 1, tenemos que la
solucio´n cla´sica del sistema (1) existe globalmente.
El estudio matema´tico de los escalares activos tiene una gran relevancia en cuanto
que son sistemas sencillos que conservan el cara´cter no local de un fluido incompresible.
Adema´s de que hay multitud de aplicaciones donde el problema f´ısico se puede modelizar
con un escalar activo. Por ejemplo tenemos el caso de la ecuacio´n Quasigeostro´fica (ver
[5], [8], [16], [7] y las referencias all´ı expuestas) o de la Ley de Darcy (ver [10],[11], [12],
[9], [1], [20]). La ecuacio´n quasigeostro´fica modeliza la evolucio´n de la temperatura de
grandes masas de aire en grandes escalas espaciales y es muy estudiada como modelo de
la ’frontoge´nesis’ (la formacio´n de frentes de aire a distinta temperatura). Este problema
es de intere´s en meteorolog´ıa, porque ya se sabe que
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La falta de acierto de quienes predicen el tiempo se ha hecho ya proverbial,
y sin embargo no hay ningu´n meteoro´logo competente que no opine que los
procesos atmosfe´ricos esta´n causalmente determinados.
Max Planck (extra´ıdo de [21])
La ecuacio´n quasigeostro´fica en dos dimensiones espaciales es{
∂tθ + u · ∇θ = 0,
u = R⊥u = (−R2θ,R1θ), (6)
donde Ri es la transformada de Riesz i−e´sima (ver [22]) y θ es la temperatura del aire.
La Ley de Darcy modeliza un fluido incompresible que se mueve a bajas velocidades
por un medio poroso. As´ı si ρ(x, t) es la densidad del fluido se tiene el problema

∂tρ+ u · ∇ρ = 0,
u = −(∇p+ ge2ρ),
∇ · u = 0.
Este problema puede reducirse a un escalar activo tomando el rotacional dos veces en la
ecuacio´n, obteniendo {
∂tρ+ u · ∇ρ = 0,
u = (−∆)−1(rot rot ge2ρ). (7)
Podemos modelizar la transferencia de calor interno del fluido en un medio poroso con
la misma ecuacio´n (7) si a ρ le damos el sentido de una temperatura (ver [2]). Por lo
tanto, tanto en el caso de la ecuacio´n (6) y de (7) puede interesarnos an˜adir un te´rmino
de difusio´n del calor. Sin embargo estos te´rminos de difusio´n no tienen por que´ ser el
t´ıpico laplaciano, puede ser necesario an˜adir una ’potencia fraccionaria del laplaciano’. El
laplaciano en el espacio de Fourier (con variables ξ) tiene una expresio´n sencilla, es un
multiplicador:
−̂∆u = |ξ|2uˆ.
Podemos definir el operador Λ =
√−∆ de la siguiente manera
Λ̂u = |ξ|uˆ, (8)
y equivalentemente
Λ̂αu = |ξ|αuˆ. (9)
Notemos que tambie´n podemos escribir el resultado de aplicar el laplaciano fraccionario
como la siguiente convolucio´n:
Λαu(x) = β(α, d)P.V.
∫
Rd
u(x)− u(y)
|x− y|d+α dy (10)
donde β(α, d) es una constante de normalizacio´n. Los operadores (8) y (9) (o su versio´n
(10)) son lo que nosotros entendemos por ’potencias fraccionarias del laplaciano’. As´ı las
ecuaciones (6) y (7) con difusio´n no local son{
∂tθ + u · ∇θ = −γΛαθ,
u = R⊥u = (−R2θ,R1θ), (11)
y {
∂tρ+ u · ∇ρ = −γΛαρ,
u = (R1R2,−R21)ρ.
(12)
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Para irnos aproximando a estos problemas podemos plantearnos otros ma´s sencillos o
simplificados. Por ejemplo, consideremos un escalar activo{
∂tη + u · ∇η = −γΛαη,
u = T (η),
(13)
donde T es un operador integral singular que adema´s nos garantiza que∇·u = 0. Queremos
simplificar este problema de manera que sea fa´cilmente abordable, pero no tiene que estar
tan simplificado que no nos de ninguna informacio´n. Lo primero que hacemos es reducir el
nu´mero de variables espaciales a una, por lo tanto ∇ = ∂x. Adema´s podemos simplificar T
toma´ndolo igual a la identidad, es decir, pierde su cara´cter integral singular. La ecuacio´n
resultante de estas simplificaciones es la ecuacio´n de Burgers viscosa si γ > 0 y la ecuacio´n
de Burgers no viscosa si γ = 0 (ver [17] y [14]):
∂tη + η∂xη = −γΛαη. (14)
Como la condicio´n ∇·u = 0 en una dimensio´n no tiene sentido f´ısico (en una dimensio´n no
hay choques) con esta ecuacio´n tenemos un modelo unidimensional de las ecuaciones (1)
y (2). As´ı nuestra ecuacio´n (14) es el modelo ma´s sencillo que nos da informacio´n tanto
sobre las ecuaciones (1), (2) como (13).
Este texto esta´ organizado de la siguiente manera: en la seccio´n 2 probaremos la exis-
tencia local de solucio´n cla´sica para toda la familia de ecuaciones (14). En la seccio´n 3
obtendremos una ley de conservacio´n y unos principios del ma´ximo que se tienen para las
soluciones cla´sicas de la ecuacio´n (14). En la seccio´n 4 daremos un criterio de existencia
de solucio´n cla´sica ana´logo al de Beale-Kato-Majda. En la seccio´n 5 veremos que hay blow
up para γ = 0 en (14) y en la seccio´n 6 haremos simulaciones nume´ricas de la solucio´n de
(14).
2. Existencia local de la solucio´n cla´sica
El problema que estudiaremos en esta seccio´n y las siguientes es la ecuacio´n (14) (donde
cambiamos la notacio´n η por la ma´s corriente u):{
∂tu+ u∂xu = −γΛαu, (t, x) ∈ [0, T ] × R
u(0, x) = f(x),
(15)
donde T > 0 es el tiempo de existencia, 0 < α ≤ 2 y γ ≥ 0. Sobre el dato inicial
impondremos las condiciones necesarias cuando veamos el teorema de existencia local,
pero por el momento podemos suponer que f ∈ C2. Nos restringiremos a las soluciones
cla´sicas o soluciones fuertes. Este tipo de soluciones es tan suave como sea necesario para
dar el sentido usual a las derivadas parciales que aparecen en la ecuacio´n. As´ı para la
ecuacio´n de Burgers queremos que u tenga al menos una derivada en t y dos en x. Es
decir, queremos que u ∈ C2,1x,t .
En esta seccio´n probaremos la existencia local de solucio´n cla´sica para la ecuacio´n (15)
con γ ≥ 0 y α ∈ (0, 2] si el dato inicial esta´ en un cierto espacio de funciones. Para ello
utilizaremos el me´todo de la energ´ıa de Leray (ver [19]). El argumento de Leray ya es un
argumento cla´sico. Nosotros trataremos de aplicarlo con todo detalle en el ejemplo sencillo
de la ecuacio´n (15).
La idea del me´todo es conseguir una sucesio´n de problemas regularizados para la ecua-
cio´n (15). Para todos los problemas regularizados se demuestra la existencia utilizando el
Teorema de Picard en un espacio de Banach adecuado. Se concluye el argumento obser-
vando que la familia de soluciones regularizadas forma una sucesio´n de Cauchy, y por lo
tanto convergente en algu´n espacio. El espacio de Banach que vamos a usar es Hs(R),
s ≥ 3 porque utilizando la inmersio´n de Sobolev tenemos que entonces u ∈ C2(R).
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2.1. Estimaciones a priori
Para utilizar el me´todo de Leray hemos de conseguir unas cotas a priori para ciertas
cantidades. Es decir, suponiendo que hay solucio´n.
Si pensamos en u como en la velocidad de un fluido incompresible nos interesa conocer
que´ ocurre con la ’energ´ıa cine´tica’ del fluido, es decir, la norma L2 de u.
Proposicio´n 1 (Principio del ma´ximo para || · ||L2). Sea u una solucio´n cla´sica de (15).
Entonces se tiene que:
a) Si γ = 0,
||u||L2(t) = ||f ||L2 ,
b) Si γ > 0,
||u||L2(t) ≤ ||f ||L2 .
Demostracio´n. Observamos que
1
2
d
dt
||u||2L2 =
∫
R
u∂tudx = −
∫
R
u2∂xudx− γ
∫
R
uΛαudx
= −1
3
∫
R
∂x(u
3)dx− γ
∫
R
Λαuudx = −γ
∫
R
Λαuudx.
De aqu´ı se concluye la parte a) del resultado. Para obtener la parte b) hemos de utilizar
el Teorema de Plancherel:∫
R
Λαuudx =
∫
R
|ξ|αuˆ¯ˆudξ =
∫
R
(
Λα/2u
)2
dx.
De esta u´ltima igualdad (que no es ma´s que la prueba de que el operador Λα es sime´trico)
se concluye el resultado.
En el caso de que la solucio´n u no sea lo bastante regular como para ser solucio´n
cla´sica entonces la norma L2 no se conserva. Esto en las ecuaciones de Euler es una serie
de celebrados art´ıculos (ver [18]). Las soluciones de´biles de (1) en tres dimensiones o
de (15) con γ = 0 no siempre tienen sentido f´ısico. Lo que implica f´ısicamente es que
un fluido perfecto que estuviese inicialmente en reposo puede comenzar a agitarse a lo
loco sin haber mediado fuerza externa alguna, siempre y cuyo la velocidad u no tenga
la suficiente regularidad como para ser solucio´n cla´sica. Matema´ticamente esta ’paradoja’
f´ısica se traduce en que no hay unicidad de soluciones de´biles para el sistema de ecuaciones
(1) en tres dimensiones. En el caso de (15) sin viscosidad (γ = 0) lo que ocurre es que se
da un choque de curvas caracter´ısticas y despue´s no hay una manera u´nica de continuar la
solucio´n. Enlaza esto con las condiciones de Rankine-Hugoniot y las soluciones de entrop´ıa
(ver [15]). Adema´s, si consideramos el problema viscoso
∂tu
γ + uγ∂xu
γ = −γΛαuγ ,
pero tomamos γ → 0 recuperamos la solucio´n de entrop´ıa para la ecuacio´n de Burgers no
viscosa como l´ımite, es decir, u0 = l´ımγ→0 u
γ (ver Figura 2).
Ya tenemos una cota a priori para la norma L2. Como mencionamos antes queremos
que nuestra solucio´n este´ en el espacio de Sobolev H3, por lo que so´lo falta estimar la
norma L2 de ∂3xu.
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Figura 2: Soluciones para distinas γ.
Proposicio´n 2. Sea u una solucio´n cla´sica del problema (15) con un dato inicial f ∈
H3(R). Entonces se tiene la siguiente cota
||u||H3(t) ≤
||f ||H3
1− c||f ||H3t
. (16)
Demostracio´n. Se tiene que
1
2
d
dt
||∂3xu||2L2 =
∫
R
∂3xu∂
3
x∂tudx,
por lo que hemos de derivar tres veces la ecuacio´n (15), obteniendo
∂3x∂tu = −γΛα∂3xu− 3(∂2xu)2 + 4∂xu∂3xu+ u∂4xu.
Introducimos esta expresio´n en nuestra expresio´n y logramos
1
2
d
dt
||∂3xu||2L2 = −γ
∫
R
∂3xuΛ
α∂3xudx− 3
∫
R
(∂2xu)
2∂3xudx+
∫
R
4∂xu(∂
3
xu)
2dx
+
∫
R
u∂4xu∂
3
xudx = I1 + I2 + I3 + I4.
Usando el Teorema de Plancherel se obtiene que
I1 = −γ
∫
R
|ξ|α ˆ∂3xu
¯ˆ
∂3xudξ = −γ
∫
R
(
Λα/2∂3xu
)2
dx = −γ||Λα/2∂3xu||2L2 ≤ 0.
La segunda integral se anula por las condiciones de borde impuestas
I2 = −
∫
R
∂x
[
(∂2xu)
3
]
= 0.
Las integrales que faltan son las ma´s singulares por tener el mayor nu´mero de derivadas,
sin embargo so´lo nos hemos de preocupar de I3, porque I4 es igual. En efecto
I4 =
1
2
∫
R
u∂x
[
(∂3xu)
2
]
= −1
2
∫
R
∂xu(∂
3
xu)
2.
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Por lo tanto so´lo hemos de acotar la integral I3. Se tiene que
I3 ≤ c||∂xu||L∞ ||∂3xu||2L2 ≤ ||u||3H3 ,
y conclu´ımos que
d
dt
||∂3xu||2L2 ≤ c||u||3H3 .
Usando la Proposicio´n 1 obtenemos
d
dt
||u||H3 ≤ c||u||2H3 .
Sin ma´s que integrar la EDO se concluye la primera parte del resultado.
Comentario 1 Es ma´s, si f ∈ Hk(R), k > 3 se tiene la siguiente cota
||u||Hk (t) ≤
||f ||Hk
1− c||f ||Hk t
. (17)
2.2. Regularizacio´n del problema
Consideremos una funcio´n ρ ∈ C∞c , ρ(x) = ρ(|x|), ρ ≥ 0 y
∫
R
ρ = 1. Un ejemplo de tal
ρ puede ser la funcio´n
ρ(x) =
e
− 1
1−x2∫ 1
−1 e
− 1
1−y2 dy
.
Ahora, para cualquier ǫ positivo, consideramos las funciones
ρǫ =
1
ǫ
ρ
(x
ǫ
)
. (18)
Observamos que ρǫ siguen teniendo las mismas propiedades que ρ. Dada una funcio´n
g ∈ Lp, si ahora hacemos la convolucio´n gǫ = ρǫ ∗ g, obtenemos que gǫ ∈ C∞ y, gracias a
la desigualdad de Young:
||ρǫ ∗ g||Lr ≤ ||ρǫ||Lq ||g||Lp , 1
r
+ 1 =
1
p
+
1
q
, (19)
tenemos que
||ρǫ ∗ g||Lp ≤ ||g||Lp .
Adema´s l´ımǫ→0 gǫ = g. Pueden verse ma´s propiedades de estos nu´cleos ρǫ en [3].
El primer paso del me´todo es regularizar el problema de manera que podamos demostar
existencia de los problemas regularizados y tambie´n podamos usar las estimaciones a
priori. Para ello utilizarmos la convolucio´n con ρǫ. As´ı consideramos la familia de problemas{
∂tuǫ = −ρǫ ∗ (ρǫ ∗ uǫ) ∂x (ρǫ ∗ uǫ)− ρǫ ∗ (γΛαρǫ ∗ uǫ) , (t, x) ∈ [0, T ] × R, ǫ > 0
uǫ(0, x) = f(x).
(20)
Esta regularizacio´n particular se ha elegido pensando en obtener las mismas estima-
ciones de la Proposicio´n 2.1. Por ser ρǫ una funcio´n radial tenemos que∫
fρǫ ∗ g =
∫ ∫
f(x)ρǫ(x− y)g(y)dydx =
∫ ∫
f(x)ρǫ(y − x)g(y)dydx =
∫
gρǫ ∗ f,
e integrando por partes tenemos unas estimaciones para uǫ como las de la Proposicio´n 2.1.
Proposicio´n 3. Sea uǫ solucio´n de (20) con dato inicial f ∈ Hk(R), k ≥ 3. Entonces se
tiene la siguiente cota
||uǫ||Hk(t) ≤
||f ||Hk
1− c||f ||Hk t
. (21)
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2.3. Existencia para los problemas regularizados
Para demostrar la existencia de los problemas regularizados (20) vamos a utilizar el
teorema de Picard en el espacio Hk(R). Hemos de ver entonces que para todo ǫ se tiene
que
Fǫ = −ρǫ ∗ (ρǫ ∗ uǫ) ∂x (ρǫ ∗ uǫ)− ρǫ ∗ (γΛαρǫ ∗ uǫ)
es localmente (es decir, si ||u||Hk < λ para cierto λ) Lipschitz con respecto a la norma
Hk. Para empezar hemos de asegurarnos que no perdemos derivadas al aplicar Fǫ. Esto se
consigue porque en lugar de derivar uǫ derivamos el nu´cleo ρǫ, de manera que uǫ no pierde
derivadas. Veamos que Fǫ es Lipschitz:
Lema 1. Sea λ > 0, entonces para todo ǫ > 0 Fǫ es una funcio´n Lipschitz en {g : g ∈
Hk(R), ||g||Hk ≤ λ} con k ≥ 3.
Demostracio´n. Se tiene que
||Fǫ(u)− Fǫ(v)||Hk = || − ρǫ ∗ (ρǫ ∗ u) ∂x (ρǫ ∗ u)− ρǫ ∗ (γΛαρǫ ∗ u)
+ ρǫ ∗ (ρǫ ∗ v) ∂x (ρǫ ∗ v) + ρǫ ∗ (γΛαρǫ ∗ v) ||Hk .
Vamos a agrupar las partes difusivas de u con la de v:
||ρǫ ∗ (−γΛαρǫ ∗ u+ γΛαρǫ ∗ v) ||Hk ≤ γ||ρǫ ∗ (v − u)||Hk+α ≤ L1(γ, α, ǫ)||u − v||Hk .
Queda probar la estimacio´n para la parte convectiva:
||ρǫ ∗ (−ρǫ ∗ u∂x (ρǫ ∗ u) + ρǫ ∗ v∂x(ρǫ ∗ v))||Hk
≤ || − ρǫ ∗ u∂x (ρǫ ∗ u)± ρǫ ∗ u∂x (ρǫ ∗ v) + ρǫ ∗ v∂x(ρǫ ∗ v)||Hk
≤ ||ρǫ ∗ u∂x (ρǫ ∗ (v − u)) + (ρǫ ∗ (v − u))∂x(ρǫ ∗ v)||Hk
≤ ||ρǫ ∗ u∂x (ρǫ ∗ (v − u)) ||H3 + ||(ρǫ ∗ (v − u))∂x(ρǫ ∗ v)||Hk .
Utilizamos ahora que, si s > 1/2, Hs(R) es un a´lgebra de Banach, es decir, que se cumple
||fg||Hs ≤ ||f ||Hs ||g||Hs .
Gracias a esta propiedad de los espacios de Sobolev tenemos que
||ρǫ ∗ u∂x (ρǫ ∗ (v − u)) ||Hk + ||(ρǫ ∗ (v − u))∂x(ρǫ ∗ v)||Hk
≤ ||ρǫ ∗ u||Hk ||∂x (ρǫ ∗ (v − u)) ||Hk + ||∂x(ρǫ ∗ v)||Hk ||(ρǫ ∗ (v − u))||Hk
≤ L2(ǫ, λ)||u− v||Hk .
Para concluir hemos de elegir L = ma´x{L1, L2}.
Por lo tanto, dado un dato inicial f ∈ Hk, si aplicamos el Teorema de Picard tenemos
que existe una sucesio´n uǫ ∈ C1([0, Tǫ],Hk(R)). Adema´s, por las propiedades de los nu´cleos
ρǫ, se puede demostrar que Tǫ =∞.
Tenemos as´ı el siguiente resultado:
Lema 2. Dado una dato inicial f ∈ Hk con k ≥ 3 el problema (20) tiene una u´nica
solucio´n uǫ ∈ C1([0,∞),Hk).
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2.4. Paso al l´ımite ǫ→ 0
Veremos que uǫ ∈ C1([0, T ],Hk) forma una sucesio´n de Cauchy en el espacio C([0, T ],Hs),
0 ≤ s < k donde T < T ∗ = 1c||f ||
Hk
(ver Proposicio´n 3). Para ello tenemos que ver que en
L2 es Cauchy y entonces utilizando las estimaciones de la Proposicio´n 3 concluiremos que
es una sucesio´n de Cauchy en Hs con s < k. El caso extremo de s = k lo trataremos al
final.
Lema 3. uǫ es una sucesio´n de Cauchy en C([0, T ],H
s), con 0 ≤ s < k.
Demostracio´n. Veremos primero que uǫ es Cauchy en C([0, T ], L
2). Sean ǫ, δ dos nu´meros
positivos. Entonces se tiene
1
2
d
dt
||uǫ − uδ||2L2 = −γ
∫
R
(ρǫ ∗ (Λαρǫ ∗ uǫ)− ρδ ∗ (Λαρδ ∗ uδ))(uǫ − uδ)dx
−
∫
R
(ρǫ ∗ (ρǫ ∗ uǫ(∂x(ρǫ ∗ uǫ))) − ρδ ∗ (ρδ ∗ uδ(∂x(ρδ ∗ uδ))))(uǫ − uδ)dx
= I1 + I2.
Veamos el caso de los operadores difusivos:
I1 = −γ
∫
R
(ρǫ ∗ (Λαρǫ ∗ uǫ)− ρδ ∗ (Λαρδ ∗ uδ))(uǫ − uδ)dx
= −γ
∫
R
(ρǫ ∗ (Λαρǫ ∗ uǫ)± ρδ ∗ (Λαρδ ∗ uǫ)− ρδ ∗ (Λαρδ ∗ uδ))(uǫ − uδ)dx
= −γ
∫
R
((ρǫ ∗ (Λαρǫ)− ρδ ∗ (Λαρδ)) ∗ uǫ + ρδ ∗ (Λαρδ ∗ (uǫ − uδ))(uǫ − uδ)dx.
Integrando por partes el segundo sumando obtenemos que
− γ
∫
R
((ρǫ ∗ (Λαρǫ)− ρδ ∗ (Λαρδ)) ∗ uǫ + ρδ ∗ (Λαρδ ∗ (uǫ − uδ))(uǫ − uδ)dx
≤ −γ
∫
R
(ρǫ ∗ (Λαρǫ)− ρδ ∗ (Λαρδ)) ∗ uǫ(uǫ − uδ)
≤ γ||uǫ − uδ||L2 ||(ρǫ ∗ (Λαρǫ)− ρδ ∗ (Λαρδ)) ∗ uǫ||L2 ,
y por lo tanto, usando las propiedades de las suavizaciones (ver [3])
||Λα((ρǫ ∗ (ρǫ)− ρδ ∗ (ρδ)) ∗ uǫ)||L2 ≤ ||(ρǫ ∗ (ρǫ)− ρδ ∗ (ρδ)) ∗ uǫ||Hα
= ||(ρǫ ∗ (ρǫ)− ρδ ∗ (ρδ)) ∗ uǫ ± ρǫ ∗ uǫ ± ρδ ∗ uǫ||Hα
≤ ||ρǫ ∗ (ρǫ ∗ uǫ)− ρǫ ∗ uǫ||Hα
+||ρδ ∗ (ρδ ∗ uǫ)− ρδ ∗ uǫ||Hα
+||ρǫ ∗ uǫ − ρδ ∗ uǫ||Hα
≤ cǫ||ρǫ ∗ uǫ||H1+α + cδ||ρδ ∗ uǫ||H1+α
+||ρǫ ∗ uǫ ± uǫ − ρδ ∗ uǫ||Hα
≤ cǫ||ρǫ ∗ uǫ||H1+α + cδ||ρδ ∗ uǫ||H1+α
+(cǫ+ cδ)||uǫ||H1+α
≤ cma´x{ǫ, δ}||uǫ||H3
Recordemos que, fijo T < T ∗, tenemos la cota uniforme ||uǫ||H3 ≤ C(T, ||f ||H3) y por lo
tanto tenemos que
I1 ≤ C(T, ||f ||H3 , γ)||uǫ − uδ||L2 ma´x{ǫ, δ}.
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Para la integral I2 se hace igual. Hay que sumar y restar los te´rminos
ρδ ∗ (ρǫ ∗ uǫ∂x(ρǫ ∗ uǫ)), ρδ ∗ (ρδ ∗ uǫ∂x(ρǫ ∗ uǫ)), ρδ ∗ (ρδ ∗ uδ∂x(ρǫ ∗ uǫ))...
y aplicar las mismas desigualdades (Sobolev, Cauchy-Schwartz...).
Una vez que hemos probado que uǫ es una sucesio´n de Cauchy en C([0, T ], L
2), utili-
zando la cota uniforme en ǫ (Proposicio´n 3)
||uǫ||Hk ≤ C(T, ||f ||Hk),
podemos interpolar (ver [3]) entre el espacio H0 = L2 y Hk, de manera que uǫ es de
Cauchy para todo Hs con s < k. Podemos as´ı asegurar la existencia de u ∈ C([0, T ],Hs)
como el l´ımite de uǫ en la topolog´ıa usual de ese espacio.
Adema´s podemos mejorar el resultado para cubrir el caso extremo s = k. As´ı hemos
de ver que u = l´ımǫ→0 uǫ esta´ en el espacio H
k.2
Lema 4. La funcio´n u definida como el l´ımite anterior esta´ en C([0, T ],Hk).
Demostracio´n. Para probarlo hemos de razonar con ana´lisis funcional. Como {uǫ} esta´ aco-
tada en Hk (Proposicio´n 3) tiene una subsucesio´n que converge de´bilmente en este espacio.
Es decir
< uǫ, z >→< v, z >, ∀z ∈ H−k.
En principio no podemos asegurar que u = v. Para concluir la igualdad utilizamos las
convergencias de´biles, pues la convergencia fuerte implica la convergencia de´bil, en los
espacios Hs con s < k adema´s del hecho de que Hk ⊂ Hs ⇒ H−k ⊃ H−s y obtenemos
que si u 6= v tenemos una contradiccio´n.
2.5. Regularidad de u
Gracias a los lemas anteriores podemos demostrar el siguiente resultado:
Teorema 2 (Existencia local de solucio´n cla´sica). Sea f ∈ Hk, k ≥ 3. Entonces existe una
u´nica u ∈ C([0, T ],Hk)∩C1([0, T ],Hk−2), definida como el l´ımite uniforme en compactos
de R de uǫ, solucio´n cla´sica del problema (15) con γ ≥ 0 y 0 < α ≤ 2.
Demostracio´n. Existencia: De los lemas anteriores se obtiene la existencia de u ∈ C([0, T ],Hk)
como l´ımite uniforme en compactos de uǫ. Para obtener la regularidad temporal necesa-
ria para u observamos que ∂tuǫ tiende como distribucio´n a la derivada de´bil de u (que
denotamos por ∂tu). En efecto, para toda funcio´n test φ, se tiene que∫
R
∫ T
0
φ∂tuǫdtdx = −
∫
R
∫ T
0
∂tφuǫdtdx→ −
∫
R
∫ T
0
∂tφudtdx =
∫
R
∫ T
0
φ∂tudtdx.
Adema´s ∂tuǫ → −γΛαu − u∂xu en C([0, T ], C(R)) (y por lo tanto tambie´n en sentido
distribucional). Esto es una consecuencia de las propiedades de los nu´cleos suavizantes.
Ahora estamos en condiciones de conseguir una mejor estimacio´n para ∂tu:
||∂tu||C([0,T ],C(R)) = ma´x
0≤t≤T
ma´x
x∈U ;U⊂⊂R
| − γΛαu− u∂xu| ≤ ma´x
0≤t≤T
(
c||u||C2 + ||u||2C2
)
≤ c||u||C([0,T ],H3(R)) + ||u||2C([0,T ],H3(R)) ≤ C(||f ||Hk , T, γ).
2Podemos elegir la nocio´n de l´ımite de cualquier espacio C([0, T ],Hs) con s < k.
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En particular si u ∈ C([0, T ],Hk) con k ≥ 3 se concluye que u es solucio´n cla´sica de la
ecuacio´n de Burgers.
Para concluir que u ∈ C1([0, T ],Hk−2) tenemos que obtener una cota para ||∂tu||Hk−2 :
||∂tu||Hk−2 ≤ γ||Λαu||Hk−2 + ||u||Hk−2 ||∂xu||Hk−2 ≤ C(||f ||Hk , T, γ),
y entonces
||u||C1([0,T ],Hk−2) = ma´x
0≤t≤T
||u||Hk−2 + ||∂tu||Hk−2
≤ ma´x
0≤t≤T
||u||Hk−2 + ma´x
0≤t≤T
γ||Λαu||Hk−2 + ma´x
0≤t≤T
||u||Hk−2 ||∂xu||Hk−2 ≤ C(||f ||Hk , T, γ),
donde en la u´ltima desigualdad hemos usado (17).
Unicidad: Supongamos que hubiese dos soluciones, u y v en el espacio Hk con k ≥ 3
del problema (15) con el mismo dato inicial. Entonces
1
2
d
dt
||u− v||2L2 = −γ||Λα/2(u− v)||2L2 −
∫
R
(u− v)(u∂xu− v∂xv)dx
≤ −1
2
∫
R
(u− v)∂x(u2 − v2)dx
≤ −1
2
∫
R
(u− v)∂x((u+ v)(u− v))dx
≤ −1
2
∫
R
(u− v)2∂x(u+ v)dx− 1
2
∫
R
(u− v)∂x(u− v)(u + v)dx
≤ c
∫
R
(u− v)2∂x(u+ v)dx
≤ c(||u||Hk , ||v||Hk )||u− v||2L2
≤ c(T, ||f ||Hk )||u− v||2L2 ,
y usando Gronwall se obtiene la unicidad.
3. Propiedades de las soluciones
En esta seccio´n encontraremos algunas propiedades ba´sicas que debera´ tener una so-
lucio´n de la ecuacio´n de Burgers.
Como la ecuacio´n (15) modeliza un escalar que es transportado por un fluido donde la
velocidad del fluido la hemos hecho proporcional al escalar (14) es de esperar que la masa
total, i.e. se conserva. En efecto,
Proposicio´n 4 (Conservacio´n de la masa). Sea u una solucio´n cla´sica de la ecuacio´n (15)
entonces se tiene que ∫
R
u(t, x)dx =
∫
R
f(x)dx.
Demostracio´n. Integrando la ecuacio´n (15) en espacio
d
dt
∫
R
u(t, x)dx =
∫
∂tu(t, x)dx =
∫
R
−1
2
∂x(u(t, x)
2)− γΛαu(t, x)dx = I1 + I2.
Por las condiciones de borde para u la integral I1 se anula.
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Para ver que la integral I2 se anula razonamos utilizando la transformada de Fourier.
Dada un funcio´n g(x) se cumple que∫
R
g(x)dx = gˆ(0).
Como Λα en el espacio de Fourier es el multiplicador de la definicio´n (9) obtenemos que
I2 = −γ
∫
R
Λαu(t, x)dx = −γΛ̂αu(0) = 0.
Otra cantidad de la que es interesante ver la evolucio´n es la norma L∞ de la solucio´n:
Proposicio´n 5 (Principio del ma´ximo para ||·||L∞). Sea u una solucion cla´sica de (15) tal
que ma´xx∈R u(t, x) ≥ 0, mı´nx∈R u(t, x) ≤ 0 y α ∈ (0, 2], entonces se tienen los siguientes
resultados
a) Si γ = 0,
||u||L∞(t) = ||f ||L∞ ,
b) Si γ > 0,
||u||L∞(t) ≤ ||f ||L∞ .
Demostracio´n. Observamos que la funcio´n M(t) = ma´xx∈R u(t, x) = u(t, xt) es Lipschitz.
En efecto:
ma´x
x
|u(t1, x)| = ma´x
x
(|u(t1, x)−u(t2, x)+u(t2, x)|) ≤ ma´x
x
(|u(t1, x)−u(t2, x)|)+ma´x
x
|u(t2, x)|,
de donde
|ma´x
x
u(t1, x)−ma´x
x
u(t2, x)| ≤ ma´x
x
(|u(t1, x)− u(t2, x)|) = ma´x
x
(|∂tu(s, x)||t1 − t2|)
≤ ma´x
s∈(t2,t1)
ma´x
x
(|∂tu(s, x)|)|t1 − t2|. (22)
Para concluir que la funcio´n es Lipschitz observamos que debemos restringirnos a un
intervalo temporal [0, T ] con T > 0 fijo. Ahora nos aseguramos de que (t1, t2) ⊂ [0, T ] y
obtenemos
|ma´x
x
u(t1, x)−ma´x
x
u(t2, x)| ≤ ma´x
s∈[0,T ]
ma´x
x
(∂tu(s, x))(t1 − t2) = L(t1 − t2).
Usando el Teorema de Radamacher tenemos que M(t) es derivable en casi todo punto,
M ′(t) = l´ım
hj→0
M(t+ hj)−M(t)
hj
= l´ım
hj→0
u(xt+hj , t+ hj)− u(xt, t)
hj
= l´ım
hj→0
u(xt+hj , t+ hj)± u(xt+hj , t)− u(xt, t)
hj
= ∂xu(t, xt) + ∂tu(xt, t)
= ∂tu(xt, t).
De manera que, si γ = 0,
M ′(t) = ∂tu(xt, t) = −u(xt, t)∂xu(xt, t) = −1
2
∂x(u
2(xt, t)) = 0
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donde en la u´ltima igualdad hemos usado que u(xt, t) es ma´ximo. En el caso en el que
γ ≥ 0 tenemos que dar signo al te´rmino −γΛαu(t, xt). Usaremos la expresio´n como una
convolucio´n (10). Se tiene que
−γΛαu(xt, t) = cP.V.
∫
R
u(y, t)− u(xt, t)
|x− y|1+α dy ≤ 0.
En el caso en el que α = 2 el resultado se reduce a conocer que´ signo tiene la segunda
derivada en un punto de ma´ximo.
Para el mı´nimo se hace de manera ana´loga.
4. Un resultado ana´logo al de Beale-Kato-Majda
El lector atento se habra´ percatado de que la ecuacio´n de Burgers (15) tiene una
especie de Teorema de Beale-Kato-Majda. Recordemos que en una dimensio´n espacial
lo ma´s parecido a ω es la primera derivada espacial ∂xu. Entonces tenemos el siguiente
resultado:
Proposicio´n 6. Sea T > 0. Entonces, si∫ T
0
||∂xu||L∞(s)ds <∞,
existe u solucio´n cla´sica de (15) al menos hasta tiempo T .
Demostracio´n. En la prueba de la proposicio´n de las estimaciones a priori (Proposicio´n
2.1) logramos la cota
d
dt
||∂3xu||2L2 ≤ c||∂xu||L∞ ||∂3xu||2L2 .
De esta expresio´n obtenemos
d
dt
||u||H3 ≤ c||∂xu||L∞ ||u||H3 ,
y aplicando la desigualdad de Gronwall (es decir, integramos la EDO) conseguimos el
resultado.
5. Buscando singularidades
Consideramos la ecuacio´n (15) con γ = 0. Esta ecuacio´n es una ecuacio´n de trans-
porte unidimensional no-lineal, por lo tanto es susceptible de aplicarle el me´todo de las
caracter´ısticas. Esa te´cnica aplicada a esta ecuacio´n se puede encontrar en casi todos los
manuales de ecuaciones diferenciales. Nosotros utilizaremos una te´cnica similar a la que
utilizamos para probar el Principio del Ma´ximo en la seccio´n 2. Queremos encontrar una
singularidad para u. Por la Proposicio´n 5 tenemos que u no explota, por lo tanto si hay una
singularidad debe estar en alguna de las derivadas espaciales de u. Como estamos en el
caso no viscoso solamente tenemos una derivada espacial, as´ı que ∂xu es nuestra candidata
a cantidad que explota.
As´ı sea u ∈ H3(R) una solucio´n cla´sica de (15). Por la inmersio´n de Sobolev se tiene que
∂xu ∈ C1(R). Ahora la idea es aplicar el Teorema de Rademacher a ∂xu. De manera ana´loga
a la de la demostracio´n de la Proposicio´n 5 se demuestra que si mx(t) = mı´nx∈R ∂xu =
∂xu(xt, t) se tiene que
m′x(t) = ∂t∂xu(xt, t) = −(∂xu(xt, t))2 − u(xt, t)∂2xu(xt, t).
15
Como xt es el punto de ma´ximo de ∂xu tenemos que ∂
2
xu = 0, por lo que la ecuacio´n para
la evolucio´n del ma´ximo es
m′x = −m2x.
Si ahora resolvemos la EDO obtenemos que
mx(t) =
mx(0)
1 + tmx(0)
. (23)
Hemos obtenido el siguiente resultado
Proposicio´n 7 (Singularidad). Sea f ∈ H3 tal que mı´nx∈R ∂xf(x) < 0. Entonces u
solucio´n cla´sica de (15) con γ = 0 desarrolla una singularidad en tiempo finito.
5.1. Interpretando la singularidad
El tipo de singularidad que se produce se conoce como ’choque’ 3 y es una discontinuidad
en u, o lo que es lo mismo ∂xu(x, T
∗) = −∞. Si pensamos en u como la altura de la
superficie de una ola unidimensional lo que ocurre es que las part´ıculas del fluido que
integran la ola se mueven ma´s ra´pido cuanto ma´s altas este´n, por lo que las ma´s altas van
a acercarse a las ma´s bajas. Entonces cuando las alcancen se produce este choque. Esta
discontinuidad previene que nuestra interfase u deje de ser un grafo, porque si pensamos
en la f´ısica de la ola tenemos que las part´ıculas ma´s ra´pidas sobrepasan a las ma´s lentas
(ver Figura 3).
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Figura 3: Simulacio´n de una ola.
Hemos mencionado que la ecuacio´n de Burgers pod´ıa ser entendida como una ola, lo
que no es completamente descabellado.
Si y = u(x, t) es la superficie del agua (entonces la ola viene dada por la curva
(x, u(x, t))), y v = (v1, v2) es el campo de velocidades del agua, entonces la ecuacio´n
de la interfase entre el agua y el aire es
∂tu = −∂xuv1(x, u(x, t), t) + v2(x, u(x, t), t) = (−∂xu, 1) · v.
3Del ingle´s ’shock’.
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Figura 4: Una ola y sus para´metros caracter´ısticos
Ahora observamos que en las olas la parte ma´s alta se mueve a mayor velocidad que la
parte ma´s baja. Por lo tanto parece natural (al menos como primera aproximacio´n) hacer
la hipo´tesis v1(x, u(x, t), t) = cu(x, t) (la constante c podemos tomarla igual a 1 si hacemos
un cambio de variables). As´ı si despreciamos la velocidad vertical, v2(x, u(x, t), t) ≈ 0, tene-
mos la ecuacio´n de Burgers no viscosa como modelo del perfil de una ola. Podemos razonar
tambie´n que la curva cambia segu´n sea su curvatura, de manera que v2(x, u(x, t), t) ≈ κ[u]
con κ[u] la curvatura de la curva u. Adema´s si suponemos curvas suaves de amplitud pe-
quen˜a podemos linealizar la curvatura obteniendo el operador γ∂2xu(x, t). As´ı, con hipo´tesis
razonables al menos en primera aproximacio´n, obtenemos la ecuacio´n de Burgers viscosa
como modelo simplificado del perfil de una ola.
Una ola unidimensional con unas ciertas caracter´ısticas (longitud de onda, amplitud...)
puede modelizarse en un mejor nivel de aproximacio´n con la ecuacio´n KdV siguiente:
∂tu+ ∂xuu = ∂
3
xu. (24)
Veamos de manera muy resumida co´mo puede derivarse formalmente esta ecuacio´n. Para
describir una ola consideramos que el agua bajo la superfie tiene un flujo irrotacional, i.e.
v = ∇φ para cierta funcio´n escalar φ. Si suponemos va´lidas las ecuaciones de Euler para
el agua bajo la superficie tenemos que φ sigue la ley
∂tφ+
1
2
|∇φ|2 + p+ gy = 0.
Adema´s, por la incompresibilidad se tiene ∆φ = 0.
La coordenada y se distingue de la x en que actu´a la gravedad, por lo tanto parece
natural hacer un desarrollo de φ en potencias de y, φ =
∑∞
n=0 y
nφn(x, t). Si consideramos
olas pequen˜as en amplitud con respecto a la longitud de onda, entonces tenemos que
despreciar los te´rminos de orden grande en y en nuestra expresio´n para φ.
Si adema´s suponemos que ∂xφ0 ≈ u podemos concluir la ecuacio´n (24). Esta hipo´tesis
se motiva por los desarrollos en serie de potencias anteriores.
Observamos que la hipo´tesis para obtener la ecuacio´n de Korteveg-de Vries es menos
restrictiva que para obtener la ecuacio´n de Burgers, pues exclusivamente suponemos que
∂xφ0(x, t) = u(x, t) no que ∂xφ(x, f(x, t), t) = v1(x, f(x, t), t) = u(x, t). Consideramos por
lo tanto discrepancias en los ordenes mayores.
6. Me´todo nume´rico
En la siguiente seccio´n nos proponemos dar una aproximacio´n nume´rica al problema
(14) propuesto en T.
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Figura 5: Solucio´n para u(0, x) = − sin(x) sin viscosidad.
6.1. Discretizacio´n espacial
La forma natural de abordar el problema es usando la transformada de Fourier discreta
(DFT) (ver [6] y [23]). Sea T⋆N una discretizacio´n de T, con un nu´mero par N de puntos,
dada por,
xj =
π
N
(2j −N), j = 0, . . . , N − 1
La idea es sustituir el valor de u(·, x) = u(x) en los nodos, u(xj), por su interpolante
trigonome´trico,
INu(x) =
N/2−1∑
k=−N/2
u˜ke
ikx
INu(xj) = u(xj), j = 0, . . . , N − 1
Es decir, dado un vector con los valores nodales de u, U = [u0 · · · uN−1], la DFT nos
proporciona U˜ = [u˜−N/2 · · · u˜N/2−1]. Estos coeficientes vienen dados por,
u˜k =
1
N
N−1∑
j=0
u(xj)e
ikxj , j = 0, . . . , N − 1
y puede demostrarse que esta´n relacionados con los coeficientes uˆk de la serie de Fourier
de u(x) mediante,
u˜k = uˆk +
∞∑
m6=0,m=−∞
uˆk+Nm, k = −N/2, . . . , N/2 − 1
Sabiendo como aproximar u(x), es importante saber como aproximar ∂xu(x). Para ello
derivamos el interpolante trigonome´trico anterior obteniendo,
∂xINu(x) =
N/2−1∑
k=−N/2
iku˜ke
ikx
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Nuestra aproximacio´n de ∂xu(x) en xl vendra´ dada por lo que nosotros llamaremos,
(DNu)l =
N/2−1∑
k=−N/2
iku˜ke
−ikxl , l = 0, . . . , N − 1
De la misma forma, parece apropiado aproximar el operador Λα = (−∂2x)α/2 mediante,
(EαNu)l =
N/2−1∑
k=−N/2
|ik|αu˜ke−ikxl, l = 0, . . . , N − 1.
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Figura 6: Solucio´n para u(0, x) = − sin(x) con viscosidad.
6.2. Discretizacio´n temporal
Para la aproximacio´n de la derivada temporal en la ecuacio´n utilizaremos el me´todo
de Runge-Kutta expl´ıcito de orden 4, tambie´n denominado RK4.
Sea T ⋆ = {t0, . . . , tM} una discretizacio´n del dominio temporal [0, T ]. As´ı si Us =
[u(x1, ts) . . . u(xN , ts)] es la aproximacio´n de la solucio´n a nuestro problema en tiempo
t = ts se tiene que Us verifica la ecuacio´n
d
dt
Us = F (Us, ts),
con F = −u∂xu− γΛαu.
Entonces,
Us+1 = Us +
1
6
∆t(K1 + 2K2 + 2K3 +K4),
donde,
K1 = F (Us, ts),
K2 = F (Us +
1
2∆tK1, ts +
1
2∆t),
K3 = F (Us +
1
2∆tK2, ts +
1
2∆t),
K4 = F (Us +∆tK3, ts +∆t).
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