We investigate random search processes on complex networks and for the first time derive an exact expression for the partial cover time that quantifies the time a walker needs to visit multiple targets. Based on that, we find some invariant metrics like the effects of source location and the scale exponent of the size effect, which are independent of the target number. Interestingly, we observe the slow, logarithmic increase of the global partial cover time with the target number across various real networks. This suggests that more unvisited targets could be easily found by spending only a little extra time. This finding has practical applications in a broad range of areas where random searches are used to model complex dynamical processes.
Random search processes have attracted increasing investigation over the past decade [1] [2] [3] , due to their broad relevance to various circumstances ranging from diseases and information spreading [4] to animal foraging [5] , and from gene transcription [3] to transport in disordered media [6] . So far, most studies of random searches have been limited to singletarget [2, 3] . However, in the information age, multiple targets usually need to be found simultaneously, which is commonly encountered in the fields of chemistry, biology and social interaction. Examples range from immune-system cells chasing pathogens [7] , robotic task allocation [8] , to animals foraging food [5, 9] . For characterizing multi-object search, a key index is the partial cover time, which quantifies the time needed to find several sites of a given domain exhaustively. Its determination has been a long-standing problem in the realm of random walk theory since the birth of this concept [10] .
Currently, studies of a partial cover time are remain scarce and are still in an early stage. Most studies either focus on the boundary of cover time on regular graphs in the mathematical literature [11, 12] or provide numerical results of the cover time in the physics literature [13] . Important steps were achieved in ref. [14] , where it reveals the universal form of the full distribution of the cover time. Notably, all these results were so far essentially limited to the cover time -that is the extreme case where all sites of a given domain needed to be visited exhaustively. A general framework for a partial cover time that lies between mean first passage time and cover time has not yet been constructed.
Recently, complex networks provide a universal model to characterize the real world phenomena ranging from sociology to biology and technology [15] . Here, we take advantage of network science to model real complex systems and then study the multi-target search on diverse systems. We proposed an iterative approach to determine the partial cover time of complex networks analytically. Based on this analytical derivation, we find a universal law of partial cover time occurring in multi-object search on complex networks. This interesting phenomenon shows the slow (logarithmic) increase of the global partial cover time (GPCT) with the target number, which is much smaller than the linear growth one intuitively expect. Interestingly, this relationship is a universal principle governing multi-object search in various scenarios.
We consider a random walker traveling on a network consisting of N nodes. At each time step, the walker moves from current node i to one of its k i neighbors with equal probability (i.e., p ij = 1/k i ). Here, we are interested in how long does it take the walker to reach several FIG. 1: (Color online) An example of multi-object search on the "Yeast" network [16] : the time needed to find six distinct nodes (the green color) for a walker starting from the source node (the red color) with no prior knowledge of target distribution, defined as the partial cover time.
target nodes for the first time, known as the partial cover time T (m) i,Ωm -the expected time needed to exhaustively visit m distinct nodes Ω m = {v 1 , v 2 , · · · , v m } starting from node i (see Fig. 1 ). In particular, when m = 1, the partial cover time reduces to the mean first passage time, to which most previous studies have been devoted [1] [2] [3] . To derive the partial cover time analytically, we first consider a simple case of two targets search and assume that the two targets are placed at nodes v 1 and v 2 . In this situation, it is easy to see that two
by an old proverb -"a journey of a thousand miles begins with a single step", we obtain
From Eq. (9), we can derive an expression of the partial cover time T i,{v 1 ,v 2 } in terms of the mean first passage time analytically as follows (see the Supplementary Information)
Repeatedly, suppose that we have already obtained the partial cover time T 
We can rewrite the Eq. (11) in matrix form as
where
;ē is the all-ones vector;P is the submatrix of transition probability matrix P by deleting the set of rows and columns with indexes {v i | v i ∈ Ω m };P v i represents the v i th column of the matrix P without the
Since the matrix (I −P ) is reversible [32] , Eq. (12) can be recast
Equation (16) (10), which can benefit us for computing T i,Ωm directly. Unfortunately, the expression is too complicated and in general cannot be derived explicitly.
We now confirm the analytical results by Monte Carlo simulations of the random walker taking place in the "karate club" network [18] and the "Chesapeake" network [19] . find that the slopes of T (m) vs N are almost invariant for different target numbers, suggesting that the scale exponent γ is another invariant metrics for characterizing the multi-object search.
FIG. 2: (Color online)
The effort of source node on multiple targets search for (a) the "Zacharys karate club" network [18] and (b) the "Chesapeake" network [19] . All data collapse to the theoretical results given by Eq. (16) . The global partial cover time T (m) as a function of network size N for (c) the planar Sierpiński gasket [20] and (d) the (1,2)-flower [21] . They follow a power-law behavior (i.e., T (m) ∼ N γ ) with the stable γ for different target numbers m.
In practice, one is usually more concerned with how the partial cover time increases with the target number as it dictates how long one will need to reach a new target. Here, we adopt the GPCT T (m) to quantify the search time required at a global scale. Utilizing the annealed network approach [33] and the Sherman − Morrison formula [34] , we obtain the logarithmic relation between the GPCT T (m) and the target number m from the fundamental equation (16) as follows (see Supplementary Information)
The result of equation (17) Table I ). Figure 3 shows an logarithmic growth of T (m) according to equation (17) . They reveal that the "short-interval" effect is a generic principle of multi-object search in nature. Empirically, we find that the global partial cover time T (m) scales with m with a new scaling exponent ρ:
as shown in Fig. 3 . Although the scaling exponent ρ changes significantly with respect to different networks, however, it can be approximately estimated by T (m) versus Nln(2) from equation (19) . Figure 12 On the other hand, in the process of an m target search, we are also concerned with the successive time intervals of finding a new unvisited target. In particular, we introduce ∆T (k) defined as the time needed for the distinct nodes visited by the random walker to increase from k − 1 to k. From Eq. (19), the following expression then holds:
The prediction of equation (18) unambiguously captures the time needed to visit a new target among the N − k unreached nodes, once k targets have been found, as shown by the data collapse of the numerical simulations on several real networks (Fig. 4 (b) ). We notice that the successive time intervals gradually increase with the decrease of the number of unvisited targets. This finding possibly reveal a common phenomena in our life that when searching several targets in a given domain, it is generally much easier to find the first one and then the time interval of reaching a new target will gradually increase. Finally, visiting the last target usually takes the longest time.
In summary, we provide an iterative method to determine the partial cover time analytically, which links the gap between mean first passage time and cover time. Based on that, we find that there exists some invariant measurements underlying multi-object search,for example, the scale exponent characterizing the size effect on networks. Interestingly, we observe the emergence of the sublinear partial cover time with target number occurring on multitarget search irrespective of the underlying network structure, which explores the generic growth mechanism of search time transiting from one single target (i.e., mean first passage time) to exhaustive searches (i.e., cover time). The sublinear growth mechanism uncovers a universal law governing random strategy for multiple target search. Our paradigm is also applicable to a broad range of stochastic processes such as Lévy walks [30] , intermittent search strategies [9] , and persistent random walks [31] . 
I. APPENDIXES
A. The analytical expression of a partial cover time for two targets search.
We start with a finite network consisting of N nodes. The connectivity is represented by the adjacency matrix A, whose entries a ij = 1 (or 0) if there is (not) a link from nodes i to j. For a generic random walk, at each time step, the walker moves from current node i to node j with a transition probability p ij = 1/k i , where k i = j a ij is the degree of node i. In the process of a two target search, without loss of generality, we assume that the two targets are placed at nodes v 1 and v 2 . In this situation, if the first step of the walker is to node v 1 (v 2 ), the expected number of steps required is T v 1 ,v 2 + 1 (T v 2 ,v 1 + 1); if it is to some Each data is averaged over the ensemble of 500,000 independent runs.
other node j, the expected number of steps becomes T j,{v 1 ,v 2 } + 1. Thus, one has
Since
Similarly, let r v 1 ,{v 1 ,v 2 } denote the expected number of steps required to revisit nodes v 1 and v 2 again starting from node v 1 . In the same manner, r v 1 ,{v 1 ,v 2 } can be represented as
Combining Eq. (10) and Eq. (11) together, we obtain
where I is the identity matrix, and
Multiplying both sides of Eq. (12) by the matrix W with each row being the stationary distribution vector (w 1 , w 2 , · · · , w N ), and using the fact that
gives
Since the matrix (I − P + W ) has an inverse [32] , we denote Z = (I − P + W ) −1 . We multiply both sides of Equation (12) by Z and obtain the relation
From the above equation, we have
Combining Eq. (20), Eq. (21), and Eq. (17) together, we have
Submitting the above equations into Eq. (19) and Eq. (20), we obtain an explicit expression
The equation (24) shows that for two targets search, the partial cover time can be calculated in terms of the mean first passage time analytically.
B. The possible origin of the 'sublinear' effect occurring on multi-target search.
For an uncorrelated network, we can reinterpret its adjacency matrix A as a weighted fully connected graph A based on the annealed network approach [33] . Specifically, the entry a ij defines the connection probability between nodes i and j, namely
where k represents the average degree of the whole network. In this situation, the adjacency matrix A can be represented as
T is the degree sequence. In the main text, we provide the recurrence relation for calculating the partial cover time as follows
Ωm represents the partial cover time of reaching m targets with the node indexes Ω m = {v 1 , v 2 , · · · , v m },P is the submatrix of transition probability matrix P by deleting the set of rows and columns with indexes {v i | v i ∈ Ω m },ē is the all-ones vector, andP v i represents the v i th column of the matrix P without the elements
Utilizing the Sherman − Morrison formula [34] , the inverse of the matrix (I −P ) becomes
Inserting Eq. (28) into Eq. (27) with a few simple algebraic manipulations, we obtain
To evaluate search efficiency at a global scale, we introduce the global partial cover time
Plugging Eq. (29) into Eq. (30) and using the average degree k to approximate k v i , we have
Since T (1) ≈ N derived from the adjacency matrix A, Eq. (31) can be solved to obtain
Eq. (32) is important as it reveals the slow (logarithmic) increase of the global partial cover time T (m) with the target number m. We call this phenomenon the 'short-interval' effect on multi-object search. Specifically, we address an extreme case of traveling on a fully connected network, in which all the nodes are connected among each other. In this situation, the transition probability P of the random walk becomes 
In the same manner, utilizing the Sherman − Morrison formula [34] , the inverse of the matrix (I −P ) can be expressed as .
Substituting Eq. (34) into Eq. (27) with a few simple algebraic manipulations, we have
Since T (1) = N − 1 for random walks on a fully connected graph, inserting T (1) into Eq. (35) with some calculations, we obtain
In particular, when all nodes on the network need to be visited (i.e., m = N − 1), in this extreme case, Eq. (36) becomes
which re-derives the cover time on a fully connected graph as reported in [35] .
