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Abstract
Hadron therapy, referring to treating cancer with protons and heavier ions, provides many
advantages over conventional X-ray radiotherapy, including better dose conformity and
dose sparing to healthy tissue. One open problem associated with hadron therapy is that
the radiobiological effectiveness (RBE), which is an important input parameter in the
clinical treatment planning, changes significantly along the Bragg peak/spread out Bragg
peak. It is paramount to be able to estimate the RBE to improve the treatment in terms
of clinical outcome. The solution proposed by the Centre For Medical Radiation Physics
(CMRP), University of Wollongong, is given by silicon-based microdosimetry technol-
ogy, which offers a powerful solution to estimate the RBE with sub-mm spatial resolu-
tion. Such high spatial resolution is particularly important at the distal edge of the Bragg
peak/spread out Bragg peak where organs at risk may be positioned.
Microdosimetry is conventionally performed using tissue equivalent proportional coun-
ters which feature complex and bulky operation and do not achieve a sub-mm spatial
resolution. Silicon microdosimetry offers a more simple compact design, which is more
well suited to the sharp dose gradients of hadron therapy beams and for routine quality
assurance measurements. However, silicon microdosimetry is not without its difficulties,
namely the measurement is not tissue equivalent and the design is not angularly indepen-
dent.
This thesis describes the in-silico characterisation and design optimisation of novel sili-
con microdosimeters developed at the CMRP. The study has been performed by means of
the Geant4 Monte Carlo Toolkit, which has been validated against experimental measure-
ments in this project to quantify its accuracy for hadron therapy and for microdosimetric
studies.
The tissue equivalence and angular dependence have been investigated. A method to
convert the response of the detector from silicon to tissue was developed, which is now
routinely used at the CMRP to convert experimental microdosimetric measurements to
tissue, in proton and carbon ion therapy.
Due to the strong directionality of hadron therapy beams and the angular dependence of
the silicon microdosimeter designs, it was found that the traditional method of converting
the energy deposition to lineal energy using the mean chord length of the silicon sensitive
volumes (SVs) of the device was inappropriate. Instead, the mean path length was found
iv
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to be more appropriate to generate the lineal energy deposition. Based on the results of
this project, the SV design was optimised to reduce the variance of the path length to
reduce the angular dependence.
Acknowledgments
I would like to thank everyone who has contributed to making this thesis, but if forced to
point some fingers I must give particular thanks to the following people.
Firstly I would like to thank A/Prof. Susanna Guatelli for all her help and guidance
over the years of being my supervisor and the opportunities she has provided me with in
this project.
Prof. Anatoly Rosenfeld for all his invaluable knowledge and input over the years to
help shape this work.
Thanks to Dr. Linh Tran and Lachlan Chartier for their chats about microdosimetry and
commiseration over hot food.
Finally I would like to thank my partner Vanja for all her support over the years during
this thesis.
vi
Publications
List of first author peer-reviewed publications:
• D. Bolst, S. Guatelli, L. Tran, L. Chartier, M. Lerch, N. Matsufuji and A. Rosenfeld,
“Correction factors to convert microdosimetry measurements in silicon to tissue in
12C ion therapy”, Physics in Medicine Biology, (62), 2017
• D. Bolst, G.A.P. Cirrone, G. Cuttone, G. Folger, S. Incerti, V. Ivanchenko, T. Koi,
D. Mancusi, L. Pandola, F. Romano, A. Rosenfeld and S. Guatell, “Validation
of Geant4 fragmentation for Heavy Ion Therapy”, Nuclear Inst. and Methods in
Physics Research, A, (869), 2017
• D. Bolst, L. Tran, L. Chartier, D. Prokopovich, A. Pogossov, S. Guatelli, M. Rein-
hard, M. Petasecca, M. Lerch, N. Matsufuji, V. Perevertaylo, C. Fleta, G. Pelle-
grini, M. Jackson and A. Rosenfeld, “RBE study using solid state microdosimetry
in heavy ion therapy”, Radiation Measurements, (106), 2017
• D. Bolst, S. Guatelli, L. Tran, and A. Rosenfeld, “Optimisation of the design of
SOI microdosimeters for hadron therapy quality assurance”, Physics in Medicine
Biology, (63), 2018
List of first author peer-reviewed publications currently under review:
• D. Bolst, S. Guatelli, L. Tran, and A. Rosenfeld, “The impact of sensitive volume
thickness for silicon on insulator microdosimeters in hadron therapy”
• D. Bolst, S. Guatelli, L. T. Tran, L. Chartier, J. Davis, D. A. Prokopovich, A.
Pogossov1, M. I. Reinhard M. Petasecca, M. L. F. Lerch, N. Matsufuji , M. Po-
voli, A. Summanwar, A. Kok, M. Jackson and A. B. Rosenfeld, “Validation of the
Geant4 simulation for silicon microdosimetry in heavy ion therapy”
List of book chapters:
• S Guatelli, D Bolst, Z Francis, S Incerti, V Ivanchenko and A Rosenfeld, “Physics
Models for Monte Carlo Simulations in Carbon Ion Therapy”, (Accepted)
vii
viii
List of co-author peer-reviewed publications:
• L Tran, L Chartier, D Bolst, D Prokopovich, M Reinhard, M Petasecca, M Lerch,
A Kok, N Matsufuji, M Nancarrow, and A Rosenfeld, “3D Silicon Microdosimetry
and RBE Study Using12CIon of Different Energies”, IEEE Transactions on Nuclear
Science, (62), 2015
• L Chartier, L Tran, D Bolst, D Prokopovich, S Guatelli, M Nancarrow, M Reinhard,
M Petasecca, M Lerch, V Pereverlaylo, N Matsufuji, D Hinde, M Dasgupta, A
Stuchbery, M Jackson, and A Rosenfeld, “3D Silicon Microdosimetry and RBE
Study Using12CIon of Different Energies”, IEEE Transactions on Nuclear Science,
(62), 2015
• F Cadini, D Bolst, S Guatelli, C Beltran, M Jackson, A. Rosenfeld, “Neutron shield-
ing for a new projected proton therapy facility: A Geant4 simulation study”, Phys-
ica Medica, (32), 2016
• M Zarifi, S Guatelli, D Bolst, B Hutton, A Rosenfeld, Y Qi, “Characterisation of
prompt gamma-ray emission with respect to the Bragg peak for proton beam range
verification: A Monte Carlo study”, Physica Medica, (33), 2017
• V Gracanin, S Guatelli, D Cutajar, I Cornelius, L. Tran, D Bolst, R Preston, R
Gupta, J Yuen, M Petasecca, M Lerch, V Prevertaylo, A Rosenfeld, “A convenient
verification method of the entrance pho-neutron dose for an 18MV medical linac
using silicon p-i-n diodes”, Radiation Measurements, (106), 2017
• L Tran, L Chartier, D Bolst, A Pogossov, S Guatelli, M Petasecca, M Lerch, D
Prokopovich, M Reinhard, B Clasie, N Depauw, H Kooy, J Flanz, A McNamara, H
Paganetti, C Beltran, K Furutani, V Perevertaylo, M Jackson, A Rosenfeld, “Char-
acterisation of proton pencil beam scanning and passive beam using a high spatial
resolution solid state microdosimeter”, Medical Physics, (44), 2017
• L Chartier, L Tran, D Bolst, S Guatelli, A Pogossov, D Prokopovich, M Reinhard,
V Perevertaylo, S Anderson, C Beltran, N Matsufuji, M Jackson, A Rosenfeld,
“Microdosimetric Applications in Proton and Heavy Ion Therapy using Silicon Mi-
crodosimeters”, Radiation Protection Dosimetry, (180), 2018
• L Tran, D Bolst, S Guatelli, G Biasi, A Fazzi, E Sagia, D Prokopovich, M Rein-
hard, Y Keat, M Petasecca, M Lerch, A Pola, S Agosteo, N Matsufuji, M Jackson,
A Rosenfeld, “High spatial resolution microdosimetry with monolithic ∆E-E de-
tector on 12C beam: Monte Carlo simulations and experiment”, Nuclear Inst. and
Methods in Physics Research, A, (887), 2018
ix
• L Tran, D Bolst, S Guatelli, M Petasecca, M Lerch, L Chartier, D Prokopovich, M
Reinhard, M Povoli, A Kok, V Perevertaylo, N Matsufuji, T Kanai, M Jackson, A
Rosenfeld, “The relative biological effectiveness for carbon, nitrogen and oxygen
ion beams using passive and scanning techniques evaluated with fully 3D silicon
microdosimeters”, Medical Physics, (45), 2018
• L Tran, L Chartier, D Bolst, J. Davis, D Prokopovich, A. Pogossov, S Guatelli, M
Reinhard, M Petasecca, M Lerch, M Povoli, A Kok, V Perevertaylo, N Matsufuji,
M Jackson, A Rosenfeld, “In-field and out-of-file application in 12C ion therapy
using fully 3D silicon microdosimeters”, Radiation Measurements, (115), 2018
• E Debrot, D Bolst, B James, L Tran, S Guatelli, M Petasecca, D Prokopovich, M
Reinhard, N Matsufuji, M Lerch, A Rosenfeld, “Investigating variable RBE in a
12C minibeam field with microdosimetry and Geant4”, Radiation Measurements,
(Accepted)
• E Debrot, L Tran, L Chartier, D Bolst, S Guatelli, C Vandevoorde, E de Kock, P
Beukes, J Symons, J Nieto-Camero, D A Prokopovich, S Chiriotti, A Parisi, M
De Saint-Hubert, F Vanhavere, J Slabbert, A B Rosenfeld, “SOI microdosimetry
and modified MKM for evaluation of relative biological effectiveness for a passive
proton therapy radiation field”, Physics in Medicine Biology, (63), 2018
• B. James, L. T. Tran, J. Vohradsky, D. Bolst, V. Pan, M. Carr, S. Guatelli, A.
Pogossov, M. Petasecca, M. Lerch, D. A. Prokopovich, M. I. Reinhard, M. Povoli,
A. Kok, D. Hinde, M. Dasgupta, A. Stuchbery, V. Perevertaylo, A. B. Rosenfeld,
“SOI Thin Microdosimeter Detectors for Low Energy Ions and Radiation Damage
Studies”, IEEE Transactions on Nuclear Science, (Accepted)
• A Parisi, S Chiriotti, M De Saint-Hubert, O Van Hoey, C Vandevoorde, P Beukes,
E de Kock, J Symons, J Nieto-Camero, J Slabbert, P Megret, E Debrot, D Bolst, A
Rozenfeld, F Vanhavere, ”A novel methodology to assess linear energy transfer and
relative biological effectiveness in proton therapy using pairs of differently doped
thermoluminescent detectors”, Physics in Medicine Biology, (Accepted)
List of conference proceedings:
• D Bolst, L Tran, S Guatelli, N Matsufuji, A Rosenfeld, “Modelling the Biological
Beamline at HIMAC using Geant4”, Journal of Physics Conference Series, 2019
Thesis Outline
This thesis investigates the use of novel silicon microdosimeters developed by the Centre
For Medical Radiation Physics, University of Wollongong, in hadron therapy by means
of the Monte Carlo toolkit Geant4.
Chapter 1 provides a literature review of the main physical interactions in hadron ther-
apy and the concepts of microdosimetry.
Chapter 2 shows the benchmarking study of Geant4 against experimental measurements
for carbon ion therapy, necessary to quantify the accuracy of the Monte Carlo code in the
context of this project.
Chapter 3 reports the investigation of methods to convert silicon energy deposition mea-
surements to tissue equivalent lineal energy, in hadron therapy.
Chapter 4 describes the optimisation of silicon sensitive volume’s design for silicon mi-
crodosimetric devices, when used in hadron therapy, based on the methods found in chap-
ter 3.
Chapter 5 investigates the impact which different sized sensitive volumes has on the mi-
crodosimetric spectra and quantities.
Chapter 6 describes the validation of Geant4 for silicon microdosimetry by comparing
Geant4 against experimental measurements for 12C , 14N and 16O beams, adopting the
methods found in chapter 3.
Chapter 7 - illustrates the characterisation of the response of the “Bridge” microdosimeter
in proton therapy.
Chapter 8 presents the conclusions and recommendations deriving from the results of
this project.
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Chapter 1
Literature Review
This chapter provides a brief overview of the main concepts investigated in this thesis,
namely, the physical interactions involved in hadron therapy and the concepts of micro-
dosimetry/silicon microdosimetry important for hadron therapy quality assurance. Fi-
nally, a brief introduction to the Geant4 Monte Carlo toolkit is provided.
1.1 Introduction
Radiotherapy was first used two months after the discovery of x-rays in 1895 by Röntgen
[1]. Radiotherapy is the treatment of cancer by delivering radiation to cancer cells to kill
them, whilst at the same time trying to minimise the radiation delivered to healthy tissues.
Since the start of radiotherapy the most common radiation used remains to be photons,
generated using medical linear accelerators (LINACs). The idea to harness heavy charged
particles was first proposed by Robert R. Wilson in 1946 [2]. The first patient was treated
with proton therapy in 1954 at the Lawrence Berkeley Laboratory (LBL) led by Cornelius
Tobias who later investigated the use of alpha particles and other heavier ions. Using ions
larger than protons to treat patients in clinical trials was first carried out with 4He beams at
the Bevalac facility at the LBL beginning in 1975 [3] and shortly after in 1977 20Ne ions,
as well as other ions, began being trialled. Up until the closure of Bevalac in 1992 there
had been 2054 patients treated using 4He and a further 433 patients treated using other
ions (predominately 20Ne ions) [4] [5]. Following the closure of Bevalac, treatment using
ions has been dominated by 12C , with 21,580 patients worldwide having been treated
with 12C ion radiotherapy by 2016 [4]. First clinical trials using 12C ions were performed
in Japan starting in 1994 by the National Institute of Radiological Sciences (NIRS) at the
Heavy Ion Medical Accelerator in Chiba (HIMAC).
In Australia, one in two men and one in three women are diagnosed with cancer by the
age of 85, with approximately half of cancer treatments using radiotherapy [6]. Radio-
therapy treatments in Australia are currently performed using only photon sources, with
1
CHAPTER 1. LITERATURE REVIEW 2
some electron treatments used occasionally; these treatments are predominantly delivered
using a medical LINAC. The way which photons from a LINAC deposit energy in a pa-
tient is characterised by a large amount of energy at the surface (a few millimetres under
the skin, after the build-up) and a tailing dose. Hadron therapy is a type of radiotherapy
which uses hadrons, including protons (proton therapy) and other larger ions such as car-
bon nuclei (carbon ion therapy). Protons and heavier ions are charged particles which lose
energy continuously via electromagnetic interactions and have nuclear interactions with
the target, producing nuclear recoils and fragments. They deposit the maximum of energy
at the end of their well-defined range, called the Bragg Peak (BP). Figure 1.1 shows how
different beams deposit energy in a water box representing a patient (call a phantom). It
can be seen that the charged particles deposit energy in a much more localised region,
which is advantageous for sparing dose to healthy tissue outside the tumour.
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Figure 1.1: Comparison of how different radiotherapy beams deposit energy in a water
phantom. The 6MV LINAC curve is a photon beam and is representative of the most
common radiotherapy beam currently used in Australia, 1H and 12C are proton and car-
bon 12 nuclei beams, respectively.
Despite the reduction of radiation to healthy tissue, hadron therapy poses some added
challenges compared to conventional photon radiotherapy which include:
• a sharp energy deposition gradient at the BP, meaning measurement equipment re-
quire high spatial resolution, less than a millimetre for accurate measurements,
• a more complex radiation field due to nuclear interactions,
• a changing biological effectiveness along the Bragg curve, meaning less radiation
dose is required to achieve the same biological endpoint.
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It is important to ensure that the radiation treatment delivered to a patient matches with
the planned treatment.
Microdosimetry is the approach developed by Rossi and Zaider [7] to study the effect
of radiation at the cellular level, starting from the energy deposition distribution in micron
sized volumes representing biological cells. Microdosimetry is particularly suitable for
hadron therapy because it can be applied to mixed radiation fields.
Microdosimetry measurements are traditionally performed using tissue equivalent pro-
portional counters (TEPCs), which are detectors with measuring volumes of the order of
10 mm in diameter, filled with a low pressure gas which mimics the same energy losses
which would occur in a cell. TEPC’s large size mean that they are not well suited to the
sharp dose gradients at the end of the BP and their large size and operation can make them
difficult and time consuming to make measurements.
Silicon microdosimeters offer many advantages over TEPCs including true micron
sizes for the detector volumes, making detailed measurements of the end beam’s path
possible. Silicon designs also permit compact and simple operation, this makes it ideal
for quality assurance since measurements can be performed quickly and the biological
effect of the beam can be estimated and compared to the planned treatment. Silicon mi-
crodosimeters have the potential to improve the quality assurance of hadron therapy treat-
ments, improving the effectiveness of the treatments delivered to patients [8] [9] [10].
The need for such devices is becoming more important as the number of hadron therapy
facilities around the world continues to increase.
Despite the potential advantages of silicon microdosimetry, such technology has some
complications compared to TEPCs, including the lack of tissue equivalence and not being
able to manufacture spherical sensitive volumes.
This thesis investigates the use of silicon microdosimetry for quality assurance in hadron
therapy by means of Monte Carlo simulations. It provides a methodology to convert ex-
perimental measurements from silicon to tissue and to reduce the angular dependence of
the device. The results are then used to improve the design of the device. Monte Carlo
simulations were used because, once their accuracy is established, they allow to the ef-
fects of the complex mixed radiation field of hadron therapy to be studied and in the case
of the microdosimetric response, allowing a better understanding of experiments.
1.2 Monte Carlo in radiotherapy
Monte Carlo simulations are extensively used in radiotherapy and are considered the gold
standard when calculating the radiation dose from a source [11]. Some example applica-
tions which Monte Carlo is used for include: secondary radiation dose to a patient [12],
patient motion [13], shielding of facilities [14] and the optimisation of designs such as
beam shaping equipment [15] and detectors [16]. The work presented throughout this
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thesis uses the Geant4 toolkit to perform Monte Carlo simulations.
Geant4 (GEometry ANd Tracking) [17] [18] [19] is a widely used Monte Carlo toolkit
which emerged from a research project based at CERN in 1994 to replace the existing
Monte Carlo code, Geant3, which had been released in 1974 [20]. The first public release
of Geant4 was in 1998 and was written in the C++ language to take advantage of object-
orientated functionality, Geant4 differs from many other commonly used general purpose
Monte Carlo codes such FLUKA [21], MCNP [22] and PHITS [23] which are FORTRAN
based codes. The development of Geant4 is currently carried out by over a 100 scientists
from various institutes around the world.
Being a toolkit a user cannot simply “run” Geant4 “out of the box” but must write an
application built upon the Geant4 kernel. A user application requires a minimum of a
description of the experimental set-up where primary particles are generated and tracked
while interacting with the target. Secondary particles, emerging from the interactions in
the experimental set-up, are tracked as well. The minimum requirements for a Geant4
application is the inclusion of three classes which are called the DetectorConstruction,
PrimaryGeneratorAction and the PhysicsList classes.
Geant4 is used in a wide range of applications, with available physics ranging from
energies as low as eV and up to TeV. Both electromagnetic and hadronic physics interac-
tions are modelled. Specific models exist to describe the interactions of optical photons
and low energy particles down to few eV.
When using Monte Carlo codes, it is important to quantify the accuracy of the models
being used compared to experimental measurements, particularly when used for studies
relevant to human safety. There have been many studies applicable to medical physics per-
formed using Geant4, which have compared experimental measurements against simula-
tion results for a range of different applications. Some of these tests include: X-ray imag-
ing [24], range of beams in materials [25] [26] and fragmentation of ion beams [27] [28].
Performing routine testing of Monte Carlo releases is important to monitor any changes
to the results. In Geant4 there exists many tests which are performed for each release with
many being able to be viewed online at https://geant-val.cern.ch/.
1.3 Electromagnetic interactions in hadron therapy
This section summarises the main physical concepts concerning the electromagnetic (EM)
interactions of particles in matter, relevant for hadron therapy. Physics models used in
Geant4 to describe such interactions are included as well.
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1.3.1 Stopping Power
The main appeal of hadron therapy, using protons or heavier ions, is its ability to spare
dose to healthy tissue compared to conventional photon radiotherapy. As shown earlier
in figure 1.1, photon beams have a tailing dose profile. Charged beams instead have a
well-defined finite range and a maximum dose deposited at the end of its range, the Bragg
Peak (BP). The shape of the BP is mainlya due to electromagnetic (EM) interactions
which occur more or less continuously as a charged particle traverses a medium. The
average amount of energy, dE, an ion loses to a medium per unit of path dx is termed the
stopping power, S or dE/dx, shown in equation 1.1.
−dE
dx
= Se +Sn +Sr (1.1)
The three terms are the electronic or collision stopping power (Se), the nuclear stopping
power (Sn) and the radiative stopping power (Sr) [29]. Nuclear stopping power describes
the elastic energy loss between the projectile and target nuclei while the radiative stopping
power describes the emission of bremsstrahlung radiation.
At therapeutic energies the energy lost by ions to a medium is dominated by in-elastic
Coulomb interactions with atomic electrons, which are either excited or ionised [30]. This
phenomenon is described by the electronic stopping power term.
Nuclear stopping power only becomes significant below 10−1 MeV/u and becomes the
dominant term at ∼ 10−3 MeV/u for a 12C ions, while radiative stopping power can be
neglected entirely.
There have been many formulations to quantify the electronic stopping power, starting
from 1905 by Bragg and Kleeman [31] and by Bohr in 1915 [32] to Bethe in 1930 [33],
which had quantum effects added soon after by Bloch in 1933 [34]. The description of
stopping power formulated by Bloch, usually referred to as the Bethe-Bloch formula, is
widely used to calculate the stopping power of ions and is shown in equation 1.2. This
can then be used to calculate the range of ions in a medium.
Se =
dEe
dx
=
4πe4k2eNZ2p
m0c2β 2
[
ln
(
2m0c2β 2
I (1−β 2)
)
−β 2
]
(1.2)
• e− magnitude of an electron’s charge equal to 1.602×10−19C
• m0 rest mass of an electron equal to 511 keV/c2
• ke is Coulomb’s constant equal to 8.99×109Nm2C−2
• N is the electron density of the target material
aAs shown later, hadronic interactions at the energies of interest for hadron therapy influence the shape
of the BP and are responsible for the dose tail behind the distal edge.
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• Zp is the projectile charge
• c is the speed of light in a vacuum equal to 3×108 m/s
• β is the ratio of the projectile’s velocity to c
• I is the mean excitation energy of the medium, which for water is ∼75-78 eV
In Geant4, electronic stopping power is calculated using the Bethe-Bloch formula for
energies above 2 MeV/u. For energies below 2 MeV/u the ICRU parameterised values
are used. For proton and α particles ICRU49 [35] values, for larger ions, if the tar-
get/projectile target exists in the ICRU73 tables [36] they are used, otherwise the ICRU49
values are scaled based on the mass and charge of the ion [26].
1.3.2 Linear energy transfer
A similar term which is sometimes used interchangeably with stopping power is the linear
energy transfer, LET or L, and is shown in equation 1.3. Equation 1.3 is what is referred
to as the “restricted” LET or restricted linear electronic stopping power form of LET
[29]. The quotient dE/dx is the mean energy lost to a medium by a charged particle
via electronic interactions in a unit path length, dx, excluding any electrons created with
an energy above ∆. For example LET100eV would be the energy a charged particle loses
to a medium excluding any electrons it generates with an energy of or above 100 eV.
The distinction between stopping power and the restricted LET (LET∆) is that LET∆ is
more representative of the energy imparted to a certain local region defined by the value
of ∆ while the stopping power represents the total energy a charged particle loses when
traversing a medium. When no subscript is written LET should be assumed to be the
unrestricted LET or LET∞ or L∞, the unrestricted LET is identical to the stopping power.
LET∆ =
(
dE
dx
)
∆
(1.3)
1.3.3 Straggling
Due to the stochastic nature of energy loss at microscopic scales, there are fluctuations
in the amount of energy lost to a medium which causes variations in the range of ions.
This straggling of the range becomes more prominent for higher energy beams where the
range increases in the target medium.
The fluctuations of energy lost in a medium by a charged particle are dependent on the
number of ionisations and excitations which occur and how much energy is transferred in
each of these collisions.
The number of ionisations/excitations follow a Poisson distribution while the energy
transferred in these events depend on single collision spectra for the projectile and medium
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[7]. Single collision spectra for thick targets follow a Gaussian distribution, while for thin
targets follow more complex asymmetrical distributions. Many theoretical descriptions
have been formulated to describe experimental collision spectra such as Vavilov [37].
The number of ionisations and excitations in a medium are proportional to Z2/v2, where
Z is the charge of the projectile and v is its velocity. This increased ionisation for higher
atomic ions reduces the overall variation of energy lost per length and is reflected in
figure 1.2. Figure 1.2 shows the Bragg curves of different ion beams with the same range
in water, it can be seen that the lighter ions have an increased broadening at the BP.
Depth in Water (mm)
0 20 40 60 80 100 120 140 160 180 200
R
el
at
iv
e 
E
ne
rg
y 
D
ep
os
iti
on
0
1
2
3
4
5
6
H 150 MeV1
He 150 MeV/u4
C 285 MeV/u12
Figure 1.2: Comparison of the depth dose profile for different ions in water, illustrating
the effect of range straggling.
1.3.4 Coulomb scattering
As a projectile traverses a medium, its path can be deflected when interacting with target
nuclei via Coulomb interactions. Single deflections, called single Coulomb scattering,
generally will not cause a large deflection of the particle’s trajectory but after multiple
scatters with target nuclei the change in the trajectory can become noticeable, this effect
is referred to as multiple Coulomb scattering (MCS) [38]. The amount of scattering that a
projectile will undergo within a medium was analytically described by Moliére [39] and
was found to agree well with experimental scatter results. For small angles, which are
representative of protons and heavier ions, the angle, θ , which a projectile has scattered
at some depth, d, in a target can be approximated by equation 1.4 [40].
σθ =
14.1MeV
β pc
Zp
√
d
Lrad
[
1+
1
9
log10
(
d
Lrad
)]
(1.4)
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Here Zp and p is the charge and momentum of the projectile particle, respectively. The
radiation length, Lrad , describes how charged particles and photons interact with matter
based upon the target’s density and charge [41]. The values of Lrad for water and air are
similar to one another with values of 36.08 and 36.66 g/cm2 with larger element targets
having lower values of Lrad , lead having a value of 6.37 g/cm2 [42]. The p term in the
denominator means that for larger projectiles such as 12C ions with a mass 12 times larger
than protons results in 12C and other larger ions having much less lateral beam spread,
allowing for a potentially more conformal treatment plan. Comparing a 150 MeV proton
to a 285 MeV/u 12C ion beam the lateral beam spread is approximately three times higher
with the proton beam than the 12C beam [43]. A comparison of the effect of multiple
Coulomb scattering can be seen in figure 1.3 which shows the lateral dose profile of a
spot beam of a proton, 4He and 12C ion beam 10 mm before the BP.
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Figure 1.3: Comparison of the lateral energy deposition 10 mm before the BP for dif-
ferent ions in water and illustrating the effect of the projectile ion scattering off target
nuclei.
1.4 Nuclear interactions in hadron therapy
As a hadron beam traverses a medium its fluence will reduce due to inelastic nuclear
interactions with target nuclei, examples of different beams being attenuated are shown
in 1.4. The amount which a beam is attenuated represents its total reaction cross section,
σR, also called the absorption cross section.
In order for an inelastic nuclear reaction to occur the energy of the incident projectile
must surpass the Coulomb barrier, B, to overcome the Coulomb repulsion. The value of B
can be calculated by B = Zze2/R where Z and z are the atomic numbers of the target and
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Figure 1.4: Comparison of the attenuation of different ion beams in water.
projectile, e is the electric charge and R is the distance at which the nuclear strong force
can overcome the Coulomb repulsion [44]. Due to quantum tunnelling there exists a small
probability of inelastic nuclear reactions when the energy is smaller than B, which can be
seen in figure 1.5. Figure 1.5 shows the total inelastic cross section of protons incident
upon carbon and oxygen targets, both these reactions are particularly relevant for hadron
therapy. The Coulomb barrier for these reactions involving protons is ∼8 MeV [45] and
it can be seen how reactions still occur slightly below B.
Incident Proton Energy (MeV)
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Figure 1.5: Example total reaction cross section of a proton incident upon carbon and
oxygen targets. Data come from [46] and [47] for the carbon and oxygen, respectively.
σR values more specific to 12C ion therapy are shown in table 1.1 for 12C beams incident
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upon thin 12C targets which have been measured by Kox et al. [48]. The results show that
the production of fragments does not vary largely for therapeutic energies above ∼100
MeV/u for 12C beams. A similar study was also performed by Menet et al. [49] using
proton beams incident upon 12C targets also and are shown in table 1.2. It can be seen
that the chance of a 12C beam interacting in-elastically with the medium is ∼2-3 times
larger than with protons. Due to the much higher cross section in carbon beams, and
other similar heavier ions, compared to proton beams the nuclear reactions are much
more prominent and important to consider, such as fragmentation processes.
Energy (MeV/u) σR (mb)
9.33 1444±50
83 965±30
200 864±45
250 873±60
300 858±60
Table 1.1: The total reaction cross section, σR, for 12C ions of various energies incident
upon a thin 12C target. Values come from [48].
Energy (MeV) σR (mb)
30 447±20
40 371±11
60.8 310±13
Table 1.2: The total reaction cross section, σR, for proton beams of various energies
incident upon a thin 12C target. Values come from [49].
1.4.1 Fragmentation
With all external beam radiation treatment modalities, irradiation to healthy tissue cannot
be avoided, with higher doses increasing the chance of inducing secondary cancer as a
result from the treatment [50]. At therapeutic energies (up to 400 MeV/u), the 12C ion
beam generates a complex radiation field, with ∼70% of the primary ions undergoing
fragmentation before the BP [51].
A representation of the nuclear fragmentation process is depicted in figure 1.6 using
the abrasion-ablation model [52]. The process involves the overlap of nucleons from
the projectile nucleus with nucleons of the target nucleus. Such overlapping nucleons
produce an excited pre-fragment product. The excited product de-excites into smaller
nuclei, the projectile fragment continues to travel on a path close to the original trajectory
with a similar velocity, while the target fragment remains almost stationary, receiving
only a small amount of kinetic energy. Both the projectile and target fragments may also
de-excite.
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Figure 1.6: Representation of the fragmentation process of the projectile and target
nucleus having an overlap region which results in the creation of an excited product
which will de-excite by emitting nucleons and smaller fragments (depicted by the dashed
arrows).
Nuclear fragmentation is an important process to be considered in 12C therapy since
it transports dose from the treatment target and deposits it beyond the BP and laterally,
delivering dose to healthy tissue as well as altering the relative biological effectiveness
(discussed below). The effect of fragmentation can be seen in figure 1.7, which shows
the the relative dose deposited in a 30× 30× 30 cm3 water phantom from a 10×10 cm2
290 MeV/u incident 12C beam. The top left plot shows the 1D depth dose distribution,
showing the contribution of the primary 12C beam as well as secondary fragments. It can
be seen that the contribution from the primary 12C beam slightly decreases with depth due
to it continuously undergoing fragmentation up until the start of the BP. The secondary
fragments extend quite far beyond the range of the primary 12C . The bottom left plot of
figure 1.7 shows a 2D dose distribution from the primary 12C beam while the top right
shows the total dose being distributed within the phantom while the bottom right shows
the dose due to helium fragments, one of the fragments with the highest yields in 12C
therapy.
The modelling of a nuclear interaction between a projectile and a target is treated by
Geant4 in three stages at relevant energies for hadron therapy [53], [54]:
1. A cascade model is used to sample interactions between the projectile and target
nuclei and generates high energy secondary particles, leaving the target nucleus
excited.
2. A pre-compound model is then used to describe the nucleus from the excited state to
the nuclear equilibrium. Equilibrium is reached when the number of all transitions
are equally probable.
3. A de-excitation model is then used to de-excite the nucleus
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Figure 1.7: The radiation field produced by a mono-energetic 290 MeV/u 12C beam
incident upon a water phantom. Top left shows the 1D depth dose distribution of the
beam including the primary and secondary components of the radiation field. Bottom
left shows a 2D distribution of the primary 12C beam in the water phantom. Top right
shows the distribution of the total dose in the phantom including from the primary beam
and the secondary particles it generates. Bottom right shows the dose which Helium
fragments deposit in the phantom which extends beyond the BP and laterally from the
primary beam.
Due to the complexity of hadronic interactions there does not exist a single model
which describes all possible processes for the entire energy range (0-100 TeV in Geant4),
instead multiple models are used to describe processes over a certain energy range and for
different particles.
Figure 1.8 shows the relevant hadronic processes for projectile energies up to 100 TeV.
Each process must have cross sections assigned, the probability of a process occurring
(cross section) is independent of the model used, with the model deciding the final state
of the projectile and target system. Multiple models may be used to describe a single
process with default energy ranges for the model being able to be changed by the user.
Processes require that there are no energy ranges which have no model available and that
models do not cover the same energy range (for example two models cannot both start
and end from energies x-y). When multiple models overlap in a certain energy range the
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model is chosen randomly via uniform linear sampling.
1 MeV  10 MeV   100 MeV    1 GeV     10 GeV      100 GeV   1 TeV
QMD (ion-ion)
Wilson Abrasion
Binary cascade
BERT intranuclear cascade
Evaporation
Fermi breakup
Multifragment
Photon Evap
Pre-
compound
High precision 
neutron
At rest absorption 
Radioactive decay
Quark Gluon string
Fritiof string
Electron-nuclear dissociation
Photo-nuclear, electro-nuclear
INCL
Figure 1.8: A sample of the hadronic physics models available in Geant4.
For fragmentation at therapeutic energies and targets there exists three main applicable
models in Geant4, the Binary Intranuclear Cascade (BIC), the Quantum Molecular Dy-
namics (QMD) and the Liege Intranuclear Cascade (INCL++). The BIC model describes
the interaction between a projectile and a single nucleon of the target nucleus interacting
in the overlap region as Gaussian wave functions. The QMD model instead considers all
nucleons of the target and projectile, each with their own wave function; this inherently
causes QMD to have greater computation times than BIC. Unlike the other two models,
INCL++ models the nucleons as a free Fermi gas in a static potential well. The targets
and projectiles which can be modelled by the INCL++ model are limited to a mass num-
ber of A = 18. For higher A values of both the projectile and target the fragmentation is
modelled using BIC. More details on the BIC, QMD and INCL++ physics models can be
found in the Geant4 Physics Reference Manual [55].
Due to the impact on the radiation field, it is important to accurately model the frag-
mentation to predict and minimise the dose to healthy tissue delivered by the treatment
plan. Thus it is important to benchmark and to validate the models used to study the ra-
diation field against experimental measurements, which is performed in a chapter of this
thesis.
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1.5 Microdosimetry
Microdosimetry is the method of measuring the energy deposition from radiation in vol-
umes of the order of microns, representing the dimensions of biological cells/nuclei [7],
[56]. At these scales the stochastic nature of energy loss due to the fluctuations in the
number of ionisations/excitations in the medium and the amount of energy transferred
in each of these events becomes significant [57], [58]. Microdosimetry is a particularly
convenient method for estimating the biological effect of a radiation field, regardless if
it is a single particle source or a complicated mixed radiation field. The radiation field
produced in hadron therapy is particularly complex due to the various inelastic hadronic
interactions [30], making microdosimetry particularly well suited for characterising the
radiation field for both in-field [10] and out-of-field [59].
1.5.1 Microdosimetric Quantities
The fundamental quantity in microdosimetry is the mean lineal energy, y, which is de-
fined in equation 1.5, where ε is the energy deposited in the sensitive volume (SV) with
micrometer sizes and ⟨l⟩ is the mean chord length.
y =
ε
⟨l⟩
, (1.5)
A similar quantity is the specific energy, z, which is defined in equation 1.6, where m
is the mass of the sensitive volume. The mean specific energy, ⟨z⟩ is equivalent to the
non-stochastic quantity of dose.
z =
ε
m
(1.6)
Returning to lineal energy, the value of ⟨l⟩ for a convex solid with a volume of V and
surface area S can be calculated by Cauchy’s formula as shown in equation 1.7. Equa-
tion 1.7 is applicable when the distribution of random chords in the volume follow a
µ-randomness [60], or isotropic, distribution.
⟨
lCauchy
⟩
=
4V
S
(1.7)
There have been many equations formulated to describe the distribution of chords in
different shaped volumes under a µ-randomness distribution [61], [62]. Example chord
distributions of a sphere and a cube are shown in figure 1.9 with the equations of these
distributions shown below.
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Figure 1.9: Example chord distributions for a sphere with a diameter of 15 µm and a
cube with edges of 15 µm, these distributions have a mean chord length of 10 µm.
f (l) =
l, l ≤ d0, l > d
where d = diameter of sphere
f (l) =

8
3sπ , l = 0
k(8x3 −3x4), 0 < l ≤ 1
k(6π +6x4 −1−8(2x2 +1)
√
x2 −1), 1 < l ≤
√
2
k(6π −3x4 −5+8(x2 +1)
√
x2 −2−24tan−1(
√
x2 −2)),
√
2 < l ≤
√
3
where x = l/s,s = cube’s side length ,k =
1
3sπx3
The lineal energy is usually measured experimentally by using a multi-channel analyser
(MCA) which enables the amount of energy deposited in a certain timing window to
be recorded. An example MCA, or energy deposition spectrum, at the BP of a mono-
energetic 290 MeV/u 12C ion beam is shown in figure 1.10 (top plot). Using the energy
deposition spectrum the lineal energy frequency distribution, f (y), can then be obtained
by dividing the energy deposition (x-axis) by ⟨l⟩ and normalising the distribution to 1.
From f (y), a number of useful quantities can be calculated, these include the frequency
mean lineal energy yF and the dose mean lineal energy yD. yF is the first moment of f (y)
and yD is the ratio of the second and first moment of f (y) which is shown in equations 1.8
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and 1.9, respectively.
yF =
∫
y f (y)dy (1.8)
yD =
∫
y2 f (y)dy∫
y f (y)dy
=
∫
y2 f (y)dy
yF
(1.9)
An alternative to f (y) is the dose distribution, d(y), this is shown in equation 1.10.
Unlike f (y), which represents the proportion of events with a certain lineal energy, d(y)
represents the proportion of the dose in the SV due to a particular lineal energy.
d(y) =
y f (y)
yF
(1.10)
Example f (y) and d(y) distributions generated from the energy deposition spectrum
in figure 1.10 (top) are shown in figure 1.10 (middle plots). Due to the stochastic nature
of the energy distribution, as well as the complicated mix of different particles making
up a radiation field, the range of lineal energies which are deposited in a SV can extend
over many orders of magnitude. Because of the large range in the energy deposition, mi-
crodosimetric measurements are commonly displayed on a semi-log plot with the x-axis
being log and bin sizes being logarithmically spaced. The example spectra shown in figure
1.10 (top and middle plots) were plotted on a logarithmic x-axis but used linearly spaced
bins, using logarithmic spaced bins greatly reduce the visual effects of noise. Example
logarithmically binned data is shown in figure 1.10 (bottom) using the same data from
the middle plots, it should be noted that the y-axis is now y f (y) and yd(y) for the f (y)
and d(y) distributions, respectively. The reason for the change in the y-axis comes from
re-binning the linear spaced y bins to log spaced bins, with the relation shown in equation
1.11. More details on the method of re-binning linear bins to log can be found in Ap-
pendix B of the ICRU 36 report [57], just note that equation B.9 contains a typographical
error and should be
∫
d(y)dy = 1 instead of
∫
yd(y)dy = 1.∫
d(y)dy =
∫
yd(y)d(lny)
= ln(10)
∫
yd(y)d(logy)
(1.11)
1.5.2 Different particle types
As shown above, the calculation of the lineal energy assumes a constant value for the ⟨l⟩ .
This assumption is valid provided that the particles depositing energy in the SV originate
outside of the SV and exit the SV before stopping. Such an event where the particle
originates outside the SV and exits the SV is what is referred to as a crosser. When
performing microdosimetric measurements it is usually important that the majority of
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Figure 1.10: The top plot shows an example energy deposition spectrum (MCA) ob-
tained from irradiating a 10 µm thick SV silicon microdosimeter at the BP of a 290
MeV/u 12C ion in water, this data is in linear bins but plotted on a logarithmic x-axis.
The middle images show the f (y) and d(y) distributions generated from the top energy
deposition spectrum, left and right respectively, this data is in linear bins but plotted on
a logarithmic x-axis. The bottom plots shows the same data as the middle plots except
that the data has been re-binned into logarithmic spaced bins, due to this rebinning the
quantities change from f (y) and d(y) to y f (y) and yd(y), respectively.
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events recorded in a SV are due to crossers so that equation 1.7 is valid, however, it is not
possible to guarantee that all events are crossers, particularly when measuring at the distal
edge of a BP. To describe the different types of radiation fields which a microdosimeter is
placed in, there are a number of different types of particle events which are summarised
below [63].
• Crosser - the particle enters and exits the SV
• Stopper - the particle enters but stops in the SV
• Starter - the particle is generated within the SV and exits
• Insider - the particle is generated and stops in the SV
Of the different event types the stopper is usually the most observable type, forming a
stopper peak. A stopper peak occurs at the very right of a microdosimetric spectrum and
represents the maximum energy a type of particle can deposit in the material.
1.6 Biological response from radiation
When targeting a tumour for treatment, the aim is to destroy the cancer cells, however,
because it is not possible to kill all cells, without significantly endangering healthy cells, a
proportion of cells is chosen to be considered sufficient to prevent continued growth [64].
It is crucial to understand how a cell type will respond to radiation in order to know
how much dose needs to be administered to kill the target cancer cells. Determining the
response of a certain cell type to radiation is characterised by a cell survival curve. Cell
survival curves involve irradiating cells in vitro and tracking the number of surviving cell
colonies against the dose. An example of a cell survival curve is shown in figure 1.11.
In particular, it illustrates the survival of cells after being irradiated alternatively with a
photon and an ion beam. It can be seen in figure 1.11 that the cells die with noticeably
less dose with the ion beam than the photon beam. This increased killing efficiency is
described by the relative biological effectiveness (RBE).
The RBE quantifies how efficient a radiation source is to cause a biological effect. One
common biological endpoint to compare radiation sources with is the dose required to
have only 10% of irradiated cells survive in a population of cells. The RBE is defined as
the ratio of dose from a radiation source, DTest , required to give the same biological effect
as a reference radiation source when dose DRe f is delivered, shown in equation 1.12. The
reference radiation source is commonly photons from cobalt 60.
RBE =
DTest
DRe f
(1.12)
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Figure 1.11: Example of cell survival data for cells irradiated in vitro by photons and
heavy ions. Plot adapted from [43].
Due to less dose needed to achieve the same biological endpoint, when delivering a plan
in heavy ion therapy, instead of using the standard quantity of physical dose ,D, (energy
deposited per unit mass) the biological dose, defined as D×RBE, is instead used to pre-
scribe a treatment. It should be emphasied that heavy ion therapy, referring to ions larger
than protons, and not hadron therapy (including protons) uses a variable RBE since proton
therapy currently uses a constant value of 1.1 for RBE in clinical treatments [65]. The use
of a fixed RBE in proton therapy will be discussed further in a later chapter.
The RBE and response of the cells is influenced by many factors including:
• Radiation type
• Cell type
• Dose rate
• Treatment type (Fractionation)
• Oxygen concentration
Overkilling refers to when the DNA has already been killed and further radiation is
delivered, since extra dose is being added but no change to the biological effect occurs (the
DNA is already dead) means that the RBE decreases, the value of LET where overkilling
begins usually starts from ∼100-150 keV/µm [66] [67].
The influence of radiation type to cell damage is largely due to different particles pro-
ducing different track structures with different ionisation densities. Figure 1.12 shows
different beams traversing in water with a range of ∼30 µm, this figure was generated in
Geant4 using the Livermore low energy model with the production threshold set to 10 eV.
The figure has been obtained with a Geant4 simulation. Blue and red represent the tracks
of positively charged particles and electrons, respectively. Each yellow dot represents an
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interaction such as an ionisation. Figure 1.12 shows how drastically the density of the
different beams varies and this density corresponds to how likely a double strand break
(at the basis of the cellular damage) is likely to occur. If the track density increases to a
certain amount then overkilling will begin to occur.
e- 0.03 MeV
p 1 MeV
 4 MeV
12C 17 MeV
2 m
Figure 1.12: Comparison of different ionisation densities of particles in water. The path
of electrons and positively charged particles are red and blue, respectively. Each yellow
dot representing an interaction, the range of all the particles is ∼30 µm in water.
In order to create an effective treatment plan it is paramount that enough dose is de-
livered to the target volume so that a suitable amount of cells are killed. At the same
time it is important that excessive dose is not delivered, to reduce the chance of inducing
secondary cancer in healthy tissue. Many different models exist which aim to describe
the response of cells to radiation, with hadron therapy, particularly heavy ion therapy, re-
quiring more complex models due to the RBE changing with depth. There have been a
number of models developed over the years to describe the response of cells to radiation
exposure, some of these models include:
• Linear Quadratic Model (LQM)
• Local Effect Model (LEM)
• Microdosimetric Kinetic Model (MKM)
1.6.1 Linear quadratic model
The linear quadratic model (LQM) is the most common model for describing the cell
survival probability and is stated in equation 1.13.
S = exp
(
−
(
αD+βD2
))
(1.13)
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The survival, S, represents the proportion of surviving cells after some irradiation of
dose D, with an S of 1 meaning that all cells survived after being irradiated with dose
D. The α and β terms are constants dependent on the cell type, the α term describes the
first part of the survival curve, lower LET radiation is characterised with a shoulder at the
start of the curve. The β term instead describes the second part of the curve, governed by
damage from double hits. The values of the α and β terms are obtained from cell survival
experiments [68].
1.6.2 Linear effect model
The local effect model, LEM, was formulated at GSI by Scholz and Kraft [69] for treat-
ment planning of 12C ion beams to estimate their RBE. The basis for the LEM is that the
biological response of cells from radiation is due to the track structure of the radiation.
The LEM begins with the assumption that after the irradiation of a group of cells with a
dose D, that there will be on average N lethal events which cause cell’s death. By assum-
ing a Poisson distribution in the number of lethal events, the fraction of cells surviving
after being irradiated with a dose D, S(D), can be expressed by equation 1.14.
S(D) = exp(−N(D))N(D) =− lnS(D) (1.14)
Using the LQM (equation 1.13) for the surviving fraction of cells, equation 1.14 can be
re-written as:
N(D) = αD+βD2 (1.15)
If now the nucleus of a cell with volume, V , is assumed to be made up of sensitive sub-
nuclear sites then the density of lethal events in the nucleus, l(D), can be expressed as:
l(D) =
N(D)
V
=
− ln(S(D))
V
(1.16)
It is assumed that one lethal event in a sub-nuclear volume will cause the cell to die. If a
cell is irradiated with X-rays the density of lethal events (l(D)) will follow a homogenous
distribution. If however, the cell volume is only partially irradiated with a volume of ∆V ,
with a some varying dose distribution of D(x,y,z) to calculate the number of sub-nucleus
volumes which receive a lethal dose Nlethal the dose distribution must be integrated over
the entire volume as shown in equation 1.17.
Nlethal =
∫
x
∫
y
∫
z
αD(x,y,z)+βD(x,y,z)2
V
dxdydz (1.17)
The proportion of cells which survive will be those which have no lethal events occur and
can be written as:
S = exp(−N) (1.18)
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The LEM calculates the RBE by using α and β values of cells derived X-ray from exper-
iments.
1.6.3 Microdosimetric kinetic model
The microdosimetric kinetic model (MKM) was first formulated by Hawkins in 1994
[70] and was an extension of the theory of dual radiation action (TDRA), which was
formulated in the 1970’s by Rossi and Kellerer in order to explain the observation that
the RBE of neutrons between 100 keV and a few MeV was dependent upon the absorbed
dose [71]. The MKM was extended by Kase et al [67] for the model to be used in high
LET radiation by accounting for overkilling, this form of the MKM is referred to as the
modified MKM.
The MKM considers that cell nuclei are made up of sub-nuclear spherical volumes
called “domains”, the “size” of these domains are cell specific. If a particle track traverses
a cell, due to the stochastic nature of energy deposition, there will be a distribution in the
amount of energy deposited in the domain volumes. It is then assumed that the probability
that a domain survives, S, after some dose, Gd , follows the same form as for low-LET
radiation (LQM).
S = exp
(
−AGd −BG2d
)
(1.19)
Where A and B are cell specific like α and β in equation 1.13 for LQM. The number of
hits occurring in each domain is assumed to follow a Poisson distribution.
The average number of lethal hits, H, for each domain after receiving a specific energy,
z, is:
H = Az+Bz2 (1.20)
The average number of lethal hits in a nucleus, Hn, with N domains is:
Hn = N ⟨H⟩
= N
(
A⟨z⟩+B⟨z⟩2
)
= (α0 +β z1D)D+βD2
=− lnS
(1.21)
Where D is the dose, z1D is the specific energy in a single event in a domain. The size of
a domain can be calculated by:
z1D =
⟨l⟩
m
yD
=
yD
ρπr2d
(1.22)
Where ρ , rd and ⟨l⟩ is the density, radius and mean chord length of the domain, respec-
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tively.
To take into account overkilling effects, also called saturation effects, the saturation
parameter, y0, is introduced and can be shown to be equal to:
y0 =
ρπrdR2n√
β
(
r2d +R
2
n
) (1.23)
Where Rn is the radius of the nucleus instead of the domain (rd).
The saturation-corrected dose mean lineal energy, y∗, is defined in equation 1.24. y∗ is
similar to yD but incorporates over-killing effects at high lineal energies.
y∗ = y20
∫
(1− exp(−y2/y20)) f (y)dy∫
y f (y)dy
(1.24)
α = α0 + y∗
β
ρπr2d
(1.25)
RBE10 =
2βD10,x−ray√
α2 −4β ln(0.1)−α
(1.26)
By fitting cell survival data for human salivary glands (HSG), exposed to several ions
with varying LET, Kase [67] found values for y0 equal to 150 keV/µm fitted survival
data the best. Additionally, the cell specific parameters for HSGs were found to have
values of: rd = 0.42µm (the radius of the domain), ρ = 1g/cm3 (density of cell’s domain),
α0 = 0.13Gy−1 and β = 0.05Gy−2. Then the RBE for 10% cell survival, RBE10, can be
calculated using equation (1.26), where D10,x−ray is the dose required for 10% survival
for 200keV x-rays and has a value of 5Gy.
Compared to heavy ion therapy, which does not have a significant dose dependence on
RBE, proton beams have been shown to have a dependency with dose which is observed
for fractions less than ∼4 Gy [72], with RBE increasing with smaller dose fractions. This
dose dependency is relevant since proton plans generally deliver single fractions using the
Atomic Energy Agency standard of 2 Gy [73]. Due to this dose dependency of RBE in
proton beams, the MKM needs to use a slightly altered version to take into account the
dose variability [74]. So instead of the RBE taking the form shown in equation 1.26 for
ions heavier than protons, the RBE takes the form as shown in equation 1.27.
RBED =
2βDp√
α2X +4β
(
αDp +βD2p
)
−αX
(1.27)
Here αX is cell specific and has a value of 0.164 Gy−1 and Dp is the physical dose deliv-
ered to the cell from the proton beam, RBE is labeled as RBED for the dose dependency.
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1.7 Experimental microdosimetry
1.7.1 Tissue equivalent proportional counters
Microdosimetry measurements have traditionally been performed using tissue equivalent
proportional counters (TEPCs), also called Rossi chambers, the physical sensitive vol-
umes of commercial TEPCs are commonly of the order of 10 mm in diameter and are
filled with a tissue equivalent gas which is often methane or propane based [75]. A di-
agram of a TEPC is shown in figure 1.13. The relatively large volume of the TEPC
performs energy deposition measurements, Eg, which represent the energy deposited in
micron sized tissue volumes, Et . The TEPC is capable of making these micron equivalent
measurements by using a low pressure gas (approximately a hundredth of atmospheric
pressure usually) with a mass stopping power (S/ρ)g which when scaled by the density
and diameter of the SV is equivalent to the product for a micron sized tissue volume, this
relationship is summarised in equation 1.28 and is represented in figure 1.14 (where the
mass stopping power is the same for both volumes).
∆Eg = ∆Et(
S
ρ
)
g
ρgdg =
(
S
ρ
)
t
ρtdt
(1.28)
Traditional commercial TEPCs have a number of limitations, one is its large size, which
makes measurements of the BP at the end of an ion’s track, which have sharp dose gra-
dients, to have averaging effects. Furthermore, the operation of the TEPC requires a high
voltage supply, of the order of several hundred volts and a complex gas supply, meaning
portability and setup can be challenging. Furthermore, the design and size of a TEPC
with the large SV gas enclosed introduces a number of wall effects. These wall effects
effect the energy deposition which differs from what would occur for an actual micron
sized volume [63].
1.7.2 Silicon Microdosimetry
As an alternative solution, the Centre for Medical Radiation Physics (CMRP), University
of Wollongong, has adopted a solid state approach which addresses the limitations of the
TEPC and allows a compact portable design with much simpler operation and is free of
wall effects. The use of silicon for microdosimetry dates back to 1980 when Dicello et
al. performed microdosimetric measurements with a silicon diode [76]. From the late
1990’s the CMRP has been extensively involved in the development and use of silicon
microdosimeters.
An important challenge in silicon microdosimetry is creating a SV which has a well
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Figure 1.13: A simple diagram showing the main components of a tissue proportional
counter (TEPC).
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Figure 1.14: Illustration of the principle of how TEPCs are able to simulate the energy
deposition spectra in micron sized volumes using large volumes of the order of millime-
ters by using a very low gas pressure.
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defined shape, this is achieved by having a uniform charge collection. The importance
of achieving a uniform charge collection and well defined SV is due to the lineal energy
being reliant upon the mean chord length of the solid. To determine the charge collection
of a device, CMRP uses the ion beam induced charge collection (IBICC) technique. For
IBICC studies CMRP uses the ANSTO Heavy Ion Microprobe [77] which raster scans an
ion beam which is commonly a 5.5 MeV α beam with a diameter of ∼1 µm. By using
an analogue to digital converter, the charge collected can be read out into an x-y map, an
example of an IBICC image is shown in figure 1.15 (left). Figure 1.15 is from the readout
of a plannar device with an 18 µm diameter SV and the right plot shows the energy
deposition spectrum of the device when irradiated with a 5.5 MeV α beam. Ideally, the
charge collection of the device would be uniform for the SV and not have any charge
outside of the intended SV, corresponding to an energy deposition with only a single
Gaussian peak. However, due to the complex fabrication techniques at micron sizes means
that fabricating a well defined volume proves challenging [78]. Another difficulty with
fabrication of micron devices is the yield of SVs which are active on a device. Over the
decades, each CMRP designed silicon microdosimeter which has been fabricated has been
tested and through testing the devices it has allowed the above properties of charge/SV
uniformity and SV yield to be incrementally improved over the years.
Figure 1.15: Left: Example charge collection of a planar silicon device obtained by
scanning a 5.5 MeV α particle, the drawn circle represents the intended “size” of the
SV. Right: Shows the corresponding energy deposition spectrum from the device when
biased at 0 V (red curve) and 6 V (black curve), the left IBICC image was performed at
6 V. Images reproduced from the honour’s thesis of Lachlan Chartier [79], a publication
on the device can be found in [80].
1.7.3 CMRP Silicon Microdosimeter Designs
First generation CMRP silicon microdosimeters used a silicon on insulator (SOI) design
which was a diode array manufactured by Fujitsu Research Laboratories and was exten-
sively investigated in the thesis of Peter Bradley [63]. In total there were 4800 diodes
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connected together in parallel with a single signal readout, the area of each diode was
10× 10 µm2 with three different designs with thicknesses of 2, 5 and 10 µm. Charge
collection measurements on the designs showed lateral diffusion and the electric field be-
ing distorted dependent upon the LET of particles, resulting in a poor definition of the
sensitive volume shape.
Second generation devices attempted to improve the charge uniformity to better define
the SV with two different second generation designs fabricated, both using planar pro-
cessing techniques. The first version aimed to remove lateral diffusion from the SV by
creating a raised mesa SV structure by etching. However, charge collection studies on the
device revealed that lateral diffusion still occurred and had low SV yields due to the com-
plicated aluminium evaporation required to produce the raised mesa structures [81]. A
revised design removed the raised mesa design and incorporated p+ guard rings to isolate
charge collection to the SV. The change to the more conventional guard-ring design from
the more complicated evaporation technology greatly improved the yield of functioning
SVs to almost 100%. Despite the improvement to the SV yield, the charge collection still
featured noticeable lateral diffusion [82].
Third generation devices were similar to the revised second generation devices, using
a planar design with guard rings. Changes to the previous design included an increased
diameter of the SV to 6-10 µm and increasing the active area ∼16 times compared to
the previous area of 1 mm2. Besides the changes to the number and size of SVs the
third generation devices used a high-resistivity n-type silicon (3 kΩcm) substrate with a
thickness of 10 µm and featured p+ electrode cores. The incorporation of a p+ electrode
gave the possibility to discard laterally diffused events by having coincidence of the core
and p+ guard ring. This generation design had 100% yield of SVs and had improved
charge collection properties due to the ability to have co-incidence filtering using the p+
core [83].
The current fourth generation designs, which are the main focus of this thesis, are fully
etched design which come in two varieties, a “Bridge” and a “Mushroom” design. These
have the advantages of much improved charge collection uniformity and SV definition
compared to planar detectors as well as being more radiation hard and having better tim-
ing properties [84]. Greater details of these devices will be described in detail in future
chapters.
1.7.4 Considerations for silicon microdosimetry
Despite the advantages of silicon microdosimeters over traditional TEPC designs they
still have some complications which need to be addressed. The most obvious of these
complications is that the signal measured in silicon does not represent a biological equiv-
alent response. There have been various studies which have investigated the conversion
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of the silicon response to a tissue equivalent response. Many of these studies have used a
method of finding the equivalent sized tissue volume which the silicon represents. Once
the equivalent sized tissue volume of the silicon SV is found the lineal energy is calculated
by using the mean chord length of the tissue instead, as shown in equation 1.29. Or more
generally the chord length of the silicon is scaled by some factor κ , however this factor
is usually stated in equations to be a scaling factor of the energy deposition, ε , instead of
increasing the ⟨l⟩ as shown in equation 1.30.
y =
ε
⟨lTissue⟩
(1.29)
y =
κε
⟨lSilicon⟩
(1.30)
Bradley and Rosenfeld [85] investigated the tissue equivalence (using ICRU muscle as
the reference material) of a silicon microdosimeter for a boron neutron capture therapy
field and found the scaling value of κ to be 0.63. Guatelli et al. [86] investigated the tissue
equivalence of silicon, using water as the reference tissue material, for therapeutic proton
energies and found a scale factor of 0.56. Tran [87] investigated the tissue equivalence
of silicon design in aviation radiation fields, characterised by fast neutrons, by comparing
the energy deposition in a cubic silicon design to a spherical tissue design a scaling factor
of 0.58 was found appropriate.
A less investigated complication with silicon devices, which is particularly important
in hadron therapy fields, is the use of the mean chord length determined by Cauchy’s
equation for calculating the lineal energy. This complication arises due to silicon SVs not
being able to be fabricated into spherical shapes and the radiation fields associated with
hadron therapy fields being very conformal. Due to these two factors the accuracy and
appropriateness of using the mean chord length which is relevant for isotropic radiation
fields should be considered when using silicon microdosimeters in hadron fields.
Chapter 2
Validation of hadronic physics models
in Geant4
Due to the complexity and importance of fragmentation in heavy ion therapy, Monte Carlo
codes are extensively used for studying the secondary radiation fields in heavy ion ther-
apy [88] and to study associated dosimetry and quality assurance technology [89]. This
chapter presents benchmarking and validation of alternative fragmentation models avail-
able in Geant4. The models were benchmarked against experimental measurements of a
mono-energetic 400 MeV/u 12C beam incident upon a water target. This work has sub-
sequently been integrated into the system testing of Geant4, which monitors for changes
to results in new releases of Geant4. The results and use of this test can be found online
at https://geant-val.cern.ch/stat under the test name of FragTest. Part of this
chapter has been published in:
• “Validation of Geant4 fragmentation for Heavy Ion Therapy”, Nuclear Inst. and
Methods in Physics Research, A, (869), 2017
• “Physics Models for Monte Carlo Simulations in Carbon Ion Therapy”, 2019
2.1 Introduction
As figure 1.7 of section 1.4.1 showed, the effect of fragmentation is important to be con-
sidered in heavy ion therapy when planning the treatment of a patient. The importance
of fragmentation is due to the attenuation of the original beam and creating lighter par-
ticles which deposit dose away from the target volume to healthy tissue, beyond the end
of the Bragg peak and laterally from the primary beam. This work investigates the accu-
racy of three different nuclear fragmentation models available in the Monte Carlo Toolkit
Geant4 [17] [18] [19], the Binary Intranuclear Cascade (BIC), the Quantum Molecular
Dynamics (QMD) and the Liege Intranuclear Cascade (INCL++).
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The BIC model describes the interaction between a projectile and a single nucleon
of the target nucleus interacting in the overlap region as Gaussian wave functions. The
QMD model instead considers all nucleons of the target and projectile, each with their
own wave function; this inherently causes QMD to have greater computation times than
BIC. Unlike the other two models, INCL++ models the nucleons as a free Fermi gas in a
static potential well. The targets and projectiles which can be modelled by the INCL++
model are limited to a mass number of A = 18. For higher A values of both the projectile
and target the fragmentation is modelled using BIC. More details on the BIC, QMD and
INCL++ physics models can be found in the Geant4 Physics Reference Manual [55].
The models were benchmarked against experimental data for a pristine 400 MeV/u
12C beam incident upon a water phantom performed at GSI in Germany by Haettner et
al. [51]. The experimental data are available as an EXFOR file [90], which provides data
for fragment yields per water thickness, fragment angular and kinetic energy distributions.
The experiment was conducted using a variable thickness water phantom, time of flight
measurements for fragments were carried out using a start detector before the phantom
and a second detector placed on a linear drive after the phantom.
Previous benchmarking studies have been performed by Böhlen et al. [27] who per-
formed similar experimental comparison to [51] using the BIC and QMD models in
Geant4 version 9.3. Napoli et al. [28] compared BIC and QMD to thin carbon target
data for a 62 MeV/u 12C beam using version 9.4 of Geant4. More recently Dudouet et
al. [91] has compared cross-sections for 95 MeV/u 12C incident upon PMMA using both:
BIC, QMD and INCL++ using version 9.6 of Geant4.
This work was motivated by the observation that the Geant4 Toolkit evolves in time
and therefore it is necessary to develop a testing suite for carbon ion fragmentation, which
plays a crucial role in heavy ion therapy (HIT). Results presented here are obtained with
Geant4, version 10.2p2, which was the most recent version of Geant4 when developing
the project (June 2016). This work includes regression testing of the alternative fragmen-
tation models with the Geant4 versions: 9.6p4 (December 2015), 10.0 (December 2013),
10.1 (December 2014), 10.2p1 (February 2016), 10.3 (December 2016) and 10.4Beta
(June 2017). Note that the date in the parenthesis are the date the version was released.
2.2 Materials and Methods
2.2.1 Simulation Setup
The simulation setup was defined based on the experimental setup adopted in Haettner et
al. [51]. A mono-energetic 400 MeV/u 12C pencil beam is incident on a water phantom
with an area of 50× cm2. In the experiment the thickness of water was varied with a
piston setup while in the simulation the water is simulated as a standalone water box with
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different thicknesses depending on the measurement being simulated. In the simulation
the water phantom is positioned in a vacuum. The pencil beam has a FWHM of 5 mm
and energy sigma of 0.15% representing a FWHM of ∼1.4 MeV/u.
The electromagnetic interactions were modeled using the G4 Standard EM option 3
Physics List. G4HadronElasticPhysicsHP was used to describe the elastic scattering of
hadrons which uses the Wentzel model [92]. The neutron High Precision (HP) model was
adopted to describe neutron interactions up to 20 MeV. All three fragmentation models
are implemented using their default options. In addition to using their default options the
QMD and INCL++ models are also compared using alternative configurations denoted
as QMD-F and INCL-A respectively. The QMD-F uses the “USE-Frag” option which
alters the interaction criterion, while INCL-A uses the ablation model for de-excitation of
nuclei. The QMD-F option was observed not to significantly alter the angular or energy
distribution of fragments compared to the default QMD model for these energies of 12C
ions and so only fragment yield results are shown for the QMD-F option.
The beam fragmentation comparisons were made with water slabs of varied thickness
while for Bragg curve comparisons the water phantom was fixed to 60 cm thick, with
the energy deposition for every depth along the phantom retrieved simultaneously. A
step limit of 0.1 mm was applied within the phantom as well as a production cut size
of 0.1 mm. The energy deposited was scored within a 20× 20 cm2 area at the centre
of the beam with a voxel thickness of 0.1 mm along the direction of incidence of the
beam. The lateral area corresponds to the physical dimensions of the ionisation chamber
(IC) used in the experiment. The thickness of the IC used in the experiments was 3.7
cm [93]. The uncertainty of 1 mm quoted in the experiment refers to the uncertainty in
the water equivalent thickness (WET) of materials positioned in front of the IC used. The
uncertainty of the BP position quoted in the simulation of 0.1 mm is due to the thickness
of the voxels used; because of the relatively large thickness of the experimental IC, this
may cause a smearing of the shape of the BP.
The BP position corresponds to a depth in water of 275 mm. The thickness of the water
slab, L, varied with values: 59, 159, 258, 279, 288, 312 and 347 mm, 107 primary 12C ions
were generated for each water slab thickness. The fragments emerging from the phantom
were tallied when traversing a hemisphere with a radius of 2.94 m, placed after the water
phantom, as shown in figure 2.1. The radius R of 2.94 m corresponds the distance from
the mid target to the detector used in the experiment.
The species, energy, time and position of the fragments when reaching the hemisphere
were scored. For comparing the total fragment yields to the reference experimental data,
the number of fragments within a 10 degree cone given by equation 2.1 were recorded,
the 10 degree cone matches the angular range integrated in the experiment. Equation 2.1
corresponds to figure 2.1 with angle θC being 10 degrees. The yields are normalised to
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Figure 2.1: Sketch of the simulation set-up, showing the incident mono-energetic 400
MeV/u 12C beam incident onto the water slab with variable thickness. The fragments,
emerging from the phantom, are scored when reaching the hemisphere depicted in the
figure.
the number of 12C ions incident upon the water slab.
θC = sin−1
(√
x2 + z2
R
)
(2.1)
θ1 and θ2 in figure 2.1 represent the angles made with the left and right edge of the
detector. For the angular distribution, fragments were recorded within a 40 mm spherical
wedge between angles θ1 and θ2, as shown in figure 2.1, corresponding to the width of the
detector used in the experiment. Figure 2.1 shows the collection of fragments for an angle
of 0◦ corresponding to θ1= -θ2. Fragments recorded in the wedge were normalised to the
solid angle Ω formed by the wedge, given by equation 2.2, as well as being normalised to
the number of incident 12C ions.
Ω = 2π (cosθ1 − cosθ2) (2.2)
For kinetic energy distributions, fragments were recorded in the same solid angle used
for the angular distribution. The kinetic energy of the fragment, KEF , as it reached the
hemisphere was calculated using the same method as adopted in [51]. This method as-
sumes that all fragments were produced in the middle of the water phantom and by deter-
mining how long it would theoretically take for the primary 12C ion with energy of 400
MeV/u to reach the middle of water phantom (depicted in 2.2), this time being tP. The
time for the fragment to reach the detector, tF , is determined by subtracting tP from the
total time it takes for the primary particle to be fired and for the fragment to be recorded
at the hemisphere. With tF being known KEF can be calculated by means of equation 2.3,
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where c is the speed of light and m0 the rest mass of the fragment.
KEF =
(
1√
1−β 2
−1
)
m0c2 (2.3)
The underlying assumption when using the rest mass is that the fragments recorded
are only due to the most abundant isotope ie 1H, 4He, 7Li, 9Be and 11B. The value of β
is calculated using equation 2.4, where R is the radius of the hemisphere (2.94 m). The
timing error associated with the experimental setup of 0.53 ns (FWHM) was incorporated
to the simulation’s time of flight.
β =
R
ctF
(2.4)
t
P
t
F
L/2 L
12C
θ
θ
θ
c
1
2
Figure 2.2: Diagram depicting the method to calculate the kinetic energy of the frag-
ments recorded in the collection hemisphere based on the time it takes for the fragment
to reach the hemisphere (not to scale).
For both the angular and kinetic energy distributions they were normalised to obtain
the same area under the curve of the corresponding experimental measurements.
Quantitative comparisons of each Geant4 fragmentation model to experimental results
for each physical distribution under study were done by adopting the quantity X2, shown
in equation (2.5), where n is the number of bins in the distribution being compared. The
quantity X2 is the same as χ2 in Pearson’s χ2 test except no p-value calculations were
performed with the distributions due to the test being over-conservative for the large pop-
ulation sizes being investigated and because the main interest was to rank the performance
of each model against one another with lower values of X2 representing better agreement
with experiment.
X2 =
n
∑
i=1
(Simi −Expi)
2
Expi
(2.5)
To provide a simple indication of how closely each Geant4 fragmentation model agrees
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with the experiment the percentage errors (PEs) are also presented. The PEs are derived
from taking the mean PE of all points in the distribution being compared, as shown in
equation (2.6). n represents the size of the distribution being compared.
⟨PE⟩= 100
n
(
n
∑
i=1
∣∣∣∣Simi −ExpiExpi
∣∣∣∣
)
(2.6)
2.3 Results and Discussion
2.3.1 Bragg Curve
The comparison between the Bragg curves obtained from the experiment and Geant4 is
shown figure 2.3. The experiment and simulation curves were normalised based on the
average value of dose between 100 and 150 mm in the phantom. There is no significant
difference in the calculation of the position of the BP between the three models, this is to
be expected since the position of the BP is mainly dictated by the primary 12C through its
continuous energy losses, governed by the electromagnetic physics. One notable differ-
ence between the response of the different models is that QMD-F has a significant higher
relative energy deposition at the BP region (right plot of figure 2.3). The response of
QMD-F is probably due to its implementation changing the total nuclear cross-section,
while all other models use the same total cross sections. The lower total cross-section for
QMD-F results in a higher proportion of primary 12C ions reaching the BP, thus depositing
greater energy in this region.
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Figure 2.3: Comparison of the Bragg curve of the experiment (large open black triangle
marker) compared to the different models used in Geant4, with the right side showing a
zoomed view of the Bragg peak. The statistical error of the simulation is less than 0.2%.
The QMD-F entry of the legend refers to QMD with the Frag option activated.
We observe a good agreement between the experiment and simulation, the X2 values
calculated using equation (2.5) to quantify the agreement between the Geant4 simulation
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and the experiment are shown in table 2.1. It can be observed that all the default frag-
mentation models provide similar agreement with the reference data when calculating the
Bragg curve. However, QMD with the Frag option (QMD-F) provides the best agreement
with the experiment, in terms of the X2 value. In addition to the X2 values the mean PE
values of the different models are presented in table 2.2. The “Total” region used all 51
experimental data points to compare to while “Upstream” calculates the mean PE using
all points before 264 mm and “Downstream” uses points after this position. Comparing
the mean PE presents a much different result than the X2 values with QMD-F resulting
in highest difference between experiment overall. Instead the base QMD model gives the
lowest different overall with experiment and also the lowest difference for downstream
positions. The difference between the two comparison methods is likely due to X2 nor-
malising the entire distribution to the same area while the mean PE compares the absolute
difference when the curves are normalised at the entrance of the BP.
BIC QMD QMD-F INCL INCL-A
X2 53.098 54.335 46.720 52.021 53.845
Table 2.1: X2 values resulting from the comparison of the Bragg Curve calculated with
Geant4 and from reference experimental data, lower values represent better agreement.
These calculated values were obtained by comparing 51 data points of the experiment to
the simulation.
Model BIC QMD QMD-F INCL INCL-A
Total Mean PE 2.90 1.96 4.88 2.67 3.25
Upstream Mean PE 1.44 2.73 1.49 1.50 1.35
Downstream Mean PE 6.95 0.46 5.85 1.63 2.09
Table 2.2: Mean PE values resulting from the comparison of the Bragg Curve calculated
with Geant4 and from reference experimental data. The “Total” region used all 51 ex-
perimental data points to compare to while “Upstream” calculates the mean PE using all
points before 264 mm and “Downstream” uses points after this position.
2.3.2 Fragment Yields
Figure 2.4 shows the fragment yields Y scored at the hemisphere, within the cone with
θ1 = 10 degrees, with respect to the water thickness. Y is calculated as the number of the
scored fragments N divided by the number N0 of incident 12C ions.
Table 2.3 reports the mean PE averaged over all the water thicknesses under study using
equation 2.6. It can be observed that overall BIC, INCL++ and the QMD models provide
Y values which agree between 5% and 35%, depending on the type of fragment.
Table 2.4 reports the X2 values calculated by comparing the fragment yields calculated
by means of the Geant4 simulation with the reference data.
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Z BIC QMD QMD-F INCL INCL-A
1 19 ± 2 14 ± 2 5 ± 2 8 ± 2 13 ± 2
2 6 ± 1 17 ± 1 5 ± 1 10 ± 1 18 ± 1
3 4 ± 7 25 ± 7 31 ± 7 21 ± 7 8 ± 7
4 33 ± 10 14 ± 10 22 ± 10 15 ± 10 25 ± 10
5 19 ± 8 20 ± 8 26 ± 8 33 ± 8 15 ± 8
Table 2.3: Mean percentage error PE of the Geant4 ion fragmentation models compared
to experiment, when calculating the fragment yields for each element reported on the
column in the left.
When comparing the QMD model with Frag (labelled as QMD-F) against the default
QMD, it can be seen that the QMD-F shows better agreement for H and He yields. For
the remaining fragment species, QMD-F produces lower Y values which reduce the agree-
ment with the experimental measurements. It can be noted that the error bars affecting
experimental measurements of H and He fragments is ∼5%, while for heavier fragments
they increase to ∼20%, with errors being larger for positions before the BP. Given such
larger error bars, it is difficult to provide a conclusive comment on the accuracy of the
Geant4 fragmentation models for heavier fragments before and at the Bragg Peak. How-
ever, the impact of fragments is most important beyond the BP, where the experimental
errors are smaller due to the primary 12C beam not masking fragment events. In this re-
gion, the experimental error bars decrease by ∼10%. After the distal edge the Geant4
fragmentation models have a reasonable agreement with the experimental measurements
for Be and B ions. In the case of the Li fragment yield, the BIC model performs better
than the other Geant4 fragmentation models.
Z BIC QMD QMD-F INCL INCL-A
1 1.25×106 7.97×105 9.16×104 3.09×105 8.51×105
2 2.00×105 1.02×106 9.35×104 5.17×105 1.17×106
3 1.01×104 1.90×105 3.04×105 1.34×105 2.52×104
4 1.62×105 2.77×104 6.62×104 3.31×104 8.53×104
5 6.12×104 1.45×105 2.44×105 2.41×105 3.69×104
Table 2.4: X2 values of the three fragmentation models compared to experiment in the
case of fragment yields calculation, for each element reported in the left column. The
best agreement is indicated by a lower X2 value and it is shown in bold characters. The
number of data points used correspond to those shown in figure 2.4, which is six for H
and seven for all other elements.
H represents the majority of produced fragments, with He being the second most dom-
inant, each having ∼10 times higher production than the remaining fragments. They also
leave the treatment region the most due to their larger range and increased scatter com-
pared to other heavier fragments. Based on this observation, the QMD with Frag may
be indicated as the best fragmentation model of Geant4 to estimate more correctly the
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fragmentation yields of lighter, more abundant isotopes.
2.3.3 Angular Distribution
Figure 2.5 shows the angular distribution for a selection of fragments and water phantom
thicknesses which there are 35 distributions in total. Table 2.5 presents the PE for the
fragmentation models under study. Here, for the case of calculating the mean PE for
each fragment element the mean PE is averaged over the total number of distributions for
each element, m, as shown in equation 2.7, where n j is the number of points for the jth
distribution of m.
⟨PE⟩= 1
m
m
∑
j=1
(
100
n j
(
n j
∑
i=1
∣∣∣∣Simi,−ExpiExpi
∣∣∣∣
))
(2.7)
Z BIC QMD INCL INCL-A
1 14 ± 4 7 ± 4 15 ± 4 31 ± 4
2 24 ± 2 16 ± 2 7 ± 2 10 ± 2
3 29 ± 8 26 ± 8 16 ± 8 25 ± 8
4 47 ± 14 43 ± 14 18 ± 14 12 ± 14
5 131 ± 12 135 ± 12 27 ± 13 22 ± 12
Table 2.5: PE calculated for four Geant4 fragmentation configurations compared to ex-
perimental values, in the case of the angular distribution, for each type of fragment under
study. The PE is averaged over all water phantom thicknesses considered.
Figure 2.6 shows the X2 values for each thickness of water for each element. The
QMD model and BIC to a lesser extent commonly produce noticeably broader angular
distributions than INCL++ which agrees with the experimental measurements the most.
We observe that the INCL++ model with the exception of H performs the best quite sig-
nificantly over the other models, particularly for heavier fragments. BIC and QMD both
reproduce the angular distributions of the larger elements very poorly, particularly Boron.
However Be and B suffer from much higher experimental error than the lighter fragments
in general, with Be and B having many angles with an error of more than 40%. Figure 2.6
again shows the better performance of the INCL++ model compared to the other models
except for H where the INCL++ performs similar to BIC for each distribution.
2.3.4 Fragment kinetic energy distribution
Figure 2.7 shows example energy distributions from the total 151 distributions for dif-
ferent combinations of: thickness, fragment element and angle. It can be observed that
in general the models perform reasonably well at reproducing the general experimental
energy distributions. The energy distributions predicted by the INCL++ model are sys-
tematically shifted to lower energies compared to the other models. Table 2.6 summarises
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the mean PE for each element. Figure 2.8 shows the distribution of X2 values for all 151
kinetic energy distributions divided up for each different fragment species, the dashed
lines separate the X2 values for each water thickness. For each water thickness, the points
represent smaller angles on the left, with a minimum of 0◦; points further to the right
represent larger angles with a maximum of 8◦.
Z BIC QMD INCL INCL-A
1 26 ± 6 21 ± 6 45 ± 6 71 ± 6
2 30 ± 7 33 ± 7 72 ± 7 69 ± 7
3 41 ± 8 43 ± 8 95 ± 8 116 ± 8
4 60 ± 9 55 ± 9 113 ± 9 102 ± 9
5 220 ± 11 196 ± 10 404 ± 10 435 ± 10
Table 2.6: PE of four fragmentation configurations compared to the experiment for en-
ergy distributions for each type of fragment, calculated over all water phantom thick-
nesses.
Apart from the large errors in the experimental distributions, with many having val-
ues greater than 20%, another factor for the discrepancy between the experimental and
simulation results may be partially attributed to the shift of the energy spectrum of the
primary 12C beam. The experiment was performed over two separate occasions with the
calculated kinetic energy of the incident carbon ion beam shifting from 358±23 MeV/u
to 402± 26 MeV/u, from 256± 13 MeV/u to 261± 13 MeV/u and from 85± 3 MeV/u
to 92± 3 MeV/u, for 59 mm, 159 mm and 258 mm water thickness, respectively [93].
The expected energies for these thicknesses of water are 350 MeV/u, 250 MeV/u and
80 MeV/u, respectively, as calculated by the ATIMA code [94]. Based on this, Table
2.7 shows the mean PEs for the separate sets of experimental measurements. The results
show a minor improvement for the INCL++ model when considering only results obtained
with the expected incident energy of the carbon ion beam (59 and 288 mm), with results
being ∼10% closer to BIC and QMD. This happens because INCL++ produces consis-
tently lower peak energies, so the disagreement becomes amplified when comparing to
the experimental results obtained with slightly higher incident beam energy.
The kinetic energy distribution peak position was retrieved from the experimental and
simulated distributions, the mean PE was calculated using equation 2.7 (n j = 1), figure
2.9 shows the results. It can be observed that overall QMD is the best fragmentation
model reproducing the kinetic energy distribution and its associated peak and INCL++
produces consistently lower kinetic energy distributions.
2.3.5 Computation Times
Table 2.8 shows a summary of the relative computational intensity for each model using
different water thicknesses. The first column reports the average computation time of ten
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Figure 2.4: Fragment yields for elements: H, He, Li, Be and B for different thicknesses
of water.
59 and 288 mm 279, 312 and 347 mm
Z BIC QMD INCL INCL-A BIC QMD INCL INCL-A
1 40 ± 6 31 ± 6 55 ± 6 81 ± 3 15 ± 5 14 ± 5 33 ± 5 50 ± 1
2 47 ± 7 53 ± 9 88 ± 8 81 ± 5 16 ± 6 17 ± 5 39 ± 6 38 ± 2
3 35 ± 10 35 ± 9 47 ± 10 62 ± 6 47 ± 6 50 ± 6 89 ± 6 97 ± 3
4 49 ± 10 45 ± 10 78 ± 11 71 ± 7 76 ± 7 61 ± 7 120 ± 8 100 ± 3
5 129 ± 14 116 ± 12 204 ± 12 246 ± 8 387 ± 8 333 ± 7 635 ± 8 679 ± 4
Table 2.7: Comparison of the mean PE of the energy distributions for each fragment
species. 59 and 288 mm are the depths under investigation in the experimental data set
with the expected incident carbon ion energy. 279, 312 and 347 mm are the depths of the
experiments with higher than expected carbon ion energy.
CHAPTER 2. VALIDATION OF HADRONIC PHYSICS MODELS IN GEANT4 40
Exp BIC QMD INCL INCL-A
Angle (deg)
2− 0 2 4 6 8 10
-1
Ω)
0
(N
/N
0
2
4
6
8
10
12
14
16
18
Thickness = 288mm, Z = 1
Angle (deg)
2− 0 2 4 6 8 10
0
5
10
15
20
25
30
Thickness = 59mm, Z = 2
Angle (deg)
0 2 4 6 8
-1
Ω)
0
(N
/N
0
2
4
6
8
10
Thickness = 159mm, Z = 3
Angle (deg)
0 2 4 6 8
0
1
2
3
4
5
6
7
8
Thickness = 258mm, Z = 4
Angle (deg)
1− 0 1 2 3 4
-1
Ω)
0
(N
/N
0
0.2
0.4
0.6
0.8
1
1.2
Thickness = 347mm, Z = 5
Figure 2.5: Angular distributions of a selection of fragments types and thicknesses of
water.
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Figure 2.6: X2 values of the different angular distributions compared for each model at
different thicknesses of water for each element, lower values represent better agreement.
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Figure 2.7: Kinetic energy distributions of a selection of fragments types and thicknesses
of the water phantom.
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Figure 2.8: X2 values of the different kinetic energy distributions compared for each
atomic element. The dashed lines separate the X2 for each water thickness. For each
water thickness the left most points represent the smallest angle and the right most being
the largest angle for the particular element and water thickness.
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Figure 2.9: Mean PE calculated from the simulation and experiment maximum energy.
Left shows the mean calculated for each depth and Right shows the mean PE calculated
for each element.
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simulation runs firing 105 primary 12C ions for different water thicknesses using the BIC
model, the reported error is the standard deviation. The remaining columns to the right
give the ratio of each model with respect to the BIC model. The simulations were run
using Intel R⃝ Xeon R⃝ E5-2650v3 processors clocked at 2.30 GHz.
Thickness BIC (seconds) QMD/BIC QMD-F/BIC INCL/BIC INCL-A/BIC
59 97.5 ± 3.3 10.83 ± 0.45 7.73 ± 0.29 0.79 ± 0.05 1.01 ± 0.07
159 569 ± 18.2 5.40 ± 0.18 3.94 ± 0.14 0.97 ± 0.03 1.28 ± 0.06
258 1382.9 ± 90.7 3.67 ± 0.25 2.85 ± 0.24 1.04 ± 0.06 1.37 ± 0.11
279 1643.4 ± 57.9 3.41 ± 0.15 2.46 ± 0.31 1.03 ± 0.12 1.38 ± 0.09
288 1765 ± 63.6 3.29 ± 0.13 2.11 ± 0.22 1.01 ± 0.10 1.42 ± 0.11
312 1979.1 ± 73.9 3.16 ± 0.13 2.26 ± 0.13 1.03 ± 0.05 1.39 ± 0.06
347 2380.3 ± 47.6 2.86 ± 0.06 2.17 ± 0.08 1.00 ± 0.04 1.34 ± 0.05
Table 2.8: Comparison of the computation times for the different models investigated.
The BIC column gives the average computation time of ten simulations each generating
105 primary 12C ions for different water thicknesses using the BIC model. The reported
error is the standard deviation. The remaining columns to the right give the ratio of each
model with respect to the BIC model.
As expected the QMD model was much more computationally intensive than BIC since
QMD considers wave functions for all nucleons of the target and projectile, as mentioned
in section 2.1. QMD using the Frag option resulted in execution times which were ap-
proximately a third faster than the default QMD. This is convenient since QMD-F gave
better agreement than the default for smaller fragment’s yields as shown in section 2.3.2
but not differing for the angular and energy distributions.
Thinner thicknesses of water showed the greatest separation of the models with QMD
having more than 10 times the computation time than BIC and INCL++ being 20% faster
than BIC. For thicknesses greater than 59 mm BIC and INCL++ showed no significant
differences.
2.3.6 Regression Testing
The fragment yields for each version of Geant4 from version 9.6p4 to 10.4B using the BIC
model can be seen in figure 2.10. It can be seen that between different versions of Geant4
that the yield can have a large change. The mean percentage difference for each fragment
element and fragmentation model in each version of Geant4 can be seen in figure 2.11. It
can be seen that every model experiences a similar fluctuation as seen with BIC in figure
2.10. A notable observation is that the QMD-F model which gave the best agreement for
H and He in versions 10.1 to 10.2 however in version 10.3 QMD becomes the second
worst for H and the worst for He. This shows the importance of performing regression
testing for each release of Geant4 and that for any study of clinical 12C energies where
fragments are of particular interest that the version and model used in Geant4 should be
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considered.
A further observation is that from version 10.3 all models gave much poorer agreement
for Li, with the yield being reduced. One change which occurred in version 10.3 of Geant4
was that with the exception of the QMD/QMD-F model the default number of decay
channels available for de-excitation was changed from 68 to 8. A comparison between
fragment yields are shown in figure 2.12 for 10.4Beta when using the new default of 8
decay channels and 68 decay channels. It can be seen that there is no observable difference
between the the 8 and 68 decay channels so conveniently this additional option does not
need to be worried about in applications compiled in version 10.3 and higher for 12C
therapy applications.
INCL++ with the ablation model for de-excitation has not been included due to it being
in alpha development [55] and is not recommended for use particularly before version
10.1 which had a bug in its implementation.
In contrast to the fragment yields the angular and energy distributions were not seen to
vary from version to version with the exception of the INCL++ model between versions
9.6p4 and 10.0, where INCL++ gave much better agreement in the angular distributions.
The changes of the INCL++ between versions 9.6p4 and 10.0 for angular and energy
yields are summarised in table 2.9.
Z 9.6p4 10.0 9.6p4 10.0
Angular Distribution Energy Distribution
1 5 ± 4 14 ± 4 16 ± 5 29 ± 5
2 16 ± 2 5 ± 2 39 ± 6 44 ± 6
3 29 ± 8 14 ± 8 101 ± 6 92 ± 6
4 53 ± 15 17 ± 14 93 ± 7 117 ± 7
5 51 ± 13 27 ± 12 576 ± 9 648 ± 8
Table 2.9: The mean PE of the INCL++ model between version
It was observed that between each version of Geant4 that when comparing the frag-
ment, angular and energy distributions that the angular and energy distributions remained
unchanged while the fragment yields were seen to vary from version to version. As of
writing the hadronic models in Geant4 are tuned based high energy thin target data, un-
fortunately this differs from the requirements for therapeutic 12C energies so for future
development it would be advantageous if an option for the hadronic models was imple-
mented which used values in the models which were optimised for therapy applications.
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Figure 2.10: Fragment yields for BIC using every different version of Geant4.
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Figure 2.11: Summary of how the fragment yield of different models varied between
different releases of Geant4, showing the percentage difference between the model and
experimental measurements.
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Figure 2.12: Comparison of the fragment yields between using the default option of 8
decay channels (in version 10.3 and higher) and using the previous default number of
decay channels of 68. Results are shown for version 10.4B using the BIC model.
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2.4 Conclusions
Nuclear fragmentation is a vital factor to be considered in hadrontherapy. The BIC, QMD
and INCL++ models were benchmarked in Geant4 against experimental data for a pristine
400 MeV/u 12C ion beam using version 10.2p2. It was found that for fragment yields the
models agreed within ∼5%-35% compared to experimental values, with the QMD model
using the Frag option giving the best overall agreement.
For angular distributions of fragments the INCL++ model was shown to reproduce
experimental measurements significantly better than the other two models. For kinetic
energy distributions the QMD model was seen to produce the best agreement, however the
energy distribution results show noticeably less agreement, which can in part, be attributed
to systematic errors in the experiment.
In general, when considering the angular and energy distributions BIC and QMD are
seen to perform much similar to one another compared to INCL++. This is not surprising
considering that both BIC and QMD models the fragmentation process as Gaussian wave
functions while INCL treats the process as a free Fermi gas. Unfortunately, there is no
clear superior model overall, with INCL++ performing much better in reproducing an-
gular distributions but noticeably more worse for energy distributions with lower shifted
energies. Additionally, all the tested fragmentation models showed that the agreement
between simulation and experimental measurements deteriorated with larger fragments.
Larger fragments have a larger RBE and can contribute significantly to the distal edge
beyond the Bragg Peak, where organs at risk may be located. Therefore further devel-
opments in fragmentation modelling are recommended at clinical energies (up to 400
MeV/u), to obtain a better description of the mixed radiation field and of the RBE associ-
ated with HIT.
One key point that emerged from this study is that a detailed knowledge of the exper-
imental measurements is crucial to perform an accurate validation study of Monte Carlo
codes for Heavy Ion Therapy. There is also the need to have more detailed experimental
measurements available, made by independent sources, which can be used as reference to
comprehensively benchmark Monte Carlo codes, limiting the effect of possible systemat-
ics affecting the experimental data.
The simulation application developed in this work will be used for the regression testing
of public releases of Geant4 to benchmark the effect of the evolution of the Toolkit on
important physical quantities, such as the yield, angular and kinetic energy distributions
of fragments, typical of the radiation field of Heavy Ion Therapy. Monitoring the behavior
of Geant4 and its available models is very important to track any potential bugs which
have been introduced; if performing studies relating to patient dose being aware of any
changes/bugs is vital to consider. This also particularly helpful when performing studies
with a certain version of Geant4 and comparing them to results from another version of
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Geant4, with differences potentially being more easily understood.
Chapter 3
Correction factors for silicon
microdosimetry in heavy ion therapy
This chapter investigates the use of silicon microdosimeters in 12C ion therapy, in partic-
ular, converting the energy deposition spectrum obtained from the silicon microdosimeter
to a tissue equivalent lineal energy spectrum. Due to the strong directionality of the ra-
diation field, associated with heavy ion therapy, the concept of the mean path length is
investigated as an alternative to the conventional use of the mean chord length.
Part of the work in this chapter has been published in “Correction factors to convert mi-
crodosimetry measurements in silicon to tissue in 12C ion therapy”, Physics in Medicine
Biology, (62), 2017. Certain figures in this chapter have been reproduced from the publi-
cation.
3.1 Introduction
As mentioned previously in section 1.7.4, SOI microdosimeters have many attributes
which make them attractive for routine quality assurance in hadron therapy, including high
spatial resolution, portability and the ability to estimate the biological response through
the concepts of microdosimetry. However, there are several complications, including the
recorded energy deposition not being tissue equivalent and the design not being able to
be fabricated as a spherical sensitive volume (SV), which are instead limited to cubic and
cylindrical designs.
A previous simulation study by Guatelli et al. [86], developed a method to convert
microdosimetric spectra from silicon to tissue in a radiation field typical of therapeutic
proton beams. However, a method to convert the energy deposition spectrum in silicon
when irradiated by a therapeutic 12C ion beam has yet to be performed and is studied in
this chapter. Compared to the conversion method found in [86] for proton therapy of a
fixed 0.56, 12C may present a more complex conversion method due to the complicated
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mixed radiation field.
The radiation field of 12C ion therapy is very directional, particularly for the primary
12C ion, Cauchy’s formula however only applies to isotropic distributions. Due to the
directionality of the field, together with silicon SVs not being able to be fabricated as
spheres, the distribution of charged particles in the sensitive volume of the microdosimeter
is examined. The study of charged particles in the SV is performed to determine how
appropriate the use of the mean chord length, calculated by Cauchy’s formula (equation
1.7) of ⟨l⟩ = 4V/S, for the conversion from energy deposition to lineal energy.
This work studies this concept of converting the energy deposition in silicon into tissue
equivalent lineal energy by using a fourth generation CMRP silicon microdosimeter. This
detector adopts a “Mushroom” design which refers to a SOI microdosimeter which has
etched SVs in a cylindrical shape.
3.2 Method
For this study of tissue equivalence and chord length distribution of the Mushroom mi-
crodosimeter design, version 10.0 of Geant4 was adopted.
3.2.1 The Geant4 simulation application
The geometry of the simulation consists of a simple geomtry which is shown in figure 3.1
(a). A mono-energetic 290 MeV/u 12C ion beam, 5×5 mm2 in size, is normally incident
upon a 30×30×30 cm3 water phantom with an air gap of 4 cm between the primary beam
position and the face of the phantom.
The size of the beam was chosen because it is similar to the pencil scanning beam voxel
dimension adopted in treatment planning systems [30]. The microdosimeter is placed in
the centre of the beam, for the silicon to tissue conversion study the depths are 50 mm,
130 mm and 160 mm in the water phantom, corresponding to upstream, midstream and
the Bragg peak along the Bragg curve. These positions correspond to average kinetic
energies of approximately: 232 MeV/u, 111 MeV/u and 9 MeV/u, respectively, for the
primary 12C ion beam when it reaches the Mushroom detector.
The Mushroom design modelled features a fully 3D design with cylindrical silicon SVs
with a height and diameter of 10 µm and a pitch of 40 µm between the centre of elec-
trodes and embedded in PMMA as shown in figure 3.1 (b). The Mushroom is orientated
such that the beam is perpendicular to the face of the cylinder, as indicated in figure 3.1
(b). The reason for the cylinder dimensions being chosen as 10 µm in height and diameter
is because this corresponds to a cylinder where the elongation (ratio of height to diameter)
is one, which for traditional microdosimetry measurements corresponds to chord length
distribution which will have the least variance [7]. Additionally, the thickness of 10 µm
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Figure 3.1: (a) Setup of the Geant4 simulation used for this study. (b) Diagram of a
region of the Mushroom microdosimeter showing 16 of the 2500 SVs. The blue and the
red SVs represent the two different channels, over which the signal is integrated. The
Mushroom is orientated such that the beam is incident perpendicular with the face of the
cylinder as indicated in the figure.
was chosen as this corresponds closely to the most common thickness which SOI micro-
dosimeters are currently fabricated. In total there are 2500 sensitive volumes which cover
an area of 2×2 mm2, these SVs are divided into even and odd channels (shown as red and
blue in the diagram) to reduce the capacitance (for real devices) and co-incident events
with each channel being summed into an individual preamplifier.
One event in the simulation includes the tracking of one primary carbon ion and its
associated secondary particles. The readout of the detector was done by scoring the en-
ergy deposited in each channel over one event. The energy deposited per event is then
integrated over the even and odd channels, separately, to mimic the readout of a real mi-
crodosimeter device.
To describe electromagnetic interactions the G4 Standard EM option 3 physics list was
adopted. For elastic and inelastic hadron interactions the G4HadronElasticPhysicsHP and
G4HadronPhysicsQGSP BIC HP models were used, respectively. The G4IonBinaryCascadePhysics
was used to describe hadronic interactions of ions. For neutron interactions up to 20 MeV
the neutron High Precision (HP) model was used.
In order to improve the speed of the simulation, the microdosimeter was placed in a wa-
ter region located in the water phantom. Using this region the G4Region and G4ProductionCuts
classes allows different thresholds of production for secondary particles in different vol-
umes. By choosing a suitable threshold means that electrons are only generated close to
the microdosimeter, in the water region the microdosimeter is placed in, as shown in fig-
ure 3.1 (a). The region has a thickness twice the maximum range of electrons generated
by the incident beams plus the thickness of the detector itself. The cut is fixed to 2.8 mm
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outside of the cut region for the incident 12C beam, while inside the water region the cut
size required for secondary particles to be produced was 1 µm.
3.2.2 Determination of Tissue Equivalence for Heavy Ion Therapy
To convert the silicon energy deposition to a tissue equivalent spectrum, when irradiated
with a 12C ion beam, the same method adopted by Guatelli et al. [86] was used to find a
conversion factor κ . The first stage involves irradiating the actual silicon microdosimeter
at different depths in the water phantom with the 12C ion beam. Once the energy de-
position in the silicon SVs is calculated, SVSi, the silicon detector is then replaced with
an array of cylindrical SVs made of ICRU striated muscle and irradiated by the 12C ion
beam at the same depths as the silicon microdosimeter. In addition to striated muscle an
array of water volumes is also irradiated due to it commonly used to represent tissue. The
dimensions of the muscle and water cylinders have the same elongation as the silicon SV.
To determine which sized muscle/water cylinder gives the most similar energy deposi-
tion (SVwater/muscle) as the true silicon SV (SVSi) the energy spectra were compared by
using the χ2 test. A p-value larger than the significance level α (0.05) means that the two
distributions do not vary significantly. The tissue equivalence correction factor, κ , was
then defined as the ratio of lSi to lwater/muscle for which the best equivalent response to
silicon was obtained.
Once the equivalent sized tissue volume of the silicon SV is found, the lineal energy is
calculated by using the mean chord length of the tissue instead, as shown in equation 3.1.
Or more generally the chord length of the silicon is divided by κ , as shown in equation
3.2.
y =
ε
⟨lTissue⟩
(3.1)
y =
κε
⟨lSilicon⟩
(3.2)
3.2.3 Path Length Distributions
To investigate the appropriateness of the mean chord length provided by the Cauchy for-
mula,
⟨
lCauchy
⟩
, the mean path length, ⟨lPath⟩ , was introduced. Instead of being the mean
of randomly distributed chords within the SV the ⟨lPath⟩ is the mean of the path lengths of
charged particles which traverse the SV in the radiation field of interest. This allows for
the directionality of the radiation field to be considered, which is not taken into account
by Cauchy’s formula.
The path length for an incident 12C ion beam was calculated by replacing the SVs sili-
con material of the Mushroom detector with vacuum to remove any physical interactions
as particles traversed the SV, whilst maintaining the angular dependency of the radiation
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field incident on the microdosimetric device. The length of the track within the SV was
recorded and the mean path length ⟨lPath⟩ was then calculated and compared to the mean
chord length (
⟨
lCauchy
⟩
) given by Cauchy’s formula which is 6.7 µm for each SV of the
modelled Mushroom microdosimeter.
The kinetic energy of electrons entering the SVs was recorded and their CSDA range
was determined in silicon using the NIST ESTAR database [95]. If the distance the elec-
tron travelled inside the detector was greater than the CSDA range then this event was
classified as a stopper and not included in the determination of the chord length distribu-
tion and the final value of the mean path length of the simulation, ⟨lsim⟩. The same method
was used for ions however ions where found to have less impact on the mean path length
than electrons in terms of being stoppers.
To compare the effect of using the mean path length and the mean chord length for
the silicon microdosimeter in a 12C ion beam the quantity of RBE10, as estimated by the
MKM (equation 1.26), was compared. The RBE10 values for the silicon microdosimeter
were calculated using the
⟨
lCauchy
⟩
and the ⟨lPath⟩ , calculated in the simulation. In addi-
tion, the thickness of the SV (10 µm) in the direction of the primary beam was also used to
calculate the RBE10 as an approximation to the ⟨lPath⟩ . The RBE10 values calculated us-
ing the silicon microdosimeter were then compared to the RBE10 values calculated using
an array of 10 µm diameter spheres made of striated muscle.
All vertical error bars shown in this work represent one standard deviation which come
from the statistical fluctuation of ten different runs of the simulation. Horizontal error
bars represent the bin width of the binned data.
3.3 Results and Discussion
3.3.1 Tissue Equivalence
Figure 3.2 shows the energy deposition spectra for silicon and muscle, at depths of 50,
130 and 160 mm. Table 3.1 summarises the p-values, resulting from the comparison of
the energy deposition spectra calculated in the SVSi (lSi=10 µm) and SVwater/muscle with
varying sizes of l.
As can be seen in Table 3.1, at 50 and 130 mm depth in the phantom the best agreement
is obtained with lmuscle equal to 17.5µm, with 17.25 µm also not differing statistically
significantly (α > 0.05) but having a value lower than the 17.25 µm muscle. At a depth
of 160 mm lmuscle sizes of 17.25 and 17.5 µm do not differ significantly from the response
in the silicon SV but the 17.25 µm volume has a slightly higher α value. For this reason
a scaling factor κ for muscle was chosen based on the SV lmuscle equal to 17.5 µm,
corresponding to a κ of 0.57. For water the best agreement for energy deposition spectra
for silicon was found to be for 18.5 µm corresponding to a κ of 0.54.
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To perform validation of the implemented method, the simulation was also performed
with a proton beam with a primary energy of 160 MeV (using a maximum electron range
of 1 mm for the cut region). The p-values, comparing the energy deposition of the silicon
and muscle/water volumes when irradiated by a proton beam are summarised in table
3.2. The conversion value for the water volume (18 µm) corresponds to a value of 0.56,
which is the same value found in the work of Guatelli et al. for proton beams in water.
Additionally, the 17.25 µm diameter muscle cylinder was found to best agree with the 10
µm thick silicon SV, which corresponds to a value of 0.58.
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Figure 3.2: Energy deposition spectra obtained in SVSi and in SVmuscle with varying
size l (indicated in the legend), at depths of 50, 130 and 160 mm. The top left shows the
entire energy deposition distribution at 50 mm depth, including the primary 12C beam
(right peak), electrons (far left tail) as well as fragments and other secondaries. The top
right plot shows a zoomed in view of only the primary 12C energy deposition peak at 50
mm, with the bottom two plots also only showing a zoomed in view of the 12C ion peak
for 130 and 160 mm depths.
For comparison against the ratio of silicon to muscle/water to give the same energy de-
position, as found by Monte Carlo, the ratio of LET (MeV/cm) values of muscle/water to
silicon are also shown in tables 3.3 and 3.3 for 12C ions and protons of various energies,
respectively. The ratios of LET tend to be slightly lower than the values found from com-
paring the energy deposition, except at lower energies, where the range of delta electrons
produced are shorter and the difference between the energy deposited and energy lost by
the ion/proton in a microscopic volume becomes insignificant. The difference between
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Depth (mm) Muscle SV l (µm) p-value Water SV l (µm) p-value
50 17 1.98E-08 18 0.0405789
232 MeV/u 17.25 0.775748 18.5 1
17.5 1 19 0.239555
130 17 1.85E-07 18 0.156499
111 MeV/u 17.25 0.990125 18.5 1
17.5 1 19 2.46E-06
160 17 3.28E-03 18 0.0774045
9 MeV/u 17.25 0.995066 18.5 0.85756
17.5 0.986345 19 1.66E-18
Table 3.1: p-values calculated using Pearson’s χ2 test comparing the energy deposition
distribution of SVSi to SVmuscle/water with different sizes l for a 290MeV/u 12C beam.
Depth (mm) Muscle SV l (µm) p-value Water SV l (µm) p-value
50 17 0.849886 18 0.982892
132 MeV 17.25 0.957487 18.5 0.0119538
17.5 0.80295 19 7.91E-15
130 17 0.519712 18 0.730089
75 MeV 17.25 0.829528 18.5 0.000659336
17.5 0.297784 19 1.83E-17
160 17 0.473233 18 0.81992
41 MeV 17.25 0.668219 18.5 0.000157537
17.5 0.337589 19 1.00E-19
Table 3.2: p-values calculated using Pearson’s χ2 test comparing the energy deposition
distribution of SVSi to SVmuscle/water with different sizes l for 160 MeV proton beam.
the ratio of LETs and energy deposition is quite small, with a maximum difference of
∼4%. Due to the small difference in the methods, using the ratio of LET can provide a
fairly accurate method to convert the energy deposition from one material to another.
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Energy (MeV/u) (Muscle/Si)LET (Water/Si)LET
10 0.59 0.55
50 0.56 0.54
100 0.56 0.53
150 0.56 0.53
200 0.55 0.53
250 0.55 0.53
300 0.55 0.52
400 0.55 0.52
500 0.55 0.52
Table 3.3: Ratio of the LET values of 12C ions of various energies for muscle and water
to silicon LET values come from the ICRU 73 report on stopping power of ions larger
than Helium [36].
Energy (MeV) (Muscle/Si)LET (Water/Si)LET
10 0.58 0.57
25 0.57 0.55
50 0.56 0.54
100 0.55 0.54
150 0.55 0.53
200 0.55 0.53
250 0.55 0.53
300 0.55 0.53
Table 3.4: Ratio of the LET values of protons of various energies for muscle and water
to silicon LET values come from the NIST P-Star database [96].
Figure 3.3 shows a zoomed energy deposition spectra up to 50 keV in muscle and
silicon SVs at 130 mm depth in the phantom. This peak comes from electrons which
originate from outside of the SV, reaching the SV and depositing energy, as well as elec-
trons being generated by photons inside the detector. It can be observed that silicon shows
a higher contribution of low energy deposition events (up to a few keV) with respect to
muscle (which is also the case for water), which means that a higher number of electrons
deposit energy in the SVSi. The extra electrons in the SV derived from photon interac-
tions estimated from the attenuation coefficient in silicon is about 10 times higher than in
water/muscle for energies >1 MeV, as shown in Figure 3.3.
To take into account the higher response of the silicon at lower energies, a low en-
ergy correction, LEC, factor was introduced to make the SVSi response more similar to
water/muscle. The energy deposition spectrum in the SVSi between zero and an energy
threshold, Et , is scaled by the LEC factor as shown in Equation 3.3. Equation 3.3 shows
the number of counts of a corrected silicon spectrum for all energies (N(ESiCorr)) being
the addition of the counts (N1) in the energy range of 0 to the threshold energy (N1(ESi)),
scaled by the LEC factor, plus the counts (N2) above the threshold energy to the maximum
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Figure 3.3: Left: A zoomed view of the energy deposition at 130 mm depth in water
showing the over response of silicon at low energy depositions due to different stopping
powers of electrons, the legend indicates the size and material of the SV. Right: plot of
the ratio of the linear attenuation coefficients in silicon and muscle [97].
energy of the spectrum (Emax).
N (ESiCorr) = (LEC)
(
N1(ESi|Et0 )
)
+N2|EmaxEt (3.3)
The LEC and Et were determined ad hoc to provide best agreement between the yF ,
calculated in muscle and silicon SVs. Table 3.5 shows the LEC factor and the Et with
respect to the depth in the phantom and the corresponding mean kinetic energy of the
12C incident beam at the specific depth. The LEC factors were found to be the same for
muscle and water SVs since the ratio of attenuation coefficients of water and muscle is
∼1.
In order to apply these corrections for other setups they may be applied based upon the
mean energy of the carbon peak of the deposited energy spectrum (MCA) as shown in
table 3.5.
Depth in Phantom (mm) Mean 12C ion peak (keV) Et (keV) LEC
<50 <237 15 0.8
50-140 ≥237 20 0.73
>140 >481 30 0.73
>160 n/a 15 0.8
Table 3.5: LEC factors to be applied up to the energy threshold Et , based on the depth
in the phantom, corresponding to the mean energy deposition peak, produced by the 12C
ion beam. Note the n/a corresponds to downstream of the BP.
Figure 3.4 summarises the effect of the LEC on the microdosimetric quantity yF , which
is seen to improve ∼10% by reducing the contribution of low energy deposition events in
the SVSi. The value yD was seen to improve only minutely due to it being weighted for
higher energy events, since yD is more representative of the biological effect of radiation
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than yF , this means that the use of a LEC factor can, for biological purposes, be ignored.
Figure 3.5 shows the dose weighted distributions, corrected by κ and LEC for muscle.
It can be observed that there is an excellent alignment of peaks of the spectra, even after
all the incident 12C ions have stopped and only secondary fragments remain (correspond-
ing to a depth of 165 mm). The agreement of the spectrum downstream of the BP is
expected. Comparing the values of tables 3.1 and 3.2 for 12C and protons, respectively,
the conversion value between protons and 12C only vary by ∼0.02 for both materials.
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Figure 3.4: Plot showing yF , calculated with a muscle SV (open circles), a sili-
con SV with κmuscle correction only (triangle), and with both κmuscle and LEC correc-
tions(square).
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Figure 3.5: Comparison of the microdosimetric spectra calculated in muscle SVs and
the corrected spectra in the silicon SVs, at depths in phantom equal to: 50, 130, 160 and
165 mm.
3.3.2 Study on the path length distribution and mean path length
The top left plot of figure 3.6 shows how the path length distributions (PLD) for all
charged particles traversing the SV vary at particular depths including: near the phan-
tom entrance (10 mm), at the BP (160 mm) and distally from the BP (165 mm). The top
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right plot of figure 3.6 shows the PLDs of different particle types including the primary
12C ions as well as secondary ions and electrons which originate outside of the SV and
traverse the detector. It can be seen that the primary and secondary ions both have peaks
at 10 µm corresponding to particles entering perpendicular with the face of the SV, while
electrons do not have this peak as they have a PLD more representative of an isotropic
distribution. The bottom plot of figure 3.6 compares the path length distribution of the
radiation field at 10 mm depth in the phantom to that of an incident isotropic 12C ion
radiation field, where the use of Cauchy’s equation 1.7 is applicable. The path length
distributions of the parallel and isotropic 12C ion field differ drastically, particularly the
primary 12C beam component, suggesting that the use of the mean chord length is inap-
propriate.
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Figure 3.6: Top left: PLDs for all particles at the entrance of the phantom (10 mm) at the
BP (160 mm) and distal to the BP (165 mm). Top Right: The path length distributions
for different particles at the BP. Bottom: Comparison of the PLD at 10 mm of different
particles compared to an isotropic 12C ion source.
Figure 3.7 shows the ⟨lPath⟩ along the depth in the phantom from taking the mean of
the PLDs. The mean path lengths are then shown for secondary ions and electrons, sep-
arately. The incident carbon ions have a strong directionality, therefore their ⟨lPath⟩ does
not vary much and is approximately the same as the thickness of the SV (10 µm) in the
CHAPTER 3. CORRECTION FACTORS 63
direction of the incident 12C beam. The ⟨lPath⟩ of electrons is approximately 6.7 µm for
all depths in the phantom and agrees well with
⟨
lCauchy
⟩
, which is characteristic for an
isotropic field. The ⟨lPath⟩ of secondary ions varies largely in comparison to other types
of particles such as the incident carbon ions and secondary electrons. At shallow depths
in the phantom, ⟨lPath⟩ is approximately 8.5 µm and then increases continuously up to
the BP. This happens because of neutrons, which scatter significantly in water and are
produced greatest at the surface of the phantom. Neutrons scatter target nuclei of the
medium, which are mostly H for water, these nuclei have a comparatively large angular
distribution, thus producing a ⟨lPath⟩ closer to the one produced by an isotropic field. On
the other hand, fragments produced from the interaction of the primary 12C with target nu-
clei have a tendency to be more forwarded directed. This means that at increasing depths
in the phantom where the neutron production decreases and the fragment production stays
more consistent which causes the ⟨lPath⟩ to steadily increase with depth in the phantom.
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Figure 3.7: ⟨lPath⟩ of different particles traversing the 10µm cylinder volume array at
various depths in phantom. The SV is filled as a vacuum. The Bragg Curve is shown as
well for reference.
Beyond the BP there is a small decrease in ⟨lPath⟩ for secondary ions, which is due
to a sharp decrease in fragmentation production due to the incident carbon ion beam
having been stopped, increasing the neutron contribution. Further downstream of the BP
⟨lPath⟩ can be seen to increase, this is due to more laterally directed particles leaving the
centre of the beam, at greater depths. This causes the more forward directed particles to
be more dominant.
The ⟨lPath⟩ for secondary ions was studied with respect to the 12C ion beam sizes of
5× 5mm2 and 50× 50mm2, the results are shown in figure 3.8. It can be observed that
the ⟨lPath⟩ of lighter secondary nuclear fragments decreases with larger field sizes. This
happens because in larger beam sizes lighter fragments such as H have a higher probability
to be scattered into the centre of the beam where the detector is positioned, contributing
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to a more isotropic field. Thus the mean path length value becomes closer to
⟨
lCauchy
⟩
.
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Figure 3.8: Comparison of mean path lengths for different particles for 5×5 mm2 and
50×50 mm2 fields sizes. The incident 12C energy was 290MeV/u.
Summarising, the results of this research show that the mean path length varies quite
noticeably for different components of the HIT radiation field, most pronounced between
the primary carbon beam and electrons by ∼30% for different depths in the phantom.
Recoiled protons have a wider angular spread, while incident carbon ions and fragmented
ions go largely straight through the detector.
From these results, to obtain a more constant mean path length for components of the
radiation field, the SV should have dimensions with the thickness of the SV along the
beam direction equal to
⟨
lCauchy
⟩
. So in the case of a cylindrical SV like the Mushroom
the height should be half the diameter of the SV. The resulting ⟨lPath⟩ are shown in figure
3.9 for a 20× 20 mm2 field which is between the two extreme cases of 5× 5 mm2 and
50× 50 mm2. It can be seen that the mean path length values are between 9 µm and 10
µm for all components of the radiation field. Optimisation of the SV’s design will be
explored in detail in the following chapter
3.3.3 Impact of path/chord length for RBE10 estimations
To determine the importance of the ⟨l⟩ on calculated RBE10 values, using the MKM (sec-
tion 1.6.3), three different RBE10 calculations were performed, with the results shown
in figure 3.10. The different methods included applying the isotropic value of 6.7 µm
provided by Cauchy’s formula as well as using the thickness of the SV, 10 µm. The
remaining method was to use the values of ⟨lPath⟩ calculated above in section 3.3.2, con-
sidering the specific path length for each component of the radiation field (incident carbon
ions, secondary ions and electrons). These different methods were compared to the simu-
lated RBE10 of a simulated muscle sphere with a diameter of 10 µm and
⟨
lCauchy
⟩
of 6.7
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Figure 3.9: Calculated mean path length of particles traversing the cylinder of height
10µm and diameter 20µm, using a 20 × 20 mm2 primary beam with energy of
290MeV/u.
µm.
It can be seen in figure 3.10 that using the
⟨
lCauchy
⟩
of 6.7 µm gives significantly differ-
ent results compared to the other methods and notably differs from the spherical volume
values and should not be used. The remaining two methods result in very similar RBE10
values. Such agreement is due to the fact that the primary 12C dominates the radiation
field with its high LET while the secondary particles contribute less significantly to the
RBE10. The RBE10 determined with the Si SV is similar to the one calculated with the
muscle sphere of 10 µm diameter, with a difference of ∼2% which should be due to the
different shape of the Si SV and muscle sphere. Larger differences are observed at the BP
due to the sensitivity of y∗. Beyond the BP the greatest difference is found due to the the
primary carbon beam being stopped. Because the 12C ⟨lPath⟩ is very close to 10 µm for
all depths, very little difference is seen between using the calculated ⟨lPath⟩ values and the
thickness of the SV. Beyond the BP, the secondary ion’s ⟨lPath⟩ approaches 9.4 µm (sec-
tion 3.3.2) which is close to the thickness of the SV along the direction of the beam. This
means that a constant 10 µm ⟨lPath⟩ can be adopted instead of ⟨lPath⟩ with no significant
differences in calculated RBE10.
Because of the dominance of the primary 12C and that the secondary ions have a
⟨lPath⟩ value very close to the thickness of the SV beyond the BP makes it conveniently
accurate to use the thickness of the SV as the ⟨lPath⟩ value. However this applies to
this setup of detector and beam using 12C and may not be so accurate in proton ther-
apy where protons can scatter more frequently, contributing to a more isotropic field and
more importantly has much fewer fragments produced, causing downstream of the BP
to be dominated by nuclei scattered by neutrons which should produce values close to⟨
lCauchy
⟩
.
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Figure 3.10: Left: RBE10 derived from the Si microdosimeter calculated using different
⟨l⟩ : the isotropic chord length of 6.7 µm, a constant ⟨l⟩ of 10 µm representing the
thickness of the SV and using the ⟨lPath⟩ values found in section 3.3.2 for each particle
type. These are compared against the RBE10 of a 10 µm muscle sphere with a ⟨l⟩ of 6.7
µm. Right: The ratio of the RBE10 values of the microdosimeter using the ⟨l⟩ of 10 µm
and ⟨lPath⟩ with the values of the muscle sphere.
Figure 3.11 shows the RBE10 values, estimated using the MKM, calculated from the
Geant4 simulations of the Mushroom device with silicon SVs. The correction factors κ
and LEC have been adopted to convert the microdosimetric spectra in silicon to muscle.
The RBE10 calculated in the Mushroom with SVs made of muscle are also shown in figure
3.11, together with the RBE10. For comparison experimental measurements performed at
HIMAC by Kase et al. [67], with a 12.5 mm diameter TEPC are also shown.
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Figure 3.11: Left: Calculated RBE10 along the depth in water, using the Mushroom
detector. The RBE10 resulting from the simulation study is compared to experimental
measurements performed with the TEPC documented in Kase et al. [67]. Right: zoomed
view of the results at the BP position.
It can be observed that the RBE10 calculated in silicon and muscle SVs agree thanks
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to the adopted corrections. A good agreement is also observed with the experimental
RBE10 determined with a TEPC, slight discrepancies can be attributed in part due to the
differences of the beam lines. This means that in principle the Mushroom detector can
be adopted to determine the RBE10, but with an additional high spatial resolution, which
cannot be achieved with the TEPC.
3.4 Conclusions
Being able to estimate the biological dose which is delivered to a patient is vital in HIT.
It is important to be able verify that the planned biological dose of a treatment closely
matches the actual treatment delivered. SOI microdosimetry provides a convenient solu-
tion to estimate the biological response of a treatment, however, because the measurement
is in silicon the response must be converted to be biologically relevant. In addition, be-
cause the SVs of silicon microdosimeters are generally made in a cubic or cylindrical
shape, when they are placed in a highly directional beam, generating the microdosimetric
spectrum by assuming an isotropic field is not appropriate. This chapter investigated these
two caveats of silicon microdosimetry and devised a method to convert the silicon energy
deposition into a tissue equivalent microdosimetric spectrum.
A proposed, fully 3D CMRP silicon microdosimeter, was studied using Geant4 in a
pristine 290 MeV/u 12C ion beam. A conversion factor of 0.57 was calculated to convert
the response in silicon to that of muscle and similarly a value of 0.54 for water. Conversion
values were also calculated for a proton beam with an initial energy of 160 MeV and
was found to have a value of 0.58 for striated muscle and 0.56 for water, with the later
agreeing with a previous study in the literature. An additional low energy correction factor
to address the over-response of silicon at low energies, which varied based on the incident
beam energy, was investigated. This low energy correction factor was found to improve
agreement between silicon and muscle/water by ∼10% for yF but did not significantly
effect yD due to the prevalence of electrons impacting yF significantly. However, when
estimating the biological response of a radiation field yD is more significant, meaning that
the low energy correction factor does not need to be implemented for these applications.
One important consideration to make when converting silicon lineal energy spectrum
to a TE material spectrum is when the microdosimetric spectrum is used as an input to a
model, including the MKM (see section 1.6.3). For HSG cells the density is 1.0 g/cm3
which is the same density of water and slightly less than the striated muscle used in this
study of 1.04 g/cm3. If a striated muscle spectrum is used as input to the MKM the
resulting values may be differ slightly. However, this is the density for just a single type
of cell, performing calculations with the RBE for different cells may also have a slightly
different density also. However, as this chapter showed the conversion of silicon to a TE
material is quite simple and stable for a range of energy ranges allowing for spectra to be
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easily changed to different cell types based on density/material.
An alternative method to the mean chord length was used in the form of the mean path
length. The adoption of
⟨
lCauchy
⟩
was demonstrated to be less accurate than the adoption
of ⟨lPath⟩ equal to the thickness of the SV, when determining the RBE10. This is due to
the high directionality of the radiation field produced by the carbon ions.
It was demonstrated that the calculated correction factors allow to determine the RBE10
with good agreement with respect to the corresponding determined based on TEPC mea-
surements. The maximum difference between experimental and simulation values was
∼8% at the very surface of the phantom. However, as discussed above, the configurations
were significantly different, with experiment using a 100 mm diameter passive beam with
∼10 m between the nozzle and the phantom while the simulation featured a 5 mm pencil
beam and 4 cm of air before the phantom. When comparing the simulated silicon cylin-
der SVs’ response to the simulated muscle sphere SVs’ response the maximum difference
was ∼5%.
Chapter 4
Optimisation of SOI microdosimeter
designs for hadron therapy
In the previous chapter, it was found that the mean chord length was not appropriate for
silicon microdosimeters to convert the energy deposition to lineal energy, when used in
heavy ion therapy beams. The unsuitability was due to the strong directionality of the
radiation field. By comparing the RBE10, as calculated by the MKM, of muscle spheres
to silicon cylinders it was determined that the mean path length was more appropriate
to convert the energy deposition spectrum into lineal energy. This chapter studies the
optimisation of the sensitive volume design in proton and 12C ion fields by reducing the
variance of the mean path length.
Results of this chapter have been published in “Optimisation of the design of SOI mi-
crodosimeters for hadron therapy quality assurance”, Physics in Medicine Biology, (63),
2018. Certain figures in this chapter have been reproduced from the publication.
4.1 Introduction
In the last chapter the conversion of the energy deposition in silicon to tissue equivalent
lineal energy was studied using a “Mushroom” microdosimeter design. This Mushroom
had cylindrical SVs which had the diameter equal to the height (10 µm), as mentioned
previously, this was done since an elongation of one corresponds to a minimum variation
of the chord length distribution for an isotropic distribution of chords in the SV [7]. For
example, if you consider two cylinders, one with an elongation of 1 having a height and
diameter of 10 µm and another cylinder with a diameter of 20 µm and height of 5 µm
resulting in elongation of 4. Both of these cylinders have a mean chord length of 6.67
µm (calculated using Cauchy’s equation), however, the chord length distribution (see
section 1.5.1) of the cylinder with an elongation of 4 will correspond to a more broader
distribution.
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The path length is more appropriate for the highly directional HIT radiation field when
the SVs are non-spherical. Admittedly, the path length is less convenient than the chord
length due to it changing depending on the radiation field and its position. Ideally, es-
pecially in an experiment where the radiation field may not be well known, you would
like to be able to use a single value to calculate the lineal energy. In the last chapter it
was shown that using the thickness was a fairly good approximation for the mean path
length. Optimisation of the SV’s design to reduce the change in the mean path length
should improve the approximation of the thickness used as the mean path length.
This study extends the previous work which was limited to investigating the ⟨lPath⟩ for
mono-energetic 12C ion beams. Here the ⟨lPath⟩ is examined for the case of a mono-
energetic proton beam and spread out Bragg peaks (SOBP) for both incident protons and
12C ions.
This work continues to further investigate the silicon-based experimental microdosi-
metric approach, in order to determine more accurately important quantities for treatment
planning such as the dose equivalent and the RBE. It also supports the further optimisa-
tion of the SV’s design, particularly in terms of its dimensions, for the application of SOI
microdosimeters in hadron therapy quality assurance (QA).
When irradiated in hadron therapy beams, the SOI microdosimeters are usually set face
on to the incident beam. Nevertheless, misalignments of few degrees may happen. Thus,
the angular dependence of the ⟨lPath⟩ is investigated to quantify the effect of such possible
experimental misalignment on the ⟨lPath⟩ and to see the general effect of different detector
alignments with the beam.
4.2 Materials and Methods
For this study a different version of Geant4 was used than the last chapter, with version
10.2p1 being adopted to investigate the ⟨lPath⟩ in proton and 12C ion therapies.
The optimisation of the SV design was performed in two different ways. First the mean
geometrical path length in the SV, ⟨lGeo⟩ , was calculated. This approach allowed the
investigation of the effect on the ⟨lPath⟩ produced by different alignments of the detector
with the incident beam direction and by the angular spread or divergence of the particles
incident on the SV, based on geometrical considerations only (neglecting the effect of
the physical interactions). The difference between the ⟨lGeo⟩ and the ⟨lPath⟩ is that the
⟨lPath⟩ considers all physical processes and particles created while ⟨lGeo⟩ only considers
different defined distributions of geometrical tracks traversing the SV. The advantage of
studying the ⟨lGeo⟩ is that it allows for the trend of the ⟨lPath⟩ to be studied for general
cases of alignment and divergence of the beam passing the SV while the ⟨lPath⟩ represents
a complicated mix of particles which have angular distributions that often vary with posi-
tion in the phantom because of their physical interactions.
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Secondly, the ⟨lPath⟩ was studied in the same way as the previous chapter by placing
the microdosimeter in the true radiation field and replacing the SV material with vacuum
and recording the tracks of charged particles which traversed the SV.
4.2.1 Calculation of the mean geometrical path length
For calculations of the ⟨lGeo⟩ a geantino beam was simulated. In Geant4 geantinos are
particles which do not have any physical interactions. Such particles are well suited for
geometrical studies. For both configuration studies, a 1 mm diameter beam was generated
0.01 µm from the top of the SV, independently from the SV’s alignment angle (shown in
figure 4.1 (a) and (b)).
For the case representing the angular alignment of the detector with the beam, a parallel
beam was simulated incident upon a single SV placed at angles varying between 0◦ and
90◦ with respect to the beam as shown in figure 4.1 (a). 0◦ and 90◦ correspond to face on
(with the SV perfectly aligned with the beam) and edge on configurations, respectively.
For context, the accuracy of the positioning of the CMRP detector and phantom system
with the beam is within 1◦ but larger angles are investigated for the interest of less pre-
cise setups and for general considerations. The simulated parallel beam differs slightly
from real world therapeutic beams which have divergence, often a few milliradians at
iso-centre, due to the shaping of the beam.
The second configuration, shown in figure 4.1 (b), investigates the effect of the angular
distribution or divergence of the incident beam. In this case the ⟨lGeo⟩ was calculated for
different SV diameters when irradiated by a cone beam, varying the aperture angle θ as
shown in figure 4.1 (b). The particles are generated with a random direction within the
cone. In this case the incident beam originates from the same 1 mm diameter used in the
alignment configuration to ensure the entire area of the SV is equally irradiated.
For both configurations the thickness of the SV is fixed to 10 µm and the geometrical
path length is studied by varying the diameter of the SV. The path length in the SV was
calculated as the distance between the point of entrance and exit of the geantino in the SV.
The ⟨lGeo⟩ was calculated as the average value of the geometrical path length distribution.
4.2.2 Calculation of ⟨lPath⟩ in radiation fields of interest for hadron
therapy
For optimising the ⟨lPath⟩ a similar simulation as the previous chapter was used with a few
modifications. Figure 4.1 (c) shows the simulation set-up for calculating the ⟨lPath⟩ in
different beams, both mono-energetic and SOBP beams were simulated for proton and
12C ion beams. Differences between the previous chapter include the air gap between
the beam generation and the phantom was increased to 40 cm and the beam’s profile was
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Figure 4.1: Simulation setups used in this study. (a) and (b) show the simulation setup
adopted to study the effect on the ⟨lGeo⟩ . (a) studies the effect of the alignment of the
SV with the beam direction, the SV is irradiated with a parallel geantino beam. (b) is the
setup used to study the effect of the angular spread of the incident geantino beam. (c)
depicts the simulation setup used to calculate the ⟨lPath⟩ in the radiation fields of interest
and (d) shows a region of the SOI microdosimeter modelled in the Geant4 simulation to
calculate the ⟨lPath⟩ . All the investigated designs for the ⟨lPath⟩ had the same thickness
of 10 µm in the direction of the incident beam and the same distance between the outside
of the SVs of 40 µm. Microdosimeter designs with larger diameter SVs have less SVs
in total. The blue and red SVs represent SVs connected together on different channels.
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modelled as a Gaussian with a σ of 11 mm. The mono-energetic beams were 150 MeV
and 290 MeV/u for proton and 12C ions, respectively, which correspond to a range of
∼160 mm in water. For the simulated proton beams an energy sigma of 1% was applied
while for the 12C ion beams a 0.2% sigma was used. The SOBPs were produced using
multiple energy weights. The proton SOBP was weighted to deliver a uniform physical
dose 50 mm in width while the 12C ion SOBP was weighted to give a uniform biological
dose 60 mm in width.
The Mushroom microdosimeter was positioned at various depths along the Bragg curve/spread
out Bragg peak in water. There is one slight difference with the model of the Mushroom
used in this chapter compared to the previous one, the distance between the outside edges
of the SVs, is 40 µm instead of the pitch. This change from the pitch to distance from the
outside edge of the SV was done to accommodate the large diameter SVs. A zoomed in
region of the detector with 10 µm diameter SVs is shown in figure 4.1 (d). The thickness
of the SVs along the beam direction was fixed to 10 µm. The different detector designs
investigated included diameters of 10, 20, 30, 40 and 50 µm, alternatively. For larger
diameter designs the distance between the SV edges and area that the SVs occupied was
kept the same as the 10 µm design except that fewer total SVs were placed, with the active
area populated with SVs being 2.5×2.5 mm2.
The physics used in the previous chapter were adopted here as well. The Mushroom
was again placed in a secondary cuts region. The thickness of the region was twice the
maximum range of electrons plus the total thickness of the detector (10 µm SV thickness
and 1 µm substrate), the width of the cut region is the active area of the detector (2.5 mm)
plus twice the maximum electron range. With maximum electron ranges of 1 and 2.3 mm
being used for the proton and 12C ion beams, respectively.
4.2.3 Estimating the ⟨lPath⟩ using the energy deposition spectra
The final part of this chapter examines whether the path length can be estimated based
upon the energy deposition in the detector itself. The same simulation set-up depicted in
figure 4.1 (c) is used but replaces the vacuum SV with silicon to calculate the energy de-
position. Monte Carlo simulations are a valid tool to determine the ⟨lPath⟩ when the beam
line is well known and accurately described in the simulation. However, in experimental
studies the incident radiation field on the microdosimeter by a beam line may not be well
known, producing possible inaccuracies between the true and the Monte Carlo-based cal-
culation of the ⟨lPath⟩ . The effect of the discrepancy between the actual and calculated
⟨lPath⟩ values may be further amplified if the design of the SV causes a large variation of
the ⟨lPath⟩ along the Bragg curve leading to the SV thickness being inappropriate as an
approximation to the ⟨lPath⟩ .
In order to limit possible inaccuracies in the value of the ⟨lPath⟩ , deriving from situa-
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tions as the ones mentioned above, it is convenient to be able to estimate the ⟨lPath⟩ directly
from the response of the detector. Here we investigate the applicability of the same
method to mono-energetic proton and 12C ion beams with energy of 150 MeV and 290
MeV/u, respectively, and clinical proton and 12C ion SOBP beams. Here a 10 µm diame-
ter SV was adopted as this design was found to correspond to the worst case of variation
of the ⟨lPath⟩ . The method investigated as a way to estimate the ⟨lPath⟩ involved using
the energy deposited in the SV by the incident beam. The mean energy deposited in the
peak, on the right of the energy deposition spectrum, was recorded with the value of the
⟨lPath⟩ at that position. Instead of plotting the ⟨lPath⟩ against the depth in water it was
plotted against the mean energy deposited in the peak by the primary beam. This concept
is illustrated in figure 4.2 which shows two different incident energy beams with the de-
tector placed at different depths in water so that the mean kinetic energy of the beam is
the same. To have values be biologically relevant the energy deposition in the silicon SVs
were converted to striated muscle using the conversion values of 0.58 and 0.57 for proton
and 12C , respectively, which were determined in the previous chapter.
Phantom
400 MeV/u150 MeV/u
100 MeV/u 100 MeV/u
Figure 4.2: Diagram which illustrates the concept of using the energy deposited by the
incident beam relating it to the mean path length instead of the depth in water. Two
different incident beams have different initial energies but the detectors are placed at
different depths so that each beam has the same average energy when it hits the detector.
4.3 Results
4.3.1 Study of the mean geometrical path length.
Figure 4.3 shows the calculated ⟨lGeo⟩ when considering different tilt angles and diame-
ters of SVs. The geantinos are incident normally to the SV when aligned at 0◦. In general
it can be observed that the ⟨lGeo⟩ decreases to a minimum, whose value depends on the
specific SV diameter, and then it increases with the tilt angle. The ⟨lGeo⟩ can differ sig-
nificantly from the
⟨
lCauchy
⟩
, reported in table 4.1 for all the SV diameters considered.
When the SV is aligned at smaller tilt angles (less than ∼30◦), it can be observed that the
⟨lGeo⟩ varies much less from its initial value at 0◦ for larger diameters. Compared to the
⟨lGeo⟩ at 0◦, the value at 15◦ for the 10 µm diameter SV has a reduction of approximately
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∼20%, while for the 20 µm diameter SV the reduction is ∼10%. However, at larger tilt
angles the larger the diameter of the SV the more rapidly their value differs from the 0◦
value.
Diameter (µm)
⟨
lCauchy
⟩
(µm)
10 6.67
20 10
30 12
50 14.29
100 16.67
Table 4.1:
⟨
lCauchy
⟩
calculated for 10 µm thick SVs, with varying diameter.
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Figure 4.3: The ⟨lGeo⟩ is plotted against the tilt angle, when varying the SV diameter
(reported in the legend). The left plot shows a zoomed in range of the right plot.
Figure 4.4 shows the effect of the angular spread or divergence of the incident beam,
represented in terms of θ (see figure 4.1, (b)), when varying the diameter of the SV. The
⟨lGeo⟩ is calculated for a number of different tilt angles between 0◦ and 25◦. For smaller
θ (up to ∼40◦), the ⟨lGeo⟩ varies the most for smaller diameter SVs, with the 10 µm
diameter SV varying between ∼7 and 10 µm. In contrast, for large θ the larger diameter
SVs have values of ⟨lGeo⟩ which extend a greater range of values compared to smaller
SVs. Similar to the misalignment case, each SV is seen to reach a minimum ⟨lGeo⟩ value
depending on the specific diameter of the SV and then it increases again.
When changing the alignment of the detector by altering the tilt angle the variation
of the ⟨lGeo⟩ can be seen to reduce, with the reduction being the greatest for the smaller
diameters. At a tilt angle of 25◦ the 10 µm diameter can be seen to provide an almost flat
response of the ⟨lGeo⟩ between beam divergences of 0◦ and 90◦. For the 20 µm diameter
SV the tilt angle to obtain a flat response is reduced to ∼15◦, however, the range of the flat
response is reduced to a maximum of ∼50◦. The larger diameter SVs do not experience
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a strong flat response when adjusting the tilt angle, with the ⟨lGeo⟩ generally increasing
with larger beam divergence.
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Figure 4.4: ⟨lGeo⟩ of SVs with a diameter of: 10 µm (top left), 20 µm (top right), 30
µm (bottom left) and 50 µm (bottom right). ⟨lGeo⟩ is calculated against the angle θ (see
figure 4.1 (b)). The tilt angle of detector alignment is shown in the top legend.
4.3.2 Characterisation of the Proton and 12C ion Radiation Fields
The fluence of the incident and secondary particles along the depth of the water phantom
in the mono-energetic proton and 12C ion radiation fields under investigation are shown
in figure 4.5 (a) and (b). It can be seen that for the proton beam the fluence of neutrons
and protons is fairly constant before the Bragg peak, after which the fluence of secondary
protons decreases rapidly while the neutrons are attenuated more slowly. Comparing
the fluence of the primary proton and 12C ion beams it can be seen that the 12C ion
beam undergoes a much higher amount of attenuation (∼50%) compared to the proton
beam (∼20%) when reaching the Brag Peak (BP). This is due to the significantly higher
nuclear cross-sections of 12C compared to proton beams, which translates to ∼4 orders
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of magnitude higher fluence of fragments in the 12C ion beam case. Due to the different
dominant processes in the two fields the proton beam is dominated by neutrons with a
large angular distribution while the 12C ion radiation field is more dominated by more
forward directed fragments.
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Figure 4.5: The relative fluence of different nuclear species along the depth of the water
phantom for an incident: 150 MeV proton beam (a), a 290 MeV/u 12C ion beam (b), a
proton SOBP (c) and a 12C ion SOBP (d). Note that the minimum of the proton y-axis is
three orders of magnitude lower than the 12C axis.
Figure 4.5 (c) and (d) shows the fluence of secondary particles along the depth in the
phantom in the proton and 12C ion SOBP fields. The fluences are higher than in the case of
the corresponding mono-energetic beams due to the distal radiation fields from different
beam energies accumulating as they stop in the phantom.
Typical proton and 12C ion microdosimetric yd(y) spectra are shown in figure 4.6 for
a 150 MeV proton and 290 MeV/u 12C ion beam both placed at a depth of 150 mm
(with an angle of 0◦ with the beam, corresponding to the face on configuration). This
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depth corresponds to the BP for the proton beam and just before the BP for the 12C
ion beam. The spectra have been converted from silicon (using the 20 µm diameter
Mushroom SV design) to striated muscle using the conversion factor of 0.58 and 0.57
found in the previous). Each plot shows the contribution that different particle types make
to the total dose deposited in the detector. It can be seen that in the case of the proton beam
different particle types have a similar lineal energy while the microdosimetric spectra of
the 12C ion beam have a well defined peak due to the primary 12C ions and a lower lineal
energy peak due to secondary fragments and electrons. In particular, in the case of proton
therapy the lineal energy spectra of the primary and secondary protons overlap along the
Bragg curve, because of this it is important to have similar ⟨lPath⟩ for both the primary
beam and secondary ions.
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Figure 4.6: yd(y) spectra of the detector for a 150 MeV proton beam (left) and a 290
MeV/u 12C ion beam (right), both at 150 mm in water.
4.3.3 ⟨lPath⟩ in mono-energetic beam
The mean path length, ⟨lPath⟩ , was calculated for SVs with various diameters, when
irradiated by a 150 MeV and 290 MeV/u pristine proton and 12C ion beam, respectively.
The ⟨lPath⟩ is presented for various depths in the radiation fields as well as tilt angles
between the microdosimeter and the incident beam for diameter sizes of 10 and 20 µm
and are summarised along with 30, 40 and 50 µm diameters at the end of this section in
tables. The results are presented separately for the incident beam and the secondary ions,
as these two components can have significantly different angular distributions.
Figure 4.7 (a) and (b) show the ⟨lPath⟩ calculated separately for the primary and sec-
ondary ions, respectively, using the 10 µm diameter design when irradiated with a 150
MeV pristine proton beam. Similarly, 4.7 (c) and (d) show the calculated ⟨lPath⟩ values
for a 20 µm diameter SV. The SVs are set at different positions along the Bragg curve in
the water phantom, for reference the energy deposition in the water is plotted in red on
the path length plots. The error bars plotted on figure 4.7 as well as all following figures
represents one standard deviation calculated over ten sets of simulation data.
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Figure 4.7: The ⟨lPath⟩ calculated in a mono-energetic 150 MeV proton beam. (a) and
(b) are calculated using the 10 µm diameter SV design for primary (a) and secondary
ions (b), respectively. (c) and (d) also show the ⟨lPath⟩ for primary and secondary ions,
respectively, using a 20 µm diameter SV instead. The microdosimeter is placed at vari-
ous tilt angles with respect to the direction of the beam (reported in the legends).
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When considering the ⟨lPath⟩ of incident primary protons with the detector being per-
fectly aligned in the phantom (0◦ tilt angle), the ⟨lPath⟩ slightly decreases with increased
depth in the phantom. This is due to the scattering of the beam causing an increased angle
of incidence on the SV at deeper positions. At the Bragg peak the 10 µm diameter SV
has a value of ∼9 µm while the 20 µm diameter is ∼9.5µm.
The results show that the value of ⟨lPath⟩ has a strong dependence with respect to the tilt
angle, with the larger diameter SV being affected less. For larger tilt angles, the ⟨lPath⟩ of
the incident beam undergoes less variation in its value. Furthermore, the secondary ion’s
⟨lPath⟩ are not seen to vary significantly for both the 10 µm or 20 µm designs. This effect
agrees with what was predicted in figure 4.4 which showed that the ⟨lGeo⟩ values converge
for different tilt angles for both the designs at a cone angle (θ ) of ∼60◦. In particular the
⟨lPath⟩ ranges between ∼6.5 and 7 µm and ∼9 and 9.5 µm, for the 10 µm and 20 µm
diameter microdosimeter designs, respectively.
The ⟨lPath⟩ of secondary ions for the 10 µm design is close to the isotropic value of
6.7 µm, while for the 20 µm design the ⟨lPath⟩ is slightly lower than the isotropic value
of 10 µm, with a value of 9 µm, which is expected for a large angular distribution based
on figure 4.4 corresponding to a cone angle of ∼60◦. At the entrance of the phantom the
⟨lPath⟩ of the 10 µm design increases slightly while the 20 µm decreases from ∼9.4 µm,
from figure 4.4 this indicates the angular distribution reaching the detector is larger at the
surface of the phantom and decreases as more forwarded directed particles stay within the
beam.
The ⟨lPath⟩ calculated for 10 and 20 µm diameter SV designs in a mono-energetic 290
MeV/u 12C ion beam is shown in figure 4.8 (a-b) and (c-d), respectively. It can be seen
that the primary 12C ion beam has a noticeably larger ⟨lPath⟩ than for the proton beam due
to it having less scattering along its trajectory.
As figure 4.5 shows, the fluence of secondary ions in the 12C ion beam is orders of
magnitude higher than for the proton beam. As observed in section 4.3.2, this higher
fluence of fragments leads to noticeable differences between the secondary ion’s ⟨lPath⟩ of
proton and 12C ion beams. Since the secondary particles created via fragmentation in the
12C ion beam tend to be more forwarded directed, they have a path length in the SV
closer to the thickness of the SV, at any position along the Bragg curve. In the case of the
proton beam, instead the secondary ions have a larger angular spread when reaching the
SV, especially at the Bragg peak, producing a more constant ⟨lPath⟩ . This explains why
the effect of the tilt angle is more pronounced in the 12C ion beam case.
Tables 4.2 and 4.3 report the variation of the ⟨lPath⟩ for different SV diameters placed in
the mono-energetic 150 MeV proton and 290 MeV/u 12C ion fields. The average percent-
age variation, PV , is calculated using equation 4.1, where d is the number of depths in the
phantom under study and ⟨lPath⟩0 is the ⟨lPath⟩ of the SV at the first depth in the phantom.
The PV is calculated separately for the incident primary beam (PVP) and the secondary
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Figure 4.8: The ⟨lPath⟩ calculated in a mono-energetic 290 MeV/u carbon beam. (a) and
(b) are calculated using 10 µm diameter SV design for primary (a) and secondary ions
(b), respectively. (c) and (d) also show the ⟨lPath⟩ for primary and secondary ions, re-
spectively, using a 20 µm diameter SV instead. The microdosimeter is placed at various
tilt angles with respect to the direction of the beam (reported in the legends).
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ions, (PVS). Equation 4.2 was used to calculate the variation of the ⟨lPath⟩ along the depth
in the phantom between the primary and secondary ions (PVP,S). The percentage variation
PVt was calculated for different tilt angles from the 0◦ position between the microdosime-
ter and the incident beam by means of equation 4.3, where ⟨lPath⟩i,0 is the ⟨lPath⟩ at the ith
depth with a tilt angle of 0◦. PVt was also calculated along the depth of the Bragg curve.
Also in this case, the PVt was calculated separately for the incident primary beam (PVt,P)
and secondary ions (PVt,S).
⟨PV ⟩= 100%
d
(
d−1
∑
i=0
∣∣∣∣⟨lPath⟩i −⟨lPath⟩0⟨lPath⟩0
∣∣∣∣
)
(4.1)
⟨
PVP,S
⟩
=
100%
d
(
d−1
∑
i=0
∣∣∣∣⟨lPathPrim⟩i −⟨lPathSec⟩i⟨lPathPrim⟩i
∣∣∣∣
)
(4.2)
⟨PVt⟩=
100%
d
(
d−1
∑
i=0
∣∣∣∣∣⟨lPath⟩i,t −⟨lPath⟩i,0⟨lPath⟩i,0
∣∣∣∣∣
)
(4.3)
SV Diameter (µm) Tilt angle PVP PVS PVP,S PVt,P PVt,S
10 0 4.66 ± 0.01 1.60 ± 0.08 25.71 ± 0.39 0 ± 0 0 ± 0
15 0.23 ± 7×10−4 4.69 ± 1.40 11.07 ± 0.18 18.18 ± 0.03 4.98 ± 1.63
25 0.13 ± 4×10−4 3.63 ± 1.05 2.28 ± 0.05 26.51 ± 0.05 5.44 ± 1.09
20 0 2.27 ± 8×10−4 3.64 ± 0.04 6.33 ± 0.04 0 ± 0 0 ± 0
15 0.06 ± 6×10−5 3.43 ± 0.04 3.01 ± 0.02 8.96 ± 0.01 1.26 ± 0.03
25 0.12 ± 1×10−4 3.04 ± 0.03 7.39 ± 0.06 12.26 ± 0.01 0.77 ± 0.01
30 0 1.25 ± 7×10−4 2.92 ± 0.07 3.63 ± 0.07 0 ± 0 0 ± 0
15 0.18 ± 2×10−4 5.68 ± 0.15 10.52 ± 0.15 5.43 ± 0.01 1.88 ± 0.08
25 0.16 ± 3×10−4 5.77 ± 0.16 12.54 ± 0.21 6.18 ± 0.01 2.25 ± 0.06
40 0 0.87 ± 4×10−4 5.98 ± 0.15 10.07 ± 0.18 0 ± 0 0 ± 0
15 0.08 ± 1×10−4 6.03 ± 0.14 14.47 ± 0.32 3.37 ± 2×10−3 1.16 ± 0.04
25 0.17 ± 3×10−4 7.67 ± 0.21 16.29 ± 0.29 2.59 ± 2×10−3 3.30 ± 0.07
50 0 0.63 ± 3×10−4 6.51 ± 0.15 14.13 ± 0.20 0 ± 0 0 ± 0
15 0.14 ± 2×10−4 8.45 ± 0.16 17.55 ± 0.23 2.08 ± 1×10−3 1.05 ± 0.03
25 0.22 ± 3×10−4 7.48 ± 0.17 19.55 ± 0.29 0.52 ± 5×10−4 3.87 ± 0.08
Table 4.2: Percentage variation of the ⟨lPath⟩ , calculated for different SV diameters,
when irradiated with a 150 MeV proton beam. PVP is calculated along the Bragg curve
with respect to the first depth considered in the phantom using equation 4.1, for primary
proton beam, PVS on the other hand is calculated using only secondary ions. PVP,S is
the variance between the primary and secondary ion’s ⟨lPath⟩ , averaged over all depths,
calculated using equation 4.2. PVt is calculated along the Bragg curve, for different tilt
angles with respect to 0◦, for both primary (PVt,P) and secondary (PVt,S) ions, by means
of equation 4.3.
4.3.4 ⟨lPath⟩ in a SOBP beam
Figure 4.9 (a-b) and (c-d) show the ⟨lPath⟩ for primary and secondary ions for the 10
µm and 20 µm SV diameter, respectively, when irradiated with a proton beam producing
a clinical SOBP. The ⟨lPath⟩ calculated when the microdosimeter is placed in a SOBP
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SV Diameter (µm) Tilt angle PVP PVS PVP,S PVt,P PVt,S
10 0 1.06 ± 3×10−3 10.65 ± 0.20 16.49 ± 0.20 0 ± 0 0 ± 0
15 0.57 ± 4×10−3 4.57 ± 0.08 4.18 ± 0.07 21.67 ± 0.13 11.31 ± 0.10
25 0.25 ± 2×10−3 0.83 ± 0.02 1.30 ± 0.02 29.85 ± 0.18 18.49 ± 0.16
20 0 0.53 ± 4×10−4 0.55 ± 0.01 6.30 ± 0.02 0 ± 0 0 ± 0
15 0.24 ± 1×10−3 2.09 ± 0.01 0.53 ± 0.00 10.92 ± 0.03 5.33 ± 0.02
25 0.20 ± 8×10−4 2.11 ± 0.02 1.71 ± 0.02 14.33 ± 0.04 7.74 ± 0.03
30 0 0.38 ± 4×10−4 3.66 ± 0.05 2.30 ± 0.01 0 ± 0 0 ± 0
15 0.17 ± 1×10−3 7.38 ± 0.12 2.98 ± 0.07 6.70 ± 0.03 2.58 ± 0.02
25 0.45 ± 3×10−3 7.30 ± 0.07 3.98 ± 0.05 7.56 ± 0.03 2.54 ± 0.02
40 0 0.26 ± 2×10−4 4.77 ± 0.05 1.56 ± 0.02 0 ± 0 0 ± 0
15 0.24 ± 1×10−3 6.25 ± 0.08 4.21 ± 0.06 4.24 ± 0.01 1.12 ± 0.01
25 0.41 ± 3×10−3 6.87 ± 0.07 4.44 ± 0.05 3.54 ± 0.01 0.61 ± 0.01
50 0 0.23 ± 1×10−4 6.65 ± 0.07 2.13 ± 0.03 0 ± 0 0 ± 0
15 0.14 ± 4×10−4 6.42 ± 0.06 4.51 ± 0.06 2.80 ± 0.01 0.67 ± 0.01
25 0.16 ± 8×10−4 6.89 ± 0.07 5.16 ± 0.05 1.13 ± 3×10−3 1.80 ± 0.01
Table 4.3: Percentage variation of the ⟨lPath⟩ , calculated for different SV diameters,
when irradiated with a 290 MeV/u 12C ion beam. PVP is calculated along the Bragg
curve with respect to the first depth considered in the phantom using equation 4.1, for
the incident 12C ion beam, PVS on the other hand is calculated using only secondary
ions. PVP,S is the variance between the primary and secondary ion’s ⟨lPath⟩ , averaged
over all depths, calculated using equation 4.2. PVt is calculated along the Bragg curve,
for different tilt angles with respect to 0◦, for both primary (PVt,P) and secondary (PVt,S)
ions, by means of equation 4.3.
produced by a clinical 12C ion beam is shown in figure 4.10 (a-b) and (c-d), for 10 and 20
µm SV diameters, respectively.
For both the proton and 12C ion beams, the results are similar to the mono-energetic
cases (see figures 4.7 and 4.8). The 20 µm diameter is again preferable because the
⟨lPath⟩ varies less along the Bragg curve and the variance between the primary and sec-
ondary ⟨lPath⟩ is greatly reduced.
Estimating the ⟨lPath⟩ using the deposited energy
Figure 4.11 shows the ⟨lPath⟩ with respect to the energy deposited in the 10 µm diameter
silicon SV and converted to be representative of muscle. The 10 µm design was used
to represent an extreme case of variation between the ⟨lPath⟩ of primary and secondary
particles as well as along the depth of the Bragg curve, where using the thickness of
the SV as an approximation is not appropriate, namely for proton fields. The ⟨lPath⟩ is
calculated for the primary and secondary ions, separately, with the primary ions being
depicted with solid markers and secondary ions with open markers. The left plot shows
the ⟨lPath⟩ for both a mono-energetic and a SOBP proton beam and the right plot shows
the same quantities for 12C ion beams. For both proton and 12C ion beams, it can be
seen that the relationship of the ⟨lPath⟩ with the mean peak energy deposition is valid
for both a pristine beam and a SOBP which is comprised of a large range of different
energy particles. This method, which allows for a quick experimental estimation of the
⟨lPath⟩ using just the energy deposition spectra is valid not only for mono-energetic 12C
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Figure 4.9: The ⟨lPath⟩ when irradiated by a SOBP proton beam. (a) and (b) are calcu-
lated using 10 µm diameter SV design for primary (a) and secondary ions (b), respec-
tively. (c) and (d) also show the ⟨lPath⟩ for primary and secondary ions, respectively,
using a 20 µm diameter SV instead. The microdosimeter is placed at various tilt angles
with respect to the direction of the beam (reported in the legends).
ion beams, but also for mono-energetic proton and SOBP proton and 12C ion beams.
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Figure 4.10: The ⟨lPath⟩ when irradiated by a SOBP 12C ion beam. (a) and (b) are
calculated using 10 µm diameter SV design for primary (a) and secondary ions (b), re-
spectively. (c) and (d) also show the ⟨lPath⟩ for primary and secondary ions, respectively,
using a 20 µm diameter SV instead. The microdosimeter is placed at various tilt angles
with respect to the direction of the beam (reported in the legends).
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Figure 4.11: ⟨lPath⟩ plotted against the mean energy deposition. Left depicts the
⟨lPath⟩ for a 150MeV proton beam against a SOBP. Right depicts the ⟨lPath⟩ for a 290
MeV/u 12C ion beam against a SOBP. The filled markers represent the primary beam
while the open markers represent the secondary ions. Note that the energy deposited has
been converted from silicon to muscle.
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4.4 Discussion
The study of the ⟨lGeo⟩ characterised the response of the different SVs of a range of dif-
ferent alignments with the beam and different beam divergences. The larger diameter SVs
were found to show less sensitivity to alignment than smaller diameters, while the smaller
diameters saw less variation in the ⟨lPath⟩ over the complete range of cone angles (0-90◦)
than the larger diameters. As can been seen in [98], which measured the angular spread of
the primary and secondary ions for a 12C ion beam in a water phantom, the smaller θ an-
gles mainly correspond to the incident primary beam while fragments relate to moderate
sized angles. The larger θ angles are more representative of electrons and recoiled nuclei
from neutrons. The larger diameters showed smaller variation for smaller cone angles of
∼20◦ and less. For larger cone angles the ⟨lGeo⟩ varied more for larger diameters with its
value increasing with larger cone angles. This means that for primary beams with their
smaller divergence the ⟨lPath⟩ will vary less for larger diameters, however the ⟨lPath⟩ of
secondary particles will differ increasingly more compared to the ⟨lPath⟩ of the primary
beam as the divergence increases.
When considering the incident proton beam, the largest percentage variation observed
in table 4.2 is with the 10 µm diameter (elongation = 1). This SV geometry corresponds
to the least variation of the ⟨l⟩ when calculated by means of the Cauchy formula. The
percentage variation of the primary beam, PVP, along the depth of the Bragg curve de-
creases with increasing diameters for a tilt angle of 0◦ from 4.7% to 0.6%. However, as
the tilt angle is increased the PVP is reduced for all diameters and the 20 µm size has the
least variance.
For secondary ions the percentage variation, PVS, at a 0◦ tilt angle showed the 10 µm
diameter to be the smallest with 2% and increases for larger diameter SVs. The reason
for this can be seen in figure 4.4 which showed that the ⟨lPath⟩ varied more for larger
diameters when the divergences was more than ∼40◦ to 90◦, which is representative of
the secondary radiation field for proton beams.
The 20 µm design has the least variance between primary and secondary ions, (PVP,S),
with the exception of extreme angles where the 10 µm design varies the least, with larger
diameter designs having increasingly more variance between primary and secondary ions
.
When comparing the sensitivity of alignment with the PVt values in the last two columns
it can be seen that the 10 µm design is the most sensitive to alignment, particularly for
the primary beam which is the most important aspect for reducing the variation. It can
be seen that as the diameter of the SV increases the PVt for primary protons decreases
slightly while for secondary ions the PVt is similar, but as the tilt angle increases the PVt
becomes larger for larger diameters.
As discussed earlier, the primary proton beam and the secondary ions have similar
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lineal energies, with the consequence that different ⟨lPath⟩ values cannot be applied to
separate components of the microdosimetric spectrum. Thus the ⟨lPath⟩ of primary and
secondary ions should be similar to one another. Taking this factor into account the 20
µm diameter SV, with the
⟨
lCauchy
⟩
being equal to the SV thickness, is the most appro-
priate design for proton therapy microdosimetric measurements. Furthermore, with the
exception of downstream BP proton measurements where the ⟨lPath⟩ does not vary, SV
designs with the
⟨
lCauchy
⟩
being less than the thickness of the detector should be avoided
in proton therapy due to their large differences between their ⟨lPath⟩ values for primary
and secondary ions and larger variances with angular misalignment.
The superiority of the 20 µm design with its reduced variance of the ⟨lPath⟩ between
the primary and secondary ions can be matched by the 10 µm diameter design. Since
the variance of the ⟨lPath⟩ (PVP,S) reduces with increasing tilt angle compared to larger
designs which have increasing variance with diameter. So if the 10 µm design was in-
tentionally placed at a tilt angle of 30◦ the variation would be insignificant, however this
approach is not ideal since it diminishes the spatial resolution.
The summary of the variation in the ⟨lPath⟩ for the 12C ion beam shown in table 4.3
showed an increase in sensitivity to alignment by ∼2% compared to the proton beam
for both the primary and secondary ions. This increase variation is due to the decreased
angular divergence of both primary and secondary ions in 12C ion beams.
When considering the incident 12C ion beam only, the PVP is less than 1.1% for all di-
ameter sizes because of the small divergence of the 12C ions, with PVP decreasing slightly
with increasing diameters. The PVS for secondary ions has similar values as proton beams,
a noticeable exception is for 10 µm which has a value of ∼11% compared to ∼2%, this
is due to the complex radiation field in 12C ion beams as the angular distribution and
dominance of particles changes with depth.
When considering the variation between the primary and secondary ion’s ⟨lPath⟩ (PVP,S),
a SV diameter of 20-30 µm has the smallest variance of ⟨lPath⟩ and in general the PVP,S
is smaller in 12C due to the dominance of forward directed fragments which have angular
distributions much closer to the primary beam compared to neutron events. The diameter
sizes of 20-30 µm correspond closely to the real world Mushroom and Bridge devices
(another CMRP SOI microdosimeter design which is studied in chapter 7).
The sensitivity of the ⟨lPath⟩ on the detector alignment showed that the values of PVt,P
are similar to what was seen for the proton beam, with larger diameters having a decreased
variation. The values of PVt,P for 12C ions is slightly higher than for proton, the reason
for this can be seen in figure 4.4 which showed that the largest variation in the ⟨lPath⟩ (or
⟨lGeo⟩ , as in the figure) for smaller beam divergence. For PVt,S it can be seen that the
variation is again similar to what was seen with proton except that for smaller diameters
the PVt,S is greater while for larger diameters the PVt,S is smaller.
Thanks to the ability to distinguish between the primary and secondary ions in 12C
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ion therapy, the choice of SV diameter is less important compared with proton beams and
allows for a greater flexibility in the microdosimeter design. For instance, if the alignment
of the detector with the incident beam is difficult, then a SV design with a larger diameter
will offer an advantage due to the decreased variation in the ⟨lPath⟩ . Instead, for proton
beams, the 20 µm diameter SV is preferable as both primary and secondary particles have
closer mean path lengths.
For SOBP radiation fields the results did not differ significantly from mono-energetic
beams. The ⟨lPath⟩ has a more consistent value with a 20 µm SV diameter compared to
the 10 µm SV. However, as mentioned before, the choice of diameter is not as crucial
in this case due to the contribution to the microdosimetric spectra being able to be dis-
tinguished, as shown in figure 4.6. This allows different regions of the spectra to have
separate ⟨lPath⟩ values used, however for ease and simplicity this approach is not prefer-
able.
4.5 Conclusions
This chapter studied the best diameter for a 10 µm thick silicon microdosimeter SV to
reduce the variation of the ⟨lPath⟩ , when considering different positions along the Bragg
curve, alignments with the direction of the incident beam and different particles of the
radiation field produced by clinical proton and 12C ion beams. By reducing the variation
in the ⟨lPath⟩ allows for the energy deposition to be converted to lineal energy more accu-
rately and easily. This is important to accurately determine the microdosimetric spectra
and to estimate the RBE.
It was found that for proton beams that the most appropriate microdosimeter design
has SVs with 20 µm diameter. The thickness of the SV, which is 10 µm, is equal to the⟨
lCauchy
⟩
of the SV calculated by means of the Cauchy formula. For 12C ion beams the
design of the SV was found to be less important than for protons. This is because the
fragments produced have angular distributions closer to the primary beam than neutron
events and if necessary the components of the microdosimetric spectra deriving from
the incident beam and the secondary radiation field can be easily distinguished and use
separate ⟨lPath⟩ values. The 20 µm diameter is appropriate for both pristine and SOBP
proton and carbon ions.
This study shows that intentionally introducing a small misalignment may reduce the
variation of the ⟨lPath⟩ , the angle required being reduced with larger diameter SV designs,
with an angle of ∼10◦ required for the 20 µm design in a proton beam. This method has
the largest applicability for proton beams where the lineal energies of the primary and
secondary ions have similar lineal energies. Nevertheless the feasibility of this method
has to be evaluated experimentally.
Proton beams were characterised with lower values of ⟨lPath⟩ for both primary and
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secondary ions due to the larger associated scatter of the primary beam and dominance of
neutrons in the generation of secondary ions. When placed in a mono-energetic proton
beam the 20 µm diameter design, with a
⟨
lCauchy
⟩
of 10 µm the ⟨lPath⟩ varied from 9.9
µm at the entrance of the phantom to 9.5 µm at the BP and for the 12C ion beam with a
change from 10 µm to 9.8 µm. While for the 10 µm diameter design with a
⟨
lCauchy
⟩
of
6.67 µm finished with ⟨lPath⟩ values of 9.0 µm and 9.8 µm at the BP for the proton and
12C ion beams, respectively.
This work demonstrated that there is a unique relationship between the ⟨lPath⟩ in the
SV and the mean energy deposited, not only for pristine proton and 12C ion beams but
also for clinical SOBPs. This is particularly convenient for experimental use of the mi-
crodosimeters and allows for quick and accurate determination of the ⟨lPath⟩ using the
spectra of the deposited energies.
Chapter 5
Impact of sensitive volume thickness on
microdosimetric measurements in
hadron therapy
Over the last two chapters the concept of the mean path length has been studied for sil-
icon microdosimeters in hadron therapy and the design has been optimised based on the
reducing the variation of the mean path length. Due to the small size of SOI’s sensitive
volumes (SVs), which are usually ∼10 µm thick, means that the fabrication of these de-
vices can present challenges which are not as common for more conventional thickness
silicon devices such as silicon spectroscopy detectors. If SOI microdosimeters could be
produced with a thicker sensitive volume at a decreased price and have a minimal impact
on the microdosimetric quantities, this would be advantageous for fabrication. Using the
optimised design of a cylinder with a thickness equal to the mean path length the impact
of the thickness on microdosimetric measurements is studied.
5.1 Introduction
Conceptually, microdosimeters are used to represent the dimensions of biological cells
and estimate the biological response from radiation. Regardless of whether a cell is rep-
resented by a TEPC or a silicon SV, the choice of what size cell is the “best” to be repre-
sented is not a clear choice. Commonly, when commercial TEPCs are used for microdosi-
metric measurements, a simulated tissue equivalent diameter between ∼0.5 and 10 µm is
used, while the thickness of the SVs in SOI devices are often ∼10 µm. However, there
are over 200 different cell types in the human body which range from an average volume
of ∼3 ×101µm3 for a sperm cell to an average size of 4× 106 µm3 for oocytes [99].
The HeLa cell is commonly used in cancer research [100] and its volume ranges from
∼500-4000 µm3, with an average of 3× 103 µm3 [101]. The shape of cells vary from
90
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type to type, with oocytes being spherical with a diameter of ∼120 µm while sperm cells
are more irregular with a flat disc head ∼5 µm wide and ∼3 µm thick and a 50 µm long
tail [102]. The cell nucleus is of major importance when considering radiation damage
since it contains the cell’s DNA, which with sufficient damage to the DNA will cause the
cell to die [103]. Due to the importance of the nucleus for cell survival and replication, the
energy deposition in a cell nucleus sized volume is more relevant than a whole cell when
studying the radiation damage to a cell, which is largely the assumption made when using
microdosimeters. The importance of the cell nucleus for cell death is reflected in various
biological model including the MKM (see section 1.6.3). In particular, for the MKM the
domain size for a HSG cell, as discussed in section 1.6.3, has a radius of 0.42 µm. The
domain effectively represents the SV so it is important to know how using a SV with a
different size will impact the calculated properties when using the MKM. Compared to
cells, the range of nuclei sizes varies considerably less, with most nuclei diameters rang-
ing from 2 to 10 µm. With HeLa cell nuclei having volumes of ∼690 µm3 [104] [101],
which if contained as a perfect sphere corresponds to a diameter of ∼11 µm.
Because of the range of cell sizes and their nuclei, it is valuable to know how a mi-
crodosimetric measurement will be affected based upon the simulated size of the SV.
Appendix F of the ICRU 36 report [57] compiles many studies which have investigated
the effect of varying the simulated size of a SV in a TEPC on microdosimetric measure-
ments. Such studies have mainly used the radiation field of photon and electron sources,
with fewer focused on neutrons and low energy protons and α particles. Very few investi-
gations have reported the impact of microdosimetric measurements in therapeutic hadron
beams using TEPCs. There have been no extensive studies performed using silicon mi-
crodosimeters for any radiation field due to the logistics of creating a large collection of
detector designs.
In addition to the consideration of cell size, the manufacturing of solid state devices
with micron sized SVs, such as SOI microdosimeters, require sophisticated 3D detector
technology. If thicker, off-the-shelf solutions, such as silicon diodes with a thickness of
the order of 100 µm could be used as a cheaper alternative with minimal impact to mi-
crodosimetric measurements, this would be beneficial. However, the dose rates of beams
which larger single SV detectors can operate in are much smaller than dedicated micro-
dosimeter designs, which are capable of operating in therapeutic dose rates. Additionally,
a single large SV, in proton therapy especially, causes a large variation in the path length
of charged particles in the SV along the Bragg curve (as seen in the previous chapter).
These factors would restrict the possible use of off-the-shelf solutions to low dose rate
beams of heavy ions.
This chapter examines the impact on microdosimetric quantities as well as the RBE,
estimated using the modified microdosimetric kinetic model (MKM) [67], for SOI designs
with silicon thicknesses from 1 to 100 µm when placed in proton, 4He and 12C beams of
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therapeutic energies.
5.2 Materials and Methods
5.2.1 Simulation Setup
Geant4 (version 10.2p3) was adopted to study the impact of varying the SV size of SOI
microdosimeters on microdosimetric quantities. The SV thicknesses investigated were:
1, 2.5, 5, 10, 25, 50 and 100 µm. The different microdosimeters were placed in a 30×
30×30 cm3 water phantom which was irradiated in mono-energetic proton, 4He and 12C
ion beams with initial energies of 150, 150 and 290 MeV/u, respectively. Each beam was
generated with 40 cm of air between their starting position and the water phantom, as
shown in figure 5.1 (a). Each beam was generated with a Gaussian distribution of 11 mm
σ and an energy σ of 1, 0.35 and 0.2 % for the proton, 4He and 12C beams, respectively.
The response of the microdosimeter was investigated along the central axis of the different
beams (in-field configuration).
WaterAir
400 mm 300 mm
1H, 4He, 12C 
beam
1
1
 m
m
 
Water Cut Region
Detector
50 m
100 m Side
Top
Silicon SVPMMA
SiO
2
100 m
(a) (b)
200 m
Figure 5.1: (a) Simulation setup used in this study. View of the generation of the beam
incident upon the microdosimeter detector in the water phantom. (b) Shows a zoomed in
region of two different sized microdosimeters with the 100 µm design on the top and a
50 µm design on the bottom, respectively. The top view of the detector is orientated as a
beam’s eye view, while the side view would have the beam directed downwards.
This study uses the optimised Mushroom design, investigated in the previous chapter,
with the diameter of the cylinder set to be twice its height, two example thicknesses of
the microdosimeter are shown in figure 5.1 (b) which shows a top and side view of the
microdosimeter. The SVs cover an area of 5 × 5 mm2 with a distance of 40 µm between
the edges of the SVs.
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The same physics used in the previous two chapters were used in this study, with the
exception of electromagnetic interactions. Since the energy deposition in SVs as thin as
1 µm are studied in this chapter the low energy Livermore physics list was adopted with
a production threshold of electrons, photons and positrons set to 250 eV. A secondary cut
region was again adopted but the electron cut was set to 0.1 µm instead of 1 µm used in
the previous studies. The cut outside of the region was set to 1 mm for both proton and
4He ion beams and 2.8 mm for 12C ion beams.
5.2.2 Microdosimetric quantities under investigation
In order to study the impact of the thickness of the microdosimeter, the lineal energy
spectrum and the microdosimetric quantities of frequency mean lineal energy, yF , and the
dose mean lineal energy, yD, were compared for the different thicknesses. In addition to
yF and yD, the relative biological effectiveness at 10% cell survival, RBE10, estimated
using the modified microdosimetric kinetic model (MKM) was also used as a means of
comparison.
Due to the thicker SVs investigated in this chapter compared to previous chapters, the
⟨lPath⟩ is calculated slightly differently. Instead of replacing the silicon SV with a vacuum,
the path length is calculated in the silicon volume itself, this is done since the discrepancy
between these two quantities may significantly increase towards the end of the beam’s
range. Due to the dominance of the primary beam, the ⟨lPath⟩ of the primary beam is used
to calculate the lineal energy for a particular depth. However, if the proportion of primary
ions compared to secondary ions falls below 5% then the ⟨lPath⟩ of the secondary ions is
used to calculate the lineal energy.
To compare the lineal energy distributions produced by different sized SVs the data
points were fitted to a three term Gaussian distribution and the peak position and the
full width at half maximum (FWHM) were compared. As with the previous chapters the
energy deposition in silicon is converted to striated muscle using the conversion factors
found in chapter 3. The curve fitting of the lineal energy distribution was done using
the Curve Fitting tool in Matlab 2015A [105]. Various different fitting distributions were
trialled and a three term Gaussian method was chosen based on its R2 values and stability
when fitting the various lineal energy distributions at different depths, beams and SV size.
The fitting of the lineal energy distributions were also trialled with a Landau function by
manually implementing the fitting, however this proved to be more sensitive compared
to a three term Gaussian fit and having higher R2 values. The input simulation data for
the curve fits used various different binning of the lineal energy spectra. Proton data had
a maximum lineal energy of 500 keV/µm and 8192 bins. 4He also had a maximum of
500 keV/µm and the number of bins varied based on the depth, for depths less than 140
mm and greater than 155 mm the number of bins was 500 while for all other depths the
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number of bins was 2048. 12C data was binned into 2048 bins with a maximum lineal
energy of 1200 keV/µm. Once the fitted function was generated, the fit was evaluated
for 10000 equally spaced bins which were generated with maximum energies of ∼20,
200 and 200 for proton, 4He and 12C ions, respectively. The FWHM of the fit was then
calculated ”‘manually”’ by retrieving the energy of the peak and taking the two bins either
side of the peak which corresponded to values of half the maximum of the peak.
In addition to the above quantities, the effect of the thickness on the proportion of
stopper is also investigated. Here a stopper is defined as a particle which enters the SV
and stops inside the SV. The proportional of particles which are stoppers are taken as the
particles which stop in the SV versus the number of particles which enter the SV and
exit the SV, with particles created in the SV not considered. Similarly, it is investigated
whether the thickness of the SV has an impact on the approximation of the thickness of
the SV used instead of the ⟨lPath⟩ .
When comparing the different above quantities between one another for the different
thicknesses of the SV the percentage difference, PD, is used as defined in equation 5.1.
SVt is the quantity calculated for a sensitive volume with a thickness t and SV10 is the
quantity for a SV with a thickness of 10 µm.
PD =
SVt −SV10
SV10
100% (5.1)
5.3 Results
5.3.1 Impact of SV thickness on the microdosimetric spectra
The lineal energy spectra (y) for the three different beams are shown in figure 5.2 at a
depth of 10 mm (surface of the phantom) and 140 mm (∼20 mm before pinnacle of BP).
The plots are normalised to one for the maximum value in the distribution. An important
feature is that the spectra are plotted on a linear scale instead of the more traditional semi-
log scale. This is done to preserve the detail of the curves which may be diminished after
rebining.
The peak position of the distributions are seen to shift to higher lineal energies when
the SV size increases with the peak of the distribution becoming sharper for larger SVs.
Figure 5.3 plots the peak position and the FWHM of the peak of the lineal energy spectra
shown in 5.2 as well as other depths up to 160 mm. In the case of the 4He and 12C beams,
the peak refers to the right peak in the spectra due to the primary ion beam. The peak
positions and widths are the values from fitting the a three term Gaussian distribution
function.
The proportion which the width of the proton peak decreases with thicker SVs does not
vary significantly at different depths, with the width from a 1 µm thick SV decreasing by
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∼15% when increasing the thickness to 10 µm and decreasing by ∼55% when increasing
to 100 µm thick (with respect to the 1 µm thick SV).
For 4He beams the width of the peak is more sensitive to SV thickness, with the peak
decreasing by ∼40% when increasing the thickness to 10 µm. When the thickness of the
SV increases to 100 µm from 1 µm the peak width decreases by ∼60%, which is more
similar to what was seen for the proton beam. For 12C the peak width decreases slightly
less than the 4He beam with a reduction of ∼30% and ∼40% when comparing the 1 µm
thick SV to the 10 and 100 µm thick SVs, respectively.
The more traditional representation of the microdosimetric spectra, using the dose
weighted distribution d(y) = y f (y)/yF , is shown in figure 5.4 at a depth of 10 mm, the
scale of the y-axis is in yd(y) due to the linear spaced bins being re-binned into log
bins [57] [106]. Instead of representing just the distribution of lineal energy events in
the SV, d(y) = (y f (y)/yF ) weights the distribution to higher lineal energies to represent
their contribution to the dose. Once the distribution is weighted the impact of straggling
is more easily seen, with the smaller SVs extending to much higher values. For the proton
beam the 1 µm thick SV is seen to have a tail which extends to ∼100 keV/µm while the
10 and 100 µm thick SVs fall sharply at ∼10 and ∼1 keV/µm, respectively.
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Figure 5.2: Comparison of the lineal energy spectra of different sized SVs in the dif-
ferent mono-energetic beams at a depth of 10 mm (top plots) and at 140 mm (bottom
plots).
Table 5.1 summarises the R2 values of the lineal energy distributions for each beam and
SV size for various depths. In addition to table 5.1, figure 5.5 shows example compar-
isons between the lineal distributions calculated from the simulation and the three term
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Figure 5.3: Comparison of the peak position (top) and the FWHM (bottom) of the lineal
energy spectra which was fitted using a three term Gaussian function.
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Gaussian fits for a selection of depths and SV sizes for each of the beams. In figure 5.5
the red markers are the simulation points and the black lines are the fitted functions. The
peaks to the left of the main peak, which can be seen prominently on the 4He and 12C
spectra, are due to fragments and electrons with lower LET than the primary beam. These
lower lineal energy peaks are not of interest for the fitted function since only properties
of the primary beam are of interest.
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Figure 5.5: Examples of the lineal energy spectra generated by the simulation (red mark-
ers) and the three term Gaussian fit (black line).
5.3.2 Impact on yF
The yF depth distributions for the three mono-energetic beams are shown in figure 5.6.
The percentage difference, PD, is plotted on the bottom of the curves with respect to the
10 µm thick SV. For the proton and 4He beams there is very little difference between the
different SVs, while the 12C beam shows a considerable difference. For all beams the
larger SVs are seen to have the largest yF . The proton beams have a maximum difference
of ∼2% at the entrance of the phantom, which gradually decreases with increasing depth.
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Depth SV thickness (µm) Proton R2 4He R2 12C R2
10 1 0.999752 0.9996 0.999457
2.5 0.999708 0.998976 0.999019
5 0.997936 0.999027 0.998615
10 0.997015 0.998517 0.998481
25 0.996654 0.997739 0.999298
50 0.995613 0.99181 0.999028
100 0.998835 0.945303 0.999489
50 1 0.997098 0.998867 0.999221
2.5 0.999604 0.997457 0.999112
5 0.99952 0.996759 0.998483
10 0.999275 0.995762 0.998278
25 0.999121 0.980097 0.997144
50 0.995169 0.990563 0.996265
100 0.963193 0.988699 0.997268
140 1 0.999656 0.997785 0.994625
2.5 0.999197 0.996596 0.991232
5 0.997171 0.998234 0.989719
10 0.998883 0.99396 0.993035
25 0.998383 0.996413 0.977399
50 0.996675 0.998364 0.998807
100 0.998888 0.993213 0.99839
150 1 0.998718 0.999191 0.991061
2.5 0.995755 0.999272 0.990422
5 0.995114 0.998786 0.993481
10 0.998146 0.998139 0.996247
25 0.997114 0.997756 0.99803
50 0.997951 0.999678 0.998892
100 0.997466 0.999271 0.998873
160 1 0.989475 0.996807 0.994863
2.5 0.995733 0.998716 0.998944
5 0.995228 0.99626 0.999598
10 0.995611 0.997326 0.999227
25 0.995267 0.995698 0.999367
50 0.996231 0.996465 0.999199
100 0.994948 0.994482 0.999134
Table 5.1: Summary of the R2 values of the three term Gaussian fits applied to the lineal
energy distributions for each of the three beams at selected depths.
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The 12C beam has a difference of ∼40% between the case of 10 µm and the 100 µm
thick SV, with the 1 µm having a value ∼40% lower at the surface of the phantom and
decreasing to ∼±10% at 130 mm.
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Figure 5.6: Comparison of the mean lineal energy, yF , for a mono-energetic 150 MeV
proton beam (left), a 150 MeV/u 4He ion beam (middle) and a 290 MeV/u 12C ion beam
(right).
5.3.3 Impact on yD
The yD distributions along the Bragg curves of the mono-energetic beams are shown in
figure 5.7 for the different thicknesses of SVs. The results differ quite drastically from the
yF distributions, with the proton beams having the largest variation while the 12C beam
shows the least impact from SV size. In the case of the proton beam the 1 µm thick SV
has a value ∼200% higher than the 10 µm thick SV with the difference decreasing after
120 mm in water. The difference of yD quickly drops as the SV size increases. When
comparing the 12C beam the 1 µm thick SV has the largest difference with a value of
∼30% while all other SVs have differences within ∼10%.
5.3.4 Impact on RBE
The percentage difference in the RBE10, as estimated using the MKM, along the depth of
the different mono-energetic beams are shown in figure 5.8. The obtained profiles follow
a similar trend as yD, with the proton beam again having the largest impact from SV
size, with the smaller sizes having larger values of RBE. For proton beams, the difference
between the largest and smallest SV is ∼30% while for 4He and 12C have a similar value
of ∼10%. The impact of the SV size on the RBE10 estimation, despite following the
same trend, is reduced compared to yD. The RBE10 is less sensitive due to the y∗ quantity
which is similar to d(y) but reduces the dominance of higher y events. Additionally, RBE
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Figure 5.7: Comparison of the dose mean lineal energy, yD, for a mono-energetic 150
MeV proton beam (left), a 150 MeV/u 4He ion beam (middle) and a 290 MeV/u 12C ion
beam (right).
is calculated with various cell specific constants which reduces the effect of the lineal
energy spectra.
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Figure 5.8: Comparison of the RBE for a mono-energetic 150 MeV proton beam (left),
a 150 MeV/u 4He ion beam (middle) and a 290 MeV/u 12C ion beam (right).
5.3.5 Impact on the number of stoppers
The percentage of the particles which stop in the SV for different thicknesses are shown in
figure 5.9 for mono-energetic proton, 4He and 12C ion beams. The percentage of primary
ion stoppers are shown in the top three plots while the secondary ions and electrons are
shown in the middle and bottom plots, respectively. For all the different particle compo-
nents, the proportion of stoppers increases mostly linearly with thickness, with the 100
µm thick SV having ∼100 times more stoppers for a given depth than the 1 µm thick SV.
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For primary ions the three beams differ slightly from one another with the larger beams
having a larger fraction of stoppers due to larger nuclear cross-sections, with 12C having
a total reaction cross section ∼3 times higher than protons [49] [48]. The sharp rise in
stoppers at the BP is due to straggling in the range of the beam as it stops.
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Figure 5.9: Comparison of the portion of delta electrons which stop in different SV
thicknesses for a mono-energetic 150 MeV proton beam (left), a 150 MeV/u 4He ion
beam (middle) and a 290 MeV/u 12C ion beam (right).
The secondary ions which are generated in the proton beam can be seen to have a
noticeably higher percentage being stoppers, compared with the 4He and 12C beams. This
higher proportion of stoppers is caused by secondary ion events in proton beams being
dominated by recoiled protons from neutrons created by the beam. These recoiled protons
have a much smaller range compared to ions created via fragmentation of the primary
beam which is the dominant secondary ions in heavier ion beams. For the 4He and 12C
beams, at the surface of the phantom there is a higher percentage of stoppers due to
neutrons having their largest contribution at the surface of the phantom. At the BP the
number of secondary ion stoppers have a peak, which is due to the nuclear cross-section
increasing at lower energies and the fragments produced will have a smaller energy and
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range distribution with most stopping near the BP itself.
The percentage of delta electrons for all the beams have a similar trend of the percent-
age of stoppers steadily increasing with depth due to the decreasing range of the electrons
generated as the primary beam slows down. One of the major reasons for the different bi-
ological impact of alternative beams is due to their different track structure [107]. Heavier
beams produce a denser track structure of delta electrons which causes a greater proba-
bility for double strand breaks to occur to the DNA and is reflected in higher RBE values.
Figure 5.10 shows the number of delta electrons generated directly from the primary beam
ionising the water (ionisations from secondary particles are not included) when using the
Livermore physics model with a production threshold of 250 eV and cut of 0.1 µm. It can
be seen that the number of delta electrons produced increases for the heavier beams, with
4He producing ∼4-5 times more electrons at all depths compared to the proton beam and
12C producing ∼40 times the electrons than the proton beam. The different lines labelled
as > xµm include only electrons which have energies greater than the CSDA range of
electrons in silicon, taken from the NIST e-star database [95]. It can be seen that for all
beams before ∼120 mm in water that approximately half of the electrons generated do
not have enough energy to cross 1 µm of silicon while only ∼10% of electrons have an
enough range to cross 100 µm of silicon.
The bottom plot of figure 5.10 shows the energy spectrum of delta electrons produced
and it can be seen that the energy spectra for the proton and 4He beams are very similar
for each depth while the energy of the 12C is approximately double for each depth.
5.3.6 The impact of using the thickness as an approximation to the
⟨lPath⟩
Figures 5.11 and 5.12 show the impact which using the thickness of the SV as an approx-
imation to the ⟨lPath⟩ has on different calculated quantities for a mono-energetic proton
and 12C ion beam, respectively. For all quantities, with the exception of RBE10, the proton
and 12C ion beams follow the same trend, with the difference between using the thickness
instead of the ⟨lPath⟩ increasing with depth as the divergence of the primary beam in-
creases. The proton beam shows a larger difference than the 12C ion due to the increased
beam divergence, increasing the difference between the thickness and the ⟨lPath⟩ . The
RBE10, estimated by the MKM, in the 12C ion beam shows a noticeable difference be-
tween the other quantities and the proton beam at the BP. At the BP the RBE10 has a sharp
spike in the difference between the thickness and the ⟨lPath⟩ values, with thicker SVs hav-
ing a larger increase, this spike is due to overkilling effects in the MKM where the larger
thickness of the SV versus the ⟨lPath⟩ causes a lower lineal energy. Except at the end of
the beam’s range, where the beam begins to stop, the thickness of the SV does not affect
the discrepancy between quantities when using the thickness and the ⟨lPath⟩ .
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Figure 5.10: The number of delta electrons per incident particle, generated by a 150
MeV proton (left), a 150 MeV/u 4He (middle) and a 290 MeV/u 12C (right) beam. The
top three plots shows the number of delta electrons (e−) produced in 0.1 mm thick slices
of water along the Bragg curve in water per incident primary particle. The different lines
labelled as > xµm include only electrons which have energies greater than the CSDA
range of electrons in silicon [95]. The bottom three plots show the energy spectrum of
delta electrons at various depths along the Bragg curve.
Depth in Water (mm)
0 20 40 60 80 100 120 140 160
P
D
 (
%
)
8−
6−
4−
2−
0
2
4
mµ1 mµ2.5 mµ5
mµ10 mµ25 mµ50
mµ100
F
y
Depth in Water (mm)
0 20 40 60 80 100 120 140 160
8−
6−
4−
2−
0
2
4
mµ1 mµ2.5 mµ5
mµ10 mµ25 mµ50
mµ100
D
y
Depth in Water (mm)
0 20 40 60 80 100 120 140 160
4−
3−
2−
1−
0
1
2
3
4
mµ1 mµ2.5 mµ5
mµ10 mµ25 mµ50
mµ100
10RBE
Figure 5.11: The impact which the SV thickness has on different microdosimetric quan-
tities, in a mono-energetic proton beam, when using the thickness instead of the ⟨lPath⟩ to
calculate the lineal energy
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Figure 5.12: The impact which the SV thickness has on different microdosimetric
quantities, in a mono-energetic 12C ion beam, when using the thickness instead of the
⟨lPath⟩ to calculate the lineal energy
5.4 Discussion
The impact of the SV size on the microdosimetric spectra and values of yF , yD and RBE
were seen to be heavily influenced by the particular incident beam.
From the thinnest SV thickness of 1 µm to the thickest one (100 µm), all beam’s
lineal energy spectra were seen to have their peak shift to higher lineal energies and nar-
rower distributions. The fluctuations of energy lost in a medium by a charged particle
are dependent on the number of ionisations and excitations which occur and how much
energy is transferred in each of these collisions. The number of ionisations/excitations
follow a Poisson distribution while the energy transferred in these events depend on sin-
gle collision spectra for the projectile and medium [7]. The number of ionisations and
excitations in a medium are proportional to Z2/v2, where Z is the charge of the projectile
and v is its velocity. The single collision spectra follows a more complex distribution,
with many theoretical descriptions formulated to describe experimental distribution such
as Vavilov [37]. Except for extreme relativistic energies, the maximum energy transferred
to an electron is proportional to the projectile velocity squared, for the same kinetic en-
ergy a proton will have a greater velocity than heavier ions. This can be seen in figure
5.10, with protons and 4He having the same maximum energy of delta electrons while the
kinetic energy of the 4He is four times greater than the proton, resulting in a single col-
lision energy-loss spectra which extends to higher energies. The calculated lineal energy
spectra of smaller SVs can be seen to have more prominent tails which extend to higher
energies compared to larger SVs. Due to fewer ionisations occurring it is more likely to
have a larger portion of these ionisations transfer energies to the electrons which is closer
to the maximum possible energy.
The SV thickness affects yF significantly for heavier ion beams and yD for lighter
beams. If the hits in the SV are processed separately to include only the incident beam
and alternatively the electrons which enter the SV (not generated within the SV), their in-
dividual sensitivity to SV size can be seen. Figures 5.13 and 5.14 show yF , yD and RBE10
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when considering only electrons which enter the SV (top) and incident beam (bottom) for
proton and 12C beams, respectively.
Comparing the yF values when processing only electron which enter the SV the dif-
ference is similar for all three beams (only proton and 12C ion beams shown) . When
processing only electron hits the yF of proton and 4He beams have a slight less depen-
dence on size than the 12C beam, with a difference of ∼20% at the surface of the phantom
while the difference for an incident 12C ion beam is ∼30%. This difference is due to the
different energy spectra of delta electrons generated by the beams, with 12C having a max-
imum energy approximately twice the proton/4He beams, as shown in figure 5.10. This
higher energy of delta electrons causes a greater sensitivity due to the proportion of stop-
pers in detector changing more along the depth of the phantom. As figure 5.10 showed,
12C beams produce ∼40 times more electrons than protons and ∼10 times more than 4He
. This difference in the electron production causes yF measurements in larger ion beams
to be more sensitive to the SV size than for smaller ions. For 4He and 12C the difference
in yF for different SV sizes was seen to decrease with increased depth. As figure 5.10
shows, the proportion of stoppers increases with depth with all electrons eventually being
stoppers.
Comparing the different quantities when only the incident beam is considered (bottom
plots of figure 5.13 and 5.14), both beams do not have their yF vary with SV thickness
while yD is strongly dependent. This shows that the observed variation in yF seen in figure
5.6 is due to electrons in the radiation field. The difference in yF when processing just
primary beam events is not affected because the mean of the lineal energy is effectively
representing the linear energy transfer of the incident ion, which will not vary based on
the SV thickness except at very low energies where the stopping power changes rapidly.
Due to the additional y dependency of yD, the spectrum is weighted to higher energy
deposition events. This weighting of the spectrum affect protons the most due to it having
the largest maximum possible energy transferred to electrons when the incident beams
have the same kinetic energy.
The RBE results showed a similar trend as yD, but with a reduced difference due to the
smaller impact of higher y events. The SV thicknesses between 5 and 100 µm, which are
equivalent to muscle thicknesses of ∼8.5-175 µm, show only slight differences of ∼1%.
The difference between the quantities of yF , yD and RBE for different thicknesses are
all seen to reduce with depth. For yF this is due to the lower energy of delta electrons pro-
duced and causing the majority of electrons to stop in the SV, regardless of the thickness
(see figure 5.10). The differences due to the SV thickness of yD and RBE are instead de-
pendent on the primary beam, as the energy of the beam decreases with depth the number
of ionisations/excitations in the medium increases, creating a sharper distribution.
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Figure 5.13: A comparison of the PD of different SV thicknesses in a mono-energetic
proton beam when only electrons which are generated outside of the SV and enter are
considered (top) as well as the incident primary beam (bottom).
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Figure 5.14: A comparison of the PD of different SV thicknesses in a mono-energetic
12C ion beam when only electrons which are generated outside of the SV and enter are
considered (top) as well as the incident primary beam (bottom).
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5.5 Conclusions
This chapter investigated the impact of the SV thickness for SOI microdosimeters in thera-
peutic mono-energetic proton, 4He and 12C ion beams. SV thicknesses were investigated
between 1 and 100 µm. This is an important consideration when comparing different
studies where the SV size are not the same between the two or when using the microdosi-
metric spectrum as an input to a model (such as the MKM) which is based upon SVs of a
particular size. Larger SV thicknesses were seen to cause the lineal energy spectra peak
to be shifted to higher energies and produce a sharper peak.
The microdosimetric quantity, yF was seen to be strongly influenced by the different
electron track densities of the beams. 12C had the greatest impact from the SV size due
to the much higher electron production with a difference of ∼40% between the 1 and 10
µm thick SVs, while the proton beam only had a maximum difference of ∼2% and 4He
∼6%.
In contrast to yF , yD was dependent on the incident primary beam, with protons be-
ing the most sensitive to different thicknesses of SV due to it having the largest possible
energy transfer to electrons. The difference between 1 and 10 µm thick SVs was ∼250,
∼120 and ∼30% at the surface of the phantom for the proton, 4He and 12C beams, re-
spectively. The calculated RBE, estimated by the MKM, had a similar dependence as yD
but with a reduced percentage difference due to higher lineal energy events having less
effect. The difference at the surface between the 1 and 10 µm thick SVs was ∼30, 11 and
9% for the proton, 4He and 12C beams, respectively.
Since yF is generally of less interest for clinical applications than yD, the SV size when
used in proton beams should be carefully considered when comparing different measure-
ments. Since the biological estimation of the beam is more important for heavier beams
and because SV sizes between 5 and 100 µm (equivalent to 8.6 and 170 µm striated
muscle) showed a difference of less than 2%.
Chapter 6
Validation of the Geant4 simulation for
silicon microdosimetry in heavy ion
therapy
Geant4 is a very useful predictive tool to characterise the response of novel detectors when
exposed to radiation fields of interest, in order to eventually identify possible issues which
could emerge during the experiments, or to optimise some parameters of the experimental
set-up. In order to use Geant4 as a predictive tool, it is essential to quantify its accuracy
in the application scenario of interest.
This chapter describes the results of a Geant4-based simulation performed to charac-
terise the response of the Mushroom microdosimeter when irradiated, with ion beams of
interest for heavy ion therapy (HIT).
The Geant4 simulation results were compared to in-house experimental measurements
in order to quantify, for the first time, the accuracy of Geant4 for experimental silicon
microdosimetry in HIT. In order to perform a thorough comparison of the microdosime-
try measurements, the beamline used for the experiment, the Biological Beamline, was
validated against experimental measurements.
The experimental measurements shown in this chapter were performed by Dr. Linh
Tran and Lachlan Chartier at the Heavy Ion Medical Accelerator in Chiba (HIMAC).
They also performed scanning electron microscope (SEM) and ion beam induced charge
collection (IBICC) measurements, used to characterise the Mushroom microdosimeter.
Reasonable agreement between simulation and experiment was observed, demonstrat-
ing the suitability of Geant4 as Monte Carlo simulation code to characterise the response
of novel microdosimeters for HIT.
Some results from this chapter have been published in:
• “The relative biological effectiveness for carbon, nitrogen and oxygen ion beams
using passive and scanning techniques evaluated with fully 3D silicon microdosime-
109
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ters”, Medical Physics, (45), 2018
• “In-field and out-of-file application in 12C ion therapy using fully 3D silicon micro-
dosimeters”, Radiation Measurements, (115), 2018
• “Modelling the Biological Beamline at HIMAC using Geant4”, Journal of Physics
Conference Series, 2019
6.1 Introduction
While proton and 12C ion therapy are well established, there has been a growing trend
away from finding the “best” overall ion in HIT and instead the best ion for a particular
treatment [108]. Recently there has been a growing interest in treatments with alternative
ion beams, such as 4He and 16O beams [108] as well as using multiple ions in a single
treatment [109]. This new interest of alternative ions, like all radiotherapy, requires qual-
ity assurance to be performed on the beam, regardless of the type of beam, and being HIT
the need to estimate its biological impact.
Up until now, 12C therapy has been somewhat avoided for pediatric cases due to the
prominence of the fragment tail produced [110], due to the smaller production of frag-
ments by 4He beams, 4He presents an advantage over 12C for pediatric cases. Addition-
ally, compared to proton therapy, 4He has less lateral scattering, producing a more con-
formal treatment, these two points make 4He an attractive middle ground between proton
and 12C treatment. Furthermore, due to the lower linear energy transfer (LET)/relative
biological effectiveness (RBE) of 4He beams, they have a smaller error associated with
the biological dose (RBE × Physical dose) delivered when compared to 12C [108] due to
a smaller range of RBE values at the end of the beam’s range. This growing interest in
4He beams has resulted in 4He HIT being implemented into treatment planning systems
(TPS). For example, the TPS used at GSI for HIT, TriP98 [111], has recently added 4He
beams with physical and biological doses being validated against experimental data [112].
The commercial TPS RayStation has also implemented 4He HIT into their TPS [113].
In contrast to lighter ions, heaver ions such as 16O and 20Ne offer an attractive boost in
terms of LET compared to 12C . The higher LET of larger ions is particularly attractive
for radio-resistant tumours such as osteosarcomas [114]. Oxygen supply to tumours plays
an important role in low LET radiation such as conventional x-ray therapy due to the
production of free radicals which damage the cancer’s DNA (indirect damage). Hypoxic
regions are often created in tumours due to blood vessels not being able to be produced
fast enough to match the speed that the tumour grows, leading to regions of the tumour
having different levels of blood/oxygen being supplied [30]. The oxygen enhancement
ratio (OER) of hypoxic and non-hypoxic regions is approximately 3 for x-ray therapy and
reduces to ∼1.5 for an LET in tissue of 118 keV/µm [115]. For ions larger than 12C
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the OER is close to 1 [108] and makes the treatment of tumours more simpler due to the
biological dose being almost independent of the oxygen supplied to a tumour. Another
advantage of larger ions is the reduced lateral scattering, which can be beneficial when
treating near critical organs. A drawback to using larger ions is the larger nuclear cross-
sections compared to 12C , meaning that the secondary radiation field is more complex due
to the primary beam being attenuated more and generating more and heavier fragments
compared to lighter ion beams [116].
Figure 6.1 illustrates the differences in the physical dose produced by different ions as
well as protons. The different energy deposition profiles are from: proton, 4He , 12C ,
16O and 20Ne incident on a 30×30×30 cm3 water phantom with initial energies of 150,
150, 285, 340 and 391 MeV/u, respectively. The energy deposition along the depth of the
phantom is shown on the left and the lateral profile just before the BP at 150 mm is shown
on the right. The effect of the different nuclear cross-sections of the different beams can
be seen in the depth profiles, with the heavier beams having more pronounced fragment
tails. In terms of the lateral profile a drastic difference in the width can be seen at the
depth just before the BP due to multiple Coulomb scattering. The 4He beam can be seen
to produce a significantly smaller spread than the proton beam with a FWHM of ∼4 mm
versus ∼8 mm. The heavier beams differ less noticeably with one another, with a FWHM
close to ∼1 mm.
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Figure 6.1: Comparison of the energy deposition along the depth (left) and the lateral
profile just before the BP at a depth of 150 mm (right) in a water phantom for various
different beams.
As with all radiotherapy modalities it is critical to ensure that the treatment being deliv-
ered matches the planned treatment by the TPS. Unlike conventional x-ray radiotherapy,
HIT not only requires the physical dose of the beam to be considered but also the biolog-
ical dose (see section 1.6. Due to the complex nature of HIT radiation fields, it is impor-
tant to be able to estimate the RBE of a beam independently of the primary ion, which is
particularly relevant for proposed LET scanning treatment modalities where multiple ion
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beams would be used [109] [117]. Due to these requirements, microdosimetry is an attrac-
tive method for characterising HIT beams, with SOI microdosimeters being particularly
attractive due to their high spatial resolution and simple compact operation.
This chapter shows experimental results using the Mushroom microdosimeter irradi-
ated in the Biological beamline at the Heavy Ion Medical Accelerator in Chiba, (HI-
MAC), Japan. Before comparisons are made between the experimental Mushroom results
and Geant4, the Biological beamline is first modelled and validated against experimental
measurements. Using the validated beamline model, the Mushroom microdosimeter was
irradiated with mono-energetic 12C , 14N and 16O beams and a spread out Bragg peak
(SOBP) 12C beam and compared to experimental measurements. In addition to these
beams, the Mushroom was also irradiated by mono-energetic 4He and 20Ne beams in
Geant4 to study the smallest and largest ions currently considered in HIT. As this device
is the first fabricated prototype, it is important to ensure that the device is performing as
expected and so the focus of this chapter is to compare the experimental measurements
with the Monte Carlo toolkit Geant4. Comparisons between the experiment and sim-
ulation are performed in terms of the dose mean lineal energy (yD) and the RBE10, as
estimated by the modified microdosimetric kinetic model (MKM) [67].
6.2 Materials and Methods
The experimental measurements presented in this chapter were all performed at the Bio-
logical Beamline at HIMAC. The Biological Beamline is modelled in Geant4 using ver-
sion 10.2p2 and is validated against experimental measurements. Once the beamline was
validated, the real world Mushroom microdosimeter was modelled in detailed and its re-
sponse was studied in various different HIT beams.
6.2.1 The Biological beamline
A diagram of the modelled Biological beamline is shown in figure 6.2. The beamline
was validated against experimental data for a mono-energetic and a SOBP 12C beam. For
both beams the primary 12C ion is generated at the beam duct in a vacuum tube 205 cm
in length. The 12C beam has an initial energy of 290 MeV/u and a 0.2% energy σ . The
beam is generated as a Gaussian distribution with a spot size of 3.4 mm σ .
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Figure 6.2: Layout of the Biological beamline modelled in Geant4, not to scale.
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Lateral Position (mm)
Figure 6.3: A beam’s eye view of the fluence of a mono-energetic 12C beam with ∼
104 primary particles at various distances from the beam duct. The 860 and 1860 mm
positions correspond to the exit of the first and second wobbler magnets, respectively.
The 2400 and 6140 mm distances shows the profile of the beam after traversing the
scatterer and neutron shutter, respectively. The 11800 distance is the profile at isocenter
after being collimated to a 100 × 100 mm2 size.
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The beam is then shaped to a circle by two wobbler magnets operated using the single-
ring wobbling method [118]. The strength of the magnetic field at a particular time t
is B0 sin(ωt) and B0 cos(ωt) for the X and Y wobbler magnets respectively, where ω is
56.41 Hz. In the simulation the period is sampled at 111 different times. Each wobbler
magnet is modelled as a cylinder with a radius of 250 mm and length of 660.1 mm with
a 110 mm gap between the two wobbler magnets. In the simulation a uniform magnetic
field is applied to both the wobbler magnets.
Once the beam is shaped by the pair of wobbler magnets the lateral dose uniformity of
the beam is improved by passing through a tantalum scatterer which is located at ∼2308
mm from the beam duct. The thickness of the scatterer and wobbler strength, B0, depend
on the energy and ion of the beam being delivered, as well as the field size. For the mono-
energetic 290 MeV/u 12C beam the B0 is 0.045 T and the scatterer is 0.434 mm thick
while the SOBP has a B0 of 0.061 T and a scatterer thickness of 0.649 mm.
After passing through the scatterer, the beam is collimated by a 100 mm thick brass
F-collimator with a diameter of 100 mm, located 2755 mm from the beam duct. After
the F-collimator the contribution of neutrons in the beam is reduced by traversing a 2885
mm long vacuum neutron shutter. After exiting the neutron shutter, the beam is further
collimated by a 200 mm thick brass ring collimator with a diameter of 100 mm.
In the SOBP configuration, the beam will then pass through a ridge filter (RGF), located
6995 mm from the beam duct. For a 6 cm 290 MeV/u 12C SOBP the RGF is made up
of 21 bars of milled aluminium 200 mm in length and ∼5 mm wide, each bar consists of
101 different thicknesses.
The beam then traverses a 20 cm thick aluminium, four leaf collimator (FLC) placed
9300 mm from the beam duct. The beam can then pass through various combinations
of PMMA thicknesses to shift the range of the beam. The beam can then be further
collimated by a 5 cm thick X-Y brass collimator, 140 mm before iso-center.
The changing shape of the beam as it traverses the beamline is shown in figure 6.3,
which shows the transport of ∼ 104 mono-energetic 12C ions from the beam duct to the
iso-center with a field size of 100 × 100 mm2 set by the collimators.
For the validation of the beamline, two phantom sizes were used for scoring the lateral
and depth doses with sizes of 30 × 30 × 30 cm3 and 22 × 22 × 26 cm3, respectively.
The 30 × 30 × 30 cm3 phantom was used to compare measurements in the literature
while the 22 × 22 cm2 was compared against measurements performed by CMRP. The
scoring of the lateral dose profile was done in 5 × 5 × 10 mm3 voxels at the surface of
the phantom. For calculating the depth dose the phantom had 1 mm thick water cylinders
with diameters of 10 mm placed along the beam axis. Experimental measurements were
obtained using the PTW Pin Point Ion Chamber 31023, which has an active volume of
0.015 cm3 with a radius of 1 mm and length of 5 mm.
Throughout the beamline there are various 10 µm thick aluminium sheets, these rep-
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resent ionisation chamber (IC) monitors and the end of the first vacuum chamber and the
start and end of the neutron shutter. The IC are made up of two sheets of aluminium and
are positioned at 2175, 6910, 6950 and 8525 mm from the beam duct.
To describe electromagnetic interactions the G4StandardOption3 physics list was adopted.
Hadronic interactions were modelled using the Binary Intranuclear Cascade (BIC). The
elastic scattering of hadrons was modelled by means of the G4HadronElasticPhysicsHP
and the neutron High Precision (HP) model was adopted to describe neutron interactions
of energies up to 20 MeV. For the beamline validation study, the water phantom a produc-
tion cut size and step limit of 0.5 mm were used.
In order to validate the Geant4 simulation both lateral and depth dose profiles were
compared to experimental measurements. For a 290 MeV/u mono-energetic and 6 cm
SOBP 12C beam experimental data from [119] and [120] were used, respectively, for the
lateral dose. For both these cases the dose is measured at the surface of the phantom
with an ionisation chamber with the FLC and brass collimator being fully opened. For
depth dose measurements CMRP data from [121] were used for both beams. For lateral
dose comparisons the maximum value in the experiment and simulation were both nor-
malised to the same value, while for reference depth dose comparisons the first depth in
the experiment was used to normalise the experiment and simulation distributions.
To investigate whether the simulation could be simplified by excluding the wobbler,
the lateral and depth dose profiles were compared to the case of having the wobbler setup
with the FLC and brass collimators set to a field size of 100 × 100 mm2, a common
field size of interest. The simplified methods consist of deactivating the wobbler magnets
and generating the particles at the same beam duct position as used for the full wobbler
technique. The different methods included simulating a 3.4 mm σ pencil beam (the same
initial beam size used for the full wobbler method), a cone beam simulated by generating
an isotropic distribution with an aperture angle of 1 degree and finally a circular beam
with diameter of 100 mm and generated uniformly. A beam’s eye view of the fluence
using the different methods is shown in figure 6.4, the positions are at the beam duct
where the beam is generated (0 mm) and just before the neutron shutter (3200 mm).
6.2.2 Microdosimeter Experiment
For the simulations of the microdosimeter in the beamline which were irradiated with a
mono-energetic beam and where experimental measurements where performed, simula-
tions were run two separate times with alternative inelastic hadronic models. The models
used were the BIC and the QMD (default, not QMD-F). For the results presented below
the comparisons between simulation and experiment are primarily with respect to the BIC
model, with discussion of QMD results left for the Discussion section.
The experimental microdosimeter measurements were performed using a water tank
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(a) (b) (c)
Figure 6.4: A beam’s eye view of the fluence of the beam simulated with different
methods at the beam duct (0 mm) and just before the neutron shutter (3200 mm). (a) 3.4
mm σ pencil beam, (b) 1◦ cone beam and (c) 100 mm diameter circle beam.
with 6 mm thick PMMA walls and an area of 22×22 cm2 perpendicular with the beam
and a thickness of 26 cm. The face of the phantom was positioned at the iso-centre of the
beamline as shown in figure 6.2. The microdosimeter was positioned in the centre of the
beam in a water proof PMMA sheath which was scanned through the radiation field by a
remotely controlled X-Y motion stage.
In the experiment the Mushroom microdosimeter was irradiated with four different
beams, three mono-energetic 12C , 14N and 16O beams and a SOBP 12C beam. In ad-
dition to these beams a 4He and 20Ne beam was simulated to compare the properties of
the smallest and largest ions currently considered for HIT [122]. The different primary
energies and beamline parameters of each beam simulated are summarised in table 6.1,
all beams were collimated to 100×100 mm2 by the X-Y brass collimators just before the
phantom.
Some important properties of the different beams are listed below:
• The 12C beams’ energies were tuned to 288.6 MeV/u from the provided experimen-
tal value of 290 MeV/u to match the observed depth for the mono-energetic beam
in the experiment.
• The SOBP 12C beam used the 5 mm thick aluminium ridge filters.
• Both the 12C beams used the full wobbler magnet setup while the 14N and 16O
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Ion Primary Energy (MeV/u) Energy Sigma (%) Ta Thickness (mm) B0 (T) PMMA range shifter (mm)
4He 150 0.35 0.215 Cone 0
12C (SOBP) 288.6 0.2 0.649 0.061 0
12C 288.6 0.2 0.434 0.045 0
14N 180 0.36 0.434 Cone 0
16O 400 0.15 0.649 Cone 86
20Ne 400 0.15 0.756 Cone 0
Table 6.1: Summary of the different configurations used for each beam. Note: in the
Wobbler strength column (B0) a value of “Cone” means that a 1◦ cone beam was used
instead of using the wobbler magnets to shape the beam.
beams used the simplified approach tested below in section 6.3.1 of generating a
cone beam with a divergence of 1◦.
• The 16O beam is the only beam to use PMMA range shifters with a total thickness
of 86 mm or a water equivalent thickness (WET) of ∼100 mm and are positioned
approximately 300 mm upstream from the water phantom. The range shifter was
used because the beam’s range was too large (∼190 mm) to study the BP region in
the 160 mm thick water phantom. Despite the range shifter, the depths for the 16O
beam are quoted with reference to the depth in the water phantom itself and does
not add the additional 100 mm WET of the range shifter.
The following section describes the modelling of the Mushroom microdosimeter used
in the water phantom and how it is positioned in a water proof PMMA sheath.
Air trenched Mushroom microdosimeter
The Mushroom microdosimeter was modelled in Geant4 based on the images created
using a scanning electron microscope (SEM). Diagrams and images of the Mushroom are
shown in figure 6.5, with the top right being an SEM image and the remaining diagrams
being screenshots from the Geant4 simulation. This device is the first generation of its
design used by CMRP and exploits 3D technology [123], which has the advantages of:
radiation hardness, fast collection times, well defined SVs and low depletion voltages
[84].
The Mushroom is fabricated from a high-resistivity p-type silicon of 10 kΩcm and the
structural design is refereed to as a trenched 3D. The SV has a trenched hollow core and
hollowed semi-circles which extend ∼2.7 µm from the SV to reduce charge generated
outside of the SV from being collected. The SVs cover an area of ∼2.5× 2.5 mm2 and
are connected into arrays of 50×50 rows and columns by aluminium contacts. The SVs
have a thickness of 9.1 µm and a diameter of 28.5 µm. On the top surface of the SV there
is a 0.85 µm thick overlayer of SiO2 directly on top of the silicon. On the bottom of the
silicon SV there is also a 0.85 µm thick SiO2 insulator layer which is above a 300 µm
thick silicon base. The aluminium contacts which connect the SVs together into arrays
were modelled as having a width of 3.75 µm and thickness of 1 µm.
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Figure 6.5: The Mushroom microdosimeter modelled in Geant4 and an SEM image (top
right) of the real world device.
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Due to this being the first version of the Mushroom microdosimeter fabricated, there
are inevitably some minor shortcomings to be improved with revised versions. The main
short coming of this first generation device is the charge collection uniformity, which has
already been greatly improved in the second fabricated Mushroom. A two dimensional
map of the charge collected from the air trenched Mushroom microdosimeter can be seen
in the right plot of figure 6.6. The collected charge was produced by the ion beam induced
charge collection (IBICC) technique at ANSTO using the Heavy Ion Microprobe [77] by
raster scanning a 5.5 MeV α beam with a diameter of ∼1 µm. The high energy peak
seen on the right, above 1000 keV, is due to alpha particles depositing energy in the SV.
The blue regions in the 2D map cause the low energy peak below 200 keV in the MCA
spectrum and are due to charge being collected from under the aluminium contacts which
connect the SVs together. Much of these low energy events are removed when setting the
energy threshold in the experiment, however, particles with high LET can cause events to
be counted from this region. Further discussion on the charge collection properties of the
Mushroom can be found in [124].
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Figure 6.6: Left: Comparison of the energy deposition spectra of experiment and sim-
ulation when irradiated with a 5.5 MeV alpha beam. The different spectra includes the
simulation, featuring a single Gaussian peak from the alpha beam, the raw output from
the experiment and its corrected spectra which shifts the raw spectrum based on its charge
collection efficiency. Finally, the difference between the shifted experiment spectrum and
the simulation spectrum is also shown. Right: The corresponding 2D charge collection
profile map when irradiating the device with the 5.5 MeV alpha beam.
µ+ probe
The micro-plus (µ+) probe is an in-house, CMRP designed and built probe which pro-
vides a compact and low noise readout system. For the HIMAC experiments simulated
in Geant4 of this chapter, the µ+ probe was placed inside a water proof PMMA sheath
and mounted into a moveable X-Y stage, which allows the probe to be set to different
positions in the water phantom with a precision of less than a mm.
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A screenshot of the µ+ probe placed in a water proof PMMA sheath, modelled in
Geant4, is shown in figure 6.7. The PMMA sheath is modelled as a 30× 30× 30 mm3
block covered with a 75 µm thick aluminium layer. At the top of the PMMA sheath,
where the beam is incident, there is a 16× 16 mm2 cutout which is 4.7 mm thick. This
cutout is done to minimise non-water material inline of the beam, with the water proof
sheath only adding a 0.5 mm thickness of PMMA to the beam before the detector. Below
the 0.5 mm thick PMMA window there is 0.5 mm of air before a 0.1 mm thick high density
polyethylene (HDPE) which shields the detector from visible light. Below the HDPE film
there is another 0.53 mm of air before the top surface of the Mushroom microdosimeter.
The detector is mounted onto an aluminium oxide dual in-line (DIL) package which is on
a PCB modelled as pyrex glass. The real µ+ probe slides into the PMMA sheath which
is why it appears to “float” in the simulation screenshot.
When measurements are made using the water proof sheath the reported “depth” is
given in terms of the water equivalent thickness (WET) from the face of the water phantom
(6 mm of PMMA) to the surface of the detector. This involves using conversion factors
calculated using Geant4, by simulating the BP positions for different beam energies and
materials. The conversion factor is calculated by taking the ratio of the BP position in
water to the other material, which is similar to taking the average ratio of the stopping
powers of the two materials. The materials before the detector and their thicknesses, as
well as their converted WETs are shown in table 6.2.
Item Material Thickness (mm) Conversion factor WET (mm)
Water phantom wall PMMA 6 1.16 6.96
Probe window PMMA 0.5 1.16 0.58
Top air gap Air 0.53 0.001 0.00053
Black film HDPE 0.1 1 0.1
Bottom air gap Air 0.53 0.001 0.00053
Table 6.2: Summary of the different materials, their thicknesses and WETs from the
start of the water phantom case to the face of the detector.
The maximum energy deposition set in the experiment was ∼22 MeV which was di-
vided into 4096 energy bins, the same energy binning used in the experiment was also
adopted for analysing the simulation data.
6.2.3 Comparisons between experiment and simulation
The quantities used to compare simulation and experiment in this chapter are the dose
mean lineal energy, yD, and the relative biological effectiveness at 10% survival, RBE10 as
described in sections 1.5.1 and 1.6.3, respectively. The quantities are compared between
simulation and experiment by using the percentage difference, PD, as defined in equation
6.1, where Exp is the value of the quantity from the experiment for the particular depth
CHAPTER 6. VALIDATION OF GEANT4 FOR SI MICRODOSIMETRY IN HIT 121
Window (water)
30 mm
30 mm
PMMA
4.7 mm
16 mm
Air
HDPE
(film)
PMMA
PCB
DIL
Detector
Air
PMMA
Figure 6.7: Left: Screenshot of the µ+-probe inside of the waterproof PMMA sheath
modelled in Geant4. The probe is positioned in the water phantom such that the beam
would be directed perpendicularly downwards in the diagram. Right: image of the real
µ+-probe with the Mushroom microdosimeter mounted into the DIL package.
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and Sim is the value from the simulation.
PD =
(
Exp-Sim
Exp
)
×100% (6.1)
Since the SV of the Mushroom is silicon it is converted to represent a tissue equivalent
material (striated muscle) by multiplying by the conversion factor κ of 0.57, calculated in
chapter 3. The lineal energy, y, is calculated from the energy deposition, E, by dividing
by the mean path length of the silicon SV (
⟨
lPath,Si
⟩
) instead of the mean chord length
(Cauchy) as shown in equation 6.2. In this chapter, the approximation of using the thick-
ness of the SV (9.1 µm) instead of the calculated mean path length is used, based on the
results found in chapters 3 and 5.
y =
κE⟨
lPath,Si
⟩ (6.2)
6.3 Results
6.3.1 Validation of the Biological beamline modelled in Geant4
Comparison against experimental measurements
Figure 6.8 shows the comparison of simulation and experimental data in terms of the
lateral and depth dose profiles with the percentage difference (PD) plotted at the bottom.
The PD was calculated using equation 6.1. Overall, the agreement between simulation
and experiment is satisfactory for both the lateral and depth dose profiles.
The lateral dose profiles at the surface of the phantom are shown for a mono-energetic
beam (a) and a SOBP (b). It can be seen that for the pristine beam there is excellent
agreement between the experiment and simulation with a difference of less than 0.5% in
the treatment field between ±50 mm. At the sharp penumbra the difference increases to
a maximum of ∼2.5%, however due to the rapidly changing dose in this region experi-
mental positioning becomes more sensitive. For the SOBP there is visibly less agreement,
with the treatment field varying between ∼2%, however the penumbra gives agreements
within ∼1%.
The depth dose distributions for a mono-energetic and SOBP 290 MeV/u 12C beam
are shown in (c) and (d), respectively. Both setups have a collimation size of 100 ×
100 mm2 for both the FLC and brass collimator. For the mono-energetic beam the overall
shape agrees very well, however the difference between the simulation and the experiment
gradually increases with depth and has a maximum of ∼8% at the pinnacle of the BP.
The SOBP depth dose (d) shows a more stable difference between the simulation and
the experiment with a difference between ∼2%. Like with the mono-energetic beam the
SOBP beam also has a maximum difference at the end of the SOBP range, these regions
CHAPTER 6. VALIDATION OF GEANT4 FOR SI MICRODOSIMETRY IN HIT 123
have sharp dose gradients and are sensitive to slight misplacements or energy differences
of the delivered beam.
Simplified simulations techniques to model the effect of the wobbler
A comparison of the different simplified simulation techniques is shown in figure 6.9,
with the plotted percentage differences being calculated with respect to the full wobbler
method.
The lateral dose is compared using a mono-energetic beam collimated to a 100 × 100
mm2 field and is shown in (a). It can be seen that the cone beam reproduces the lateral
beam profile of the wobbler setup very well, with a difference within ∼2% for the treat-
ment field with the difference increasing at the penumbra, while both the point and circle
beams agree very poorly.
The depth dose, using the different simulation techniques is shown in (b) for the mono-
energetic beam and (c) for the SOBP. For the mono-energetic beam the different methods
of modelling the beam do not vary strongly with one another, with the cone beam not
differing significantly. The pencil and circle beams are very similar to one another, with
them both increasing in difference with depth compared to the wobbler method, with a
difference of ∼1% higher at the pinnacle of the BP, after the BP they both under respond
compared to the wobbler with a difference which increases with depth. For the case of the
SOBP (c), shows a much more prominent difference between the cone beam compared
to the point and circle beams. Without the angular spread, the point and circular beams
create a flatter dose over the range of the SOBP between 85 and 145 mm, with a maximum
difference of ∼15% at the end of the SOBP. Using a cone beam configuration provides a
simplified simulation model which results in very small differences compared to the full
wobbler configuration. The simulation is simplified by not having to add magnetic field
properties to volumes and merge multiple magnetic field times. This simplification in the
simulation does not translate to an increase in runtime provided.
6.3.2 Mono-energetic 290 MeV/u 12C beam
The dose weighted microdosimetric spectra displayed on a semi-log scale, yd(y), at vari-
ous depths in the water phantom along the mono-energetic 12C beam can be seen in figure
6.10. The top left plot shows the microdosimetric spectra at the entrance of the phantom
(18.91 mm) while 149 mm corresponds to the pinnacle of the BP. The contribution to the
total dose deposited in the detector, produced by different particle types, is reported in the
simulation results as well. The 12C peak (dashed green line) on the right of the spectra
is observed to dominate the spectra, with secondary fragments only making noticeable
contributions at the distal part of the BP and beyond. From the entrance of the phantom
to the pinnacle of the BP, the lineal energy of the 12C peak increases from ∼10 to ∼100
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Figure 6.8: Comparison between the relative dose calculated by means of the simulation
and experiment with the percentage difference (PD) plotted on the bottom. Plots (a) and
(b) show the lateral dose at the surface of the phantom for a mono-energetic (a) and 6 cm
SOBP (b) 290 MeV/u 12C beam. Plots (c) and (d) compare the depth dose distribution
for the mono-energetic (c) and SOBP (d) beams.
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Figure 6.9: Comparison of the lateral dose for a mono-energetic beam (a) and the depth
dose of a mono-energetic (b) and a SOBP (c) when using different methods to model the
effect of the wobbler on the beam shape. The percentage difference (PD) is calculated
with respect to the dose distributions using the wobbler simulation.
keV/µm with a stopper peak (see section 1.5.2) being seen at the far right of the spectrum
with a lineal energy of ∼700 keV/µm. At the end of an ion’s range, its LET increases
rapidly, meaning that a small change in depth of a few 100 microns can drastically change
the value of yD. This rapid change in LET, together with the sharp dose gradients at the
end of an ion’s range, mean that with the current estimated positional uncertainty in the
water phantom of ∼1 mm, that at the distal edge the agreement between experiment and
simulation can be seen to increase.
After the the incident beam has stopped, the microdosimetric spectrum is significantly
different as it is produced by the secondary mixed radiation field only. The lineal energy
peak of the microdosimetric spectrum 6 mm from the pinnacle of the BP (155 mm) can
be seen to align reasonably well when comparing simulation results and experimental
measurements, with the peak being mostly from boron fragments. However, at the lower
lineal energies the simulation is seen to have an excessive proportion of lighter fragments
compared to larger fragments, with 4He being very dominant in the simulation.
The calculated values of yD and RBE10, using the MKM, are shown in figure 6.11, with
yD values on the top and RBE10 values on the bottom. The left plots show the entire range
of measured values while the right plots show an enlarged view of the BP region. For
reference the energy deposition along the phantom is plotted in red.
Comparing the yD values of experiment and simulation, excellent agreement is ob-
served for both the values and the shape, particularly at the BP. Upstream of the BP
region, the yD is seen to be fairly constant with a value of ∼20 keV/µm reaching a maxi-
mum of 250 keV/µm (simulation) to 300 keV/µm (experiment). It can be seen that for a
few depths upstream of the BP, particularly at 18.91 mm, that the error bars of the simu-
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Figure 6.10: Comparison of the results of the Geant4 simulation (continuous line) and
the experimental measurements (dashed line). The microdosimetric spectra are obtained
for a mono-energetic 290 MeV/u 12C ion beam at various depths, with the pinnacle of
the BP occurring at approximately 149 mm.
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lation are quite large compared to other depths. This large error bar occurs due to a few
high LET particles depositing energy in the SV such as the 700 keV/µm event, which
can be seen in the earlier microdosimetric spectrum (figure 6.10). Excluding depths be-
fore the BP with large error bars, the difference between simulation and experiment is
∼10%. At the BP region and its pinnacle, the agreement for yD is within ∼5%, however
at the distal edge of the BP and beyond the agreement decreases. Downstream of the BP
the simulation is consistently lower than the experiment. Which as discussed with the
microdosimetric spectra in figure 6.10, the simulation saw an overproduction of lighter
fragments (mostly likely He fragments) with respect to heavier fragments.
For RBE10 values the agreement is slightly better than the yD results, with the difference
being ∼2% before the distal part of the BP. The RBE10 has noticeably less fluctuations
than yD due to yD’s y2 proportionality causing rare high y events to cause a larger skew
which the MKM reduces the effect of high lineal energy events over 150 keV/µm. At the
entrance of the phantom the RBE10 is ∼1.17 and reaches a maximum at the pinnacle of
the BP with a value of ∼2.9.
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Figure 6.11: Calculated yD (top) and RBE10 (bottom) values in the 290 MeV/u 12C ion
beam using the spectra from the Mushroom microdosimeter of both the experiment and
simulation. The right plot shows a zoomed in view of the BP region of the left plot.
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6.3.3 Mono-energetic 180 MeV/u 14N beam
A selection of microdosimetric spectra at different depths in the water phantom (upstream
and downstream of the BP), when irradiated with a mono-energetic 180 MeV/u 14N beam
is shown in figures 6.12 and 6.13, respectively. The stopper peak can be seen to occur at
a higher lineal energy of ∼900 keV/µm compared to ∼700 keV/µm seen for the 12C ion
beam. For the downstream depths , better agreement is observed between simulation and
experiment compared to what was seen with 12C . This can be attributed to the smaller
range of the 14N beam, which is 100 mm less than the 12C beam, leading to a reduced
fragment build up and causing heavier fragments, such as boron, to have a much shorter
range after the BP. The fragment energy peaks of the simulation and experiment again
align well with one another and beyond 55 mm 4He is the dominant fragment for both
simulation and experiment.
A comparison between the experiment and simulated yD and RBE10 are shown in fig-
ure 6.14, respectively. Good agreement is again seen between experiment and simula-
tion, with downstream of the BP having much better agreement compared to 12C due to
the reduced contribution from larger fragments. The agreement between experiment and
simulation is similar to 12C , with agreement being ∼10% for yD before the distal BP and
∼2% for RBE10. The yD is seen to have a value of ∼28 keV/µm at the entrance of the
phantom and reaches a value of ∼400 keV/µm at the distal edge of the BP at ∼50.5 mm.
The RBE10, the entrance has a value of ∼1.5 at the entrance of the phantom and reaches
a maximum of ∼3.1 just before the pinnacle of the BP. The RBE10 is seen to peak before
the BP compared to the 12C ion beam which peaks at the BP itself due to the higher LET
of the 14N beam causing over-killing effects (see section 1.6) to occur earlier along the
Bragg curve.
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Figure 6.12: Comparison between the microdosimetric spectra of the simulated Mush-
room detector and the experimental device when irradiated with a mono-energetic 180
MeV/u 14N beam at various depths in the phantom, in positions before the BP.
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Figure 6.13: Comparison between the microdosimetric spectra of the simulated Mush-
room detector and the experimental device when irradiated with a mono-energetic 180
MeV/u 14N beam at various depths (indicated on top of the figures) downstream of the
BP (which occurs at 49.5 mm).
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Figure 6.14: yD (top) and RBE10 (bottom) values values in the 180 MeV/u 14N beam
using the spectra from the Mushroom microdosimeter of both the experiment and simu-
lation. The right plot shows a zoomed in view of the BP region of the left plot.
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6.3.4 Mono-energetic 400 MeV/u 16O beam
The microdosimetric spectra in the case of a mono-energetic 16O ion beam for various
depths in the phantom, up and downstream of the BP are shown in figures 6.15 and 6.16,
respectively. It should be re-iterated here that the 16O beam had a 100 mm WET (corre-
sponding to 86 mm of PMMA) placed approximately 30 cm before the phantom to shift
the location of the BP in the water phantom. Despite the use of the range shifter the
depths quoted here are with respect to the detector’s position inside the water phantom.
Comparing the microdosimetric spectra upstream of the BP, experiment and simulation
agree well in terms of position and shape of the incident 16O ion beam, with the stopper
peak increasing to a higher lineal energy of ∼1000 keV/µm. Due to the larger range
of the 16O beam, the downstream spectra present a more similar trend to the 12C beam
than the 14N beam, with a more noticeable over contribution of lighter fragments (with
He fragments again being the most represented in the simulation). This observed trend of
more lighter fragments present in the simulation than experiment agrees with the fragment
study shown in chapter 2. In the earlier chapter, it was seen that larger fragments gave
less agreement than lighter ones, in terms of the angular distribution. Larger fragments
showed a broader distribution than experimental measurements, which would cause an
over presence from lighter fragments in the center of the beam as seen in the downstream
microdosimetric spectra.
The yD and RBE10 values along the depth of the phantom are shown in figure 6.17.
As with the previous beams yD gives an agreement of ∼10% and RBE10 ∼2%, both
before the distal edge of the BP, after the BP the discrepancy becomes larger due to the
fragmentation model accuracy. The yD has a value of ∼22 keV/µm at the entrance of the
phantom and increases to a value of ∼320 keV/µm just at the start of the distal edge of
the BP at ∼93 mm. The RBE10, has a value of 1.35 at the entrance of the water phantom
and reaches a maximum of 2.9 just before the pinnacle of the BP due to over-killing.
The values of yD and surface RBE10 values of 16O ions are slightly lower than 14N ions.
This is due to the much smaller range of 14N causing less straggling to occur as well as a
smaller contribution from fragments due to a reduced fragment build up curve.
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Figure 6.15: Comparison between the microdosimetric spectra of the simulated Mush-
room detector and the experimental device when irradiated in a mono-energetic 180
MeV/u 14N beam at various depths within the primary beam range.
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Figure 6.16: Comparison between the microdosimetric spectra of the simulated Mush-
room detector and the experimental device when irradiated in a mono-energetic 180
MeV/u 14N beam at various depths downstream of the BP.
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Figure 6.17: Calculated yD (top) and RBE10 (bottom) values in the 400 MeV/u 16O
beam using the spectra from the Mushroom microdosimeter of both the experiment and
simulation. The right plot shows a zoomed in view of the BP region of the left plot.
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6.3.5 Mono-energetic 150 MeV/u 4He and 400 MeV/u 20Ne beam
The yD profiles at the BP region are shown in figure 6.18 for both incident 4He (left) and
20Ne (right) beams. The RBE10 profiles for the two beams are shown in figure 6.19.
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Figure 6.18: Calculated yD values for a 150 MeV/u 4He beam (left) and a 400 MeV/u
20Ne beam (right) at the BP.
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Figure 6.19: Calculated RBE10 values for a 150 MeV/u 4He beam (left) and a 400
MeV/u 20Ne beam (right) at the BP.
The RBE10 profile of the 20Ne beam shows the most drastic difference in terms of the
shape compared to the other beams, with a pronounced minimum of 1.9 at a depth of
∼150 mm, which coincides with the maximum of the yD value of 500 keV/µm. Once yD
begins to reduce due to the greater impact from secondary fragments the RBE reaches a
secondary peak at ∼151.5 mm with a value of 2.2 before reducing again due to the larger
fragments stopping.
In contrast to the other beams, especially 20Ne , the lower LET of the 4He beam causes
very little impact in terms of over-killing. The RBE10 peaks at the very distal edge of
the BP at ∼152 mm with a value of ∼1.9 which also coincides with the maximum yD of
∼56 keV/µm, compared to the over-killing value used in the MKM of 150 keVµm. The
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difference in the RBE10 of the beams is largely due to the different track structures of the
different particles which was illustrated and discussed previously in figure 1.12.
6.3.6 SOBP 12C beam
Figure 6.20 shows microdosimetric spectra at various depths along the 12C SOBP from
both the experiment and the simulation. The ridge filter used is designed to produce a
SOBP which delivers a uniform biological dose 60 mm in size in water, which starts and
ends at approximately 90 and 150 mm, respectively. The simulation and experiment again
match one another fairly well in terms of the response due to the incident 12C ion beam.
The spectra before the start of the SOBP treatment field at ∼90 mm are fairly similar to
the mono-energetic 12C beam, with the width of the 12C peak being slightly broader due
to the mix of many energies. Close to 90 mm the spectrum differs noticeably compared to
the mono-energetic 12C beam, with a prominent high energy tail becoming present. This
tail, which includes stoppers, occurs due to the lower energy components of the beam
having a rapidly increasing LET at the end of their range.
Comparison between the experimental and simulation values of yD and RBE10 are
shown in figures 6.21 and 6.22, respectively. It can be seen, like the mono-energetic
beams, that the yD and RBE10 have a similar shape as one another except at the end of the
primary beam’s range where over-killing effects occur. The RBE10 at the entrance can
be seen to be slightly higher than the mono-energetic 12C beam, due to the presence of
lower energy 12C ions. Conversely, at the end of the primary beam’s range the maximum
RBE10 is around 10% lower due to the greater contribution of fragments. The agreement
between simulation and experiment is similar to what was found for the mono-energetic
beams, with the agreement being within ∼2% up until the distal edge, where the position-
ing accuracy becomes very important and downstream where the fragments generated by
the simulation have a discrepancy with experiment.
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Figure 6.20: Comparison between the microdosimetric spectra of the simulated Mush-
room detector and the experimental device when irradiated in a 290 MeV/u 12C SOBP
beam at various depths, with the start of the treatment field being ∼90 mm and the end
being ∼150 mm.
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Figure 6.21: Calculated yD values of experiment and simulation when irradiating the
Mushroom microdosimeter in a 290 MeV/u 12C SOBP beam.
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Figure 6.22: Calculated RBE10 values of experiment and simulation when irradiating
the Mushroom microdosimeter in a 290 MeV/u 12C SOBP beam.
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6.4 Discussion
6.4.1 Effect of charge collection on measurements
When comparing the microdosimetric spectra of the simulation and the experiment there
is reasonable agreement for both the primary 12C peak and the fragment distribution.
However, the experiment shape of the yd(y) spectra have a more pronounced low energy
tail left of the primary 12C peak compared to the simulation. This tail is likely not due
to the underproduction of boron fragments, which can be seen to coincide with the most
prevalent part of the tail, but instead be due to the charge collection uniformity of the
device.
In order to take this charge collection effect into account and to see its impact, the
charge collection distribution was applied when processing the simulation data. To apply
this distribution the experiment energy deposition spectrum was first scaled by 1.087 to
shift the peak to align it with the simulation, which corresponds to a charge collection
efficiency of ∼92%. Once the experiment spectrum is shifted the simulation peak is
subtracted from the shifted spectrum and results in the blue spectrum shown in the left
plot of figure 6.6. The ratio of the subtracted counts to the total experiment counts was
found to be 0.67, or 33% of events (before setting a threshold) are due to events in the
actual “SV”. In the simulation, each track which deposits energy in the SV is stored as
a single hit (list mode) which can be post-processed after the simulation has run. The
charge collection distribution was taken into account by the simulation when processing
each recorded hit to have a 33% chance that 100% of its energy deposited is added as a
hit to the spectrum. The remaining 67% of events have their energy deposition randomly
scaled using the subtracted spectrum as a probability distribution.
The impact of applying this charge collection distribution to the simulation is compared
in figure 6.23, using the first four depths shown in figure 6.10. The plots show the exper-
iment and total simulation with no charge collection applied (Sim No CCE), in addition,
the total yd(y) of the simulation when applying the distribution (Sim CCE Total) as well
as just the 12C component (Sim CCE C). It can be seen that the energy deposition of
the primary beam changes slightly, with it having a more prominent low energy 12C tail
formed. Downstream depths are not shown but the impact of applying the charge collec-
tion distribution to these depths have an even less significant impact, due to the fragments
having a broad energy distribution. The overall impact of applying the charge collection
distribution to the simulation has very little effect on the calculated yD and RBE10. The
small impact on the microdosimetric spectrum and values demonstrates the favourable
characteristics of the detector and for this reason no distribution has been applied to the
simulation data.
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Figure 6.23: Comparison of the microdosimetric spectra between the experiment and the
simulation, with the simulation being shown with (Sim CCE) and without applying the
charge collection efficiency distribution (Sim No CCE). The “Sim CCE C” plot shows
the carbon component of the spectra after applying the charge collection distribution.
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6.4.2 Summary of beam characteristics
A summary of the quantities of interest for the five simulated beams are shown in table
6.3.
Beam BP position (mm) Entrance yD Maximum yD (keV/µm) Entrance RBE10 Maximum RBE10 RBE10 position before BP (mm)
150 MeV/u 4He 152.2 6 56 0.97 1.95 -2.6 ± 0.1
288.6 MeV/u 12C 149 22 300 1.17 2.91 0.0 ± 0.1
180 MeV/u 14N 49 28 411 1.50 3.12 0.6 ± 0.1
400 MeV/u 16O 91.5 (191.5) 22 320 1.35 2.88 0.8 ± 0.1
400 MeV/u 20Ne 147.2 34 545 1.63 3.16 2.0 ± 0.1
Table 6.3: Summary of the difference between the pinnacle BP position and the maxi-
mum RBE10 position for different beams. Note that in the second column (BP position)
the value of 91.5 mm for 400 MeV/u 16O refers to the depth in the phantom while the
191.5 mm adds 100 mm WET of PMMA used to shift the position.
The third column from the left summarises the value of yD at the entrance (∼20 mm)
and the maximum observed value, which corresponds to the distal edge of the BP for all
cases. The values of yD for 14N are seen to be higher compared to and 16O . This can be
attributed to the range of 14N being much shorter than the other beams, which results in
a smaller contribution from fragments at the end of the range of the primary beam and
more of the primary beam with a higher lineal energy. Additionally, due to the smaller
range of the 14N beam results in less straggling of the primary beam results in a sharper
distribution of primary ions at the end of the range. The 4He beam has an entrance yD
∼4-6 times smaller than the other beams while its maximum is ∼6-10 times smaller. This
shows the importance of accurate planning for heavier ion beams due to a slight shift in
the range having significant effect.
The fourth column presents the entrance RBE10 value as calculated by the modified
MKM and the maximum whose position varies for all the beams, with its position relative
to the pinnacle BP given in the final column on the right. A pronounced offset between
the RBE10 and physical dose, such as with 20Ne , has the effect of creating a broader
biological dose at the BP compared to 12C . 12C has the pinnacle of dose and RBE10
aligned resulting in a sharper biological dose profile for a mono-energetic beam.
6.4.3 Comparison of the BIC and QMD models
As the incident primary ion traverses the target it will be attenuated based on its total
reaction cross-section. As the primary ion beam attenuates it will produce different frag-
ments based on the charge and mass changing cross-sections of the ion. The total re-
action cross section of different projectiles and targets are generally well described in
Geant4 and agree well with experimental measurements. The production cross sections
of fragments are much more complex to describe due to not only needing to describe their
production but also their angular and energy distributions. The ability of Geant4 to de-
scribe experimental measurements of the attenuation of a beam versus the production of
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fragments can be seen online (https://geant-val.cern.ch/), in particular the Charge
Changing Cross-Section test (CCCStest), which compares the total and charge changing
cross-sections in Geant4 for a 12C ion beam. Additionally, the Hadron Data test (TestHD)
compares the total reaction cross-section for various projectiles/targets and energies.
Due to the higher lineal energy of the incident primary beam compared to secondary
fragments and its attenuation being fairly well described, the agreement between exper-
iment and simulation is fairly consistent for all beams before the BP, with an agreement
between ∼10% for yD and ∼2% for RBE10. For RBE10 values the agreement is slightly
better than the yD results, with the difference being ∼2% before the distal part of the BP.
As mentioned earlier, the RBE10 has noticeably less fluctuations than yD due to yD’s y2
proportionality causing infrequent high y events to cause a larger skew which the MKM
reduces the effect of high lineal energy events over 150 keV/µm.
The observed agreement upstream reflects the dominance of the primary incident beam
on the microdosimeter response, while the agreement downstream of the BP is due to the
fragments generated by the model used. The alignment of the peaks of the microdosi-
metric spectra suggest that the model is adequate at generating the energy distribution
of fragments. Downstream of the BP for the 12C and 16O ion beams, which have a sig-
nificantly larger range than 14N which causes a greater fragment build-up as mentioned
earlier, it was observed that there were more lighter fragments present in the simulation
than experiment. This trend mimics the fragment study of chapter 2. The fragment study
showed that, in general, larger fragments gave less agreement than lighter ones, in terms
of the angular distribution. Larger fragments showed a broader distribution than exper-
imental measurements, which would cause an over presence from lighter fragments in
the center of the beam as seen in the downstream microdosimetric spectra. This effect is
seen the most in this current work for the 16O ion beam, where the agreement reduces the
further downstream of the BP from 140 mm to 160 mm, where the effect of the angular
distributions of fragments is amplified.
Due to the dominance of the primary beam, the results do not differ significantly be-
tween BIC and QMD upstream of the BP, both in terms of the microdosimetric spectra
and the yD and RBE10 quantities. Figure 6.24 show the microdosimetric spectra of the
BIC and QMD models for each beam 5 mm downstream of the BP, with each particle’s
components being shown for QMD. Downstream of the BP, QMD shows a greater contri-
bution from lighter ions and BIC having a greater contribution of fragments with a charge
of 1 less than the primary ion (Boron for 12C , Carbon for 14N and Nitrogen for 16O ).
This observation is consistent with the observed results shown in chapter 3 and results
in QMD having slightly smaller values than BIC for yD and RBE10, this is most readily
seen for 16O which has the largest primary ion range. The lower values obtained with
the QMD models result in larger differences between experiment compared to the BIC
model. An important consideration when choosing a model for Monte Carlo simulations
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is the computational resources required. As reported previously in chapter 3, the runtime
of QMD for thick targets was ∼2-8 times longer than the BIC model, for this study the
observed increase in runtime for most depths was mostly between 2-3 times longer. Due
to this significant increase in runtime for very little difference in results, particularly for
positions where the primary ions reach the detector, it can be difficult to justify the use of
the QMD model over the BIC model for the configuration studied here.
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Figure 6.24: Comparison of the microdosimetric spectra between the BIC and QMD
models as well as the experiment. For these plots the different particle components are
shown for the QMD model.
6.5 Conclusion
Monte Carlo codes are widely used to study the complex mixed HIT radiation field as
well as to model the response of novel microdosimeter detectors when irradiated with HIT
beams. Therefore it is essential to validate MC codes against experimental measurements.
This chapter presented the modelling of the Biological Beamline at HIMAC, NIRS, using
Geant4. The beamline was validated against experimental measurements for a mono-
energetic and SOBP 290 MeV/u 12C beam. Comparisons with experiment for the lateral
beam profile showed good agreement for both mono-energetic and SOBP beams, with
differences of ∼0.5% and 2% in the treatment field, respectively. For the depth dose
profiles, both beams gave good agreement in the overall shape, however both have a
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maximum difference with the experiment at the end of the BP where measurements are
especially sensitive. In order to simplify the simulation by excluding the wobbler system
a number of alternative methods were modelled. It was found that for both lateral and
depth dose profiles simulating a cone beam provided very good agreement compared to
modelling the full wobbler system.
Using the validated Geant4 model of the Biological beamline, the response of the first
generation silicon Mushroom microdosimeter was investigated in five mono-energetic
beams, including 4He , 12C , 14N , 16O and 20Ne beams, with all but the 4He and 20Ne
beams being compared to experiment. In addition to the mono-energetic beams, a SOBP
12C beam was also investigated and compared to experimental measurements.
The mono-energetic ion beams were compared and the difference of the RBE10 (calcu-
lated by the modified MKM) peak location due to over-killing was quantified. In the case
of the 4He beam irradiation, the RBE10 reached a maximum at the very distal part of the
BP, 2.6 mm from the pinnacle, due to no real over-killing occuring which is reflected by
the maximum yD of 56 keV/µm versus the over-killing parameter value of 150 keV/µm.
12C was seen to have the physical dose coincide with the RBE10 peak. 14N and 16O had a
similar shift to one another with the RBE10 peaks 0.6 and 0.8 mm before the pinnacle of
the BP, respectively, while 20Ne RBE10 peaked 2 mm before the BP.
Experimental measurements and simulation results agree reasonably well along the
primary ion beam. This demonstrates the suitability of Geant4 for experimental micro-
dosimetry and the favourable characteristics of the device in terms of charge collection
efficiency and uniformity of the device. Before the distal edge of the BP the simulation
and experiment agreed within ∼10% for yD and ∼2% for RBE10. Downstream of the BP
there was less agreement observed between simulation and experiment, with the simula-
tion having lower values of yD and RBE10 due to the higher representation of lighter frag-
ments compared to heavier fragments. At 70 mm downstream of the BP, the difference for
16O increased to ∼40% and ∼10% for yD and RBE10, respectively, compared to ∼10%
and ∼2% before the BP, respectively. However, the 14N beam gave fairly good agreement
downstream of the BP due to the smaller range of the beam causing lighter fragments
to dominate, with the difference at 55 mm downstream of the BP being ∼5% for both
yD and RBE10. Despite the contribution of fragments not giving the best agreement be-
tween experiment and simulation, the lineal energy peaks of the fragment distributions
did give good agreement. The trends of fragments seen between simulation and experi-
ment from the Mushroom microdosimeter agree with the results from the earlier chapter,
where angular distributions of fragments were compared to experiment and showed larger
fragments having broader angular distributions.
Chapter 7
Theoretical evaluation of the “Bridge”
SOI microdosimeter for pencil beam
scanning in proton therapy
This chapter describes the theoretical characterisation of the “Bridge” SOI microdosime-
ter, a novel design by the Centre For Medical Radiation Physics, for its use for quality
assurance of a scanning pencil proton therapy beam. The design of the microdosimeter
is characterised in terms of its path length in the radiation field. Additionally, the sheath
which houses the microdosimeter in experiments is examined if it perturbs the radiation
field in any significant manner. Simulation results are compared against experimental
measurements to use as an insight into the experimental measurements. Experiments were
performed by Dr. Linh Tran and Lachlan Chartier at the Massachusetts General Hospital
(MGH), to evaluate the performance of the device. Using Geant4, certain experimental
methodologies used, namely the choice of the maximum detectable energy deposition,
are investigated to understand their impact upon the microdosimetric measurements and
quantities.
Work from this chapter has been published in:
“Characterisation of proton pencil beam scanning and passive beam using a high spatial
resolution solid state microdosimeter”, Medical Physics, (44), 2017
7.1 Introduction
As with all charged particles, as a proton beam traverses a target and loses energy, its
linear energy transfer (LET) will increase, changing the amount of energy transferred in
a given thickness of material as well as creating denser track structures of electrons to-
wards the end of the path. As with other hadron beams, this increase in LET and track
density changes the relative biological effectiveness (RBE) of the beam, as explained in
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section 1.6. This is evident from experimental measurements which have shown that the
RBE can reach a values of ∼1.7 in proton beams at the distal edge of the Bragg peak
(BP) [65]. Despite it being known that the RBE can vary significantly at the end of the
beam’s range, proton therapy treatment plans adopt a constant RBE value of 1.1 [125].
The currently used value of 1.1, is based on the averaging of many in-vitro and in-vivo
studies performed in the middle of spread out Bragg peaks (SOBPs) with doses of mostly
6-8 Gy per fraction [126]. Compared to heavy ion therapy, which does not have a signifi-
cant dose dependence on RBE, proton beams have been shown to have a dependency with
dose which is observed for fractions less than ∼4 Gy [72], with the RBE increasing with
smaller dose fractions. This dose dependency is relevant since proton therapy treatment
plans generally deliver single fractions using the Atomic Energy Agency standard of 2
Gy [73]. The variability in the RBE at the end of the beam’s range is particularly impor-
tant since treatment margins will encompass healthy tissue [127]. When the surrounding
organs are sensitive, such as the spinal chord treatment of pediatric cases, the chance of
normal tissue complication increases [128].
In recent years there has been growing interest in the variability of the RBE in proton
therapy and how to account for it in treatment planning. One popular proposed method
to take into account the variability of RBE consists of the adoption of the dose-averaged
LET, LETD in treatment planning systems [129] [130]. The LETD can be calculated in a
few slightly different ways [131], though the method which shows good stability in terms
of scoring volume size and has been shown to give the best agreement with microdosi-
metric quantities [132] is shown in equation 7.1.
LETD =
∑ni=1 εi ×LETi
∑ni εi
(7.1)
Where i is the step number of a particle track traversing a scoring volume and εi is the
energy deposited in the step, LETi is the LET of the particle at the start of the step.
LETD is a theoretical quantity and is calculated using Monte Carlo techniques and cannot
be measured experimentally. LETD is similar to the microdosimetric quantity the dose
mean lineal energy, yD, however discrepancies exist between the two quantities due to the
LET not accounting for delta electron production (see section 1.3.2), but as the range of
delta electrons becomes smaller the difference between the two decreases [58].
Optimising treatment plans using the LETD instead of physical dose does present ad-
vantages in terms of reducing the variability between the delivered plan being closer to
an actual biological dose [133]. However LETD is a theoretical value and the treatment
delivered by the treatment planning system (TPS) still should be verified that it matches
with the planned treatment in terms of the LET distribution of the particles and not just
the physical dose. To achieve this the LET/lineal energy must be able to be measured ex-
perimentally, such measurements can be performed using a microdosimeter. This chapter
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presents microdosimetric measurements performed in a therapeutic proton beam using
the CMRP designed Bridge silicon microdosimeter, SOI devices being particularly well
suited to routine quality assurance measurements in proton therapy thanks to their high
spatial resolution and ease of use. Experimental measurements taken with the Bridge mi-
crodosimeter are compared to simulation results to evaluate the response of the detector.
The design of the detector, such as the bridging volumes connecting the sensitive vol-
umes (described below in Materials and Methods), is also studied using the simulation to
see if they impact the response significantly compared to an isolated SV design, like the
Mushroom in the previous chapter.
7.2 Materials and Methods
This chapter describes the use of the Bridge microdosimeter to characterise a proton pen-
cil beam scanning (PBS) system for infield measurements in a single mono-energetic
“spot” beam. Comparisons between a Geant4 simulation and the experiment are per-
formed to evaluate the performance and the response of the device.
The experimental measurements were performed in an IBA proton PBS system, also
known as a modulated scanning system, at the Massachusetts General Hospital (MGH)
using a universal nozzle. The general schematic of a PBS beam is shown in figure 7.1,
more detailed information can be found in [134]. A PBS system involves treating a target
volume by splitting up the volume into multiple layers which are irradiated with different
energy beams. Since the proton beam is accelerated in a cyclotron the energy being
delivered is varied by using an energy degrader. Once the beam energy is lowered to treat
a certain target layer the layer is irradiated using multiple spots which are individually
focused with a certain magnetic field strength set by the X and the Y scanning magnets.
The PBS system differs from the passive HIMAC setup from the previous chapter which
passes a beam with a fixed energy through a magnetic field and delivers dose to different
depths in the patient by passing through a ridge filter. For a treatment plan generated by
the TPS it is possible to retrieve a collection of weights which include the energy, size and
position of the beam when it reaches the plane of the iso-centre.
The Bridge microdosimeter was simulated when exposed to a mono-energetic spot
beam using Geant4 version 10.1. For the mono-energetic beam (single delivered spot
beam) the initial beam position was simulated with 40 cm of air before the water phan-
tom as shown in figure 7.2. The configuration of the detector in the water phantom uses
the same setup as the previous chapter, with the Bridge microdosimeter placed in a water
proof PMMA sheath and scanned through the centre of the beam. The initial energy in
the simulation was tuned to match the range of experimental depth dose measurements,
which were acquired with an ionisation chamber. The primary energy was tuned to a
value of 131.5 MeV with an energy sigma of 1% and Gaussian shaped lateral dose profile
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Figure 7.1: Simple representation of a PBS beam. The target volume is divided into
multiple energy layers, with each layer made up of many individual “beam spots”, with
each spot having its own value of X and Y magnetic field strengths to steer the beam
to the correct position. The far right part of the figure shows the beam’s eye view of
a particular target layer with multiple beam spots with unique values of magnetic field
strengths.
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Figure 7.2: Simulation setup used for the MGH PBS proton therapy beam line.
7.2.1 Bridge microdosimeter
A zoomed in section of the modelled Bridge microdosimeter used in this study can be
seen in figure 7.3. The device is made up of arrays of 10 µm thick high resistivity n-type
silicon sensitive volumes (SVs) with an area of 30 × 30 µm, the SVs are connected into
arrays by smaller “bridging” volumes which the device’s name is derived from. These
smaller bridging volumes are also 10 µm thick but have an area of 15 × 20 µm and have
the same silicon characteristics as the SVs. In total there are 4248 SVs on the Bridge
microdosimeter, made up of 59 rows and 72 columns. On top of the SVs and bridging
volumes there is a 1.7 µm thick overlayer of SiO2 and at the centre of the SV overlayer
there is an aluminium rectangular prism with an area of 8×8 µm2, also with a thickness
of 1.7 µm. Centered on top of the aluminium prism there is a further SiO2 layer with a
thickness of 1.43 µm and area of 10.5×10.5 µm
The SVs and bridging volumes are supported on a 1 µm thick SiO2 layer on top of a
300 µm thick low resistivity silicon wafer for support. The three dimensional SVs and
bridging volumes are formed via plasma etching. As can be seen in the SEM image
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in figure 7.4 the plasma etching is done very accurately and produces a well defined
volume which is important when using a ⟨l⟩ or ⟨lPath⟩ value for the conversion of energy
deposition to lineal energy. The design also provides excellent charge collection efficiency
and uniformity throughout the device which can be seen on the right image of figure 7.4.
More details of the fabrication and characteristics of the device can be found in [135]
and [136], the first publication provides characterisation using the first version of the
Bridge design which did not feature a fully etched design while the later publication
features the second version which had etching fully done and is the version which all
results in this chapter are in reference to.
As with the Mushroom microdosimeter, investigated in the previous chapter, the Bridge
microdosimeter is mounted onto the MicroPlus (µ+) probe which provides a low noise
readout. The µ+ probe and Bridge are then housed inside the same PMMA sheath dis-
cussed in the previous chapter with the same overlayer materials summarised in table 6.2
and figure 6.7.
The Bridge was simulated in the µ+ probe and PMMA sheath, placed in the centre of
the water phantom like in the experiment. The experimental data acquired with the Bridge
(MCA spectrum) had a maximum energy of 2455 keV with 4096 bins, the maximum en-
ergy deposition aquired in the experiment is a somewhat low value (∼142 keV/µm in
terms of lineal energy). This maximum detectable energy deposition was adopted in or-
der to take advantage of the high energy resolution at low energies due to the low noise
readout provided by the µ+ probe. This energy range should be ample for the primary
proton beam due to the maximum stopping power in water being ∼85 keV/µm [96].
However for heavier hadrons, particularly 4He particles which have a maximum LET of
∼230 keVµm [137], this range may significantly effect measured quantities by not detect-
ing these higher energy events. To investigate the impact of not having these high LET
events recorded in the microdosimetric spectra and their effect on quantities, the max-
imum energy deposition in the simulation was varied from the experimental maximum
of 2.5 MeV to five times this value to 12.2 MeV. For simplicity the experimental value
is quoted as 2.5 MeV, however the true value is 2454.81 keV and is what is used in the
simulation as well.
The mean path length, ⟨lPath⟩ , of the Bridge microdosimeter was investigated in the ra-
diation field by using the same method as described in chapter 3, where the silicon SV and
bridging volume is replaced with vacuum and the path length of charged particles travers-
ing the device is recorded. Due to the bridging volumes between the SVs, compared to the
isolated SVs of the Mushroom design described in previous chapters, particles should be
more susceptible to passing through multiple volumes such as a SV and a neighbouring
bridging volume. Due to the secondary radiation field having a larger angular distribution
the secondary radiation field may have a skew to more energy being deposited for lateral
events. The effect which the bridging volume plays on the ⟨lPath⟩ compared to an iso-
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Figure 7.3: A screenshot of the Bridge microdosimeter modelled in Geant4 showing
three different views. The screenshots show a zoomed in region of the device which has
in total 59 rows of SVs each with 72 columns (4248 SVs in total).
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Figure 7.4: Left: An SEM image of the Bridge microdosimeter showing an isometric
view of the silicon which has been etched away to form SVs connected together with
smaller bridging volumes. Right: A charge collection map of the Bridge microdosimeter
obtained using the IBIC technique. Images recreated from [136] courtesy of L. Tran.
lated SV design (such as the Mushroom) was investigated by processing events with and
without summing up the path which particles traversed the bridging volume.
To see if the probe and sheath which the Bridge is housed in perturbs of the radiation
field significantly, the PMMA sheath and probe were removed, leaving just the detector
directly in water. Additionally, the SV and the bridging volumes were replaced with the
muscle and the aluminium and SiO2 overlayers were removed, this was to ensure that any
high energy events that were seen were “real” and not due to particles generated in the
housing or the detector itself.
7.2.2 Physical quantities under investigation
As with the previous chapter, the quantities compared between experiment and simulation
were the frequency mean lineal energy, yF , and the dose mean lineal energy, yD, as well
as the biological effectiveness at 10% cell survival, RBE10, estimated using the modified
microdosimetric kinetic model (MKM). As mentioned above, the RBE in proton therapy
is inversely proportional to the dose when less than 4 Gy is delivered in a fraction [72].
Because of this the MKM approach, which was used for 4He , 12C , 14N , 16O and 20Ne
beams in the previous chapter, is changed to take into account the RBE dependence on the
dose [74]. So instead of the RBE taking the form shown in equation 7.2 for ions heavier
than protons, the RBE takes the form as shown in equation 7.3, which is denoted as RBEd
to emphasise the dose dependence.
RBE10 =
2βD10,x−ray√
α2 −4β ln(0.1)−α
(7.2)
RBED =
2βDp√
α2X +4β
(
αDp +βD2p
)
−αX
(7.3)
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Where D10,x−ray is the required dose by x-rays to reach 10% cell survival and has a
value of 5 Gy for HSG cells and αX is cell specific and has a value of 0.164 Gy−1. Dp is
the physical dose delivered to the cell from the proton beam. In this study Dp is the value
along the Bragg curve when 1.82 Gy is delivered at the pinnacle of the BP (standard 2
Gy fraction divided by the RBE value usually adopted clinically of 1.1). One additional
difference between this chapter’s RBE values compared to the previous chapter is that the
error bars in this chapter includes uncertainties related to the cell properties, this results
in error bars noticeably larger than the previous chapter. The previous chapter had error
bars derived only from the statistical uncertainty due to the extra number of points and an
additional model being compared (QMD) making comparison difficult in some cases to
see all points clearly.
7.3 Results and Discussion
7.3.1 Radiation Field
The energy deposition in the water phantom due to the mono-energetic beam is shown in
figure 7.5. The left plot in the figure shows the Bragg curves of the simulation and the
experiment while the right plot shows the two dimensional energy deposition distribution
in the phantom. In terms of energy deposition the simulation agrees well with the experi-
mental measurements, with a maximum difference of 2% between the two Bragg curves.
The pinnacle of the BP occurs at 123 mm for both simulation and experiment, with the
experimental data having an associated uncertainty of 1 mm in the range.
The secondary radiation field is shown in figure 7.6. In particular, the left plot shows
the fluence of various ion species throughout the phantom while the right figure shows
the yield (N) of particles along the depth of the phantom with respect to the number of
incident particles (N0). The secondary radiation field is dominated by neutron production.
Helium ions are the most dominant fragments with ∼2 helium ions produced for every
105 primary protons.
7.3.2 Determination of the ⟨lPath⟩ of the Bridge microdosimeter
The ⟨lPath⟩ values along the Bragg curve for the mono-energetic spot beam are shown
in figure 7.7 on the left, the secondary markers refer to secondary ions only and no other
charged particles, such as electrons. The open markers represent the ⟨lPath⟩ for just the SV
in the absence of the bridging volumes. The right plot in figure 7.7 shows the percentage
difference between the ⟨lPath⟩ when the distance a charged particle traverses the bridging
volumes are not considered.
The ⟨lPath⟩ of the primary beam can be seen to remain fairly constant, with it decreasing
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Figure 7.5: The energy deposited within the water phantom. The left plot shows the
energy deposited along the Bragg Curve for the simulation against experimental mea-
surements, the maximum of the plots are normalised to 1. The right plot shows the 2D
energy deposition within the phantom.
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only by ∼2% due to divergence of the beam from 9.94 µm at 22 mm depth to 9.75 µm at
130 mm. The results are very similar to the values presented in chapter 4 for the 30 µm
diameter cylinder SOI design, which, similarly to the Bridge design, has a
⟨
lCauchy
⟩
of 12
µm for the SVs. One notable difference between the Mushroom and the Bridge design is
that for the secondary ions (which is dominated by recoiled nuclei in proton therapy) the
⟨lPath⟩ of the Bridge is ∼4.5% higher than the Mushroom design. This higher value is due
to the SVs being connected together with the 15× 20×10 µm3 bridging volumes. This
allows the recoiled ions with larger angular distributions to pass through SV and bridging
volumes and thus causing an increase in the path length. It can be observed that the
bridging design of connecting the SVs together has very little impact on the primary beam
with the ⟨lPath⟩ being ∼0.2% higher at 22 mm depth and as the beam diverges deeper in
the phantom from multiple Coulomb scattering the difference between the ⟨lPath⟩ length
increases to ∼0.75% at the BP.
Due to the results above, the ⟨lPath⟩ values used for the conversion from the energy
deposited spectrum (MCA) to the microdosimetric spectrum ( f (y)) was done by taking
the mean of all proton paths, including both primary and secondary protons.
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Figure 7.7: Left: The calculated ⟨lPath⟩ values of the primary beam and secondary ions
when the bridging volumes are present (real device) and when the bridge volumes are
removed. Right: The percentage difference between the ⟨lPath⟩ values along the Bragg
curve when calculated with bridging volumes present and absent.
7.3.3 Microdosimetric spectra in the PBS beam
Sample microdosimetric spectra from the Bridge microdosimeter at various depths along
the Bragg curve from both the simulation (solid black line) and the experiment (dashed
line) are shown in figure 7.8. Different coloured lines show the contribution of different
particles to the total microdosimetric spectra of the simulation. A general good agreement
is observed between the spectra of the simulation and the experiment except at depths near
the BP where the positioning accuracy becomes the most sensitive. A possible misalign-
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ment can be seen at 122 mm depth where the experimental peak shifts to lower energies
compared to the simulation but at 126 mm the two energy peaks re-align. Looking at
the contributions to the spectra using the simulation, before the BP it can be seen that
the delta electrons generated outside of the Bridge contribute a significant amount to the
energy deposited. Up until ∼115 mm in depth the delta electrons have a higher lineal
energy peak compared to the primary beam, with a value slightly higher than 2 keV/µm,
with its distribution not changing significantly. The primary and secondary protons have
very similar lineal energy distribution due a large number of the secondary protons being
produced via elastic collisions.
At depths of 126 and 129 mm, a noticeable low energy peak at ∼0.6 keV/µm can be
observed in figure 7.9. This bump is present in the experiment but not in the simulation.
It begins to form at a depth of ∼120 mm and grows larger for deeper positions within
the phantom. This peak can be attributed to the charge collection in the device. Towards
the edges of the device, where contacts are located, some charge is collected which is not
generated within the SV or bridge volumes. The charge collected in this region is very
low compared to the charged collected actual SV and bridging volumes, events from this
region are mostly removed with thresholding in the experiment. However, as the beam
reaches the end of its range its higher LET shifts the energy deposited in this region to be
large enough to be recorded in the experiment.
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Figure 7.8: Comparison between the microdosimetric spectra of experiment and simu-
lation at selected depths in the water phantom up to the pinnacle of the BP (123 mm).
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Figure 7.9: Comparison between the microdosimetric spectra determined with the ex-
periment and the simulation at the distal edge of the BP as well as downstream of the BP
where the primary beam has fully stopped within the water.
7.3.4 Microdosimetric quantities of the PBS beam
A comparison of experimental and simulation values of yD are shown in figure 7.10, with
the right plot showing an enlarged region of the BP. The value of yD stays fairly constant
up until the BP with a value of ∼2 keV/µm. Once near the BP, at ∼115 mm depth,
yD begins to continually grow, reaching ∼5 keV/µm at the pinnacle of the BP. Then it
constantly increases to 11 keV/µm at 130 mm depth. Very good agreement is observed
between the experiment and the simulation, indicating the Bridge microdosimeter has
favourable charge collection characteristics. One notable discrepancy can be seen at the
distal edge of the BP where the experiment and simulation show a possible misalignment
of ∼1 mm. The low energy peak caused by the low energy charge collection was found
not to be the cause of this shift by removing events with a lineal energy below 1 keVµm,
this resulted in a slight increase of 2% of yD events at the distal edge. A reason for the shift
between experiment and simulation values may be that the beam energy used was tuned to
match the range of experimental ionisation chamber measurements. These measurements
may be based on the centre position of the ionisation chamber instead of the amount of
water in front of it, which is the case for the microdosimeter. This could result in a shifted
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range in the experiment.
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Figure 7.10: The calculated yD of both experiment and simulation. The right side shows
an enlarged view of the BP region with an additional data set showing the experimental
values when shifted by 1 mm (triangle marker).
The RBE values calculated using the MKM from equation 7.3 are shown in figure 7.11,
with the right plot showing the BP being enlarged. The large increase in RBE at the end
of the primary protons’ trajectory is due to a combination of the increasing LET of the
proton beam as well as the decreasing amount of deposited dose, which as mentioned
earlier, for doses below 4 Gy the RBE of a proton beam increases. The effect which dose
has on the calculated RBE with the parameters used for the MKM is shown in figure 7.12.
The RBE values calculated are shown for doses between 0.1 and 100 Gy delivered to the
pinnacle of the BP, 1.82 Gy has a line drawn between its points and is the standard fraction
size for a proton delivery.
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Figure 7.11: The calculated RBE using equation 7.3 of both experiment and simula-
tion. The right side shows an enlarged view of the BP region with an additional data set
showing the experimental values when shifted by 1 mm (triangle marker). The right plot
shows the BP zoomed in.
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Figure 7.12: The calculated RBE using equation 7.3 and different values of dose being
delivered to the pinnacle of the BP. The dose with the dashed line with a value of 1.82
Gy represents the standard fraction size for dose delivery and is the dose used for this
section.
7.3.5 Effect of the maximum recorded energy on the microdosimetric
spectra and values
Figure 7.13 shows the microdosimetric spectra obtained for the Bridge device, at various
depths in the water phantom, in the spot beam with a maximum acceptance energy of
12.2 MeV. The dashed vertical line represents the cutoff energy of 2.4 MeV used in the
experiment with the maximum value on the y-axis being set to show the contribution of
high lineal energy events easier. The legend of the plot also includes the contribution
to the response due to Na, Mg, Al and Si recoiled nuclei which are not “real” events
but are generated within the detector unit. It can be seen that some events generated in
the detector occur both above and below the threshold energy. Additionally, the most
prevalent contributor is He for the depths shown. For comparison, the microdosimetric
spectra from replacing the silicon SVs and bridging volumes with striated muscle are
shown in figure 7.14.
Comparing the microdosimetric spectra of silicon and striated muscle, the prevalence
of He events above the 2.4 MeV energy threshold are similar to one another, indicating
that “real” events are excluded with an energy deposition threshold of 2.4 MeV.
Events above the 2.4 MeV threshold contribute the most at the surface of the phantom.
Since the total inelastic cross-section remains fairly constant above low energies [49] this
means that the production of high LET particles does not vary significantly. Because of
this, as the primary protons decreases in energy (increasing LET) the contribution from
secondary ions to the total dose diminishes and reduces its contribution to the total dose
and the value of yD. This is reflected in comparing the yF values, shown in figure 7.15.
Here it can be seen that the values of yF agree much more than the yD values of the
maximum energy thresholds of 2.4 and 12.2 MeV each other. The better agreement of yF
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is due to yF weighting the most frequent events, consisting of the primary proton beam
and its delta electrons (see Discussion section of chapter 5 for more explanation).
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Figure 7.13: The microdosimetric spectra of the Bridge microdosimeter in the MGH
PBS beam with the maximum energy being increased from 2.4 MeV to 12.2 MeV. The
dashed vertical line represents the threshold energy used in the experiment. The max-
imum value of the y-axis has been set to show the contribution of high lineal energy
events. The maximum value of the y-axis has been set to show the contribution of high
lineal energy events.
7.3.6 Effect of the detector and probe construction on the response
of the Bridge design
A comparison between the yF , yD and RBE values for the real bridge device in a probe
and sheath compared to an “ideal” microdosimeter made out of muscle using different
maximum energies is shown in figure 7.15. It can be seen that yF does not significantly
vary for either material or maximum energy. For the RBE there is a slight difference at the
surface of the phantom while for yD the muscle is seen to be systematically higher between
∼60 and 120 mm. The reason is that the muscle volume has the same thickness as the
silicon (10 µm) but not the same equivalent thickness (17.25 µm). As seen in chapter
5, thinner SVs had more straggling in the energy deposited in the SV which caused yD
values to be higher for smaller SVs. At the surface of the phantom (22 and 50 mm) there
is not an obvious difference between muscle and silicon, this could be attributed to that
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Figure 7.14: The microdosimetric spectra of the Bridge microdosimeter constructed
with striated muscle instead of silicon with a maximum energy of 12.2 MeV. The dashed
vertical line represents the threshold energy used in the experiment.
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Figure 7.15: Comparison of the response of a probeless Bridge detector made of Si and
muscle for maximum energies of 2.4 MeV (same as experiment) and 12.2 MeV.
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these high surface values of yD are due to a few helium ions while the difference in yD
arises from the straggling of the primary beam itself.
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Figure 7.16: Comparison of the response of detector placed in the PMMA probe and the
detector placed directly in the water phantom.
7.4 Conclusion
In this chapter the Bridge microdosimeter was studied in a therapeutic proton PBS beam
using a single beam spot. Experimental measurements were compared to Geant4 simula-
tions and generally showed good agreement in terms of the microdosimetric spectra, yF ,
yD and RBE, indicating the strong performance of the device.
Comparisons between the microdosimetric spectra showed good agreement between
experiment and simulation, indicating favourable charge collection properties of the de-
vice. At the distal edge of the BP there was some discrepancy between the experiment and
simulated microdosimetric spectra, with the experiment showing a small bump at ∼0.6
keV/µm. This bump is likely due to low charge collection from charge generated outside
of the SVs and bridging volumes. This only occurs when the beam’s LET increases and
the events are higher than the energy threshold set in the experiment. The effect of this
low charge collection region does not have a significant effect on calculated quantities,
with removing these events resulting in a change of less than 2% to yD.
Comparison of yD and RBE values, estimated using the MKM, both showed good
agreement between experiment and simulation. Both yD and RBE followed a similar
shape with a fairly constant value up until the BP with values of ∼2 keV/µm and 1, re-
spectively. While at the distal part of the BP the values reached values of 11.4 keV/µm
and 1.7 at 130 mm for yD and RBE, respectively. Some discrepancy was found in the dis-
tal edge of the BP where the positioning accuracy is the most critical, with a shift of ∼1-2
mm observed between experiment and simulation. This shift may have been contributed
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by the primary energy used in the simulation tuned to match the range of ionisation cham-
ber measurements.
The mean path length of the Bridge micodosimeter was studied in the radiation field and
the effect of the bridging volumes connecting the sensitive volumes was seen to have very
little impact on the response. Compared to having no bridging volumes the ⟨lPath⟩ of the
the incident beam increased a maximum of 0.75% at the BP while the ⟨lPath⟩ of secondary
ions increased ∼4.5% due to the greater angular distribution.
The energy deposition range recorded by the detector was varied in the simulation from
the value of 2.5 MeV used in the experiment and was increased to 12 MeV. It was found
that increasing the maximum energy threshold has a significant impact on the yD value for
positions at the start of the Bragg curve due to high energy helium ion events generated
from nuclear interactions. At deeper depths the impact of the helium ions becomes less
pronounced as the primary proton beam’s LET increases, with the distal edge of the BP
having very little difference.
Chapter 8
Conclusion and Recommendations
This thesis presented a simulation study, using the Geant4 toolkit, on the use of silicon
microdosimetry in hadron therapy and evaluation of available fragmentation models in
Geant4.
Fragmentation is an important process to be considered in heavy ion therapy, the alter-
native fragmentation models, BIC, QMD and INCL++, available in Geant4 were bench-
marked against experimental data for a 12C beam incident upon water. In general, simula-
tion fragment yields were seen to agree between 5-40% with experimental measurements.
For angular distributions the INCL++ model was seen to agree the best amongst the mod-
els, with all models having better agreement for lighter fragments. For energy distribu-
tions the BIC and QMD models were seen to perform similar to one another, with both
performing better than the INCL++ model. Performing regression testing of the mod-
els for various versions of Geant4 showed how the fragment yields of each model could
vary significantly from version to version, with the model giving the best agreement with
experiment changing from version to version. Due to these fluctuations from release to
release, this test is now part of the system testing of Geant4 with users being able to view
any changes between versions. However, further experimental data using different en-
ergies and targets, relevant to medical physics, should be added to the test to minimise
systematic errors. In addition to more energies and targets, alternative ion beams should
also be included as part of testing and monitoring.
Validation of Geant4 was also performed for its use as an investigation tool in solid
state microdosimetry. The first generation CMRP designed Mushroom microdosimeter
was modelled in 12C , 14N and 16O ion beams and compared to experimental measure-
ments. Comparing the energy deposition of the experiment and simulation showed good
agreement, indicating the favourable charge collection properties of the device. Using
the experimental measurements it was also possible to perform validation of Geant4 for
the use of silicon microdosimetry in heavy ion therapy. Similarly, comparisons between
experiment and simulation for the use of the Bridge silicon microdosimeter in proton
therapy were made and yielded in good agreement as well.
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The conversion of the energy deposition in silicon to tissue equivalent lineal energy for
a Mushroom microdosimeter design was studied in a 12C ion beam. It was found that a
single conversion factor was satisfactory, with values of 0.57 and 0.54 for striated mus-
cle and water, respectively. Performing the same study for a proton beam gave conversion
factors of 0.58 and 0.56, with the later value agreeing with literature. However, when con-
verting the energy deposition to lineal energy it was found that the conventional method
of using the mean chord length was not appropriate in hadron therapy due to the strong
directionality of the radiation field. Instead, it was found that the mean path length, where
the path of charged particles traversing the SV in the actual radiation field, was more
appropriate.
Using the method of the mean path length the design of the SV was optimised by
reducing the variance of the mean path length in various different proton and 12C ion beam
radiation fields. It was found that the design of the SV was more sensitive in proton beams
then 12C ion beams due to the greater divergence of the primary beam and a secondary
radiation field which is dominated by neutrons compared to fragments in the 12C beam
case. Overall, it was found that the design of a non-spherical sensitive volume should
have a thickness equal to the mean chord length of the same volume.
Adopting the optimised SV design with the thickness equal to the mean chord length,
the impact of the thickness on the microdosimetric measurements was studied. It was
determined that yF was impacted the most by thickness in heavier ion beams due to the
greater density of delta electrons. Conversely, yD was seen to be effected the greatest by
SV thickness for lighter ions due to fewer collisions occurring in the SV than heavier ions,
creating more broader distributions. For RBE calculations, as estimated by the microdosi-
metric kinetic model, gave a difference of ∼1% between a 5 µm thick and 100 µm thick
silicon SV in a 12C ion beam.
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