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Abstract
In high dimension, low sample size (HDLSS)
settings, the simple average distance classi-
fier based on the Euclidean distance performs
poorly if differences between the locations get
masked by the scale differences. To rectify
this issue, modifications to the average dis-
tance classifier was proposed by Chan and
Hall (2009). However, the existing classifiers
cannot discriminate when the populations
differ in other aspects than locations and
scales. In this article, we propose some sim-
ple transformations of the average distance
classifier to tackle this issue. The resulting
classifiers perform quite well even when the
underlying populations have the same loca-
tion and scale. The high-dimensional behav-
ior of the proposed classifiers is studied theo-
retically. Numerical experiments with a vari-
ety of simulated as well as real data sets ex-
hibit the usefulness of the proposed method-
ology.
1 INTRODUCTION
Let us consider a classification problem involving two
unknown multivariate distribution functions F1 and
F2 on RD. Let χ1 = {X1, . . . ,Xn1} and χ2 =
{Y1, . . . ,Yn2} be two sets of observations from F1 and
F2 respectively and χ = χ1 ∪ χ2 be the training sam-
ple of size n = n1 + n2. For a test point Z ∈ RD, our
objective is to classify Z as coming from either F1 or
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F2. Suppose that
T1(Z) = n
−1
1
n1∑
i=1
D−1‖Xi − Z‖2, and
T2(Z) = n
−1
2
n2∑
i=1
D−1‖Yi − Z‖2.
The average distance classifier (henceforth referred to
as AVG classifier) is defined as:
T (Z) = T2(Z)− T1(Z),
and we classify Z as coming from F1 if T (Z) > 0;
otherwise we classify it as coming from F2 (see Chan
and Hall (2009)). Here, ‖ · ‖ denotes the Euclidean
norm on RD.
Let µjD and ΣjD denote the mean vector and the dis-
persion matrix, respectively, corresponding to Fj for
j = 1, 2. Also, assume that there exist constants ν212,
σ21 and σ
2
2 such that
ν212 = lim
D→∞
{D−1‖µ1D − µ2D‖2} and
σ2j = lim
D→∞
{D−1tr(ΣjD)} for j = 1, 2.
Here, tr(A) is the sum of the diagonal elements of a
D × D matrix A. The constants ν212 and σ21 , σ22 are
measures of the location difference and scales, respec-
tively. Under appropriate distributional assumptions,
Hall et al. (2005) showed that if ν212 ≤ |σ21 − σ22 |, then
the average distance classifier assigns all observations
to the population having a smallest dispersion. To ad-
dress this problem, Chan and Hall (2009) proposed a
scale adjustment to the average distance classifier, and
showed that the resulting classifier performs well when
ν212 > 0. Henceforth, we will refer to this classifier as
SAVG.
Now, consider the following classification problem (say,
Example 1) involving two D-dimensional Gaussian
distributions ND(0D,Σ
(1)
D ) and ND(0D,Σ
(2)
D ), where
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0D is the D-dimensional vector of zeros, and Σ
(1)
D and
Σ
(2)
D are covariance matrices defined as follows:
Σ
(1)
D =
[
IbD2 c 0bD2 c×(D−bD2 c)
0(D−bD2 c)×bD2 c 0.5ID−bD2 c
]
,
and
Σ
(2)
D =
[
0.5ID−bD2 c 0(D−bD2 c)×bD2 c
0bD2 c×(D−bD2 c) IbD2 c
]
.
Here Id is the d× d identity matrix, 0l×m is the l×m
matrix of zeros and b·c denotes the floor function.
We generated 50 observations from each class to form
the training sample. Misclassification rates of different
classifiers are computed based on a test set consisting
of 500 (250 from each class) observations. This process
was repeated 100 times, and the average misclassifica-
tion rates of different classifiers for varying values of
D are shown in Figure 1. Note that in this example,
we have ν212 = 0 and σ
2
1 = σ
2
2 , i.e., the competing
populations are same in terms of their location and
scale parameters. As a result, though the populations
differ significantly, both the classifiers performed very
poorly. In fact, their performance is as good as of a
classifier that puts an observation randomly to either
of the classes.
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Figure 1: Misclassification rates of different classifiers
for Example 1
In this article, we propose a modification of the SAVG
and show that the modified classifier can discriminate
between populations having different block structures.
The HDLSS asymptotic properties of the proposed
classifier are studied in Section 2. To implement the
proposed method, we require a random vector to be
partitioned into disjoint groups of components in order
to extract discriminatory information from the groups.
We propose some data driven methods in Section 3 to
perform the grouping. Numerical performance of the
classifier on several simulated and real data sets are
demonstrated in Section 4 and 5, respectively. The
article ends with concluding remarks in Section 6. All
the proofs can be found in the supplementary material.
2 GENERALIZED AVERAGE
DISTANCE CLASSIFIER
The average distance classifier (AVG) assigns a new
observation Z to F1 if T (Z) > 0; otherwise to F2. Note
that D E[T (Z)] = ±‖µ1D − µ2D‖2 + tr(Σ2D − Σ1D)
according as Z ∼ F1 or F2. As D →∞, Z is correctly
classified if ν212 > |σ21 − σ22 |. So, the classifier is useful
when the location difference is larger than the scale
difference. Chan and Hall (2009) identified that the
scale factor tr(Σ2D−Σ1D) is a nuisance parameter, and
made the following adjustment to the average distance
classifier:
T adj1 (Z) = n
−1
1
n1∑
i=1
D−1‖Xi − Z‖2 −D(χ1|χ1)/2 and
T adj2 (Z) = n
−1
2
n2∑
i=1
D−1‖Yi − Z‖2 −D(χ2|χ2)/2,
where D(χ1|χ1) = {n1(n1 − 1)}−1
∑
1≤l 6=k≤n1
D−1‖Xl −Xk‖2,
D(χ2|χ2) = {n2(n2 − 1)}−1
∑
1≤l 6=k≤n2
D−1‖Yl −Yk‖2, and
proposed the classifier T adj(Z) = T adj2 (Z)− T adj1 (Z).
Observe that E[D(χj |χj)] = 2tr(ΣjD), j = 1, 2.
Thus, D E[T adj(Z)] = ±‖µ1D − µ2D‖2 according as
Z ∼ F1 or F2, and it perfectly classifies a new obser-
vation whenever ν212 > 0 as D →∞.
In Example 1, we observed that both the AVG and
the SAVG classifiers exhibit poor results (see Figure
1) since F1 and F2 do not differ in terms of location
and scale parameters, i.e., σ21 = σ
2
2 and ν
2
12 = 0.
To circumvent this problem, we consider a new class
of dissimilarities. Let U> = (U>1 , . . . ,U
>
B) represent
of D-dimensional random vector U, where Ub ∈ RDb ,
1 ≤ Db < D0 < ∞ with
∑B
b=1Db = D. For two
vectors U and V, we define the dissimilarity as
hBγ (U,V) = B
−1
B∑
b=1
γ(D−1b ‖Ub −Vb‖2). (1)
Here, γ : R+ → R+ is a continuous, monotonically
increasing function with γ(0) = 0. We call Ub the
b-th block of U. As collections of component vari-
ables, Ub and Ub′ are disjoint for b 6= b′. Therefore,
{U1, . . . ,UB} constitutes a partition of U.
We use this class of dissimilarities to modify the SAVG
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classifier. For a test point Z ∈ RD, we define
T γ1 (Z) = n
−1
1
n1∑
i=1
hBγ (Z,Xi)−Dγ(χ1|χ1)/2 and
T γ2 (Z) = n
−1
2
n2∑
i=1
hBγ (Z,Yi)−Dγ(χ2|χ2)/2,
where
Dγ(χ1|χ1) = {n1(n1 − 1)}−1
∑
1≤l 6=k≤n1
hBγ (Xl,Xk) and
Dγ(χ2|χ2) = {n2(n2 − 1)}−1
∑
1≤l 6=k≤n2
hBγ (Yl,Yk).
Here, Dγ(χj |χj) is the within class deviation of Fj
in terms of the new dissimilarity hBγ for j = 1, 2.
The proposed average distance classifier is T γ(Z) =
T γ2 (Z) − T γ1 (Z) and we classify Z as coming from F1
if T γ(Z) > 0, otherwise Z is classified as coming from
F2.
The dissimilarity index proposed in (1) has certain ad-
vantages as we will see in the next subsection. For
the time being, observe that if γ(t) = t, t ≥ 0 and
B = D, then hBγ reduces to the squared Euclidean dis-
tance scaled by D. Consequently, the proposed classi-
fier coincides with the SAVG classifier. Therefore, the
new classifier can be viewed as a generalization of the
later. We call it generalized Scale Adjusted Average
Distance (gSAVG) Classifier. In the next subsection,
we study the behavior of gSAVG in the HDLSS asymp-
totic regime, where the sample size n is assumed to be
fixed and the dimension D increases to infinity.
2.1 Behavior of gSAVG in the HDLSS
Asymptotic Regime
Let F bj be the distribution of Ub when U ∼ Fj , 1 ≤
b ≤ B, j = 1, 2. To study the asymptotic behavior of
the gSAVG classifier we make the following assump-
tions:
(A1) E[γ2(D−1b ‖Ub −Vb‖2)] ≤ C1 <∞ ∀ 1 ≤ b ≤ B.
(A2)
∑
1≤b<b′≤B
Corr(γ(D−1b ‖Ub −Vb‖2), γ(D−1b′ ‖Ub′ −Vb′‖2))
= o(B2).
It is evident that (A1) is satisfied if γ is bounded. As-
sumption (A2) holds if the groups of component vari-
ables of the underlying populations are independent.
However, it holds even when the groups are dependent
with some additional conditions on their dependence
structure. For instance, in the case of sequence data,
it holds when the sequence has the ρ-mixing property
(see, e.g. Hall et al. (2005), Bradley (2005)). Under
assumptions (A1) and (A2), the high-dimensional be-
havior of the dissimilarity index hBγ and the gSAVG
classifier are given by the following lemma.
Lemma 2.1 Suppose that U ∼ Fj and V ∼ Fj′ with
j, j′ ∈ {1, 2} are two independent random vectors sat-
isfying (A1) and (A2). Then∣∣hBγ (U,V)− h˜Bγ (j, j′)∣∣ P→ 0 as B →∞,
where h˜Bγ (j, j
′) = B−1
∑B
b=1E{γ(D−1b ‖Ub − Vb‖2)}.
Consequently, for a test observation Z, independent of
χ, we have∣∣T γ(Z)− E[T γ(Z)]∣∣ P→ 0 as B →∞.
Observe that
E[T γ(Z)] =
{
ψγB(1, 2)/2, if Z ∼ F1, and
−ψγB(1, 2)/2, if Z ∼ F2.
Here, ψγB(1, 2) = 2h˜
B
γ (1, 2) − h˜Bγ (1, 1) − h˜Bγ (2, 2). Let
us have a closer look at the quantity ψγB(1, 2). It can
be expressed as the following:
ψγB(1, 2) = B
−1
B∑
b=1
eγ(F
b
1 , F
b
2 ), where ∀1 ≤ b ≤ B,
eγ(F
b
1 , F
b
2 ) = E
[
2γ(D−1b ‖X1b −Y1b‖2)
− γ(D−1b ‖X1b −X2b‖2)− γ(D−1b ‖Y1b −Y2b‖2)
]
.
This quantity eγ(F
b
1 , F
b
2 ) is an energy distance be-
tween F b1 and F
b
2 and is non-negative. Baringhaus and
Franz (2010) showed that for appropriate choices of γ,
eγ(F,G) ≥ 0, and the equality holds if and only if
F = G for any F and G. The following lemma states
suitable choices of γ in this context.
Lemma 2.2 If γ has non-constant completely mono-
tone derivative on R+, then ψγB(1, 2) = 0 if and only
if F b1 = F
b
2 for all 1 ≤ b ≤ B.
The quantity ψγB(1, 2) is nothing but the simple av-
erage of the energy distances eγ(F
b
1 , F
b
2 ), 1 ≤ b ≤ B.
Hence, it can be interpreted as an average energy dis-
tance between F1 and F2. Lemma 2.2 ensures that
there will be a positive energy distance between F1
and F2 as long as the distributions of the blocks are
different. This property of ψγB is useful in discrimi-
nating two populations since it works as a measure of
separation between them. It is reasonable to assume
the following:
(A3) lim inf
B→∞
ψγB(1, 2) > 0
This assumption ensures that the separation between
the two populations is asymptotically not negligible.
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When combined with Lemmas 2.1 and 2.2, this also en-
sures that for appropriate choice of γ, as D →∞, the
classifier T γ(Z) converges in probability to a strictly
positive value (respectively, strictly negative value) if
Z ∼ F1 (respectively, Z ∼ F2). This brings us to
the following theorem which states the behavior of the
proposed classifier in the HDLSS asymptotic regime.
Theorem 2.3 If γ : R+ → R+ is a continuous,
monotonically increasing function having non-constant
completely monotone derivative such that γ(0) = 0 and
assumptions (A1)-(A3) are satisfied, then the misclas-
sification probability of the gSAVG classifier converges
to zero as D →∞.
There are several choices of γ that satisfy the con-
ditions stated in Theorem 2.3 (see ?*[p.1338]BF10)
e.g., namely, γ1(t) = 1 − e−t, γ2(t) =
√
t/2 and
γ3(t) = log(1 + t), etc.
Recall that the misclassification probability of the
gSAVG classifier depends on the blocks, or the par-
tition of vector U, i.e., {U1, . . . ,UB} (see Definition
1). In practice, these blocks are unknown; hence need
to be estimated. The following section exhibits data
driven methods of estimating these clusters.
3 ESTIMATION OF BLOCKS
Our goal is to partition a D-dimensional random vec-
tor U = (U1, . . . , UD)
> into B disjoint blocks. This
is essentially a problem of variable clustering. We as-
sume that if Ud is a member of the b-th block for F1,
then Ud is a member of the b-th block for F2 as well, for
1 ≤ b ≤ B (i.e., the number of groups and its mem-
bers are identical in both populations). Under this
assumption, each variable has n (= n1 + n2) observa-
tions. One can view this as a problem in clustering
of D data points in Rn. Any appropriate clustering
method (see, e.g., Friedman et al. (2001)) can be used
for this purpose.
Here, we use the hierarchical clustering method with
the average linkage to form the blocks. In the context
of our problem, a meaningful way to form the blocks
is to keep the components together that have strong
pairwise correlations between them. The sign of cor-
relation is not important in this case. Be it positive or
negative, we consider two components to be similar if
they have strong correlation, and components having
weak correlations are put into different clusters. We
propose to use l(d, d′) = 1 − |ρ(d, d′)| as the measure
of dissimilarity while defining the linkage for hierar-
chical clustering. Here, ρ(d, d′) is the sample correla-
tion coefficient between Wd and Wd′ , where Wd =
(X1d, X2d, . . . , Xn1d, Y1d, Y2d, . . . , Yn2d), 1 ≤ d ≤ D.
For heavy-tailed distributions, a robust measure of cor-
relations can be used for this purpose. There are sev-
eral methods available in the literature for estimating
high-dimensional robust correlation matrix (see Ray-
maekers and Rousseeuw (2017)).
A smaller value of l(d, d′) indicates that the d-th and
the d′-th components should be put together in the
same cluster. Once we have the pair-wise dissimilari-
ties for all pairs, we implement hierarchical clustering
on the set of components. Each stage in the hierarchy
induces a set of blocks, and the whole hierarchy rep-
resents a nested structure among the blocks obtained
at different levels of dependence. The dendrogram as-
sociated with hierarchical clustering provides a inter-
pretable visual summary of the blockings. Now, one
needs to decide an appropriate cutoff point in the den-
drogram to yield meaningful disjoint blocks. Suppose
thatH is the set of all heights that are obtained at each
step for merging two clusters. We order the values in
H, and find the p-th percentile for different values of
p ∈ [0, 1]. In our numerical work, we have discretized
this set as P = {0, 0.1, . . . , 0.9, 1}. Let hp denote the
p-th percentile. For each fixed p, we cut the dendro-
gram at hp and obtain a set of clustered components.
As p increases, the number of clusters decreases, while
the size of each cluster increases. In other words, h0
corresponds to the scenario where each cluster consists
of one component variable only, i.e., B = D. On the
other hand, h1 leads to the setting where there is only
one cluster consisting of all theD component variables.
It is clear that construction of the ‘optimal’ blocking
depends crucially on the choice of p. Our aim is to
select the blocking that yields the minimum misclas-
sification rate. To achieve this, we use the leave-one-
out cross-validation method (see, e.g., Friedman et al.
(2001)). For a fixed value of p ∈ P , define
ep =
∑
U∈χ
I{gSAVG−U(U) 6= true label of U}/(n1+n2).
Here, the classifier gSAVG−U is constructed by leaving
out the observation U from the training data χ. Define
pˆ = arg minp∈P ep. For the observations of the test
data, we consider the clusters induced by hpˆ, and carry
out further analysis.
4 SIMULATION STUDIES
In this section, we analyze some high-dimensional sim-
ulated data sets to compare the performance of gSAVG
classifier with the AVG classifier and the SAVG classi-
fier. Along with Example 1 introduced in Section 1,
we consider two more examples in this section for this
purpose.
Suppose that {Xd : d ∈ N} and {Yd : d ∈ N} are two
sequences of random variables such that Xd ∼ N(0, 1),
Manuscript under review by AISTATS 2020
Table 1: Misclassification rates and standard errors (stated within brackets) of different classifiers for D = 1000.
Example ↓ GLMNET RF NN-RAND SVM-LIN SVM-RBF AVG SAVG gSAVG
1 0.4677 0.0128 0.3977 0.4973 0.4844 0.5000 0.5000 0.0000
(0.0184) (0.0059) (0.0245) (0.0240) (0.0235) (0.0000) (0.0000) (0.0000)
2 0.4736 0.4827 0.4114 0.5001 0.4893 0.4994 0.5000 0.0123
(0.0175) (0.0243) (0.0233) (0.0197) (0.0183) (0.0162) (0.0000) (0.0067)
3 0.4746 0.3454 0.4636 0.5009 0.4952 0.4999 0.5000 0.2536
(0.0183) (0.0248) (0.0211) (0.0197) (0.0207) (0.0004) (0.0007) (0.0198)
Xd
L
= Yd, and Xd ⊥ Yd for all d ≥ 1. Let X and
Y be two D-dimensional random vectors such that
X = (X1, X2, sign(X4)X3, sign(X3)X4, X5, X6,
sign(X8)X7, sign(X7)X8, . . .)
T and Y = (sign(Y2)Y1,
sign(Y1)Y2, Y3, Y4, sign(Y6)Y5, sign(Y5)Y6, . . .)
T ,
where sign(u) = ±1 if u ≷ 0. For Example 2,
we consider F1 and F2 to be the distributions of
X and Y, respectively. Observe that the one di-
mensional marginals are all N(0, 1) for both F1 and
F2. Hence, ν
2
12 = 0 and σ
2
1 = σ
2
2 . However, the
dependence structures of F1 and F2 are different.
We construct Example 3 in similar way, but in this
case {Xd : d ∈ N} and {Yd : d ∈ N} are sequences
of independent and identically distributed random
variables following univariate Cauchy distribution
with location 0 and scale 1.
In each example, we simulated data for D = 50, 100,
250, 500 and 1000. The training sample was formed
by generating 50 observations from each of the two
classes, while a test set of size 500 (250 from each
class) was used. This process was repeated 100 times
to compute the estimated misclassification rates of the
different classifiers, which are reported in Table 1 along
with their corresponding standard errors.
Recall that we have the functions γ1, γ2 and γ3 as
possible choices for assessing the performance of the
gSAVG classifier. The numerical results for Exam-
ples 1-3 are reported in Table 1. In Example 2 and
3, we observed that γ1 performed better than the oth-
ers. So we have reported the results based on it only
(see Figure 1 and Table 1). For Example 3, we used
a bounded γ function to ensure that assumptions (A1)
and (A2) hold. So, we have reported the misclassifica-
tion rate for γ1 only (see the Table in the supplemen-
tary material for other choices of γ). As we can observe
that the minimum misclassification rate was attained
by gSAVG (also see the Table in the supplementary
material for the complete result). It is evident from
Figure 1 that the usual average distance classifier and
the scale adjusted version of it performed poorly in
all three examples. However, gSAVG outperformed all
the classifiers and led to perfect classification in high
dimensions for Example 1 and 2. In Example 3, it
continued to perform way better than the others show-
ing a steady decrease in misclassification rate with in-
creasing dimension of the data D. It misclassifies 25%
of the test observations at D = 1000. However, when
the blocking is known, the misclassification rate goes
down to zero. Recall that in Example 3 we estimate
the blocks based on robust estimate of scale matrix
as described in Section 3. The deterioration in per-
formance of gSAVG is due to the error in estimation,
better estimates may lead to improved classification.
We have also compared the performance of the gSAVG
in high dimension with some well-known classifiers.
The training and test sets remain the same as before
with sizes 50 (25+25) and 500 (250+250), respectively.
This procedure was iterated 100 times. The average
misclassification rates along with the corresponding
standard errors are reported in Table 1. Performance
of GLMNET (see Friedman et al. (2001)), random for-
est (referred to as RF) (see Breiman (2001)) and NN
classifiers based on the random projection method (re-
ferred to as NN-RAND) (see Deegalla and Bostrom
(2006)) were studied.
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Figure 1: Misclassification rates of different classifiers
for Example 1 (top), 2 (middle) and 3 (bottom)
Misclassification rates of the linear and non-linear sup-
port vector machines (SVM) are reported as well.
For non-linear SVM, we used the radial basis func-
tion (RBF) kernel, i.e., Kθ(x,y) = exp{−θ‖x − y‖2}
(see Vapnik (1998)) with the default value of the
regularization parameter θ = 1/D. We used the
R package glmnet for implementation of GLMNET.
The randomForest, RandPro and e1071 packages were
used for RF, NN-RAND and SVM, respectively.
To summarize Table 1, we observe that our proposed
gSAVG classifier outperformed all the other classifiers
for all examples. In fact, most of the classifiers yielded
a high misclassification rate with some of them hav-
ing nearly 50% misclassification (equivalent to the out-
come of random classification). On the other hand, ad-
vantage of using the generalized dissimilarity index is
clear from the superior performance of gSAVG in these
examples. Interestingly, RF yielded a competitive mis-
classification rate in Example 1. The underlying class
boundary is quadratic here, and RF was probably ex-
tracting information from some low-dimensional par-
titions at D = 1000 and correctly classified most of
the test data points (also see Ferna´ndez-Delgado et al.
(2014) for more discussions).
5 REAL DATA ANALYSIS
We further analyzed some benchmark data sets
for assessment of our proposed gSAVG classifiers.
The HouseTwenty and Computer data are avail-
able at the UCR Time Series Archive (2018) (see
Dau et al. (2018)). GSE3726 and Leukemia data
sets are taken from http://www.biolab.si/supp/
bi-cancer/projections/. Detailed descriptions of
all these data sets are also available at the sources.
Table 2: Description of benchmark data sets
Data → Computer GSE3726 HouseTwenty Leukemia
J 2 2 2 2
D 720 22283 2000 5147
n 500 52 159 72
n1, n2 250, 250 21, 31 70, 89 47, 65
For a data set, we randomly selected 50% of the obser-
vations (without replacement) corresponding to each
class to form a training set. The rest of the obser-
vations were considered as test cases. This proce-
dure was repeated 100 times over different splits of
the data to obtain more stable estimates of the mis-
classification probabilities. The mean and standard
deviation (stated witin bracket) of these 100 estimates
are reported in Table 3. It is to be noted that for
gSAVG classifier, we carried out the analysis for all
three choices of the function γ (as described in Section
2). However, we report only the minimum misclassifi-
cation rate for each data set.
In Table 3, we observe that gSAVG generally improves
on the performance of the average distance classifier
and the scale adjusted version of it. This is expected
in view of the facts that gSAVG resolves the issues with
the existing classifiers in HDLSS scenarios. Among the
competing methods, NN-RAND failed to yield promis-
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Table 3: Misclassification rates and standard errors (stated within brackets) of different classifiers in benchmark
data sets
Data Sets ↓ GLMNET RF NN-RAND SVM-LIN SVM-RBF AVG SAVG gSAVG
Computer 0.3910 0.3833 0.4217 0.4616 0.3982 0.4982 0.4796 0.3611
(0.0244) (0.0242) (0.0275) (0.0315) (0.0265) (0.0222) (0.0217) (0.0192)
GSE3726 0.1339 0.1345 0.1231 0.1035 0.3751 0.3385 0.2873 0.0946
(0.0178) (0.0162) (0.0492) (0.0194) (0.0150) (0.0975) (0.0996) (0.0732)
HouseTwenty 0.2470 0.1466 0.2750 0.2651 0.2352 0.2599 0.4429 0.1035
(0.0361) (0.0336) (0.0363) (0.0406) (0.0393) (0.0526) (0.0396) (0.0270)
Leukemia 0.0781 0.0763 0.1535 0.0456 0.2977 0.1617 0.0786 0.0525
(0.0183) (0.0227) (0.0211) (0.0244) (0.0210) (0.0786) (0.0504) (0.0704)
ing results except GSE3726. The GLMNET classifier
is specifically designed for high-dimensional data with
sparsity in their components, which is probably not
the case in GSE3726 and HouseTwentys. As a conse-
quence, this classifier performed quite poorly except
these two data sets. The RF classifier again lead to
more comparable results (also see Ferna´ndez-Delgado
et al. (2014)). SVM-RBF was far from being satisfac-
tory, but interestingly, SVM-LIN showed slight edge
over gSAVG for the data set Leukemia.
6 CONCLUDING REMARKS
In this article, we have proposed a new class of dissim-
ilarity indices and modified the scale adjusted aver-
age distance classifier. Under appropriate conditions,
we have proved that the misclassification probability
for the resulting classifier goes to zero (i.e., perfect
classification) in the HDLSS asymptotic regime. The
methodology in this article is discussed for two-class
classification problems. However, it can be easily ex-
tended for a multi-class problem. Using several simu-
lated and real data sets, we have amply demonstrated
improved performance of the proposed classifiers with
respect to a wide variety of existing classifiers. We
have considered three choices of γ while analyzing the
data sets. In practice, using a bounded γ is advised,
since the presence of outliers does not affect its perfor-
mance.
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