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Introduction
Grasping the content of an extensive Web site is a challenging task, for which automatic Web site summarization is a potential solution. The size, diversity, and complexity of Web sites are continuing to grow at a fast rate. Therefore summarization must take into account the fact that Web sites often contain diverse topics and heterogeneous content. In order to achieve this, we need the ability to first determine the important topics in a given Web site, and then group Web pages accordingly before summarizing them. Site maps and index pages are helpful, but they do not always exist and are not always topically grouped.
The system proposed and investigated in this paper first crawls a given Web site using the breadth-first search algorithm to build a link hierarchy. Each node in the link hierarchy represents a unique Web page collected in the Web site traversal. Then K-means or X-means clustering using coupled text-and link-based features is applied to identify the main topics included in the target Web site. Next, each individual cluster is separately summarized by a modified version of the extraction-based summarization system of [Zhang et al., 2004] , which uses classification instead of a predefined formula to extract key sentences for inclusion in the summary. Finally, the Web site summary consists of the union of a small number of concise cluster summaries, which are topic-specific. The overview of this framework is shown in Figure 1 .
The objective of the Web Page Clustering component is to group documents into topically coherent clusters. We investigate the effectiveness of basic clustering algorithms such as Kmeans and X-means on this task. Clustering approaches have been mostly text-based. Link analysis for document similarity has been addressed in [Lu et al., 2007] , and for site map construction in [Li et al., 2001] . In this work, we aim to utilize both text-and link-based features. In text-based clustering, we investigate the impact of document representation and feature selection on the clustering quality. In link-based clustering, we employ co-citation and bibliographic coupling. We use entropy and accuracy to evaluate the clustering quality. Combined content-link based clustering was investigated in [Wang and Kitsuregawa, 2002] for Web search results. Each Web page was represented as three vectors, capturing content, inlinks and out-links, leading to three similarity measures for a pair of pages that are combined linearly into an overall similarity measure.
Summarization of an individual cluster is a multi-stage process following a modified version of the single-topic summarization system of [Zhang et al., 2004] . The process involves five steps. First, plain text is extracted from the HTML source of Web pages. Second, text classification is performed to extract the narrative text for more effective summarization. Third, key phrases are extracted from the narrative text in consideration. Fourth, key sentences are extracted from the narrative text using a classification approach which uses statistical and linguistic features to determine the topical significance of each sentence. Finally, a cluster summary is created consisting of both key phrases and key sentences.
The focus of this paper is to investigate whether a two-step summarization system, i.e., detecting the key topics first and then summarizing each key topic, can achieve a summary of higher quality than straightforward summarization of an entire Web site. The proposed topicbased summarization framework for Web sites consists of several key components, including feature selection and link analysis for Web page clustering, key phrase extraction and key sentence extraction for cluster summarization. More specifically, link analysis takes into account incoming and outgoing links when measuring the similarity of two Web documents. Features in anchor text and special text are treated separately in key phrase extraction. Furthermore, key sentence classification uses the depth level of Web pages in a Web site. These key components have been studied individually in different text-based applications. In this paper, they are experimentally investigated and statistically validated in each stage of the summarization task. The contribution of this work is in aggregating these individual components and applying them to the Web site summarization problem. To the best of our knowledge, it is the first research to consolidate these key components to form a twostage summarization framework for automatic Web site summarization and experimentally demonstrate its effectiveness via a formal user study.
It was determined that the best key phrase extraction method for summarization is CNC [Zhang et al., 2007] . In this paper, we perform a study to determine the preferred key phrase extraction method for clustering of Web pages, which turns out to be the same method as for summarization, CNC. Furthermore, in this paper we investigate a number of feature selection methods for text-based clustering, including two unsupervised methods, document frequency (DF) and term variance (TV), and three supervised methods, Information Gain (IG), Mutual Information (MI) and χ 2 test (CHI), which require a training set. We determine that the preferred method for feature extraction is TV.
The hypothesis to be tested in this article is whether the proposed clustering-summarization framework summarizes Web sites better than the non-topical summarization system. We assume that Web sites in general contain multiple topics and thus non-topical summarization of an entire Web site may yield a summary heavily biased towards the dominant topics. Thus, it is critical to detect the key topics before summarizing them. Our method takes advantage of the existence of HTML tags in Web pages, as well as the link structure. As a result, standardized data sets for multi-document summarization research are not well suited for testing our system. Therefore, to test this hypothesis, we conducted a formal user study where human subjects were asked to read the short cluster summaries generated by our clustering-summarization framework, and the single long summary created by our previous summarization system based on the best key phrase extraction method. Then they rated each summary element using a 1-to-5 scale. The quality of the cluster summaries was calculated using both the acceptable percentage measure and the quality value measure.
Multi-document summarization. Multi-document summarization (MDS) is an extension of single-document summarization to document collections. Multi-document summaries can save users significant time in reading relevant text documents or browsing Web sites. Multi-document summarization research has focused on news collections, mainly due to the Document Understanding Conference (DUC) 1 (2001-2007) and its successor, the Text Analysis Conference (TAC) 2 (starting in 2008), sponsored by The National Institute of Standards and Technology (NIST). Both conferences aim towards providing standard training and test document collections, including reference summaries in single-and multi-document summarization, which are used for comparing different summarization methods. However, no Web site summarization tasks or datasets have been provided, therefore a direct comparison of our system with other multi-document summarization systems is not feasible.
A number of MDS systems apply a two-phase process, topic identification and summary generation. In the first phase, main topics (or events) covered in the multiple source documents are identified. Documents regarding the same topic (or event) with variations in presentation are put into the same set. Then each set of closely related documents is used to produce representative passages for the final summary by extraction or by reformulation [Hatzivassiloglou et al., 2001 , Stein et al., 2000a . A summarizer of document sets using clustering was presented by [Hardy et al., 2002] . Similarity is based on cosine similarity using a word n-gram representation of document chunks (passages). Complete-link clustering is used to generate seed clusters containing a subset of passages forming tight clusters, followed by classification of the remaining passages into the seed clusters (satellite passages). Radev et al. [Radev et al., 2004] present an MDS system called MEAD 3 , which first uses a modified TF-IDF measure to form clusters of documents on the same topic, and then uses centroids of the clusters to identify which sentences are most likely to be relevant to the cluster topic, rather than individual articles. Evaluation demonstrates that summaries generated by MEAD are as good as human created summaries. The method has been extended into hierarchical summarization, where a tree of sentences is constructed with the most salient sentence to the cluster at the root, and applied to news summarization for mobile devices [Otterbacher et al., 2006] . Stein et al. [Stein et al., 2000b ] designed a multi-document summarization system which works on news like documents. Single summary from each document cluster forms the multi-document summary of the whole document collection. They use precision and recall as evaluation metrics. Again, their document scale is very small whereas our system deals with hundreds of Web pages.
The LAKE system uses linguistic features to extract candidate keyphrases, and then applies a Naïve Bayes for learning to select significant keyphrases for a document. Clusters are summarized by selecting the highest ranking keyphrases according to a combined relevance and coverage criterion, and the sentences in which they appear [Avanzo and Magnini, 2005] . A knowledge-rich approach is pursued in [Verma et al., 2007] . The summary is a concept network and a subset of sentences from the original document. Only terms defined in a given ontology (WordNet or UMLS) are processed. Document concept lattices are used for summarization of document clusters in [Ye and Chua, 2006] . Support vector regression is used to learn a scoring function for sentences based on a number of features defined on a sentence in conjunction with a given query in query-directed summarization [Li et al., 2007] . Multidocument summarization of research abstracts is described in [Ou et al., 2008] . The system includes concept extraction in the form of noun-phrases, and relationship extraction, both using manually-defined linguistic patterns. Concepts are organized into subject categories based on a semi-automatically constructed taxonomy. Summarization of multi-topic documents is proposed via multiple concept hierarchies in [Ji et al., 2002] .
More recently, frequency combined with position information to identify maximally informative content words is used in [tau Yih et al., 2007] , who then select sentences using a dynamic-programming algorithm to select the best of a number of summaries consisting of the highest scoring sentences that lead to a summary within a given length limit. Scores of content words are learned from training data using logistic regression.
The literature on multi-document summarization is very sophisticated, and systems are compared on standardized data sets where human-generated summaries are available in the Document Understanding Conferences (DUC), with sophisticated techniques for quantifying the overlap between automatically generated and human generated summaries (for example, ROUGE). In our case, given the lack of standard summaries suitable for evaluation, we designed our own preliminary summary evaluation mechanism using human subjects. Evaluation of our summaries at the same level of formality and sophistication as DUC would require the generation of reference summaries for a collection of Web sites of a significant size. Our preliminary experimental results point to the promise of combining content and link information for improving the quality of Web site summaries.
In particular, there has been related research work on topic / concept based summarization. A topic-based summarization system that uses an incremental compact algorithm to cluster news articles into groups and then selects key sentences from each topic group to form a summary is proposed in [Pons-Porrata et al., 2007] . The key sentence extraction is mainly keyword-based. The authors use compression rate to evaluate the quality of the summarizer. The system works on news articles that are usually well structured. The main drawback is that their document clusters are relatively small, usually with only a few news articles. Also their evaluation is too simple where summaries are not qualitatively evaluated.
A summarization system based on concept counting and hierarchy analysis is introduced in [Ji et al., 2002] . The system uses concept extraction to replace word counting, and construct VSM based on topic concepts instead of word forms. Important sentences are extracted based on frequency and importance of topic concepts. Similarly, a multi-document summarizer, XDoX, designed to summarize news articles is proposed in [Hardy et al., 2002] . The summarizer uses a unique n-gram scoring method to give greater importance to clusters of passages that have significant common phrases. Both systems use precision and recall to evaluate the summaries.
A concept-based multi-document summarization system where sociology research abstracts are used as samples is designed in [Ou et al., 2008] . The abstracts are first parsed into five standard sections, and then research concepts and their relationships are extracted. Further, similar concepts and relationships across different abstracts are integrated and lastly a variable-based framework is used to combine and organize all concept information. Human authored summaries are used to evaluate the quality of system generated summaries. One common drawback is that these systems work on traditional well-structured text documents and experimental data set is relatively small. Our focus is to summarize Web documents with both structured text and Web-specific content, which is very challenging.
Web content summarization. In contrast to the significant research activity on multidocument summarization, research on summarization of Web documents has been rather scarce. The great challenge in Web page summarization is the diversity of contents and the frequent lack of a well-defined discourse structure compared with traditional text [Berger and Mittal, 2000] . Furthermore, to the best of our knowledge, research in Web document summarization has been primarily focused on summarization of a single Web page.
A distinction between generic summarizers (suited for browsing) and query-based summarizers (using query term information for summarization) is made in [Mcdonald and Chen, 2006] , where a hybrid-based summarizer is proposed that suits both purposes. Evaluation is carried out on human-generated summaries of TREC documents and on a corpus of information technology news articles from the Web using baseline summaries created using different techniques (snippet query-based summaries, lead sentences from the articles, human-generated summaries).
Web page summarization has been either context-based or content-based. Context-based systems [Amitay and Paris, 2000, Delort et al., 2003] analyze and summarize the context of a Web document (e.g. the anchor text in hyperlinks pointing to the document) instead of its contents. A drawback of the systems that rely on context analysis is that context information of target pages is generally not easily available. Content-based systems [Berger and Mittal, 2000, Buyukkokten et al., 2002] derive from traditional text summarization techniques. In [Zhang et al., 2004] , single Web document summarization was extended to the summarization of complete Web sites, adopting the "Keyword/Summary" idea of [Buyukkokten et al., 2002] . A framework for summarizing a Web site in the form of a site map tailored to a user query is described in [Candan and Li, 2001] . This approach relies primarily on the link structure, and looks for neighbourhoods and their entry pages, which are considered key pages for the summary.
Web Page Clustering
Feature selection has been well studied in text categorization and clustering tasks [Liu and Yu, 2005] . Since Web pages often contain more "utility text" (e.g. navigational menu) than traditional plain text, it is important to perform proper feature selection on the text part. Note that we always extract text using Web browser Lynx 4 , so Javascript and HTML tags have already been removed. In this paper, we investigate whether standard feature selection methods, including document frequency, term variance, information gain, mutual information, and χ 2 statistic, can improve the quality of text-based Web page clustering. For the link-based clustering, we apply co-citation and bibliographic coupling to learn whether linkage information can improve the clustering quality.
More specifically, we apply K-means and X-means [Pelleg and Moore, 2000] (an extension of K-means that identifies the optimal number of clusters within a given range) algorithms to perform clustering on a set of Web pages from a given Web site. The clustering quality is evaluated using entropy and accuracy.
Web Page Corpora
In order to perform Web page clustering experiments we choose two test Web sites, the Software Engineering Institute (SEI) Web site 5 , and the Air Canada (AC) Web site 6 . The two Web sites have been extensively used in [Zhang et al., 2004 , Zhang et al., 2005 . They are well designed for our purpose in that most of the Web pages are static HTML files. Furthermore, they are typical samples of academic and commercial Web sites, which satisfy possibly different requirements and follow different design processes. More importantly, each Web page can be easily labelled into one of a set of topics, which are defined by the Web site designers. The topic information will be used for clustering evaluation purposes. In order to effectively summarize a given Web site, we need to crawl the site and obtain its link structure. The breadth-first search algorithm is often used for this purpose. When a Web page is visited in the Web site traversal, various features are extracted. In our work, we look at both textand link-based features. The former are extracted from the plain text included in the HTML source of a Web page, while the latter consist of the depth level in the site traversal and the incoming and outgoing links of the current page. Site traversal stops when either a total of [Zhang et al., 2004] . Intuitively, Web site designers often construct a Web site and organize its contents in a hierarchical manner. In the context of a breadth-first traversal of the Web site starting at the home page, defining a hierarchy, where the home page is assumed to be the top layer, we define three types of links: forward links (pointing to a lower layer page than the page containing the link), cross links (pointing to a page at the same layer), and back links (pointing to a page at a higher layer). It is observed that forward-links are the majority. We aim to investigate the significance of these links in Web site summarization.
The above crawling process leads to a set of 927 Web pages for the SEI site and 627 for the AC site. Each Web page is manually visited and a topic is assigned to it. When there are multiple topics available, only the primary topic is assigned. The primary topic best reveals the most essential content of the target Web page. The Web site designers have already provided a topic for each Web page, which aims to facilitate document organization on the site for a better navigation and browsing experience for the users. We carefully review the assigned topic of each Web page. In some cases, there are two or more topics that are close enough to each other to serve as the primary topic. We may disagree with the Web designers on selecting the primary topic. In such cases, we change the topic assignment by reviewing the text and additional information such as the "Keywords" and "Metadata" fields embedded in the HTML code. Such changes are strongly supported by textual and contextual information. We observe that more than 95% of the times we agree with the Web site designers about the topic assignment. Changing the primary topic of the remaining documents shall not skew the clustering result as often multiple topics are close enough to each other to serve as the primary topic. Finally, plain text from all Web pages is extracted by the text browser Lynx.
Topic Distributions. The final SEI corpus after preprocessing is summarized in Table 1 , where i is the topic index and |T i | is the number of Web pages in each topic T i . The topics are presented in the order of first appearance in the site traversal.
The most populated topic is Software Products with 225 documents while the least populated topic is Software Acquisition with only 32 documents, as shown in Table 1 .
The final AC corpus after preprocessing is summarized in Table 2 , where i is the topic index and |T i | is the number of Web pages in each topic T i . Again, the topics are presented Table 2 .
We observe that both corpora have an unbalanced topic distribution, which may affect feature selection in text-based clustering, i.e., the topic distribution imbalance may favor methods that do not rely on a labelled document set such as Term Variance while worsening the performance of methods that require a labelled document set such as Information Gain and Mutual Information.
Clustering Algorithms
In this work, our goal is to investigate whether basic clustering algorithms can effectively detect topic groups for further summarization. The conventional K-means algorithm has been widely used in document clustering tasks due to its implementation simplicity and low computational complexity. This non-hierarchical method first selects K data points using a random seed. The data points are used as the initial centroids for the K clusters, one for each cluster. Second, all data points are assigned to the cluster whose centroid is the closest (e.g. in terms of Euclidean distance). Third, the centroid of each cluster is recalculated based on the points assigned to it. Steps two and three are repeated until the centroids do not change [Steinbach et al., 2000] .
One major shortcoming of K-means is that the number of clusters, K, has to be provided as input, which is often difficult to determine without any prior topical knowledge of a given document corpus. X-means [Pelleg and Moore, 2000] , an extension to the standard K-means, has the advantage of estimating the optimal number of clusters within a given range. This is useful in finding topic groups in a given Web site. X-means, after each run of K-means, computes the Bayesian Information Criterion to decide which subset of the current centers should be further split in order to better fit the data.
In this work, the implementations of K-means and X-means are from the WEKA 7 software package and the authors of the X-means algorithm 8 , respectively. Both implementations use the Euclidean distance to measure the similarity between two documents, i.e., the smaller the distance is, the more similar they are. In future research, we will investigate more advanced clustering methods.
Document Representation
One important task in the clustering process is how to represent documents. The Vector Space Model is often used for this purpose. Each document is represented by a vector which consists of a set of features that are properly chosen from the feature space.
In this work, we look at both text-and link-based features. Text-based features include a list of key phrases that are extracted from the text body of Web pages using automatic phrase extraction methods. In this work, we look at three methods, TFIDF, KEA and CNC. Link-based features consist of incoming links and outgoing links, which are inspired by the ideas of co-citation and bibliographic coupling in the scientific literature, respectively.
Text-based Features
For each Web page in the above two Web corpora, we obtain its plain text using Lynx. Then we separately apply three key phrase extraction methods, TFIDF, KEA, and CNC to obtain phrases for document representation.
TFIDF TFIDF has been widely used as bag-of-words representation in clustering applications. In this work, we use TFIDF as a baseline method. Keyword identification involves in the following steps:
First, a standard list of 425 stopwords is removed from each text file (plain text of a Web page). Second, plain text is tokenized and each unique word is stemmed using the Porter stemmer, and its frequency in the current text file (TF part) and the number of documents where it appears (DF part) are recorded. After all the documents are processed, tf idf values of words (more precisely, word stems) in each document are calculated and normalized as in Equations (1) and (2), respectively.
where w i,j is the tf idf weight of term t i in document d j ; f i,j is the term frequency of term t i in document d j ; N is the total number of documents in the collection; n is the number of documents containing term t i ; and W i,j is the normalized weight of term t i in document d j .
All the unique terms in the document collection are ranked according to their df values. Those terms with a df value above a certain threshold form the feature space for document representation.
KEA Automatic Keyphrase Extraction (KEA) [Witten et al., 1999] is an efficient and practical algorithm for extracting key phrases from a document corpus. It consists of two stages: training and extraction.
In the training stage, KEA builds a Naïve Bayes classifier using training documents with human-authored key phrases. More explicitly, KEA chooses a set of candidate key phrases from input documents. For each candidate, two feature values, tf-idf and first occurrence, are calculated. First occurrence is calculated as the number of words that precede the candidates first appearance, divided by the total number of words in the document. This is the normalized distance to the beginning of the document. Those candidates that are human-authored key phrases are positive examples in the KEA model construction.
In the extraction stage, KEA uses the model to find the best set of (by default 5) key phrases in new documents. More explicitly, KEA chooses a set of candidate key phrases from new documents and calculates their two feature values as above. Then each candidate is assigned a weight, which is the overall probability that this candidate is a key phrase.
The NTXT model of [Zhang et al., 2007] is applied to Web pages. All the candidates with a probability above a certain threshold form the feature space for document representation. Their tf idf values in each document are calculated and normalized as in Equations (1) and (2), respectively.
CNC C-value/NC-value (CNC) [Frantzi et al., 2000 ] is a domain-independent method used to automatically extract multi-word phrases from the whole document corpus.
It consists of linguistic analysis (linguistic filter, part-of-speech tagging, and stop-list removal) followed by statistical analysis (frequency analysis, C-value, NC-value) to extract and rank a list of multi-word phrases. A linguistic filter is used to extract word sequences likely to be phrases, such as noun phrases and adjective phrases.
C-value is a measure of term likelihood calculated for each candidate term based on its frequency in the corpus and the frequency of its occurrence as nested within longer terms.
NC-value is an extension to the C-value, incorporating information of context words into term likelihood. Context words are those that appear in the vicinity of candidate phrases, i.e., nouns, verbs and adjectives that either precede or follow the candidate phrase.
The final phrase list is ranked by NC-value. All phrases above a certain pre-defined threshold form the feature space for document representation. Their tf idf values in each document are calculated and normalized as in Equations (1) and (2), respectively.
Link-based Features
In link analysis, incoming and outgoing links of each Web page are recorded during the Web site traversal. In the scientific literature, co-citation and bibliographic coupling are widely used to estimate the similarity between two documents in a hypertext context. In the Web context, co-citation occurs when two Web pages p 1 and p 2 are pointed to by a common third page p 3 , while bibliographic coupling happens when two Web pages p 1 and p 2 both point to a common third page p 3 .
In the Web site crawling stage, the breadth-first search algorithm is used and only pages within the target host are crawled and collected. Each unique Web page is assigned a depth value when it appears in the site traversal for the first time and the home page has a depth of 0. All the crawled pages are sorted in order of first appearance in the site traversal. Those pages whose depth value is lower than a pre-defined threshold form the link-based feature space. The link-based vector for each document consists of binary numbers. If a page in the feature space appears as an incoming or outgoing link of the current document, then the corresponding entry in the link-based vector is 1, otherwise 0.
We should note that hyperlinks in a Web site are not as "organic" as references between research articles in the scientific literature. Consequently, we may have to rely more heavily on text-based features and investigate whether incorporation of link-based features can improve the clustering quality.
Feature Selection Methods
Clustering of documents often suffers from high dimensionality of the feature space if the bag of words representation is used. For example, when the TFIDF method is used, there are as many as tens of thousands of unique words in the corpus and many of them have no discrimination power against documents. Feature selection involves ranking the feature list and choosing a particular subset of features to represent documents. The subset could be chosen in various ways, for instance, the top k features, or features with a score of more than a pre-determined threshold.
In this work, we investigate five text-based feature selection methods. They are Document Frequency (DF), Term Variance (TV), Information Gain (IG), Mutual Information (MI), and the χ 2 statistic (CHI). The first two methods do not need any information about the topic assignment of individual documents, so they are unsupervised methods. In the contrast, the last three methods rely on knowledge of the topic assigned to each document, so they are supervised methods.
In all methods, let N be the total number of documents in the corpus.
Document Frequency Document frequency is the number of documents in which a term (more precisely, its stem) appears. It is a simple and popular metric to measure a term's popularity of presence in the global corpus. Let n be the document frequency of a term t.
For each unique term in the corpus, we compute its document frequency and remove all terms whose document frequency is less than a pre-defined threshold. The underlying assumption is that terms that are too rare are not informative and thus could be removed to reduce the feature space [Yang and Pedersen, 1997] .
Term Variance Similar to document frequency, term variance [Kogan et al., 2003 ] is another simple topic-free metric. It measures the variance of a term's frequency of occurrence in all documents. The variance V of a term t is formally defined as follows:
where f i (t) is the number of times that term t appears in document i. For each unique term in the corpus, we compute its term variance and remove all terms whose term variance is less than a pre-defined threshold. The underlying reasoning is that if a term's occurrence is evenly distributed over all documents, then it has little power to discriminate documents. Hence, the quality of a term is proportional to its term variance score, i.e., the higher the V (t) score, the better the term is.
Information Gain Information gain [Yang and Pedersen, 1997 ] is a term goodness criterion commonly used in the text categorization task. It measures the number of bits of information obtained for topic prediction given the knowledge of presence and absence of a term in a document. The information gain G of a term t is formally defined as follows:
where l is the number of topics in the given corpus; P (T i ) is the fraction of documents with topic T i , i.e., |T i |/N ; P (t) is the fraction of documents where term t appears, i.e., n/N ; P (T i |t) = m/n and m is the number of documents with topic T i where term t appears; P (t) = 1 − n/N ; and P (T i |t) = |Ti|−m N −n . For each unique term in the corpus, we compute its information gain and remove all terms whose information gain is less than a pre-defined threshold. The underlying reasoning is that terms with high information gain are useful for topic prediction. Hence, the quality of a term is proportional to its information gain score, i.e., the higher the G(t) score, the better the term is.
Mutual Information Mutual information [Yang and Pedersen, 1997 ] is a term goodness function often used in statistical language modelling of word associations with topics. Intuitively, it measures the information that a term and the topics share. For example, if term t and topic T 1 are independent, then the presence or absence of t does not give any information about T 1 and vice versa. Hence, their mutual information is zero. At the other extreme, if term t only appears in documents of topic T 1 , and all documents of topic T 1 contain t, then knowing t determines T 1 and vice versa. The mutual information I of a term t is formally defined as follows:
where P (T i |t) = m/n; n is the document frequency of term t; m is the number of documents with topic T i where term t appears; and P (t|T i ) = m/|T i |.
For each unique term in the corpus, we compute its mutual information with all topics and remove all terms whose mutual information is less than a pre-defined threshold. The underlying reasoning is that terms with high mutual information have more interdependence with topics. Hence, the quality of a term is proportional to its mutual information score, i.e., the higher the I(t) score, the better the term is.
The χ 2 statistic [Yang and Pedersen, 1997] can be used as a term goodness function to measure the lack of independence between a term and a topic and can be compared with the χ 2 distribution with one degree of freedom. The χ 2 statistic of a term t can be formally defined as follows:
where: P (t, T i ) = m/N and m is the number of documents with topic T i where term t appears; P (t,
and n is the document frequency of term t; P (t, T i ) = n−m N ; and P (t, T i ) = |Ti|−m N . For each unique term in the corpus, we compute its χ 2 statistic and remove all terms whose χ 2 statistic is less than a pre-defined threshold. The underlying reasoning is that terms with high χ 2 statistic have high interdependence with topics. Hence, the quality of a term is proportional to its χ 2 statistic score.
Document frequency and term variance have a linear computational complexity in terms of number of terms in all documents, while information gain, mutual information, and χ 2 statistic have a quadratic computational complexity. Moreover, if m = 0, i.e., term t and topic T i are independent, then the corresponding part in Equations 4, 5, and 6, has a natural value of 0.
In the following subsections we discuss our experiments of text-based, link-based, and coupled text-and link-based clustering. In each part, we show results of clustering experiments and statistical tests. Our main objective is to learn the influence of feature selection on textbased clustering. Additionally, we are interested in learning whether link-based features can improve the clustering quality.
Evaluation Schemes
Evaluation of a particular clustering often uses either internal quality measure or external quality measure. Internal quality measure maximizes the overall similarity within clusters and dissimilarity between clusters without reference to external topical knowledge. On the other hand, external quality measure such as entropy and F -measure examines the clustering quality by comparing the resulting clusters with known topic memberships [Steinbach et al., 2000] .
In this work, we use entropy and accuracy to evaluate the quality of a particular clustering result C = {C 1 , C 2 , ..., C k } with respect to known topics
Entropy measures the purity or uniformity of clusters with respect to known topics. It is formally defined as the weighted sum of entropies for all clusters as shown in Equation 7 . The smaller the entropy, the better the result.
where p i,j is the probability that a document in cluster C i is of the topic j, estimated by |Ci∩Tj | |Ci| . Accuracy (also known as precision) is an intuitive method to calculate the average quality of all clusters. Intuitively the accuracy of a cluster is defined as the fraction of a cluster the dominant topic represents. The overall accuracy of a particular clustering is formally defined as the weighted sum of accuracies for all clusters as shown in Equation 8.
Text-based Clustering
For text-based clustering, we are interested in finding out whether there is a statistically significant difference between the quality of the following clustering options:
• Clustering methods: K-means vs. X-means. In K-means clustering, K represents the desired number of clusters and has to be pre-defined. In our case, the topic groups are already known. Hence, we set K equal to the known number of topics in each Web corpus, i.e., 8 for the SEI corpus and 9 for the AC corpus. For X-means clustering, we let X-means determine the optimal number of clusters within the range of [1, 20] .
• Document representation methods: TFIDF vs. KEA vs. CNC. We separately apply TFIDF, KEA, and CNC to obtain a bag of phrases and define feature sets using the feature selection methods. For example, when the KEA method is used, the sets of phrases from each Web page are united and then phrases are ranked by each feature selection method. Thus we have five different feature sets for each type of text-based document representation.
• Feature selection methods: DF vs. TV vs. IG vs. MI vs. CHI. For each document representation used, the five feature selection methods are separately used to define feature sets.
• Dimensionality reduction: we perform clustering in both high and low dimensional space to see if feature selection methods can reduce the dimensionality while maintaining the quality of clusters. The eight different dimensionalities we choose are: 50, 100, 200, 300, 500, 1000, 2000, and 3000. For example, when the dimensionality of 1000 is used, the top 1000 phrases of each feature list will be used to represent all documents using the normalized tf idf values of selected phrases.
We enumerate all configurations of the above options to evaluate text-based clustering. This leads to a total of 2 (algorithms) × 3 (document representations) × 5 (feature selections) × 8 (dimensionalities) = 240 clustering configurations for each Web corpus.
We denote each clustering configuration clustering method-document representation-feature selection-dimensionality. For instance, the configuration of X-means clustering with 500 KEA phrases ranked by TV will be denoted as xm-kea-tv-500.
For each configuration, the clustering is repeated for 20 times using 20 randomly chosen seeds. The 20 repeated runs produce a list of 20 entropy and 20 accuracy values for each clustering. The mean entropy (denoted as e), or the mean accuracy (denoted as a) over all 20 runs is taken as the quality of this particular clustering.
Comparison of All Configurations
We are interested in finding out which clustering configuration can lead to the best clustering quality. For each Web corpus, we sort all the configurations of text-based clustering in ascending order of mean entropy over 20 runs (the lower, the better) and in descending order of mean accuracy over 20 runs (the higher, the better), respectively. As an example, the results of the top 5 configurations on the AC corpus are summarized in Table 3 .
The top configurations are the same with either ranking criterion, mean entropy or mean accuracy, and they are in the same ranking order. We observe that the top configurations are dominated by X-means clustering using CNC document representation, where X-means 0.6200 xm-cnc-tv-300 0.7502 xm-cnc-tv-300 2 0.6267 xm-cnc-chi-500 0.7426 xm-cnc-chi-500 3 0.6389 xm-cnc-tv-500 0.7347 xm-cnc-tv-500 4 0.6795 xm-kea-tv-300 0.7287 xm-kea-tv-300 5 0.6815 xm-cnc-chi-300 0.7285 xm-cnc-chi-300
algorithm often returns an optimal number of clusters from 8 to 12. This indicates that X-means clustering is better than K-means clustering and CNC document representation is better than TFIDF and KEA.
In terms of dimensionality, the top five configurations use a dimensionality between 300 and 500, which indicates feature selection methods can effectively reduce the dimensionality from thousands of features to hundreds.
Comparison of K-means and X-means Algorithms One of our objectives is to compare the clustering quality of K-means and X-means algorithms. In order to do this, we pair up clustering configurations such that the only difference between each pair is the clustering method, e.g. km-cnc-tv-300 vs. xm-cnc-tv-300. In this comparison, we use K = 8 for the SEI corpus and K = 9 for the AC corpus. X-means clustering returns the optimal number of clusters (based on Bayesian Information Criterion [Pelleg and Moore, 2000] ), which is between 9 and 12 for the SEI corpus, and between 8 and 12 for the AC corpus.
For each pair of clustering configurations, we have a pair of 20 entropy or accuracy values, on which we apply the two-tail paired t-test, which generally compares two different methods used for experiments carried out in pairs. It is the difference between each pair of measurements which is of interest.
We perform two-tail t-tests at the 5% significance level on all 120 pairs 9 of clustering configurations using both entropy and accuracy on the two Web corpora. We observe that in all 480 comparisons the t-statistic is greater than t 0.05,19 , which is 2.093 from the t-table. Since t > t 0.05,19 (P value ≤ 0.05), it is reasonable to reject the null hypothesis H 0 , i.e., there is a statistically significant difference between the quality values of K-means clustering and X-means clustering. More precisely, X-means statistically significantly outperforms K-means in all cases.
In terms of computational performance, we observe that X-means clustering is generally faster than K-means clustering since the former applies the KD-trees data structure for speedup optimization [Pelleg and Moore, 2000] .
Comparison of Document Representation Methods
We are also interested in determining whether document representation has an impact on the quality of Web page clustering. In order to do this, we pair up clustering configurations such that the only difference between each pair is the document representation method, e.g. xm-kea-tv-300 vs. xm-cnc-tv-300. Since X-means clustering is statistically significantly better than K-means clustering, we only perform comparisons of document representation methods in X-means clustering. We perform t-tests at the 5% significance level on all 120 pairs 10 of clustering configurations using both entropy and accuracy measures on the two Web corpora. We observe that the t-test results are consistent when either entropy or accuracy is used on both corpora. The t-test results of all comparisons are presented in Table 4 , where < indicates P value > 0.05, and << indicates P value ≤ 0.05.
Both KEA and CNC are statistically significantly better than TFIDF in X-means clustering for both entropy and accuracy evaluation, and CNC is statistically significantly better than KEA on the SEI corpus, as shown in Table 4 . However, there is no statistically significant difference between KEA and CNC on the AC corpus. This can be explained by the fact that the AC corpus has less narrative text than the SEI corpus and consequently the quality difference between CNC and KEA is smaller on the AC corpus than on the SEI corpus. Overall, CNC is the best document representation method in the Web page clustering task.
Comparison of Feature Selection Methods One of our main objectives is to compare the five feature selection methods in the Web page clustering task. Since IG, MI, and CHI are supervised methods, they are treated as upper bounds on the performance of the unsupervised methods DF and TV. In real world clustering applications where topical knowledge is not available, only DF and TV can be used.
In order to perform the comparisons, we pair up clustering configurations such that the only difference between each pair is the feature selection method, e.g. xm-cnc-tv-300 vs. xmcnc-chi-300. Since X-means clustering is statistically significantly better than K-means clustering, and CNC is the best document representation method, we only perform comparisons of feature selection methods in X-means clustering using the CNC document representation.
We perform t-tests at the 5% significance level on all 80 pairs 11 of clustering configurations using both entropy and accuracy measures on the two Web corpora.
The t-test results on the SEI corpus using entropy are presented in Table 5 . The t-test results using entropy can be summarized as TV > CHI > MI >> IG > DF and further grouped as {TV, CHI, MI} >> {DF, IG} 12 , as shown in Table 5 . When accuracy is used, the t-test results are similar except that CHI >> MI. Hence, we can conclude that TV is comparable with the supervised methods CHI and MI, and statistically significantly better than the unsupervised method DF. As a result, TV is the feature selection method of choice on the SEI corpus. Table 6 : Best dimensionality for each feature selection method in CNC-based X-means clustering on the two corpora using both entropy and accuracy.
Method DF TV IG MI CHI SEI 200 300 100 500 300 AC 300 300 200 500 500
We observe that the t-test results are consistent when entropy and accuracy are used on the AC corpus. The t-test results can be summarized as TV > CHI >> MI >> IG > DF and further grouped as {TV, CHI} >> {MI} >> {IG, DF}. Again, we can conclude that TV is the feature selection method of choice on the AC corpus.
From the results above, we observe that TV is the feature selection method of choice in the Web page clustering task. In most cases, it statistically significantly outperforms MI, IG, and DF. This can be explained by the fact that the topic distribution is unbalanced so there is not enough data for the supervised methods, i.e., IG, MI and CHI, to perform well. On the other hand, TV can find features with higher variance across documents that have more power to discriminate documents. However, comparing these feature selection methods on more Web sites is highly desired.
Comparison of Dimensionalities
We perform text-based clustering in a range of dimensionalities in order to find out if feature selection methods can significantly reduce the dimensionality in text-based clustering. We want to find out what is the proper range of the number of features (instead of a fixed number of features) for each feature selection method such that when these features are used the best clustering quality can be achieved.
Since X-means clustering is statistically significantly better than K-means clustering and CNC is the best document representation method, we only perform comparisons of dimensionality in X-means clustering using CNC document representation. Each feature selection method is separately used to rank the CNC phrases and the top n phrases are used as features, where (n ∈ {50, 100, 200, 300, 500, 1000, 2000, 3000}). For each feature selection method, we simply rank the quality of clustering using 8 different dimensionalities according to mean entropy or mean accuracy.
We observe that the results of dimensionality comparisons are consistent when entropy and accuracy are used on both corpora. For each feature selection method on the two corpora, we choose the dimensionality that leads to the lowest entropy and the highest accuracy as the best dimensionality, which is presented in Table 6 . DF and IG tend to suggest a smaller dimensionality than TV, CHI, and MI, as shown in Table 6 . Generally speaking, a dimensionality around 300 seems to be a reasonable choice for most feature selection methods. This reduces the high dimensional space of text-based clustering, which is often as high as 3000, by an order of magnitude.
Link-based Clustering
We further investigate the quality of Web page clustering using link-based features, i.e., the incoming and outgoing links. For link-based clustering, we are interested in finding out whether there is a statistically significant difference between the quality of the following clustering options:
• Clustering method (K-means vs. X-means). Similarly to text-based clustering, we set K equal to the number of topics in each Web corpus for K-means clustering, i.e., 8 for the SEI corpus and 9 for the AC corpus. For X-means clustering, we let X-means determine the optimal number of clusters within the range of [1, 20] .
• Document representation (co-citation vs. bibliographic coupling). Web pages whose depth value is less than a pre-defined threshold form the feature space. We separately apply co-citation and bibliographic coupling to represent each Web page using a linkbased vector V , denoted by {w 1 , w 2 , ..., w k } (k ≤ N ), where w i equals to 1 if page p i (represented by its URL u i ) appears as an incoming or outgoing link of the target page, and 0 otherwise.
• Dimensionality: we perform clustering using the top k pages of the feature space, which consists of all pages whose depth value is less than a pre-defined depth value. The eight different dimensionalities we choose are: 30, 50, 100, 150, 200, 300, 500, and all the pages.
We enumerate all configurations of the above options to evaluate link-based clustering. This leads to a total of 2 (algorithms) × 2 (document representations) × 8 (dimensionalities) = 32 clustering configurations for each Web corpus. We denote each clustering configuration clustering method-document representation-dimensionality. For instance, the configuration of K-means clustering using co-citation with the top 200 pages will be denoted as km-in-200, and the configuration of X-means clustering using bibliographic coupling with the top 300 pages will be denoted as xm-out-300.
For each configuration, the clustering is repeated for 20 times using 20 randomly chosen seeds, which produces a list of 20 entropy and 20 accuracy values. The mean entropy (denoted as e), or the mean accuracy (denoted as a) over all 20 runs is taken as the quality of this particular clustering.
Comparison of All Configurations
We aim to find out which link-based clustering configuration can lead to the best clustering quality. For each Web corpus, we sort all the configurations in ascending order of mean entropy (the lower, the better) and in descending order of mean accuracy (the higher, the better), respectively. The ranking order of the top five configurations on the SEI corpus is the same as that on the AC corpus when either ranking criterion, mean entropy or mean accuracy, is used.
We observe that the top five configurations are dominated by X-means clustering using bibliographic coupling. This indicates that X-means clustering is better than K-means clustering and that bibliographic coupling is better than co-citation. In terms of dimensionality, the top five configurations use a dimensionality between 50 and 500, which indicates that link-based clustering only requires a few hundreds of pages as features.
Comparison of K-means and X-means Same as the comparison of K-means and Xmeans in text-based clustering, we compare the two methods in link-based clustering. Again, we pair up clustering configurations such that the only difference between each pair is the clustering method, e.g. km-out-300 vs. xm-out-300.
We perform t-tests at the 5% significance level on all 16 pairs 13 of clustering configurations using both entropy and accuracy on the two Web corpora. We observe that X-means statistically significantly outperforms K-means in all 64 comparisons.
Comparison of Document Representation
We are interested in learning whether there is a statistically significant difference between link-based clustering using co-citation and bibliographic coupling. In order to do this, we pair up clustering configurations such that the only difference between each pair is the document representation method, e.g. xm-in-300 vs. xm-out-300. Since X-means clustering is statistically significantly better than K-means clustering, we only perform comparisons of document representation methods in X-means clustering.
We perform t-tests at the 5% significance level on all 8 pairs 14 of clustering configurations using both entropy and accuracy measures on the two Web corpora. We observe that in all 32 comparisons bibliographic coupling is statistically significantly better than co-citation.
Comparison of Dimensionalities
We perform link-based clustering in both high and low dimensional space in order to find out what is the proper range of the number of links (instead of a fixed number of links) such that when these links are used the best clustering quality can be achieved.
Since X-means clustering is statistically significantly better than K-means clustering and bibliographic coupling statistically significantly outperforms co-citation, we only perform comparisons of dimensionality in X-means clustering using bibliographic coupling.
For the two Web corpora, we use the top k (k ∈ {30, 50, 100, 150, 200, 300, 500, all}) pages as features. We rank the quality of clustering using 8 different dimensionalities according to mean entropy or mean accuracy.
We observe that the results of dimensionality comparisons are consistent when entropy and accuracy are used on both corpora. The best two dimensionalities for the SEI corpus are 300 and 200. For the AC corpus, the best two dimensionalities are 200 and 150. Generally speaking, a dimensionality of around 200 seems to be a reasonable choice.
Coupled Text-and Link-based Clustering
We have presented the results of text-based and link-based clustering, respectively. It is of interest to see whether there is any quality difference between these two approaches and whether combining them can gain more improvement of clustering quality.
Comparison of Text-and Link-based Clustering We aim to find out which of the two methods, text-based or link-based clustering, can achieve higher quality on both Web corpora. We perform t-tests at the 5% significance level on pairs of the top 5 text-and linkbased clustering configurations using both entropy and accuracy, where each pair is the i th best text-based configuration versus the i th (1 ≤ i ≤ 5) best link-based configuration. We compare the best five text-based clustering configurations with the best five linkbased clustering configurations on both Web corpora. Link-based clustering is statistically significantly better than text-based clustering on the SEI corpus, However, it is the opposite on the AC corpus, i.e., text-based clustering statistically significantly outperforms link-based clustering. We hypothesize that the effectiveness of link-based clustering depends on the richness of linkage information. The SEI Web site is more of an organically grown Web site with rich cross links, whereas the AC Web site is a corporate hierarchical Web site. To confirm this claim, we take a further look at the outgoing links of both corpora. There is an average of 15.5 outgoing links for a SEI Web page, but only 6.8 outgoing links for an AC Web page. This indicates that only when the linkage information is rich can the link-based clustering achieve high quality.
Combining Text-and Link-based Clustering We have seen that link-based clustering can be very effective such as on the SEI corpus. We aim to find a measure to detect how rich is the linkage information available in a Web site and how heavily should the linkage information be used to complement text-based clustering.
In order to achieve this, we combine text-and link-based features to perform clustering. Each document will be represented by a single vector, which consists of two sub-vectors, one with text-based features, and the other with link-based features. Based on the evaluation results of text-and link-based clustering, we choose the best text-and link-based clustering configurations, i.e., xm-cnc-tv-300 and xm-out-300 on the SEI corpus, and xm-cnc-tv-300 and xm-out-200 on the AC corpus, respectively.
Let V denote a document vector, V text the text-based sub-vector, and V link the link-based sub-vector, respectively. We combine text-and link-based sub-vectors using a linear model, i.e.,
The key is to determine λ, i.e., how much weight we should give to each of the two sub-vectors.
Finding the best λ is a one-dimension optimal search problem. To simplify the problem, we choose λ from 0 to 1 in increasing steps of 0.1 to perform X-means clustering using the combined features. Entropy and accuracy values are calculated the same as before. The best λ for the coupled clustering on the SEI corpus is 0.4. This means combining textand link-based features achieves better clustering quality than using either text-or linkbased features alone. However, on the AC corpus, incorporating link-based features always decreases the clustering quality, which means link-based features are useless. Application of more sophisticated ways of combining content and link information, as proposed, for example, by [Wijaya and Bressan, 2006] , are the subject of future research.
The above results indicate that text is more consistently reliable for Web page clustering than link knowledge. For some Web sites (e.g. SEI), linkage information is helpful. For other sites (e.g. AC), it might be harmful (at least no benefit is gained). The link structure of a Web site is more like a "tree" with back links 15 and cross links 16 [Spertus, 1997] . It is different from the Web graph, where link structure has already been shown to be useful in various Web-based applications.
We observe that the average number of cross links (or the ratio of cross links in outgoing links) of a Web page is an indicator of whether the linkage information should be incorporated into clustering. If the cross link information is rich (e.g. more than 50% of outgoing links are cross links), then giving higher weight to link-based features will achieve better clustering quality.
This makes sense because intuitively commercial Web sites (e.g. AC) are more likely to be designed and constructed by a person or a team using Web site design tools and methodologies. Consequently they are more likely to be hierarchical (a tree with branches and some back links). In contrast, academic Web sites (e.g. SEI) are often built and connected by many individuals. Moreover, they tend to grow organically and have more cross links between nodes.
Summary
In this section, we investigate K-means and X-means clustering using both text-and linkbased features. In text-based clustering, we study document representation methods and feature selection methods for dimensionality reduction. In the link-based clustering, we study co-citation and bibliographic coupling. We evaluate the clustering quality using both entropy and accuracy, which are found to be consistent. Our main contribution consists of the following findings:
• X-means algorithm is statistically significantly better than K-means algorithm in the Web page clustering task.
• CNC is a better text-based document representation method than TFIDF and KEA.
• Term Variance is the best text-based feature selection method, which can reduce the dimensionality by an order of magnitude if CNC is used.
• Bibliographic coupling is statistically significantly better than co-citation in the linkbased clustering.
• Combining text-and link-based features can improve the clustering quality over the use of either type of features alone if the cross link information is rich.
Cluster Summarization
In the previous section, we discussed how to conduct coupled text and link-based clustering to obtain significant topic groups of a given Web site. In this section, we discuss how to separately summarize each individual cluster. We also present summaries of test Web sites, experimental methodology, and evaluation results. Automatic summarization of an individual cluster is a multi-step process adapted from [Zhang et al., 2004] . It consists of the following steps.
1. First, key phrases are extracted from the narrative text of Web pages. The key phrase extraction tool we use in this work is the C-value/NC-value (CNC) [Frantzi et al., 2000] method, which has been found to outperform alternative key phrase extraction methods in [Zhang et al., 2007] .
2. Second, key sentences are extracted from the narrative text of all Web pages. In this work, we propose a classification method where linguistic and lexical features are used to build a classifier that can be used to classify a sentence into key-sentence or non-keysentence automatically.
3. Third, a short summary is generated for each cluster. The cluster summary consists of the top n 1 key phrases and the top n 2 key sentences. The parameters n 1 and n 2 are heuristically determined by both the informativeness of the key phrases and the key sentences and the size of the cluster summaries.
Key Sentence Extraction
Traditionally, in an extraction-based summarization system, once the key phrases are identified, the most significant sentences can be retrieved based on the density of key phrases present in them [Chuang and Yang, 2000] . The significance of a sentence is measured by calculating an importance value, which is the maximum of weights of all word clusters within the sentence. A word cluster is defined as a sequence of words which starts and ends with a key phrase and at most 2 non-key-phrases must separate any two neighboring key phrases [Buyukkokten et al., 2002] . The weight of a word cluster is computed by adding the weights of all key phrases within the word cluster, and dividing this sum by the total number of key phrases [Zhang et al., 2004] . The maximum weight of word clusters is taken as the sentence weight. All sentences in narrative text paragraphs are ranked by sentence weight and the top sentences are the key sentences to be included in the summary. The traditional key sentence extraction method above looks for sentences with high key phrase density intuitively. Consequently, the key sentences extracted are often dominated by a few key phrases. In this paper, we propose a machine learning approach to key sentence extraction. It looks at linguistic and lexical features beyond key phrase density and builds a model for key sentence classification.
Intuitively, whether a sentence is a key sentence is determined by its coherence and topicality (relatedness to the main topic of the target Web site). The coherence is reflected by the part-of-speech patterns, which have proved to be effective in several Web-based applications such as query ambiguity reduction [Allan and Raghavan, 2002] and question answering [Radev et al., 2002] . The topicality has strong connection with features such as the depth level of the Web page where a sentence appears, as well as its weight calculated above. We hypothesize that these linguistic and lexical features contain sufficient information to determine whether a sentence is a key sentence. We apply the classification approach to test this hypothesis.
Key Sentence Classification
In order to build KeySentence, a classifier that is able to classify a sentence as key-sentence or non-key-sentence, a training set is needed. In [Zhang et al., 2004] , a collection of 3242 paragraphs was created for learning the NARRATIVE classifier, which classifies a text paragraph into narrative or non-narrative. From the paragraphs labelled "narrative", 1328 sentences were randomly selected. Then, the part-of-speech tags for all words in these sentences are computed using a rule-based part-of-speech tagger [Brill, 1992] . A total of 32 part-of-speech tags are found and summarized in Section B.
Each part-of-speech tag is quantified by its frequency of occurrence in a paragraph. Let n i (i = 1, 2, ..., 32) be the number of times the i th tag appears in the paragraph. Then P i , number of words from the beginning of document distance p number of words from the beginning of paragraph phrase number of key phrases f requency sum of frequency of occurrences of all key phrases in a document cluster number of word clusters weight sentence weight the fraction of the total number of all 32 tags (i.e., words) that n i represents, is represented by Equation 9.
Eight more attributes are added to this feature set for building the KeySentence classifier in the present study. All the 40 features and their meanings for a sentence are summarized in Table 7 . Next, each sentence is manually labelled as key-sentence or non-key-sentence. The criterion to determine if a sentence is a key sentence or not is that a key sentence must provide important topical information about the Web site. Thus, we obtain a data set of 1328 sentences for building the KeySentence classifier.
We use the machine learning tool C5.0 17 to train a decision tree for key sentence classification. The 10-fold cross-validation shows a mean error rate of 9.5%. The decision tree generated by the C5.0 program has 11 leaf nodes. Among the total 1328 cases, 116 cases are misclassified, leading to an error of 8.7%. In the decision tree, about 29.5% of cases are following this rule: if the percentage of general determiners is not greater than 3.125%, and the percentage of proper singular nouns is greater than 12.1212%, then the sentence is not a key sentence.
A total of seven features play an important role in this decision tree, i.e., P DT , P N N P , P CC , distance d , length, depth, and f requency, as shown in Figure 2 . This confirms our hypothesis that linguistic and lexical features play an important role in determining the coherence and topical significance of a sentence.
We apply the KeySentence classifier on all sentences from the narrative paragraphs of an individual cluster. After they have been classified, the key sentences are sorted in descending order of their sentence weight, which is a quantitative measure of their topical significance.
Once the key phrases and key sentences for a given cluster are extracted, it is straightforward to generate a short cluster summary, which consists of the top n 1 key phrases and the top n 2 key sentences. The parameters n 1 and n 2 are heuristically determined by both the informativeness of the key phrases and the key sentences and the size of the cluster summaries. In this work, we set n 1 = 5 and n 2 = 5.
In the following subsections, we show how summaries of test Web sites are generated, describe the methodology of our user study, and present the evaluation results.
Summaries of Test Web Sites
In this work, we choose from the DMOZ directory six Web sites: 1) SEI 18 ; 2) AIAI 19 ; 3) AI 20 ; 4) AC 21 ; 5) Nortel 22 ; and 6) Oracle 23 . The six sites have been widely tested in our previous summarization research [1, 26] . The first three sites are academic Web sites regarding software engineering and artificial intelligence, while the last three sites are commercial airlines and network product/service providers.
For each test Web site, we apply the clustering approach to obtain the main topics. More specifically, we perform X-means clustering with CNC features selected by TV. For sites with abundant cross links (SEI, AIAI, and AI in which more than 50% of outgoing links are cross links), we perform coupled text-and link-based clustering where text-based features are given a weight of 40% and link-based features 60%. For sites with poor cross link information (AC, Nortel, and Oracle), only text-based features are used. Some clusters have too few documents for summarization. Consequently, we sort all resulting clusters according to the number of documents in each cluster. The top five clusters are summarized using the CNC key phrase extraction method and the KeySentence classifier introduced above. Each cluster summary consists of 5 key phrases and 5 key sentences. These five short summaries represent the most important topics covered in the given Web site, and they will be compared with a single long summary, which is generated using the CNC-based summarization system and consists of 25 key phrases and 25 key sentences. The choice of 5 key phrases and key sentences is arbitrary, and it is based on the desire to keep the entire summary under one page.
Evaluation Methodology
Evaluation of automatically generated summaries proceeds in intrinsic mode, where summaries are compared against a gold standard, or in extrinsic mode, which measures the utility of summaries in performing a particular task (e.g. site browsing).
In this work, we aim to investigate how well different types of summaries reveal the main contents of a given Web site 24 . In other words, we are interested in the correctness and completeness of the long single summary and the five short cluster summaries of a given Web site. Our assumption is that the subjects can define the most essential topic of a given Web site well enough for the most essential topic to be used as gold standard. To do so, we conducted a user study where summaries are judged by subjects using a golden standard of their own.
Study Design We conduct a user study in a "within-subjects" fashion where human subjects read and rate both types of summaries of a given Web site (in sheets of paper) based on their understanding of how these summaries relate to the most essential topic of the target Web site. Our study is close to the intrinsic evaluation in the sense that human subjects rate the summaries against a hypothetical gold standard of their own. The study makes sense in that Web site summaries are expected to reveal the main contents of Web sites. Similar studies in which human subjects rate documents or phrases have been reported in [Lu et al., 2007 , Turney, 2003 . In our study, we focus on the "method" factor only. Other factors such as "subject" (inter-rater reliability) and "Web site" (e.g. academic vs. commercial) might also play a role in this learning task. Inter-rater reliability measures the rating agreement between subjects in a user study. It is based on a score of how much consensus there is in the ratings given by subjects. There are a number of statistics that can be used to determine the inter-rater reliability. For example, the joint-probability of agreement is a simple measure, which takes the number of times each rating (e.g. 1, 2, ..., 5) is given by each subject and then divides this number by the total number of ratings.
For each given Web site, human subjects are asked to execute the following steps:
1. Browse the Web site and subjectively define the most essential topic, which is defined as the entity behind the Web site and its main activity. The most essential topic serves as a representation of the core contents of the target Web site. For example, the most essential topic for the SEI Web site could be defined as "Software Engineering Institute at CMU for improvement of software engineering management and practice".
Study Recruitment
To decide on the number of human subjects, we consulted related studies in the literature. A related research reported in [Buyukkokten et al., 2002] asks 15 subjects to evaluate five summarization methods by collecting data such as number of pen movements in the task of browsing Web pages using handheld devices. In another study, 37 subjects are asked to rate Web pages, which are returned by three different search engines, into "bad", "fair", "good", and "excellent" in terms of their utility in learning about the search topic [Kleinberg, 1999] . However, no specific statistical analysis methods are reported in these two studies.
In a third study, 45 subjects are divided into four groups to perform task-based evaluation of multi-document summaries in order to determine whether multi-document summaries measurably improve user performance when using online news browsing systems for directed research [McKeown et al., 2001 ]. We selected 20 subjects for our study. Each subject was asked to review all the six Web sites. This means that for each type of summary, we have a sample size of 120 with replication. Participants are graduate students in computer science with strong reading comprehension skills and Web browsing experiences. They are recruited because of the technical nature of the Web sites being summarized. Human subjects are provided with a computer with Internet access and summaries in hard copies. They are also given instructions on how to conduct the user study, including 1) a summary rating example, which is designed to help them become familiar with the evaluation process; and 2) a short survey, which is designed to provide feedback on improving our summarization systems. The summary rating example and the short survey are presented in Appendix D. They are required to finish the study in a session of two hours.
Summary Evaluation Measures
In this subsection, we explain how to measure the quality of the single long summary and the top five short cluster summaries, respectively. We also present the statistical analysis of rating data collected in the user study. Our main objective is to investigate which type of summary captures better the topics and contents covered in a Web site.
Evaluation Measures For each type of summary, we have a sample size of 120 (6 Web sites, and 20 subjects for each site) with replication. Let n 1 , n 2 , n 3 , n 4 , and n 5 be the number of summary elements (key phrases or key sentences) that receive a score of 1, 2, 3, 4, and 5, respectively. Hence for each summary, 5 i=1 n i will be 25 for either key phrases or key sentences.
We are interested in the distribution of users' rating scores. The percentage of numbers of times each score is given for both types of summaries are shown in Table 8 . As we can see, the individual cluster summaries have a higher concentration of scores of 4 and 5 over the single summary of the overall Web site and close to each other for the score of 3.
We aim to formally evaluate and compare the two types of summaries by an analysis of both acceptable percentage and quality value, which are both calculated based on the rating data obtained in the user study.
Acceptable Percentage Related research in [Turney, 2003] defines acceptable key phrases as those that are rated good or fair by human subjects. In our work, acceptable key phrases and key sentences are those that receive a score of 3, 4, or 5. These summary elements are reasonably related to the most essential topic of a given Web site. In other words, they correctly and completely capture the main contents of the target Web site. The percentage, P , is then formally defined as:
For each type of summary (either the single long summary or the top five cluster summaries), let P kp be the acceptable percentages of key phrases and P ks be the acceptable percentage of key sentences, respectively. Then the final score of a summary, denoted as P s , is a linear combination of P kp and P ks , i.e., P s = λ · P kp + (1 − λ) · P ks , λ ∈ (0, 1). The λ is empirically set to 0.5 based on users' preference in a simple survey conducted in [Zhang et al., 2007] .
Quality Value In addition to the acceptable percentage measure, we also aim to compare the two types of summaries using the quality value measure, which calculates the average correctness score of summary elements. The average quality, Q, is the average score achieved by the elements of the summary, formally defined in Equation 11.
The higher the quality value, the more accurately the summary captures the main contents of a site. For each type of summary (either the single long summary or the top five cluster summaries), let Q kp be the average quality of key phrases and Q ks be the acceptable percentage of key sentences, respectively. Then the final quality of a summary, denoted as Q s , is a linear combination of Q kp and Q ks , i.e., Q s = λ · Q kp + (1 − λ) · Q ks , λ ∈ (0, 1). Again, the λ is empirically set to 0.5.
Evaluation Results
The average acceptable percentage is 0.68 for the single summaries and 0.79 for the cluster summaries. We apply the One-Way Fully Repeated Measures ANOVA on the acceptable percentage data and a statistically significant difference between the two types of summaries (P value = 4.92065E −06 ) is found at the 5% significance level. This indicates that the top five cluster summaries statistically significantly outperform the single long summary in capturing the essential topics and main contents covered in a Web site.
We are generous in the sense that we take summary elements of score 3 as acceptable. If we are stricter and take only summary elements of scores 4 and 5 as acceptable, then the acceptable percentage difference between two types of summaries will be even bigger, as can be seen in Table 8 .
The average quality value is 3.11 for the single summaries and 3.48 for the cluster summaries. We apply the One-Way Fully Repeated Measures ANOVA on the quality value data and a statistically significant difference between the two types of summaries (P value = 7.81804E −08 ) is found at the 5% significance level. The acceptable percentage measure and the quality value measure lead to the same evaluation results, i.e., the top five clusters summaries are statistically significantly better than the single long summary. This can be explained by the fact that the acceptable percentage and the average quality are intrinsically related as they are both based on users' ratings. The only difference is that the former gives equal weight to (a summation of) the number of summary elements with scores 3, 4, and 5, while the latter gives different weight to summary elements with different scores (number of such elements times the score they receive).
We have demonstrated that the top five cluster summaries are statistically significantly better than the single long summary in the Web site summarization task.
Conclusion
In this paper, we propose a framework for topic-based summarization of Web sites. The system first applies coupled text-and link-based X-means clustering to find the most significant topics covered in a given site, and then summarizes each individual cluster using an extraction-based summarization approach. Each cluster summary consists of key phrases and key sentences. We conducted a user study to evaluate how well cluster summaries capture the main topics of a given Web site, compared with a single long summary, which is generated using our previous single-topic summarization of an entire Web site. Our user study demonstrates that the topic-based clustering-summarization approach statistically significantly outperforms standard summarization in the Web site summarization task.
The main contribution of this work is a framework for topic-based clustering and summarization of Web sites.
• We demonstrate that text-based X-means clustering with Term Variance feature selection statistically significantly outperforms other clustering configurations in terms of effectively finding the essential topics of a Web site. Moreover, outgoing links can be used to enhance the clustering quality if cross links, as determined by the breadth-first site traversal, are sufficiently rich.
• We propose a classification approach for finding the key sentences in the cluster summarization task. The classifier uses statistical and linguistic features to determine the topical significance of a sentence in addition to the traditional method, where sentences are extracted based on the density of key phrases.
• Intrinsic evaluation is performed on the cluster summaries. Subjects judge how effectively the cluster summaries capture the essential topics of a Web site.
The proposed summarization framework has many potential applications, such as effective organization of search engine results and faceted browsing of large Web sites. In future research, we aim to evaluate the performance of the system on web content in which topics are less well defined than organizational web sites, such as blogs. This may necessitate the personalization of the summaries to the user's interests, by personalizing the key term extraction process [Velasquez et al., 2005] .
A An example of a summary
We show an example of a single long summary and a summary composed on 5 cluster summaries for the Web site http://www.sei.cmu.edu -The Software Engineering Institute offers a number of courses and training opportunities.
-Information contained on the Software Engineering Institute Web site is published in the interest of scientific and technical information exchange.
-The Software Engineering Institute is a federally funded research and development center sponsored by the U.S. Department of Defense and operated by Carnegie Mellon University.
-As CEO and director, Nielsen's responsibilities will include setting a technical and business strategy for the Software Engineering Institute.
-The Software Engineering Institute recently provided the Internal Revenue Service with an independent report on the IRS's delayed, over-cost modernization effort.
-Nielsen will take over as CEO and director of the Software Engineering Institute on August 1. -Nielsen is selected as CEO and director of the Software Engineering Institute.
-Len Bass is a Senior Member of the Technical Staff at the Software Engineering Institute (SEI) and participates in the High Dependability Computing Program.
-Peter is a senior member of the technical staff member at the Software Engineering Institute (SEI).
-Jorgen Hansson is a senior member of the technical staff at the Software Engineering Institute (SEI).
-Thomas Longstaff is the Deputy Director for Technology in the Networked Systems Survivability (NSS) Program at the Software Engineering Institute (SEI).
-Prior to coming to the Software Engineering Institute, Longstaff was the technical director at the Computer Incident Advisory Capability (CIAC) at Lawrence Livermore National Laboratory in Livermore, California.
-Mead is a senior member of the technical staff in the Networked Systems Survivability Program at the Software Engineering Institute (SEI).
-Shimeall is a Senior Member of the Technical Staff with the Networked Systems Survivability Program at the Software Engineering Institute (SEI).
-At the Software Engineering Institute (SEI), we have been working in open systems since 1993, developing courses, related products, and other sources of open systems information.
-news@sei is a quarterly hardcopy newsletter published by the Software Engineering Institute that gives readers an overview of SEI work, events and publications.
-Paul Clements is a Senior Member of the Technical Staff, Software Engineering Institute.
-The Product Line Systems Program of the Software Engineering Institute is proud to be represented by the following books.
-The Software Engineering Institute has established a software architecture curriculum.
-A 1996 technical report [1] from the Software Engineering Institute, in its introduction points out that software architecture is still a relatively immature area from both research and practice perspectives.
-Video lectures for this course include resident experts at the Software Engineering Institute and recognized leaders from industry and academia.
-Humphrey describes a software process improvement strategy based on the software process maturity model developed at the Software Engineering Institute.
-This report presents the interim results of work done by members of the Networked Systems Survivability Program at the Software Engineering Institute in exploring these issues.
• Top 5 Short Cluster Summaries
Cluster I. Software Architecture -software architecture -software engineering -software architecture professional -architecture professional -professional certificate -SEI architecture experts provide technical assistance and coaching in software architecture requirements, software architecture design, software architecture documentation, and architecture-centric life-cycle practices.
-He is a co-author of Applied Software Architecture and Documenting Software Architectures: Views and Beyond, published by Addison-Wesley and lectures on architecture-centric approaches.
-The significance of the program family concept to software architecture is that software architecture embodies those decisions at or near the top of Parnas' program family decision tree.
-Raghuraman Ramasubbu(Senior Software Engineer, Mastech Corporation): Software architecture is a framework that provides the basis for manifestation of all software objects within an enterprise.
-Human Aspects of Software Engineering details software engineering from the perspective of those involved in the software development process: individuals, team, customers, and the organization. -The IPRC is not trying to solve a particular business problem, but to chart potential directions for the future of software process research.
-We are sponsoring the IPRC as a focal point for top researchers and forwardthinking organizations investigating the latest in software process research.
-We are part of a world recognized center of excellence for software engineering research, the Software Engineering Institute, which serves as a trusted broker among industry, government, and academia.
- -The Continuous Risk Management Guidebook was developed to help a project or organization establish continuous risk management as a routine practice and then continue to improve this process.
-The SEI's products for Continuous Risk Management are completely consistent with the requirements of RSKM.
-Successful team risk management depends upon having implemented, or partially implemented, Continuous Risk Management within the program's organizations.
Cluster IV. Product Line -product line -software product line -software product -line practice -product line practice -Initiating and operating a software product line organization is a low-risk, predictable process that results in little or no organizational upheaval.
-Third-party vendors provide tools and services that support software product lines.
-Influential industry analysts promote software product lines as a critical technology.
-Government acquisition mangers are well educated about software product lines.
-The organizational interest in software product line has grown tremendously over the last five years. -The People Capability Maturity Model (People CMM) is a framework that helps organizations successfully address their critical people issues.
-Gians work at the SEI includes assisting organizations in successfully addressing their critical human capital issues through the use of the SEIs People Capability Maturity Model (People CMM).
-The People Capability Maturity Model (People CMM) is a framework that guides organizations in improving their processes for managing and developing their workforces.
-Systems integrators worldwide are adopting the Software Engineering Institute's Capability Maturity Model Integration, a technology that is replacing the traditional Capability Maturity Model.
B Part-of-speech tags
A list of 32 part-of-speech tags used in part-of-speech tagging of the Web sites is shown in Table 9 C Key sentence decision tree
The decision tree generated by the C5.0 program 25 and its evaluation are presented in Figure  2 . The tree has 11 leaf nodes. Among the total 1328 cases, 116 cases are misclassified, leading to an error of 8.7%. In the decision tree, about 29.5% of cases are following this rule: if the percentage of general determiners is not greater than 3.125%, and the percentage of proper singular nouns is greater than 12.1212%, then the sentence is not a key sentence.
A total of seven features play an important role in this decision tree, i.e., P DT , P N N P , P CC , distance d , length, depth, and f requency, as shown in Figure 2 . This confirms our hypothesis that linguistic and lexical features play an important role in determining the coherence and topical significance of a sentence. 
