Intelligent Routing and Flow Control In MANETs by Malika Belkadi et al.
Journal of Computing and Information Technology - CIT 18, 2010, 3, 233–243
doi:10.2498/cit.1001470
233
Intelligent Routing and Flow Control
in MANETs
M. Belkadi1, M. Lalam1, A. M’zoughi2, N. Tamani1, M. Daoui1
and R. Aoudjit1
1Computer Science Department, Tizi Ouzou University, Algeria
2IRIT UPS 118, Toulouse Cedex, France
Improving the performance ofMobileAd hocNET-works
(MANETs) is challenging. The MANETs communi-
cations are presented with many constraints such as
dynamic topology, unreliability of wireless links, and
limited bandwidth and energy resources. The routing in
MANETs can be particularly difficult due to aggravated
congestion problem. This paper proposes a new QoS
(Quality of Service) routing protocol combined with
the flow control mechanism. This routing protocol
selects the routes having more resources in an intelligent
manner and does not rely on diffusion. The proposed
routing protocol uses a new metric to find the route with
higher transmission rate, less latency and better stability.
In order to reinforce the congestion avoidance, a flow
control mechanism is employed to adapt the transmission
rate for each route. The proposed routing solution is
modeled by ant systems. The numerical results are
obtained using the Network Simulator (NS2.31). These
results confirm that the joint consideration of flow con-
trol and routing can significantly improve the network
performance compared to other QoS routing protocols
such as the QoS-AODV (Ad hoc On Demand Vector
with QoS) protocol.
Keywords: MANETs, QoS routing, flow control, con-
gestion control, ant systems
1. Introduction
A mobile ad hoc network (MANET) is an
autonomous system of wireless mobile nodes
without any fixed infrastructures. This kind of
network promises many advantages in terms of
cost and flexibility compared to network with
infrastructures. MANETs are very suitable for a
great variety of applications such as data collec-
tion, seismic activities, medical applications. . .
Unfortunately nodes in MANETs are limited
in energy, bandwidth. . . These resources con-
straints pose a set of non trivial problems; in
particular, routing and flow control [1].
Routing in communication networks is neces-
sary because, generally, nodes are not directly
connected. The main problem solved by any
routing protocol is to direct traffic from sources
to destinations, but nowadays, because of in-
creasing complexity in modern networks, rout-
ing algorithms face important challenges.
The routing function is particularly challenging
in these networks because the network struc-
ture is constantly changing and the network re-
sources are limited. This is particularly true in
wireless ad hoc networks where node mobility
and link failures produce constant changes in
the network topology. Routing algorithms lack
of adaptability to frequent topological changes,
limited resources, energy availability. . . reduces
network performance.
Traditional routing algorithms proposed forMA-
NETs in the literature, such as AODV [2], DSR
[3] and OLSR [4] route data without considering
explicitly Quality of Service (QoS) constraints.
The number of hops is the most common cri-
terion adopted by such proposed routing pro-
tocols. These algorithms are inappropriate to
applications requiring a quality of service. The
new requirements in QoS for mobile applica-
tions impose routes that satisfy end to end QoS
with sufficient available resources [5].
On the other hand, flow control is another ma-
jor challenge in networks research that adapts
transmission rate to available resources capaci-
ties in order to avoid congestion. It is necessary
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because nodes are often unmatched in capac-
ity. In wired networks, TCP is the most widely
used protocol for flow control. TCP is an im-
plicit end to end flow control protocol [6]. The
sender maintains a congestion window, limit-
ing the total number of packets that the TCP
sender can transmit before receiving acknowl-
edgements. TCP assumes that packet losses are
caused by congestion. Therefore when a packet
is lost, TCP reduces the size of its congestion
window according to the principle of Additive
Increase Multiplicative Decrease (AIMD) [7].
Unfortunately, wireless networks suffer from
several types of losses that are not related to
congestion, making TCP not adapted to this en-
vironment. In [8], an enhancement for TCP
performance based on Xon/Xoff technique was
proposed. Other optimizations and enhance-
ments have been proposed to improve TCP per-
formance in wireless networks [9, 10]. A syn-
thesis of different TCP improvements in ad hoc
networks has been given in [11]. In [12], a state
of art on the congestion problem in these net-
works was given. Studies in [1, 13] have shown
that an explicit flow control indicating the trans-
mission rate for the sender using feedback is a
better alternative for flow control in ad hoc net-
works.
In this paper, we propose a new intelligent solu-
tion to avoid congestion and packets losses. For
this, we combine a QoS routing protocol with an
explicit flow control mechanism. The proposed
QoS routing protocol selects routes havingmore
resources (bandwidth and energy), less delay
and better stability. To select the most stable
routes, we have proposed a new formula to cal-
culate a link life duration according to the di-
rection, the speed and the energy of nodes. The
added flow control mechanism refines the so-
lution by adjusting adaptively the sending rate.
Our solution is modeled by ant systems [14, 15],
which have the potential to address the complex
problem. The use of ant systems also reduces
congestion by selecting routes in an intelligent
manner instead of diffusion.
The remaining part of this paper is organized as
follows: Section 2 introduces the related work.
In Section 3 we express our motivation. A brief
presentation of the ant systems is given in Sec-
tion 4. Section 5 describes our proposed so-
lution and Section 6 describes our algorithm.
Results and their analysis are shown in Section
7. Finally, the last section concludes the paper.
2. Related Work
Many studies considered QoS routing and flow
control separately in mobile ad hoc networks.
Some QoS routing protocols are an extension of
existing routing protocols such as: QoS-AODV
[16], MP-DSR [17] and QDSDV [18]. Their
route discovery method is based on flooding
route request packets that cause congestion and
affect badly the network performance.
Most QoS routing protocols use only one QoS
metric such as: delay [19], link expiration time
[20], bandwidth [16, 18] or energy [21]. Oth-
ers use a combination of multiple QoS routing
constraints [22, 23, 24, 25, 26]. In [22], authors
considered the number of hops and the remain-
ing energy in nodes. In [23, 24, 25], the authors
considered the delay and bandwidth. In [26]
four metrics are considered: bandwidth, delay,
packet loss rate and cost for packet to pass the
route. Although in [23, 24, 25, 26], authors con-
sidered the bandwidth parameter to choose the
route offering more bandwidth to reduce con-
gestion, they did not inform the sender about
the adequate transmission rate. Consequently,
when a sender transmits with a rate greater than
the capacity of at least one of the links in the
found route, this linkwill constitute a bottleneck
which causes network congestion.
Flow control is a good mechanism to avoid the
congestion problem. In [1], the authors inform
the source about the adequate transmission rate,
but they considered the routing and the flow
control as two independent components. They
used DSR protocol [3] as a routing protocol
which is based on the choice of the shortest
paths. This does not correspond to the best
route, in terms of bandwidth, transmission de-
lay, link expiration time or energy. It penalizes
applications wishing to transmit with high rate
without causing congestion, without frequent
disconnections, with minimal delay and with
minimal energy consumption.
3. Motivation
The performance of the mobile ad hoc networks
is strongly influenced by the congestion prob-
lem. A congestion control scheme consists of a
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routing algorithm and a flow control scheme.
In earlier research, routing and flow control
problems have been considered separately. To
achieve better performance and better conges-
tion control, routing and flow control must be
considered jointly.
In ad hoc networks, most work have been done,
essentially, on routing. However many criti-
cal parameters such as the bandwidth and the
link lifetime are not considered together or are
taken with insufficient details. For example, in
[20] the authors compute link lifetime without
considering nodes energy.
Considering several parameters in routing is
an NP-Complete problem. It has been proven
that the search of an optimal route satisfying at
least two constraints is an NP-Complete prob-
lem [23, 28]. To reduce this complexity, we
use ant systems endowed with an intelligence
called “swarm intelligence” [15]. These intel-
ligence phenomena in swarms are widely used
to solve complex problems [26, 29, 30, 31, 32].
In addition, we have used ant systems for their
property, which is the interaction of local nodes,
to reduce the amount of control traffic thus re-
ducing congestion, and for their suitability for
MANETs characterized by unstable and un-
predictable topology. Ant systems offer the
means to conceive solutions capable of adapting
quickly to changing conditions.
In this study, we propose a novel adaptive and
intelligent QoS routing protocol where we give
a new combination of critical metrics in ad hoc
networks by using ant systems. These metrics
are: bandwidth, delay, link expiration time and
energy. The choice of the route offering more
bandwidth contributes in reducing congestion
and packet losses. The choice of delay is im-
portant for real time applications and for rapid
data transmission. The link expiration time is
important for choosing more stable routes. En-
ergy has a huge influence on the network life-
time.
To avoid congestion, we add an explicit flow
control mechanism to our QoS routing protocol.
This mechanism informs the source about the
adequate transmission rate on the found route.
This rate corresponds to the smallest bandwidth
value for all links constituting the route from
the source to the destination.
Before detailing our solution, in the following
section we give some basic elements about ant
systems.
4. Ant Systems
Ant systems appeared towards the end of the
nineties in Dorigo’s and Colorni’s work pre-
sented in [14]. In this founder article, they
gave a new approach for combinative stochas-
tic optimization and put forward their method’s
speed to find acceptable solutions while avoid-
ing premature convergence. Optimization by
ants’ colony is inspired by the ants’ behavior
during their search for food. They show the
way using a volatile chemical substance (which
evaporates with time) known as pheromone.
The idea in these algorithms is to represent the
problem to solve as a search for the best path
in a graph. An isolated ant generally moves at
random. While moving, it deposits a quantity of
pheromones on its trail. Other ants coming be-
hind will choose the most attractive way (with
the highest pheromone intensity). When an ant
follows a way, it reinforces the trail by adding
its own pheromones. The result is a collective
behavior at the end of which the more attractive
a trail is, the higher is the number of ants that
follow it.
To illustrate this behavior, let us consider the ex-
periment shown in Figure 1. A set of antsmoves
along a straight line from their nest A to a food
source B (Figure 1a). At a given moment, an
obstacle is put across this way so that side (C) is
longer than side (D)(Figure 1b). The ants will
thus have to decide which direction they will
take: either C or D. The first ones will choose
a random direction and will deposit pheromone
Figure 1. Behaviour of the ants searching the food.
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along their way. Those taking the way ADB (or
BDA), will arrive at the end of the obstacle (de-
positing more pheromone on their way) before
those that take the way ACB (or BCA). The
following ants’ choice is then influenced by the
pheromone intensity which stimulates them to
choose the path ADB rather than the way ACB
(Figure 1c). The ants will then find the shortest
way between their nest and the food source.
This system is modeled by simple and autono-
mous agents representing artificial ants. In this
artificial system, ants are not completely blind.
They have a visibility field that affects their dis-
placements. In general, at one point i, an ant
chooses the point j (i.e. to follow the path (i, j))
according to the following probability:
Pi,j =
(τi,j )α · (ηi,j )β∑
(i,k)∈C(τi,k )α · (ηi,k )β (1)
where:
• τi,j: is the pheromone intensity on path (i, j).
• ηi,j: is the ant’s visibility field on path (i, j)
(an ant assumes that there is food at the end
of this path).
• α and β : are the parameters which control
the relative importance of the pheromone in-
tensity compared to ant’s visibility field.
• C: represents the set of possible paths start-
ing from point i ((i, k) is a path of C).
In most cases, an artificial ant will deposit a
quantity of pheromone represented byΔτi,j only
after completing their route and not in an in-
cremental way during their advancement. This
quantity of pheromone is a function of the found
route quality.
Pheromone is a volatile substance. An ant
changes the amount of pheromone on the path
(i, j) when moving from node i to node j as
follows:
τi,j = σ · τi,j +Δτi,j (2)
Where σ is the pheromone evaporation factor.
It must be lower than 1 to avoid pheromone
accumulation and premature convergence [14].
Several problems were solved by using this
method. These problems belong to various do-
mains and their models differ from one problem
to another [29, 30, 31, 32].
5. Solution Description
We represent the network by a graph G(V,E)
where V is the set of mobile nodes in the net-
work and E is the set of its links. We note
(vi, vj) ∈ V2, the link formed by the two nodes
vi and vj. Our solution takes into account three
QoS parameters: the bandwidth B, the trans-
fer delay D and the link expiration time T .
The latter represents the estimated time dur-
ing which the communication between the two
nodes forming the link is always maintained.
We thus associate to every link (vi, vj) a triplet:
B(vi, vj), D(vi, vj) and T(vi, vj). Figure 2 illus-
trates an example of this representation.
Figure 2. Example of MANET Representation.
A route R is a sequence of nodes starting from
a source node and ending at a destination node
without any cycle. Routes are built by ants.
An ant represents a control packet. To search a
route, ants go from the source and pass through
intermediate nodes until they reach their desti-
nation.
Our solution is composed of two main parts:
The first finds the best route insuring a good
quality of service; the one that offers higher
transmission rate, less delay and more stability
(longer link expiration time). The choice of a
route offering the highest transmission rate al-
lows the best satisfaction of the user demand in
terms of bandwidth, thus avoiding congestion.
The choice of a route having a minimum de-
lay allows faster transmission. As for stability,
it allows to choose the routes having a longer
link expiration time thus avoiding communica-
tion interruptions, packets losses and packets
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retransmissions as additional flow. In this part,
we have built our QoS routing protocol by us-
ing ant systems called “protocol without flow
control”. In the second part, we have added
the flow control mechanism to this latter proto-
col. This “protocol with flow control” consists
of advising the sender about the transmission
rate to adapt it to the links capacities within the
found route.
To find a route, our routing algorithm uses the
pheromone accumulation ants laid on crossed
links. This deposited quantity is the same on
any link (vi, vj) along the route R. It is notedΔτ(vi, vj) and it is a function of the global qual-
ity of the route R. It is expressed by the follow-
ing equation:




• B(R) = min(B(vi, vi + 1),B(vi + 1, vi +
2), . . . ,B(vk − 1, vk)); The smallest link
bandwidth in route R while vi is the source
node and vk the destination node.
• T(R) = min(T(vi, vi + 1), T(vi + 1, vi +
2), . . . , T(vk−1, vk)); The smallest link ex-
piration time in route R.
• D(R) = D(vi, vi + 1) + D(vi + 1, vi + 2) +
. . . + D(vk − 1, vk); The sum of delays on
all links in route R.
• βB, βT and βD denote the link weight fac-
tors that show the relative significance of
each QoS parameter during pheromone up-
date on a route R. Although the pheromone
is deposited on the link, its quantity (equa-
tion 3) is only defined after finding the route.
It permits to appreciate in the same way all
links forming the route. Nevertheless, the
local quality of a link is taken into account
in its choice. This local quality represents
the heuristic factor or the visibility of the ant.
It is given by the following equation:
ηi,j = B(vi, vj)
α





Where αB, αT and αD are parameters show-
ing the relative importance of each QoS pa-
rameter during the link selection.
When an ant searches for a route, it chooses
probabilistically one node among its neighbour’s
nodes that are not visited yet. The routing prob-
ability value between vi and vj is computed by
the composition of the strength of pheromone
values (equation 6) and the visibility values
(equation 4).
Pi,j =
[τ(vi, vj)]α · [ηi,j ]β∑
k∈M[τ(vi, vk)]α · [ηi,k ]β (5)
where:
• τ(vi, vj) is the amount of pheromone on the
link (vi, vj)
• ηi,j is the visibility of the link (vi, vj)
• α andβ are two parameters that show the rel-
ative significance of the pheromone and the
visibility during the process of QoS route
discovery.
• M: is the set of all possible neighbor nodes
vk, not visited yet by the ant.
The pheromone quantity on the link (vi, vj) is:
τ(vi, vj) = ρ · τ(vi, vj) + Δτ(vi, vj) (6)
where ρ is the evaporation factor (0 < ρ < 1).
It is used to avoid the infinite increment of
pheromone on the link that may lead to stag-
nation route.
When an ant reaches the destination, a route is
found. Then, the destination node sends a back-
ward ant to indicate this route for the sender. It
also informs it about the transmission rate in
the case where the flow control mechanism is
integrated.
5.1. Used QoS Parameters
• The Bandwidth: Represents the transmis-
sion link capacity. The link having the
largest bandwidth is always chosen in our
process of the route discovery. Several ap-
proaches have been used to estimate the
bandwidth [25, 33, 34]. We have used the
approach presented in [25] because it does
not require any supplementary traffic.
• Delay: The delay of a link is given by the dif-
ference between the instant a HELLO packet
is created and the instant of its receipt by the
neighbouring node [25].
238 Intelligent Routing and Flow Control in MANETs
• Link Expiration Time: The link expiration
time T(vi, vj) is an important parameter to
consider in mobile networks. In [35, 36], the
authors considered the extreme case where
the two nodesmove away one from the other.
However, there can be some situationswhere
the two mobile nodes come closer to one an-
other or go in the same direction with the
same speed. It makes the link more attrac-
tive because it is maintained for a long time.
In [20], the authors define the time during
which two mobile nodes remain connected
(at a distance lower or equal to the transmis-
sion range) according to their directions and
their speeds. The equation below gives the
expiration time (stability) of a link formed
by nodes vi and vj having the coordinates
(xi, yi) and (xj, yj), the speeds Si and Sj and
the directions θi and θj (0 < θi, θj < 2Π)
respectively.








• a = Si cos θi − Sj cos θj
• b = xi − xj
• c = Si sin θi − Sj sin θj
• d = yi − yj
• r = Transmission range of each node.
The parameters considered in this formula are
not sufficient to correctly determine the link ex-
piration time. In fact, this latter does not depend
only on nodes mobility; it is not sufficient to
have two nodes in the same transmission range
to say that the link between them is maintained.
The link expiration time depends also on en-
ergy sources life duration of nodes. According
to equation (7), when Si = Sj and θi= θj the
life duration of the link (vi, vj) becomes infinite
(∞). This cannot be true when considering the
energy constraint, which has a great influence
on the links life (duration) in MANETs.
In this work, we include energy in computing
the link expiration time. For a link (vi, vj), the
link expiration time is the minimum between its
life duration according to equation(7) and the
minimal duration in autonomy of the two nodes
vi and vj. It is given by the following equation:
T(vi, vj) = Min[T ′(vi, vj),Min(E(vi),E(vj))]
(8)
Where E(vi) and E(vj) are the life duration of
nodes energy.
6. Algorithm Description
The proposed algorithm is distributed on all
nodes of the network. Each node vi main-
tains tables: A table of Pheromones “Pherotab”
specifying the quantity of available pheromone
on each link (vi, vj), (equation 6), this quantity
is initialized to a constant C, and the table of
Probabilities “Probtab” indicating its transition
probabilities towards its neighboring nodes vj
(equation 5). All tables of the nodes forming
the route are updated when the ant returns from
the destination node to the source node.
An ant is a small packet having, among others,
the following fields:
• Visited: Is the list of the nodes that are pro-
gressively visited by the ant. This list forms
the route R from the source node to the des-
tination node.
• Rate: Contains the minimum transmission
rate on the found route. Once the ant has
reached the destination, this field will con-
tain the smallest transmission rate of the
route. It will be returned to the source to reg-
ulate its transmission rate, in the case where
the mechanism of flow control is added.
• Delay: Keeps the sum of delays on all route
links (delay of the route).
• Stab: Contains the minimal link expiration
time on the route links (life duration or sta-
bility of the route).
• Visib: Contains the list of the visibility fac-
tors of the ant on every crossed link. Used
to update transition probabilities.
• Sumphero: Represents the quantity of ac-
cumulated pheromones on the route. This
quantity divided by the number of hops in
the route determines its quality. It is initial-
ized to zero.
• TTL: Time To Live of the ant. The time after
which the ant will be killed.
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To determine each node neighbors a HELLO
packet is used. It allows the nodes receiving it
to declare the sender as a neighbor node. It also
has a field containing the instant of its creation
allowing the link delay calculation.
Our algorithm is composed of two major proce-
dures:
The first procedure gives the route discovery
process by the ants. When a source node initi-
ates a routing request, it sends N ants periodi-
cally. As described below:
Procedure Forward-Ant (SourceNode,
DestinationNode, Visited, Visib, Rate, Stab,
Delay){
1. Visited← SourceNode //list of visited nodes
initialized to source node
2. Pherotab←C // all network links are
initialized to C value of pheromone
3. Initially choose a node K randomly
4. While (K = DestinationNode){
5. If(K∈ Visited){ //has this node
already visited
6. Delete from visited all nodes starting
from the node K until the end of visited.
//This is crucial to avoid routing loops.
7. Choose another node.
} Else {
8. Visited←K //add this node to
the list of visited nodes
9. Compute the visibility for this link using
equation(4)
10. Insert the visibility result to Visib
list.
11. Rate←min(Rate, Rate of this link)
12. Stab←min(Stab,Stability of this link)
13. Delay← Delay + Delay of this link
14. Choose a new node L
15. K←L
} //else
}//end of while; the destination node is reached.
16. Compute the quantity of pheromone
Δτ(vi, vj) to deposit on the links of the route.
} //end of the procedure.
When a destination node has received an ant
M(M < N) the second procedure is executed.
This procedure sends back the ant to its source
informing it about the found route. It is de-
scribed below:
Procedure Backward-Ant (Visited, Visib,
Sumphero) { // Sumphero initialized to zero
1. Compute the reverse path from the forward
path stored in Visited
2. F← DestinationNode
3. Send this ant to the source node
4. While (F = SourceNode ) {
5. Update Probtab according to equation
(5) //probabilities tables
6. Update Pherotab according to equation
(6) // the pheromones tables
7. Sumphero← Sumphero + pheromone
on this link
8. F← the next node in the reverse path
} // end of while
} // end of the procedure.
This code illustrates our routing algorithm with-
out flow control mechanism. To consider the
explicit flow control mechanism, to the return-
ing ant packet we add the fieldRate that contains
the rate value with which the source node must
transmit its data. For this, a supplementary code
is also added to force the sender to transmit its
packets with the rate indicated in the Rate field.
7. Simulations and Results
7.1. Simulation Configurations
Our work is carried out by using Network Sim-
ulator (NS2.31) [37]. We use the IEEE 802.11
Distributed Coordination Function (DCF) in
MAC layer. The used mobility model is the
Random Waypoint Model [38],where each node
independently chooses a random initial point
and waits there for a period called pause time.
Then it moves with a velocity chosen uniformly
between minimum and maximum velocities to
a randomly chosen destination. After reach-
ing the destination, it waits again for the pause
time and then moves to a new randomly cho-
sen destination with a new chosen velocity.
Each node repeats independently thismovement
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through the simulation. The simulation time is
300 seconds. The traffic enters the simulated
network with packets size of 512 bytes. We
performed a set of simulations to evaluate the
performance of our protocol with and without
flow control compared to QoS-AODV protocol.
The two protocols, QoS-AODV and our QoS
protocol without flow control send the traffic
at a rate of 5 packets per second. Each sce-
nario uses the same protocol parameters. The
values of α, β , βB, βT , βD,αB,αT ,αD, the ini-
tial pheromone value C and the value of the
pheromone factor decay ρ are given in Table
1. Though the setting for these parameters is
very important, it is still difficult to find a suit-
able method. We have used the traditional way
to set these parameters; the values are chosen,
after testing several values for each of them.
Marco Dorigo and al. [14] set experimentally
the ant algorithm parameters for the travelling
salesman problem. However, Marcin L. Pilat
and Tony White [39] use genetic algorithms to
set the ant algorithm parameters for the same
problem.
α β βB βT βD αB αT αD C ρ
0.5 0.5 0.9 0.7 0.4 0.9 0.7 0.4 0.5 0.3
Table 1. Simulation parameter setting.
7.2. Performance Metrics
To evaluate the performance of our protocol
with and without flow control, we use three
performance metrics:
• Packet DeliveryRatio: Is the fraction of total
number of packets received by the destina-
tion nodes to the total number of packets sent
by the source nodes.
• Average End to End Delay (Average ETE
Delay): is the total time needed to deliver
successfully a packet by a source node till it
is received by the corresponding destination
node.
• Average Energy Consumption: is the total
network energy consumed over the number
of nodes.
7.3. Results and Discussions
The presented results are the average of 100 in-
dividual runs. We first discuss the performance
of the algorithm in terms of packet delivery ra-
tio versus mobility. Two sets of simulations are
performed with 60 nodes in an area of 1000m X
1000m. The first one is performed with a mini-
mum velocity of 1m/s and a maximum velocity
of 2m/s and the second one is performed with
a minimum velocity of 3m/s and a maximum
velocity of 10m/s. For both sets, simulations
are performed with 8 different pause times: 0,
25, 50, 100, 150, 200, 250 and 300 seconds to
simulate different mobility patterns. Results are
shown in Figure 3 and Figure 4.
In Figure 3, we notice that the more the pause
time increases, which presents smaller nodal
motion, the more the data delivery ratio in-
creases for the three protocols. For QoS-AODV
the data delivery ratio is about 82%. Our pro-
tocol (with or without flow control) presents
better results. The packet delivery ratio for our
protocol without flow control is about 85% and
about 90% when using flow control. In the
case of the protocol without flow control, the
improvement is due to the fact that the cho-
sen routes are those having higher bandwidth
and a longer link expiration time. This reduces
Figure 3. Simulation of 60 nodes in the area of
1000m×1000m with 1m/s <= speed <= 2m/s.
Figure 4. Simulation of 60 nodes in the area of
1000m×1000m with 3m/s <= speed <= 10m/s.
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congestion and frequent disconnections, there-
fore losses are reduced consequently. When a
flow control mechanism is added, the result is
improved again due to the fact that the source
always transmits with a rate that doesn’t exceed
the capacity of all links forming the route.
Figure 4 shows results for the second set of
simulations. The curves of this figure have the
same trend as those of Figure 3; as the pause
time gets more intensive, the packet delivery ra-
tio increases. Compared to the results in Figure
3, we notice that the performance gets worse for
the three protocols. This is mainly due to the
nodes speed increase.
Secondly, we have studied the impact of pause
time variation on average end-to-end delay. We
used 60 nodes in a square area (1000m×1000m)
with 10m/s as a maximal speed.
Figure 5. Average ETE delay (ms) vs pause time (s).
Results in Figure 5 show that the average end-
to-end delay increases with the nodal motion
increase. When the pause time is null, i.e.
the nodes are in continual movement, the delay
reaches a higher value for the three protocols.
But when the nodes use a higher pause time,
this delay decreases. When the nodes are im-
mobile (pause time = 300sec) the smallest val-
ues are obtained by all the protocols. This figure
shows that the average end-to-end delay ofQoS-
AODV is more important than that presented
by our protocol. This is due to the fact that
QoS-AODV relies on just one route. Therefore,
when this route becomes invalid, packets wait
until a new route is found. Our protocol (with or
without flow control) improves this end-to-end
delay for various reasons: — the chosen routes
are always those presenting a minimum delay,
— and those having longer link expiration time
(equation 6). We also note that the average end-
to-end delay of the protocol with flow control
is better. This is because, the transmission rate
of the source nodes does not exceed the capaci-
ties of the links forming the routes; this avoids
packets waiting in queues.
Finally, in Figure 6 we explore the impact of
mobility on average consumed energy. Simula-
tion environment is similar to that of previous
simulations.
Figure 6. Average energy consumption (joule) vs
mobility speed (m/s).
Figure 6 shows that the average consumed en-
ergy increases with the increase of speed for
the three protocols. However, the QoS-AODV
is the protocol that consumes the most, espe-
cially for speeds higher than 5m/s. This is due
to packets retransmissions by QoS-AODV after
their loss and to the fact that QoS-AODV broad-
casts control packets while searching for a route
that consumes more energy. However, our pro-
tocol without or with flow control, uses another
mechanism to discover a route. It sends ants and
each one chooses a next node in a probabilis-
tic manner. This reduces the number of control
packets that are sent, and consequently less en-
ergy will be consumed. As the protocol with
the flow control adapts its transmission rate to
the route capacity, the number of lost packets is
reduced. Therefore, less packets retransmission
are carried out, which explains that the proto-
col with flow control is the one consuming less
energy.
8. Conclusion
Various routing and flow control protocols are
often considered and implemented separately.
In this paper, we have combined a flow control
mechanism with the QoS routing protocol. The
proposed solution improves the network perfor-
mance by finding the better route with larger
bandwidth, smaller delay and better stability.
In order to assess the link stability, we have
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proposed a new metric that takes into account
direction, speed and energy of the nodes. The
added flow control mechanism allows rate ad-
justments for each link which further improves
the performance. Using NS2 Network Simu-
lator, the proposed protocol (with and without
the flow control) was compared with other pro-
tocols such as QoS-AODV. Our numerical re-
sults confirm that the proposed protocol outper-
forms the other protocols. In our future work,
we will study a non-cooperative environment
where some nodes are selfishly refusing to for-
ward packets to other nodes.
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