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Abstract: Nowadays, irrigation is becoming an activity of precision, whereby it is necessary to
combine information collected from various sources to manage resources in an optimal way. New
management strategies, such as big data techniques, sensors, artificial intelligence, unmanned aerial
vehicles (UAV) and new technologies in general, are becoming more relevant every day. Related to
this, modeling techniques, both at the water distribution network and at farm level, will be essential
to gather information from various sources and offer useful recommendations for decision-making
processes. In this Special Issue, ten high-quality papers were selected that cover a wide range of
issues that are relevant to the different aspects related to irrigation management: water source and
distribution network, plot irrigation systems and crop water management.
Keywords: water-energy nexus; decision support systems; soil-water-plant-atmosphere
models; optimization
1. Introduction
Agricultural irrigation is the main water user, accounting for more than 70% of all water
withdrawals worldwide [1] and plays an essential role of feeding the world population since,
representing 20% of the total cropped area, it produces 40% of the global food production (rainfed
agriculture produces 60% with 80%). However, irrigated agriculture will face important challenges in
the coming decades and must feed, in a climate change context, a growing population with less soil and
water resources. For this reason, it will be increasingly important to use water as efficiently as possible.
Seeking to increase water use efficiency, in recent decades, many water conveyance networks
and irrigation systems have evolved to pressurized ones, making energy another key resource for
the irrigation sector, which represents a growing percentage of the total water costs and increases the
carbon footprint of irrigation activities [2].
Nowadays, agriculture in general is in a technological revolution involving the use of sensors,
unmanned aerial vehicles (UAV), satellite images, renewable energy sources and new technologies in
general. This new technology offers a huge amount of information that must be processed, analyzed
and made available to users in a friendly way. In all this, concepts such as big data, ICTs and, of course,
decision support systems that facilitate irrigation management and efficient use of resources will play
an increasingly important role.
Given this situation, it is essential to use modeling techniques that, collecting information from the
wide variety of sources currently available, allow to analyze the different systems in depth and facilitate
decision-making processes. Better control of the irrigation process, as well as better management
of pressurized irrigation networks, are essential to convert irrigation to a precision activity, where
Water 2020, 12, 697; doi:10.3390/w12030697 www.mdpi.com/journal/water1
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the efficiency of the use of the involved resources is maximized. These facts highlight the need to
improve efficiency in the water–energy nexus, which is essential for economic, social and environmental
development of the sector [3].
However, irrigation systems modeling is somewhat complex given that many factors are involved,
such as the water distribution network, the hydraulic configuration of the on-farm irrigation system
and the soil-water-plant-atmosphere system. For this reason, it is necessary to model the different
levels of the whole irrigation system since all of them are relevant for the efficient use of resources.
The selected papers included in this special number cover a wide range of issues that are
relevant to the three abovementioned levels: the water distribution network, on-farm irrigation system
engineering, and irrigation management at field level.
2. Summary of the Papers
2.1. Water Distribution Network
In this regard, four papers are presented that address topics such as the optimal allocation of
resources, the optimal management of water distribution networks and the efficient use of energy in
pressurized networks.
Ehteram et al. (2018) [4] presents a heuristic method based on an improved weed algorithm for
reservoir operation aimed at reducing the irrigation deficits. The result is a useful tool for solving
complex problems in water management.
The management of open channels water distribution networks is especially complex. It is
necessary to analyze, on the one hand, the offtake and flowing discharge in the canal, and on the other
hand, the water users and the peculiarities of the water demand. This topic is addressed by Luppi et al.
(2018) [5] who combined agronomic and hydraulic aspects thanks to the tools IRRINET management
Decisional Support System (DSS) and the SIC2 (Simulation and Integration of Control for Canals)
hydraulic software. The methodology is applied in the open-canal Canale Emiliano Romagnolo (CER),
which is one of the major irrigation infrastructures in Northern Italy.
The optimization of the water-energy is essential in pressurized irrigation systems. Related to
this, two papers are included. Córcoles et al. (2018) [6] presents a decision Support System tool useful
to reduce the energy consumption of water abstraction from wells. It is based on the installation of
variable speed drives and results shows potential energy savings of up to 23% with payback periods
ranging from 4.5 to 10 years.
Renewable energy sources will play an important role in the water supply. There are several
options, such as photovoltaic energy or windmills, but another option is energy recovery from excesses
of pressure. It is useful to recover part of the energy used in the pumping station but also to have
energy in the farms when there is no other source available. This is especially important for the supply
of programmers, fertigation equipment or filters. This aspect is addressed by Crespo Chacón et al.
(2019) who analyses the potential of microhydropower and pumps working as turbines (PATs) in
pressurized water distribution networks [7]. They developed a methodology for optimum selection of
PATs that maximizes the energy production and minimizes the payback period. The methodology was
tested in Sector VII of the right bank of the Bembézar River (BMD), in Southern Spain. Five potential
sites for PAT installation were found with an energy recovery potential of 93.9 MWh and an annual
energy index of 0.10 MWh year−1 ha−1.
2.2. On-Farm Irrigation System Engineering
Two papers are presented that address on-farm irrigation system modelling. Robles Rovelo et al.
(2019) [8] characterized and simulated the behavior of a Low-Pressure Rotator Spray Plate Sprinkler
frequently used in center pivots. The experiments were performed under two pressures (69 kPa and
103 kPa) and in calm and windy conditions. The energy losses due to the impact of the out-going jet
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with the sprinkler plate were measured using an optical technique. They satisfactorily analyzed water
distribution and estimated energy losses over 16,500 droplets.
Buono da Silva Baptista el al. (2019) [9] analyze also center pivots but from an energy efficiency
point of view. They analyze the effect of variable speed drives to adjust the pumping pressure to that
which is strictly needed. They developed the VSPM model (Variable Speed Pivot Model) to perform
hydraulic and energy analyses of center pivot systems in an integrated manner. The application in a
real case study of maize cropped in Albacete (Spain) offered reductions in energy consumption of 12%
with annual economic savings of €2821.47.
2.3. Irrigation Management at Field Level
Finally, in the last section, agronomy and optimal irrigation scheduling are considered. In this
sense, there are four papers that can be divided into two groups, on the one hand, the estimation of the
real crop irrigation needs and on the other, in soil-water-plant-atmosphere models useful to facilitate
irrigation scheduling. There are two papers in each subcategory.
Li and Ma (2019) [10] validated the dual crop coefficient approach experimentally for drip irrigated
summer maize in Aksu, Xinjiang (China). Evapotranspiration and transpiration are validated with a
root mean square error (RSME) of 10 mm and 20 mm respectively. They also compare the results with
those obtained for partially mulched maize in terms of evapotranspiration and water consumption.
In the second paper about crop water requirements, Benson and Chen (2018) [11] quantify the daily
water requirements of container-grown Calathea and Stromanthe produced in shaded greenhouse. To
address water requirements of greenhouse-grown plants, this study adapts a canopy closure model
and investigated actual evapotranspiration (ETA) of Calathea G. Mey. ‘Silhouette’ and Stromanthe
sanguinea Sond. from transplanting to marketable sizes in a shaded greenhouse.
Regarding the soil-water-plant-atmosphere models, firstly we have a calibration and application
of the well known Aquacrop model but for sugarbeet production in central Spain [12]. Using data
from a single deficit irrigation experiment and from eight different commercial farms, the model is
calibrated and validated for simulating canopy cover, biomass and final yield with accurate results
(RMSE = 11.39%, 2.10 t ha−1, and 0.85 t ha−1, respectively). Finally, they use the validated model to
simulate different irrigation water allocations in the two main production areas of sugar beet in Spain.
In the last paper, Alcaide Zaragoza et al. (2019) developed the REUTIVAR model for precision
fertigation of olive orchards using reclaimed water [13]. This crop is particularly relevant in Southern
Spain, it usually receives deficit irrigation but fertilization is commonly imprecise, which causes
over-fertilization, especially nitrogen. This problem is aggravated when using reclaimed water,
which carries a significant amount of nutrients. A new model for optimum precision fertigation
scheduling is developed which combines weather information, both historical and forecast data, soil
characteristics, hydraulic characteristics of the system, water allocation, tree nutrient status, and
irrigation water quality.
3. Conclusions
The optimum management of irrigation systems is very complex given that many factors are
involved, structured in clearly differentiated levels (water distribution, on-farm irrigation system and
agronomy). To adequately address the optimal management of each of these levels, it is necessary to
use a large amount of information, which is usually found in unfriendly formats that are not too useful
to extract useful recommendations for the decision-making processes. In this context, the objective
of this Special Issue was to show the latest advances in the modeling of irrigation systems at each of
those levels. Thus, ten high-quality papers related to the modeling of irrigation systems were included
corresponding to the three levels abovementioned. The results show the possibilities that the models
offer for the optimal management of irrigation systems, focusing each of the works on a particular
aspect of them.
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These works establish a framework of options to continue advancing in the different aspects
started here. Future works should be directed towards the integration of the different models included
in each of these levels. Thus, new aspects such as advanced artificial intelligence, incorporation of new
communication networks, integration of the models in friendly applications particularly in mobile
devices, integration UAV and satellite images, renewable energy sources for water supply and the
optimization of the water energy nexus in general should be integrated in the news tools that will be
developed in the coming years.
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Abstract: Water scarcity is a serious problem throughout the world. One critical part of this problem
is supplying sufficient water to meet irrigation demands for agricultural production. The present
study introduced an improved weed algorithm for reservoir operation with the aim of decreasing
irrigation deficits. The Aswan High Dam, one of the most important dams in Egypt, was selected
for this study to supply irrigation demands. The improved weed algorithm (IWA) had developed
local search ability so that the exploration ability for the IWA increased and it could escape from local
optima. Three inflows (low, medium and high) to the reservoir were considered for the downstream
demands. For example, the average solution for the IWA at high inflow was 0.985 while it was 1.037,
1.040, 1.115 and 1.121 for the weed algorithm (WA), bat algorithm (BA), improved particle swarm
optimization algorithm (IPSOA) and genetic algorithm (GA). This meant that the IWA decreased
the objective function for high inflow by 5.01%, 5.20%, 11.65% and 12% compared to the WA, BA,
IPSOA and GA, respectively. The computational time for the IWA at high inflow was 22 s, which was
12%, 18%, 24% and 29% lower than the WA, BA, IPSOA and GA, respectively. Results indicated that
the IWA could meet the demands at all three inflows. The reliability index for the IWA for the three
inflows was greater than the WA, BA, IPSOA and GA, meaning that the released water based on IWA
could well supply the downstream demands. Thus, the improved weed algorithm is suggested for
solving complex problems in water resources management.
Keywords: water resources management; Aswan High Dam; weed algorithm; irrigation demands
1. Introduction
Water resources management is an important area of hydrological sciences that deals with the
sustainable allocation and utilization of water as a valuable resource [1]. Water scarcity has been
identified as a major problem for water resource managers in different regions throughout the world.
Technologies and innovative ideas need to be explored and embraced to resolve this practical challenge
through strategic decisions made about water utilization [2,3]. Optimizing reservoir operation is one
of the most important approaches to solving water scarcity. In this regard, a suitable optimization
algorithm that allows core decision-markers to generate optimal operating rules for water utilization
Water 2018, 10, 1267; doi:10.3390/w10091267 www.mdpi.com/journal/water5
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and to minimize perceived gaps between water release and demand is practical for water resources
management [4]. A primary aim for controlling a reservoir’s operation is to develop a set of rules
that govern the controlled release of water for downstream users that lead to a reduction in water
shortages [5]. It is also imperative to ensure that the amount of water stored in the reservoir is not less
than the permissible range used in the dry season and during critical conditions [6]. Consequently,
new measures implemented for the controlled release of water and to provide a sustainable water
supply to the different water users (e.g., those engaged in industrial activities and in agricultural
practices), must be identified through an appropriately selected optimization algorithm to resolve the
issues faced in the operation of a reservoir [7,8].
Over the last two decades, evolutionary and meta-heuristic optimization methods have been
developed and explored to solve complex engineering-based optimization problems. A major
advantage of these approaches lies is their simplicity for adjusting the objective function and the
system constraints within the method’s mathematical process. On the other hand, attaining the global
optima that allow a universal solution can be a time-consuming process and thus, it is undesirable
for real-time operation purposes. It has been shown that evolutionary and meta-heuristic methods
involve less computational time in solving a complex problem and therefore may be useful for core
decision-makers who need to attain an optimal solution for real-time problem-solving [4].
1.1. Background
Fallah Mehdipour et al. [9] applied genetic programming for reservoir operation to reduce
irrigation deficits. The released water for downstream was considered as decision variables and
different arithmetic and mathematical operators were tested for the genetic programming. The results
indicated that the irrigation demands were met with the highest reliability index compared to the
genetic algorithm (GA) and particle swarm optimization (PSO). The decision variable for the study
was the released water as an unknown value.
Ostadrahimi et al. [10] applied PSO for multi-reservoir operation to generate different rule curves
to reduce irrigation deficits for a case study in Iran. The applied PSO acted based on modified inertia
weight as new version of PSO algorithm to increase the convergence rate. The results were compared
with the GA and nonlinear programming. The PSO had greater convergence velocity than the GA and
based on PSO, the released water could meet irrigation demands.
Afsahr [5] optimized reservoir operation with a modified and adapted version of PSO with the aim
of increasing the benefits of power generation. This version of PSO adapted with the hydrological and
hydraulic boundary condition of problem so that the algorithm could model the reservoir operation
during the drought years. The new version of PSO had average solutions that were close to the global
solution of the problem and annual generated power was greater than that calculated by the GA and
harmony search algorithm (HA).
Ant colony optimization (ACO) was used for the optimal operation of multi-reservoir systems
and results indicated that the applied algorithm could meet irrigation demands with the least risk so
that the average irrigation deficit was reduced to a probable minimum value [11]. Also, Moeini and
Afshar [11] developed the ACO based on mutation operator to increase the diversity for the initial
population of algorithm.
Zhang et al. [12] applied a new dynamic programming method and GA for the operation of a
multi-reservoir system with the aim of increasing of power generation in the China. The GA had
a better performance than dynamic programming although the power generation for the dry years
accorded with the limitation so that a rationing process could be good strategy for dry years.
The water cycle algorithm (WCA) was used for reducing power deficits based on the movement
of drops in the environment and with the positions of drops considered as the initial population [13].
The position of drops in the environment was considered as a decision variable and the algorithm
acted based on movement of drops to the rivers. The computational time of the WCA was decreased
6
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compared to the GA and PSO and the averages of deficits were decreased by the WCA to the probable
minimum value.
Bozorg-Hadad et al. [14] applied the bat algorithm (BA) with the aim of decreasing of power
deficits for a case study in Iran. The algorithm is based on the received frequencies of bats from their
surroundings. The position of bats were considered as decision variables and they were updated
based on velocity and frequency value. The convergence velocity for the BA based on a random walk
and local search process was more than the GA and PSO and the BA power generation process had a
higher reliability index.
Different orders of nonlinear rule curves based on the GA were used for the operation of a
reservoir [15]. Results indicated that the third order rule curve could meet irrigation demand based
on the high value obtained for the reliability index so that the released water met demands well and
irrigation deficits were minimized.
Biogeography based optimization (BBO) was used for decreasing power deficits for a case study
in Iran [16]. The algorithm was based on environmental habitats and migration processes in the
environment. Results indicated that the algorithm could generate solutions which were close to the
global solution based on less iteration. The process of the algorithm was simple and based on an initial
population of species in the environment.
Asghari et al. [17] applied the weed optimization algorithm (WA), based on weeds growing in the
environment, for multi-reservoir operation with the aim of increasing power generation. The results
were compared with the GA, PSO and WCA and indicated that the WA had the greatest convergence
rate and highest values of the generated benefits.
Fixed length genetic programming (FLGP) was used for the operation of a multi-reservoir
system with the aim of decreasing irrigation demands [18]. Results indicated that the demand for
irrigation could be supplied based on FLGP, which had a higher reliability index than GP and a greater
convergence velocity than other algorithms.
The gravity search (GS) algorithm was used for a multi-reservoir system with the aim of decreasing
power generation [19]. The results indicated that the GS needs to the accurate sensitivity analysis for
the random parameters in the algorithm. Annual power generation based on GS had a higher value
and greater convergence velocity than the GA and PSO.
The shark algorithm (SA) based on shark life and rotational movement was applied to reservoir
operation to reduce irrigation deficits [20]. The rotational movement was considered as having
powerful ability to avoid trapping in the local optimums. Results indicated that the SA could supply
the irrigation demands based on a higher reliability index compared to the PSO and GA. The SA also
had a greater convergence speed than the GA and PSO.
Ehteram et al. [21] applied monarch butterfly optimization algorithm for the multi reservoir
systems in the China. The algorithm acted based on migration operator for the butterflies. The results
indicated that the annual average for power production based on monarch algorithm was 12% and
14% more than GA and PSO.
Mousavi et al. [22] applied the crow algorithm for the extraction of rule curves for the irrigation
management for a case study. The algorithm acted based on ability of crows for the finding and hiding
of food. The results indicated that the vulnerability index based on crow algorithm was decreased
significantly by the crow algorithm.
Karami et al. [23] applied the krill algorithm for reservoir operation and irrigation management.
The initial position of krill was considered as decision variable and the results indicated the
average annual for irrigation deficits based on krill algorithm was 20% and 23% less than PSO
and genetic algorithm.
The kidney algorithm (KA), based on the way a kidney performs in the body, was used for the
operation of a reservoir with the aim of decreasing power generation [24]. The KA had a simpler
optimization process than the GA, PSO and HA and the vulnerability index for power generation was
decreased 10%, 12% and 14% by KA compared to the PSO, HA and GA, respectively.
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Ehteram et al. [25] applied the spider monkey algorithm based on monkey life. The local and
global leaders were considered as important future of these algorithms and the method was used for
irrigation management for multi reservoir in Iran. The results indicated that spider monkey algorithm
could the downstream demands based on higher reliability index compared to the genetic algorithm
and particle swarm algorithm.
Karami et al. [26] applied the simple weed algorithm for irrigation management for a case study
in Iran. The results indicated that the annual average of deficits based on WA was more than PSO and
the algorithm did not have the good convergence velocity.
1.2. Innovation and Objectives
One of the known algorithms in the field of optimization is the weed algorithm (WA).
This algorithm acts based on weed life and the processes of generating weeds and seeds in the
environment. One of the main advantages of the WA is related to its simple architecture in the
optimization process and the simple method of setting the random parameters. The WA has been
used in different fields such as training controller robots [27], designing recommender systems [28],
optimization of mathematical benchmarks [29], optimization of power plant performance [23] and
optimization of reservoir performance [17]. Asghari et al. [17] applied the weed algorithm for reservoir
operation based on increasing of power generation for downstream power plant. The results indicated
that the weed algorithm needed to high computational time compared to the PSO. Karami et al. [23]
applied the weed algorithm for the decreasing of irrigation deficits and the results indicated the annual
average deficits for the WA was 20% PSO and also, the algorithm could not obtain the global solution
for the benchmark with some local optimums.
One of the main weaknesses of the WA is a tendency to get trapped in local optima.
Another challenge is related to the exploration ability, which allows the algorithm to search a large
volume in the problem space and find the best solution (close to the global solution) in the least
computational time [17]. Thus, it is necessary that the WA be improved based on new operators in
the local search section of algorithm. The new algorithm is defined in this study based on an elite
weed. One level and an operator are added to the algorithm to search the space around the elite
weed within a specific radius [23]. This ability causes new weeds to be generated during the WA
optimization so that the algorithm can exit from the local optima and the diversity of population is
added with the improved WA (IWA). The increased population diversity and the improved ability
of the WA search, results in better potential for finding the best solution based on a more accurate
search around of global solution. Thus, the paper address these issues: (1) prepare improved weed
algorithm based on new operators, (2) formulate the mathematical weed algorithm for the reservoir
operation, (3) introduce comprehensive study based on comparing of new weed algorithm with
other evolutionary algorithms, (4) examine the new weed algorithm based on different inflows to
the reservoir with the aim of irrigation deficits. In fact, the IWA has more ability to avoid trapping
in local optimum and experienced less computational time compared to the classical WA. These two
advantages provide the IWA the ability to search for the global optima and better suitability over the
other algorithms to be proposed for real-time application. In addition, the IWA has experienced good
balance between exploration and exploitation ability.
The Aswan High Dam in Egypt, an important dam for increasing water storage for irrigation
demand in areas downstream of the dam, is used as a case study. This dam plays an important role in
Egyptian economics. Reports showed that the monetary benefit generated after dam construction was
255 million USD of which 180 USD was related to agricultural production and indicates the importance
of the Aswan High Dam for meeting irrigation demands. In our study, the IWA is used for optimal
operation of this dam with the aim of reducing irrigation deficits and results are compared with the
weed algorithm (WA), bat algorithm (BA), improved particle swarm optimization algorithm (IPSOA)
and the genetic algorithm (GA). The reliability index, vulnerability index and resiliency index are used
to evaluate the new weed algorithm relative to the other evolutionary algorithms for its performance in
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meeting irrigation demands. The output of this paper will show the amount of water storage required
at different inflows to meet water demands of the IWA compared to the other algorithms for this
important problem in water resources management. The main innovation of this paper is related to
the improvement of the WA and its application in water resources management.
2. Method
2.1. Weed Algorithm (WA)
The WA acts based on weed behavior in the environment and each weed is considered one
solution. The initial weed population for the algorithm is NP0. The weeds produce seeds with a normal
distribution and these seeds can grow and become offspring weeds; the offspring weeds and the parent
weeds generate the next population for the WA. The weed with the best value for the objective function
is selected and the iteration cycle continues until the convergence criteria are satisfied. The following
assumptions are considered for the algorithm [17]:
1. A limited number of seeds can grow in the environment.
2. The seeds can grow and become weeds to continue the next generation.
3. The growth process and generation of seeds and weeds continue until the number of seeds
reaches a maximum number. The algorithm is considered based on the following levels:
2.1.1. Initialization
The size of the initial population equals NP0. Each weed is considered as a solution candidate
so that the accurate size of the population and the value of NP0 are determined based on
sensitivity analysis.
2.1.2. Reproduction
Reproduction is a process where the weeds generate seeds and the maximum and minimum
number of seeds, N0Smax and NSmin, are generated based on the quality of parent weeds. Weeds that
live in one location are known as a colony [17]. Reproduction is important because although plants of
lower quality have a smaller chance of continuing of their presence in the next generation, the process
allows even the low-quality plants (weeds) to generate seeds because they may contain important
information. Figure 1 shows the production level of the WA.
The number of generated seeds is computed based on the equation
Nseedj = NSmin +
Fitj − Fitmin
Fitmax − Fitmin × (NSmax − NSmin) (1)
where, Fitj is the jth objective function, Fitmin is the minimum value of the objective function, Fitmax is
the maximum value of the objective function and Nseedj is the number of seeds in each level.
Figure 1. Production levels in the weed algorithm (WA).
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2.1.3. Spatial Dispersal
The seeds generated by weeds are distributed randomly. The generated offspring weeds are
distributed according to a mean 0 and a standard deviation. The standard deviation is considered
a large positive value and it decreases as the number of iterations increases. This results in the
combination of the global search and local search to get the optimal search space. The standard






σinitial − σf inal
)2
+ σf inal (2)
where σiter is the standard deviation for each level, Itmax is the maximum number of iterations, Iter is
the number of iterations in each level, σinitial is the initial standard deviation, σf inal is the final standard
deviation and t is the nonlinear modulus
2.1.4. Competitive Selection
Weeds do not go extinct as long as they can generate offspring weeds. There is a limit to the
number of weeds that could live in the environment. When the weeds generate offspring weeds,
they constitute the next generation for the population. If their number is not more than NP0, there is not
a specific problem; otherwise, the NP0 weed with the better objective function based on a competition
is selected for continuing the algorithm. The weed with the best value for the objective function is then
selected in the new population; if it is better than the best weed computed so far, the new weed will
replace the previous best weed.
2.2. Improved Weed Algorithm (IWA)
Local search ability is added to the WA to increase the searches of the problem space and give
the algorithm more exploration ability to obtain optimal solutions. First, the weed with the best value
for the objective function is selected as the elite weed. Nes seeds are then produced by the elite weed.
The new seeds grow around the elite weed and generate new weeds, which grow within a radius Sr
from the elite weed. Each new weed, as one of the decision variables, can be defined based on
x(new)s,i = xs,i.(rand()× 2 × Sr + (1 − Sr)) (3)
where x(new)s,i is the new value of the weed for the ith variable, xs,i is the value of ith weed and Sr is
the radius.




xmin ← i f (xs,i) < xmin
xmax ← i f (xs,i) > xmax
]
(4)
where xmin is the lower limit for the decision variable and xmax is the upper limit for the decision
variable.
Figure 2 shows the IWA process.
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Figure 2. Improved weed algorithm (IWA) process.
2.3. Bat Algorithm (BA)
Bats have a powerful ability to receive sounds from their surroundings. They generate sounds,
which are echoed back and allow the bats to distinguish obstacles from food based on the received
frequencies. The BA acts based on the following assumptions [21]:
1. The echolocation ability is used by all bats so that they can identify an obstacle in
their surroundings.
2. Bats have random velocity (vl) at a random position (yl) and the frequency, wavelength and
loudness for the BA are fl , λ and A, respectively.
3. The loudness varies for the bats from a large positive to a small positive.
The sounds generated by the bats have a pulsation rate (rl), which is between 0 (minimum) and
1 (maximum). The position, pulsation rate and frequency are updated based on the equations
fl = fmin + ( fmax − fmin)× β (5)
vl(t) = [yl(t)− Y∗]× fl (6)
yl(t) = yl(t − 1) + vl(t)× t (7)
where fmin is the minimum, fmax is the maximum frequency, Y∗ is the best solution, vl(t) is the velocity,
t is time interval, yl(t − 1) is position at time (t − 1), β is the random vector and fl is the frequency.
The random walk is used as a local search strategy
y(t) = y(t − 1) + εA(t) (8)
where ε is a random value between −1 and 1 and A(t) is loudness.
The loudness and pulsation rate are updated for each level. When the bats find prey, the pulsation
rate increases and the loudness decreases and also, there is this condition vice versa. The pulsation
rate is updated based on
rt+1l = r
0
l [1 − exp(−γt)]At+1l = αAtl (9)
where α and γ are constant parameters. The BA process is shown in Figure 3.
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Figure 3. Bat algorithm (BA) process.
2.4. Improved Particle Swarm Optimization Algorithm (IPSOA)
The optimization process in this algorithm starts with the collection of particles. Each particle is
considered as a candidate solution of the optimization problem and contains three vectors: the current
position of the particle (xi), the best-obtained position of each particle in the previous iteration (yi)
and the velocity vector. A central aim of each cycle in the algorithm is the identification of the best
position of each particle [18]. Following this, the best position of the particle (Xiiter+1) is considered as


















where Viter+1i is the new velocity vector for each particle, c1 is the personal learning coefficient, c2 is
the global learning coefficient, rnd is a random value between 0 and 1, Yiter∗ is the current best solution
and w is the inertial coefficient.
Past experimental results have shown that it is better to consider high values for the inertia
coefficient at the start of the process because the algorithm is able to search the solution space with a
higher accuracy and its value can be reduced linearly. In this study, an improved version of the PSOA
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(denoted as IPSOA) was used for solving the optimization problem where the following equation
shows the linear reduction in the inertial coefficient
witer+1 = witer × wdamp (12)
where wdamp is a reduction (damping) coefficient bounded by (0.9–1).
In order to optimize the given problem, the particles in the algorithm spread in the search space
and they are improved by the best solutions, which are found in each iteration of the search space.
The second term in Equation (10) is the internal knowledge of each particle, which compares its current
position to the previous best position. The third term in this equation shows the social interaction
among the particles, which is used to measure the difference between the current and the best position
of each particle.
2.5. Genetic Algorithm (GA)
Decision variables in the GA are defined based on a random population and its chromosomes.
A particular code is considered for each variable and the fitness function is then computed based
on the initial value of each chromosome assigned to the problem of interest [23]. Each chromosome
has an objective function and the operator selection chooses the best chromosome. These superior
chromosomes are considered for crossover operators to generate new chromosomes based on the
parents’ characteristics. Following this, the mutation operator is used for the change of one or more
genes for the generation of better chromosomes. Figure 4 shows the schematic diagram of the GA.
Figure 4. Genetic algorithm (GA) process.
3. Case Study
The case study site, Aswan High Dam (AHD), located on the Nile River, is the highest dam in
Egypt (Figure 5).
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Figure 5. Location and characteristics of Aswan High Dam.
Minimizing the water deficit downstream from the dam is considered as an objective function in
terms of the optimization problem that needs to be solved for core decision-making and for optimal
water resources management. The AHD is one of the largest dams in the world and has a relatively
large reservoir, namely Lake Nasser that lies between latitudes 22◦00′′ and 23◦58′′ N and longitudes of
31◦07′′ and 33◦15′′ E. Lake Nasser has a maximum width of 60 km and a mean width of 10 km. Data of
monthly inflow to the reservoir is extracted from 1989 to 1999 because there is a real water scarce for
this period. Inflow is classified based on the United State Geological Survey (USGS). A value on a
scale of 100, known as a percentile, indicates inflow distribution. For example, when river discharge
on a specific day is in the 70th percentile, it means that this discharge is equal to or greater than 70%
of discharge recorded on this day of the year during all years that measurements have been made.
The USGS suggests that a percentile of more than 75 is high inflow and a percentile below 25 is low
inflow. Normal inflow means the percentile is between 25 to 75. Table 1 shows the classification of
average monthly inflows into the reservoir during 1989 to 1999.
Table 1. Classification of monthly inflow to the reservoir (BCM) (1989–1999).
Month
High Medium Low Demand
Billion Cubic Meters (BCM)
January 4.8 3.15 1.90 3.5
February 3.7 1.95 0.80 3.8
March 3.5 1.7 0.55 4.4
April 2.7 1.15 0.30 4.9
May 2.5 1.35 0.65 5.1
June 2.8 1.65 0.90 5.2
July 7.7 4.75 2.80 5.8
August 27.5 20.4 15.50 5.1
September 31 24.05 18.55 4.5
October 21.2 15.6 11.3 3.9
November 10.9 7.30 4.75 3.2
December 6.5 4.30 2.7 2.9
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Several parameters of the AHD reservoir were limited to satisfy the optimization model. Eleven
values were considered for the initial reservoir storage and the model was then executed for each
storage value and three inflow scenarios (i.e., high, medium and low). This yielded a total of
36 rule curves for a one-year period. The required information was extracted from the study of
El-Shafie et al. [30] where the seepage value for the reservoir was set at 0.08 billion cubic meters
(BCM) and the water level was to be maintained over the range 147–183 m. The permissible range in
storage was approximately 32–162 BCM and the maximum value for water release was approximately
7.5 BCM. For this dam, the water level at the end of July was expected to be less than 175 m (122 BCM).








where Z is the objective function, Dt is the water demand (BCM) and Rt is the water release (BCM).
The constraints for this problem are explained in the following equations.
Continuity equation:
St+1 = St + It − Rt − Lt (14)
where St+1 is the storage at the end of the period t, St is the storage at the beginning of the period t, It is
the inflow to the reservoir, Rt is the release volume and Lt is the evaporation loss from the reservoir.
Storage constraint (for all months except July):
32BCM ≤ St ≤ 162BCM (15)
SJuly ≤ 122 (16)
Storage constraint for July is:
If the above-mentioned constraints are not satisfied, the penalty functions are considered to be:
penalty1 =
[
0 ← i f (St) > Smin





0 ← i f (St) < Smax













)2 ← i f(SJuly) > 122
⎤
⎦ (19)
where Smax is the maximum storage, Smin is the minimum storage, SJuly is the storage in July and C1 is
the penalty coefficient.
Finally, the objective function can be written as
minimization(Z) = Z + penalty1 + penalty2 + penalty3 (20)
Model Performance Indicators
Different indices were used to investigate the ability of the various algorithms to simulate the
dam–reservoir operation.
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Volumetric Reliability: This index aimed to explain the ratio of the released water volume over

















where αV is volumetric reliability. A higher percent for this index shows the demands are well supplied
based on released water.
Vulnerability: This index aimed to explain the maximum ratio of the generated failures of the









where λ is the vulnerability index. A low value for this index indicates a low intensity of failure
occurrences in the system based on the difference between released water and demands.





where NTt=1(Dt+1 ≤ Rt+1|Dt > Rt) is the number of reservoir consecutives to meet the demands
well and NTt=1(Dt > Rt): number of periods in which the demands are not met. When the system
has higher value for the resiliency index, the system the system can rapidly recover from failures.
The mathematical model is considered for reservoir operation based on the following levels:
1. The released water is considered as a decision variable and is defined based on the initial
population of weeds.
2. The continuity equation is computed and the reservoir storage is computed for each release
decision variable.
3. The constraints for each variable are computed and the penalty functions are computed if the
constraints are not satisfied.
4. The objective function is computed for each member.
5. The number of seeds generated by each weed is computed.
6. The standard deviation for spatial dispersal is calculated.
7. A local search for an elite weed is carried out.
8. The best weed is updated
9. If the convergence criterion is satisfied, the algorithm finishes; otherwise, the algorithm returns
to the second step.
4. Results and Discussion
4.1. Sensitivity Analysis
The random parameters in the evolutionary algorithms have an important effect on the final
results of the optimization process. An accurate determination of parameter values is therefore
required, based on a sensitivity analysis. Sensitivity analysis means that the variation of parameter
values is considered versus the variation of the objective function value. For example, the objective
function of this problem was related to the minimization of irrigation deficits and was computed
for the different intervals of the value of each parameter. When the objective function reached the
minimum value versus the value of the random parameter, that value was considered the best value
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for that parameter. For example, the results of the sensitivity analysis for all the algorithms tested
are shown in Tables 2–5. The initial size (NPmin) of the IWA population is 10 because the objective
function at this size had the least probable value. NPmax the maximum size of the population, was 50
because at this size the objective function was 0.985 BCM, the lowest value among other population
sizes. Following this logic, NSmax, the maximum number of seeds was 10 and NSmin was 2. For the BA
(Table 3), the optimum population size at high inflow was 50 with an objective function of 1.039 BCM.
The maximum frequency was 5 Hz, the minimum frequency was 2 Hz and the maximum loudness
was 0.60 Db. However, the sensitivity analysis based on this section shows the variations of value of
parameters for the accurate of value of parameters. The optimum population size for the IPSOA was
30 for high inflow (Table 4) with an objective function of 1.115. At the same objective function value;
the best value of c1 = c2 equaled 2 and the best value of w was 0.6. For the GA (Table 5), population
size at high inflow was 30 with an objective function value of 1.121. Also, the mutation probability and
the crossover probability were 0.6 and 0.4, respectively, with the lowest objective function at 0.121.














5 0.994 25 0.993 1 0.998 5 0.993
10 0.985 50 0.985 2 0.985 10 0.985
15 0.989 75 0.992 3 0.989 15 0.987
20 0.998 100 0.999 4 0.991 20 0.991
Medium Inflow
5 1.122 25 1.110 1 1.14 5 1.098
10 1.021 50 1.021 2 1.100 10 1.021
15 1.098 75 1.076 3 1.021 15 1.078
20 1.111 100 1.085 4 1.045 20 1.079
Low Inflow
5 1.141 25 1.161 1 1.128 5 1.090
10 1.121 50 1.141 2 1.021 10 1.121
15 1.124 75 1.121 3 1.155 15 1.157
20 1.135 100 1.124 4 1.179 20 1.178


















10 1.055 3 1.078 1 1.091 0.20 1.067
30 1.045 5 1.039 2 1.086 0.40 1.055
50 1.039 7 1.042 3 1.039 0.60 1.039
70 1.042 9 1.055 4 1.045 0.80 1.067
Medium Inflow
10 1.124 3 1.145 1 1.147 0.20 1.135
30 1.119 5 1.112 2 1.112 0.40 1.112
50 1.112 7 1.118 3 1.116 0.60 1.118
70 1.132 9 1.121 4 1.121 0.80 1.122
Low Inflow
10 1.149 3 1.148 1 1.143 0.20 1.147
30 1.132 5 1.132 2 1.132 0.40 1.139
50 1.156 7 1.139 3 1.138 0.60 1.141
70 1.170 9 1.154 4 1.145 0.80 1.145
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10 1.118 1.6 1.122 0.4 1.131 0.60 1.123
30 1.115 1.8 1.115 0.60 1.125 0.70 1.117
50 1.121 2.0 1.117 0.80 1.115 0.80 1.115
70 1.130 2.2 1.120 1.0 1.119 0.90 1.121
Medium Inflow
10 1.145 1.6 1.142 0.4 1.134 0.60 1.141
30 1.133 1.8 1.128 0.60 1.128 0.70 1.128
50 1.128 2.0 1.134 0.80 1.136 0.80 1.135
70 1.135 2.2 1.140 1.0 1.140 0.90 1.140
Low Inflow
10 1.167 1.6 1.169 0.4 1.165 0.60 1.169
30 1.155 1.8 1.155 0.60 1.155 0.70 1.155
50 1.159 2.0 1.161 0.80 1.159 0.80 1.157
70 1.163 2.2 1.168 1.0 1.163 0.90 1.161














10 1.135 0.20 1.133 0.20 1.134
30 1.121 0.40 1.121 0.40 1.129
50 1.129 0.60 1.125 0.60 1.121
70 1.136 0.80 1.129 0.80 1.128
Medium Inflow
10 1.154 0.20 1.167 0.20 1.165
30 1.142 0.40 1.141 0.40 1.142
50 1.145 0.60 1.155 0.60 1.149
70 1.149 0.80 1.167 0.80 1.54
Low Inflow
10 1.197 0.20 1.199 0.20 1.192
30 1.185 0.40 1.185 0.40 1.185
50 1.189 0.60 1.191 0.60 1.187
70 1.191 0.80 1.195 0.80 1.189
4.2. Analysis of 10 Random Results for Different Algorithms
Table 6 shows ten random results for different algorithms for high inflow. The average solution
for IWA was 0.985 while it is 1.037, 1.040, 1.115 and 1.121 for the WA, BA, IPSO and GA, respectively.
The IWA decreased the objective function by 5.01%, 5.20%, 11.65% and 12% compared to the WA, BA,
IPSOA and GA, respectively. The computational time for IWA was 22 s, which was 12%, 18%, 24%
and 29% less than the WA, BA, IPSOA and GA, respectively. The variation coefficient for the IWA
was also less than the GA, IPSOA, BA and WA. Table 7 shows the average of 10 random results for
medium inflow. The average solution for IWA was 1.021, which was 8.01%, 8.20%, 9.4% and 10.5%
less than the WA, BA, IPSO and GA, respectively. Computational time for the IWA was 22 s and
was 3, 5, 7 and 9 s less than the WA, BA, IPSO and GA, respectively and the variation coefficient
was also lowest for the IWA. Table 8 shows the low inflow results. The average solution for the IWA
was 1.121, which was 0.30%, 0.90%, 2.9% and 5.4% less than the WA, BA, IPSO and GA, respectively.
Computational time for the IWA was 21 s and was 3, 2, 6 and 7 s less than the WA, BA, IPSO and
GA, respectively. The variation coefficient for the IWA was less than other evolutionary algorithms
which proves that one computer run can be reliable because the variation coefficient has a small value.
The average value of the objective function for the high inflow was 0.985, which was 3.5% and 12%
less than the medium and low inflows, respectively. This suggested that the square of the difference of
released water and demand based on high inflow was less than that based on low and medium inflow
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and that the reservoir based on the IWA and high inflow had the best performance. Similar results
were found for the other evolutionary algorithms.
Table 6. Ten random results for high inflow.
Run IWA WA BA IPSOA GA
1 0.985 1.035 1.039 1.115 1.121
2 0.985 1.037 1.045 1.118 1.125
3 0.987 1.037 1.039 1.115 1.121
4 0.985 1.037 1.039 1.115 1.121
5 0.985 1.037 1.039 1.115 1.121
6 0.985 1.037 1.039 1.115 1.121
7 0.985 1.037 1.039 1.115 1.121
8 0.985 1.037 1.039 1.115 1.121
9 0.985 1.037 1.039 1.115 1.121
10 0.985 1.037 1.039 1.115 1.121
Average 0.985 1.037 1.040 1.115 1.121
Computational Time(s) 22 25 27 29 31
Variation Coefficient 0.0003 0.0006 0.001 0.0008 0.001
Table 7. Ten random results for medium inflow.
Run IWA WA BA IPSOA GA
1 1.021 1.110 1.112 1.128 1.142
2 1.024 1.110 1.114 1.128 1.146
3 1.022 1.114 1.112 1.128 1.142
4 1.021 1.110 1.112 1.133 1.142
5 1.021 1.110 1.114 1.128 1.142
6 1.021 1.110 1.112 1.128 1.142
7 1.021 1.110 1.112 1.128 1.142
8 1.021 1.110 1.112 1.128 1.142
9 1.021 1.110 1.112 1.128 1.142
10 1.021 1.110 1.112 1.128 1.142
Average 1.021 1.110 1.112 1.128 1.142
Computational Time (s) 22 25 28 30 32
Variation Coefficient 0.0007 0.0010 0.0008 0.0010 0.0008
Table 8. Ten random results for low inflow.
Run IWA WA BA IPSOA GA
1 1.121 1.125 1.132 1.155 1.187
2 1.122 1.129 1.132 1.155 1.88
3 1.123 1.125 1.136 1.155 1.185
4 1.121 1.125 1.132 1.159 1.185
5 1.121 1.125 1.132 1.155 1.185
6 1.121 1.125 1.132 1.155 1.185
7 1.121 1.125 1.132 1.155 1.185
8 1.121 1.125 1.132 1.155 1.185
9 1.121 1.125 1.132 1.155 1.185
10 1.121 1.125 1.132 1.155 1.185
Average 1.121 1.125 1.132 1.155 1.185
Computational Time (s) 21 24 26 27 29
Variation Coefficient 0.0005 0.001 0.001 0.001 0.0009
4.3. Convergence Curves for Different Algorithms
Figures 6–8 shows the convergence curves for the different algorithms and inflows. At high inflow
(Figure 6), after 1800 iterations, the IWA had converged while the WA, BA, IPSOA and GA converged
after 2000, 2500, 3000 and 3000 iterations, respectively, indicating the IWA has the fastest convergence
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process among all the tested algorithms. The IWA converged after 3900 iterations for medium inflow
while the WA, BA, IPSOA and GA converged after 4200, 4380, 4600 and 4800 iterations, respectively,


































Figure 6. Convergence curve for low inflow, high inflow and medium inflow.
4.4. Analysis of Monthly Rule Curves for Reservoir Operation
Table 1 shows the average monthly inflows and demand during 1989 to 1999. July is the month
with the greatest demand and therefore a critical month for analysis and avoiding of repetition of
the same results. Figure 7 shows the average released water versus reservoir storage in July for 1989
to 1999 at high inflow. When the reservoir storage was 41 BCM, the released water could meet the
demand (5.8 BCM) based on the IWA while the reservoir storage was 46, 47, 50 and 55 BCM for the
WA, BA, IPSOA and GA, respectively, to meet the same demand. The IWA could therefore decrease
reservoir storage at high inflow by about 10%, 14%, 18% and 25% compared to the WA, BA, IPSOA and
GA, respectively. When the reservoir storage equaled 110 BCM at the high inflow using the IWA,
the released water was greater than the demand (5.8 BCM) and could be used for the other needs
such as power generation. At medium inflow (Figure 8), the IWA indicated that released water could
meet demands with storage of 47 BCM, while the storage was 49, 52, 56 and 58 BCM for the WA,
BA, IPSOA and GA, respectively. The IWA reduced storage for the demand supply by about 4.08%,
9.9%, 16% and 18% compared to the WA, BA, IPSOA and GA, respectively. In fact, the IWA can meet
the demands earlier than WA, BA, IPSOA and GA. When storage calculated by the IWA at medium
inflow was 112 BCM, the released water was greater than demand. For low inflow (Figure 9), the IWA
indicated storage of 52 BCM was required to meet demands while the storage was 54, 55, 56 and 60 for
the WA, BA, IPSOA and GA, respectively. The IWA reduced the storage for water supply at low inflow
by about 3.7%, 5.4%, 7.6% and 14% compared to the WA, BA, IPSOA and GA, respectively. Figure 10
shows the released water for the different algorithms during 1989–1999 and the results indicated that
the IWA met the demands more frequently than the GA, IPSOA, BA and WA. The reservoir storage
for high inflow using the IWA was 41 BCM while for low and medium inflows it was 52 and 47 BMC,
respectively. Thus, the storage should be increased for the low and medium inflows to satisfy the
demands. A similar trend was noted for the other algorithms. Table 9 shows the root mean square
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error (RMSE) between average released water with the demand value based on values in Table 1 for
each month during the study period. Table 9 shows an RMSE for the low inflow using the IWA of
12.382 BCM, which was 4.1%, 18.21%, 18.69% and 28.3% lower compared to the WA, BA, IPSOA and
GA, respectively. For the medium inflow (Table 9), the RMSE for the IWA was 11.38 BCM, which was
4.51%, 24.44%, 25.71% and 29.16% lower than the WA, BA, IPSOA and GA, respectively. Table 9 shows
the same trend for high inflow. In other words, Figure 10 shows that the operation rule generated























































Figure 8. Released water for medium inflow.
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Figure 9. Released water for low inflow.
Figure 10. Released water for the total of operation periods.




T , T : Number(of)periods (BCM) (Low Inflow)
Month IWA WA BA IPSOA GA
January 1.32 1.43 2.12 2.18 2.30
February 1.21 1.31 2.11 2.15 2.55
March 1.12 1.14 1.65 1.78 1.79
April 1.14 1.16 1.78 1.82 1.75
May 0.98 1.02 1.22 1.45 1.57
June 0.91 0.93 0.98 1.14 1.21
July 1.56 1.57 1.59 1.61 1.52
August 1.11 1.21 1.14 1.16 1.18
September 1.12 1.14 1.15 1.17 1.21
October 0.76 0.78 0.82 0.85 0.87
November 0.012 0.015 0.017 0.019 0.020
December 1.14 1.21 1.31 1.32 1.30
Total 12.382 12.915 15.14 16.649 17.27
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Table 9. Cont.
Medium Inflow
Month IWA WA BA IPSOA GA
January 1.12 1.33 2.10 2.15 2.28
February 1.20 1.22 1.99 2.12 2.45
March 1.09 1.11 1.45 1.72 1.68
April 1.11 1.14 1.59 1.65 1.75
May 0.77 1.01 1.32 1.34 1.52
June 0.82 0.91 0.98 1.10 1.11
July 1.54 1.47 1.61 1.54 1.32
August 1.10 1.11 1.24 1.14 1.19
September 1.10 1.10 1.17 1.12 1.21
October 0.74 0.77 0.84 0.78 0.87
November 0.012 0.014 0.017 0.019 0.020
December 1.12 1.20 1.35 1.25 1.30
Total 11.83 12.51 15.657 15.925 16.7
Low Inflow
Month IWA WA BA IPSOA GA
January 0.958 1.31 2.10 2.12 2.17
February 1.12 1.12 1.89 1.95 2.29
March 1.09 1.01 1.32 1.55 1.65
April 0.99 1.12 1.29 1.65 1.72
May 0.71 1.00 1.12 1.34 1.51
June 0.81 0.90 0.98 0.91 1.10
July 1.52 1.26 1.31 1.42 1.29
August 1.02 1.25 1.14 1.14 1.19
September 0.99 1.10 1.57 1.11 1.11
October 0.72 0.75 0.84 0.78 0.87
November 0.012 0.014 0.017 0.019 0.020
December 1.11 1.19 1.25 1.23 1.28
Total 11.05 12.024 14.827 15.390 16.18
4.5. Analysis of Different Algorithms for Reservoir Operation during Total Operation Periods
Table 10 shows the performance of the different algorithms for reservoir operation using the
reliability, vulnerability and resiliency indices. The highest value for the reliability index for high
inflow was 95% based on the IWA, which was 4%, 7%, 17% and 20% more than the WA, BA, IPSOA and
GA, respectively. This indicated that the IWA could better supply the volume of demand compared to
the other evolutionary algorithms. The reliability index for medium and low inflows based on the IWA
were 90% and 89%, respectively, suggesting that at high inflow and based on the IWA, the reservoir
could supply more of the demand.
For the IWA at high inflow, the vulnerability index was 12% while it was 14%, 15%, 17% and
19% for WA, BA, IPSOA and GA, respectively (Table 10). This meant that the intensity of failures for
the reservoir operation based on the IWA was less than the WA, BA, IPSOA and GA and the system
faced lower average deficits during the operational period (1989–1999). The system faced more deficits
based on the IWA during the periods with low and medium inflows. Although the vulnerability index
of the IWA was 2%, 4%, 5% and 6% lower for the medium inflow compared to the WA, BA, IPSOA and
GA, respectively and 1%, 4%, 5% and 6% lower for low inflow, the vulnerability index based on IWA
for medium and low inflow (14% and 16%) is 2% and 4% more than high inflow. Decreasing the inflow
led to decreasing the volume of released water and thus, the system would face more deficits.
The highest value for the resiliency index at high inflow was for the IWA and it was 2%, 4%,
5% and 7% more than WA, BA, IPSOA and GA, respectively (Table 10). The resiliency index shows
the model’s ability to recover from a critical period (failure). It is based on the ratio of the number of
periods when reservoir water supply meets the demand to the number of periods when the demand
is not supplied; thus, a high percent for this index is desirable. Although, the IWA acted better than
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the other evolutionary algorithms based on the resiliency index at all flows, the index declined from
the high to lower flows. A similar trend was observed for the other algorithms. Figure 8 shows the
released water for the different algorithms during 1989–1999 and the results indicated that the IWA
met the demands more frequently than the GA, IPSOA, BA and WA.
Table 10. Computed different indexes for different algorithms
Algorithm Reliability Index (%) Vulnerability Index (%) Resiliency Index
High Inflow
IWA 95 12 54
WA 91 14 52
BA 88 15 50
IPSO 78 17 49
GA 75 19 47
Medium Inflow
IWA 90 14 51
WA 89 16 50
BA 87 18 49
IPSO 74 19 48
GA 72 20 45
Low Inflow
IWA 89 16 50
WA 87 17 47
BA 85 20 44
IPSO 82 21 42
GA 70 22 40
5. Conclusions
The present study investigated the performance of an improved weed algorithm (IWA)
and compared it to other evolutionary algorithms: the weed algorithm (WA), bat algorithm
(BA), improved particle swarm optimization algorithm (IPSOA) and the genetic algorithm (GA).
The operation of the reservoir of the Aswan High Dam, one of the most important dams in Egypt,
was selected for this study. The IWA based on a local search operator attempted to improve the
simple weed algorithm. Low, medium and high inflows to the reservoir were considered. The average
solution by the IWA for low inflow was 1.121 and it was 0.30%, 0.90%, 2.9% and 5.4% less than the
WA, BA, IPSO and GA, respectively. The computational time for the IWA at low inflow was 21s and
was 3, 2, 6 and 7 s less than the WA, BA, IPSO and GA, respectively. Similar results were found for all
three inflows. Based on extracted rule curves, the IWA could meet water demand earlier than the other
algorithms. Using the IWA, reservoir storage was 41 BCM for the high inflow and the released water
could meet the demand (5.8 BCM); the reservoir storage required was 46, 47, 50 and 55 BCM for the
WA, BA, IPSOA and GA, respectively, to meet the demand at high inflow. The value of RMSE based
on released water and demand was computed for each month and was less for the IWA than the other
evolutionary algorithms. The vulnerability index for the IWA at high inflow was 12% while it was
14%, 15%, 17% and 19% for the WA, BA, IPSOA and GA, respectively. The reliability and resiliency
indices were also better for the IWA at all three inflow rates compared to the other algorithms. The new
weed algorithm has a high potential for solving different water resources management problems
and it is suggested it can be used for multi-reservoir operation and multi-propose systems in future
research. Although the method was used for Aswan High Dam but it can be used for other dams
with the different applications because the method can supply the irrigation demands under different
inflow conditions and thus, the method can be used for the dams with the aim of power generation on
other demands. Some limitations for the methods are related to the accurate determination of random
parameters that needs further research to accurate estimated utilizing advanced sensitivity analysis.
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In addition, even though the proposed model could be generalized to be applied for different case
studies, it is recommended to the adaptation for the new case study constraints with the procedure of
the IWA.
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Abstract: Agriculture is the biggest consumer of water in the world, and therefore, in order to mitigate
the effects of climate change, and consequently water scarcity, it is important to reduce irrigation
water losses and to improve the poor collection of hydraulic status data. Therefore, efficiency has
to be increased, and the regulation and control flow should be implemented. Hydraulic modelling
represents a strategic tool for the reconstruction of the missing hydraulic data. This paper proposes
a methodology for the unmeasured offtake and flowing discharge estimation along the open-canal
Canale Emiliano Romagnolo (CER), which is one of the major irrigation infrastructures in Northern
Italy. The “multi-disciplinary approach” that was adopted refers to agronomic and hydraulic aspects.
The tools that were used are the IRRINET management Decisional Support System (DSS) and the
SIC2 (Simulation and Integration of Control for Canals) hydraulic software. Firstly, the methodology
was developed and tested on a Pilot Segment (PS), characterized by a simple geometry and a quite
significant historical hydraulic data availability. Then, it was applied on an Extended Segment (ES)
of a more complex geometry and hydraulic functioning. Moreover, the available hydraulic data
are scarce. The combination of these aspects represents a crucial issue in the irrigation networks
in general.
Keywords: lined irrigation open-canal; unmeasured discharges estimation; hydraulic modelling;
irrigation DSS
1. Introduction
Counting on the intensive exploitation of the water resources, many works of the last decades
have addressed agricultural water management practices towards the productivity strengthening
and the defeating poverty [1–3]. Nowadays, the water scarcity, combined with the rising food
demand, has involved a gradual switch of the objectives [1,3] to the following: Resource preservation
(quantitatively, qualitatively, and ecologically) in relation to agricultural production (crop irrigation,
animal rearing, and on-farm operations) [4–6], rural realities economy improvement [7,8], and facing
climate change [9].
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The sustainable development resulted from these key components is promoted by the Water
Framework Directive (WFD/2000/60CE) [10] and policies that are closely related to the EU2020
program [11–13]. At the regional scale, the water management practices for irrigation are identified as
a primary challenge because of their socio-economic implications [13]. They consist in the improvement
of the irrigation consumption knowledge at the field scale and the increase in the efficiency and the
discharge regulation at conveyance system scale [14].
Despite the evolution of irrigation infrastructures tends to be focused mainly on pressurized
systems, many districts are often fed by dense canal networks that have remained basically unchanged
since they were constructed decades ago. They are characterized by significant water losses and
irrecoverable outflow at their end [15–18]. The irrigation systems performances can be improved
through hardware (physical/structural) changes, such as the canal lining or the installation of
sophisticated control structures [19,20], or through software (operational) techniques, such as
appropriate delivery rules and an effective communication between water supply agencies and
water users [21].
A common flaw in irrigation delivery systems that are characterized by open canals and by many
users is the absence of a proper information system that ensures and collects measured and monitored
data about hydraulic status [22–25]. When considering that the total water consumption for irrigation
is projected to increase by 10% by 2050 [26], it will represent a central issue in the near future [27].
Generally, the only known quantities are measured water levels at specific locations, often with limited
precision and possible failures [19].
Hydraulic modelling emerges as a strategic tool for: 1) the reconstruction of unmeasured
data, such as discharges or water levels at other locations, unknown perturbations (inflows and
outflows) [28,29], and hydraulic variables (friction coefficients and hydraulic device discharge
coefficients) [19,30]. 2) the visualization and control of the flow at several structures [15,31].
In parallel, irrigation Decisional Support Systems (DSS) can characterize the crops that are served
by a specific irrigation delivery system, and also, can indirectly monitor their hydraulic status. In the
last few decades, DSS underwent many changes [32,33] ranging from the prevention of extreme events
(droughts and floods) and pollution [32] to the irrigation scheduling [34–39]. The latter is based on the
integration of several models, processes, and factors (i.e., meteorological and soil conditions and types
of crops) [40,41].
This study presents a tool for the reconstruction of unmeasured discharges along a specific
irrigation delivery canal. The combination of hydraulic modelling and irrigation DSS can solve the
problem that was created by the poor hydraulic data collection. The multi-disciplinary approach that
is proposed in this paper reflects the merging of hydraulic engineering and agronomy aspects. It was
developed on one of the most important irrigation canals in Northern Italy: The Canale Emiliano
Romagnolo (CER) [42]. The methodology was developed on a simple geometry 7 km long Pilot
Segment (PS) and over a more complex 22 km long Extended Segment (ES).
2. Materials and Methods
2.1. Description of the CER
The CER starts in Salvatonica di Bondeno (Ferrara, Italy) on the right bank of the Po River and
it provides the irrigation supply for an area of about 3000 km2. That area represents the 93% of the
irrigated and the 22% of the agricultural land in the Emilia Romagna Region. The agricultural land
covers the 60% of the regional territory [43], where different cultures are irrigated, among which
extensive crops, vegetables, and orchards [44]. To convey and to distribute water, the CER
hydraulic system uses seven pumping stations (the main one on the Po River) and 165 km of canal
networks (Figure 1).
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Figure 1. The Emilia Romagna Region, the Associated Consortia and the CER.
The main reach is 133 km long and its first 104 km are characterized by 60–17.6 m width at the
top and 6.0–6.4 m at the bottom of the canal. The side slopes are 3:1 and 1.5:1 or 1.75:1 for composite
trapezium sections (first 37 km) and 2:1 for the simple ones. The cross section of the canal later
becomes narrower with a rectangular shape: open (width range: 6.8–5.6 m, elevation range: 3–2.7 m) or
closed (width range: 6.4–5.6 m, elevation range: 2.1–1.9 m) and made of reinforced concrete. The CER
receives no inflow from surface runoff, drainage, or different types of discharges, but it has several
offtakes. From the canal, the water is offtake using pumps or gates, and it is conveyed to the irrigated
fields through secondary channels that are managed by Associated Consortia. The irrigation offtakes
have a seasonal variability, and therefore the maximum permitted discharge at the main pumping
station varies from 68 m3/s (from May to September) to 25 m3/s (the rest of the year). Moreover,
discharges are also affected by the meteorological issues (e.g., long dry seasons), the type of cultivated
crops, and the irrigation practices. The Consortium of the CER is in charge of: (1) maintenance
operations (geometric and functioning repairs, periodic cleanings); (2) collection of quantitative and
qualitative measurements; and, (3) supply of irrigation services to farmers (by means of several
irrigation Associated Consortia that distributes water to final users).
2.2. Investigation Period and Available Data
This study focuses on the period of full operation of the CER i.e., the irrigation season
(June–August) that is characterized by the highest water demand and irrigation frequency.
The irrigation period selected comprises 73 days (20 June–31 August) of the years from 2012 to 2015.
These years were characterized by different average daily rainfall. For example, 2013 (1.30 mm/day)
and 2015 (0.94 mm/day) had daily rainfall that was close to the decennial (2005–2015) average
value (1.1 mm/day), while 2014 (2.22 mm/day) and 2012 (0.13 mm/day) were especially rainy and
dry, respectively.
The main available data for this study are: (1) water volumes at offtakes (calculated indirectly);
(2) crop water requirements (estimated); and, (3) water levels at the main canal (measured);
(4) functioning data of pumping stations along the CER (measured).
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In particular, for each irrigation offtake, calculated and estimated water amounts were provided.
The former refers to monthly cumulated volumes indirectly calculated by the Associated Consortia
on the basis of flow rates and working times of offtakes pumps or the opening gate area, the opening
time, and the water level at offtakes manual gates.
On the other hand, estimated water volumes were based on the crop water requirements
provided by the IRRINET management DSS, which was developed by the Consortium of the CER [45].
IRRINET is identified as the reference tool for the estimation of irrigation volumes in the Emilia
Romagna Region [46], and it provides to farmers a day-by-day information on how much and
when to irrigate crops [47]. It is based on a daily water balance of soil-plant-atmosphere system.
IRRINET processes a huge quantity of information related to: areas (meteorological, water table depth
and soil data) and farms (types of irrigated crops, start and stop crops dates). Since 2012, at the
end of every irrigation period, the Consortium of the CER has collected daily optimum crop water
requirement (CWR) values for all the crops that are served by IRRINET. For every type of crop (i) and
for every day, these values are averaged; afterwards, they are cumulated on a decadal time scale giving
CWRi (Section 2.4.1).
Along the CER, the only hydraulic measurements available are water levels. In total, forty
cross-sections are equipped with ultrasonic level transmitters (The Probe PL-517, Terry Ferraris &C.
S.p.A., Milan, Italy). These instruments are generally located near two types of infrastructures:
(a) culverts (passing under different rivers; in total, 29 instruments); and (b) pumping stations
(in suctions and/or delivery tanks; in total 11 instruments). After direct field surveys, the measurement
accuracy of both types of transmitters was estimated to be lower than the original instrument accuracy
(±0.02 m), in particular, ±0.05 m and ±0.10 m, respectively. The transmitters located near culverts serve
for management purposes, and their accuracy was probably affected by flow disturbances (sediment
build up and depressions next to the edges of culverts entrances due to velocity changes) [48]. On the
other hand, the transmitters near pumping stations are used for operational purposes and they are
strongly influenced by the pumps functioning.
At each of the 40 cross-sections, the water level value is transmitted and is registered with a time
step of 30 min. Because of the offtake data time scale (monthly or decadal) and because of the general
water level series incompleteness, the 30 min available measures were averaged on a daily time scale.
Finally, the daily measured functioning data at one pumping station (Pieve di Cento) were
investigated (Section 2.6). Every time that the installed pumps would turn on or turn off the following
parameters were measured: voltage (V), electric current (A), functioning time (h), discharge (m3/s),
volume (m3), suction, and delivery tanks water level (m).
Table 1 provides a summary of all the available data used in the present application.
Table 1. The available data and their characteristics.
Available Data Type Unit Time Step Source
Offtake Volumes Indirectlycalculated m
3 Monthly (cumulated values) AssociatedConsortia
CWRi Estimated mm Decadal (cumulated values) IRRINET
Water Levels Measured m Daily (average values) CER
Water Levels at
Suction/Delivery Tanks Measured m Pumps on/off (single values) CER
2.3. Description of the Pilot Segment (PS)
The multi-disciplinary modelling approach was developed on a 7 km long Pilot Segment (PS) of
the CER.
The PS extremities coincide with two concrete culverts called Culv_1 (upstream) and Culv_2
(downstream) (Figure 2). They are characterized by rectangular flow sections of 36 m2 and of 31.5 m2,
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respectively, and by submerged entrances and surface or/and piped-flow conditions. PS has three
different trapezium cross sections with width ranges of 22.8–25.8 m (at the top) and 3.3–7 m (at the
bottom). The side slopes are 3:1 and 1.5:1 for the first composite cross section and 2:1 for the other two
simple sections. For the first 700 m along the segment, the bed altimetry goes from 12.81 m to 13.74 m
above the sea level. After that part, the canal has a constant slope with a final value of 13.32 m above
sea level.
Figure 2. The scheme of Pilot Segment (PS): The six irrigation offtakes, the two culverts passing under
the Idice River (Culv_1) and the Quaderna River (Culv_2), the four water gauges (WL) at the IN and
OUT of both the culverts.
Six offtakes of PS serve a large irrigated area (8385 ha) through a network of not-pressurized
irrigation channels. Over the four years of analysis, the biggest amount of water diverted from the
segment (70% of the total offtake), was always diverted by the same three offtakes out of the six
mentioned. The water gauges present at the segment are four: two at Culv_1 and two at Culv_2.
They are located a few meters away from the entrance and the exit of both culverts (Figure 2).
2.4. Elaboration of the Multi-Disciplinary Modelling Approach on PS
The methodology was developed on a 7 km long Pilot Segment (PS), which was characterized
by a simple geometry and a quite significant availability of water level measurements. The offtake
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discharges were estimated and verified also while considering the daily optimum CWR at field
scale [46], that was estimated by the IRRINET, a regional irrigation DSS [45]. Combining hydraulic
modelling of the CER with the optimization process of the hydraulic variables (Manning’s coefficient
and gate discharge coefficient) allowed for determining the flowing discharges. The simulations were
run under steady flow conditions using the hydraulic software SIC2 (5.38c, UMR G-eau IRSTEA,
Montpellier, France) [49].
The methodology developed on PS was later applied on a 22 km Extended Segment (ES), that apart
from a more complex geometry and hydraulic functioning (especially because of the presence of four
culverts), also has a lower hydraulic data availability and lower accuracy when compared to PS.
The methodology was tested on this particular segment, since it was characterized by different issues
that are common in irrigation networks [19].
2.4.1. Reconstruction of the Unmeasured Offtake Discharges
The offtakes that were not measured were reconstructed using the indirectly calculated and the
estimated data provided by the Associated Consortia and by the IRRINET service, respectively. In the
following description, in order to distinguish these two data sources, different indexes are used: D for
the former (Associated Consortia) and T for the latter (IRRINET). The index C indicates the results that
were obtained by calculations done by the authors with the available data. The T-data aim to refine
the time scale of the D-data and to verify them by a comparison with agronomic values, such as crop
water requirements. Therefore, the obtained C-results (Equations (1)–(3)) have a decadal time scale
instead of a monthly one; moreover, their values include agronomic aspects (e.g., optimum crop water
requirement), the intensity, and the efficiency of the irrigation practices (Equation (4)).
During the decade n, the discharge exiting from a generic offtake k, qkCn (m3/s) can be written as:
qkCn = qrDm wkCn (1)
where qrDm (m3/s) is the average discharge diverted from the reference offtake during the month m
(m = 1, 2, 3), and wkCn is the weight of the offtake k during the decade n (n = 1, ..., 7).
The reference offtake was identified every year as the one diverting the greatest irrigation water





where VrDm (m3) is the indirectly calculated cumulated volume of the reference offtake for the month
m, while Dm (s) is the duration of the month m.
The weight was obtained comparing the offtake k and the reference offtake in volumetric terms.











where wkDm (-) and wkTn (-) are the weights of the offtake k obtained using the D-data and the T-data,
respectively, VkDm (m3) is the indirectly calculated volume of the offtake k during the month m,
VkTn (m3), and VrTn (m3) are the volumes of the offtake k and of the reference offtake, respectively,
calculated during the decade n using IRRINET.
In particular, for the decade n, the calculated volume of the generic offtake k (VkTn) was determined
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where Ai (m2) is the area covered by the crop i per each year, CWRi (mm) is the decadal cumulated
optimum water requirement for the crop i, IIi (-) is the irrigation intensity of the crop i, EIi (-) is the
efficiency of the irrigation method for the crop i, and ED (-) is the efficiency of the delivery system.
If the generic offtake k is the reference offtake, the Equation (4) gives the quantity VrTn.
The CWR values were provided by the Consortium of the CER, as already said in Section 2.2 for
extensive cultivations (maize, soy, and alfa-alfa), for vegetables (beet, onion, melon, potato, and tomato),
and for orchards (pear-tree, peach-tree, and vine).
The coefficient II indicates the intensity of irrigation, in other words, the ratio between the irrigated
area and the area that potentially could be irrigated [50–52]. Its values were determined through field
studies at the regional scale [53–56]. In particular, for the involved case-study crops, II ranges from
0.25 to 1, as shown in Table 2.
The coefficient EI indicates the efficiency of the irrigation method [57]. In Emilia Romagna,
the considered value ranges are: 0.85–0.90 for drip irrigation and 0.70–0.80 for sprinkling irrigation [58].
In Table 2, the values of 0.85 and 0.75 were adopted for crops that were under the former and the latter
irrigation efficiency, respectively.
The coefficient ED indicates the efficiency of the system that conveys water from the offtakes on
the banks of the CER to the fields. For the present case-study, it was considered to be 0.50 [59,60]. In the
area, in fact, 1122 km of channels (for both irrigation and drainage) and only 235 km of pipes provide
water for crops. In particular, non-lined channels realize the 88% of the irrigation distribution [61].
Table 2. The values of the coefficients intensity of irrigation (II) and efficiency of the irrigation method
(EI) for the irrigated crops served by PS and extended segment (ES).















2.4.2. Reconstruction of the Unmeasured Flowing Discharges
The hydraulic modelling combined with hydraulic variables optimization processes allowed for
reconstructing the unmeasured flowing discharges along the segment.
SIC2 (Simulation and Integration of Control for Canals) was selected as the most appropriate
irrigation canal modelling software. It has been developed at IRSTEA (previously CEMAGREF,
Montpellier, France) [62] and it enables describing the dynamics of rivers, drainage networks,
and irrigation canals [63]. For the latter, devices (i.e., sills and gates) and irrigation offtakes can
be specified in geometric and functioning terms [49]. SIC2 can run steady flow computations under
boundary conditions for discharge and/or water level [64]. In fact, it can consider several combinations
of settings for devices and offtakes. The software provides the water level and the discharge profiles
along the analyzed hydraulic system [29]. SIC2 models also unsteady flow for initial conditions that
were obtained from steady state computations [64] in discharge and water level terms. It can be used for
water demand and control operations [19,65]. SIC2 describes the dynamic behavior of water (discharge
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and water level) with the complete one-dimensional (1-D) Saint Venant equations in a bounded
system [49]. This is the case of the CER in which the flow can be considered as mono-dimensional with
a direction sufficiently rectilinear.















+ g S J = 0 (6)
where Q (m3/s) is the discharge, S (m2) is the wetted area, g (m/s2) is the acceleration due to gravity,
Z (m) is the water level, J (m/m) is the friction slope, x (m) is the longitudinal abscissa, and t (s) is
the time.





where n (m1/3/s) is the Manning’s coefficient and R (m) is the hydraulic radius.
The continuity (Equation (5)) and the momentum (Equation (6)) equations are completed by
boundary conditions for which SIC2 provides a large range of options. They can be imposed in
discharge, elevation, or rating curve terms. Lateral inflows and weir and gate equations can also
be inserted. For example, the flow through a gate structure can be expressed by several classical or
advanced equations, such as the submerged flow equation:
Q = Cd
√
2 g L u
√
Zup − Zdn (8)
where Cd (-) is the gate discharge coefficient, L (m) is the gate width, u (m) is the gate opening, Zup (m),
and Zdn (m) are the water levels at the upstream and at the downstream of the gate, respectively.
The Saint Venant equations are non-linear partial differential equations and an analytical
solution is restricted to problems of simple geometry. For all other cases, implicit finite difference
approximations and a Preissmann scheme are used, as in the case of SIC2 [66–68].
After the PS geometry entry, several hydraulic aspects were evaluated in SIC2. The hydraulic
variables values were set according to the literature: The Manning’s coefficient presented a constant
value of 0.013 (m1/3/s) along the segment and within the two culverts [68] and the gate discharge
coefficient that characterizes the entrances of each culvert was 0.6 [16,49,69]. The offtakes were
modelled as “nodes” and they were characterized in discharge terms. In particular, the qkCn values
were inserted and were linearly interpolated in time.
For the year y, the vectors Z1obs,y, Z2obs,y, Z3obs,y, and Z4obs,y can be defined. They contain the







































where j is the index for the examined day of the year y (j = 1, ..., e).
The software SIC2 can compute the values of discharge and water level along PS under two
boundary conditions only in water level terms; for PS they were represented by Z1obs,y, and Z4obs,y.
The daily simulated water level values at WL OUT_1, and WL IN_2 (Z2sim,y andZ3sim,y) were compared
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to those that were measured (Z2obs,y and Z3obs,y) in order to demonstrate the reliability and accuracy of
the hydraulic model, and therefore, of the computed discharge values. The vectors Z2sim,y and Z3sim,y




















where j is the index for the examined day of the year y (j = 1, ..., e).
The simulations can be run under steady or unsteady state. The use of the former can be
justified by the slow dynamics in the CER and the time and CPU (Central Processing Unit) memory
saving. In particular, SIC2 allows implementing a series of steady state simulations. The year 2015
was examined as a first test. The hydraulic model was run under a series of one-day steady state
simulations and under one-day and 10-min unsteady state simulations.
A refined hydraulic model can be obtained after an optimization process. It allows for minimizing
the differences in water level terms at WL OUT_1 and WL IN_2 playing on the values of the hydraulic
variables and of a scaling factor for the offtakes; they were set as parameterized variables.
The optimization process consisted in a set of parameters to be evaluated, a criterion to be
minimized, and a minimization function; it was based on the dialogue between SIC2 and Matlab®
(version 9.1, The MathWorks, Inc., Natick, MA, USA).
In SIC2, the parameterized hydraulic variables were explicit Cd1 and Cd2, gate discharge
coefficients of Culv_1 and Culv_2; n, n1 and n2, Manning’s coefficients along PS, within Culv_1
and Culv_2.
In Matlab®, this hydraulic set was recalled and the scaling factor Cq allowed multiplying the
offtake discharge values from Section 2.4.1. In the math code, the criterion and the minimization
function were implemented.
The vectors diff 2y and diff 3y can be defined as:
di f f 2y = Z2sim,y − Z2obs,y and di f f 3y = Z3sim,y − Z3obs,y (11)














where j is the index for the examined day of the year y (j = 1, ..., e), σ2y, and σ3y are the vectors
containing the weights (values of 10 or 1), indicating whether a measure is affected by errors or not.
The iterative play on the parameterized hydraulic variables influenced the elements of the vectors
diff 2y and diff 3y, and consequently, the criterion J.
The minimization function considered was based on the Nelder-Mead simplex direct search
algorithm, already implemented in Matlab® [70]. In Figure 3, the iterations on J are shown for the
year 2015.
At the end of the process, the minimization function identified parameterized hydraulic variables
values that represent real minimum for the criterion (Figure 4).
For every year, these values were used for running the hydraulic simulations in SIC2. The obtained
model was called “optimized” and it returned the simulated discharges and water levels along PS.
Finally, the optimization process was characterized by the cost of J that indicated the criterion value at
the end of the iterations.
35
Water 2018, 10, 1017
Figure 3. For 2015, the values of J (a) and of the parameterized hydraulic variables contained in the
vector X (b) during the iterations of the optimization process that resulted in the minimization of
the criterion.
Figure 4. For 2015, Cd1 (a), Cd2 (b), n (c), n1 (d), n2 (e), the cuts of J around the minimum values of the
parameterized hydraulic variables. In all cases they represent real minimum for the criterion.
Within the overall methodology, the measurement reliability represented a significant issue.
The measures that are probably affected by errors (called “suspicious measures”) can be
contained in WL IN_1 and WL OUT_2 (boundary conditions), as in WL OUT_1 and WL IN_2
(optimization conditions) data series. The former affected the hydraulic model, while the latter
the optimization process.
The days that are affected by suspicious measures were weighted in the optimization process
through the elements of σ2y and σ3y. In particular, if a day j is affected by a suspicious measure,
the weight (σ2j; σ3j) was set as 10; otherwise, it was equal to 1.
A detection method was elaborated considering the vectors Z1obs,y, Z2obs,y, Z3obs,y, Z4obs,y, Q2sim,y,
and Q3sim,y. The latter two contained simulated values of discharge (output of the optimized hydraulic
model) at the Culv_1 and Culv_2, respectively.
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where j is the index for the examined day of the year y (j = 1, ..., e).
The method was based on the vectors:
deltay = Z2obs,y − Z3obs,y;
delta1y = Z1obs,y − Z2obs,y; (14)
delta2y = Z3obs,y − Z4obs,y;
For the day j, their elements represented the differences in water level terms along the segment
and at the Culv_1 and Culv_2, respectively. The plots of deltay-delta1y, and deltay-delta2y were used to
evaluate in which vector the suspicious measures were located. The outliers of the data linear fitting
were investigated. If the element j of deltay results as an outlier in both plots, a suspicious measure was
in Z2obsj or in Z3obsj. If the element j of deltay results as an outlier in the first plot but not in the second,
the suspicious measure was in Z1obsj. If the element j of deltay is an outlier in the second plot but not
in the first, the suspicious measure was in Z4obsj. To evaluate if a suspicious measure is in Z2obsj or
Z3obsj, Q2sim,y-delta1y, and Q3sim,y-delta2y were plotted. For both, a data quadratic fitting of data was
considered. If the j-th element of delta1y results as an outlier, the suspicious measure was in Z2obsj
while if the element j results as an outlier of delta2y, the suspicious measure was in Z3obsj.
The most significant results obtained are given in Section 3.1.
2.5. Description of the Extended Segment (ES)
The multi-disciplinary modelling approach was then applied over a 22 km Extended Segment
(ES) of the CER (Figure 5). Its downstream corresponds to WL IN_1 and its upstream is located in a
delivery tank, few meters away from the pumping station Pieve di Cento exit. The latter counts seven
pumps with a maximum capacity of 50 m3/s and a maximum head of 4.5 m. For the first 33 m along
the segment, the trapezium cross section top width is higher (85 m) and the bed altimetry varies from
10.79 m to 13.50 m above the sea level. Later, ES presents three different composite trapezium cross
sections (top width from 26.4 m to 22.8 m; bottom width from 5.0 m to 3.3 m; side slope 3:1 and 1.5:1)
and a constant slope (bed altimetry from 13.50 m to 12.81 m above the sea level). Four culverts under
passing two roads (Road crossing_1 and Road crossing_2), the Navile Canal (Culv_3), and the Savena
River (Culv_4) are characterized by a rectangular flow section of 36 m2 (Figure 5). The road crossings
present a modest length (about 20 m), while Culv_3 and Culv_4 are about 63 m and 86 m, respectively.
The 12 occurring offtakes serve a total irrigated area of about 12,580 ha. The water gauges involved are
only two at the ES extremities: WL OUT_0 (at the upstream) and WL IN_1 (at the downstream).
2.6. Application of the Multi-disciplinary Modelling Approach on ES
ES was characterized by a high complexity in geometric and functioning terms (Section 2.5).
Moreover, the hydraulic data availability was poor; in fact, only two locations were equipped with
water gauges. The multi-disciplinary modelling approach was applied over this segment in order to
test its validity in more difficult conditions, representing a typical configuration in irrigation networks
and with a significant lack of hydraulic measurements [19].
The offtake discharges decadal values were estimated as in Section 2.4.1. Due to the lack of
available data, the PS flowing discharge resulted at WL OUT_1, was used to calculate the flowing
discharges over ES, to run the optimized hydraulic model, and to compare the simulated and measured
water level values at WL OUT_0. It was considered to be reliable due to the values of the parameterized
hydraulic variables, of the linear interpolation parameters, and of the RMSE (Section 3.1.3). In particular,
the PS flowing discharge values were used to define the ES upstream boundary conditions.
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Figure 5. The scheme of ES: The 12 irrigation offtakes, the three culverts under passing the Idice River
(Culv_1), the Navile Canal (Culv_3), and the Savena River (Culv_4), the two water gauges (WL OUT_0
and WL IN_1) at the OUT of the pumping station Pieve di Cento and at the IN of Culv_1, the two
road crossings.
For the year y, the vector containing the calculated discharge values of a generic offtake k











where j is the index for the examined day of the year y (j = 1, ..., e).
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where k is the index of the generic offtake (k = 1, . . . , 12).
For the year y, the vector Q0y represented the ES upstream boundary conditions. It was obtained as:
Q0y = Q2sim,y + qtotC,y (18)
whereas, the Z1obs,y values reported were used as the downstream boundary conditions. The hydraulic
model was implemented under a series of one-day steady state simulations. For every year, the vector
Z0obs,y contains the daily measured water levels values at WL OUT_0. They were used for testing the











where j is the index for the examined day of the year y (j = 1, ..., e).
The optimized parameterized hydraulic variables set was larger than that of PS. It consisted
in Cd3, Cd4, Cd5, and Cd6, gate discharge coefficients of Culv_3 and Culv_4 and of the two road
crossings; n, n3, n4, n5, and n6, Manning’s coefficients along ES, within the two culverts and the
two road crossings. The significant uncertainty that affects the measured water levels at WL OUT_0
(Section 2.2) was reflected in the larger parameterized hydraulic variables set size. The high degree of
freedom allowed for obtaining physically possible values of the parameters and the lower cost of J at
the optimization process end. The gate discharge coefficients values could not be imposed as those
of PS because the geometric and functioning characterization difference. Moreover, if the Manning’s
coefficients are imposed, the optimization process gives higher gate discharge coefficients values (>1)
that are not physically correct. The offtake discharges scaling factor was not considered, as explained
in Section 3.1.3.











where j is the index for the examined day of the year y (j = 1, ..., e).
The optimization criterion was based on the definition of the vectors diff 0y and σ0y. The former
contained the values of the daily differences between simulated and measured water levels at WL
OUT_0, as:
di f f 0y = Z0obs,y − Z0sim,y (21)
The vector σ0y weighted the measures probably affected by errors (“suspicious”) located in Z0obs,y.
The detection involved the Pieve di Cento pumps functioning data. In particular, for the year y,
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the vectors Z0pmax,y and Z0pmin,y contained the daily maximum and minimum values of the delivery




















where j is the index for the examined day of the year y (j = 1, ..., e).
For every day j, the functioning range Z0pmaxj-Z0pminj was identified. If Z0obsj do not belong to it,
it is defined as a suspicious measure.









The minimization function is that of PS (Nelder-Mead simplex direct search algorithm).
The most significant results obtained are given in Section 3.2.
3. Results and Discussion
3.1. Pilot Segment (PS)
3.1.1. Unmeasured Offtake Discharges
For every year, the values of wkDm, wkTn, and wkCn were calculated, as in Section 2.4.1. Out of
these weights, the first one resulted generally higher than the second one; the VrDm-VkDm, in fact,
differed considerably from VrTn-VkTn. When considering the year 2015 as an example, the maximum
values were 23.04 × 104 m3 and 13.68 × 104 m3, respectively. For the same year, Figure 6a underlines
the monthly variability of wkDm as compared to the decadal one of wkTn for two offtakes: Offtake1
(reference offtake) and Offtake5 (Figure 2). The weights wkCn were obtained averaging D-data and
T-data according to Equation (3), and they were reported in Figure 6b. The averaging of those values
was needed to minimize the possible measurement errors in D-data, and also, to take into account
that CWR from IRRINET are “optimal requirements”, when considering that water was always
fully available.
 
Figure 6. For the year 2015, the values of the weights wkDm and wkTn (a) and wkCn (b) for the reference
offtake (Offtake1) and for a generic one (Offtake5).
Over the four years of analysis, the trend of the offtake discharge values (qkCn) was mainly
coherent with the yearly meteo-climatic conditions (i.e., average daily rainfall). The reference offtake
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discharge values ranged from 0 m3/s to 0.24 m3/s. qkCn of all other offtakes varied from 0 m3/s
to 0.17 m3/s.
Figures 7a and 7b show that the two offtakes (Offtake1 and Offtake5) had the lowest values in
2014 (mean values of 0.021 m3/s and 0.032 m3/s, respectively) and the highest mainly in 2012 (mean
values of 0.137 m3/s and 0.082 m3/s, respectively). If the month of July is considered, the discharge
values of the reference offtake were lower in 2012 than in 2013 and 2015. This can be explained not only
by meteo-climatic conditions (that resulted in crop stress), but also by insufficient machine, manpower,
or energy availability at the field. Moreover, among the years that were analysed, the cultivated
crops differ.
 
Figure 7. For every year, the variability of the diverted discharges for the reference offtake (Offatake1)
(a) and for a generic offtake (Offtake5) (b).
3.1.2. Steady State Flow Condition
To evaluate if the hydraulic models should be run under steady or unsteady state conditions,
the results of the year 2015 were analysed. They consisted in discharge and water level values at WL
OUT_1 and WL IN_2. The hydraulic model of PS was run under a series of one-day steady state
(Steady-1d) simulations, and under one-day (Unsteady-1d), and 10-min (Unsteady-10mn) unsteady
state simulations.
The vectors Z2sim-2015 and Z3sim-2015 for Steady-1d and Unsteady-1d were completely overlaid.
The differences obtained by comparing these vectors for Steady-1d and Unsteady-10mn reported mean
values of 0.285 m and 5.347 × 10−4 m, respectively.
For Steady-1d and Unsteady-1d the vectors Q2sim-2015 and Q3sim-2015, so as the simulated water
levels, were completely overlaid. If the simulations of steady state and those of unsteady state with
time step 10 min are compared, the resulted maximum and mean differences were 3.843 m3/s and
0.279 m3/s, respectively.
For the optimization of the hydraulic model, the results in water level and discharge terms can be
considered to be approximatively identical for the three flow conditions that are considered.
The series of one-day steady simulations was adopted for running the hydraulic models of both
PS and ES. This assumption was justified by the slow dynamics occurring in the CER, and it is also
coherent with the time scale of calculated offtake discharges (decadal) and of measured water level
(daily) data. The use of steady state saves time and CPU memory that is an important point, since this
hydraulic calculation is embodied into an optimization loop. Using only one run, SIC2 computes 73
steady state simulations; one for every day of the irrigation period. The hydraulic variables on a daily
basis are not function of time.
3.1.3. PS optimized Model
The optimized hydraulic model returned the flowing discharges along the PS. For example,
in Figure 8, the Q2sim,y values are reported (values at the upstream of PS). For every year, they are
grouped into two vectors: Q2simc (output from measured water levels not affected by errors) and Q2sims
(output from measured water levels probably affected by errors, Section 2.4.2).
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The lowest values of flowing discharge were calculated for the rainier year (2014) and they were
17.560 m3/s (Q2sim,2014) and 16.660 m3/s (Q3sim,2014), with standard deviations of 2.694 m3/s and
3.204 m3/s, respectively. When considering Q2sim,y as an example, the years 2013 and 2015 were
characterized by higher flowing discharge mean values (23.930 m3/s and 21.710 m3/s) and standard
deviation values (4.230 m3/s and 4.841 m3/s) as compared to those of the year 2012 (20.700 m3/s
and 2.538 m3/s, respectively). This can be justified by the limiting factors that are mentioned in
Section 3.1.1. Therefore, the years with extreme climatic conditions (2014 and 2012) presented less
variability in relation to flowing discharge mean values when compared to the years 2013 and 2015
characterized by the alternation of dry and rainy intervals.
The values of the flowing discharge were the result of many factors: offtake discharges (that
followed characterization, as explained in Section 3.1.1), the modelled functioning of culverts and the
measured water levels.
Figure 8. For every year: 2012 (a); 2013 (b); 2014 (c) and 2015 (d), the values of Q2sim obtained from the
optimized model.
For the year y, the optimized hydraulic model performances were evaluated through the values
of the parameterized variables and of the differences between water levels simulated and measured at
WL OUT_1 and WL IN_2. At the end of the optimization process, the values of the hydraulic variables
should be physically correct and coherent with literature [68].
For Cq, the yearly values that were obtained resulted close to 1. If the optimization process were
cut around these values, they would not represent real minimum. The offtake discharges impact on the
water levels at WL OUT_1 and WL IN_2 around their nominal values was less than the measurement
accuracy considered (±0.05 m); the offtake discharges represented small rates if compared to flowing
discharges. When considering the year 2015 as an example, the flowing discharge maximum and
minimum values were 29.66 m3/s and 12.88 m3/s, respectively, while the reference offtake discharge
ranged from 0.24 m3/s (0.81% of the flowing discharge maximum) to 0.07 m3/s (0.24% of the flowing
discharge minimum). Cq cannot be considered as one of the parameters for the optimization process
since it did not have any influence on it.
The parameterized hydraulic variables and the cost of the criterion are reported in Table 3 for
every year of analysis. The results that were obtained with the suspicious measures weights are
discussed in the following paragraphs.
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Table 3. The values of the five parameterized variables and the cost of the criterion obtained from the
optimization process: Without (above) and with the weights of suspicious measures (below).
Year
Parameterized Hydraulic Variables Cost of the Criterion
Cd1 (-) Cd2 (-) n (m1/3/s) n1 (m1/3/s) n2 (m1/3/s) J Cost (m)
Without Suspicious Measures Weights
2012 0.37 0.64 0.014 0.015 0.015 0.1742
2013 0.68 0.76 0.015 0.009 0.011 0.2799
2014 0.39 0.82 0.016 0.015 0.008 0.2331
2015 0.49 0.69 0.015 0.012 0.013 0.1036
With Suspicious Measures Weights
2012 0.37 0.65 0.014 0.014 0.015 0.1460
2013 0.71 0.74 0.016 0.009 0.011 0.1480
2014 0.44 0.80 0.015 0.013 0.010 0.1101
2015 0.50 0.71 0.014 0.012 0.012 0.0808
The gate discharge coefficients (Cd1 and Cd2) refer to submerged flow for both culverts. The Cd2
values were coherent with the range 0.60–0.85 that was reported in literature [69,71–73]. For all years,
surface flow occurred within Culv_2. For some years, the Cd1 values significantly differed from the
literature range, and it can be explained by applying Equation (8) to the two gates at Culv_1 and Culv_2.
For example, when Equation (8) was applied on the year 2012 (Cd1 = 0.37, Cd2 = 0.64), for Culv_1,
the term (Zup-Zdn) reported maximum and minimum values of 0.13 m and 0.03 m, respectively.
They were higher than those at Culv_2 that were 0.07 m and 0.01 m, respectively. Due to the modest
impact of the offtakes, the values of the discharges at the two culverts were similar, and therefore the
gate discharge coefficient at Culv_1 has to be lower than the one at Culv_2. Within Culv_1, both flow
types (surface and piped) occurred. The years 2012 and 2015 were characterized by 39 days of surface
and 34 days of piped flows. The years 2013 and 2014, on the other hand, presented mainly surface
flow (57 and 59 days, respectively).
The n values that were obtained were coherent with the reported literature range for concrete
canals (0.010–0.020 m1/3/s) [68]. Over the last four years, the mean value was 0.0147 m1/3/s and
the maximum difference attested was 0.002 m1/3/s (2012–2013). The n1 and n2 values were coherent
with the literature range for concrete culverts (0.010–0.014 m1/3/s) [74] and both had a mean of
0.012 m1/3/s. When considering the analysis period, the maximum difference among the years was
0.005 m1/3/s (between 2012 and 2013 for n1, and between 2012 and 2014 for n2). The Manning’s
coefficient is the result of many factors: Basic value (roughness of the material that was used to
line the canal), irregularities of the canal bed, cross sections variations, obstacles, vegetation growth,
and meandering [75,76]. Along the PS, the Manning’s coefficient was stable; its variations can be
related to the presence of obstacles (debris, downed plants, and dropped obstacles) and algae growth.
For the culverts, it showed more variability and it was the result of many possible factors, such as the
grids at the culverts entrances, which involve head losses, the gates modelling approximations, and the
additional head losses due to the change of geometry between open and closed flow cross sections.
For every year, the performances of the optimized hydraulic model were evaluated through the
elements contained in Z2sim,y and Z3sim,y (Figure 9).
The differences between simulated and measured water levels at WL OUT_1 and at WL IN_2
affected the cost of the criterion and the linear interpolation parameters. The former was also influenced
by the σ2y and σ3y vectors, as shown in Table 3. The maximum difference for the cost of the criterion
was 0.1319 m (0.2799–0.1480 m) for 2013.
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Figure 9. For every year: 2012 (a); 2013 (b); 2014 (c) and 2015 (d), the simulated water level values
contained in Z2sim and Z3sim.
For every year, in order to compare simulated and observed water level values, the former were
plotted in the X-axis, while the latter in the Y-axis [77–81]. In this plot format, the points on the Y = X
line represent the perfect correspondence between model-predicted and measured values; therefore,
the intercept and the slope are 0 and 1, respectively [82]. Points below or above that line indicate over
or under-estimations of the model [77]. In Figure 10, the elements of the vector Z2sim,y were plotted
versus those of the vector Z2obs,y. The former were reported for optimized (Opt) and non-optimized
(Non-Opt) models.
Figure 10. For every year: 2012 (a); 2013 (b); 2014 (c) and 2015 (d), the linear interpolation of Z2obs and
Z2sim for both optimized and non-optimized models.
The validity of the optimized model was verified because of the line interpolation parameters
values were closer to the optimum ones, especially in line intercept terms (i.e., 0.029 instead of 0.429
for Z2sim-2012). Over the four years, the mean values of intercept and slope line were 0.031 and 0.998,
respectively. The same evaluation method was applied to Z3sim,y and Z3obs,y (Figure 11). Also, in this
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case, the optimized model shows an excellent fit, reporting mean values of intercept and slope line of
0.105 and 0.994, respectively.
Figure 11. For every year: 2012 (a); 2013 (b); 2014 (c) and 2015 (d), the linear interpolation of Z3obs and
Z3sim for both optimized and non-optimized models.
The performances of the optimization process have been also evaluated in terms of the root mean
square error (RMSE) (Table 4). For the optimized model, the RMSE was calculated at WL OUT_1 and at
WL IN_2 reporting mean values of 4.661 × 10−4 m and 8.150 × 10−3 m, respectively. They significantly
differ from those of the non-optimized one (mean value of 0.0302 m at WL OUT_1 and 0.0285 m
at WL IN_2).
Table 4. The root mean square error (RMSE) values for both optimized and non-optimized models at
WL OUT_1 and WL IN_2.
Year
RMSE (m)
Non-Optimized Hydraulic Model Optimized Hydraulic Model
WL OUT_1
2012 0.0586 2.9 × 10−4
2013 0.0220 6.1 × 10−4
2014 0.0216 5.8 × 10−4
2015 0.0185 3.9 × 10−4
WL IN_2
2012 0.0318 6.1 × 10−3
2013 0.0340 11.2 × 10−3
2014 0.0316 8.3 × 10−3
2015 0.0265 7.0 × 10−3
Overall, the comparison among simulations highlighted the fact that the optimized model
achieved excellent results, which are very close to the measured values. In the RMSE terms,
the differences between the two models (non-optimized vs optimized) had maximum value of 0.0583 m,
that was recorded at WL OUT_1 for the dry year (2012). Moreover, the mean differences were 0.0297 m
and 0.0228 m at WL OUT_1 and WL IN_2, respectively. When considering the measurements accuracy
order of magnitude (±0.05 m), the optimization process significantly improved the obtained results.
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3.2. Extended Segment (ES)
The ES offtake discharges were calculated as in Section 2.4.1, and the qkCn obtained were mainly
coherent with the yearly meteo-climatic condition. In particular, the ES reference offtake reported
minimum (0.02 m3/s) and maximum (1.17 m3/s) values during the rainy and the dry years, respectively.
Moreover, qkCn for all other offtakes varied from 0 m3/s (2014) to 0.87 m3/s (2012). This range was
larger than those of PS (0–0.24 m3/s for the reference offtake and 0–0.17 m3/s for all other offtakes).
In fact, the ES irrigated land supplied is 1.5 times larger (12,580 ha) than that of PS.
At WL OUT_0, the flowing discharges calculated with the Equation (18) are reported in Figure 12.
For every year, the Q0 elements were grouped in Q0s and Q0c vectors in order to distinguish the
flowing discharge values that are based on Q2sims and Q2simc, respectively.
Figure 12. For every year: 2012 (a); 2013 (b), 2014 (c) and 2015 (d), the values of discharge (Q0)
calculated at WL OUT_0.
The lowest values of flowing discharges resulted for the rainy year with a mean value of
18.46 m3/s (standard deviation of 2.70 m3/s); the highest values were related to 2012 (24.13 m3/s on
average with a standard deviation of 3.22 m3/s) and 2013 (25.81 m3/s on average, standard deviation
of 4.569 m3/s).
For the year y, the performances of the ES optimized hydraulic model were evaluated through
the values of the parameterized hydraulic variables and the differences between simulated and
measured water levels at WL OUT_0. When considering the hydraulic variables, the optimization
process returned physically possible values while only using a larger set of parameters. In particular,
four gate discharge coefficients and five Manning’s coefficients were investigated to characterize ES (in
roughness terms) and every culvert (in roughness and head loss terms). For three years, the values of
the parameterized hydraulic variables obtained are reported in Table 5.






Cd3 (-) Cd4 (-) Cd5 (-) Cd6 (-) n (m1/3/s) n3 (m1/3/s) n4 (m1/3/s) n5 (m1/3/s) n6 (m1/3/s) J Cost (m)
2012 0.60 0.45 0.62 0.52 0.020 0.020 0.013 0.011 0.010 0.5057
2013 0.58 0.60 0.58 0.58 0.014 0.013 0.013 0.013 0.013 0.4667
2015 0.42 0.59 0.43 0.45 0.011 0.019 0.019 0.019 0.010 0.3465
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For every year of analysis, the optimization process was run in order to obtain the parameterized
hydraulic variables values. For the year 2014, it could not end and it tended to minimized the criteria
assigning negative values to the Manning’s coefficients and high values (>1) to the gate discharge
coefficients. So, for this year, the optimization loop was not finalized.
All gate discharge coefficients referred to submerged flow. The values obtained presented less
variability than those of PS (Table 3). They were around 0.60, except for the year 2015 (mean value
of 0.47). In 2012, the four culverts were mainly characterized by piped flow (as for Culv_2 of PS),
while the year 2013, except for Culv_4, presented mainly free flow conditions.
As for PS, the n values that were obtained were coherent with the literature range reported for
concrete canals 0.010–0.020 m1/3/s [68]. Over the three years, the mean value was 0.015 m1/3/s (very
similar to PS n) and the maximum difference of 0.009 m1/3/s was between the years 2012 and 2015
(0.002 m1/3/s in PS). The n3, n4, n5 and n6 values were coherent with the range 0.010–0.014 m1/3/s
for concrete culverts [74], except for the year 2015, for which the values were higher (0.019 m1/3/s
maximum). As said before, the Manning’s coefficient differences can be attributed to several factors,
such as geometric irregularities or variations of the canal bed and of cross sections, obstacles, vegetation
growth, and meandering. Moreover, the field survey estimated the accuracy of Z0obs,y values (±0.10 m)
to be lower than those in PS.
When considering the same year y, the ES J cost quite significantly differed from PS, and the
values of the elements contained in diff 2y, diff 3y and diff 0y can justify these results. In fact, considering
the year 2015 as an example, the maximum absolute values (only for days not affected by suspicious
measures) are 0.015 m at WL OUT_1 (diff 2y) and 0.011 m at WL IN_2 (diff 3y), while at WL OUT_0
(diff 0y), it was much higher and very close to the accuracy threshold (0.102 m). In any case, Figure 13
shows that all the single elements of Z0sim,y are within the Z0obs,y accuracy range (±0.10 m), except for
few days (eight for 2012, nine for 2013, and two for 2015) that are related to Z0obsj or Q2simj and that
were probably affected by errors.
Figure 13. The simulated water level values contained in Z0sim for the years 2012 (a), 2013 (b) and 2015 (c).
As for PS, the vectors Z0sim,y and Z0obs,y were plotted (Figure 14) in order to detect the modelling
impacts of the diff 0y elements. The intercept and the slope of the linear correlation were evaluated,
and they were compared with the optimum values (i.e., perfect fitting) and with those reported for PS.
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Figure 14. The linear interpolation of Z0obs and Z0sim for the optimized model for the years 2012 (a),
2013 (b) and 2015 (c).
The results can be considered excellent for the years 2013 and 2015, with RMSE values of 0.09 m
and 0.05 m, respectively. For 2012, especially the intercept of the linear interpolation (6.047) was
significantly different from the optimal value (0). As already reported by Mesplé [83], the modelling
overestimation/underestimation was probably combined with the proportionality of the gap between
the measured and simulated values. Therefore, the RMSE for 2012 (0.09 m) was similar to the
other years.
Overall, the RMSE values in ES simulations were higher than those reported in PS, indicating that
the model worked better in a segment that was characterized by simpler geometry and with higher
availability and reliability of measured hydraulic data. When the model was tested on a more complex
reality i.e., ES, it had to face two critical aspects: A scarce number and a lower accuracy of the hydraulic
measured data. The latter affected the optimization process, especially for the years with extreme
climatic conditions. In fact, the dry 2012 was characterized by an intense functioning of pumps with a
maximum daily difference in water level terms of 1.23 m. On the contrary, the rainy 2014 presented
lower irrigation demands and therefore the functioning of pumps was more intermittent. This implies
that, due to the slope of ES (3.8 × 10−5), a backwater flow occurred affecting the optimization
process and leading to a poor representation of the reality. The multi-disciplinary modelling approach
developed in this study presented satisfying results for the two remaining years (2013 and 2015).
4. Conclusions
A low availability of hydraulic data can seriously affect efficient management of irrigation canals.
Therefore, this paper presents a novel approach that can be applied to reconstruct the missing hydraulic
data by combining hydraulic modelling and an irrigation DSS (that was developed at a regional scale).
The approach was developed on a Northern Italian canal, more specifically, on its 7 km long
segment (PS), which is characterized by a quite simple geometry and full availability of water levels,
and it gave very good results. Its application on a more complex segment (ES) with a poor data
availability and accuracy, confirmed that the approach can be successfully used to reconstruct data for
years with standard meteo-climatic conditions, while years with extreme climatic conditions are more
difficult to be simulated. It was found that the measuring point and consequently instrument accuracy
are key factors for obtaining a model that can well represent the reality.
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Moreover, the results showed that the offtake discharges can be estimated on the base of crop
water delivery schedules and combining them with measured water levels could enable calculating
the discharges that are flowing through the use of an optimized hydraulic model.
However, this approach was developed on a lined concrete canal. Therefore, its application on
secondary channels, often on earth with considerable infiltration losses, have to be further studied in
order to optimize the hydraulic model and to increase its relevance.
Since the approach proposed allows quantifying discharges and water levels along an irrigation
canal, it can be integrated with water qualitative analysis (e.g., microbiological aspects), thus widening
its multi-disciplinarity.
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Abbreviations
The following abbreviations are used in this manuscript.
Along the CER
Culv_1, Culv_2 Culverts of Pilot Segment passing under rivers
Culv_3, Culv_4 Culverts of Extended Segment passing under rivers
ES Extended Segment
PS Pilot Segment
WL OUT_0 Water gauge at the exit of the pumping station Pieve di Cento
WL IN_1 Water gauge at the entrance of Culv_1
WL OUT_1 Water gauge at the exit of Culv_1
WL IN_2 Water gauge at the entrance of Culv_2
WL OUT_2 Water gauge at the exit of Culv_2
Measured data
Z0obs,y Vector containing daily water levels at WL OUT_0 for the year y
Z0pmax,y Vector containing maximum daily water levels from the functioning of Pieve di Cento pumps
Z0pmin,y Vector containing minimum daily water levels from the functioning of Pieve di Cento pumps
Z1obs,y Vector containing daily water levels at WL IN_1 for the year y
Z2obs,y Vector containing daily water levels at WL OUT_1 for the year y
Z3obs,y Vector containing daily water levels at WL IN_2 for the year y
Z4obs,y Vector containing daily water levels at WL OUT_2 for the year y
Offtakes
Ai Irrigable area; area covered by the crop i
C-data Calculated data
CWRi Decadal cumulated optimum crop water requirement for the crop i
D-data Declared data provided by the Associated Consortia
Dm Duration of the month m
ED Coefficient of the efficiency of the delivery system CER-irrigable area
EIi Coefficient of the efficiency of the irrigation method of the crop i
IIi Coefficient of irrigation intensity of the crop i
qkCn Calculated discharge exiting from the offtake k during the decade n
qkC,y Vector containing daily calculated discharge values of the offtake k for the year y
qrDm Discharge value exiting from the reference offtake during the month m
qtotC,y Vector containing daily calculated offtake discharges from the segment (i.e., ES) for the year y
T-data Estimated data provided by IRRINET
VkDm Monthly cumulated volume of the offtake k from D-data
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VkTn Decadal cumulated volume of the offtake k from T-data
VrDm Monthly cumulated volume of the reference offtake from the D-data
VrTn Decadal cumulated volume of the reference offtake from the T-data
wkCn Weight of the offtake k during the decade n
wkDm Weight of the offtake k during the month m from D-data
wkTn Weight of the offtake k during the decade n from T-data
Optimization
Cd1, Cd2 Gate discharge coefficients at the entrances of Culv_1 and Culv_2
Cd3, Cd4 Gate discharge coefficients at the entrances of Culv_3 and Culv_4
Cd5, Cd6 Gate discharge coefficients at the entrances of 2 road crossings (ES)
Cq Scaling factor of the offtake discharges
J Criteria to be minimized
n Manning’s coefficient on the CER open-flow sections (along PS or ES)
n1, n2 Manning’s coefficients within Culv_1 and Culv_2
n3, n4 Manning’s coefficients within Culv_3 and Culv_4
n5, n66 Manning’s coefficients within the 2 road crossings
Q0y Vector containing daily calculated flowing discharges at WL OUT_0 for the year y
Q2sim,y Vector containing daily simulated flowing discharges at WL OUT_1 for the year y
Q3sim,y Vector containing daily simulated flowing discharges at WL IN_2 for the year y
Z0sim,y Vector containing daily simulated water levels at WL OUT_0 for the year y
Z2sim,y Vector containing daily simulated water levels at WL OUT_1 for the year y
Z3sim,y Vector containing daily simulated water levels at WL IN_2 for the year y
σ0y Vector containing the daily weights of the suspicious measures located in Z0obs,y
σ2y Vector containing the daily weights of the suspicious measures located in Z1obs,y, Z2obs,y and Z4obs,y
σ3y Vector containing the daily weights of the suspicious measures located in Z1obs,y, Z3obs,y and Z4obs,y
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Abstract: In pressurized irrigation networks that use underground water resources, submersible
pumps are one of the highest energy consumers. The objective of this paper was to develop a
decision support system, implemented in MATLAB®, to reduce the energy consumption of the water
abstraction process, from an aquifer to a reservoir in existing wells, by installing a frequency speed
drive. An economic module with the aim to assess the economic profitability of the investment cost of
the variable speed drive was also developed. This tool was used in three wells that were located in the
Eastern Mancha Aquifer. Several scenarios and irrigation seasons were analyzed while considering
the interannual and annual variation in ground water depth. In the three analyzed irrigation societies
(named A, B, and C), energy savings were achieved using a variable speed frequency when compared
with fixed speed. Considering the analyzed cases, when the dynamic water table level is higher,
energy savings ranged from 4.4% and 24.4%, using a variable speed ratio of 0.9 and 0.82. The energy
savings based on the variable speed frequency increased when the dynamic water table level was
lower, with the average energy savings close to 23%, 22% and 6.8% for irrigation societies A, B, and
C, respectively. The results also show that the investment costs of the variable speed drive in two of
the three irrigation societies studied were highly profitable, with a payback that ranged from 4.5 to
10 years.
Keywords: irrigation network; energy consumption; variable speed; well; water depth
1. Introduction
In most countries of the world, the use of underground water resources has a relevant importance,
mainly in arid and semiarid climates. Approximately one-third of the landmass in the world is irrigated
by groundwater. This water source is widely used in agriculture, representing 45% of the irrigated
land that uses groundwater in the United States of America, 58% in Iran, and 67% in Algeria [1].
Groundwater is important in regions of Spain, such as in the Castilla–La Mancha region, where
that approximate source of water represents more than 65% of water use in irrigation and urban
networks [2]. In these areas, it is necessary to improve the energy that is consumed, which guarantees
the economic sustainability of irrigation societies, where energy costs have increased during the
last years.
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Regarding groundwater resources, one relevant point to highlight is water discharge and
recharge phenomena. In this regard, several sources of recharge mainly come from precipitation
and surface-water bodies, such as streams, ponds, or lakes. One of the most common recharge sources
is the irrigation water, mainly when the amount of water applied to crops exceed the crop water
requirements. Regarding the discharge, flow into streams or groundwater pumped from wells is also
common. Water recharged to groundwater for years has a high variability, because it depends on the
amount of precipitation or the local geology of each irrigable area.
Some tools have been developed to improve water and energy use in irrigation networks,
considering the energy efficiency of the pumping systems or the irrigation scheduling management
at the plot scale [3,4]. Most of those studies did not consider the energy efficiency from wells, which,
in most of cases, they do not work with adequate efficiency.
In pressurized networks that use those resources, the energy consumed is a factor to be considered,
which represents a high participation of the total management, operation, and maintenance costs [5].
In those areas, water is extracted from the aquifer using submersible pumps with high installed power
depending on the water table level. The influence of the use of underground water resources can
be highlighted when comparing the average values of the energy cost per unit of irrigation delivery
in water users’ associations (WUAs) [6]. For instance, in the Castilla-La Mancha Region (Spain),
the energy costs per cubic meter delivery ranged from 0.022 € m−3 to 0.026 € m−3 in WUAs with
sprinkler irrigation systems and with drip irrigation systems, respectively. These costs did not include
the costs of water abstraction from wells. If these costs were considered, the energy costs calculated
for sprinkler and drip irrigation systems would increase, reaching values close to 0.061 € m−3 and
0.071 € m−3, respectively. These costs are very similar in both irrigation systems. It was explained
because in all irrigation societies analyzed, the average head supply by the pumping systems were
very similar between sprinkler irrigation systems (58 m) and drip irrigation systems (53 m), besides
energy efficiency for each pump of the pumping stations.
Most of the studies carried out in pressurized irrigation networks are focused on the study of
energy efficiency in pumping stations, which pump water from a reservoir. In some cases, these studies
are based on determining the irrigation sectoring methodologies to improve energy management [7–11].
In other cases, a comparison of several types of regulation systems in pumping stations is evaluated,
considering the efficiency of the pumping system for each combination of flow discharge and pressure
head [9,12,13].
In some energy audits carried out in the Castilla–La Mancha region [14], it can be highlighted
that the submersible pumps are one of the highest energy consumers in these types of associations,
reaching up to 70% of the energy cost.
For that reason, it is necessary to analyze the performance and energy efficiency in wells. Some
studies are focused on determining the optimal well discharge [15–18]. Other researchers [19] tried
to optimize the characteristics and efficiency curves in the pumping wells that delivered to a pivot
irrigation system. In that study, a methodology was carried out to determine the minimum total water
application cost (investment plus operation costs), while optimizing the diameters of the pumping
pipes, distribution pipes, and lateral pipes.
In wells, the most typical management approach is to work with a fixed speed frequency during
the whole irrigation season; however, an analysis that can evaluate the energy savings of using a
frequency speed drive to manage the water abstraction from wells has not been found.
The aim of this paper was to develop a decision support system tool, named DSSW (Decision
Support System for Water abstraction), to determine the effect of installing frequency speed drives
in wells on the energy savings and cost recovery in managing the underground water abstraction
process. Several scenarios were analyzed in three wells with different characteristics that are located
in the Eastern Mancha Aquifer (Spain). This work complements previous studies focused on the
improvement of energy efficiency at irrigable areas, such as MOPECO [20] or GREDRIP model [4],
used to determine irrigation schedules and to estimate the relationship between irrigated crop yield
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and net water applied. In this regard, the use of DSSW does not depend on the water applied at each
irrigation network, because it establishes the energy savings and cost recovery independently of the
total irrigation applied at each irrigable area. The variation in the dynamic water table level in different
irrigation seasons was evaluated. For each scenario, the operating point was computed with several
variable speed frequencies to determine the minimum energy consumed per cubic meter of water
delivery, compared with the fixed speed frequency. An economic analysis of installing this type of
device was also performed to evaluate the economic profitability of this action.
2. Methodology
2.1. Description of the DSSW Tool
The DSSW tool was developed in MATLAB®(MathWorks Inc., MA, USA) to simulate the
performance of wells using fixed and variable speed pumping, as well as the energy consumption for
each type of management approach. An energy analysis of different indicators and the main energy
variables was accurately calculated. By applying the DSSW tool, it was possible to determine the
viability of installing a frequency speed drive to minimize the energy consumption per cubic meter of
water extracted from the aquifer. With this aim, the followings steps were taken:
1. Characterization of the analyzed wells by considering the actual water table levels during the
irrigation season, along with the hydraulic characteristics of the pumping pipe diameter, material,
length, location of the reservoir (distance from the well and difference in elevation), and the type
and model of the pump (characteristic and efficiency curves).
2. Calculation of the system curve for the different analyzed scenarios throughout the
irrigation season.
3. Calculation of the operating point of the pump and energy consumption, which determines the
ratio of energy consumed per cubic meter (kWh m−3).
4. Simulation of the well performance using a frequency speed drive with several variable speed
ratios to calculate the most efficient pump speed.
5. Energy analysis to account for the energy savings by using a frequency speed drive.
6. Economic analysis.
The implemented tool has four modules: (1) Pumping system module, which simulates the
variable speed pump performance; (2) hydraulic module, which determines the system curve
accurately by considering the hydrogeologic parameter of the well and the characteristics of the
pipes; (3) energy module, which determines the operating point of the system under steady state
conditions and calculates the energy rates to determine the energy efficiency for each rotation speed
of the pump; and (4) economic analysis module, which determines the economic profitability of the
different scenarios studied in module 3.
2.1.1. Pumping System Module
The pumping system module considered the characteristics and efficiency curves of the analyzed
pump, H-Q and η-Q, as indicated in Equations (1) and (2), respectively. These curves were obtained
from the theoretical data provided by the pump manufacturer.
H = a + bQ + cQ2 (1)
η = eQ + f Q2 (2)
where H is the pumping head in m; Q is the flow discharge in l min−1; η is the pump efficiency at fixed
speed in percentage; and a, b, c, e, and f are coefficients of the adjusted model, which define the shape
of the curves.
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To define the performance of the pump at different rotation speeds, the characteristics and
efficiency curves for each speed were obtained using the affinity laws. Therefore, for a variable speed
drive, the characteristic curves can be defined as follows:








where Hvs is the pumping head at a variable speed in m; ηvs is the pump efficiency at fixed speed in %;
and α is the ratio between the speed of the variable speed drive and the maximum speed as a fixed
speed drive. In addition, the efficiency of the variable speed drive for different frequencies have been
taken into account according to [9].
2.1.2. Hydraulic Model
This module allowed for the system curve to be determined. In this study, the system was
composed of a pump, the pumping pipe from the submersible pump to the head of the well and the
distribution pipe from the head of the well to the discharge (Figure 1). Accordingly, the system curve
was computed to introduce the data related to the dynamic water table level (Zo), the reference level of
water discharged (Zf) at the top of the reservoir, the pipe diameter (D), the pipe length (L), and the
Hazen–William coefficient (C) of the pumping pipe and the distribution pipe [2].
Figure 1. Infrastructure of the analyzed system.
2.1.3. Energy Module
Once the system curve and characteristic curves for the fixed pump were implemented,
the operating point was computed, which can be defined as the intersection of the system curve
and the pump characteristic curve [21,22]. Hence, according to the studied system curve, it was
possible to determine the operating point at each variable speed. In the proposed tool, several variable
speed ratios (α) were used, one while the pump was working at maximum speed (α = 1) and the rest
while the pump was activated with the frequency speed drive, which ranged from a minimum α to the
maximum speed, at 0.02 intervals. Those parameters can be modified in the tool by the user.
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According to the previous information, at each variable speed ratio, several parameters were
automatically computed, such as the pumping head (H, m), the flow discharge (Q, l min−1), efficiency
(η, %), and absorbed power (Na, kW) by the pump. Moreover, at each variable speed ratio, the
consumed energy was computed using the energy ratio indicator (ER, kW h m−3), which is defined
as the relationship between the energy consumed per volume of water delivered. Installed power
describes the nominal power of the motor (mechanical power at the motor axis) while the absorbed
power is the electrical power absorbed by the motor under each demand condition (low for low
frequencies of the frequency speed drive, high for maximum frequency). The absorbed power also
changes for the same frequency depending on the hydraulic power (i.e., changes in the water table
level). Therefore, the variable speed drive that minimizes the ER was determined, which was useful
for obtaining the energy savings and comparing the use of fixed and variable speed pumps.
2.1.4. Economic Analysis Module
With the aim to determine the economic profitability of the different scenarios analyzed by
comparing the use of fixed and variable speed pumps, an economic analysis module was implemented
in the DSSW tool. Considering the energy savings by comparing the use of fixed and variable speed
pumps, this module analyzes the economic profitability of the variable speed drive investment. Thus,
Equation (5) shows the relationship between the variable speed drive and its installed power.
Cvs = −0.0518 × P2vs + 82.46 × Pvs + 47.62 (5)
where Cvs is the variable speed drive cost in €; Pvs is the installed power in kW.
Equation (5) was obtained from the 13 main speed variable drive manufacturers in the Spanish
market. According to these manufacturers, an annual maintenance cost of 5% of the variable speed
drive cost and a lifespan of 15 years were considered in the economic analysis.
Based on Equation (5), which calculates the annual maintenance cost, lifespan, and the energy
savings with variable speed pumps, this module computes the net present value (NPVvs in €), which
determines the profitability of the investment, as well as the internal rate of return (IRRvs) and the
payback period of the variable speed drive investment. Thus, the DSSW tool can determine the
economic profitability of each study case.
2.2. Case Studies
The DSSW tool was applied to three WUAs, named A, B, and C, from the Castilla–La Mancha
region, which were representative of the irrigable areas of this region. All the WUAs had similar
characteristics, with the use of underground water resources as the main source of water. At each
area, groundwater was pumped to a storage reservoir from which it was then pumped into the
irrigation network by a pumping station. These areas were managed under a rotational schedule with
on-demand management, and the command area ranged from 267 to 863 ha (Table 1). In these areas,
the dynamic water table (DWT) level in the 2007 ranged from 71 (WUA B) to 105 m (WUA A). There
were annual variations of the DWT, but the interannual variation of this variable was much higher.
Table 1. Characteristics of the water user associations.
Irrigation Society A B C
Command area (ha) 863 764 267
Wells (number) 4 6 1
Storage capacity (m3) 130,000
5 of 5000
1 of 6000 20,000
Water distribution network management Rotational schedule Rotational schedule On demand
Irrigation system Sprinkler and drip irrigation Sprinkler and drip irrigation Drip irrigation
The main characteristics of the submersible pumps and the required data for the tool at each one
of the analyzed WUAs are shown in Table 2.
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Table 2. General information required by the developed tool.
Pump Model
WUA* A WUA B WUA C
INDAR 423-3 INDAR BL-345-3 INDAR BL-385-3
Reference level of dynamic water table (Zo, mm) 588.15 602.57 646.89
Reference level of water discharged (Zf, mm) 697.00 680.10 751.03
Pumping pipe diameter (D, mm) 250 315 272
Hazen–Williams coefficient (C) at the pumping pipe 125 125 125
Pumping pipe length (L, m) 160 100 130
Distribution pipe diameter (D, mm) 588 315 272
Hazen–Williams coefficient (C) at the distribution pipe 125 125 125
Distribution pipe length (L, m) 2750 10 50
*WUA: Water User Association.
With the aim to compute the energy consumption by each WUA, the water volume applied in
each irrigation season was recorded. The water volumes applied were similar in each irrigation season.
Thus, average applied water volumes of 836,225 m3, 601,136 m3, and 170,535 m3 for WUA A, WUA
B, and WUA C, respectively, were considered. Finally, the unit energy cost of the study region was
0.10 € kWh−1.
2.3. Data Acquisition
At each of the analyzed wells, the hydraulic, electrical and topographic parameters were measured
during the peak period (July) of the 2007 irrigation season. This information was useful for determining
the performance of each of the analyzed wells. Regarding the hydraulic data, the flow rate was
measured using a portable ultrasound flow meter (2.5% accuracy) at the pump discharge pipe.
In addition, the DWT level was measured with a portable electric contact meter. The electrical
parameters, such as the current, voltage, power factor, and absorbed power, were obtained using an
electrical network analyzer (1.5% accuracy). Regarding the topographic parameters, such as the top of
the reservoir, where water was discharged, and the head of well, were measured using GNSS-RTK
equipment (with an error of less than 1 cm). Thus, the operating point was measured (discharge,
pressure, and efficiency) and compared with the theoretical characteristic and efficiency curves.
2.4. Water Table Level Analysis
In this study, an analysis of the influence of the water table level on the operating point at different
pump rotation speeds was carried out. It was applied for several irrigation seasons, using the water
table level information from the selected piezometer database.
In the whole Jucar Basin, in which the analyzed WUAs were located, there was a dense network
of piezometers (www.chj.es). Monthly data from each piezometer since the early sixties were available.
However, there were many gaps in the available data, and a proper selection of the most representative
piezometers for each WUA was performed.
At each piezometer, the available information included monthly values of the static water table
(SWL) level at each irrigation season. Table 3 shows the identification (Id) of each piezometer, as well
as their UTM (Universal Transverse Mercator) coordinates and the data available period for each
water users’ association. In WUA A, information about two piezometers was available (08.29.102
and 08.29.313), with monthly data of the SWT level from 2007 to 2013. In WUA B, three piezometers
were available (08.29.047, 08.29.051, and 08.29.060), with SWT information from 2007 to 2013 and
2015. In WUA C, four piezometers had available information, piezometers 08.29.033 and 08.29.058
(information from 2007 to 2013), 08.29.055 (information from 2007 to 2011), and 08.29.014 (from 2008 to
2013). The location for each piezometer is shown in Figure 2.
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Table 3. Piezometer information for each irrigated area.
WUA Id-Number Coord X (1) Coord Y (1) Data Available (Years)
A
08.29.102 585981.8361 4304764.2977
From 2007 to 201308.29.313 589075.8342 4303205.2979
B
08.29.047 600345.1536 4334477.9268





08.29.033 577548.335 4358316.5237 From 2007 to 2013
08.29.058 556391.9999 4344263.9132 From 2007 to 2013
08.29.055 573112.1778 4347483.7795 From 2007 to 2011
08.29.014 577430.1485 4346041.8566 From 2008 to 2013
(1) Coordinate system: UTM ETR89.
 
Figure 2. Location of the piezometers and analyses at Irrigation Society A (a), B (b), and C (c).
Once the piezometer database was available for each analyzed well, it was possible to estimate
the actual DWT level for each month of the analyzed irrigation seasons. To compute the DWT, we had
information about the DWT measured in July 2007, in all the analyzed cases. It was measured during
energy audits carried out in that irrigation season [14]. It was measured using a portable SEBA-electric
contact meter. Hence, using the DWT measured data as the main reference, the percentage of annual
and interannual variation was calculated with the original data of the piezometers related to SWT.
The same variation for the SWT was applied to the DWT measured in 2007 to obtain DWT values for
the rest of analyzed irrigation seasons.
In addition, for each irrigation season, three cases (Case 1, Case 2, and Case 3) were proposed,
with the aim to define an average DWT level for each case during the corresponding irrigation season.
These cases were proposed to analyze the annual DWT variation. Therefore, Case 1 represented the
average DWT level for a period with high crop water requirements (from June to August), Case 2
(from March to May), and Case 3 (from September to November) represented the average DWT level
for a period with low crop water requirements. Although the developed tool is capable of evaluating
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as many scenarios as a user can define (monthly or even daily), we decided to simplify the case studies
to demonstrate the results more clearly.
3. Results and Discussion
3.1. Operating Point
As a first step, the characteristic curves H-Q and efficiency-Q at each one of the analyzed wells
are shown in Figure 3. In this case, the theoretical operating point and the measured operating point





Figure 3. Characteristic curves H-Q, efficiency-Q, and operating point for Case 1 in WUA A (a), B (b),
and C (c).
In all the analyzed pumps, the tendency was similar, and it can be highlighted that the operating
point did not match with the best efficiency point. It is located instead in a region where the pump
efficiency was decreasing. This finding was common in the analyzed WUAs, where the pumps were
selected to work in a region where the operating point was located to the right of the maximum
efficiency, and the pumps were installed in a way that it was expected to operate in normal conditions.
This is related to the fact that the use of underground water resources can increase the water depth
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level, thereby increasing the dynamic water table (DWT), and increasing the pumping head can lead
to the translation of its operating point to a region of maximum efficiency in the nearby future.
In these figures, the measured operating point was included to obtain similar values to the
theoretical operating point. With regard to this, these figures are useful to highlight that all the pumps
were properly selected and to obtain acceptable efficiency values, which ranged from 64% to 77% in
WUA B and WUA C, respectively.
3.2. Piezometer Analysis
One representative piezometer was selected for each analyzed WUA. Two criteria were considered
to select each one. First, a proximity criterion to the analyzed well was applied, and the closest
piezometers to the analyzed WUA were selected. The second criterion was focused on the
piezometer selection with the most available data from several irrigation seasons. In some of the
available piezometers, some data were missing; thus, these piezometers were discarded. Therefore,
the piezometers with the most available data were then determined.
In Figure 4, the evolution of the static water table (SWT) throughout all of the available irrigation
seasons is represented at each piezometer, as well as the interannual variation of the SWT with respect
to January of 2007. The SWT evolution of the two piezometers (08.29.102 and 08.29.313) of the WUA A
is shown in Figure 4a. Both piezometers show a similar tendency, ranging in SWT values from 103
to 85 m. The interannual variation of the SWT values also showed a similar tendency, considering
the range of values from 2007 to 2013 (Figure 5b). In this case, piezometers 08.29.313 and 08.29.102
were located at a distance of 9.6 and 12.3 km, respectively. According to the second selection criterion,




* Interannual variation of the SWT1 with respect to January of 2007. 1Static Water Table
Figure 4. Static water table (a) and monthly interannual variation (b) for each piezometer in WUA A.
a
b
* Interannual variation of the SWT with respect to January of 2007
Figure 5. Static water table (a) and monthly interannual variation (b) for each piezometer in WUA B.
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Concerning to WUA B (Figure 5a,b), the SWT evolution remains similar for the three piezometers
ranging their SWT values from 62 to 70 m. In this irrigation society, although piezometer 08.29.047
was the closest to the analyzed well, it was located in a region close to a river; thus, the influence of
this could affect to the data accuracy. Hence, in this area, piezometer 08.29.051 was selected, which
was at a distance of 8.4 km.
For WUA C, the piezometer 08.29.058 (Figure 6a) had a different tendency in comparison to
the other piezometers. In fact, it was too far (25 km) from the analyzed well and was; therefore,
discarded. Piezometer 08.29.033 was discarded because it was close to a river. Considering the
remaining piezometers with a similar tendency, piezometer 08.29.014 was selected because it is close
to the well (distance of 7.5 km) and more information was available for it (Figure 6b).
a
b
* Interannual variation of the SWT with respect to January of 2007
Figure 6. Static water table (a) and monthly interannual variation (b) for each piezometer in WUA C.
In Table 4, the DWT for each analyzed case and irrigation season is shown for each of the selected
piezometers. In addition, during each irrigation season, the average values of the DWT for each case,
along with the coefficient of variation (CV) for each one, is shown. Regarding the CV, it can highlight
the low variability of the DWT, considering the selected months for each analyzed case.
Table 4. Average dynamic water table (DWT) and coefficient of variation (CV) for each irrigation
season and analyzed case.


































Case 1 105.5 0.28 106.9 0.67 103.7 0.99 99.62 0.44 96.73 0.85 92.98 1.12 91.79 1.26 91.09 1.05
Case 2 99.70 1.20 102.5 0.76 101.7 0.26 99.80 0.54 94.43 0.50 91.75 1.28 90.68 0.50 89.44 2.64
Case 3 105.0 0.19 106.3 0.58 104.6 0.94 98.92 0.59 95.11 0.72 95.20 0.59 93.03 1.10 92.23 0.01
Case 1 71.03 0.38 70.54 0.53 71.01 1.31 68.69 0.21 64.98 0.69 65.44 2.21 64.96 0.71 67.62 1.39
Case 2 71.52 0.57 69.80 0.13 68.78 0.34 68.70 0.71 64.42 0.72 64.05 1.05 65.56 1.18 65.00 0.23
Case 3 71.42 0.20 71.17 0.00 71.87 0.31 68.60 0.83 66.08 0.35 68.83 0.66 66.05 0.62 69.15 0.05
Case 1 98.82 0.52 99.21 0.40 100.24 0.43 97.20 0.22 94.37 0.60 94.00 0.86 92.85 0.68 - -
Case 2 98.12 0.16 97.96 0.35 98.35 0.35 97.59 0.71 93.91 0.53 92.24 0.23 92.35 0.37 - -
Case 3 98.63 0.34 99.09 0.48 99.56 0.53 95.83 0.80 93.69 0.71 94.07 0.79 92.29 0.90 - -
For each one of the selected piezometers, the high interannual variation of the DWT can be
highlighted. This fact is important because it allows for a wide range of DWT values for each WUA,
which is useful for validating the behavior and performance of the developed tool under different
dynamic water table levels. Moreover, the selected piezometers show similar tendencies of decreasing
the DWT level for the 2011 irrigation season. This fact is explained by the increasing energy tariffs
during that period, which resulted in a reduction of the use of groundwater resources in these areas,
thereby contributing to the recovery of the aquifers. Hence, several values for the DWT have been
used in these WUAs, which are representative of the DWT levels in the Castilla–La Mancha region.
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3.3. Energy Analysis
For each analyzed well of each WUA, the irrigation season with the highest DWT value and the
last irrigation season whose DWT values are available were chosen for the energy analysis. The DWT
levels in Case 3 for the three WUAs analyzed were very similar. Therefore, only Case 1 and Case 2
were considered for the energy analysis of the three WUAs studied. Consequently, for each WUA
studied, two irrigation seasons and two cases (Case 1 and Case 2) were considered in this analysis.
The irrigation seasons with highest DWT values and the last irrigation season with available data for
WUA A, B, and C were 2008, 2007, and 2007; and 2015, 2015, and 2013, respectively.
Figures 7–15 show the energy analysis results for each WUA, each irrigation season and each
studied case. In WUA A (Figure 7), the operating point that minimizes the energy ratio (ER) is
shown for Case 1 and Case 2, for irrigation seasons 2008 and 2015. Both irrigation seasons were
proposed because of the high difference between the DWT levels among them in each case (Table 4).
The minimum ER values reached a value close to 0.399 (Case 1) and 0.373 kWh m−3 (Case 2), which
represented variable speed ratios (α) of 0.90 and 0.86, respectively. With regard to the 2015 irrigation
season, the minimum ER ranged from 0.342 and 0.336 kWh m−3 for Case 1 and Case 2, respectively,
which were obtained for α = 0.82 in both of them.
 
 
Figure 7. Energy ratio (kWh m−3) at each variable speed ratio (α) in WUA A.
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Figure 8. Pump efficiency (%) depending on the variable speed ratio in WUA A.
In 2008, when comparing the ER obtained with a fixed speed (at maximum α) and the variable
speed pump that minimized the ER, the maximum energy saving obtained ranged from 9.9% (Case 1)
to 13.1% (Case 2). Regarding the 2015 irrigation season, additional differences can be highlighted, with
energy savings close to 22.8% (Case 1) and 24.4% (Case 2). In 2008, the difference between the efficiency
at α = 1 and α that minimizes the ER was not too high and was more important for the 2015 irrigation
season. These differences can be explained when the pump efficiency at each variable speed ratio is
represented (Figure 9), where the maximum pump efficiency could not be reached at a fixed speed.
This finding is related to the fact that when the pump is working at a fixed speed, the operating point
is located to the right of the maximum efficiency, as can be shown in Figure 9 for Case 2. Therefore,
when the pump works at a variable speed, the operating point moves to the left, thus increasing the
pump efficiency when a variable speed drive is used.
 
(a) (b) 
Figure 9. Operating point at fixed speed in WUA A for Case 2 in 2008 (a) and 2015 (b) irrigation seasons.
About WUA B, the results for the 2007 and 2015 irrigation seasons are shown. In 2007, no great
differences between the ER at fixed speeds and α are shown for Case 1 and Case 2 (Figure 10), which
is related to the fact that the DWT level was very similar during the 2007 irrigation season in both
of cases. The minimum energy consumed was obtained when a variable speed of 0.82 was used,
obtaining energy savings approximately 17.7% and 17.2% in Case 1 and Case 2, respectively, with
respect to α = 1. According to this, the minimum ER reached values close to 0.278 and 0.280 kWh
m−3 for Case 1 and Case 2, respectively. In both cases, the α value that minimizes ER was close to
0.82. In 2015, the minimum ER was reached for α of 0.80 (Case 1) and 0.78 (Case 2), with ER values of
0.266 (Case 1) and 0.257 kWh m−3 (Case 2), respectively, obtaining energy savings between 20.7% and
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23.0%, respectively. In both cases and irrigation seasons, the difference between the pump efficiency
at maximum α and the pump efficiency for α that minimizes the ER was high (Figure 11), which is
explained for WUA A, because when the pump was working at a fixed speed, the operating points for
Case 1 and Case 2 were located to the right of the efficiency curve (Figure 12).
  
 
Figure 10. Energy ratio (kWh m−3) at each variable speed ratio (α) in WUA B.
Figure 11. Pump efficiency (%) depending on the variable speed ratio in WUA B.
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(a) (b) 
Figure 12. Operating point at fixed speed in WUA B for Case 2 in 2007 (a) and 2015 (b)
irrigation seasons.
For WUA C, the tendency was very similar to the previously analyzed WUA. In 2007, the variable
speed that minimizes the energy consumed per unit of water supplied was 0.9, for Case 1 and Case 2
(Figure 13), and the energy savings obtained ranged from 4.4% and 4.6%, respectively. In 2015, the
energy savings slightly increased, ranging from 6.7% (Case 1) to 6.9% (Case 2), and were obtained
when comparing the fixed speed with α of 0.88, which minimizes the ER. In both irrigation seasons
and analyzed cases, the pump efficiency reached the highest values at a speed ratio of 0.9 (Figure 14),
which contributes the energy savings obtained when using a variable speed. The operating point in
Case 2 for both irrigation seasons (Figure 15) was to the right of the maximum efficiency, which was




Figure 13. Energy ratio (kWh m−3) at each variable speed ratio (α) in WUA C.
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Figure 14. Pump efficiency (%) depending on the variable speed ratio in WUA C.
  
(a) (b) 
Figure 15. Operating point at fixed speed in WUA C for Case 2 in 2007 (a) and 2013 (b)
irrigation seasons.
3.4. Economic Analysis
The economic analysis module assesses the profitability of installing a frequency speed drive vs.
the option of a fixed speed. Thus, the speed variable drive investment was evaluated for each study
case, irrigation season, and WUA. Table 5 shows a summary of the energy consumed by the fixed
speed pump and the variable speed pump, its energy savings, and the absorbed power of the variable
speed drive, which determines its investment costs according to equation 5 and the unit energy cost
according to the study region. The energy savings obtained by the energetic module of the DSSW
tool considering the use of variable speed pumps ranged from 9.9% to 24.4% for WUA A, from 17.2%
to 23.0% for WUA B, and from 4.4% to 6.9% for WUA C. The energetic module of the DSSW tool
also computes the absorbed power by each speed variable drive. Thus, the absorbed power and the
investment cost of the variable speed drive according to equation 5 for WUA A were 371 kW and
23,510 €, respectively. Similarly, the absorbed power of the variable speed drive for WUA B and WUA
C were 198 and 251 kW, respectively. The investment cost was 14,344 € for WUA B and 17482 € in the
case of WUA C.
Based on the data shown in Table 5, the economic module of the DSSW tool computes the net
present value, NPV (in €), the internal rate of return, IRR, and the payback of each speed variable drive
investment. Figure 16 shows the NPV values considering a discount rate which ranged from 1% to
100% (step 1%) for each study case, irrigation season, and WUA A (Figure 16a), WUA B (Figure 16b),
and WUA C (Figure 16c). Concerning WUA A, the IRR values were 10% (Case 1) and 14% (Case 2)
in 2008 and 26% (Case 1) and 27% (Case 2) in 2015. IRR is the discount rate that makes the NPV of
all cash flows equal to zero. Furthermore, an NPV value equal to or higher than zero determines the
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profitability of potential investments. Consequently, higher NPV values with higher profitability is an
investment, and a higher IRR value is the safer investment. The current discount rate is approximately
4.5%, which is far under the IRR value obtained for WUA A. Thus, the investment of the variable speed
drive in the WUA A is very cost-effective and safely obtains NPV values for the current discount rate
of 10,285, 18,218, 43,188, and 46,617 € for the two case studies and the two irrigation seasons analyzed,
respectively, for the 15-year lifespan. The payback periods for the current discount rate were 10, 8, 5,
and 4.5 years (Figure 17a).
Table 5. Energy consumption of fixed speed pump, variable speed pump, energy saving, absorbed

















Case 1, 2008 0.439 0.399 9.92 371 23,510
Case 2, 2008 0.422 0.373 13.10 371 23,510
Case 1, 2015 0.420 0.342 22.84 371 23,510
Case 2, 2015 0.418 0.336 24.44 371 23,510
B
Case 1, 2007 0.327 0.278 17.7 198 14,344
Case 2, 2007 0.328 0.280 17.24 198 14,344
Case 1, 2015 0.321 0.266 20.65 198 14,344
Case 2, 2015 0.316 0.257 23.03 198 14,344
C
Case 1, 2007 0.387 0.371 4.35 251 17,482
Case 2, 2007 0.385 0.368 4.64 251 17,482
Case 1, 2015 0.372 0.349 6.70 251 17,482
Case 2, 2015 0.372 0.348 6.90 251 17,482
1 Energy consumption of fixed speed pump. 2 Energy consumption of variable speed pump.
Figure 16. Net present value for several discount rates of the speed variable drive investment for WUA
A (a), WUA B (b), and WUA C (c).
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Figure 17. Payback period for several discount rates of the speed variable drive investment for WUA
A (a) and WUA B (b).
Regarding the WUA B, in 2007, the IRR values were 18% for Case 1 and Case 2, whereas in 2015,
they were 21% (Case 1) and 22% (Case 2). Consequently, although the percentages of energy savings
between WUA A and WUA B were similar, the investment safety in WUA B was higher than that of
WUA A, and the payback was lower (Figure 17b). These results are because the absorbed power by
the variable speed drive in WUA B was much lower than that of WUA A, so the investment cost of
the variable speed drive was also lower. Therefore, the NPV values for a discount rate of 4.5% were
15,861, 15,291, 19,376, and 21,988 € for the two case studies and the two irrigation seasons analyzed,
respectively, for the 15-year lifespan. Because of the lower energy savings and the lower water volume
applied in WUA B, the profitability was smaller. The payback periods for the current discount rate in
WUA B were 6.5, 6.5, 6, and 5 years, respectively (Figure 17b).
However, because of the high absorbed power and the high cost of the variable speed drive
in WUA C, and the low energy savings and the small amount of water applied, the NPV was
negative for any discount rate considered (Figure 16c). Consequently, under the conditions of WUA
C, the variable speed drive was unprofitable for the two case studies and the two irrigation seasons
analyzed, respectively, for the 15-year lifespan.
4. Conclusions
A decision support system tool for water abstraction from aquifers for irrigation, the DSSW
tool, was developed. The proposed tool can be useful for managers of irrigable areas once the crop
distribution is known. The proposed methodology can be useful for reducing energy consumption
during the water abstraction process from an aquifer to a reservoir in existing wells by installing
a frequency speed drive. This tool might be combined with other tools focused on a centralized
management, such as Irrigation Advisory Services, where managers can determine the optimum
amount of water applied depending on the crop production costs and gross margin. It should be
combined with tools that take into account the crop water demands and which give information about
the influence of the water applied on crop yields. In this regard, according to the irrigation strategy
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followed at each area, and the total volume water supplied by wells, managers can decide whether a
variable speed drive is or is not profitable.
In the three analyzed cases, energy savings, in comparison with the fixed speed, ranged from
4.4% and 24.4%, using a variable speed ratio of 0.9 and 0.82. The energy savings when using a variable
speed frequency increased when the dynamic water table level was lower, and average energy savings
close to 23%, 22%, and 6.8% were obtained for irrigation societies A, B, and C, respectively.
An economic analysis module was also developed in the DSSW tool. This module determines the
economic profitability of the variable speed drive investment. The results show that the investment
cost of the variable speed drive in most irrigation societies studied was very profitable, with a payback
that ranged from 4.5 to 10 years. However, irrigation societies with very low energy savings and a
high investment cost of the variable speed drive were linked to a low amount of applied water volume,
and the investment was unprofitable. This decision support system tool has the potential to be useful
for facilitating the transference of this methodology to engineers and managers of irrigable areas.
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Abstract: Irrigating plants based on their water requirements enhances water use efficiency and
conservation; however, current irrigation practices for container-grown greenhouse plants largely
relies on growers’ experiences, resulting in leaching and/or runoff of a large amount of water.
To address water requirements of greenhouse-grown plants, this study adapted a canopy closure
model and investigated actual evapotranspiration (ETA) of Calathea G. Mey. ‘Silhouette’ and
Stromanthe sanguinea Sond. from transplanting to marketable sizes in a shaded greenhouse. The daily
ETA per Calathea plant ranged from 3.55 mL to 59.39 mL with a mean cumulative ETA of 4.84 L during
a 224 day growth period. The daily ETA of S. sanguinea varied from 7.87 mL to 97.27 mL per plant
with a mean cumulative ETA of 6.81 L over a 231 day production period. The best fit models for
predicting daily ETA of Calathea and Stromanthe were developed, which had correlation coefficients
(r2) of 0.82 and 0.73, respectively. The success in modelling ETA of the two species suggested that the
canopy closure model was suitable for quantifying water use of container-grown greenhouse plants.
Applying the research-based ETA information in production could reduce water use and improve
irrigation efficiency during Calathea and Stromanthe production.
Keywords: actual evapotranspiration (ETA); Calathea; container-grown plants; daily water
requirements; ornamental foliage plants; Stromanthe; water need index (WNI)
1. Introduction
Freshwater is one of our most precious natural resources. Agricultural use of freshwater has
been under rigorous scrutiny since irrigation withdrawals represent over 70% of all freshwater use
worldwide [1,2]. In the United States (U.S.), irrigation accounts for 68% of groundwater and 29%
of surface water withdrawals, encompassing up to 62% of all freshwater use [3]. Container plant
production is an important sector of agriculture, which refers to growing plants from seedlings, liners,
rooted cuttings, or grafted plants in containers or pots filled with substrates to marketable sizes or
harvestable stages [4]. Growing media or substrates consist of a mix of soil, peat, vermiculate, perlite, or
other organic components in different proportions. Container production is a widely-utilized method
for growing a variety of plants including fruit, vegetable, nursery, and floriculture crops. Floriculture
and nursery crops comprise almost 30% of the specialty crops grown in the U.S. with a total of $11.7
billion in sales in 2009 [5]. Container production in the U.S. currently accounts for approximately
90% of greenhouse, nursery, and floriculture crops [6]. Since plants are grown in artificial substrates
confined by limited volumes (containers), they have to be frequently irrigated ranging from daily
to weekly to avoid drought stress. Current irrigation practices have been largely based on growers’
intuition or experience, and as a result, plants are often overirrigated [7]. Overirrigation has been
reported to result in 25% to 90% of irrigated water to be leached and/or runoff [8–11]. Overirrigation
Water 2018, 10, 1194; doi:10.3390/w10091194 www.mdpi.com/journal/water75
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not only reduces substrate aeration but also results in irrigation leaching and/or runoff, which is
accompanied with nutrient elements, primarily nitrogen (N) and phosphorus (P). The movement of N
and P in waterways could potentially contaminate ground and/or surface water [8]. Thus, irrigation
based on plant growth requirements is becoming increasingly important for sustainable production of
container-grown plants.
Plant water use is mainly a function of transpiration through leaves. When evaporation from
soil or other substrates is included, water use is termed actual evapotranspiration (ETA, mL day−1).
Transpiration accounts for the majority of actual ETA, but it can be affected by local weather conditions,
cropping system, plant species, and growth stages [12]. As a result, ETA is estimated by multiplying
reference ET (ET0, mL day−1) with a corresponding crop coefficient (Kc, dimensionless) [12].
The Penman–Monteith equation has been recommended as the sole method of estimating ET0 [12],
which is calculated by multiplying weather-based estimates of ET from a reference crop, such as grass
or alfalfa. There are several modifications to the Penman–Monteith model that provide the same values
for ET0. One is the grass reference option established by the American Society of Civil Engineering
(ASCE) [13]. Another is the program provided by Campbell Scientific Inc. (Logan, UT, USA) for its
weather stations [14] that uses the full ASCE Penman–Monteith equation [15]. Kc is a function of
fraction of ground cover and crop height, and Kc values have been reported for a wide range of
agronomic crops [12,16]. However, accurate Kc values are difficult and expensive to develop [17].
Using precision weighing lysimeters is the most accurate way of estimating crop water usage and
developing Kc. Weighing lysimeters have generally been regarded as the standard measuring device
for estimating ET; they do so by measuring changes in mass of a soil container with plants positioned
on a scale or other weight device. Weighing lysimeters measure ETA as volumes, rather than depths.
Quantification of daily water use of container-grown plants dates back to the 1980s. The Thorn
thwaite equation [18] was the original method used [19,20] to calculate ET0. Other researchers used
the top diameter of container [21] for calculating the surface area to convert ETA to a depth for 22
woody ornamental species, and Kc values ranging from 1.1 to 5.1 were reported. In agronomic
crops, however, Kc values rarely exceed 1.3 [22]. This represents a major discrepancy between
agronomic and container plants. Agronomic crops are produced in the field, and ETA and Kc are
estimated in reference to an irrigated area or a ground area, which includes ground cover and canopy.
In container-grown plants, ETA is mostly measured by weight loss from a container initially near
100% container capacity; as such, ETA is a measure in volume. However, ET0 is calculated as a
depth (mL). In container plant production, projected canopy areas (PCA) generally exceed container
surfaces by several times. Evapotranspiration, mainly transpiration, takes place throughout the
canopy. Since the measure of ETA is in volume, it has to be normalized by an area to be the same
units as ET0 for the calculation of Kc. An approach to normalized ETA is to calculate it based on
PCA. When ETA was normalized by both ET0 and PCA, Kc declined as PCA approached canopy
closure and became relatively constant after canopy closure [23]. Thus, it was proposed that the
calculation of Kc of container-grown plants was based on canopy closure [24]. When using this
model, researchers determine average canopy area and calculates percent canopy closure (%CC)
based on distance between adjacent containers and the canopies of similar plants. Based on the ETA,
ET0, and PCA, a water needs index (WNI) is calculated, which is a function of canopy closure of a
group of plants, relating individual plant actual evapotranspiration (ETA) to plant size and canopy
ventilation and radiation [25]. Daily ET0 was calculated from a meteorological measurement on
site, with ETA determined by an autonomous weighing lysimeter system [10]. The model has been
used to quantify daily ETA of several woody ornamental plants to market size including Ligustrum
japonicum Thunb. [24], Viburnum odoratissimum Ker Gawl. [26,27], Rhaphiolepis indica (L.) Lindl.
ex Her Gawl. [28] as well as foliage plants of Asplenium nidus L. and Chamaedorea elegans Mart. [29].
The irrigation of container plants based on daily water use has been documented to reduce nursery
runoff volume and nutrient load without reducing plant growth [30,31].
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The objectives of the present study were to determine ETA of two important container-grown
ornamental foliage plants, Calathea G. Mey. ‘Silhouette’ and Stromanthe sanguinea Sond., in a shaded
greenhouse from tissue-cultured liners grown in 15 cm containers to marketable sizes, and to develop
models to predict daily ETA rates using the PCA model developed for container-grown woody
ornamental plants. Foliage plants are those produced in shaded greenhouses and used primarily for
interior decoration [32]. Florida is the leading state in the production of foliage plants, accounting for
72% of wholesale value in the U.S. in 2015 [33]. Quantification of their daily water use could provide
research-based information for improving irrigation efficiency during foliage plant production in
greenhouse conditions.
2. Materials and Methods
2.1. Experimental Location
The experiment was conducted in a shaded greenhouse at the University of Florida’s Mid-Florida
Research and Education Center (MREC) in Apopka where a Florida Automated Weather Network
(FAWN) station was 46 m east of the shaded greenhouse. The station provided readings of air
temperatures at three elevations (0.6, 1.8, and 9.1 m), dew point, rainfall, soil temperature, relative
humidity, wet bulb temperature, barometric pressure, and wind speed every 15 min daily as well as
daily evapotranspiration (ET).
2.2. Experimental Setup
An automated Weatherhawk weather station (Campbell Scientific Inc., Logan, UT, USA) was
installed inside the shaded greenhouse where a miniature weighing lysimeter system was built
for this study [10]. In brief, the system consisted of a control/data collection apparatus connected
to mini lysimeters where a SDM-AM16-32 multiplexer (Campbell Scientific Inc., Logan, UT, USA),
a CR10X data logger (Campbell Scientific Inc., Logan, UT, USA), and SDM-CD16AC relay control
module (Campbell Scientific Inc., Logan, UT, USA) were used for receiving and storing data from
the mini-lysimeters. Each mini-lysimeter was installed with a load cell (SSM-50-AJ, Interface Inc.,
Scottsdale, AZ, USA) that was suspended from a miniature tripod with a plant support. All load
cells were calibrated with a seven-point curve using known masses. Every half hour, the data logger
program recorded the mass of each lysimeter and stored it for later retrieval. At midnight, actual
evapotranspiration (ETA) for each lysimeter was determined as the difference in mass between 0500 h
and midnight. There was no transpiration between midnight and 0500 h.
2.3. Plant Materials and Their Growth
Tissue-cultured liners (plantlets grown in plugs of 72 cell trays) of Calathea ‘Silhouette’ and
S. sanguinea were transplanted singly into a peat-based substrate composed of 60% Canadian peat,
20% vermiculite, and 20% perlite in 15 cm containers. Stromanthe plants were transplanted on
8 September 2008 and harvested on 23 April 2009; and Calathea plants were transplanted on 7 July 2009
and harvested on 18 February 2010. Plants were fertilized by top dressing 5 g of a controlled-released
fertilizer (CRF) (Osmocote 19–5–9, 8–9 month, The Scotts Co., Marysville, OH, USA) per container
three weeks after potting. The experiment was arranged as a completely randomized block design with
four replications. Each block had 15 plants per species, they were spaced in three rows, five containers
along the length of benches, 30 cm apart. The center plant was placed in a suspension-weighing
lysimeter, and the four closest plants to the lysimeter plant were designated as the interior plants for
repeated canopy measurements. Plants were produced in the aforementioned shaded greenhouse
under a maximum photosynthetic active radiation (PAR) of 200 μmol m−2 s−1.
Plants were irrigated between 0800 h and 0900 h and allowed to have about 10% leachate fraction.
Irrigation was supplied through self-fashioned rings of pressure-compensated drip tubing (Netafilm,
Fresno, CA, USA). Pressure-compensating emitters were made in 30.5 cm intervals along the length of
77
Water 2018, 10, 1194
the tubing. There were four emitters that were cut and rolled to form two loops joined by a T-barb.
Each container had a joined loop which was connected to 19 mm polyethylene tubing using equal
lengths of 6 mm tubing. Water application for 15 loops (15 plants) was calculated by Christensen’s
coefficients of uniformity on each bench. The mean coefficient was 0.94 and ranged from 0.93 to 0.96.
Typical application rates per bench were 187 mL per minute.
2.4. Data Collection
Greenhouse air temperature, relative humidity, wind speed, and solar radiation required for
calculation of reference evapotranspiration (ET0) was collected from the automated Weatherhawk
weather station. The algorithm used for calculating reference evapotranspiration (ET0) was based on
the Campbell Scientific program.
Plant growth data were collected a week after potting. The widest width, width perpendicular to
the widest width, and average height of the canopy were measured every three weeks on the lysimeter
plants and adjacent four interior plants of each replication. The two widths were multiplied to estimate
the two-dimensional PCA. When PCA was multiplied by the average height, canopy volume or growth
index (GI) was estimated [34,35], assuming the three-dimensional canopy resembled a rectangular
form. Plant water-use efficiency was calculated as total dry matter produced (g) by actual amount of
water used (ETA) [36].
2.5. Modelling Plant Water Use
The %CC, ETA, ET0, and PCA [24,26,27] were utilized for modelling the daily water use of two
plant species. The %CC at each measurement was calculated by adding half the PCA of each of the four
border plants to the PCA of the lysimeter plant and dividing the sum by allocated bench space for each
plant (929 cm2). This was the squared distance, at the center, between each plant. Since the containers
were not respaced, canopies could become overlapped as shoots per plant expanded outward and up.
The overlapping could result in calculation of %CC greater than 100% since it was determined on a
fixed allocated bed area.
Daily ETA (cm3) of each lysimeter plant was converted to a depth by dividing with its PCA
(cm2). ETA depth (cm) was then divided by the corresponding ET0 (cm) and averaged over the seven
days to calculate WNI [WNI = (ETA/PCA)/ET0] [28] for each lysimeter plant at each measurement
date. Obtained WNI values of the four lysimeter replicates for each date were plotted against their
corresponding %CC values. The plot was fitted to a three-parameter exponential decay curve using
SigmaPlot (Version10; SPSS Inc., Chicago, IL, USA). The plot was also fitted to a third-order inverse
polynomial equation also using SigmaPlot. An equation for the nonlinear line was derived using a
three-level inverse polynomial equation (Version10; SPSS Inc., Chicago, IL, USA).
3. Results
3.1. Reference Evapotranspiration
The ET derived from FAWN from September 2008 to April 2009 ranged from 1.02 to 4.83 mm
with a mean of 2.36 mm. The ET from July 2009 to February 2010 varied from 1.02 to 5.58 mm with
a mean of 2.75 mm. The ET0 values in the shaded greenhouse were about 12% of that outside the
shaded greenhouse as measured by the FAWN station during the mentioned time. Relative humidity
was normally higher, more than 75% inside the greenhouse. Air movement happened during most
afternoons from early-Spring until late Fall due to the operation of evaporative cooling fans, although
there was no measurable wind movement. Temperatures in the shaded greenhouse were also more
moderate than outside conditions, with minimums set at 18.3 ◦C for heating and 32.2 ◦C for evaporative
cooling. ET0 was highest in April and May (days 90 to 150), then declined the rest of the period with
the onset of summer rains, then shorter days.
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3.2. Plant Growth
Canopy height and widths of Calathea ‘Silhouette’ increased in a polynomial fashion (data not
shown). Growth index also increased polynomially (Figure 1A). Calathea ‘Silhouette’ at the time of
harvest produced 19.4 leaves with a total leaf area of 852 cm2. Shoot and root fresh weights were
33.8 and 5.6 g; and shoot and root dry weights were 3.7 and 0.5 g, respectively (Table 1).
Canopy heights and widths of S. sanguinea increased linearly over the production time (data not
shown), but canopy width and growth index increased polynomially (Figure 1B). At harvest, the mean
number of leaves was 84 with a total leaf area of 2729.2 cm2. Shoot and root fresh weights were
110.7 and 42.2 g, and corresponding dry weights were 14.4 and 3.0 g, respectively (Table 1).
Figure 1. Growth indices (cm3) of Calathea ‘Silhouette’ (A) and Stromanthe sanguinea (B) grown in 15 cm
containers from tissue-cultured liners to marketable sizes. The equations are the best fit line (dash).
Table 1. Plant growth measurements at harvest by species. Plants were harvested when common















Efficiency (g L−1) y
Calathea 19.4 ± 0.59 852.0 ± 54.60 33.8 ± 2.40 5.6 ± 0.37 3.7 ± 0.33 0.5 ± 0.04 0.87
Stromanthe 84.0 ± 2.49 2729.2 ± 68.36 110.7 ± 3.10 42.2 ± 1.35 14.4 ± 0.17 3.0 ± 0.08 2.56
z Values represent the means ± standard errors of four replications. y Water use efficiency = the ratio of total dry
weight (g) to total amount of water used (L).
3.3. Plant Actual Evapotranspiration (ETA)
Daily ETA per Calathea ‘Silhouette’ plant ranged from 3.55 mL to 59.39 mL (Figure 2A) with
an overall mean of 21.6 mL a day per plant. The mean cumulative ETA was 4.84 L over a 224 day
production period that span mid-summer 2009 to mid-February 2010. Corresponding to the beginning
of production in mid-summer and finishing in late winter, mean ETA was initially higher, up to
59.39 mL, then declined through the production period. By late October (day 120), mean ETA stopped
declining, ranging generally from 11.83 to 23.66 mL per day until harvest.
Daily ETA for producing S. sanguinea ranged from 7.87 to 97.27 mL with a mean of 29.5 mL
(Figure 2B). The mean cumulative ETA value was 6.81 L per plant during the entire production period.
Mean daily ETA declined from transplanting through the end of the year. Mean ETA during this period
decreased from 36.97 mL to 17.74 mL per day. Increases in mean ETA were slow to occur until early
March 2009, when daily ETA increased from around 29.57 mL per day to a median of 73.93 mL per
day over a 20 day period. The increase in mean daily ETA occurred due to large increases in daily
variability. With the weeks before harvest, mean daily ETA ranged from 14.79 mL to nearly 97.27 mL
per day.
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Figure 2. Mean daily actual evapotranspiration (ETA) of Calathea ‘Silhouette’ (A) and Stromanthe
sanguinea (B) grown in 15 cm containers during production from tissue-cultured liners to marketable
sizes. Each triangle is the mean daily ETA of four plant replicates. The vertical line separates the year.
3.4. Data Analysis and Modeling
Application of the %CC model [26] was successful for both Calathea and Stromanthe with the best
fit model presented in Table 2. The r2 values were 0.82 and 0.73 for Calathea and Stromanthe, respectively,
suggesting that strong correlations occurred between WNI and %CC for the two species. The equations
predicted the water use of individual plants. If means could have been derived from these individual
plant measurements, such that the relationships were derived for populations of plants, the r2 would
be even higher and predictions of overall crop water use would be more certain. The WNI coefficients
declined as both plants’ growth increased, which was illustrated by the increase in %CC (Figure 3A,B).
The decline in WNI was due to the increase in canopy boundary layer resistance as plant foliage
expanded and filled in the gaps between containers. When reaching near 100% CC, transpiration of all
but the upper leaves become decoupled from the air above the canopy, resulting in 40% deceases in
whole plant transpiration outdoors [26]. Conversely, random removal of approximately 33% plant
canopy coverage has been shown to increase individual plant transpiration by 40% [26].
 
Figure 3. Inverse polynomial relationship between % Canopy Closure (CC) and the water need index
(WNI) for Calathea ‘Silhouette’ (A) and Stromanthe sanguinea (B). Data points are four plant replicates,
and the equation for the best fit line present in Table 2.
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Table 2. Best fit models for predicting daily ETA values of Calathea ‘Silhouette’ and Stromanthe sanguinea
during production from tissue-cultured liners to marketable sizes in 15 cm containers.
Species Model Equation r2
Calathea WNI = 1.213 + 0.383/%CC + 0.032/(%CC)2 + 0.005/(%CC)3 0.82
Stromanthe WNI = 1.136 − 1.131/%CC + 1.395/(%CC)2 − 0.255/(%CC)3 0.73
4. Discussion
The present study investigated daily ETA of two important container-grown ornamental foliage
plants, Calathea ‘Silhouette’ and S. sanguinea, from tissue-cultured liners to marketable sizes in a
shaded greenhouse. Results showed that daily water requirements of Calathea varied from 3.55 mL
to 59.39 mL over a 224 day production period, and the cumulative ETA for producing this plant
was 4.84 L. The daily water requirements of S. sanguinea ranged from 7.87 mL to 97.27 mL and its
cumulative ETA was 6.81 L. The cumulative ETA values were comparable to two other container-grown
foliage plants, A. nidus and C. elegans [29], in which both were grown in 15 cm containers with
cumulative ETA values of 7.95 L for A. nidus during a 294 day growth and 6.43 L for C. elegans
during a 280 day production period. Although there has been little ETA information available about
container plants produced in greenhouse conditions, we believe that the cumulative ETA data were
valid. Researchers have produced foliage plants Codiaeum variegaturm ‘Petra’, Dieffenbachia maculate
‘Camelle’, and Spathiphyllum ‘Petite’ in 15 cm containers in an ebb-and-flow system from cuttings or
tissue-cultured liners to marketable size [37]. Ebb-and-flow is a system where container plants on
ebb-and-flow trays are subirrigated with recirculated nutrient solution. There is no irrigation water
runoff, and the amount of water lost during the production can be quantified. The authors reported
that the total amount of water used by the plants ranged from 6.8 L to 7.9 L depending on nitrogen
rates. The same ebb-and-flow system has been used to produce 18 foliage plants across 15 genera in
15 cm containers in a shaded greenhouse and it has been found that the average amount of water
required for producing these plants from cuttings or tissue culture liners to marketable sizes was
10.22 L [9]. The calculated amount of water loss on ebb-and-flow systems could be greater than those
produced in the present study. This is because each ebb-and-flow tray has a surface area of 2.4 m2,
and water or nutrient solution are flooded in the trays to a depth of 2.5 cm for 10 min one to three
times a week, during which a certain amount of water was lost due to evaporation.
Results from this study showed that the canopy closure model and WNI developed for woody
ornamental plants are suitable for modelling daily water requirements of container-grown foliage
plants in greenhouse conditions. In the present study, canopy widths and height were recorded every
three weeks, and PCA and %CC were calculated based on container size and spacing. Using %CC,
Kc values were calculated. The Kc values were multiplied by PCA and ET0 to estimate the ETA on
daily base. WNI was then calculated by the formula (ETA/PCA)/ET0 [28]. The plots of WNI as a
function of %CC for both Calathea and Stromanthe (Figure 3A,B) were fitted to the equations presented
in Table 2 with the correlation coefficients (r2) 0.82 and 0.73 for Calathea and Stromanthe, respectively.
The modelling ETA based on the aforementioned method has several advantages [25]. Kc calculation is
based on canopy closure, it should be independent from container size. It also should avoid the need to
use Fourier curve transformations to account for changes in ETA or growth with season. Development
of models based on canopy components should be easier to convert to predictive irrigation models
than those that require complex transformation or provide Kc range only. On the other hand, if the
%CC or PCA does not change, neither should the relationship of ETA to ET0, suggesting a period of
canopy dormancy.
As far as is known, this is the first report on daily water use for Calathea and Stromanthe.
This information along with ETA values estimated in another two foliage plants, Asplenium and
Chamaedorea, showed that foliage plants have rather lower cumulative ETA values than other
ornamental plants grown in greenhouses. For example, cumulative water use of two Petunia hybrida
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cultivars were 2.71 L and 4.08 L, respectively, when they were produced in 15 cm containers for
46 days [38]. The lower ETA is likely related to the natural habits of their origin. Foliage plants
were predominantly understory plants [39]; their leaves have thicker cuticles; the plants require
lower light levels and lower nutrient input for growth. As a result, their net photosynthetic and
transpiration rates are lower [40]. Commercial production of foliage plants, however, has not fully
considered these characteristics. Traditional overhead irrigation resulted in the runoff of 90% of
irrigation water. Subsequent improvement on irrigation with a capillary mat used 19 L to 23 L of
irrigation water per plant, and drip irrigation used 10 L to 12 L of water [41]. Compared to the
cumulative ETA values ranging from 4.82 L to 7.95 L with those from either drip or capillary mat
irrigation, irrigation of plants based ETA could substantially save freshwater in container-grown
foliage plant production. Plants from more than 1000 species across more than 100 genera are grown
as ornamental foliage plants [32], and water requirements and water use efficiency could vary among
species. For example, the water use efficiency of Stromanthe is three times greater than that of Calathea
(Table 1). To irrigate container-grown foliage plants based on their requirements, the ETA of each genus
should be determined. The methodologies presented in this study provide an easy and affordable way
to quantify daily water use, and the application of ETA information into irrigation practices should
significantly improve irrigation efficiency and conserve freshwater resources.
5. Conclusions
The daily ETA established for Calathea and Stromanthe as well as those previously established
for A. nidus and C. elegans suggest that the canopy closure model and WNI developed for woody
ornamental plants are suitable for modelling daily water requirements of container-grown foliage
plants produced in greenhouse conditions. The daily ETA established for Calathea and Stromanthe could
be used as reference guidelines for improving irrigation practices in commercial production of foliage
plants. The application of ETA should significantly reduce irrigation water runoff and leaching and
conserve freshwater resources.
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Abstract: Spray sprinklers enable to operate at low pressures (<103 kPa) in self-propelled irrigation
machines. A number of experiments were performed to characterize the water distribution pattern of
an isolated rotator spray plate sprinkler operating at very low pressure under different experimental
conditions. The experiments were performed under two pressures (69 kPa and 103 kPa) and in calm
and windy conditions. The energy losses due to the impact of the out-going jet with the sprinkler
plate were measured using an optical technique. The adequacy to reproduce the measured water
distribution pattern under calm conditions of two drop size distribution models was evaluated.
A ballistic model was used to simulate the water distribution pattern under wind conditions evaluating
three different drag models: (1) considering solid spherical drops; (2) a conventional model based on
wind velocity and direction distortion pattern, and (3) a new drag coefficient model independent
of wind speed. The energy losses measured with the optical method range from 20% to 60% from
higher to lower nozzle sizes, respectively, for both evaluated working pressures analyzing over
16,500 droplets. For the drop size distribution selected, Weibull accurately reproduced the water
application with a maximum root mean square error (RMSE) of 19%. Up to 28% of the RMSE could
be decreased using the wind-independent drag coefficient model with respect to the conventional
model; the difference with respect to the spherical model was 4%.
Keywords: rotator spray sprinkler; low-pressure; ballistic simulation; modified drag model;
energy losses
1. Introduction
Self-propelled sprinkler irrigation systems and lateral move and center pivot systems have become
an alternative for irrigation modernization, particularly for large scale land holding [1–3]. According to
the last update of the census of agriculture in Spain, the irrigated land with self-propelled systems has
increased by approximately 7% over the last five years [4]. In the same way, in the USA the increment
reached 9% between 2008 and 2013 [5].
At the end of the twentieth century, fixed spray plate sprinklers (FSPS) and rotating spray plate
sprinklers (RSPS) contributed to an important improvement on irrigation performance and a reduction
of pressure requirements [3,6] compared with the previous impact sprinklers that equipped the
irrigation machines. Currently, FSPS and RSPS are the most common sprinklers used in self-propelled
irrigation machines. In Spain, the escalating electricity cost and consumption in the last ten years [7,8]
are motivating farmers to look for more energy-efficient alternatives. Low-pressure devices (with
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pressure requirements lower than 103 kPa) have been commercialized in the last 40 years as an
alternative to reduce energy bills.
No information is provided by the manufacturer regarding the water application patterns of
this low-pressure sprinkler; moreover, it is well known that reducing the pressure in the sprinklers
could modify the radial application pattern and reduce the irrigation quality in terms of uniformity.
Therefore, it is important to provide technical data to assess the viability of this low-pressure sprinkler,
particularly under overlapping scenarios on self-propelled irrigation machines.
A number of simulation models have been developed based on experimental data in order to
improve the sprinkler irrigation designs. The characterization and simulation of the spatial water
distributions patterns, the energy losses, the drop size distribution, and the wind drift and evaporation
losses for FSPS and RSPS have been subject of numerous studies [9–14].
Mugele and Evans [9] and Solomon et al. [10] proposed the upper limit log normal (ULLN) model
to characterize drop size distributions for impact sprinklers used in sprinkler irrigation machines as
pivot or linear-move. Li et al. [15] and Kincaid et al. [16] proposed the Weibull model to describe
the drop size distribution for impact sprinkler of solid-set systems. Both models are based on the
measurement of the drop sizes emitted by the sprinklers. The first methodologies to characterize the
drop sizes have been replaced by non-intrusive methods such as the disdrometer [17], the photographic
method [18], the particle image velocimetry (PIV) [14], or particle tracking velocimetry (PTV) [19].
Recently, Zhang et al. [14] used the PIV technique to characterize the initial drop velocity of a
FSPS and simulated the velocities with Computational Fluid Dynamic (CFD). One of their results
indicates an important energy loss of the FSPS jets when impacting the deflecting plate for operating
pressures lower than 100 kPa (between 28% and 51% of energy losses). Higher energy losses were
presented by Ouazaa et al. [13], measuring initial drop velocities with the photographic method from
Salvador et al. [18]. They found energy losses ranging from 35% to 75%. The differences between the
results of Zhang et al. [14] and Ouazaa et al. [13] could be attributed to the different methodologies
used in each research work.
A semi-empirical model to simulate the spatial distribution of water application pattern in
sprinkler irrigation machines was presented by Molle and Le Gat [11]. The authors used a combination
of the beta function for adjusting the radial water application of a two nozzle sprinkler used in center
pivot system. Their analysis was based on their previous theoretical work [12]. They proposed two
models: one for indoor and a second model for windy conditions (up to 6 m s−1). In order to obtain
the distributions curves, they divided the drops population into three groups: the ones generated
by the deflecting plate of impact sprinkler (to break the main jet) and the two of the jet nozzles.
Moreover, they performed a large number of calibrations for the three drop populations through
experiments. Their results show almost negligible differences between measured and simulated values
in the validation and calibration processes and their statistical indexes also indicated a satisfactory
predictive ability.
In addition, the ballistic theory has been commonly used to describe drop dynamics in solid-set
sprinkler irrigation models [20–26]. To simulate the center pivot sprinkler droplets, first it is necessary
to know where the drops are formed, its initial velocity, and the volumetric drop size distribution [13].
In the ballistic model proposed by Fukui et al. [20], the drops trajectories are subjected to a drag
coefficient (C) that for spherical drops depends on the Reynolds number (Re). This proposal was later
modified by Seginer et al. [27] for analyzing the wind effect and was later adapted by Tarjuelo et al. [21]
for introducing two factors, K1 and K2, affecting the drag coefficient (C′), to analyze the effect of the
wind velocity in leeward and windward directions on water application patterns:
C′ = C(1 + K1 × sin α−K2 × cos β), (1)
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with C the drag coefficient of a spherical drop proposed by Fukui et al. [20] based on a previous
theoretical work:
100 ≤ Re C = −0.0033 Re + 1.2 + 33.3Re ,
100 ≤ Re ≤ 1000 C = −0.0000556 Re + 0.48 + 72.2Re ,
Re ≥ 1000 C = 0.45,
(2)
where α is the angle formed by the drop velocity vector with respect to the air (V) and drop velocity
respect to the ground, and β is the angle formed by the vectors V and the wind velocity [21].
Ouazaa [28] in his efforts to reproduce the water application pattern of RSPS and FSPS used the
ballistic model of Fukui et al. [20] considering the drag coefficient of Tarjuelo et al. [21]. Ouazaa [28]
did not find a significant relationship of Tarjuelo’s drag coefficients and the wind velocity. The authors
adjusted the K parameters to force their relationships with the wind velocity by introducing the
Rayleigh distribution functions using two K′ coefficients for each sprinkler type RSPS and FSPS.
They found that both models, K and K′, accurately reproduced the RSPS, but not for the FSPS.
For low wind conditions, the model C′ (Equation (1)) should not introduce considerable variations
of the irrigation simulated in comparison with the measurements. The K1 parameter does not
affect the simulations because the factor “sin·α” tends to zero at low wind velocities; nevertheless,
the K2 parameter has an effect because of the values of “cos β”, producing important changes in the
water distribution.
Moreover, in the simulation model of Ouazaa [28] to estimate the drops trajectories of RSPS
and FSPS, the K parameters respond to an average wind velocity losing the wind variability (different
intensities and directions during an irrigation event) and its representativeness on drop dynamics.
Therefore, it is necessary to establish alternative drag models that allow for generalizing its application
to solve these problems.
The objectives of this research are: (1) to characterize the water distribution of a very low-pressure
RSPS under different combination of nozzle sizes, working pressures and meteorological conditions;
(2) to measure the drops velocities emitted by the sprinkler to estimate the energy losses of the out-going
jet with the sprinkler plate using an optical technique; (3) to calibrate and validate the ballistic model
with the existing drag models and with alternative models.
2. Materials and Methods
2.1. Sprinkler Features
The RSPS analyzed in this research is the Nutator N3000 (Figure 1c), equipped with the green
deflector plate. The irrigation performance was measured for 6 different nozzle sizes from the 42 listed
in the catalog 3000 Series 3TN Nozzle System. The sprinkler and the nozzles were manufactured by
Nelson Irrigation Co. (Walla Walla, WA, USA, mention of trade marks does not imply the endorsement).
The sprinkler, that combines spinning action with a continuously offset plate axis, can operate at two
low-pressures (69 kPa and 103 kPa), both tested in this research. The green deflecting plate has a total of
nine grooves (three different grooves repeated three times). The grooves are formed from the center of
the plate with a depth and a curvature. The jet impacts with the sprinkler plate, dividing it into smaller
jets (by the grooves) and in individual drops. The energy of this impact is used for the plate rotation
and to do precession-nutation movements, throwing the nine jet drops with different horizontal angles
up to 21◦ (no information about the lower horizontal angle is given by the manufacturer). The sprinkler
plate is 11.7 cm in circumference and could approximately rotate from 50 RPM–160 RPM, considering
both low pressures of 69 kPa and 103 kPa and all nozzle sizes. Then, the rotation speed of the sprinkler
plate ranged between 0.12 m s−1 and 0.29 m s−1.
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Figure 1. Experimental set-up for the characterization of the water application patterns of the Nutator
sprinkler: (a) isolated Nutator sprinkler and its components (pressure regulators, manometer and
pressure transducer); (b) field experimental layout; (c) Nutator sprinkler; (d) experimental catch-can
set-up; (e) meteorological weather station.
2.2. Experimental Set-Up to Characterize the Water Application Patterns
The field experiments were carried out at the facilities of the Agrifood Research and Technology
Centre of Aragón located in Montañana (Zaragoza), Spain. The Nutator N3000 sprinkler was
independently evaluated using a support structure to locate its deflecting plate at 2.0 m a.g.l (Figure 1a,b).
The experiments were performed for the two low working pressures of 69 kPa and 103 kPa and for
the nozzle sizes: 2.4, 3.8, 5.2, 6.7, 7.9, and 8.7 mm (N12, N19, N26, N34, N40 and N44, respectively).
The nozzle sizes selected for this research work are commonly used in the design of the center pivot
irrigation systems.
A number of devices were installed in the pipeline before the sprinkler in order to maintain
the irrigation performance: (1) a sediment filter to avoid blocking the out-going jet particularly for
the smaller nozzle sizes; (2) a conventional flow meter with 1 L accuracy for verifying the discharge;
(3) a pressure regulator to guarantee the operating pressure of 69 kPa and 103 kPa, respectively; (4) a
glycerin manometer to visually verify the pressure during each irrigation event and (5) a pressure
transducer (®Dickson) with a data logger to register the working pressure every minute (Figure 1a,b).
Flow meter readings were visually taken at the beginning and at the end of the irrigation events in
order to compute the total amount of applied water. Pressure transducer data was downloaded after
each irrigation event. Irrigation time was registered for each event using a conventional chronometer.
The experiments were carried out while preventing the catch-cans overflow by checking the water
88
Water 2019, 11, 1684
level at different times during each event. A number of experiments were performed for each nozzle
size and working pressure to evaluate the water application patterns under a range of wind velocities
(calm, medium and windy) from 0.4 m s−1 to 9.5 m s−1.
The catch-can configuration was a square network with a 1 m side for the 4 m closest to the nozzle
and a 2 m side from 4 m to 20 m from the nozzle location (Figure 1d). In order to accurately characterize
the water distribution near the sprinkler, a finer catch–can network was installed close to the sprinkler
where the maximum application rate was expected for this kind of sprinklers. This configuration
was similar to that presented in Faci et al. [6] for the RSPS evaluations, but with reinforcement in
the area surrounding the sprinkler (Figure 1d). The range of the network was increased from 20
m to 24 m in the Southeast direction due to the predominant Northwest wind direction in the area
(Figure 1d). The installed network had a total of 189 catch-cans covering an area of 576 m2 (Figure 1d).
The catch-cans had a conical shape, with a height of 0.40 m, a total capacity of 45 mm, and they
were placed at 0.05 m on the soil surface (Figure 1b). Irrigation water collected in the catch-cans was
measured as soon as the irrigation was completed for each experiment. A meteorological station was
installed in situ to measure the air temperature and humidity and the wind velocity and direction
(Figure 1e). All meteorological variables were measured every ten seconds, and averages were recorded
with a data logger every sixty seconds.
The data of each irrigation event (total amount of water applied, pressure from the data
logger, irrigation collected within every catch-can and the irrigation time) were sorted in individual
spreadsheets classifying the experiments according to its wind velocity per nozzle size and per
operating pressure. Spatial variability in water distribution patterns was assessed using contour
line maps made with the ®SURFER software (Golden Software Inc., Golden, CO, USA) for each
irrigation event.
In this research, comparisons of the irrigation performance were done with experiments under
calm and windy conditions, choosing the smaller and the larger nozzle size in order to describe the
radial application pattern of the Nutator sprinkler. Moreover, two radial application patterns of the
Nutator sprinkler were compared with the experiments of FSPS from Ouazaa et al. [13] using the same
nozzle sizes and working pressure (103 kPa).
The field data of these isolated experiments were used to calibrate the optimal parameters of the
ballistic model. The simulated water distribution patterns were compared with the measured ones.
2.3. Experimental Set-Up for Drops Characterization
The Particle Tracking Velocimetry (PTV) technique of Bautista-Capetillo et al. [19] modified by
Félix-Félix et al. [29] was used to characterize the sprinkler drops. The objective was to quantify the
energy losses due to the impact of the jet with the sprinkler’s plate. The experiments were carried
under indoor conditions at the laboratory of flow visualization of the Inter-American Institute of
Technology and Water Sciences of the Autonomous University of Mexico State in Toluca, Mexico.
The experimental set-up is shown in Figure 2. The installation was composed by a pressurized
irrigation system and the optical PTV system. The pressurized system was integrated by: a 0.80 m3
capacity water tank, a 0.37 kW power hydropneumatic pump and a pressure regulating tank, two 400
kPa glycerin manometers, two pressure regulators (69 kPa and 103 kPa), 22 mm PVC pipeline, and a
Nutator N3000 sprinkler located at an elevation of 1 m above the soil using eight different nozzle sizes
(2.0, 2.4, 3.2, 3.8, 4.4, 5.2, 6.7 and 7.9 mm corresponding to N10, N12, N16, N19, N22, N26, N34 and N40,
respectively). The N40 nozzle size (7.9 mm) was not characterized with the PTV optical technique at
103 kPa due to experimental limitations affecting the pressure.
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Figure 2. Experimental set-up for drops characterization. Spacings and components of the hydraulic
and optical systems are shown.
Note that the nozzle sizes used to characterize the energy losses were not the same used to
characterize the application patterns. The sprinkler was surrounded with a plastic sheet for watering a
minimum area, leaving a zone enough for the outgoing jet. Drop characteristics were obtained fixing
the sprinkler in a position so the jets and drops came out between two frames without modifying the
initial conditions of the throwing.
The PTV system with in-line volumetric illumination was integrated by an illumination system,
a high-speed charge-coupled device (CCD) camera and a computer. The illumination consisted in a
high-power LEDs system. The CCD camera had a temporal resolution of 250 frames per second and a
spatial resolution of 1024 by 1040 pixels (the CCD pixel size was 7.4 μm) equipped with a 50 mm lens.
Moreover, a synchronizer (trigger) was programed with the computer in order to control the image
acquisition sequence (camera) and the light (LEDs). The particle tracking vvelocimetry sediment
(PTV-SED) v2.1 algorithm from Salinas-Tapia et al. [30] was used for the image processing. Tests were
performed at night, illuminating the capture zone with the LED system. Every time the camera shutter
opens, the lamp is activated in two pulses originating a photograph with two groups of drops: the ones
captured in the first pulse and its respective pairs in the second pulse. PTV-SED was used to obtain
drops diameters, drops velocities (both horizontal and vertical components), and drops angles, taking
into account the coordinates of the drop centroids and their frequency in time. With the irrigation
system working, pictures were taken at a distance of 0.30 m from the sprinkler at a height of 1.10 m for
characterizing the drops (Figure 2). The capture zone at each height was 0.14 m × 0.11 m.
The PTV technique could eventually identify incorrect drops pairs because of the high density
of particles in an image and the high velocity of the drops (close to the initial velocity of the drops
~14 m s−1 at 103 kPa). A post-processing analysis was performed in order to exclude invalid drops,
so drop sizes smaller than 0.2 mm were neglected. In the first stage, the drops that do not follow
a consistent behavior in their velocity and angle were rejected. Then a second filter was applied
computing the inverse trajectory of the drops following the methodology of Sánchez-Burillo et al. [31].
The drops were returned to the sprinkler position using the ballistic theory with a negative time step.
Drops differing 0.05 m of the sprinkler position were neglected.
Finally, the energy losses were computed for each nozzle as the difference between the theoretical
velocity (Torricelli’s equation) and the volumetric averaged drop velocity after the post-processing
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analysis. Power regressions were obtained to predict the energy losses for a nozzle size up to 9.9 mm
(# 50 of the catalog) for both operating pressures, 69 kPa and 103 kPa.
The distance of 0.30 m between the sprinkler and the capture zone was enough accurate in order
to obtain the energy losses due to the jet impact with the sprinkler plate minimizing the computing
time for the inverse trajectory of the drops and its error. Due to the experimental set-up, it was not
possible to measure drop features at closer distances.
Further information about PTV technique and image processing could be found in
Bautista-Capetillo et al. [19] and Félix-Félix et al. [29] and the research work of Sánchez-Burillo et al. [31]
for the inverse simulation.
2.4. Simulation of the Water Application Patterns
2.4.1. Ballistic Simulation










where A is the drop acceleration vector, g is the gravity vector, ρa and ρw are the air and water density,
respectively, U is the drop velocity vector with respect to the ground and W is the wind velocity vector.
Among the numerical methods to solve droplet dynamics, the fourth order Runge-Kutta (RK4)
with fixed time step is the most extensively used method [20,22–24,32]. Recently, Robles et al. [26] used
the third order Runge-Kutta (RK3) with variable time step for solving the Equation (3). Establishing a
maximum error of 10 cm in drops trajectories, a decrease of 8.5% in the calculation time was obtained
with respect to the RK4 method. This methodology was used in this research. The following procedures
regarding drops generation, drop size distributions and the calibration processes were done based on
the results of Robles et al. [26].
2.4.2. Drop Size Distribution
The experiments of the isolated sprinkler under the lowest wind velocity (<1.5 m s−1) for each
nozzle size and working pressures were used to calibrate two volumetric drop size distributions, ULLN








σ d (α− d)√2π , (4)
where α is the maximum drop diameter and β(d) = ln [d/(α − d)]











where f (d) is the volumetric probability density function of the total discharge from the sprinkler, d is
the drop diameter, μ and σ are the mean and the standard deviation of β, respectively, and d50 is the
volume mean drop diameter. The ULLN distribution has three parameters α, μ and σ. The Weibull
distribution has two parameters, d50 and n.
The parameters of both distributions were calibrated using the free software MPCOTool [33].
This module implements a number of optimization algorithms: regular systematic sampling,
Monte-Carlo, orthogonal sampling, hill climbing, and genetic algorithms. The explanation of
the optimization algorithms, their delimitation, cell size and drops simulated, was described in
Robles et al. [26].
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After the calibration process for both distributions, the water distribution pattern was simulated
with the ballistic model. The Root Mean Square Error (RMSE) and the coefficient of correlation (r) of the
189 measured and simulated pluviometries were obtained for ULLN and Weibull models. Both models
were compared and one of them was selected based on the accuracy of the water distribution simulations.












(N − 1) Sds SdO (7)
where N is the total pluviometries number, Si and Oi are the simulated and observed pluviometries,
respectively, S and O are the simulated and observed pluviometries averages, respectively, Sds and Sdo
are the standard deviations of simulated and observed pluviometries values, respectively.
2.4.3. Drag Model, Calibration and Validation
In this research, a modification of the Tarjuelo’s drag equation has been implemented. In the
proposed model (L model), the K1 and K2 parameters of the Equation (1), are replaced with L1·W and
L2·W, respectively:
C′ = C×G, (8)
where C is the Fukui’s drag coefficient; G = max(1 + L1·W·sin α− L2·W·cos β, 0.1); L1 and L2 are
dimensionless parameters and W is the wind velocity module (m s−1), and the 0.1 constant was used
in order to avoid non-physical results (negative drag resistance values).
L1 and L2 are now independent of the wind velocity so they can be calibrated for each group of
experiments of the same nozzle size and pressure. In comparison with the Equation (1), where the K
parameters are constant values during the whole trajectory of drops in one experiment, with the L
model (Equation (6)), C′ can be computed with the same frequency as the measured meteorological
conditions. Since the meteorology of each experiment was recorded every minute with a weather
station located in situ, the C′ value changes in accordance with the measured wind conditions.
A simplification on the definition of the K parameters has been commonly practiced obtaining the
drag coefficient for impact sprinklers, RSPS and FSPS [13,21–24,28]. This simplification considers the K
parameters as constant values for the experiment. In this research, the meteorological variability of the
experiments could be analyzed, since the L model incorporates this possibility.
For assessing the performance of the isolated very low-pressure RSPS, three different drag models
were evaluated and compared based on the calibration and validation phases. The drag models
assessed were (1) the proposed by Fukui et al. [20]; (2) the K coefficients according to Tarjuelo et al. [21];
and (3) the L coefficients, the model proposed on this research work. The adequacy of the simulations
with the drag models 2 and 3 was compared with respect to that of model 1.
In the Fukui et al. [20] drag model, no parameters need to be calibrated since drop drag coefficient
is determined by its size and its velocity. The RMSE of this model was computed in every experiment
for both pressures between the 189 measured and simulated pluviometries, and compared with the
RMSE of the calibration and the validation processes of the other drag models.
The parameters of the Tarjuelo’s drag model were calibrated for each individual experiment
of the isolated sprinkler for both pressures. In contrast, the parameters of the new model L were
calibrated by nozzle size groups and working pressure. Calibrating each individual experiment could
introduce an overfitting problem and the failure to predict experiments with different conditions.
On the other hand, calibrating the parameters by groups represents an advantage for generalizing the
model and minimizing the errors with less probability to overfit [34].
The validation phase was based on the leaving-one-out-cross validation (LOOCV) method.
In LOOCV only one experiment is selected as the validation set and the rest of the experiments are
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used to calibrate. The process is repeated to validate every experiment. In the Tarjuelo’s model, a linear
interpolation between the closest points is used to estimate the coefficients of the validation case.
In the L model, the constant parameters of the group calibration are introduced in the validation case.
The predicted ability of both models was assessed in terms of RMSE (between measured and simulated
irrigations) and r in the validation phase.
3. Results and Discussion
3.1. Water Application Patterns
Table 1 shows the features of the water application pattern experiments performed on the isolated
sprinkler plot. The wind velocity range of the experiments was between 0.6 m s−1 and 9.7 m s−1.
A total of 33 tests for both operating pressures (69 kPa and 103 kPa) and 7447 pluviometer readings
were performed during two evaluation seasons. The experiments under the working pressure of
69 kPa were conducted in 2016 (between May–September) while the ones for 103 kPa were carried out
between October–December 2017 and January-February 2018. An average of 5 experiments per nozzle
size and operating pressures were evaluated, covering calm, medium, and high wind conditions.
Table 1. Experimental features of the measurements of the isolated Nutator sprinkler.
Nozzle Size
(mm)





















2.4 4 1.1–6.9 1.8–3.0 0.4 6 0.7–8.3 2.8–3.4 0.7
3.8 5 1.6–6.1 1.8–3.0 0.7 6 0.9–6.1 2.1–3.1 1.0
5.2 5 1.3–7.7 1.0–2.8 0.4 6 0.4–9.4 1.5–2.1 0.7
6.7 4 0.9–7.4 1.0–1.9 0.5 5 0.8–8.5 1.0–1.1 0.8
7.9 7 0.9–5.7 1.0–1.3 0.5 6 0.6–8.2 1.0–1.1 0.9
8.7 8 1.2–7.6 1.0–1.4 0.5 4 0.6–9.7 1.0 0.9
ψ mean standard deviation-SD-of the pressure measured with the pressure data logger per nozzle size experiment.
+ Number of experiments per nozzle size for both operating pressures.
The average wind velocity of the experiments at 103 kPa was higher than those for 69 kPa (Table 1).
Maximum wind velocities of 7.7 m s−1 and 9.7 m s−1 were registered for both operating pressures and
minimum wind velocities of 0.9 m s−1 and 0.6 m s−1 were observed for 69 kPa and 103 kPa, respectively.
Depending on the nozzle size and working pressure, the experiments lasted from a minimum of 1 h to
a maximum of 3.4 h. The operating pressure along the irrigation events registered with the Dickson
datalogger, suggests small variations in the out-going flow in each nozzle size, which indicates a correct
operation of the pressure regulators. The maximum standard deviation-SD-observed was 0.7 kPa and
0.9 kPa for 69 kPa and 103 kPa, respectively. That barely represents 1% for each operating pressure.
The Figure 3 shows illustrative examples of the measured individual water distributions patterns
at 103 kPa with the nozzle N12 (Figure 3a,c) and nozzle N44 (Figure 3b,d) under calm and windy
conditions. The water application rate (mm h−1) is shown in gray scale for each experiment (note
that the scale color is different between nozzle sizes). The maximum application rate measured on
the N12 nozzle was 6.4 mm h−1 and 3.3 mm h−1 for calm and windy conditions, respectively. While
the maximum irrigation measured on the N44 was 41 mm h−1 and 25 mm h−1 for calm and windy
conditions, respectively. These differences on irrigation between the two wind velocity intensities could
be due to the variations in the wind velocity and in the wind direction that distort the pluviometry
pattern. Moreover, the wind and drift evaporation losses (not evaluated in this work) and to the
sampling variance because of low pluviometers density at measurements with high wind velocities
modify the maximum application rates. Under low wind velocity, the wetted diameter by the N12 and
N44 nozzle sizes reaches up to 14 m and 18 m, respectively. The experiments with low wind velocity
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(Figure 3a,b) were performed at 1 m s–1, the experiment at high wind velocity for N12 nozzle was
6 m s−1 (Figure 3c) and the scenario of N44 nozzle (Figure 3d) was performed at 9 m s−1.
Figure 3. Measured water distribution at 103 kPa for the nozzle N12 (2.4 mm) and nozzle N44 (8.7 mm)
for calm conditions (a,b) and windy conditions (c,d).
Table 2 shows the experimental features of the isolated Nutator sprinkler at the two pressures
under low wind conditions. The irrigation volume collected from the pluviometers and the wetted
radii (obtained from the boundary pluviometers wetted in each event) are also shown in the Table 2.
The maximum application rate for all the experiments occurred between 0.0 m and 1.5 m from the
sprinkler location. Under low-wind conditions, the radial application pattern (cross section of the spatial
distribution pattern) for all nozzle sizes and both pressures were triangular in shape. The correlation
coefficients (r) shown in the Table 2 represent the relationship between the application rate and the
distance from the sprinkler. The r values suggest that the radial application becomes more triangular
as the nozzle size and the operating pressure increases.
The triangular shape of the Nutator sprinkler is similar to the impact sprinklers commonly used
in solid-set systems, but different from the fixed spray plate sprinklers such as the FSPS (with a
doughnut/ring-shape). Figure 4 shows a comparison of the radial application patterns performed
on two different nozzle sizes with a Nutator sprinkler (used in this research) and a FSPS at the same
operating pressure of 103 kPa under no wind conditions. The data of the FSPS was obtained from
Ouazaa et al. [13]. The nozzles compared were N26 (5.2 mm) (Figure 4a) and N44 (8.7 mm) (Figure 4b).
According to Christiansen [35], theoretically, the triangular shape of the radial application, as the
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one of the Nutator sprinkler, could produce the most uniform distribution at overlapping the water
distribution patterns of the emitters integrating the irrigation machine. There is a difference of 1.5 m in
the wetted radii between the two sprinklers for the N26 nozzle and a difference of 1.0 m for the N44
nozzle, with the largest irrigated area for the Nutator sprinkler. This could be explained by a number
of factors of each sprinkler FSPS and Nutator at 103 kPa, such as: drop sizes, deflecting plate geometry,
jet break-up and therefore, the energy losses.









Rate (mm h−1) r
69
2.4 130.5 6.5 2.2 0.93
3.8 418.0 8.7 5.9 0.93
5.2 816.0 8.6 10.0 0.98
6.7 1366.7 8.4 17.3 0.97
7.9 1927.9 8.4 25.3 0.97
8.7 2295.7 9.0 30.0 0.97
103
2.4 209.2 7.6 6.4 0.87
3.8 560.4 8.6 10.2 0.94
5.2 1053.0 8.6 16.2 0.96
6.7 1701.3 9.2 24.0 0.98
7.9 2445.6 9.2 32.2 0.98
8.7 2901.0 9.9 40.3 0.97
Figure 4. Measured radial water application at 103 kPa for (a) the nozzle N26 (5.2 mm) and (b) nozzle
N44 (8.7 mm) of the Nutator sprinkler and FSPS (from Ouazaa et al. [13]).
On the other hand, the radial application pattern of the Nutator sprinkler is similar to the one of
Ouazaa et al. [13] using a RSPS model R3000 ®Nelson (red plate with 6 grooves). The main difference
between R3000 sprinkler and the Nutator is that the first requires pressures from 138 kPa, while the
Nutator can operate from 69 kPa.
3.2. Energy Losses
Table 3 shows the drops features obtained with the PTV technique for each nozzle size and for
both pressures. For the pressure of 69 kPa, a total of 10,227 droplets were analyzed from which about
53% (5514 drops) were neglected after the post-processing, leaving 4713 valid drops. For this pressure,
the arithmetic average of drop diameter, the minimum and the maximum drop diameters reached
values of 1.0 mm, 0.2 mm, and 4.0 mm, respectively. The arithmetic average velocity of the drops at
69 kPa was 8.0 m s−1 with a standard deviation of 2.4 m s−1. The drops flew with an arithmetic average
angle of 18◦ with respect to the horizontal plane.
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Table 3. Drop features as arithmetic average values defined with the PTV technique after the














2.0 220 1.1 7.3 17.8
2.4 187 1.1 7.6 17.6
3.2 470 1.1 7.5 18.0
3.8 345 1.2 7.7 17.5
4.4 1058 1.0 7.1 18.2
5.2 751 0.9 8.2 18.3
6.7 629 1.0 9.0 17.7
7.9 1053 1.0 8.9 18.2
103
2.0 180 0.9 7.8 17.1
2.4 542 1.0 8.8 17.0
3.2 326 1.1 9.3 17.2
3.8 636 1.1 9.7 17.1
4.4 538 1.0 10.0 17.5
5.2 710 1.1 10.5 17.4
6.7 1909 0.9 10.8 17.4
For a pressure of 103 kPa, a total of 6475 droplets were analyzed and about 25% (1634) of them
were removed after the filtering, remaining 4841 valid drops (see Table 3). Values of the average
drops diameter, the minimum and the maximum drop diameters of 1.0 mm, 0.2 mm and 4.8 mm were
obtained, respectively. At 103 kPa, the drops flew to an average of 2.0 m s−1 faster than at 69 kPa
(average drops velocity 10 m s−1) with a standard deviation of 3.0 m s−1. The average outgoing angle
of the drops was 1◦ lower than for the pressure of 69 kPa (average drops angle of 17◦ with respect to
the horizontal plane).
A considerably large drops number (~17,000) was analyzed with the semiautomatic PTV
technique [19,29] compared with the labor-intensive low-speed photographic technique [13,18] where
hundreds of drops are commonly characterized.
The radial velocity component of the drops ranged between 7.1 m s−1 and 10.8 m s−1. Then,
the tangential velocity component is between 1.8% and 2.7% of the total velocity. These values have
been considered as negligible for PTV drop measurements and also for drop ballistic simulation. There
are another uncertainty sources as sprinkler vibrations, pressure fluctuations, advection streams, etc.
that, as the tangential velocity, has been also neglected. The Figure 5 shows the relationships between
drop diameter and drop velocity for the pressures of 69 kPa (Figure 5a,b) and 103 kPa (Figure 5c,d)
for two nozzle sizes N10 (2.0 mm) and N34 (6.7 mm). In general, for the Nutator sprinkler some
particularities are noticeable: the drops velocity increases with nozzle size and the operating pressure,
the drop diameters increases with the nozzle size (up to 4.8 mm) and finally, a large number of
small drops are generated for the larger nozzle sizes (from nozzle N26-5.2 mm onwards) with a wide
velocities range for both pressures. The variability on drop velocity for the small drops in large nozzle
sizes (from N26) are due to the high uncertainty of the inverse trajectory resolution (small drops
subjected to high drag).
The energy losses of the RSPS presented in Figure 6 were calculated with the volumetric averaged
drop velocity for each nozzle size and operating pressure shown in Figure 5. The energy losses decrease
with the nozzle size. Power regressions between nozzle size and energy losses relationships were
stablished for both operating pressures. For the pressure tests of 69 kPa, minimum losses of 29% and
maximum of 50% were observed and for the experiments of 103 kPa, the energy losses ranged between
19% and 60%.
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Figure 5. Measured drop diameter vs. measured drop velocity obtained with the PTV optical technique
for the pressures of 69 kPa (a,b) and 103 kPa (c,d) (nozzle sizes N10-2.0 mm and N34-6.7 mm are shown).
The continuous horizontal line represents the volumetric average drops velocity for each nozzle size
and pressure.
Figure 6. Estimated energy losses as function of the nozzle size. Energy loss regressions are shown for
both pressures 103 kPa and 69 kPa with different symbols.
The energy losses observed of the Nutator sprinkler of this research work can be compared with
those obtained by other authors using fixed spray plate sprinklers (FSPS). Ouazaa et al. [13] found
higher energy losses for FSPS working at 69 kPa with respect to the Nutator sprinkler (from 40%
to 70%) using the low-speed photographic technique to characterize the drops of five nozzle sizes
between 2.4 mm and 6.7 mm. Zhang et al. [14], using an optical technique (PTV) to characterize the
drops of a FSPS, obtained energy losses ranging between 28% and 50% for a pressure of 100 kPa using
a 4.8 mm nozzle size. Sánchez-Burillo et al. [31] used the photographic technique of Salvador et al. [18]
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and, after returning the drops to its initial position found energy losses between 33% and 74% using a
FSPS with an operating pressure of 138 kPa for the nozzles 3.75 mm, 6.75 mm and 7.97 mm.
In agreement with Ouazaa et al. [13] and Zhang et al. [14] and the results of this research, sprinkler
design should be reviewed for FSPS and for the RSPS included the Nutator sprinklers to minimize the
energy losses, mainly for the smaller nozzle sizes.
3.3. Ballistic Model
3.3.1. Drop Size Distribution
A total of six experiments (one per nozzle size) of the isolated Nutator sprinkler under low
wind conditions (<1.5 m s−1) were selected to calibrate the parameters of both drop size distributions
(Weibull and ULLN) for both operating pressures.
A comparison of both drop size distributions is shown in Figure 7, assessing the RMSE between
the measured and simulated pluviometries of the six experiments. Each relationship is presented with
a different symbol for each pressure. The 1:1 line is also represented in the figure. Although a slightly
higher RMSE was observed using the Weibull model for both pressures, the statistical difference
between ULLN and Weibull RMSE’s is not significant at the 95.0% confidence level. Based on previous
comparisons and considering the computational costs, a Weibull drop size distribution was selected to
simulate the water application patterns of the experiments.
Figure 7. Comparisons of both drop size distributions, ULLN and Weibull, for 103 kPa and 69 kPa.
Both operating pressures are represented with a different symbol. The dashed line represents the
1:1 relationship.
Table 4 shows the optimal parameters of the Weibull distribution (d50 and n) for both operating
pressures and for each nozzle size evaluated. The RMSE increases with the nozzle size. The maximum
RMSE was found for 8.7 mm nozzle size, with 2.7 mm h−1 and 3.1 mm h−1 for pressures of 69 kPa and
103 kPa, respectively. According to our measurements, the maximum RMSE reaches 24% and 27% of
the total amount of water applied in one hour for 69 kPa and 103 kPa, respectively, RMSE increases
with the nozzle flow. The Weibull model presents good adjustments, with correlation coefficients
between 0.93 and 0.99.
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2.4 1.35 1.33 0.99 0.21 0.96
3.8 1.34 1.51 1.75 0.75 0.93
5.2 1.47 1.47 3.51 0.84 0.97
6.7 1.47 1.41 6.21 1.45 0.96
7.9 1.45 1.45 8.76 2.10 0.97
8.7 1.45 1.21 11.3 2.70 0.98
103
2.4 0.92 1.34 1.14 0.37 0.95
3.8 1.09 1.53 2.41 0.74 0.96
5.2 1.15 1.63 4.52 0.80 0.99
6.7 1.12 1.58 6.43 1.26 0.99
7.9 1.14 1.76 9.25 2.22 0.98
8.7 1.14 1.76 11.5 3.10 0.97
The relationship between the nozzle size and the Weibull model parameters was presented
in Figure 8. A linear regression was adjusted between nozzle sizes and the parameters d50 and n,
for the pressure of 69 kPa (Figure 8a,b) and for the pressure of 103 kPa (Figure 8c,d). As expected,
the tendency of d50 is to increase with the nozzle size, because larger nozzle generates larger drops,
and to decrease with the working pressure. The average values of d50 were 1.42 mm and 1.10 mm for
69 kPa and 103 kPa, respectively. There is a significant statistical difference between the values of n for
the two working pressures at the 95.0% confidence level after a Fisher’s least significant difference
(LSD) procedure. Average values of 1.4 and 1.6 were found for n at 69 kPa and 103 kPa, respectively.
Kincaid et al. [16] and Ouazaa [13] working with RSPS, obtained a similar relationship between the
model parameters, d50 and n, and the nozzle size and working pressure.
Figure 8. Optimal parameters of Weibull drop size distribution model (d50 and n) for both operating
pressures 69 kPa (a,b) and 103 kPa (c,d). The dashed line represents the linear regression for each case.
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3.3.2. Drag Coefficient, Calibration and Validation
In the calibration phase, the RMSE using the model of Fukui et al. [20] was related with the
models of Tarjuelo et al. [21] and L for both pressures (Figure 9a,b). The three models accurately
simulated the experimental measurements. The values of RMSE for the three models ranged between
0.18 mm h−1 and 5.10 mm h−1 for the pressure of 69 kPa, while for the pressure of 103 kPa the range
was 0.3 mm h−1 to 6.2 mm h−1. There was not statistically significant difference between the RMSE
of the three models for both pressures. For the pressure of 69 kPa the RMSE of the L model were
slightly lower compared with the Fukui et al. [20] model. Figure 9b (103 kPa) shows more variability
of the RMSE’s between the three models compared with the lowest pressure of 69 kPa (Figure 9a).
For both pressures, the largest RMSE were obtained for the larger nozzle sizes (8.7 mm) using any
model and the highest errors are associated with the high wind velocities (>5 m s−1) and with the
higher water application rate of the large nozzles. For the pressure of 69 kPa, the maximums RMSE
were 4.5 mm h−1 (K model), 4.6 mm h−1 (L model) and 5.1 mm h−1 (Fukui’s model), representing 28%,
30% and 32%, respectively, of the water application rate for the 8.7 mm nozzle size. For a pressure of
103 kPa, the maximums RMSE were 5.1 mm h−1 (K model), 5.2 mm h−1 (L model) and 6.2 mm h−1
(Fukui’s model), representing 22%, 27% and 30%, respectively, of the water application rate for the
8.7 mm nozzle size. The computational time for the calibrations and the validations were similar for
both models K and L, 5 days and 5 h for the L model, and 5 days and 7 h for the K model.
Figure 9. RMSE comparisons of the calibration (a,b) and validation (c,d) phases for the operating
pressures of 69 kPa and 103 kPa. RMSE of the Fukui et al. [20] drag model vs. RMSE of the L model
and Tarjuelo et al. [21] drag model for both pressures are shown in each figure. Each model is shown
with a different symbol. The 1:1 relationship is represented with a dashed line.
100
Water 2019, 11, 1684
Although no significant differences were observed between the three models in the calibration
phase, slightly larger differences were found in validation. The LOOCV methodology of the validation
phase used the 33 experiments performed for both pressures 69 kPa (Figure 9c) and 103 kPa (Figure 9d).
The assessment in validation phase is more relevant, since the blind simulation represents the
performance of a model in a real scenario under unknown conditions. There is not significant statistical
difference on the RMSE of the Fukui et al. [20] model and the K model for both pressures at 95.0%
confidence level. However, for the pressure of 103 kPa, three simulations had a higher RMSE using the
K model. The largest RMSE of the validation phase corresponds to the 8.7 mm nozzle size experiments,
with values of 5.4 mm h−1 for the K model and 3.1 mm h−1 for the L and Fukui’s models. These
differences represent 24% (K model) and 13% (with L model and Fukui’s model) of the total amount of
water applied in one hour.
Moreover, there is no statistically significant difference between both RMSE of the Fukui et al. [20]
model and the L model for both pressures at 95.0% confidence level in the validation phase. However,
slightly higher RMSE’s were observed using the Fukui et al. [20] model with respect to the L model for
31 cases in the pressure of 69 kPa and for 24 cases for the pressure of 103 kPa. The maximum RMSE,
6.2 mm h−1, was found for the 8.7 mm nozzle size working at 103 kPa using Fukui’s model which
represents 29% of the total amount of water applied. For the same pressure of 103 kPa, the maximum
RMSE value with the L model is 5.7 mm h−1, which represents 25% of the total amount of water applied
in one hour.
The worst cases reproduced in the validation phase with the K model (Figure 9d), were under
wind velocities lower than 1 m s−1, which indicate a failure in the model of Tarjuelo et al. [21] at null
wind velocities. It is common to establish the K parameters as zero but the threshold is not clear.
On the other hand, the L model has a natural transition to Fukui’s model.
In summary, at the validation phase and under the worst scenario, the L model improves the
irrigation performance on 11% with respect to the K model and 4% respect to the Fukui et al. [20] model.
Figure 10 shows the relationship between nozzle size and the parameters L1 and L2 for a working
pressure of 69 kPa (Figure 10a,b) and for a working pressure of 103 kPa (Figure 10c,d). The resulting
linear regression models showed that there is not a clear effect of the operating pressure on the
values of the L1 parameters. Moreover, the optimal values of the parameters L1 for both pressures
can be considered as zero (Figure 10a,c). As the L2 values increase, the drag coefficient of the drops
decreases. The values of the parameter L2 decrease as the nozzle size increases for the low pressure
(Figure 10b). For the 103 kPa working pressure, the relationship between nozzle size and L2 parameter
is very weak; therefore it can be considered as a constant with an average value of 0.06. The previous
recommendations given for the Nutator sprinkler used in this research could differ in values and/or
tendencies for other sprinklers as RSPS or FSPS.
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Figure 10. Optimal values of the L model related to the nozzle size for both operating pressures 69 kPa
(a,b) and 103 kPa (c,d). Linear regressions are shown for each parameter.
4. Conclusions
The experimental characterization of a low-pressure rotator spray plate sprinkler was performed
covering a wide range of meteorological conditions, nozzle sizes, and working pressures.
The radial application pattern of the Nutator sprinkler was triangular shape ensuring and adequate
distribution uniformity of the overlapped sprinklers. The reported technical data of the isolated
sprinkler under low wind conditions could be useful for designing center pivot irrigations systems.
The PTV technique allowed us to measure the features of 16,702 droplets originated from the
sprinkler that were post-processed in order to obtain reliable data for energy losses characterization.
This semiautomatic technique represents an advantage in the number of drops analyzed vs. calculation
time with respect to the low-speed photographic technique. Moreover, the PTV technique was adequate
to estimate the energy losses of the Nutator sprinklers, which ranged from 19% to 60%.
ULLN drop size distribution reproduced accurately the water application pattern of the RSPS at
low pressure as much as the Weibull model, while the latter model was selected for simplicity and to
save computational cost.
The properties of the L model proposed in this work represent an advantage over the previous
models by improving the drops physics, and generalize its use for unknown conditions and new
irrigation material. The new proposed model improves the calibration/validation processes by
improving the nozzle size and pressure groups (avoiding overfitting), the drag force definition that is
computed within a variable meteorology, and the continuous transition of the L model to the Fukui’s
model for low wind velocities.
At the validation phase, the L model in the Nutator sprinkler resulted in lower errors than the K
model (28%). The K model was not accurate enough for this kind of sprinklers, even compared with
the simple drag ballistic model of Fukui without corrections by the wind. The L model also resulted in
slightly lower errors than the Fukui’s drag model (4%).
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Five regressions per operating pressure were proposed (energy losses, d50, n, L1 and L2) in order
to obtain the parameters model for the non-evaluated nozzle sizes in between the minimum (2.4 mm)
and the maximum (8.7 mm) evaluated.
The L drag model proposed in this research represents an opportunity to reproduce the irrigation
of other spray plate sprinklers, RSPS and FSPS. Further work is necessary in order to assess the
improved model for impact sprinklers.
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Abstract: Pumping systems are the largest energy consumers in center pivot irrigation systems. One
action to reduce energy consumption is to adjust the pumping pressure to that which is strictly needed
by using variable speed drives (VSDs). The objective of this study was to determine the feasibility
of including VSDs in pumping systems that feed center pivot systems operating in an area with
variable topography. The VSPM (Variable Speed Pivot Model) was developed to perform hydraulic
and energy analyses of center pivot systems using the EPANET hydraulics engine. This tool is able to
determine the elevation of each tower for each position of the center pivot using any type of digital
elevation model. It is also capable of simulating, in an accurate manner, the performance of the center
pivot controlled with a VSD. The tool was applied to a real case study, located in Albacete, Spain.
The results show a reduction in energy consumption of 12.2%, with specific energy consumptions of
0.214 and 0.244 kWh m−3 of distributed water obtained for the variable speed and fixed speed of the
pumping station, respectively. The results also show that for an irrigation season, to meet the water
requirements of the maize crop in the region of the study (627 mm), an average annual savings of
14,107.35 kWh was obtained, which resulted in an economic savings of 2821.47€.
Keywords: hydraulic model; variable topography; energy consumption; variable speed; center
pivot system
1. Introduction
The quantity and quality of food needed to satisfy all the demands of the population will become
a major concern worldwide in the following years. It is expected that by the year 2050, there will be
a world population of 9.15 billion people [1]. The increase of food production to satisfy demand is
a challenge for agricultural professionals, who require the use of techniques focused on increasing
production efficiency. Increasing use efficiency in food production requires the use of improved
technology in all production processes, as well as improving the efficiency of irrigation systems.
Irrigated agriculture accounts for 16% of the world’s cultivated area and is expected to produce 44% of
world food by 2050 [1–3].
Sustainable use of water resources could be accomplished increasing the efficiency of irrigation
systems, thereby reducing the amount of water and energy to satisfy crop water requirements. In this
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regard, technological developments in the infrastructures of irrigation systems contribute to increasing
water use efficiency. However, this efficiency increase is related to a significant increase in energy
consumption in recent years [4].
According to [5], sprinkler irrigation systems represent around 11% (35 million hectares) of the
total irrigated areas in the world. Within this method, the most outstanding systems are conventional
sprinklers, traveling guns, center pivots, and linear-moving laterals. With eight million hectares of
irrigated area, the center pivot system represents 23% of the area irrigated by sprinkler irrigation systems.
Center pivot irrigation consists of the application of water through a moving lateral line with
several water outlets supported on moving towers, which revolve around a fixed pivot point (center
tower) and irrigate a circular area [6,7]. This equipment is considered a highly efficient system compared
to other irrigation systems. It is flexible and easily operable, which reduces labor and maintenance
costs. It can also be operated on surfaces with variable topography, resulting in conservation of water,
energy, and time [8]. However, the initial cost of the equipment and the required energy demands at
the pumping station are some of its main limitations.
The reduction of the energy consumption of pumping stations that feed irrigation systems has been
studied by several researchers. Pumping stations are the largest consumers of energy in pressurized
irrigation systems, especially in situations where underground water resources are used.
Gilley et al. [9] suggested several changes in center pivot systems: switching high and medium
pressure sprinklers to low pressure emitters, changing nozzle size and spacing, or changing irrigation
intervals and maintenance to increase pumping station efficiency. Moreno et al. [10] developed a new
methodology to obtain the characteristic curves of the pump, thereby minimizing the costs of the
pumping station. In a later study, Moreno et al. [11] stated that the energy consumption of the center
pivot, which irrigates an area of 75 ha, can be minimized by adopting measures like increasing the
lateral line’s diameter, reducing the equipment’s operating time, and increasing the flow per unit of
area. Barbosa et al. [12] concluded that constant center pivot monitoring is essential to maintaining
adequate energy efficiency levels when assessing the behavior of different energy efficiency indicators
for a center pivot operating in variable topography.
In center pivot equipment, the pumping station is designed to meet the most critical situation, i.e.,
the position of the lateral line where there is the highest elevation point and the greatest need for higher
pumping pressure [13]. However, this situation is variable along with the lateral line rotation in the
irrigated area due to topographic differences. This means that the pumping station is oversized during
most of the lateral line rotation, and the energy is wasted. Pressure regulating valves are installed
before the emitters, so pressure fluctuations that are due to topographical differences and oversizing of
the pumping station do not influence the flow rate of the emitters [14].
An option to adjust the pumping pressure of this equipment is the use of variable speed drives
(VSDs) to control the speed of these pumps [15,16]. This control provides a substantial reduction in
power in relation to the reduction of flow and pressure in pressurized irrigation systems [13,17].
Several researchers have used variable speed drives to control pumping stations to reduce energy
consumption. Hanson et al. [18], in a center pivot system with a well pumping unit, concluded that
variable speed pumps save about 32% of the energy. Lamaddalena et al. [19] showed that 27% to 35%
of energy savings can be achieved using VSD in two Italian irrigation districts operating with three
parallel horizontal axis pumps. Brar et al. [20] concluded that a 9.6% energy reduction is possible for a
13.6 m difference in the irrigated area for a study containing 100 center pivots in Nebraska (USA), with
each pivot containing a pumping station. In this study, digital elevation models (DEMs) with a spatial
resolution of 10 m × 10 m were used to obtain the topographic characteristics of the irrigated areas.
King et al. [13] stated that the optimum efficiency in terms of energy and water use can be
achieved when the pumping station is able to maintain the required minimum pressure regardless of
the operating conditions. Scaloppi et al. [21] stated that the point of minimum pressure is constantly
moving along the lateral line because it is influenced by the topography of the irrigated area. They also
presented theoretical bases for the calculation of this movement.
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However, working with the minimum pressure does not always guarantee the lowest power
consumption due to variations in the operating point of the pump and variable performance when
working at low frequencies [17,22]. In addition, most of these studies did not take into account the
effect of the VSD efficiency on the final result. Therefore, it is important to consider VSD efficiency in
energy savings accounting and not assume that this efficiency will always be constant and high [17].
In a study on VSD efficiency, King et al. [13] reported that a pumping station with a VSD can
save 15.8% and 20.2% of its energy compared to fixed speed pumping (for uniform and variable rate
irrigation, respectively) without considering the inefficiency of the VSD. When the efficiency of the
VSD is accounted for, there are 7.5% and 12.4% energy savings, respectively.
The main novelty of the present study is developing a simulation model of hydraulic behavior
by considering the hydraulic elements of the irrigation system in detail and integrating the energy
characteristics of the pumping station and topographic characteristics through digital elevation
models (DEMs). In this way, energy efficient technologies and management strategies can be
developed to reduce energy use to ensure sustainable irrigation without reductions in the efficiency of
water application.
The objective of the present study was to determine the feasibility of including variable speed
drives in pumping systems that feed center pivot irrigation systems operating in areas with variable
topography. Considering this objective, the VSPM (Variable Speed Pivot Model) tool was developed,
in which the hydraulic simulation model of the pivot was integrated into a simulation model of the
pumping station so that, with data related to topography, flow rate, and pressure, the power supply
could be adjusted to the actual demand of the system. In addition, it is useful to determine the potential
of reduction from the perspective of the energy, economics, and sustainability of the installation of the
VSDs in these irrigation systems.
2. Material and Methods
2.1. Proposed Procedure
The proposed methodology has the following steps, as presented in 1. For the development of
this model and data acquisition, a real center pivot was used. However, this model can be used for
pivots of different sizes and with different numbers of towers.
The characterization of the irrigated area, along with the characteristics of the pumping station
and irrigation system from the manufacturers’ technical data, were inserted into the VSPM (Variable
Speed Pivot Model) tool to process and edit the input data. Subsequently, the hydraulic simulation
was calculated using the EPANET hydraulic engine. The hydraulic simulation results were then used
to determine the energy consumption of the irrigation system under study.
2.2. Topography of the Irrigated Area
As shown in Figure 1, the elevation values of the moving towers were obtained through Digital
Elevation Models (DEMs) (with a spatial resolution of 5 m × 5 m), which were freely obtained from the
PNOA (Spanish National Program of aerial photogrammetry). These products are freely available for
any location in Spain. The developed tool is able to use any type of DEM.
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Figure 1. Diagram of the proposed procedure.
The utilized DEMs (.tif formatted images) were loaded into the QGIS® Desktop 3.2.1 software
(QGIS Development Team, Open Source Geospatial Foundation). In this software, the geographical
coordinates (X, Y) of the point referring to the center of the pivot (X0, Y0) were defined.
To obtain the X and Y coordinates of all moving towers in different angular positions relative
to the center pivot’s lateral line, a computational routine was developed in the MATLAB® 2018b
software. Automatically, with the values of the geographic coordinates and the distance between
towers, the elevation values were determined for 36 angular positions of the lateral line, equally spaced









Figure 2. The geographic coordinates during the rotation of the lateral line at the center pivot.
The calculation of the geographical coordinates X, Y of each moving tower (j) was carried out
as follows:
Xij = X0 + Lj· cos(i), with 1 ≤ j ≤ Number of towers (1)
Yij = Y0 + Lj· sin(i), with 1 ≤ j ≤ Number of towers (2)
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where i is the angular position of the lateral line (0◦, 10◦, . . . , 350◦), j is the number of moving towers,
in this case, 1 ≤ j < ≤ 9, and Lj is the distance from the center tower to the index tower j, m.
Thus, for the center pivot under study, the dimensions of the nine moving towers were obtained
in 36 different angular positions of the lateral line, resulting in 324 elevation values.
2.3. Hydraulic Model Description
The simulation of the operation of the center pivot irrigation system, for different angular positions
of the lateral line of the center pivot, was carried out using EPANET software [23]. With this aim,
the VSPM tool was developed. The function of this tool is to edit the input data required by the
EPANET software in addition to energy analysis, as shown in Figure 1.
Center pivot irrigation system simulations, for different lateral line angular positions, was carried
out using EPANET software [23]. With this aim, the VSPM tool was developed. The function of this
tool is to edit the input data required by the EPANET software in addition to energy analysis, as shown
in Figure 1. Figure 3a shows the dimensions of the lateral line span and Figure 3b shows the EPANET
network map of the first span of the center pivot lateral line.
Figure 3. (a) Center pivot lateral line span dimensions, (b) EPANET network map of the first span of
the center pivot lateral line.
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The VSPM tool has four steps: (1) characterization of the suction, pumping, and water supply
systems, (2) characterization of the center pivot, (3) emitters and pressure regulating valves (PRV),
(4) generation of the text file in the EPANET format.
The system that includes suction, pumping, and water supply was pre-determined containing the
following hydraulic elements: a fixed level reservoir (water source), a pumping station, and a supply
pipe composed of three different links. The required information for these components are: elevation
of the water level in the reservoir, elevation of the ground where the pumping station is located, length,
pipe diameter and roughness coefficient (depending on the selected head loss equation) of all links, and
the pairs of values (Q-H) constituting the pump characteristic curve, as taken from the manufacturer’s
technical data.
In the center pivot characterization module, the center pivot’s equipment information is inserted:
the elevation of the pivot point and the elevation of the moving towers, as well as pipe lengths, pipe
diameters, and the roughness coefficient of the pivot point, lateral line, and drop pipes.
In the module related to emitters and pressure regulating valves (PRVs), the emission coefficients
of the emitters and the working pressure of the PRVs are inserted. If information about the emitter’s
distribution on the pivot is not available, it remains possible to generate and simulate a commonly
used commercial emitter distribution with this tool.
Finally, the VSPM tool generates a text file (in .inp format) with all the hydraulic model information
entered by the user. This file consists of input data, which is required by EPANET to perform the
hydraulic simulation. In the VSPM modules, the flow rate and discharge coefficient of each emitter,
the node elevations, and the pipe lengths were determined.
2.3.1. Flow Rate of the Emitters
The total flow of the irrigation system is the sum of the flow rate of each emitter along the lateral
line. The flow rate of the emitters (in m3 h−1) was calculated according to the area corresponding
to each water outlet, and the gross depth to be applied to the rotation time was specified by the
manufacturer, as proposed by Valiantzas et al. [24]. The flow rate for the first outlet of each span
(Equation (3)) and the remainder of each outlet (Equation (4)) was calculated. The lengths used are












, for 2 ≤ x ≤ n (4)
where qx is the flow rate of the outlet with order number x (1 ≤ x ≤ n), m3 h−1, LIE is spacing between
the tower and the first emitter (x = 1), m, LE is the spacing between the emitters with order number x
(2 ≤ x ≤ n), m, Rinst is the radius of the installation of the emitter, relative to the center tower, m, Lb is
the gross irrigation depth (9 mm), and Tg is the rotation time (21 h).
After the acquisition of the flow rate values at each water outlet (qx), the discharge coefficient (ke,
Equation (5)) of each emitter was determined. The value of the pressure in the emitter was the same as





where ke is emitter discharge coefficient, m2.5 h−1, Hprv is the PRV nominal pressure, m, and β is the
pressure exponent, in this case with a value of 0.5.
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2.3.2. Determination of Elevations and Lengths
The spans lengths (Equation (6)) and the water outlet relative distance to the previous moving
tower (Equation (7)) were calculated:
LS= LIE+LFE + [(NO−1)LE] (6)
LN =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
N = 1⇒ RT + LIE
2 ≤ N < n⇒ LN=1 + LE
N = n⇒ L2≤N<n + LFE
(7)
where LS is the length of span (m), LFE is the distance between the last emitter and next tower of the
span (m), NO is the number of water outlets in the span, LN is the distance of the node referring to
the water outlet in relation to the previous tower (m), N is the water outlet in the span, and RT is the
radius of rotation of the tower relative to the centre tower (m).
The irrigation system is composed of nodes, which are the connections between the links. Each
water outlet was determined as a set of six hydraulic components, as shown in Figure 3b. Elevation is
the main feature required for the nodes (Equation (8)). The slope between the towers (Equation (9)),
the variable height between the lateral line and the height of the tower (Equation (10)), and the length
of the drop pipe (Equation (11)) were also calculated:














LDP = hT − hE + Δh (11)
where Zn=x is the node elevation x, m. ZTn-1 is the tower elevation previous to node n (m). ZTn is the
tower elevation posterior to node n (m). ST is the slope between towers n e n-1. Δh is the length of
the drop pipe between the lateral line and the tower are variable for each lateral line water outlet (m).
harc is the maximum height of the lateral line arc (m). LDP is the total length of the drop pipe, which
is variable for each lateral line water outlet (m). hT is the height of the moving towers (m). hE is the
height of the emitter relative to the ground (m).
For the case of the overhanging nodes, the same slope (ST) of the last span of the lateral line was
assumed in the calculation of the dimensions (Zn=x).
2.4. Calculation of the Pumping Operation Point and Energy Consumption
Hydraulic Model
Using EPANET, the hydraulic simulation was performed at each angular position of the center
pivot lateral line with the pumping station operating at a maximum fixed speed. The head loss was
computed based on the Hazen–Williams roughness coefficient (CHW) values of 100 (for the lateral line
and water supply pipe) and 140 (for drop pipes).
Head and efficiency curves of the pump are considered. Affinity laws were implemented to the
regulation of variable frequency drive. For an accurate analysis of the efficiency, all the components of
the pumping station were considered, as proposed by Fernández García et al. [17]. Also, energy losses
in cables were computed.
ηt = ηp·ηm·ηv·ηc (12)
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where ηt is the total efficiency of the pumping station, ηp is the pump efficiency, ηm is the motor
efficiency, ηv is the VSD efficiency, and ηc is the cable efficiency.
The motor efficiency for each angular position i was determined through the exponential model







where PNom is the nominal power in kW and PAbs(i) is the absorbed power in kW.
To compute the VSD efficiency values at each angular position i of the lateral line, Equation (14)
was used. This value should be supplied by the VSD manufacturer but is commonly not supplied.
In this case study, we utilized the value obtained by Moreno et al. [22] for a pump with a similar power:
ηvi = 70.126− 232.47α+ 582.032α2 − 323.134α3 (14)
where α is the ratio between the speed of the variable speed drive and the maximum speed as a fixed
speed drive (nv/nf)
2.5. Determination of Specific Energy Consumption (CEE)
At each angular position of the lateral line (36 angular positions spaced 10◦) the minimum pressure
required to pressurize the irrigation system was determined. Therefore, at each position, the adequate
pumping pressure head (Hi) was estimated:







where Hp is the pressure head at the fixed pumping speed (m), Hmin(i) is the minimum pressure head
along the lateral line at each angular position i, m (obtained in EPANET), and H∗prv is the PRV pressure
head, including the pressure regulator loss (69 kPa + 34 kPa).
The specific energy consumption using the VSD at each angular position i of the lateral line (CEEvi ,
em kWh m−3, Equation (16)) for 0◦ ≤ i ≤ 350◦ was calculated by the values of the pumping pressure




3600 (ηbi ηmi ηvi ηci)
(16)
The specific energy consumption of the equipment, considering a pumping station with a fixed
speed (CEEf, em kWh m−3), was determined through Equation (17):
CEEf =
Hp γ
3600 (ηb ηm ηc)
(17)
The energy reduction (ER, %) was determined by Equation (18). The energy consumption (EC,
kWh) in the pump station for each position (fixed speed and variable speed) was determined from










ECf = Q× To ×CEEf (19)
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where (CEEvi )av is the average of the specific energy consumption in the different angular positions of
the lateral line, and To is the operating time of the irrigation system.
2.6. Case Study
This study was developed in a center pivot irrigation system located in the “La Felipa” district,
which belongs to Chinchilla de Monte-Aragón (Albacete) in the Castilla La-Mancha region (Spain).
The geographical coordinates of the latitude and longitude of the center point of the pivot are 39◦
4′44.43” N and 1◦39′35.27” W. The elevations of the water level in the reservoir, the pumping station,
and the center pivot point are, 675.91 m, 676.91 m, and 661.91 m, respectively.
With regard to the center pivot, the lateral line of this equipment operates without an end gun,
irrigating an area with a total radius of 488.6 m, equivalent to a surface area of 76 ha. The lateral line
is composed of nine spans, comprising four spans with a length of 57 m, five spans with a length of
51 m, and an overhang of 5.6 m. The lateral line has an internal pipe diameter of 162.27 mm to the last
tower, and the overhang has an internal pipe diameter of 108.74 mm. Along the lateral line, there are
164 emitters (type SP4 + PL / R), which are all equipped with pressure regulator valves (69 kPa) that
have a pressure regulator loss of 34 kPa, with 3 m spacing. The first outlet is located 2.10 m from the
pivot point, mounted at the end of flexible drop pipes, with an internal pipe diameter of 19.05 mm at a
height of 1.80 m from the ground surface. The towers have a fixed height of 3.54 m, and the largest arc
of the spans has a value of 0.7 m in height. The highest elevation of the irrigated area is 667.60 m, and
the lowest value is 652.29 m.
According to the specifications of the pivot model, the model’s total flow rate is 326.61 m3 h−1
and has a supply pipe with a length of 920 m made of PVC with a nominal pipe diameter of 300 mm,
which leads to the pivot point’s water from a fixed level reservoir with a capacity of approximately
7000 m3. The pumping station is composed of a pump (from the brand KSB, model WKL 150/1), with
rotor 360 mm in size, which is driven by a three phase electric motor whose nominal voltage, power,
and rotation values are 400V, 90 kW, and 1750 rpm, respectively. The electrical installation, with a
power factor of 0.85, has electric copper cables with a length of 50 m and a cross-section of 16 mm2.
The time of operation of the center pivot was determined to supply the water requirements of
a maize crop in the study region (Domínguez et al., 2012). The gross irrigation water requirement
(GIWR) applied in this period was 627 mm, with an operating time (To) of 1440 h.
In order to perform an economic analysis of the use of VSD in center pivot irrigation system
pumping stations, the average value of 0.2 € kWh−1 was adopted as the reference price of the electric
energy in the study region.
3. Results and Discussion
3.1. Hydraulic Model
The use of the VSPM tool made it possible to accurately characterize the irrigation system in
EPANET (Figure 4). Hence, the hydraulic simulation was performed at each angular position of the
center pivot lateral line, thereby obtaining the pressure distribution.
In Figure 4, two angular positions of the lateral line, 250◦ and 40◦, are represented. These positions
are those with the highest level of differences in relation to the pivot point, representing 5.68 m uphill
and 9.62 m downhill, respectively.
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Figure 4. Network maps of the center pivot system from EPANET inp files generated by the VSPM
(Variable Speed Pivot Model) tool considering two different lateral line angular positions (a) 250◦ uphill
and (b) 40◦ downhill.
It can be seen that the hydraulic simulations were not performed with constant topographic slopes,
as done in other works [13,20,21,24,26]. This fact allowed a greater precision in the determination of
the speed of the pumping station to guarantee the lowest energy consumption with the appropriate
pressurization of the lateral line in different angular positions.
The EPANET nodes and links corresponding to the fixed-level reservoir, pumping station, suction
pipe, and supply pipe are highlighted in Figure 4. It should be noted that these hydraulic elements
with their characteristics are constant in all angular positions of the lateral line of the center pivot.
The pipe in the overhang is also highlighted in Figure 4, showing that the slope at the end of the lateral
line is maintained with the same slope value of the last span. In addition, the correct characterization
of the topography of the irrigated area allowed precise characterization of the energy consumption of
the irrigation system operating with a maximum fixed and variable speed for the pumping station.
3.2. Operating Point
The characteristic curves of the pumping station (Q-Hp, Q-ηp, and Q-PAbs), adjusted through data
taken from the manufacturer, are shown in Figure 5. The operating point of the index characteristic
curve “f”, relative to the configuration of the pumping unit with a fixed speed is shown. In addition,
the operating point of the index characteristic curve “v” refers to the configuration with a variable
speed. In both cases, the angular position of the lateral line of 40◦ was represented with the fixed speed
(nf = 1750 rpm and α = 1.00) and variable speed pump (nv = 1523 rpm and α = 0.85). This position
was chosen because it has a minor pressure head value.
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Figure 5. Pumping station characteristic curves for the 40◦ angular position lateral line with a fixed
speed (f) and variable speed (v), (a) (Q-H) and (Q-η) curves, (b) (Q-PAbs) curve.
In Figure 5, it can be seen that the displacement of curves (Q-Hp)v and (Q-PAbs)v to (Q-Hp)f and
(Q-PAbs)f did not result in significant differences in pump efficiency (Q-ηp)f,v. This result demonstrates
that the use of the VSD in the irrigation system does not significantly interfere with the pump efficiency,
whose high and low values were close to 80.26% (α = 0.85) and 78.54% (α = 1.00). This displacement
also demonstrates the reduction of energy consumption (12.2%) through the influence of the VSD on
the pumping station of the irrigation system under study. This same behavior of curve displacement
was reported by Brar et al. [20] in a study on energy efficiency in center pivots. They determined that
by reducing the speed of the pumping station’s rotation through the VSD, it was possible to reduce
its head pressure, thereby maintaining the efficiency of the pump. Also, as described by Córcoles
et al. [27], the ratio (in kWh m−3) can be higher at lower frequencies than the nominal value, thus
presenting another source of energy saving.
3.3. Pressure Distribution Along the Lateral Line
After the hydraulic simulation of the center pivot, the pressure values at the top of the lateral line
were obtained for each angular position at the nodes referring to the water outlets. Thus, the minimum
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pressure head value corresponds to the minor value of the pressure distribution. The pump speed
computed at each angular position was the minimum pump speed that was able to keep pressure
values at the downstream node of every PRV equal to the setting pressure (ie keeping every PRV
at the Partially closed state). So, according to EPANET PRV rules described above, this condition
was achieved when pressure values at every PRV upstream node were above the setting pressure.
The minimum pressure head values and the location of the minimum pressure head along the lateral
line are shown in Figure 6.
Figure 6. (a) Value and (b) location of the point of minimum pressure head in the different angular
positions of the center pivot lateral line.
According to [13,20,21], the point of minimum pressure is located between the end of the lateral
line and the center of the pivot according to the topographic changes of the irrigated area.
King et al. [13], studying the spatial distribution of pressure on the lateral portion of a center pivot
(with a length of 392 m and a difference in the level of 18 m), reported that the point of minor pressure
on the lateral line was not necessarily situated at the end. The location of that point was variable
according to the different slopes of the irrigated area. This fact made it difficult to install pressure
sensors to control the speed of the pumping station with a VSD.
Figure 6 also shows the location of the point of minimum pressure with respect to the end of the
lateral line. In some angular positions, the minimum pressure value is located exactly at the end of
116
Water 2019, 11, 2192
the lateral line. This result shows the influence of the small topographic differences of the irrigated
area on the location of the minimum pressure point and, consequently, on the potential reduction of
energy consumption.
3.4. Energy Analysis
Pumping stations are designed for the lateral line’s most critical angular position, i.e., the position
where the lateral line has the largest positive level difference. Thus, the minimum pressure head is
located at the lateral end. Pumping station values for the different lateral line angular positions and
values for the fixed speed pump are shown in Table 1.
Table 1. Flow rate (Q), pumping pressure head (Hi), hydraulic power (PH), speed of the pumping
station (n), variable speed ratio (α), efficiencies (η), and specific energy consumption (CEE) in the























Fixed 326.61 65.23 58.04 1750 1.00 78.54 94.13 98.60 72.90 0.244*
0◦ 326.61 50.72 45.12 1574 0.90 80.08 93.86 96.75 98.65 71.74 0.193
10◦ 326.61 48.64 43.27 1547 0.88 80.20 93.77 96.21 98.66 71.38 0.186
20◦ 326.61 47.77 42.50 1535 0.88 80.23 93.73 95.95 98.66 71.19 0.183
30◦ 326.61 47.07 41.88 1526 0.87 80.26 93.69 95.71 98.66 71.01 0.181
40◦ 326.61 46.84 41.67 1523 0.87 80.26 93.68 95.63 98.67 70.94 0.180
50◦ 326.61 47.49 42.25 1531 0.88 80.24 93.71 95.86 98.66 71.12 0.182
60◦ 326.61 49.16 43.74 1553 0.89 80.17 93.79 96.36 98.66 71.48 0.187
70◦ 326.61 52.69 46.88 1599 0.91 79.93 93.93 97.13 98.64 71.93 0.200
80◦ 326.61 55.29 49.20 1631 0.93 79.70 94.00 97.43 98.63 72.00 0.209
90◦ 326.61 56.24 50.04 1643 0.94 79.61 94.02 97.48 98.63 71.96 0.213
100◦ 326.61 57.57 51.22 1659 0.95 79.47 94.04 97.51 98.63 71.88 0.218
110◦ 326.61 58.33 51.90 1669 0.95 79.39 94.05 97.50 98.62 71.80 0.221
120◦ 326.61 58.15 51.73 1666 0.95 79.41 94.05 97.50 98.62 71.82 0.221
130◦ 326.61 58.45 52.01 1670 0.95 79.38 94.06 97.50 98.62 71.79 0.222
140◦ 326.61 59.38 52.83 1681 0.96 79.27 94.07 97.45 98.62 71.67 0.226
150◦ 326.61 60.00 53.38 1689 0.96 79.20 94.08 97.41 98.62 71.58 0.228
160◦ 326.61 60.49 53.82 1695 0.97 79.14 94.09 97.37 98.62 71.49 0.230
170◦ 326.61 58.63 52.16 1672 0.96 79.36 94.06 97.49 98.62 71.77 0.223
180◦ 326.61 60.33 53.67 1693 0.97 79.16 94.08 97.38 98.62 71.52 0.230
190◦ 326.61 59.99 53.37 1688 0.96 79.20 94.08 97.41 98.62 71.58 0.228
200◦ 326.61 60.35 53.69 1693 0.97 79.16 94.08 97.38 98.62 71.52 0.230
210◦ 326.61 59.75 53.16 1686 0.96 79.23 94.08 97.43 98.62 71.61 0.227
220◦ 326.61 59.52 52.96 1683 0.96 79.25 94.07 97.44 98.62 71.65 0.226
230◦ 326.61 60.86 54.15 1699 0.97 79.10 94.09 97.33 98.62 71.43 0.232
240◦ 326.61 60.21 53.57 1691 0.97 79.17 94.08 97.39 98.62 71.54 0.229
250◦ 326.61 61.37 54.60 1705 0.97 79.03 94.10 97.27 98.61 71.33 0.234
260◦ 326.61 61.24 54.48 1703 0.97 79.05 94.09 97.28 98.61 71.36 0.234
270◦ 326.61 58.61 52.15 1672 0.96 79.36 94.06 97.49 98.62 71.77 0.222
280◦ 326.61 57.68 51.32 1661 0.95 79.46 94.04 97.51 98.63 71.87 0.219
290◦ 326.61 59.07 52.56 1677 0.96 79.31 94.07 97.47 98.62 71.71 0.224
300◦ 326.61 59.24 52.70 1679 0.96 79.29 94.07 97.46 98.62 71.69 0.225
310◦ 326.61 57.53 51.19 1659 0.95 79.48 94.04 97.51 98.63 71.88 0.218
320◦ 326.61 55.85 49.69 1638 0.94 79.65 94.01 97.47 98.63 71.98 0.211
330◦ 326.61 55.22 49.13 1630 0.93 79.71 93.99 97.42 98.63 72.00 0.209
340◦ 326.61 55.05 48.98 1628 0.93 79.73 93.99 97.41 98.63 72.00 0.208
350◦ 326.61 52.50 46.71 1596 0.91 79.95 93.92 97.10 98.64 71.92 0.199
1 Total efficiency * variable speed drives (VSDs) efficiency not considered.
In Table 1, it can be sheen that the i = 40◦ position (Figure 4) has the lowest pumping pressure
head value (46.84 m) and, consequently, a lower specific energy consumption value (0.180 kWh
m−3). On the other hand, position I = 250◦ presents the highest values−61.37 m and 0.234 kWh m−3,
respectively. It should be noted that for these positions, the determination of the CEE with the variable
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speed of the pump is different from the CEE with a fixed speed, because, in this configuration, the value
of VSD efficiency is not considered.
Specific energy consumption (kWh m−3) values for the fixed speed (without VSD) and variable
speed (with VSD) pumping stations were determined. The specific energy consumption using the VSD
was computed as the average values considering all the angular positions of the lateral line. In general,
due to the small variations in the topography of the irrigated area, the average value of the CEE with
variable speed of the pumping station was close to the value of the CEE with a fixed speed (0.214
and 0.244 kWh m−3, respectively), resulting in an energy reduction value of 12.2%. This percentage
is lower than the values found by [18] (32% energy savings using variable speed well pumps in a
center pivot system), [19] (27% to 35% of energy savings can be achieved using VSD in two Italian
irrigation districts operating with three parallel horizontal axis pumps), and higher than those found
by Brar et al. [20] (9.6% energy reduction is possible for 13.6 m difference in the irrigated area for a
study containing 100 center pivots in Nebraska (USA), with each pivot containing a pumping station).
However, these studies did not take into account the efficiency of VSD. The energy reduction value of
this study is close to that found by King et al. [13] (7.5% to 15.8%), who considered the variable speed
drive efficiency of a center pivot pumping unit. This result demonstrates that using VSD can reduce
energy consumption in pumping units for water distribution.
In the present study, the center pivot system is equipped with a single pump. The use of VSDs
in situations where multiple pumps supply several irrigation systems can result in greater energy
savings, as can be seen in the studies conducted by [18,19].
The values of the absorbed power (the relation of the hydraulic power and total efficiency, in kW)
at the pumping station at each of the angular positions of the center pivot’s lateral line are shown in
Figure 7.
Figure 7. Absorbed power at the pumping station for the different angular positions of the lateral line.
In Figure 7, the lowest values of the absorbed power (51.92 kW) were reached in the angular
positions where the lateral line assumes a downward slope (i = 40◦) from the center to the end. In the
same way, when the lateral line presents an ascending slope (i = 250◦), it results in higher values of
absorbed power (69.09 kW). This difference in values results in a reduction of 28.5% between these
two angular positions. It should be noted that the total efficiency of these two positions is very close
(70.9% (for i = 40◦) and 71.3% (for i = 250◦)). These results are directly related to the movement of the
point of minimum pressure along the lateral line according to topographic variations of the irrigated
area. The same type of behavior for the minimum pressure point was reported by Brar et al. [20] and
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King et al. [13] in studies with energy conservation in the center pivot systems using variable speed
drives at the pumping station.
3.5. Economic Analysis
To analyze the operation costs with the use of VSDs in this center pivot, the values of energy
consumption and costs, considering the two configurations (fixed and variable speed) for an irrigation
season with maize crop in the region of Albacete (Spain), are presented in Table 2.
Table 2. The consumption and cost of energy for the pumping stations with fixed and variable speeds.
Crop Maize
GIWR (gross irrigation water requirement) mm 627.00
Flow rate m3 h−1 326.61
Operation time h 1440.00
ECf kWh 114739.03
ECv kWh 100632.47
Average cost € kW h−1 0.20
Cf € 22947.96
Cv € 20126.49
Energy Savings € year−1 2821.47
For an irrigated area with a maximum elevation difference of 15.3 m, and considering the use
of a VSD with a fixed speed, the annual average energy savings is close to 14107.35 kWh (Table 2),
representing an annual average energy cost savings of 2821.47€.
In a similar study, [13] presented an average annual saving of 18100.00 kWh, applying a requirement
of 635 mm of gross water irrigation and an area with an elevation difference of 18 m. They concluded
that the VSD installation would not be economically viable. This result can be explained due to the
low performance of the utility’s equipment and the low cost of energy (0.031 kWh−1) in the region
where the study was conducted, which resulted in a low average annual saving (564.30 €). The average
annual energy savings (kWh) presented by [13] were similar to those determined in the present study.
However, due to the unit cost of energy consumption, the financial savings were lower. This fact shows
that the cost of energy, besides the topography of the irrigated area, must be taken into account for this
type of analysis.
Working with several center pivots for the maize crop, Brar et al. [20] presented an average annual
saving of 4155 kWh, applying a requirement of 284 mm of gross water irrigation to an average irrigated
area of 49 ha with a height difference of 13.6 m. The average pumping cost was 0.098 kWh−1, resulting
in average annual savings of 407.40€. The difference of the values in this study can be explained by the
smaller difference in elevation, their low energy cost, and their lower gross irrigation requirements.
4. Conclusions
This study presented a proposal to vary the pressure supplied to a center pivot irrigation system
according to the angular position of the lateral line by adjusting the speed of the pumping station with
a variable speed drive (VSD). A model was developed to simulate the possible reduction in energy
consumption when using a VSD in a center pivot pumping station in Albacete (Spain). For topographic
characterization, DEMs from satellite images (with 5 × 5 m spatial accuracy) were used, and it was
concluded that the topographic precision for this type of study is essential to determine the required
pressure values at each angular position of the center pivot’s lateral line.
The present study showed a saving of 12.2% of energy when using speed control at the pumping
station in comparison with the commonly used fixed speed. This reduction in energy allowed economic
savings close to 2821.47 €, in an area irrigated by a center pivot with a difference in maximum elevation
of 15.3 m and the major part of the lateral line on the ascending slope.
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The VSPM tool, which added topographic, hydraulic, and energy characteristics to the irrigation
system, facilitated the simulation of the center pivot irrigation system in the EPANET software, along
with the analyses of the use of VSD in the speed control of the pumping station. This tool demonstrates
the possible financial return when using a VSD in a center pivot pumping station that operates in
areas of variable topography. This center pivot represents the greater part of the irrigated area in the
ascending slope during the movement of the lateral line. Therefore, for an irrigated area where the
lateral line remains in a descending slope during the greater part of its rotation, the energy savings
would be greater. Thus, this tool seems to be useful for users to achieve better precision in energy and
economic analyses of center pivot irrigation systems.
The use of VSD to control the speed of the pumping station of the irrigation system showed a
greater reduction in energy consumption when the different angular positions of the lateral line along
the irrigated area were in an ascending slope. In these positions, the point of minimum pressure tends
to migrate from the extremity to the center of the pivot.
This study aimed to quantify the energy saving potential of VSDs, providing irrigation producers
and professionals results that show the benefits of installing VSDs in the pumping stations of center
pivot irrigation systems.
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Nomenclature
Ac cross-sectional area of cable (mm2)
Cc electrical conductivity of copper (m Ω−1 mm−2)
CEEf specific energy consumption, considering the pumping station with fixed speed (kWh m−3)
CEEvi specific energy consumption using the VSD, for each angular position i (kWh m
−3)
(CEEvi )av average of the specific energy consumption in the different angular positions (kWh m
−3)
CHW roughness coefficient of the pipe material of the Hazen-Williams equation
cosφ power factor
D pipe diameter of the lateral line
DEM Digital Elevation Model
EC Energy Consumption (kWh)
ER Energy Reduction (%)
GIWR gross irrigation water requirement (mm)
harc maximum height of the lateral line arc (m)
hE height of the emitter relative to the ground (m)
hf head loss (m)
Hi pressure head that the pump must provide for each angular position i (m)
Hmin(i) minimum pressure along the lateral line for each angular position i (m)
Hp pressure head at the fixed pumping speed (m)
Hprv nominal pressure of the PRV (m)
H∗prv PRV pressure, including the minimum regulator requirement (m)
hT height of moving towers (m)
i angular position of the lateral line (0◦, 10◦, . . . , 350◦)
j number of moving towers
ke emitter discharge coefficient (m2.5 s−1)
L equivalent length of lateral line (m)
Lb gross irrigation depth (mm day−1)
Lc cable length (m)
LDP total length of the drop pipe (m)
LE spacing between emitters (m)
LFE distance between the last emitter and next tower of the span (m)
LIE spacing between the tower and the first emitter (m)
Lj distance from the centre tower to the index tower j (m)
LN distance of the node referring to the water outlet in relation to the previous tower (m)
LS length of span (m)
N water outlet in the span
NO number of water outlets in the span
PH hydraulic power (kW)
PNOA Spanish National Program of aerial photogrammetry
PAbs(i) absorbed power (kW)
PNom nominal power (kW)
PRV Pressure Regulator Valve
Q total flow rate of the irrigation system
qx flow of the outlet with order number x (m3 h−1)
Rinst radius of installation of the emitter, relative to the centre tower (m)
RT radius of rotation of the tower relative to the centre tower (m)
ST slope between towers n e n −1
Tg rotation time (h)
To operating time of irrigation system (h)
U nominal voltage (V)
VSD Variable Speed Drive
VSPM Variable Speed Pivot Model
Xji, Y
j
i geographical coordinates of the moving towers j (m)
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Zn=x elevation of the node x (m)
ZTn tower elevation posterior to node n (m)
ZTn-1 tower elevation previous to node n (m)
α ratio between the speed of the variable speed drive and the maximum speed as a fixed speed drive
β exponent of the pressure
γ water specific weight (N m−3)




ηt total efficiency of the pumping station
ηv VSD efficiency
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Abstract: A dual crop coefficient approach was validated experimentally to estimate
evapotranspiration of drip-irrigated summer maize with partial mulch and no mulch in an arid
region in Aksu, Xinjiang, China, during 2016–2017. In this study, five treatments were established
based on fixed or variable irrigation cycles. Summer maize transpiration and evapotranspiration
were estimated by the dual crop coefficient approach. Evapotranspiration was validated, and a
positive regression with those values was obtained using the water balance method, with a root
mean square error (RMSE) of 10 mm. The estimated transpiration also had a positive regression with
measurements obtained by the stable carbon isotope technique, with a RMSE of 20 mm. By analyzing
the RMSE, regression coefficients, and concordance index, we suggest that the dual crop coefficient
approach is an effective method to estimate and partition evapotranspiration. Across the entire
growing season for partially mulched summer maize, the estimated crop transpiration accounted
for 78.7% and 76% of the total evapotranspiration in 2016 and 2017, respectively. For non-mulched
summer maize, the estimated crop transpiration accounted for 64.9% of the total evapotranspiration
over the entire growing season, which implied that the soil evaporation was about 12% higher than
that of the partially mulched treatments. Water consumption with partial mulching was reduced by
about 10%, compared with non-mulching, which indicated that mulching improved the use of water
during irrigation.
Keywords: summer maize; drip irrigation; evapotranspiration; crop transpiration; the stable carbon
isotope technique
1. Introduction
Evapotranspiration (ET) includes soil evaporation (E) and crop transpiration (T). As an important
term in both water and land surface energy balance equations [1], ET plays an important role in energy
and water balance. The Food and Agricultural Organization (FAO) use the FAO-56 Penman-Monteith
reference evapotranspiration (ET0) and crop coefficient method to estimate cropland ET [2]. The crop
coefficient method is a semi-empirical model recommended by the FAO. The crop coefficient (Kc) is
multiplied by ET0 to obtain ET. The crop coefficient approach consists of single and dual coefficient
approaches. The dual crop coefficient approach can partition ET into E and T. It can also be used to
estimate the effect of rainfall, irrigation, and use of mulch on soil water.
The dual crop coefficient approach has been used widely in many regions [3]. For example,
Bodner et al. [4] found that the integration of stress compensation into the FAO crop coefficient
approach provided reliable estimates of water losses under dry conditions. López-Urrea et al. [5]
calculated the dual crop coefficient of irrigated sorghum biomass and found that the method aided in
monitoring and estimating the spatially distributed water requirements of the sorghum biomass at field
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and regional scales. By investigating the crop water demands for winter wheat and summer maize,
Liu et al. [6] found a good agreement between predictions from the dual crop coefficient approach
and measurements from a lysimeter in the North China Plain. Zhao et al. [7] calculated the single
crop coefficient and the dual crop coefficient of winter wheat and summer maize, respectively, and
found the dual crop coefficient approach to be more precise than the single crop coefficient approach,
particularly when the crops incompletely covered the ground. Shrestha et al. [8] investigated the basal
crop coefficient (Kcb) values of mulched erect and vine crops in a sub-tropical region using the dual crop
coefficient approach and they found that some Kcb values of watermelon and pepper recommended
by FAO-56 were not applicable. Ding et al. [9] developed a modified dual crop coefficient approach
to estimate and partition ET of mulched maize in the Shiyang River Basin of the Gansu Province
and found that the modified dual crop coefficient approach had high precision for maize ET under
mulching. The results suggested that the modified dual crop coefficient approach predicted E and
T accurately. Tomomichi et al. [10] investigated the seasonal variation in the basal crop coefficient
Kcb and the soil evaporation coefficient Ke of sorghum and quantified the relationship between crop
coefficient and LAI (Leaf Area Index). Majnooni-Heris et al. [11] determined the crop coefficient and
evapotranspiration ratio of canola using the dual crop coefficient approach. Current studies that
estimate and partition crop ET using the dual crop coefficient approach are mostly carried out in wet
and semi-humid regions, and these are validated by water balances derived using a large lysimeter
and a stem flow meter under completely covered or bare ground conditions. However, in arid areas,
the application of the dual crop coefficient approach under the partially mulched drip irrigation to
estimate and partition crop ET are still limited, compared with the non-mulched condition.
The stable carbon isotope technique is a new approach in the study of plant physiology and
ecology, and its reliability and stability have been shown in previous studies [12–14]. Anyia et al. [15]
evaluated the application of carbon isotope discrimination as a selection criterion for improving
water use efficiency (WUE) and productivity of barley (Hordeum vulgare L.) under field and drought
stress conditions in a greenhouse. Chen et al. [16] validated the stability of a leaf carbon isotope
discrimination as a measure of WUE across years and locations in Alberta, Canada, based on selected
barley genotypes. Chen et al. [17] investigated WUE and water consumption in different growth stages
of walnut-woad/semen cassia intercrop systems using the stable carbon isotope technique and a sap
flow meter, and they found that the intercropping systems consumed less water than the mono-cropping
systems. He et al. [18] measured the sap flow in walnut trees and the stable carbon isotope composition
of different components of a walnut-wheat intercropping system and mono-cropped wheat, and they
calculated WUE and water consumption. Total water consumption of mono-cropped wheat was higher
than that of intercropped wheat. The stable carbon isotope technique is reliable and stable, but the
employment of this technique to validate the dual crop coefficient approach is still limited.
Experiments were conducted in the Aksu, Xinjiang province during 2016–2017 to evaluate the
FAO-56 dual crop coefficient approach for estimating evapotranspiration of summer maize with partial
mulch and with no mulch. This study aimed to (1) establish a suitable dual crop coefficient model
with the condition of partial mulch or non-mulch of summer maize in arid region, combining with the
ecological environment of the experimental area and measured data to parameterize the dual crop
coefficient model. (2) Using the water balance method to evaluate the estimated ET of the model.
At the same time, the crop water consumption of summer maize was calculated by the method of a
stable carbon isotope technique, and it was compared with T, predicted by the dual crop coefficient
method. (3) The values of ET, E, and T, with the condition of partial mulch or non-mulch of summer
maize, were simulated by the model in an arid region. The changes of ET, E, and T were analyzed in
this paper. (4) Provide a scientific basis for improved water management on farmland in the region.
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2. Materials and Methods
2.1. Study Site
This study was conducted in 2016 and from June–October 2017, at the Xinjiang Agricultural
University’s Linguo Experimental Station, located in Hongqipo, Wensu County, Aksu Prefecture, China
(41◦16′ N, 80◦20′ E). The site was warm and arid and had mean annual sunshine of 2800–3000 h and
200–220 frost-free days each year. The mean annual precipitation was 80.4 mm with large evaporation.
During the growing season for summer maize, rainfall in 2016 was 75.9 mm and rainfall in 2017 was
64.8 mm. The groundwater depth was >10 m. The values of field capacity and permanent wilting
point were 28% (volumetric water content) and 6% (volumetric water content), respectively. Soils were
mostly sandy or silt loam (Table 1).
Table 1. Description of soils at the Xinjiang Agricultural University’s Linguo Experimental Station in





Particle Size Distribution %
Soil Texture
0–0.002 mm 0.002–0.05 mm 0.05–2 mm >2 mm
0–20 1.38 7.0 56.5 36.5 0 Silt loam
20–40 1.42 7.2 67.9 24.9 0 Silt loam
40–60 1.40 2.9 15.8 81.3 0 Sandy loam
60–80 1.38 0.1 1.7 98.2 0 Fine sand
80–100 1.35 0.2 8.0 91.8 0 Fine sand
2.2. Experimental Design
The seeds of New Maize No. 9 were sown in 3 m × 2.2 m × 2 m plots. Each plot was spot-seeded
manually with a plant spacing of 0.3 m, 0.4 m, 0.3 m, and 0.6 m in sequence, and 0.25 m between rows
(Figure 1). The drip-irrigated treatment included a two-pipe and four-row system. The drip tube
with 0.1 m emitter intervals was placed between two rows of maize, with a dripper discharge rate of
0.8 L h−1. Each plot consisted of eight rows of maize (Figure 1). Water meters were installed in each
plot to monitor the amount of irrigation water (measurement precision was 0.001 m3).
(a) With partial mulch 
Figure 1. Cont.
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(b) With no mulch 
Figure 1. Plot design for estimating evapotranspiration of drip-irrigated summer maize in Xinjiang,
China. (a) With partial mulch; (b) With no mulch. (TRIME was the TRIME TDR system to determine
the soil volumetric water content).
The experiments with partial mulch were conducted in 2016. In 2017, plots with partial mulch and
without mulch were tested simultaneously. Five treatments were set up that included fixed irrigation
cycles (W1, W2, and W3) and variable irrigation cycles (W4 and W5). Each treatment included three
replicates. The fertilization and field management methods of each treatment were the same. To ensure
seedling emergence, all the plots were irrigated once with approximately 125 mm water before sowing.
The seeds were sown on 20 June (Table 2). The WUE values in Table 2 were calculated based on yields
and water consumption.
Table 2. Description of experiments in 2016 and 2017 on mulched and non-mulched plots in Xinjiang, China.
Year Treatment Irrigation Cycle Irrigation Amount/mm WUE/kg·hm−2·mm−1
2016
W1 8 days (Y) 316 (Y) 41 (Y)
W2 8 days (Y) 256 (Y) 41 (Y)
W3 8 days (Y) 196 (Y) 44 (Y)
W4 10 days (Y) 256 (Y) 47 (Y)
W5 6 days (Y) 256 (Y) 47 (Y)
2017
W1 8 days (Y/N) 181 (Y/N)
38 (Y)
25 (N)
W2 8 days (Y/N) 151 (Y/N)
35 (Y)
29 (N)
W3 8 days (Y/N) 121 (Y/N)
35 (Y)
28 (N)
W4 10 days (Y/N) 151 (Y/N)
39 (Y)
25 (N)
W5 6 days (Y/N) 151 (Y/N)
42 (Y)
32 (N)
(Y) With partial mulch; (N) without mulch.
For the 2016 experiments with partial mulch, drip irrigation was started on 20 July and ended on
14 September. Maize was harvested on 14 October. The W1, W2, and W3 irrigation cycles were 8 d,
with irrigation rates of 45, 37.5, and 30 mm, respectively, and total irrigation amounts of 316, 256, and
196 mm, respectively. The W4 and W5 irrigation cycles were 10 d and 6 d, respectively. The irrigation
rates were 49.5 and 30 mm, respectively, and the total irrigation amount was 256 mm for both W4
and W5.
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For the 2017 experiments with both partial mulch and no mulch, drip irrigation was started on
23 July and ended on 1 September, due to a pump failure. The maize was harvested on 3 October.
The W1, W2, and W3 irrigation cycles were 8 d. The corresponding amount of water for irrigation
was determined as 120% ET, 100% ET, and 80% ET for the W1, W2, and W3 irrigation cycles, which
equated to 181, 151, and 121 mm, respectively. The ET in each irrigation cycle was calculated according
to ET = Kc × ET0, and the crop coefficient (Kc) of each growth period, used values from Liang [19].
The irrigation cycles of W4 and W5 were 10 d and 6 d, respectively, and the irrigated water was
determined as 100% ET, and the total irrigation amount was 151 mm. There were one or two fewer
irrigation events for each treatment in 2017 compared with 2016, which resulted in a reduced amount
of irrigation water in 2017 compared with 2016.
2.3. Measurements and Methods
2.3.1. Soil Water Content
The soil volumetric water content was determined by the TRIME TDR system [7,20]. Three TRIME
tubes were placed in the middle of the two drip irrigation belts, next to the maize and between the rows
in each plot. The data were recorded before each irrigation. The measured depth was 100 cm. The soil
water content was collected at every 10 cm of depth for a total of 10 layers (Figure 2). Two lines in
Figure 2 are 100% field capacity and 60% field capacity, respectively. In 2016 and 2017, the volumetric
moisture content of soil declined with the whole growth period under partial mulched or non-mulched
summer maize. The values of volumetric moisture content are almost between 60–100% field capacity.
The volumetric moisture content of some treatments was lower than 60% field capacity at the beginning
of September, in 2017. It was caused by drip irrigation was ended on 1 September.
(a) Partial mulch in 2016 
(b) Partial mulch in 2017 
Figure 2. Cont.
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(c) Non-mulch in 2017 
Figure 2. Volumetric soil water content for W1–W5 treatments throughout the season for drip-irrigated
summer maize in Xinjiang, China. (a) Partial mulch in 2016; (b) Partial mulch in 2017; (c) Non-mulch
in 2017.
2.3.2. Calculation of Water Consumption
In this study, the water balance equation was used to calculate the evapotranspiration of partial
mulched/non-mulched crops. The calculation of ET followed the equation below:
ET = Pr + I + SWS − R − D + K (1)
where ET (mm) is crop water consumption (evaporation transpiration), Pr (mm) is rainfall during the
growth period, I (mm) is irrigation amount, SWS (mm) is the difference in soil water storage during
sowing and harvesting, R (mm) is surface runoff, D (mm) is deep drainage, and K (mm) is groundwater
recharge. Because the groundwater depth was at 10 m, R, D, and K were negligible and set to zero.
Because the mulch intercepted effective rainfall, a factor of 0.25 was added to the effective rainfall for
non-mulch treatments to calculate water consumption for the partially mulched summer maize, based
on the percentage (25%) of the plots that were not mulched.
2.3.3. Meteorological Data
All meteorological data was obtained from a weather station (Watchdog) 300 m away from
the experimental plots. Data included solar radiation, temperature, relative humidity, wind speed,
atmospheric pressure, and rainfall. The data were recorded every 1 h.
2.3.4. Determination Water Use Based on the Stable Carbon Isotope Technique
The stable carbon isotope technique was used to calculate water use of summer maize. After the
measurement of physiological index had been completed, the leaves in different treatments were
sampled during the 6-leaf stage, 12-leaf stage, silking stage, filling stage, and mature stage, and healthy
leaves (no pest or disease) were sampled at a similar height. In the laboratory, the leaf samples were
dried in an oven at 70 ◦C for 48 h and sieved (80 mesh). The samples were sealed, stored, and sent
to a laboratory (Department of Renewable Resources, Xinjiang Agricultural University, China) for
determination of δ13C values. The values of δ13C of leaves were measured combining the Flash EA
2000 elemental analyzer (Thermo Electron, Waltham, MA, USA) with the Delta V Advantage isotope
mass spectrometer (Thermo Finnigan, Bremen, German). The measurement error did not exceed 0.2%.
Observations were conducted to determine the actual water use of summer maize based on methods
used as Farquhar and He et al. [12–16,21–24]. The calculation of WUE followed the equation below:
WUE =
(1−ϕ)Ca(b− δa + δp)
(b− a)1.6VPD (2)
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where WUE (mmol C/mol H2O) is the water use efficiency, a and b (empirical coefficient [18]) are
isotopic shunt coefficients of CO2 diffusion and carboxylation, respectively (a= 4.4%, b= 30% [14]), Ca
is the atmospheric CO2 concentration, δa and δp [12] are values of δ13C of air and plant material, and the
carbon isotope composition of air was taken as −9% (Brugnoli and Farqhuar 2000). The the diffusion
ratio of water vapor and CO2 in air was 1.6, ϕ is the ratio of carbon consumed by nocturnal respiration
of leaves and respiration of other organs during the entire growth period of a plant (ϕ = 0.3) [25], and
VPD is the difference in vapor pressure between the inside and outside of the leaf blade. The VPD can
be calculated according to the average daily meteorological data (air temperature, air humidity, etc.)
on the day of sampling [26,27]
VPD = E− e





VPD = 0.611× 1017.502T/(240.97+T) × (1−RH) (kPa) (6)
where T is blade temperature, RH is the relative humidity of the atmosphere, 0.0611 is the saturated
vapor pressure of the horizontal plane when T = 0 ◦C, e is the actual vapor pressure, and E is the





At the same time, WUE is the ratio between the total amount of carbon assimilated by plants and
water use (WU, kg·m−2) over a period of time, DW (g) is dry weight biomass of each organ, and CC
(mg·g−1) is carbon content.
2.3.5. Measurement of Physiological Indices
(1) Plant height: During the summer maize 6-leaf stage, 12-leaf stage, the silking stage, the filling
stage, and the mature stage, three plants were selected at each stage for each treatment, and the plant
height (cm) was measured with a ruler (1 mm).
(2) Dry mass: During the summer maize 6-leaf stage, 12-leaf stage, the silking stage, the filling stage,
and the mature stage, three plants were selected at each stage for each treatment. The aboveground
parts, including the leaves, stems, and ears, were dried at 105 ◦C initially, then dried at 80 ◦C until they
reached a consistent weight.
2.4. Dual Crop Coefficient Approach
We calculated the evapotranspiration of summer maize in the experimental plots using the dual
crop coefficient approach, according to the FAO-56 Equation as follows:
ETc = (KsKcb + Ke) ET0 (8)
where ETc (mm) is the actual crop evapotranspiration, ET0 (mm) is the reference crop evapotranspiration
that was calculated from the Penman-Monteith equation based on meteorological data [2], Kcb (-) is
basal crop coefficient, and Ks (-) is the water stress coefficient. Both Kcb and Ks were calculated based
on the Ke [2]. Ke (-) is the soil evaporation coefficient that was used to describe the soil evaporation
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where Kc(max) (-) is the maximum value of Kc after irrigation or rainfall, Kr (-) is the soil attenuation
coefficient, and few (-) is the percentage of exposed and wet parts of the soil surface. Detailed
descriptions of the calculation of the parameters Kc(max) and Kr is available in FAO-56 [2].
This experiment included two treatments: Partial mulch and no mulch. The Ke of the no mulch
treatments was calculated by Equation (9). The calculation of the soil evaporation coefficient for
the partial mulch treatments consisted of two parts: Membrane hole evaporation and bare soil
evaporation [29]. Based on the ratio of the area between covered and the bare soils in the partial mulch








where Ke1 (-) and Ke2 are the membrane pore evaporation coefficient and the bare soil evaporation
coefficient, respectively, which were calculated from Equation (9).












where fc (-) is the proportion of vegetation cover to the surface soil area and fw is the moisture ratio at
the soil surface.
In the calculation of Ke1 , the fw [29] in Equation (11) was calculated as:
fw = αNAh/Atotal (12)
where α (-) is the membrane effective area factor, N (-) is the number of membrane holes, Ah (m2) is the
area of a single membrane hole, and.Atotal (m2) is the total area of the membrane.
In the calculation of Ke2 , fw was set to 1.
2.5. Statistics
The regression coefficient (b) [30], coefficient of agreement (d) [30], and root mean square error
(RMSE) [30] were used to evaluate the model’s applicability. They were calculated as follows:
















(∣∣∣Pi −O∣∣∣+ ∣∣∣Oi −O∣∣∣)2 (14)







(Oi − Pi)2 (15)
where Oi and Pi are the measured and estimated value of i, respectively, and O is the average of Oi
(I = 1, 2, . . . , n).
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The closer the values of b and d were to 1.0, the higher was the agreement between the estimates
and the measurements. A lower RMSE value indicated a better fit.
3. Results
3.1. Parameterization of the Dual Crop Coefficient Approach
Using the parameters in Table 3, the dual crop coefficient approach was used to estimate the
evapotranspiration of the partial mulched summer maize in 2016 and the non-mulched summer maize
in 2017. Under mulching, the comparisons between evapotranspiration were estimated by the model
and the practical crop evapotranspiration was calculated by the water balance method for the five
treatments (Figure 3a). Under the non-mulched condition, the comparisons between the estimated
evapotranspiration of W1, W3, and W5 by the model, and the practical crop evapotranspiration
calculated by the water balance method, are shown in Figure 3b. The comparisons between measured
and estimated ET are shown in Table 4.
Table 3. Parameters for the dual crop coefficient approach that was used to estimate evapotranspiration
of summer maize on plots in Xinjiang, China.
Variables Parameters Range Value Sources











Depth of the surface soil layer Ze 0–0.15 0.10 FAO-56 [2]
Readily evaporable water REW 8–11 9 calibration
Total evaporable water TEW 18–25 20 calibration
Effective area coefficient of membrane hole α 2–8 6 Wen et al. [29]




(a) Partial mulch in 2016 (b) Non-mulch in 2017 
Figure 3. Regression between observed and estimated evapotranspiration in 2016 and 2017 on partial
mulched and non-mulched plots in Xinjiang, China. (a) Partial mulch in 2016; (b) non-mulch in 2017.
The measured and estimated ET values under the partial mulching treatment in 2016 and the
non-mulching treatment in 2017 were close to the 1:1 line, with determination coefficients (R2) of 0.75
and 0.68, respectively (Figure 3a,b). The RMSE of the estimated ET values of mulched summer maize
for the five treatments in 2016 ranged from 6.95 to 10.66 mm, and the regression coefficient (b) varied
from 0.91 to 1.06 (Table 4). The concordance index (d) varied from 0.98 to 0.99. In 2017, the RMSE
of estimated ET values of non-mulched summer maize for the three treatments (W1, W3, and W5)
were similar to those of the mulched treatments and ranged from 7.71 to 10.43 mm. The regression
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coefficient (b) varied from 0.99 to 1.18, and (d) varied from 0.90 to 0.96, which indicated that there was
a good fit between measurements and estimates.
Table 4. Statistics of observed and estimated evapotranspiration in 2016 and 2017 on partial mulched
and non-mulched plots in Xinjiang, China.
Year Treatment RMSE/mm b d
2016
With Partial Mulch
W1 8.12 0.93 0.99
W2 7.52 0.91 0.99
W3 7.59 0.92 0.99
W4 6.95 0.99 0.99
W5 10.66 1.06 0.98
2017
Without Mulch
W1 7.71 0.99 0.96
W3 10.94 1.18 0.90
W5 10.43 0.99 0.92
3.2. Model Evaluation
3.2.1. Model Evaluation Based on the Water Balance Method
The calibrated model parameters were put into the dual crop coefficient model to calculate crop
ET for five treatments for different irrigation periods in 2017. We compared the model outputs with
the measured ET. Figure 4a showed the relationship between the measured and estimated ET values of
the five treatments in the mulched summer maize in 2017. Figure 4b demonstrated the relationship
between the measured and estimated ET values of the two treatments (W2 and W4) in the non-mulched




(a) Partial mulch in 2017 (b) Non-mulch in 2017 
Figure 4. Regression between observed and estimated evapotranspiration in 2017 on partial mulched
and non-mulched plots in Xinjiang, China. (a) Partial mulch in 2017; (b) Non-mulch in 2017.
Compared with the measurements from the water balance method, the model accurately estimated
ET of summer maize during the growing period in the experimental region. The measured and estimated
ET values of the mulched summer maize in the growing season were close to the 1:1 line, with an R2 of
0.73 (Figure 4a). The RMSE of the measured and estimated ET values in each treatment during the
growing season ranged from 4.59 to 12.56 mm, with (b) of 1.03–1.12, and (d) of 0.86–1.00. The measured
and estimated ET values of the non-mulched summer maize in the growing season were also close to
the 1:1 line, with an R2 of 0.80 (Figure 4b). The RMSE of the measured and estimated ET values of
W2 and W4 treatments were 7.84 mm and 6.88 mm, with (b) of 1.04 and 0.98, and (d) of 0.96 and 0.95,
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respectively. Our results suggested that there were good agreements between predicted and measured
ET for summer maize during the growing season after parameterizing the model correctly.
Table 5. Statistics of observed and estimated evapotranspiration in 2017 on partial mulched and
non-mulched plots in Xinjiang, China.
Year Treatment RMSE/mm b d
2017
With Partial Mulch
W1 4.59 1.03 0.99
W2 11.37 1.06 0.89
W3 12.56 1.06 0.86
W4 10.15 1.12 0.99
W5 11.75 1.03 1.00
2017
Without Mulch
W2 7.84 1.04 0.96
W4 6.88 0.98 0.95
3.2.2. Model evaluation based on stable carbon isotope techniques
Figure 5a showed the partial mulched regression between the measured and simulated crop
transpiration (T) of summer maize with five treatments in 2017 using stable carbon isotope method.
Since only non-mulched treatments, i.e., W1, W2 and W5, were used the stable carbon isotope technique
to calculate crop transpiration, Figure 5b showed the regression between the measured and estimated





y =  x  
R 2  = 
(a) Partial mulch  (b) Without mulch 
Figure 5. Regressions between observed and estimated transpiration in 2017 on mulched and
non-mulched plots in Xinjiang, China. (a) Partial mulch; (b) without mulch.
Table 6. Statistics of observed and estimated transpiration for mulched and non-mulched plots in 2017
in Xinjiang, China.
Treatment Partial Mulch RMSE/mm b d
W1
Yes 17.83 1.14 0.98
No 26.48 1.29 0.94
W2
Yes 22.62 1.23 0.97
No 23.07 1.22 0.95
W3 Yes 14.21 1.14 0.98
W4 Yes 18.02 0.91 0.98
W5
Yes 25.44 0.82 0.97
No 13.05 1.05 0.99
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Compared with the measurements from stable carbon isotopes, the model accurately estimated
summer maize crop transpiration (T) during the growing season. There was good agreement
between the predicted and measured crop T during the growing season (Figure 5, Table 6). For the
partial mulched and non-mulched treatments, the determination coefficients (R2) were 0.91 and 0.94,
respectively. The RMSE was in the range of 14.21–25.44 mm and 13.05–26.48 mm, with a coefficient (b)
of 0.82–1.23 and 1.05–1.29, and (d) of 0.97–0.98 and 0.94–0.99 for partial mulched and non-mulched
plots, respectively. The evaluations of the model suggested that after the model was calibrated, it
accurately estimated summer maize change in T during the growing season. This further shows
the effectiveness of the stable carbon isotope technique in quantifying the T of summer maize in
arid regions.
3.3. Evapotranspiration Dynamics of Summer Maize
The measurements of five treatments under mulching conditions in 2016 suggested that the dual
crop coefficient approach underestimated ET in the rapid growth and late growth stages of summer
maize, but overestimated ET in the late growth stage (Table 7). The reason may be that the pump
failure on 1 September 2017 led to early water emergence of summer maize, which resulted in a slight
deviation between the measured ET and the simulated ET value. The highest water consumption of
summer maize was in the middle growth stage, which accounted for about 40% of the total ET over
the entire growing season. The second highest water consumption was during the rapid growth stage,
which accounted for about 35% of the total ET over the entire growing season. Under the non-mulched
condition, water consumption of summer maize during the rapid growth phase was larger than during
other periods, which accounted for about 45% of the total ET, followed by the middle growth phase,
where water consumption accounted for about 35% of the total ET. Compared with the two methods
of partial mulch or no mulch, the proportion of ET differed in the different time periods. The reason
is that summer maize under the mulching condition entered the middle growth stage earlier, which
shortened the rapid growth stage and extended the crops middle growth stage. This conclusion is
similar to that of Wen et al. [29].
Table 7. Values of observed and estimated evapotranspiration at different growth stages of summer













Initial 60.0 69.3 58.0 63.7 63.0 58.9 56.0 62.2 55.0 58.9
Rapid 165.5 143.0 149.2 130.0 150.8 118.0 135.6 124.9 132.3 119.4
Middle 183.4 219.2 176.4 199.2 152.0 179.2 167.8 188.9 129.6 179.2
Late 58.4 31.2 50.5 28.9 39.9 25.5 40.8 26.9 67.6 25.5




Initial 69.5 70.0 62.6 67.1 55.7 63.0 56.0 68.5 65.6 63.0
Rapid 129.5 132.5 146.0 131.2 146.1 120.5 132.5 123.7 116.6 120.5
Middle 176.2 174.9 152.4 174.8 119.7 159.1 146.5 159.5 140.1 159.5
Late 14.3 13.3 8.3 13.2 8.9 12.0 11.1 12.1 6.8 12.1




Initial 81.5 68.4 81.2 67.6 63.0 66.2 71.0 53.6 76.2 53.6
Rapid 191.9 192.9 169.3 186.6 154.1 175.9 164.8 169.1 143.9 173.2
Middle 137.6 141.6 122.7 134.6 105.4 121.4 115.3 138.8 140.0 149.3
Late 26.1 14.1 18.7 13.3 14.0 12.6 24.8 12.6 16.9 20.2
Whole 437.1 417.0 392.0 402.1 336.5 376.0 375.9 374.1 377.0 396.3
3.4. Partitioning of Evapotranspiration of Summer Maize
The temporal patterns of ET were similar under different treatments with the condition of partial
mulched. For example, the estimated ET for W1 had similar patterns under partial mulching during
the two growing seasons (Figure 6a,b). In the initial growth stage, ET values were small. As the crops
grew, ET gradually increased in the middle growth stage and decreased gradually in the late stage.
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During the two growing seasons, the pattern of estimated T was consistent with ET. It was small at the
initial stage, increased during the development stage, reached a maximum during the middle stage,
and then decreased during the late stage. However, the E dynamics were the opposite of T; it was
large at the initial stage, and decreased gradually as the crop grew during the middle and late stages.





















(c) 2017—with no mulch 
Figure 6. Seasonal variations in evapotranspiration (ET), evaporation (E), and transpiration (T) of
summer maize for treatment W1 during the growing season on partially mulched and non-mulched
plots in Xinjiang, China. (a) 2016—with partial mulch; (b) 2017—with partial mulch; (c) 2017—with
no mulch.
ET with no mulching was high during the rapid growth stage because evaporation was high in
this period (Figure 6c). T was low at the initial stage. During the rapid growth stage, T gradually
increased and exhibited a relatively stable pattern during the middle stage. However, the E dynamics
were the opposite of T. The E value in the initial and rapid growth stages were high, and it gradually
became lower after the middle stage. The magnitude of the change was relatively stable.
The dual crop coefficient approach was used to estimate the evaporation (E) and leaf transpiration
(T) under partially mulched and non-mulched conditions, and it was used to estimate the ratio of leaf
transpiration to crop evapotranspiration (T/ET) and the ratio of evaporation to evapotranspiration
(E/ET) during a crop’s growing season (Table 8). In 2016 and 2017, under the partially mulched condition
with summer maize, the estimated T/ET for 2016 and 2017 were 78.7% and 76.0%, respectively, and the
E/ET were 21.3% and 24.0%, respectively. In 2017, under the non-mulched condition, the estimated
T/ET was 64.89% over the entire growing season, which was about 12% lower than that of the partial
mulched treatments. The E/ET was 35.11%, which was about 12% higher than that of the partial
mulched treatments. This conclusion is different from the results of Ding et al. [10]. The reason may be
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that Ding et al. simulated the situation of complete film mulching, but in the current experiment, we
used partial film mulching, which resulted in a higher evaporation.
Table 8. Variations in T, E, T/ET, and E/ET of summer maize on partial mulched and non-mulched plots
during different growth periods in Xinjiang, China.
Stage
2016 With Partial Mulch 2017 With Partial Mulch 2017 With no Mulch
T/mm E/mm T/ET/% E/ET/% T/mm E/mm T/ET/% E/ET/% T/mm E/mm T/ET/% E/ET/%
Initial 15.3 54.0 22.1 77.9 15.0 55.0 21.4 78.6 15.0 53.4 21.9 78.1
Rapid 109.4 33.6 76.5 23.5 99.2 33.4 74.8 25.2 109.6 83.3 56.8 43.2
Middle 211.0 8.2 96.3 3.7 170.6 4.3 97.6 2.4 136.3 5.3 96.2 3.8
Late 28.3 2.9 90.7 9.3 12.2 1.0 92.3 7.7 9.7 4.4 68.7 31.3
Whole 364.0 98.7 78.7 21.3 297.0 93.7 76.0 24.0 270.6 146.4 64.9 35.1
4. Conclusions
(1) The dual crop coefficient approach accurately estimated the ET during different summer maize
growth periods. The RMSE was around 10 mm under the partially mulched conditions in 2016 and
2017. The averaged regression coefficient (b) was about 1. The consistency index (d) for 2016 and
2017 was in the range of 0.97–1 and 0.86–1, respectively. In 2017, the RMSE was about 6 mm under
non-mulched conditions. The regression coefficient (b) was about 1. The coefficient of agreement (d)
was in the range of 0.68–0.97, which was consistent with the observed values.
(2) The dual crop coefficient approach accurately partitioned summer maize evapotranspiration.
The estimated transpiration over the entire growing season of summer maize under partially mulched
conditions in 2016 and 2017 accounted for 78.7% and 76.0% of ET, respectively, and the evaporation
accounted for 21.3% and 24.0% of ET, respectively. In 2017, the estimated transpiration over the entire
maize growing season under non-mulched conditions accounted for 64.89% of ET, which was about
12% lower than that of the partially mulched treatments. The evaporation of non-mulched treatments
accounted for 35.1% of ET, which was about 12% higher than that of the partially mulched treatments.
(3) In 2017, the average water consumption of summer maize under partially mulched treatments
was about 350 mm, but the water consumption under the non-mulched conditions was about 380 mm.
The water consumption over the entire growing season for the partially mulched maize was about
30 mm, which was about 10% lower than that of the non-mulched conditions, which suggested that
partially mulched treatments can be used to improve water use efficiency.
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Abstract: In pressurized irrigation networks, energy reaches around 40% of the total water costs.
Pump-as-Turbines (PATs) are a cost-effective technology for energy recovery, although they can
present low efficiencies when operating outside of the best efficiency point (BEP). Flow fluctuations
are very important in on-demand irrigation networks. This makes flow prediction and the selection of
the optimal PAT more complex. In this research, an advanced statistical methodology was developed,
which predicts the monthly flow fluctuations and the duration of each flow value. This was used
to estimate the monthly time for which a PAT would work under BEP conditions and the time
for which it would work with lower efficiencies. In addition, the optimal PAT power for each
Excess Pressure Point (EPP) studied was determined following the strategy of minimising the PAT
investment payback period (PP). The methodology was tested in Sector VII of the right bank of
the Bembézar River (BMD), in Southern Spain. Five potential sites for PAT installation were found.
The results showed a potential energy recovery of 93.9 MWh and an annual energy index per irrigated
surface area of 0.10 MWh year−1 ha−1. Renewable energy will become increasingly important in the
agriculture sector, to reduce both water costs and the contribution to climate change. PATs represent
an attractive technology that can help achieve such goals.
Keywords: hydropower; irrigation networks; combinatorial analysis; statistical analysis; pump-as-
turbine; payback period
1. Introduction
The energy consumption embodied in pressurized water networks represents around 2–3% of
global energy consumption [1]. Furthermore, it has been estimated that the energy consumption
associated with the water sector will increase by 23% in 2020 and by 63% in 2050, above the 2000 levels
in the USA [2]. The energy dependency of the water sector is reflected in the cost percentage represented
by production and supply, which have risen to 80% of the operating budget [3]. In pressurized
irrigation networks, energy reaches around 40% of the total water costs, and therefore water and
energy efficiency cannot be considered independently in agriculture [4]. Several measures have been
studied to reduce energy consumption in irrigation networks, such as critical hydrant detection [4],
irrigation sectoring [5], the optimization of energy consumption in pumped systems [6–9], or solar
energy production [10].
To counteract this rising energy dependency, several authors have also highlighted the potential
for energy recovery from urban water supply networks using micro-hydropower (MHP) turbines at
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points of excess pressure. Water networks are commonly sub-optimal in terms of their use of energy
and water resources, due to changes in elevation, demand, water pressure and leakage rates across
many kilometres of pipelines. Recent research has studied the application of MHP turbines in water
supply and wastewater infrastructure to reduce pressure to desired levels and recover energy in
the form of electricity [11–14]. In pressurized irrigation networks, the irrigation devices (drippers,
sprinklers) continue to evolve towards greater efficiency in the consumption of water and energy. This
results in a lower working pressure requirement in some areas of an irrigation network, triggering the
potential for available energy recovery. In addition, due to changes in elevation and demand across a
typical irrigation network, areas of excess pressure are unavoidable, unless a network is situated in an
area with uniform gradient and demand distribution.
The use of pump-as-turbines (PATs) for energy recovery have been shown to be cost-effective—
potentially just 10% of the cost of conventional MHP turbines [15–19] at sites with small power output
capacity [20,21]. Nonetheless, PATs have the disadvantage of relatively low efficiency, which can
reduce further with large flow fluctuations. It has been shown that the efficiency of the PAT can reduce
to approximately 70% of the maximum efficiency when the flow is 20% below the Best Efficiency Point
(BEP) flow rate [21]. Different investigations have also analysed the use of PATs in irrigation networks
for energy recovery. Nonetheless, the flow fluctuations in the irrigation sector are more pronounced
since the demand will depend on the irrigation requirements of the crops cultivated and the yearly
agronomic parameters, such as rainfall and potential evapotranspiration. The water demand is also
concentrated in just a few months of the year in certain cases. Some previous research has analysed
the potential energy recovery available, considering average flows and pressure in irrigation networks,
along with the most probable exceedance flow and average head [22]. The maximum potential found
was 270.5 MWh in a total surface of 4000 ha. However, flow fluctuations were not taken into account
to quantify the energy recovered. Previous investigators have also used the farmers’ habits, historical
records and the characteristics of the network to estimate the flow over time in any line of the network
and considering fixed turbine parameters [23]. A total energy of 188.23 MWh was estimated to be
recovered in 290.2 ha, where flow fluctuations were considered but PAT performance was assumed
to be constant [23]. Additional research in this field was focused on maximising energy recovery
through different objective functions such as: selection of best energy converter, operation in best
efficiency conditions, varying the rotational speed, and providing the required flow in each situation.
The maximum energy recovered was estimated as 58.18 MWh year−1, increasing the energy recovery
by 141% and 184% when comparing to constant rotational speed PATs [24]. Finally, the use of PATs for
energy recovery in irrigation networks was also studied in an area of 68 ha in Portugal. The potential
estimated to be recovered was 2.12 MWh [25].
The fluctuations in irrigation water demand are particularly important in on-demand irrigation
networks. This kind of infrastructure allows greater flexibility to the farmers since water is available
at any time every day and year, and the flow circulating at any point of the network depends on the
number of downstream hydrants that are open [26]. Therefore, depending on the combination of
open and closed hydrants, the flow and head at an issue point vary greatly. When analysing MHP
installations, these variations will directly affect the energy recovery.
To characterise a network and the different monthly flow values, statistical methods are commonly
used based on the probability of each hydrant being open or closed. Several methods have been used
to calculate the monthly open hydrant probability. Rodriguez-Diaz et al. [26] stated that the gamma
function adjusts better to this demand than other distributions, but local farmers’ practices and the
desired constraints of the network have to be taken into account. However, Clément’s methodology [27]
requires fewer initial data and several previous investigators concluded that the methodology provides
good approximate values that can be used to design on-demand irrigation networks [26,28].
In this paper, an advanced statistical methodology is developed to determine the power available
for energy recovery through radial PATs in on-demand irrigation networks. The methodology is
applied to the common scenario where no flow data are recorded in the irrigation network, and seeks
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to minimise the PAT investment payback period. The methodology is developed and applied in a real
case study in Southern Spain. This methodology uses statistical methods to estimate the variability of
flows and heads during the irrigation season. It also provides a useful tool to select the PAT with the
lowest payback period for pre-selected locations.
2. Materials and Methods
2.1. Methodology
The proposed methodology is based on the characterisation of the monthly behaviour of the
network through a statistical experiment known as a Bernoulli Experiment. The experimental results
define the value domain of the flow, considered a random variable Q, and their occurrence probabilities
each month. The objective was to determine the PAT power for each selected Excess Pressure Point
(EPP), while minimising the PAT installations payback period (PP). Experimental curves approximating
the head recovered and the relative PAT efficiency, both depending on the flow rate together with
the flow–head (Q–H) curve of the system, were used to estimate the power ranges and energy
recovered. The methodology was defined as a general strategy for reducing the investment risks for
PAT installation in irrigation networks. The methodology diagram can be seen in Figure 1 and is
divided into five main steps, explained below:
2.1.1. Location of Excess Pressure Points and Calculation of Downstream Open/Closed
Hydrants Combinations
The first stage in Figure 1 was to simulate the network’s hydraulic performance and find the
excess pressure points along it, considering a pre-set hypothesis, such as design hypothesis or 100% of
hydrants open. Within this first step, the next boundary condition was applied: BEP head (HBEP) is
equal to the head available for each EPP in the first simulation under the hypothesis used, ensuring no
lack of pressure in any scenario. HBEP had the same value for every scenario analysed within each
EPP. Novara et al. [19] presented a Q-H space to locate the BEP conditions for a large set of PATs,
showing several points where the head could reach up to 3 m for certain flows. Considering this space,
the minimum head (excess pressure) for a point to be evaluated as an EPP was fixed at 3 m above the
service pressure.
The flow fluctuations depended on the crop irrigated by each hydrant and their water
requirements along the irrigation season. These fluctuations defined the values of the domain of
the random variable Q, and was analysed through a Bernoulli Experiment. Hence, in each EPP,
the range of possible values for Q was determined depending on the amount of possible combinations
of downstream open/closed hydrants. Supposing a number of hydrants n, the number of possible
combinations C, was calculated as defined by Equations (1) and (2), for a random combination of open
hydrants a, with 0 ≤ a ≤ n. Finally, the Q-H curve for each branch to be analysed, was obtained






























a!(n − a)! (2)
2.1.2. Open Hydrant Probability Calculation
This step aimed to calculate the monthly probability of each hydrant to be open. To obtain these
probabilities, the formula proposed by Clément [27] was used. The distribution of crops irrigated by
each hydrant and their monthly irrigation requirements were needed. For this, the method proposed
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by Allen et al. [29] was used through the CROPWAT software. Hence, the monthly water requirements
matrix, INij (l ha−1 month−1), was obtained, with i referring to the hydrant and j to the month.
Figure 1. Flowchart of the methodology.
144
Water 2019, 11, 149
Figure 2. Random combination of downstream open hydrant for a general EPP.
Clément defined that one hydrant has two possible working states: open, with a probability of p,
and closed, with a probability of 1-p [27,30]. Thus, the monthly probability of an open hydrant (pij),
defined in Equation (3), was estimated as the relationship between monthly irrigation hours required
by the crops, associated to each hydrant, t′ij (hours month
−1), and the monthly water availability, T′ij
(hours month−1) for each hydrant i in each month j. These were calculated following Equations (4)
and (5), respectively. Finally, hoursi refers to the daily water availability (hours) per hydrant and daysj












T′ij = hoursi daysj (5)
2.1.3. Monthly Characterisation of the Network: Mass Probability Function, pX(x) Calculation
The Bernoulli Experiment involved repeated independent trials of an experiment, called Bernoulli
Trials (BTs), with two possible outcomes, arbitrarily called success (S) and failure (F) [31]. Knowing
that the trials are independent and assigning the value 1 to S and 0 to F, the combinations of open
and closed hydrants downstream of the EPPs were obtained, depending on the results of the trials.
Therefore, every BT had two possible outcomes, X = 1 is understood as success, and the issue hydrant
is open. On the other hand, if the result was X = 0, then the result is failure and the issue hydrant is
closed. Depending on the number of possible downstream open hydrant combinations (C), a number
of BTs, N, is defined, since the greater the number of hydrants the greater the number of combinations,
and so the greater the domain of Q. N will be at least double the number of combinations, in order to
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obtain every possible combination. Thus, every BT consisted of the generation of N random vectors,
Ri, with values between [0, 1], and its comparison with monthly probability of each hydrant to be
open. The results obtained in each BT followed Equations (6) and (7):
I f Ri > pij → X = 0 (6)
I f Ri ≤ pij → X = 1. (7)
The aim of the BTs was to generate matrices with dimensions [N × j], which contained all
the possible monthly values of the domain of the random variable Q, depending on the different
combinations of open and closed hydrants. With these matrices, the behaviour of the network
downstream of the EPPs could be characterized on a monthly basis.
The Bernoulli Experiment was run integrating the EPANET engine into Python (v. 2.7.15)
through its Dynamic Link Library (DLL). Bernoulli distributions were obtained after each trial. These
distributions are directly related with binomial distribution. Binomial distribution is defined by the
number of independent trials carried out, N, and the probability of success, p. When the number
of trials is 1, then the binomial distribution is called a Bernoulli distribution. Therefore, the results
obtained for every EPP composed the domain of Q. Analysing these results, the monthly flow values
and their occurrence probability could be calculated. Hence, for each EPP, 12 (monthly) binomial
distributions were obtained.
The probability mass function of a discrete random variable X conveys the same information as a
table of probabilities of simple events for the possible values of X [31]. Thus, after calculating every
possible flow value Ql , the next step was to calculate how often these values occur monthly. The mass
probability function for the whole domain was obtained dividing the times, nlj, that each value Ql
was repeated in each month j, by the number of total BTs (N). The occurrence probability of each flow









A comparison between the monthly experimental volume and the monthly theoretical volume
required was made in each EPP. Its aim was to check how good the experiment fitted with the theoretical
values. To calculate the monthly experimental volumes per unit of irrigated surface, the monthly flow
distributions and their probabilities were required. Applying Equation (9), the monthly experimental
volumes were calculated as:











where EVj is the monthly experimental volume; qmax is the design flow allowed per unit of irrigated
area; qM is the maximum flow circulating through the EPP.
2.1.4. PAT Operating Conditions Analysis
Every possible flow circulating through the EPP pipe was considered as a possible BEP flow
of a theoretical PAT. Hence, l different scenarios were defined, each of them corresponding to one
PAT, whose BEP was (QlBEP, HBEP). To regulate the PAT inlet conditions and keep the network
service conditions downstream, the bypass scheme proposed by Lydon et al. [32], has been considered,
in which there are two control valves, one before the PAT and the other in parallel. The regulation used
was hydraulic regulation (HR), since previous investigations concluded that HR is generally more
efficient than electric regulation, showing larger efficiencies when the working conditions vary from
the design values. In addition, they were also shown to be less expensive [13]. This can be observed in
Figure 3.
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Figure 3. Typical PAT installation scheme.
The methodology followed to estimate the flows running through the turbine, simulated the
interaction between the Q–H system and PAT curves. The two operating rules fixed were: (i) the flow
demanded downstream of the EPP would fully circulate through the turbine if its value is lower than
or equal to the maximum flow to be turbined QlMAX in each scenario l (This value was calculated
obtaining the intersection between both, PAT and system Q-H curves); (ii) if the flow demanded
downstream is greater than the maximum fixed for each scenario QlMAX , this flow would be diverted
to the bypass. To obtain the amount of flow diverted in each scenario l for each flow demanded
downstream m, QlmBP, the interaction between both system and PAT curves is required again.
Operating Rules:





(ii) i f Qlm > QlMAX
{
QPAT = QlmPAT
QlmBP = Qlm − QlmPAT
}
The methodology assumes that the selection of a pump to operate as a turbine with the specified
BEP can be carried out independently, using the approaches described in Lydon et al. [32]. The method
then adopts the approach proposed by Barbarelli et al. [32] to estimate the PAT characteristic curves
(head & flow). Barbarelli, proposed an alternative curve to the curve suggested by Derakshan and
Nourbakhsh [33], to obtain the relative head for any given machine, based on 12 pumps tested as
turbines. This curve followed Equation (10). Thus, all the relative heads were obtained for every flow
demanded downstream Qlm in the scenario l. The value of the head recovered by the PAT Hlm was
calculated multiplying the relative heads by the BEP head, HBEP. With these heads quantified for
every PAT associated to every scenario l, all the Q-H curves for the specific system were obtained.















HlmPAT = aQ2lmPAT + bQlmPAT + c, (11)
where HlmPAT is the head recovered for a certain flow QlmPAT running through the PAT. In Figure 4,
this interaction and intersection between a potential PAT and the system curve for a random site is
displayed. To calculate the amount of flow turbined and the amount diverted through the bypass,
every possible flow value greater than QlMAX , was introduced in the system curve, obtaining the head
available (Hlm−System) in the system for such a flow (Qlm). Using this head (Hlm−System) in the PAT
curve as the head recovered (HlmPAT), the flow circulating through the PAT was fixed. Applying this
sequence to every possible flow greater than QlMAX, all the pairs (QlmPAT , HlmPAT), for which the
device could work, were calculated. Consequently, in scenario l, the portion of flow diverted through
the bypass for values greater than QlMAX was the difference between the flow demanded downstream
and the flow turbined (Qlm − QlmPAT).
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Figure 4. Representation of a potential PAT flow-head curve for a hypothetical site, and working pairs
(QlmPAT , HlmPAT) for a random flow Qlm greater than the maximum QlMAX in the Q-H space.
Each of these pairs (QlmPAT , HlmPAT) had an associated relative efficiency, under which the
PAT operates. Novara et al. [34] proposed a model, through the extrapolation 116 measured PAT
characteristic curves, estimating the behaviour of their relative efficiency depending on the flow rate.
Thus, the mechanical relative efficiency was obtained for each flow, QlmPAT , in scenario l, following
Equation (12). As a conservative estimate the maximum efficiency was fixed at 55% (0.65 PATs +
generator efficiency and 0.85 to take into account the hydraulic regulation losses) [12]. For very low
flow rates, this relative efficiency has negative values, for which the device should be off or the flow
would be diverted. The power production for each scenario l, whose BEP is (QlBEP, HlBEP), for each
pair (Qlm, Hlm), was obtained as per Equation (13). For very low flow rates, this relative efficiency has

















Plm = 0.55 QlmPAT HlmPAT γ ηlm (13)
where QlBEP is the value of the BEP flow for each scenario l; γ is the specific weight of the water;
ηlm is the relative efficiency value for each pair for scenario l. Lastly, to estimate the monthly energy
recovered, the powers produced by each PAT for each pair (QlmPAT , HlmPAT) in scenario l were used,
together with the monthly mass probability function and the monthly available time. The monthly
available time matrix was reduced to a single vector, since it was an on-demand irrigation network,
where every hydrant had 24 h availability every day of the year. Its calculation followed Equation (14):






The last stage of the methodology was to assess the economic viability of each scenario studied.
Payback Period (PP) was used here to determine the period needed to recover the investment made,
neglecting the time value of money.
To quantify the total installation cost, three different main components have been considered:
electromechanical (PAT + generator), civil works and additional works. Regarding the electromechanical
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part, different investigations have given different approaches. Ramos et al. [15] estimated the cost
of a PAT to vary between 200–400 €/kW for nominal power lower than 40 kW. Carravetta et al. [13]
proposed the sum of nominal power of the turbine, 230 €/kW, and the maximum PAT power accounting
for the cost of the generator, 115 €/kW. De Marchis et al. [35] proposed a cost per power unit of
2000 €/kW for PAT plus generator. In this research, a cost model, which estimates the unitary price
for PAT and generator, has been used. This model estimates different kinds of radial PATs, including
generator with one, two or three pairs of magnetic poles (pp) [19]. The cost per kW of the centrifugal
PATs coupled with induction generators with the number of pp mentioned is related to the parameter
QlBEP
√
HBEP. Thus, the electromechanical cost has been calculated for every possible BEP flow value
and the BEP head was fixed, using Equations (15)–(17):
CPP1l = 11, 589.32 QlBEP
√
HBEP + 1380.79 (15)
CPP2l = 12, 864.77 QlBEP
√
HBEP + 949.43 (16)
CPP3l = 15, 484.97 QlBEP
√
HBEP + 1172.72. (17)
In addition to the PAT costs, other works have to be added, such as civil work and the cost of
the bypass. Regarding the civil works, a new approach has been developed within this research,
explained in Appendix A. The percentage of the civil works costs depending on the power installed
was calculated using Equation (18), proposed in this research. For additional works, such as electric
connection or maintenance, 20% of the total costs has been considered. Following Equation (19),
the total costs for the installations were obtained as:
pcwl = 1·10−7P4lBEP − 2·10−5 P3lBEP + 0.0011 P2lBEP − 0.0349 PlBEP + 0.6714 (18)
TCnl =
CCPPnl
(1 − pcwl) 0.8 , (19)
where pcwl is the percentage of the civil works over the total installation cost in scenario l, and CPPnl is
the total installation cost for each flow value and number of polar pairs, n, of the electromechanical
devices. To complete the economic analysis, the calculation of the annual revenues (AR) and the PP
was carried out. For the first term, the total energy produced in each scenario has been multiplied by
the income rate, in case of selling to the grid, or the energy tariff in case of auto consumption. This rate
will depend on the country where the installation is made. Thus, applying Equations (20) and (21) the










where Elj is the monthly energy recovered in each scenario l; the vector rj represents the money
received or saved per kilowatt every month. Finally, analysing all the PPs associated to scenario l and
every potential PAT, n, the selected scenario would be the one whose PP is the lowest, considering the
respective BEP power to be installed. It has to be highlighted, that for MHP technology, the PP has to
be lower than 10 years [14] to be considered economically viable in the water sector. Thus, of all the
points studied, those with PP ≥ 10 years were discarded.
2.2. Study Area
Sector VII of the right bank of the Bembezar River (BMD) is a pressurized water distribution
network located in Seville (Spain). The network is composed of pipes with diameters between 150 and
800 mm. It contains 162 hydrants that irrigate a total surface of 920 hectares. The main crops cultivated
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in the district are: citrus (56%), maize (32%), cotton (9%) and sunflower (3%) [36]. The hydrants are
distributed in levels that vary between 47 m and 97 m.
A pumping station is located at 86 m.O.D (meters above the ordenance Datum). and is composed
of two kinds of pumps. The first type has a power of 90 kW, and there are three of these units.
The second type has a power of 270 kW, and there are two of these units. The network was designed to
supply 1.2 l/s/ha on demand, so water is continuously available to farmers (24 h per day). The network
was designed for 100% of open hydrants simultaneity. The methodology has been applied for the
2017 irrigation season, for which the agronomic parameters (rainfall and evapotranspiration) have
been considered. The values of these parameters for the 2017 irrigation season were 440 mm and
1210 mm, respectively.
3. Results
3.1. Location of Excess Pressure Areas and Calculation of Downstream Open/Closed Hydrant Combinations
In this first stage, hydraulic simulation following the design hypothesis, 100% of the hydrants
of the network set as open, was conducted, using EPANET [37]. As a result, five points have been
identified as potential EPPs, with an available excess pressure of 19.1 m, 13.9 m, 19.8 m, 18 m and
14.3 m, respectively. In this first assessment, the BEP head for the turbine was fixed, since the first
simulation has been carried out under the most unfavourable conditions. In this way, it was ensured
that the service pressure reaching the hydrants located downstream was always greater than or equal
to the minimal pressure required, 35 m in this case. The location of these points can be seen in Figure 5,
noting that each EPP was located on a separate branch of the network.
 
Figure 5. EPPs in the sector VII of the right bank of the Bembezar River irrigation district.
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The number of hydrants located downstream of each EPP was then counted, to obtain the number
of possible open hydrant combinations, following Equations (1) and (2).
3.2. Open Hydrant Probability Calculation
As there is no record available of the actual open hydrant time, it has to be estimated by means of
the formula proposed by Clément (1966) [27]. Regarding the crop distribution, the crops irrigated by
each hydrant were also not available, and just the percentage of total land for each crop was known.
Therefore, this general distribution has been applied to each hydrant. These two first steps of the
second stage could be replaced by actual information in case the irrigation network studied had these
data available. Thus, firstly, the monthly crop water requirements were calculated. The required
irrigation time per hydrant and month was then calculated using Equation (4). Specifically, this
network is an on-demand irrigation network, so the water availability is 24 h every day. Then, the
monthly probability of open hydrant was calculated for each hydrant using Equation (3). Since the
crop distribution per hydrant was not available, the general percentage of crops mentioned in the
description of the case study has been applied to each hydrant, assuming all of them had the same
open hydrant probability, as shown in Table 1. The characteristics of each EPP before running the
experiment and the input information are shown in Table 2.
Table 1. Monthly open hydrant probability by crops depending on the surface occupied, and total




Monthly Open Hydrant Probability (%)
March April May June July August September October
Citrus 56 0.3 4.1 14.7 25.5 28.1 24.4 13.0 1.0
Maize 32 0.0 0.0 7.6 23.8 26.7 14.6 0.0 0.0
Cotton 9 0.0 0.0 1.8 6.0 7.1 4.2 0.0 0.0
Sunflower 3 0.0 0.0 1.1 2.5 2.4 0.3 0.0 0.0
Total (%) 100 0.3 4.1 25.2 57.8 64.3 43.5 13.0 1.0
Table 2. Summary of the EPPs found, downstream hydrants, number of possible flow values, flow
range and monthly and yearly number of Bernoulli Trials run conducted.
EPP Downstream Hydrants Flow Values Q Range (l/s) Bernoulli Trials Total Simulations
1 23 8,388,608 0–297 17,000,000 204,000,000
2 5 32 0–82 15,000 180,000
3 21 2,097,152 0–179 5,000,000 60,000,000
4 26 67,108,864 0–101 140,000,000 1,680,000,000
5 21 2,097,152 0–75 5,000,000 60,000,000
3.3. Monthly Characterisation of the Network: Mass Probability Function, pX(x) Calculation
Once the monthly open hydrant matrices were defined for every hydrant of the network, several
BTs were run, in order to characterise the behaviour of the network across the year. Thus, analysing
the results obtained for each EPP it can be seen that the flow values varied from 0–297 l s−1, 0–82 l s−1,
0–179 l s−1, 0–101 l s−1 and 0–75 l s−1, respectively. From these results, a distribution of the flows along
the irrigation season was obtained, and the monthly behaviour of the network could be characterised
by analysing the 12 monthly binomial distributions. The mass probability functions were calculated
using Equation (8).
In Figure 6 the mass probability functions corresponding to the months of irrigation season for
EPP3 can be seen. The mass probability function illustrates the monthly occurrence probability of
every flow of the domain of Q. Thus, in Figure 7 it can be seen how the occurrence probabilities change
along the months represented. Higher probabilities can be seen for lower flows in months where the
irrigation requirements are lower, and higher probabilities for greater flows in months with more
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irrigation requirements. The >60 million experimental flows obtained for the irrigation season are
displayed for EPP3 in Figure 8.
The monthly experimental volumes were calculated using Equation (9). The variations between
the theoretical and experimental values for EPP3 can be seen in Figure 9. The annual variations found
between the theoretical and experimental volumes in the five EPPs were −0.0873%, 0.3867%, 0.0816%,
−0.08024% and 1.2287%, respectively.
Figure 6. Mass function, p(q), for the possible flow values in March, April, May, June, July, September
and October for EPP 3.
Figure 7. Experimental flow distribution during the irrigation season for EPP 3.
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Figure 8. Theoretical irrigation volume requirements and experimental irrigation volume requirements
for EPP 3.
Figure 9. Comparison between the highest energy-producing scenario and the lowest PP scenario
in EPP3.
3.4. PAT Operating Conditions Analysis
Every experimental Q-H and PAT curve had to be defined. Every Q-H system curve was obtained
from the hydraulic model. For the different EPPs, an average of 16 million experimental curves were
tested per EPP using Equation (10). Calculating the intersection between every PAT curve and the
system curve, the maximum flow allowed to run through each device was obtained in each scenario l.
Once these maximum flows were defined, the space of (QlmPAT , HlmPAT) for each PAT associated to
each scenario l were also defined for each possible value of Q. The relative efficiencies that every pair
of (QlmPAT , HlmPAT) would produce in each PAT were calculated using Equation (12), depending on
the BEP flow of each device. With all the flows and heads for which the PATs would operate under,
and the relative efficiencies associated to these values, the power produced in each circumstance
was estimated.
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3.5. Economic Viability
The cost associated to each scenario and every PAT evaluated was calculated using Equations
(15)–(17). To estimate the civil works associated to each scenario, Equation (18) was applied. Depending
on the power, the percentage represented by the civil works varies from low values, close to 10% of the
total installation cost for greater powers, up to high values close to 70% for lower powers.
For the five EPPs analysed in the network studied, the energy that would be recovered varies
within the range 0.9–43.3, 2.4–6.9, 1.1–30.4, 0.5–11.2 and 0.4–5.6 MWh, respectively. To calculate the
annual revenues, several authors have used different values in their research. Perez-Sanchez et al. [23]
fixed a price of 0.0842 kWh−1, whilst Garcia Morillo et al. [22] applied the monthly average of the
Spanish tariff based on six periods. In this case, the application LUMIOS (REE, 2014) [38], developed by
the Spanish Electrical Grid, which provides the monthly average tariff for a selected period, has been
used to calculate the monthly tariff for 2017.
The values, in kWh−1, for the months in which energy is produced, were: April (0.111242),
May (0.112542), June (0.113439), July (0.113044), August (0.113056) and September (0.113611). These
tariffs were considered since the energy recovered has been assumed to be for self-consumption instead
of selling it to the grid, as in many cases, there are no grid connection points close to the installation and
it would be considered as saved energy. Thus, this connection could make the installation much more
expensive, and was not considered as a viable solution for energy production in the irrigation sector.
Using Equations (20) and (21) to calculate the annual revenues and the payback period,
respectively, for each scenario, and following the boundary conditions imposed for the payback
period, the optimal PAT for each EPP was obtained, or the EPP was rejected. Thus, for the five EPPs,
the summarised results can be seen in Table 3. Two of them were considered as viable individually
for a PAT installation for energy recovery, two of them were rejected because of their PP exceeded
10 years, and one could be considered as potentially viable for being just in the border of the 10 years
for returning the investment. These three EPPs would recover a sum of 81.4 MWh. Nevertheless,
considering the five EPPs as a single investment, the PP would be 6.4 years, increasing the energy
recovered to 93.9 MWh for the whole set.
Table 3. Summary of the results obtained for each EPP and for the set, showing the optimal scenario,
BEP flow, BEP power of the optimal scenario, number of polar pairs of the electromechanical device,














1 2,743,236 88 9.1 1 16,438 40.8 3.5
2 13 39 2.9 2 12,339 6.9 15.8
3 631,784 54 5.8 2 14,207 29.5 4.2
4 30,122,847 46 4.5 2 13,352 11.1 10.6
5 1,051,433 36 2.8 2 12,278 5.6 19.4
Total - - 25.1 - 68,614 93.9 6.4
The civil works, which were calculated following Equation (20), for the optimal solution of each
EPP represented 43.5%, 58%, 50.3%, 53.5% and 58.2% of the total cost, respectively.
4. Discussion
Flow fluctuations are very significant in irrigation networks, since the irrigation requirements
vary along the irrigation season, depending on the crops. Furthermore, the farmers’ irrigation habits
are not standardized in on-demand irrigation networks. Due to the difficulty of accessing data
in this sector, one method to obtain the performance of the network is a statistical analysis based
on the crop water requirements. Applying Clément’s methodology and Bernoulli Experiments to
an on-demand irrigation network, an estimation of the data along the network can be obtained.
Characterising the network through their application makes the estimation of the flow fluctuations
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possible, approximating the monthly probability that each flow has of occurring and the probability to
be exceeded. This analysis estimated the different values that could run through a specific pipe during
the whole irrigation season. All of these flows have been evaluated as BEP flows simulating as many
theoretical PATs as the number of flow values there were for each EPP. However, only one machine
can be selected for installation, and this methodology allows us to select a PAT whose BEP gives the
best return on investment from all possible flow/head combinations across the irrigation season.
A limitation of this methodology is that a general PAT performance curve has been considered for
all of the possible PATs that could be installed, underestimating in some cases and overestimating in
others, the energy that could be recovered using each specific PAT studied. This general performance
curve has been developed from the characteristic curves of 116 different PATs, extrapolating them and
obtaining a general curve [34]. Therefore, this methodology, applied to the general PAT performance
curve, helped us to study all the possible scenarios for an energy recovery installation, pre-selecting
the possible power outputs and choosing the best one for the payback period. However, a deeper
investigation would be necessary in each EPP site once it is established by this methodology that the
economic viability is predicted to be favourable.
Another limitation of the methodology is the fact that while many theoretical PAT BEPs were
analysed among the possible combinations of flow across the irrigation season, a finite number of
pumps exist in the market. The PAT curves were obtained using Equation (10), which is based on
experimental data from 12 pumps tested as turbines [32]. In reverse these pumps function as PATs
and are considerably cheaper than traditional turbines due to mass production. Therefore not every
theoretical PAT is in existence in the marketplace and to retain cost-competitiveness, in practice we
would need to select the closest available machine to the selected theoretical one for a specific EPP.
The current methodology may under- or over-estimate economic viability at specific EPPs as a result
of this limitation.
Regarding the domain of the random variable Q, formed by the number of possible combinations
of downstream open and closed hydrants, it will be greater as the number of downstream hydrants
increases. This means that the possible flow values will increase as the number of downstream
hydrants does, having a larger probability of flow fluctuations as the quantity of hydrants increases. In
the present case study, four of the EPPs had more than 20 hydrants downstream, where, >2 million
possible flows could occur.
The consideration of relative efficiencies in this paper are very important. For the flow fluctuations,
as their occurrence probabilities change significantly along the irrigation season, the energy that would
be produced using other methodologies that just account for the energy recovered under BEP for
average flows and heads, would not give realistic results. Thus, the variation of the PATs efficiency
depending on the flow rate variation, allows a more realistic power output capacity to be installed
in a specific EPP. Different variables could be considered when the viability of a PAT installation is
being examined, such as the energy maximization. Nonetheless, if the variable to be maximised was
the energy, then, the optimal scenarios would divert to higher BEP powers, where the PP would rise
to levels that could make the investment unviable. In spite of this, maximising the energy has been
used in other research, and this methodology selects the best PAT for which the investment would be
recovered the soonest. This would be more inviting for farmers to install.
A comparison between the energy recovered in the scenario with the lowest PP and the scenario
producing the greatest energy is displayed in Figure 9 (EPP3). The energy would increase up to
30.2 MWh. This would amount to 2.3% more energy recovery. However, the PP would increase by
4.4%.
The civil works accounted for here differed from the civil works used by other authors. Some
authors stated that 65% of the total installation corresponded to the cost of the PAT and the generator,
and the other 35% was accounted for other works [39]. In other cases, the civil works were considered
to be around 25% of the total installation costs [21]. Both considerations linked the civil work costs to
the power to be installed and many previous papers were also not considering costs in the irrigation
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setting. Nonetheless, for a random installation, the percentage of costs represented by civil works
will change with the power. Thus, different power values of PAT for the same point will not change
the civil works to be conducted, but the percentage of these will change, being lower as the power
increases. Therefore, for this research, an estimation of the general civil works to be carried out in these
kind of installations in irrigation networks has been calculated, which contains general works and the
main elements to be carried out. The result is a curve relating the power of the installation with the
percentage represented by the civil works within the total costs of the installation. This gives a more
realistic weight to the civil works than the previously used.
The energy prices to be considered depend on the location of the irrigation network and energy
use. In this case, the energy recovered has been considered to be auto-consumed by the farmers or
the irrigation district itself. Hence, the energy recovered could be considered as a savings on the
energy consumption.
The case studies pump station accounts for a power consumption of 1080 kW. The power estimated
to be potentially viable, was 25.1 kW. This amount represents 2.3% of the total power of the pump
station. However, the power production of 25.1 kW represents the average power output across the
year, where peak production of up to 45.8 kW would be reached in some stages of the irrigation
season. The five PATs would be able to recover 93.9 kWh in an irrigation season. If the nominal
power of the whole set is compared with the unitary pumps’ power, the PATs’ power amounts to
28.0% of the total power for the first type and 9.3% for the second type. Depending on the stage of
the irrigation season, the number of pumps working changes. Therefore, this could translate to an
important energy savings in those stages where a lower number of pumps work. The index of the
annual energy recovered per irrigated surface area was 0.10 MWh year−1 ha−1. This shows that the
potential available in this specific network is not large. Previous investigations showed values of 0.65
and 0.08 MWh year−1 ha−1 [22,23]. However, these values cannot be compared, since each index will
partially depend on the topography in which the network is built. In addition, previous estimates did
not considered both flow variations and turbine efficiency variations.
Finally, the application of MHP for energy recovery together with other potential energy
saving measures proposed in other investigations would have a positive effect, reducing the energy
dependency of the activity. For instance, the optimisation of pump stations would not remove the
excess pressure in every area of a network. The excess pressure due to change in elevation, among
others, would still exist, and therefore the application of MHP would be a viable solution for both
reducing the excess pressure and energy dependency in the network.
5. Conclusions
The use of renewable energy sources in the agricultural sector will increase in the next few
years. The percentage of crop water costs related to the energy comprises an important percentage
of the total costs paid by farmers. In addition, the environmental pressure to reduce the greenhouse
gases emissions will be a critical driver in this issue. PAT installations in these infrastructures have
been shown to be viable solution to improve the sustainability and economic viability of this sector,
due to their low cost in comparison with other technologies such as traditional turbines in the case
of hydropower.
Reducing operating costs by this amount will result in lower food prices for consumers and
potential for greater crop yields (avoiding deficit irrigation). As a result, the incorporation of MHP
energy recovery in irrigation networks has an important role to play in the water-energy-food
nexus, lowering GHG emissions, lowering food prices, reducing energy consumption and increasing
crop yields.
This research develops a new methodology to optimise the PAT power to install at pre-selected
sites in irrigation networks, where no data are recorded, minimising the payback period of the
investment and combining combinatorial and statistical analysis. Three constraint conditions were
fixed to achieve this goal. There can be no lack of pressure in the network after the installation with
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these constraints applied. The installation PP had to be lower than 10 years. Moreover, the scenario
with the lowest PP was selected, whose power is the basis of the PAT selected.
The energy recovery for the set including the five EPPs, summed to 93.9 MWh. The energy
savings estimated in this paper could comprise important economical savings for farmers. Future
works will study the validation of this methodology with actual measured data, and its use in irrigation
networks where there is no access to actual data, to assess the potential in this sector and the percentage
represented by energy saved over the total energy consumed.
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ARl Annual revenues generated for the installation designed for the flow l
BT Bernoulli Trial
C Combinations of downstream open hydrants
CPPnl Total cost for a PAT with n magnetic polar pairs generator installation for the flow l
daysj Monthly days
EVj Monthly experimental volumes
Elj Monthly energy recovered in the scenario l
HBEP Best efficiency point head
HlmPAT Head recovered for flow m in scenario l
INij Monthly water requirements per hydrant
N Number of simulations
n Number of downstream hydrants
nlj Monthly number of repeating times of the flow value l
pij Monthly open hydrant probability
Plm Power for the scenario produced for the inlet flow m in the scenario l





Monthly mass probability function of the flow value l
pcw Percentage of civil works in the total installation cost
PPnl Payback period for an PAT installation design for the flow l with a generator with n polar pairs
qmax Design flow of the network
qM Maximum flow running in the pipe EPP studied
ql Value of the flow in scenario l
Q Random variable Flow
QlBEP BEP flow value in scenario l
QlmPAT Flow running through the PAT when m flow is demanded in the scenario l
Rj Monthly random vector [0-1]
rj Monthly energy tariff
t′ ij Monthly hydrant irrigation time required
T′ ij Monthly hydrant water availability
ηmax Maximum PAT performance
ηlm Relative performance of the flow value m in the PAT designed for flow value l
γ Water specific weight
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l Flow values for main scenarios sub-index
m Flow values for relative scenarios sub-index
n Generator magnetic polar pair sub-index
Appendix A
This appendix contains a description of the civil works considered in this research. Previous
investigations stated that the civil work costs could be taken into account as a fixed percentage of the
total installation, independent of the PAT costs and power. This consideration does not match reality
since the civil works to be made will depend on the power to be installed, and the cost. Therefore,
for general cases, the percentage represented by the civil works would depend on the power of the PAT,
or rather, the PAT cost. The method proposed in this paper is based on the estimation of the parties
that would be involved in a general PAT installation in irrigation networks. Concrete foundation for
the PAT, earthworks, materials and construction of the bypass, backfilling and protection house have
been considered as general parties for a general PAT installation in these infrastructures. In some
cases, the parties involved would be more expensive. Nonetheless, this approach provides a better
estimation of the civil works, since they will be almost the same for any specific point, independently
of the power to be installed. Thus, it can be said that the lower is the power the higher percentage will
be represented by the civil works in the total costs. A brief bill of quantities (BOQ), whose unitary
prices have been fixed from the Spanish Price Generator for Construction Database [40], is given in
Table A1. From this BOQ, which shows the percentage represented by the civil works over the total
installation costs, Figure A1 has been developed.
Table A1. Summary of the parties accounted in the civil work costs.
Civil Works
CW.1 Manual trench excavation (20 × 2 × 1.5 m) m3 76 49.45 3758.20
CW.2 Bypass: Supply + fixing 300 mm ductile iron pipes lm 18 96.35 1734.30
CW.3 Reinforced concrete slab 10 cm m2 8 €16.2 €129.8
CW.4 Protection House: Concrete blocks (40 × 20 ×10 cm)supply and fixing (4 × 2 × 2.5 m) m
2 30 €41.78 €1253.40
CW.5 Manual backfilling: Same material excavation m3 76 €3.54 €269.04
Total €7144.78
Figure A1. Cost percentage represented by the civil works depending on the PAT power.
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Abstract: Process-based crop models such as AquaCrop are useful for a variety of applications but
must be accurately calibrated and validated. Sugar beet is an important crop that is grown in regions
under water scarcity. The discrepancies and uncertainty in past published calibrations, together
with important modifications in the program, deemed it necessary to conduct a study aimed at the
calibration of AquaCrop (version 6.1) using the results of a single deficit irrigation experiment. The
model was validated with additional data from eight farms differing in location, years, varieties,
sowing dates, and irrigation. The overall performance of AquaCrop for simulating canopy cover,
biomass, and final yield was accurate (RMSE = 11.39%, 2.10 t ha−1, and 0.85 t ha−1, respectively).
Once the model was properly calibrated and validated, a scenario analysis was carried out to assess
the crop response in terms of yield and water productivity to different irrigation water allocations
in the two main production areas of sugar beet in Spain (spring and autumn sowing). The results
highlighted the potential of the model by showing the important impact of irrigation water allocation
and sowing time on sugar beet production and its irrigation water productivity.
Keywords: modelling; AquaCrop; calibration; sugar beet; irrigation water allocation; water
productivity
1. Introduction
Sugar beet (Beta vulgaris), together with sugarcane (Saccharum officinarum), are the main sources of
commercial sucrose worldwide. Even though the sugar beet cropped area has been decreasing over
recent decades, total production remains stable due to increasing yields [1]. The highest average fresh
root yield has been recorded in Spain (90 t ha−1), despite it not being ranked among the world’s 10
largest producing countries, which have yields ranging from 39 t ha−1 to 88 t ha−1 [1]. This is the result
of a significant effort made over recent decades to increase crop productivity through the adoption of
optimum farming practices, together with plant breeding efforts, to introduce new, adapted varieties,
which was led by the Spanish Research Association for Sugar Beet Crop Improvement (AIMCRA, in
its Spanish acronym). Although only about one-fourth of the world’s area devoted to sugar beet is
irrigated, the fraction of irrigated area varies greatly from region-to-region, between 20% and 100%
of the sugar beet area [2]. Because of the different environments where both crops are grown, sugar
beet consumes from 500 to 800 mm of water [2], while the annual evapotranspiration of sugarcane
ranges between 800 and 2000 mm [3]. This lower water consumption of sugar beet makes it suitable
for water-limited environments (e.g., the Mediterranean region of limited rainfall concentrated in
the winter and a rainless summer), where governments are fostering sugar beet production as an
alternative to sugarcane. Thus, one would expect an increase of the sugar beet area in those countries
in the coming years.
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Sugar beet is sensitive to water deficits, particularly in the early growing stages [2,4], and there is
a positive linear relationship between water use and root production [2,5]. Water stress is the major
cause of sugar beet yield loss in many regions, even in areas where the crop is not normally irrigated or
is supplementary irrigated [6]. Furthermore, yield losses due to water stress are expected to increase
in the future, which becomes a serious new problem in many areas, such as North-East France and
Belgium [7]. Under this scenario, optimum water usage, irrespective of its source (irrigation or rainfall),
becomes a key target for sugar beet producers.
The response of crop to water availability is complex, but their characterization through field
experiments have been conducted for many years [8]. However, the empiricism, time consumption,
and the amount of resources needed limit their implementation for designing optimum irrigation
management. Given these constraints, crop simulation models are a promising alternative used to
simulate the crop response to different water supply scenarios. There are several examples of crop
models used to simulate the sugar beet production under different environments and management
practices. Simple models such as the one presented by Reference [9] or Reference [5] (PLANTGRO),
both based on the approach in Reference [10], have been proposed. Under the production function
approach, a crop response factor relates the normalized yield to its potential value against the
normalized evapotranspiration or transpiration to their potential values. These models have limited
capacity to predict yield response to water since they do not include the water stress effects on the
different crop eco-physiological processes. To overcome these limitations, more complex process-based
models have also been adapted to simulate sugar beet production, such as Broom’s Barn crop growth
model [6,11], CSM-CERES-Beet model, or DSSAT [12], STICS [13,14], Greenlab [14,15], LNAS [14], and
PILOTE [14,16]. In addition, the AquaCrop model [17], in an attempt to develop a simple, versatile,
and robust water-driven model, has been calibrated and validated for sugar beet [18–22]. This model
can simulate the yield response to water more accurately with a relatively small number of parameters
than other models, which makes it more attractive for simulations under water-limited conditions or
for irrigation scheduling. For these reasons, AquaCrop has been implemented to assess the sugar beet
production under different scenarios [23,24]. Nevertheless, as for any model application, AquaCrop
must be accurately calibrated and validated. In the case of sugar beet, earlier calibration and validation
efforts in AquaCrop have yielded uncertain results [18–22]. One reason may be that important
modifications in the quantification of soil water stress have been introduced in the new model versions
(v6.0 and v6.1), which makes it necessary to carry out a new calibration and validation process.
Once the model is properly parameterized, it can be used for multiple purposes, both at the plot
scale (e.g., irrigation scheduling, as in Reference [25]) or farm scale (e.g., optimization of the irrigation
and cropping patterns, as in Reference [26]) and at basin (e.g., integrated assessment modelling, as in
Reference [27]) or regional level (e.g., crops responses to climate change [23]). Ultimately, AquaCrop
can be a useful tool for supporting decision-making at different levels, especially in terms of irrigation
water management for a crop such as sugar beet, which is facing water scarcity challenges in most of the
production areas. In this regard, the application of the model for better irrigation water allocation, an
issue faced by water authorities, would be relevant in a water scarce environment. A proper irrigation
water allocation must enhance the irrigation water productivity, taking into account the availability of
a scarce resource, as water, and ensuring the farmers’ profitability.
Thus, the objectives of this work were first to calibrate and validate the AquaCrop model
(version 6.1) for sugar beet grown under different levels of irrigation. Additionally, a scenario analysis
was carried out to assess the crop response in terms of yield and water productivity to different
irrigation water allocations in the two main production areas of sugar beet in Spain (spring and
autumn sowing).
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2. Materials and Methods
2.1. Calibration and Validation of AquaCrop for Sugar Beet
2.1.1. Datasets
A field experiment was performed in 2012 at the experimental station of the Research Association for
Sugar Beet Crop Improvement (AIMCRA, in its Spanish acronym), Valladolid, Central Spain (41◦39′ N,
4◦41′ W, 690 m a.s.l.) to calibrate the model. The climate in the area is typically Mediterranean with
an annual average precipitation of around 400 mm, and about 1200 mm average annual reference
evapotranspiration (ETo). The soil of the experimental area is a Gleyic Cambisol of 1.2 m depth
with uniform clay loam texture. Sugar beet was planted on 21 February, 2012, at a final density of
14.5 plants m−2 (row spaced 0.5 m apart), and the selected cultivar was Amalia KWS.
The experimental design was a randomized complete block with 144 m2 plots with four irrigation
treatments replicated four times. The four treatments were: control (100% ETc), two sustained deficit
irrigation treatments (70% and 55% of the control), and a rainfed treatment. In order to enable proper
crop germination and establishment, all the treatments were fully irrigated to cover the crop needs until
June 1st. The irrigation system used was a sprinkler that adapted the nozzle orifice size to the irrigation
treatment (3.6–4.4 mm). In order to avoid nutritional stresses, 220 Kg N ha−1, 100 Kg P2O5 ha−1,
100 kg K2O ha−1, and 50 Kg MgO ha−1 were applied in all treatments. Pests and diseases were carefully
controlled, and no weeds were allowed to develop in the field.
Green canopy cover was monitored weekly at 5 points per replication by taking zenithal
photographs above the canopy with a digital camera. Images were analyzed using the Green Crop
Tracker v.1.0 software, developed by Agriculture and AgriFood Canada [28]. Biomass (leaves and
roots) sampling (one row of 1.4 m long per plot) was performed monthly in every treatment, and oven
dried (at 70 ◦C) to assess the time course of biomass. Final yield was determined by harvesting 7 m2
per replicate plot in every treatment and drying the roots at 70 ◦C.
To validate the model, eight commercial farms from part of the AIMCRA trials were selected.
AIMCRA technicians collect detailed data on the soil, crop, and irrigation management, as well as
the final fresh yield. The conditions in the selected farms cover the variability found in the main
sugar beet production areas in Spain, i.e., weather and soil variability (different years and locations),
different varieties, sowing dates, plant density, and irrigation. A summary of the information on
the selected farms is provided in Table 1. Another important aspect taken into account during the
farms selection was that yield had not been limited by nutritional stresses pests and/or diseases.
Dry yield was estimated considering a dry matter content of 20%, the average value obtained in the
calibration experiment.
Table 1. Experimental data sets and farmers’ fields measurements used for the calibration and validation
of AquaCrop for sugar beet. n is the number of irrigation treatments.
Data Sets Location Year n Cultivar Sowing Date Plant Density (Plants m−2) Soil Texture
Calibration
AIMCRA Valladolid (Valladolid) 2012 4 Amalia KWS 21 February 14.5 Clay loam
Validation
FARM1 Villabañez (Valladolid) 2012 1 Amalia KWS 9 March 10.5 Silty clay
FARM2 Pozáldez (Valladolid) 2012 1 Ludwina KWS 1 March 10.6 Clay
FARM3 Herrera de Pisuerga(Palencia) 2012 1 Ludwina KWS 16 March 10.4 Loam clay
FARM4 Donhierro (Segovia) 2012 1 Geraldina 28 February 10.8 Loam
FARM5 Villamarciel (Valladolid) 2013 1 Amalia KWS 25 April 9.6 Loamy sand
FARM6 Lebrija (Sevilla) 2014 1 Brahms 28 October 11.1 Clay
FARM7 Lebrija (Sevilla) 2014 1 Sanlucar 16 October 10.5 Clay
FARM8 Lebrija (Sevilla) 2014 1 Portal 24 October 10.9 Clay
2.1.2. Calibration and Validation Procedures
AquaCrop v6.1 has been used in this study and its algorithms, calculation procedures, and
parameters are described in detail in the model reference manual [29], while a brief description of the
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concepts and basic development can be found in Reference [17] and Reference [30]. The calibration
process was performed by adjusting the conservative parameters [31] comparing the simulated with
the observed values of green canopy cover (CC), dry biomass (B), and dry yield at harvest (Y), in that
order, as recommended by Reference [31]. This approach is in line with the calculation scheme of
AquaCrop, which estimates crop yield in four steps operating on a daily basis: (1) calculation of CC,
(2) calculation of transpiration (T) proportional to CC, (3) conversion of T into B through a normalized
water productivity (WP *) factor, and (4) calculation of Y as the product of B and the harvest index (HI).
The crop water stress parameters were adjusted after satisfactory results for the control treatment were
achieved. The global sensitivity analysis performed by Reference [32] was taken into account during
the calibration process. The validation procedure was carried out by comparing the simulated with the
observed values only of Y, since there was no data on CC or B.
The input climate data required by AquaCrop (minimum and maximum air temperature, rainfall,
and ETo calculated by the FAO Penman-Monteith equation) were obtained from a weather station
located at the experimental station, in the case of the calibration, and from weather stations nearby
for the validation. Input data on plant density, phenology, and development were obtained from
the experimental results. The soil hydraulic properties, i.e., soil water content at permanent wilting
point, field capacity, and saturation, and hydraulic conductivity at saturation, were estimated from the
soil texture using pedo-transfer functions [33]. The initial soil water content was considered at field
capacity due to the pre-sowing irrigation carried out in all cases.
AquaCrop performance was evaluated by linear regression between the observed and simulated
values of CC, B, and Y, and the slope, intercept, and coefficient of determination (r2) were determined.
The goodness of fit was also assessed by the following two statistics: root mean square error (RMSE,













(∣∣∣Si − _O∣∣∣+ ∣∣∣Oi − _O∣∣∣)2 (2)
where Oi and Si are the observed and simulated values, respectively, and n is the number of observations.
The model fit improves as RMSE, an indicator of the absolute model uncertainty, approaches zero
while d, which is a stable and bounded index, approaches unity.
2.2. Simulating the Crop Response to Different Irrigation Water Allocations
Once AquaCrop was calibrated and validated for sugar beet, the model was used to optimize
the irrigation schedules and to simulate yield and irrigation water productivity (WP) under different
irrigation water allocation (IWA) scenarios in the two main production areas of Spain: Central-North
area, where the sowing is carried out in spring, and the Southern area of autumn sowing. The
two locations selected for the simulations were Valladolid and Sevilla, which are both locations
representative of the production areas. The calibrated crop parameter values were used for the
simulations, and AquaCrop was run in the growing degree day mode, which uses a base temperature
and an upper or optimum temperature (the temperature above which crop development no longer
increases with an increase in air temperature [29]).
The sowing dates used in the simulations (2 April and 6 November for North and South area,
respectively) were the average sowing dates obtained from the AIMCRA database. The input soil
parameters were those of the AIMCRA experiment for the North area, while a clay soil was used to
represent the South area. The initial soil water content was considered at field capacity, which was
consistent with the rainfall patterns and the pre-sowing irrigation practices in the study areas. The
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simulated irrigation method was sprinkler with an application efficiency of 80%, which is the average
value obtained by AIMCRA in previous irrigation performance assessments.
To account for climate variability in the crop response to irrigation, a synthetic 30 years series of
climate data for each study area was generated using the stochastic weather generator CLIMAGEN [35],
based on SIMMETEO [36]. The climate data series were generated on the basis of the statistical
characteristics of the observed weather at Valladolid and Sevilla locations. Using these climate data
series, AquaCrop was run to simulate and analyze various IWA scenarios in both production areas,
focusing on the potential yield and related irrigation WP (defined as the ratio of the dry root yield to
the gross applied irrigation water). The current IWA for sugarbeet in each area (reference scenario),
of 600 mm and 400 mm for the North and South area, respectively, was analyzed. Two alternative
scenarios were also assessed: an increase of 100 mm in the irrigation water supply (i.e., 700 mm and
500 mm for the North and South area, respectively), and a 25% reduction in IWA under water scarcity
(i.e., 450 mm and 300 mm for the North and South area, respectively). Under these three scenarios,
AquaCrop was used to generate an optimum irrigation schedule to achieve maximum yield (potential
yield). The irrigation strategy followed avoided water stress in the early growing stages (most sensitive
period), while it allowed moderate water deficits toward the end of the season [2]. The simulated
yield and irrigation WP gaps between the reference scenario and the two alternative IWA scenarios
were analyzed.
3. Results
3.1. Calibration and Validation of AquaCrop for Sugar Beet
The calibration of the crop parameters involved in the simulation of the time course of CC was
carried out first. Figure 1 presents a comparison between observed and simulated CC for the four
irrigation treatments of the AIMCRA experiment. A very good matching of simulated CC against
measured CC was found for all treatments, with the exception of the rainfed treatment (Figure 1d).
It appears that, despite the improvements introduced in AquaCrop v6.0 and v6.1 to account for the
effects of a light rain on the level of soil water stress of deep rooted crops [29], the model was not able
to stop the early senescence despite a rainfall event (11 mm) which occurred on day 156 after sowing
and slowed down the canopy senescence in the field (Figure 1d). The rainfall event was insufficient to
reduce the simulated water depletion in the top soil up to the threshold for triggering early senescence.
Nevertheless, a proper fit of water stress response parameters for early senescence can be observed
by analyzing the simulated senescence process in the 70% Control and 55% Control treatments. The
calibrated values of the crop parameters for sugar beet can be found in Table 2. The overall performance
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(c) (d) 
Figure 1. Observed and simulated seasonal course of green canopy cover for the irrigation treatments
of the AIMCRA experiment used for model calibration: (a) control, (b) 70% control, (c) 55% control,
and (d) rainfed.
Table 2. Calibrated values for selected AquaCrop crop parameters for sugar beet. The AquaCrop default
values for sugar beet and the values calibrated in selected previous studies are shown. Information
about the calibration process (model version, location, observed yield range, and evaluated variables)










AquaCrop version 6.1 4.0 4.0 4.0 5.0 -
Location Spain Italy Serbia Iran Morocco Pakistan
Observed dry yield range (t ha−1) 4.8–25.8 - 8.5–19.8 4.0–12.0 10.0–25.0 7.3–15.0
Evaluated variables CC, B, Y - Y CC, B, Y Y CC, B, Y
Crop parameters
Threshold air temperatures
Base temperature, Tbase (◦C) 3 5 5 5 5 5
Upper temperature, Tupper (◦C) 25 30 30 30 30 30
Crop transpiration
KcTr,x 1.15 1.10 1.10 1.10 1.15 1.10
Production
Normalized water productivity, WP * (g m−2) 18.0 17.0 17.0 18.0 18.0 16.7–18.6
Reference harvest index, HIo (%) 75 70 70 60 70 68–73
Water stress response
Top soil thickness (cm) 1 20 10 10 10 10 10
Canopy expansion pupper 0.20 0.20 0.20 0.25 0.20 0.10–0.20
Canopy expansion plower 0.60 0.60 0.60 0.70 0.60 0.45–0.55
Canopy expansion shape factor 3.0 3.0 3.0 4.0 3.0 0.5–3.2
Stomatal closure pupper 0.65 0.65 0.65 0.65 0.57 0.45–0.65
Stomatal closure shape factor 3.0 3.0 3.0 2.5 2.5 2.5–2.8
Canopy senescence pupper 0.75 0.75 0.75 0.75 0.75 0.45–0.55
Canopy senescence shape factor 3.0 3.0 3.0 2.5 2.5 1.2–3.0
HIo adjustment-Before yield formation (+) None None None None None None
HIo adjustment-During yield formation (+) 6 4 4 4 4 4
HIo adjustment-During yield formation (−) None None None None 1 None
1 Top soil thickness considered for the estimation of soil water depletion (Program settings: Crop parameters). -:
Information is not available.
Table 3. Statistics (root mean square error–RMSE- and index of agreement–d-) for the comparisons
between observed and simulated values of green canopy cover (CC), total dry biomass (B), and root
dry yield (Y) for the calibration and validation of the AquaCrop model. Slope, intercept, and r2 are for
the linear regression of observed against simulated values. n is the number of observed data used in
the calibration and validation process.
Variable n Observations Range Simulations Range RMSE d Slope Intercept r2
Calibration
CC (%) 60 2–100 0–100 11.39 0.999 1.038 −2.748 0.924
B (t ha−1) 18 1.56–34.0 4.50–30.21 2.10 0.983 0.857 2.172 0.957
Y (t ha−1) 4 4.83–25.80 3.49–25.18 0.85 0.999 1.056 −1.256 0.994
Validation
Y (t ha−1) 8 16.18–27.00 16.26–27.63 1.17 0.998 0.945 1.278 0.908
The satisfactory performance in the simulation of CC led to a reasonable fit in biomass accumulation
for all treatments, as indicated by the high value of d and moderate RMSE (Table 3). Figure 2 depicts
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the comparison between observed and simulated seasonal course of biomass accumulation for all
the treatments of the AIMCRA experiment. A slight tendency to over-predict (in all treatments) and
under-predict (in control and rainfed treatments) at the beginning and end of the season, respectively,
can be observed (also see slope and intercept in Table 3). These results are more than satisfactory when
taking into account the uncertainty in the measurement errors in biomass sampling, which indicates a
proper adjustment of the crop parameters related to transpiration, as well as the normalized water
productivity (WP *) (Table 2).
(a) (b) 
(c) (d) 
Figure 2. Observed and simulated seasonal course of biomass accumulation in dry terms for the
irrigation treatments of the AIMCRA experiment used for model calibration: (a) control, (b) 70%
control, (c) 55% control, and (d) rainfed.
Figure 3 presents the comparison between observed and simulated dry root yield at harvest
using the calibrated and the default crop parameters. The calibration improved yield prediction
relative to the use of the default parameters, where simulated yields were below the observed yields,
particularly near the maximum (Figure 3). After calibration, the simulation of yield was good for
all treatments (deviation of less than 5%), with the exception of the rainfed treatment (deviation of
28%). The under-prediction of yield in this treatment must be mostly related to the differences between
observed and simulated CC and biomass at the end of the season (Figures 1d and 2d). The premature
canopy senescence stopped the build-up of the simulated harvest index (HI), which reached a value
of only 41%. The simulation of HI under terminal drought conditions, where accelerated canopy
senescence has a major impact, is particularly difficult [17]. Nevertheless, the overall yield predictions
in the range of 4.8 to 25.8 t ha−1 are good, as shown in Table 3 (RMSE = 0.85 t ha−1, d = 0.999). It is also
important to highlight how well the model simulates the positive impact of water stress on the HI
during yield formation, as observed in the 70% control and 55% control treatments (Figure 3).
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Figure 3. Simulated versus observed dry root yield at harvest for the AIMCRA experiment used for
model calibration with the calibrated and default crop parameters.
Validation of the model was performed with the calibrated crop parameters using the dataset
from commercial farms described above. The agreement between observed and simulated dry root
yield at harvest is presented in Figure 4 for a large spectrum of production levels (from 16 to 27 t ha−1).
This comparison shows that all simulated yields have a deviation of less than 10%, without an apparent
trend for over-prediction or under-prediction (Slope = 0.945, Intercept = 1.278, and r2 = 0.908, Table 3).
Thus, there was a very good fit, with a high value of d and moderate RMSE (Table 3).
Figure 4. Simulated versus observed dry root yield at harvest for the FARM1-8 datasets used for the
model validation.
3.2. Crop Response to Different Irrigation Water Allocations
The calibrated and validated AquaCrop model for sugar beet was used to simulate the crop
response to different IWA under optimum irrigation schedules in the two main production areas of
Spain with climatic datasets of 30 years generated by CLIMAGEN software. Figure 5 depicts the range
of cumulative rainfall and ETo values just for the growing cycle of sugar beet in Valladolid (North area)
and in Sevilla (South area) for the 30 simulated seasons. The North area presents much higher ETo
(around 1030 mm) and lower rainfall (around 200 mm) than the South area (around 630 and 500 mm
of ETo and rainfall, respectively) (p < 0.05, Tukey test), although a higher inter-annual variability is
observed in the South, particularly in rainfall. Note that there are different sowing times, with spring
and autumn for North and South areas, respectively. This is reflected in the current irrigation water
allocation of 600 mm in the North versus 400 mm in the South.
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Figure 5. Cumulative rainfall and reference evapotranspiration (ETo) for the sugar beet growing cycle in
Valladolid (North productive area) and Sevilla (South productive area), and for the 30 simulated seasons.
The box represents 50% of the data, where the box’s upper boundary represents the upper quartile (Q3) of
the data, the lower boundary represents the lower quartile (Q1) and the line inside the box represents the
median (Q2). The whiskers show the largest and smallest values. The circle denotes outlier values.
The potential dry root yields under the different irrigation water allocation scenarios for the
30 simulated seasons in the two productive areas were simulated with AquaCrop and are presented
in Figure 6. The average potential yield for the reference IWA scenario is higher in the South, with
an average of 24 versus 22 t ha−1 in the North. Yields similar to those in the South were achieved
in the North under the IWA scenario of 700 mm (Figure 6a). As a consequence, the irrigation WP is
considerably higher in the South than the North area (Figure 7), with average values of 6.1 Kg m−3
and 3.7 Kg m−3 under the IWA reference scenario, respectively. Similarly, evapotranspiration WP
(defined as the ratio of the dry root yield to the water consumed–ET-) followed the same pattern, with
average values of 4.1 Kg m−3 and 2.7 Kg m−3 for the North and South areas, respectively. As might
be expected, the increase in IWA led to a downward trend in irrigation WP in both areas (p < 0.05,
Tukey test) (Figure 7). Regarding the year-to-year variability, the highest variability in yield occurred
in the North under a 25% reduction in IWA (Figure 6), where a greater dependency on seasonal rainfall
under this deficit IWA scenario increased the inter-annual variability. On the contrary, the maximum
variability in irrigation WP was found in the South for the highest IWA (Figure 7). For this location, in
this scenario, an increase in IWA did not enhance yields in up to 33% of the years, due to the rainfall
patterns, which explained the high variability observed.
(a) (b) 
Figure 6. Potential dry root yield at harvest under three different irrigation water allocation scenarios
for the 30 simulated seasons in the two main productive areas: (a) North (Valladolid), and (b) South
(Sevilla). The box represents 50% of the data, where the box’s upper boundary represents the upper
quartile (Q3) of the data, the lower boundary represents the lower quartile (Q1), and the line inside the
box represents the median (Q2). The whiskers show the largest and smallest values. The circles denote
outlier values.
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(a) (b) 
Figure 7. Simulated irrigation water productivity (WP) under three different irrigation water allocation
scenarios for the 30 simulated seasons in the two main productive areas: (a) North (Valladolid), and (b)
South (Sevilla). The box represents 50% of the data, where the box’s upper boundary represents the
upper quartile (Q3) of the data, the lower boundary represents the lower quartile (Q1), and the line
inside the box represents the median (Q2). The whiskers show the largest and smallest values. The
circles denote outlier values.
3.3. Yield and Water Productivity Gaps
The average yield and irrigation WP gaps for each scenario are presented in Figures 8 and 9,
respectively. In the South, the potential yields were not affected by increasing the IWA in 100 mm,
unlike the Northern area where the yields rose almost 1.5 t ha−1 (Figure 8). A similar situation was
observed under a 25% reduction in IWA, with a yield gap of around 3 t ha−1 in the North in comparison
with only 0.5 t ha−1 in the South. The greater seasonal rainfall in the South leads to negligible yield
gaps (Figure 8). In the case of the irrigation WP gaps (Figure 9), the pattern is the opposite of that
observed in the yield gaps. The highest irrigation WP gaps were simulated in the South, with an
average increase of 1.8 Kg m−3 by increasing the IWA in 100 mm.
 
(a) (b) 
Figure 8. Average potential dry root yield gap of the different irrigation water allocation scenarios with
respect to the normal irrigation water allocation (reference scenario) for the 30 simulated seasons in the
two main productive areas: (a) North (Valladolid), and (b) South (Sevilla). Vertical bars represent the
standard deviation.
The detailed year-to-year simulated yields comparison in the three IWA scenarios is presented in
Figure 10. In the North, yields under low IWA were always less than the reference yields and quite
variable (Figure 10a). By contrast, in the South, there was very little impact of a reduced IWA given
that the inter-annual rainfall variability is corrected with optimal irrigation (Figure 10b).
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(a) (b) 
Figure 9. Average simulated irrigation water productivity (WP) gap of the different irrigation water
allocation scenarios with respect to the normal irrigation water allocation (reference scenario) for the 30
simulated seasons in the two main productive areas: (a) North (Valladolid), and (b) South (Sevilla).
Vertical bars represent the standard deviation.
 
(a) (b) 
Figure 10. Comparison of potential dry root yield at harvest under different irrigation water allocation
scenarios (scenario yield) with potential dry root yield at harvest under the normal irrigation water
allocation (reference yield) for the 30 simulated seasons in the two main productive areas: (a) North
(Valladolid), and (b) South (Sevilla).
4. Discussion
In the view of the calibration and validation results (Figures 1–4), AquaCrop effectively reproduced
(Table 3) the main features of yield responses of sugar beet to water deficits. It is important to
acknowledge that AquaCrop is focused mainly to simulate water-limited yields. Calibration was
carried out with the results of a single deficit irrigation experiment, while the model validation was
carried out with data from eight farms differing in location, years, varieties, sowing dates, and irrigation
(Table 1), with an observed yield range between 16 to 27 t ha−1 (Figure 4). This high variability in
environmental conditions and management provides robustness to the simulated results. No previous
studies of calibration/parameterization and validation of AquaCrop for sugar beet have covered
this broad range of production levels (Table 2). Only Reference [20] used a comparable yield range
(by introducing differences in sowing dates and irrigation) from experimental fields located in the
Tadla irrigation scheme (Morocco), but neither B or CC were experimentally assessed, and agreement
statistics were not reported. These shortcomings make it difficult to evaluate the goodness of the
adjustment they proposed for the crop parameters (Table 2). The same applies to Reference [18], where
only the model performance to predict yield is assessed. In the case of Reference [19], the calibration
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process (based on irrigation and fertilization experiments) was performed using only a full irrigation
treatment (the deficit irrigation treatments were included only in the validation process). This hampers
the proper adjustment of the crop water stress parameters. The calibration process in Reference [21] is
more unsuitable, since the crop parameters values changed for the different treatments.
Based on the calibration performed here, a set of conservative parameters was adjusted, as
reported in Table 2. These crop parameters values do not differ greatly from those in the default crop
file for sugar beet within the AquaCrop model database (Table 2). However, there were significant
changes in some key crop parameters, such as the normalized WP (WP *), which was increased from
17 g m−2 in the default file to 18 g m−2 (Table 2), which has an important impact on yield simulation
(Figure 3). The new WP * value was already proposed by References [19] and [20] (Table 2). By contrast,
Reference [18] considerably under-predicted the yield in the irrigated treatments using the default
WP * value of 17 g m−2 (Table 2). Another important change was the modification of the base and
upper temperature (Table 2) for better simulation of the crop development and the impact of low
temperatures on stomatal conductance [29]. Our proposed changes are in line with those recommended
by Reference [37] for the base temperature and by References [38] and [39] for the upper temperature.
Although the default crop water stress parameters (Table 2) satisfactorily simulated the crop response
under deficit irrigation (Figure 1b–d, Figures 2b–d and 3), a small change in the parameter that adjust
HIo for water stress during yield formation (Table 2) allowed the correct simulation of the increase in HI
due to the water stress suffered during the leaf expansion, as observed by Reference [40]. Furthermore,
the validation of the default crop water stress parameters was crucial, since important modifications
in the determination of soil water stress were performed in versions 6.0 and 6.1 of AquaCrop [29] in
comparison with previous versions. In the 6.1 version, the water depletion in the top soil is compared
against whole root zone depletion in order to determine which part of the soil profile controls the
water stress. Therefore, the proper definition of the top soil thickness for each crop (Table 2) is also a
relevant task for the calibration of the new model versions.
Using these calibrated parameters, AquaCrop accurately simulated the evolution of CC (Figure 1)
and biomass (Figure 2), as well as the final root yield (Figure 3). Nevertheless, despite the improvements
introduced for better accounting of water stress in the new model versions (v6.0 and 6.1), AquaCrop was
not able to simulate the effect of a light rainfall on the water stress reductions (Figure 1d), likely because,
in the field, the rainfall triggers new root growth in the surface layers that facilitates rapid extraction of
the infiltrated soil water, which quickly reduces water stress, as shown in grain sorghum [41]. The
model could not simulate such an adaptive response and this resulted in under-prediction of the
final yield for the rainfed treatment (Figure 3). Note that AquaCrop predictions were less accurate
for the most deficit irrigated treatments in Reference [19]. This has been observed in other works for
different crops, such as in maize [42] and in dry beans [43]. There seems to be a need for improving
the AquaCrop simulations under severe water stress. Nevertheless, in view of the good results
obtained in the extensive validation test performed in this study with a wide range of production
levels (Table 3), it can be concluded that AquaCrop reproduced quite well the main features of sugar
beet production as a function of the water supply. Overall, the model performance may be considered
satisfactory, particularly when compared with the performance of more complex models such as
STICS in Reference [13], but not in Reference [14], or CSM-CERES-Beet [12], even when water stress
conditions were not simulated, as in the latter. Therefore, the calibrated crop parameters for sugar beet
can be used with confidence in AquaCrop under different environmental conditions and management
and for a wide range of current varieties. However, while commercial varieties seem to have similar
yield responses to water stress [44,45], the existence of lines with greater drought tolerance [44] could
result in new commercial varieties (recent breeding priority) that may require a re-calibration of the
crop water stress parameters in the future.
Once AquaCrop has been properly calibrated and validated, it is possible to use it for the
simulation of some features that require excessive time and resources in field experimentation. An
illustration of this potential is presented here, by simulating the potential yield and the irrigation
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WP as a function of IWA in the two main production areas in Spain. The results highlighted that
sowing time, associated with location and IWA, significantly impact sugar beet production and its
irrigation WP in a given environment. The average potential yield and irrigation WP were higher
in the South (autumn sowing) than in the North (spring sowing), with an irrigation water saving of
33%, which is a significant amount for a water-limited environment (Figures 6 and 7). These results
can be attributed to the higher evaporative demand and the lower rainfall in spring sowing in the
North, which causes a higher irrigation demand (Figure 5). On the other hand, the longer period
in autumn sowings during which assimilates are translocated and accumulated in the roots leads to
higher root yields. The benefits of autumn sowing have been reported by Reference [46] in a three-year
experiment in another Mediterranean environment. Furthermore, the values of irrigation WP reported
in Reference [46] for the autumn and spring sowings (5.6 and 4.1 g m−3, respectively) are quite similar
to those obtained in this case (6.1 and 3.7 g m−3, respectively). In fact, even the evapotranspiration WP
values were nearly identical (2.8 g m−3 with respect to 2.7 g m−3 simulated in this study). This confers
a great reliability on the model performance and in the analysis we have carried out. In view of the
results, in environments with low-risk of winter frost and with common summer drought, autumn
sowings should be encouraged, both for their high yields and higher irrigation WP. Early plantings of
sugar beet in Northern environments have also become a breeding priority, by selecting sugar beet
lines with frost resistance [47] and bolting resistance [48].
Water authorities in many parts of the world have proposed to optimize water use through a
proper IWA for each crop. AquaCrop can be a useful tool to carry out this undertaking, as has been
demonstrated in this study. In the North, the curvilinear relationship between yield and AIW [8,49]
was evident in the results (p < 0.05, Tukey test) (Figure 6a), increasing the yields almost 1.5 t ha−1 by
increasing the IWA in 100 mm or with a yield decrease of around 3 t ha−1 under a 25% reduction in
IWA (Figure 8a). This inversely impacts the irrigation WP (Figures 7a and 9a). The tradeoff between
yield and irrigation WP must be taken into account by the water authorities and policymakers in
their decisions not to compromise the profitability of the sugar beet production. On the contrary, in
the South, an increase or reduction in IWA did not have a significant impact on the yields (p < 0.05,
Tukey test) (Figures 6b and 8b) due to greater influence of the seasonal rainfall on yields. In this case,
however, a high increase in irrigation WP was simulated under a 25% reduction in IWA (Figures 7b
and 9b), which could lead to a significant improvement in the water use efficiency without having a
significant yield penalty. In the South, under water scarcity situations, restrictions in IWA could be
applied to sugar beet without having significant negative impacts when compared with the impact on
summer crops or on sugar beet in the Northern area.
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Abstract: Olive orchard is the most representative and iconic crop in Andalusia (Southern Spain).
It is also considered one of the major economic activities of this region. However, due to its extensive
growing area, olive orchard is also the most water-demanding crop in the Guadalquivir River Basin.
In addition, its fertilization is commonly imprecise, which causes over-fertilization, especially nitrogen.
This leads to pollution problems in both soil and water, threating the environment and the system
sustainability. This concern is further exacerbated by the use of reclaimed water to irrigate since
water is already a nutrient carrier. In this work, a model which determines the real-time irrigation
and fertilization scheduling for olive orchard, applying treated wastewater, has been developed.
The precision fertigation model considers weather information, both historical and forecast data,
soil characteristics, hydraulic characteristics of the system, water allocation, tree nutrient status,
and irrigation water quality. As a result, daily information about irrigation time and fertilizer quantity,
considering the most susceptible crop stage, is provided. The proposed model showed that by using
treated wastewater, additional fertilization was not required, leading to significant environmental
benefits but also benefits in the total farm financial costs.
Keywords: reclaimed water; fertigation scheduling; precision irrigation; olive orchard
1. Introduction
Freshwater resources are mainly used for agricultural irrigation, accounting for more than 70%
of all water withdrawals worldwide [1]. This makes agriculture especially vulnerable to drought
periods. This problem is emphasized in a context of climate change since alterations in temperature
and rainfall patterns and an increase in the occurrence probability of extreme events have been
forecasted [2]. Consequently, in arid and semi-arid areas where irrigation agriculture is a major activity,
such as Mediterranean countries, extremely high water stress is predicted [3,4]. This will lead to an
increase in water demand and potential soil moisture deficit. This situation is particularly critical in
Andalusia (Southern Spain), since irrigated agriculture plays a key role in its economy. Olive is the
most representative and iconic crop in this region, not only for its importance in the landscape and
culture, but also for being considered one of its major economic activities. However, due to its extensive
area, olive orchard is the most water demanding crop in the Guadalquivir River Basin, with a water
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demand higher than 580 hm3/year for more than one and a half million hectares, which implies about
20% of the total agricultural water demand in that region [5]. On the other hand, olive fertilization
is commonly imprecise, which causes over-fertilization, especially nitrogen. This leads to pollution
problems in atmosphere, soil, and water, threating the environment and the biosystem sustainability.
Thus, irrigated agriculture will need to face the challenge of ensuring production using water and
fertilizers in a more sustainable way.
Strategies to improve the efficient use of water and fertilizer, increasing the irrigation districts
sustainability, have been proposed. The significant development of information and communication
technologies (ICTs) has also encouraged the application of these strategies. For instance, the authors
of Reference [6] developed a mobile and desktop application for farmers (IrriFresa App) which
incorporated the precision irrigation principles for strawberry crop. Its use in commercial farms
led to significant water savings which ranged from 11% to 33%. Other authors developed ICT
applications focused on irrigation and fertilization management. Thus, References [7] and [8] proposed
methodologies to determine the most economic fertilizer considering the water quality of the irrigation
system. However, in both works, the optimal nutrient solution, which is usually unknown by farmers,
was needed as a model input. The authors of Reference [9] developed a mobile application with Android
Studio IDE (integrated development environment) to determine the fertilizer quantity depending on
the crop type and the irrigation system conditions. Nevertheless, this mobile application was only
available for greenhouse vegetables. The Institute for Agricultural and Fisheries Research and Training
(IFAPA) developed a tool for irrigation and fertigation (fertigation) scheduling for olive orchard [10].
This management tool considers average historic agroclimatic information and determines a monthly
fertigation scheduling for olive orchard. However, it is only available online which, sometimes,
is not functional for farmers in the day to day irrigation management. It neither considers real-time
weather information nor weather forecast. This could cause an inaccurate recommendation because of
climate variability.
On the other hand, in order to reduce the pressure on water resources, the use of treated water
as an alternative to conventional water sources has also been addressed. Treated wastewater is
defined as water arising from any combination of domestic, municipal, or industrial origin that has
been processed in a wastewater treatment plant [11]. Reclaimed or reused water is formerly treated
wastewater with an additional treatment which makes it suitable for reusing in different purposes,
such as agriculture, landscape irrigation, or recharge of groundwater aquifers, among others [12,13].
References [14] and [15] assured that the use of this water constitutes a strategy both for the water
scarcity problem and the sustainability of the irrigated agriculture improvement. After long-term
research about citrus trees and horticultural crops irrigated with reclaimed water, References [16]
and [17] determined that the use of reclaimed water for irrigating citrus trees and horticultural crops
generates significant fertilizer savings without posing a risk for human health. Due to its importance
and extensive cultivation in Mediterranean areas, different authors have studied the impacts of using
reclaimed water as irrigation water in olive orchards on soil pollution [18,19], tree development [20,21],
and oil quality [21,22]. They concluded that negative impacts were not found when reclaimed water
was properly controlled and managed. The authors of Reference [23] compared olive crop irrigation
using reclaimed water and freshwater for eight irrigation seasons. Their work showed that fertilizer
applications were not required when reclaimed water was used as irrigation water since the water
already satisfied the olive nutrient requirements. Their study also highlighted the importance of
a regular water quality control to consider nutrients provided with the water. Therefore, the use
of reclaimed water in irrigated agriculture could reduce both the intensive use of fertilizer and the
associated energy and economic costs. However, special attention must be paid when reclaimed water
is used for irrigation because water is already a nutrient carrier and its nutrient content is variable along
the year. Nevertheless, when reclaimed water is properly managed and supported by new advances in
the ICT, this non-conventional water source can become a strategic solution to the problem raised [24].
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In this work, a new model which determines the precision fertigation scheduling in real-time
for olive orchard, considering the particularities of applying reclaimed water, has been developed.
The innovation of this model was the integration of the irrigation and fertilization olive management
techniques combined with weather forecast and agroclimatic records, updated in real-time, and adapted
for the specific case of irrigation with reclaimed water. This model aims to improve the irrigation
system sustainability, applying nutrients according to the crop needs alone and concentrating the water
application on the most critical crop stages to water stress. This model is intended for farmers and
technicians to manage water and fertilizer in the most efficient way. The model has been tested in an
olive orchard commercial farm located in Córdoba (Southern Spain).
2. Materials and Methods
The methodology focused on the development of a precision fertigation model for olive orchard,
called REUTIVAR, using reclaimed water as water source. The model was developed considering
both historical and forecast weather information, soil characteristics, hydraulic characteristics of the
irrigation system, irrigation water quality, water allocation, and soil and tree nutrient status. A detailed
description of the model, the required inputs, and the case study are provided below.
2.1. Model Description
The model aims to provide the optimal real-time fertigation scheduling in an easy and simple way.
It is made up of four independent but interconnected modules: (1) farm characteristics, (2) climate
data, (3) irrigation scheduling, and (4) fertilization scheduling (Figure 1). The model was implemented
in MATLABTM (MathWorks Inc., MA, USA) [25].
 
Figure 1. REUTIVAR Flow chart.
2.1.1. Farm Characteristics
Data of the farm is required in this module: location, area, planting pattern, soil texture, water
allocation, irrigation system (flow and spacing of emitters), irrigation scheduling, and crop nutritional
status. Soil texture was obtained using the USDA (US Department of Agriculture) soil texture triangle.
Subsequently, using the ROSETTA model [26], the soil moisture retention curves were calculated.
179
Water 2019, 11, 2632
Growing cycle, crop coefficient, and crop nutrient uptake were also needed, although they were
embedded in the model. Water quality analyses are vital when reclaimed water is used for irrigation
since the nutrient water content can be different depending on the case. Hence, water quality analyses
were carried out regularly. Finally, soil nutritional status was also evaluated to improve the precision
of the fertigation scheduling. This input variable was considered as an optional variable to take into
account those cases in which soil nutritional status data are not available.
2.1.2. Climate Data
This module considered two aspects: historical agroclimatic data and weather forecasting
data, both related to farm location. Firstly, the nearest agroclimatic station to the farm, selected
from the available stations in the Agroclimatic Stations Network of the Regional Government of
Andalusia [27], was determined. From this agroclimatic station, using web scraping techniques (i.e.,
an automated process to extract data from websites), the daily values of precipitation (P) and reference
evapotranspiration (ET0) of the available entire time series were obtained. Then, the daily average
values of P and ET0 were computed as well as the monthly average irrigation needs (INhistorical).
INhistorical were calculated as the difference between the crop evapotranspiration (ETc) and the effective
precipitation (Peff) according to Allen [28]. ETc and Peff are defined later in Section 2.1.3.
The daily weather prediction of the study area one-week forward was obtained using AEMET
(Agencia Estatal de Meteorología) OpenData. AEMET OpenData is the API REST (application
programming interface representational state transfer) of the Spanish State Meteorological Agency [29].
The climate data obtained were: mean temperature (◦C), maximum temperature (◦C), minimum
temperature (◦C), maximum relative humidity (%), minimum relative humidity (%), wind speed
(km/h), and cloudiness index (%). From these climate variables, the value of ET0 was calculated by the
FAO (Food and Agriculture Organization) Penman–Monteith equation [28]. Finally, by web scraping
techniques, forecasted precipitation was obtained from eltiempo.es [30]. Both weather forecasting and
historical data were used to schedule the irrigation events.
2.1.3. Irrigation Scheduling
Irrigation scheduling was determined based on theoretical daily irrigation requirements for the
following week (INd). However, parameters such as monthly water thresholds, soil water content,
irrigation system, and irrigation scheduling options were also considered.
Firstly, because of water scarcity problems, monthly water thresholds for irrigation (IWT) were
established to ensure water availability at the most critical crop stage. IWT were determined considering
the irrigation strategy and INhistorical, and the total water allocation according to the volume of reclaimed
water in the treatment plant and the water allocation established by the water agency [5]. However,
although the initial approach was based on historical records, the weekly irrigation recommendations
were determined according to weather forecast. Therefore, fortnightly, REUTIVAR checked if the water
initially scheduled, considering historical data, had been consumed, i.e., if the irrigation water applied
from the beginning of the irrigation season matched to the IWT for that period. Otherwise, IWT was
recalculated for the following months.
Both INhistorical and INd were calculated as the difference of ETc and Peff. The main difference
between both variables is that INhistorical was calculated using historical agroclimatic data and INd
using the weather forecasting. Peff, the amount of rainfall actually stored in the soil, was calculated
using a fixed percentage of P [31]. In this case, it was considered a value of the 80% of P. The crop
irrigation needs were calculated to refill the daily ETc, obtained by the methodology proposed by
FAO [32]:
ETc = ET0·kc·kr (1)
where ET0 (mm) was calculated from the weather forecast (see Section 2.1.2), kc is the crop coefficient
(in this work the values proposed by Reference [33] were used, Table 1), and kr is a parameter related
180
Water 2019, 11, 2632
to the tree canopy. kr is equal to 1 for crops with more than 60% of soil cover and ranges from 0 to1
otherwise. In that case, kr is obtained by using Equation (2), proposed by Reference [34].
kr = 2·Sc/100 for Sc ≤ 60%
kr = 1 for Sc > 60%
(2)
where Sc (%) is the percentage of the soil covered by the canopy at midday and it is calculated as a





Table 1. Olive crop coefficient (kc) in Córdoba (Spain).
Jan Feb Mar Apr May Jun Jul Aug Sept Oct Nov Dec
0.65 0.65 0.65 0.60 0.55 0.55 0.50 0.50 0.55 0.55 0.60 0.65
A soil water balance was used to establish the occurrence of irrigation events. This happened
when soil water content was less than 25% of the field capacity value (FC). This is called soil water
content threshold (SWCT) in this work. The daily soil water content (SWCd) provides information
about the amount of water that the crop can extract from its root zone (Equation (4)). Daily, REUTIVAR
simulated the soil water balance until that date by using historical data. Then, a soil water content
prediction for the following week was conducted considering the weather forecast.
SWCd = SWCd−1 + Peff,d + INd − ETc,adj,d −Rd −Dd (4)
where d is the irrigation day, SWCd-1 is the soil water content in the day d-1 (mm), INd is the applied
irrigation depth (mm), ETc,adj is the crop adjusted evapotranspiration to take into account the crop
difficulty to extract water when the soil water content diminishes (mm), Rd is the runoff (mm), and Dd
is the deep percolation (mm). Both Rd and Dd are deemed null in this work, since REUTIVAR is
designed for a drip irrigation system. To compute the SWC, information about soil type and rooting
depth were also required.
However, the amount of water that the crop can extract from the soil is not uniformly distributed
along the soil drying period and changes depending on the soil moisture. Thus, when the soil is wet,
the resistance to water extraction is low, and the crop water uptake can satisfy the atmospheric water
demand, i.e., water uptake equals ETc. In contrast, when the water uptake does not reach ETc, this
term must be adjusted, as shown in Equation (5) [28].
ETc,adj = ETc· TAW−DrTAW−RAW (5)
where TAW is the total available water (mm) calculated from Equation (6), Dr is the root zone depletion
(mm), calculated as the difference between TAW and SWCd-1, and RAW is the readily available soil
water in the root zone (Equation (7)).
TAW = 1000·(θFC − θPWP)·Zr (6)
where θFC is the water content at field capacity (m3/m3), θPWP is the water content at permanent wilting
point (m3/m3), and Zr is the rooting depth (m), which was considered as 1 m for the olive case.
RAW = p·TAW (7)
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where p is the fraction of TAW in which the crop can extract water without suffering water stress,
and its value is also obtained from Allen [28]. In the olive case, p is considered 0.75 [33].
In addition, the model considered the days of the week the user chose to undertake irrigation
to establish the irrigation volume. To do this, REUTIVAR calculated the irrigation needs for the
whole week using the weather forecast. In case of internet connection or data source failure, the daily
average values were considered temporally. Once connectivity was recovered, the model distributed
the irrigation recommendations amongst the selected days by assigning to each of those days its
correspondent volume plus the one of the following days, until the next day of irrigation (Equation (8)).
INd =
∑n−1

















where n is the next irrigation day chosen by the user, kstrategy is the applied coefficient depending on
the irrigation scheduling options, dm is the number of days of the month, and id is the number of days
from the current day to the next irrigation event.
Three irrigation scheduling options were included in the model: full irrigation (FI), sustained
deficit irrigation (SDI), and regulated deficit irrigation (RDI). These strategies are currently the most
widespread options, as shown in Reference [35] for olive orchard. These strategies are explained in
detail below.
• FI: in this strategy, the irrigation events are scheduled to cover the total irrigation olive needs, i.e.,
to fully refill daily ETc. Therefore, in this case, kstrategy equals 1.
• SDI: a percentage of the total olive crop irrigation needs is applied equally along the irrigation
period. This percentage can be selected and modified manually, and it corresponds to the value of
kstrategy in the previous equation.
• RDI: a percentage of the FI is also applied but with varying the irrigation volume according to the
crop phenological phase. This strategy concentrates the water stress on the least critical stage to
oil production. Specifically, this period is the pit hardening, which ranges from the ending of the
fruit set to the beginning of the fruit growth [36,37]. In addition, the pit hardening stage matches
the summer, when transpiration efficiency is also minimal. Therefore, kstrategy is variable based
on these variations.





where td is the irrigation time for the day d (h/day), A is the sector area (ha), IE is the irrigation efficiency,
which was considered 0.95 for the model, qe is the emitter flow (L/h), ne is the emitter number, and 104
is the unit conversion factor. There is the possibility of limiting td according to the off-peak energy
tariff hours.
2.1.4. Fertilization Scheduling
The fertilization schedule was established according to an annual plan, which varied depending
on the crop uptake and the previous year nutritional status, as shown in Reference [38] for olive trees.
According to this author, the nutritional status of the tree is determined by using foliar diagnosis [39].
The samples must be taken in July since from that date, the foliar nutrient content is stable. In addition,
for that period, the critical nutrient level in leaves for olive are tabulated [40] (Table 2). The analysis
results were compared with the leaf nutrient levels and, only in case of deficiency, fertilization
applications were scheduled.
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Table 2. Interpretation of nutrient content level of olive leaves taken in July, expressed as dry matter
percentage according to Reference [40].
Element (%) Deficient Adequate Toxic
Nitrogen (N) 1.20 1.30–1.70 >1.70
Phosphorus (P) 0.05 0.10–0.30 -
Potassium (K) 0.40 >0.80 -
If fertilizer application was required, the total fertilizer amount was calculated according to
an estimation of the annual nutrient uptake for olive crop [38]. The following year, foliar analyses
were conducted again to increase or decrease the nutrient dose. A flowchart decision tree of the
methodology to establish the annual fertilization plan is shown in Figure 2. For nitrogen (N), if leaf
nutrient content was lower than 1.3%, the estimation of N requirements was 0.5 kg/tree. However,
total N application could not exceed 100 kg/ha. For phosphorus (P), in case P leaf content was less than
0.08%, then 0.5 kg/tree were needed. Finally, for potassium (K), the estimated application was 1 kg/tree
if K leaf content was less than 0.7%. The total fertilizer amount was distributed along the irrigation
season depending on the crop grow cycle, following the recommendations of Reference [41] (Table 3).
The nutrient requirements were met by applying N, P2O5, and K2O, which are the main components
of commercial fertilizers.
 
Figure 2. Fertilization flowchart decision tree.
Table 3. Monthly distribution of nutrient applications on fertigation (%).
Month N P2O5 K2O
April 5 4 4
May 28 25 17
June 28 25 17
July 25 23 31
August 14 23 31
The final nutrient quantity to be applied was calculated as that estimated in the annual plan
minus the nutrient content determined from water quality samples. This quantity was adjusted to
the irrigation schedule, i.e., the fertilizer application days always coincided with the irrigation days.
Finally, the user can select between fertilizing once a week or in each irrigation event.
2.2. Graphical Interface
Finally, the model previously described was integrated in a desktop application to make its use
easier. The desktop application was developed by the graphical interface development environment
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(App Designer) of MATLABTM version R2018a [42]. Then, it was compiled using MATLAB CompilerTM
with MATLAB Runtime 9.4.
2.3. Case Study
The developed model was tested in a commercial olive orchard located in the Tintín Irrigation
District (TID), Córdoba (Southern Spain). In this region, the climate is typically Mediterranean,
with annual average rainfall of 590 mm, mainly in spring and autumn. The annual average temperature
is 16.9 ◦C and the ET0 is 3 mm/day. Olive grove is the main crop (Olea europea L., cv Hojiblanca and
Olea europea L., cv Nevadillo azul) spaced at 8 × 8 m and devoted to oil production. The average
production of the farm is around 7000 kg/ha. The water applied in TID comes from the village sewage
treatment plant. This water is stored in a reservoir where chemical and physical treatments are carried
out to obtain the required water quality for reuse. The water is then distributed by subsurface drip
irrigation (2.2 L/h pressure compensating drippers spaced at 1 m and installed at a depth of 40 cm).
A water allocation of 1500 m3/(ha·year) is applied according to the irrigation district manager criteria.
Fertilizers are applied by fertigation and also based on the farmer’s experience.
2.4. Management Scenarios
In order to test the model as well as to highlight its usefulness, five scenarios have been assessed:
1. Actual management scenario (AM). This scenario took into account the fertilization and irrigation
scheduling established by the irrigation district manager. It consisted of irrigation applications
during 8 h on Tuesdays, Thursdays, Saturdays, and Sundays for the entire irrigation season.
Regarding fertilization, they applied 10 kg/ha of N, 6 kg/ha of P2O5, and 12 kg/ha of K2O.
2. Optimal water and fertilization management scenario (OWAF). This scenario is obtained by
applying the REUTIVAR model. It considered the RDI strategy taking into account soil, water,
and crop analysis to establish an optimal fertigation scheduling using historical and forecasted
climatic data for the actual conditions. The irrigation days were selected according to the TID
criteria, but the irrigation events’ duration was variable during the irrigation season, according to
the most critical crop stages to water stress.
3. Optimal water, fertilization, and electricity cost management scenario (OWAFE). As in the
previous scenario, this option considered the RDI strategy to determine the optimal irrigation
and fertilization scheduling, but the electricity tariffwas included. In this scenario, the optimal
fertigation was scheduled only during off-peak energy tariff hours. Therefore, the irrigation days
were similar to previous scenarios. The irrigation event duration was also adjusted to the crop
stages. However, in contrast to OWAF, there was also a daily time limit for irrigation. This limit
was 8 h during the weekdays. No limits were established on weekends and in August.
4. Actual management scenario considering a hypothetical olive nutrient deficiency (AM-ND).
This scenario was the same as AM, i.e., it considered the fertigation scheduling established by
the irrigation district manager, but it also simulated a hypothetical olive N, P, and K deficiency.
This scenario intended to evaluate the efficiency and adequacy of the TID fertilization application
strategy in case of nutrient deficiencies.
5. Optimal water, fertilization, and electricity cost management scenario considering hypothetical
olive nutrient deficiency (OWAFE-ND). As in the previous scenario, this option considered a
hypothetical N, P, and K deficiency to determine the optimal irrigation and fertilization scheduling
in that case but considering the management of the OWAFE scenario.
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3. Results and Discussion
3.1. Analysis of Soil and Nutrients in the Study Area
In the study farm, the texture and soil nutrient content, water quality, and tree nutritional status
were analyzed to run the model. Regarding the soil, tests at different sites in the farm were carried
out to assess soil texture, electrical conductivity, pH, and nutrient content. The soil samples were
taken considering changes in the morphology, color, and slope to cover as much soil diversity as
possible, as recommended by Parra [43]. Four places were selected for this purpose: two of them
were located under the tree (U) and the remaining two were located between trees (B). At each place,
two samples were taken at different depths, according to the type of crop. For the olive tree case, the
samples were taken between 0 and 15 cm (P1) and between 15 and 30 cm (P2). In terms of assessing
the nutritional status of the tree, foliar diagnosis was carried out [39], two samples of 100 leaves from
50 trees each were analyzed in July 2018 and 2019. Finally, water quality analyses were carried out
monthly. The water samples were taken in the pipe between the reservoir and the pumping station.
Thus, the nutrient content of the water in the model was updated fortnightly using these results.
Several analyses were carried out during the 2018 and 2019 irrigation seasons in the olive orchard
farm located in TID. Table 4, Table 5, and Table 6 show the soil, foliar, and water quality analysis
results, respectively.
Table 4. Soil analyses undertaken in September 2018 in the case study farm.
Name Sample Depth (cm)
Texture
P (mg/kg) K (mg/kg)
Clay (%) Silt (%) Sand (%)
U1P1 0–15 37.8 26.8 35.4 14.1 563
U1P2 15–30 38.1 28.0 33.9 7.7 454
U2P1 0–15 34.1 23.5 42.4 9.9 454
U2P2 15–30 37.4 20.0 42.6 5.8 317
B1P1 0–15 37.2 28.2 34.6 23.6 872
B1P2 15–30 34.6 28.9 36.5 25.7 794
B2P1 0–15 32.4 23.7 43.9 22.8 978
B2P2 15–30 36.3 21.3 42.4 27.0 598




2018 2019 2018 2019
N 2.02 1.80 1.35 1.81
P 0.11 0.11 0.13 0.14
K 0.92 0.82 0.88 0.84
Table 6. Water nutrient analysis undertaken in the case study farm during the 2019 irrigation season.
Date N-NH4 (mg/L) N-NO3 (mg/L) P-PO4 (mg/L) K (mg/L)
21 August 2018 1.0 1.5 1.7 -
25 September 2018 1.5 1.3 1.2 -
23 May 2019 10.7 1.8 0.5 -
13 June 2019 13.0 1.9 0.4 -
29 June 2019 12.2 1.7 0.2 32
9 August 2019 2.3 2 0.2 -
9 September 2019 3.3 1 0.2 -
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The farm soil was defined as clay loam. From the moisture retention curves, the FC value was
determined as 0.28 cm3/cm3 and the permanent wilting point (PWP) as 0.14 cm3/cm3. Finally, as for
the macronutrient amount, the phosphorus (P) amount between trees was higher than under the tree.
Nevertheless, the P amount contained in all the locations suggests that a P fertilization response was
unlikely, especially for olive orchard. This is because P extractions are low, and this nutrient is easily
reusable for olive trees. In addition, high P content could cause zinc (Zn) blockages, originating Zn
deficiency in the tree. Likewise, considering the potassium (K) analysis, all the samples showed high
levels of K and, consequently, the expected fertilizer response was unlikely. The nitrogen (N) levels in
soil were not analyzed due to the high short-term mobility of this element in the soil.
As shown in Table 5, the amount of P and K in olive leaf were within the recommended range
in the 2018 irrigation season and the values were adequate in the following year. The P leaf level
remained steady for the two seasons. The K leaf content was slightly lower in the 2019 irrigation season,
although it stayed within the correct range. However, for the N level, except in ‘Nevadillo azul’ variety
in the 2018 irrigation season, all the leaf samples showed mildly high nitrogen content. According to
Molina-Soria and Fernández-Escobar [44], a nitrogen leaf content higher than 1.7% causes impacts
on flower and a decrease in oil quality. Other authors also agree with the damages that an excess of
nitrogen can produce in olive, such as a decrease in the olive frost tolerance, a delay in the fruit ripening,
leading to a reduction in fat yield, and also soil pollution produced by nitrogen leaching [45–47].
As shown in Table 6, the nitrogen content varied along the 2019 irrigation season, especially the
ammoniacal nitrogen (N-NH4). The highest nitrogen concentrations occurred in May, June, and July,
when nitrogen needs increase. Additionally, in May and June, the irrigation needs for olive are also
larger. Therefore, when a RDI strategy is considered, the total nitrogen application must be higher.
The nitrogen fluctuation highlighted the importance of a regular water quality control since the N
fertilizer amount to be applied could be over or underestimated. Regarding phosphates, the amount
contained in water was higher in 2018 than in 2019. During the 2019 irrigation season, the variations
were not significant. However, the concentration difference between years also emphasized the
relevance of water quality controls. Finally, about potassium concentration, it was only possible to take
one sample because of technical problems. The K concentration in that sample was considerably high,
which indicated substantial nutrient application throughout the irrigation season. The K concentration
was assumed constant for the whole irrigation season.
3.2. Analysis of Management Scenarios
The model was applied for 2019 irrigation season data and the five proposed scenarios. Figure 3
shows the AM, OWAF, OWAFE, AM-ND, and OWAFE-ND irrigation schedules along the 2019 irrigation
season. For AM and AM-ND, the irrigation schedule distribution was the same and, for that reason,
both are represented in a single figure (Figure 3b). It also occurred for OWAFE and OWAFE-ND
scenarios, which are represented in Figure 3d.
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Figure 3. (a) Seasonal distribution of daily effective precipitation for the 2019 irrigation season.
(b) Seasonal distribution of daily soil water content and irrigation scheduling in the actual management
(AM) and actual management scenario considering a hypothetical olive nutrient deficiency (AM-ND)
scenarios. (c) Seasonal distribution of daily soil water content and irrigation scheduling in the optimal
water and fertilization management (OWAF) scenario. (d) Seasonal distribution of soil water content
and irrigation scheduling in the optimal water, fertilization, and electricity cost management (OWAFE)
and the optimal water, fertilization, and electricity cost management scenario considering hypothetical
olive nutrient deficiency (OWAFE-ND) scenarios.
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The total Peff from April to September was 123 mm (Figure 3a) and the average ET0 during the
irrigation season about 4.5 mm·day−1, which can be considered as a regular year. The total water
applied in the AM scenario was 1623 m3/ha for the 2019 irrigation season. It did not adjust the total
water applied to the water allocation according to the irrigation district manager criteria (1500 m3/ha).
This could affect the profitability of the studied irrigation district since the water use in that region is
limited by the water authority, causing financial penalties in case of exceeding the established limit.
However, OWAF, OWAFE, and OWAFE-ND adjusted the total water applied to this water allocation
limit. In particular, OWAF applied a total of 1492 m3/ha, and OWAFE and OWAFE-ND, a total of
1497 m3/ha. The three of them concentrated the irrigation events in May, June, and September, when
olive is more sensitive to water stress [36,48]. However, for the OWAF scenario, the water application
distribution could be steadier since time restrictions were not considered. In contrast, OWAFE and
OWAFE-ND took into account the electricity tariff existing in TID. In these scenarios, the optimal
fertigation was scheduled only during off-peak hours, when power and energy are cheaper. For the TID
electricity tariff, the off-peak hours included from 12 am to 8 am every day, as well as 24 h for Saturdays,
Sundays, and bank holidays. This effect reduced the water application in the most water-demanding
months according to the RDI strategy. Thus, the volume of water applied in May and June was lower
in OWAF than in the OWAFE and OWAFE-ND scenarios.
In terms of soil water content, in all the scenarios, the water content never fell below the PWP.
This could be because the soil is extremely dry and the resistance to water extraction is considerably
higher when water content in soil is lower than the RAW. It was also noticed that, despite applying the
scheduled irrigation in all the cases, the soil water content decreased from May to the first precipitation
event in September. However, this decrease was slightly lower in OWAFE and OWAFE-ND and
noticeably lower in OWAF, since more water was applied in June. This allowed the soil not to be
depleted abruptly and for a shorter period of time. Despite this, in these three scenarios, the soil water
content diminished considerably. This is because of the limit of water allocation, noticeably lower
than the olive orchard irrigation needs. Therefore, the soil water content only increased after the first
precipitation events.
Regarding fertilization needs in both OWAF and OWAFE scenarios, fertilizer application was not
required according to REUTIVAR, as recommended in Reference [38]. This is because the nutrient
leaf levels of the olive orchard were in the correct range, i.e., there was no nutrient deficiency. In the
AM scenario, although fertilizers were not needed either, some were applied. Then, olive nutrient
deficiency was forced for the AM-ND and OWFE-ND scenarios to evaluate how REUTIVAR would
operate in that hypothetical situation. Table 7 shows the nutrient amount applied for all the scenarios.
Table 7. N, P, and K applications through water and fertilizers for AM, AM-ND, OWAF, OWAFE,
and OWAFE-ND scenarios.
Scenario AM/AM-ND OWAF OWAFE OWAFE-ND
Nutrient N P K N P K N P K N P K
Applied with
water (kg/ha) 15.8 0.5 52 18.3 0.5 48.0 15.5 0.4 48.0 15.5 0.4 48.0
Applied with
fertilizer (kg/ha) 9.9 2.7 10.2 0 0 0 0 0 0 59.9 73.7 108.0
TOTAL 25.6 3.2 62.2 18.3 0.5 48.0 15.5 0.4 48.0 75.0 74.1 156.0
The use of reclaimed water as a water source for irrigation involves the nutrient application
within the water, as shown in Table 7. For this reason, regular water quality controls are essential
for the proper irrigation system performance. In both OWAF and OWAFE scenarios, considering the
average production of the farm, the nitrogen removal by harvest and pruning was compensated with
the applied nitrogen within water irrigation in addition to the rainwater nitrogen and the organic
matter mineralization [49]. More nitrogen was applied in the OWAF scenario compared to the OWAFE
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scenario because in June, when more water was applied in OWAF, the nitrogen content in the water
was also higher. As for phosphorus, olive trees show low P extractions by harvest, and they can also
reuse it. For that reason, olive orchards in that region do not usually present P deficiency problems
and they do not frequently respond to P applications. Therefore, the P application within the water
was enough to cover olive needs. Finally, the potassium element showed the highest concentration
within the irrigation water. However, the extraction of this element is significantly high in olive trees.
Hence, potassium deficiency is the major nutritional problem in olive orchard in Andalusia, playing a
key role in the olive tree nutrition. Nevertheless, the K amount applied in the irrigation water covered
all potassium removals for harvest. Thus, the fertilizer application was not required, which led to a
reduction in the total annual farm cost and a decrease in pollution keeping the olive oil production.
In the hypothetical high nutrient deficiency situation, i.e., the AM-ND and OWAFE-ND
scenarios, considering the farm area and the tree spacing, the total nutrient needs according to
Reference [38] recommendations, were: 78 kg/ha of N, 78 kg/ha of P, and 156 kg/ha of K. Based on
these recommendations, in the AM-ND scenario, a fertilizer deficiency was determined. In both AM
and AM-ND fertilization, decisions were not based on the tree nutritional status, which can cause fatal
damages to the farm, its production, and profitability. On the other hand, in the OWAFE-ND scenario,
the nutrient needs were covered, which would lead to an increase in farm yield. Under this scenario,
the use of reclaimed water as irrigation water would entail savings of 21%, 1%, and 31% of the N, P,
and K needs, respectively.
In summary, the use of the fertigation recommendations (OWAF and OWAFE scenarios) provided
by the REUTIVAR model entailed a better water distribution along the irrigation season compared
to conventional practices (AM) in which water is applied without considering the most critical olive
phenological stages. As for nutrient applications, an excess of nutrients was applied in the AM
compared to OWAF and OWAFE scenarios, in which the nutrient content of reclaimed water is
considered. Furthermore, in the hypothetical case of nutrient deficiency, since the conventional practice
is not based on nutrient tree status, not enough fertilizers were applied in the AM-ND scenario.
In contrast, if the model recommendation would be followed, all the nutrient requirements would
be covered.
3.3. Graphical Interface
Finally, the developed model was integrated in a user-friendly graphical interface to make the
daily fertigation scheduling management easier (Figure 4).
In the screen (a) of the graphical interface (Figure 4a), the user must introduce the required data to
run the model: farm location, type of soil, water allocation, irrigation system characteristics, irrigation
strategy, foliar analysis results, and water quality results. In this screen, the user can select between
different irrigation strategy options: RDI, SDI, and FI. They can also select the days of the week they
wish to irrigate and if they wish to fertilize whenever irrigation is applied or weekly. Then, all this
information is stored in an internal database through the save button. The fertigation schedule for
the following week is provided in the screen (b) (Figure 4b). Firstly, in this screen, a precipitation
and temperature forecast for the following week is provided. Then, a simulation of the soil water
content for that week is shown. At the bottom of the screen, irrigation and fertilization scheduling
recommendations are provided. The irrigation scheduling is given in volume (mm) and in time
units (hours), which is more functional. In addition, information about total water applied from the
beginning of the irrigation season and water expected to be applied for that week are also shown.
Finally, in this screen, two buttons can also be observed: the refresh button and the edit data button.
The refresh button allows to manually update the real-time information of screen (b). By pushing the
edit button, screen (a) reappears and the user can modify any of the data previously introduced.
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Figure 4. Graphical interface of the REUTIVAR model for fertigation schedule recommendations from
3 October 2019 to 9 October 2019. (a) Required data to run the precision fertigation model, (b) Irrigation
and figure recommendations of the model.
190
Water 2019, 11, 2632
4. Conclusions
A precision fertigation model using reclaimed water, REUTIVAR, was developed. REUTIVAR
was validated in the 2019 irrigation season in a commercial olive orchard. To do this, five scenarios
were simulated. This validation proved that REUTIVAR adjusts the established water allocation along
the irrigation season, preventing additional costs to the farm. However, it also showed that this
water allocation was much lower than the olive orchard irrigation needs. The scenario simulations
also indicated that with the current farm characteristics, the RDI strategy could be applied, even if
electricity tariff limitations were considered. This could involve important improvements in both
quality and quantity of final oil production. This validation also proved that, thanks to the nutrients
which the water carry, additional fertilization was not required. This implies large benefits in the
environment but also in the total financial costs of the farm. On the other hand, if the hypothetical
nutrient situation is assumed, the current fertigation management of the farm would not cover the
nutrient needs either. This shows the importance of the nutritional crop status diagnosis to establish
the fertilization decisions.
This work confirms that irrigation with reclaimed water should be managed in a more sustainable
way since famers tend to overfertilize. However, following REUTIVAR’s recommendations, it is possible
to save fertilizer costs with positive effects on the environment and farmer’s incomes. In addition,
although the model was validated for olive orchard, REUTIVAR could be adapted to other crops,
offering a useful tool to manage reclaimed water in an efficient and sustainable way.
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