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ABSTRACT
In this article the proposal is made 
for the division of the process of 
construction of natural language 
generation (NLG) systems into two 
stages: content planning (CP), which 
is dependent on the mastery of the 
application to be developed, and 
document structuring (DS). This 
division allows people who are not 
expert in NLG to develop natural 
language generation systems, 
concentrating on building abstract 
representations of the information to 
be communicated (called messages). 
SpeciÞ c architecture for the DS stage 
is also presented. This enables NLG 
researchers to work ortogonally on 
speciÞ c techniques and methodologies 
for the conversion of messages into 
text which is grammatically and 
syntactically correct.
KEYWORDS
Natural Language Generation (NLG), 
Content Planning (CPP), Document 
Structuring (DEP), Rhetorical Struc-
ture Theory (RST).
RESUMEN
En este artículo se propone la divi-
sión del proceso de construcción de 
sistemas de Generación de Lenguajes 
Natural (GLN) en dos etapas: plani-
Þ cación del contenido (EPC), que es 
dependiente del dominio de la apli-
cación a desarrollar, y estructuración 
del documento (EED). Esta división 
permite que personas no expertas en 
GLN puedan desarrollar sistemas 
de generación de lenguajes natural 
enfocándose en construir representa-
ciones abstractas de la información 
que se desea comunicar (denomina-
das mensajes). Adicionalmente se 
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presenta una arquitectura especíÞ ca 
para la etapa EED que permite a in-
vestigadores en GLN trabajar ortogo-
nalmente en técnicas y metodologías 
específicas para la transformación 
de los mensajes en texto gramatical 
y sintácticamente correcto. 
PALABRAS CLAVE
Generación de Lenguaje Natural 
(GLN), PlaniÞ cación de Contenido 
(EPC), Estructuración del Docu-
mento (EED), Teoría de Estructura 
Retórica (TER).
Clasifi cación Colciencias: A
47SISTEMAS & TELEMÁTICA
1. INTRODUCCIÓN
Los sistemas de diálogo surgen como 
aplicaciones informáticas que ofrecen 
un servicio a los usuarios median-
te una interacción que debe ser lo 
más cómoda posible,15 tratando de 
imitar la capacidad que tiene el ser 
humano para hablar y entender. La 
arquitectura más usada se compone 
de cinco módulos (ver Figura 1): re-
conocimiento automático del habla, 
procesamiento del lenguaje natural, 
gestión del diálogo, GLN y síntesis 
del habla; además el sistema se 
compone de una memoria donde se 
almacena la información obtenida 
en el proceso de diálogo y una base 
de datos de la que el sistema obtiene 
la información que dará a conocer al 
usuario.
Un sistema GLN tiene como propó-
sito, a partir de una representación 
no lingüística de la información, pro-
ducir texto entendible y gramatical-
mente bien escrito para determinado 
lenguaje (español, inglés, francés, 
etc.).9 Estos sistemas son complejos 
de construir puesto que no sólo se 
debe decidir qué información comuni-
car sino cómo transformarla, de modo 
que se alcance la meta de comunica-
ción deseada. Adicionalmente, dado 
que la mayoría de sistemas de GLN 
han sido construidos para dominios 
especíÞ cos  (e.g. fumadores, reportes 
climatológicos, etc.), la forma de ex-
presar las ideas es dependiente de 
cada uno, y  los conceptos, entidades, 
relaciones, estructuras y métodos 
usados para realizar la generación 
del lenguaje en cada sistema en 
particular no pueden ser fácilmente 
reutilizados para la construcción de 
nuevos sistemas GLN.
Existen cuatro métodos de generación 
o tipos de sistemas: Los sistemas ce-
rrados (canned), fáciles de construir 
pero poco ß exibles en la generación 
automática de frases, debido a que 
estas son predeÞ nidas. Los sistemas 
basados en plantillas (templates). En 
estos sistemas parte de la plantilla 
está predeÞ nida y aquella que no lo 
está se reemplaza posteriormente por 



















































48 SISTEMAS & TELEMÁTICA
frases o palabras.  Son útiles para 
dominios no muy grandes y sujetos a 
pocos cambios. Los sistemas basados 
en patrones (phrase), que son estruc-
turas que se relacionan entre sí para 
construir frases (por ejemplo, una 
oración se puede componer con tres 
patrones: sujeto, verbo y predicado). 
Pueden ser bastante potentes y ro-
bustos, pero son difíciles de construir 
debido a la complejidad que existe 
para relacionar correctamente los 
patrones que constituyen una frase. 
Los sistemas basados en caracterís-
ticas (feature). Una característica da 
información especíÞ ca (como género, 
número, etc.) acerca de las palabras 
o frases que se generarán.  Estos 
sistemas  brindan el mayor nivel de 
generalidad, pero, al igual que en los 
sistemas basados en patrones, es difí-
cil mantener las relaciones entre las 
características, pero adicionalmente 
el problema principal es seleccionar 
adecuadamente la combinación de 
las características que le den el sen-
tido deseado a la frase que se está 
generando.
Ehud Reiter y Robert Dale9 han pro-
puesto la forma más usual de agru-
par las tareas de un sistema GLN 
en tres módulos básicos: planeación 
de documento (document planning), 
generación de frases (microplan-
ning) y realización de texto (sourface 
realisation). El módulo planeación 
de documento tiene dos tareas 
principales: la determinación de 
contenido, donde se decide qué se va 
a comunicar, y la estructuración de 
documento, que deÞ ne cómo se va a 
comunicar la información. El módulo 
generación de frases tiene tres 
tareas: la lexicalización, escoge las 
palabras o recursos lingüísticos que 
deben usarse para expresar un con-
tenido del dominio (ver Sección 3.3); 
la agregación, decide cómo agrupar 
estructuras lingüísticas (oraciones 
y párrafos) y la determinación de 
expresiones referentes, selecciona qué 
expresiones pueden ser usadas para 
referirse a entidades del dominio. El 
módulo realización de texto realiza 
dos tareas: la realización lingüística, 
que convierte las representaciones 
abstractas del dominio en texto real, 
y la realización de estructura, que 
convierte estructuras abstractas 
como párrafos y secciones en salidas 
como HTML, PDF, etc. 36, 7,10
La forma como se conecten las ta-
reas en un sistema GLN da como 
resultado una arquitectura (ver 
Figura 2).29 Los sistemas Mumble37, 
Text,38, 39 Naos,44, 45 y Wisber26, 27 son 
representativos de una arquitec-
tura secuencial o pipeline,8 ya 
que la información viaja a través 
de las tareas en una sola dirección. 
Kamp2 es el ejemplo más conocido 
de un sistema con arquitectura in-
tegrada donde todas las decisiones 
son tomadas dentro de un proceso 
estructurado jerárquicamente pero 
no modularizado. Pauline23, 24, 25 y 
Popel 14, 41, 49, 50 son sistemas construi-
dos con arquitectura interactiva 
(feedback), donde se permite una 
revisión de las decisiones tomadas, 
ya que la información puede volver 
de nuevo a una tarea del sistema. 
El sistema Diógenes42, 43 se enmar-
ca dentro de una arquitectura 
blackboard donde los módulos 
ofrecen información sin conocer con 
exactitud cuál de los otros módulos 
la usará dentro de un mismo sitio 
de almacenamiento. Existen buenas 
propuestas de sistemas enmarcados 
en una arquitectura basada en 
































y Robin,52 donde la información viaja 
por los módulos una y otra vez hasta 
obtener el resultado esperado.29, 17, 
19, 56, 40, 47
En las siguientes secciones este ar-
tículo mostrará una propuesta que 
intenta independizar del dominio 
la construcción de un sistema GLN 
completo basado en patrones y ca-
racterísticas. La sección 2 propone 
la construcción del sistema GLN en 
dos etapas, teniendo en cuenta la 
forma como Reiter y Dale proponen 
agrupar las tareas de estos sistemas; 
en la sección 3 se propondrá una ar-
quitectura para construir la segunda 
etapa del sistema GLN que soporta 
diferentes modelos de conexión entre 
los módulos y trata de independizar 
del dominio algunas tareas del siste-
ma; Þ nalmente la sección 4 muestra 
conclusiones y recomendaciones 
relevantes acerca del trabajo realiza-
do. La solución propuesta pretende: 
facilitar la construcción de sistemas 
completos de GLN, ß exibilidad en la 
generación de frases, la inclusión de 
nuevos dominios de manera ortogo-
nal, generación de textos en diversos 
formatos tales como texto sencillo, 
código HTML o formato PDF y en 
idiomas con lenguas romances como 
el español.
2.  ETAPAS PARA LA 
CONSTRUCCIÓN DE SISTEMAS 
GLN COMPLETOS 
La propuesta divide la construcción 
de un sistema GLN completo en dos 
etapas: Etapa de PlaniÞ cación del 
Contenido (EPC) y Etapa de Estruc-
turación del Documento (EED) (ver 
Figura 3).  Se propone esta división 
debido a que las tareas de la etapa 
EPC dependen totalmente de la in-
formación que contendrá el texto a 
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generar mientras que las tareas de 
la etapa EED no, por lo que se puede 
diseñar una solución ß exible que per-
mita construir sistemas GLN exten-
sibles a otros dominios (ver Sección 
3). Estas etapas conectadas en forma 
secuencial formarán un sistema GLN 
completo, en el cual la salida de EPC 
será la entrada de EED.
2.1. Etapa de Planifi cación del 
Contenido (EPC) 
Tiene como propósito dar estructura 
y orden al texto: escoger, agrupar y 
relacionar la información que apare-
cerá en el documento de salida. Para 
lograr estos objetivos el módulo EPC 
está dividido en dos submódulos: 
determinación de contenido y estruc-
turación de contenido.
Antes de construir este módulo (im-
plementación de la etapa) se debe 
realizar un análisis de requerimien-
tos o análisis de corpus,7, 54 que con-
siste en analizar las entradas y las 
salidas de los textos que se espera el 
sistema construya y con base en ese 
análisis se decide(n) la(s) meta(s) 
comunicativa(s), la información con 
la que trabajará el submódulo de De-
terminación de Contenido y la forma 
en que se agrupará la información a 
comunicar.
2.1.1 Submódulo de Determina-
ción de Contenido
Es responsable de seleccionar la 
información que aparecerá en el 
texto de salida y estructurarla en 
mensajes,9 que son elementos bási-
cos o paquetes de información que 
el sistema de GLN manipulará. La 
información se encuentra en una 
fuente de conocimiento que típica-
mente está codiÞ cada en bases de 
datos y/o en bases de conocimiento, y 
es seleccionada según la meta de co-
municación que es la que le informa 
al submódulo cuál es el objetivo del 
texto. Después de realizar el proceso 
de selección, la información deberá 
transformarse a una representación 
llamada mensajes.
2.1.2 Submódulo de Estructura-
ción de Contenido
Este submódulo tiene como objetivo 
agrupar los mensajes generados en 
la Determinación de Contenido en 
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una representación abstracta del 
texto, ya sea utilizando esquemas o 
Teoría de Estructura Retórica (TER). 
Los esquemas son patrones que se 
diseñan para indicar el orden en que 
los mensajes serán agrupados.9 Por 
su parte, una teoría de estructura 
retórica,3, 58, 12 describe la organi-
zación de los textos en términos 
de relaciones de fondo, contraste, 
causa y efecto, etc. El resultado de 
agrupar los mensajes con cualquie-
ra de los dos métodos mencionados 
anteriormente dará como resultado 
una representación abstracta del 
texto de forma jerárquica en el que 
los mensajes se encuentran en los 
niveles inferiores de la jerarquía. 
La propuesta aquí mencionada em-
plea la representación abstracta del 
texto mediante TER, debido a que 
se obtiene una mayor ß exibilidad 
para organizar los mensajes que con 
esquemas.9
2.2. Etapa de Estructuración de 
Documento (EED) 
Tiene como objetivo reÞ nar la repre-
sentación abstracta del texto que se 
formó en la etapa (EPC) a partir de la 
selección de estructuras lingüísticas 
y sintácticas adecuadas (preparación 
lingüística del texto);  y obtener una 
secuencia de palabras, signos de pun-
tuación y formatos de representación 
del texto  (realización del texto). 
Los esfuerzos de la propuesta de 
solución descrita en este artículo se 
centran en la construcción del módu-
lo EED debido a que se quiere lograr 
un alto grado de independencia del 
dominio. En la siguiente sección se 
detalla una arquitectura para la 
etapa EED que facilita la construc-
ción de sistemas completos de GLN 
y permite construir sistemas de GLN 
basados en patrones y característi-
cas, gracias a las bondades de una 
gramática que intenta modelar la 
construcción de un texto.
3. ARQUITECTURA DEL MÓDULO 
EED 
Esta arquitectura pretende facilitar 
la construcción de sistemas comple-
tos de GLN y soportar diferentes mo-
delos de conexión (pipeline, feedback, 
etc.), y permite que los objetivos de la 
etapa de estructuración de documento 
se realicen de manera automática y 
en lo posible independiente del domi-
nio del sistema GLN. 
Como se observa en la Figura 4, la 
arquitectura está compuesta por tres 
componentes básicos: controlador, 
preparación lingüística del texto y 
realización del texto, y tiene tres 
entradas: el archivo de datos, que 
será construido por el submódulo de 
estructuración de contenido a partir 
de la representación abstracta del 
texto usando la gramática que se 
muestra en la Figura 5 y las carac-
terísticas de la Figura 6; el archivo 
de repositorios (ver Figura 7) que 
contendrá la información que se al-
macena en los repositorios de datos, 
y el programa control, que tiene 
como objetivo indicarle al controlador 
el orden en que los módulos desem-
peñarán su función.
Antes de realizar el proceso de GLN 
con esta arquitectura, el controla-
dor debe alimentar los repositorios 
de datos de los submódulos con la 
información del archivo de repo-
sitorios. Después de esta primera 
tarea el controlador ejecutará las 
instrucciones del programa control 
para obtener como salida un texto 
generado automáticamente.
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3.1. Entradas 
3.1.1 Archivo de Datos 
Esta arquitectura debe permitir la 
construcción de sistemas de GLN 
para diferentes dominios. Esta infor-
mación se puede modelar mediante 
plantillas o patrones y características. 
Las plantillas, aunque son usadas 
comúnmente, no brindan suÞ ciente 
ß exibilidad, ya que ajustar el sistema 
a un nuevo dominio puede implicar 
la creación de nuevas plantillas y/o la 
reconstrucción del sistema completo; 
por su parte, un sistema basado en 
patrones y características permite 
más ß exibilidad a la hora de ajustar 
el sistema GLN a nuevos dominios, 
por lo que se seleccionó esta forma 
de modelar la información. Para ello 
se usa la gramática del lenguaje es-
pañol55 que se observa en la Figura 
5, aumentada con los conceptos de 
texto, título y párrafo. 
Esta representación permite organi-
zar los mensajes de forma jerárquica 
y obtener un texto en diferentes 
formatos (HTML, PDF, Texto Sen-
cillo, etc.). Adicionalmente existe 
un conjunto de características para 
describir los mensajes y facilitar 
la conjugación de verbos, y el uso 
de los artículos y pronombres (ver 
Figura 6). Una ventaja adicional de 
esta representación es que permite, 
para idiomas diferentes del español, 
ajustar los patrones y las caracte-
rísticas. 
3.1.2 Archivo de Repositorios 
Los repositorios de datos en los mó-
dulos son responsables de almace-










































Figura 4: Arquitectura del módulo EED
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diferente de los mensajes y son los 
únicos elementos de la arquitectura 
del módulo EED dependientes del 
dominio del sistema de GLN a cons-
truir. La información contenida en 
los repositorios es almacenada por 
el controlador a partir del archivo 
de repositorios, que como se observa 
en la Figura 7 está dividido en tres 
secciones principales, lexicalizar, 
conjugaciones y referencias, para 
alimentar el repositorio léxico, el re-
positorio morfológico y el repositorio 
expresiones referentes respectivamen-
te. La sección lexicalizar agrupa 
un conjunto de expresiones léxicas 
texto :  título párrafo texto
 j título tiporst párrafo restpárrafo
 j título párrafo
 j párrafo texto
 j párrafo
 j tiporst párrafo restpárrafo
 j oración
título : oración j sujeto
párrafo : tiporst oración restoración
 j oración restoración
 j título párrafo
 j párrafo
restpárrafo : tiporst párrafo restpárrafo
                    j párrafo restpárrafo
   j párrafo
oración : tiporación sujeto VERBO predicado
restoración : tiporst oración restoración
         j oración restoración
 j oración
sujeto : SUSTANTIVO sujeto
 j ARTÍCULO sujeto
 j PRONOMBRE sujeto
 j ADJETIVO sujeto




predicado : ADVERBIO predicado
      j VERBO predicado
      j tipocom sujeto predicado
      j tipocom sujeto
      j ADVERBIO
      j VERBO
tiporst :  AUMENTO  
 j CAUSA-EFECTO   
 j ÉNFASIS
 j CONTRASTE  
 j CONDICIÓN   
 j RESUMEN
 j CONJUNCIÓN   
 j DISJUNCIÓN   
 j EJEMPLO
tiporación : NEGATIVA    
 j AFIRMATIVA   
 j COMPARATIVA    
 j INTMANERA
 j INTCANTIDAD    
 j INTTIEMPO
 j INTRAZON   
 j INTSELECCIÓN
 j INTLUGAR   
 j INTPERSONA
tipocom : COMNOMINAL   
 j COMDIRECTO
  j COMINDIRECTO
 j COMCIRCUNSTANCIAL
Figura 5: Gramática o patrones para construir un texto
Sustantivo = género, número, clase, tipo, lenguaje
Adjetivo = género, número, clase, tipo, lenguaje
Pronombre = género, número, clase, tipo, lenguaje
Artículo = género, número, clase, lenguaje
Preposición = se ubican según el tipo de complemento (ver en Figura 5 tipocom)
Verbo = número, persona, forma, tiempo, modo, claseverbo, voz, lenguaje
Figura 6. Características para describir los mensajes.
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(identiÞ cadas con la etiqueta dato) 
que expresan un mismo concepto. 
La selección de cuál expresión usar 
se realiza en el módulo de lexicali-
zación, la sección conjugaciones se 
usa para que el módulo de realización 
lingüística construya de manera in-
cremental los verbos del repositorio 
morfológico y la sección referencias 
le indica al módulo de expresiones 
referentes las diferentes formas de 
hacer referencia a una misma enti-
dad. Orlando Correa, en el ejemplo de 
la Figura 7, puede ser referenciado 
como Señor o como Ingeniero. Ade-
más, el Archivo de Repositorios puede 
contener las secciones necesarias de 
acuerdo con el objetivo deseado. 
3.1.3 Programa Control 
Permite que el desarrollador del 
sistema GLN decida el orden en que 
los módulos de la preparación lin-
güística reÞ narán el archivo de datos, 
en qué orden la realización del texto 
convertirá el archivo de datos en un 
texto gramatical y sintácticamente 
correcto y cuándo generar la salida 
del sistema GLN y en qué formato, 
como se observa en la Figura 4.
3.2. Controlador 
Es el corazón de la arquitectura, 
responsable de almacenar la infor-
mación del Archivo de Repositorios 
en los repositorios de los módulos, 
de establecer cómo se interconectan 
los módulos de la arquitectura según 
como lo indique el programa control y 
de permitir la comunicación entre los 
módulos por medio del archivo de da-
tos. Este componente brinda ß exibi-
lidad al desarrollador para construir 
sistemas con diferentes modelos de 
<repositorios>
   <lexicalizar>
      <valor>
         <id>tiempo</id>
         <expresion>
            <dato>Este mes</dato>
            <dato>Enero</dato>
         </expresion>
      </valor>
   </lexicalizar>
   <conjugacion>
      <valor>
         <id>ocurrir</id>
         <expresion>
            <verbo modo=”impersonal” clase=”in¯nitivo” ... >ocurrir</verbo>
           <verbo modo=”impersonal” clase=”gerundio” ...>ocurriendo</verbo>
           <verbo modo=”impersonal” clase=”participio” ...>ocurrió</verbo>
         </expresion>
      </valor>
   </conjugacion>
   <referencias>
      <valor>
         <id>Orlando Correa</id>
         <expresion>
            <dato>Ingeniero</dato>
            <dato>Señor</dato>
         </expresion>
       </valor>
   </referencias>
</repositorios>
Figura 7. Ejemplo en XML de un Archivo de Repositorios.
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conexión (secuencial, feedback, etc.) 
que permite decidir cómo el archivo 
de datos será reÞ nado por los módu-
los hasta obtener la salida.
3.3. Módulos y submódulos 
Son cajas negras en la arquitectura. 
Su objetivo es aplicar las técnicas 
de la lingüística computacional y de 
inteligencia artiÞ cial para reÞ nar la 
representación abstracta del texto 
(Archivo de Datos) en un texto legible 
por el usuario y que sea gramatical-
mente y sintácticamente correcto. 
Módulo de Lexicalización. Es 
responsable de decidir qué palabras 
o recursos lingüísticos deben usarse 
para expresar un mensaje por medio 
de un control de lexicalización donde 
están los algoritmos encargados de 
realizar las escogencias léxicas y 
un repositorio de lexicalización que 
almacena las diferentes expresiones 
léxicas necesarias para expresar un 
mensaje dentro del documento. Por 
ejemplo una fecha se puede escribir: 
a) 24 de diciembre del 2006, b) 24 de 
diciembre del año en curso, c) Na-
vidad, d) día 24 del último mes del 
presente año, etc. Estas diferentes 
formas de expresión son almacena-
das en el repositorio y el control de 
lexicalización selecciona una opción 
por medio de redes de discriminación, 
árboles de decisión, heurísticos o 
aleatoriamente.13, 20, 32, 1
Módulo de Agregación. Por medio 
del control de agregación es responsa-
ble de combinar frases simples para 
formar oraciones complejas, usando 
reglas de agregación deducidas a 
partir de la teoría de estructura re-
tórica (si dos mensajes están en una 
relación de secuencia ellos pueden 
ser unidos formando una oración) 
almacenadas en el submódulo de 
reglas de agregación y operaciones 
básicas sobre oraciones tales como 
una conjunción simple (O1 y O2), 
participantes compartidos (O1: Pepe 
juega. O2: Juanita juega, entonces O: 
Pepe y Juanita juegan) o  construc-
ción sintáctica  (O1: Juan es doctor. 
O2: Juan trabaja. O: Juan trabaja 
como doctor). La agregación también 
puede ocurrir para construir párra-
fos. Sin embargo, las operaciones en 
párrafos son más elaboradas que con 
las oraciones.9, 20, 21, 22
Módulo de Expresiones Refe-
rentes. Es responsable de decidir 
qué expresión puede ser usada para 
referirse a una entidad del dominio 
conservando la intención del texto. 
La expresión común de referencia 
es el pronombre. Este módulo está 
formado por un control de expresiones 
referentes, donde están los algorit-
mos responsables de seleccionar la 
mejor referencia a una entidad y un 
repositorio de expresiones referentes 
que almacena entidades, como por 
ejemplo Estudiante y Señorita para 
referirse a una persona en particu-
lar.21, 51, 6, 31, 22, 48
Módulo de Realización Lingüís-
tica. Está encargado de convertir 
la representación abstracta del 
texto en secuencia de palabras para 
producir texto sintáctica y morfo-
lógicamente bien escrito, aplicando 
reglas gramaticales tales como: el 
artículo precede solo al sustantivo. 
Este módulo está compuesto por un 
control de realización lingüística 
donde están los algoritmos encarga-
dos de cumplir con el objetivo de este 
módulo y un repositorio morfológico 
donde el controlador almacena la 
conjugación de verbos diferentes del 
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ser, estar y haber (que por defecto 
están almacenados en el repositorio) 
a partir del archivo de repositorios. 
Adicionalmente este repositorio tiene 
almacenados pronombres, artículos y 
adjetivos que soportan el objetivo del 
módulo.9, 33
Módulo de Realización de Estruc-
tura. Este módulo está encargado 
de convertir estructuras abstractas 
como párrafos, secciones, títulos, etc., 
a un formato especial como HTML, 
PDF, LATEX, etc., por medio de un 
control de realización de estructura 
que se encarga de comunicarse con 
un submódulo de formatos para lo-
grar el objetivo de este módulo.9
Los submódulos de la arquitectura 
serán cajas blancas en la medida en 
que es posible ampliarlos o desarro-
llar uno nuevo.
4.  CONCLUSIONES Y TRABAJOS 
FUTUROS 
La división del proceso de GLN pre-
sentada en este artículo (Sección 2), 
le permitirá al desarrollador cons-
truir un sistema GLN completo, con-
centrándose en el análisis de corpus 
y desarrollo de la etapa EPC para ser 
conectada con la etapa EED.
La arquitectura propuesta para la 
etapa EED (Sección 3) facilita la cons-
trucción de sistemas GLN completos, 
basados en patrones y características, 
y la reutilización del sistema para 
dominios diferentes y posiblemente 
más complejos permite la generación 
de texto en lenguajes romances, y 
ß exibilidad en la generación de frases 
y textos en diferentes formatos.
Los módulos que componen la ar-
quitectura de la etapa (EED) son 
independientes el uno del otro, lo que 
permite trabajar ortogonalmente en 
técnicas y metodologías particulares 
para cada módulo, de modo que se 
pueda avanzar de manera más rá-
pida en el desarrollo de sistemas de 
GLN complejos y robustos.
A partir de la propuesta presentada 
en este artículo se reÞ nará la gra-
mática (patrones y características) 
para que reconozca oraciones dife-
rentes de las oraciones simples, se 
trabajará en la generación de texto 
en idiomas diferentes del español, 
en el desarrollo de nuevas técnicas 
y de algoritmos robustos que rea-
licen escogencias léxicas, teniendo 
en cuenta la meta de comunicación 
del texto, reglas de agregación ge-
néricas que se ajusten a múltiples 
dominios aprovechando la indepen-
dencia de los módulos. Finalmente 
se desarrollará una interfaz que 
facilite al desarrollador del siste-
ma GLN almacenar la información 
escogida por el módulo (EPC) en 
los Archivos de Repositorios y de 
Datos.
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