The early part of a supernova (SN) light-curve is dominated by radiation escaping from the expanding shockheated progenitor envelope. For polytropic Hydrogen envelopes, the properties of the emitted radiation are described by simple analytic expressions and are nearly independent of the polytropic index, n. This analytic description holds at early time, t < few days, during which radiation escapes from shells initially lying near the stellar surface. We use numerical solutions to address two issues. First, we show that the analytic description holds at early time also for non-polytropic density profiles. Second, we extend the solutions to later times, when the emission emerges from deep within the envelope and depends on the progenitor's density profile. Examining the late time behavior of polytropic envelopes with a wide range of core to envelope mass and radius ratios, 0.1 ≤ M c /M env ≤ 10 and 10 −3 ≤ R c /R ≤ 10 −1 , we find that the effective temperature is well described by the analytic solution also at late time, while the luminosity L is suppressed by a factor, which may be approximated to better than 20[30]% accuracy up to t = t tr /a by A exp[−(at/t tr ) α ] with
1. INTRODUCTION During a supernova (SN) explosion, a strong radiation mediated shock wave propagates through and ejects the stellar envelope. As the shock expands outwards, the optical depth of the material lying ahead of it decreases. When the optical depth drops below ≈ c/v sh , where v sh is the shock velocity, radiation escapes ahead of the shock and the shock dissolves. In the absence of an optically thick circum-stellar material, this breakout takes place once the shock reaches the edge of the star, producing an X-ray/UV flash on a time scale of R/c (seconds to a fraction of an hour), where R is the stellar radius. The relatively short breakout is followed by UV/optical emission from the expanding cooling envelope on a day timescale. As the envelope expands its optical depth decreases, and radiation escapes from deeper shells. The properties of the breakout and post-breakout cooling emission carry unique information on the structure of the progenitor star (e.g. its radius and surface composition) and on its pre-explosion evolution, which cannot be directly inferred from observations at later time. The detection of SNe on a time scale of a day following the explosion, which was enabled recently by the progress of wide-field optical transient surveys, yielded important constraints on the progenitors of SNe of type Ia, Ib/c and II. For a recent comprehensive review of the subject see Waxman & Katz (2016) .
At radii r close to the stellar surface, δ ≡ (R − r)/R ≪ 1, the density profile of a polytropic envelope approaches a powerlaw form,
with n = 3 for radiative envelopes and n = 3/2 for effi- ciently convective envelopes. Here, ρ 0 ≡ M/(4π/3)R 3 is the average pre-explosion ejecta density, M is the ejecta mass (excluding the mass of a possible remnant), and f ρ is a numerical factor of order unity that depends on the inner envelope structure (see Matzner & McKee 1999; Calzavara & Matzner 2004, and § 2.2, fig. 5 ). The propagation of the shock wave in this region is described by the Gandel'Man-Frank-Kamenetskii-Sakurai self similar solutions (Gandel'Man & Frank-Kamenetskii 1956; Sakurai 1960) , v sh = v s * δ −βn ,
with β = 0.191 [0.186] for n = 3/2 [3] . The value of v s * depends not only on E and M, the ejecta energy and mass, but also on the inner envelope structure, and is not determined by the self-similar solutions alone. Based on numerical calculations, Matzner & McKee (1999) have suggested the approximation v s * ≈ 1.05 f
For large Hydrogen-dominated envelopes the plasma is nearly fully ionized at early time and the opacity κ is nearly time and space independent. In this case, the post-breakout photospheric temperature and bolometric luminosity are given, after significant envelope expansion, by (Waxman et al. 2007; Rabinak & Waxman 2011, hereafter RW11) T ph,RW = 1.61 [1.69] 
The first part of the lower limit, t > R/5v * , is set by the requirement for significant expansion (the shock accelerates to > 5v s * near the surface, Waxman & Katz 2016) , while the second part is set by the requirement that the photosphere penetrates beyond the thickness of the shell at which the initial breakout takes place (where the hydrodynamic profiles deviate from the self-similar ones due to the escape of photons; see eq. (16) of RW11). The upper limit is set by the requirement for emission from shells carrying a fraction δM/M < 10 −2.5 of the ejecta mass, corresponding approximately to δ 0.1 (RW11). The approximation of constant opacity holds for T > 0.7 eV (at lower temperatures the effect of recombination becomes significant, see RW11 and fig. 1 ). At T > 0.7 eV, the ratio of color to photospheric temperature may be approximated by (RW11) T col /T ph ≈ 1.2. In RW11, L and T are given as functions of E/M using the approximation of eq. (3). Here we give L and T as functions of v s * , since this is the quantity that determines directly the emission properties, and hence constrained directly by observations, and since our numerical solutions allow us to determine v s * directly, and hence to quantify the accuracy of the approximation of eq. (3). Also, since our discussion is limited to the regime of time and space independent opacity, we use for L the exact self-similar solution, which is available for this case (Chevalier 1992; Chevalier & Fransson 2008, eqs. 19-20 of RW11), instead of the approximate expressions (eqs. 14-15 of RW11), which differ slightly from the expressions given for L in eqs. (4) Nakar & Sari (2010, NS10) . NS10 derived approximate expressions for the luminosity and temperature of both the breakout and post-breakout cooling emission. For the planar breakout phase, their estimates of L and T exceed those of the exact solutions (Sapir et al. 2011; Katz et al. 2012; Sapir et al. 2013 ) by factors of a few (leading to an overestimate of the optical/UV flux, which is in the Rayleight-Jeans regime at this time, by 1-2 orders of magnitude, e.g. Ganot et al. 2016) . For the spherical post-breakout cooling phase, the NS10 estimate of L(t) is similar to that of RW11 (similar functional dependence on parameters with normalization lower[higher] by 10[40]% compared to the exact self-similar solution of eq. 4 for n = 3/2[3]). The temporal and parameter dependence of the color temperature estimate of NS10 differs from that of RW11, mainly due to neglecting the bound-free absorption contribution to the opacity, which is the dominant contribution at the relevant temperatures (even for low metallicity). Due to the bound-free contribution, which is not described by Kramers' opacity law (and therefore does not follow the parameter dependence of the free-free opacity), T col is closer to T ph than predicted by NS10 (see also the results of Ensman & Burrows 1992 , showing a constant ratio of T col /T ph at late times). For example, for a red supergiant explosion with typical parameters (M = 15M ⊙ , R = 500R ⊙ , E = 10 51 erg), the NS10 color temperature exceeds that of RW11 by 50% at 1 d (3 eV instead of 2 eV), which implies that inferring R from the observed T col using the NS10 model would lead to an over-estimate of the radius by a factor of ≈ 4. Thus, while the approximate NS10 results may be used for an approximate description of the emission, the more accurate results of RW11 are more appropriate for inferring progenitor parameters from observations.
In this paper we use numerical solutions of the postbreakout emission to address two issues. First, we study the applicability of the analytic solution, given by eqs. (4), to nonpolytropic envelopes. Eqs. (4) imply that T is nearly independent of n and essentially determined by R alone, while L is only weakly dependent on n and determined mainly by v 2 s * R. The near independence on n suggests that the properties of the post-breakout cooling emission are nearly independent of the density profile, and therefore that eqs. (4) hold also for nonpolytropic envelopes. We use numerical solutions of the postbreakout emission from non-polytropic envelopes to demonstrate that this is indeed the case. In particular, we show that deviations from polytropic profiles, which are obtained by numerical stellar evolution models such as those explored by Morozova et al. (2016) , do not lead to significant deviations from the predictions of eqs. (4).
Second, we extend the analysis to t ∼ t tr , when the envelope becomes transparent and emission is not limited to δ ≪ 1 shells. At this stage, the emission is expected to depend on the envelope density structure. We present numerical solutions for progenitors composed of compact cores of radius 10 −3 ≤ R c /R ≤ 10 −1 and mass 10 −1 ≤ M c /M ≤ 10 1 , surrounded by extended H-dominated n = 3/2 and n = 3 polytropic envelopes of mass M env = M − M c , and provide analytic approximations describing the deviation from eqs. (4) at late time (in our numerical calculations the entire core mass M c is ejected; the results are not sensitive to the presence of a remnant).
As explained in § 3, T ph and L are given at t ≫ R/v s * by
where f T and f L are R-independent dimensionless functions of the dimensionless variable ξ ≡ cv s * t 2 /κM env , of c/v s * and of a set of dimensionless parameters α i determining the progenitor structure (n, M c /M,R c /R). We use our numerical calculations to determine f L and f T and to study their dependence on α i .
Our approach is complementary to that using numerical calculations to derive the post breakout emission properties for progenitor structures (α i ), which are determined by stellar evolution calculations under specific assumptions regarding processes (like convection and mass loss), for which a basic principles theory does not yet exist. Uncertainties in α i arise due to the absence of such a theory, as reflected in the varying results obtained by different numerical calculations. Our analysis enables us to explore a wide range of progenitor parameters, to determine which characteristics of the emission are not sensitive to uncertainties in α i (due to uncertainties in stellar evolution models), and to determine the dependence on α i of the characteristics which are sensitive to these uncertainties.
This paper is organized as follows. The equations solved and the initial conditions used are described in § 2. We solve the radiation hydrodynamics equations, using the diffusion approximation with constant opacity. The general form of the solutions at t ≫ R/v s * (eq. 6) is derived in § 3. The numerical results are presented in § 4. A summary of the analytic formulae, which provide an approximate description of the post-breakout cooling emission, is given in § 4.3. Doublepeaked SN light curves are discussed in § 5. In § 6 our results are summarized and discussed, with a focus on the implications for what can be learned about the progenitors from postbreakout emission observations.
EQUATIONS AND INITIAL CONDITIONS
2.1. Equations We consider a spherically symmetric non-relativistic flow of an ideal fluid, with pressure dominated by radiation and approximating radiation transport by diffusion with constant opacity. Using Lagrangian coordinates, labeling a fluid element by the mass m enclosed within the radius r at which it is located, the radiation-hydrodynamics equations describing the evolution of the radius r, the velocity v, and the energy density e of a fixed fluid element are
where ρ = (4πr 2 ) −1 ∂ r m is the density, j is the energy flux (energy current density) and p is the radiation pressure. The optical depth is given by τ (r) = ∞ r κρdr ′ . Gravity does not affect the flow of the ejecta significantly, and is therefore neglected.
The equations were solved by a standard leap-frog method on a staggered-mesh, with a fully-implicit solver for the energy equation.
A stationary inner boundary condition, v = 0 and j = 0, and a free surface outer boundary condition, ∂ t v = (κ/c) j and e = 0, were imposed at m = 0 and at m = M, respectively. The bolometric luminosity is not sensitive to the exact choice of the boundary condition at m = M, since it is determined by the diffusion through the optically thick layers (see Sapir et al. 2011) . Invoking an ad-hoc radiation flux-limiter is not required in our numeric calculations, since at τ ≥ 1 the flux is naturally limited at all times to j/ce < 0.5 (at τ < 1 the flux is determined by the flux at τ ≈ 1, approximately satisfying ∇ j = 0, and the energy density is unimportant). This also justifies our choice of the outer boundary conditions (see also Ensman & Burrows 1992) .
Initial conditions
In order to study the late time, t > t δ , behavior, we consider progenitors of radius R and mass M, composed of a uniform density core of mass M c and radius R c ≪ R, surrounded by a polytropic envelope in hydrostatic equilibrium. At t = 0 an energy E is uniformly distributed within r < R c /3 to initiate the "explosion". In these calculations the entire mass M is ejected, hence M represents the ejecta mass (i.e. excluding the mass of a remnant). We consider n = 3/2 and n = 3 envelopes, a wide range of core to envelope masses, 0.1 < M c /(M − M c ) < 10, a wide range of core to envelope radii, 10 −3 < R c /R < 10 −1 , and a wide range of radii, 10 12 cm < R < 5 × 10 13 cm. Figure 2 shows the initial density profiles for several M c /(M − M c ) and R c /R values, while figures 3 and 4 show the pressure and velocity profiles obtained at t ≈ R/v s * . At late times, t > 5R/v s * , the pressure and velocity profiles are not sensitive to the value of R c /R for R c /R < 0.1 (the fractional variations between the R c /R = 0.1, 0.01 and R c /R = 10 −3 solutions are 10, 1%; see also figs. 13 and 14) . In what follows we present results for R c /R = 10 −3 , unless specifically stated otherwise. We note, that the convergence of the initial density profiles to the R c /R = 10 −3 profile is slower for n = 3 compared to n = 3/2 envelopes, see fig. 5 . This, combined with the fact that the core radii of blue supergiants with radiative, n = 3, envelopes may reach R c /R ∼ a few %, implies that the value of f ρ appropriate for such progenitors may depend on R c /R and not only on M c /M. Although the dependence of the properties of the emission on f ρ is weak, the sensitivity of f ρ to R c /R for large R c /R and n = 3 should be kept in mind (e.g. when inferring E/M from v * , see eq. 3 and § 6).
In order to study the dependence of the early time, t < t δ , behavior on deviations from polytropic profiles, we solve the radiation hydrodynamics equations for modified initial density profiles, where the density profile of an n = 3/2 envelope is modified at the outer radii, r > 0.8R, to ρ 0 ∝ δñ with n = 0.5, 1 (keeping a continuous density at r = 0.8R, see fig. 6 ). These modified profiles span the range of density profiles obtained by Morozova et al. (2016) using the MESA and KE-PLER stellar evolution codes at the relevant radii range (see their figure 2). We note, that the KEPLER profiles are not described at the outermost δM/M < 10 −3 shells by a smooth power-law of the form given above. While this deviation may affect the breakout emission, it does not affect the post breakout emission discussed here, produced by deeper shells (see eq. 5 above and eq. 6 of RW11). 
THE GENERAL FORM OF THE SOLUTIONS AT
T ≫ R/v S * The functional dependence of the solutions on R at t ≫ R/v s * may be inferred as follows. Let us compare the solution obtained for some initial conditions, ρ 0 (r), p 0 (r), and v 0 (r) = 0, to a solution obtained for modified initial conditions,ρ 0 (r) = X −3 ρ 0 (r/X),p 0 (r) = X −3 p 0 (r/X),ṽ 0 (r) = 0. E, M and the initial progenitor structure (n, M c /M, R c /R) are the same for both solutions, while R is larger by a factor X for the modified initial conditions. Let us consider first the evolution neglecting photon diffusion. Each fluid element is accelerated first as it is shocked by the shock wave, and then as the fluid expands and converts its internal energy to kinetic energy. The latter stage of acceler- ation ends at t ∼ R/v s * , and the fluid reaches an asymptotic velocity profile, v(m,t) = v f (m), at t ≫ R/v s * . It is straight forward to verify that, neglecting diffusion, the shock velocity profiles of both solutions are the same,ṽ sh (m) = v sh (m), and the asymptotic velocity profiles of both solutions are the same, v f (m) = v f (m).ṽ f (m) = v f (m) further implies that the density profiles at t ≫ R/v s * are also the same,ρ(m,t) = ρ(m,t).
Consider next the pressure. Neglecting diffusion, conservation of entropy implies that the pressure of a fluid element m, p(m,t) is related to the pressure it reached at shock passage,
(note that the shock compresses the fluid density by a factor of 7). Noting thatρ 0 (r) = X −3 ρ 0 (r/X),ṽ sh (m) = v sh (m), and ρ(m,t) = ρ(m,t) we find thatp(m,t) = X p(m,t).
Thus, increasing R by a factor X, keeping E and M fixed, does not change the asymptotic, t ≫ R/v s * , velocity and density profiles and increases the pressure everywhere by a factor X. Photon diffusion leads to modifications of the density and velocity profiles only at the outermost shells, from which radiation may escape at t < R/v s * . This does not affect the solution for the escaping radiation at late time.
Since the asymptotic pressure and energy density are proportional to R, we must have T ∝ R 1/4 and L ∝ R. This implies that T ph and L are given at t ≫ R/v s * by
, where f T and f L are Rindependent dimensionless functions, which can depend only on dimensionless variables constructed of t and κ/c (which appears in the equations), and of the parameters determining the initial and boundary conditions (of which three are dimensional, M, v s * , c). We may choose the dimensionless parameters as ξ ≡ v s * t 2 /(κ/c)M env , c/v s * and a set of dimensionless parameters determining the progenitor structure,
The dimensional parameter c affects the solution of the diffusion equation through the boundary condition for the escaping flux set at τ ∼ 1, beyond which the diffusion approximation does not hold. We expect the dependence on the choice of boundary condition to be weak, see § 2.1, and hence f L to depend on ξ and {α i } only. On the other hand, the location of the photosphere depends on κ, rather than on κ/c, and is therefore given by r ph = f ph (ξ, α i )v s * t, whereξ = ξv s * /c = v 2 s * t 2 /κM env .
4. RESULTS We discuss in § 4.1 some aspects of the hydrodynamic behavior of the solutions, comparing our results to those of earlier work. Our main results, regarding the properties of the emitted radiation, are presented in § 4.2.
At the early stages of the explosion, when the shock propagates through the inner, τ ≫ 1, parts of the envelope, radiation diffusion does not affect the flow significantly. This enables one to reduce the calculation time by dividing the calculations into two stages. At the first stage, a pure hydrodynamic calculation of the explosion is carried out, neglecting radiation diffusion. At the second stage, a full radiation-hydrodynamics calculation is carried out, with initial conditions given by the hydrodynamic profiles obtained following significant expansion of the ejecta.
For the first stage we used a grid which is uniform in radius within the stellar core, and logarithmically spaced in radius within the envelope, with increased resolution towards the stellar surface. This choice has shown the fastest convergence. A nominal grid of 4200 cells was used, with 200 cells within the core and 4000 cells within the envelope, with a minimal spacing of 10 −4 R. Comparing the results with those of calculations with 2100 and 8400 envelope cells, keeping a similar 1/20 ratio of core to envelope cell numbers, we find that all the important envelope parameters (v s * , v(m,t > R/v s * , ρ(m,t > R/v s * and e(m,t > R/v s * ) are converged in the nominal calculations to within 2%.
For the second stage of the calculation, a new grid was chosen, with logarithmic spacing in optical depth and resolution increasing towards the photosphere. A nominal grid of 1000 cells was used, with a minimal optical depth of 0.1. Comparing the results with those of calculations with 2000 and 4000 cells, we find that the bolometric luminosity and effective temperature are converged in the nominal calculations to within 2% and 0.5% respectively. The total energy is conserved to within 1% in all calculations.
Hydrodynamics
Figures 5 and 7 present the dependence on M c /(M − M c ) = M c /M env of f ρ and of v s * , normalized to the approximation suggested by Matzner & McKee (1999) , eq. (3). We find that the approximation of eq. (3) holds to better than 10% for 0.3
1/2 and f ρ = 0.08(M env /M c ) for n = 3/2 and n = 3, implies that, as expected, the relation between v s * and E/M, which characterizes the bulk ejecta velocity, depends on the ejecta structure. In the absence of detailed information on the structure, E/M may be inferred from v s * , which may be determined by early UV observations through eqs. Figures 8 and 9 present the ratio of the final velocity, to which each fluid element is accelerated, to the velocity of the shock passing through this fluid element, f v (m) = v f /v sh , for n = 3/2 and n = 3 respectively. We find that the spherical correction to the planar self-similar dynamics, described by f v and given by eq. 26 of Matzner & McKee (1999) , is accurate for the outer parts of the ejecta. In the inner parts, where the flow deviates from the self-similar solution, f v (m) also deviates from that given by Matzner & McKee (1999) and depends on the detailed structure. such that t/t tr = √ 8πξ (see eq. 6). t tr is the time at which the envelope is expected to become transparent, i.e. satisfying τ ∼ κM env /4πv 2 t 2 = c/v, noting that v f ∼ 2v. Circles denote the time t = R/5v s * , after which the approximation of significant expansion is expected to hold. Results for polytropic envelopes are presented in solid lines, and for modified density profiles in dashed (dash-dotted) lines forñ = 0.5(1). The figures clearly demonstrate that, as expected, the properties of the cooling envelope emission are not sensitive to the details of the density profile near the stellar surface. It should be noted here, that the photosphere lies within the layers of modified initial density at all times shown.
Radiation
While Morozova et al. (2016) show that the prescription of identifying the "luminosity shell" with τ = c/v is inappropriate for shallow density profiles, our numerical results show (4), for n = 3/2. Blue, red and green curves correspond to R = 5 × 10 13 cm with Mc/Menv = 0.1, 1, 10, respectively. Solid lines correspond to polytropic envelopes, while dashed and dash-dotted lines correspond to modified envelopes withñ = 0.5, 1 respectively. Circles denote t = R/5vs * , the time beyond which the solution is expected to be described by eq. (4). Black curves show the results for R = 1 × 10 13 cm (R/5vs * ≈ 2 × 10 −3 ttr) and R = 1 × 10 12 cm (R/5vs * ≈ 2 × 10 −4 ttr) for Mc/Menv = 1 (top curves) and 10 (bottom curves). Note that the validity of the model is limited to times at which T ph > 0.7 eV. that eqs. 4 with n = 3/2 describe L and T also for n < 3/2 envelopes. This can be explained by the weak n dependence of both the luminosity and the temperature (note that the selfsimilar solutions are not physical for n 0.9, where their luminosity diverges at r → 0, Chevalier 1992).
At late time, t > t δ , radiation emerges from inner layers, the properties of which are not well approximated by the selfsimilar solution determined by eqs. (1) and (2) (with postbreakout acceleration given by a fixed value of f v = v f /v s , see figs. 8 and 9). This leads to a suppression of the luminosity below the nearly time independent luminosity given by eq. (4), which is valid for t < t δ . The suppression of L may be approximately described by the analytic expression (obtained by fitting to the numerical results) . The temperature is affected less strongly. For n = 3/2, T eff (t < 0.5t tr ) is smaller than the selfsimilar result by < 10% for M env /M c >> 1 and by < 20% for M env /M c ≤ 1. Figures 15 and 16 present the numerical results for the color temperature, T col , defined as the temperature of the plasma obtained in the numerical calculations (assuming local thermal equilibrium) at the "thermalization depth" r ther , from which photons may diffuse to the photosphere without being absorbed. This radius is estimated as the radius for which the product of scattering and absorption optical depths equals unity, τ sct τ abs ≈ 1 (Mihalas & Mihalas 1984) , approximately 
where κ abs and κ sct are the absorption and scattering opacities. The absorption opacity is determined as k abs = k R − k sct , with a Rosseland mean opacity, k R , given by the TOPS opacity tables (Colgan et al. 2016 ) and k sct evaluated using the number of free electrons provided by the tables 3 . This choice of the mean absorption opacity gives a higher weight to frequency bands where the total cross-section is small, through which radiation more readily escapes. In contrast with RW11, who used pure H:He mixtures, we consider here plasma compositions with solar and 0.1 solar metallicity (Asplund et al. 2009 ). We find that for M c /M env ≤ 1, the ratio of T col , obtained from the numerical calculations, to T ph,RW , given by eq. (4) 
15.-The ratio T col /T ph,RW as a function of T ph,RW for polytropic envelopes with n = 3/2. T ph,RW is given by eq. (4) and T col is calculated from the numerical radiation pressure at the thermalization depth (see text). Blue, red and green curves correspond to R = 5×10 13 cm with Mc/Menv = 0.1, 1, 10, respectively. Black curves show the results for R = 1×10 12 cm for Mc/Menv = 1 (top curves) and 10 (bottom curves). Circles denote t = R/5vs * , the time beyond which the solution is expected to be described by eq. (4). Thick lines correspond to solar metallicity opacity, thin lines to 0.1 solar metallicity. The "noise" in the numerical curves reflects the finite resolution of the determination of the (non-monotonic) temperature dependence of the opacity (obtained through interpolations within the opacity tables). T col /T ph,RW is lower by ≈ 10%. The fact that T col /T ph is close to unity suggests that the deviations from thermal spectra are not large, and that the spectral luminosity per unit wavelength λ may be approximated by eq. (21), see § 4.3. The decrease of T eff below the self-similar result at t ∼ t tr is not reflected in the T col plot of fig. 15 , which shows the evolution only down to 0.7 eV. This is due to the fact that T remains above 0.7 eV up to t ∼ t tr only for very low mass envelopes. For n = 3/2[3], T eff (t = t tr /a) > 0.7 eV for 
RW as a function of T ph,RW for an explosion with n = 3/2, R = 5×10 13 cm, Mc/Menv = 10 and Menv = 1M ⊙ . Thick lines correspond to solar metallicity opacity, thin lines to 0.1 solar metallicity. Circles denote t = R/5vs * , the time beyond which the solution is expected to be described by eq. (4). Squares denote the time t = 0.1ttr.
well below the envelope masses used for the numerical calculations shown in fig. 15 . For low envelope masses and large stellar radii, the late time decrease of T eff , compared to the self-similar solution, is reflected in the color temperature at T > 0.7 eV, as demonstrated in fig. 17. 
4.
3. An analytic description of the post-breakout cooling emission We provide here a summary of the analytic formulae which, based on the comparison of the numerical results with eqs. 4, provide an approximate description of the post-breakout cooling emission at times (see eq. 5)
The bolometric luminosity is described at early time by the self-similar expression (see eq. 4)
with ǫ 2 = 0.086[0.175] for n = 3/2[3]. The luminosity is suppressed at late time by a factor, which may be approximated by 
The spectral luminosity per unit wavelength λ may be approximated by (RW11)
where g BB is the normalized Planck function,
and T col is given by T col /T ph,RW = 1.1[1.0]±0.05 for n = 3/2[3] with weak sensitivity to metallicity in the relevant temperature range (for large radii, R > 10 13.5 cm, and large values of M c /M env , M c /M env = 10, T col /T ph is lower by ≈ 10%; see figs. 15 and 16). T ph,RW is given by eq. (4) The dependence of the results on f ρ is weak. For R c /R ≪ 1, f ρ may be approximated by f ρ = (M env /M c ) 1/2 and f ρ = 0.08(M env /M c ) for n = 3/2 and n = 3 respectively (for progenitors with n = 3 envelopes and large core radii, R c /R ≈ 0.1, f ρ is larger by a factor of ≈ 3 than the value given by this approximation, see fig. 5 ).
The above results are valid for T > 0.7 eV, i.e. for t < 7.4 R 13 κ 0.34 The bolometric light curves of several SNe, mainly of the IIb class (Wheeler et al. 1993; Arcavi et al. 2011; Van Dyk et al. 2014 ) but also some super-luminous SN of type I (see Nicholl & Smartt 2015 , for a recent discussion), show a "double peak" behavior: a first peak at a few days after the explosion, preceding the main SN peak (on time scale of tens of days). It is commonly accepted that the first peak is produced by the post-breakout shock cooling radiation from an extended, R ∼ 10 13 cm, low mass, M ≤ 0.1M ⊙ envelope (Woosley et al. 1994; Bersten et al. 2012; Nakar & Piro 2014; Piro 2015) , which becomes transparent after a few days of expansion, and it is often argued that this extended envelope should be characterized by a non-standard structure, e.g. where the the mass is initially concentrated at r ∼ R (e.g. Nakar & Piro 2014; Piro 2015) (alternatively, proponents of the central engine magnetar models for super-luminous SNe suggested that the first peak in such double-peaked SNe may due to shock breakout from ejecta that was inflated to large radius by the energy output of the magnetar, e.g. Kasen et al. 2015) .
We find that the suppression of L at t = t tr /a may naturally account for double-peaked SN light curves, with a first peak obtained on a few days time scale for M env < 1M ⊙ , without a need for non-standard structure. This is demonstrated in fig. 18 , where the first peaks of some prototypical doublepeaked light curve SNe, LSQ14bdq and 1993J, are reproduced by the post-breakout emission described by eqs. (4) and (14) 1993J] . We note, that the suppression of the bolometric luminosity at t ≥ t tr /a is determined mainly by M env /v * and is not sensitive to the values of R c /R and of M c /M.
The late-time spectrum of LSQ14bdq (taken well after the first peak) shows no evidence for Hydrogen, indicating that our analysis, which is valid for Hydrogen-rich envelopes, may not directly apply to this case (a detailed derivation of an upper limit on the Hydrogen mass in LSQ14bdq is yet to be performed). However, our analysis does provide an approximate description of the emission from a Helium dominated envelope at the relevant times. At 1 eV T 1.7 eV (and the relevant density range) Helium remains singly-ionized and its opacity may be approximated by κ = 0.1 cm 2 g −1 . Thus, using κ = 0.1 cm 2 g −1 our results provide an approximate description of the emission from a He envelope up to ∼ 5 d. At later time the optical flux will continue to decrease due to the decrease in bolometric luminosity. The time dependence of the flux is not expected to be accurately described by our model at late time, due to the variation of the opacity.
We did not carry out a detailed analysis of the allowed range of model parameters, as our main goal was to demonstrate that the suppression of the bolometric luminosity is consistent with a polytropic envelope, and since the two observable quantities (peak time and luminosity) constrain, but do not enable an accurate determination of, the model parameters, {M env , v s * , R/κ}, which determine these observable quantities. In particular, the relation between t tr , which is determined mainly by M env /v s * (see eq. 13), and the peak time, ≈ t tr /a, depends on the envelope structure through the dependence of a on n. The variation of a from ≈ 2 to ≈ 4 between n = 3/2 and 3 implies a factor ∼ 4 uncertainty in inferring M env /v s * (in the absence of additional constraints on the envelope structure).
The values of R, M env and v s * inferred by our analysis are consistent with those inferred by Woosley et al. (1994) for SN 1993J and by Piro (2015) for SN 1993J and LSQ14bdq. Our results show that a non-standard envelope structure (with extended envelope mass concentrated around the outer radius R, e.g. § 3 and fig. 2 of Nakar & Piro 2014) is not required.
6. DISCUSSION 6.1. Early time, t < t δ =few days We have used numerical calculations to demonstrate that the early, t < t δ =few days (see eq. (5)), envelope cooling emission is not sensitive to the details of the density profile of the envelope (see figs. 10-14) . The emission is well described by eqs. (4), with T ph determined mainly by R, and L determined mainly by v 2 s * R. For M c /M env ≤ 1, the ratio of T col (see § 4.2, eqs. (21,22) ), obtained from the numerical calculations, to T ph , given by eq. (4), is 1.1[1.0] ± 0.05 for n = 3/2[3], with weak sensitivity to metallicity in the relevant temperature range (this value is somewhat lower than that obtained in RW11, 1.2, who considered a pure He:H mixture; for large radii, R > 10 13.5 cm, and large values of M c /M env , M c /M env = 10, T col /T ph is lower by ≈ 10%; see figs. 15 and 16).
The weak dependence of the early emission on the density structure, reflected in the very weak dependence of T col /T ph and of L and T in eqs. (4) on n and model parameters other than R and v 2 s * , implies that R and v 2 s * may be inferred accurately and robustly from the observations of the early UV/optical emission.
The approximate relation between v s * and E/M, given by eq. (3), holds to better than 10% for 0.3 < M c /M env < 3 (see fig. 7 ). The dependence of f ρ on n and on M c /M env , approximately given R c /R ≪ 1 by f ρ = (M env /M c ) 1/2 and f ρ = 0.08(M env /M c ) for n = 3/2 and n = 3 (see fig. 5 ), implies that the relation between v s * and E/M depends on the ejecta structure. E/M may be inferred from v s * by E/M = 0.9[0.3]v 2 s * for n = 3/2[3] with 5[30]% accuracy for 0.3 < M c /M env < 3 (for progenitors with n = 3 envelopes and large core radii, R c /R ≈ 0.1, f ρ is larger and E/M = 0.5v 2 s * is a better approximation; see fig. 5 ). Conversely, a comparison of v s * , determined by early UV observations, and E/M, determined by other late time observations (e.g. spectroscopic ejecta velocity), will constrain the progenitor structure. 6.2. Late time, t > t δ We have extended the solutions to t ∼ t tr , see eq. (13), when the emission emerges from deep within the envelope and depends on the progenitor's density profile. The expression given in the abstract for t tr is obtained from eq. (13) using the approximation of eq. (3) for v s * , dropping for the sake of simplicity the dependence on f ρ , t tr = 13 f
3/4 (M/M env ) 1/4 (E/10 51 erg) −1/4 d. We have shown (see § 3) that the dependence of L and T on the progenitor parameters is of the general form of eq. (6), and used the numerical solutions to determine the dimensionless functions f T and f L for polytropic, n = 3/2 and n = 3, envelopes with a wide range of core to envelope mass and radius ratios, 0.1 < M c /(M − M c ) < 10, 0.001 < R c /R < 0.1. We have found that T is well described by the analytic solution also at late time (for low mass envelopes T may drop at late time by ∼ 20% below the analytic prediction, see eq. 16 and fig. 17 ), while L is suppressed by a factor which depends mainly on n (and only weakly on R c /R and M c /M), and may be approximated to ≈ 20% accuracy up to t = t tr /a(n) by the analytic approximations of eq. (14).
For very large progenitors, R > 10 13.5 cm, with low mass envelopes, M env ≤ 1M ⊙ , the separation of the time scales R/v s * and t tr /a is not large, and the analytic expression for L given by eqs. (4), which holds for R/v s * ≪ t ≪ t tr /a, is not accurate at any time. However, as demonstrated in fig. 13 , the approximation for L obtained using eqs. (4) with the suppression factor of eq. (14) is accurate to better than 10% up to t = 0.1t tr also in this case. This implies that Rv 2 s * (and hence v 2 s * ) may be accurately determined from the bolometric luminosity L at early time also for very large progenitors, R > 10 13.5 cm, with low mass envelopes. It is worth noting, that the suppression of L at t > t δ implies that using eqs. (4) to infer R from the luminosity observed at t > t δ would lead to an under estimate of R due to the overestimate of L, as demonstrated in fig. 18 (compare the solid and dashed curves) and as discussed by Rubin et al. (2015) .
We have shown (see fig. 18 ) that the suppression of L at t tr /a(n) obtained for standard polytropic envelopes may account for the first optical peak of double-peaked SN light curves, with first peak at a few days for M env < 1M ⊙ . The suppression of the bolometric luminosity is consistent with the observed behavior, and does not require a non-polytropic envelope with a special structure, e.g. where the the mass is initially concentrated at r ∼ R. The time at which the bolometric luminosity is suppressed corresponds to t tr /a(n) and hence constrains M env /v s * (see eq. (13)), while the luminosity constrains v 2 s * R. It is important to emphasize that these parameters cannot be determined accurately from the observations, since the emission at t > t δ depends on the detailed structure of the progenitor (see discussion at the end of § 5).
Finally, it is important to emphasize that our analysis holds as long as the opacity is approximately that of a fully ionized gas, i.e. for T > 0.7 eV, t < 14R 0.55 13.5 d. At lower temperatures, recombination leads to a strong decrease of the opacity (see fig. 1 ) and the photosphere penetrates deep into the ejecta, to a depth where the temperature is sufficiently high to maintain significant ionization and large opacity, implying that T does not drop significantly below ∼ 0.7 eV. This enhances the dependence on the details of the envelope structure and implies that detailed radiation transfer models are required to describe the emission (our simple approximations for the opacity no longer hold).
6.3. The importance of early UV observations An accurate determination of R requires an accurate determination of T at a time when eq. (4) holds and T depends mainly on R, i.e. when T > 0.7 eV. An accurate determination of T requires, in turn, observations at λ < hc/4T = 0.3(T /1eV) −1 µ, in order to identify the peak in the light curve, which is obtained when T crosses T λ ≈ hc/4λ (or by identifying the spectral peak provided redenning can be corrected for, RW11). Since the emission peaks below 0.3µ for T > 1 eV, UV observations at λ < 0.3 µ (which must be carried out from space) will enable one to reliably determine T and R (and hence also v s * ). On the other hand, observations at λ ≥ 0.44µ (B-band or longer) corresponding to T λ = hc/4λ ≤ 0.7 eV, will not enable one to accurately determine T and R. Observations in the U-band, λ = 0.36µ corresponding to hc/4λ = 0.8 eV, will provide less accurate results than UV observations due to the strong temperature dependence of the opacity at slightly lower temperature.
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