Abstract-A recently proposed active queue management, CHOKe, is stateless, simple to implement, yet surprisingly effective in protecting TCP from UDP flows. We present an equilibrium model of TCP/CHOKe. We prove that, provided the number of TCP flows is large, the UDP bandwidth share peaks at ( + 1) 1 = 0 269 when UDP input rate is slightly larger than link capacity, and drops to zero as UDP input rate tends to infinity. We clarify the spatial characteristics of the leaky buffer under CHOKe that produce this throughput behavior. Specifically, we prove that, as UDP input rate increases, even though the total number of UDP packets in the queue increases, their spatial distribution becomes more and more concentrated near the tail of the queue, and drops rapidly to zero toward the head of the queue. In stark contrast to a nonleaky FIFO buffer where UDP bandwidth shares would approach 1 as its input rate increases without bound, under CHOKe, UDP simultaneously maintains a large number of packets in the queue and receives a vanishingly small bandwidth share, the mechanism through which CHOKe protects TCP flows.
I. INTRODUCTION AND SUMMARY

T
CP IS BELIEVED to be largely responsible for preventing congestion collapse while the Internet has undergone dramatic growth in the last decade. Indeed, numerous measurements have consistently shown that more than 90% of the traffic on the current Internet is still TCP packets, which, fortunately, are congestion controlled. Without a proper incentive structure, however, this state of affair is fragile and can be disrupted by the growing number of nonrate-adaptive (e.g., UDP-based) applications that can monopolize network bandwidth to the detriment of rate-adaptive applications. This has motivated several active queue management schemes, e.g., [2] - [4] , [7] , [9] , [11] , [14] , that aim at penalizing aggressive flows and ensuring fairness. The scheme, CHOKe, of [11] is particularly interesting in that it does not require any state information and yet can provide a minimum throughput to TCP flows. In this paper, we provide an analytical model of CHOKe that explains both its throughput behavior and the spatial characteristics of its leaky buffer that underlies the throughput behavior. The basic idea of CHOKe is explained in the following quote from [11] :
When a packet arrives at a congested router, CHOKe draws a packet at random from the FIFO (first-in-first-out) buffer and compares it with the arriving packet. If they both belong to the same flow, then they are both dropped; else the randomly chosen packet is left intact and the arriving packet is admitted into the buffer with a probability that depends on the level of congestion (this probability is computed exactly as in RED). The surprising feature of this extremely simple scheme is that it can bound the bandwidth share of UDP flows regardless of their arrival rate. Extensive simulation results in [11] show that as the arrival rate of UDP packets increases without bound, their bandwidth share peaks and then drops to zero! It seems intriguing that a flow that maintains a much larger number of packets in the queue does not receive a larger share of bandwidth, as in the case of a regular first-in-first-out (FIFO) buffer. A precise understanding of this phenomenon requires a detailed analysis of the queue dynamics.
We make two contributions. First, we present in Section II a deterministic fluid model that explicitly models both the feedback equilibrium of TCP/CHOKe system and the spatial characteristics of the queue. By making three simplifying approximations to the model, we prove that, provided the number of TCP flows is large, the UDP bandwidth share peaks at when UDP input rate is slightly larger than link capacity, and drops to zero as UDP input rate tends to infinity (Theorems 1 and 2). This result, explained in Section III, has been independently obtained in [10] and [16] using different methods. It explains the simulation results of [11] and raises the question of what produces this throughput behavior.
Our second contribution answers this question by clarifying the spatial characteristics of the leaky buffer under CHOKe. In Section IV, we introduce the concepts of spatial distribution and velocity of packets at different positions in a queue. In a nonleaky FIFO buffer, both quantities are uniform across the queue. As a result, both the buffer occupancy of a flow and its bandwidth share are proportional to its input rate. CHOKe, however, produces a leaky buffer where packets may be dropped as they move toward the head of the queue, leading to nonuniformity in both quantities across the queue. We prove that, as UDP input rate increases, even though the total number of UDP packets in the queue increases, their spatial distribution becomes more and more concentrated near the tail of the queue, and drops rapidly to zero toward the head of the queue (Theorems 4 and 8). Hence, asymptotically, even though UDP packets occupy close to half of the queue (Theorem 5), almost all of them are dropped before they advance to the head (Theorems 2 and 6). In stark contrast to a nonleaky FIFO buffer where UDP bandwidth shares would approach 1 as its input rate increases without bound, under CHOKe, UDP simultaneously maintains a large number of packets in the queue and receives a vanishingly small bandwidth share, the mechanism through which CHOKe protects TCP flows.
Our model can be solved numerically. The numerical solution, the throughput behavior and the spatial properties are accurately validated by the simulation results presented in Section V. We discuss our simulation experiences in Section VI and conclude in Section VII with limitations of this work.
II. MODEL
We focus on the single bottleneck FIFO buffer where packets are queued and drained at a rate of packets per second. The buffer is shared by identical TCP flows and a single UDP flow. 1 All TCP flows have a common round trip propagation delay of seconds. We assume the system is stable and model its equilibrium behavior.
More generally, one can choose more than one packet from the queue, compare all of them with the incoming packet, and drop those from the same flow. This will improve CHOKe's performance, especially when there are multiple unresponsive sources [10] , [11] . Here, we focus on the modeling of a single drop candidate packet. The analysis can be extended to the case of multiple drop candidates.
A. Notations
Quantities (rate, backlog, dropping probability, etc) associated with the UDP flow are indexed by 0. Those associated with TCP flows are indexed by . Since the TCP sources are identical, these quantities all have the same value, and hence we will refer to flow 1 as the generic TCP flow. These are equilibrium quantities which we assume exist.
We collect here the definitions of all the varibles and some of their obvious properties.
Packet backlog from flow , . Total backlog:
. Congestion-based dropping probability. The spatial properties of CHOKe are insensitive to the specific algorithm, such as RED, to compute this probability, as long as it is the same for all flows. In general, for some function as a function of aggregate backlog and queueing delay . The probability that an incoming packet of flow , , is dropped by CHOKe:
Overall probability that a packet of flow , , is dropped before it gets through, either by CHOKe or RED:
(1)
The explanation of (1) is provided later. Source rate of flow , . The spatial properties of CHOKe are insensitive to the specific TCP algorithm, such as Reno or Vegas. In general, for some 1 In this paper, we use "UDP flow" to denote a flow with a constant rate.
function as a function of overall loss probability and queueing delay at equilibrium. 
B. TCP/CHOKe Model
A packet may be dropped, either on arrival due to CHOKe or congestion (e.g., according to RED), or after it has been admitted into the queue when a future arrival from the same flow triggers a comparison. Let be the probability that a packet from flow is eventually dropped. To see why is related to CHOKe and RED dropping probabilities according to (1) , note that every arrival from flow can trigger either 0 packet loss from the buffer, 1 packet loss due to RED, or 2 packet losses due to CHOKe. We assume that these events happen with respective probabilities of , , and . Hence, each arrival to the buffer is accompanied by an average packet loss of We take the overall loss probability to be the packet loss rate . We now justify this probability from another perspective.
Consider a packet of flow that eventually goes through the queue without being dropped. The probability that it is not dropped on arrival is . Once it enters the queue, it takes time to go through it. In this time period, there are on average packets from flow that arrive at the queue. We assume that the probability that this packet is not chosen for comparison is Hence, the overall probability that a packet of flow survives the queue is (2) A simple interpretation of a leaky buffer is as follows: is the source rate of flow and is the rate at which flow enters the queue after CHOKe and congestion-based dropping. This flow splits into two flows: one eventually exits the queue and the other is dropped inside the queue by CHOKe. The rate of the former flow is flow 's throughput and the rate of the latter flow is its leak rate , so that they sum to the input rate . Since the link is fully utilized, the flow throughputs sum to link capacity:
This completes the description of the model. In summary, the independent variable is UDP rate . The ten dependent variables of the model are:
• backlogs of flow , ; total backlog ; • congestion-based dropping probability , CHOKe dropping probabilities , and overall dropping probabilities , ; • TCP rate and queueing delay .
The relations among these variables define our model. For ease of reference, we reproduce these ten equations here.
(6) (7) (8)
Let denote the ten dependent variables. Then the above equations (3)- (9) can be expressed as (10) This can be regarded as implicitly defining in terms of .
We assume, in situations of interest, the following. A1: Given any , there is a unique solution that satisfies (10) . A2: Given any , the solution of (10) is continuous in and that exists. Denote by . A3: The (equilibrium) TCP algorithm is continuous in its arguments. Moreover, when . A4: The congestion-based dropping is continuous in its arguments. Moreover, as . Note that our model and analysis are insensitive to specifics of the algorithms for TCP and congestion-based dropping. They only need to satisfy conditions A3 and A4, which are nonrestrictive: A3 says that the TCP rate is finite if there is any loss, and A4 says that if backlog grows without bound then eventually all incoming packets will be dropped.
C. Numerical Solution of TCP/CHOKe Model
The set of nonlinear equations (3)-(9) that models the TCP/CHOKe system can be solved numerically by minimizing the quadratic cost [using (10) 
with an appropriate choice of positive diagonal weighting matrix . A solution of TCP/CHOKe satisfies . The solution can then be used in the differential equation model described later to solve for spatial properties of the leaky buffer under CHOKe; see Section IV.
Matlab is used to implement the above procedure. The weighting matrix is chosen such that each component in the vector is in the range near the fixed point. A direct search method [8] for multidimensional unconstrained nonlinear minimization implemented in Matlab is used for this optimization problem. The search algorithm is stopped when is smaller than . The solution is accurately validated with ns-2 simulations; see Section V-A.
III. THROUGHPUT ANALYSIS
In this section, we make three approximations to our model. They allow us to readily derive the maximum achievable UDP throughput and a proof that UDP throughput approaches zero as . In Section III-A, we study the detailed dynamics of a leaky buffer that explains the mechanism underlying these macroscopic properties.
A. Three Approximations 1) First Approximation:
Recall that an arrival packet is first subjected to CHOKe dropping, and if it survives CHOKe, then it is subjected to congestion-based dropping (e.g., RED). First, we approximate the system by one in which the order of congestion-based dropping and CHOKe is reversed: a packet is first admitted with probability , and if it is admitted, it is then compared with a packet randomly chosen from the queue and dropped with probability .
With this approximation, the probability that a packet from flow is eventually dropped is no longer given by (3), but (11) To see this, note that every arrival from flow can trigger either 0 packet loss, 1 packet loss due to congestion, or 2 packet losses due to CHOKe. These events happen with respective probabilities of , , and . Hence, each arrival is accompanied by an average packet loss of and hence the overall loss probability in (11) . 2 This implies that the probability that a packet of flow goes through the queue without being dropped is: (12) We now derive this probability from another perspective.
The same reasoning that leads to (2) applies here, except that is now replaced with , so that the overall probability that a packet of flow survives the queue is changed from (2) to (13) Equating in (12) and (13), we have our first (of the three) key equation(s) to compute the maximum UDP throughput: (14) 2) Second Approximation: The second approximation is that is so large that a comparison triggered by a TCP packet arrival never yields a match, i.e., we assume This means that, once in the queue (after congestion-based dropping and initial CHOKe), a TCP packet will never be dropped. The overall dropping probability then reduces to [substitute into (11) ]: (15) More importantly, this provides a simple relation between queueing delay, throughput and backlog. From the condition (7) of full link utilization, the aggregate TCP throughput is . The queueing delay is . The number of TCP packets in the buffer is . Then Little's Theorem implies (16) This is the second key equation for throughput analysis.
3) Third Approximation: The third approximation is that the total backlog is large so that (17) Combining the key (14), (16), and (17) to eliminate , we have (18) where we have used (12) to eliminate . This is the main equation in the proof of Theorem 1.
B. Maximum and Asymptotic Throughput
Let denote the UDP throughput share, , and let denote the maximum achievable UDP share. We now estimate and prove that approaches 0 asymptotically as . These results are also independently obtained in [10] (and [16] ), using a different model.
The maximum UDP bandwidth share is .
2)
It is attained when the UDP input rate after congestionbased dropping is .
3)
In this case, the CHOKe dropping rate for UDP is . Proof: From (12) The next result says that, as UDP rate grows without bound, even though UDP packets occupy up to half of the queue, its throughput drops to zero. This result is also proved in Theorem 6 in Section IV-D using the original model (3)- (9) without the three approximations of this section. Fig. 1 . It illustrates both theorems above.
C. Remarks: Approximate Model
With the first two approximations, the model (3)-(9) with ten dependent variables is simplified to eight dependent variables , with and , and eight equations with the three (3)- (5) for replaced by the single (16) . The approximate model that consists of (3)- (5) for , (6)- (9) and (16) can also be solved numerically using the same method described in Section II-C.
We close this section by presenting another way to derive (14) . The rate of flow is when it first enters the tail of the queue after congestion-based dropping and CHOKe, and it takes seconds for packets to reach the head of the queue. After traveling down the queue for seconds, , the packets arrive at a certain point , where it has been thinned by a factor
[following the same argument that leads to (2) (14) when we approximate by .
IV. SPATIAL CHARACTERISTICS
In this section, we derive the spatial characteristics of the leaky buffer under CHOKe that give rise to the macroscopic properties of maximum and asymptotic throughput proved in Section III.
A. Spatial Distribution and Packet Velocity
If a packet cannot be dropped once it has been admitted into a FIFO queue, then, clearly, the queueing delay and bandwidth share are and
If packets can be dropped while they advance toward the head of the queue, (24) no longer holds, and the queueing delay and bandwidth share depend critically on the spatial characteristics of the queue. The key to their understanding is the spatial distribution of packets in the queue and the flow rate (velocity at which packets move through the queue) at different positions in the queue. We now define these two quantities and relate them to the variables previously defined. Let denote a position in the queue, with being the tail and the head of the queue. In a leaky buffer, the queueing delay of a packet that eventually exits the queue is no longer the backlog it sees on arrival divided by the link capacity. This is because it advances toward the head both when packets in front of it exit the queue and when they are dropped by CHOKe. To model this dynamics, define as the velocity at which the packet at position moves toward the head of the queue:
For instance, the velocity at the head of the queue equals the link capacity,
. Then, the queueing delay is given in terms of as (25) More generally, define, for , by
which can be interpreted as the time for a packet to reach position from position 0. Clearly, . Let be the probability that the packet at position belongs to flow , . As usual, we have for all (27) The average number of flow packets in the entire backlog satisfies
The bandwidth share is the probability that the head of the queue is occupied by a packet from flow :
Note that if the queue is not leaky, then the spatial distribution of packets will be uniform, being independent of position :
for all This, together with (28), implies the bandwidth share in (24), i.e., the bandwidth share depends only on the total number of flow packets in the queue. When the queue is leaky, however, the spatial distribution can be highly nonuniform. The bandwidth share of flow depends on the spatial distribution of packets only at the head of the queue and does not depend directly on the distribution at other positions or the total number of flow packets, in stark contrast to the case of nonleaky buffer. This is the underlying reason why UDP packets can occupy almost half of the queue, yet receiving very small bandwidth share: when UDP rate is high, decreases rapidly from to with ; see Section IV-C. We have completed the definition of spatial distribution and velocity of packets in the queue. We now derive an ordinary differential equation (ODE) model of these quantities.
B. ODE Model of and
We will derive an ODE model for and ; can be obtained from (27) .
Consider a small volume of the (one-dimensional fluid) queue at position . The amount of fluid (packets) in this volume that belongs to flow is , . For instance, , , is the amount of fluid that arrives at the tail of the queue, packets that are not dropped by CHOKe or congestion-based dropping on arrival and admitted into the buffer. Hence,
Another boundary condition is the packet velocity at the head of the queue mentioned above:
Suppose the small volume of fluid (our "tagged packet") arrives at the buffer at time 0, and reaches position at time . During this period , there are packet arrivals from flow , and each of these arrivals triggers a comparison. The tagged packet is selected for comparison with probability each time. We model this by saying that the fluid is thinned by a factor when it reaches position at time . Thus
Note that this is the same argument that leads to (2) . Taking logarithm on both sides and using (26) Hence, the spatial distribution and packet velocity is given by the two-dimensional system of nonlinear differential (35)-(36) with boundary conditions (30) and (31). Since the right-hand sides of (35) and (36) are continuously differentiable in , there exists a unique solution in its interval of existence [12] .
We make an important remark. Given , quantities such as , , are uniquely determined by (10) by assumption A1. At the same time and are uniquely determined by the differential (35) and (36) with boundary conditions (30) and (31). The relations (25) and (28) between these two sets of quantities are not necessarily true a priori. Even though they seem reasonable based on their physical interpretation, they nonetheless remain a postulation:
A5: Relations (25) and (28) hold. Note that (27) holds without assumption and defines .
C. Structural Properties
In this subsection, we prove some structural properties of the velocity and spatial distribution . They are illustrated in Fig. 2 Fig. 2 . The figure also shows the asymptotic properties of and , to which we now turn.
D. Asymptotic Properties
We will prove that and take the form shown in the right-hand column of Fig. 2 We start with a result that says that regardless of the UDP rate , every flow, including UDP flow, occupies less than half of the queue. This implies that asymptotically as , congestion-based dropping probability and queueing delay . These properties are used later to prove the asymptotic UDP throughput and the asymptotic spatial properties of the leaky buffer of CHOKe. Proof: See Appendix E. We summarize these structural properties. First, when is large, the spatial distribution decreases rapidly toward the head of the queue. This means that most of the UDP packets are dropped before they reach the head. It is therefore possible to simultaneously maintain a large number of packets (near the tail) and receive a small bandwidth share, in stark contrast to the behavior of a nonleaky buffer. Indeed, as grows without bound, UDP share drops to 0. Second, the packet velocity is infinite before the position because UDP packets are being dropped at an infinite rate until .
E. Asymptotic Regime
The TCP/CHOKe system is much simpler in asymptotic regime when . To simplify notation, we drop the superscript on in this subsection, though all quantities are limits.
By Theorem 6, UDP share is zero, and . Hence, because of full utilization (7), TCP shares are equal: where . In summary, in asymptotic regime, the TCP/CHOKe model is reduced from ten dependent variables to five variables , determined by the five equations (39)-(41), and (8) and (9) . Given the TCP function in (8) and congestion-based dropping in (9), the system is completely specified and can be solved numerically.
The system is further simplified if we approximate for . Then (41) reduces to
For TCP Reno TCP and RED, we use the following model for and (e.g., [5] 
V. SIMULATION RESULTS
We present three sets of simulation results. The first set illustrates the accuracy of our TCP/CHOKe model (3)-(9) and its macroscopic properties. The second set illustrates the spatial properties proved in Theorems 4 and 8. Both sets use only TCP NewReno. The third set uses TCP Vegas and illustrates that these properties are insensitive to the specific TCP algorithms.
We implemented a CHOKe module in ns-2 version 2.1b9 and have conducted extensive simulations using the network shown in Fig. 3 to study the equilibrium behavior of CHOKe. There is a single bottleneck link from router R1 to router R2 shared by TCP sources and one UDP source. The UDP source sends data at constant rate (CBR). For all NewReno simulations, the link capacity is fixed at Mb/s and the round trip propagation delay is ms. Packet size is 1 kB. Parameters for Vegas simulations are given in Section V-C.
We use RED CHOKe as the queue management with RED parameters: minth packets, maxth packets, . The corresponding analytical model uses (43) for and (44) for , with .
A. Experiment 1: Macroscopic Behavior
We vary UDP sending rate from 0.1 to 10 Mb/s, corresponding to to , and vary the number of TCP flows from 12 to 64, to observe their effect on the equilibrium behavior of TCP/CHOKe. We measure the following quantities: 1) aggregate queue size ; 2) UDP bandwidth share ; 3) TCP throughput as functions of and of . We then solve for these quantities using our analytical model (3)- (9), and the approximate model described in Section III-C. The results, shown in Figs. 4 and 5 , illustrate both the macroscopic behavior of TCP/CHOKe and the accuracy of our analytical models. We now discuss these results in detail.
First, we study the effect of UDP sending rate on queue size and bandwidth allocation. The number of TCP sources is fixed at . As can be seen from Fig. 4 , the aggregate queue length steadily increases as UDP rate rises. UDP bandwidth share rises, peaks, and then drops to less than 5% as increases from to , while the total TCP throughput follows an opposite trend, eventually exceeding 95% of the capacity (not shown). These results match closely those obtained in [11] , and with both the analytical model (3)-(9) and the approximate model of Section III-C. Fig. 4 (b) also displays the UDP bandwidth share measured from the simulations for the cases . It verifies Theorems 1 and 2 which predict that the UDP bandwidth share peaks at around 0.269 and tends to 0 as increases. Simulation and numerical solution using the full model (3)-(9) both show a smaller UDP share than that predicted by the approximate model (Theorem 1). This is because the theorem is derived under three approximations that require large and large . In Section V-C, we will show the corresponding results for TCP Vegas, where and are both larger and the match between simulation and approximate model is better.
Next, we fix Mb/s, , and vary from 12 to 64. Fig. 5 shows the effect of on aggregate queue size and on per-flow TCP throughput . As expected, the queue size increases and per-flow TCP throughput decreases with as the queue becomes more congested. Again, the simulation and analytical results match very well, further validating our model.
B. Experiment 2: Spatial Distribution
This set of results measure the spatial distributions of UDP packets in the set of simulations shown in Fig. 4 , with parameters:
Mb/s, , varies from to . The simulation results, and analytical solutions, are both shown in Fig. 6 . They match well Theorems 4 and 8; compare with Fig. 2(b) in Section IV-C.
To measure the packet distribution from each simulation ( value), we took snapshots of the queue every 100 ms for 300 seconds. From the sample queue sizes , we first calculated the average . The distribution was estimated over this range , as follows. For each , the sample distribution is calculated as where is 1 if the packet in position of the th snapshot is UDP, and 0 otherwise. When [ Fig. 6(a) ], UDP packets are distributed roughly uniformly in the queue, with probability close to 0.08 at each position. As a result, its bandwidth share is roughly 10%. As increase, concentrates more and more near the tail of the queue and drops rapidly toward the head, as predicted by Theorems 4 and 8.
Also marked in Fig. 4(b) are the UDP bandwidth shares corresponding to UDP rates in Fig. 6 . As expected the UDP bandwidth shares in 4 (b) are equal to in Fig. 6 . When , even though roughly half of the queue is occupied by UDP packets, almost all of them are dropped before they reach the head of the queue!
C. Experiment 3: Vegas
In this subsection, we present similar simulations with TCP Vegas and compare with those with TCP NewReno. They illustrate that the qualitative behavior of TCP/CHOKe is insensitive to the specific TCP algorithms. It also shows that Vegas scales better than Reno with respect to link capacity (Vegas simulations used 15 times the link capacity in NewReno simulations), especially under CHOKe. This is because CHOKe increases the overall loss probability, limiting the achievable rate of TCP Reno (see also Section VI). Since TCP Vegas sets its rate based on queueing delay, it does not have this limitation. See [16] for more simulation results with Vegas.
For TCP Vegas, the source rate is related to the round trip time in equilibrium according to (see [6] )
where is a protocol parameter. If the buffer is not leaky, each Vegas source puts number of packets in the queue and hence the total number of TCP packets in the queue is . The original Vegas implementation in ns-2 works poorly in a lossy environment, for two reasons. First, the implementation estimates RTT naively by setting it to the difference between sending time of a packet and receiving time of its ACK. When packets are lost, the ACK may be a duplicate ACK or it may be triggered by the retransmitted packet. A more sophisticated estimation is required when losses are frequent. Second, when there are multiple losses in the same round trip time, which is not infrequent since CHOKe drops two packets every time a comparison yields a match, the Vegas implementation often incurs timeout and slow-start. We re-implemented the Vegas module in ns-2 based on the TCP-NewReno code which better handles losses. There are three major changes. First, we do not estimate RTT with duplicate ACKs, especially with the first and second duplicate ACKs when fast retransmit/fast recover phase is not yet entered. Second, we use the NewReno's fast retransmit and fast recovery code to deal with multiple losses. Third, we change the Vegas code such that it does not halve the sending window when there is a loss.
For all Vegas simulations, the link capacity is fixed at Mb/s the round-trip propagation delay is ms, the number of (identical) TCP Vegas flows is . We set packets for all Vegas flows. We use RED CHOKe as the queue management with RED parameters: ( packets, packets, ). Packet size is 1 kB. Simulation time is 20 s.
We vary UDP sending rate from Mb/s to Mb/s. We measure the UDP bandwidth share and aggregate queue length , and compare them with the numerical solutions of the full model (3)- (9) and those of the approximate model described in Section III-C. The results are shown in Fig. 7 . Comparison of this with Fig. 4 for NewReno simulations confirms that the qualitative behavior of TCP/CHOKe is insensitive to TCP algorithms. Theorems 1 and 2 predict that the UDP bandwidth shares peaks at around 0.269 and tends to 0 as increases. Fig. 7 (b) also displays the UDP share from simulations with . As mentioned in Section V-A, both simulation and numerical solution of the full model (3)- (9) yield a smaller maximum UDP throughput than predicted, because of the three approximations used in deriving the theorems. Since the number of flows is larger in Vegas simulations than in NewReno simulations , and the queue length is larger in Vegas simulations than in NewReno simulations [compare Fig. 7(a) with Fig. 4(a) ], the match between simulation and Theorem 1 is better for Vegas than for NewReno [compare Fig. 7(b) with Fig. 4(b) ].
VI. DISCUSSION
Our model captures well the equilibrium behavior of CHOKe under the assumption that the queue size is between and . This holds if is sufficiently small or is sufficiently large. A sample queue size from a NewReno simulation is shown in Fig. 8 , where indeed the queue size fluctuates around a level much larger than pkts. This may not hold for small . With smaller , each TCP source gets a larger bandwidth share, which requires a lower dropping probability. However, when CHOKe is active, it imposes a lower bound on the dropping probability: from (1) (45) where the last inequality follows from (5) and the fact that UDP packets occupy at most half of the queue [Theorem 5(1)].
We can estimate the minimum with which CHOKe is always active. Approximate the TCP function in (43) by Combining with (45) to get When UDP sending rate is large, TCP flows take almost all the bandwidth, so . Around , queueing delay is roughly . Putting all these together, the minimum number of TCP flows required for CHOKe to remain active is roughly Using the same parameters as in Section V, we can estimate the minimal to be 8.08. When , queue size oscillates around packets, constantly turning CHOKe on and off, as shown in Fig. 9 (compare with Fig. 8) . When is small, the equilibrium model in Section II no longer holds. The same phenomenon is observed when increases (with fixed ). The lower bound on dropping probability when CHOKe is active, , eventually prevents TCP flows from making full use of the available capacity. A positive effect is that the queue length is controlled to stay around .
We have also simulated with more than one UDP flows, and with Back CHOKe (where an arrival is always compared with the packet at the tail of the queue) and Front CHOKe (where an arrival is always compared with the packet at head of the queue) [11] . When there is more than one UDP flow, CHOKe may not be as effective in protecting TCP traffic and UDP flows may take a larger bandwidth share at high sending rate. The throughput behavior of CHOKe variants, where burstiness has a much stronger effect, can be quite different from that of the original CHOKe. For instance, with Back CHOKe, once admitted into the buffer, a packet will not be dropped. When the UDP input rate is high, all packets in the same burst of UDP arrivals will be dropped, except possibly the last packet when the burst has odd number of packets. As a result the UDP share remains small (in fact close to 1/3 if the number of TCP flows is large) and the queue oscillates around .
VII. CONCLUSION
We have developed a model of CHOKe that includes the feedback equilibrium of TCP/CHOKe and a detailed modeling of the queue dynamics. We prove that as UDP input rate increases, its bandwidth peaks at when UDP input rate is slightly larger than link capacity, and drops to zero as UDP input rate tends to infinity. To explain this phenomenon, we have introduced the concepts of spatial distribution and velocity of packets in the queue. We prove structural and asymptotic properties of these quantities that make it possible for UDP to simultaneously maintain a large number of packets in the queue and receive a vanishingly small bandwidth share, the mechanism through which CHOKe protects TCP flows.
Finally, we remark that CHOKe algorithm may be constantly turned on and off when the link capacity is high or the number of TCP sources is small. This can prevent TCP flows from making full use of available capacity but regulate the queue size to around .
Our model applies only to the equilibrium behavior of TCP/CHOKe which presumes an asymptotically stable system. It is restricted to the simple case of homogeneous TCP flows, a single UDP flow, a single drop candidate, at a single bottleneck link. It would be interesting to extend the analysis to a more general setting. The technique presented here may also be applicable to analyzing other types of leaky buffer.
APPENDIX
A. Proof of Theorem 3
Using (27) • : Then for and for . Hence, is strictly concave decreasing before the inflexion point and strictly convex decreasing after.
C. Proof of Lemma 7
We will show that the numerator of (37) 
