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“O conhecimento existe de duas formas:
sem vida, armazenado em livros,
e vivo na conscieˆncia dos homens.
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a forma essencial; a primeira,
por mais indispensa´vel que seja,
ocupa apenas uma posic¸a˜o inferior”.
Albert Einstein

Resumo
Nos u´ltimos anos, em virtude da complexidade crescente das teorias de
cordas como candidatas a` unificac¸a˜o das interac¸o˜es fundamentais da natureza,
tem havido um interesse renovado na teoria quaˆntica de spins altos como um
formalismo covariante natural para acomodar o espectro de part´ıculas no Mo-
delo Padra˜o e teorias quaˆnticas da gravitac¸a˜o, bem como suas contrapartidas
supersime´tricas.
Nesta dissertac¸a˜o, apresentamos uma revisa˜o sistema´tica do formalismo
subjacente a` teoria de spins altos, ancorado no grupo de Poincare´, que corres-
ponde ao grupo de simetria da mecaˆnica quaˆntica relativ´ıstica. Estudamos as
construc¸o˜es de Bargmann-Wigner, Weinberg e Majorana, as quais da˜o origem
a equac¸o˜es de onda covariantes para part´ıculas de spins arbitra´rios, e examina-
mos, em particular, os casos referentes a spins 1/2 e 1, enfatizando em especial
a equac¸a˜o DKP para bo´sons massivos de spin 0 e 1 bem como a equac¸a˜o para
o fo´ton proposta por Majorana e Oppenheimer (MO). Neste contexto, propo-
mos uma equac¸a˜o linear ana´loga a MO, denominada PMO, correspondente a`s
equac¸o˜es de Proca e investigamos sua estrutura alge´brica.
Examinamos tambe´m o limite na˜o relativ´ıstico das equac¸o˜es DKP e PMO
atrave´s de transformac¸o˜es de Foldy e Wouthuysen, nos cena´rios de part´ıcula
livre e envolvendo acoplamento com um campo eletromagne´tico externo.
Palavras-Chave: spins altos, equac¸o˜es de Bargmann-Wigner, equac¸o˜es de
onda covariantes, transformac¸o˜es de Foldy-Wouthuysen.

Abstract
In the recent past years, in virtue of the increasing complexity of string the-
ories as candidates to the unification of the fundamental interactions of Nature,
it has grown a renewed interest in the quantum theory of higher spins as a natu-
ral covariant formalism to accommodating the particle spectra in the Standard
Model and quantum theories of gravitation, as well as their supersymmetric
counterparts.
In this dissertation, we present a sistematic review of the formalism of the
theory of higher spins, grounded on the Poincare´ group, which corresponds to
the symmetry group of relativistic quantum mechanics. We study the cons-
tructs of Bargmann-Wigner, Weinberg and Majorana, leading to wave equati-
ons for particles of arbitrary spins, and examined, in particular, the cases of
spins 1/2 and 1, focusing particularly on the DKP equation for massive bosons
of spin zero and unity as well as on the equation proposed by Majorana and
Oppenheimer (MO) for the photon. In this context, we propose a linear equa-
tion similar to MO, called PMO, corresponding to the Proca equations and
investigate its algebraic structure.
Also, we examined the nonrelativistic limit of DKP and PMO equations
through the Foldy and Wouthuysen transformations, in the scenarios involving
free particles and the coupling with an electromagnetic external field.
Keywords: higher spins, Bargmann-Wigner equations, covariant wave
equations, Foldy-Wouthuysen transformations.
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Introduc¸a˜o
Ha´ quase treˆs de´cadas a teoria de cordas vem ocupando posic¸a˜o de desta-
que em f´ısica teo´rica de altas energias como forte candidata a` unificac¸a˜o das
interac¸o˜es fundamentais, enfatizando em especial a incorporac¸a˜o da gravitac¸a˜o
a`s interac¸o˜es eletromagne´tica, nuclear fraca e forte. Entretanto, devido a` com-
plexidade inerente ao pro´prio formalismo subjacente a esta teoria, propostas
alternativas tambe´m veˆm sendo investigadas e algumas resgatadas, como a
teoria de spins altos.
A teoria de spins altos compreende um formalismo para a descric¸a˜o de
part´ıculas de spins arbitra´rios, assim como suas interac¸o˜es, alicerc¸ado no grupo
de simetria da teoria quaˆntica relativ´ıstica (grupo de Poincare´). Este forma-
lismo culmina na construc¸a˜o de equac¸o˜es de onda relativ´ısticas lineares que
governam a dinaˆmica das part´ıculas e nos fornece um cena´rio atraente para
o estudo das interac¸o˜es fundamentais, permitindo investigar inclusive a teoria
da gravitac¸a˜o, na aproximac¸a˜o linear, sob o prisma do gra´viton, o qual cor-
responde a uma part´ıcula de spin 2 que atua como mediadora da interac¸a˜o
gravitacional (ana´loga ao fo´ton, na QED)1.
O primeiro a conjecturar a possibilidade de se construir equac¸o˜es de onda
lineares de primeira ordem para part´ıculas de spins quaisquer foi Dirac. Em
seu ce´lebre artigo de 1928 [1], Dirac propoˆs uma equac¸a˜o relativ´ıstica de pri-
meira ordem para descrever fe´rmions de spin 1/2 atrave´s de um me´todo bas-
tante peculiar (e engenhoso), “extraindo as ra´ızes” da equac¸a˜o relativ´ıstica de
energia-momento E2 = p2 +m2 (em unidades naturais). O expressivo sucesso
da equac¸a˜o de Dirac o incentivou a investigar sua generalizac¸a˜o e impulsionou a
procura por equac¸o˜es para part´ıculas de spins mais altos, embora na˜o houvesse
na e´poca um formalismo adequado para subsidiar este projeto, que so´ pode ser
retomado anos mais tarde.
1Contudo, a teoria de spins altos na˜o nos permite discutir a unificac¸a˜o das interac¸o˜es
fundamentais, visto que a interac¸a˜o gravitacional e´ essencialmente na˜o linear e na˜o pode ser
acomodada em sua forma geral neste formalismo.
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2A equac¸a˜o de Dirac revelou a necessidade de se introduzir o formalismo
da teoria de grupos no contexto da mecaˆnica quaˆntica relativ´ıstica, visto que
os campos que descrevem os fe´rmions nesta equac¸a˜o sa˜o, de fato, spinoriais.
Dessa forma, a sistematizac¸a˜o da linguagem de representac¸o˜es spinoriais em
mecaˆnica quaˆntica adquiriu grande importaˆncia para o desenvolvimento da te-
oria e reuniu os esforc¸os de renomados pesquisadores da e´poca, culminando
com os trabalhos de van der Waerden e Weyl [50], [51]. Sob esta perspectiva,
Laporte e Uhlenbeck [02] efetuaram em 1931 a ana´lise spinorial da equac¸a˜o de
Dirac, reconstruindo a equac¸a˜o de primeiros princ´ıpios, no contexto da lingua-
gem de spinores.
Em meio a este per´ıodo de consolidac¸a˜o da teoria de grupos no cena´rio da
f´ısica, Majorana concebeu em 1932 a primeira proposta para a teoria de spins
altos [20]. Em seu trabalho pioneiro, Majorana recorreu a representac¸o˜es de
dimenso˜es infinitas do grupo de Lorentz homogeˆneo para construir os estados
de part´ıcula e extrair o espectro de massa da teoria2. Entretanto, este trabalho
permaneceu desconhecido por grande parte da comunidade cient´ıfica da e´poca,
por razo˜es diversas (conforme discutido em [21]).
No mesmo per´ıodo, em 1931, Majorana e Oppenheimer propuseram de
forma independente uma equac¸a˜o para o campo eletromagne´tico (spin 1) nos
mesmos moldes da equac¸a˜o de Dirac [16],[17],[18], seguindo um procedimento
construtivo alheio a` teoria de spinores. Em 1939, Kemmer tambe´m construiu
uma equac¸a˜o para me´sons (spins 0 e 1) a` semelhanc¸a da equac¸a˜o de Dirac [09],
a` luz dos trabalhos de Petiau e Duffin [07], [08], adotando um procedimento
emp´ırico e abdicando do formalismo spinorial.
A busca por equac¸o˜es relativ´ısticas para spins arbitra´rios estendeu-se ainda
durante toda a de´cada de 1940, sendo objeto de estudo de pesquisadores ilustres
como Pauli, Fierz e de Broglie [03], [04], [05], entre outros. Contudo, a cons-
truc¸a˜o de um formalismo padra˜o para a teoria de spins altos so´ foi poss´ıvel apo´s
a conclusa˜o de um a´rduo estudo das representac¸o˜es (unita´rias) de dimensa˜o in-
finita do grupo de Poincare´, iniciado por Majorana, culminando nos trabalhos
de Bargmann e Wigner [27], [06].
Em 1964, Weinberg propoˆs uma abordagem distinta do formalismo padra˜o
de Bargmann e Wigner, examinando a possibilidade de construc¸a˜o de propa-
gadores para part´ıculas de massa na˜o nula e spins arbitra´rios no contexto da
teoria da matriz S [11] e obtendo, como subproduto na˜o menos importante, as
equac¸o˜es que governam os campos quaˆnticos representativos das part´ıculas3.
2Contudo, a proposta de Majorana apresentava algumas inconsisteˆncias, como o resultado
de que a massa das part´ıculas cresce na raza˜o inversa de seus spins, sugerindo que part´ıculas
de spins altos sa˜o mais esta´veis (em contraposic¸a˜o a`s evideˆncias experimentais).
3As equac¸o˜es obtidas por este formalismo de Weinberg sa˜o lineares, pore´m de ordens
3Recentemente, novo interesse vem sendo dispensado a` investigac¸a˜o do cena´-
rio da teoria de spins altos por parte da comunidade cient´ıfica, principalmente
no contexto da teoria quaˆntica de campos e da gravitac¸a˜o. Portanto, nosso
objetivo nesta dissertac¸a˜o consiste em efetuarmos uma revisa˜o pontuada da
construc¸a˜o dessa teoria, enfatizando em particular os casos massivos de spin 1/2
e 1 e visando contribuir com algumas discusso˜es referentes a temas correlatos.
No cap´ıtulo 1, apresentaremos um breve resumo dos principais resultados
da teoria de Dirac, que serve de mate´ria-prima para a construc¸a˜o de equac¸o˜es
para spins mais altos, e introduziremos o formalismo de Bargmann e Wigner.
A seguir, no cap´ıtulo 2, construiremos a equac¸a˜o DKP (Duffin-Kemmer-
-Petiau) via Bargmann-Wigner e exibiremos suas principais propriedades. Apre-
sentaremos tambe´m uma equac¸a˜o para o fo´ton, constru´ıda de maneira original
nesta dissertac¸a˜o (e convergindo para a proposta de Harish-Chandra [10]), que
preserva a a´lgebra das matrizes DKP e discutiremos a inequivaleˆncia entre esta
equac¸a˜o e a teoria DKP no limite ultrarelativ´ıstico (em que p2 >> m2). Neste
mesmo cap´ıtulo, abordaremos ainda o formalismo de Weinberg, com o intuito
de oferecer uma leitura alternativa (e mais moderna) da teoria de spins altos.
No cap´ıtulo 3 apresentaremos a transformac¸a˜o de Foldy-Wouthuysen [12], a
qual nos permite acessar o limite na˜o relativ´ıstico das equac¸o˜es de onda atrave´s
de um procedimento iterativo envolvendo uma transformac¸a˜o unita´ria. Exami-
naremos as equac¸o˜es de Dirac e DKP atrave´s deste procedimento nos cena´rios
de part´ıcula livre e envolvendo a interac¸a˜o com um campo eletromagne´tico
externo (fraco).
Por fim, no cap´ıtulo 4, discutiremos a equac¸a˜o proposta por Majorana e
Oppenheimer para o fo´ton e conjecturaremos a respeito de uma poss´ıvel ex-
tensa˜o desta proposta para acomodar as equac¸o˜es de Proca, resultando em uma
equac¸a˜o que denominamos de PMO. Investigaremos a estrutura alge´brica que
emerge desta equac¸a˜o e discutiremos sua interpretac¸a˜o f´ısica. Examinaremos
ainda o limite na˜o relativ´ıstico desta equac¸a˜o atrave´s da transformac¸a˜o FW
(Foldy-Wouthuysen) nos casos livre e com acoplamento eletromagne´tico.
Para maior autoconsisteˆncia da presente monografia, nos apeˆndices A e B
apresentamos uma breve introduc¸a˜o aos grupos de Lorentz e Poincare´, reunindo
apenas os conceitos e resultados necessa´rios para as discusso˜es alinhavadas nos
cap´ıtulos. No apeˆndice C abordamos sucintamente algumas propriedades da
func¸a˜o de Pauli-Jordan, destacando seu papel no contexto da microcausalidade,
discutida na construc¸a˜o do formalismo de Weinberg abordada no cap´ıtulo 2.
O apeˆndice D e´ reservado para a exposic¸a˜o da se´rie BCH (Baker-Campbell-
-Hausdorff), sobre a qual esta´ ancorado o procedimento iterativo da trans-
formac¸a˜o FW.
superiores, sendo o caso de spin 1/2 o u´nico que apresenta equac¸o˜es de primeira ordem.
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Cap´ıtulo 1
A Equac¸a˜o de Dirac e o
Formalismo de
Bargmann-Wigner
Nosso objetivo neste cap´ıtulo consiste em revisar o formalismo subjacente
a` equac¸a˜o de onda relativ´ıstica para part´ıculas de spin 1/2 bem como o proce-
dimento de Bargmann-Wigner para a construc¸a˜o de equac¸o˜es para spins mais
altos.
1.1 A Equac¸a˜o de Dirac
A equac¸a˜o de Dirac corresponde a` equac¸a˜o de onda linear covariante para
fe´rmions de spin 1/2, proposta em 1928. O formalismo de spinores consti-
tui o cena´rio ideal para a construc¸a˜o desta equac¸a˜o de onda, pois estes obje-
tos geome´tricos sa˜o realizac¸o˜es das representac¸o˜es irredut´ıveis do grupo de
Lorentz (homogeˆneo) que corresponde ao subgrupo principal do grupo de
Poincare´, o grupo de simetria subjacente a` mecaˆnica quaˆntica relativ´ıstica.
Consideremos, enta˜o, uma part´ıcula livre com energia e momento expressos
pela relac¸a˜o relativ´ıstica usual (em unidades naturais):
E2 = p2 +m2,
ou, definindo o quadrivetor momento pµ = (E, ~p),
pµpµ = m
2. (1.1)
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6 CAPI´TULO 1. O FORMALISMO DE BARGMANN-WIGNER
Assim, o quadrivetor pµ carrega toda informac¸a˜o cinema´tica (a menos do
momento angular) da part´ıcula e, portanto, como buscamos uma equac¸a˜o linear
para descrever uma part´ıcula livre de spin 1/2, o u´nico operador que comparece
nesta equac¸a˜o e´ o operador de quadrimomento pˆµ = i∂µ. A representac¸a˜o
spinorial deste operador pode ser constru´ıda com base na equac¸a˜o (A.22):
pˆαβ˙ = σαβ˙µ pˆ
µ, (1.2)
onde α, β˙ = 1, 2 sa˜o ı´ndices spinoriais e µ = 0, 1, 2, 3 ı´ndice tensorial.
Explicitando as componentes de (1.2) temos

pˆ11˙ = p0 + p3,
pˆ12˙ = p1 − ip2,
pˆ21˙ = p1 + ip2,
pˆ22˙ = p0 − p3.
Podemos ainda escrever (1.2) em forma matricial como segue:
pˆs = pˆ
0I + ~σ.~ˆp, (1.3)
onde o ı´ndice s subscrito indica que o operador pˆs que comparece do lado
esquerdo e´ spinorial, ao passo que os operadores pˆ do lado direito sa˜o os ope-
radores de quadrimomento usuais.
Utilizando (A.14),(A.18) e (1.2), constru´ımos o operador spinorial covari-
ante pˆαβ˙ :
pˆαβ˙ = CαµCβ˙ν˙ pˆ
µν˙
= CαµCβ˙ν˙σ
µν˙
ρ pˆ
ρ.
⇒ pˆαβ˙ = σρ;αβ˙ pˆρ, (1.4)
ou, em forma matricial
ˆ˜ps = pˆ
0I − ~σ.~ˆp, (1.5)
onde o s´ımbolo til indica que os ı´ndices spinoriais de ˆ˜ps sa˜o covariantes (con-
forme convenc¸a˜o introduzida no apeˆndice A).
Ale´m de exigir invariaˆncia sob transformac¸o˜es de Lorentz (TL), e´ inte-
ressante construirmos uma equac¸a˜o de onda invariante tambe´m sob trans-
formac¸o˜es de paridade. A transformac¸a˜o de paridade consiste na inversa˜o
das coordenadas espaciais, i.e., xi → −xi. Esta transformac¸a˜o pertence a um
setor do grupo de Lorentz desconexo do setor orto´crono pro´prio (apeˆndice A),
por isso na˜o comuta com as transformac¸o˜es do grupo de Lorentz restrito (Lp).
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Assim, as componentes de um quadrispinor ξµ na˜o podem ser transformadas
em mu´ltiplos do pro´prio ξµ sob a atuac¸a˜o de uma transformac¸a˜o de paridade,
o que exige a introduc¸a˜o de outra classe de spinores ηµ˙ para construirmos um
sistema de equac¸o˜es que seja invariante sob este tipo de transformac¸a˜o. Com
efeito, supondo que Pξµ = λξµ, enta˜o, se L e´ uma transformac¸a˜o de Lorentz
que leva a um referencial com velocidade ~v e L
′
e´ uma transformac¸a˜o que leva
a um referencial com velocidade −~v, temos que PL = L′P (como pode ser
facilmente verificado usando um boost de Lorentz infinitesimal na direc¸a˜o z,
por exemplo) e, dessa forma, resulta PLξµ = λ1(Lξ
µ) e L
′
Pξµ = λ2L
′
ξµ, de
modo que L
′
ξµ = λ1λ2Lξ
µ, o que na˜o procede pois as transformac¸o˜es L
′
e L na˜o
sa˜o proporcionais.
Sendo assim, o quadrispinor ξµ deve se transformar, sob paridade, em ou-
tro quadrispinor ηµ˙ cujas propriedades de transformac¸a˜o sa˜o diferentes (vide
apeˆndice A e refereˆncia [29]):
P : ξµ → iηµ˙, ηµ˙ → iξµ, (1.6)
onde o fator i foi escolhido por convenieˆncia.
Precisamos tambe´m das leis de transformac¸a˜o dos quadrispinores ξµ e η
µ˙:
P : ξβ → −iηβ˙ , ηβ˙ → −iξβ . (1.7)
Estas equac¸o˜es seguem naturalmente de (1.6). De fato, observemos que
usando (A.14) e (A.18) na primeira relac¸a˜o de (1.6), segue:
Cµβξβ → i Cµ˙β˙︸︷︷︸
=−Cµ˙β˙
ηβ˙
⇒ ξβ → −iηβ˙ ;
e, de forma ana´loga, temos ηβ˙ → −iξβ .
Com base nas considerac¸o˜es discutidas nos para´grafos anteriores com relac¸a˜o
a`s simetrias de Lorentz e paridade, propomos o seguinte sistema de equac¸o˜es:{
pˆαβ˙ηβ˙ = mξ
α,
pˆαβ˙ξ
α = mηβ˙ ,
(1.8)
onde m e´ um paraˆmetro dimensional.
Verifica-se facilmente que o sistema (1.8) e´ covariante por construc¸a˜o e
tambe´m invariante sob transformac¸a˜o de paridade. Com efeito, usando (A.20)
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e (A.21), temos para a primeira equac¸a˜o em (1.8):
(pˆαβ˙ηβ˙)
′
= AαµA
∗β˙
ν˙ pˆ
µν˙ A∗β˙
λ˙︸ ︷︷ ︸
=(A∗)−1λ˙β˙
ηλ˙
= Aαµ(A
∗)−1
λ˙
β˙A
∗β˙
ν˙ pˆ
µν˙ηλ˙
= Aαµ p
µλ˙ηλ˙︸ ︷︷ ︸
=mξµ
= mAαµξ
µ
= mξ
′α,
de modo que a equac¸a˜o e´ invariante sob transformac¸a˜o de Lorentz (a demons-
trac¸a˜o da covariaˆncia da segunda equac¸a˜o do sistema (1.8) e´ absolutamente
similar). Com relac¸a˜o a` paridade obtemos:
(pˆαβ˙ηβ˙)
′
= ((−i)ipˆα˙β) (iξβ)
= i pˆα˙βξ
β︸ ︷︷ ︸
=mηα˙
= mξ
′α.
Logo, esta equac¸a˜o tambe´m e´ invariante sob esta transformac¸a˜o (mostra-se de
modo semelhante que a segunda equac¸a˜o do sistema (1.8) tambe´m e´ invariante
por paridade).
Agora, observemos ainda que, eliminando ηβ˙ no sistema (1.8), temos
pˆαβ˙ pˆλβ˙ξ
λ = m2ξα,
pore´m, usando (A.24), segue
pˆµpˆ
µξα = m2ξα.
Assim, o paraˆmetro dimensional m deve ser interpretado como a massa da
part´ıcula, de modo que a equac¸a˜o acima corresponde a` relac¸a˜o relativ´ıstica
de energia-momento (1.1). Efetuando o procedimento padra˜o de “primeira
quantizac¸a˜o”, a equac¸a˜o acima assume a forma usual conhecida como equac¸a˜o
de Klein-Gordon:
(∂µ∂
µ +m2)ξα = 0. (1.9)
Naturalmente, o spinor ηβ˙ tambe´m satisfaz a equac¸a˜o de Klein-Gordon.
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A partir das equac¸o˜es (1.3) e (1.5) podemos reescrever o sitema (1.8) na
forma matricial a seguir: {
(pˆ0I + ~σ.~ˆp) ˙˜η = mξ,
(pˆ0I − ~σ.~ˆp)ξ = m ˙˜η. (1.10)
Este sistema de equac¸o˜es compo˜e a representac¸a˜o spinorial da equac¸a˜o
de Dirac.
Os quadrispinores ξα e ηα˙ sa˜o conhecidos como spinores de Weyl e as
componentes de cada um destes spinores sa˜o func¸o˜es de onda associadas a`s
projec¸o˜es ±1/2 da componente z do spin da part´ıcula (ξ1 e η1˙ associam-se a`
projec¸a˜o +1/2; ξ2 e η2˙ a` projec¸a˜o −1/2).
Embora nosso objetivo neste trabalho esteja voltado a` ana´lise do limite
na˜o-relativ´ıstico das equac¸o˜es de onda para fe´rmions e bo´sons de spin 1/2 e 1,
respectivamente, gostar´ıamos de enfatizar um resultado para fe´rmions de spin
1/2 no limite ultrarrelativ´ıstico.
Com base no sistema (1.10) obtemos, para m → 0 (que corresponde ao
regime ultrarrelativ´ıstico p2 >> m2), as equac¸o˜es de Weyl:{
(pˆ0I + ~σ.~ˆp) ˙˜η = 0,
(pˆ0I − ~σ.~ˆp)ξ = 0,
ou, trabalhando na representac¸a˜o dos momentos{
(E + ~σ.~p) ˙˜η = 0,
(E − ~σ.~p)ξ = 0, (1.11)
onde E e ~p sa˜o os autovalores de energia e momento.
Pore´m, a relac¸a˜o de energia-momento neste regime fica expressa por E =
± |~p|. Desta forma, o sistema (1.11) fica:{
(~σ.~p/ |~p|) ˙˜η = ∓ ˙˜η,
(~σ.~p/|~p|)ξ = ±ξ.
Definindo o operador de helicidade Λˆ = 12~σ.nˆ, onde nˆ =
~p
|~p| e´ o versor na
direc¸a˜o de propagac¸a˜o da part´ıcula, observa-se que os quadrispinores ˙˜η e ξ sa˜o
autovetores de helicidade com autovalores ±1/2, respectivamente. A helicidade
da part´ıcula e´ constante de movimento neste regime ultrarrelativ´ıstico!
Nesta discussa˜o a respeito do limite ultrarrelativ´ıstico para a equac¸a˜o de
Dirac, gostar´ıamos de ressaltar que, embora seja um fato bastante conhecido,
as respectivas equac¸o˜es de Weyl sa˜o naturalmente desacopladas com relac¸a˜o
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aos spinores ˙˜η e ξ. No cap´ıtulo 3, discutiremos a transformac¸a˜o de Foldy-
-Wouthwysen (FW) e verificaremos que no caso da equac¸a˜o de Dirac para
a part´ıcula livre e´ poss´ıvel encontrarmos uma transformac¸a˜o unita´ria que de-
sacopla exatamente os spinores ˙˜η e ξ em qualquer escala de energia.
Entretanto, no limite ultrarrelativ´ıstico, os spinores permanecem desaco-
plados inclusive no caso em que temos um campo eletromagne´tico externo
aplicado. De fato, efetuando a substituic¸a˜o cla´ssica de acoplamento mı´nimo
(pˆµ → pˆµ − eAµ, onde Aµ = (ϕ, ~A) e´ o quadripotencial) nas equac¸o˜es de Weyl
resulta: {
(pˆ0 − eϕ+ ~σ.(~ˆp− e ~A)) ˙˜η = 0,
(pˆ0 − eϕ− ~σ.(~ˆp− ~A))ξ = 0.
Por outro lado, em escalas de energia mais baixas na˜o e´ poss´ıvel desaco-
plarmos exatamente os quadrispinores na presenc¸a de interac¸o˜es com campos
externos, pois esta interac¸a˜o introduz uma dependeˆncia temporal na equac¸a˜o
atrave´s do quadripotencial. Contudo, discutiremos tambe´m no cap´ıtulo 3 que,
mesmo neste cena´rio envolvendo interac¸a˜o no limite na˜o relativ´ıstico, e´ poss´ıvel
desacoplarmos iterativamente os quadrispinores atrave´s da transformac¸a˜o FW.
1.1.1 Forma Hamiltoniana da Equac¸a˜o de Dirac
Os quadrispinores de Weyl ηα˙ e ξ
α sa˜o intercambiados pela transformac¸a˜o
de paridade, como vimos na sec¸a˜o anterior. Dessa maneira, formam um objeto
de quatro componentes denominado bispinor (de grau 1) que representaremos
por ψ:
ψ =
(
ξ
˙˜η
)
. (1.12)
As quatro componentes do bispinor ψ constituem uma realizac¸a˜o de uma das
representac¸o˜es do grupo de Lorentz estendido (que engloba transformac¸o˜es
de Lorentz e simetrias discretas como C, P e T).
Dessa forma, podemos buscar uma representac¸a˜o mais compacta do sistema
(1.10) da seguinte forma:
pˆµγ
µ
rsψs −mψr = 0, (1.13)
ou, em forma matricial
(pˆµγ
µ −m)ψ = 0, (1.14)
onde ψ e´ o bispinor definido por (1.12) e as matrizes γ sa˜o escritas na forma
γ0 =
[
0 1
1 0
]
, γi =
[
0 −σi
σi 0
]
.
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As matrizes σ que comparecem na definic¸a˜o das matrizes γ acima sa˜o as
matrizes de Pauli. Observemos que a matriz γ0 e´ hermitiana e as matrizes γi
sa˜o anti-hermitianas.
Podemos construir outras representac¸o˜es da equac¸a˜o de Dirac atrave´s de
transformac¸o˜es unita´rias. Assim, efetuamos uma “mudanc¸a de base” no spinor
ψ atrave´s da transformac¸a˜o unita´ria U :
ψ
′
= Uψ. (1.15)
Para mantermos a equac¸a˜o (1.14) invariante, as matrizes γµ devem se trans-
formar como segue:
(γµpˆµ −m)ψ = 0→ (UγµU+pˆµ −m)ψ
′
= 0
⇒ γ′µ = UγµU+. (1.16)
Escolhendo a transformac¸a˜o particular U = 1√
2
[
1 1
1 −1
]
, obtemos a re-
presentac¸a˜o padra˜o das matrizes γ e do spinor ψ:
ψ =
(
φ
χ
)
=
1√
2
(
ξ + ˙˜η
ξ − ˙˜η
)
, (1.17)
γ0 =
[
1 0
0 −1
]
, γi =
[
0 σi
−σi 0
]
. (1.18)
Doravante, em nosso texto, estaremos trabalhando sempre na representac¸a˜o
padra˜o (a menos que mencionemos explicitamente outra representac¸a˜o).
As matrizes γµ, em uma representac¸a˜o arbitra´ria, devem ser consistentes
com a relac¸a˜o de energia-momento (1.1). Dessa forma, atuando com o operador
γν pˆν em (1.14) temos
γνγµpˆν pˆµψ −mγν pˆνψ = 0,
de modo que, simetrizando o primeiro termo e usando (1.14) no segundo, ob-
temos (
1
2
(γνγµ + γµγν)pˆµpˆν −m2
)
ψ = 0.
Logo, as matrizes γµ devem satisfazer a a´lgebra de Clifford
{γµ, γν} = 2gµν , (1.19)
onde as chaves denotam o anticomutador entre as respectivas matrizes.
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Podemos ainda definir uma matriz auxiliar hermitiana (que exerce papel
importante no contexto da simetria quiral) denotada por γ5:
γ5 = iγ0γ1γ2γ3 =
[
0 1
1 0
]
. (1.20)
Usando as relac¸o˜es de comutac¸a˜o (1.19) pode-se mostrar que{
γ5, γµ
}
= 0 e (γ5)2 = 1. (1.21)
Agora, multiplicando (1.14) a` esquerda por γ0 e usando a representac¸a˜o do
operador pˆµ no espac¸o das posic¸o˜es, temos
(i
∂
∂t
+ iγ0γi∇i −mγ0)ψ = 0
⇒ i ∂
∂t
ψ = (~α.~ˆp+mβ)ψ, (1.22)
onde αi ≡ γ0γi, β ≡ γ0 e ~ˆp = −i~∇ e´ o operador momento usual.
A equac¸a˜o (1.22) acima consiste na representac¸a˜o hamiltoniana da
equac¸a˜o de Dirac e sera´ u´til para estudarmos o limite na˜o relativ´ıstico da teoria
de Dirac atrave´s das transformac¸o˜es FW no cap´ıtulo 3.
A partir da a´lgebra de Clifford expressa em (1.19), verifica-se que as matrizes
αi e β satisfazem as seguintes relac¸o˜es alge´bricas:{
αi, αj
}
= 2δij , (1.23){
αi, β
}
= 0, (1.24)
β2 = 1. (1.25)
As relac¸o˜es de comutac¸a˜o entre as matrizes γ5 e αi, β sa˜o obtidas a partir
de (1.21):
[γ5, αi] = 0, (1.26){
γ5, β
}
= 0. (1.27)
Ale´m disso, o operador de spin (no referencial de repouso) da teoria de
Dirac pode ser definido em termos das matrizes γ5 e αi
~S =
1
2
~αγ5 =
(
~σ
2 0
0 ~σ2
)
. (1.28)
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A seguir, gostar´ıamos de analisar a quadricorrente conservada da teoria
de Dirac. Para isso, precisamos definir o (bi)spinor adjunto:
ψ¯ = ψ+γ0. (1.29)
Agora, tomando o conjugado hermitiano de (1.14) e multiplicando a` direita
por γ0, verifica-se (observando as propriedades de hermiticidade das matrizes
γ e usando (1.19)) que o spinor adjunto satisfaz a seguinte equac¸a˜o:
ψ¯(γµpˆµ +m) = 0, (1.30)
onde o operador pˆµ atua sobre o spinor a` esquerda.
Dessa forma, multiplicando (1.14) por ψ¯ a` esquerda e (1.30) por ψ a` direita
e somando, resulta:
ψ¯γµ(pˆµψ) + ψγ
µ(pˆµψ¯) = 0,
⇒ pˆµ(ψ¯γµψ) = 0,
que corresponde a` equac¸a˜o de continuidade. Assim, a quadricorrente conser-
vada fica expressa, a menos de uma constante multiplicativa, por
⇒ jµ = ψ¯γµψ. (1.31)
Analisando as componentes da quadricorrente temos:
j0 ≡ ρ = ψ+(γ0)2ψ = ψ+ψ, que representa a densidade de probabilidade;
ji = ψ+ γ0γi︸︷︷︸
αi
ψ = ψ+αiψ, que representa a corrente de probabilidade.
Assim, com base na expressa˜o da corrente de probabilidade, e´ interessante
observarmos que o operador ~α pode ser interpretado como a “velocidade” da
part´ıcula1. Dessa forma, embora seja bastante sugestivo, gostar´ıamos de regis-
trar que a hamiltoniana (1.22) e´ composta por dois termos com interpretac¸o˜es
bastante claras: ~α.~ˆp e´ o termo relativo a` energia cine´tica emβ e´ o termo relativo
a` energia de repouso.
Agora, integrando a equac¸a˜o de continuidade sobre todo espac¸o obtemos
∂
∂t
∫
ρdv −
∫
~∇.~jdv = 0,
1Entretanto, deve-se ter cuidado com relac¸a˜o a esta interpretac¸a˜o, pois observa-se facil-
mente a partir da representac¸a˜o padra˜o da matriz ~α que seus autovalores sa˜o ±1, o que
sugere que as part´ıculas de Dirac propagam-se com velocidade luminar. Na verdade, o
operador velocidade genu´ıno consiste na parte ı´mpar da matriz ~α conforme discutido nas re-
fereˆncias [32] e [34] a`s quais remetemos o leitor interessado no desenvolvimento detalhado
deste to´pico que, por questa˜o de concisa˜o deste trabalho, omitiremos.
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de modo que, utilizando o teorema de Green e exigindo que a “func¸a˜o de onda”
se anule sobre uma superf´ıcie que tende a infinito, segue
∂
∂t
∫
ρdv −
∮
~j.nˆdS︸ ︷︷ ︸
=0
= 0
⇒ ∂
∂t
∫
ψ+ψdv = 0,
e, dessa forma, a integral invariante da teoria de Dirac fica expressa por∫
ψ+ψdv que corresponde a` probabilidade de encontrarmos a part´ıcula em al-
gum ponto no espac¸o.
1.1.2 Soluc¸o˜es de Onda Plana
A soluc¸a˜o mais simples da equac¸a˜o de Dirac (1.14) consiste em ondas planas.
Dessa forma, vamos escrever esta soluc¸a˜o da seguinte maneira:
ψ(r) =
1√
2E
u(r)e−irpµx
µ
, (1.32)
onde r = 1, 2, 3, 4 identifica as 4 soluc¸o˜es linearmente independentes e
r =
{
+1, se r = 1, 2,
−1, se r = 3, 4.
A amplitude da onda e´ caracterizada pelo bispinor u(r) e o fator de 1/
√
2E
(onde E e´ a energia total da part´ıcula) foi introduzido por convenieˆncia.
A partir de (1.32) verifica-se que as “func¸o˜es de onda” ψ1 e ψ2 apresentam
momento ~p e frequeˆncia positiva, ao passo que as func¸o˜es ψ3 e ψ4 apresentam
momento −~p e frequeˆncia negativa (sendo que as duas u´ltimas esta˜o relaciona-
das a` antipart´ıcula, com energia naturalmente positiva).
Substituindo (1.32) em (1.14) temos a equac¸a˜o satisfeita pela amplitude
u(r): (
iγ0
∂
∂t
+ iγi∇i
)
1√
2E
u(r)e−irpµx
µ
=
m√
2E
u(r)e−irpµx
µ
⇒ (rγµpµ −m)u(r) = 0, (1.33)
onde pµ sa˜o os autovalores do operador pˆµ.
Definimos a condic¸a˜o de normalizac¸a˜o dos bispinores u(r) da seguinte forma:
u¯(+)u(+) = 2m, (1.34)
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u¯(−)u(−) = −2m, (1.35)
onde (+) e (−) denotam, respectivamente, r = 1, 2 e r = 3, 4 e u¯(±) sa˜o
bispinores adjuntos a u(±) definidos como em (1.29).
Com esta normalizac¸a˜o, observemos que, multiplicando (1.33) a` esquerda
por u¯(r)
ru¯
(r)γµpµu
(r) −mu¯(r)u(r)︸ ︷︷ ︸
2mr
= 0
⇒ u¯(r)γµu(r)pµ = 2m2,
de modo que, para recuperarmos a relac¸a˜o de energia-momento (1.1) temos
u¯(r)γµu(r) = 2pµ. (1.36)
Logo, analisando o quadrivetor corrente jµ definido em (1.31), resulta
jµ =
1
2E
u¯(r)γµu(r) =
pµ
E
. (1.37)
Assim, a densidade de part´ıculas e´ j0 = 1, ou seja, a condic¸a˜o de norma-
lizac¸a˜o definida em (1.34) e (1.35) restringe a densidade a uma part´ıcula por
unidade de volume.
Vamos agora especificar a soluc¸a˜o de onda plana na representac¸a˜o padra˜o.
Dessa forma, desenvolvendo a equac¸a˜o (1.14) com o aux´ılio de (1.17) e (1.18),
temos {
Eφ− ~σ.~pχ = mφ,
−Eχ+ ~σ.~pφ = mχ. (1.38)
Portanto, temos as seguintes relac¸o˜es equivalentes entre φ e χ:
φ =
~σ.~p
E −mχ, (1.39)
χ =
~σ.~p
E +m
φ. (1.40)
Dessa maneira, escolhendo φ = (
√
E +m)K, sendo K e´ um vetor coluna
arbitra´rio (dependente do tempo e das coordenadas espaciais), temos
χ =
(√
E +m
E +m
)
~σ.~pK =
(√
E −m
)
~σ.nˆK,
onde usamos (1.1) para obter a u´ltima expressa˜o, sendo nˆ = ~p/ |~p| o versor na
direc¸a˜o de propagac¸a˜o da onda. Assim, podemos construir os bispinores u(+)
como segue:
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u(+) =
( √
E +mK(+)√
E −m~σ.nˆK(+)
)
, (1.41)
onde K(+) =
√
2EKeipµx
µ
.
Agora, usando (1.34) obtemos a relac¸a˜o de normalizac¸a˜o para K(+):
u¯(+)u(+) = (E +m)K(+)K
+
(+) − (E −m)K+(+)(~σ.nˆ)2K(+) = 2m
⇒ K(+)K+(+) = 1. (1.42)
Os bispinores u(−) podem ser constru´ıdos a partir dos bispinores u(+) atrave´s
da inversa˜o do quadrimomento pµ (pµ → −pµ). Observemos que, efetuando
esta troca nas equac¸o˜es (1.39) e (1.40), temos um intercaˆmbio entre os spinores
φ e χ que compo˜em a soluc¸a˜o u(+) (ou seja, χ(−) = φ(+) e χ(+) = φ(−)) de
modo que a soluc¸a˜o u(−) fica
u(−) =
( √
E −m~σ.nˆK(−)√
E +mK(−)
)
, (1.43)
ondeK(−) =
√
2EKe−ipµx
µ
. Usando (1.35) podemos mostrar, de modo ana´logo
ao que fizemos para u(+), a relac¸a˜o de normalizac¸a˜o para K(−):
K(−)K
+
(−) = 1. (1.44)
As equac¸o˜es (1.41) e (1.43) expressam as amplitudes da soluc¸a˜o de onda
plana em um referencial inercial gene´rico. Vamos analisar agora as soluc¸o˜es
no referencial de repouso da part´ıcula, pois o procedimento para construc¸a˜o
de equac¸o˜es de onda para part´ıculas com spin gene´rico, devido a Bargmann e
Wigner, que discutiremos a seguir, tem como ponto de partida estas soluc¸o˜es.
Assim, fazendo E = m em (1.41) e (1.43), temos
u(+) =
√
2m
(
K(+)
0
)
, (1.45)
u(−) =
√
2m
(
0
K(−)
)
, (1.46)
ou seja, as componentes baixas da amplitude de onda de frequeˆncia positiva se
anulam no referencial de repouso, assim como as componentes altas da ampli-
tude de onda de frequeˆncia negativa.
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Para construirmos quatro soluc¸o˜es linearmente independentes, associadas
a`s projec¸o˜es ±1/2 da componente z do spin das ondas planas de frequeˆncias
positiva ou negativa, definimos os vetores coluna K(±) da seguinte forma:
K1 = K3 =
(
1
0
)
; associados a sz = 1/2, (1.47)
K2 = K4 =
(
0
1
)
; associados a sz = −1/2. (1.48)
Assim, substituindo (1.47) e (1.48) nos respectivos bispinores definidos em
(1.45) e (1.46) e aplicando em (1.32), temos as soluc¸o˜es de onda plana no
referencial de repouso:
ψ1(0) =


1
0
0
0

 e−imt ≡ w1(0)e−imt, (1.49)
ψ2(0) =


0
1
0
0

 e−imt ≡ w2(0)e−imt, (1.50)
ψ3(0) =


0
0
1
0

 eimt ≡ w3(0)eimt, (1.51)
ψ4(0) =


0
0
0
1

 eimt ≡ w4(0)eimt. (1.52)
Retornando agora a`s equac¸o˜es (1.41) e (1.43) e aplicando as definic¸o˜es es-
tabelecidas em (1.47) e (1.48), podemos escrever as soluc¸o˜es de onda plana em
um referencial inercial arbitra´rio, como segue:
ψ1(~p) =
√
E +m
2E


1
0
p3/(E +m)
p(+)/(E +m)

 e−ipµxµ ≡
√
E +m
2E
w1(~p)e−ipµx
µ
,
(1.53)
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ψ2(~p) =
√
E +m
2E


0
1
p(−)/(E +m)
−p3/(E +m)

 e−ipµxµ ≡
√
E +m
2E
w2(~p)e−ipµx
µ
,
(1.54)
ψ3(~p) =
√
E +m
2E


p3/(E +m)
p(+)/(E +m)
1
0

 eipµxµ ≡
√
E +m
2E
w3(~p)eipµx
µ
, (1.55)
ψ4(~p) =
√
E +m
2E


p(−)/(E +m)
−p3/(E +m)
0
1

 eipµxµ ≡
√
E +m
2E
w4(~p)eipµx
µ
, (1.56)
onde p(+) = p1 + ip2 e p(−) = p1 − ip2.
Por fim, a partir das equac¸o˜es (1.49)-(1.56), pode-se construir a matriz que
efetua um boost das soluc¸o˜es no referencial de repouso para as soluc¸o˜es num
referencial com momento ~p, i.e., ψ(~p) = S(A(~p))ψ(0), de modo que
S(A(~p)) =
√
E +m
2E
(
w1(~p)w2(~p)w3(~p)w4(~p)
)
. (1.57)
1.2 As Equac¸o˜es de Bargmann-Wigner
A partir das soluc¸o˜es de onda plana da equac¸a˜o de Dirac, e´ poss´ıvel cons-
truirmos spinores cujas componentes sa˜o func¸o˜es de onda que descrevem part´ıcu-
las com spins mais altos, bem como as equac¸o˜es de onda que governam o
comportamento destas part´ıculas. O procedimento para essa construc¸a˜o foi
proposto por V. Bargmann e E. P. Wigner (1948)2 e vamos apresenta´-lo a
seguir.
As amplitudes das soluc¸o˜es de onda plana da equac¸a˜o de Dirac no refe-
rencial de repouso, expressas em (1.49)-(1.52), podem ser escritas de forma
compacta como w
(r)
α (0) = δrα, onde r, α = 1, 2, 3, 4. Com base nestas amplitu-
des, podemos construir um multispinor w
′(r) definido pelo produto direto
de 2s bispinores w(r)(0):
w
′(r)(0) = w(r1)(0)⊗ w(r2)(0)⊗ ...⊗ w(r2s)(0), (1.58)
2Embora, em 1943, L. de Broglie tenha proposto um procedimento similar denominado
me´todo de fusa˜o, utilizado em sua teoria quaˆntica da luz (refereˆncias [28], [36] e [37]).
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onde r1, r2, ..., r2s = 1, 2, 3, 4.
Pore´m, para que possamos trabalhar com representac¸o˜es irredut´ıveis,
precisamos simetrizar o multispinor (1.58) (como apresentado no apeˆndice A).
Desta forma, definimos o multispinor sime´trico w˘(r)(0) como a soma sobre to-
das as permutac¸o˜es dos ı´ndices de w
′(r)(0):
w˘(r)(0) =
∑
p
w
′(r)(0), (1.59)
ou, em componentes,
w˘(r)α1α2...α2s(0) =
∑
p
w(r1)α1 (0)w
(r2)
α2 (0)...w
(r2s)
α2s (0). (1.60)
Vamos explicitar alguns multispinores w˘(+)(0) associados a`s amplitudes de
onda das soluc¸o˜es de frequeˆncia positiva (ou seja, para r, r1, ..., r2s = 1, 2). Para
isto, vamos introduzir um contador n que determina o nu´mero de bispinores
base (w(r)(0)) que apresentam r = 2 (ou seja, n expressa o nu´mero de bispinores
w2(0) que compo˜e o produto direto em (1.58)):
w˘(+)(0;n = 0) = w1(0)⊗ w1(0)⊗ ...⊗ w1(0)
w˘(+)(0;n = 1) =
∑
p
w2(0)⊗ w1(0)⊗ ...⊗ w1(0)
...
Assim, escrevendo alguns dos multispinores w˘(+)(0, n) para ilustrac¸a˜o, te-
mos
w˘(+)α1α2...α2s(0;n = 0) = δ
1
α1δ
1
α2 ...δ
1
α2s ,
w˘(+)α1α2...α2s(0;n = 1) = δ
2
α1δ
1
α2 ...δ
1
α2s + δ
1
α1δ
2
α2 ...δ
1
α2s +
...+ δ1α1δ
1
α2 ...δ
2
α2s ,
w˘(+)α1α2...α2s(0;n = 2s) = δ
2
α1δ
2
α2 ...δ
2
α2s .
Agora, podemos construir tambe´m o operador de spin que atua sobre os
multispinores w˘(r)(0) com base no operador definido em (1.28):
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1
2
~Σm;α1α′1α2α
′
2...α2sα
′
2s
=
1
2
~Σα1α′1
δα2α′2
...δα2sα′2s
+
1
2
δα1α′1
~Σα2α′2
...δα2sα′2s
+ ...
...+
1
2
δα1α′1
δα2α′2
...~Σα2sα′2s
, (1.61)
ou, em forma matricial,
1
2
~Σm =
1
2
~Σ⊗ I ⊗ ...⊗ I + ...+ I ⊗ I ⊗ ...⊗ 1
2
~Σ,
onde o ı´ndice subscrito m no membro esquerdo diferencia o operador de spin
que atua sobre os multispinores do operador ~Σ que comparece a` direita e atua
sobre os bispinores, os quais compo˜em os multispinores.
Por construc¸a˜o, os multispinores w˘(+)(0, n) sa˜o autovetores do operador
Sz ≡ 12Σ
(3)
m , com autovalores s− n. Com efeito, temos que o multispinor (na˜o
sime´trico) w
′(+)(0, n) e´ composto pelo produto direto de 2s− n bispinores w1
e n bispinores w2. Assim, segue que
1
2
Σ(3)m w
′(+)(0, n) =
[
(2s− n)1
2
+ n(
−1
2
)
]
w
′(+)(0, n)
= (s− n)w′(+)(0, n).
Logo, para o multispinor sime´trico w˘(+)(0, n), temos
1
2
Σ(3)m w˘
(+)(0, n) =
1
2
Σ(3)m
(∑
p
w
′(+)(0, n)
)
=
∑
p
(
1
2
Σ(3)m w
′(+)(0, n)
)
= (s− n)
∑
p
w
′(+)(0, n)
= (s− n)w˘(+)(0, n). (1.62)
Assim, o operador 12Σ
(3)
m apresenta 2s + 1 autovetores w˘(+)(0, n) e seus
autovalores sa˜o −s,−s+ 1, ..., 0, ..., s− 1, s.
Para assegurarmos que os multispinores w˘(+)(0, n) carregam, efetivamente,
toda a informac¸a˜o de uma part´ıcula de spin s, precisamos analisar ainda o
operador de spin quadra´tico 14 (
~Σm)
2. Usando (1.61), escrevemos explicitamente
a expressa˜o em componentes para este operador:
1
4
(~Σm)
2
α1α
′
1α2α
′
2...α2sα
′
2s
=
1
4
(
~Σm;α1α′′1 α2α
′′
2 ...α2sα
′′
2s
)
.
(
~Σm;α′′1 α
′
1α
′′
2 α
′
2...α
′′
2sα
′
2s
)
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=
1
4
(
~Σα1α′′1
δα2α′′2
...δα2sα′′2s
+ δα1α′′1
~Σα2α′′2
...δα2sα′′2s
+ ...+ δα1α′′1
δα2α′′2
...~Σα2sα′′2s
)
.
.
(
~Σα′′1 α
′
1
δα
′′
2
α
′
2
...δα2s′′ α′2s
+ δα
′′
1
α
′
1
~Σα′′2 α
′
2
...δα
′′
2s
α
′
2s
+ ...+ δα
′′
1
α
′
1
δα
′′
2
α
′
2
...~Σα′′2sα
′
2s
)
=
1
4
(~Σα1α′′1
.~Σα′′1 α
′
1︸ ︷︷ ︸
=(~Σ)2
α1α
′
1
δα2α′2
...δα2sα′2s
+ ~Σα1α′1
.~Σα2α′2
δα3α′3
...δα2sα′2s
+ ...
+~Σα1α′1
.~Σα2sα′2s
δα2α′2
...δα2s−1α′2s−1
+ ...+ ~Σα2α′2
.~Σα1α′1
δα3α′3
...δα2sα′2s
+ ~Σα2α′′2
.~Σα′′2 α
′
2︸ ︷︷ ︸
=(~Σ)2
α2α
′
2
δα1α′1
...δα2sα′2s
+ ...+ ~Σα2α′2
.~Σα2sα′2s
δα1α′1
...δα2s−1α′2s−1
+ ...
+~Σα2sα′2s
.~Σα1α′1
δα2α′2
...δα2s−1α′2s−1
+ ~Σα2sα′2s
.~Σα2α′2
δα1α′1
...δα2s−1α′2s−1
+ ...
+ ~Σα2sα′′2s
.~Σα′′2sα
′
2s︸ ︷︷ ︸
=(~Σ)2
α2sα
′
2s
δα1α′1
...δα2s−1α′2s−1
).
Separando os termos cruzados dos termos quadra´ticos e suprimindo os fa-
tores delta para simplificar a expressa˜o, podemos enta˜o escrever
1
4
(~Σ)2
α1α
′
1α2α
′
2...α2sα
′
2s
=
1
4
((~Σ)2
α1α
′
1
+ (~Σ)2
α2α
′
2
+ ...+ (~Σ)2
α2sα
′
2s
) +
+
1
4
(~Σα1α′1
.~Σα2α′2
+ ...+ ~Σα1α′1
.~Σα2sα′2s
+
+~Σα2α′2
.~Σα1α′1
+ ...+ ~Σα2α′2
.~Σα2sα′2s
+ ...
+~Σα2sα′2s
.~Σα1α′1
+ ...+ ~Σα2sα′2s
.~Σα2s−1α′2s−1
).
(1.63)
Atuando este operador sobre o multispinor na˜o sime´trico w
′(+)(0, n) defi-
nido por
w
′(+)
α1...α2s(0, n) = δ
1
α1δ
1
α2 ...δ
1
α2s−nδ
2
α2s−n+1 ...δ
2
α2s ,
obtemos
1
4
(~Σm)
2
α1α
′
1...α2sα
′
2s
w
′(+)
α
′
1...α
′
2s
(0, n) =
1
4
(~Σm)
2
α1α
′
1...α2sα
′
2s
(δ1α′1
δ1α′2
...δ1α′2s−n
...δ2α′2s
).
Contudo, para efetuar este ca´lculo, vamos analisar cuidadosamente cada
termo da expressa˜o (1.63) que atua sobre o multispinor na˜o sime´trico que
22 CAPI´TULO 1. O FORMALISMO DE BARGMANN-WIGNER
acabamos de introduzir. Assim, comec¸amos pelos “termos quadra´ticos” do
primeiro membro:
(~Σ)2
αiα
′
i
w
′(+)
α
′
1...α
′
i...α
′
2s
(0, n) = ((Σ1)
2
αiα
′
i
+ (Σ2)
2
αiα
′
i
+ (Σ3)
2
αiα
′
i
)w
′(+)
α
′
1...α
′
i...α
′
2s
(0, n).
Pore´m, da a´lgebra das matrizes de Pauli, sabemos que (Σk)
2
αiα
′
i
= δαiα′i
,
onde k = 1, 2, 3. Logo,
(~Σ)2
αiα
′
i
w
′(+)
α
′
1...α
′
i...α
′
2s
(0, n) = 3w
′(+)
α1...αi...α2s(0, n). (1.64)
No primeiro membro da equac¸a˜o (1.63) temos 2s termos deste tipo.
A seguir, vamos analisar a atuac¸a˜o do termo ~Σα1α′1
.~Σα2α′2
:
~Σα1α′1
.~Σα2α′2
w
′(+)
α
′
1α
′
2...α
′
2s
(0, n) =
(
(Σ1)α1α′1
(Σ1)α2α′2
+ (Σ2)α1α′1
(Σ2)α2α′2
+
+(Σ3)α1α′1
(Σ3)α2α′2
)
(δ1α′1
δ1α′2
...δ1α′2s−n
δ2α′2s−n+1
...δ2α′2s
)
= ((Σ1)α11(Σ1)α21 + (Σ2)α11(Σ2)α21 + (Σ3)α11(Σ3)α21).
.(δ1α3 ...δ
1
α2s−nδ
2
α2s−n+1 ...δ
2
α2s)
= (δ2α1δ
2
α2 + (iδ
2
α1)(iδ
2
α2) + δ
1
α1δ
1
α2).
.(δ1α3 ...δ
1
α2s−nδ
2
α2s−n+1 ...δ
2
α2s)
= δ1α1δ
1
α2 ...δ
1
α2s−nδ
2
α2s−n+1 ...δ
2
α2s
= w
′(+)
α1...α2s(0, n). (1.65)
Observac¸a˜o: enfatizamos que, na expressa˜o acima, os ı´ndices suprimidos
nos termos entre pareˆnteses esta˜o associados a deltas de Kronecker e explicita-
mos apenas os ı´ndices relacionados aos operadores ~Σ em cada termo.
Agora, observemos que este termo envolve o produto de dois operadores que
atuam sobre bispinores do tipo w1(0) que compo˜em o multispinor w
′(+)(0, n)
que definimos. De fato, analisando a expressa˜o em componentes do multispinor
verificamos que os ı´ndices α1 e α2 esta˜o associados a δ
1
α1 e δ
1
α2 , que sa˜o
efetivamente componentes de bispinores w1(0).
Dessa forma, estudando as componentes do operador (1.63) e do multispinor
w
′(+)(0, n), verifica-se que temos 2s − n − 1 termos deste tipo em cada uma
das 2s − n primeiras linhas do segundo membro de (1.63) (que corresponde
ao “bloco” dos termos cruzados), de modo que resulta um total de (2s − n −
1)(2s− n) termos semelhantes.
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Calculemos o termo envolvendo a atuac¸a˜o do operador ~Σα2sα′2s
.~Σα2s−1α′2s−1
:
~Σα2sα′2s
.~Σα2s−1α′2s−1
w
′(+)
α
′
1α
′
2...α
′
2s
(0, n) = ((Σ1)α2s2(Σ1)α2s−12+(Σ2)α2s2(Σ2)α2s−12+
+(Σ3)α2s2(Σ3)α2s−12)(δ
1
α1 ...δ
1
α2s−nδ
2
α2s−n+1 ...δ
2
α2s−2)
= (δ1α2sδ
1
α2s−1 + (−iδ1α2s)(−iδ1α2s−1) + (−δ2α2s)(−δ2α2s−1)).
.(δ1α1 ...δ
1
α2s−nδ
2
α2s−n+1 ...δ
2
α2s−2)
= δ1α1 ...δ
1
α2s−nδ
2
α2s−n+1 ...δ
2
α2s−2δ
2
α2s−1δ
2
α2s
= w
′(+)
α1...α2s(0, n). (1.66)
Este termo, de forma semelhante ao que discutimos para ~Σα1α′1
.~Σα2α′2
, en-
volve apenas o produto de dois operadores ~Σ que atuam sobre bispinores do
tipo w2(0) que compo˜em o multispinor w
′(+)(0, n) (como podemos verificar
pela inspec¸a˜o das componentes deste multispinor, pois os ı´ndices α2s e α2s−1
esta˜o associados a δ2α2s e δ
2
α2s−1 , respectivamente). Analisando o operador
(1.63) e o spinor w
′(+)(0, n) que definimos, observa-se que temos n− 1 termos
deste tipo em cada uma das n u´ltimas linhas do segundo membro de (1.63), de
modo que resultam n(n− 1) termos semelhantes a este.
Por fim, analisemos a atuac¸a˜o do operador ~Σα1α′1
.~Σα2sα′2s
:
~Σα1α′1
.~Σα2sα′2s
w
′(+)
α
′
1...α
′
2s
(0, n) = ((Σ1)α11(Σ1)α2s2 + (Σ2)α11(Σ2)α2s2+
+(Σ3)α11(Σ3)α2s2)(δ
α2
1...δ
α2s−n
1δ
α2s−n+1
2...δ
α2s−1
2)
= (δα12δ
α2s
1 + (iδ
α1
2)(−iδα2s1) + δα11(−δα2s2)).
.(δα21...δ
α2s−n
1δ
α2s−n+1
2...δ
α2s−1
2)
= (2δα12δ
α2s
1 − δα11δα2s2)(δα21...δα2s−n1δα2s−n+12...δα2s−12)
= 2 (δα12δ
α2
1...δ
α2s−n
1δ
α2s−n+1
2...δ
α2s−n
2δ
α2s
1)︸ ︷︷ ︸
=w
′(+)
p (0,n)
− (δα11δα21...δα2s−n1δα2s−n+12...δα2s−n2δα2s2)︸ ︷︷ ︸
=w′(+)(0,n)
= 2w
′(+)
p;α1...α2s(0, n)− w
′(+)
α1...α2s(0, n), (1.67)
onde w
′(+)
p (0, n) e´ o multispinor que resulta da permutac¸a˜o dos ı´ndices α1 e
α2s do multispinor w
′(+)(0, n) introduzido.
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Logo, a atuac¸a˜o de operadores mistos (que envolvem o produto de dois
operadores ~Σ que atuam sobre bispinores diferentes, w1(0) e w2(0)), como no
termo considerado, resulta em combinac¸o˜es dos multispinores w
′(+)(0, n) com
permutac¸o˜es deste. Examinando mais uma vez a equac¸a˜o (1.63), bem como
a definic¸a˜o de nosso multispinor w
′(+)(0, n), verifica-se que em cada uma das
2s − n primeiras linhas do segundo membro temos n termos deste tipo e, em
cada uma das n u´ltimas linhas temos 2s − n termos semelhantes, totalizando
2n(2s− n) termos.
Assim, com base nos resultados expressos em (1.65)-(1.67) e levando em
considerac¸a˜o a contagem de termos semelhantes de cada tipo discutido anterior-
mente, temos que a atuac¸a˜o do operador de spin quadra´tico sobre o multispinor
(na˜o sime´trico) w
′(+)(0, n) fornece:
1
4
(~Σm)
2
α1α
′
1...α2sα
′
2s
w
′(+)
α
′
1...α
′
2s
(0, n) =
1
4
[(2s)3w
′(+)
α1...α2s(0, n)]+
1
4
[n(n−1)w′(+)α1...α2s(0, n)+
+(2s−n−1)(2s−n)w′(+)α1...α2s(0, n)+2n(2s−n)(2w
′(+)
p;α1...α2s(0, n)−w
′(+)
α1...α2s(0, n))]
= s(s+ 1)w
′(+)
α1...α2s(0, n)− n(2s− n)w
′(+)
α1...α2s(0, n) + n(2s− n)w
′(+)
p;α1...α2s(0, n),
ou, em forma matricial,
1
4
(~Σm)
2w
′(+)(0, n) = s(s+1)w
′(+)(0, n)−n(2s−n)w′(+)(0, n)+n(2s−n)w′(+)p (0, n).
(1.68)
Agora, analisando a atuac¸a˜o deste operador sobre o multispinor sime´trico
w˘(+)(0, n) constru´ıdo a partir de todas as permutac¸o˜es dos ı´ndices de w
′(+)(0, n),
temos
1
4
(~Σm)
2w˘(+)(0, n) =
1
4
(~Σm)
2
(∑
p
w
′(+)(0, n)
)
=
∑
p
(
1
4
(~Σm)
2w
′(+)(0, n)
)
.
Usando (1.68), segue
1
4
(~Σm)
2w˘(+)(0, n) = s(s+ 1)
∑
p
w
′(+)(0, n)− n(2s− n)
∑
p
w
′(+)(0, n)
+n(2s− n)
∑
p
w
′(+)
p (0, n);
1.2. AS EQUAC¸O˜ES DE BARGMANN-WIGNER 25
contudo, a soma das permutac¸o˜es de w
′(+)(0, n) e w
′(+)
p (0, n) e´ a mesma, logo
1
4
(~Σm)
2w˘(+)(0, n) = s(s+ 1)w˘(+)(0, n). (1.69)
Dessa forma, os multispinores sime´tricos w˘(+)(0, n) sa˜o autovetores do ope-
rador de spin quadra´tico com autovalores s(s + 1). Este resultado confirma
que estes multispinores efetivamente guardam a informac¸a˜o de uma part´ıcula
de spin s.
Os resultados que obtivemos ate´ aqui esta˜o relacionados aos multispinores
associados a`s amplitudes de onda das soluc¸o˜es de frequeˆncia positiva w˘(+)(0, n).
De modo estritamente ana´logo, podemos construir os multispinores w˘(−)(0, n)
a partir das amplitudes de onda das soluc¸o˜es de frequeˆncia negativa:
w˘(−)α1...α2s(0, n) =
∑
p
w
′(−)
α1...α2s(0, n),
onde w
′(−)
α1...α2s(0, n) = w
′(−)
α1 (0)⊗ ...⊗w
′(−)
α2s (0). Os ı´ndices α1, ..., α2s assumem
os valores 3 e 4 e o contador n marca o nu´mero de bispinores w
(−)
α (0) presentes
no produto direto com ı´ndice r = 4 (lembrando que, para compactar a notac¸a˜o,
estamos representando o ı´ndice r = 3 ou 4 com o sinal (−)).
Escrevendo em componentes alguns multispinores w˘(−)(0, n), temos
w˘(−)α1α2...α2s(0;n = 0) = δ
3
α1δ
3
α2 ...δ
3
α2s ,
w˘(−)α1α2...α2s(0;n = 1) = δ
4
α1δ
3
α2 ...δ
3
α2s + δ
3
α1δ
4
α2 ...δ
3
α2s +
...+ δ3α1δ
3
α2 ...δ
4
α2s ,
w˘(−)α1α2...α2s(0;n = 2s) = δ
4
α1δ
4
α2 ...δ
4
α2s .
A ana´lise feita para os multispinores w˘(+)(0, n) em relac¸a˜o aos operadores
de spin e spin quadra´tico aplica-se igualmente aos multispinores w˘(−)(0, n),
bastando trocar os ı´ndices 1 e 2 por 3 e 4, respectivamente.
Podemos agora construir multispinores para um referencial inercial arbitra´rio
w˘(r)(~p, n) a partir dos multispinores para o referencial de repouso da part´ıcula,
w˘(r)(0, n). Assim, definimos o operador Sα1
α
′
1 ...α2s
α
′
2s(~p), que efetua o boost,
da seguinte forma:
Sα1
α
′
1 ...α2s
α
′
2s(~p) = Sα1
α
′
1(A(~p))...Sα2s
α
′
2s(A(~p)), (1.70)
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ou, em forma matricial,
Sm(~p) = S(A(~p))⊗ ...⊗ S(A(~p)),
onde o ı´ndicem subscrito no membro esquerdo diferencia o operador Sm(~p) que
atua sobre o multispinor. As matrizes S(A(~p)), que atuam sobre os bispinores
que compo˜em o multispinor, esta˜o definidas em (1.57).
Desta forma, constru´ımos os multispinores w˘(r)(~p, n) com o aux´ılio de (1.60)
e (1.70):
w˘(r)α1...α2s(~p, n) = Sα1
α
′
1 ...α2s
α
′
2s(~p)w˘
(r)
α
′
1...α
′
2s
(0, n)
= Sα1
α
′
1(A(~p))...Sα2s
α
′
2s(A(~p))
∑
p
w
(r1)
α
′
1
(0, n)...w
(r2s)
α
′
2s
(0, n)
=
∑
p
w(r1)α1 (~p, n)...w
(r2s)
α2s (~p, n)
=
∑
p
w
′(r)
α1...α2s(~p, n). (1.71)
Portanto, o multispinor sime´trico w˘(r)(~p, n) e´ constru´ıdo atrave´s da soma so-
bre todas as permutac¸o˜es dos ı´ndices do multispinor (na˜o sime´trico) w
′(r)(~p, n)
composto pelo produto direto de 2s bispinores w(r)(~p, n), que correspondem a`s
amplitudes das soluc¸o˜es de onda plana da equac¸a˜o de Dirac em um referencial
inercial arbitra´rio, expressas em (1.53)-(1.56).
Por construc¸a˜o, os multispinores w˘(r)(~p, n) satisfazem a equac¸a˜o de Dirac
em cada componente. Com efeito, consideremos os multispinores w˘(+)(~p, n),
de forma que
(γµpµ −m)αiα
′
iw˘
(+)
α1...α
′
i...α2s
(~p, n) = (γµpµ −m)αiα
′
i .
.
∑
p
w(+)α1 (~p, n)...w
(+)
α
′
i
(~p, n)...w(+)α1 (~p, n)
=
∑
p
w(+)α1 (~p, n)... (γ
µpµ −m)αiα
′
iw
(+)
α
′
i
(~p, n)︸ ︷︷ ︸
=0
...w(+)α1 (~p, n)
= 0, (1.72)
onde usamos (1.33) na u´ltima passagem.
1.2. AS EQUAC¸O˜ES DE BARGMANN-WIGNER 27
De modo similar, mostra-se que os multispinores w˘(−)(~p, n) tambe´m satis-
fazem a equac¸a˜o de Dirac componente a componente:
(γµpµ +m)αi
α
′
iw˘
(−)
α1...α
′
i...α2s
(~p, n) = 0. (1.73)
As equac¸o˜es (1.72) e (1.73) podem ser reescritas de forma compacta da
seguinte maneira:
(rγ
µpµ −m)αiα
′
iw˘
(r)
α1...α
′
i...α2s
(~p, n) = 0, (1.74)
onde r =
{
1, se r = 1; 2 = (+);
−1, se r = 3; 4 = (−).
Observac¸a˜o: e´ importante salientarmos que as equac¸o˜es de Bargmann-
-Wigner tambe´m sa˜o va´lidas para os multispinores na˜o sime´tricos w
′(r)
α1...α2s(~p, n).
A partir dos multispinores w˘+(~p, n) e w˘−(~p, n) podemos construir um campo
de spin s:
ψα1...α2s(~r) =
4∑
r=1
2s∑
n=0
∫
d3~p
(2pi)
3
2
c(r)(~p, n)
(√
E +m
2E
w˘(r)α1...α2s(~p, n)e
−irpµxµ
)
,
(1.75)
onde c(r)(~p, n) sa˜o coeficientes da expansa˜o que, em segunda quantizac¸a˜o (na
representac¸a˜o de Fock), tornam-se os operadores de criac¸a˜o e aniquilac¸a˜o.
O campo ψ(~r) e´ conhecido como func¸a˜o de onda de Bargmann-Wigner
e, naturalmente, satifaz a equac¸a˜o de Dirac:
(
iγµ
∂
∂xµ
−m
)
αi
α
′
i
ψα1...α′i...α2s
(~r) =
4∑
r=1
2s∑
n=0
∫
d3~p
(2pi)
3
2
c(r)(~p, n)
√
E +m
2E
.
.
(
iγµ
∂
∂xµ
−m
)
αi
α
′
i
w˘
(r)
α1...α
′
i...α2s
(~p, n)e−irpµx
µ
=
4∑
r=1
2s∑
n=0
∫
d3~p
(2pi)
3
2
c(r)(~p, n)
√
E +m
2E
.
.(rγ
µpµ −m)αi
α
′
iw˘
(r)
α1...α
′
i...α2s
(~p, n)e−irpµx
µ
,
de modo que, usando (1.74) segue,
(
iγµ
∂
∂xµ
−m
)
αi
α
′
i
ψα1...α′i...α2s
(~r) = 0. (1.76)
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As equac¸o˜es (1.76) sa˜o denominadas equac¸o˜es de Bargmann-Wigner.
Ale´m disso, por construc¸a˜o, cada componente da func¸a˜o de onda ψ tambe´m
satisfaz a equac¸a˜o de Klein-Gordon. Podemos verificar este resultado atuando
o operador (iγν∂ν +m) a` esquerda em (1.76):
(
iγν
∂
∂xν
+m
)
βi
αi(
iγµ
∂
∂xµ
−m
)
αi
α
′
i
ψα1...α′i...α2s
(~r) = 0,
(
−(γνγµ)βiα
′
i
∂2
∂xµ∂xν
−m2Iβiα
′
i
)
ψα1...α′i...α2s
(~r) = 0;
pore´m, simetrizando o primeiro termo, resulta(
−1
2
{γµ, γν}βi
α
′
i
∂2
∂xµ∂xν
−m2Iβiα
′
i
)
ψα1...α′i...α2s
(~r) = 0,
de modo que, usando (1.19),
(∂µ∂µ +m
2)βi
α
′
iψα1...α′i...α2s
(~r) = 0. (1.77)
Assim, a esseˆncia do procedimento proposto por Bargmann e Wigner para
se construir equac¸o˜es de onda para part´ıculas com spins arbitra´rios (inteiros
e semi-inteiros) consiste, portanto, em definirmos multispinores w˘(r)(~p, n) a
partir de produtos diretos das soluc¸o˜es de onda plana da equac¸a˜o de Dirac e,
dessa forma, construirmos a func¸a˜o de onda ψ(~r) que representa um campo de
spins s. Fisicamente, podemos interpretar este procedimento (a` luz do me´todo
de fusa˜o de de Broglie) como um processo de construc¸a˜o de um campo de spin
s a partir de 2s campos de spin 1/2 ideˆnticos.
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Cap´ıtulo 2
A Equac¸a˜o DKP e o
Formalismo de Weinberg
Neste cap´ıtulo vamos introduzir a equac¸a˜o DKP para me´sons de spins 0 e
1, no contexto do formalismo de Bargmann e Wigner, bem como estudar sua
relac¸a˜o com uma equac¸a˜o para o fo´ton. Discutiremos ainda um formalismo
alternativo, proposto por Weinberg (1964), para descrever part´ıculas de spin
arbitra´rio no aˆmbito da teoria da matriz S.
2.1 A Equac¸a˜o DKP
No cap´ıtulo anterior vimos que o formalismo de Bargmann-Wigner nos per-
mite definir um campo Ψα1...α2s (1.75) associado a uma part´ıcula de spin s bem
como construir equac¸o˜es de onda a partir de multispinores sime´tricos w˘α1...α2s ,
conforme expresso em (1.74).
Dessa forma, analisando o caso de uma part´ıcula de spin 1, consideremos
um spinor de grau 2 arbitra´rio (na˜o necessariamente sime´trico) Φαβ expresso
em uma base completa das matrizes (γrαβ):
Φαβ =
(
1
2
Gµνγ5γ
µν + φ5µγ5γ
µ + φµγ
µ + φ5γ5 + iφ
)
αβ
, (2.1)
onde Gµν e´ um (pseudo)tensor antissime´trico, φµ5 corresponde a um pseu-
dovetor, φµ representa um vetor, φ5 consiste em um pseudoescalar, φ um
escalar e definimos γµν = i2 [γ
µ, γν ]. Escrevendo explicitamente cada termo
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da expansa˜o de Φαβ em componentes, temos
(γ5γ
µν)αβ = γ5α
β
′
γµνβ′
β
′′
Cβ′′β ,
(γ5γ
µ)αβ = γ5α
β
′
γµβ′
β
′′
Cβ′′β ,
γµαβ = γ
µ
α
β
′′
Cβ′′β ,
γ5αβ = γ5α
β
′′
Cβ′′β ,
Iαβ = Iα
β
′
Cβ′β ,
onde Cµν sa˜o os elementos do “spinor me´trico” dado por
Cˇ∗∗ =
(
C 0
0 −C
)
, (2.2)
sendo C o spinor definido em (A.12).
Observac¸a˜o: na equac¸a˜o (2.2) acima denotamos a matriz por Cˇ∗∗ para
enfatizar, atrave´s da simbologia (*), o cara´ter covariante dos ı´ndices spinoriais
da matriz. Ressaltamos ainda que as matrizes γr, definidas no cap´ıtulo ante-
rior, exibem ı´ndices spinoriais mistos (γr∗
∗), conforme verifica-se nas relac¸o˜es
expressas acima.
Assim, a equac¸a˜o (2.1) pode ser traduzida em forma matricial como segue:
Φ∗∗ =
(
1
2
Gµνγ5γ
µν + φµ5γ5γ
µ + φµγ
µ + φ5γ5 + iφ
)
Cˇ. (2.3)
Agora, recordando a equac¸a˜o (1.76) (que permanece va´lida inclusive para
spinores na˜o sime´tricos, conforme comentamos anteriormente) podemos escre-
ver
(γµpˆµ −m)αα
′
Φα′β = 0,
ou, em componentes,
(γµα
α
′
pˆµδβ
β
′
−mδαα
′
δβ
β
′
)Φα′β′ = 0. (2.4)
Temos tambe´m
(γµpˆµ −m)ββ
′
Φαβ′ = 0,
de forma que, em componentes, segue
(δα
α
′
γµβ
β
′
pˆµ −mδαα
′
δβ
β
′
)Φα′β′ = 0. (2.5)
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Adicionando (2.4) e (2.5), resulta
1
2
pˆµ(γ
µ
α
α
′
δβ
β
′
+ δα
α
′
γµβ
β
′
)Φα′β′ = mΦαβ .
Esta equac¸a˜o acima admite a representac¸a˜o matricial
1
2
(γµpˆ(r)µ Φ∗∗ +Φ∗∗γ
µT pˆ(l)µ ) = mΦ∗∗, (2.6)
ou, escrevendo de forma mais compacta,
(βµpˆµ −m)Φ = 0, (2.7)
onde a matriz βµ e´ definida por
βµ =
1
2
(γµ ⊗ I + I ⊗ γµ), (2.8)
sendo expressa em componentes como
βµα
′
β
′
αβ =
1
2
(γµα
α
′
δβ
β
′
+ δα
α
′
γµβ
β
′
). (2.9)
Observac¸a˜o: na expressa˜o (2.6) acima, o operador pˆ
(r)
µ atua sobre o spinor
a` sua direita, ao passo que o operador pˆ
(l)
µ atua a` esquerda. Este ordenamento
deve ser subentendido em (2.7).
A equac¸a˜o (2.7) e´ conhecida como equac¸a˜o DKP (Duffin-Kemmer-Petiau)
e foi proposta em 1939 no contexto da teoria de me´sons livres1. Esta
equac¸a˜o consistira´ em nosso objeto de estudo nas pro´ximas sec¸o˜es e sera´ reto-
mada no cap´ıtulo 3, onde introduziremos um acoplamento com campo externo
e estudaremos o limite na˜o relat´ıv´ıstico do sistema, com o aux´ılio das trans-
formac¸o˜es FW.
Para prosseguirmos nossa ana´lise da equac¸a˜o DKP, vamos examinar as
equac¸o˜es de movimento subjacentes. Para isso, multiplicamos (2.6) a` direita
por Cˇ−1:
1
2
(γµpˆ(r)µ Φ∗∗Cˇ
−1︸ ︷︷ ︸
=Φ∗∗
+Φ∗∗ γµ
T Cˇ−1︸ ︷︷ ︸
=Cˇ−1γµ
pˆ(l)µ ) = mΦ∗∗Cˇ
−1︸ ︷︷ ︸
=Φ∗∗
⇒ 1
2
(γµpˆ(r)µ Φ∗
∗ +Φ∗∗γµpˆ(l)µ ) = mΦ∗
∗. (2.10)
1Esta equac¸a˜o foi proposta originalmente por Kemmer de forma emp´ırica e construtiva,
acomodando ao cena´rio da teoria de me´sons resultados puramente alge´bricos, desenvolvidos
anteriormente por Duffin (alheio ao contexto f´ısico).
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Pore´m, observemos que
γµpˆ(r)µ Φ∗
∗ = pˆµ
(
1
2
Gαβγ
µγ5γ
αβ + φ5αγ
µγ5γ
α + φαγ
µγα + φ5γ
µγ5 + iφγ
µ
)
,
Φ∗∗γµpˆ(l)µ = pˆµ
(
1
2
Gαβγ5γ
αβγµ + φ5αγ5γ
αγµ + φαγ
αγµ + φ5γ5γ
µ + iφγµ
)
.
Assim, obtemos
1
2
pˆµ
(
1
2
Gαβ
{
γµ, γ5γ
αβ
}
+ φ5α {γµ, γ5γα}+ φα {γµ, γα}+ φ5 {γµ, γ5}+ 2iφγµ
)
= m
(
1
2
Gαβγ5γ
αβ + φα5γ5γ
α + φαγ
α + φ5γ5 + iφ
)
. (2.11)
Agora, explorando a a´lgebra de Clifford (1.19) das matrizes γµ, bem como
as relac¸o˜es expressas em (1.21), podemos desenvolver os termos do primeiro
membro da equac¸a˜o acima:{
γµ, γ5γ
αβ
}
= γµγ5︸ ︷︷ ︸
=−γ5γµ
γαβ + γ5γ
αβγµ;
= γ5[γ
αβ , γµ].
Entretanto,
[γαβ , γµ] =
i
2
[[γα, γβ ], γµ]
=
i
2
(γαγβγµ − γµγαγβ)− i
2
(γβγαγµ − γµγβγα)
=
i
2
γµ (γβγα − γαγβ)︸ ︷︷ ︸
=2gβα−2γαγβ
+
i
2
(γαγβ − γβγα)︸ ︷︷ ︸
=2γαγβ−2gβα
γµ
= i(γαγβγµ − γµγαγβ)
= i(γα(2gβµ − γµγβ)− γµγαγβ)
= i(2gβµγα − (2gαµ − γµγα)γβ − γµγαγβ)
= 2igβµγα − 2igαµγβ , (2.12)
de modo que, substituindo (2.12) na relac¸a˜o de anticomutac¸a˜o anterior,{
γµ, γ5γ
αβ
}
= 2iγ5(g
βµγα − gαµγβ). (2.13)
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Ale´m disso,
{γµ, γ5γα} = γµγ5γα + γ5γαγµ
= −γ5γµγα + γ5γαγµ
= γ5 [γ
α, γµ]︸ ︷︷ ︸
=−2iγαµ
= −2iγ5γαµ. (2.14)
Os anticomutadores remanescentes correspondem precisamente a (1.19) e
(1.21), respectivamente:
{γµ, γα} = 2gµα, (2.15)
{γµ, γ5} = 0. (2.16)
De posse destes resultados, retornamos a (2.11) como segue:
1
2
pˆµ
(
iGαβγ5(g
βµγα − gαµγβ)− 2iφ5αγ5γαµ + 2φαgµα + 2iφγµ
)
= m
(
1
2
Gαβγ5γ
αβ + φ5αγ5γ
α + φαγ
α + φ5γ5 + iφ
)
;
de modo que, usando a antissimetria de Gµν e γµν resulta
−1
2
(i(pˆνφ5µ − pˆµφ5ν) +mGµν) γ5γµν+(ipˆµGνµ−mφ5ν)γ5γν+(ipˆµφ−mφµ)γµ
−m(φ5)γ5 + (pˆµφµ − imφ)I = 0.
Logo, explorando a independeˆncia linear dos elementos da base, obtemos as
equac¸o˜es de movimento:{
pˆνφ5µ − pˆµφ5ν = imGµν ,
pˆµG
νµ = −imφ5ν . (spin 1) (2.17){
pˆµφ
µ = imφ,
pˆµφ = −imφµ. (spin 0) (2.18)
φ5 = 0. (elemento trivial) (2.19)
As equac¸o˜es que compo˜em o primeiro par (2.17) correspondem a`s equac¸o˜es
de Proca para bo´sons de spin 1. O segundo par de equac¸o˜es (2.18) consiste
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nas equac¸o˜es de Klein-Gordon e referem-se a um campo escalar (spin 0) e
a u´ltima equac¸a˜o nos fornece um elemento trivial da base (φ5 = 0).
Investigando um pouco mais (2.17), podemos extrair algumas informac¸o˜es
adicionais. Assim, substituindo a segunda relac¸a˜o do sistema na primeira
pˆµpˆµφ5ν − pˆµpˆνφ5µ = im pˆµGνµ︸ ︷︷ ︸
=−imφ5ν
,
pˆµpˆµφ5ν − pˆν pˆµφ5µ = m2φ5ν
⇒ (pˆµpˆµ −m2)φ5ν − pˆν pˆµφ5µ = 0,
de modo que, impondo a condic¸a˜o de gauge pˆµφ5µ = 0 (necessa´ria para
garantir a conservac¸a˜o da carga), o pseudovetor φ5ν satisfaz a` equac¸a˜o de Klein-
-Gordon (1.9) para uma part´ıcula livre:
(pˆµpˆµ −m2)φ5ν = 0.
Aplicando ainda o operador pˆν na segunda equac¸a˜o do sistema e usando a
condic¸a˜o de gauge, obtemos a equac¸a˜o para o tensor antissime´trico Gµν :
pˆν pˆµG
νµ = 0.
Dessa maneira, as equac¸o˜es (2.17) sa˜o decorrentes da parte sime´trica do
spinor Φ∗∗ e exibem 10 paraˆmetros independentes (4 relativos ao pseudo-
vetor e 6 associados ao tensor antissime´trico). Este sistema e´ responsa´vel pelo
setor pseudovetorial da equac¸a˜o DKP.
Estudando agora as equac¸o˜es (2.18), vamos verificar que o segundo sistema
efetivamente guarda a informac¸a˜o da equac¸a˜o de Klein-Gordon para o escalar
φ. De fato, aplicando pˆµ na segunda relac¸a˜o e recorrendo a` primeira, temos
pˆµpˆµφ = −im pˆµφµ︸ ︷︷ ︸
=imφ
,
(pˆµpˆµ −m2)φ = 0.
De modo estritamente ana´logo, atuando pˆν na primeira equac¸a˜o e usando
a segunda, verifica-se:
pˆν pˆµφ
µ −m2φν = 0.
Assim, o sistema (2.18) decorre da parte antissime´trica do spinor Φ∗∗
e apresenta 5 paraˆmetros independentes (4 referentes ao quadrivetor e 1
relativo ao escalar). Estas equac¸o˜es sa˜o responsa´veis pelo setor escalar da
equac¸a˜o DKP.
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Vimos portanto que, expandindo o spinor Φ∗∗ na base γrαβ expressa em
(2.3), foi poss´ıvel identificar um campo escalar-pseudovetorial, associado ao
meso´n descrito pela equac¸a˜o DKP. Podemos ainda construir um campo pseudo-
escalar-vetorial definindo o “spinor dual”2 Φ
′
∗∗ = γ5Φ∗∗:
Φ
′
∗∗ =
(
1
2
G
′
αβγ
αβ + φ
′
αγ
α + φ
′
5αγ5γ
α + iφ
′
5γ5 + φ
′
)
C˘. (2.20)
Dessa forma, a equac¸a˜o DKP para este campo dual pode ser obtida com o
aux´ılio de (2.10). De fato, multiplicando (2.10) por γ5 a` esquerda temos
1
2
( γ5γ
µ︸ ︷︷ ︸
=−γµγ5
pˆ(r)µ Φ∗
∗ + γ5Φ∗∗︸ ︷︷ ︸
=Φ′∗
∗
γµpˆ(l)µ ) = mγ5Φ∗
∗︸ ︷︷ ︸
=Φ′∗
∗
⇒ 1
2
(−γµpˆ(r)µ Φ
′
∗
∗
+Φ
′
∗
∗
γµpˆ(l)µ ) = mΦ
′
∗
∗
. (2.21)
Agora, seguindo um procedimento absolutamente ana´logo ao efetuado an-
teriormente para obter as equac¸o˜es de movimento do me´son escalar-pseudove-
torial, podemos extrair as equac¸o˜es de movimento da teoria dual expandindo
Φ
′
∗
∗
na base (2.20). Assim, apo´s manipulac¸o˜es alge´bricas simples, obtemos
1
2
pˆµ
(
1
2
G
′
αβ [γ
αβ , γµ] + φ
′
5α[γ
α, γµ] + φ
′
5α[γ5γ
α, γµ] + iφ
′
5[γ5, γ
µ]
)
= m
(
1
2
G
′
αβγ
αβ + φ
′
αγ
α + φ
′
5αγ5γ
α + iφ
′
5γ5 + φ
′
)
.
Os comutadores que comparecem nesta expressa˜o seguem naturalmente das
relac¸o˜es (2.12), (2.15) e (2.16):
[γ5γ
α, γµ] = γ5γ
αγµ − γµγ5γα
= γ5(γ
αγµ + γµγα)
= 2gαµγ5. (2.22)
[γ5, γ
µ] = γ5γ
µ − γµγ5
= 2γ5γ
µ. (2.23)
2Neste caso, G
′
αβ
e´ um tensor antissime´trico genu´ıno.
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Logo, de posse destes comutadores,
−1
2
(
i(pˆνφ
′
µ − pˆµφ
′
ν) +mG
′
µν
)
γµν +
(
i
2
pˆµ(G
′νµ −G′µν)−mφ′ν
)
γν+
+(ipˆνφ
′
5 −mφ
′
5ν)γ5γ
ν + (pˆµφ
′
5
µ − imφ′5)γ5 −m(φ
′
)I = 0,
dando origem a`s equac¸o˜es de movimento{
pˆνφ
′
µ − pˆµφ
′
ν = imG
′
µν ,
pˆµG
′νµ
= −imφ′ν . (spin 1) (2.24)
{
pˆµφ
′
5
µ
= imφ
′
5,
pˆνφ
′
5 = −imφ
′
5ν .
(spin 0) (2.25)
φ
′
= 0. (elemento trivial) (2.26)
Assim, o sistema (2.24) corresponde ao setor vetorial da teoria ao passo
que (2.25) refere-se ao setor pseudoescalar e, novamente, temos um ele-
mento trivial φ
′
= 0. Portanto, expressando o spinor Φ∗∗ na base definida
em (2.20), obtemos um me´son pseudoescalar-vetorial descrito pela versa˜o dual
(2.21) da equac¸a˜o DKP.
2.1.1 A´lgebra das Matrizes βµ
Vamos analisar agora a a´lgebra associada a` teoria DKP. Verifica-se que as
matrizes βµ definidas em (2.8) satisfazem a relac¸a˜o trilinear
βµβνβλ + βλβνβµ = gµνβλ + gνλβµ. (2.27)
Com efeito, recorrendo a (2.9), podemos escrever βµ em componentes:
βµα
′
β
′
αβ =
1
2
(γµα
α
′
δβ
β
′
+ δα
α
′
γµβ
β
′
).
Desta forma, temos
βµα
′
β
′
αβ β
νρ
′
σ
′
α′β′
=
1
4
(γµα
α
′
δβ
β
′
+ δα
α
′
γµβ
β
′
)(γνα′
ρ
′
δβ′
σ
′
+ δα′
ρ
′
γνβ′
σ
′
)
=
1
4
(
(γµγν)α
ρ
′
δβ
σ
′
+ γµα
ρ
′
γνβ
σ
′
+
+γνα
ρ
′
γµβ
σ
′
+ δα
ρ
′
(γµγν)β
σ
′
)
,
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enquanto que, para o produto de 3 matrizes,
βµα
′
β
′
αβ β
νρ
′
σ
′
α′β′
βλ
η
ρ′σ′ =
1
8
(
(γµγν)α
ρ
′
δβ
σ
′
+ γµα
ρ
′
γνβ
σ
′
+ γνα
ρ
′
γµβ
σ
′
+
+δα
ρ
′
(γµγν)β
σ
′
)
(γλρ′
η
δσ′
 + δρ′
ηγλσ′

)
=
1
8
(
(γµγνγλ)α
η
δβ
 + (γµγν)α
η
γλβ

+ (γµγλ)α
η
γνβ
+
γµα
η(γνγλ)β

+ (γνγλ)α
η
γµβ
 + γνα
η(γµγλ)β

+
γλα
η
(γµγν)β

+ δα
η(γµγνγλ)β

)
.
Assim, estudando a u´ltima relac¸a˜o acima, podemos traduzir em forma ma-
tricial o produto βµβνβλ da seguinte maneira:
βµβνβλ =
1
8
(
(γµγνγλ)⊗ I + (γµγν)⊗ γλ + (γµγλ)⊗ γν + γµ ⊗ (γνγλ)
+(γνγλ)⊗ γµ + γν ⊗ (γµγλ) + γλ ⊗ (γµγν) + I ⊗ (γµγνγλ)) .
(2.28)
De posse dessa relac¸a˜o, podemos desenvolver a soma dos termos βµβνβλ e
βλβνβµ, de modo que, apo´s algumas manipulac¸o˜es alge´bricas,
βµβνβλ + βλβνβµ =
1
8
(
(γµγνγλ + γλγνγµ)⊗ I + (γµγν + γνγµ)⊗ γλ
+(γλγν + γνγλ)⊗ γµ + (γµγλ + γλγµ)⊗ γν
+γλ ⊗ (γµγν + γνγµ) + γµ ⊗ (γνγλ + γλγν)
+γν ⊗ (γµγλ + γλγµ) + I ⊗ (γµγνγλ + γλγνγµ)) .
Entretanto, recorrendo a` a´lgebra de Clifford (1.19), a expressa˜o acima e´
conduzida a` seguinte forma:
βµβνβλ + βλβνβµ =
1
8
(
(γµγνγλ + γλγνγµ)⊗ I + I ⊗ (γµγνγλ + γλγνγµ)
+2gµν(I ⊗ γλ + γλ ⊗ I) + 2gνλ(I ⊗ γµ + γµ ⊗ I)
+2gµλ(I ⊗ γν + γν ⊗ I)) .
Pore´m,
γµγνγλ = γµ(2gνλ − γλγν)
= 2gνλγµ − (2gµλ − γλγµ)γν
= 2gνλγµ − 2gµλγν + γλ(2gµν − γνγµ)
= 2gνλγµ − 2gµλγν + 2gµνγλ − γλγνγµ
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⇒ γµγνγλ + γλγνγµ = 2gνλγµ − 2gµλγν + 2gµνγλ. (2.29)
Assim, substituindo este resultado na expressa˜o anterior referente a` soma
envolvendo produtos de matrizes βµ, resulta
βµβνβλ + βλβνβµ =
1
8

4gνλ (I ⊗ γµ + γµ ⊗ I)︸ ︷︷ ︸
=2βµ
+4gµν (I ⊗ γλ + γλ ⊗ I)︸ ︷︷ ︸
=2βλ

 ,
seguindo a relac¸a˜o (2.27),
βµβνβλ + βλβνβµ = gνλβµ + gµνβλ.
Esta relac¸a˜o define a a´lgebra subjacente a` equac¸a˜o de primeira ordem que
descreve bo´sons de spin 0 e 1 e sera´ importante para a construc¸a˜o de um opera-
dor unita´rio que nos permite estudar o limite na˜o relativ´ıstico da equac¸a˜o DKP
livre e na presenc¸a de um campo externo, via transformac¸o˜es FW, conforme
discutiremos no cap´ıtulo 3.
A seguir, discutiremos ainda algumas propriedades das matrizes βµ que
sera˜o u´teis no decorrer de nossas discusso˜es.
Propriedades das Matrizes β
A partir de (2.27) podemos extrair algumas informac¸o˜es referentes a`s ma-
trizes βµ. De fato, fazendo ν = λ = µ, temos
(βµ)3 = gµµβµ (sem soma nos ı´ndices). (2.30)
Por outro lado, fazendo λ = µ segue:
βµβνβµ = gµνβµ (sem soma nos ı´ndices),
de forma que, para µ 6= ν,
βµβνβµ = 0. (2.31)
Calculando o determinante de (2.31) acima, obtemos
det(βµβνβµ) = 0
⇒ det(βµ) = 0 ou det(βν) = 0,
mas, como µ e ν sa˜o arbitra´rios (embora distintos), resulta que as matrizes βα
sa˜o singulares:
det(βα) = 0. (2.32)
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Agora, observemos ainda que se bµ e´ um quadrivetor arbitra´rio,
(βµb
µ)βν(βρb
ρ) = bµbρβµβνβρ
=
1
2
bµbρ(βµβνβρ + βρβνβµ)
=
1
2
bµbρ(βµgνρ + βρgνµ)
=
1
2
bµβµbν +
1
2
bρβρbν
= bµβµbν . (2.33)
Ale´m disso,
(~β.~b)β0(~β.~b) = βibiβ0βjbj
= bibj(βiβ0βj)
=
1
2
bibj(βiβ0βj + βjβ0βi)
=
1
2
bibj(βi g0j︸︷︷︸
=0
+βj g0i︸︷︷︸
=0
)
= 0. (2.34)
As matrizes βµ, de ordem 16 × 16, podem ser decompostas em repre-
sentac¸o˜es irredut´ıveis de ordens 5 × 5, relativa ao setor de spin 0, 10 × 10,
referente ao setor de spin 1, e uma representac¸a˜o unidimensional trivial, associ-
ada ao elemento nulo da base γr. Em outras palavras, podemos “diagonalizar”
as matrizes βµ em blocos 5× 5, 10× 10 e 1× 1 preservando a a´lgebra (2.27).
Dessa forma, vamos apresentar a seguir uma representac¸a˜o matricial parti-
cular que sera´ u´til na sec¸a˜o 2.2 (entretanto, esta representac¸a˜o esta´ associada a`
me´trica pseudoeuclidiana gµν = δµν , comum em algumas aplicac¸o˜es envolvendo
a teoria DKP):
SPIN 0
β0 =


0 0 0 0 −i
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
−i 0 0 0 0

 ,
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β1 =


0 0 0 0 0
0 0 0 0 1
0 0 0 0 0
0 0 0 0 0
0 1 0 0 0

 ,
β2 =


0 0 0 0 0
0 0 0 0 0
0 0 0 0 1
0 0 0 0 0
0 0 −1 0 0

 ,
β3 =


0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 1
0 0 0 1 0

 .
SPIN 1
β0 =


0 0 0 0 0 0 −i 0 0 0
0 0 0 0 0 0 0 −i 0 0
0 0 0 0 0 0 0 0 −i 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
i 0 0 0 0 0 0 0 0 0
0 i 0 0 0 0 0 0 0 0
0 0 i 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0


,
β1 =


0 0 0 0 0 0 0 0 0 −1
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 −1 0
0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0
0 0 0 0 −1 0 0 0 0 0
−1 0 0 0 0 0 0 0 0 0


,
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β2 =


0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 −1
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 −1 0 0 0
0 0 0 0 0 −1 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0
0 −1 0 0 0 0 0 0 0 0


,
β3 =


0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 −1
0 0 0 0 0 0 0 −1 0 0
0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0
0 0 0 −1 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 −1 0 0 0 0 0 0 0


.
A representac¸a˜o matricial do spinor Φ sobre o qual atuam as matrizes β pode
ser constru´ıda em termos de uma matriz coluna, perfilando suas componentes
associadas aos setores de spin 0 e 1 de modo consistente com as matrizes βµ
representadas acima.
2.1.2 Forma Hamiltoniana da Equac¸a˜o DKP e Operador
de Spin
Para implementarmos o formalismo FW no estudo do limite de baixas
energias da teoria DKP no cap´ıtulo 3, precisamos escrever a equac¸a˜o (2.7)
na forma hamiltoniana.
Assim, multiplicamos (2.7) a` esquerda por βν pˆνβ
ρ:
(βν pˆνβ
ρβµpˆµ −mpˆνβνβρ)Φ = 0,
de forma que, usando (2.33),
βαpˆαpˆ
ρΦ︸ ︷︷ ︸
=mpˆρΦ
−mpˆνβνβρΦ = 0
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⇒ pˆρΦ = pˆνβνβρΦ, (2.35)
onde usamos a equac¸a˜o (2.7) na u´ltima passagem acima.
Por outro lado, multiplicando (2.7) por β0 a` esquerda, temos
(β0βµpˆµ −mβ0)Φ = 0.
Dessa forma, fazendo ρ = 0 em (2.35) e somando com a relac¸a˜o acima,
(pˆ0 + (β0βµ − βµβ0)pˆµ −mβ0)Φ = 0,
(i∂0 + (β
0βj − βjβ0)︸ ︷︷ ︸
=αj
i∂j −mβ0)Φ = 0,
i∂0Φ = −iαj∂j︸ ︷︷ ︸
=~α.~ˆp
Φ+mβ0Φ
⇒ i∂0Φ = (~α.~ˆp+mβ0)Φ. (2.36)
Esta equac¸a˜o consiste na forma hamiltoniana da equac¸a˜o DKP, sendo a
hamiltoniana expressa por
H = ~α.~ˆp+mβ0. (2.37)
Para concluirmos esta sec¸a˜o, vamos definir o operador de spin da teoria
DKP:
Sij = i(βiβj − βjβi). (2.38)
Este operador sera´ u´til para a interpretac¸a˜o f´ısica dos termos de acopla-
mento que obteremos para a interac¸a˜o entre o me´son e um campo externo, no
cap´ıtulo 3.
Na pro´xima sec¸a˜o, discutiremos a relac¸a˜o entre a equac¸a˜o DKP que apresen-
tamos ate´ aqui e a equac¸a˜o de Harish-Chandra para o campo eletromagne´tico,
buscando evidenciar a inequivaleˆncia entre ambas.
2.2 A Equac¸a˜o DKP e as Equac¸o˜es de Maxwell
Para finalizarmos a discussa˜o referente a` equac¸a˜o DKP, vamos buscar aces-
sar as equac¸o˜es de Maxwell para o campo eletromagne´tico com base em uma
equac¸a˜o ana´loga a (2.7).
Para isso, definimos as matrizes auxiliares ηµ:
ηi = 2(βi)
2 − 1, (2.39)
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η4 = −i
(
2(β4)
2 − 1) , (2.40)
bem como a matriz η5:
η5 = iη1η2η3η4 =


1 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 −1 0 0 0
0 0 0 0 0 0 0 −1 0 0
0 0 0 0 0 0 0 0 −1 0
0 0 0 0 0 0 0 0 0 −1


, (2.41)
onde na˜o ha´ contrac¸a˜o dos ı´ndices nas expresso˜es acima; as matrizes βi cor-
respondem a`s matrizes beta do setor de spin 1 da teoria DKP, introduzidas
na sec¸a˜o (2.1.1), e definimos a matriz β4 = iβ0 (tendo definido β4 em (2.1.1),
embora tenha sido designada como β0 naquela oportunidade)
3.
As matrizes η5 e βµ acima referidas satisfazem a seguinte relac¸a˜o de anti-
comutac¸a˜o, como se pode verificar efetuando diretamente os produtos:
{η5, βµ} = 0. (2.42)
Definimos tambe´m o spinor Φ como segue:
Φ =


iE1/k
iE2/k
iE3/k
iB1/k
iB2/k
iB3/k
A1
A2
A3
ϕ


, (2.43)
onde Ei e Bi sa˜o as componentes dos campos ele´trico e magne´tico, Ai e ϕ cor-
respondem a`s componentes do quadripotencial e k e´ um paraˆmetro de dimensa˜o
de massa, introduzido para conferir a dimensa˜o correta ao spinor.
3As matrizes βµ definidas nesta sec¸a˜o satisfazem a a´lgebra (2.27) com a me´trica gµν =
diag(−1, 1, 1, 1), tradicionalmente empregada na literatura para abordar a teoria DKP, a qual
adotaremos excepcionalmente nesta sec¸a˜o.
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Este spinor pode ser decomposto em dois setores, que denominaremos su-
gestivamente por ΦR e ΦL, definidos a seguir:
ΦR =
1
2
(1 + η5)Φ, (2.44)
ΦL =
1
2
(1− η5)Φ. (2.45)
De posse dessas definic¸o˜es, propomos o seguinte par de equac¸o˜es para os
spinores (2.44) e (2.45):
iβµ∂
µΦR = 0, (2.46)
iβµ∂
µΦL − kΦR = 0. (2.47)
Desenvolvendo explicitamente a equac¸a˜o (2.46), obtemos a informac¸a˜o re-
ferente a`s equac¸o˜es de Maxwell (sem fontes):{
~∇. ~E = 0, (lei de Gauss)
~∇× ~B = ∂ ~E∂t , (lei de Faraday)
de modo que o spinor ΦR e´ responsa´vel pela dinaˆmica do sistema.
Ale´m disso, analisando tambe´m a equac¸a˜o (2.47), verificam-se as equac¸o˜es
constitutivas para os campos ele´trico e magne´tico:{
~E = −~∇ϕ− ∂∂t ~A,
~B = ~∇× ~A,
de forma que, tomando o rotacional da primeira equac¸a˜o anterior e o divergente
da segunda, segue o par de equac¸o˜es geome´tricas do eletromagnetismo:{
~∇× ~E = − ∂∂t ~B, (lei de Ampe`re-Maxwell)
~∇. ~B = 0. (auseˆncia de monopo´los magne´ticos)
Atuando o operador iβν∂
ν a` esquerda em (2.47) e usando (2.46), obtemos
ainda
βνβµ∂
ν∂µΦL = 0,
sendo que, efetuando explicitamente o ca´lculo acima, recuperamos as equac¸o˜es
de onda para o quadripotencial:{
(∂2t ~A−∇2 ~A) + ~∇(∂µAµ) = 0,
(∂2t ϕ−∇2ϕ)− ∂t(∂µAµ) = 0.
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Assim, o sistema de equac¸o˜es (2.46) e (2.47) conte´m efetivamente toda a in-
formac¸a˜o referente ao campo eletromagne´tico livre. Adicionando estas equac¸o˜es
e usando (2.44) e (2.45), obtemos
iβµ∂
µ(ΦL +ΦR)− kΦR = 0,
iβµ∂
µΦ− k
2
(1 + η5)︸ ︷︷ ︸
=γ
Φ = 0
⇒ iβµ∂µΦ− γΦ = 0, (2.48)
onde a matriz γ e´ definida por
γ =
k
2
(1 + η5). (2.49)
Esta u´ltima satisfaz as seguintes propriedades:
γ2 =
k2
4
(1 + 2η5 + η
2
5︸︷︷︸
=1
)
=
k2
2
(1 + η5)
= kγ, (2.50)
{γ, βµ} = γβµ + βµγ
=
k
2
(2βµ + {η5, βµ}︸ ︷︷ ︸
=0
)
= kβµ. (2.51)
Dessa forma, observemos que a equac¸a˜o (2.48) acima exibe a mesma es-
trutura da equac¸a˜o DKP (2.7), preservando a a´lgebra das matrizes βµ, pore´m
substituindo o termo de massa pela matriz γ definida por (2.48). A equac¸a˜o
(2.48) corresponde a` equac¸a˜o de Harish-Chandra, proposta em 1946 (re-
fereˆncia [10]) em um estudo referente a` correspondeˆncia entre as teorias do
me´son (DKP) e do fo´ton4.
4Salientamos que, na equac¸a˜o originalmente proposta por Harish-Chandra, a matriz γ que
substitui o termo de massa satisfaz relac¸o˜es iguais a (2.50) e (2.51), exceto pela presenc¸a do
paraˆmetro k que surge em nossa construc¸a˜o.
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Portanto, verifica-se que e´ poss´ıvel acessarmos o conteu´do referente ao
campo eletromagne´tico explorando a mesma estrutura alge´brica da teoria DKP;
entretanto, as teorias do me´son e do fo´ton na˜o sa˜o de fato equivalentes tendo
em vista que a equac¸a˜o (2.7) deve ser modificada para a forma (2.48) atrave´s da
introduc¸a˜o de uma “matriz de massa”, para acomodar as equac¸o˜es de Maxwell.
Cabe enfatizar que a construc¸a˜o original que efetuamos nesta sec¸a˜o na˜o
segue daquela proposta por Harish-Chandra, mas corresponde a uma aborda-
gem alternativa, em que almejamos investigar a teoria do fo´ton estabelecendo
uma analogia com a simetria quiral. Dessa forma, a decomposic¸a˜o do spinor
Φ, definido por (2.43), em duas componentes ΦR e ΦL, expressas em (2.44) e
(2.45), foi idealizada com o intuito de evidenciarmos os estados de polarizac¸a˜o
“right” e “left”, respectivamente, de modo que esta abordagem nos permite
ainda buscar a construc¸a˜o de um operador de polarizac¸a˜o da luz. De fato,
temos:
η5ΦR = ΦR,
η5ΦL = −ΦL,
onde utilizamos (η5)
2 = 1, o que sugere que η5 e´ o operador de quiralidade do
fo´ton. Seus autoestados sa˜o:
ΦR = p+Φ,
ΦL = p−Φ,
em que
p± ≡ 1
2
(1± η5)
correspondem aos projetores de quiralidade tais que
p2± = p±;
p+p− = 0 = p−p+
e
p+ + p− = 1.
2.3 O Formalismo de Weinberg
Em 1964, S. Weinberg propoˆs um formalismo ancorado na teoria da ma-
triz de espalhamento (matriz S)5 para a construc¸a˜o de propagadores para
part´ıculas de massa na˜o nula e spins arbitra´rios (inteiros e semi-inteiros)6.
5Em nosso estudo, na˜o discutiremos a teoria da matriz S, pois foge ao escopo de nosso
objetivo (recomendamos ao leitor interessado o estudo das refereˆncias [29] e [34]).
6Este trabalho de Weinberg permaneceu, de certa forma, desconhecido devido a` subse-
quente formulac¸a˜o do Modelo Padra˜o das interac¸o˜es fundamentais.
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Como consequeˆncia da construc¸a˜o, obteˆm-se equac¸o˜es de onda associadas aos
campos que descrevem as part´ıculas, de modo que esta proposta culmina em
uma formulac¸a˜o alternativa ao trabalho de Bargmann e Wigner, discutido no
cap´ıtulo anterior, no aˆmbito da teoria de spins altos.
Postulados
Na construc¸a˜o de Weinberg, foram assumidas as seguintes premissas:
1. a matriz S pode ser calculada a partir da fo´rmula de Dyson:
S =
∞∑
n=0
∫ ∞
−∞
dt1...dtnT (H
′
(t1)...H
′
(tn)), (2.52)
onde a hamiltoniana H e´ separa´vel em uma parte livre H0 e uma parte
interagente H
′
, sendo expressa na representac¸a˜o de interac¸a˜o,
H
′
(t) = eiH0tH
′
e−iH0t; (2.53)
2. a matriz S deve ser invariante sobre transformac¸o˜es de Lorentz orto´cro-
nas. Uma condic¸a˜o necessa´ria para esta invariaˆncia e´ tal que possamos
escrever H
′
(t) como
H
′
(t) =
∫
d3xh(~x, t), (2.54)
onde a densidade hamiltoniana h(xµ) apresenta as seguintes propriedades:
a) sob uma transformac¸a˜o de Poincare´, h(xµ) comporta-se de acordo com
U(a,Λ)h(xµ)U−1(a,Λ) = h(Λµνxν + aµ), (2.55)
onde U(a,Λ) e´ um operador unita´rio do grupo de Poincare´ (vide apeˆndice
B);
b) para um intervalo (xµ − yµ) tipo-espac¸o temos
[h(xµ), h(yν)] = 0, (2.56)
de forma que as func¸o˜es de Heaviside θ(xi−xj), impl´ıcitas no operador de
ordenamento temporal T em (2.52), apresentem apenas intervalos tipo-luz
ou tipo-tempo em seus argumentos, garantindo a invariaˆncia das mesmas;
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3. a densidade hamiltoniana h(xµ) deve ser constru´ıda a partir dos opera-
dores de criac¸a˜o e aniquilac¸a˜o de part´ıculas livres expressas por H0. Para
que esta definic¸a˜o de h(xµ) seja compat´ıvel com as propriedades elencadas
acima, podemos escreveˆ-la como func¸a˜o de um ou mais campos ψn(x
µ),
constru´ıdos a partir dos operadores de criac¸a˜o e aniquilac¸a˜o e exibindo
as seguintes propriedades:
a) sob transformac¸o˜es de Poincare´, os campos ψn(x
µ) comportam-se de
acordo com
U(a,A(Λ))ψn(x
µ)U−1(a,A(Λ)) =
∑
m
Djnm(A
−1)ψm(Λµνxν + aµ),
(2.57)
onde Dnm(A) e´ uma representac¸a˜o do grupo de Lorentz homogeˆneo;
b) para um intervalo (xµ − yµ) tipo-espac¸o exigimos
[ψn(x
µ), ψm(y
µ)]± = 0, (2.58)
onde os sinais + e − acima referem-se ao anticomutador e ao comutador
entre os campos, respectivamente. Esta condic¸a˜o assegura a validade de
(2.56) para a densidade hamiltoniana h(xµ) se temos um nu´mero par de
campos fermioˆnicos.
Nas sec¸o˜es a seguir, vamos nos ater a` discussa˜o do formalismo de Weinberg
em n´ıvel de representac¸o˜es do grupo de Poincare´, enfatizando particularmente
as representac¸o˜es spinoriais de 2j + 1 e 2(2j + 1) componentes, onde obtemos
as equac¸o˜es de onda para os campos associados a`s part´ıculas.
2.3.1 Campos Spinoriais na Representac¸a˜o 2j + 1
Conforme discutido no apeˆndice B, a representac¸a˜o unita´ria U(a,A) do
grupo de Poincare´ e´ dependente do momento. Entretanto, gostar´ıamos de
construir uma base de spinores cuja lei de transformac¸a˜o sob a atuac¸a˜o de
elementos do grupo de Lorentz homogeˆneo seja simples e independente do mo-
mento. Assim, vamos definir os estados a seguir:
|~p,ms; s) =
∑
m′s
∣∣∣~p,m′s; s〉Djm′sms(α−1(ps)), (2.59)
onde α(ps) e´ o operador de Wigner (B-31), ps e´ a matriz hermitiana relativa ao
quadrimomento definida em (A-7) e Dj e´ uma representac¸a˜o do grupo SU(2).
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Recorrendo a (B.39), obtemos a lei de transformac¸a˜o destes estados sob
transformac¸o˜es homogeˆneas:
U(0, A) |~p,ms; s) =
∑
m′s
U(0, A)
∣∣∣~p,m′s; s〉Djm′sms(α−1(ps))
=
∑
m′s
(
∑
m′′s
∣∣∣~p′ ,m′′s ; s〉Djm′′sm′s(A¯(p˘s)))Djm′sms(α−1(ps))
=
∑
m′′s
∣∣∣~p′ ,m′′s ; s〉 (∑
m′s
Dj
m′′sm
′
s
(A¯(p˘s))D
j
m′sms
(α−1(ps))),
onde A¯(p˘s) e´ elemento do little group (L(p˘s)). Usando (B.27), bem como a lei
de composic¸a˜o para elementos do SU(2) (A.43), obtemos
U(0, A) |~p,ms; s) =
∑
m′′s
∣∣∣~p′ ,m′′s ; s〉 (∑
m′s
Dj
m′′sm
′
s
(α−1(p
′
s)Aα(ps)).
.Dj
m′sms
(α−1(ps)))
=
∑
m′′s
∣∣∣~p′ ,m′′s ; s〉 (∑
m′′′s
Dj
m′′sm
′′′
s
(α−1(p
′
s)).
.Dj
m′′′s ms
(Aα(ps)α
−1(ps)))
=
∑
m′′′s
∑
m′′s
∣∣∣~p′ ,m′′s ; s〉Djm′′sm′′′s (α−1(p′s))︸ ︷︷ ︸
=
∣∣∣~p′ ,m′′′s ;s
)
Dj
m′′′s ms
(A)
=
∑
m′′′s
∣∣∣~p′ ,m′′′s ; s)Djm′′′s ms(A). (2.60)
Observemos que, de fato, a lei de transformac¸a˜o dos estados (2.59) expressa
acima e´ independente do momento. Precisamos, agora, examinar as condic¸o˜es
de ortogonalidade e completeza para estes estados:
(~p′ ,m
′
s; s|~p,ms; s) =
∑
m′′′s
〈
~p′ ,m
′′′
s ; s
∣∣∣Dj+
m′sm
′′′
s
(α−1(p
′
s)).
.
∑
m′′s
∣∣∣~p,m′′s ; s〉Djm′′sms(α−1(ps))
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=
∑
m′′′s
∑
m′′s
〈
~p′ ,m
′′′
s ; s|~p,m
′′
s ; s
〉
Dj
m′sm
′′′
s
((α−1(p
′
s))
+)Dj
m′′sms
(α−1(ps)).
Recorrendo a (B.33), segue
(~p′ ,m
′
s; s|~p,ms; s) =
∑
m′′′s
∑
m′′s
(2p0δ(~p− ~p′)δm′′′s m′′s )D
j
m′sm
′′′
s
((α−1(p
′
s))
+).
.Dj
m′′sms
(α−1(ps))
= 2p0δ(~p− ~p′)
∑
m′′s
Dj
m′sm
′′
s
((α−1(p
′
s))
+)DS
m′′sms
(α−1(ps))
= 2p0δ(~p− ~p′)Djm′sms((α
−1(p
′
s))
+α−1(ps));
contudo, devido a presenc¸a da func¸a˜o delta de Dirac, sob o sinal de integrac¸a˜o
a matriz Dj contribui apenas quando ps = p
′
s. Logo, usando a hermiticidade
do operador de Wigner,
(~p′ ,m
′
s; s|~p,ms; s) = 2p0δ(~p− ~p′)Djm′sms((α
−1(ps))+α−1(ps))
= 2p0δ(~p− ~p′)Djm′sms((α
2(ps))
−1).
Pore´m, recordando a relac¸a˜o α2(ps) = ps/m, segue que (α
2(ps))
−1 = mp−1s .
Ainda, com o aux´ılio de (A.13), obtemos p−1s =
p0σ0−~p.~σ
m2 .
Dessa forma, substituindo este resultado na expressa˜o anterior, resulta a
relac¸a˜o de “ortogonalidade”:
(~p′ ,m
′
s; s|~p,ms; s) = 2p0δ(~p− ~p′)Djm′sms(mp
−1
s ). (2.61)
Observemos que os estados definidos em (2.59) na˜o sa˜o ortogonais. Para a
relac¸a˜o de completeza, temos:
∑
ms
∑
m′s
∫
|~p,ms; s)Djmsm′s
(ps
m
)(
~p,m
′
s; s
∣∣∣ d3p
2p0
= 1. (2.62)
Operadores de Criac¸a˜o e Aniquilac¸a˜o
Para construirmos um sistema de muitas part´ıculas, vamos introduzir o
operador de criac¸a˜o a+:
|~p,ms; s,m〉 = a+(~p,ms; s,m) |0〉 ; (2.63)
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onde |0〉 representa o va´cuo, que consiste no estado homogeˆneo e isotro´pico de
menor energia.
Assim, podemos verificar a lei de transformac¸a˜o do operador de criac¸a˜o
sobre transformac¸o˜es de Lorentz a partir de (B.39)7:
U(0, A) |~p,ms; s,m〉︸ ︷︷ ︸
=a+(~p,ms)|0〉
=
∑
m′s
∣∣∣~p′ ,m′s〉Dsm′sms(A¯(p˘s)),
U(0, A)a+(~p,ms)U
−1(0, A)U(0, A) |0〉︸ ︷︷ ︸
=|0〉
=
∑
m′s
∣∣∣~p′ ,m′s〉︸ ︷︷ ︸
=a+(~p′ ,m′s)|0〉
Ds
m′sms
(α−1(p
′
s)Aα(ps)),
U(0, A)a+(~p,ms)U
−1(0, A) |0〉 =
∑
m′s
a+(~p′ ,m
′
s)D
s
m′sms
(α−1(p
′
s)Aα(ps)) |0〉
⇒ U(0, A)a+(~p,ms)U−1(0, A) =
∑
m′s
a+(~p′ ,m
′
s)D
s
m′sms
(α−1(p
′
s)Aα(ps)).
(2.64)
O operador de aniquilac¸a˜o a e´ definido por:
a(~p,ms; s,m) |~p,ms; s,m〉 = |0〉 . (2.65)
Tomando o conjugado hermitiano de (2.64), segue a lei de transformac¸a˜o
do operador de aniquilac¸a˜o sob transformac¸o˜es de Lorentz:
(U−1(0, A))+︸ ︷︷ ︸
=U(0,A)
a(~p,ms) U
+(0, A)︸ ︷︷ ︸
=U−1(0,A)
=
∑
m′s
Dj+
m′sms
(α−1(p
′
s)Aα(ps))︸ ︷︷ ︸
=(Dj
m
′
sms
(α−1(p′s)Aα(ps)))
−1
a(~p′ ,m
′
s)
⇒ U(0, A)a(~p,ms)U−1(0, A) =
∑
m′s
Dj
m′sms
(α−1(ps)A−1α(p
′
s))a(
~p′ ,m
′
s).
(2.66)
As relac¸o˜es de comutac¸a˜o entre os operadores de criac¸a˜o e aniquilac¸a˜o
sa˜o expressas por:
[a(~p,ms), a
+(~p′ ,m
′
s)]± = 2p0δmsm′sδ(~p− ~p
′), (2.67)
7O va´cuo |0〉 e´ invariante sob transformac¸o˜es de Poincare´:
U(a,A) |0〉 = |0〉 ,
visto que, por definic¸a˜o, e´ um estado homogeˆneo e isotro´pico.
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onde os sinais (+) e (−) referem-se a campos fermioˆnicos e bosoˆnicos, respec-
tivamente.
Agora, levando em conta A−1 = C−1ATC (vide apeˆndice A), podemos
substituir a lei de transformac¸a˜o (2.64) para o operador de criac¸a˜o por uma
relac¸a˜o mais conveniente, expressa abaixo8:∑
m′s
U(0, A)Dj
msm
′
s
(C−1)a+(~p,m
′
s)U
−1(0, A) =
∑
m′s
∑
m′′s
Dj
msm
′
s
(α−1(ps)A−1α(p
′
s))D
j
m′sm
′′
s
(C−1)a+(~p′ ,m
′′
s ). (2.68)
Como podemos notar, a lei de transformac¸a˜o acima e´ a mesma do operador
de aniquilac¸a˜o.
A relac¸a˜o (2.68) sugere a seguinte redefinic¸a˜o dos operadores de criac¸a˜o e
aniquilac¸a˜o: {
a+ → Dj(αC−1)a+,
a→ Dj(α)a. (2.69)
Estes novos operadores transformam-se localmente sob transformac¸o˜es de
Lorentz homogeˆneas da seguinte forma:
U(0, A)Dj(α(ps)C
−1)a+(~p)U−1(0, A) = Dj(A−1)Dj(α(p
′
s)C
−1)a+(~p′)
(2.70)
e
U(0, A)Dj(α(ps))a(~p)U
−1(0, A) = Dj(A−1)Dj(α(p
′
s))a(
~p′). (2.71)
De posse dos operadores (2.69), podemos definir os campos φ(+)(xµ) e
φ(−)(xµ) de 2s+1 componentes que compo˜em uma base para os operadores de
criac¸a˜o e aniquilac¸a˜o:
φ(−)(xµ) =
1
(2pi)3/2
∫
d3p
2p0
∑
m′s
Dj
msm
′
s
(αC−1)a+(~p,m
′
s)e
ipµx
µ
, (2.72)
φ(+)(xµ) =
1
(2pi)3/2
∫
d3p
2p0
∑
m′s
Dj
msm
′
s
(α)a(~p,m
′
s)e
−ipµxµ . (2.73)
Entretanto, levando em considerac¸a˜o tambe´m as antipart´ıculas, precisa-
mos definir os operadores Dj(αC−1)b+(~p) e Dj(α)b(~p) referentes a` criac¸a˜o e
8Vide refereˆncias [11] e [31].
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aniquilac¸a˜o destas part´ıculas, respectivamente. Dessa forma, os campos asso-
ciados a`s antipart´ıculas apresentam a mesma forma dos campos definidos em
(2.72) e (2.73), substituindo-se os operadores a(~p) por b(~p).
Face ao exposto, o campo mais geral que podemos construir e´ expresso por
φ(xµ) = φ(+)a (x
µ) + ηφ
(−)
b (x
µ),
ou, escrevendo explicitamente,
φ(xµ) =
1
(2pi)3/2
∫
d3p
2p0
∑
m′s
(Dj
msm
′
s
(α)a(~p,m
′
s)e
−ipµxµ +
+ηDj
msm
′
s
(αC−1)b+(~p,m
′
s)e
ipµx
µ
), (2.74)
onde η e´ um fator de fase.
Observemos que, por construc¸a˜o, este campo transforma-se localmente sob
transformac¸o˜es de Lorentz homogeˆneas de acordo com
U(0, A)φ(xµ)U−1(0, A) =
1
(2pi)3/2
∫
d3p
2p0
(U(0, A)Dj(α(ps))a(~p)U
−1(0, A)︸ ︷︷ ︸
=Dj(A−1)Dj(α(p′s))a(
~p′ )
e−ipµx
µ
+η U(0, A)Dj(α(ps)C
−1)b+(~p)U−1(0, A)︸ ︷︷ ︸
=Dj(A−1)Dj(α(p′s)C
−1)b+(~p′ )
eipµx
µ
)
= Dj(A−1)
1
(2pi)3/2
∫
d3p
′
2p
′
0
(Dj(α(p
′
s))a(
~p′)e−ip
′
µx
′µ
+
+ηDj(α(p
′
s)C
−1)b+(~p′)eip
′
µx
′µ
)
= Dj(A−1)φ(Λµνxν). (2.75)
Dessa maneira, (2.75) e´ consistente com a exigeˆncia (2.57).
Relac¸o˜es de Comutac¸a˜o e Causalidade
Examinemos agora a relac¸a˜o de comutac¸a˜o entre os campos φ e φ+:
[φms(x
µ), φ+
m′s
(yµ)](±) = [φ(+)a ms(x
µ)+ηφ
(−)
b ms
(xµ), φ(+)a
+
m′s
(yµ)+η∗φ(−)b
+
m′s
(yµ)](±)
= [φ(+)a ms(x
µ), φ(+)a
+
m′s
(yµ)](±) + η[φ
(−)
b ms
(xµ), φ(+)a
+
m′s
(yµ)](±) +
+η∗[φ(+)a ms(x
µ), φ
(−)
b
+
m′s
(yµ)](±) + |η|2[φ(−)b ms(x
µ), φ
(−)
b
+
m′s
(yµ)](±).
(2.76)
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Desenvolvendo separadamente cada termo do segundo membro, temos
[φ(+)a ms(x
µ), φ(+)a
+
m′s
(yµ)](±) = φ(+)a ms(x
µ)φ(+)a
+
m′s
(yµ)±φ(+)a
+
m′s
(yµ)φ(+)a ms(x
µ);
todavia, observemos que
φ(+)a ms(x
µ)φ(+)a
+
m′s
(yµ) =
1
(2pi)3
∫ ∫
d3pd3p
′
2p02p
′
0
∑
m′′s
∑
m′′′s
Dj
msm
′′
s
(α(ps)).
.Dj+
m′′′s m
′
s
(α(p
′
s))a(~p,m
′′
s )a
+(~p′ ,m
′′′
s )e
−ipµxµ+ip
′
µy
µ
,
φ(+)a
+
m′s
(yµ)φ(+)a ms(x
µ) =
1
(2pi)3
∫ ∫
d3pd3p
′
2p02p
′
0
∑
m′′s
∑
m′′′s
Dj+
m′′′s m
′
s
(α(p
′
s)).
.Dj
msm
′′
s
(α(ps))a
+(~p′ ,m
′′′
s )a(~p,m
′′
s )e
−ipµxµ+ip
′
µy
µ
.
Logo,
[φ(+)a ms(x
µ), φ(+)a
+
m′s
(yµ)](±) =
1
(2pi)3
∫ ∫
d3pd3p
′
2p02p
′
0
∑
m′′s
∑
m′′′s
Dj
msm
′′
s
(α(ps)).
.Dj+
m′′′s m
′
s
(α(p
′
s)) [a(~p,m
′′
s ), a
+(~p′ ,m
′′′
s )](±)︸ ︷︷ ︸
=2p0δm′′s m
′′′
s
δ(~p−~p′ )
e−ipµx
µ+ip
′
µy
µ
=
1
(2pi)3
∫
d3p
′
2p
′
0
Dj
msm
′
s
(α(p
′
s)α
+(p
′
s))e
−ip′µ(xµ−yµ)
=
1
(2pi)3
∫
d3p
′
2p
′
0
Dj
msm
′
s
(
p
′
s
m
)
e−ip
′
µ(x
µ−yµ) (2.77)
e
[φ
(−)
b ms
(xµ), φ
(−)
b
+
m′s
(yµ)](±) = φ
(−)
b ms
(xµ)φ
(−)
b
+
m′s
(yµ)±φ(−)b
+
m′s
(yµ)φ
(−)
b ms
(xµ);
entretanto,
φ
(−)
b ms
(xµ)φ
(−)
b
+
m′s
(yµ) =
1
(2pi)3
∫ ∫
d3pd3p
′
2p02p
′
0
∑
m′′s
∑
m′′′s
Dj
msm
′′
s
(α(ps)C
−1).
.Dj+
m′′′s m
′
s
(α(p
′
s)C
−1)b+(~p,m
′′
s )b(
~p′ ,m
′′′
s )e
ipµx
µ−ip′µyµ ,
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φ
(−)
b
+
m′s
(yµ)φ
(−)
b ms
(xµ) =
1
(2pi)3
∫ ∫
d3pd3p
′
2p02p
′
0
∑
m′′s
∑
m′′′s
Dj+
m′′′s m
′
s
(α(p
′
s)C
−1).
.Dj
msm
′′
s
(α(ps)C
−1)b(~p′ ,m
′′′
s )b
+(~p,m
′′
s )e
ipµx
µ−ip′µyµ .
Portanto,
[φ
(−)
b ms
(xµ), φ
(−)
b
+
m′s
(yµ)](±) =
1
(2pi)3
∫ ∫
d3pd3p
′
2p02p
′
0
∑
m′′s
∑
m′′′s
Dj
msm
′′
s
(α(ps)C
−1).
.Dj+
m′′′s m
′
s
(α(p
′
s)C
−1) [b+(~p,m
′′
s ), b(
~p′ ,m
′′′
s )](±)︸ ︷︷ ︸
=±2p0δm′′s m′′′s δ(~p−
~p′ )
eipµx
µ−ip′µyµ
= ± 1
(2pi)3
∫
d3p
′
2p
′
0
Dj
msm
′
s
(α(p
′
s)C
−1C−1
+
α+(p
′
s)︸ ︷︷ ︸
=
p
′
s
m
)eip
′
µ(x
µ−yµ)
= ± 1
(2pi)3
∫
d3p
′
2p
′
0
Dj
msm
′
s
(
p
′
s
m
)
eip
′
µ(x
µ−yµ), (2.78)
onde exploramos o cara´ter unita´rio de C (vide apeˆndice A).
Os termos envolvendo relac¸o˜es de comutac¸a˜o entre os campos associados a`s
part´ıculas (φ
(+)
a (xµ)) e os campos relacionados a`s antipart´ıculas (φ
(−)
b (x
µ)) se
anulam, pois os operadores a(~p) e b+(~p) comutam (assim como a(~p) e b(~p)).
De fato, observemos que
[φ(+)a ms(x
µ), φ
(−)
b
+
m′s
(yµ)](±) = φ(+)a ms(x
µ)φ
(−)
b
+
m′s
(yµ)±φ(−)b
+
m′s
(yµ)φ(+)a ms(x
µ);
pore´m,
φ(+)a ms(x
µ)φ
(−)
b
+
m′s
(yµ) =
1
(2pi)3
∫ ∫
d3pd3p
′
2p02p
′
0
∑
m′′s
∑
m′′′s
Dj
msm
′′
s
(α(ps)).
.Dj+
m′′′s m
′
s
(α(p
′
s)C
−1)a(~p,m
′′
s )b(
~p′ ,m
′′′
s )e
−ipµxµ−ip
′
µy
µ
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e
φ
(−)
b
+
m′s
(yµ)φ(+)a ms(x
µ) =
1
(2pi)3
∫ ∫
d3pd3p
′
2p02p
′
0
∑
m′′s
∑
m′′′s
Dj+
m′′′s m
′
s
(α(p
′
s)C
−1).
.Dj
msm
′′
s
(α(ps))b(~p
′ ,m
′′′
s )a(~p,m
′′
s )e
−ipµxµ−ip
′
µy
µ
.
Assim,
[φ(+)a ms(x
µ), φ
(−)
b
+
m′s
(yµ)](±) =
1
(2pi)3
∫ ∫
d3pd3p
′
2p02p
′
0
∑
m′′s
∑
m′′′s
Dj
msm
′′
s
(α(ps)).
.Dj+
m′′′s m
′
s
(α(p
′
s)) [a(~p,m
′′
s ), b(
~p′ ,m
′′′
s )]︸ ︷︷ ︸
=0
e−ipµx
µ−ip′µyµ
= 0. (2.79)
Analogamente, verifica-se que
[φ
(−)
b ms
(xµ), φ(+)a
+
m′s
(yµ)](±) = 0. (2.80)
Dessa forma, de posse dos resultados (2.77)-(2.80), retomamos o desenvol-
vimento de (2.76):
[φms(x
µ), φ+
m′s
(yµ)](±) =
1
(2pi)3
∫
d3p
2p0
Dj
msm
′
s
(ps
m
)(
e−ipµ(x
µ−yµ) ± |η|2 eipµ(xµ−yµ)
)
.
Agora, observemos que a matriz ps/m que comparece no argumento de D
j
corresponde a um elemento do SL(2,C) (mais precisamente ao setor hermitiano
do grupo), visto que consiste em uma matriz 2× 2 (hermitiana) cujo determi-
nante e´ 1. Assim, recordando que um elemento Ab do SL(2,C) e´ expresso por
(A-76), pode-se construir uma representac¸a˜o para Dj(ps/m) como:
Dj
(ps
m
)
= e−
β
|~p|
(~S.~p), (2.81)
onde senh(β) = − |~p|m e ~S e´ o operador de spin.
Portanto, podemos reescrever o comutador anterior sob a forma conveniente
[φms(x
µ), φ+
m′s
(yµ)](±) =
1
(2pi)3
∫
d3p
2p0
e−
β
|~p|
(~S.~p)
(
e−ipµ(x
µ−yµ) ± |η|2 eipµ(xµ−yµ)
)
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=
1
(2pi)3
e−
β
|~p|
(~S.~ˆp)︸ ︷︷ ︸
=Dj
msm
′
s
( pˆsm )
∫
d3p
2p0
(
e−ipµ(x
µ−yµ) ± |η|2 (−1)2jeipµ(xµ−yµ)
)
=
1
(2pi)3
Dj
msm
′
s
(
pˆs
m
)∫
d3p
2p0
(
e−ipµ(x
µ−yµ) ± |η|2 (−1)2jeipµ(xµ−yµ)
)
.
(2.82)
Analisando (2.82), observa-se que o comutador se anula em um intervalo ti-
po-espac¸o (xµ − yµ)2 < 0, se a integral involve apenas a diferenc¸a entre as
exponenciais (vide apeˆndice C), isto e´,
−1 = ± |η|2 (−1)2j .
Esta condic¸a˜o e´ satisfeita se
|η|2 = 1, ±(−1)2j = −1. (2.83)
As relac¸o˜es (2.83) acima sintetizam a condic¸a˜o de causalidade para os
campos, de forma que o teorema spin-estat´ıstica segue naturalmente desta
condic¸a˜o:
se j ∈ Z temos relac¸o˜es de comutac¸a˜o (estat´ıstica de Bose-Einstein);
se 2j ∈ Z temos relac¸o˜es de anticomutac¸a˜o (estat´ıstica de Fermi-Dirac).
Portanto, aplicando (2.83) em (2.82) resulta a relac¸a˜o de comutac¸a˜o causal
entre os campos
[φms(x
µ), φ+
m′s
(yµ)](±) = D
j
msm
′
s
(
pˆs
m
)
1
(2pi)3
∫
d3p
2p0
(
e−ipµ(x
µ−yµ) − eipµ(xµ−yµ)
)
︸ ︷︷ ︸
=i∆(xµ−yµ)
= iDj
msm
′
s
(
pˆs
m
)
∆(xµ − yµ), (2.84)
onde ∆(xµ − yµ) e´ a func¸a˜o de Pauli-Jordan (apeˆndice C),
∆(xµ − yµ) = − i
(2pi)3
∫
d3p
2p0
(
e−ipµ(x
µ−yµ) − eipµ(xµ−yµ)
)
.
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Equac¸a˜o de Klein-Gordon
Para finalizarmos esta sec¸a˜o referente aos campos spinoriais na representac¸a˜o
2j + 1, vamos examinar as equac¸o˜es de onda satisfeitas por estes campos.
Naturalmente, por descrever part´ıculas livres, o campo (2.74) (com η = 1
devido a (2.83)) deve satisfazer a equac¸a˜o de Klein-Gordon em cada uma
de suas componentes. Com efeito, observemos que
∂ν∂
νφms =
1
(2pi)3/2
∫
d3p
2p0
∑
m′s
(Dj
msm
′
s
(α)a(~p,m
′
s)((−ip0)2 − (i |~p|)2)e−ipµx
µ
+Dj
msm
′
s
(αC−1)b+(~p,m
′
s)((ip
0)2 − (−i |~p|)2)eipµxµ)
=
1
(2pi)3/2
∫
d3p
2p0
(−(p0)2 + |~p|2)
∑
m′s
(Dj
msm
′
s
(α)a(~p,m
′
s)e
−ipµxµ
+Dj
msm
′
s
(αC−1)b+(~p,m
′
s)e
ipµx
µ
)
⇒ (∂ν∂ν +m2)φms =
1
(2pi)3/2
∫
d3p
2p0
(−(p0)2 + (|~p|)2 +m2)︸ ︷︷ ︸
=0
.
.
∑
m′s
(Dj
msm
′
s
(α)a(~p,m
′
s)e
−ipµxµ +
+Dj
msm
′
s
(αC−1)b+(~p,m
′
s)e
ipµx
µ
)
= 0. (2.85)
Ale´m disso, verifica-se em detalhe na refereˆncia [11] que o campo φ(xµ)
transforma-se adequadamente sob transformac¸o˜es de reversa˜o temporal (T) e
sob a composic¸a˜o da conjugac¸a˜o de carga e paridade (CP), de modo que a re-
presentac¸a˜o 2j+1 constitui um cena´rio apropriado para o estudo da interac¸a˜o
fraca9.
Entretanto, os campos de 2j + 1 componentes na˜o fornecem um cena´rio
apropriado ao estudo de processos que conservam paridade (vide refereˆncia
[11]) e na˜o satisfazem outra equac¸a˜o de onda a` excec¸a˜o de (2.85).
Podemos construir campos que preservam paridade e exibem equac¸o˜es de
onda complementares a` equac¸a˜o de Klein-Gordon se estendermos a dimensa˜o
9Na˜o reproduziremos aqui os ca´lculos referentes a`s simetrias T e CP mencionadas acima,
pois tal abordagem foge do escopo deste trabalho.
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da “representac¸a˜o” para 2(2j + 1) componentes, como veremos na pro´xima
sec¸a˜o.
2.3.2 Campos Spinoriais na Representac¸a˜o 2(2j + 1)
Na sec¸a˜o anterior, os campos de 2j+1 componentes que definimos em (2.74)
transformam-se de acordo com a representac¸a˜o (j, 0) do grupo de
Lorentz homogeˆneo como expresso em (2.75). Conforme discutido no cap´ıtulo
1, para que a simetria de paridade seja conservada, precisamos construir um
campo ψ(xµ) que se transforme segundo a representac¸a˜o (j, j) = (j, 0)⊕ (0, j)
do grupo homogeˆneo.
Assim, introduzimos um campo χ(xµ):
χms(x
µ) =
1
(2pi)3/2
∫
d3p
2p0
∑
m′s
(Dj
msm
′
s
(α−1
+
(ps))a(~p,m
′
s)e
−ipµxµ
+(−1)2jDj
msm
′
s
(α−1
+
(ps)C
−1)b+(~p,m
′
s)e
ipµx
µ
), (2.86)
onde o fator (−1)2j foi introduzido com o intuito de garantir relac¸o˜es de co-
mutac¸a˜o causais entre χ(xµ) e φ(xµ).
A lei de transformac¸a˜o deste campo e´ definida segundo a representac¸a˜o
(0, j) em analogia com (2.75),
U(0, A)χ(xµ)U−1(0, A) = Dj+(A)χ(Λµνxν). (2.87)
Examinando a relac¸a˜o de comutac¸a˜o entre χ(xµ) e φ+(yµ), temos
[χms(x
µ), φ+
m′s
(yµ)](±) =
1
(2pi)3
∫ ∫
d3pd3p
′
2p02p
′
0
∑
m′′s
∑
m′′′s
(Dj
msm
′′
s
(α−1
+
(ps)).
.Dj
m′′sm
′
s
(α+(p
′
s)) [a(~p,ms
′′), a+(~p′ ,m
′′′
s )](±)︸ ︷︷ ︸
=2p0δ(~p−~p′ )δm′′s m′′′s
e−ipµx
µ+ip
′
µy
µ
+
+(−1)2jDj
msm
′′
s
(α−1
+
(ps)C
−1)Dj
m′′′s m
′
s
(C−1
+
α+(p
′
s)).
. [b+(~p,m
′′
s ), b(
~p′ ,m
′′′
s )](±)︸ ︷︷ ︸
=±2p0δ(~p−~p′ )δm′′s m′′′s
eipµx
µ−ip′µyµ)
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=
1
(2pi)3
∫
d3p
2p0
∑
m′′s
(Dj
msm
′′
s
(α−1
+
(ps))D
j
m′′sm
′
s
(α+(ps))e
−ipµ(xµ−yµ)
±(−1)2jDj
msm
′′
s
(α−1
+
(ps)C
−1)Dj
m′′sm
′
s
(C−1
+
α+(ps))e
ipµ(x
µ−yµ))
= δmsm′s
1
(2pi)3
∫
d3p
2p0
(e−ipµ(x
µ−yµ) ± (−1)2jeipµ(xµ−yµ)),
de modo que, recorrendo a` condic¸a˜o (2.83), a integral acima se anula para in-
tervalos tipo-espac¸o (vide apeˆndice C) e, portanto, temos efetivamente a cau-
salidade preservada. Logo, podemos escrever a relac¸a˜o de comutac¸a˜o acima
como
[χms(x
µ), φ+
m′s
(yµ)](±) = iδmsm′s∆(x
µ − yµ). (2.88)
De forma completamente similar ao que foi feito para o campo φ(xµ),
mostra-se que o campo χ(xµ) satisfaz a` equac¸a˜o de Klein-Gordon em cada
uma de suas componentes:
(∂µ∂
µ +m2)χms(x
µ) = 0. (2.89)
Agora, de posse dos campos φ(xµ) e χ(xµ), podemos definir o spinor de
2(2j + 1) componentes da seguinte forma:
Ψ(xµ) =
(
φ(xµ)
χ(xµ)
)
. (2.90)
A partir de (2.75) e (2.87), estabelecemos a lei de transformac¸a˜o de Ψ sob
transformac¸o˜es de Lorentz
U(0, A)Ψ(xµ)U−1(0, A) = S(A−1)Ψ(Λµνxν), (2.91)
onde S(A) e´ a matriz de 2(2j + 1)× 2(2j + 1) componentes definida por
S(A) =
[
Dj(A) 0
0 Dj+(A−1)
]
. (2.92)
Assim como na teoria de Dirac, podemos definir tambe´m o spinor adjunto:
Ψ¯ = Ψ+γ0, (2.93)
onde γ0 =
[
0 1
1 0
]
e´ a matriz definida no cap´ıtulo 1, segundo a representac¸a˜o
spinorial da equac¸a˜o de Dirac, pore´m com cada elemento correspondendo a
uma matriz coluna de 2j + 1 componentes.
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Observemos que a “forma quadra´tica” Ψ¯Ψ e´ covariante. De fato, temos
U(0, A)Ψ¯(xµ)Ψ(xµ)U−1(0, A) = U(0, A)Ψ+(xµ)U−1(0, A)︸ ︷︷ ︸
=Ψ+(Λµνxν)S+(A−1)
U(0, A)γ0U
−1(0, A)︸ ︷︷ ︸
=γ0
.
. U(0, A)Ψ(xµ)U−1(0, A)︸ ︷︷ ︸
=S(A−1)Ψ(Λµνxν)
= Ψ+(Λµνx
ν)S+(A−1)γ0S(A−1)Ψ(Λµνxν).
Entretanto, efetuando explicitamente o produto, observa-se que a matriz
S(A) exibe a seguinte propriedade:
γ0S
+(A−1)γ0 = S(A). (2.94)
Assim, retomando o desenvolvimento anterior (e lembrando que (γ0)
2 = I),
U(0, A)Ψ¯(xµ)Ψ(xµ)U−1(0, A) = Ψ+(Λµνxν)(γ0)2S+(A−1)γ0︸ ︷︷ ︸
=Ψ¯(Λµνxν)γ0S+(A−1)γ0
S(A−1)Ψ(Λµνxν)
= Ψ¯(Λµνx
ν)S(A)S(A−1)︸ ︷︷ ︸
=I
Ψ(Λµνx
ν)
= Ψ¯(Λµνx
ν)Ψ(Λµνx
ν). (2.95)
O spinor Ψ claramente satisfaz a` equac¸a˜o de Klein-Gordon em cada com-
ponente, visto que seus campos constituintes φ e χ satisfazem esta equac¸a˜o.
Pore´m, o campo Ψ esta´ vinculado a outra equac¸a˜o de onda, a qual examinare-
mos a seguir.
Para isto, recordemos a equac¸a˜o (1.41) para as soluc¸o˜es de frequeˆncia posi-
tiva da teoria de Dirac. Efetuando uma transformac¸a˜o unita´ria, podemos es-
crever u(+)(~p) como segue:
u(+)(~p) =
(
α(ps)K(+)
α−1+(ps)K(+)
)
,
onde α(p) e´ o operador de Wigner definido em (B.31). Analogamente, as
soluc¸o˜es de frequeˆncia negativa u(−)(~p) expressas em (1.43) podem ser escri-
tas na mesma representac¸a˜o unitariamente equivalente, da seguinte maneira:
u(−)(~p) =
(
α(ps)C
−1K(−)
−α−1+(ps)C−1K(−)
)
.
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Dessa forma, exportando estes resultados para o cena´rio do formalismo de
2(2j+1) componentes (que, no caso j = 1/2, deve recuperar a teoria de Dirac),
propomos as “soluc¸o˜es de frequeˆncia positiva” para a teoria de Weinberg
u(+)(~p) =
(
Dj(α(ps))ϑ
j
Dj(α−1+(ps))ϑj
)
, (2.96)
onde ϑj e´ um campo de (2j + 1) componentes arbitra´rio.
Agora, no referencial de repouso, o spinor u(+) acima satisfaz a relac¸a˜o
(γ0 − 1)u(+)(0) = 0.
Com efeito, observando que no referencial de repouso o operador de
Wigner corresponde a` identidade e usando (A.40), a relac¸a˜o acima segue imedi-
atamente. Assim, explorando o fato de que u(+)(ps) = S(α(p))u
(+)(0) obtemos
a seguinte equac¸a˜o:
S(α(ps))(γ0 − 1)S−1(α(ps))u(+)(~p) = 0. (2.97)
Com o aux´ılio de (2.94), podemos desenvolver o operador S(α(ps))γ0S
−1(α(ps))
que comparece em (2.97)
S(α(ps)) = γ0S
+(α−1(ps))γ0
⇒ S(α(ps))γ0S−1(α(ps)) = γ0S+(α−1(ps))S−1(α(ps)).
Pore´m, observemos que S+(α−1(ps)) = S(α−1(ps)) e S−1(α(ps)) =
S(α−1(ps)), como se pode verificar diretamente de (2.92) recorrendo a` hermi-
ticidade de α(ps) e a`s propriedades das representac¸o˜es D
j(A) discutidas no
apeˆndice A.
Logo,
S(α(ps))γ0S
−1(α(ps)) = γ0S((α−1(ps))2︸ ︷︷ ︸
=mp−1s
).
Entretanto, escrevendo explicitamente a matriz S(mp−1s ), temos
S(mp−1s ) =
[
Dj(mp−1s ) 0
0 Dj+(psm )
]
=
[
Dj(m)Dj(p
0I−~σ.~p
m2 ) 0
0 Dj(m−1)Dj(p0I + ~σ.~p)
]
= m−2j
[
Dj(p0I − ~σ.~p) 0
0 Dj(p0I + ~σ.~p)
]
=
m−2j
2
(1 + γ5)D
j(p0I − ~σ.~p) + m
−2j
2
(1− γ5)Dj(p0I + ~σ.~p),
2.3. O FORMALISMO DE WEINBERG 65
onde usamos (A.46) e introduzimos a matriz γ5 =
[
1 0
0 −1
]
que, a exemplo
de γ0, corresponde a` generalizac¸a˜o 2(2j + 1) × 2(2j + 1) da respectiva matriz
introduzida na formulac¸a˜o spinorial da equac¸a˜o de Dirac.
Portanto, retornando a` expressa˜o para S(α(ps))γ0S
−1(α(ps)),
S(α(ps))γ0S
−1(α(ps)) =
m−2j
2
γ0(1 + γ5)D
j(p0I − ~σ.~p) +
+
m−2j
2
γ0(1− γ5)Dj(p0I + ~σ.~p). (2.98)
Assim, substituindo o resultado acima em (2.97), segue a equac¸a˜o satisfeita
pelos “spinores de frequeˆncia positiva”:(
1
2
γ0(1 + γ5)D
j(p0I − ~σ.~p) + 1
2
γ0(1− γ5)Dj(p0I + ~σ.~p)−m2j
)
u(+)(p) = 0.
(2.99)
Particularizando o resultado acima para o cena´rio de spin 1/2, comoD
1
2 (p0I±
~σ.~p) = p0I ± ~σ.~p, verifica-se que
(γµp
µ −m)u(+)(~p) = 0,
equac¸a˜o que corresponde precisamente a (1.33) e, portanto, esta construc¸a˜o e´
de fato compat´ıvel com a teoria de Dirac.
Similarmente, estudando agora as “soluc¸o˜es de frequeˆncia negativa”, pro-
pomos o spinor u(−)(~p) novamente em analogia a` teoria de Dirac:
u(−)(~p) =
(
Dj(α(ps)C
−1)ϑj∗
Dj(α−1+(ps)C−1)(−1)2jϑj∗
)
. (2.100)
Seguindo o mesmo procedimento que efetuamos para o “spinor de frequeˆn-
cia positiva”, verifica-se que, no referencial de repouso, o spinor u(−)(~p) satisfaz
a relac¸a˜o
(γ0 − (−1)2j)u(−)(0) = 0.
Dessa forma, passando a um referencial inercial arbitra´rio u(−)(p) =
S(α(p))u(−)(0), a equac¸a˜o acima torna-se
S(α(ps))(γ0 − (−1)2j)S−1(α(ps))u(−)(~p) = 0,
de modo que, a` luz de (2.98),
(
1
2
γ0(1 + γ5)D
j(p0I − ~σ.~p) + 1
2
γ0(1− γ5)Dj(p0I + ~σ.~p)−
−(−1)2jm2j)u(−)(~p) = 0. (2.101)
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Analisando novamente o caso particular de spin 1/2, a u´ltima equac¸a˜o for-
nece
(γµp
µ +m)u(−)(~p) = 0,
que coincide exatamente com a relac¸a˜o (1.33).
As equac¸o˜es (2.99) e (2.101) acima correspondem, no espac¸o das posic¸o˜es,
a` seguinte equac¸a˜o para Ψ(xµ):[ −m2j Dj(pˆs)
Dj( ˆ˜ps) −m2j
](
φ(xµ)
χ(xµ)
)
= 0, (2.102)
onde pˆs e´ o operador definido em (1.3) e ˆ˜ps e´ expresso em (1.5).
Para verificarmos a validade de (2.102), observemos que
Dj
msm
′
s
(pˆs)χm′s(x
µ) =
1
(2pi)3/2
∫
d3p
2p0
∑
m′′s
(Dj
m′sm
′′
s
(α−1
+
(p))a(~p,m
′′
s ).
.Dj
msm
′
s
(pˆs)e
−ipµxµ + (−1)2jDj
m′sm
′′
s
(α−1
+
(p)C−1)b+(~p,m
′′
s )D
j
msm
′
s
(pˆs)e
ipµx
µ
).
Todavia, como Dj
msm
′
s
(pˆs)e
±ipµxµ = Dj
msm
′
s
(∓ps),
Dj
msm
′
s
(pˆs)χm′s(x
µ) =
1
(2pi)3/2
∫
d3p
2p0
∑
m′′s
(Dj
m′sm
′′
s
(α−1
+
(p))a(~p,m
′′
s ).
.Dj
msm
′
s
(ps)e
−ipµxµ+(−1)2jDj
m′sm
′′
s
(α−1
+
(p)C−1)b+(~p,m
′′
s )D
j
msm
′
s
(−ps)eipµx
µ
)
=
1
(2pi)3/2
∫
d3p
2p0
(Dj(ps)D
j(α−1
+
(p))︸ ︷︷ ︸
=Dj(psα−1
+)
a(~p)e−ipµx
µ
+
+(−1)2j Dj(−ps)Dj(α−1+(p)C−1)︸ ︷︷ ︸
=(−1)2jDj(psα−1+)Dj(C−1)
b+(~p)eipµx
µ
)ms .
Assim,
Dj
msm
′
s
(pˆs)χm′s(x
µ) =
1
(2pi)3/2
∫
d3p
2p0
(Dj(psα
−1+)a(~p)e−ipµx
µ
+Dj(psα
−1+)Dj(C−1)b+(~p)eipµx
µ
)ms .
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Entretanto,
Dj(psα
−1+) = Dj
(
m
ps
m
α−1
+
)
= Dj(m)Dj(αα+α−1
+
)
= m2jDj(α).
Portanto, retornando ao desenvolvimento anterior, segue
Dj
msm
′
s
(pˆs)χm′s(x
µ) =
1
(2pi)3/2
∫
d3p
2p0
(m2jDj(α)a(~p)e−ipµx
µ
+m2jDj(αC−1)b+(~p)eipµx
µ
)ms
= m2jφms(x
µ),
que corresponde a` primeira equac¸a˜o do sistema (2.102).
Analogamente, para a segunda equac¸a˜o,
Dj
msm
′
s
( ˆ˜ps)φm′s(x
µ) =
1
(2pi)3/2
∫
d3p
2p0
∑
m′′s
(Dj
m′sm
′′
s
(α)a(~p,m
′′
s ).
. Dj
msm
′
s
( ˆ˜ps)e
−ipµxµ︸ ︷︷ ︸
=Dj
msm
′
s
(p˜s)e
−ipµx
µ
+Dj
m′sm
′′
s
(αC−1)b+(~p,m
′′
s ) D
j
msm
′
s
( ˆ˜ps)e
ipµx
µ
︸ ︷︷ ︸
=Dj
msm
′
s
(−p˜s)eipµxµ
)
=
1
(2pi)3/2
∫
d3p
2p0
(Dj(p˜s)D
j(α)a(~p)e−ipµx
µ
+Dj(−p˜s)Dj(αC−1)b+(~p)eipµx
µ
)ms
=
1
(2pi)3/2
∫
d3p
2p0
(Dj(p˜sα)a(~p)e
−ipµxµ
+(−1)2jDj(p˜sα)Dj(C−1)b+(~p)eipµx
µ
)ms .
Pore´m, de forma semelhante ao desenvolvimento anterior, observemos que
Dj(p˜sα) = D
j
(
m
p˜s
m
α
)
= Dj(m)Dj(α−1
+
α−1α)
= m2jDj(α−1
+
).
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Consequentemente,
Dj
msm
′
s
( ˆ˜ps)φm′s(x
µ) =
1
(2pi)3/2
∫
d3p
2p0
(m2jDj(α−1
+
)a(~p)e−ipµx
µ
+(−1)2jm2jDj(α−1+C−1)b+(~p)eipµxµ)ms
= m2jχms(x
µ).
Portanto, o sistema (2.102) e´ efetivamente va´lido e fornece a equac¸a˜o de
onda para o campo de 2(2j + 1) componentes da teoria de Weinberg. Obser-
vemos ainda que, particularizando para o caso j = 1/2, (2.102) corresponde
precisamente ao sistema (1.10), que consiste na forma spinorial da equac¸a˜o de
Dirac, confirmando assim a consisteˆncia da proposta de Weinberg com a teoria
de Dirac.
Dessa maneira, o formalismo 2(2j+1) de Weinberg fornece uma abordagem
bastante convidativa para a teoria de spins altos, baseando-se na soma direta
de representac¸o˜es do grupo de Lorentz (j, j) = (j, 0)⊕(0, j) e tendo como
plano de fundo a teoria da matriz S. Para finalizarmos, convidamos o leitor
a estudar o artigo original de Weinberg10 [11], com eˆnfase no apeˆndice B, onde
o autor desenvolve em detalhe os casos particulares de spin 1/2 e 1, bem como
o artigo complementar do mesmo autor [49], em que e´ discutida uma extensa˜o
deste formalismo para acomodar part´ıculas de massa nula.
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Cap´ıtulo 3
As Transformac¸o˜es de
Foldy-Wouthuysen
Neste cap´ıtulo apresentaremos as transformac¸o˜es FW, propostas em 1950
por Foldy-Wouthuysen, que consistem em transformac¸o˜es unita´rias cujo obje-
tivo e´ eliminar os operadores ı´mpares da hamiltoniana de Dirac (que acoplam
os quadrispinores ϕ e χ) e nos permitem acessar o limite na˜o-relativ´ısti- co
da teoria. Estudaremos o caso livre e o caso que envolve a interac¸a˜o com um
campo eletromagne´tico externo, para as equac¸o˜es de Dirac e DKP.
3.1 As Transformac¸o˜es FW para a Equac¸a˜o de
Dirac Livre
Conforme discutimos no cap´ıtulo 1, escrevendo a equac¸a˜o de Dirac na repre-
sentac¸a˜o spinorial (1.10), observa-se que os quadrispinores ξ e ˙˜η esta˜o acoplados
pelas equac¸o˜es de Weyl. Este acoplamento manifesta-se na representac¸a˜o ha-
miltoniana (1.22) atrave´s dos operadores ~α, que acoplam, i. e., “misturam”
os quadrispinores ϕ e χ que compo˜em as componentes altas e baixas, respecti-
vamente, do bispinor ψ. Os operadores que misturam as componentes altas e
baixas sa˜o denominados ı´mpares, ao passo que aqueles que na˜o acoplam estas
componentes sa˜o denominados pares.
Para contornarmos este acoplamento, buscamos uma representac¸a˜o da equa-
c¸a˜o de Dirac que suprime os operadores ı´mpares. Assim, a proposta de Foldy
e Wouthuysen consiste em construirmos um operador unita´rio que “diago-
naliza” a hamiltoniana (no sentido em que elimina os operadores ı´mpares) e
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preserva a forma da integral invariante obtida no cap´ıtulo 1.
Assim, vamos analisar primeiramente a equac¸a˜o de Dirac livre na repre-
sentac¸a˜o hamiltoniana (1.22)
i
∂
∂t
ψ = (~α.~ˆp+ βm)ψ,
onde os operadores αi = γ0γi sa˜o ı´mpares, o operador β = γ0 e´ par e as relac¸o˜es
de comutac¸a˜o entre estes operadores sa˜o expressas em (1.23)-(1.25).
Procuramos um operador unita´rio, independente do tempo, da forma U =
eiM que fornec¸a uma representac¸a˜o da equac¸a˜o de Dirac a qual elimina os
operadores ~α.~ˆp. Dessa forma, o bispinor ψ transforma-se sob esta “mudanc¸a
de base” de acordo com
ψ
′
= Uψ, (3.1)
de modo que o operador hamiltoniano transformado fica
i
∂
∂t
ψ = Hψ → i ∂
∂t
ψ
′
= UHU−1ψ
′
⇒ H ′ = UHU−1. (3.2)
Agora, para obtermos uma expressa˜o para a matriz unita´riaM , podemos re-
meter a uma situac¸a˜o ana´loga em mecaˆnica quaˆntica na˜o relativ´ıstica, que cor-
responde a` diagonalizac¸a˜o de uma hamiltoniana para o sistema de um ele´tron
em um campo magne´tico bidimensional ~B = (B1, 0, B3) (refereˆncia [34]). Neste
caso, a hamiltoniana e´ expressa por H = σ1B1 + σ3B3, onde as matrizes ~σ sa˜o
as matrizes de Pauli, as quais satisfazem a relac¸a˜o de anticomutac¸a˜o usual
{σi, σj} = 0 (assim como as matrizes αi e β da hamiltoniana de Dirac). Pode-
-se eliminar o operador ı´mpar σ1 efetuando uma rotac¸a˜o em torno do eixo y
atrave´s do operador U = ei
σ2
2 θ, onde tg(θ) = B1B3 ; verifica-se facilmente, apo´s
efetuar a expansa˜o do operador, que a hamiltoniana transformada assume efe-
tivamente a forma “diagonalizada” expressa por H
′
= ±
∣∣∣ ~B∣∣∣σ3.
Dessa maneira, a matriz M para o problema bidimensional descrito acima
e´ M = σ22 θ = − i2σ3σ1θ (onde usamos a a´lgebra de momento angular satisfeita
pelas matrizes de Pauli, para obter a u´ltima expressa˜o). Portanto, podemos
propor uma expressa˜o similar para a matriz M no caso da teoria de Dirac livre
M = −iβ~α.~ˆpθ(~p), (3.3)
de forma que o operador unita´rio U que executa a mudanc¸a de base da hamil-
toniana de Dirac fica expresso por
U = eβ~α.~ˆpθ(~p). (3.4)
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Expandindo U em termos de θ(~p), temos
U = eβ~α.~ˆpθ(~p)
=
∞∑
n=0
1
n!
(βαipˆiθ(~p))n
=
∞∑
k=0
1
(2k)!
(βαi
ˆ
p]i)2kθ2k(~p) +
∞∑
k=0
1
(2k + 1)!
(βαipˆi)2k+1θ2k+1(~p).
Pore´m, observemos que, usando as relac¸o˜es (1.23)-(1.25), segue
(βαipˆi)2ψ(~p) = β αiβ︸︷︷︸
−βαi
αj pˆipˆjψ(~p)
= −β2αiαj pˆipˆjψ(~p)
= −(αi)2(pˆi)2ψ(~p)− αkαlpˆkpˆl︸ ︷︷ ︸
k 6=l
ψ(~p)
= − |~p|2 ψ(~p)− 1
2
{
αk, αl
}︸ ︷︷ ︸
=0
pˆkpˆlψ(~p)
= − |~p|2 ψ(~p),
onde |~p| e´ o autovalor do operador momento (pois estamos trabalhando com ψ
na representac¸a˜o dos momentos).
Logo,
(βαipˆi)2kψ(~p) = (−1)k |~p|2k ψ(~p), onde k ∈ N .
Substituindo este resultado na expansa˜o do operador unita´rio, temos
U =
∞∑
n=0
(−1)k
(2k)!
(|~p| θ(~p))2k
︸ ︷︷ ︸
=cos(|~p|θ)
+β
~α.~ˆp
|~p|
∞∑
n=0
(−1)k
(2k + 1)!
(|~p| θ(~p))2k+1
︸ ︷︷ ︸
=sen(|~p|θ)
= cos(|~p| θ) + β ~α.~ˆp|~p| sen(|~p| θ). (3.5)
Para a inversa de U , escrevemos
U−1 = U+ = cos(|~p| θ) + (β~α.~ˆp)
+
|~p| sen(|~p| θ).
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Entretanto, lembrando que na representac¸a˜o dos momentos o operador ~ˆp possui
autovalores reais e usando (1.24), bem como o fato de que as matrizes ~α e β
sa˜o hermitianas, segue (β~α.~ˆp)+ = −β~α.~ˆp e, assim,
U−1 = cos(|~p| θ)− β ~α.~ˆp|~p| sen(|~p| θ). (3.6)
Retornando a` expressa˜o (3.2) para a hamiltoniana transformada, temos
H
′
= (cos(|~p| θ) + β ~α.~ˆp|~p| sen(|~p| θ))(~α.~ˆp+mβ)(cos(|~p| θ)− β
~α.~ˆp
|~p| sen(|~p| θ))
= cos2(|~p| θ)(~α.~ˆp+mβ) + cos(|~p| θ)sen(|~p| θ)|~p|
[
β~α.~ˆp, ~α.~ˆp+mβ
]
− sen
2(|~p| θ)
|~p|2 β~α.~ˆp(~α.~ˆp+mβ)β~α.~ˆp.
Contudo, observemos que[
β~α.~ˆp, ~α.~ˆp+mβ
]
ψ(~p) =
[
β~α.~ˆp, ~α.~ˆp
]
ψ(~p) +m
[
β~α.~ˆp, β
]
ψ(~p)
= (βαiαj pˆipˆj − αjβαipˆj pˆi)ψ(~p) +
+m(βαiβpˆi − β2αipˆi)ψ(~p)
= β(αiαj + αjαi)pˆipˆjψ(~p)− 2mαipˆiψ(~p)
= 2β |~p|2 ψ(~p) + β {αk, αl} pˆkpˆl︸ ︷︷ ︸
=0,(k 6=l)
ψ(~p)− 2m~α.~ˆpψ(~p)
= 2 |~p|2 βψ(~p)− 2m~α.~ˆpψ(~p),
β~α.~ˆp(~α.~ˆp+mβ)β~α.~ˆpψ(~p) = β(~α.~ˆp)2β~α.~ˆp︸ ︷︷ ︸
=(~α.~ˆp)3
ψ(~p) +m β(~α.~ˆp)2︸ ︷︷ ︸
=−β(β~α.~ˆp)2
ψ(~p)
= (~α.~ˆp)3︸ ︷︷ ︸
=−~α.~ˆp(β~α.~ˆp)2
ψ(~p)−mβ (β~α.~ˆp)2ψ(~p)︸ ︷︷ ︸
=−|~p|2ψ(~p)
= |~p|2 ~α.~ˆpψ(~p) +m |~p|2 βψ(~p)
= |~p|2 (~α.~ˆp+mβ)ψ(~p).
Assim, retornando a` expressa˜o para H
′
, obtemos
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H
′
= cos2(|~p| θ)(~α.~ˆp+mβ) + cos(|~p| θ)sen(|~p| θ)|~p| (2 |~p|
2
β − 2m~α.~ˆp)
− sen
2(|~p| θ)
|~p|2 |~p|
2
(~α.~ˆp+mβ)ψ(~p),
H
′
= (cos2(|~p| θ)− sen2(|~p| θ))︸ ︷︷ ︸
=cos(2|~p|θ)
(~α.~ˆp+mβ) +
sen(2 |~p| θ)
|~p| (|~p|
2
β −m~α.~ˆp)
= (cos(2 |~p| θ)− m|~p| sen(2 |~p| θ))~α.~ˆp+ (m cos(2 |~p| θ) + |~p| sen(2 |~p| θ))β.
Portanto, para eliminarmos o operador ı´mpar ~α.~ˆp, escolhemos o paraˆmetro
θ(~p) como
θ(~p) =
1
2 |~p|arctg
( |~p|
m
)
(3.7)
e, dessa forma, a hamiltoniana fica expressa por
H
′
=
(
m+
|~p|2
m
)
cos(2 |~p| θ)β.
Podemos ainda reescrever a hamiltoniana acima de uma forma mais conveni-
ente, desenvolvendo a func¸a˜o cosseno. Com o aux´ılio da relac¸a˜o trigonome´trica
sec2(x) = 1 + tg2(x), obtemos cos(2 |~p| θ) = ± m√
m2+|~p|2
, de modo que, esco-
lhendo o sinal positivo (pois a energia da part´ıcula deve ser positiva), segue
H
′
=
√
m2 + |~p|2β. (3.8)
A equac¸a˜o (3.8) exprime, de forma bastante sugestiva, a relac¸a˜o de energia-
-momento relativ´ıstica (1.1) que deve ser satisfeita pela part´ıcula livre. Obser-
va-se ainda que conseguimos “diagonalizar” exatamente a hamiltoniana livre
para qualquer ordem de energia. Na pro´xima sec¸a˜o, estudaremos o caso envol-
vendo interac¸a˜o com um campo eletromagne´tico externo e constataremos que,
neste cena´rio, na˜o sera´ poss´ıvel obter uma expressa˜o exata para a hamiltoniana
em qualquer escala de energia.
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3.2 FW para a Equac¸a˜o de Dirac com Campo
Externo
Podemos introduzir um campo eletromagne´tico externo a partir da
substituic¸a˜o cla´ssica invariante de calibre pµ → pµ − eAµ, onde Aµ = (ϕ, ~A) e´
o quadripotencial. Dessa maneira, a hamiltoniana livre, expressa em (1.22),
torna-se
H = ~α.(~ˆp− e ~A)︸ ︷︷ ︸
=O
+ eϕ︸︷︷︸
=
+mβ. (3.9)
O termo O dete´m a informac¸a˜o da energia cine´tica e de parte da energia de
interac¸a˜o com o campo externo (devido ao termo envolvendo o potencial vetor
~A), o termo  corresponde a` interac¸a˜o eletrosta´tica e o u´ltimo termo refere-se
a` energia de repouso.
A interac¸a˜o com o campo externo introduz uma dependeˆncia temporal
na hamiltoniana atrave´s do quadripotencial Aµ e, assim, torna-se imposs´ıvel a
construc¸a˜o de um operador unita´rio que remova os operadores ı´mpares O para
todas as ordens de energia, como no caso livre. Portanto, vamos nos restringir
a` ana´lise do limite na˜o-relativ´ıstico com o objetivo de extrair da hamilto-
niana alguma informac¸a˜o com relac¸a˜o ao acoplamento da part´ıcula de Dirac
com o campo eletromagne´tico, em baixas energias, com o aux´ılio de sucessivas
transformac¸o˜es FW que “diagonalizam” iterativamente esta hamiltoniana.
Sendo assim, propomos um operador unita´rio U = eiM(t) de modo que
a lei de transformac¸a˜o do spinor ψ permanece expressa por (3.1). Pore´m,
devido a` dependeˆncia temporal de U , a equac¸a˜o de Dirac transformada a` nova
representac¸a˜o fica
i
(
U
∂
∂t
U−1
)
ψ
′
=
(
UHU−1
)
ψ
′
. (3.10)
Podemos desenvolver os operadores U ∂∂tU
−1 e UHU−1 atrave´s da expansa˜o
BCH (D.3)
eiSAe−iS = A+ i[S,A] +
i2
2!
[S, [S,A]] + ...+
in
n!
[S, [S, ...[S,A]...]]︸ ︷︷ ︸
n comutadores
+... (3.11)
De fato, temos
(eiM(t)He−iM(t)) = H + i[M(t), H] + ...+
in
n!
[M(t), [M(t), ...[M(t), H]...]]︸ ︷︷ ︸
n comutadores
+...,
(3.12)
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(eiM(t)∂te
−iM(t)) = ∂t + i[M(t), ∂t] + ...+
in
n!
[M(t), [M(t), ...[M(t), ∂t]...]]︸ ︷︷ ︸
n comutadores
+...
Todavia, aplicando a expansa˜o em se´rie de U∂tU
−1 sobre um “spinor teste”
ς e analisando cuidadosamente cada termo da se´rie, segue
[M(t), ∂t]ς =M(t)ς˙ − ∂t(M(t)ς) = −M˙(t)ς,
[M(t), [M(t), ∂t]]ς = −[M(t), M˙(t)]ς,
[M(t), [M(t), [M(t), ∂t]]]ς = −[M(t), [M(t), M˙(t)]]ς,
e assim sucessivamente.
Propomos [M(t), [M(t), ...[M(t), ∂t]...]]︸ ︷︷ ︸
n comutadores
= −[M(t), [M(t), ...[M(t), M˙(t)]...]]︸ ︷︷ ︸
n− 1 comutadores
para n ≥ 2. Por induc¸a˜o, verifica-se a validade desta proposic¸a˜o analisando o
resultado para n+ 1 comutadores:
[M(t), [M(t), ...[M(t), ∂t]...]]︸ ︷︷ ︸
n+ 1 comutadores
ς =M(t) [M(t), [M(t), ...[M(t), ∂t]...]]︸ ︷︷ ︸
n comutadores
ς
− [M(t), [M(t), ...[M(t), ∂t]...]]︸ ︷︷ ︸
n comutadores
M(t)ς
= M(t) (−[M(t), [M(t), ...[M(t), M˙(t)]...]])︸ ︷︷ ︸
n− 1 comutadores
ς
− (−[M(t), [M(t), ...[M(t), M˙(t)]...]])︸ ︷︷ ︸
n− 1 comutadores
M(t)ς
= −[M(t), [M(t), ...[M(t), M˙(t)]...]]︸ ︷︷ ︸
n comutadores
ς.
Dessa forma, obtemos uma expressa˜o em se´rie mais adequada para o operador
U∂tU
−1:(
eiM(t)∂te
−iM(t)
)
= ∂t − iM˙(t)− i
2
2!
[M(t), M˙(t)]− ...
− i
n
n!
[M(t), [M(t), ...[M(t), M˙(t)]...]]︸ ︷︷ ︸
n− 1 comutadores
−... (3.13)
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Substituindo (3.12) e (3.13) em (3.10), resulta
i
∂
∂t
ψ
′
=

H + i[M(t), H] + ...+ in
n!
[M(t), [M(t), ...[M(t), H]...]]︸ ︷︷ ︸
n comutadores
+...
+i2M˙(t) +
i3
2!
[M(t), M˙(t)] + ...+
in+1
n!
[M(t), [M(t), ...[M(t), M˙(t)]...]]︸ ︷︷ ︸
n− 1 comutadores
+...

ψ′ .
(3.14)
Assim, o operador hamiltoniano transformado H
′
e´ expresso pelo termo
entre pareˆnteses no membro a` direita de (3.14).
Por outro lado, como estamos interessados no limite na˜o-relativ´ıstico, a
energia de repouso da part´ıcula (que corresponde a` massa m em nosso sistema
de unidades) deve ser preponderante sobre os termos de energia cine´tica (O)
e de interac¸a˜o com o campo externo (O e ), pois estamos considerando cam-
pos fracos. Desejamos, enta˜o, obter uma expansa˜o em se´rie de 1/m para a
hamiltoniana expressa em (3.14), de modo que a contribuic¸a˜o de cada termo
torna-se cada vez menor a` medida que as poteˆncias de 1/m aumentam.
Assim, com base no operador Ml proposto no caso livre, constru´ımos o
operador M na presenc¸a de um campo externo da seguinte maneira:
M = − i
2m
β~α.(~ˆp− e ~A),
ou, de forma mais compacta,
M = − i
2m
βO. (3.15)
Observemos que este operador e´ adimensional, visto que β na˜o apresenta
dimensa˜o e tanto O quanto m carregam dimensa˜o de energia (mais precisa-
mente O/m ≈ enegia cine´tica/energia de repouso), e de ordem 1/m em relac¸a˜o
a` energia de repouso.
SubstituindoM em (3.14) obtemos a expansa˜o de H
′
em relac¸a˜o a 1/m que
deseja´vamos. Vamos reter nessa expansa˜o apenas termos ate´ ordem (Ec/m)
3 e
(EcEp)/m
2 (onde Ec corresponde a` energia cine´tica, Ep corresponde a` energia
potencial eletrosta´tica eϕ e m e´ a energia de repouso, conforme mencionado
anteriormente), que corresponde a nosso domı´no de interesse, no regime de
baixas energias.
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Sendo assim, vamos efetuar a seguir um “balanc¸o energe´tico” (em relac¸a˜o
a Ec, Ep e m) dos termos que surgem em H
′
:
[M,H] = [M,O]︸ ︷︷ ︸
≈(Ec
m
)Ec
+ [M, ]︸ ︷︷ ︸
≈(Ec
m
)Ep
+ [M,mβ0]︸ ︷︷ ︸
≈Ec
,
[M, [M,H]] = [M, [M,O]]︸ ︷︷ ︸
≈(Ec
m
)2Ec
+ [M, [M, ]]︸ ︷︷ ︸
≈(EcEp
m2
)Ec
+ [M, [M,mβ0]]︸ ︷︷ ︸
≈(Ec
m
)Ec
,
[M, [M, [M,H]]] = [M, [M, [M,O]]]︸ ︷︷ ︸
≈(Ec
m
)3Ec
+ [M, [M, [M, ]]]︸ ︷︷ ︸
≈(Ec
m
)3Ep
+ [M, [M, [M,mβ0]]]︸ ︷︷ ︸
≈(Ec
m
)2Ec
,
[M, [M, [M, [M,H]]]] = [M, [M, [M, [M,O]]]]︸ ︷︷ ︸
≈(Ec
m
)4Ec→0
+ [M, [M, [M, [M, ]]]]︸ ︷︷ ︸
≈(Ec
m
)4Ep→0
+ [M, [M, [M, [M,mβ0]]]]︸ ︷︷ ︸
≈(Ec
m
)3Ec
.
Os termos envolvendo mais de quatro comutadores do tipo expresso acima
na˜o satisfazem os crite´rios que estabelecemos anteriormente (sa˜o de ordem su-
perior a (Ecm )
3 e
EcEp
m2 ) e, portanto, sera˜o desprezados nesta aproximac¸a˜o.
Ale´m disso, temos ainda os termos envolvendo M˙ :
[M, M˙ ] ≈ (Ec
m
)2,
[M, [M, M˙ ]] ≈ (Ec
m
)3.
A` semelhanc¸a da ana´lise anterior, como os termos com mais de 2 comuta-
dores desta espe´cie extrapolam nossos crite´rios de aproximac¸a˜o, estes na˜o sera˜o
inclu´ıdos na expansa˜o de H
′
.
Dessa maneira, retendo apenas os operadores de ordem coerente com nossa
aproximac¸a˜o, a hamiltoniana H
′
fica expressa por
H
′
= H+i[M,H]−1
2
[M, [M,H]]− i
3!
[M, [M, [M,H]]]+
1
4!
[M, [M, [M, [M,mβ]]]]
−M˙ − i
2
[M, M˙ ] +
1
3!
[M, [M, M˙ ]]. (3.16)
A seguir, vamos calcular explicitamente cada um dos comutadores que com-
parecem na expressa˜o de H
′
em termos dos operadores O,  e β. Entretanto,
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e´ conveniente escrevermos algumas relac¸o˜es entre estes operadores, antes de
procedermos a estes ca´lculos:
Oβ = ~α.(~ˆp− e ~A)β
= −β~α.(~ˆp− e ~A)
= −βO
⇒ {O, β} = 0, (3.17)
[, β] = 0, (3.18)
onde usamos (1.24) para obter (3.17), ao passo que a relac¸a˜o (3.18) segue
naturalmente do fato de que os operadores  e β sa˜o independentes.
Podemos agora efetuar os ca´lculos dos comutadores em (3.16):
[M,H] = − i
2m
[βO,O + +mβ]
= − i
2m
([βO,O] + [βO, ] +m[βO, β])
= − i
2m
(βO2 −OβO)− i
2m
(βO− βO)− i
2
(βOβ − β2O)
= − i
m
βO2 − i
2m
β[O, ] + iO,
[M, [M,H]] = − i
2m
[βO, [M,H]]
= − 1
2m2
[βO, βO2]− 1
4m2
[βO, β[O, ]] +
1
2m
[βO,O]
= − 1
2m2
(−2β2O3)− 1
4m2
(−β2O[O, ] + β2[O, ]O) + 1
2m
(2βO2)
=
1
m2
O3 +
1
4m2
[O, [O, ]] +
1
m
βO2,
[M, [M, [M,H]]] = − i
2m
[βO, [M, [M,H]]]
= − i
2m3
[βO,O3]− i
8m3
[βO, [O, [O, ]]]− i
2m2
[βO, βO2]
= − i
2m3
(2βO4)− i
8m3
(βO[O, [O, ]]− β[O, [O, ]]O)−
− i
2m2
(−2O3)
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= − i
m3
βO4 − i
8m3
β[O, [O, [O, ]]] +
i
m2
O3,
[M, [M, [M, [M,mβ]]]] = − i
2m
[βO, [M, [M, [M,mβ]]]]
= − i
2m
[βO,
i
m2
O3]
=
1
2m3
(2βO4)
=
1
m3
βO4,
[M, M˙ ] =
( −i
2m
)2
[βO, βO˙]
= − 1
4m2
(−β2OO˙ + β2O˙O)
=
1
4m2
[O, O˙],
[M, [M, M˙ ]] = − i
2m
[βO,
1
4m2
[O, O˙]]
= − i
8m3
β(O[O, O˙]− [O, O˙]O)
= − i
8m3
β[O, [O, O˙]].
Aplicando estes resultados em (3.16), segue
H
′
= (O++mβ)+i
(
− i
m
βO2 − i
2m
β[O, ] + iO
)
−1
2
(
1
m2
O3 +
1
4m2
[O, [O, ]]+
+
1
m
βO2
)
− i
6
(
− i
m3
βO4 − i
8m3
β[O, [O, [O, ]]] +
i
m2
O3
)
+
1
24
(
1
m3
βO4
)
−
−
(
− i
2m
βO˙
)
− i
2
(
1
4m2
[O, O˙]
)
+
1
6
(
− i
8m3
β[O, [O, O˙]]
)
,
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H
′
= mβ +
(
+
1
2m
β(O2 − 1
4m2
O4)− 1
8m2
[O, [O, ]]− i
8m2
[O, O˙]
)
︸ ︷︷ ︸
=′
+
+
(
1
2m
β[O, ]− 1
48m3
β[O, [O, [O, ]]]− 1
3m2
O3 +
i
2m
βO˙ − i
48m3
β[O, [O, O˙]]
)
︸ ︷︷ ︸
=O′
.
(3.19)
Observemos que o operador ı´mpar O (de ordem zero relativa a` energia de
repouso) presente na hamiltoniana original H e´ eliminado pela transformac¸a˜o
unita´ria, de modo que na expressa˜o de H
′
o novo operador ı´mpar O
′
(com-
posto pela colec¸a˜o de termos de poteˆncias ı´mpares em O) e´ agora de ordem
(ma´xima) 1/m com relac¸a˜o a` energia de repouso. Isto significa que consegui-
mos “diagonalizar” a hamiltoniana ate´ ordem 1/m atrave´s do operador unita´rio
U = eiS .
O operador 
′
que escrevemos em (3.19) corresponde ao operador par com-
posto pelo conjunto de termos de poteˆncia par em O e e´ de ordem (ma´xima)
zero com relac¸a˜o a` energia de repouso.
Prosseguimos com a ana´lise do limite na˜o relativ´ıstico, efetuando novamente
uma transformac¸a˜o FW para eliminarmos o operador ı´mpar em ordem 1/m.
Definimos, enta˜o, o operador unita´rio U = eiM
′
onde M
′
e´ proposto conforme
(3.15),
M
′
= − i
2m
βO
′
. (3.20)
Dessa forma, a hamiltoniana H
′′
e´ expressa em termos da se´rie infinita
correspondente a (3.14), observando-se as devidas substituic¸o˜es (H
′ → H ′′ e
M →M ′):
H
′′
= H
′
+ i[M
′
(t), H
′
] + ...+
in
n!
[M
′
(t), [M
′
(t), ...[M
′
(t), H
′
]...]]︸ ︷︷ ︸
n comutadores
+...
+i2M˙ ′(t)+
i3
2!
[M
′
(t), M˙
′
(t)]+ ...+
in+1
n!
[M
′
(t), [M
′
(t), ...[M
′
(t), M˙
′
(t)]...]]︸ ︷︷ ︸
n− 1 comutadores
+...
Fac¸amos novamente o “balanc¸o energe´tico”, termo a termo, para verificar-
mos quais comutadores contribuem dentro da aproximac¸a˜o que estabelecemos
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previamente. Nesta ana´lise, cada termo apresenta diversas “ordens de gran-
deza” pois os operadores O
′
e 
′
envolvem combinac¸o˜es dos operadores O, O˙ e
. Por isso, identificaremos apenas a “ordem de grandeza” mais alta que se en-
quadra dentro de nossa aproximac¸a˜o para cada termo da se´rie de comutadores
que compo˜em H
′′
.
Podemos verificar que os operadores O
′
, 
′
e M
′
sa˜o de ordem (ma´xima):
O
′ ≈ EcEp
m
,

′ ≈ Ep,
M
′ ≈ EcEp
m2
.
Investigando agora os comutadores, temos
[M
′
, H
′
] = [M
′
, O
′
]︸ ︷︷ ︸
≈EcEp
m2
EcEp
m
→0
+ [M
′
, 
′
]︸ ︷︷ ︸
≈EcEp
m2
Ep
+ [M
′
,mβ]︸ ︷︷ ︸
≈EcEp
m
≈ EcEp
m
,
[M
′
, [M
′
, H
′
]] ∼= [M ′ , [M ′ , ′ ]]︸ ︷︷ ︸
≈(EcEp
m2
)2Ep→0
+ [M
′
, [M
′
,mβ]]︸ ︷︷ ︸
≈E
2
cE
2
p
m3
→0
≈ 0.
Operadores envolvendo mais de um comutador desta espe´cie sera˜o despreza-
dos na expansa˜o paraH
′′
, pois extrapolam a ordem de grandeza que desejamos.
De forma similar, estudando os comutadores que envolvem M˙
′
, obtemos
[M
′
, M˙
′
] ≈ (EcEp
m2
)2 → 0,
e, portanto, os termos que envolvem estes comutadores tambe´m sera˜o descar-
tados.
Dessa maneira, a expressa˜o para H
′′
se resume a
H
′′
= H
′
+ i[M
′
, H
′
]− M˙ ′ . (3.21)
Precisamos efetuar, enta˜o, apenas o ca´lculo do comutador remanescente em
(3.21). Para isso, usaremos as relac¸o˜es
{
β,O
′
}
= 0 e [β, 
′
] = 0, que seguem
naturalmente de (3.17) e (3.18). Assim,
[M
′
, H
′
] = [M
′
, 
′
] + [M
′
,mβ]
= − i
2m
[βO
′
, 
′
]− i
2
[βO
′
, β]
= − i
2m
β[O
′
, 
′
] + iO
′
.
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No ca´lculo acima, desprezamos o termo [M
′
, O
′
], pois verificamos atrave´s do
“balanc¸o energe´tico” feito anteriormente que o mesmo na˜o contribui na ordem
de aproximac¸a˜o em que estamos interessados.
Aplicando este resultado em (3.21), segue
H
′′
= (O
′
+ 
′
+mβ) + i
(
iO
′ − i
2m
β[O
′
, 
′
]
)
+
i
2m
βO˙
′
=
1
2m
β(iO˙
′
+ [O
′
, 
′
])︸ ︷︷ ︸
=O′′
+
′
+mβ. (3.22)
Eliminamos, portanto, o operador O
′
e agora o novo operador ı´mpar O
′′
(composto pelos termos de poteˆncia ı´mpar em O
′
) e´ de ordem 1/m2 em relac¸a˜o
a` energia de repouso.
Para alcanc¸armos a ordem de aproximac¸a˜o que desejamos, faremos uma
u´ltima iterac¸a˜o, que elimina o operador ı´mpar ate´ ordem 1/m3. Definimos
novamente um operador M
′′
de forma similar a (3.15) e (3.20):
M
′′
= − i
2m
βO
′′
. (3.23)
Agora, conforme vimos em (3.21), e´ sufuciente retermos apenas o termo
[M
′′
, H
′′
] na expansa˜o em se´rie de comutadores para H
′′′
, de modo que
H
′′′
= H
′′
+ i[M
′′
, H
′′
]− M˙ ′′ . (3.24)
De fato, fazendo novamente o “balanc¸o energe´tico”, pore´m, desta vez ana-
lisando apenas em termos da energia de repouso (m), e mantendo somente
termos ate´ ordem 1/m3 (explicitando em cada termo unicamente a ordem
ma´xima), obtemos
O
′′ ≈ 1
m2
,
M
′′ ≈ 1
m3
,
[M
′′
, H
′′
] = [M
′′
, O
′′
]︸ ︷︷ ︸
≈1/m5→0
+ [M
′′
, 
′
]︸ ︷︷ ︸
≈1/m3
+ [M
′′
,mβ]︸ ︷︷ ︸
≈1/m2
.
Logo, os sucessivos comutadores deste tipo visivelmente extrapolam a ordem
1/m3 desejada e, portanto, devem ser efetivamente desconsiderados. Ale´m
disso, estudando os comutadores envolvendo M˙
′′
temos
[M
′′
, M˙
′′
] ≈ 1/m6 → 0,
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de modo que a se´rie de comutadores desta espe´cie deve ser, com efeito, despre-
zada e, dessa maneira, justificamos a expressa˜o (3.24).
Assim, calculando o comutador que comparece em (3.24), resulta
[M
′′
, H
′′
] = [M
′′
, 
′
] + [M
′′
,mβ]
= − i
2m
[βO
′′
, 
′
]− i
2
[βO
′′
, β]
= − i
2m
β[O
′′
, 
′
] + iO
′′
,
onde desprezamos o termo [M
′′
, O
′′
], conforme indicado previamente no “ba-
lanc¸o energe´tico”, e usamos as relac¸o˜es
{
β,O
′′
}
= 0 e [β, 
′
] = 0, que seguem
diretamente de (3.17), (3.18) e das definic¸o˜es dos operadores O
′′
e 
′
.
Substituindo em (3.24), chegamos a` expressa˜o
H
′′′
= (O
′′
+ 
′
+mβ) + i
(
iO
′′ − i
2m
β[O
′′
, 
′
]
)
−
(
− i
2m
βO˙
′′
)
=
1
2m
β(iO˙
′′
+ [O
′′
, 
′
])︸ ︷︷ ︸
=O′′′≈1/m3
+
′
+mβ. (3.25)
Dessa maneira, eliminamos todos os operadores ı´mpares da hamiltoniana
ate´ ordem 1/m3 em relac¸a˜o a` energia de repouso, no limite na˜o relativ´ıstico.
Precisamos, agora, desenvolver os operadores remanescentes em (3.25) para
extrair informac¸o˜es com relac¸a˜o a` interac¸a˜o da part´ıcula de Dirac com o campo
eletromagne´tico externo no regime de baixas energias. Para isso, vamos despre-
zar os termos de ordem (ma´xima) igual ou superior a 1/m3 na hamiltoniana:
H
′′′ ∼= ′ +mβ.
Substituindo, enta˜o, 
′
na expressa˜o acima, segue
H
′′′
=
(
+
1
2m
β(O2 − 1
4m2
O4)− 1
8m2
[O, [O, ]]− i
8m2
[O, O˙]
)
+mβ.
Nota-se que o operador 
′
substitu´ıdo acima conte´m tambe´m termos de
ordem 1/m3, tais como O4/m3 e β[O, [O, O˙]]/m3. Contudo, estes operado-
res podem evidenciar a interpretac¸a˜o f´ısica de alguns termos do acoplamento
com o campo externo (como veremos a seguir) e, portanto, vamos manteˆ-los
provisoriamente na expansa˜o da hamiltoniana.
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Estudaremos, enta˜o, cada operador presente em H
′′′
, individualmente:
O2ς = (~α.(~ˆp− e ~A))2ς
= αiαj pˆipˆjς − eαiαj pˆiAjς − eαiαjAipˆjς + e2αiαjAiAjς
= αiαj(pˆipˆjς − eAj pˆiς − e(pˆiAj)ς − eAipˆjς + e2AiAjς),
onde ς e´ um “spinor teste”. Contudo, para desenvolvermos o comutador acima
(e os que o sucedem), precisamos avaliar o produto αiαj . Para fazer isso de
forma mais simples, vamos partir da representac¸a˜o padra˜o das matrizes ~α,
αiαj = γ0γiγ0γi
= −γiγj
=
[
σiσj 0
0 σiσj
]
.
Assim, usando a a´lgebra de momento angular satisfeita pelas matrizes de Pauli
(i.e.,σiσj = δij + i
ijkσk), obtemos
αiαj = δijI4×4 + iijkσkI4×4, (3.26)
onde I4×4 e´ a matriz identidade de ordem 4.
Enta˜o, com o aux´ılio de (3.26), segue
O2ς = (~ˆp
2 − 2e ~A.~ˆp− e(~ˆp. ~A) + e2 ~A2)︸ ︷︷ ︸
=(~ˆp−e ~A)2
ς − ie ijkσk(pˆiAj)︸ ︷︷ ︸
=~σ.(~ˆp× ~A)
ς
= (~ˆp− e ~A)2ς − e~σ. (~∇× ~A)︸ ︷︷ ︸
= ~B
ς
= ((~ˆp− e ~A)2 − e~σ. ~B)ς.
Observac¸a˜o: na expressa˜o acima, suprimimos a matriz identidade para com-
pactar a notac¸a˜o. Daqui em diante, neste cap´ıtulo, adotaremos a convenc¸a˜o
de explicitar apenas a matriz ~σ, de forma que a matriz identidade deve ser
naturalmente subentendida.
Temos tambe´m
O4 = ((~ˆp− e ~A)2 − e~α. ~B)2
= (~ˆp− e ~A)4 − e(~ˆp− e ~A)2~α. ~B − e~α. ~B(~ˆp− e ~A)2 + e2(~α. ~B)2
= ~ˆp
4
+ termos extras,
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onde os termos extras acima referidos correspondem a operadores que na˜o
apresentam interpretac¸a˜o f´ısica evidente e, portanto, na˜o sera˜o explicitados
(embora ja´ os tenhamos escrito no desenvolvimento do ca´lculo acima). Ale´m
disso,
[O, [O, ]] = [~α.(~ˆp− e ~A), [~α.(~ˆp− e ~A), ]].
Calcularemos o comutador acima termo a termo. Para isso, analisaremos
primeiramente o comutador interno:
[~α.(~ˆp− e ~A), ]ς = [~α.~ˆp, ]ς − e [~α. ~A, ]︸ ︷︷ ︸
=0
ς
= αi(pˆi(ς)− pˆiς)
= αi(pˆi)ς
= −ie~α. (~∇ϕ)︸ ︷︷ ︸
=−~E−∂t ~A
ς
= ie~α.( ~E + ∂t ~A)ς.
Agora, retornando ao comutador completo,
[O, [O, ]] = ie[~α.(~ˆp− e ~A), ~α.( ~E + ∂t ~A)]
= ie[~α.~ˆp, ~α. ~E]− ie2[~α. ~A, ~α. ~E] + ie[O, ~α. ~˙A].
Calculando separadamente os dois primeiros termos do segundo membro da
equac¸a˜o acima (novamente com o aux´ılio de (3.26)), temos
[~α.~ˆp, ~α. ~E]ς = αiαj(pˆiEjς)− αjαiEj pˆiς
= αiαj(pˆiEj)ς + Ej pˆi(αiαj − αjαi)
= (~ˆp. ~E)ς + iijkσk(pˆiEj)ς + Ej pˆi(iijkσk − ijikσk)
= −i~∇. ~Eς + ~σ.(~∇× ~E)ς − 2i~σ.( ~E × ~ˆp)ς,
[~α. ~A, ~α. ~E]ς = αiαjAiEjς − αjαiEjAiς
= AiEj(αiαj − αjαi)ς
= 2iAiEjijkσkς
= 2i~σ.( ~A× ~E)ς.
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Assim, voltando novamente ao comutador completo, segue
[O, [O, ]] = e~∇. ~E + ie~σ.(~∇× ~E) + 2e~σ.( ~E × ~ˆp) + 2e2~σ.( ~A× ~E) + ie[O, ~α. ~˙A],
[O, O˙] = [O, ~α.(
˙ˆ
~p− e ~˙A)]
= [O, ~α.
˙ˆ
~p]− e[O, ~α. ~˙A].
A hamiltoniana no limite na˜o-relativ´ıstico fica, enta˜o, expressa por
H
′′′
= eϕ+
1
2m
β((~ˆp− e ~A)2 − e~σ. ~B)− 1
8m3
β~ˆp
4 − 1
8m2
(e~∇. ~E + ie~σ.(~∇× ~E)+
+2e~σ.( ~E × ~ˆp) + 2e2~σ.( ~A× ~E))− i
8m2
[O,~σ.
˙ˆ
~p]︸ ︷︷ ︸
termos extras!
+mβ.
Suprimindo os termos que na˜o apresentam uma interpretac¸a˜o concreta (que
correspondem basicamente a correc¸o˜es de ordem superior a` hamiltoniana) e
recolecionando os outros termos de modo prop´ıcio a evidenciar a interpretac¸a˜o
f´ısica subjacente a cada um deles, temos
H
′′′ ∼= β(m+ 1
2m
(~ˆp− e ~A)2 − 1
8m3
~ˆp
4
) + eϕ− e
2m
β~σ. ~B − e
8m2
~∇. ~E−
−i e
8m2
~σ.(~∇× ~E)− e
4m2
~σ.( ~E × ~ˆp). (3.27)
O primeiro termo da hamiltoniana acima corresponde a` expansa˜o de√
(~ˆp− e ~A)2 +m2, que basicamente guarda a informac¸a˜o cinema´tica da ha-
miltoniana. O segundo e o terceiro termos representam claramente a interac¸a˜o
eletrosta´tica e o acoplamento dipolar com o campo magne´tico, respec-
tivamente. O quarto termo e´ conhecido como termo de Darwin e relaciona-se
ao efeito zitterbewegung, que corresponde a uma correc¸a˜o ao potencial coulom-
biano devido a`s flutuac¸o˜es quaˆnticas da posic¸a˜o da part´ıcula em torno da tra-
jeto´ria cla´ssica, o que origina uma distribuic¸a˜o da carga eletroˆnica. O u´ltimo
par de termos esta´ relacionado a` interac¸a˜o spin-o´rbita, como pode ser visto
de forma simples se considerarmos um campo magne´tico esta´tico, de modo que
~∇× ~E = 0, e propusermos um potencial central esfericamente sime´trico:
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− e
4m2
~σ.( ~E × ~ˆp) = e
4m2
~σ.(~∇ϕ(r)︸ ︷︷ ︸
= ∂ϕ
∂r
rˆ
×~ˆp)
=
e
4m2
∂ϕ
∂r
~σ. (rˆ × ~ˆp)︸ ︷︷ ︸
= 1
r
~ˆL
=
e
4m2
1
r
∂ϕ
∂r
~σ.~ˆL.
Gostar´ıamos de enfatizar a relac¸a˜o entre a hamiltoniana expressa em (3.27)
e a equac¸a˜o de Pauli, responsa´vel por descrever justamente o acoplamento
de um ele´tron com um campo eletromagne´tico (fraco) externo, no limite na˜o-
-relativ´ıstico:
Hpauli =
1
2m
(~p− e ~A)2 − 1
2m
~σ. ~B + eϕ.
Observa-se que, na equac¸a˜o de Pauli, as correc¸o˜es de ordem superior, como o
acoplamento spin-o´rbita e o termo de Darwin, esta˜o ausentes.
O fato de recuperarmos os termos de acoplamento entre a part´ıcula de Dirac
e o campo externo que comparecem na equac¸a˜o de Pauli (bem como algumas
correc¸o˜es de ordem superior) atrave´s da transformac¸a˜o FW enfatiza a inter-
pretac¸a˜o de que esta transformac¸a˜o nos remete, neste cena´rio com interac¸a˜o,
a um referencial inercial pro´ximo ao referencial de repouso e, assim, nos
permite efetivamente acessar o limite na˜o-relativ´ıstico da teoria!
Sugerimos ao leitor interessado na relac¸a˜o entre as transformac¸o˜es de Foldy-
-Wouthuysen e as transformac¸o˜es de Lorentz a leitura do artigo citado na re-
fereˆncia [15], que versa de forma mais detalhada a respeito desta conexa˜o.
Esta discussa˜o sera´ omitida aqui por crite´rio de concisa˜o de nosso trabalho,
mas entendemos que a abordagem deste assunto completa a revisa˜o sobre as
transformac¸o˜es FW que propusemos neste cap´ıtulo.
3.3 FW para a Equac¸a˜o DKP Livre
No cap´ıtulo 2 constru´ımos a equac¸a˜o DKP livre (2.7) a partir do forma-
lismo de Bargmann-Wigner e observamos que os operadores que a compo˜em
satisfazem a a´lgebra trilinear fechada (2.27). Nossa proposta nesta sec¸a˜o con-
siste em buscar uma forma “diagonal” para a hamiltoniana de DKP, tal como
fizemos para a teoria de Dirac, atrave´s de uma transformac¸a˜o FW, explorando
a estrutura alge´brica mais envolvente desta equac¸a˜o.
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A` luz do procedimento que adotamos ate´ aqui, definimos um operador
unita´rio U = eiM de modo que a lei de transformac¸a˜o do spinor de DKP
fica expressa por (3.1) e a hamiltoniana transforma-se segundo (3.2). Assim,
propomos para o operador M , independente do tempo, a seguinte expressa˜o:
M = − i|~p|
~β.~ˆpθ. (3.28)
Agora, para efetuarmos a expansa˜o em se´rie do operador unita´rio U , pre-
cisamos primeiramente desenvolver algumas relac¸o˜es para extrair as poteˆncias
do operador ~β.~ˆp. Com o aux´ılio de (2.27), observemos que
(~β.~ˆp)3ς = βiβjβkpˆipˆj pˆkς
=
1
2
(βiβjβk + βkβjβi)pˆipˆj pˆkς
=
1
2
(βi gjk︸︷︷︸
−δjk
+βk gji︸︷︷︸
−δji
)pˆipˆj pˆkς
= −~β.~ˆp (~ˆp)2ς︸ ︷︷ ︸
=|~p|2ς
= − |~p|2 ~β.~ˆpς, (3.29)
onde consideramos o “spinor teste” na representac¸a˜o dos momentos ao escre-
vermos a u´ltima igualdade. Doravante, nesta sec¸a˜o, a representac¸a˜o dos mo-
mentos deve ser subentendida, a menos que mencionemos explicitamente outra
representac¸a˜o.
Da relac¸a˜o acima, segue naturalmente
((~β.~ˆp)2 + |~p|2)(~β.~ˆp)ς = ((~β.~ˆp)2 + |~p|2) (βipˆi)︸ ︷︷ ︸
=β0pˆ0−βµpˆµ
ς
= ((~β.~ˆp)2 + |~p|2)(β0pˆ0ς︸ ︷︷ ︸
=Eβ0ς
−βµpˆµς︸ ︷︷ ︸
=mς
)
= ((~β.~ˆp)2 + |~p|2)(Eβ0 −m)ς,
onde usamos (2.7) para obtermos a u´ltima expressa˜o.
Por outro lado, temos
(~β.~ˆp)2β0ς = pˆipˆjβiβjβ0ς
= pˆipˆj(−β0βjβi + gj0βi + gijβ0)ς
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= −β0(~β.~ˆp)2ς − pˆipˆiβ0ς︸ ︷︷ ︸
=|~p|2β0ς
= −β0(~β.~ˆp)2ς − |~p|2 β0ς. (3.30)
Portanto, substituindo a expressa˜o acima na relac¸a˜o anterior,
(~β.~ˆp)2β0E︸ ︷︷ ︸
=−β0(~β.~ˆp)2E−|~p|2Eβ0
−m(~β.~ˆp)2 + E |~p|2 β0 −m |~p|2 = 0
⇒ (m+ Eβ0)(~β.~ˆp)2 = −m |~p|2 .
Agora, multiplicando esta equac¸a˜o a` esquerda por (m− Eβ0), resulta
(m2 − E2(β0)2)(~β.~ˆp)2 = −(m2 −mEβ0) |~p|2 ,
de forma que, multiplicando agora a` esquerda por β0,
(m2β0 − E2(β0)3)(~β.~ˆp)2 = −β0(m2 −mEβ0) |~p|2 .
Pore´m, usando (2.30) e (1.1),
β0 (m2 − E2)︸ ︷︷ ︸
=−|~p|2
(~β.~ˆp)2 = −((β0)3E2 − |~p|2 β0 −mE(β0)2) |~p|2 ,
−β0 |~p|2 (~β.~ˆp)2 = −β0 |~p|2 (E2(β0)2 − |~p|2 −mEβ0)
⇒ (~β.~ˆp)2 = − |~p|2 −mEβ0 + E2(β0)2. (3.31)
Entretanto, para que possamos desenvolver o ca´lculo das poteˆncias do ope-
rador (~β.~ˆp), precisamos de v´ınculos adicionais que na˜o podem ser obtidos a
partir da representac¸a˜o hamiltoniana (2.36), visto que esta equac¸a˜o foi ob-
tida pela multiplicac¸a˜o da representac¸a˜o padra˜o da equac¸a˜o DKP (2.7) pela
matriz singular β0 e, portanto, na˜o conte´m toda informac¸a˜o do sistema.
Assim, para obter as relac¸o˜es adicionais, vamos manipular a representac¸a˜o
padra˜o (2.7), multiplicando-a a` esquerda por (1− (β0)2):
(1− (β0)2)(βµpˆµ −m)ψ = 0,
[βµpˆµ − (β0)2βµpˆµ +m((β0)2 − 1)]ψ = 0,
[βipˆi − (β0)2βi︸ ︷︷ ︸
=−βi(β0)2+g00βi
pˆi +m((β
0)2 − 1)]ψ = 0,
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[βi(β0)2pˆi︸ ︷︷ ︸
=−~β.~ˆp(β0)2
+m((β0)2 − 1)]ψ = 0
⇒ (~β.~ˆp)(β0)2 +m(1− (β0)2) = 0. (3.32)
Agora, multiplicando (3.31) a` esquerda por (~β.~ˆp), usando (3.29) e nova-
mente (3.31),
(~β.~ˆp)3 = − |~p|2 (~β.~ˆp)−mE(~β.~ˆp)β0 + E2(~β.~ˆp)(β0)2,
− |~p|2 (~β.~ˆp) = − |~p|2 (~β.~ˆp)−mE(~β.~ˆp)β0 − E2m(1− (β0)2),
(~β.~ˆp)β0 = −E(1− (β0)2). (3.33)
Com o aux´ılio de (3.31)-(3.33) podemos, enfim, extrair as poteˆncias de (~β.~ˆp)
e desenvolver o operador unita´rio U em se´rie. Com efeito, multiplicando (3.31)
a` esquerda por (~β.~ˆp)2, segue
(~β.~ˆp)4 = − |~p|2 (~β.~ˆp)2 −mE(~β.~ˆp)2β0 + E2(~β.~ˆp)2(β0)2
= − |~p|2 (~β.~ˆp)2 +mE2(~β.~ˆp)(1− (β0)2)−mE2(~β.~ˆp)(1− (β0)2)
= − |~p|2 (~β.~ˆp)2
e assim sucessivamente:
(~β.~ˆp)5 = − |~p|2 (~β.~ˆp)3
= |~p|4 (~β.~ˆp),
(~β.~ˆp)6 = |~p|4 (~β.~ˆp)2,
...
Podemos propor, enta˜o, o termo geral de poteˆncia par:
(~β.~ˆp)2k = (−1)k+1 |~p|2k−2 (~β.~ˆp)2, k=2,3,...
Dessa forma, por induc¸a˜o, verificamos a validade da proposta acima, anali-
sando o termo k + 1,
(~β.~ˆp)2(k+1) = (−1)k+1 |~p|2k−2 (~β.~ˆp)4
= (−1)k+2 |~p|2k (~β.~ˆp)2
= (−1)(k+1)+1 |~p|2(k+1)−2 (~β.~ˆp)2.
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De posse desses resultados, desenvolvemos o operador unita´rio em se´rie:
Uς = e
~β.~ˆp
|~p|
θς,
Uς = Iς +
∞∑
k=1
1
(2k)!
(~β.~ˆp)2k
(
θ
|~p|
)2k
ς +
∞∑
k=0
1
(2k + 1)!
(~β.~ˆp)2k+1
(
θ
|~p|
)2k+1
ς
= Iς +
(
1
2
(
θ
|~p|
)2
(~β.~ˆp)2 +
∞∑
k=2
(−1)k+1
(2k)!
(
θ
|~p|
)2k
|~p|2k−2 (~β.~ˆp)2
)
ς+
+(~β.~ˆp)
(
θ
|~p| +
1
3!
(
θ
|~p|
)3
(~β.~ˆp)2 +
∞∑
k=2
(−1)k+1
(2k + 1)!
(
θ
|~p|
)2k+1
|~p|2k−2 (~β.~ˆp)2
)
ς
= Iς +
1
|~p|2
(
θ2
2
−
∞∑
k=2
(−1)k
(2k)!
θ2k
)
(~β.~ˆp)2ς+
+
(
θ
|~p| (
~β.~ˆp) +
1
3!
(
θ
|~p|
)3
(~β.~ˆp)3 +
1
|~p|3
∞∑
k=2
(−1)k+1
(2k + 1)!
θ2k+1(~β.~ˆp)3
)
ς
= Iς +
1
|~p|2 (1−
∞∑
k=0
(−1)k
(2k)!
θ2k)
︸ ︷︷ ︸
=1−cos θ
(~β.~ˆp)2ς+
+
(
θ
|~p| (
~β.~ˆp)− 1
3!
θ3
|~p| (
~β.~ˆp) +
1
|~p|
∞∑
k=2
(−1)k
(2k + 1)!
(θ)2k+1(~β.~ˆp)
)
︸ ︷︷ ︸
= senθ
|~p|
(~β.~ˆp)
ς
⇒ U = 1 + senθ|~p|
~β.~ˆp+
1− cos θ
|~p|2 (
~β.~ˆp)2. (3.34)
O operador inverso fica
U−1 = 1− senθ|~p|
~β.~ˆp+
1− cos θ
|~p|2 (
~β.~ˆp)2.
Dessa maneira, a hamiltoniana transformada e´ expressa por
H
′
= UHU−1
=
(
1 +
senθ
|~p|
~β.~ˆp+
1− cos θ
|~p|2 (
~β.~ˆp)2
)
(~α.~ˆp+mβ0).
.
(
1− senθ|~p|
~β.~ˆp+
1− cos θ
|~p|2 (
~β.~ˆp)2
)
.
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Contudo, antes de desenvolvermos os produtos que compo˜em H
′
, observe-
mos o seguinte resultado
(~β.~ˆp)(~α.~ˆp)(~β.~ˆp) = (~β.~ˆp)(β0~β.~ˆp− ~β.~ˆpβ0)(~β.~ˆp)
= (~β.~ˆp)β0(~β.~ˆp)
2 − (~β.~ˆp)2β0(~β.~ˆp),
de modo que, usando (2.34),
(~β.~ˆp)(~α.~ˆp)(~β.~ˆp) = 0. (3.35)
Portanto, desenvolvendo os produtos e retendo apenas os termos que na˜o
se anulam em virtude de (3.35), obtemos
H
′
= mβ0 + ~α.~ˆp+
senθ
|~p| ([
~β.~ˆp, ~α.~ˆp] +m(~β.~ˆpβ0 − β0~β.~ˆp︸ ︷︷ ︸
=−~α.~ˆp
))+
+
1− cos θ
|~p|2 (
{
~α.~ˆp, (~β.~ˆp)2
}
+m((~β.~ˆp)2β0 + β0(~β.~ˆp)2)︸ ︷︷ ︸
=−|~p|2β0
),
em que utilizamos (3.30) no u´ltimo termo.
Calculamos, enta˜o, os termos remanescentes da expressa˜o acima:
[~β.~ˆp, ~α.~ˆp]ς = (~β.~ˆp)(β0~β.~ˆp− ~β.~ˆpβ0)ς − (β0~β.~ˆp− ~β.~ˆpβ0)(~β.~ˆp)ς
= (~β.~ˆp)β0(~β.~ˆp)︸ ︷︷ ︸
=0
ς − (~β.~ˆp)2β0ς − β0(~β.~ˆp)2ς + (~β.~ˆp)β0(~β.~ˆp)︸ ︷︷ ︸
=0
ς
= −(βiβjβ0 + β0βjβi)pˆipˆjς
= −(gijβ0 + gj0︸︷︷︸
=0
βi)pˆipˆjς
= |~p|2 β0ς,
{
~α.~ˆp, (~β.~ˆp)2
}
ς = (β0~β.~ˆp− ~β.~ˆpβ0)(~β.~ˆp)2ς + (~β.~ˆp)2(β0~β.~ˆp− ~β.~ˆpβ0)ς
= β0(~β.~ˆp)3ς − (~β.~ˆp)β0(~β.~ˆp)2︸ ︷︷ ︸
=0
ς + (~β.~ˆp)2β0(~β.~ˆp)︸ ︷︷ ︸
=0
ς − (~β.~ˆp)3β0ς
= − |~p|2 β0(~β.~ˆp)ς + |~p|2 (~β.~ˆp)β0ς
= − |~p|2 (~α.~ˆp)ς.
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Substituindo os resultados acima na u´ltima expressa˜o para H
′
, temos
H
′
= mβ0 + ~α.~ˆp+
senθ
|~p| (|~p|
2
β0 −m~α.~ˆp)− 1− cos θ|~p|2 (|~p|
2
(~α.~ˆp) +m |~p|2 β0)
= (cos θ − m|~p| senθ)~α.~ˆp+ (m cos θ + |~p| senθ)β
0.
Portanto, para eliminar o operador ı´mpar ~α.~ˆp, escolhemos o paraˆmetro θ(~p)
como
θ(~p) = arctg(
|~p|
m
). (3.36)
Assim,
H
′
= (m+
|~p|2
m
) cos θβ0,
de modo que, usando novamente a relac¸a˜o trigonome´trica sec2x = 1 + tg2x,
bem como (1.1), e escolhendo o sinal positivo para o cosseno (pois a energia
da part´ıcula livre deve ser positiva), resulta cos θ = mE . Obtemos enta˜o a
hamiltoniana
H
′
=
(m2 + |~p|2)
E
β0 = Eβ0. (3.37)
Observa-se que, assim como visto no caso da teoria de Dirac livre, e´ poss´ıvel
“diagonalizar” exatamente a equac¸a˜o DKP livre atrave´s da transformac¸a˜o unita´-
ria proposta. Para finalizarmos este cap´ıtulo, vamos discutir na sec¸a˜o seguinte
a equac¸a˜o DKP na presenc¸a de um campo eletromagne´tico (fraco) externo,
novamente sob o prisma das transformac¸o˜es FW, com o intuito de diagonali-
zarmos iterativamente a hamiltoniana (como feito na sec¸a˜o 3.2 para a teoria
de Dirac), explorando ainda a estrutura alge´brica desta teoria.
3.4 FW para DKP com Campo Externo
A introduc¸a˜o de um campo eletromagne´tico externo fraco sera´ efetuada
novamente atrave´s da prescric¸a˜o cla´ssica de acoplamento mı´nimo pµ → piµ =
pµ − eAµ, de modo que, neste cena´rio com interac¸a˜o, a equac¸a˜o (2.7) torna-se
(βµpi
µ −m)ψ = 0. (3.38)
A relac¸a˜o de comutac¸a˜o entre os operadores de momento generalizados piµ
sera´ bastante u´til nos ca´lculos a seguir, de modo que a desenvolvemos abaixo:
[piµ, piν ]ς = piµpiνς − piνpiµς
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= pˆµpˆνς − epˆµ(Aνς)− eAµpˆνς + e2AµAνς −
−(pˆν pˆµς − epˆν(Aµς)− eAν pˆµς + e2AνAµς)
= −e(pˆµAν − pˆνAµ)ς
= −ie (∂µAν − ∂νAµ)︸ ︷︷ ︸
=Fµν
ς
⇒ [piµ, piν ] = −ieFµν , (3.39)
onde Fµν e´ o tensor do campo eletromagne´tico1.
Para que possamos aplicar o procedimento FW e extrair alguma informac¸a˜o
a respeito da interac¸a˜o entre o meso´n descrito pela equac¸a˜o DKP e o campo
externo no limite de baixas energias, precisamos da forma hamiltoniana da
equac¸a˜o (3.38). Assim, seguindo o mesmo procedimento efetuado no cap´ıtulo 2
no contexto da equac¸a˜o DKP livre, multiplicamos (3.38) a` esquerda por βρpi
ρβν ,
(βρpi
ρβνβµpi
µ −mβρpiρβν)ψ = 0. (3.40)
Contudo, observemos que
βρpi
ρβνβµpi
µ = βρβνβµpi
ρpiµ
= (−βµβνβρ + gνµβρ + gρνβµ)(piµpiρ − ieF ρµ)
= −βµpiµβνβρpiρ + ieF ρµβµβνβρ + gνµpiµβρpiρ
−iegνµF ρµβρ + gρνβµpiµpiρ − iegρν F ρµ︸︷︷︸
=−Fµρ
βµ.
Redefinindo os ı´ndices mudos no primeiro termo da u´ltima igualdade e explo-
rando a antissimetria do tensor Fµρ para cancelar o quarto e o sexto termos,
resulta
2βρpi
ρβνβµpi
µ = ieF ρµβµβνβρ + piνβρpi
ρ + βµpi
µpiν .
Entretanto, analisando os dois u´ltimos termos da equac¸a˜o acima, temos
βµpi
µpiν = βµgναpi
µpiα
= βµgνα(pi
αpiµ − ieFµα)
= piνβµpi
µ − iegναFµαβµ.
1O tensor do campo eletromagne´tico e´ definido por Fµν = ∂µAν − ∂νAµ e admite a
representac¸a˜o matricial
F ∗∗ =


0 −E1 −E2 −E3
E1 0 −B3 B2
E2 B3 0 −B1
E3 −B2 B1 0

 .
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Logo, substituindo o resultado acima na equac¸a˜o anterior e manipulando os
ı´ndices mudos,
βρpi
ρβνβµpi
µ = piνβρpi
ρ +
ie
2
F ρµ(βµβνβρ − βρgνµ).
Retornando enta˜o a` (3.40), com o aux´ılio da u´ltima expressa˜o podemos
escrever
piνβρpi
ρψ︸ ︷︷ ︸
=mpiνψ
+
ie
2
F ρµ(βµβνβρ − βρgνµ)ψ −mβρpiρβνψ = 0
⇒ piνψ = βρpiρβνψ − ie
2m
F ρµ(βµβνβρ − βρgνµ)ψ, (3.41)
onde usamos (3.38).
Fazendo ν = 0 em (3.41) e somando com (3.38) multiplicada a` esquerda por
β0, obtemos a hamiltoniana do sistema,
(β0βαpi
α + pi0)ψ = (mβ0 + βαpi
αβ0 − ie
2m
F ρµ(βµβ0βρ − βρg0µ))ψ,
i
∂
∂t
ψ = (mβ0 + eϕ− (β0βα − βαβ0)piα − ie
2m
F ρµ(βµβ0βρ − βρg0µ))ψ
= (mβ0 + eϕ− αipii︸︷︷︸
=−~α.~pi
− ie
2m
F ρµ(βµβ0βρ − βρg0µ))ψ
= (mβ0 + eϕ+ ~α.~pi − ie
2m
F ρµ(βµβ0βρ − βρg0µ))︸ ︷︷ ︸
=H(t)
ψ
⇒ H(t) = mβ0 + eϕ+ ~α.~pi − ie
2m
F ρµ(βµβ0βρ − βρg0µ). (3.42)
Observemos que, assim como discutido na sec¸a˜o 3.2 para o caso da teo-
ria de Dirac com campo externo, a hamiltoniana (3.42) para a equac¸a˜o DKP
interagente tambe´m exibe dependeˆncia temporal devido a` introduc¸a˜o do qua-
dripotencial Aµ.
Desejamos novamente buscar uma representac¸a˜o da hamiltoniana em que o
operador ~α.~pi esteja ausente e obter, a partir desta, informac¸o˜es do acoplamento
entre o me´son e o campo eletromagne´tico externo no limite na˜o-relativ´ıstico.
98 CAPI´TULO 3. AS TRANSFORMAC¸O˜ES DE FOLDY-WOUTHUYSEN
Sendo assim, definimos um operador unita´rio U = eiM em analogia ao caso da
teoria DKP livre, de forma que
M = − i
m
~β.~pi. (3.43)
Com o aux´ılio da expansa˜o BCH (3.11), podemos escrever a expressa˜o em
se´rie (3.14) para a hamiltoniana transformada:
H
′
= H(t) + i[M(t), H(t)] + ...+
in
n!
[M(t), [M(t), ...[M(t), H(t)]...]]︸ ︷︷ ︸
n comutadores
+...
+i2M˙(t) +
i3
2!
[M(t), M˙(t)] + ...+
in+1
n!
[M(t), [M(t), ...[M(t), M˙(t)]...]]︸ ︷︷ ︸
n− 1 comutadores
+...
Agora, neste ca´lculo, faremos um “balanc¸o energe´tico” menos detalhado do
que o efetuado na sec¸a˜o 3.2, apenas em termos da energia de repouso. Assim,
para o estudo do acoplamento em baixas energias em que estamos interessados,
e´ suficiente mantermos na expansa˜o acima apenas termos ate´ ordem 1/m2 (em
relac¸a˜o a` energia de repouso),
H
′
= H(t)+i[M,H(t)]− 1
2
[M, [M,H(t)]]− i
6
[M, [M, [M,mβ0]]]−M˙− i
2
[M, M˙ ].
(3.44)
Precisamos, enta˜o, efetuar o ca´lculo dos comutadores que comparecem na
equac¸a˜o acima. Pore´m, antes de prosseguirmos com estes ca´lculos, apresenta-
remos algumas relac¸o˜es vetoriais envolvendo o tensor Fµν , as quais sera˜o u´teis
ao desenvolvermos os comutadores:
Fµνβµβ0βν = F
0iβ0β0βi + F
i0βiβ0β0 + F
ijβiβ0βj
= −Eiβ0β0βi + Eiβiβ0β0 + F ijβiβ0βj
= −Ei(−βiβ0β0 + g0iβ0 + g00βi) + Eiβiβ0β0 + F ijβiβ0βj
= 2 Eiβi︸︷︷︸
=−~E.~β
β20 − Eiβi︸︷︷︸
=−~E.~β
+F ijβiβ0βj
= −2 ~E.~ββ20 + ~E.~β + F ijβiβ0βj , (3.45)
Fµνβµg0ν = F
µ0βµg00 + F
µiβµg0i
= F i0βi
= Eiβi
= − ~E.~β, (3.46)
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F ijβiβ0βj = F
ijβiβ0βj + (F
ijβjβ0βi − F ijβjβ0βi) + (F ijβiβjβ0 − F ijβiβjβ0)
+(F ijβjβiβ0 − F ijβjβiβ0)
= F ij(βi(β0βj − βjβ0)− βj(β0βi − βiβ0)) + F ij(βiβjβ0 − βjβiβ0) + F ijβjβ0βi
= F ij(βiαj − βjαi) + F ij(−β0βjβi + gj0βi + gijβ0 + β0βiβj − gi0βj − gjiβ0)
+ F ijβjβ0βi︸ ︷︷ ︸
=−F jiβjβ0βi
= F ij(βiαj − βjαi) + F ijβ0(βiβj − βjβi)− F jiβjβ0βi.
Entretanto, usando a definic¸a˜o do operador de spin (2.38) e manipulando os
ı´ndices mudos do u´ltimo termo, segue
2F ijβiβ0βj = F
ij(βiαj − βjαi)− iF ijβ0Sij ,
F ijβiβ0βj =
1
2
F ij(βiαj − βjαi)︸ ︷︷ ︸
=−2 ~B.(~β×~α)
− i
2
β0 F
ijSij︸ ︷︷ ︸
=−2 ~B.~S
= − ~B.(~β × ~α) + iβ0 ~B.~S. (3.47)
Observemos que, usando (3.45)-(3.46), podemos desenvolver o u´ltimo termo
da expressa˜o (3.42) para a hamiltoniana dependente do tempo:
F ρµ(βµβ0βρ − βρg0µ) = 2 ~E.~ββ20 − ~E.~β − (− ~B.(~β × ~α) + iβ0 ~B.~S) + ~E.~β
= 2 ~E.~ββ20 + ~B.(
~β × ~α)− iβ0 ~B.~S
⇒ H(t) = mβ0 + eϕ+ ~α.~pi − ie
m
~E.~ββ20 −
ie
2m
~B.(~β × ~α)− e
2m
β0 ~B.~S. (3.48)
Com o aux´ılio das relac¸o˜es vetoriais expressas acima, desenvolveremos abai-
xo o ca´lculo dos comutadores presentes na expansa˜o de H
′
:
[M(t), β0] = − i
m
[~β.~pi, β0]
= − i
m
(βipiiβ0 − β0βipii)
=
i
m
(β0βi − βiβ0)︸ ︷︷ ︸
αi
pii
=
i
m
~α.~pi, (3.49)
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[M(t), ϕ]ς = − i
m
βi(piiϕ− ϕpii)ς
= − i
m
βi((pˆi − eAi)(ϕς)− ϕpiiς)
= − i
m
βi((pˆiϕ)ς + ϕpˆiς − eAiϕς︸ ︷︷ ︸
=ϕpiiς
−ϕpiiς)
= − i
m
βi(pˆiϕ)ς
=
1
m
βi︸︷︷︸
=−βi
(∇iϕ)ς
= − 1
m
~β.(~∇ϕ)ς,
onde, na u´ltima expressa˜o, o operador ~∇ atua apenas sobre o potencial escalar
ϕ, de forma que, suprimindo o spinor teste,
[M(t), ϕ] = − 1
m
~β.~∇ϕ, (3.50)
[M(t), ~α.~pi] = − i
m
(βiαjpiipij − αjβipijpii)
= − i
m
(βiαjpiipij − αjβi(piipij + ieF ij))
= − i
m
(βiαj − αjβi)piipij − e
m
F ijαjβi
= − i
m
((βiβ0βj + βjβ0βi)︸ ︷︷ ︸
=g0jβi+gi0βj=0
− (βiβjβ0 + β0βjβi)︸ ︷︷ ︸
=gj0βi+gijβ0
)piipij −
− e
m
F ij(β0βjβi − βjβ0βi)
=
i
m
β0 gij︸︷︷︸
=−δij
piipij − e
2m
β0(βjβiF
ij + βiβjF
ji) +
e
m
βjβ0βiF
ij︸ ︷︷ ︸
=−βjβ0βiF ji
= − i
m
β0(~pi)
2 − e
2m
β0 (βjβi − βiβj)︸ ︷︷ ︸
=−iSji
F ij − e
m
βjβ0βiF
ji
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= − i
m
β0(~pi)
2 − i e
2m
β0 SjiF
ji︸ ︷︷ ︸
=−2 ~B.~S
− e
m
(
− ~B.(~β × ~α) + iβ0 ~B.~S
)
= − i
m
β0(~pi)
2 +
e
m
~B.(~β × ~α), (3.51)
onde usamos (3.39) e (3.47).
[M, ( ~E.~β)β20 ]ς = −
i
m
(βiβjβ
2
0piiEjς − βjβ20βiEjpiiς)
= − i
m
((βiβj − βjβi)β20piiEjς + βjβiβ20piiEjς − βjβ20βiEjpiiς)
= − 1
m
Sijβ
2
0(piiEj)ς −
1
m
Sijβ
2
0Ej pˆiς −
− i
m
(βjβiβ
2
0piiEjς − βjβ20βiEjpiiς)
= − 1
m
Sijβ
2
0(piiEj)ς −
1
m
Sijβ
2
0Ej pˆiς −
− i
m
(βjβiβ
2
0piiEjς + βjβiβ
2
0Ejpiiς − βjβiEjpiiς)
= − 1
m
Sijβ
2
0(piiEj)ς −
1
m
Sijβ
2
0Ej pˆiς +
i
m
βjβiEjpiiς −
− i
m
βjβiβ
2
0(piiEjς + Ejpiiς)
= − 1
m
Sijβ
2
0(piiEj)ς −
1
m
Sijβ
2
0Ej pˆiς +
i
m
βjβiEjpiiς −
−2 i
m
βjβiβ
2
0Ejpiiς −
i
m
βjβiβ
2
0(pˆiEj)ς
= − 1
m
~S.(~p× ~E)β20ς +
i
m
(~β. ~E)(~β.~pi)(1− 2β20)ς +
+
1
m
~S.( ~E × ~ˆp)β20ς +
e
m
~S.( ~A× ~E)β20ς −
i
m
βjβiβ
2
0(pˆiEj)ς︸ ︷︷ ︸
=Rς
.
Suprimindo o spinor teste e denotando por R as “contribuic¸o˜es residuais”
do comutador (que discutiremos apo´s a ana´lise da expressa˜o final para a ha-
miltoniana H
′
), resulta
[M, ( ~E.~β)β20 ] = −
1
m
~S.(~ˆp× ~E− ~E× ~ˆp)β20 +
i
m
(~β. ~E)(~β.~pi)(1− 2β20)+R, (3.52)
[M, M˙ ] = − 1
m2
(βiβjpiip˙ij − βjβip˙ijpii);
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pore´m, adotando um procedimento absolutamente similar ao que conduziu a
(3.39), mostra-se facilmente que
[pii, p˙ij ] = −e(pˆiA˙j − ˆ˙pjAi), (3.53)
onde os operadores pˆi e ˆ˙pj atuam somente sobre os potenciais vetores A˙j e Ai,
respectivamente.
Assim, recorrendo a esta relac¸a˜o, prosseguimos com o ca´lculo do comutador
anterior:
[M, M˙ ]ς = − 1
m2
{
βiβjpiip˙ij − βjβi(piip˙ij + e(pˆiA˙j − ˆ˙pjAi))
}
ς
= − 1
m2
(βiβj − βjβi)piip˙ijς + e
m2
βjβi(pˆiA˙j − ˆ˙pjAi)ς
=
i
m2
Sijpiip˙ijς +
e
m2
βjβi(pˆiA˙j − ˆ˙pjAi)ς
=
i
m2
Sijpiiˆ˙pjς −
ie
m2
Sijpii(A˙jς) +
e
m2
βjβi(pˆiA˙j − ˆ˙pjAi)ς
= − ie
m2
Sij(pˆiA˙j)ς − ie
m2
SijA˙j pˆiς +
ie2
m2
SijAiA˙jς +
i
m2
Sijpiiˆ˙pjς +
+
e
m2
βjβi(pˆiA˙j − ˆ˙pjAi)ς
= − ie
m2
Sij(piiA˙j)︸ ︷︷ ︸
=~S.(~pi× ~˙A)
ς + i
e
m2
~S.( ~˙A× ~ˆp)ς + ( i
m2
~S.(~pi × ˆ˙~p) + e
m2
βjβi(pˆiA˙j − ˆ˙pjAi))︸ ︷︷ ︸
=R′
ς
⇒ [M, M˙ ] = −i e
m2
~S.(~pi × ~˙A− ~˙A× ~p) +R′ , (3.54)
[M, [M,β0]] =
i
m
[M, ~α.~pi]
=
i
m
(
− i
m
β0(~pi)
2 +
e
m
~B.(~β × ~α)
)
=
1
m2
β0(~pi)
2 +
ie
m2
~B.(~β × ~α), (3.55)
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[M, [M,ϕ]]ς =
i
m2
[~β.~pi, ~β.~∇ϕ]ς
=
i
m2
(βiβ
jpii(∇jϕ)− βjβi(∇jϕ)pii)ς
=
i
m2
(βjβi(∇jϕ)piiς − βiβjpii((∇jϕ)ς))
=
i
m2
(βjβi(∇jϕ)pˆiς − eβjβi(∇jϕ)Aiς − βiβjpii((∇jϕ)ς))
=
i
m2
(βjβipˆi((∇jϕ)ς)− βjβi(pˆi(∇jϕ))ς − eβjβi(∇jϕ)Aiς)−
− i
m2
βiβjpii((∇jϕ)ς)
=
i
m2
(βjβipii((∇jϕ)ς)− βiβjpii((∇jϕ)ς)− βjβi(pˆi(∇jϕ))ς)
= − i
m2
(βiβj − βjβi)pii((∇jϕ)ς)− i
m2
βjβi(pˆi(∇jϕ))ς
= − 1
m2
Sij(pii(∇jϕ))ς − 1
m2
Sij(∇jϕ)pˆiς − i
m2
βjβi(pˆi(∇jϕ))ς
= − 1
m2
~S.(~ˆp× ~∇ϕ)ς + 1
m2
~S.(~∇ϕ× ~ˆp)ς +
+
e
m2
~S.( ~A× ~∇ϕ)ς − i
m2
βjβi(pˆi(∇jϕ))ς︸ ︷︷ ︸
=R′′ ς
= − 1
m2
~S.(~ˆp× ~∇ϕ− ~∇ϕ× ~ˆp)ς +R′′ς
⇒ [M, [M,ϕ]] = − 1
m2
~S.(~ˆp× ~∇ϕ− ~∇ϕ× ~p) +R′′ , (3.56)
[M, [M, ~α.~pi]] = − i
m
[~β.~pi,− i
m
β0(~pi)
2 +
e
m
~B.(~β × ~α)]
= − 1
m2
[~β.~pi, β0(~pi)
2]− ie
m2
[~β.~pi, ~B.(~β × ~α)].
Pore´m, notemos que
[~β.~pi, β0(~pi)
2]ς = βiβ0piipi
2
j ς − β0βipi2jpiiς
= βiβ0(pijpii − ieF ij)pijς − β0βipi2jpiiς
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= βiβ0pij(pijpii − ieF ij)ς − ieβiβ0F ijpijς − β0βipi2jpiiς
= (βiβ0 − β0βi)︸ ︷︷ ︸
=−αi
pi2jpiiς − ieβiβ0pij(F ijς)− ieβiβ0F ijpijς
= −(~pi)2~α.~piς − 2ie βiβ0F ijpij︸ ︷︷ ︸
=− ~B.(~β×~pi)β0
ς − ie βiβ0(pˆjF ij)︸ ︷︷ ︸
=−(~β×~ˆp). ~Bβ0
ς
= −(~pi)2~α.~piς + 2ie ~B.(~β × ~pi)β0ς + ie((~β × ~ˆp). ~B)β0ς,
onde, no u´ltimo termo, o operador ~ˆp atua somente sobre ~B.
Logo, substituindo na expressa˜o para o comutador anterior,
[M, [M, ~α.~pi]] =
1
m2
(~pi)2~α.~pi−2i e
m2
~B.(~β × ~pi)β0 − i e
m2
((~β × ~ˆp). ~B)β0︸ ︷︷ ︸−
−i e
m2
[~β.~pi, ~H.(~β × ~α)]︸ ︷︷ ︸
=R′′′
=
1
m2
(~pi)2~α.~pi +R
′′′
. (3.57)
De posse das relac¸o˜es (3.45)-(3.57), vamos analisar a hamiltoniana nesta
nova representac¸a˜o, desenvolvendo os termos da expansa˜o em se´rie (3.44),
H
′
= H(t) + i[M,mβ0] + ie[M,ϕ] + i[M, ~α.~pi] +
e
m
[M, ~E.~ββ20 ]+
+i[M,− ie
2m
~H.(~β × ~α)− e
2m
β0 ~B.~S]− 1
2
[M, [M,mβ0]]− e
2
[M, [M,ϕ]]−
−1
2
[M, [M, ~α.~pi]]− i
6
[M, [M, [M,mβ0]]]− M˙ − i
2
[M, M˙ ],
H
′
= mβ0+eϕ+~α.~pi− ie
m
~E.~ββ20−
ie
2m
~B.(~β×~α)− e
2m
β0 ~B.~S−~α.~pi− ie
m
~β.~∇ϕ+ 1
m
β0(~pi)
2+
+i
e
m
~B.(~β × ~α)− e
m2
~S.(~ˆp× ~E − ~E × ~ˆp)β20 + i
e
m2
(~β. ~E)(~β.~pi)(1− 2β20) +
e
m
R+
+i[M,− ie
2m
~B.(~β×~α)− e
2m
β0 ~B.~S]− 1
2m
β0(~pi)
2− ie
2m
~B.(~β×~α)+ e
2m2
~S.(~ˆp×~∇ϕ−~∇ϕ×~ˆp)−
−e
2
R
′′− 1
2m2
(~pi)2~α.~pi−1
2
R
′′′− i
6
[M, [M, [M,mβ0]]]+
i
m
~β.~˙pi− e
2m2
~S.(~pi× ~˙A− ~˙A×~ˆp)− i
2
R
′
.
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Observemos que o operador ~α.~pi e´ eliminado nesta representac¸a˜o (ate´ ordem
1/m2), como deseja´vamos. Agora, reordenando os termos de modo a evidenciar
a interpretac¸a˜o f´ısica subjacente a cada um deles, obtemos
H
′
= mβ0+
1
2m
(~pi)2(β0− 1
m
~α.~pi)+eϕ− e
2m
β0(~S. ~B)− e
2m2
~S.(~ˆp× ~E− ~E×~ˆp)(1+2β20)+
+i
e
m2
( ~E.~β)
(
~β.~pi(1− 2β20)−mβ20
)
+
(
i
m
~β.~˙pi − e
m2
~S.(~ˆp× ~˙A− ~˙A× ~ˆp)+
+
e2
2m2
~S.( ~A× ~˙A) + i[M,− ie
2m
~B.(~β × ~α)− e
2m
β0 ~B.~S]− i
6
[M, [M, [M,mβ0]]]−
−i e
m
~β.~∇ϕ+ e
m
R− i
2
R
′ − e
2
R
′′ − 1
2
R
′′′
)
. (3.58)
Os dois primeiros termos de (3.58) deteˆm as informac¸o˜es cinema´ticas do
sistema. O par de termos seguinte corresponde a` interac¸a˜o eletrosta´tica e ao
acoplamento dipolar magne´tico. O quinto termo representa a interac¸a˜o
spin-o´rbita com o campo ele´trico externo e o sexto relaciona-se ao termo de
Darwin (efeito zitterbewegung, discutido na sec¸a˜o 3.2).
Os termos remanescentes, na˜o discutidos acima (que compreendem o con-
junto de operadores a partir do se´timo termo, inclusive), correspondem a
correc¸o˜es ao acoplamento com o campo externo, ate´ ordem 1/m2, que na˜o
apresentam interpretac¸a˜o f´ısica concreta em termos das interac¸o˜es usualmente
presentes no regime de baixas energias que analisamos.
Conclu´ımos este cap´ıtulo remetendo o leitor ao artigo citado na refereˆncia
[14], em que se desenvolve, entre outros to´picos, a ana´lise do limite na˜o-rela-
tiv´ıstico da teoria de Weinberg, no caso particular de bo´sons de spin 1, atrave´s
de um procedimento muito similar a FW. Neste caso, os autores introduzem
a interac¸a˜o da part´ıcula de spin 1 com um campo eletromagne´tico externo de
forma um pouco mais abrangente do que o acoplamento mı´nimo que discutimos
neste cap´ıtulo, incluindo tambe´m correc¸o˜es referentes a` interac¸a˜o quadrupolar
com o campo ele´trico externo, por exemplo. O detalhe interessante do refe-
rido artigo consiste no fato de que a transformac¸a˜o da hamiltoniana para uma
“representac¸a˜o diagonal” na˜o e´ executada atrave´s de um operador unita´rio,
pois a integral invariante do sistema na˜o e´ unita´ria, de modo que os autores
utilizam um procedimento alternativo, pore´m ana´logo, para eliminar os termos
ı´mpares. Por este motivo, entendemos que a leitura deste trabalho comple-
menta a revisa˜o referente a` proposta de Foldy-Wouthuysen que apresentamos
neste cap´ıtulo e ilustra a aplicac¸a˜o do formalismo 2(2J+1) de Weinberg, em
um cena´rio particular, com interpretac¸a˜o f´ısica concreta.
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Cap´ıtulo 4
A Equac¸a˜o de Proca-
-Majorana-Oppenheimer
(PMO)
Neste cap´ıtulo, apresentaremos a equac¸a˜o linear para o campo eletromagne´-
tico proposta por Majorana e Oppenheimer na de´cada de trinta e discutiremos
a equac¸a˜o PMO, que constru´ımos originalmente neste trabalho segundo a pro-
posta de Majorana.
4.1 A Equac¸a˜o de Majorana para o Campo
Eletromagne´tico
Majorana1 e Oppenheimer2 formularam, de forma independente, uma e-
quac¸a˜o linear de primeira ordem para o campo eletromagne´tico ana´loga a`
equac¸a˜o de Dirac:
αµpˆµψ = 0. (4.1)
1Este trabalho de Majorana na˜o foi publicado na e´poca, mas manuscritos de sua obra
cient´ıfica, escritos entre 1928 e 1932 e recentemente divulgados, apresentam os ca´lculos e
ideias nele contidas.
2Esta proposta foi apresentada por Oppenheimer em seu artigo referente a` teoria quaˆntica
da luz [16].
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Esta equac¸a˜o foi derivada (por Majorana) a partir das equac¸o˜es ho-
mogeˆneas de Maxwell em termos do “spinor”
ψ =

 B1 − iE1B2 − iE2
B3 − iE3

 , (4.2)
onde Bi e Ei sa˜o as componentes dos campos magne´tico e ele´trico, respecti-
vamente. Observemos que a “densidade de probabilidade” |ψ|2 e´ expressa por
E2 +B2, que corresponde precisamente a` densidade de energia associada
ao campo eletromagne´tico, conferindo uma interpretac¸a˜o f´ısica transpa-
rente a` “amplitude de probabilidade” ψ.
As matrizes αµ presentes em (4.1) sa˜o expressas por
α0 =

 1 0 00 1 0
0 0 1

 , (4.3)
α1 =

 0 0 00 0 −i
0 i 0

 , (4.4)
α2 =

 0 0 i0 0 0
−i 0 0

 , (4.5)
α3 =

 0 −i 0i 0 0
0 0 0

 . (4.6)
Pode-se mostrar, efetuando simplesmente os produtos, que estas matrizes
αi satisfazem a relac¸a˜o de momento angular
[αi, αj ] = iijkαk. (4.7)
De posse dessas informac¸o˜es, verifiquemos explicitamente que as equac¸o˜es
de Maxwell homogeˆneas sa˜o efetivamente recuperadas a partir de (4.1) (com o
aux´ılio de uma condic¸a˜o subsidia´ria). Com efeito, desenvolvendo esta equac¸a˜o,
obtemos o seguinte sistema
 ∂t(iB1 + E1) + ∂2(−B3 + iE3) + ∂3(B2 − iE2)∂t(iB2 + E2) + ∂1(B3 − iE3) + ∂3(−B1 + iE1)
∂t(iB
3 + E3) + ∂1(−B2 + iE2) + ∂2(B1 − iE1)

 =

 00
0

 ,
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de modo que as leis de Faraday e Ampe`re-Maxwell seguem naturalmente,
separando as partes real e imagina´ria em cada componente do sistema acima3:
~∇× ~B = ∂t ~E (lei de Ampe`re-Maxwell),
~∇× ~E = −∂t ~B (lei de Faraday).
Agora, para assegurarmos as leis de Gauss e da auseˆncia de monopo´los
magne´ticos, precisamos definir o operador
Pˆ =

 pˆ1 0 00 pˆ2 0
0 0 pˆ3


e exigir uma condic¸a˜o de transversalidade, expressa por
Pˆψ = 0,
ou, em componentes,
~ˆp. ~ψ = 0. (4.8)
Dessa forma, verifica-se claramente que a condic¸a˜o (4.8) impo˜e as relac¸o˜es
~∇. ~E = 0 (lei de Gauss),
~∇. ~B = 0 (auseˆncia de monopo´los magne´ticos).
Podemos definir tambe´m o operador de spin da teoria da seguinte ma-
neira:
~S = −i~α× ~α,
ou, em componentes,
Sk = −iklmαlαm
= − i
2
(klmαlαm + kmlαmαl)
= − i
2
klm [αl, αm]︸ ︷︷ ︸
=ilmnαn
=
1
2
klmlmn︸ ︷︷ ︸
=2δkn
αn
= αk. (4.9)
3Devemos relembrar que estamos adotando aqui o sistema de unidades de Heavyside-
-Lorentz composto com o sistema de unidades naturais.
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Assim, os autovalores das matrizes αi sa˜o ±1 e 0 (este u´ltimo com multipli-
cidade 2), de modo que o operador de spin apresenta autovalores apropriados
a` descric¸a˜o do fo´ton, como uma part´ıcula de spin 1.
Pore´m, com o intuito de garantir a legitimidade do conteu´do de part´ıcula
desta teoria, precisamos tambe´m examinar o operador de spin quadra´tico
(~S)2:
(~S)2 = (α1)2 + (α2)2 + (α3)2
=

 2 0 00 2 0
0 0 2


⇒ (~S)2ψ = 2ψ. (4.10)
A equac¸a˜o acima assegura que o campo ψ e´ autovetor do operador de spin
quadra´tico com autovalor 2, em acordo com a relac¸a˜o (~S)2ψ = s(s + 1)ψ, no
caso particular em que s = 1. Portanto, estes resultados evidenciam que o
operador de spin expresso em (4.9) e´ bem definido e que a teoria de Majorana-
-Oppenheimer e´ adequada para descrevermos part´ıculas de spin 1, como o fo´ton.
Prosseguindo em direc¸a˜o a` quantizac¸a˜o do campo, pode-se definir o spinor
adjunto ψ¯ e construir o tensor energia-momento do sistema. Entretanto, como
este procedimento foge ao escopo de nossa proposta, remetemos aos artigos [17]
e [18], onde este estudo e´ efetuado de maneira sistema´tica, para reservarmos
espac¸o em favor da ana´lise que pretendemos fazer neste cap´ıtulo.
Desta forma, a construc¸a˜o elaborada por Majorana e Oppenheimer com
base na teoria de Dirac para o ele´tron recupera efetivamente toda informac¸a˜o
relativa ao campo eletromagne´tico e constitui um cena´rio elegante para abor-
darmos a eletrodinaˆmica quaˆntica (QED), sendo, ate´ certo ponto, intuitivo no
sentido em que o campo ψ e´ definido em termos dos campos ele´trico e magne´tico
(em contraponto a` abordagem tradicional em que a QED e´ constru´ıda em ter-
mos do quadripotencial)4.
A seguir, apresentaremos uma “versa˜o estendida” da formulac¸a˜o MO que
nos permite recuperar inclusive as equac¸o˜es de Maxwell na˜o homogeˆneas
e exclui a exigeˆncia da condic¸a˜o de transversalidade.
4Convidamos o leitor interessado a ler tambe´m o artigo [19], de cunho especulativo, que
versa a respeito da construc¸a˜o de uma equac¸a˜o para um campo na˜o abeliano carregado, em
analogia a` teoria de Majorana e Oppenheimer para o campo eletromagne´tico, investigando
uma poss´ıvel abordagem para a cromodinaˆmica quaˆntica (QCD).
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Para isso, precisamos redefinir o spinor (4.2),
ψ =


0
B1 − iE1
B2 − iE2
B3 − iE3

 , (4.11)
e construir um “spinor fonte”
Φ =


ρ
j1
j2
j3

 (spinor fonte). (4.12)
Dessa maneira, a equac¸a˜o (4.1) na presenc¸a de fontes e´ reescrita como
αµpˆµψ = −Φ, (4.13)
onde as matrizes αµ, de dimensa˜o 4, sa˜o definidas como
α0 =


1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

 , (4.14)
α1 =


0 −1 0 0
−1 0 0 0
0 0 0 −i
0 0 i 0

 , (4.15)
α2 =


0 0 −1 0
0 0 0 i
−1 0 0 0
0 −i 0 0

 , (4.16)
α3 =


0 0 0 −1
0 0 −i 0
0 i 0 0
−1 0 0 0

 . (4.17)
Ressaltamos que existe uma arbitrariedade com relac¸a˜o aos elementos da
primeira coluna das matrizes αµ, relacionada a` escolha do elemento nulo na
primeira componente de ψ. De fato, verificaremos a seguir que as equac¸o˜es
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de Maxwell sa˜o recuperadas independentemente destes elementos; pore´m, para
preservar a propriedade de hermiticidade exibida pelas matrizes 3× 3 de
Majorana e pelas matrizes αµ de Dirac, os elementos indeterminados foram
escolhidos de forma conveniente.
Desenvolvendo os produtos, podemos mostrar que as matrizes αi (i = 1, 2, 3)
definidas acima satisfazem a relac¸a˜o alge´brica
αiαj = iijkα
k + δij , (4.18)
de forma que a relac¸a˜o de anticomutac¸a˜o satisfeita por estas matrizes e´
expressa por {
αi, αj
}
= 2δij . (4.19)
Levando em considerac¸a˜o a matriz α0 = I, temos tambe´m a seguinte
relac¸a˜o de comutac¸a˜o
[α0, αi] = 0. (4.20)
Verifiquemos, enta˜o, que a equac¸a˜o linear (4.13) conte´m efetivamente a
informac¸a˜o relativa a`s equac¸o˜es de Maxwell na presenc¸a de fontes. Com efeito,
desenvolvendo (4.13), encontramos o seguinte sistema:

−i(∂1B1 + ∂2B2 + ∂3B3)− (∂1E1 + ∂2E2 + ∂3E3)
i(∂tB
1 + ∂2E
3 − ∂3E2) + (∂tE1 − ∂2B3 + ∂3B2)
i(∂tB
2 − ∂1E3 + ∂3E1) + (∂tE2 + ∂1B3 − ∂3B1)
i(∂tB
3 + ∂1E
2 − ∂2E1) + (∂tE3 − ∂1B2 + ∂2B1)

 =


−ρ
−j1
−j2
−j3

 .
A primeira equac¸a˜o evidencia as leis deGauss e de auseˆncia demonopo´los
magne´ticos (prescindindo, portanto, da condic¸a˜o de transversalidade):
~∇. ~E = ρ (lei de Gauss),
~∇. ~B = 0 (auseˆncia de monopo´los magne´ticos).
As treˆs u´ltimas equac¸o˜es manifestam as leis de Faraday e Ampe`re-
-Maxwell:
~∇× ~B = ~j + ∂t ~E (lei de Ampe`re-Maxwell),
~∇× ~E = −∂t ~B (lei de Faraday).
Pode-se ainda extrair mais informac¸o˜es de (4.13) multiplicando-a a` esquerda
por αˇµpˆµ, onde a matriz αˇ
µ e´ definida por αˇµ = −ανgµν :
−αˇβ pˆβΦ = αˇβ pˆβαµpˆµψ
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= −gβναν pˆβαµpˆµψ
= −g0ναν pˆ0α0pˆ0ψ − g0ναν pˆ0αipˆiψ − gjναν pˆjα0pˆ0ψ − gjναν pˆjαipˆiψ
= −(α0)2pˆ0pˆ0ψ−α0αipˆ0pˆiψ + αjα0pˆj pˆ0ψ︸ ︷︷ ︸
=[αi,α0]pˆipˆ0ψ=0
+αjαipˆj pˆiψ
= −pˆ0pˆ0ψ + αjαipˆj pˆiψ,
em que manipulamos, na penu´ltima expressa˜o, os ı´ndices mudos do segundo e
do terceiro termo e utilizamos (4.20) (bem como o fato de que os operadores de
quadrimomento comutam entre si e que as matrizes αµ esta˜o normalizadas a`
unidade) para obter a u´ltima expressa˜o. Simetrizando o u´ltimo termo e usando
(4.19), resulta
−αˇβ pˆβΦ = −pˆ0pˆ0ψ + 1
2
(αjαi + αiαj)︸ ︷︷ ︸
=2δji
pˆj pˆiψ
= −pˆ0pˆ0ψ + pˆj pˆjψ
= (∂2t −∇2)ψ
⇒ (∂2t −∇2)ψ = −αˇβ pˆβΦ. (4.21)
Esta u´ltima relac¸a˜o corresponde a` equac¸a˜o de onda para os campos
ele´trico e magne´tico e dete´m ainda a informac¸a˜o referente a` equac¸a˜o de con-
tinuidade. De fato, executando os produtos em (4.21), obtemos o sistema de
equac¸o˜es

0
(∂2t −∇2)B1 − i(∂2t −∇2)E1
(∂2t −∇2)B2 − i(∂2t −∇2)E2
(∂2t −∇2)B3 − i(∂2t −∇2)E3

 =


−i(∂tρ+ ~∇.~j)
−(∂2j3 − ∂3j2)− i(∂tj1 + ∂1ρ)
−(∂3j1 − ∂1j3)− i(∂tj2 + ∂2ρ)
−(∂1j2 − ∂2j1)− i(∂tj3 + ∂3ρ)

 .
Assim, seguem naturalmente as relac¸o˜es:
∂tρ+ ~∇.~j = 0 (equac¸a˜o da continuidade),
(∂2t −∇2) ~B = −~∇×~j,
(∂2t −∇2) ~E = ∂t~j + ~∇ρ.
Agora, embora esta “formulac¸a˜o estendida” da proposta de Majorana e
Oppenheimer para o campo eletromagne´tico nos permita recuperar as equac¸o˜es
de Maxwell na˜o homogeˆneas e tambe´m as equac¸o˜es de onda e da continuidade
sem a necessidade de condic¸o˜es subsidia´rias, esta abordagem obscurece o con-
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teu´do de part´ıcula da teoria pois, devido a` extensa˜o da dimensa˜o das matrizes
e a` incorporac¸a˜o de novos v´ınculos associados a`s equac¸o˜es de movimento (neste
caso, as equac¸o˜es de Maxwell com fontes), a a´lgebra dessas matrizes e´ modi-
ficada em relac¸a˜o a`quela da teoria original 3 × 3, de modo que o operador de
spin (4.9), por exemplo, na˜o esta´ bem definido nesta versa˜o estendida, tendo
em vista que a relac¸a˜o (~S)2ψ = 2ψ na˜o e´ satisfeita.
Em analogia a esta formulac¸a˜o para o campo eletromagne´tico, buscamos
construir uma equac¸a˜o para o campo de Proca, ampliando as dimenso˜es
do “spinor” ψ para acomodar os termos de massa. Esta proposta, que sera´
nosso objeto de estudo na pro´xima sec¸a˜o, mesmo que a princ´ıpio ingeˆnua,
fornece uma estrutura alge´brica convidativa e nos permite definir um operador
de spin consistente (a partir de relac¸o˜es de comutac¸a˜o), embora invoque uma
interpretac¸a˜o f´ısica sutil.
Concluindo esta sec¸a˜o, propomos ao leitor o estudo do artigo destacado na
refeˆrencia [20], bem como dos artigos de revisa˜o [21] e [22] relacionados com
o u´ltimo. Estes trabalhos examinam o formalismo pioneiro de Majorana, de-
senvolvido com o intuito de descrever part´ıculas de spins arbitra´rios atrave´s de
representac¸o˜es de dimensa˜o infinita do grupo de Poincare´. Seu estudo
(principalmente do artigo [21], que analisa tal proposta sob uma perspectiva
atual) complementa de forma substancial a revisa˜o referente a` teoria de spins
altos, que consiste no principal objetivo desta dissertac¸a˜o.
4.2 A Equac¸a˜o PMO
Nesta sec¸a˜o construiremos uma equac¸a˜o similar a (4.13) para o campo de
Proca, a qual sera´ designada, por simplicidade, equac¸a˜o PMO (Proca-
-Majorana-Oppenheimer). Redefinimos enta˜o os “spinores” de campo (ψ) e
fonte (Φ), expressos em (4.11) e (4.12), respectivamente, da seguinte maneira:
ψ =


0
B1 − iE1
B2 − iE2
B3 − iE3
−mϕ
−mA1
−mA2
−mA3


, (4.22)
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Φ =


0
0
0
0
ρ
j1
j2
j3


. (4.23)
Para introduzirmos o termo de massa na equac¸a˜o (4.13), propomos uma
relac¸a˜o similar, expressa por
(αµpˆµ −m)ψ = Φ, (4.24)
onde as matrizes αµ de ordem 8 sa˜o definidas a seguir:
α0 =


0 0 0 0 1 0 0 0
0 0 0 0 0 −1 0 0
0 0 0 0 0 0 −1 0
0 0 0 0 0 0 0 −1
1 0 0 0 0 0 0 0
0 −1 0 0 0 0 0 0
0 0 −1 0 0 0 0 0
0 0 0 −1 0 0 0 0


, (4.25)
α1 =


0 0 0 0 0 1 0 0
0 0 0 0 −1 0 0 0
0 0 0 0 0 0 0 −i
0 0 0 0 0 0 i 0
0 1 0 0 0 0 0 0
−1 0 0 0 0 0 0 0
0 0 0 i 0 0 0 0
0 0 −i 0 0 0 0 0


, (4.26)
α2 =


0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 i
0 0 0 0 −1 0 0 0
0 0 0 0 0 −i 0 0
0 0 1 0 0 0 0 0
0 0 0 −i 0 0 0 0
−1 0 0 0 0 0 0 0
0 i 0 0 0 0 0 0


, (4.27)
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α3 =


0 0 0 0 0 0 0 1
0 0 0 0 0 0 −i 0
0 0 0 0 0 i 0 0
0 0 0 0 −1 0 0 0
0 0 0 1 0 0 0 0
0 0 i 0 0 0 0 0
0 −i 0 0 0 0 0 0
−1 0 0 0 0 0 0 0


. (4.28)
Novamente, existe uma arbitrariedade com relac¸a˜o a` primeira coluna das
matrizes αµ, devido a` escolha do elemento nulo na primeira componente de ψ.
Suprimindo a primeira coluna de cada uma dessas matrizes, observa-se que a
matriz α0 exibe uma estrutura sime´trica, ao passo que as matrizes αi apresen-
tam estrutura anti-hermitiana. Portanto, com o propo´sito de preservar estas
simetrias, escolhemos os elementos da primeira coluna de forma apropriada.
De posse das definic¸o˜es apresentadas acima, podemos verificar que as equa-
c¸o˜es de Proca (2.17) (com Gµν = Fµν) sa˜o recuperadas a partir de (4.24). Com
efeito, desenvolvendo esta equac¸a˜o obtemos o seguinte sistema:

−im(∂tϕ+ ∂1A1 + ∂2A2 + ∂3A3)
im(E1 + ∂tA
1 + ∂1ϕ) +m(∂2A
3 − ∂3A2 −B1)
im(E2 + ∂tA
2 + ∂2ϕ) +m(∂3A
1 − ∂1A3 −B2)
im(E3 + ∂tA
3 + ∂3ϕ) +m(∂1A
2 − ∂2A1 −B3)
i(∂1B
1 + ∂2B
2 + ∂3B
3) + (∂1E
1 + ∂2E
2 + ∂3E
3 +m2ϕ)
i(∂3E
2 − ∂2E3 − ∂tB1) + (∂2B3 − ∂3B2 − ∂tE1 +m2A1)
i(∂1E
3 − ∂3E1 − ∂tB2 +m2A2) + (∂3B1 − ∂1B3 − ∂tE2)
i(∂2E
1 − ∂1E2 − ∂tB3 +m2A3) + (∂1B2 − ∂2B1 − ∂tE3)


=


0
0
0
0
ρ
j1
j2
j3


.
A primeira relac¸a˜o do sistema acima corresponde a` condic¸a˜o de calibre,
que assegura a conservac¸a˜o da carga na teoria de Proca, sendo o calibre ade-
quado para efetuarmos o procedimento de segunda quantizac¸a˜o,
∂tϕ+ ~∇. ~A = 0.
As linhas 2, 3 e 4 do sistema definem os campos ~E e ~B em termos dos
potenciais,
~E = −~∇ϕ− ∂t ~A,
~B = ~∇× ~A.
A quinta linha corresponde a`s leis de Gauss e da auseˆncia de monopo´los
magne´ticos da teoria de Proca,
~∇. ~E +m2ϕ = ρ,
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~∇. ~B = 0;
ja´ as treˆs u´ltimas, recuperam as leis de Faraday e Ampe`re-Maxwell para a
teoria do campo eletromagne´tico massivo,
~∇× ~E = −∂t ~B,
~∇× ~B +m2 ~A = ~j + ∂t ~E.
Observemos ainda que, em n´ıvel de equac¸o˜es de movimento, se fizermos
m = 0 em (4.22) e (4.24) recuperamos a informac¸a˜o referente a` equac¸a˜o de
Majorana-Oppenheimer estendida (4.13), conforme esperado.
4.2.1 Propriedades das Matrizes αµ
Conforme mencionado anteoriormente, a matriz α0 e´ hermitiana (por ser
real e sime´trica) e as matrizes αi sa˜o anti-hermitianas (simetrias semelhantes
a`s exibidas pelas matrizes γµ de Dirac).
Desenvolvendo os produtos necessa´rios, mostra-se que as matrizes αi satis-
fazem a seguinte relac¸a˜o alge´brica:
αiαj = −δij + ijkΘαk, (4.29)
onde Θ e´ a matriz definida por
Θ =


0 0 0 0 −i 0 0 0
0 0 0 0 0 i 0 0
0 0 0 0 0 0 i 0
0 0 0 0 0 0 0 i
i 0 0 0 0 0 0 0
0 −i 0 0 0 0 0 0
0 0 −i 0 0 0 0 0
0 0 0 −i 0 0 0 0


. (4.30)
Pode-se ainda escrever uma expressa˜o para a matriz Θ acima em termos
das matrizes αi, multiplicando (4.29) a` direita por αl
αiαjαl = −δijαl + ijkΘαkαl,
de forma que, para o u´ltimo termo na˜o se anular, os ı´ndices i, j e k devem ser
diferentes. Escolhendo (i, j, k) = (1, 2, 3), respectivamente, e l = 3, temos
α1α2α3 = 123Θ(α3)2︸ ︷︷ ︸
=−1
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⇒ Θ = −α1α2α3. (4.31)
Examinando tambe´m a matriz α0, verifica-se a “relac¸a˜o de normalizac¸a˜o”
(α0)2 = 1, (4.32)
e a seguinte relac¸a˜o de anticomutac¸a˜o:{
α0, αi
}
= 0. (4.33)
A partir de (4.29), (4.32) e (4.33), resulta que as matrizes αµ, assim como
as matrizes γµ de Dirac, satisfazem a a´lgebra de Clifford:
{αµ, αν} = 2gµν . (4.34)
A matriz α0 exibe uma estrutura alge´brica simple´tica, como se pode
verificar, definindo a matriz
Ω = iσ
(8×8)
2 =
(
04×4 14×4
−14×4 04×4
)
. (4.35)
Assim, efetuando simplesmente os produtos, obtemos
(α0)T = Ωα0Ω, (4.36)
o que define uma estrutura simple´tica.
Por sua vez, as matrizes αi satisfazem uma a´lgebra antissimple´tica,
(αi)T = −ΩαiΩ. (4.37)
Analisando um pouco mais detalhadamente a matriz Θ, obtemos a “condi-
c¸a˜o de normalizac¸a˜o” e as relac¸o˜es de comutac¸a˜o expressas abaixo, com o aux´ılio
de (4.33) e (4.34):
Θ2 = (−α1α2α3)2
= α1α2α3α1α2α3
= −(α1)2(α2)2(α3)2
= 1, (4.38)
[αi,Θ] = −αiα1α2α3 + α1α2α3αi
= −(−α1αi + 2gi1)α2α3 + α1α2α3αi
= α1(−α2αi + 2gi2)α3 − 2gi1α2α3 + α1α2α3αi
= −α1α2(−α3αi + 2gi3) + 2gi2α1α3 − 2gi1α2α3 + α1α2α3αi
= 2α1α2α3αi − 2gi3α1α2 + 2gi2α1α3 − 2gi1α2α3
= 2α1α2α3αi + 2δi3α
1α2 − 2δi2α1α3 + 2δi1α2α3,
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de modo que, particularizando para os casos i = 1, 2, 3 individualmente, tem-se
(novamente com o aux´ılio de (4.34))
[αi,Θ] = 0. (4.39)
Ale´m disso, {
α0,Θ
}
= −α0α1α2α3 − α1α2α3α0
= α1α2α3α0 − α1α2α3α0
= 0. (4.40)
Com base em (4.36), observa-se tambe´m que a matriz Θ satisfaz a a´lgebra
simple´tica:
ΩΘΩ = −Ωα1α2α3Ω
= −Ωα1 Ω−1︸︷︷︸
=−Ω
Ωα2 Ω−1︸︷︷︸
=−Ω
Ωα3Ω
= (α1)T (α2)T (α3)T
= ( α3α2α1︸ ︷︷ ︸
=−α1α2α3
)T
= ΘT , (4.41)
em que usamos (4.34) na penu´ltima passagem.
Por fim, para encerrarmos esta ana´lise da estrutura alge´brica subjacente a`
equac¸a˜o PMO, podemos ainda examinar as propriedades da composic¸a˜o das
matrizes Θ e αµ. Dessa forma, a` luz de (4.29) e (4.39), temos
ΘαiΘαj = Θ2︸︷︷︸
=1
αiαj
= −δij + ijkΘαk. (4.42)
A partir da relac¸a˜o alge´brica acima, verifica-se a validade da relac¸a˜o de
comutac¸a˜o a seguir
[Θαi,Θαj ] = 2ijkΘαk. (4.43)
Analogamente, considerando agora o produto envolvendo a matriz α0 ob-
temos, com o aux´ılio de (4.33), (4.39) e (4.40),
[Θα0,Θαi] = Θα0Θαi −ΘαiΘα0
= −(Θ)2α0αi − (Θ)2αiα0
= −(α0αi + αiα0)
= 0. (4.44)
120 CAPI´TULO 4. A EQUAC¸A˜O PMO
Notemos ainda que
ΩΘα0Ω = ΩΘΩ−1︸︷︷︸
=−Ω
Ωα0Ω
= −(Θ)T (α0)T
= −( α0Θ︸︷︷︸
=−Θα0
)T
= (Θα0)T ,
ΩΘαiΩ = ΩΘΩ−1︸︷︷︸
=−Ω
ΩαiΩ
= (Θ)T (αi)T
= (αiΘ︸︷︷︸
=Θαi
)T
= (Θαi)T .
Portanto, as matrizes Θαµ constituem os geradores de uma a´lgebra simple´-
tica Sp(8,C),
(Θαµ)T = ΩΘαµΩ. (4.45)
4.2.2 Operador de Spin
Vamos analisar agora o conteu´do de part´ıcula da teoria PMO atrave´s da
construc¸a˜o de um operador de spin.
Examinando a a´lgebra das matrizes αi expressa em (4.29), e´ noto´rio que o
operador de spin da teoria de Majorana e Oppenheimer, definido em (4.9), na˜o
e´ adequado a` teoria PMO, pois a relac¸a˜o (~S)2ψ = s(s+1)ψ na˜o e´ satisfeita neste
caso (tal como ocorre para a teoria MO estendida, conforme comentamos). De
fato, definindo o operador de spin de acordo com (4.9), temos (em componentes)
Sk = − i
2
ijk[αi, αj ]
= −iijkαiαj
= −iijk(−δij + ijlΘαl)
= −i ijkijl︸ ︷︷ ︸
=2δkl
Θαl
= −2iΘαk.
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Portanto, os autovalores deste operador correspondem a ±2 (sendo que cada
um possui multiplicidade 4); examinando o operador de spin quadra´tico, temos
(Sk)2 = −4(Θαk)2
= −4(Θ)2(αk)2
= 4I
⇒ (~S)2ψ = 12ψ.
Assim, este operador de spin na˜o e´ consistente, pois apresenta autovalores
associados a part´ıculas de spin 2 (na˜o correspondendo, portanto, a` teoria de
Proca), embora estejam ausentes as projec¸o˜es ±1 e 0. O operador de spin
quadra´tico na˜o condiz, tambe´m, com esta interpretac¸a˜o (neste caso, o operador
(~S)2 deveria satisfazer a relac¸a˜o (~S)2ψ = 6ψ).
Na tentativa de recuperarmos os autovalores de spin 1, propusemos ainda
o seguinte operador
Sk = −1
4
ijk[αi, αj ]
= −iΘαk.
Entretanto, este operador de spin padece dos mesmos problemas que o
anterior pois, embora apresente os autovalores ±1 (cada um com multiplicidade
4, de modo que a projec¸a˜o s = 0 esta´ ausente), temos agora (~S)2ψ = 3ψ, em
desacordo com a relac¸a˜o (~S)2ψ = 2ψ, que deve ser satisfeita para que o operador
de spin seja compat´ıvel com s = 1.
Com base nas duas propostas anteriores, definimos um operador de spin
consistente da seguinte forma:
Sk = −1
8
ijk[αi, αj ]
= − i
2
Θαk. (4.46)
Este operador apresenta autovalores ±1/2 (cada um com multiplicidade 4),
na˜o havendo projec¸o˜es ausentes neste caso, e o operador de spin quadra´tico
satisfaz a relac¸a˜o (~S)2ψ = 3/4ψ, de modo que (4.46) e´ coerente com s = 1/2.
O fato do operador de spin que constru´ımos estar associado a s = 1/2
indica que o conteu´do de part´ıcula da teoria PMO e´ fermioˆnico, embora
as equac¸o˜es de movimento de partida sejam as equac¸o˜es de Proca. Desta forma,
a interpretac¸a˜o f´ısica desta teoria requer uma ana´lise mais detalhada.
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Na literatura, destacamos treˆs artigos que acrescentam elementos impor-
tantes a` presente discussa˜o, versando a respeito do mapeamento entre soluc¸o˜es
da equac¸a˜o de Dirac e soluc¸o˜es das equac¸o˜es de Proca e DKP. Estes artigos
ajudam a esclarecer o cena´rio que encontramos para a equac¸a˜o PMO e nos
permitem conjecturar a respeito de interpretac¸o˜es plaus´ıveis para esta teoria.
Recomendamos ao leitor os artigos [24], [25] e [26], citados nas refereˆncias.
Os dois u´ltimos discorrem a respeito de uma representac¸a˜o da equac¸a˜o de
Breit5 para dois fe´rmions de mesma massa em que se recuperam as equac¸o˜es
de Proca/Klein-Gordon e DKP (spin 0 e 1, em ambos os casos), respecti-
vamente. Em linhas gerais, os dois artigos verificam que e´ poss´ıvel reduzirmos
as equac¸o˜es de Dirac para dois fe´rmions de mesma massa, que formam um
estado ligado, a uma u´nica equac¸a˜o que governa o comportamento dos estados
coletivos de spin 0 e 1, utilizando representac¸o˜es adequadas das equac¸o˜es para
os fe´rmions (como, por exemplo, analisando o sistema no referencial do centro
de massa).
O primeiro artigo discute este mesmo mapeamento entre campos de Dirac
para estados ligados de fe´rmions de mesma massa e campos bosoˆnicos de spins
0 e 1, pore´m, sob a perspectiva da invariaˆncia sob o grupo de Poincare´6.
Sendo assim, os trabalhos acima mencionados sugerem uma interpretac¸a˜o
para a teoria PMO, em termos de uma equac¸a˜o que descreve um estado com-
posto por 2 fe´rmions na˜o interagentes relativ´ısticos de mesma massa
(em acordo com o conteu´do de part´ıcula fermioˆnico que verificamos atrave´s da
ana´lise do operador de spin (4.46)), de forma que o sistema de equac¸o˜es de
movimento subjacentes (equac¸o˜es de Proca) governa a evoluc¸a˜o coletiva
do sistema composto.
Para finalizarmos o estudo da equac¸a˜o PMO que constru´ımos neste cap´ıtu-
lo, vamos examinar seu comportamento sob transformac¸o˜es FW e investigar
seu limite na˜o relativ´ıstico, quando inclu´ımos a interac¸a˜o com um campo ele-
tromagne´tico externo fraco.
4.3 FW para a Equac¸a˜o PMO Livre
Vamos analisar primeiramente a equac¸a˜o PMO livre, com o intuito de en-
contrarmos uma representac¸a˜o mais conveniente, atrave´s de transformac¸o˜es
FW, seguindo o mesmo procedimento executado para as teorias de Dirac e
5A equac¸a˜o de Breit (refereˆncia [29]) descreve um estado ligado composto por dois
fe´rmions de Dirac, como o positroˆnio, por exemplo.
6Este artigo discute tambe´m o mapeamento entre soluc¸o˜es da equac¸a˜o de Dirac para
m = 0 e soluc¸o˜es das equac¸o˜es de Maxwell homogeˆneas.
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DKP, no cap´ıtulo 3. Assim, precisamos escrever (4.24) na forma hamiltoni-
ana
(α0pˆ0 + α
ipˆi −m)ψ = 0,
i∂tψ = −iα0αi∇i︸ ︷︷ ︸
=α0~α.~ˆp
ψ +mα0ψ
⇒ i∂tψ = (α0~α.~ˆp+mα0)ψ. (4.47)
Logo, a hamiltoniana fica expressa por
H = α0~α.~ˆp+mα0. (4.48)
Nosso objetivo consiste, enta˜o, em buscarmos uma nova representac¸a˜o para
H em que o operador α0~α.~ˆp esta´ ausente.
Explorando a semelhanc¸a entre a a´lgebra de Clifford (4.34) das matrizes
αµ desta teoria com a a´lgebra (1.23)-(1.25) satisfeita pelas matrizes αi e β de
Dirac, podemos propor um operador unita´rio U = eiM similar a (3.3), tal que
M = −iα0(α0~α.~ˆp)φ(~p)
= −i~α.~ˆpφ(~p). (4.49)
Observemos que o operador definido acima e´ independente do tempo, pois, na
teoria livre, a pro´pria hamiltoniana (4.48) exibe naturalmente esta simetria.
Expandindo em se´rie o operador U , temos
U = e~α.~ˆpφ(~p)
=
∞∑
n=0
1
n!
(αipˆiφ(~p))n
=
∞∑
k=0
1
(2k)!
(αipˆi)2kφ2k(~p) +
∞∑
k=0
1
(2k + 1)!
(αipˆi)2k+1φ2k+1(~p).
Pore´m, com o aux´ılio de (4.34), podemos extrair as poteˆncias de αipˆi que
comparecem na expressa˜o acima
(αipˆi)2ς(~p) = αipˆiαj pˆjς(~p)
=
1
2
(αiαj + αjαi)︸ ︷︷ ︸
=2gij
pˆipˆjς(~p)
= −δij pˆipˆjς(~p)
= − |~p|2 ς(~p),
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onde ~p e´ autovalor do operador ~ˆp e ς(~p) e´ um spinor teste na representac¸a˜o
dos momentos. Nesta sec¸a˜o, trabalharemos sempre com esta representac¸a˜o.
Prosseguindo,
(αipˆi)3ς(~p) = − |~p|2 αipˆiς(~p),
(αipˆi)4ς(~p) = |~p|4 ,
...
Logo, podemos propor a relac¸a˜o
(αipˆi)2k = (−1)k |~p|2k , k = 1, 2, 3... (4.50)
Para verificarmos a validade desta proposic¸a˜o, precisamos examinar a relac¸a˜o
para k + 1:
(αipˆi)2(k+1) = (αipˆi)2k(αipˆi)2
= ((−1)k |~p|2k)(− |~p|2)
= (−1)k+1 |~p|2(k+1) ,
de modo que, por induc¸a˜o, comprovamos o ansatz (4.50).
Dessa forma, utilizando (4.50) na expressa˜o em se´rie para U ,
U =
∞∑
k=0
(−1)k
(2k)!
(|~p|φ)2k
︸ ︷︷ ︸
=cos(|~p|φ)
+
~α.~ˆp
|~p|
∞∑
k=0
(−1)k
(2k + 1)!
(|~p|φ)2k+1
︸ ︷︷ ︸
=sen(|~p|φ)
= cos(|~p|φ) + ~α.~ˆp|~p| sen(|~p|φ). (4.51)
O operador inverso e´ dado por
U−1 = cos(|~p|φ) + 1|~p| (~α.~ˆp)
+︸ ︷︷ ︸
=−~α.~ˆp
sen(|~p|φ)
= cos(|~p|φ)− ~α.~ˆp|~p| sen(|~p|φ),
onde usamos o fato de que as matrizes αi sa˜o anti-hermitianas e comutam com
o operador pˆi.
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A lei de transformac¸a˜o do spinor ψ sob a atuac¸a˜o do operador unita´rio U e´
definida por (3.1),
ψ
′
= Uψ,
e, para a hamiltoniana, a lei de transformac¸a˜o e´ expressa por (3.2)
H
′
= UHU−1.
Assim, com o aux´ılio de (4.51) e sua inversa, podemos determinar a nova
hamiltoniana
H
′
=
(
cos(|~p|φ) + ~α.~ˆp|~p| sen(|~p|φ)
)
H
(
cos(|~p|φ)− ~α.~ˆp|~p| sen(|~p|φ)
)
= cos2(|~p|φ)H + cos(|~p|φ)sen(|~p|φ)|~p| [~α.~ˆp,H]−
sen2(|~p|φ)
|~p|2 (~α.~ˆp)H(~α.~ˆp).
Recorrendo a (4.34), desenvolvemos a expressa˜o acima:
[~α.~ˆp,H]ς(~p) = [~α.~ˆp, α0~α.~ˆp]ς(~p) +m[~α.~ˆp, α0]ς(~p)
= ( αiα0︸︷︷︸
=−α0αi
αj − α0αjαi)pˆipˆjς(~p) +m(αiα0 − α0αi)pˆiς(~p)
= −α0 {αi, αj} pˆipˆjς(~p)− 2mα0αipˆiς(~p)
= −2 gij︸︷︷︸
=−δij
α0pˆipˆjς(~p)− 2mα0αipˆiς(~p)
= (2 |~p|2 α0 − 2mα0~α.~ˆp)ς(~p),
(~α.~ˆp)H(~α.~ˆp)ς(~p) = (~α.~ˆp)((~α.~ˆp)H − 2 |~p|2 α0 + 2mα0~α.~ˆp)ς(~p)
= (~α.~ˆp)2Hς(~p)− 2 |~p|2 (~α.~ˆp)α0ς(~p) + 2m(~α.~ˆp)α0(~α.~ˆp)ς(~p)
=
1
2
(αiαj + αjαi)pˆipˆjHς(~p)− 2 |~p|2 (~α.~ˆp)α0ς(~p) +
+2mαiα0αj pˆipˆjς(~p)
= gij pˆipˆjHς(~p) + 2 |~p|2 α0(~α.~ˆp)ς(~p)−
−mα0(αiαj + αjαi)pˆipˆjς(~p)
= − |~p|2 (α0~α.~ˆp+mα0)ς(~p) + 2 |~p|2 α0(~α.~ˆp)ς(~p) +
+2m |~p|2 α0ς(~p)
= |~p|2 α0(~α.~ˆp)ς(~p) +m |~p|2 α0ς(~p).
Obtemos assim a expressa˜o para H
′
:
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H
′
= cos2(|~p|φ)(α0~α.~ˆp+mα0) + cos(|~p|φ)sen(|~p|φ)|~p| (2 |~p|
2
α0 − 2mα0~α.~ˆp)
− sen
2(|~p|φ)
|~p|2 (|~p|
2
α0~α.~ˆp+m |~p|2 α0)
= (cos2(|~p|φ)− sen2(|~p|φ))︸ ︷︷ ︸
=cos(2|~p|φ)
(α0~α.~ˆp+mα0)
+
cos(|~p|φ)sen(|~p|φ)
|~p|︸ ︷︷ ︸
= 1
2|~p|
sen(2|~p|φ)
(2 |~p|2 α0 − 2mα0~α.~ˆp)
=
(
cos(2 |~p|φ)− m|~p| sen(2 |~p|φ)
)
α0~α.~ˆp+ (m cos(2 |~p|φ) + |~p| sen(2 |~p|φ))α0.
Enta˜o, para eliminarmos o operador α0~α.~ˆp, devemos escolher o paraˆmetro
φ(~p) de forma adequada, a saber
φ(~p) =
1
2 |~p|arctg(
|~p|
m
). (4.52)
Retornando a` equac¸a˜o anterior, obtemos
H
′
=
m2 + |~p|2
m
cos(2 |~p|φ)α0,
ou, usando a relac¸a˜o trigonome´trica sec2(x) = 1 + tg2(x) e escolhendo o sinal
positivo para cos(2 |~p|φ) = ± m√
m2+|~p|2
(pois, para a part´ıcula livre, a energia
e´ estritamente positiva),
H
′
=
√
m2 + |~p|2α0. (4.53)
Portanto, assim como visto nos casos da teoria de Dirac e DKP, a hamilto-
niana livre da equac¸a˜o PMO tambe´m e´ “diagonalizada” pela atuac¸a˜o de uma
transformac¸a˜o FW exata.
4.4 FW para PMO com Campo Externo
Para examinarmos o comportamento de ψ em um campo externo, introdu-
zimos novamente, via substituic¸a˜o mı´nima (pˆµ → pˆµ − eAµ), um acoplamento
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com um campo eletromagne´tico (fraco). Dessa forma, a partir de (4.24) (na
auseˆncia de fontes) obtemos a hamiltoniana do sistema interagente:
(αµ(pˆµ − eAµ)−m)ψ = 0,
i∂tψ = (α
0~α.(~ˆp− e ~A) + eϕ+mα0)︸ ︷︷ ︸
=H(t)
ψ
⇒ H(t) = α0~α.(~ˆp− e ~A)︸ ︷︷ ︸
=O
+ eϕ︸︷︷︸
=
+mα0. (4.54)
O operador O acima corresponde a` parte cine´tica da energia, ao passo que
 representa a interac¸a˜o eletrosta´tica com o campo externo e o termo mα0
relaciona-se a` energia de repouso.
Conforme mencionamos no cap´ıtulo 3, o quadripotencial Aµ = (ϕ, ~A) in-
troduz uma dependeˆncia temporal na hamiltoniana e impede que encontremos
uma representac¸a˜o exata para H(t) que suprime o operador O em quaisquer
ordens de energia, via transformac¸a˜o FW. Assim, vamos recorrer novamente
ao procedimento iterativo para eliminarmos este operador O no limite na˜o-
-relativ´ıstico, ate´ ordem (Ec/m)
3 e (EcEp)/m
2, onde Ec e´ a energia cine´tica,
Ep e´ a energia potencial eletrosta´tica e m corresponde a` energia de repouso em
nosso sistema de unidades naturais.
Constru´ımos, enta˜o, um operador unita´rio U = eiM(t) que guarda analogia
com o caso livre, propondo para M(t) a seguinte forma:
M(t) = − i
2m
α0O. (4.55)
Agora, com o aux´ılio da expansa˜o BCH (D.3), a nova representac¸a˜o da ha-
miltoniana, apo´s a transformac¸a˜o unita´ria induzida por U , e´ dada por (3.14),i.
e.,
H
′
= H + i[M(t), H] + ...+
in
n!
[M(t), [M(t), ...[M(t), H]...]]︸ ︷︷ ︸
n comutadores
+...
+i2M˙(t) +
i3
2!
[M(t), M˙(t)] + ...+
in+1
n!
[M(t), [M(t), ...[M(t), M˙(t)]...]]︸ ︷︷ ︸
n− 1 comutadores
+...
Tendo em vista que M(t) e´ de ordem Ec/m, podemos fazer um “balanc¸o
energe´tico” dos comutadores que surgem na expressa˜o acima com o intuito
128 CAPI´TULO 4. A EQUAC¸A˜O PMO
de reter apenas aqueles que contribuem dentro da escala de energia em que
estamos interessados. Portanto,
[M,H] = [M,O]︸ ︷︷ ︸
≈(Ec
m
)Ec
+ [M, ]︸ ︷︷ ︸
≈(Ec
m
)Ep
+ [M,mα0]︸ ︷︷ ︸
≈Ec
,
[M, [M,H]] = [M, [M,O]]︸ ︷︷ ︸
≈(Ec
m
)2Ec
+ [M, [M, ]]︸ ︷︷ ︸
≈(EcEp
m2
)Ec
+ [M, [M,mα0]]︸ ︷︷ ︸
≈(Ec
m
)Ec
,
[M, [M, [M,H]]] = [M, [M, [M,O]]]︸ ︷︷ ︸
≈(Ec
m
)3Ec
+ [M, [M, [M, ]]]︸ ︷︷ ︸
≈(Ec
m
)3Ep
+ [M, [M, [M,mα0]]]︸ ︷︷ ︸
≈(Ec
m
)2Ec
,
[M, [M, [M, [M,H]]]] = [M, [M, [M, [M,O]]]]︸ ︷︷ ︸
≈(Ec
m
)4Ec→0
+ [M, [M, [M, [M, ]]]]︸ ︷︷ ︸
≈(Ec
m
)4Ep→0
+ [M, [M, [M, [M,mα0]]]]︸ ︷︷ ︸
≈(Ec
m
)3Ec
.
Notemos que os termos com mais de quatro comutadores do mesmo tipo
expresso acima na˜o satisfazem os crite´rios que fixamos anteriormente, de modo
que se tratam de correc¸o˜es de ordem superior para a hamiltoniana e sera˜o des-
cartados em nossa aproximac¸a˜o. Estudando ainda os “comutadores pontua-
dos”, temos
[M, M˙ ] ≈
(
Ec
m
)2
,
[M, [M, M˙ ]] ≈
(
Ec
m
)3
.
Os termos com mais de treˆs comutadores desta espe´cie tambe´m extrapolam
os limites de aproximac¸a˜o que estabelecemos e sera˜o desconsiderados.
Com base na ana´lise efetuada acima, a expressa˜o para a hamiltoniana trans-
formada, retendo apenas os termos relevantes, e´ dada por
H
′
(t) = H + i[M,H]− 1
2
[M, [M,H]]− i
6
[M, [M, [M,H]]]
+
1
24
[M, [M, [M, [M,mα0]]]]− M˙ − i
2
[M, M˙ ] +
1
6
[M, [M, M˙ ]]. (4.56)
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Antes de prosseguirmos com o ca´lculo de cada um dos comutadores que
comparecem em (4.56), vamos escrever algumas relac¸o˜es de comutac¸a˜o u´teis
envolvendo a matriz α0 e os operadores O e :
α0O = α0 α0αi︸︷︷︸
=−αiα0
(pˆi − eAi)
= −α0αi(pˆi − eAi)α0
= −Oα0
⇒ {α0, O} = 0 (4.57)
e
[α0, ] = 0, (4.58)
sendo que, no desenvolvimento acima, usamos (4.34) para obter a primeira
relac¸a˜o e o fato de que α0 e  sa˜o independentes, para obtermos a segunda.
De posse de (4.57) e (4.58), e com o aux´ılio da a´lgebra de Clifford (4.34),
vamos efetuar agora o ca´lculo dos comutadores que compo˜em a hamiltoniana
(4.56), em termos dos operadores O e :
[M,H] = − i
2m
[α0O,O + +mα0]
= − i
2m
[α0O,O]− i
2m
[α0O, ]− i
2
[α0O,α0]
= − i
2m
(α0O2 −Oα0O)− i
2m
(α0O− α0O)− i
2
(α0Oα0 −O)
= − i
m
α0O2 − i
2m
α0[O, ] + iO,
[M, [M,H]] = − i
2m
[α0O, [M,H]]
= − 1
2m2
[α0O,α0O2]− 1
4m2
[α0O,α0[O, ]] +
1
2m
[α0O,O]
= − 1
2m2
(α0Oα0O2 − α0O2α0O)− 1
4m2
(
α0Oα0[O, ]−
−α0[O, ]α0O)+ 1
2m
(2α0O2)
=
1
m2
O3 +
1
4m2
[O, [O, ]] +
1
m
α0O2,
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[M, [M, [M,H]]] = − i
2m
[α0O, [M, [M,H]]]
= − i
2m3
[α0O,O3]− i
8m3
[α0O, [O, [O, ]]]
− i
2m2
[α0O,α0O2]
= − i
2m3
(α0O4 −O3α0O)
− i
8m3
(α0O[O, [O, ]]− [O, [O, ]]α0O)− i
2m2
(−2O3)
= − i
m3
α0O4 − i
8m3
α0[O, [O, [O, ]]] +
i
m2
O3,
[M, [M, [M, [M,mα0]]]] = − i
2m
[α0O, [M, [M, [M,mα0]]]]
=
1
2m3
[α0O,O3]
=
1
2m3
(α0O4 −O3α0O)
=
1
m3
α0O4,
[M, M˙ ] = − 1
4m2
[α0O,α0O˙]
= − 1
4m2
(α0Oα0O˙ − α0O˙α0O)
=
1
4m2
[O, O˙],
[M, [M, M˙ ]] = − i
2m
[α0O, [M, M˙ ]]
= − i
8m3
[α0O, [O, O˙]]
= − i
8m3
(α0O[O, O˙]− [O, O˙]α0O)
= − i
8m3
α0[O, [O, O˙]].
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Nas u´ltimas duas relac¸o˜es, usamos o resultado [α0, O˙] = 0, que segue dire-
tamente da equac¸a˜o (4.57) se a diferenciarmos com relac¸a˜o ao tempo.
Retornando a (4.56) e substituindo os resultados encontrados para os co-
mutadores acima, obtemos
H
′
= (mα0++O)+i
(
− i
m
α0O2 − i
2m
α0[O, ] + iO
)
−1
2
(
1
m2
O3 +
1
4m2
[O, [O, ]]
+
1
m
α0O2
)
− i
6
(
− i
m3
α0O4 − i
8m3
α0[O, [O, [O, ]]] +
i
m2
O3
)
+
1
24
(
1
m3
α0O4
)
+
i
2m
α0O˙ − i
2
(
1
4m2
[O, O˙]
)
+
1
6
(
− i
8m3
α0[O, [O, O˙]]
)
,
H
′
= mα0 +
(
i
2m
α0O˙ − 1
3m2
O3 +
1
2m
α0[O, ]− i
48m3
α0[O, [O, O˙]]︸ ︷︷ ︸
− 1
48m3
α0[O, [O, [O, ]]]
)
︸ ︷︷ ︸
=O′
+
(
+
1
2m
α0O2 − 1
8m3
α0O4 − i
8m2
[O, O˙]−︸ ︷︷ ︸
− 1
8m2
[O, [O, ]]
)
︸ ︷︷ ︸
=′
. (4.59)
Observa-se que o operador O, de ordem zero em relac¸a˜o a` energia de re-
pouso, e´ eliminado pela transformac¸a˜o unita´ria e a nova hamiltoniana apresenta
agora um operador O
′
(composto pelos termos de poteˆncia ı´mpar em O) de
ordem ma´xima 1/m. O operador 
′
compreende os termos de poteˆncia par em
O e e´ de ordem ma´xima zero relativa a` energia de repouso.
Dando continuidade ao nosso estudo do acoplamento eletromagne´tico em
baixas energias para a teoria PMO, vamos efetuar novamente uma transforma-
c¸a˜o FW para eliminarmos o operador O
′
. Sob esta perspectiva, definimos
novamente um operador M
′
(t), de forma similar a (4.55), para construirmos o
operador unita´rio U
′
= eiM
′
(t):
M
′
(t) = − i
2m
α0O
′
. (4.60)
Tendo em vista que os operadores O
′
e M
′
(t) sa˜o agora de ordem inferior
com respeito a` energia de repouso m, em relac¸a˜o aos respectivos operadores
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sem linha, e´ suficiente mantermos apenas os comutadores presentes em (4.56)
(observando-se as substituic¸o˜es M → M ′ , H → H ′) para escrevermos a ex-
pressa˜o em se´rie da hamiltoniana H
′′
(t), resultante da nova transformac¸a˜o
unita´ria:
H
′′
(t) = H
′
+ i[M
′
, H
′
]− 1
2
[M
′
, [M
′
, H
′
]]− i
6
[M
′
, [M
′
, [M
′
, H
′
]]]
+
1
24
[M
′
, [M
′
, [M
′
, [M
′
,mα0]]]]− M˙ ′ − i
2
[M
′
, M˙
′
] +
1
6
[M
′
, [M
′
, M˙
′
]].
Como O
′ ≈ Ec/m, ′ ≈ Ep e M ′ ≈ Ec/m2 (onde estamos explicitando a
ordem ma´xima de cada operador), faremos novamente o “balanc¸o energe´tico”
de cada termo da se´rie acima para determinar quais contribuem efetivamente
no limite na˜o relativ´ıstico que fixamos previamente:
[M
′
, H
′
] = [M
′
, O
′
]︸ ︷︷ ︸
≈ E2c
m3
+ [M
′
, 
′
]︸ ︷︷ ︸
≈EcEp
m2
+ [M
′
,mα0]︸ ︷︷ ︸
≈Ec
m
,
[M
′
, [M
′
, H
′
] = [M
′
, [M
′
, O
′
]]︸ ︷︷ ︸
≈(Ec
m
)3 1
m2
→0
+ [M
′
, [M
′
, 
′
]]︸ ︷︷ ︸
≈(EcEp
m2
) Ec
m2
→0
+ [M
′
, [M
′
,mα0]]︸ ︷︷ ︸
≈ E2c
m3
.
Logo, os termos com mais de dois comutadores do tipo expresso acima na˜o
satisfazem os crite´rios que estabelecemos anteriormente e, por isso, na˜o sera˜o
inclu´ıdos em nossos ca´lculos. Examinando tambe´m os “comutadores pontua-
dos”, tem-se
[M
′
, M˙
′
] ≈ E
2
c
m4
→ 0,
de modo que as contribuic¸o˜es destes comutadores extrapolam a escala de apro-
ximac¸a˜o em que estamos interessados e, portanto, vamos desconsidera´-las em
nossa ana´lise.
Assim, a expressa˜o para H
′′
se resume a` forma
H
′′
(t) = H
′
+ i[M
′
, H
′
]− 1
2
[M
′
, [M
′
, H
′
]]− M˙ ′ . (4.61)
A seguir, efetuaremos o ca´lculo dos comutadores que comparecem acima
em termos dos operadores O
′
e 
′
. Para isso, notemos que as relac¸o˜es (4.57)
e (4.58) permanecem va´lidas se substituirmos O → O′ e  → ′ , pois O′ e´
composto por termos que envolvem poteˆncias ı´mpares de O e 
′
por poteˆncias
pares de O, de forma que as relac¸o˜es de comutac¸a˜o se preservam.
4.4. FW PARA PMO COM CAMPO EXTERNO 133
Portanto,
[M
′
, H
′
] = [M
′
, O
′
] + [M
′
, 
′
] + [M
′
,mα0]
= − i
2m
[α0O
′
, O
′
]− i
2m
[α0O
′
, 
′
]− i
2
[α0O
′
, α0]
= − i
m
α0O
′2 − i
2m
α0[O
′
, 
′
] + iO
′
,
[M
′
, [M
′
, H
′
]] = − 1
2m2
[α0O
′
, α0O
′2]− 1
4m2
[α0O
′
, α0[O
′
, 
′
]] +
1
2m
[α0O
′
, O
′
]
=
1
m2
O
′3 +
1
4m2
[O
′
, [O
′
, 
′
]] +
1
m
α0O
′2.
Aplicando estes resultados em (4.61), resulta
H
′′
(t) = (mα0 + 
′
+O
′
) + i
(
− i
m
α0O
′2 − i
2m
α0[O
′
, 
′
] + iO
′
)
−1
2


1
m2
O
′3︸ ︷︷ ︸
≈ E3c
m5
→0
+
1
4m2
[O
′
, [O
′
, 
′
]]︸ ︷︷ ︸
≈EcEp
m2
Ec
m2
→0
+
1
m
α0O
′2

+
i
2m
α0O˙
′
,
H
′′
(t) = mα0 + (
′
+
1
2m
α0O
′2
)︸ ︷︷ ︸
=′′
+(
1
2m
α0[O
′
, 
′
] +
i
2m
α0O˙′)︸ ︷︷ ︸
=O′′
. (4.62)
Examinando a expressa˜o acima, verifica-se que o operador O
′
na˜o compa-
rece na nova representac¸a˜o da hamiltoniana. O novo operador O
′′
e´ agora de
ordem (ma´xima) Ec/m
2 e o operador 
′′
permanece com ordem (ma´xima) zero
em relac¸a˜o a` energia de repouso. Para alcanc¸armos o n´ıvel de aproximac¸a˜o
que desejamos, vamos efetuar uma u´ltima transformac¸a˜o unita´ria, que elimina
tambe´m este operador O
′′
.
Enta˜o, definimos o operador M
′′
(t), que compo˜e o operador unita´rio, com
base em (4.55) e (4.60):
M
′′
(t) = − i
2m
α0O
′′
. (4.63)
Observemos que M
′′
e O
′′
sa˜o inferiores, em termos de m, em relac¸a˜o aos
operadores M
′
e O
′
. Assim, na expressa˜o em se´rie para a nova hamiltoniana
que resulta da tranformac¸a˜o unita´ria, basta escrevermos apenas os termos que
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comparecem em (4.61) (observadas as devidas substituic¸o˜esM
′ →M ′′ e H ′ →
H
′′
):
H
′′′
(t) = H
′′
+ i[M
′′
, H
′′
]− 1
2
[M
′′
, [M
′′
, H
′′
]]− M˙ ′′ .
Agora, vamos efetuar novamente o “balanc¸o energe´tico” dos termos acima,
para identificarmos aqueles que esta˜o dentro da ordem de aproximac¸a˜o que
desejamos. Pore´m, faremos uma ana´lise menos minuciosa, estudando a ordem
de grandeza dos comutadores somente em relac¸a˜o a` energia de repouso, de
modo que sera˜o mantidos apenas termos de ordem (ma´xima) ate´ 1/m3:
[M
′′
, H
′′
] = [M
′′
, O
′′
]︸ ︷︷ ︸
≈ 1
m5
→0
+ [M
′′
, 
′′
]︸ ︷︷ ︸
≈ 1
m3
+ [M
′′
,mα0]︸ ︷︷ ︸
≈ 1
m2
.
Logo, o termo que apresenta dois comutadores extrapola o crite´rio que
estabelecemos e, portanto, sera´ desprezado.
Dessa maneira, visto que as relac¸o˜es (4.57) e (4.58) permanecem va´lidas pela
substituic¸a˜o de O por O
′′
e de  por 
′′
, podemos calcular o u´nico comutador
que contribui na expressa˜o de H
′′′
:
[M
′′
, H
′′
] = [M
′′
, O
′′
]︸ ︷︷ ︸
≈0
+[M
′′
, 
′′
] + [M
′′
,mα0]
= − i
2m
[α0O
′′
, 
′′
]− i
2
[α0O
′′
, α0]
= − i
2m
α0[O
′′
, 
′′
] + iO
′′
,
onde desprezamos o termo [M
′′
, O
′′
], de acordo com o “balanc¸o energe´tico”
efetuado anteriormente.
Assim, a nova representac¸a˜o da hamiltoniana e´ dada por
H
′′′
(t) = (mα0 + 
′′
+O
′′
) + i
(
− i
2m
α0[O
′′
, 
′′
] + iO
′′
)
+
i
2m
α0O˙
′′
= mα0 + 
′′
+
1
2m
α0[O
′′
, 
′′
] +
i
2m
α0O˙
′′
︸ ︷︷ ︸
=O′′′
= mα0 + 
′′
+O
′′′
. (4.64)
Na hamiltoniana acima, verifica-se que o operador O
′′
foi eliminado con-
forme deseja´vamos e o operador remanescente O
′′′
e´ de ordem (ma´xima) 1/m3
em relac¸a˜o a` energia de repouso.
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Nosso objetivo agora consiste em extrairmos da hamiltoniana informac¸o˜es
referentes a` interac¸a˜o da part´ıcula com um campo eletromagne´tico externo no
limite na˜o relativ´ıstico. Para isso, vamos desprezar termos de ordem (ma´xima)
igual ou superior a 1/m3 em (4.64), de forma que a expressa˜o para a hamilto-
niana fica
H
′′′
(t) = mα0 + 
′′
= mα0 + (
1
2m
α0O
′2
︸ ︷︷ ︸
≈ 1
m3
→0
+
′
)
= mα0 + +
1
2m
α0O2 − 1
8m3
α0O4
− i
8m2
[O, O˙]− 1
8m2
[O, [O, ]], (4.65)
em que usamos as definic¸o˜es de 
′′
e 
′
expressas em (4.62) e (4.59), respecti-
vamente.
Devemos notar que, na expressa˜o acima, o termo que envolve O4 ainda e´ de
ordem 1/m3; pore´m, este operador contribui para evidenciar a interpretac¸a˜o
f´ısica de alguns termos do acoplamento com o campo externo e, portanto, vamos
manteˆ-lo provisoriamente na expansa˜o da hamiltoniana.
A seguir, com o aux´ılio de (4.29) e (4.34), desenvolvemos os ca´lculos refe-
rentes a cada termo presente em (4.65):
O2ς = (α0~α.(~ˆp− e ~A))2ς
= (−(~α.~ˆp)2 + e(~α.~ˆp)(~α. ~A) + e(~α. ~A)(~α.~ˆp)− e2(~α. ~A)2)ς
= (−αiαj pˆipˆjς + eαiαj pˆiAjς + eαiαjAipˆjς − e2αiαjAiAjς)
= (−αiαj pˆipˆjς + eαiαj(pˆiAj)ς + eαiαjAj pˆiς + eαiαjAipˆjς −
−e2αiαjAiAjς)
=

−1
2
(αiαj + αjαi)︸ ︷︷ ︸
=2gij
pˆipˆj + eαiαj(pˆiAj) + e (αiαj + αjαi)︸ ︷︷ ︸
=2gij
Aipˆj
−e
2
2
(αiαj + αjαi)︸ ︷︷ ︸
=2gij
AiAj

 ς
=
(
(~ˆp)2 + eαiαj(pˆiAj)− 2eAipˆi + e2( ~A)2
)
ς
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=
(
(~ˆp)2 + e(−δij + ijkΘαk)(pˆiAj)− 2eAipˆi + e2( ~A)2
)
ς
=
(
(~ˆp)2 − e(pˆiAi) + eijkΘαk(pˆiAj)− 2eAipˆi + e2( ~A)2
)
ς
=

(~ˆp)2 − 2e ~A.~ˆp− e(~ˆp. ~A) + e2( ~A)2︸ ︷︷ ︸
=(~ˆp−e ~A)2
+eΘ~α. (~ˆp× ~A)︸ ︷︷ ︸
=−i~∇× ~A

 ς
=

(~ˆp− e ~A)2 − ieΘ~α. (~∇× ~A)︸ ︷︷ ︸
= ~B

 ς,
de modo que, suprimindo o spinor teste ς, podemos escrever
O2 = (~ˆp− e ~A)2 − ieΘ~α. ~B
e, portanto,
O4 =
(
(~ˆp− e ~A)2 − ieΘ~α. ~B
)2
= (~ˆp− e ~A)4 − ie(~ˆp− e ~A)2Θ~α. ~B − ieΘ~α. ~B(~ˆp− e ~A)2 − e2(Θ~α. ~B)2
= (~ˆp)4 + termos extras.
Os termos extras a que nos referimos acima correspondem aos operadores
que comparecem neste u´ltimo desenvolvimento, mas que na˜o apresentam in-
terpretac¸a˜o f´ısica direta na expressa˜o para o acoplamento. Temos ainda
[O, O˙] = [O,α0~α.
ˆ˙
~p]− e[O,α0~α.∂t ~A],
[O, [O, ]] = [α0~α.(~ˆp− e ~A), [α0~α.(~ˆp− e ~A), ]].
Para desenvolvermos a u´ltima expressa˜o acima, vamos examinar primeiro o
comutador interno:
[α0~α.(~ˆp− e ~A), ]ς = α0~α.(~ˆp− e ~A)(eϕς)− eϕα0~α.(~ˆp− e ~A)ς
= eα0~α.(~ˆpϕ)ς + eϕα0~α.(~ˆpς)− e2α0~α. ~Aϕς
−eϕα0~α.(~ˆpς) + e2ϕα0~α. ~Aς
= eα0~α. (~ˆpϕ)︸︷︷︸
=−i~∇ϕ
ς
= −ieα0~α.~∇ϕς
= ieα0~α.( ~E + ∂t ~A)ς.
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Retornando ao comutador completo, segue
[O, [O, ]] = ie[α0~α.(~ˆp− e ~A), α0~α.( ~E + ∂t ~A)]
= ie[α0~α.~ˆp, α0~α. ~E]− ie2[α0~α. ~A, α0~α. ~E] + ie[O,α0~α.∂t ~A].
Assim, calculando separadamente os dois primeiros termos da expressa˜o
anterior,
[α0~α.~ˆp, α0~α. ~E]ς = (α0αiα0αj pˆiEj − α0αjα0αiEj pˆi)ς
= −αiαj(pˆiEj)ς − αiαjEj pˆiς + αjαiEj pˆiς
= −(−δij + ijkΘαk)(pˆiEj)ς + (αjαi − αiαj)Ej pˆiς
= (pˆiEi)ς − ijkΘαk(pˆiEj)ς + 2jikΘαkEj pˆiς
= (~ˆp. ~E)ς −Θ~α.(~ˆp× ~E)ς + 2Θ~α.( ~E × ~ˆp)ς
=
(
−i(~∇. ~E) + iΘ~α.(~∇× ~E) + 2Θ~α.( ~E × ~ˆp)
)
ς,
[α0~α. ~A, α0~α. ~E] = (α0αiα0αjAiEj − α0αjα0αiEjAi)
= (αjαi − αiαj)AiEj
= 2jikΘαkAiEj
= 2Θ~α.( ~E × ~A).
Substituindo os resultados acima na expressa˜o para o comutador completo,
resulta
⇒ [O, [O, ]] = e(~∇. ~E)− eΘ~α.(~∇× ~E) + 2ieΘ~α.( ~E × ~ˆp)− 2ie2Θ~α.( ~E × ~A) +
+ie[O,α0~α.∂t ~A].
De posse dos resultados obtidos para os comutadores examinados acima,
retornamos a (4.65) para escrevermos a expressa˜o final da hamiltoniana no
limite na˜o relativ´ıstico:
H
′′′
(t) = mα0 + +
1
2m
α0((~ˆp− e ~A)2 − ieΘ~α. ~B)− 1
8m3
α0((~ˆp)4)
− i
8m2
(
[O,α0~α.
ˆ˙
~p]− e[O,α0~α.∂t ~A]
)
− 1
8m2
(
e(~∇. ~E)− eΘ~α.(~∇× ~E)
+2ieΘ~α.( ~E × ~ˆp)− 2ie2Θ~α.( ~E × ~A) + ie[O,α0~α.∂t ~A]
)
,
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H
′′′
(t) = α0(m+
1
2m
(~ˆp− e ~A)2 − (~ˆp)
4
8m3
) + eϕ+
e
m
α0~S. ~B
− e
8m2
~∇. ~E + i e
4m2
~S.(~∇× ~E) + e
2m2
~S.( ~E × ~ˆp)
− i
m2
(
1
8
[O,α0~α.
ˆ˙
~p]− ie
2
2
~S.( ~E × ~A))︸ ︷︷ ︸
correc¸o˜es sem interpretac¸a˜o f´ısica!
. (4.66)
Explorando a semelhanc¸a entre os termos de acoplamento obtidos para a
teoria PMO e os correspondentes a` teoria de Dirac, podemos examinar indi-
vidualmente cada termo que compo˜e a hamiltoniana acima. Verifica-se que o
primeiro corresponde a` informac¸a˜o cinema´tica do sistema (descrevendo a
correc¸a˜o relativ´ıstica da massa), os dois termos seguintes relacionam-se a`s in-
terac¸o˜es eletrosta´tica e dipolar magne´tica com o campo externo, o quarto
termo refere-se ao termo de Darwin (efeito zitterbewegung) e o u´ltimo par de
termos manifesta a interac¸a˜o spin-o´rbita. Novamente, assim como visto no
estudo do acoplamento em baixas energias das teorias de Proca e DKP, atrave´s
de transformac¸o˜es FW, tem-se a presenc¸a de “termos extras” que correspon-
dem a correc¸o˜es de ordem 1/m2 para a hamiltoniana, mas que na˜o apresentam
interpretac¸a˜o f´ısica concreta em termos dos acoplamentos bem conhecidos no
limite na˜o relativ´ıstico.
Podemos entender a informac¸a˜o sobre o limite na˜o relativ´ıstico, que obti-
vemos nesta sec¸a˜o via transformac¸a˜o FW, a` luz da poss´ıvel interpretac¸a˜o que
conferimos para a equac¸a˜o PMO em termos da descric¸a˜o de um estado com-
posto de dois fe´rmions, ou seja, a hamiltoniana H
′′′
manifesta os acoplamentos
entre os fe´rmions e o campo externo no regime de baixas energias, embora na˜o
identifiquemos interac¸a˜o entre os mesmos, pois na˜o foi introduzido nenhum po-
tencial de interac¸a˜o fe´rmion-fe´rmion, que corresponderia a` equac¸a˜o PMO com
autoacoplamento.
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Considerac¸o˜es Finais
Tendo em vista o crescente interesse na teoria de spins altos no contexto da
teoria quaˆntica de campos, efetuamos uma revisa˜o cr´ıtica deste formalismo, em
n´ıvel cla´ssico, ancorada no grupo de Poincare´, enfatizando em particular o caso
de spin 1/2, que fornece a mate´ria-prima para a construc¸a˜o de representac¸o˜es
para spins de ordem superior, e o caso de spin 1, que compreende os campos
de Proca bem como de me´sons (pseudo) escalares, ale´m de acomodar o campo
eletromagne´tico.
Sob tal perspectiva, nos cap´ıtulos iniciais apresentamos uma revisa˜o do
formalismo padra˜o desenvolvido por Bargmann e Wigner [06] para a teoria
de spins altos com base no produto direto de representac¸o˜es (irredut´ıveis) do
grupo de Lorentz homogeˆneo e destacamos a construc¸a˜o da equac¸a˜o DKP [07],
[08], [09] atrave´s deste procedimento. Discutimos a inequivaleˆncia entre esta
equac¸a˜o e a equac¸a˜o de Harish-Chandra [10] para o fo´ton, no limite em que
m → 0, a partir de uma construc¸a˜o que elaboramos neste trabalho, em que
a equac¸a˜o para o fo´ton e´ obtida preservando a a´lgebra DKP (2.27) e introdu-
zindo campos auxiliares φR e φL, bem como um paraˆmetro dimensional que
deve comparecer na construc¸a˜o da matriz que substitui o termo de massa da
equac¸a˜o. Esta proposta de decomposic¸a˜o da equac¸a˜o de Harish-Chandra em
dois setores, “right” e “left”, foi concebida com o intuito de investigarmos uma
poss´ıvel “representac¸a˜o quiral” para o campo eletromagne´tico e nos fornece
uma perspectiva de construir o operador de polarizac¸a˜o do fo´ton bem como
seus autoestados em uma ana´lise futura, relacionando-o com o operador de
projec¸a˜o de spin.
Delineamos tambe´m no cap´ıtulo 2 o formalismo alternativo proposto por
Weinberg [11] para a descric¸a˜o de part´ıculas de massa na˜o nula e spin arbitra´rio
via soma direta de representac¸o˜es do grupo de Poincare´, que fornece as equac¸o˜es
satisfeitas pelos campos e permite a construc¸a˜o de propagadores, conferindo
uma abordagem convidativa a` teoria de spins altos no aˆmbito da teoria da
matriz S.
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Com o objetivo de extrair informac¸o˜es referentes a` interac¸a˜o de me´sons com
um campo eletromagne´tico externo no regime de baixas energias, introduzimos,
no cap´ıtulo 3, as transformac¸o˜es unita´rias de Foldy e Wouthuysen [12] e exami-
namos o limite na˜o relativ´ıstico da equac¸a˜o DKP nos cena´rios de part´ıcula livre
e na presenc¸a de um campo externo [13]. Nesse contexto, descortina-se como
perspectiva futura a possibilidade de investigarmos uma proposta de executar
a transformac¸a˜o unita´ria FW de forma mais sistema´tica explorando os ane´is
da a´lgebra das matrizes γ que compo˜em a a´lgebra DKP, segundo a construc¸a˜o
de Bargmann-Wigner.
No u´ltimo cap´ıtulo, apresentamos a equac¸a˜o proposta por Majorana e
Oppenheimer para o fo´ton [16], [17], [18] e examinamos a possibilidade de ge-
neralizac¸a˜o desta abordagem para acomodar as equac¸o˜es de Proca. Com este
intuito, constru´ımos uma equac¸a˜o linear de primeira ordem, denominada PMO,
estendendo o nu´mero de componentes dos campos e redefinindo as matrizes da
teoria MO para introduzir massa a` equac¸a˜o. Examinamos a a´lgebra subja-
cente a esta nova equac¸a˜o, verificando uma estrutura simple´tica, e constru´ımos
um operador de spin. Em base a este operador, investigamos o conteu´do de
part´ıcula da equac¸a˜o PMO, propondo uma poss´ıvel interpretac¸a˜o f´ısica para
a mesma, que a princ´ıpio descreveria um sistema composto por dois fe´rmions
na˜o interagentes (convergindo para alguns resultados conhecidos da literatura,
[23], [24], [25], em tratamentos de sistemas f´ısicos envolvendo a equac¸a˜o DKP e
a equac¸a˜o de Breit para um estado ligado de dois fe´rmions). Estudamos ainda
o limite na˜o relativ´ıstico da equac¸a˜o PMO via transformac¸o˜es FW, nos ca-
sos livre e com interac¸a˜o com um campo eletromagne´tico externo, observando
a semelhanc¸a entre os termos de acoplamento obtidos para esta teoria e os
encontrados no caso da equac¸a˜o de Dirac.
Interpretando as equac¸o˜es de Proca como v´ınculos lineares entre as compo-
nentes do spinor que representaria um campo fermioˆnico, pretendemos ainda
investigar a teoria PMO no contexto da bosonizac¸a˜o de sistemas fermioˆnicos
com autointerac¸a˜o, como o modelo de Thirring, em segunda quantizac¸a˜o [47],
[48].
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Apeˆndice A
O Grupo de Lorentz e
Representac¸o˜es Spinoriais
O grupo de Lorentz ocupa posic¸a˜o central na construc¸a˜o das equac¸o˜es de
onda relativ´ısticas para a descric¸a˜o de part´ıculas tanto na teoria cla´ssica quanto
na mecaˆnica quaˆntica, tendo em vista que estas equac¸o˜es devem ser covariantes.
A seguir, apresentaremos de forma sucinta suas principais caracter´ısticas.
Inicialmente, vamos introduzir o espac¸o de Minkowski, o qual consiste
em um espac¸o real (me´trico) quadridimensional que apresenta um invariante,
denominado “cone-de-luz” (cujo ve´rtice e´ a origem do sistema de coordena-
das), definido da seguinte forma:
gµνx
µxν = 0, (A.1)
onde µ, ν = 0, 1, 2, 3, xµ = (t, x, y, z) e´ um quadrivetor contravariante (em
unidades naturais) e gµν e´ o tensor me´trico definido por
g =


1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 −1

 . (A.2)
Os quadrivetores xµ podem ser classificados de acordo com a regia˜o do
cone-de-luz onde esta˜o contidos:
gµνx
µxν = 0; quadrivetor tipo-luz,
gµνx
µxν < 0; quadrivetor tipo-espac¸o,
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gµνx
µxν > 0; quadrivetor tipo-tempo.
Analisando geometricamente as definic¸o˜es estabelecidas acima, observamos
que quadrivetores tipo-luz correspondem a eventos mapeados sobre o cone-de-
-luz (estes eventos podem ser conectados a` origem atrave´s de um sinal luminoso
e intervalos que correspondem a quadrivetores deste tipo esta˜o relacionados a
trajeto´rias poss´ıveis de part´ıculas sem massa). Os quadrivetores tipo-tempo e
tipo-espac¸o correspondem a eventos situados em 3 regio˜es desconexas:
futuro absoluto; gµνx
µxν > 0;x0 > 0,
passado absoluto; gµνx
µxν > 0;x0 < 0,
regia˜o complementar; gµνx
µxν < 0,
sendo que os quadrivetores tipo-tempo sa˜o mapeados nas duas primeiras regio˜es
(os intervalos que correspondem a quadrivetores deste tipo esta˜o relacionados
a poss´ıveis caminhos percorridos por part´ıculas de massa na˜o nula) e os quadri-
vetores tipo-espac¸o sa˜o mapeados na regia˜o complementar (e na˜o representam
eventos f´ısicos, pois violam causalidade).
A.1 Transformac¸o˜es de Lorentz
Uma transformac¸a˜o de Lorentz (TL) e´ uma transformac¸a˜o linear real
que preserva a forma quadra´tica fundamental gµνx
µxν e na˜o mistura passado
e futuro. Os quadrivetores xµ se comportam, sob TL, da seguinte forma:
xµ
′
= Λµνx
ν , (A.3)
onde Λµν sa˜o os elementos da matriz 4x4 que representa as TL.
Agora, como gµνx
µxν e´ invariante,
gαβx
α
′
xβ
′
= gµνx
µxν ,
gαβΛ
α
µΛ
β
νx
µxν = gµνx
µxν ,
gαβΛ
α
µΛ
β
ν = gµν , (A.4)
ou, em forma matricial,
ΛT gΛ = g. (A.5)
A equac¸a˜o (A.5) (bem como sua versa˜o em componentes (A.4)) define uma
transformac¸a˜o de Lorentz e permite-nos observar que transformac¸o˜es deste tipo
sa˜o caracterizadas por 6 paraˆmetros independentes.
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Observac¸a˜o: multiplicando a equac¸a˜o (A.5) a` esquerda por g temos
gΛT gΛ = g2 = I;
logo, gΛT e´ a inversa de gΛ. Assim, como a inversa a` esquerda deve coincidir
com a inversa a` direita, segue
gΛgΛT = I;
multiplicando a equac¸a˜o acima a` esquerda por g, resulta
ΛgΛT = g,
ou, em componentes,
gαβΛµαΛ
ν
β = g
µν ,
que corresponde a uma relac¸a˜o equivalente a (A.5) e sera´ u´til quando fizermos
a ana´lise do setor orto´crono do grupo de Lorentz.
A partir de (A.5) podemos ver que as TL sa˜o unimodulares:
det(ΛT gΛ) = det(g),
(det(Λ))2 det(g) = det(g),
det(Λ) = ±1, (A.6)
onde usamos det(Λ) = det(ΛT ).
Com base na equac¸a˜o (A.6), pode-se classificar as TL em dois tipos: as
transformac¸o˜es pro´prias(Λ+), cujo determinante e´ +1, e as transformac¸o˜es
impro´prias(Λ−), cujo determinante e´ -1.
Podemos tambe´m definir outras duas classes de TL: as transformac¸o˜es
orto´cronas (Λ↑) e as na˜o-orto´cronas (Λ↓). Para isso, fixamos em (A.4)
os ı´ndices µ = 0 e ν = 0:
g00 = gαβΛ
α
0Λ
β
0,
de modo que
1 = (Λ00)
2 − (Λ10)2 − (Λ20)2 − (Λ30)2,
(Λ00)
2 = 1 + (Λ10)
2 + (Λ20)
2 + (Λ30)
2 ≥ 1
⇒ Λ00 ≥ 1 ou Λ00 ≤ −1.
Assim, uma TL e´ dita orto´crona se Λ00 ≥ 1 e na˜o-orto´crona se Λ00 ≤ −1.
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A.2 O Grupo de Lorentz Homogeˆneo
O conjunto de todas as transformac¸o˜es de Lorentz constitui um grupo de-
nominado grupo de Lorentz homogeˆneo L ≡ {Λ} onde Λ sa˜o as matrizes
definidas por (A.5).
Para verificarmos que estas transformac¸o˜es satisfazem as propriedades de
grupo, observemos que:
1. existe uma transformac¸a˜o de identidade Iµν = δ
µ
ν tal que
(IT gI)µν = (I
T )µαgαβI
β
ν
= gαβI
α
µI
β
ν
= gαβδ
α
µδ
β
ν
= gµν ;
2. como det(Λ) 6= 0, as transformac¸o˜es sa˜o invers´ıveis, ou seja, existe uma
transformac¸a˜o inversa Λ−1 tal que Λ−1Λ = I,
ΛT gΛ = g,
ΛT g = gΛ−1,
g = (Λ−1)T gΛ−1,
onde usamos (ΛT )−1 = (Λ−1)T na u´ltima passagem;
3. o produto Λ1Λ2 de duas TL satisfaz a relac¸a˜o (A.5):
(Λ1Λ2)
T g(Λ1Λ2) = Λ
T
2 Λ
T
1 gΛ1︸ ︷︷ ︸
=g
Λ2
= ΛT2 gΛ2
= g.
Assim, temos que a transformac¸a˜o identidade, a transformac¸a˜o inversa e a com-
posic¸a˜o de duas TL satisfazem a equac¸a˜o (A.5) e, portanto, sa˜o transformac¸o˜es
de Lorentz; dessa forma, o conjunto de transformac¸o˜es definidas por (A.5) efe-
tivamente constitui um grupo.
As transformac¸o˜es pro´prias constituem um subgrupo (L+) do grupo de
Lorentz homogeˆneo, pois:
1. det I = +1, de modo que o elemento identidade e´ uma transformac¸a˜o
pro´pria;
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2. se Λ e´ uma transformac¸a˜o pro´pria, enta˜o
det(Λ−1Λ) = det I
det(Λ−1) det(Λ)︸ ︷︷ ︸
=1
= 1
⇒ det(Λ−1) = 1;
assim, a inversa de uma transformac¸a˜o pro´pria tambe´m e´ pro´pria;
3. se Λ1 e Λ2 sa˜o transformac¸o˜es pro´prias,
det(Λ1Λ2) = det(Λ1)︸ ︷︷ ︸
=1
det(Λ2)︸ ︷︷ ︸
=1
= 1;
portanto, a composic¸a˜o de duas transformac¸o˜es pro´prias e´ pro´pria.
O conjunto das TL impro´prias (L−) na˜o constitui um subgrupo, pois na˜o
conte´m o elemento identidade e a composic¸a˜o de duas transformac¸o˜es impro´pri-
as resulta em uma transformac¸a˜o pro´pria.
De modo semelhante a`s transformac¸o˜es pro´prias, o conjunto das trans-
formac¸o˜es orto´cronas (L↑) constitui um subgrupo do grupo de Lorentz ho-
mogeˆneo pois:
1. a transformac¸a˜o de identidade Iµν = δ
µ
ν apresenta I
0
0 = 1 e, portanto,
e´ orto´crona;
2. se Λ e´ uma transformac¸a˜o orto´crona, enta˜o, usando (A.5),
ΛT gΛ = g,
ΛT g = gΛ−1,
Λ−1 = gΛT g,
ou, em componentes,
(Λ−1)µν = g
µα(ΛT )αβgβν ;
fazendo µ = ν = 0, temos
(Λ−1)00 = g
0αΛβαgβ0,︸ ︷︷ ︸
=Λ00
(Λ−1)00 = Λ
0
0 > 0;
logo, a inversa e´ orto´crona;
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3. se Λ1 e Λ2 sa˜o transformac¸o˜es orto´cronas, enta˜o
(Λ1Λ2)
µ
ν = (Λ1)
µ
α(Λ2)
α
ν ,
(Λ1Λ2)
0
0 = (Λ1)
0
0(Λ2)
0
0 + (Λ1)
0
i(Λ2)
i
0.
Definindo os vetores ~Λ1 = ((Λ1)
0
1, (Λ1)
0
2, (Λ1)
0
3) e
~Λ2 = ((Λ2)
1
0, (Λ2)
2
0,
(Λ2)
3
0), podemos reescrever a equac¸a˜o acima como
(Λ1Λ2)
0
0 = (Λ1)
0
0(Λ2)
0
0 +
~Λ1. ~Λ2.
Agora, usando a desigualdade de Schwarz, temos
( ~Λ1. ~Λ2)
2 ≤ ( ~Λ1)2( ~Λ2)2,∣∣∣ ~Λ1. ~Λ2∣∣∣ ≤√( ~Λ1)2( ~Λ2)2,
−
√
( ~Λ1)2( ~Λ2)2 ≤ ~Λ1. ~Λ2 ≤
√
( ~Λ1)2( ~Λ2)2;
portanto,
(Λ1Λ2)
0
0 ≥ (Λ1)00(Λ2)00 −
√
( ~Λ1)2( ~Λ2)2.
Pore´m, utilizando a equac¸a˜o (A.5),
gµν = gαβΛ2
α
µΛ2
β
ν ,
1 = Λ2
0
0Λ2
0
0 − Λ2i0Λ2i0︸ ︷︷ ︸
=( ~Λ2)2
⇒
√
( ~Λ2)2 =
√
(Λ2
0
0)2 − 1.
De forma semelhante, usando a forma alternativa da equac¸a˜o (A.5) (dis-
cutida na observac¸a˜o da sec¸a˜o A.1),
gαβΛ1
µ
αΛ1
ν
β = g
µν ,
Λ1
0
0Λ1
0
0 − Λ10iΛ10i︸ ︷︷ ︸
=( ~Λ1)2
= 1
⇒
√
( ~Λ1)2 =
√
(Λ1
0
0)2 − 1.
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Assim, podemos escrever
(Λ1Λ2)
0
0 ≥ (Λ1)00(Λ2)00 −
√
((Λ1
0
0)2 − 1)((Λ200)2 − 1).
Entretanto, desenvolvendo o u´ltimo termo, temos√
((Λ1
0
0)2 − 1)((Λ200)2 − 1) =
√
(Λ1
0
0)2(Λ2
0
0)2 + 1− (Λ100)2 − (Λ200)2;
completando o quadrado, segue√
((Λ1
0
0)2 − 1)((Λ200)2 − 1) =
√
(1± Λ100Λ200)2 − (Λ100 ± Λ200)2︸ ︷︷ ︸
≥
√
(1±Λ100Λ200)2
⇒
√
((Λ1
0
0)2 − 1)((Λ200)2 − 1) ≥
√
(1± Λ100Λ200)2.
A expressa˜o acima guarda um detalhe sutil, pois o sinal da igualdade so´ e´
va´lido se escolhermos o sinal negativo no radicando. De fato, se escolher-
mos o sinal positivo, a igualdade
√
(1 + Λ1
0
0Λ2
0
0)2 − (Λ100 + Λ200)2
=
√
(1 + Λ1
0
0Λ2
0
0)2 e´ efetiva se, e somente se, Λ1
0
0 = −Λ200, o que na˜o
e´ poss´ıvel visto que Λ1 e Λ2 sa˜o transformac¸o˜es orto´cronas (no caso da
escolha do sinal negativo, tal problema na˜o ocorre, pois a condic¸a˜o de
igualdade neste caso e´ Λ1
0
0 = Λ2
0
0, o que na˜o viola a hipo´tese das trans-
formac¸o˜es serem orto´cronas). Assim, o sinal de igualdade na expressa˜o
acima esta´ presente se escolhermos o sinal negativo no radicando, mas
deve ser desconsiderado se escolhermos o sinal positivo.
Tendo em conta a discussa˜o acima, podemos escrever
(Λ1Λ2)
0
0 ≥ (Λ1)00(Λ2)00 −
√
(1± Λ100Λ200)2,
de modo que, desenvolvendo o lado direito da desigualdade,
(Λ1Λ2)
0
0 ≥ (Λ1)00(Λ2)00 −
∣∣1± Λ100Λ200∣∣ .
Entretanto, como Λ1 e Λ2 sa˜o transformac¸o˜es orto´cronas,∣∣1± Λ100Λ200∣∣ = { 1 + Λ100Λ200, se escolhemos o sinal +;−1 + Λ100Λ200, se escolhemos o sinal -.
Assim, no caso em que o sinal negativo e´ escolhido, temos
(Λ1Λ2)
0
0 ≥ (Λ1)00(Λ2)00 − (−1 + Λ100Λ200)
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⇒ (Λ1Λ2)00 ≥ 1.
Agora, se o sinal positivo e´ escolhido,
(Λ1Λ2)
0
0 > (Λ1)
0
0(Λ2)
0
0 − (1 + Λ100Λ200)
⇒ (Λ1Λ2)00 > −1;
como visto no ı´nicio desta sec¸a˜o, a composic¸a˜o de duas TL (na˜o ne-
cessariamente orto´cronas) tambe´m consiste em uma TL, de modo que
(Λ1Λ2)
0
0 ≥ 1 ou (Λ1Λ2)00 ≤ −1. Assim, comparando com o resultado
acima (em que se escolheu o sinal positivo) temos, obrigatoriamente, que
(Λ1Λ2)
0
0 ≥ 1, tambe´m neste caso.
Portanto, a composic¸a˜o de duas transformac¸o˜es orto´cronas e´ tambe´m
orto´crona, o que conclui a demostrac¸a˜o das propriedades de grupo satis-
feitas pelo conjunto das transformac¸o˜es orto´cronas.
O conjunto das transformac¸o˜es na˜o-orto´cronas (L↓) na˜o constitui um sub-
grupo, pois o elemento identidade na˜o pertence a este conjunto e a composic¸a˜o
de duas transformac¸o˜es na˜o-orto´cronas e´ orto´crona.
Dessa forma, os setores do grupo de Lorentz homogeˆneo sa˜o cons-
tru´ıdos a partir da intersecc¸a˜o dos conjuntos de transformac¸o˜es discutidos
acima: (L+), (L−), (L↑), (L↓). Assim, temos os seguintes setores: (Λ
↑
+), setor
orto´crono pro´prio; (Λ↓+), setor na˜o-orto´crono pro´prio; (Λ
↑
−), setor orto´crono
impro´prio; (Λ↓−), setor na˜o-orto´crono impro´prio.
O setor orto´crono pro´prio, por ser formado pela intersecc¸a˜o de tran-
formac¸o˜es pro´prias e orto´cronas, forma um subgrupo do grupo de Lorentz ho-
mogeˆneo e sera´ nosso objeto de estudo nas sec¸o˜es subsequentes. Este subgrupo
e´ denominado grupo de Lorentz restrito (Lp). Os demais setores na˜o cons-
tituem subgrupos, pois envolvem transformac¸o˜es impro´prias e na˜o-orto´cronas
as quais, como discutido, na˜o satisfazem propriedades de grupo. Estes setores,
entretanto, esta˜o relacionados a transformac¸o˜es de simetria importantes, como
paridade e reversa˜o temporal.
A.3 Homomorfismo entre SL(2,C) e Lp
Vamos destacar agora uma correspondeˆncia importante entre o grupo de
Lorentz restrito Lp e o grupo de transformac¸o˜es lineares unimodulares bidimen-
sionais SL(2, C). Essa relac¸a˜o, i.e., um homomorfismo, exerce papel impor-
tante na construc¸a˜o de representac¸o˜es spinoriais para Lp, a qual discutiremos
na pro´xima sec¸a˜o.
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Um isomorfismo entre dois grupos G e G
′
e´ uma relac¸a˜o em que, para
cada elemento a ∈ G, corresponde um, e somente um, elemento a′ ∈ G′ , de
modo que a correspondeˆncia entre a e a
′
se preserva sob a lei de multiplicac¸a˜o,
ou seja, (ab)
′
= a
′
b
′
. Um homomorfismo entre os grupos G e G
′
e´ uma
relac¸a˜o similar, que preserva produtos; pore´m, mais de um elemento de G
pode corresponder ao mesmo elemento de G
′
(ou seja, a correspondeˆncia na˜o
e´ necessariamente bijetiva, como no isormofismo).
O grupo SL(2,C) e´ constitu´ıdo por transformac¸o˜es lineares da forma:
A =
[
a b
c d
]
,
de modo que ad− bc = 1, onde a, b, c, d ∈ C.
Dessa forma, as transformac¸o˜es que compo˜em este grupo sa˜o caracterizadas
por 6 paraˆmetros independentes, assim como as transformac¸o˜es pertencen-
tes ao Lp.
Vamos mostrar agora que podemos associar a uma transformac¸a˜o Λ ∈ Lp
os elementos ±A ∈ SL(2, c), de tal forma que a lei de multiplicac¸a˜o a seguir e´
preservada:
±(AB)→ Λ(AB) = Λ(A)Λ(B),
ou seja, temos um homomorfismo do tipo 2 para 1 entre SL(2, C) e Lp.
Com este intuito, vamos construir uma matriz hermitiana
M = σµx
µ, (A.7)
onde σ0 e´ a matriz identidade 2x2, σi sa˜o as matrizes de Pauli (i=1,2,3) e x
µ
e´ um quadrivetor contravariante.
Tomando o determinante de M, temos
det(M) = det(σµx
µ)
= (x0)2 − (x1)2 − (x2)2 − (x3)2
= gµνx
µxν ,
que corresponde a` forma quadra´tica invariante.
Se A ∈ SL(2, C), temos que a transformac¸a˜o
M
′
= AMA+ (A.8)
resulta em uma matriz hermitiana M
′
= σµx
µ
′
.
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Agora, observemos que
det(M
′
) = det(AMA+)
= |detA|2︸ ︷︷ ︸
=1
det(M)
= detM,
ou seja, gµν(x
µ)
′
(xν)
′
= gµνx
µxν .
Assim, a transformac¸a˜o em que as matrizes A atuam sobre M induz uma
transformac¸a˜o dos quadrivetores, a qual mante´m a forma quadra´tica gµνx
µxν
invariante, correspondendo, dessa maneira, a uma transformac¸a˜o de Lorentz.
Esta relac¸a˜o entre as transformac¸o˜es efetuadas sobre M e as induzidas sobre
os quadrivetores pode ser determinada de forma expl´ıcita a partir da equac¸a˜o
(A.8):
M
′
= AMA+,
σµx
µ
′
= Aσνx
νA+,
σµ(Λ
µ
νx
ν) = AσνA
+xν
⇒ σµΛµν = AσνA+. (A.9)
Multiplicando a u´ltima equac¸a˜o por σρ a` esquerda e tomando o trac¸o, ob-
temos
σρσµΛ
µ
ν = σρAσνA
+,
ΛµνTr(σρσµ) = Tr(σρAσνA
+).
Todavia, utilizando a propriedade Tr(σασβ) = 2δ
α
β , resulta
Λµν =
1
2
Tr(σµAσνA
+). (A.10)
Analisando a relac¸a˜o acima, podemos observar que os elementos A e −A ∈
SL(2, C) correspondem a` mesma transformac¸a˜o de Lorentz Λ(A); por isso,
dizemos que esta e´ uma correspondeˆncia do tipo 2 para 1.
Para concluir a demostrac¸a˜o do homomorfismo, precisamos verificar que
Λ(A) pertence ao grupo de Lorentz restrito e que a lei de multiplicac¸a˜o e´
preservada (ou seja, (AB)→ Λ(A)Λ(B) = Λ(AB)).
De fato, observemos que:
1. dado o quadrivetor xµ = (1, 0, 0, 0) segue
M = σµx
µ = σ0
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⇒M ′ = AMA+ = AA+
=
[ |a|2 + |b|2 ac∗ + bd∗
ca∗ + db∗ |c|2 + |d|2
]
.
Por outro lado,
M
′
= σνx
ν
′
=
[
x0
′
+ x3
′
x1
′
− ix2
′
x1
′
+ ix2
′
x0
′
− x3
′
]
.
Igualando as duas expresso˜es matriciais para M
′
, temos um sistema de
equac¸o˜es que nos fornece, em particular, as seguintes relac¸o˜es:{
x0
′
+ x3
′
= |a|2 + |b|2 > 0,
x0
′
− x3
′
= |c|2 + |d|2 > 0,
de onde resulta x0
′
> 0. Entretanto, temos que x0
′
= Λ0νx
ν = Λ00;
portanto Λ00 > 0 e, assim, Λ(A) e´ naturalmente orto´crona;
2. a demonstrac¸a˜o de que Λ(A) e´ pro´pria sera´ apresentada ao final da
pro´xima sec¸a˜o, pois a ana´lise formal desta propriedade e´ facilitada com a
introduc¸a˜o de spinores. De qualquer modo, podemos inferir que det(Λ(A))
= 1 apelando ao fato de que o SL(2,C) e´ um grupo conexo1, de modo
que seus elementos A podem variar continuamente. Assim, analisando a
equac¸a˜o (A.10), observamos que os elementos de matriz de Λ(A) tambe´m
podem variar continuamente e, portanto, a transformac¸a˜o Λ(A) deve per-
tencer ao setor conexo do grupo de Lorentz homogeˆneo, que corresponde
ao grupo de Lorentz restrito e, consequentemente, det(Λ(A)) = 1;
3. considerando uma composic¸a˜o AB de elementos de SL(2,C) obtemos, com
o aux´ılio da equac¸a˜o (A.9), a relac¸a˜o
σµΛ
µ
ν(AB) = (AB)σν(AB)
+
= A (BσνB
+)︸ ︷︷ ︸
=σαΛαν(B)
A+
= (AσαA
+)︸ ︷︷ ︸
=σµΛµα(A)
Λαν(B)
= σµΛ
µ
α(A)Λ
α
ν(B)
1Um grupo conexo e´ tal que, dado um elemento g ∈ G, podemos obter o elemento identi-
dade a partir da variac¸a˜o cont´ınua dos r paraˆmetros do grupo.
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⇒ Λµν(AB) = Λµα(A)Λαν(B).
Logo, um produto AB em SL(2,C) induz uma composic¸a˜o Λ(AB) =
Λ(A)Λ(B) em Lp; portanto, temos efetivamente um mapeamento ho-
momo´rfico entre os grupos SL(2,C) e Lp.
A.4 Representac¸o˜es Spinoriais do Grupo de
Lorentz Restrito
As representac¸o˜es spinoriais do grupo de Lorentz restrito exercem papel
fundamental na construc¸a˜o das equac¸o˜es de onda relativ´ısticas que descrevem
o comportamento de part´ıculas. Por esta raza˜o, vamos introduzir nesta sec¸a˜o
o conceito de representac¸o˜es de grupo e definir spinores.
Consideremos, enta˜o, um grupo G com elementos (a, b, c, ...). Se a cada
elemento a ∈ G podemos associar uma transformac¸a˜o D(a) em um espac¸o
vetorial linear, chamado de espac¸o de representac¸a˜o, de modo que a com-
posic¸a˜o (ab) de dois elementos de G corresponde ao produto D(a)D(b) = D(ab)
no espac¸o de representac¸a˜o, ou seja, ab↔ D(a)D(b) = D(ab), enta˜o o conjunto
de transformac¸o˜es {D(a)} e´ chamado de representac¸a˜o do grupo G.
Dessa forma, como vimos na sec¸a˜o anterior, os elementos A ∈ SL(2, C) for-
mam uma representac¸a˜o bidimensional do grupo de Lorentz restrito Lp (esta
representac¸a˜o, no entanto, e´ do tipo 2 para 1, pois as matrizes A e −A esta˜o
relacionadas a` mesma TL (Λ), como visto). Os vetores deste espac¸o de repre-
sentac¸a˜o bidimensional, denotados por
ξ =
[
ξ1
ξ2
]
, onde ξ1, ξ2 ∈ C,
transformam-se de acordo com a lei:
ξ
′
= A(Λ)ξ, onde detA = 1. (A.11)
Estes objetos geome´tricos do espac¸o de representac¸a˜o que se transformam
sob a TL de acordo com (A.11), sa˜o chamados de quadrispinores. Em outras
palavras, os quadrispinores sa˜o realizac¸o˜es das representac¸o˜es (irredut´ıveis) do
grupo de Lorentz2.
Vamos agora construir um invariante para spinores, ana´logo ao invariante
xµx
µ = gµνx
µxν para quadrivetores, introduzindo o “spinor me´trico” Cαβ :
ξαCαβξ
β ≡ invariante.
2Observac¸a˜o: doravante, vamos nos referir aos quadrispinores apenas como spinores.
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Dessa maneira, usando a lei de transformac¸a˜o (A.11), obtemos
ξµCµνξ
ν = ξ
′αCαβξ
′β
= Aαµξ
µCαβA
β
νξ
ν
⇒ Cµν = (AT )µαCαβAβν ,
ou, em forma matricial,
C = ATCA.
Esta equac¸a˜o matricial constitui um sistema poss´ıvel e indeterminado, tal
que uma soluc¸a˜o poss´ıvel e´ uma matriz antissime´trica arbitra´ria. De fato, as-
sumindo que C e´ antissime´trica, temos
Cµν = (A
T )µα Cαβ︸︷︷︸
=−Cβα
Aβν
= − (AT )µα︸ ︷︷ ︸
=Aαµ
Cβα A
β
ν︸︷︷︸
=(AT )νβ
= − (AT )νβCβαAαµ︸ ︷︷ ︸
=Cνµ
= −Cνµ.
Logo, a equac¸a˜o matricial e´ consistente com a hipo´tese de que C e´ antis-
sime´trica.
Assim, definimos nosso spinor me´trico (C) como sendo
C =
[
0 1
−1 0
]
= iσ2. (A.12)
Como det(C) 6= 0, a matriz C e´ invers´ıvel e temos
C−1 =
[
0 −1
1 0
]
= −iσ2.
Tendo definido o spinor me´trico, demonstraremos agora uma relac¸a˜o geral
envolvendo matrizes 2x2, que sera´ u´til no transcorrer de nossos ca´lculos. Assim,
se M e´ uma matriz 2x2 arbitra´ria, enta˜o
C−1MTC =M−1 det(M), onde C e´ o spinor me´trico. (A.13)
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Com efeito, escrevendo o primeiro membro da igualdade em componentes,
multiplicado a` esquerda por M ,
(MC−1MTC)ij = Mik (C−1)kl︸ ︷︷ ︸
=Clk
(MT )lnCnj
= Clk︸︷︷︸
=lk
Cnj︸︷︷︸
=nj
MikMnl
= lknjMikMnl,
onde os termos ij correspondem ao tensor de Levi-Civita de duas componentes.
Desenvolvendo a soma acima, temos
(MC−1MTC)ij = 1j︸︷︷︸
=δ2j
(Mi2M11 −Mi1M12) + 2j︸︷︷︸
=−δ1j
(Mi2M21 −Mi1M22)
= δ2j(Mi2M11 −Mi1M12) + δ1j(Mi1M22 −Mi2M21).
Se i 6= j, enta˜o (MC−1MTC)ij = 0. Caso contra´rio, para i = j,
(MC−1MTC)ii = δ2i(Mi2M11 −Mi1M12) + δ1i(Mi1M22 −Mi2M21),
de modo que, para i = 1 ou i = 2, resulta
(MC−1MTC)ii =M11M22 −M12M21 = det(M).
Assim,
(MC−1MTC)ij = det(M)δij ,
ou, em forma matricial,
MC−1MTC = I det(M),
de forma que, multiplicando a` esquerda pela inversa de M , conclu´ımos que
C−1MTC =M−1 det(M).
Com o aux´ılio do spinor me´trico, definamos agora os spinores covariantes:
ξα = Cαβξ
β . (A.14)
A lei de transformac¸a˜o destes spinores pode ser obtida a partir da lei de
transformac¸a˜o dos contravariantes, expressa em (A.11),
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ξ
′
α = Cαβξ
′β
= CαβA
β
νξ
ν
= CαβA
β
νC
νµξµ
⇒ ξ′α = Aαµξµ. (A.15)
Em forma matricial, temos
ξ˜
′
= Cξ
′
= CAξ
= CAC−1︸ ︷︷ ︸
=C−1AC
ξ˜,
ou ainda, lembrando que detA = 1 e usando (A.13),
ξ˜
′
= (AT )−1ξ˜. (A.16)
Observac¸a˜o: conforme ja´ expresso acima, denotaremos os spinores covari-
antes em forma matricial com um til.
Gostar´ıamos de chamar a atenc¸a˜o para o fato de que o mapeamento ho-
momo´rfico entre Lp e SL(2, C) estabelece que o conjunto das matrizes (A
T )−1(Λ)
tambe´m constitui uma representac¸a˜o de Lp (assim como as matrizes A(Λ)), pois
estas matrizes sa˜o elementos de SL(2, C). As representac¸o˜es A(Λ) e (AT )−1(Λ)
sa˜o equivalentes, pois esta˜o relacionadas por uma transformac¸a˜o de similari-
dade (como se observa no ca´lculo acima), sendo o mapeamento A → (AT )−1
um automorfismo.
Observac¸a˜o: e´ poss´ıvel construir uma forma bilinear invariante de
Lorentz a partir dos spinores ξ e η˜:
ξT
′
η˜
′
= ξTAT (AT )−1η˜
= ξT η˜.
Sabendo que as componentes dos spinores ξ e η˜ podem ser relacionadas a`s com-
ponentes da func¸a˜o de onda de um fe´rmion de spin 1/2 (cap.1), este invariante
bilinear pode ser interpretado como uma part´ıcula de spin 0, constitu´ıda por
duas part´ıculas de spin 1/2.
Da mesma forma que as matrizes A e (AT )−1 formam representac¸o˜es do
grupo de Lorentz restrito, as matrizes A∗ e (A+)−1 tambe´m exercem esse papel
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(pois todas sa˜o elementos do SL(2,C)). Essas duas novas representac¸o˜es tambe´m
sa˜o equivalentes entre si, como se verifica com o aux´ılio de (A.13):
C−1A∗C = [(A∗)T ]−1 det((A∗)T )︸ ︷︷ ︸
=1
= (A+)−1.
Entretanto, as representac¸o˜es A∗ (ou (A+)−1) e A (ou (AT )−1) na˜o sa˜o
equivalentes, visto que na˜o ha´ transformac¸a˜o de similaridade que as conecta.
Podemos enta˜o construir novos spinores, os quais denotaremos por spinores
pontuados, associados ao espac¸o de representac¸a˜o referente a`s transformac¸o˜es
A∗(Λ),
ξ˙ =
[
ξ1˙
ξ2˙
]
.
A lei de transformac¸a˜o destes spinores e´ expressa por
ξ˙
′
= A∗ξ˙, (A.17)
ou seja, spinores pontuados transformam-se como o conjugado dos spinores na˜o
pontuados.
Podemos determinar o tensor me´trico pontuado a partir do invatiante bili-
near ξα˙Cα˙β˙ξ
β˙ :
ξ˙T C˙ξ˙ = (ξ˙
′
)T C˙ξ˙
′
= (A∗ξ˙)T C˙(A∗ξ˙)
= ξ˙T (A∗)T C˙A∗ξ˙
⇒ (A∗)T C˙A∗ = C˙.
Contudo, tomando o conjugado da equac¸a˜o acima, obtemos a mesma equac¸a˜o
satisfeita pelo spinor me´trico na˜o pontuado,
AT C˙∗A = C˙∗,
de modo que C˙∗ = C; como C e´ real, resulta que os spinores me´tricos pontuado
e na˜o pontuado coincidem (C˙ = C).
Seguindo o mesmo procedimento que utilizamos para definir os spinores co-
variantes na˜o pontuados, podemos introduzir os spinores covariantes pon-
tuados atrave´s da relac¸a˜o
ξα˙ = Cα˙β˙ξ
β˙ . (A.18)
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A lei de transformac¸a˜o dos spinores ξα˙ segue de (A.17):
(
˜˙
ξ)
′
= Cξ˙
′
= CA∗ξ˙
= CA∗C−1˜˙ξ,
ou, utilizando (A.13),
(
˜˙
ξ)
′
= (A+)−1˜˙ξ. (A.19)
Em componentes, a equac¸a˜o acima fica
ξ
′
α˙ = A
∗
α˙
β˙ξβ˙ . (A.20)
Salientamos que os quadrispinores pontuados e na˜o pontuados introduzidos
correspondem a spinores de grau 1 . Podemos construir spinores de maior
grau a partir da composic¸a˜o (produto) de spinores de grau 1, sendo que estes
novos spinores podem apresentar ı´ndices pontuados e na˜o pontuados. Assim, o
grau de um spinor composto na˜o o define completamente e, para especifica´-lo,
usamos um par de ı´ndices (k, l), onde k corresponde ao nu´mero de ı´ndices na˜o
pontuados e l ao nu´mero de ı´ndices pontuados:
ηα1α2...αkβ˙1β˙2...β˙l︸ ︷︷ ︸
(k,l)
= ξα1ωα2 ...θαkζ β˙1λβ˙2 ...δβ˙l .
Os spinores mistos de maior grau, como este u´ltimo, transformam-se se-
guindo as leis de transformac¸a˜o (A.17) e (A.20) dos spinores na˜o pontuados e
pontuados que os compo˜em,
ηα1α2...αkβ˙1β˙2...β˙l = Aα1 αˆ1A
α2
αˆ2 ...A
αk
αˆkA
∗α˙1
ˆ˙α1
A∗α˙2 ˆ˙α2 ...A
∗α˙l
ˆ˙αl
ηαˆ1αˆ2...αˆk
ˆ˙
β1
ˆ˙
β2...
ˆ˙
βl .
(A.21)
Por fim, retomemos o item 2 da demonstrac¸a˜o do homomorfismo entre
o SL(2, C) e o Lp, encaminhada na sec¸a˜o anterior. Devemos mostrar que
a transformac¸a˜o de Lorentz Λ(A) definida pela equac¸a˜o (A.9) e´ orto´crona,
sustentando nossa argumentac¸a˜o em termos das propriedades de grupo de Lp
e SL(2, C).
Para isso, reescrevamos (A.9) em termos das componentes spinoriais (a
matriz σ corresponde a um spinor misto de grau 2 e, portanto, (A.9) e´ uma
equac¸a˜o spinorial):
σαα˙µ Λ
µ
ν = A
α
βσ
ββ˙
ν A
∗α˙
β˙ .
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Esta equac¸a˜o pode ser escrita ainda de uma forma mais conveniente se
introduzirmos uma nova matriz T e um produto direto3 envolvendo as matrizes
A e A∗,
TΛ = (A⊗A∗)T,
onde T e´ a matriz definida por
T =
1
2


1 0 0 1
0 1 −i 0
0 1 i 0
1 0 0 −1

 .
De fato, podemos verificar que a equac¸a˜o acima corresponde a` equac¸a˜o anterior,
componente a componente. Fazendo ν = 0 na equac¸a˜o, temos
σαα˙0 Λ
0
0 + σ
αα˙
1 Λ
1
0 + σ
αα˙
2 Λ
2
0 + σ
αα˙
3 Λ
3
0 = A
α
βσ
ββ˙
0 A
∗α˙
β˙
de modo que
(δα1δ
α˙
1 + δ
α
2δ
α˙
2)Λ
0
0 + (δ
α
1δ
α˙
2 + δ
α
2δ
α˙
1)Λ
1
0 + (−iδα1δα˙2 + iδα2δα˙1)Λ20
+(δα1δ
α˙
1 − δα2δα˙2)Λ30 = AαβA∗α˙β˙(δβ1δβ˙1 + δβ2δβ˙2),
resultando o seguinte sistema de equac¸o˜es:

Λ00 + Λ
3
0 = A
1
1A
∗1
1 +A
1
2A
∗1
2,
Λ10 − iΛ20 = A11A∗21 +A12A∗22,
Λ10 + iΛ
2
0 = A
2
1A
∗1
1 +A
2
2A
∗1
2,
Λ00 − Λ30 = A21A∗21 +A22A∗22.
Pore´m, este mesmo sistema de equac¸o˜es e´ fornecido pela equac¸a˜o matricial
equivalente proposta acima, pois
(A⊗A∗)T 11 = TΛ11 → Λ00 + Λ30 = A11A∗11 +A12A∗12,
(A⊗A∗)T 21 = TΛ21 → Λ10 − iΛ20 = A11A∗21 +A12A∗22,
3O produto direto de duas matrizes A e B pode ser definido como
A⊗B =


a11B a12B · · · a1nB
a21B a22B · · · a2nB
...
...
...
...
an1B an2B · · · annB

 ,
ou, em componentes, (A⊗B)ij,kl = AikBjl.
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(A⊗A∗)T 31 = TΛ31 → Λ10 + iΛ20 = A21A∗11 +A22A∗12,
(A⊗A∗)T 41 = TΛ41 → Λ00 − Λ30 = A21A∗21 +A22A∗22.
De forma similar, verifica-se que os outros sistemas oriundos de (A.9) (as-
sociados a ν = 1, 2, 3) sa˜o reproduzidos pela equac¸a˜o matricial proposta, o que
garante a equivaleˆncia entre as equac¸o˜es. Assim, a demonstrac¸a˜o de que Λ de-
finida em (A.9) e´ uma transformac¸a˜o pro´pria torna-se bastante simples, visto
que, tomando o determinante da equac¸a˜o equivalente,
det[(A⊗A∗)T ] = det(TΛ),
det(A⊗A∗) detT = detT detΛ;
contudo, como detT = −4i 6= 0,
detΛ = det(A⊗A∗).
Uma vez que det(A⊗A∗) = (detA)dim(A∗)(detA∗)dim(A) e detA = detA∗ = 1,
resulta
detΛ = 1,
concluindo a demonstrac¸a˜o do homomorfismo entre SL(2, C) e Lp.
A.4.1 Relac¸a˜o entre Spinores e Quadrivetores
Consideremos o spinor ζαβ˙ o qual, assim como um quadrivetor, apresenta
quatro componentes independentes (duas associadas ao ı´ndice α e duas as-
sociadas ao ı´ndice β˙). Dessa maneira, um quadrivetor xµ e um spinor ζαβ˙
constituem realizac¸o˜es de representac¸o˜es (irredut´ıveis) equivalentes do grupo
de Lorentz restrito e, portanto, e´ poss´ıvel encontrarmos uma relac¸a˜o entre suas
componentes.
Para isso, observemos que a lei de transformac¸a˜o (A.8) da matriz hermitiana
M , definida por (A.7), pode ser escrita em componentes como
M
′αα˙
= AαβA
∗α˙
β˙M
ββ˙ .
Esta lei de transformac¸a˜o corresponde precisamente a` lei que define a trans-
formac¸a˜o de um spinor misto ζαβ˙ , conforme expresso em (A.21). Assim, reno-
meando M por ζ em (A.7), temos a seguinte relac¸a˜o entre o quadrivetor xµ e
o spinor ζαβ˙ :
ζαβ˙ = σαβ˙µ x
µ. (A.22)
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Multiplicando a` esquerda por σρ e tomando o trac¸o (suprimindo os ı´ndices
spinoriais), obtemos a relac¸a˜o inversa
Tr(σρζ) = x
µ Tr(σρσµ)︸ ︷︷ ︸
=2δρµ
,
isto e´,
xµ =
1
2
Tr(σµζ). (A.23)
Vamos verificar agora uma relac¸a˜o bastante u´til entre os spinores mistos
ζαβ˙ , dada por
ζαβ˙ζλβ˙ = δ
α
λx
µxµ. (A.24)
De fato, temos
ζαβ˙ζλβ˙ = ζ
αβ˙CλµCβ˙ν˙ζ
µν˙
= (C1ν˙ζ
α1˙ + C2ν˙ζ
α2˙)(Cλ1ζ
1ν˙ + Cλ2ζ
2ν˙)
= (δ2ν˙ζ
α1˙ − δ1ν˙ζα2˙)(−δ2λζ1ν˙ + δ1λζ2ν˙)
= (ζα2˙ζ11˙ − ζα1˙ζ12˙)δ2λ + (ζα1˙ζ22˙ − ζα2˙ζ21˙)δ1λ
= (ζ22˙ζ11˙ − ζ21˙ζ12˙)δα2δ2λ + (ζ11˙ζ22˙ − ζ12˙ζ21˙)δα1δ1λ
= (ζ22˙ζ11˙ − ζ21˙ζ12˙)︸ ︷︷ ︸
=detζ=xµxµ
δαλ
= xµxµδ
α
λ.
Concluindo esta sec¸a˜o, gostar´ıamos de convidar o leitor interessado em uma
interpretac¸a˜o geome´trica dos spinores a estudar a refereˆncia [44] que aborda, de
forma primorosa, a ana´lise spinorial sob uma linguagem geome´trica bastante
envolvente.
A.5 Representac¸o˜es Irredut´ıveis
Spinores sime´tricos constituem a base das representac¸o˜es de ordens mais
altas de SL(2, C). Podemos enta˜o construir estes espac¸os lineares atrave´s de
monoˆmios, que sa˜o objetos constru´ıdos a partir de spinores de ordem 1 pon-
tuados e na˜o pontuados (ξα, ηα˙) como segue:
Θmm′ (j, j
′
) = a(j, j
′
;m,m
′
)ξj+m1 ξ
j−m
2 η
j
′
+m
′
1˙
ηj
′−m′
2˙
, (A.25)
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onde j, j
′
= 0, 1/2, 1, 3/2, ..., m = −j,−j + 1, ..., j − 1, j, m′ = −j′ ,−j′ +
1, ..., j
′ − 1, j′ e a(j, j′ ;m,m′) e´ uma constante de normalizac¸a˜o.
Assim, os ı´ndices j e j
′
comportam-se como os autovalores de spin (sa˜o
inteiros e semi-inteiros na˜o negativos) e os ı´ndices m e m
′
como as projec¸o˜es
de spin na direc¸a˜o z.
Os monoˆmios Θmm′ (j, j
′
) definidos em (A.25) sa˜o as componentes de um
spinor sime´trico covariante Θ˜. Podemos construir, de forma ana´loga, um spinor
contravariate Φ:
Φmm
′
(j, j
′
) = a(j, j
′
;m,m
′
)ψ1
j+m
ψ2
j−m
κ1˙
j
′
+m
′
κ2˙
j
′−m′
. (A.26)
Contraindo os spinores Θ˜ e Φ temos
Θmm′Φ
mm
′
= a2(ξ1ψ
1)j+m(ξ2ψ
2)j−m(η1˙κ
1˙)j
′
+m
′
(η2˙κ
2˙)j
′−m′ ; (A.27)
pore´m, para que esta expressa˜o seja invariante ela deve assumir a forma
Θmm′Φ
mm
′
= c(j, j
′
)(ξµψ
µ)2j(ην˙κ
ν˙)2j
′
,
onde c(j, j
′
) e´ uma constante e, como vimos anteriormente, ξνψ
µ e ηη˙κ
ν˙ sa˜o
formas bilineares invariantes. Assim, efetuando a expansa˜o binomial4 de ξνψ
µ
e ηη˙κ
ν˙ , obtemos
Θmm′Φ
mm
′
=
c(j, j
′
)(2j)!(2j
′
)!
(j +m)!(j −m)!(j′ +m′)!(j′ −m′)! (ξ1ψ
1)j+m(ξ2ψ
2)j−m.
.(η1˙κ
1˙)j
′
+m
′
(η2˙κ
2˙)j
′−m′ . (A.28)
Dessa forma, comparando (A.27) e (A.28) obtemos uma expressa˜o para o
fator de normalizac¸a˜o,
a(j, j
′
;m,m
′
) =
[
c(j, j
′
)(2j)!(2j
′
)!
(j +m)!(j −m)!(j′ +m′)!(j′ −m′)!
]1/2
.
O fator c(j, j
′
)(2j)!(2j
′
)! e´ comum a todas as componentes dos spinores
Θ˜(j, j
′
) e Φ(j, j
′
), pois depende apenas de j e j
′
, de modo que podemos suprimi-
-lo fazendo c(j, j
′
) = [(2j)!(2j
′
)!]−1.
4Expansa˜o Binomial
(p+ q)n =
n∑
x=0
n!
x!(n− x)!
pxqn−x.
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Com isso, os spinores sime´tricos covariantes (A.25), que constituem a base
dos espac¸os de representac¸a˜o de ordens superiores, podem ser expressos por
Θmm′ (j, j
′
) =
1
[(j +m)!(j −m)!(j′ +m′)!(j′ −m′)!]1/2
ξj+m1 ξ
j−m
2 η
j
′
+m
′
1˙
ηj
′−m′
2˙
.
(A.29)
Similarmente, para os spinores sime´tricos contravariantes (A.26), obtemos
Φmm
′
(j, j
′
) =
1
[(j +m)!(j −m)!(j′ +m′)!(j′ −m′)!]1/2
ψ1
j+m
ψ2
j−m
κ1˙
j
′
+m
′
κ2˙
j
′−m′
.
(A.30)
Observemos que, para j e j
′
fixos, o spinor Φ(j, j
′
) apresenta (2j+1)(2j
′
+1)
componentes, o que corresponde a` dimensa˜o do espac¸o linear gerado por este
spinor. Ale´m disso, notemos que, fazendo j = 1/2 e j
′
= 0, temos Φ(1/2, 0) = ψ
e, analogamente, fazendo j = 0 e j
′
= 1/2, segue Φ(0, 1/2) = κ˙.
Agora, sob a influeˆncia de TL, os spinores Φ(j, j
′
) se transformam por
interme´dio de matrizes (2j+1)(2j
′
+1)×(2j+1)(2j′+1), as quais denotaremos
por Djj
′
(A), da seguinte forma:
Φ
′ jj
′
= (Djj
′
(A))mm
′
nn′Φ
nn
′
(j, j
′
). (A.31)
As matrizes Djj
′
sa˜o parametrizadas exclusivamente pelas matrizes A(Λ),
como indicado.
Para construirmos os elementos da matriz Djj
′
(A) basta desenvolvermos
a equac¸a˜o (A.31); entretanto, como este procedimento e´ padra˜o, embora tedi-
oso, apenas o descreveremos aqui. Assim, utilizam-se as leis de transformac¸a˜o
dos quadrispinores ψµ e κµ˙ (equac¸o˜es (A.11) e (A.17), respectivamente) e a
expansa˜o binomial para desenvolvermos o lado esquerdo da equac¸a˜o e, desse
modo, relacionamos os elementos de Djj
′
(A) do lado direito da equac¸a˜o com
os respectivos coeficientes de A e A∗ que surgem do lado esquerdo, apo´s re-
colecionarmos os termos oriundos da expansa˜o binomial. Como os polinoˆmios
envolvendo os elementos de ψ e κ˙ sa˜o independentes, os elementos de Djj
′
(A)
referentes a ı´ndices pontuados e na˜o pontuados sa˜o obtidos separadamente (o
que indica queDjj pode ser expresso como um produto direto de representac¸o˜es
Dj0 e D0j).
Dessa maneira, fazendo j
′
= 0, obtemos a matriz Dj0(A) que transforma
apenas spinores na˜o pontuados contravariantes:
χm(j) =
1
[(j +m)!(j −m)!(j′ +m′)!(j′ −m′)!]1/2
ψ1
j+m
ψ2
j−m
; (A.32)
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similarmente, fazendo j = 0, obtemos a matriz D0j
′
(A) que transforma apenas
spinores pontuados contravariantes:
χm
′
(j
′
) =
1
[(j +m)!(j −m)!(j′ +m′)!(j′ −m′)!]1/2
κ1˙
j
′
+m
′
κ2˙
j
′−m′
. (A.33)
No caso geral, a matriz Djj
′
(A) e´ obtida pelo produto direto das matrizes
Dj0(A) e D0j
′
(A):
Djj
′
(A) = Dj0(A)⊗D0j
′
(A), (A.34)
atuando sobre spinores contravariantes da forma:
Φmm
′
(j, j
′
) = χm(j)χ˙m
′
(j
′
).
Em suma, temos que as matrizes Djj
′
(A) constituem representac¸o˜es irre-
dut´ıveis finitas do grupo SL(2, C). Essas representac¸o˜es sa˜o caracterizadas
pelos nu´meros j e j
′
, os quais podem assumir valores positivos inteiros ou
semi-inteiros, de modo que a dimensa˜o de uma representac¸a˜o (j, j
′
) e´ dada por
(2j + 1)(2j
′
+ 1). As matrizes Djj
′
(A) podem ser expressas como um produto
direto das matrizes Dj0(A) e D0j
′
(A), de acordo com (A.34). Em geral, a
representac¸a˜o Djj
′
(A) na˜o e´ unita´ria.
A.5.1 Propriedades das Matrizes Djj
′
(A)
A seguir, faremos uma breve ana´lise das principais caracter´ısticas das ma-
trizes Djj
′
(A).
Consideremos, enta˜o, as representac¸o˜es Dj0(A) e D0j(A). Os spinores χ(j)
e χ˙(j) sa˜o constru´ıdos a partir das componentes dos spinores ψ e κ˙ que, por sua
vez, transformam-se mediante a atuac¸a˜o das matrizes A e A∗, respectivamente,
de acordo com (A.11) e (A.17). Dessa maneira, as leis de transformac¸a˜o dos
spinores χ(j) e χ˙(j) ficam expressas por
χ
′m(j) =
1
[(j +m)!(j −m)!]1/2 (A
1
nψ
n)j+m(A2lψ
l)j−m, (A.35)
χ˙
′m(j) =
1
[(j +m)!(j −m)!]1/2 (A
∗1˙
n˙κ
n˙)j+m(A∗2˙ l˙κ
l˙)j−m. (A.36)
Por outro lado, as TL sa˜o induzidas sobre os spinores χ(j) e χ˙(j) atrave´s
das matrizes Dj0(A) e D0j(A), respectivamente,
χ
′
= Dj0(A)χ(j), (A.37)
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χ˙
′
(j) = D0j(A)χ˙(j). (A.38)
Assim, a partir de (A.35) e (A.36), verifica-se que, fazendo a troca A→ A∗,
as componentes de χ se transformam como as componentes de χ˙ e vice-versa,
de modo que, transcrevendo esta informac¸a˜o para as equac¸o˜es (A.37) e (A.38),
obtemos
Dj0(A∗) = D0j(A) e D0j(A) = Dj0
∗
(A).
Temos enta˜o a propriedade
Dj0(A∗) = Dj0
∗
(A).
Portanto, as matrizes Djj
′
(A) e Dj
′
j(A) formam um par conjugado entre
si:
Djj
′
(A) = (Dj
′
j(A))∗. (A.39)
Logo, se j = j
′
, enta˜o a transformac¸a˜o e´ real.
Como as matrizes Dj0(A) e D0j(A) esta˜o relacionadas entre si por (A.39),
e´ suficiente estudarmos apenas as propriedades de Dj0, pois as propriedades
de Djj
′
decorrem de forma natural.
Examinemos enta˜o as principais propriedades das transformac¸o˜es Dj0(A),
que denotaremos doravante por Dj(A).
Consideremos a transformac¸a˜o identidade A = I atuando sobre o spinor ψ,
cujas componentes formam os elementos de χ(j). Assim,
χ
′m(j) =
1
[(j +m)!(j −m)!]1/2 (δ
1
nψ
n)j+m(δ2lψ
l)j−m
⇒ χ′m(j) = χm(j).
Utilizando (A.37), verifica-se que a matriz Dj(I) corresponde a` pro´pria identi-
dade,
Dj
µ
ν(I) = δ
µ
ν . (A.40)
Analogamente, consideremos a atuac¸a˜o de uma composic¸a˜o de transformac¸o˜es
A2A1 sobre ψ, de modo que o efeito sobre as componentes de χ(j) e´
χ
′m(j) =
1
[(j +m)!(j −m)!]1/2 (A2
1
nA1
n
kψ
k)j+m(A2
2
aA1
a
bψ
b)j−m, (A.41)
o que, por outro lado, corresponde a` transformac¸a˜o induzida por Dj(A2A1):
χ
′m = Dj(A2A1)
m
nχ
n(j). (A.42)
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Todavia, podemos construir este mesmo spinor χ
′m(j) atrave´s da atuac¸a˜o
sucessiva das transformac¸o˜es A1 e A2 sobre os quadrispinores:
χ
′′a(j) =
1
[(j +m)!(j −m)!]1/2 (A1
1
nψ
n︸ ︷︷ ︸
=η1
)j+a(A1
2
lψ
l︸ ︷︷ ︸
=η2
)j−a
=
1
[(j +m)!(j −m)!]1/2 (η
1)j+a(η2)j−a,
correspondendo a
χ
′′a(j) = Dj(A1)
a
nχ
n(j),
χ
′m(j) =
1
[(j +m)!(j −m)!]1/2 (A2
1
nη
n)j+m(A2
2
lη
l)j−m
=
1
[(j +m)!(j −m)!]1/2 (A2
1
nA1
n
aψ
a)j+m(A2
2
lA1
l
bψ
b)j−m,
o que corresponde a
χ
′m(j) = Dj(A2)
m
aχ
′′a(j)
= Dj(A2)
m
aD
j(A1)
a
nχ
ν(j).
Comparando a u´ltima equac¸a˜o com (A.42), segue
Dj(A2)D
j(A1) = D
j(A2A1). (A.43)
Como consequeˆncia imediata de (A.40) e (A.43), temos
Dj(A−1)Dj(A) = Dj(A−1A) = I
⇒ Dj(A−1) = Dj(A)−1. (A.44)
De modo semelhante, temos
Dj(AT ) = Dj(A)
T
. (A.45)
Consideremos ainda uma transformac¸a˜o dos quadrispinores da forma ψ →
aAψ, onde a e´ uma constante complexa e A uma transformac¸a˜o de Lorentz; o
efeito desta transformac¸a˜o sobre o spinor χ(j) manifesta-se como segue:
χ
′m(j) =
1
[(j +m)!(j −m)!]1/2 (aA
1
nψ
n)j+m(aA2lψ
l)j−m
= a2j
1
[(j +m)!(j −m)!]1/2 (A
1
nψ
n)j+m(A2lψ
l)j−m
= a2jDj(A)mnχ
n(j)
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⇒ Dj(aA) = a2jDj(A). (A.46)
Assim,
Dj1j2(aA) = Dj10(aA)⊗D0j2(aA)
= Dj10(aA)⊗Dj20(aA)∗
= a2j1a2j2
∗
Dj1j2(A).
Fazendo a = −1 na expressa˜o acima, observa-se que, se j1 + j2 e´ inteiro, a
representac¸a˜o (j1, j2) de SL(2, C) e´ single-valued e, se j1 + j2 e´ semi-inteiro, a
representac¸a˜o e´ double-valued.
Sabemos que A−1 e AT esta˜o relacionadas atrave´s de (A.13). Usando
(A.43), (A.44) e (A.45) (e lembrando que AT , A−1 ∈ SL(2, C)), encontramos
uma relac¸a˜o de equivaleˆncia entre as matrizes Dj(A)
−1
e Dj(A)
T
:
Dj(C−1)Dj(A)
T
Dj(C) = Dj(A)
−1
. (A.47)
Consideremos, por fim, as matrizes Dj(C) e Dj(C−1), responsa´veis pelo
levantamento e abaixamento dos ı´ndices. A partir de (A.14) e de sua inversa,
obtemos
χm(j) =
1√
(j +m)!(j −m)!ξ
j+m
1 ξ
j−m
2
=
1√
(j +m)!(j −m)! (C1kξ
k)j+m(C2lξ
l)j−m
=
1√
(j +m)!(j −m)! (ξ
2)j+m(−ξ1)j−m
= (−1)j−m 1√
(j +m)!(j −m)! (ξ
1)j−m(ξ2)j+m︸ ︷︷ ︸
=χ−m(j)
= (−1)j−mδ−mnχn(j)
⇒ (Dj(C))mn = (−1)j−mδ−mn, (A.48)
χm(j) =
1√
(j +m)!(j −m)! (ξ
1)j+m(ξ2)j−m
=
1√
(j +m)!(j −m)! (C
1kξk)
j+m(C2lξl)
j−m
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=
1√
(j +m)!(j −m)! (−ξ
2)j+m(ξ1)j−m
= (−1)j+mδ−mnχn(j)
⇒ (Dj(C−1))mn = (−1)j+mδ−mn. (A.49)
Para as matrizes D0j(A) ≡ Dj(A∗), responsa´veis pela transformac¸a˜o dos
spinores pontuados χ˙(j), as propriedades sa˜o as mesmas que encontramos para
Dj0(A).
A.6 Os Geradores do Grupo de Lorentz
Uma transformac¸a˜o de Lorentz infinitesimal e´ expressa por
Λµν = δ
µ
ν + w
µ
ν , (A.50)
onde wµν deve ser antissime´trico para que (A.4) seja satisfeita. Dessa forma, os
wµν constituem os 6 paraˆmetros que caracterizam uma TL: w
0
1, w
0
2, w
0
3, w
1
2,
w23 e w
3
1. Conforme ilustrado a seguir, os w
0
i esta˜o relacionados aos boosts e
os wij a`s rotac¸o˜es espaciais.
De fato, consideremos um boost na direc¸a˜o z:{
x
′0 = γ(x0 − βx3),
x
′3 = γ(x3 − βx0),
onde γ = (1− β2)−1/2 e β = v/c.
Fazendo β infinitesimal, segue{
x
′0 = x0 − βx3,
x
′3 = x3 − βx0.
Por outro lado, substituindo (A.50) em (A.3),
x
′µ = xµ + wµνx
ν . (A.51)
Assim, comparando (A.51) com o boost em z logo acima, os u´nicos termos
na˜o nulos envolvem w03 (i.e. w
0
3 = −β).
Analogamente, considerando uma rotac¸a˜o infinitesimal em torno do eixo z:{
x
′1 = x1 + αx2,
x
′2 = −αx1 + x2.
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Comparando com (A.51), os u´nicos termos na˜o nulos envolvem w12 (i.e.
w12 = α).
Construiremos a seguir os geradores associados aos boosts e a`s rotac¸o˜es.
Para que as equac¸o˜es de movimento preservem sua forma sob transforma-
c¸o˜es de Lorentz homogeˆneas, devemos exigir que a densidade lagrangiana
Lˇ do sistema seja um escalar de Lorentz, pois as equac¸o˜es de movimento sa˜o
obtidas a partir desta func¸a˜o, via princ´ıpio variacional:
Lˇ(φ
′
r, ∂α(x
′µ)) = Lˇ(φr, ∂α(x
µ)), (A.52)
onde φr(x
µ) sa˜o os r campos que descrevem o sistema.
Sob uma transformac¸a˜o infinitesimal, definimos a variac¸a˜o total do campo
φr(x
µ) por
δTφr(x
µ) = φ
′
r(x
′µ)− φr(xµ). (A.53)
Enta˜o, se Srs(w
µν) e´ a matriz antissime´trica que induz a transformac¸a˜o
infinitesimal sobre os campos φr(x
µ),
φ
′
r(x
′µ) = Srs(w
αβ)φs(x
µ)
=
(
δrs +
1
2
Sαβrs wαβ
)
φs(x
µ)
= φr(x
µ) +
1
2
Sαβrs wαβφs(x
µ). (A.54)
Logo,
δTφr(x
µ) =
1
2
Sαβrs wαβφs(x
µ). (A.55)
Por outro lado, temos que
δTφr(x
µ) = φ
′
r(x
′µ)− φr(xµ)
= (φ
′
r(x
′µ)− φr(x
′µ))︸ ︷︷ ︸
=δφr(x
′µ)
+(φr(x
′µ)− φr(xµ))︸ ︷︷ ︸
=∂αφrδxα
= δφr(x
′µ) + ∂αφr δx
α︸︷︷︸
=wαβxβ
= δφr(x
′µ) + wαβxβ∂αφr,
onde expandimos φr(x
′µ) em se´rie de Taylor ate´ primeira ordem em δxµ e
usamos (A.50). Pore´m, sob transformac¸o˜es infinitesimais, a variac¸a˜o da forma
funcional do campo (mantendo-se as coordenadas constantes) deve ser a mesma
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nos referenciais inerciais com e sem linha, ou seja, δφr(x
′µ) ≈ δφr(xµ), tal que
podemos reescrever a expressa˜o acima como
δTφr(x
µ) = δφr(x
µ) + wαβxβ∂αφr. (A.56)
De posse dessas relac¸o˜es, podemos explorar a invariaˆncia da densidade la-
grangiana:
δT Lˇ = δLˇ(x
µ) + (∂αLˇ)δx
α = 0. (A.57)
Contudo, observemos que
δLˇ(xµ) =
∂Lˇ
∂φr
δφr +
∂Lˇ
∂(∂µφr)
δ(∂µφr),
de forma que, recorrendo a`s equac¸o˜es de Euler-Lagrange5 satisfeitas pelos cam-
pos φr, segue
δLˇ(xµ) = ∂µ
(
∂Lˇ
∂(∂µφr)
)
δφr +
∂Lˇ
∂(∂µφr)
δ(∂µφr)
= ∂µ
(
∂Lˇ
∂(∂µφr)
δφr
)
= ∂µ
(
∂Lˇ
∂(∂µφr)
(δTφr − wαβxβ∂αφr)
)
= ∂µ
(
∂Lˇ
∂(∂µφr)
(
1
2
Sαβrs wαβφs − wαβxβ∂αφr
))
,
onde usamos (A.55) e (A.56), lembrando que a variac¸a˜o dos campos e de suas
derivadas se da´ a ponto fixo.
Em contrapartida, temos tambe´m
(∂αLˇ)δx
α = ∂α(Lˇδx
α)− Lˇ∂α(δxα)
= ∂α(Lˇw
αβxβ)− Lˇwαβ ∂αxβ︸ ︷︷ ︸
=gαβ
,
5A ac¸a˜o e´ a func¸a˜o definida por
S =
∫
Lˇ(φr, ∂µφr, x
µ)d4x,
de forma que, exigindo que a ac¸a˜o seja um extremo (princ´ıpio variacional), determinamos as
equac¸o˜es de movimento conhecidas como equac¸o˜es de Euler-Lagrange:
δS = 0⇒ ∂µ
(
∂Lˇ
∂(∂αφ)
)
−
∂Lˇ
∂αφ
= 0.
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sendo que, explorando a antissimetria de wµν , o segundo termo se anula e,
enta˜o,
(∂αLˇ)δx
α = ∂α(Lˇw
αβxβ).
Portanto, compondo as duas relac¸o˜es acima, retornamos a (A.57) e obtemos
a relac¸a˜o de continuidade
∂α
(
∂Lˇ
∂(∂αφr)
(
1
2
Sµν,rsw
µνφs − wµνxν∂µφr
)
+ Lˇwαβxβ
)
= 0.
Usando a antissimetria de wµν , podemos desenvolver a expressa˜o acima:
∂α
[
1
2
wµν
(
∂Lˇ
∂(∂αφr)
(Sµν,rsφs + (xµ∂ν − xν∂µ)φr) + Lˇ(δαµxν − δανxµ)
)]
= 0
∂α

wµν

 ∂Lˇ∂(∂αφr)Sµν,rsφs + xµ
(
∂Lˇ
∂(∂αφr)
∂νφr − Lˇδαν
)
︸ ︷︷ ︸
=ταν
−
−xν
(
∂Lˇ
∂(∂αφr)
∂µφr − Lˇδαµ
)
︸ ︷︷ ︸
=ταµ



 = 0
∂α
[
wµν
(
∂Lˇ
∂(∂αφr)
Sµνrsφs + (x
µταν − xνταµ)
)]
= 0
ou, como wµν e´ arbitra´rio,
∂αM
αµν = 0, (A.58)
onde o tensor de energia-momento τµν e´ definido por
τµν =
∂Lˇ
∂(∂µφr)
∂νφr − Lˇgµν , (A.59)
sendo a quadricorrente conservada (corrente de Noether) expressa por
Mαµν =
∂Lˇ
∂(∂αφr)
Sµν,rsφs + (x
µταν − xνταµ). (A.60)
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A partir da equac¸a˜o de continuidade, podemos determinar as cargas con-
servadas (cargas de Noether). Assim, assumindo que os campos φr(x
µ) eva-
nescem para ~x → ∞, integramos (A.58) sobre todo o espac¸o e recorremos ao
teorema de Gauss:
∂t
∫
V→∞
M0µνd3x+
∫
V→∞
∂iM
iµνd3x︸ ︷︷ ︸
=
∫
S→∞
MiµνnidS→0
= 0
⇒ ∂t
∫
V→∞
M0µνd3x = 0.
Deste modo, as cargas conservadas sa˜o escritas como
Mµν =
∫
V→∞
M0µνd3x. (A.61)
As cargas de Noether (A.61) definem os geradores (cla´ssicos) das trans-
formac¸o˜es homogeˆneas, visto que podemos determinar a varic¸a˜o δφr dos campos
sob transformac¸o˜es de Lorentz infinitesimais atrave´s dos pareˆnteses de Poisson
entre as cargas conservadas e os campos:{
φr(x
ρ),
1
2
wµνM
µν
}
cla´ssico
= δφr(x
ρ).
Recorrendo a (A.55) e (A.56),
{φr(xµ),Mµν}cla´ssico = Sµνrs φs(xρ) + (xµ∂ν − xν∂µ)φr(xρ). (A.62)
Agora, para acessarmos o cena´rio da teoria quaˆntica, efetuamos o procedi-
mento de primeira quantizac¸a˜o de forma que os pareˆntes de Poisson traduzem-se
em comutadores, enquanto os campos φr(x
µ) correspondem a operadores que
atuam sobre os vetores de estado. Assim, com base na relac¸a˜o (A.62), pode-
mos propor os geradores das transformac¸o˜es de Lorentz homogeˆneas
no contexto quaˆntico da seguinte forma:
Mµν = i(xµ∂ν − xν∂µ) + iSˆµν . (A.63)
Os geradores definidos acima, assim como os paraˆmetros wµν , sa˜o antissi-
me´tricos e compo˜em um conjunto de 6 geradores independentes. Podemos
classificar os geradores em duas categorias:
Ji =
1
2
ijkMjk, (A.64)
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Ni =M0i, (A.65)
onde i, j, k = (1, 2, 3).
Os geradores Ji esta˜o associados a rotac¸o˜es espaciais e os geradores Ni
relacionam-se a boosts de Lorentz.
As relac¸o˜es de comutac¸a˜o que definem a a´lgebra dos geradores Mµν sa˜o
expressas por6
[Mµν ,Mρσ] = −i(gµρMνσ − gµσMνρ + gνσMµρ − gνρMµσ). (A.66)
Dessa forma, a partir de (A.66), obteˆm-se as relac¸o˜es de comutac¸a˜o para Ji
e Ni:
[Ji, Jj ] = iijkJk, (A.67)
[Ji, Nj ] = iijkNk, (A.68)
[Ni, Nj ] = −iijkJk. (A.69)
Observac¸a˜o: notemos que a equac¸a˜o (A.67) evidencia o fato de que os
geradores Jk obedecem a` a´lgebra de momento angular e, portanto, sa˜o efetiva-
mente os geradores de rotac¸o˜es.
A partir da composic¸a˜o de TL infinitesimais, podemos construir trans-
formac¸o˜es finitas. Assim, consideremos uma transformac¸a˜o infinitesimal da
forma
l = 1− 1
2
~M.nˆδϕ,
onde ~M e´ a matriz geradora da transformac¸a˜o, nˆ e´ o versor que define o eixo da
rotac¸a˜o e δϕ e´ o “aˆngulo” de rotac¸a˜o. Assim, para construir uma transformac¸a˜o
finita parametrizada por um “aˆngulo” ϕ, efetuamos ϕ/δϕ transformac¸o˜es infi-
nitesimais:
L = (1− 1
2
~M.nˆδϕ)ϕ/δϕ.
Tomando o limite em que δϕ→ 0,
L = [ lim
δϕ→0
(1− 1
2
~M.nˆδϕ)1/δϕ]ϕ,
de modo que, realizando a mudanc¸a de varia´veis δa = − 12 ~M.nˆδϕ, segue
L = [ lim
δa→0
(1 + δa)1/δa︸ ︷︷ ︸
=e
]ϕ
6Estas relac¸o˜es sa˜o demonstradas no apeˆndice B.
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⇒ L = e− 12 ~M.nˆϕ. (A.70)
Portanto, podemos construir boosts e rotac¸o˜es finitas a partir dos operadores
Lb = e
− 12 ~N.nˆχ, (A.71)
Lr = e
− 12 ~J.nˆθ, (A.72)
respectivamente, onde χ e´ um aˆngulo hiperbo´lico que parametriza o boost e θ
um aˆngulo trigonome´trico que parametriza a rotac¸a˜o.
Para finalizar, vamos construir os geradores de SL(2, C) associados aos
geradores N e J de Lp.
Consideremos, primeiramente, um boost Λ infinitesimal que leva a um refe-
rencial com “velocidade” ~β em relac¸a˜o ao referencial inercial de repouso:{
x
′0 = x0 − ~β.~x,
x
′i = xi − βix0.
Sabemos que o efeito desta transformac¸a˜o sobre os spinores mistos ζαβ˙ =
ξαηβ˙ e´ dado por (A.21) (escrita abaixo em forma matricial)
ζ
′
= Aξη˙A+.
Entretanto, A deve ser da forma A(Λ) = 1 + δ, onde δ e´ um elemento
infinitesimal. Enta˜o, desprezando termos de ordem quadra´tica em δ, segue
ζ
′
= ζ + δζ + ζδ+. (A.73)
Agora, usando (A.22) em forma matricial e o boost definido acima,
ζ
′
= ~σ.~x
′
+ x0
′
I
= ~σ.(~x− ~βx0) + (x0 − ~β.~x)
⇒ ζ ′ = ζ − (~σx0 + ~x).~β. (A.74)
Comparando (A.73) e (A.74), temos
δζ + ζδ+ = −(~σx0 + ~x).~β,
de modo que, substituindo ζ na expressa˜o acima,{
δ + δ+ = −~σ.~β,
δ~σ + ~σδ+ = −~β.
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A soluc¸a˜o deste sistema de equac¸o˜es consiste em
δ = δ+ = −1
2
~σ.~β.
Dessa maneira, a matriz de transformac¸a˜o A(Λ) e´ da forma
A(Λ) = 1− 1
2
~σ.~β, (A.75)
onde ~β e´ infinitesimal.
Seguindo o mesmo procedimento que nos levou a (A.70), podemos construir
a matriz de transformac¸a˜o finita A(Λ) de SL(2, C) a partir de (A.75)
Ab(Λ) = e
− 12~σ.nˆη. (A.76)
Esta matriz Ab(Λ) corresponde ao gerador, no SL(2, C), de um boost de
Lorentz finito ao longo do eixo nˆ e e´ parametrizado por η (paraˆmetro denomi-
nado rapidez).
Observemos que, usando a propriedade das matrizes de Pauli
(~σ.nˆ)l =
{
1, se l=par,
~σ.nˆ, se l=ı´mpar,
podemos reescrever (A.76) expandindo a exponencial,
Ab(Λ) = cosh(
η
2
)− ~σ.nˆsenh(η
2
). (A.77)
De modo rigorosamente ana´logo ao que fizemos acima para um boost de
Lorentz, podemos construir o gerador de rotac¸o˜es no SL(2, C), resultando em
Ar(Λ) = e
i
2~σ.nˆθ, (A.78)
onde θ e´ um aˆngulo trigonome´trico que parametriza a rotac¸a˜o e nˆ define o eixo
de rotac¸a˜o.
Expandindo a exponencial em (A.78), e usando novamente a propriedade
das matrizes de Pauli indicada anteriormente, obtemos
Ar(Λ) = cos(
θ
2
) + i~σ.nˆsen(
θ
2
). (A.79)
Devemos enfatizar que as matrizes Ab definidas em (A.76) sa˜o hermitianas
e as matrizes Ar definidas em (A.78) sa˜o unita´rias, ou seja, o conjunto dos
boosts de Lorentz constituem o setor hermitiano de SL(2, C), ao passo que
o conjunto de rotac¸o˜es compo˜e o setor unita´rio. Por isso, podemos ver que
as representac¸o˜es Djj
′
(Λ), em geral, na˜o sa˜o unita´rias, conforme comentamos
anteriormente.
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Apeˆndice B
Representac¸o˜es Unita´rias
do Grupo de Poincare´
Nosso objetivo neste apeˆndice consiste em fazer uma breve digressa˜o de
alguns to´picos referentes ao grupo de Poincare´, que consiste no grupo de si-
metria principal da mecaˆnica quaˆntica relativ´ıstica e exerce papel fundamental
na elaborac¸a˜o do formalismo subjacente a` teoria de spins altos. Vamos en-
fatizar em particular as representac¸o˜es unita´rias deste grupo, no contexto
envolvendo part´ıculas de massa na˜o nula, fornecendo os subs´ıdios necessa´rios
para o estudo do formalismo desenvolvido por Weinberg (discutido no cap´ıtulo
2).
B.1 O Grupo de Poincare´ Cla´ssico
No apeˆndice A discutimos o grupo de Lorentz homogeˆneo, que compreende
rotac¸o˜es (hiperbo´licas e trigonome´tricas) no espac¸o-tempo de Minkowski e pre-
serva a forma quadra´tica invariante (xµ − yµ)2. Pode-se, pore´m, estender
este grupo homogeˆneo para acomodar tambe´m translac¸o˜es no espac¸o-tempo
x
′µ = aµ + Λµνx
ν , construindo assim o grupo de Poincare´ (ou grupo de
Lorentz na˜o homogeˆneo).
Conforme vimos anteriormente, o grupo de Lorentz pode ser particionado
em setores desconexos: Λ↑+ (orto´crono pro´prio), Λ
↓
+ (na˜o-orto´crono pro´prio),
Λ↑− (orto´crono impro´prio) e Λ
↓
− (na˜o-orto´crono impro´prio). Esta divisa˜o per-
manece va´lida tambe´m para o grupo na˜o homogeˆneo, de modo que podemos
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representar o grupo de Poincare´ (D) esquematicamente como segue:
D = D↑+ + PTD
↑
+︸ ︷︷ ︸
=D↓+
+PD↑+︸ ︷︷ ︸
=D↑−
+TD↑+︸ ︷︷ ︸
=D↓−
;
onde P e T representam as transformac¸o˜es de paridade e reversa˜o temporal,
respectivamente.
O setor orto´crono pro´prio D↑+ e´ o u´nico que constitui um subgrupo do
grupo de Poincare´ (como visto no contexto do grupo de Lorentz homogeˆneo);
portanto, doravante estaremos sempre trabalhando com este setor em nossa
discussa˜o e faremos a seguir uma breve ana´lise deste grupo.
Um elemento g = (a,Λ) de D↑+ e´ definido por uma translac¸a˜o espac¸o-
-temporal aµ e uma transformac¸a˜o de Lorentz orto´crona e pro´pria Λµν . Dessa
forma, cada elemento g e´ caracterizado por 10 paraˆmetros independentes: 4
associados a` translac¸a˜o e 6 relativos a`s transformac¸o˜es de Lorentz (conforme
visto para o grupo homogeˆneo no apeˆndice A).
A lei de composic¸a˜o entre elementos pertencentes a D↑+ e´ expressa por:
(a1,Λ1)(a2,Λ2) = (a1 + Λ1a2,Λ1Λ2); (B.1)
onde os ı´ndices 1 e 2 acima referem-se aos elementos abstratos g1 e g2 (na˜o
correspondem a ı´ndices de Lorentz, os quais foram suprimidos na expressa˜o)1.
Observa-se que fazendo a1 e a2 nulos, naturalmente recupera-se a lei de
composic¸a˜o para o grupo de Lorentz, que corresponde ao grupo homogeˆneo,
conforme comentamos anteriormente. Agora, fazendo Λ1 = I e a2 = 0, obtemos
(a1, I)(0,Λ2) = (a1,Λ2),
de modo que uma transformac¸a˜o de Poincare´2 arbitra´ria compreende o
produto ordenado de uma transformac¸a˜o de Lorentz e uma translac¸a˜o,
nesta sequeˆncia.
1Esta lei de composic¸a˜o entre elementos de D↑
+
pode ser expressa matricialmente se in-
troduzirmos uma representac¸a˜o na˜o unita´ria:
(a,Λ)→
(
Λ a
0 1
)
.
2Daqui em diante, por simplicidade, vamos nos referir a`s transformac¸o˜es g = (a,Λ) per-
tencentes a D↑
+
como transformac¸o˜es de Poincare´.
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B.1.1 Geradores do Grupo de Poincare´ (D↑+)
No apeˆndice anterior, examinamos os geradores do grupo de Lorentz atrave´s
da ana´lise de transformac¸o˜es infinitesimais e obtivemos os operadoresMµν defi-
nidos em (A.63). Estes operadores compo˜em um conjunto de 6 geradores inde-
pendentes Ji e Ni, expressos em (A.64) e (A.65) respectivamente, responsa´veis
por rotac¸o˜es e boosts, os quais correspondem a`s transformac¸o˜es homogeˆneas
do grupo de Poincare´ D↑+. Dessa forma, necessitamos construir apenas os ge-
radores relativos a`s transformac¸o˜es na˜o homogeˆneas do grupo (translac¸o˜es).
Seguindo o mesmo procedimento adotado no apeˆndice A, definimos uma
translac¸a˜o infinitesimal como segue:
x
′µ = xµ + µ. (B.2)
Diferentemente do caso envolvendo transformac¸o˜es homogeˆneas, abordado
no apeˆndice anterior, os campos φr(x
µ) preservam-se sob translac¸o˜es, ou seja
φ
′
r(x
′µ) = φr(x
µ), de forma que a variac¸a˜o total do campo e´ nula:
δTφr(x
µ) = 0.
Dessa maneira, observemos que
δTφr(x
α) = δφr(x
α) + δxµ∂µφr(x
α) = 0,
de modo que a variac¸a˜o da forma funcional dos campos fica expressa por
δφr(x
α) = −µ∂µφr(xα).
Recorrendo agora a` invariaˆncia da lagrangiana, temos
δLˇ(xµ) + (∂µLˇ)δx
µ = 0,
de forma que, desenvolvendo esta relac¸a˜o de modo similar ao que foi feito no
apeˆndice anterior (com o aux´ılio das equac¸o˜es de Euler-Lagrange), segue a
corrente de Noether
∂µ
(
∂Lˇ
∂(∂µφr)
δφr
)
+ (∂αLˇ)δx
α = 0,
∂µ
(
−ν ∂Lˇ
∂(∂µφr)
∂νφr(x
α) + µLˇ
)
= 0,
−ν∂µ
(
∂Lˇ
∂(∂µφr)
∂νφr(x
α)− gνµLˇ
)
= 0,
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∂µ
(
∂Lˇ
∂(∂µφr)
∂νφr(x
α)− gνµLˇ
)
︸ ︷︷ ︸
=τµν
= 0
⇒ ∂µτµν = 0,
onde τµν e´ o tensor de energia momento (A.59).
A partir da corrente conservada, determinamos as cargas de Noether inte-
grando sobre todo espac¸o, obtendo
P ν =
∫
V→∞
τ0νd3x,
que corresponde, naturalmente, ao quadrivetor energia-momento.
Portanto, o quadrivetor energia-momento constitui o gerador de trans-
lac¸o˜es. Examinando os pareˆnteses de Poisson entre P ν e os campos φr, veri-
ficamos que
{φr(xµ),−νP ν}cla´ssico = δφr(xµ)
⇒ {φr(xµ), P ν}cla´ssico = ∂νφr(xµ).
Dessa maneira, efetuando o procedimento de primeira quantizac¸a˜o conforme
discutimos no apeˆndice A, propomos os operadores de quadrimomento pˆµ
no contexto da teoria quaˆntica de acordo com
pˆµ = i∂µ. (B.3)
De posse dos geradores de translac¸a˜o expressos acima, podemos construir o
operador de translac¸a˜o finita (unita´rio) a partir da composic¸a˜o de transla-
c¸o˜es infinitesimais de forma ana´loga ao que foi feito no apeˆndice A para rotac¸o˜es
e boosts. Deste modo, apo´s avaliarmos o limite envolvendo sucessivas trans-
formac¸o˜es infinitesimais, resulta
U(a, I) = eipˆµa
µ
. (B.4)
Assim, os geradores do grupo de Poincare´ (D↑+) correspondem ao conjunto
expresso abaixo, composto por 4 operadores de translac¸a˜o (pˆµ), 3 de rotac¸a˜o
( ~J) e 3 relativos aos boosts ( ~N):

pˆµ = i∂µ, µ = 1, 2, 3, 4;
Jl =
1
2lmnMmn = i(xm∂n − xn∂m), l,m, n = 1, 2, 3;
Nk =M0k = i(x0∂k − xk∂0), k = 1, 2, 3.
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As relac¸o˜es de comutac¸a˜o que definem a a´lgebra dos geradores homogeˆneos
sa˜o dadas por (A.67), (A.68) e (A.69), ao passo que os operadores de quadri-
momento satisfazem a relac¸a˜o bem conhecida
[pˆµ, pˆν ] = 0. (B.5)
Completando a estrutura alge´brica do grupo de Poincare´, temos ainda uma
relac¸a˜o de comutac¸a˜o entre os geradores Mµν (que compreende ~J e ~N) e pˆµ:
[Mµν , pˆρ] = i(gνρpˆµ − gµρpˆν). (B.6)
Esta relac¸a˜o, bem como (A.66), pode ser demonstrada de forma simples com
o aux´ılio de representac¸o˜es unita´rias do grupo de Poincare´. Portanto, reserva-
mos a demonstrac¸a˜o destas identidades para a sec¸a˜o em que as representac¸o˜es
unita´rias sa˜o discutidas.
B.1.2 Operadores de Casimir
A partir dos geradores discutidos nos para´grafos anteriores, podemos cons-
truir os operadores de Casimir do grupo (D↑+). Estes operadores comutam
com todos os geradores do grupo e correspondem, portanto, a`s quantidades
conservadas frente a transformac¸o˜es relativ´ısticas.
Um candidato natural a operador de Casimir consiste na massa da part´ıcula,
que e´ um escalar sob transformac¸o˜es de Lorentz. De fato, conforme discutimos
no apeˆndice A, a forma quadra´tica pˆµpˆ
µ corresponde a um escalar de Lorentz
e, recorrendo a` relac¸a˜o de energia momento (1.1), verifica-se que este invariante
consiste no quadrado da massa (m2). Assim, o operador quadrimomento
quadra´tico comuta com todos os geradores do grupo de Poincare´ (pois cor-
responde a um escalar) e, portanto, constitui em um operador de Casimir:
C1 = pˆµpˆ
µ. (B.7)
Em contraponto ao invariante que obtivemos acima exclusivamente a par-
tir do operador quadrimomento, na˜o e´ poss´ıvel construirmos um operador de
Casimir partindo apenas do gerador Mµν . Dessa forma, vamos definir a seguir
um novo objeto atrave´s da composic¸a˜o de pˆµ e Mµν :
wµ = −1
2
µνρσM
νρpˆσ, (B.8)
onde
µνρσ =


+1, para permutac¸o˜es pares da sequeˆncia de ı´ndices (1,2,3,4),
0, para ı´ndices repetidos,
−1, para permutac¸o˜es ı´mpares dessa sequeˆncia.
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O operador (B.8) acima e´ denominado vetor de Pauli-Lubanski e carrega
a informac¸a˜o f´ısica referente ao spin da part´ıcula, conforme verificaremos em
breve.
Analisaremos agora algumas propriedades exibidas por este operador, con-
siderando a contrac¸a˜o
wµpˆ
µ = −1
2
µνρσM
νρpˆσpˆµ;
de (B.5), temos que pˆσpˆµ e´ sime´trico nos ı´ndices σ e µ enquanto µνρσ e´
antissime´trico nesses ı´ndices, resultando a “relac¸a˜o de ortogonalidade”
wµpˆ
µ = 0. (B.9)
Ale´m disso,
[wµ, pˆν ] = −1
2
µαβλM
αβ pˆλpˆν +
1
2
µαβλpˆνM
αβ pˆλ
= −1
2
µαβλM
αβ pˆλpˆν +
1
2
µαβλgνσpˆ
σMαβ pˆλ.
Pore´m, com o aux´ılio de (B.6), podemos desenvolver o segundo termo do
segundo membro acima:
[wµ, pˆν ] = −1
2
µαβλM
αβ pˆλpˆν +
1
2
µαβλgνσ
(
Mαβ pˆσ − i(gβσ pˆα − gασpˆβ)
)
pˆλ
= −1
2
µαβλM
αβ pˆλpˆν +
1
2
µαβλM
αβ pˆν pˆ
λ − i
2
µαβλgνσ(g
βσpˆα − gασpˆβ)pˆλ
= − i
2
µαβλ gνσg
βσ︸ ︷︷ ︸
δνβ
pˆαpˆ
λ +
i
2
µαβλ gνσg
ασ︸ ︷︷ ︸
δνα
pˆβ pˆ
λ
= − i
2
µανλpˆαpˆ
λ +
i
2
µνβλpˆβ pˆ
λ
= −iµανλpˆαpˆλ.
Agora, observemos novamente que µανλ e´ antissime´trico nos ı´ndices α e λ,
em contraste com o produto pˆαpˆ
λ, que e´ sime´trico. Portanto, a contrac¸a˜o e´
nula e obtemos a relac¸a˜o de comutac¸a˜o
[wµ, pˆν ] = 0. (B.10)
De posse do vetor de Pauli-Lubanski, e´ poss´ıvel construirmos a forma quadra´-
tica
wµw
µ =
1
4
µνλσ
µαβγMνλpˆσMαβ pˆγ .
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O operador acima pode ser conduzido a uma expressa˜o mais conveniente
com o aux´ılio da seguinte relac¸a˜o:
µνλσ
µαβγ = −
∣∣∣∣∣∣
δαν δ
α
λ δ
α
σ
δβν δ
β
λ δ
β
σ
δγν δ
γ
λ δ
γ
σ
∣∣∣∣∣∣ . (B.11)
Assim, desenvolvendo o produto wµw
µ com o aux´ılio de (B.6), (B.8) e (B.11)
e explorando a antissimetria de Mµν resulta
wµw
µ =
1
4
(−δανδβλδγσ − δαλδβσδγν − δασδβνδγλ
+δγνδ
β
λδ
α
σ + δ
γ
λδ
β
σδ
α
ν + δ
γ
σδ
β
νδ
α
λ)M
νλpˆσMαβ pˆγ
=
1
4
(−2Mαβ pˆγMαβ pˆγ + 4Mγβ pˆαMαβ pˆγ)
= −1
2
Mαβgγµ (Mαβ pˆµ − i(gβµpˆα − gαµpˆβ)) pˆγ
+Mγβgαµ (Mαβ pˆµ − i(gβµpˆα − gαµpˆβ)) pˆγ
= −1
2
MαβMαβ pˆ
γ pˆγ +
i
2
Mαβ(δβ
γ pˆα − δαγ pˆβ)pˆγ +MγβMαβ pˆαpˆγ
−iMγβ(δβαpˆα − 4pˆβ)pˆγ
= −1
2
MαβMαβ pˆ
γ pˆγ +M
γβMαβ pˆ
αpˆγ + 2iM
γβ pˆβ pˆγ .
Entretanto, o operadorMγβ e´ antissime´trico nos ı´ndices γ e β e, novamente,
a contrac¸a˜o com o operador sime´trico pˆβ pˆγ e´ nula, de forma que o u´ltimo termo
da expressa˜o acima se anula e a forma quadra´tica do vetor de Pauli-Lubanski
fica expressa por
wµw
µ =MγαM
βαpˆγ pˆβ − 1
2
MαβM
αβ pˆγ pˆ
γ . (B.12)
Este operador, assim como pˆµpˆ
µ, e´ um escalar sob transformac¸o˜es rela-
tiv´ısticas. Dessa forma, (B.12) comuta com todos os geradores do grupo de
Poincare´ e, portanto, tambe´m corresponde a um operador de Casimir do grupo:
C2 = wµw
µ. (B.13)
Com o intuito de depreendermos o conteu´do f´ısico inerente ao invariante
acima, vamos examinar os autovalores de (B.13) no estado que corresponde ao
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referencial de repouso da part´ıcula:
wµw
µ |~p = 0〉 = MγαMβα pˆγ pˆβ |~p = 0〉︸ ︷︷ ︸
=m2δγ0δβ0|~p=0〉
−1
2
MαβM
αβ pˆγ pˆ
γ |~p = 0〉︸ ︷︷ ︸
=m2|~p=0〉
=
(
m2M0αM
0α − m
2
2
MαβM
αβ
)
|~p = 0〉 .
Explorando a antissimetria do operadorMµν para desenvolver o termo entre
pareˆnteses e recordando a relac¸a˜o (A.64), segue
wµw
µ |~p = 0〉 = −1
2
m2MijM
ij︸ ︷︷ ︸
=2~S2
|~p = 0〉
= −m2~S2 |~p = 0〉
= −m2s(s+ 1) |~p = 0〉 . (B.14)
Assim, conforme mencionamos anteriormente, o invariante C2 carrega a
informac¸a˜o referente ao spin da part´ıcula que, assim como a massa, e´ uma
quantidade conservada.
A partir dos operadores de Casimir C1 e C2 podemos identificar as repre-
sentac¸o˜es irredut´ıveis do grupo de Poincare´, de forma que os invariantes m
e s associados a estes operadores compo˜em os ro´tulos destas representac¸o˜es.
Os vetores de estado (responsa´veis pela informac¸a˜o referente ao sistema
quaˆntico) pertencentes a uma determinada classe de representac¸o˜es sa˜o rotu-
lados atrave´s dos autovalores de um conjunto completo de operadores, cons-
tru´ıdos a partir dos geradores pˆµ e Mµν , os quais comutam com os operadores
de Casimir. Em particular, a` luz das relac¸o˜es (B.5) e (B.10), podemos adotar o
conjunto completo constitu´ıdo pelos operadores pˆµ e w3, este u´ltimo associado
a` projec¸a˜o z do spin no referencial de repouso, de forma que os vetores de estado
que constituem a base desta representac¸a˜o, conhecida como base canoˆnica,
sa˜o identificados como segue:
|~p,ms;m, s〉 ,
onde ~p e ms correspondem aos autovalores correspondentes aos operadores do
conjunto completo para esta representac¸a˜o e m e s referem-se aos invariantes
associados aos operadores de Casimir do grupo3.
3Doravante adotaremos sempre a representac¸a˜o padra˜o dos vetores de estado (a menos
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B.1.3 Representac¸o˜es Unita´rias do Grupo Cla´ssico
Na teoria quaˆntica, sabemos que a forma quadra´tica definida por |〈α1|α2〉|2
representa a densidade de probabilidade de transic¸a˜o entre os estados |α1〉 e
|α2〉. Assim, para preservarmos a probabilidade ao efetuarmos uma mudanc¸a de
representac¸a˜o dos vetores de estado, recorremos a transformac¸o˜es unita´rias
U(g).
Dessa forma, os vetores pertencentes a representac¸o˜es distintas do grupo de
Poincare´ sa˜o conectados atrave´s de uma transformac¸a˜o unita´ria conforme∣∣∣α′〉 = U |α〉 , (B.15)
de modo que a densidade de probabilidade nas duas representac¸o˜es efetivamente
se preserva, ∣∣∣〈α′1|α′2〉∣∣∣2 = ∣∣∣〈α′1∣∣∣U+U ∣∣∣α′2〉∣∣∣2
= |〈α1|α2〉|2 .
A seguir, definiremos as leis de transformac¸a˜o dos geradores do grupo medi-
ante a atuac¸a˜o de operadores unita´rios. Entretanto, e´ conveniente discutirmos
primeiramente algumas propriedades dessas transformac¸o˜es.
A partir da lei de composic¸a˜o definida em (B.1), obtemos a regra do produto
para as transformac¸o˜es U(g):
U(a1,Λ1)U(a2,Λ2) = U(a1 + Λ1a2,Λ1Λ2). (B.16)
Esta relac¸a˜o sugere uma expressa˜o para o elemento inverso do conjunto de
transformac¸o˜es unita´rias da seguinte forma:
U−1(a,Λ) = U(−Λ−1a,Λ−1). (B.17)
Dessa maneira, com base em (B.16) e (B.17), obtemos a relac¸a˜o
U−1(0,Λ)U(a,Λ) = U(Λ−1a, I). (B.18)
Analogamente, podemos escrever a seguinte identidade:
U−1(0,Λ1)U(0,Λ2)U(0,Λ1) = U(0,Λ−11 Λ2Λ1). (B.19)
que outra representac¸a˜o seja mencionada explicitamente) e, por convenieˆncia, denotaremos os
vetores de forma mais compacta como |~p,ms〉, onde omitimos os ro´tulos referentes a` massa e
ao spin da part´ıcula pois, neste apeˆndice, estamos interessados em construir as representac¸o˜es
unita´rias para estados de part´ıcula u´nica e estes valores sa˜o fixados pelo pro´prio contexto,
devendo ser subentendidos.
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De posse desses resultados, passemos agora a examinar as transformac¸o˜es
infinitesimais que nos conduziram aos geradores do grupo. Assim, analisando
a translac¸a˜o infinitesimal (B.2), podemos escrever
U(, I) = 1 + iµpˆµ.
Com o aux´ılio da relac¸a˜o (B.18), desenvolvemos a expressa˜o acima da seguinte
forma:
U(Λ−1, I) = U−1(0,Λ) U(,Λ)︸ ︷︷ ︸
=U(,I)U(0,Λ)
,
1 + i(Λ−1)νρ
ρpˆν = U
−1(0,Λ)(1 + iµpˆµ)U(0,Λ),
(Λ−1)νµ
µpˆν = 
µU−1(0,Λ)pˆµU(0,Λ).
Entretanto, usando a relac¸a˜o (Λ−1)µν = g
µα(ΛT )αβgβν , obtida no apeˆndice
A, resulta a lei de transformac¸a˜o do operador momento sob representac¸o˜es
unita´rias do grupo de Poincare´
µU−1(0,Λ)pˆµU(0,Λ) = µgναΛβαgβµpˆν
= µΛµ
ν pˆν
⇒ U−1(0,Λ)pˆµU(0,Λ) = Λµν pˆν . (B.20)
De modo semelhante, efetuamos a ana´lise de uma transformac¸a˜o de
Lorentz infinitesimal (A.63):
U(0,Λ) = 1− i
2
wµνMµν .
Observac¸a˜o: cabe ressaltar o fato de que embora as transformac¸o˜es de
Lorentz finitas na˜o sejam necessariamente unita´rias, conforme discutimos no
apeˆndice anterior, as transformac¸o˜es infinitesimais exibem este cara´ter unita´rio.
Assim, substituindo esta transformac¸a˜o infinitesimal em (B.19), obtemos
U−1(0,Λ)
(
1− i
2
w
′µνMµν
)
U(0,Λ) = U(0,Λ−1Λ
′
Λ).
Contudo, precisamos desenvolver separadamente o lado direito desta ex-
pressa˜o. Para isto, recorremos a` relac¸a˜o (A.50) para transformac¸o˜es infinitesi-
mais:
(Λ−1Λ
′
Λ)µν = (Λ
−1)µα Λ
α
β︸︷︷︸
=δαβ+w
′α
β
Λβν
= δµν + (Λ
−1)µαw
′α
βΛ
β
ν
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⇒ U(0,Λ−1Λ′Λ) = 1− i
2
(Λ−1)µα︸ ︷︷ ︸
=Λαµ
w
′αβΛβ
νMµν
= 1− i
2
Λα
µΛβ
νw
′αβMµν .
De posse desse resultado, podemos retornar ao desenvolvimento da relac¸a˜o
da qual partimos logo acima para construir a lei de transformac¸a˜o dos geradores
homogeˆneos Mµν , induzida pelas representac¸o˜es unita´rias do grupo:
U−1(0,Λ)
(
1− i
2
w
′µνMµν
)
U(0,Λ) = 1− i
2
Λµ
αΛν
βw
′µνMαβ
⇒ U−1(0,Λ)MµνU(0,Λ) = ΛµαΛνβMαβ . (B.21)
Para finalizar esta sec¸a˜o, vamos efetuar agora a demonstrac¸a˜o das relac¸o˜es
de comutac¸a˜o (B.6) e (A.66), que deixamos em aberto no texto e que decorrem
de maneira natural das leis de transformac¸a˜o dos geradores sob transformac¸o˜es
unita´rias. Assim, explorando as transformac¸o˜es infinitesimais (A.50) e recor-
rendo a`s relac¸o˜es (B.20) e (B.21), obtemos
U−1(0,Λ)pˆρU(0,Λ) = Λρσpˆσ,(
1 +
i
2
wµνMµν
)
pˆρ
(
1− i
2
wαβMαβ
)
= (δρ
σ + wρ
σ)pˆσ,
pˆρ +
i
2
wµνMµν pˆρ − i
2
wαβ pˆρMαβ +
1
4
wµνwαβMµν pˆρMαβ︸ ︷︷ ︸
≈0
= pˆρ + wρ
σ︸︷︷︸
=gρµwµσ
pˆσ,
i
2
wµν [Mµν , pˆρ] =
1
2
(gρµw
µν pˆν + gρνw
νµpˆµ),
iwµν [Mµν , pˆρ] = w
µν(gρµpˆν − gρν pˆµ);
onde desprezamos contribuic¸o˜es de segunda ordem nos paraˆmetros infinitesi-
mais e usamos a antissimetria de wµν , conduzindo-nos a` relac¸a˜o (B.6),
[Mµν , pˆρ] = i(gρν pˆµ − gρµpˆν). (B.22)
Similarmente, examinando os geradores homogeˆneos, temos
U−1(0,Λ)MρσU(0,Λ) = ΛραΛσβMαβ ,(
1 +
i
2
wµνMµν
)
Mρσ
(
1− i
2
wηγMηγ
)
= (δρ
α + wρ
α)(δσ
β + wσ
β)Mαβ ,
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Mρσ +
i
2
wµνMµνMρσ − i
2
wηγMρσMηγ +
1
4
wµνwηγMµνMρσMηγ︸ ︷︷ ︸
≈0
=
Mρσ + wσ
βMρβ + wρ
αMασ + wρ
αwσ
βMαβ︸ ︷︷ ︸
≈0
,
i
2
wµν [Mµν ,Mρσ] = gσµw
µνMρν + gρµw
µνMνσ,
de forma que, explorando novamente a antissimetria de wµν , resulta a relac¸a˜o
(A.66),
i
2
wµν [Mµν ,Mρσ] =
1
2
wµν(gσµMρν − gσνMρµ) + 1
2
wµν(gρµMνσ − gρνMµσ)
⇒ [Mµν ,Mρσ] = −i(gσµMρν − gσνMρµ + gρµMνσ − gρνMµσ).
Nas sec¸o˜es subsequentes, vamos buscar as representac¸o˜es expl´ıcitas para as
transformac¸o˜es unita´rias, enfatizando em particular as transformac¸o˜es associ-
adas a part´ıculas de massa na˜o nula (m2 > 0).
B.2 O Grupo de Poincare´ Quaˆntico
Os resultados que obtivemos nas sec¸o˜es anteriores referem-se ao grupo de
Poincare´ cla´ssico (embora tenhamos feito refereˆncia, em algumas situac¸o˜es, a
aspectos da teoria quaˆntica); todavia, para acomodarmos a teoria de spins al-
tos neste formalismo, necessitamos recorrer a` versa˜o quaˆntica do grupo. Esta
necessidade e´ oriunda do fato de que o grupo cla´ssico exibe um espac¸o de
paraˆmetros duplamente conexo (esta caracter´ıstica se manifesta na relac¸a˜o ho-
momo´rfica entre o SL(2, C) e o Lp discutida no apeˆndice A), o que dificulta
a transic¸a˜o para o cena´rio de sistemas quaˆnticos. Desta forma, o grupo de
Poincare´ quaˆntico Dˇ↑+ corresponde ao grupo de recobrimento do corres-
pondente cla´ssico, exibindo um espac¸o de paraˆmetros simplesmente conexo, e
constitui o plano de fundo para as sec¸o˜es seguintes4.
Os elementos do grupo Dˇ↑+ sa˜o definidos a partir dos elementos g = (a
µ,Λµν)
do grupo cla´ssico, explorando a relac¸a˜o (homomorfismo) entre Lp e SL(2, C)
discutida no apeˆndice anterior. Assim, as transformac¸o˜es de Lorentz Λµν
sa˜o mapeadas em elementos A ∈ SL(2, C) e os quadrivetores associados a`
4A discussa˜o referente ao espac¸o de paraˆmetros dos grupos cla´ssico e quaˆntico e a`s te´cnicas
formais para a transic¸a˜o de um grupo multiplamente conexo para um grupo de recobrimento
simplesmente conexo, foge ao escopo deste trabalho e, portanto, sera´ omitida. Para maiores
detalhes, remetemos o leitor a`s refereˆncias [31] e [43].
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translac¸a˜o sa˜o expressos atrave´s da matriz hermitiana a = σµa
µ de acordo com
(A.7), de modo que um elemento do grupo de Poincare´ quaˆntico e´ definido por
estes dois objetos: gˇ = (a,A).
Com o aux´ılio da relac¸a˜o (A.8), que define a lei de transformac¸a˜o de a
induzida por uma transformac¸a˜o de Lorentz A no SL(2, C), podemos escrever
a lei de composic¸a˜o (B.1) do grupo cla´ssico em sua versa˜o quaˆntica de acordo
com
(a1, A1)(a2, A2) = (a1 +A1a2A
+
1 , A1A2). (B.23)
Naturalmente, fazendo A1 = I e a2 = 0 verifica-se que um elemento ar-
bitra´rio gˇ pode ser decomposto em uma transformac¸a˜o de Lorentz seguida de
uma translac¸a˜o, assim como ocorre no caso cla´ssico:
(a, I)(0,Λ) = (a,Λ).
Essa separabilidade do grupo nos permite investigar de forma independente
as representac¸o˜es unita´rias associadas a`s transformac¸o˜es de Lorentz (U(0,Λ))
e as relativas a translac¸o˜es (U(a, I)).
Dessa maneira, examinando o setor de translac¸o˜es com o aux´ılio de (A.7),
verifica-se que ha´ um mapeamento injetivo entre as matrizes a e os quadri-
vetores aµ sobre todo o conjunto {aµ}. Portanto, devido a essa bijec¸a˜o, as
representac¸o˜es deste setor do grupo quaˆntico coincidem com as representac¸o˜es
do respectivo setor de translac¸o˜es do grupo cla´ssico, de modo que as trans-
formac¸o˜es unita´rias de Dˇ↑+ associadas a translac¸o˜es ficam expressas por (B.4):
U(a, I) = eipˆµa
µ
.
Precisamos agora analisar as representac¸o˜es unita´rias do subgrupo homogeˆ-
neo de Dˇ↑+, associado a`s transformac¸o˜es de Lorentz. Para isso, vamos definir
primeiramente o grupo estaciona´rio (ou, mais comumente denominado little
group), seguindo a proposta pioneira devida a Wigner em seu estudo referente
a`s transformac¸o˜es unita´rias do grupo de Poincare´.
B.2.1 O Little Group e o Operador de Wigner
De acordo com o exposto no apeˆndice A, a matriz ps referente ao quadrivetor
momento pµ (i.e.,(A.7)) transforma-se conforme (A.8) sob transformac¸o˜es de
Lorentz:
p
′
s = ApsA
+.
Consideremos, enta˜o, as matrizes A¯(ps) que deixam invariante o momento
ps:
ps = A¯(ps)psA¯
+(ps). (B.24)
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Estas matrizes constituem um subgrupo L(ps) de SL(2, C), denominado
little group (ou grupo estaciona´rio) de momento ps. De fato, tendo em
vista que as matrizes A¯(ps) pertencem ao SL(2, C) e que o produto A¯1(ps)A¯2(ps)
tambe´m preserva o operador momento ps, temos
A¯1(ps)A¯2(ps)ps(A¯1(ps)A¯2(ps))
+ = A¯1(ps) A¯2(ps)psA¯
+
2 (ps)︸ ︷︷ ︸
=ps
A¯+1 (ps)
= A¯1(ps)psA¯
+
1 (ps)
= ps,
de modo que a propriedade de fechamento e´ satisfeita, bem como as demais
propriedades de grupo. Assim, o conjunto de matrizes A¯(ps) efetivamente
constitui um subgrupo.
Agora, considerando dois momentos distintos ps e p˘s conectados via trans-
formac¸a˜o de Lorentz α(ps, p˘s)
5 segundo (A.8),
ps = α(ps, p˘s)p˘sα
+(ps, p˘s), (B.25)
pode-se investigar a relac¸a˜o entre os grupos estaciona´rios L(ps) e L(p˘s). Com
efeito, se A¯(ps) ∈ SL(2, C) enta˜o A¯(p˘s) = α−1(ps, p˘s)A¯(ps)α(ps, p˘s) pertence a
L(p˘s), como podemos verificar diretamente:
A¯(p˘s)p˘sA¯
+(p˘s) = α
−1(ps, p˘s)A¯(ps)α(ps, p˘s)p˘sα+(ps, p˘s)︸ ︷︷ ︸
=ps
A¯+(ps)α
−1+(ps, p˘s)
= α−1(ps, p˘s)psα−1+(ps, p˘s)
= p˘s.
Portanto, fixando o operador α(ps, p˘s), denominado operador de
Wigner, podemos construir uma relac¸a˜o un´ıvoca entre as matrizes A¯(ps) e
A¯(p˘s), pertencentes aos grupos L(ps) e L(p˘s), respectivamente, expressa por
A¯(ps) = α(ps, p˘s)A¯(p˘s)α
−1(ps, p˘s), (B.26)
sendo os grupos L(ps) e L(p˘s) isomorfos. Assim, e´ suficiente considerarmos
apenas um little group L(p˘s) associado a um momento padra˜o p˘s escolhido
convenientemente.
Podemos, enta˜o, construir agora um mapeamento un´ıvoco entre elementos
A do grupo de Lorentz homogeˆneo e elementos pertencentes ao little group
5Neste caso, denotamos a matriz que executa a transformac¸a˜o de Lorentz por α(ps, p˘s)
para distinguir a transformac¸a˜o que conecta um momento arbitra´rio ps ao momento padra˜o
p˘s que definiremos em breve.
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padra˜o L(p˘s). Sendo assim, consideremos uma transformac¸a˜o homogeˆnea in-
duzida por A sobre um quadrivetor ps,
p
′
s = ApsA
+.
De acordo com (B.25),6 temos{
ps = α(ps, p˘s)p˘sα
+(ps, p˘s),
p
′
s = α(p
′
s, p˘s)p˘sα
+(p
′
s, p˘s).
Logo, aplicando na relac¸a˜o anterior, segue
α(p
′
s, p˘s)p˘sα
+(p
′
s, p˘s) = Aα(ps, p˘s)p˘sα
+(ps, p˘s)A
+,
de modo que, multiplicando a` esquerda por α−1(p
′
s, p˘s) e a` direita por α
−1+(p
′
s, p˘s),
p˘s =
(
α−1(p
′
s, p˘s)Aα(ps, p˘s)
)
p˘s
(
α+(ps, p˘s)A
+α−1+(p
′
s, p˘s)
)
;
dessa maneira, a matriz A¯(p˘s, A) ∈ L(p˘s) deve ser expressa por
A¯(p˘s, A) = α
−1(p
′
s, p˘s)Aα(ps, p˘s).
Portanto, ao fixarmos o operador de Wigner α(ps, p˘s) ≡ α(ps) obtemos uma
relac¸a˜o bijetiva entre as matrizes A ∈ SL(2, C) e as matrizes A¯ ∈ L(p˘s):
A = α(p
′
s)A¯(A)α
−1(ps). (B.27)
Este mapeamento entre as matrizes A e A¯ exerce papel central na cons-
truc¸a˜o de representac¸o˜es unita´rias do grupo de Poincare´, de modo que pre-
cisamos agora determinar uma forma funcional concreta para o operador de
Wigner. Assim, restringiremos nosso estudo ao contexto de part´ıculas de mas-
sa na˜o nula (m2 > 0) e examinar mais detalhadamente o grupo estaciona´rio
neste caso.
Neste cena´rio, e´ conveniente adotarmos o momento padra˜o como o qua-
drimomento no referencial de repouso: p˘s = mI (onde I denota a matriz iden-
tidade). Assim, explorando (B.24), temos
A¯(p˘s)mA¯
+(p˘s) = m
6Existe uma arbitrariedade na lei de transformac¸a˜o expressa em (B.25), que consiste no
fato de as matrizes α(ps, p˘s) e α(ps, p˘s)A¯(p˘s) conduzirem ao mesmo resultado:
ps = α(ps, p˘s) A¯(p˘s)p˘sA¯
+(p˘s)︸ ︷︷ ︸
=p˘s
α+(ps, p˘s) = α(ps, p˘s)p˘sα
+(ps, p˘s).
Assim, para estabelecermos uma relac¸a˜o injetiva entre os momentos ps e p˘s, precisamos
propor uma forma fixa para o operador de Wigner (a qual discutiremos em breve).
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⇒ A¯(p˘s)A¯+(p˘s) = I. (B.28)
Portanto, a relac¸a˜o acima evidencia que o little group L(p˘s) para um qua-
drimomento tipo-tempo e´ mapeado em SU(2):
A¯→ R ∈ SU(2).
De posse deste resultado e com o aux´ılio de (B.25), e´ poss´ıvel enta˜o construir
o operador de Wigner para part´ıculas de massa na˜o nula. De fato, podemos
escolher (explorando a liberdade a que nos referimos anteriormente entre as
matrizes α e αR) a matriz α(ps) como um boost de Lorentz que conecta o
referencial de repouso com um referencial inercial de momento pµ. Estes boosts
pertencem ao setor hermitiano do grupo homogeˆneo, conforme discutimos no
apeˆndice anterior, de forma que
α+(ps) = α(ps).
Dessa maneira, retornando a (B.25),
α2(ps) =
ps
m
.
Pore´m, de acordo com (A.77), podemos escrever α(ps) como
α(ps) = cosh
(η
2
)
− ~σ.nˆsenh
(η
2
)
, (B.29)
de modo que, substituindo na relac¸a˜o anterior,(
cosh2
(η
2
)
+ senh2
(η
2
))
︸ ︷︷ ︸
=cosh(η)
−
(
2senh
(η
2
)
cosh
(η
2
))
︸ ︷︷ ︸
=senh(η)
~σ.nˆ =
ps
m︸︷︷︸
= 1
m
σµpµ
,
cosh(η)− senh(η)~σ.nˆ = p
0
m
+
~σ.~p
m
.
Assim, {
cosh(η) = p0/m,
senh(η) = − |~p| /m,
ou seja,
η = −arctgh
( |~p|
p0
)
. (B.30)
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Efetuando manipulac¸o˜es alge´bricas simples, obtemos cosh
(
η
2
)
=
√
p0+m
2m e
senh
(
η
2
)
= −
√
p0−m
2m e reescrevemos (B.29) na forma
α(ps) =
√
p0 +m
2m
+ ~σ.nˆ
√
p0 −m
2m
=
1√
2m(m+ p0)
(m+ p0 + ~σ.nˆ
√
(p0 −m)(p0 +m)︸ ︷︷ ︸
=|~p|
)
=
m+ p0 + ~σ.~p√
2m(m+ p0)
, (B.31)
onde usamos a relac¸a˜o relativ´ıstica de energia-momento (1.1).
Para finalizar esta revisa˜o acerca das representac¸o˜es unita´rias do grupo de
Poincare´ quaˆntico, vamos determinar a forma expl´ıcita destas representac¸o˜es
no cena´rio de part´ıculas de massa na˜o nula.
B.2.2 Representac¸o˜es Unita´rias no caso m2 > 0
Consideremos uma part´ıcula livre de massa m e spin s. Os vetores que
constituem a base (canoˆnica) dos estados acess´ıveis a esta part´ıcula (desconside-
rando varia´veis na˜o referentes a` estrutura espac¸o-temporal) sa˜o designados por
|~p,ms〉 conforme discutimos anteriormente, de modo que a relac¸a˜o de complete-
za para este conjunto de estados pode ser definida no espac¸o dos momentos por
∑
ms
∫
d3p
2p0
|~p,ms〉 〈~p,ms| = 1, (B.32)
sendo a condic¸a˜o de ortogonalidade expressa como〈
~p′ ,m
′
s|~p,ms
〉
= 2p0δ(~p− ~p′)δms,m′s . (B.33)
Assim, um vetor de estado arbitra´rio |Ψ〉 pode ser constru´ıdo em termos
dos vetores de base |~p,ms〉 com o aux´ılio de (B.32):
|Ψ〉 =
∑
ms
∫
d3p
2p0
|~p,ms〉 〈~p,ms|Ψ〉, (B.34)
onde a quantidade definida por 〈~p,ms|Ψ〉 = ψ(~p,ms) e´ denominada func¸a˜o de
onda de Wigner. As func¸o˜es de onda devem ser de quadro integra´vel para
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que exista o produto escalar
〈Φ|Ψ〉 =
∑
ms
∫
d3p
2p0
ϕ∗(~p,ms)ψ(~p,ms). (B.35)
Agora, sob a atuac¸a˜o de uma transformac¸a˜o de Lorentz A, um vetor de
estado |~p,ms〉 da base canoˆnica transforma-se de acordo com
|~p,ms〉 → U(0, A) |~p,ms〉 .
Dessa forma, examinando a atuac¸a˜o do operador momento sobre o novo
estado, com o aux´ılio de (B.20), temos
pˆµU(0, A) |~p,ms〉 = U(0, A)Λµν pˆν |~p,ms〉︸ ︷︷ ︸
=pν |~p,ms〉
= Λµ
νpνU(0, A) |~p,ms〉
= p
′
µU(0, A) |~p,ms〉 .
O novo estado e´, naturalmente, autoestado de momento com autovalor p
′
µ.
Ao efetuarmos a transformac¸a˜o de Lorentz, as projec¸o˜es de spin tambe´m se
modificam. Portanto, o vetor de estado transformado deve ser escrito em uma
base de autoestados de spin da seguinte forma:
U(0, A) |~p,ms〉 =
∑
m′s
∣∣∣~p′ ,m′s〉Vm′sms(~p,A), (B.36)
onde Vm′sms(~p,A) sa˜o matrizes que atuam sobre as varia´veis de spin.
Assim, a relac¸a˜o (B.36) exibe a forma funcional do operador unita´rio, de
modo que nossa tarefa agora consiste em determinar as matrizes Vm′sms . Para
isso, exploramos a pro´pria caracter´ıstica unita´ria de U(0, A) e recorremos a`
relac¸a˜o de completeza (B.32):
U(0, A)U+(0, A) =
∫
d3p
2p0
∑
ms
U(0, A) |~p,ms〉 〈~p,ms|U+(0, A)
=
∫
d3p
′
2p′0
∑
ms
∑
m′s
∑
m′′s
∣∣∣~p′ ,m′s〉Vm′smsV +msm′′s
〈
~p′ ,m
′′
s
∣∣∣;
entretanto, para recuperarmos a matriz identidade do lado direito da expressa˜o
acima, as matrizes Vm′sms devem ser unita´rias:
Vm′smsV
+
msm
′′
s
= δm′sm
′′
s
. (B.37)
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Agora, observemos que uma transformac¸a˜o de Lorentz A¯(ps) pertencente
a um grupo estaciona´rio de momento ps (L(ps)) induz uma transformac¸a˜o
unita´ria sobre um estado |~p,ms〉:
U(0, A¯(ps)) |~p,ms〉 =
∑
m′s
∣∣∣~p,m′s〉Vm′s,ms(ps, A¯(ps)), (B.38)
de modo que as matrizes V (A¯(ps)) correspondem a representac¸o˜es do little
group L(ps).
Contudo, conforme mencionamos anteriormente, os grupos estaciona´rios
correspondentes a momentos distintos sa˜o isomorfos e seus elementos podem
ser conectados atrave´s do operador de Wigner α(ps) ao little group padra˜o
L(p˘s). Dessa forma, definindo L(p˘s) como o grupo estaciona´rio relativo ao
quadrimomento no referencial de repouso e fixando o operador de Wigner como
(B.31), e´ suficiente estudarmos as matrizes V (p˘s).
De fato, definindo os vetores da base canoˆnica associados ao momento ~p em
termos dos vetores da base relacionada ao momento canoˆnico p˘ de forma que
as varia´veis internas da part´ıcula (referentes a spin) sejam preservadas, temos
|~p,ms〉 = U(0, α(ps)) |p˘,ms〉 .
Assim, investiguemos as matrizes V (ps, A) para uma transformac¸a˜o ar-
bitra´ria A em termos das matrizes referentes ao little group V (p˘s, A¯(p˘s)). Mul-
tiplicando (B.36) a` esquerda por U−1(0, α(p
′
s)), obtemos
U−1(0, α(p
′
s))U(0, A) |~p,ms〉 = U−1(0, α(p
′
s))
∑
m′s
∣∣∣~p′ ,m′s〉Vm′sms(ps, A)
=
∑
m′s
U−1(0, α(p
′
s))
∣∣∣~p′ ,m′s〉︸ ︷︷ ︸
=|p˘,m′s〉
Vm′sms(ps, A)
=
∑
m′s
∣∣∣p˘,m′s〉Vm′sms(ps, A).
Em contrapartida, desenvolvendo o lado esquerdo da expressa˜o acima tendo
em vista (B.23), (B.27) e (B.38),
U−1(0, α(p
′
s))U(0, A) |~p,ms〉 = U−1(0, α(p
′
s))U(0, A)U(0, α(ps)) |p˘,ms〉
= U(0, α−1(p
′
s)Aα(ps)︸ ︷︷ ︸
=A¯
) |p˘,ms〉
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= U(0, A¯(p˘s)) |p˘,ms〉
=
∑
m′s
∣∣∣p˘,m′s〉Vm′s,ms(p˘s, A¯(ps)).
Comparando os dois u´ltimos desenvolvimentos acima, verifica-se que as ma-
trizes V (ps, A) e V (p˘s, A¯) coincidem, de forma que basta examinarmos as ma-
trizes referentes ao little group.
Na sec¸a˜o anterior, vimos que o little group que definimos para o caso de
part´ıculas de massa na˜o nula admitia um mapeamento entre seus elementos
e os elementos de SU(2). Assim, como as matrizes V (A¯) constituem uma
representac¸a˜o deste little group, estas sa˜o expressas como as representac¸o˜es
unita´rias Dj(A¯) do pro´prio SU(2):
Vm′sms = D
j
m′s,ms
.
Dessa maneira, obtemos finalmente as representac¸o˜es unita´rias (irre-
dut´ıveis) de Dˇ↑+ para part´ıculas de massa na˜o nula (m
2 > 0) e spin j atrave´s
das expresso˜es (B.4) e (B.36):
U(a,A) |~p,ms〉 = eipˆ
′µaµ
∑
m′s
∣∣∣~p′ ,m′s〉Djm′sms(A¯(p˘s)). (B.39)
Convidamos o leitor interessado no estudo de representac¸o˜es unita´rias do
grupo de Poincare´ para part´ıculas de massa nula a consultar as refeˆrencias [31]
e [43].
B.3 Refereˆncias do Apeˆndice
Destacamos as refereˆncias deste apeˆndice abaixo:
[27] Wigner, E. P. “On Unitary Representations of the Inhomogeneous
Lorentz Group”. Ann. Math. 40, p. 149, 1939.
[28] Corson, E. M. “Introduction to tensors, spinors and relativistic wave
equations”. Segunda edic¸a˜o, Chelsea Publishing Company, 1953.
[31] Novozhilov, Y. V. “Introduction to Elementary Particle Theory”.
Pergamon Press, 1975.
[33] Greiner, W.; Reinhardt, J. “Field Quantization”. Springer, 1996.
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[35] Itzykson, C.; Zuber, J. “Quantum Field Theory”. McGraw-Hill, 1980.
[39] Ryder, L. H. “Quantum Field Theory”. Segunda edic¸a˜o, Cambridge
University Press, 1996.
[41] Stancu, F. “Group Theory in Subnuclear Physics”. Oxford University
Press, 1996.
[43] Ohnuki, Y. “Unitary Representations of the Poincare´ Group and Rela-
tivistic Wave Equations”. World Scientific Publishing, 1988.
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Apeˆndice C
A Func¸a˜o de Pauli-Jordan
O princ´ıpio de causalidade exerce papel fundamental em toda teoria
f´ısica. Em particular, na mecaˆnica quaˆntica relativ´ıstica, este princ´ıpio de-
nominado microcausalidade determina os observa´veis f´ısicos que podem ser
mensurados independentemente, ou seja, estabelece que medidas efetuadas em
pontos conectados via quadrivetores tipo-espac¸o na˜o exercem influeˆncia entre
si. A func¸a˜o de Pauli-Jordan manifesta a informac¸a˜o referente ao cara´ter
causal da teoria e, para complementar a discussa˜o a respeito da covariaˆncia
das equac¸o˜es de onda estudadas, apresentamos neste apeˆndice as principais
caracter´ısticas desta func¸a˜o.
A func¸a˜o de Pauli-Jordan e´ definida por:
∆(xµ − yµ) = i
(2pi)3
∫
d3p
2p0
(
eipµ(x
µ−yµ) − e−ipµ(xµ−yµ)
)
, (C.1)
onde p0 =
√
p2 +m2 e a integrac¸a˜o e´ efetuada sobre todo o espac¸o dos mo-
mentos.
Agora, fazendo yµ = 0, observemos que esta func¸a˜o satisfaz as seguintes
condic¸o˜es de contorno:
1. em xµ = (0, ~x), temos
∆(0, ~x) =
i
(2pi)3
∫
d3p
2p0
(
e−i~p.~x − ei~p.~x)
=
1
(2pi)3
∫
d3p√
p2 +m2
sen(~p.~x),
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pore´m, como o integrando e´ ı´mpar com relac¸a˜o ao intervalo de integrac¸a˜o,
a func¸a˜o se anula
∆(0, ~x) = 0. (C.2)
2. avaliando a variac¸a˜o temporal da func¸a˜o em t = 0, obtemos
∂∆(xµ)
∂t
∣∣∣∣
t=0
=
i
(2pi)3
∂
∂t
∫
d3p
2p0
(
eipµx
µ − e−ipµxµ
)∣∣∣∣
t=0
= − 1
(2pi)3
∫
d3p
2
(
eipµx
µ
+ e−ipµx
µ
)∣∣∣∣
t=0
= − 1
(2pi)3
∫
d3p
2
(
ei~p.~x + e−i~p.~x
)
︸ ︷︷ ︸
=δ(~x)
= −δ(~x). (C.3)
Ale´m disso, a func¸a˜o de Pauli-Jordan e´ soluc¸a˜o da equac¸a˜o de onda na˜o
homogeˆnea:
(pˆµpˆ
µ +m2)∆(xµ) = 0. (C.4)
Com efeito, temos
pˆν pˆ
ν∆(xµ) =
i
(2pi)3
(∂2t −∇2)
∫
d3p
2p0
(
eipµx
µ − e−ipµxµ
)
=
i
(2pi)3
∫
d3p
2p0
(−(p0)2 + (~p)2)︸ ︷︷ ︸
=−m2
(
eipµx
µ − e−ipµxµ
)
= −m2∆(xµ),
de forma que segue a relac¸a˜o (C.4). Esta equac¸a˜o, munida das condic¸o˜es de
contorno (C.2) e (C.3), determina a unicidade da func¸a˜o de Pauli-Jordan.
Podemos ainda reescrever a func¸a˜o ∆(xµ − yµ) de forma a evidenciar sua
caracter´ıstica covariante. De fato, redefinindo a componente temporal do qua-
drivetor como w0, temos
∆(xµ − yµ) = i
(2pi)3
∫
d3p
2w0
(
eiw
0(x0−y0)−i~p.(~x−~y) − e−iw0(x0−y0)+i~p.(~x−~y)
)
.
Assim, introduzindo uma varia´vel tipo-tempo p0 e estendendo a integrac¸a˜o
para quatro dimenso˜es, segue
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∆(xµ − yµ) = − i
(2pi)3
∫
d3p
∫
dp0
2p0
(
δ(p0 + w0)e−ip
0(x0−y0)−i~p.(~x−~y)+
+δ(p0 − w0)e−ip0(x0−y0)+i~p.(~x−~y)
)
= − i
(2pi)3
=I1︷ ︸︸ ︷∫
d3p
∫
dp0
2p0
δ(p0 + w0)e−ip
0(x0−y0)−i~p.(~x−~y)
− i
(2pi)3
∫
d3p
∫
dp0
2p0
δ(p0 − w0)e−ip0(x0−y0)+i~p.(~x−~y).
Agora, efetuando a mudanc¸a de varia´veis pµ → p′µ = (p0,−~p), manipula-
mos a primeira integral que comparece na expressa˜o acima (I1):
I1 = −
∫ −∞
+∞
∫ −∞
+∞
∫ −∞
+∞
d3p
′
∫
dp
′0
2p′0
δ(p
′0 + w0)e−ip
′0(x0−y0)+i ~p′ .(~x−~y)
=
∫
d4p
′
2p′0
δ(p
′0 + w0)e−ip
′
µ(x
µ−yµ).
Assim, retornando a` relac¸a˜o anterior (e suprimindo os ı´ndices linha), segue:
∆(xµ − yµ) = − i
(2pi)3
∫
d4p
2p0
δ(p0 + w0)e−ipµ(x
µ−yµ)
− i
(2pi)3
∫
d4p
2p0
δ(p0 − w0)e−ipµ(xµ−yµ)
= − i
(2pi)3
∫
d4p
2 |w0| sgn(p
0)(δ(p0 + w0) + δ(p0 − w0))e−ipµ(xµ−yµ),
(C.5)
onde introduzimos a func¸a˜o sinal da varia´vel tipo tempo p0:
sgn(p0) =
{
1; se p0 > 0,
−1; se p0 < 0.
Pode-se ainda reescrever a soma das func¸o˜es delta que surge no integrando
da func¸a˜o de Pauli-Jordan de forma mais conveniente utilizando a identidade
distribucional
1
2 |w0| (δ(p
0 + w0) + δ(p0 − w0)) = δ((p0)2 − (w0)2). (C.6)
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De posse deste resultado, retornamos a (C.5) e obtemos:
∆(xµ − yµ) = − i
(2pi)3
∫
d4p
(
sgn(p0)
)
δ((p0)2 − (w0)2)︸ ︷︷ ︸
=δ(pµpµ−m2)
e−ipµ(x
µ−yµ)
= − i
(2pi)3
∫
d4p
(
sgn(p0)
)
δ(pµp
µ −m2)e−ipµ(xµ−yµ). (C.7)
A relac¸a˜o (C.7) acima corresponde a` expressa˜o manifestamente covariante
da func¸a˜o de Pauli-Jordan, visto que e´ composta exclusivamente por termos
escalares de Lorentz.
Para finalizarmos esta breve discussa˜o referente a` func¸a˜o de Pauli-Jordan,
vamos ressaltar sua propriedade fundamental: sob intervalos tipo-espac¸o
(xµ − yµ) < 0 a func¸a˜o se anula. De fato, recorrendo a` covariaˆncia desta
func¸a˜o e a` relac¸a˜o (C.2) (sob transformac¸o˜es de Loretz orto´cronas), segue na-
turalmente que, para qualquer intervalo tipo-espac¸o, a func¸a˜o de Pauli-
-Jordan e´ efetivamente nula.
Este fato estabelece uma correlac¸a˜o ı´ntima entre a func¸a˜o de Pauli-Jordan
e o pr´ıncipio de microcausalidade, conforme comentamos anteriormente, pois
eventos separados por intervalos tipo-espac¸o na˜o podem ter relac¸a˜o causal entre
si (devido a` finitude da velocidade de propagac¸a˜o de sinais) de forma que,
no cena´rio da teoria quaˆntica, os comutadores envolvendo observa´veis f´ısicos
separados por intervalos desta natureza devem se anular, sendo expressos em
termos de ∆(xµ − yµ) para garantir causalidade.
C.1 Refereˆncias do Apeˆndice
Exibimos a seguir as refereˆncias relativas a este apeˆndice:
[33] Greiner, W.; Reinhardt, J. “Field Quantization”. Springer, 1996.
[35] Itzykson, C.; Zuber, J. “Quantum Field Theory”. McGraw-Hill, 1980.
[38] Mandl, F.; Shaw, G. “Quantum Field Theory”. John Wiley and Sons,
1984.
Apeˆndice D
A Se´rie BCH (Baker-
-Campbell-Hausdorff)
A se´rie de Baker-Campbell-Hausdorff consiste em uma expressa˜o geral
para operadores da forma eiSAe−iS , onde A e S sa˜o operadores quaisquer, em
termos de comutadores. Este resultado e´ central no procedimento iterativo
introduzido a partir da transformac¸a˜o FW, discutida no cap´ıtulo 3.
Consideremos enta˜o um operador da forma F (κ) = eiκSAe−iκS tal que
possa ser expandido em uma se´rie de Taylor envolvendo o paraˆmetro κ:
F (κ) =
∞∑
n=0
1
n!
(
∂nF (κ)
∂κn
)
(κ=0)
κn. (D.1)
Entretanto, temos que
∂F (κ)
∂κ
=
∂
∂κ
(eiκSAe−iκS)
= iSeiκSAe−iκS + eiκS
∂A
∂κ︸︷︷︸
=0
e−κS + eiκSA(−iSe−iκS)
= eiκS(i[S,A])e−iκS ,
∂2F (κ)
∂κ2
=
∂
∂κ
(
∂F (κ)
∂κ
)
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= i
∂
∂κ
(
eiκS [S,A]e−iκS
)
= i
(
iSeiκS [S,A]e−iκS − ieiκS [S,A]Se−iκS)
= i2eiκS (S[S,A]− [S,A]S) e−iκS
= eiκS(i2[S, [S,A]])e−iκS
e assim sucessivamente.
Desta maneira, propomos a expressa˜o
∂nF (κ)
∂κn
= eiκS(in [S, [S, ...[S,A]...]]︸ ︷︷ ︸
n comutadores
)e−iκS ; n ≥ 1. (D.2)
Examinando o termo n+ 1, segue:
∂n+1F (κ)
∂κn+1
=
∂
∂κ

eiκS(in [S, [S, ...[S,A]...]]︸ ︷︷ ︸
n comutadores
)e−iκS


= iSeiκS(in[S, [S, ...[S,A]...]])e−iκS − ieiκS(in[S, [S, ...[S,A]...]])Se−iκS
= in+1eiκS(S[S, [S, ...[S,A]...]]− [S, [S, ...[S,A]...]]S)e−iκS
= eiκS(in+1 [S, [S, [S, ...[S,A]...]]]︸ ︷︷ ︸
n+ 1 comutadores
)e−iκS ,
de modo que, por induc¸a˜o, verificamos a validade do ansatz (D.2).
Portanto, substituindo (D.2) em (D.1), temos
F (κ) = F (0) +
∞∑
n=1
1
n!
(
eiκS(in[S, [S, ...[S,A]...]])e−iκS
)
(κ=0)
κn
= A+
∞∑
n=1
in
n!
[S, [S, ...[S,A]...]]︸ ︷︷ ︸
n comutadores
κn.
Fazendo agora κ = 1 na expressa˜o acima, resulta a expansa˜o BCH que
deseja´vamos demostrar:
F (1) = A+
∞∑
n=1
in
n!
[S, [S, ...[S,A]...]]︸ ︷︷ ︸
n comutadores
⇒ eiSAe−iS = A+ i[S,A]− 1
2!
[S, [S,A]] + ...+
in
n!
[S, [S, ...[S,A]...]]︸ ︷︷ ︸
n comutadores
+... (D.3)
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D.1 Refereˆncias do Apeˆndice
As refereˆncias deste apeˆndice sa˜o expressas abaixo:
[34] Bjorken, J. D.; Drell, S. D. “Relativistic Quantum Mechanics”. McGraw-
-Hill, 1964.
[35] Itzykson, C.; Zuber, J. “Quantum Field Theory”. McGraw-Hill, 1980.
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