Abstract. Rarefied choked flows in parallel-plate channels have been studied using the direct simulation Monte Carlo technique. Calculations are performed for various transitional flows, and results are presented for the computed flowfield quantities, wall pressures and discharge coefficients. Comparisons are made with the available experimental data, and the physical and numerical factors which affect the solutions are discussed. Separate calculations are performed for the "nearly-incompressible" rarefied channel flows in which density variations are small. The calculations of this study indicate that the DSMC simulations are well suited for determining transitional flows from free-molecule limit to laminar flow regime, but become prohibitive for turbulent channel flow simulations with today's computers.
INTRODUCTION
Microdevices are gaining popularity both in commercial applications and in scientific research. Today, there exists a rapidly growing interest in improving the conventional design techniques related with these devices. For example, it is suggested that microchannels may dissipate the heat generated in microchips more effectively than fans, and may be used as a more practical cooling system in the integrated circuit chip industry [1] . Microdevices are often operated in gaseous environments, and naturally, their performances are affected by the gas around them. These gas flows can exhibit rarefied phenomena even at atmospheric conditions because the ratio of the mean-freepath to the characteristic dimension can be significant. Consequently, it is necessary to understand the rarefied flows related with these devices. Also, investigation of low-density internal flows with varying rarefaction is scientifically very instructive as it helps to get a better understanding of the development of basic flows from molecular point of view.
Rarefied gas flows in narrow channels are often encountered in micro-electro-mechanical systems (MEMS), electronic chips and mechanical vacuum seal devices. The flow between parallel plates has a simple geometry and has been studied by researchers analytically, experimentally, and numerically using different techniques [2] [3] [4] [5] [6] . In the numerical investigations, the direct simulation Monte Carlo (DSMC) method of G. A. Bird [7] has proven to be a valuable tool, and various microchannel flows have been simulated successfully [6] . Experimental data for flows inside channels much larger than the microdevices are presented by Taguchi, et al. [2] for a wide range of Reynolds numbers covering most of the transitional regime between collisionless flow and continuum limits. The height and the length of a test section used in these experiments are 0.7 mm and 150 mm, respectively. In these experiments, dry clean air is used, and Table 1 presents the inlet stagnation pressures, p 0i , and Reynolds numbers, Re 0i , based on the channel height, sonic velocity and the properties of the inlet reservoir. Note that, in these flows, Reynolds numbers of 20 and 10,000 correspond to Knudsen numbers (based on the channel height) of 0.058 and 0.000116, respectively. Also, the Re 0i = 20-200 flows are in the slip laminar, the Re 0i = 2,000 flow is in the no-slip laminar, and the Re 0i = 10,000 flow is in the turbulent regime.
The aim of the present investigation is to simulate these experiments using the DSMC method, although the simulations are expected to be computationally demanding due to the presence of the subsonic flows inside this "long" channel, where the length-to-height ratio is 214. 
SIMULATION METHOD
In the simulations, air (with 21.2% O 2 and 78.8% N 2 compositions on a molal basis) is used at the inlet. The molecular collisions are calculated using the variable-hard-sphere model [8] . In the gas model, the temperatureviscosity exponent is 0.74, and the reference temperature and the diameter are 298.15 K and 4.02·10 -10 m, respectively. Larsen-Borgnakke model is used to control the energy exchange between translational and internal modes, and the rotational and vibrational relaxation collision numbers are 5 and 50, respectively.
The surface temperature of the channel walls is not specified in the experiments, but it is mentioned that adiabatic conditions are applicable [2] . In the present simulations, the wall temperatures are assumed to be the same as the room temperature, 298.15 K, which turns out to be a viable assumption because the results indicate that the flow temperatures inside the channel are very close to the room temperature, and the heat transfer at the walls is negligibly small. As for the gas-surface interactions, full thermal accommodation and diffuse reflections are assumed. Also, only half of the channel height is considered in the simulations due to the symmetry.
The present calculations are performed using the G2 code of G. A. Bird, which has been successfully applied to many rarefied flow problems [9] , and considerable confidence has been built on it.
DETERMINATION OF NUMERICAL PARAMETERS
At the beginning of this research, calculations are performed for some internal test flow cases for which analytical solutions exist. In these test cases, single-species, rarefied gas flows (with and without intermolecular collisions) inside a parallel-plate channel with specularly reflective walls are considered using various inlet and exit boundary conditions. The computed results are found to be in excellent agreement with the analytical solutions producing more confidence in the calculations.
Afterwards, simulations of the flows in Ref. 2 are initiated, and the possibilities that could save computational time are explored. To achieve this, the Re 0i = 20 flow is used as the test case because of the relative simplicity of its calculations. The findings of this analysis are extended to other flows later. In the DSMC simulations, reduction of computational efforts is generally accomplished by using maximum possible values for the cell sizes and the time steps without distorting accuracy of the results. In the present investigation, several calculations are performed by varying these parameters, and sensitivity of the results is checked.
A well-known rule-of-thumb for the DSMC technique is that the cell sizes should be of the order of the local mean free paths. However, it is not always possible to satisfy this condition for cell sizes in all directions because that would increase the total number of cells in the domain, and the computations would become prohibitively expensive for many problems. Fortunately, in the directions where the gradients of the flow properties are small, one can use cell sizes much greater than the local mean free paths, and in the case of two-dimensional flows, the cells in the lateral direction can be infinitely large. In the present study, attention is focused on the laminar slip flows, for which the velocity profiles change smoothly and other flow properties are nearly constant in the ydirection (normal to the walls). Consequently, in this direction, equal-sized cells are used in all calculations. However, the flow properties change considerably in the x-(streamwise) direction, and hence, the cell sizes are made to increase in that direction. Calculations are performed using two separate cell structures; one with 2125 divisions (grid A) and the other with 213 divisions (grid B) in the x-direction. These cell structures are constructed such that for the Re 0i = 20 flow simulations, the cell sizes (in the x-direction) of grid A are of the order of local mean free paths (∆x ≈ λ) and those of grid B are about ten times the local mean free paths (∆x ≈ 10λ) throughout the channel.
The results are presented in Fig. 1 (a) in terms of pressures along the channel (in the figures, L denotes the channel length), and it is clear that the cell sizes in the x-direction can be confidently taken as ten times the local mean free paths. This idea is exploited in the higher Reynolds number flow calculations, and the same grids A and B are used for the Re 0i = 100, 200 and 2,000 flow simulations. The results of the Re 0i = 200 and 2,000 calculations are presented in Figs. 1(b) and 1(c). Note that as Re 0i increases, the ratios of the cell sizes in the x-direction to the local mean free paths also increase (for both grids A and B) as specified in each figure. Figures 1(a) and 1(b) show that ∆x values can be increased up to 100λ with reasonably good accuracy. On the other hand, when ∆x is increased to 1000λ, as shown in Fig. 1(c) , the results become highly erroneous. Other flow properties are also checked and it is observed that when ∆x ≤ 100λ, the grid-A and B calculations are in close agreement with less than 1% variation in mass flow rates. It should be noted that the calculations for the Re 0i = 2,000 flow require very long computational time, therefore, in the rest of the present investigation, Re 0i = 2,000 flow simulations are not performed. Similarly, no attempt has been made in this study to simulate the Re 0i = 10,000 turbulent flow in Table 1 . Note that in the experiments [2] , the flow properties at the inlet and exit sections are not documented. Hence, in these initial calculations, stagnation conditions are assumed at the inlet (due to the small flow acceleration before the inlet section) and vacuum conditions are imposed at the exit (to guarantee maximum mass flow through the channel). In the calculations, the time step is taken as smaller than the local mean free collision times.
Besides increasing the cell sizes, another way to reduce the computational time is to use maximum possible values for the time steps in the simulations. At this point, it may sound plausible that if the cell sizes are taken as ten times the local mean free paths, the time steps may also be ten times the local mean free collision times considering the fact that an entering molecule will still be inside the cell in that time step, and the flow properties are assumingly uniform in the cells. This thought is tested on the Re 0i = 20 flow simulations using grid B (in which the cell sizes in the x-direction are ten times the local mean free paths) with time steps five times the local mean free collision times, and it is observed that the results are seriously distorted (e.g. the mass flow rate changes by approximately 17%). Consequently, the DSMC requirement that the time step in each cell should be less that the local mean free collision time is strictly obeyed in the oncoming calculations.
RESULTS AND DISCUSSIONS
After making sure that the calculations for the Re 0i = 20-200 flows are grid independent, the results of the simulations are compared with the available experimental data, and considerable differences are observed between them. This can be seen in Fig. 2 by comparing the experimental data with zero exit pressure, p e , results. Noting that, at least in the Re 0i = 20 flow case, all the DSMC requirements are properly satisfied, it is concluded that these differences cannot be due to some numerical factors, and there must be some physical reasons behind them.
In the search of the causes of these discrepancies, the effect of the gas-surface interactions is investigated first. The calculations for the Re 0i = 20 case are repeated by imposing a wall boundary condition such that half of the molecules are reflected specularly, and the rest are reflected diffusely as they bounce back from the wall surfaces. This modification produces even more deviations from the experimental data, and it is concluded that the possibility of specular reflections at the walls cannot account for the discrepancies indicated above. It should also be noted that very few surfaces in real life are specularly reflective, and it requires special efforts to manufacture such surfaces. In the experiments [2] , no mention has been made for the presence of specularly reflective walls, and hence, for the present simulations, the diffuse reflection condition is assumed viable.
Another possible reason for the discrepancies between the calculated and experimental results may be the differences in the exit conditions. In the calculations, zero exit pressure, namely vacuum condition, is imposed whereas in the experiments [2] , exit pressures are not documented. On the other hand, in the later experiments of the same research group, under similar flow conditions, it is reported that the exit pressures are between 10 and 20 percent of the inlet stagnation values [5] . Hence, the present calculations are repeated using various exit pressures up to 10 percent of the inlet stagnation pressure to check their effects, and the results are presented in Fig. 2 . Figure 2 shows that the exit conditions influence the flow inside the channel considerably, and although the results near the exit are improved with the modifications mentioned above, there are still significant discrepancies near the inlet between the computed and experimental values, which increase with the Reynolds number. This reveals the existence of another important physical factor, and it is decided that the assumption used at the inlet section needs to be examined as well. The assumption that stagnation conditions prevail at the inlet naturally yields some errors because it ignores the flow acceleration before the inlet where the flow properties may change significantly. In the light of this, inlet conditions are modified by assuming isentropic acceleration before the inlet section. Physically, this is a reasonable assumption, but, to determine the inlet conditions, the Mach number (or another property) still needs to be known there. Realizing that in the later experiments of the same research group both stagnation Reynolds numbers and the inlet Mach numbers are specified [5] ; in the present investigation, similarity between these two sets of experiments is assumed. That is, for the flows with equal inlet stagnation Reynolds numbers, the inlet Mach numbers are assumed to be the same. This approach, although not perfect, is found to be very useful to determine the effects of inlet conditions (at least qualitatively). Once the inlet Mach numbers are determined, other properties at the inlet section are calculated using isentropic relations between the reservoir and the channel inlet. In the present simulations, inlet Mach numbers of 0.014, 0.029 and 0.047 are used for the Re 0i = 20, 100 and 200 flows, respectively. Note that as the flow gets denser, the inlet Mach number increases, and this is the reason why there are more discrepancies between the calculated and the experimental results for the higher Reynolds number cases, as mentioned above. Calculations are performed with these modified inlet conditions for the Re 0i = 20-200 flows, and the results of the Re 0i = 20 and 200 flow simulations are presented in Fig. 3 . It is clear that using the modified boundary conditions at the inlet and exit sections, accuracy of the results improves considerably.
To assess the transitional effects on the present solutions, comparisons are made with those of the free-molecule flow, which are obtained by repeating the DSMC simulations with the intermolecular collisions prevented. The results of the free-molecule flow calculations are presented in Fig. 4 along with those of the Re 0i = 20 and 200 flows. This figure clearly shows that as the Reynolds number decreases, the DSMC solutions approach the free-molecule limit, as expected. Moreover, the intermolecular collisions are nonnegligible in the present flows, and the transitional effects are evident on all the DSMC simulations.
In the experiments [2] , data are also presented from the measurements of the discharge coefficient, C d , which is defined as the ratio of the actual mass flow rate to the isentropic (choked) mass flow rate. Figure 5 presents the variation of the discharge coefficients with the Reynolds number for the exit condition of p e /p 0i = 0.1. In this figure, experimental data is also shown for comparison. Note that when vacuum condition (p e /p 0i = 0) is applied, the discharge coefficient results of the DSMC simulations increase by 3 and 4.6 percent for the Re 0i = 20 and 200 flows, respectively. The results for the densities, ρ, and local Knudsen numbers, Kn, along the channel centerline are presented in Figs. 6 and 7, respectively (for the p e /p 0i = 0.1 calculations). These results indicate that as the flow moves in the downstream direction, the densities drop significantly making the flow more rarefied. Note that ρ 0i denotes the inlet stagnation density in Fig. 6 .
Streamwise velocity, u, profiles at different cross-sections are presented in Fig. 8 for the Re 0i = 20 and 200 flows. Several interesting features are observed in these figures. To maintain a constant mass flow rate, the mean streamwise velocity increases in the x-direction to make up the density drop. This flow acceleration is the evidence of the compressibility effects inside the channel. These figures also show the effects of rarefaction. It is expected that the slip velocities increase with the flow rarefaction. This can be clearly observed in Fig. 8 by comparing the slip velocities of different flows (with different rarefaction), and also by analyzing the slip velocities for a given flow at different streamwise locations. Note also that, the flow is accelerated more and the velocity profiles become flatter as the flow gets more rarefied. 
A FINAL NOTE : "NEARLY-INCOMPRESSIBLE" RAREFIED FLOWS
The results presented above show that the compressibility effects are important for the rarefied choked flows inside a channel. In the present study, an extra attempt has been made to investigate the "nearly-incompressible" rarefied flows in ducts. This is accomplished by repeating the calculations with an exit pressure which is 90% of the inlet stagnation value (p e /p 0i = 0.9). Note that the use of the words "incompressible" and "rarefied" together may sound contradictory at first, but here emphasis is placed on the incompressibility of the flow and not of the fluid (which is certainly compressible).
In these calculations, the stagnation conditions are kept the same as in Table 1 , but the inlet conditions are modified in accordance with the new exit pressure. In the simulations, the inlet Mach numbers are taken as 0.007, 0.0145 and 0.0235 for the Re 0i = 20, 100 and 200 flows, respectively. The results are presented in Fig. 9 in terms of velocity profiles at different cross sections.
Analyzing the results, the assumption that the flow is "nearly-incompressible" can be justified through the following observations :
• The densities inside the whole channel vary by less than 10%.
• The pressures drop linearly along the channel (i.e., dp/dx is constant).
• The flow acceleration is small and the mean velocities from the inlet to the exit sections increase slightly (as can be seen in Fig. 9 ).
• The exit Mach numbers (the highest in the domain) are less than 0.0053, which is well below the incompressible limit of 0.3 for continuum flows. For the fully-developed, incompressible, laminar, continuum flows inside parallel-plate channels, an analytical expression exists for the parabolic velocity profile,
where μ and h represent viscosity (dynamic) and channel height, respectively. The results of this expression are also presented in Fig. 9 for comparison. Considering that the fully-developed velocity profiles (for incompressible, laminar flows) occur at a location well before half the channel length under the present flow conditions, analytical solutions are given at x = 0.075 m and x = 0.15 m locations in these figures. Note that the agreement between the DSMC results and the analytical expression improves for the higher Reynolds number flow simulations, as expected. In these figures, the effects of rarefaction are also observable, and as the flow becomes more rarefied, the slip velocities increase and the velocity profiles get flatter. 
CONCLUSIONS
Using the DSMC method, rarefied choked flows in parallel-plate channels have been studied. Calculations are made for various Reynolds numbers in the transitional regime between the free-molecule and laminar flow limits. The computational results show the following :
• The flow properties change significantly in the streamwise direction. On the other hand, (except for the velocity) they vary very little in the normal direction.
• For proper DSMC simulations, it is necessary to use time steps less than the local mean free collision times.
However, the cell sizes in the streamwise direction can be chosen as 100 times the local mean free paths.
• The flow acceleration from the stagnation to the inlet section affects the flow inside the channel considerably, and it is necessary to specify the inlet conditions properly for accurate simulations.
• The exit conditions also have significant effects on the rarefied channel flows. For the continuum flows, there exists a threshold value for the back pressure below which the flow is choked. On the other hand, for the rarefied flows such a threshold does not exist, and the back pressure always affects the flow. This effect is felt further in the upstream direction as the flow becomes more rarefied. For the rarefied flows, the maximum flow rate is obtained when the back pressure drops to zero (i.e. when the flow discharges into vacuum).
• The results of "nearly-incompressible" rarefied flows (in which density variations are small) are in good agreement with those of the incompressible, laminar, continuum flows in the fully-developed flow regime, and the agreement improves as the Reynolds number increases. In this research, various transitional flows in channels are investigated using the DSMC technique, and it is observed that application of the DSMC method to the turbulent flow simulations is prohibitively difficult due to CPU time requirements. Nevertheless, this study shows that the laminar flows up to Re 0i = 2,000 can be simulated using the DSMC method with the present computational capabilities, which is a big encouragement for the possibility of turbulent flow simulations (Re 0i = 10,000) in the near future.
