The singular nonlinear third-order periodic boundary value problem u + 3 u = f(t; u); 06t62 , with (2 ); i = 0; 1; 2, is studied, where ¿ 0 and f is singular at u = 0. Under suitable conditions on f, it is proved by employing a priori estimates, perturbation technique and Schauder ÿxed point theorem that the problem has at least one positive solution if ∈ (0; 1 √ 3
Introduction
The nonlinear periodic boundary value problems have been widely studied by a number of authors in recent years. For details, see [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] and references therein. However, the boundary value problems treated in the above-mentioned references are not able to possess singularity, and singular nonlinear periodic boundary value problems are rarely considered. In recent paper, Wang and Jiang [14] have established the existence and uniqueness of results for the singular nonlinear second-order periodic boundary value problem −u + 2 u = f(t; u); 06t62 ; u(0) = u(2 ); u (0) = u (2 ); (1.1)
where ¿ 0 and f may be singular at u = 0. There, a priori estimates are used as a fundamental tool to conclude the existence of positive solution of problem (1.1).
Motivated by the results of (1.1), in this paper we study the singular nonlinear third-order periodic boundary value problem u + 3 u = f(t; u); 06t62 ; (2 ) ; i = 0; 1; 2; (ii) u exists almost everywhere and u(t) ¿ 0 in [0; 2 ] and
The main result of this paper is as follows. ).
2. Proof of Theorem 1. Lemma 1. If ∈ (0; +∞); then the linear problem
has a unique positive solution
Proof. By a direct calculation, we can easily prove Lemma 1. Now, we consider the problem
for which we have the following result.
Lemma 2. Let w(t) be a unique solution of (2:1); then problem (2:5) is equivalent to integral equation
where
; s¿t:
Proof. As shown in [10] , by (2.6) it is easily vertiÿed that
and hence we can prove Lemma 2.
), then we have the estimates 
where k = 0; ±1; ±2; : : : . If k ¡ 0, since
we get x ¡ 0, which is a contradiction. Moreover, it is easy to know k = 0 by the concavity of h(x) in [0; ]. So we have
and, hence,
By (2.9), (2.10) and (2.12), we obtain 2 sin
and so does G(t; s). The proof is complete. 
which is a contradiction. If u(t)6R is not true, then there exists a sequence of positive solution to (2.5), {u j (t)} ∞ j=1 , such that
In addition, by (H 2 ) we have
which is also a contradiction. Now we prove Theorem 1. Let
To obtain a solution of (2.6), we seek a ÿxed point of the integral operator
where G(t; s) is given by (2.7). Due to the singularity of f given by (H 2 ); is not deÿned on all of the cone K.
Next, for each n¿1, we deÿne a sequence of function f n by f n (t; (Ju)(t)) = f t; max (Ju)(t); 1 n ; then f n is continuous on [0; 2 ] × [0; +∞) and nonincreasing in Ju ¿ 0 for all t ∈ [0; 2 ]. Furthermore, f n (t; (Ju)(t))6f(t; (Ju)(t)); f n (t; (Ju)(t))6f t; 1 n :
Now, we deÿne a sequence of operator n : K → K; n¿1, by Note that, for n¿1; n is decreasing with respect to K, and hence we have 06 2 n (0)6 n (0). Let 1 : ={u ∈ K; 06u(t)6 n (0)(t) for t ∈ [0; 2 ]}; then for any u ∈ 1 we can easily vertify that n (0)¿ n (u)¿ 2 n (0)¿0, this shows that n ( 1 ) ⊂ 1 . In addition, by the deÿnition of n , it is easily to see that n is a compact and continuous mapping from 1 to itself. The Schauder ÿxed point theorem tells us that n has at least one ÿxed point u n (t) in 1 .
By the same argument as in Lemma 4, it can be easily shown that there exist two constants 0 ¡ r ¡ R such that, for all n¿1, then {u n } ⊂ . it is easy to see that is a compact continuous mapping from to K, and so, there is a subsequence of { u n } which converges to some u * ∈ K. We relabel the subsequence as original sequence so that lim n→∞ u n − u * = 0. Since
further, there exists an n 0 ¿1 such that for n¿n 0 and t ∈ [0; 2 ] implies 1=n ¡ r= , and hence, for n¿n 0 we have f n (t; (Ju n )(t)) = f(t; (Ju n )(t)):
So, for n¿n 0 and t ∈ [0; 2 ], ( u n )(t) − u n (t) = ( u n )(t) − ( n u n )(t) this shows that has one ÿxed point u * (t) in , and hence u * (t) is a positive solution to problem (2.6). Since r6u * (t)6R in [0; 2 ] and problem (2.5) is equivalent to (2.6), u * (t) is also positive solution to problem (2.5).
Let y(t) = (Ju * )(t), then it can be easily vertiÿed that y(t) is a positive solution to problem (1.2).
