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On a conjecture about ﬁnite ﬁxed points of
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Abstract
A conjecture of M. Billaud is: given a wordw, if, for each letter x occurring inw, the word obtained
by erasing all the occurrences of x in w is a ﬁxed point of a nontrivial morphism fx , then w is also a
ﬁxed point of a non-trivial morphism. We prove that this conjecture is equivalent to a similar one on
sets of words. Using this equivalence, we solve these conjectures in the particular case where each
morphism fx has only one expansive letter.
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1. Introduction
One kind of combinatorial problem is to determine some conditions for which an object
is characterized by partial information. For instance, in trace theory [8,9], a trace is entirely
determined by its projections on sets {a, b} of dependent letters [7,10]. In combinatorics on
words, the exact length of factors needed to reconstruct a word has been recently determined
[3] (see also [4,5,17]) using the maximal length of special factors and the maximal length
of repeated sufﬁxes.
The conjecture we examine here belongs to this kind of problems. It concerns ﬁxed
points of morphisms.A lot of studies deal with inﬁnite ﬁxed points of morphisms (see, e.g.,
[1,6,18,19]). There exist also studies of biinﬁnite words (see, e.g., [20]). Here, we consider
only ﬁnite words that are ﬁxed points of amorphism. Head [13] (see also [12]) characterized
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the language of ﬁnite ﬁxed points of a given morphism. This set is regular. More precisely,
it is a ﬁnitely generated [15] free [21] monoid. In Head’s result, constant and expansive
letters (for the considered morphism) play a central role.
Ourwork dealswith the set FWof allwords that are ﬁxed points of a non-trivialmorphism.
By opposition to the set of ﬁnite ﬁxed points of a given morphism, the set FW is not context-
free. In 1993, Billaud [2] conjectured the following inductive property of the set FW:
Given awordw, if for each letter x occurring inw, there exists a (non-trivial)morphism
fx such that the word obtained by erasing all the occurrences of x in w is a ﬁxed point
of fx , then there exists a (non-trivial) morphism f such that w is a ﬁxed point of f .
Not a lot is known about the validity of this conjecture: it was only stated on three-letter
alphabets by Zimmermann [22]. Here, we prove it in the more general case where each fx
has one expansive letter.
To solve this case, we need to consider ﬁxed sets of words, that is, sets of ﬁnite words
which are ﬁxed points of a same morphism.We show that Billaud’s conjecture is equivalent
to the following one:
Given a set S of words, if for each letter x occurring in words of S, there exists a (non-
trivial) morphism fx such that, for each word w in S, the word obtained by erasing
all the occurrences of x in w is a ﬁxed point of fx , then there exists a (non-trivial)
morphism f such that each word of S is a ﬁxed point of f .
Now we describe the outline of this paper. After some generalities in Section 2, we
present in Section 3, Head’s result and the set FW. In Section 4, we explain more precisely
Billaud’s conjecture and prove the equivalence between the two conjectures. In Section 5,
we generalize P. Zimmermann’s result to the case where each morphism fx has no constant
letter and only one expansive letter. Results of Sections 4 and 5 are used in Section 6 to
prove the conjectures by induction when each morphism fx has only one expansive letter
(the morphisms fx can have constant letters).
Let us note that an extended abstract of this paper was presented to the conference
WORDS’2003 [16].
2. Generalities
We assume the reader is familiar with combinatorics on words and morphisms (see, e.g.,
[6,18,19]). We precise our notations.
Given a ﬁnite set X, we denote by Card(X) its cardinality.
Given an alphabet A (a non-empty set of letters), A∗ is the set of words over A including
the empty word ε. We denote the concatenation on words by juxtaposition: uv is the word
obtained by concatenation of u and v. If X is a set of words, we denote by X∗ (resp., by
X+) the set of all words that are ﬁnite (resp., non-empty ﬁnite) concatenation of words of
X: ε ∈ X∗, X∗ = X+ ∪ {ε}. For a word w, we denote by w∗ (resp., by w+) the set {w}∗
(resp., {w}+).
Let w be a word. We denote by alph(w) the set of letters occurring in w: alph(ε) = ∅.
We extend this notation to any set of words S: alph(S) = ⋃w∈S alph(w). The number of
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occurrences of a letter x inw is denoted by |w|x and the total length ofw is denoted by |w|.
More generally given a setB of letters, let |w|B =∑x∈B |w|x .We denote byminLetters(w)
the set {a ∈ alph(w)|∀x ∈ alph(w), |w|a |w|x}, that is, the set of letters with minimal
number of occurrences in w.
A word u is a factor of w if there exist words p and s such that w = pus. If p = ε (resp.,
s = ε), u is a preﬁx (resp., sufﬁx) ofw. Powers of a word u are the words deﬁned by u0 = ε,
un = uun−1 for any integer n1. A word is primitive if it cannot be written as un with
n2 an integer.
We now recall a classic result of combinatorics on words (see, e.g., [18]).
Lemma 2.1. For two words x and y, xy = yx if and only if there exists a word z such that
x, y ∈ z∗.
It follows from this lemma that for any non-empty wordw there exists a unique primitive
word z, called the primitive root of w such that w ∈ z∗.
Given an alphabet A, a(n endo)morphism f on A is an application fromA∗ toA∗ such that
f (uv) = f (u)f (v) for any words u, v over A. A morphism on A is entirely deﬁned by the
images of elements of A. A particular morphism on A is the identity morphism (also called
trivial morphism) denoted by IdA or simply by Id.
For X ⊆ A∗ and f a morphism on A, f (X) is the set {f (x) | x ∈ X}.
A morphism f is erasing if there exists a letter a such that f (a) = ε. Examples of erasing
morphisms are the projections. Let B be a subset of an alphabetA. The projection on B is the
morphism B from A∗ to B∗ deﬁned by B(a) = a for a ∈ B and B(a) = ε for a /∈ B.
When B = A\{x} for a letter x, we denote by x the projection B . When B = {x, y} for
two letters x, y, we denote by xy the morphism B .
Given a morphism f, powers of f are deﬁned inductively by f 0 = Id, f i = ff i−1 for
integers i1 (composition of applications is denoted just by juxtaposition).
3. Finite ﬁxed points of morphisms
A word w is a ﬁxed point of a morphism f on A if f (w) = w. Given a morphism f, Head
[13] (see also [12]) has characterized the language of ﬁnite ﬁxed points of f. In order to
recall this result (Theorem 3.1), we introduce notions from [14,20] and some notations.
Let f be a morphism on the alphabet A. A letter a is mortal for the morphism f if there
exists an integer i1 such that f i(a) = ε. We will denote by Mf the set of mortal
letters of f. The mortality exponent of f, denoted by exp(f ), is the least integer i such
that f i(a) = ε for all a ∈ Mf . The existence of this exponent can be proved showing
that exp(f )Card(Mf ).
A letter a is said monorecursive (for the morphism f) if there exist two words x, y inM∗f
such that f (a) = xay. For any monorecursive letter a, we have |f (a)|1. In order to ease
future developments, we split the set of monorecursive letters into two subsets:
Cf = {a ∈ A | f (a) = a},
Ef = {a ∈ A | a monorecursive, |f (a)|2}.
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Letters in Cf are constant by f. Letters in Ef are called expansive letters. When
Card(Ef ) = 1, we denote by ef the unique element of Ef .
By deﬁnition, Cf ∩ Ef = ∅. Moreover for any letter a in Cf ∪ Ef , and for any integer
n1, |f n(a)|a = 1. Consequently (Cf ∪ Ef ) ∩ Mf = ∅. We can also observe that
f (Cf ) = Cf and f (Ef ) ⊆ (Ef ∪Mf )∗.
Theorem 3.1 (Hamm and Shallit [12] and Head [13]). Let f be a morphism on A. The set
of ﬁnite ﬁxed points of f is the set (f exp(f )(Cf ∪ Ef ))∗.
Consider, for instance, the morphism f deﬁned on {1, 2, 3, 4, 5, 6, 7, 8, 9} by f (1) = 2,
f (2) = 1, f (3) = 34, f (4) = 435, f (5) = 6, f (6) = 7, f (7) = ε, f (8) = 6787, f (9) =
966. For this morphism, we haveMf = {5, 6, 7}, Cf = ∅, Ef = {8, 9}, exp(f ) = 3. The
ﬁxed points of f are the words in {76 787, 96 677}∗.
Most of time (as in Theorem 3.1), given a morphism f, one studies words that are ﬁxed
points of f. Here, we study intrinsic properties of (ﬁnite) words that are ﬁxed points of
morphisms (independently of these morphisms), that is, words in the set
FW = {w | ∃f : alph(w)∗ → alph(w)∗morphism, f = Id, f (w) = w} .
For w ∈ FW, as suggested by Geser [11], we call witness of w any morphism f on alph(w)
such that f (w) = w and f = Idalph(w). A witness is necessarily an erasing morphism. An
element of FW can have several witnesses (see for instance the word ab).
Any word in FW contains necessarily at least two different letters in order to be a ﬁxed
point of a non-trivial morphism on alph(w). For different letters a, b, observe that any word
w with |w|a = 1 and |w|b1 belongs to FW: it has the witness f deﬁned by f (a) = w
and f (c) = ε for each c in alph(w)\{a}. So FW is an inﬁnite set (even when restricted
to two-letter alphabets). Examples of words that do not belong to FW are words abba and
aabb where a, b are two different letters.
Theorem 3.1 implies that the set of ﬁxed points of f is regular. On the contrary, FW is not
even context-free since its intersection with the regular set (abb+)3 is the non-context-free
set {abnabnabn | n2}.
Another consequence of Theorem 3.1 is
Corollary 3.2. For w ∈ FW , and f a witness of w,
Cf ∪ Ef ∪Mf = alph(w).
Proof. Since f is a witness of w, f (w) = w. By Theorem 3.1, w ∈ (f exp(f )(Cf ∪ Ef ))∗.
We have already noticed that f (Cf ) = Cf and f (Ef ) ⊆ (Ef ∪Mf )∗. So w ∈ (Cf ∪
Ef ∪ Mf )∗. But f is a morphism on alph(w). So Cf ∪ Ef ∪ Mf ⊆ alph(w). Finally
Cf ∪ Ef ∪Mf = alph(w). 
The ﬁrst part of the next proposition (which is a consequence of Corollary 3.2) was proved
by Geser [11]. It shows that it is possible to focus only on idempotent witnesses of words
in FW. (A morphism f is idempotent if f 2 = f .)
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Proposition 3.3. Any word w in FW has a witness which is idempotent. More precisely,
given a witness f of w, there exists an idempotent witness g of w with Cf = Cg , Ef = Eg
andMf = Mg .
Proof. Let w ∈ FW. By deﬁnition w has at least one witness f. Let us prove that the
morphism g = f exp(f ) fulﬁlls the conditions of the proposition. First note (by induction)
that for all integer n0, f n(w) = w. So g(w) = w.
By deﬁnitions of constant, mortal and expansive letters, it is easily seen that Cf ⊆ Cg ,
Ef ⊆ Eg and Mf ⊆ Mg . Since f is a witness, Mf = ∅. This implies Mg = ∅. So
g = Idalph(w) whence g is a witness of w. By Corollary 3.2, alph(w) = Cf ∪ Ef ∪Mf =
Cg ∪ Eg ∪ Mg . Since Cf , Ef , Mf (and Cg , Eg , Mg) are pairwise disjoint, Cf = Cg ,
Ef = Eg andMf = Mg .
Let a ∈ Mg . Since a ∈ Mf , by deﬁnition of exp(f ), g(a) = f exp(f )(a) = ε. So for a
in Mg , g2(a) = g(a). This is also true for a ∈ Cg . Let a ∈ Eg . There exist words x, y in
M∗g such that g(a) = xay. From what precedes, g(x) = g(y) = ε. So g2(a) = g(a). The
morphism g is idempotent. 
Since for an idempotent morphism f, exp( f ) = 0, and since f (Cf ) = Cf , Theorem 3.1
can be simpliﬁed into:
Corollary 3.4. Let f be an idempotent morphism on A. The set of ﬁnite ﬁxed points of f is
the set (f (Cf ∪ Ef ))∗ = (Cf ∪ f (Ef ))∗.
We end this section with two useful lemmas.
Lemma 3.5. Letw ∈ FW, f be awitness ofw and a ∈ minLetters(w). If a ∈ Ef ∪Mf , then
w has an idempotent witness g such that Cg = Cf , Card(Ef ) = Card(Eg) and a ∈ Eg .
Proof. By Proposition 3.3, we can assume that f is an idempotent witness of w.
Let F = {x ∈ Ef ||f (x)|a = 0}. We have
|w|a = ∑
x∈F
|w|x × |f (x)|a.
But a ∈ minLetters(w). This implies F = {e} for a letter e. Moreover |f (e)|a = 1 and
|w|a = |w|e.
If a = e, the lemma is veriﬁed with g = f . Assume a = e. Since e ∈ Ef and
a ∈ alph(f (e)), a ∈ Mf , that is, f (a) = ε. Let g be the morphism deﬁned by g(a) =
f (e), g(e) = ε (so g = Id), and g(x) = f (x) for x /∈ {a, e}. We have Cf = Cg ,
Mg = {e} ∪ Mf \{a} and Eg = {a} ∪ Ef \{e}. So for x = a, g2(x) = g(x). Moreover
g2(a) = g(f (e)) = g(a). Thus the morphism g is idempotent.
By Corollary 3.4,
w = w0
p∏
i=1
f (e)wi = w0
p∏
i=1
g(a)wi
for wordswi (1 ip) in (f (Ef \{e})∪Cf )∗ = (g(Eg\{a})∪Cg)∗. It follows g(w) = w.
The morphism g is a witness of w. 
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Lemma 3.6. A word w belongs to FW with a witness f such that Card(Ef ) = 1 if and
only if there exist a set C of letters, a letter b, and a word u, such that |u|2, |u|b = 1,
alph(u) ∩ C = ∅ and w ∈ (C ∪ {u})∗.
Proof. We get the “only if” part taking C = Cf , b such that Ef = {b} and u = f (b).
Conversely, let f be the morphism deﬁned by f (b) = u, f (x) = ε for x in alph(u)\{b}
and f (x) = x for x ∈ C. The morphism f is not the identity since |u|2. It veriﬁes
Card(Ef ) = 1, and since w ∈ (C ∪ {u})∗, f (w) = w. 
4. The conjecture
In 1993, in Newsgroup Comp.theory, Billaud [2] proposed
Conjecture 4.1. Let A be an alphabet with at least three letters. Let w be a word with
alph(w) = A. If for all a ∈ A, a(w) ∈ FW, then w ∈ FW.
Conjecture 4.1 assumes Card(A)3. This is due to the fact that if Card(A)2, for
w ∈ A∗ and a ∈ A, a(w) belongs to b∗ for a letter b and thus does not belong to FW.
The converse of the previous conjecture does not hold. There exist words w in FW such
that a(w) /∈ FW for at least one letter a in alph(w). For instance, one can consider the
word w = acbba. This word belongs to FW since it has a witness f deﬁned on {a, b, c} by
f (a) = ε, f (b) = ε, f (c) = w. Nevertheless the word c(w) /∈ FW.
Note also that given an alphabet with at least three letters, we can ﬁnd words w ∈ FW
such that for each letter x in alph(w), x(w) /∈ FW. For instance, if A = {a1, . . . , an} with
n3, the word
w =
n−1∏
i=1
(aian)
n−1∏
i=1
(an−ian) = a1ana2an . . . an−1anan−1an . . . a2ana1an
belongs to FW. It has as witness the morphism f deﬁned by f (ai) = aian for 1 i < n and
f (an) = ε. But (we let the reader verify that) for all x in alph(w), x(w) does not belong
to FW.
Maybe one reason of the difﬁculty to solve Conjecture 4.1 is that it is equivalent to another
one that seems more general. We state this new conjecture and show the equivalence. For
this let us deﬁne a family of sets
FS =

S
∣∣∣∣∣∣
∃ f : alph(S)∗ → alph(S)∗ morphism
f = Id
for all w in S, f (w) = w

 .
For instance,
{ab, ba} /∈ FS,
{ε, abcb, aaa, bcb, bcbabcb} ∈ FS.
Of course for each word w in FW, the singleton {w} belongs to FS.
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Conjecture 4.2. Let A be an alphabet with at least three letters. Let S ⊆ A∗ with
alph(S) = A. If for all a ∈ A, a(S) ∈ FS, then S ∈ FS.
Theorem 4.3. Conjecture 4.1 is true if and only if Conjecture 4.2 is.
More precisely, given an alphabet A, Conjecture 4.1 is true for words w with alph(w) = A
if and only if Conjecture 4.2 is true for sets S of words with alph(S) = A.
The “if part” of this theorem is quite immediate since Conjecture 4.1 is a restriction of
Conjecture 4.2 to singletons. Conversely, Proposition 4.5 states that we can reduce Conjec-
ture 4.2 to Conjecture 4.1 using inductively the next lemma. Note that Proposition 4.5 will
be of main importance to prove Conjecture 4.1 when for each letter x, x(w) has a witness
with only one expansive letter (Theorem 6.1).
Lemma 4.4. Let f be a morphism on an alphabet A. Given two words u and v over A, the
three following assertions are equivalent:
(1) f (u) = u and f (v) = v,
(2) f (uv) = uv and f (vu) = vu,
(3) f (uvvu) = uvvu.
Proof. 1⇒ 3 is immediate.
3 ⇒ 2. If f (uvvu) = uvvu, then since |f (uv)| = |f (vu)| and |uv| = |vu|, we have
|f (uv)| = |uv|. Thus f (uv) = uv and f (vu) = vu.
2 ⇒ 1. Assume f (uv) = uv and f (vu) = vu. If |f (u)| = |u| then we directly have the
result. So we can assume without loss of generality that |f (u)| > |u| (the case |f (u)| < |u|
is similar). Then there exists a word x = ε such that f (u) = ux and v = xf (v). Since
f (vu) = vu, we have f (v)ux = xf (v)u. From a classical result about the equation
xy = yx (see [18] for instance), there exist words r, s and integers i, j, k such that
x = (rs)k,
f (v) = (rs)ir,
u = s(rs)j
with k = 0 and rs = ε.
Since v = xf (v), v =∏i0 f i(x). But v is a ﬁnite word. So there exists a smallest inte-
ger n such that f n(x) = ε (observe that n1 because x = ε). Consequently f n((rs)k) = ε
and so f n(r) = ε and f n(s) = ε. It follows that ε = f n(u) = f n−1(u)f n−1(x), hence
f n−1(x) = ε. We have a contradiction with the minimality of n. 
Proposition 4.5. Let A be an alphabet with at least three letters. Let S be a set of words
such that alph(S) = A and for all a ∈ A, a(S) ∈ FS. For a ∈ A, let fa be a morphism on
A\{a} such that fa = Id and for each x ∈ a(S), fa(x) = x.
There exists a word w such that alph(w) = alph(S) and
(1) for all a ∈ A, a(w) belongs to FW and has fa as witness (fa(a(w)) = a(w)).
(2) w ∈ FW if and only S ∈ FS.
More precisely for any morphism f = Id on A, f (w) = w if and only if for all x in S,
f (x) = x.
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Proof. The claim holds by induction on Card(S).
The result is immediate if Card(S) = 1.
AssumeCard(S)2.Letu,v be twodifferent elements ofS. LetS′ = (S\{u, v})∪{uvvu}.
For a ∈ A and x ∈ S′, fa(a(x)) = a(x), and so a(S′) ∈ FS. Moreover Card(S′) <
Card(S). By induction hypothesis, there exists a word w such that alph(w) = alph(S′) and
(1) for all a ∈ A, fa(a(w)) = a(w).
(2) w ∈ FW if and only S′ ∈ FS.
More precisely for any morphism f = Id on A, f (w) = w if and only if for all x in S′,
f (x) = x.
By construction, alph(S′) = alph(S) = alph(w). To end the proof, we have to show, for
any morphism f = Id, the equivalence between
• for all x in S, f (x) = x and
• for all x in S′, f (x) = x.
This is a direct consequence of Lemma 4.4. 
Proof of Theorem 4.3. The “if part” is immediate. Assume now Conjecture 4.1 is true for
any words w with alph(w) = A. Let S ⊆ A∗ with alph(S) = A such that for all a in A,
a(S) ∈ FS. By Proposition 4.5, there exists a word w such that
(1) for all a ∈ A, a(w) ∈ FW.
(2) w ∈ FW if and only S ∈ FS.
FromAssertion 1 and the fact that Conjecture 4.1 is true, we know w ∈ FW. So S ∈ FS.

5. A particular case
As already said, Conjecture 4.1 was solved by Zimmermann [22] in case of words over
3-letter alphabets. In this section, we extend this result.
Proposition 5.1. Let w be a word such that Card(alph(w))3. Assume there exist three
pairwise distinct letters a, b, c in alph(w) such that, for each letter x ∈ {a, b, c}, there
exists a witness fx of x(w) such that Card(Efx ) = 1 and Card(Cfx ) = 0. Then w ∈ FW .
Moreover w has a witness f with Card(Ef ) = 1 and Card(Cf ) = 0.
Before proving this proposition, let us mention two consequences (one can note the
similarity between Corollary 5.3 and Conjecture 4.1).
Corollary 5.2 (Zimmermann [22]). Conjecture 4.1 is true for words over a 3-letter
alphabet.
Proof. Let w be a word over a 3-letter alphabet such that for each x ∈ alph(w), x(w) ∈
FW. Let x ∈ alph(w) and let fx be a witness of x(w). Since fx = Id,
fx(x(w)) = x(w) andCard(alph(x(w))) = 2, necessarilyCard(Efx ) = 1 = Card(Mfx )
and Card(Cfx ) = 0. So by Proposition 5.1, w ∈ FW. 
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Corollary 5.3. Let w be a word such that Card(alph(w))3. If for all a, b∈A, ab(w) ∈
FW, then w ∈ FW. More precisely, w has a witness f such that Card(Ef ) = 1 and
Card(Cf ) = 0.
Proof. When Card(alph(w)) = 3, the result holds similarly than Corollary 5.2.
Assume Card(alph(w))4. For x ∈ A and for a, b ∈ A\{x}, ab(x(w)) = ab(w) ∈
FW. Thus by induction, for each x ∈ A, there exists a witness fx of x(w) such that
Card(Efx ) = 1 and Card(Cfx ) = 0. Result holds by Proposition 5.1. 
Up to the end of the section, our aim is to state
Proof of Proposition 5.1. We assume the hypotheses of the proposition. Let  be a letter in
minLetters(w).We prove successively three facts before ending the proof of the proposition.
Fact 5.4. |w|x is a multiple of |w| for each letter x in alph(w).
Proof. Without loss of generality, assume  /∈ {b, c}, that is,  = a or  /∈ {a, b, c}. Since
Card(Cfb) = 0, ∈ Mfb∪Efb . ByLemma3.5,we can assume ∈ Efb . SinceCard(Efb) =
1, efb = . Since Card(Cfb) = 0, for x in alph(w)\{b}, |w|x = |fb()|x × |w|. Similarly
efc =  and |w|b = |fc()|b × |w|. 
Let ua = fa(ea)
|w|ea|w| , ub = fb(eb)
|w|eb|w| and uc = fc(ec)
|w|ec|w|
. SinceCfa = Cfb = Cfc =
∅, we have x(w) = u|w|x for each x in {a, b, c}.
Now let w1, . . . , w|w| be the words of length
|w|
|w| such that w =
∏|w|
i=1 wi . We have
Fact 5.5. |wi |x = |u|x , for all  in {a, b, c}, x in alph(w)\{}, and i in {1, . . . , |w|}.
Proof. We prove this fact when  = a. Cases  = b and c are similar and they are left to
the reader.
Let x ∈ alph(w)\{a}. We have x = b or x = c. Once again, we treat only case x = b.
We have b(u|w|a ) = b(a(w)) = a(b(w)) = a(u|w|b ). So b(ua) = a(ub) and|ua|x = |ub|x .
Let j be an integer such that 0j < |ua|x . Let v1, v2, v3, v4 be the words such that
ua = v1xv2, ub = v3xv4 and |v1|x = |v3|x = j − 1. From b(ua) = a(ub), we get
b(v1) = a(v3) and so for all y ∈ alph(w)\{a, b}, |v1|y = |v3|y .
Let p = |v1| + |v3|a = |v1|b + |v3|a +∑y∈alph(w)\{a,b} |v1|y = |v1|b + |v3|. Let i with
1 i |w|. We observe that the (j + (i − 1)|ua|x)th occurrence of the letter x in w (and
so the same occurrence in a(w) and b(w)) is preceded by (|v1| + (i − 1)|ua|) letters in
a(w) = (ua)i−1v1xv2(ua)|w|−i and is preceded by (|v3|+ (i−1)|ub|) letters in b(w) =
(ub)
i−1v3xv4(ub)|w|−i . So this occurrence of the letter x is preceded by q letters inwwhere
q = (|v1|b+ (i−1)|ua|b)+ (|v3|a+ (i−1)|ub|a)+∑y∈alph(w)\{a,b}(|v1|y+ (i−1)|ua|y).
But, since a(w) = u|w|a and b(w) = u|w|b , we have |ua|b = |w|b|w| , |ub|a =
|w|a|w| and for
y ∈ alph(w)\{a, b}, |ua|y = |ub|y = |w|y|w| .
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So |ua|b + |ub|a +∑y∈alph(w)\{a,b} |ub|y = |w||w| and q = p + (i − 1) |w||w| .
Since 0p < |ua| + |ub|a = |w||w| and since w =
∏|w|
j=1wj , this occurrence of the letter
x is a factor of wi . Since this is true for any value of j, 0j < |ua|x and any value of i,
1 i |w|, we get |wi |x = |ua|x . 
Fact 5.6. xy(wi) = xy(w1), for all i in {1, . . . , |w|} and x, y in alph(w).
Proof. Let x, y ∈ alph(w). There exists a letter  ∈ {a, b, c} such that  = x and  = y.
We have (w) = u|w| =
∏|w|
i=1 (wi). So xy(u)|w| =
∏|w|
i=1 xy(wi). By Fact 5.5,
|u|{x,y} = |wi |{x,y}. Consequently, for each i ∈ {1, . . . , |w|}, xy(u) = xy(wi).
In particular xy(wi) = xy(w1). 
Now let us recall a particular case of a more general result in trace theory [7] (see also
[8,9] for more information about trace theory).
Lemma 5.7 (Cori and Perrin [7]). Let u and v be two words. The following conditions are
equivalent:
(1) u = v.
(2) for all x, y in A, xy(u) = xy(v).
We can now conclude the proof of Proposition 5.1. Indeed by Fact 5.6 and Lemma 5.7,
for all i = 1, . . . , |w|, wi = w1. So w = w|w|1 . Moreover, |w1| = 1. By Lemma 3.6,
w ∈ FW. 
6. Main result
Actually, we solve Conjecture 4.1 in a more general case than Proposition 5.1. We have
a result that does not depend on the inexistence of constant letters.
Theorem 6.1. Letw be a word withCard(alph(w))3.Assume that, for each x in alph(w),
x(w) belongs to FW and has a witness fx with Card(Efx ) = 1. Then w belongs to FW
and has a witness f with Card(Ef ) = 1.
The proof of this theorem is based on the following result.
Proposition 6.2. Let w be a word such that Card(alph(w))4. If for each letter x, the
word x(w) has a witness fx with Card(Efx ) = 1, then (at least) one of the two following
assertions is veriﬁed:
(1) w ∈ FW and it has a witness f with Card(Ef ) = 1.
(2) there exist two non-empty sets B and C with alph(w) = B ∪ C, B ∩ C = ∅ such that
for all x in B and y in C, y belongs to Cfx .
Proof of Theorem 6.1. From Proposition 3.3, we can assume that the morphisms fx in
the hypotheses are idempotent. We proceed by induction on Card(alph(w)).
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When Card(alph(w)) = 3, Corollary 5.2 states thatw ∈ FW.Moreover, the proof of this
corollary can be continued to show that w has a witness f with Card(Ef ) = 1.
From now on, assume that Card(alph(w))4, and that we are in the second case of
Proposition 6.2 (the ﬁrst one is the expected conclusion of the proof): there exist two non-
empty sets B and C such that alph(w) = B ∪ C, B ∩ C = ∅, and for all  in B, C ⊆ Cf .
There exists an integer n1 and words xi ∈ C∗ (i = 0, . . . , n), and yi ∈ B+ (i = 1, . . . , n)
such that xi = ε if i ∈ {1, . . . , n− 1} and
w = x0
n∏
i=1
yixi .
Let S = {y1, . . . , yn}. We have alph(S) = B. Let x ∈ B. Let us denote by gx the restriction
of fx to the set B. Since C ⊆ Cfx , for y ∈ S, we have fx(x(y)) = x(y), that is,
gx(x(y)) = x(y). From B ∪ C = alph(w) = {x} ∪ Cfx ∪Mfx ∪ Efx , B ∩ C = ∅ and
C ⊆ Cfx , we deduce {x} ∪Mfx ∪Efx ⊆ B. SoMgx = Mfx , Egx = Efx , Card(B)3 and
gx = IdB .
SoSveriﬁes thehypotheses ofProposition4.5.There exists awordw′ such that alph(w′) =
alph(S) and
(1) for all a ∈ alph(w′), fa(a(w′)) = a(w′).
(2) w′ ∈ FW if and only S ∈ FS.
More precisely for any morphism f = Id on alph(w′), f (w′) = w′ if and only if for
all y in S, f (y) = y.
Since alph(w′) = alph(S) = alph(B) < alph(w), by induction hypothesis, there exists
a morphism f = Id on B such that Card(Ef ) = 1 and f (w′) = w′. So for all y in S,
f (y) = y.
For c ∈ C, let deﬁne f (c) = c. We get f (w) = w. 
The rest of this section is devoted to the proof of Proposition 6.2. We are more speciﬁc
about the hypotheses and we make some choices (without loss of generality).
Hypotheses on w. We assume w is a word such that Card(alph(w))4. We are going to
do a proof by contraposition. So we assume the following two hypotheses.
Hypothesis 1. Either w /∈ FW, or, if w ∈ FW, it has no witness f with Card(Ef ) = 1.
Hypothesis 2. For all B, C non-empty sets with alph(w) = B ∪C, B ∩C = ∅, there exist
x ∈ B, y ∈ C such that y /∈ Cfx .
This hypothesis can also be written: for all non-empty subsets B of alph(w) with B =
alph(w), there exist x ∈ B, y /∈ B such that y /∈ Cfx .
Hypotheses on the x(w)’s. For each letter x, the word x(w) has a witness fx with
Card(Efx ) = 1. By Proposition 3.3, we can assume fx is idempotent. We simplify the
notation denoting by Ex the set Efx , by Cx the set Cfx , and by Mx the set Mfx . We also
denote by ex the letter such that Ex = {ex}.
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By Corollary 3.4,
x(w) ∈ (Cx ∪ {fx(ex)})∗. (1)
Moreover Lemma 3.6 and Hypothesis 1 imply
w /∈ (Cx ∪ {x, fx(ex)})∗. (2)
The words x(w) can have several (but a ﬁnite number of) idempotent witnesses. We
consider a particular idempotent witness fx such that
Hypothesis 3. For all idempotent witnesses f of x(w), ifEf = {y} then |f (y)| |fx(ex)|.
We work in the rest of the proof with a letter having a minimal number of occurrences in
w. Let a ∈ minLetters(w), that is, a is a letter such that
Hypothesis 4. For all x in alph(w), |w|a |w|x .
By Lemma 3.5, we assume
Hypothesis 5. ec = a for each letter c = a such that a /∈ Cc.
Fact 6.3. There exists (at least) one letter c such that ec = a.
Proof. By Hypothesis 2 (taking B = alph(w)\{a} and C = {a}), there exists c = a such
that a /∈ Cc. By Hypothesis 5, ec = a. 
Let b = ea . Eq. (1) can be rewritten (when x = a) as follows, a(w) ∈ (Ca ∪ {fa(b)})∗.
From Eq. (2), we deduce there exist n1 words Z1, . . . , Zn such that
w ∈ (Ca ∪ {a, fa(b), Z1, . . . , Zn})∗ (3)
and for all i with 1 in,
• Zi is a factor of w,
• Zi does not start with a and does not end with a,
• |Zi |a1,
• a(Zi) = fa(b).
The rest of the proof is divided into several steps making gradually the structure of the
word w more precise by deriving contradictions with the hypotheses.
• Step 1: Each Zi (1 in) contains exactly one occurrence of the letter a.
• Step 2: n = 1, that is, there exist (unique) non-empty words , , Z such that a(Z) =
fa(b) = , Z = a is a factor of w and
w ∈ (Ca ∪ {a, fa(b), Z})∗.
• Step 3: (,) = (b, cm) or (,) = (cm, b) for a letter c /∈ {a, b} and an integer m1.
Moreover fa(b) is a factor of w.
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Until the end of the proof, we assume  = b and  = cm (the symmetric case is left to
the reader). In other terms, we assume w ∈ (Ca ∪ {a, bcm, bacm})∗ with bcm and bacm
factors of w.
• From Step 4 to the end of the proof, the aim is to prove (by induction) that for any integer
l1,w ∈ (K2l ∪ {2l−1 . . . 31a, 2l2l−2 . . . 2bcm, 2l2l−1 . . . 21bacm})∗ where
the non-empty words i have pairwise disjoint alphabets. This contradicts the fact that
w contains only a ﬁnite number of letters. In particular, Step 4 states the existence of
1, and Step 8 the existence of 2. The technical Steps 5–7, 9 and 10 are needed to state
properties on the words i and the letters of w.
Step 1: |Zi |a = 1, for all i, 1 in.
Proof. From Fact 6.3, there exists a letter c such that ec = a. Let u and v be the words such
that fc(a) = uav. By deﬁnition of fc, uv = ε and Card(uav)∩Cc = ∅. Moreover Eq. (1)
states that c(w) ∈ (Cc ∪ {uav})∗.
Assume there exists an integer i such that 1 in and |Zi |a2. Let P,X, S be the
words such that Zi = PaXaS, |P |a = 0, |S|a = 0. Since Zi does not start (resp., end)
with a, P = ε (resp., S = ε). Since Zi is a factor of w, the word c(Zi) is a factor of
c(w). Consequently c(X) = vYu for a word Y. Since a /∈ alph(uv), we deduce that
Mc = alph(uv) ⊆ alph(X)\{a} ⊆ alph(Zi)\{a} ⊆ alph(fa(b)) = Ma ∪ {b}. By Corollary
3.2, alph(w) = Ma ∪ {a, b} ∪ Ca = Mc ∪ {a} ∪ Cc ∪ {c}. Thus Ca ⊆ Cc ∪ {c}.
Let  = alph(uv). From c(w) ∈ (Cc ∪ {uav})∗, we get |w| = |w|a × |uv|. From
a(w) ∈ (Ca ∪ {fa(b)})∗ and  ⊆ Ma ∪ {b} = alph(fa(b)), we get |w| = |w|b ×
|fa(b)| = |w|b × (|uv| + |PYS|) |w|b × |uv|. By Hypothesis 4, |w|a |w|b. Conse-
quently |w|a = |w|b and |fa(b)| = |uv|. This means in particular that alph(PYS) ∩
alph(uv) = ∅. As c(Zi) = c(P )avYuac(S), we can see that |Zi |a = 2 and |X|a = 0.
Moreover c(P ) = ε or u = ε. Similarly c(S) = ε or v = ε. We consider the following
three cases : c(P ) = ε, c(S) = ε, and c(P ) = c(S) = ε.
Case c(P ) = ε: Let  be the ﬁrst letter of c(P ). From what precedes, we know
u = ε. But |fc(a)|2. So v = ε and c(S) = ε. From Eq. (3), we get c(w) ∈ (c(Ca) ∪
{a, c(fa(b)), c(Z1), . . . , c(Zn)})∗. The ﬁrst letter of c(fa(b)) is . For each j, 1jn,
the ﬁrst letter of c(Zj ) is  or a. So c(w) has c(Zi) = c(P )avYa as sufﬁx, or c(w)
has a factor c(Zi)d = c(P )avYad where d is a letter in {a, } ∪ Ca . Since d = c
and Ca ⊆ Cc ∪ {c}, d ∈ {a, } ∪ Cc and so d /∈ alph(v). We have a contradiction with
c(w) ∈ (Cc ∪ {av})∗.
Case c(S) = ε: Is symmetric to the previous one.
Case c(P ) = c(S) = ε: Let p, s be the integers such that P = cp and S = cs . Since
P = ε and S = ε, we have p = 0 and s = 0. Let x be a letter different from a and c.
Let us prove that a ∈ Cx . If a ∈ Ex∪Mx , byHypothesis 5, ex = a. FromZi = cpaXacs ,
we deduce that both ac and ca are factors of x(w). So c ∈ Mx . This implies that, for two
integers k and l different from zero, ac(w) ∈ (ckacl)∗. Since |X|a = 0 and aac(X)a is a
factor of ac(w), we get k+ l = |X|c. Let recall that for 1jn, |Zj |a1 and |Zj |b = 1.
Moreover |Zi |a = 2 and |w|a = |w|b. So by Eq. (3), the word fa(b) = cpXcs is a factor of
w. Consequently ac(fa(b)) = cp+s+|X|c is a factor of ac(w). Since p = 0, ac(fa(b))
cannot be a factor of ac(w) ∈ (ckacl)∗. We have a contradiction, and so a ∈ Cx .
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We now prove that c ∈ Cx . Assume by contradiction that c /∈ Cx , that is, c ∈ Ex ∪Mx .
Since both acs and cpa are factors of x(w), cp is a sufﬁx of fx(ex) and cs is a preﬁx of
fx(ex). So |fx(ex)|cp + s and ex = c.
Assume ﬁrst |X|c = 0. By Eq. (3), ax(X)a is a factor of x(w). Thus fx(ex) is a factor
of x(X). In particular ex ∈ alph(X) ⊆ alph(fa(b)). More precisely |X|c = |X|ex ×
|fx(ex)|c = |fa(b)|ex × |fx(ex)|c. Consequently, |w|c = |w|ex × |fx(ex)|c = |w|b ×
|fa(b)|ex × |fx(ex)|c = |w|b × |X|c < |w|b × |fa(b)|c = |w|c, which is impossible, and
so |X|c = 0.
Since a(w) ∈ (Ca∪{fa(b)})∗, and c ∈ alph(fa(b)), |w|c = |w|b×|fa(b)|c = |w|b(p+
s). Eq. (1) states x(w) ∈ (Cx ∪ {fx(ex)})∗. So |w|c = |w|ex × |fx(ex)|c |w|ex (p + s).
At the beginning of the proof, we have seen |w|a = |w|b. By Hypothesis 4 |w|b |w|ex .
Previous inequalities show that |w|b = |w|ex and |fx(ex)|c = p + s. Now let Pi and Si
be words such that w = PiZiSi . By Eq. (3), we can assume that alph(fa(b))(Pi) ∈ fa(b)∗.
It follows |Pi |c = 0 modulo (p + s). Since x(w) starts with Picpa and since a ∈ Cx ,
we have |Picp| = 0 modulo (p + s). Thus p = 0 or s = 0. We have a contradiction. So
c ∈ Cx .
In case c(P ) = c(P ) = ε, we have shown that for x /∈ {a, c}, {a, c} ⊆ Cx . This
contradicts Hypothesis 2. 
Now we prove
Step 2: n = 1.
We need some notations. Let i ,i be the words such that Zi = iai (1 in). We
assume |1| < |2| < · · · < |n|. By deﬁnition of the Zi’s, i = ε and i = ε. We also
denote by i , ′i (1 in) the words such that i = 1i and i = ′in: 1 = ε = ′n.
Since fa(b) = ii (1 in), we have i′i = n = ′1 (1 in).
Before proving Step 2, we state seven intermediate steps. They gradually explain the
structure of w.
Step 2.1. If n2, for each letter c such that ec = a, c ∈ alph(fa(b)).
Proof. Assume by contradiction that n2 and that there exists a letter c /∈ alph(fa(b))
such that ec = a. Let u and v be the words such that fc(a) = uav. From Eq. (3), we deduce
c(w) ∈ (Ca\{c} ∪ {a, fa(b), Z1, . . . , Zn})∗ (moreover each Zi is a factor of c(w)).
We have Z1 = 1a22 and Z2 = 12a2. Moreover |122|b = |fa(b)|b = 1. We
distinguish the three following cases: |1|b = 1, |2|b = 1 and |2|b = 1.
Case |1|b = 1: Let 1 and 2 be the words such that 1 = 1b2. So Z1 = 1b2a22
(since 1 = ′1n = 2′2n = 22), Z2 = 1b22a2 and |2|b = |22|b = 0. Since
Z1 and Z2 are factors of c(w), and since |2| = 0, u is a sufﬁx of both 2 and 22.
If b /∈ Cc, since b = ec, b ∈ Mc = alph(uv). Since b /∈ alph(u), b ∈ alph(v). But 1b
is a preﬁx of each Zj (1jn) and, by Eq. (1), c(w) ∈ (Cc ∪ {uav})∗. There exist two
words v1 and v2 in C∗a such that v starts with 2v11b and 22v21b. So 2v1 = 22v2.
This is not possible since |2| = 0 and alph(22) ∩ Ca = ∅.
So b ∈ Cc. Since |22|a = 0, |22|alph(u) = |2|alph(u) implies |2|alph(u) = 0. But
|2| = 0 and u is a sufﬁx of 22. So u = ε. As we have seen u is a sufﬁx of 2 and 22,
we can see that v is a preﬁx of 2 or 2 is a preﬁx of v.
F. Levé, G. Richomme / Theoretical Computer Science 339 (2005) 103–128 117
If v is a preﬁx of 2, then it is also a preﬁx of 22. Since 2 = ε, it follows that 22
contains at least (|v| + 1) occurrences of letters of alph(v). This contradicts the fact that
c(w) ∈ (Cc ∪ {av})∗ since |22|a = 0.
So 2 is a preﬁx of v with 2 = v. The (|2| + 1)th letter of v is the (|2| + 1)th letter
of 22. It is a letter of alph(fa(b)). Since b ∈ Cb, v is a preﬁx of both 21 and 221.
We can prove that v = ε similarly as for u. We have a contradiction with uv = ε.
Case |2|b = 1: Is similar to the previous one.
Case |2|b = 1: Let 1 and 2 be the words such that 2 = 1b2. We have Z1 =
1a1b22, Z2 = 11b2a2.
Assumeﬁrst |u|b1. Since b2a is a factor of c(w), b2 is a sufﬁx of u. Letters occurring
in 2 belong to alph(fa(b)). Let us consider an occurrence of Z1 in c(w). Let w1, w2 be
words in (Ca ∪ {fa(b), Z1, . . . , Zn})∗ such that c(w) = w1Z1w2 = w11a1b22.
Since c(w) ∈ (Ca ∪ {uav})∗, the word u is a sufﬁx of w11. But b occurs only in fa(b),
Z1, . . . , Zn−1 andZn. Moreover a occurs after b inZ2, . . . , Zn. It follows thatw1 ends with
fa(b) or with Z1, and sow1 ends with b22. But then |b221| = |b2|. This contradicts
1 = ε. So |u|b = 0.
Similarly |v|b = 0 and so b ∈ Cc. Since b2a is a factor of c(w), u is a sufﬁx of 2. There
exists a word 3 such that 2 = 3u. But now b3u2 is a factor of c(w) ∈ (Cc ∪{uav})∗.
Since |32|a = 0, if u = ε we should have 2 = ε. This is not the case. So u = ε and
similarly v = ε. We have a contradiction. 
Step 2.2: If n2, for any d ∈ Ca , there exists a letter c ∈ alph(fa(b)) such that c ∈ Cd .
Proof. Let d ∈ Ca . Assume by contradiction that for all letters c in alph(fa(b)), c /∈ Cd .
By Corollary 3.2, this means alph(fa(b)) ⊆ Md ∪Ed . By Eq. (2),w /∈ (Cd ∪{fd(ed), d})∗.
Since d /∈ alph(fa(b)), Eq. (3) implies alph(fa(b)) = Md ∪ Ed .
The words Z1 and Z2 are factors of w and d /∈ alph(Z1Z2) = alph(fa(b)) ∪ {a}.
Consequently Z1 and Z2 are factors of d(w). Let recall Z1 = 1a1 with 1 = ε. By Step
2.1 and Hypothesis 5, a ∈ Cd . Since alph(1) ⊆ Md ∪ Ed , fd(ed) has 1 as sufﬁx. Since
alph(fa(b)) = Md ∪ Ed , fd(ed) has a sufﬁx xfa(b)i1 for an integer i and a letter x in
(Ed∪Md)\alph(fa(b)). In the sameway there exists a letter y in (Ed∪Md)\alph(fa(b)) and
an integer j such that fd(ed) has a sufﬁx yfa(b)j2. This is not possible since |1| = |2|.

Step 2.3: If n2 andCa =∅, thenw ∈ (C+a {fa(b), Z1, . . . , Zn})∗C∗a , orw ∈ C∗a ({fa(b),
Z1, . . . , Zn}C+a )∗.
Proof. Since alph(fa(b)) = Ma ∪Ea , we have Ca ∩ alph(fa(b)) = ∅. So for any d ∈ Ca ,
by Step 2.1 and Hypothesis 5, a ∈ Cd . By Hypothesis 2, there exist a letter d in Ca and a
letter y in alph(fa(b))∪{a} such that y /∈ Cd . Since a ∈ Cd , y ∈ alph(fa(b)). In other terms,
alph(fa(b)) is not a subset of Cd . In particular alph(fa(b)) ∩ (Md ∪ Ed) = ∅. By Eq. (2),
w /∈ (Cd ∪ {fd(ed), d})∗. Since d /∈ alph(fa(b)), we deduce that alph(fd(ed)) = Md ∪Ed
is not a subset of alph(fa(b)), and so that fd(ed) is not a factor of fa(b). Since d ∈ Ca , by
Step 2.2, alph(fa(b)) ∩Cd = ∅. Looking at (for instance) Z1, we see that the ﬁrst letter or
the last letter of fa(b) does not belong to Cd .
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If the ﬁrst letter of fa(b) does not belong to Cd , let w1, w2 and w3 be the words such
that w = w1w2w3, |w1|alph(fa(b)) = 0 and w2 ∈ {fa(b), Z1, . . . , Zn}. There exists a preﬁx
y of w2 (and so a preﬁx of fa(b) since a ∈ Cd ) which is a sufﬁx of fd(ed). More precisely
fd(ed) = zy for a non-empty word z such that alph(z) ∩ alph(fa(b)) = ∅ (z is a sufﬁx of
w1): alph(z) ⊆ C+a . We deduce that the occurrences of fa(b) and of the Zi’s cannot be
a preﬁx of d(w) (and so of w). By Eq. (1), d(w) ∈ (Cd ∪ {fd(ed)})∗. So each of the
occurrences of fa(b) and of the Zi’s must be preceded in w by d or by the last letter of z.
From Eq. (3), this proves the ﬁrst possibility of Step 2.3.
When the last letter of fa(b) does not belong toCd , takingw1,w2 andw3 the words such
that w = w1w2w3, w2 ∈ {fa(b), Z1, . . . , Zn} and |w3|alph(fa(b)) = 0, we can similarly
prove the second possibility of Step 2.3. 
Step 2.4: If n2 and Ca = ∅, for any letter c such that ec = a, i , ′i ∈ c∗ for all i,
1 in.
Proof. Let c be a letter such that ec = a and let u, v be thewords such that fc(a) = uav.We
have u = ε or v = ε. We study Case u = ε (Case v = ε is symmetric). By Eqs. (1) and (3),
for i = 1, . . . , n, thewordc(Zi) = c(1i )ac(′in) is a factor ofc(w) ∈ (Cc∪{uav})∗.
So c(1i ) is a sufﬁx of u, or, u is a sufﬁx of c(1i ).
If c(1n) is a sufﬁx of u different from u, then for length reason, for each i, 1 in,
c(1i ) is also a sufﬁx of u different from u. From Step 2.3, we deduce for each i,
1 in, u ends with xic(1i ) where xi is a letter in Ca . Since x1 and xn do not belong
to alph(1n) ⊆ Ma ∪ Ea , c(1) = c(11) = c(1n) which implies c(n) = ε, that
is, n ∈ c+.
Now let us consider the case u is a sufﬁx of c(1n) (possibly u = c(1n)). We have
alph(1n) ⊆ Ma ∪Ea . So alph(u)∩Ca = ∅. So from Step 2.3, u is a sufﬁx of c(1i ) for
each i = 1, . . . , n. Let x be the word such that c(1) = c(11) = xu. There exists a word
y such that c(1n) = xyu. The (|x| + 1)th letter of c(1) is the ﬁrst letter of u and the
ﬁrst letter of yu. This letter belongs toMc. If y = ε, since |1n|a = 0, by Step 2.3, v must
end with lxz where l is a letter in Ca and z is a preﬁx of y. In particular |v|Ca = 0. The word
c(Z1) (resp., c(Zn)) ends with ac(nn) (resp., ac(n)). Since c(n) and c(nn)
are preﬁxes of v, Step 2.3 and |v|Ca = 0 imply c(n) = c(nn), that is, c(n) = ε. A
contradiction with y = ε. So y = ε and once again n ∈ c+.
For each i, 1 in, the equality n = i′i implies i , ′i ∈ c∗. 
Step 2.5: If n2, Ca = ∅.
Proof. Assume by contradiction n2 and Ca = ∅.
First we can notice that, by Fact 6.3, there exists a letter c such that ec = a. As a
consequence of Step 2.4, this letter c is unique. ByHypothesis 2 (takeB = alph(w)\{a, c}),
there exists a letter d /∈ {a, c} such that a /∈ Cd or c /∈ Cd . From uniqueness of c and
Hypothesis 5, a ∈ Cd and so c /∈ Cd .
Since na = c|n|a is a factor of d(w) (it is a factor of d(Zn)), n is a sufﬁx of
fd(ed). Since Card(alph(fd(ed)))2, there exists a letter x = c and an integer k |n|
such that fd(ed) ends with xck . By Step 2.3, w has a preﬁx Zn or a factor in CaZn. So
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w has a preﬁx 1na or a factor in Ca1na. But still by Step 2.3, w has a preﬁx 1a
or a factor in Ca1a. Consequently fd(ed) should end by xck−|n|: this is not possible
since |n| = 0. 
Step 2.6: If n2, for any letter c such that ec = a, we have Cc = ∅.
Proof. Assume by contradiction that c is a letter such that ec = a and Cc = ∅. From
Step 2.5, we know that a(w) = fa(b)|w|b . Consequently a(c(w)) = c(fa(b))|w|b .
Since Cc = ∅ and alph(w) = alph(fa(b))∪ {a}, we have alph(c(fa(b)))∩Cc = ∅. More
precisely, since ec = a, alph(c(fa(b))) = Mc ∪ Cc.
If c(fa(b)) contains a factor u1xu2 with u1, u2 ∈ M+c and x ∈ C+c , then c(w) must
contain at least |w|b+1 occurrences of fc(a). This implies |w|a |w|b+1, a contradiction
with a ∈ minLetters(w). So c(fa(b)) = xu or c(fa(b)) = ux with x ∈ C+c and u ∈ M+c .
Since the two cases are symmetric, we only consider the case c(fa(b)) = xu.
We have a(c(w)) = (xu)|w|b and, by Eq. (1), c(w) ∈ (Cc ∪ {fc(a)})∗. Since
|w|b |w|a and since x ∈ C+c (in particular x = ε) and u ∈ M+c , wemust have |w|b = |w|a
and c(w) = (xfc(a))|w|a . Since |xfc(a)|a = 1, deﬁning a morphism f ′c by f ′c(a) = xfc(a)
and for all d ∈ Cc ∪Mc, f ′c(d) = ε, we get a morphism that contradicts Hypothesis 3. So
Cc = ∅. 
Step 2.7: If n2, b is the only letter such that eb = a.
Proof. By Fact 6.3, there exists at least one letter c such that ec = a. Assume there exist
two different letters c and d with ec = a and ed = a. By Step 2.6, Cc = Cd = ∅. Moreover
by Step 2.5, Ca = ∅. By Proposition 5.1, w belongs to FW. This contradicts Hypothesis 1.
So there exists exactly one letter c such that ec = a. Assume c = b. By Step 2.5,Ca = ∅.
By Eq. (1), a(w) = fa(b)|w|b . Moreover Eq. (3) can be written
w ∈ (a∗{fa(b), Z1, . . . , Zn})∗a∗. (4)
By Step 2.6,Cc = ∅. By Eq. (1), c(w) = fc(a)|w|a . This implies ab(w) = ab(c(w)) =
ab(fc(a))|w|a = (bkabl)|w|a for two integers k and l. Recall |fa(b)|a = 0, |fa(b)|b = 1,
|Zi |a = |Zi |b = 1 (i = 1, . . . , n). It follows
w ∈ {fa(b)kafa(b)l, T1, . . . , Tn}|w|a , (5)
where, for i = 1, . . . , n, Ti = fa(b)k−1Zifa(b)l if |1i |b = 1 and Ti = fa(b)kZifa(b)l−1
if |′in|b = 1 (recall |fa(b)|b = 1 = |1i′in|b). Moreover for i = 1, . . . , n, c(Ti) =
fc(a) (note that c(fa(b)kafa(b)l) = fc(a) if fa(b)kafa(b)l s a factor of w which is not
necessarily the case).
ByHypothesis 2, there exists a letterd /∈ {a, c} such thata /∈ Cd or c /∈ Cd . By uniqueness
of the letter c (and by Hypothesis 5), a ∈ Cd . Thus c /∈ Cd , that is, c ∈ Ed ∪Md .
Now (in this step) we distinguish three complementary cases: |1|b = 1, |n|b = 1,
|n|b = 1. In each case, we get a contradiction. This will end this step proving c = b.
Case |1|b = 1: In this case T1 = fa(b)k−1Z1fa(b)l and Tn = fa(b)k−1Znfa(b)l are
factors of w. Since c(T1) = c(Tn), we get c(Z1) = c(Zn) which implies c(n) = ε,
that is, n ∈ c+. Since na is a factor of d(w), fd(ed) ends with n. More precisely there
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exist a letter y = c and an integer p such that fd(ed) ends with ycpn. By Eq. (5), ycp is
a sufﬁx of d(1) if d(1) /∈ c∗ or a sufﬁx of d(n1) otherwise. In both cases since 1a
is a factor of d(w) (and by Eq. (5)), ycp must be a sufﬁx of fd(ed), a contradiction with
n = ε.
Case |n|b is symmetric to the previous case.
Case |n|b = 1: Here T1 = fa(b)kZ1fa(b)l−1 and Tn = fa(b)k−1Znfa(b)l are factors
of w. From c(T1) = c(Tn), we deduce c(n1a) = c(an1). But |n1|a = 0. So
n, 1 ∈ c+. Since 1a is a factor of w (so of d(w)), fd(ed) ends with the letter c. More
precisely by Eq. (5), there exist a letter y and an integer p such that fd(ed) ends with
ycpn1. The word ycp is a sufﬁx of d(n). But d(n)a is a factor of d(w). This implies
fd(ed) ends with ycp. We have a contradiction with 1 = ε. 
Proof of Step 2. FromSteps 2.5–2.7,we knowa(w) = fa(b)|w|b andb(w) = fb(a)|w|a .
So b(fa(b))|w|b = b(a(w)) = a(fb(a))|w|a . Let r be the primitive root of b(fa(b)),
and let k, l be the integers such that b(fa(b)) = rk and a(fb(a)) = rl . There exist
two words r1, r2 such that r = r1r2 and fb(a) ∈ r∗r1ar2r∗. From Eq. (3), b(w) ∈
{a, b(fa(b)), b(Z1), . . . , b(Zn)}∗. It follows b(Zi) ∈ r∗r1ar2r∗ (for each i=1, . . . , n).
In other terms (since Zi = 1ia′in), b(1i ) ∈ r∗r1 and b(′in) ∈ r2r∗.
Assume ﬁrst b(n) = ε. Since |n|b |fa(b)|b = 1, since n = ε, and since 0 = |1| <
|2| < · · · < |n|, we get n = 2 and n = b. Thus Z1 = 1abn and Z2 = 1ban. By
Hypothesis 2, there exists a letter d /∈ {a, b} such that a /∈ Cd or b /∈ Cd . By unicity of b
in Step 2.7 (and by Hypothesis 5), a ∈ Cd and b /∈ Cd . Here ab and ba are factors of w
and so of d(w). So fd(ed) starts and ends with b. The letter b belongs toMd (b = ed ) and
|fd(ed)|b2. But |w|ed = |fa(b)|ed × |w|b |w|b and |w|b = |fd(ed)|b × |w|ed 2|w|ed .
This is impossible.
So b(n) = ε. From b(1) ∈ r∗r1, b(1n) ∈ r∗r1, it follows b(n) ∈ (r2r1)+.
Moreover b(1) ∈ r∗r1 and b(n) ∈ r2r∗, or, (if r1 = ε or r2 = ε) b(1) ∈ r∗ and
b(n) ∈ r∗. In all cases since |1nn|b = 1, 1 = ε and n = ε, we have b(1n) = ε.
Consequently alph(1n)\{b} = alph(n)\{b} = alph(r).
As in case b(n) = ε, there exists d /∈ {a, b} such that a ∈ Cd and b /∈ Cd . Since
alph(w) = alph(r) ∪ {a, b}, d ∈ alph(r). Recall a(w) = fa(b)|w|b . We get |w|ed =
|fa(b)|ed × |w|b |w|b. From |w|b = |fd(ed)|b × |w|ed , |fd(ed)|b = 1. Let u and v be
the words such that fd(ed) = ubv. We consider separately the three cases: |1|b = 1
(|nn|b = 0), |n|b = 1 (|1n|b = 0), |n|b = 1 (|1n|b = 0).
Case |1|b = 1: Let 1, 2 be the words such that 1 = 1b2. By Eq. (1), d(w) ∈
(Cd ∪ {fd(ed)})∗. Since a ∈ Cd , and bd(2)a is a factor of d(w), the word v is a preﬁx
of d(2). By Eq. (3), since Ca = ∅, w starts with a factor in a∗1b. Consequently, since
a ∈ Cd , u is a sufﬁx of d(1). Since alph(b(1n)) = alph(b(n)), alph(uv) ⊆ alph(n).
The word 1na is a factor of w so of d(w). But a ∈ Cd and d(w) ∈ (Cd ∪ {ubv})∗, a
contradiction with 1na ends with ubvta for a non-empty word t containing no b but letters
in alph(uv).
Case |n|b = 1: Leads similarly to a contradiction.
Case |n|b = 1: Let 1, 2 be the words such that n = 1b2. Since a1b an b2a are
factors of w, u is a sufﬁx of d(1) and v is a preﬁx of d(2). This leads once again to a
contradiction with alph(b(1n)) = alph(b(n)). 
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Notation. From now on, we denote by Z, , , respectively, the words Z1, 1 and 1. So
Z = a, fa(b) =  and Eq. (3) is w ∈ (Ca ∪ {a, fa(b), Z})∗. By deﬁnition of Z, Z is a
factor of w.
Step 3: There exists a letter c /∈ {a, b} such that  = b and  ∈ c+, or,  ∈ c+ and
 = b.
As for Step 2, the proof needs intermediate steps.
Step 3.1: The word fa(b) is a factor of w.
Proof. If fa(b) is not a factor of w, then w ∈ (Ca ∪ {a, Z})∗. The number of occur-
rences of a in w is greater than or equal to the number of factors Z in w, which is exactly
|w|b. From Hypothesis 4, |w|a = |w|b and w ∈ (Ca ∪ {Z})∗. Since alph(Z) ∩ Ca = ∅,
Lemma 3.6 contradicts Hypothesis 1. 
Step 3.2: For all c in alph(fa(b)), a ∈ Cc or c() = ε or c() = ε.
Proof. Assume by contradiction there exists a letter c ∈ alph(fa(b)) such that a /∈ Cc,
c() = ε and c() = ε. By Hypothesis 5, ec = a. By Eq. (3), c(w) ∈ (Ca ∪
{a, c(), c()ac()})∗. Let u and v be the words such that fc(a) = uav. We have
c(w) ∈ (Cc ∪ {uav})∗. Since c()ac() is a factor of c(w), we can consider the four
following complementary cases:
(1) uav is a factor of c()ac().
(2) pc()ac() = uavq for words p = ε, q = ε.
(3) c()ac()p = quav for words p = ε, q = ε.
(4) c()ac() is a factor of uav.
Case 1: Let p and q be the words such that c() = pu and c() = vq. By Step 3.1,
c(w) = w1c()w2 = w1puvqw2 for some words w1, w2 in (Ca ∪ {a, c(), c()
ac()})∗. Since pu = ε and vq = ε, this contradicts c(w) ∈ (Cc ∪ {uav})∗ with
Cc ∩ alph(uav) = ∅.
Case 2: We have here c(w) ∈ (Cc ∪ {uav})∗ = (Cc ∪ {pc()av})∗ and c(w) ∈
(Ca ∪ {a, c(), c()ac()})∗ = (Ca ∪ {a, c()vq, c()avq})∗. Since c() = ε and
c() ⊆ alph(u), we observe that c(w) = w1pc()avqw2 for a wordw2 inC∗c . Moreover
since q = ε, alph(q) ∩ alph(uv) = ∅. In particular alph(q) ∩ alph(p) = ∅. Consequently,
w1 ∈ (Cc∪{pc()av})∗ ∩ (Ca ∪{a, c()vq, c()avq})∗. By induction, we get c(w) ∈
(Cc ∪ {uavq})∗. But since alph(q) ∩ alph(uv) = ∅ and alph(c()) ⊆ alph(u) (and so
alph(c()) ∩ Cc = ∅), this implies c() is not a factor of c(w), a contradiction with
Step 3.1.
Case 3: Is symmetric to Case 2.
Case 4: We have here alph()\{c} ⊆ alph(u) and alph()\{c} ⊆ alph(v). In partic-
ular u = ε and v = ε. Since c(w) ∈ (Cc ∪ {uav})∗ and c(w) ∈ (Ca ∪ {a, c(),
c()ac()})∗, there exist integers k, l and words u0, u1, . . . , uk, v0, . . . , vl such that
u = u0
[
k∏
i=1
c()ui
]
c() and v = c()v0
l∏
i=1
c()vi .
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Since c() = ε and c() = ε, this implies in particular, w ∈ (Ca ∪ {, a})∗. More
precisely, with
U = u0
[
k∏
i=1
ui
]
 and V = v0
l∏
i=1
vi
we have w ∈ (Cc ∪ {UaV })∗. Since Cc ∩ alph(UaV ) = ∅ and |UaV |a = 1, Lemma 3.6
contradicts Hypothesis 1. 
Step 3.3: There exists c ∈ alph(fa(b)) such that c() = ε or c() = ε.Moreover fa(b)
is a factor of w.
Proof. Assume by contradiction that for all c ∈ alph(fa(b)), c() = ε and c() = ε. By
Step 3.2, a ∈ Cc. By Hypothesis 2, since alph(w) = alph(fa(b)) ∪ Ca ∪ {a}, there exist
c ∈ alph(fa(b)), and d1 ∈ Ca ∪ {a} such that d1 /∈ Cc. From what precedes, d1 = a, that
is, d1 ∈ Ca (and so Ca = ∅).
Assumeﬁrst alph(c())∩Cc = ∅. Sinced1 ∈ Ca∩(Mc∪Ec), we havefc(ec) = 123
with 1, 3 ∈ alph()∗ and 2 ∈ C+a .
When 1 = ε = 3, since c ∈ alph(), w ∈ (Cc ∪ {c, fc(ec)})∗, a contradiction with
Eq. (2).
If 1 = ε and 3 = ε, the ﬁrst letter of c() (which is the ﬁrst letter of 3) belongs to
Mc∪Ec. Recallw ∈ (Ca ∪{a, , a})∗ and c(w) ∈ (Cc∪{fc(ec)})∗. Since alph()∩
Cc = ∅, looking at the ﬁrst occurrence of c() or of c(a) in c(w), we get fc(ec) ∈
C+a alph()+, a contradiction with fc(ec) ∈ alph()+C+a alph()+.
So 1 = ε and 3 = ε, or, 1 = ε and 3 = ε. The two cases are symmetric. We treat
only one. Assume 1 = ε and 3 = ε. Here 3 should be a preﬁx of c() because of
factor c()ac() in c(w). From w ∈ (Cc ∪ {23})∗ ∩ (Ca ∪ {a, , a})∗, we deduce
w ∈ (Cc\alph(a) ∪ {a, 2a, 2})∗.
Let K = Cc\alph(a). Observe K = alph(w)\alph(2a). Let f ′a be the idempotent
morphism deﬁned by f ′a(b) = 2, f ′a(x) = ε for x /∈ K ∪ {b}, f ′a(x) = x for x ∈ K .
Since |2|1, |f ′a(b)| > |fa(b)|. We have a contradiction with Hypothesis 3.
So alph(c()) ∩Cc = ∅ that is, alph(c()) ⊆ (Mc ∪Ec)∗. Recall that c()ac()
is a factor of c(w). Consider its ﬁrst occurrence: c(w) = w1c()ac()w2. Since a ∈
Cc and c() = ε, fc(ec) is a preﬁx of c()w2. Since d1 ∈ alph(fc(ec)) and d1 /∈
alph(c()), there exists a letter x such that x /∈ alph(c()) and fc(ec) starts with a factor
inc()(c())∗x. Sincec() = ε,fc(ec) is also a factor ofw1c(). Consequentlyfc(ec)
starts with a factor in c()+y with y /∈ alph(c()). So c(()∗) ∩ c()+ = ∅, a
contradiction with c() = ε and c() = ε. This ends the proof of Step 3.3. 
Proof of Step 3. From Step 3.3, there exists a letter c such that c() = ε or c() = ε.
Assume c() = ε (Case c() = ε is similar), that is, alph() = {c}. We have c() = 
since ||b = 1,  = ε,  = ε. By Hypothesis 2, there exist a letter x in alph()\{c}, and a
letter d1 ∈ Ca ∪ {a} ∪ {c} such that d1 /∈ Cx . Since x = c, x() = ε.
We ﬁrst consider the case x() = ε. By Step 3.2, a ∈ Cx . So d1 ∈ Ca ∪{c}. As we have
seen in Step 3.3 that we cannot have c() = ε, c() = ε and d1 ∈ Ca , we can prove here
d1 /∈ Ca , that is, d1 = c. So c ∈ Mx ∪ Ex .
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Note that alph(x()) ∩ alph(fx(ex)) = ∅ otherwise, since x ∈ alph(), we get w ∈
({x, fx(ex)}∪Cx)∗, a contradiction with Eq. (2). The word ax() is a factor of x(w). Let
us consider its last occurrence. Let w1, w2 be the words such that x(w) = w1ax()w2
and ax() is not a factor of w2.
Assume Ca ∩ alph(fx(ex)) = ∅. Since a ∈ Cx and c ∈ alph(fx(ex)), fx(ex) is a
sufﬁx of w1 and so fx(ex) ends with a factor in C+a (x())∗. Moreover alph(x()) ∩
alph(fx(ex)) = ∅. Thus fx(ex) is a factor of x()w2. It follows that fx(ex) ends with a
factor in C+a (x())+. This is impossible since x() = ε and  = ε.
So Ca ∩ alph(fx(ex)) = ∅, that is, alph(fx(ex)) ⊆ alph(x()). In particular Card
(alph(x()))2. The word x() starts with cky for an integer k and a letter y = c.
Recall c ∈ Mx ∪ Ex = alph(fx(ex)). The ﬁrst occurrence of c in w corresponds to the
ﬁrst occurrence of ax() or of x(). Since a ∈ Cx , it corresponds to an occurrence
of x() and consequently fx(ex) starts with cky. Since acky is a factor of x(w) and
a ∈ Cx , fx(ex) starts with cky, a contradiction with  = ε.
So x() = ε. It follows alph() ∈ c+ and alph() ∈ x+. From ||b = 1, we get  = b
and  ∈ x+, or,  ∈ c+ and  = b. 
Notation. From now on, we assume  = b and  = cm for an integer m1 and a letter
c /∈ {a, b} (Case  ∈ c+ and  = b is symmetric. It is left to the reader). Eq. (3) can be
reformulated w ∈ (Ca ∪ {a, bcm, bacm})∗.
Step 4: There exist a word 1 and a set K1 ⊆ alph(w) such that
w ∈ (K1 ∪ {1a, bcm, 1bacm})∗
withK1 ∩ alph(1abcm) = ∅ and alph(1)∩ {a, b, c} = ∅.Moreover bcm and 1bacm are
factors of w.
Once again let us state preliminary steps.
Step 4.1: a /∈ Cb and a /∈ Cc.
Proof. We prove a /∈ Cb. (In the same way we can state a /∈ Cc.)
Assume by contradiction a ∈ Cb. If moreover c ∈ Cb, then from w ∈ (Ca ∪ {a, bcm,
bacm})∗, we deduce (recall b /∈ Ca) w ∈ ({b, fb(eb)} ∪Cb)∗, a contradiction with Eq. (2).
So c ∈ Mb ∪ Eb. Since acm is a factor of b(w), fb(eb) starts with cm. Let u be the word
such that fb(eb) = cmu. If |u|c = 0 then we get once againw ∈ ({b, fb(eb)}∪Cb)∗, which
leads to a contradiction. So |u|c = 0. There exist integers k, l and words u0, . . . , uk such
that k1, 0 lm and
u = u0
[
k∏
i=1
cmui
]
cl.
From b(w) in (Ca ∪ {a, cm, acm})∗ ∩ (Cb ∪ {cmu})∗ and alph(u) = {c}, we deduce
l ∈ {0,m}: so we can assume l = 0 (taking k + 1 instead of k and uk+1 = ε). Now let
U = cmu0
k∏
i=1
bcmui.
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We getw ∈ (Cb∪{bU, baU})∗. Consequently a(w) ∈ (Cb\{a}∪{bU})∗. Since |U |eb = 1
and alph(U)∩Cb = ∅, we can deﬁne an idempotentmorphism f ′a by f ′a(eb) = bU , f ′a(x) =
ε for x ∈ alph(bU)\{eb} and f ′a(x) = x for x ∈ Cb\{a}. Observe Card(alph(U))2 and
so U = cm. The fact that |f ′a(eb)| > |fa(b)| contradicts Hypothesis 1. 
Step 4.2: b ∈ Cc and c ∈ Cb.
Proof. Once again we only prove the case c ∈ Cb. The similar case b ∈ Cc is left to the
reader.
We assume by contradiction c ∈ Mb ∪ Eb. By Step 4.1 and Hypothesis 5, eb = a and
so c ∈ Mb. Let u and v be the words such that fb(a) = uav. From Eq. (3), b(w) ∈
(Ca ∪ {a, cm, acm})∗. Moreover by deﬁnition of Z, acm is a factor of b(w).
If v = ε, fc(ec) starts with cm, and, more precisely there exist integers k, l and words
u0, u1, . . ., uk , v0, . . ., vl such that
u = u0
k∏
i=1
cmui and v = cmv0
l∏
i=1
cmvi.
Let
U = u0
k∏
i=1
bcmui and V = cmv0
l∏
i=1
bcmvi.
We have w ∈ (Cb ∪ {UabV,UbaV })∗.
By construction Cb ∩ alph(UabV ) = ∅. If w ∈ (Cb ∪ {UabV })∗ or if w ∈ (Cb ∪
{UbaV })∗, by Lemma 3.6, we get a contradiction with Hypothesis 1. So UabV and UbaV
are factors of w.
By Step 4.1, a /∈ Cc. By Hypothesis 5, a = ec. Since ab and ba are factors of c(w),
b ∈ Mc. Let p and s be thewords such thatfc(a) = pas.Wehaveab(w) = (b|p|bab|s|b )|w|a
and ab(w) ∈ {b|U |bab|V |b+1, b|U |b+1ab|V |b }∗. This is not possible since both UabV and
UbaV occur in w.
So v = ε. Since acm is a factor of b(w), there exist an integer k and words u0, . . . , uk
such that
u = cmu0
k∏
i=1
cmui.
Let
U = cmu0
k∏
i=1
bcmui.
We get
w ∈ (Cb ∪ b(Uba)∗Ua)∗.
Moreover baUa is a factor of w. By Step 4.1, a /∈ Cc, ec = a. Let u′, v′ be the words such
that fc(a) = u′av′. If v′ = ε, looking at the last occurrence of a in w, we see that v′ ∈ C+b .
But aUa is a factor ofw. So v′ is a preﬁx of c(U): a contradiction with alph(U)∩Cb = ∅.
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So v′ = ε. Since baUa is a factor of w, UbaUa is a factor of w. This leads to U ∈ b+,
u′ = U and Ub is a sufﬁx of u′: this is impossible.
So c ∈ Cb. 
Proof of Step 4. By Steps 4.1 (andHypothesis 5) and 4.2, eb = a and c ∈ Cb. Since acm is
a factor ofw (and so of b(w)) fb(a) ends with a. Let 1 be the word such that fb(a) = 1a:
1 = ε and alph(1) ∩ {a, b, c} = ∅. From Eq. (3) and b(w) ∈ (Cb ∪ {1a})∗, we get
Step 4 with K1 = Cb\{c} = Ca\alph(1).
By deﬁnition Z = bacm is a factor of w. Consequently 1bacm is a factor of w. By
Step 3.1, fa(b) = bcm is a factor of w. 
Step 5: For x ∈ alph(1), a ∈ Cx .
Proof. Assume by contradiction a /∈ Cx . By Hypothesis 5, ex = a. Since bacm is a factor
of x(w) (note x /∈ {a, b, c}), b ∈ Mx or c ∈ Mx . Since bcm is also a factor of x(w),
b ∈ Mx and c ∈ Mx . Let u and v be the words such that fx(a) = uav. If u = ε then fx(a)
starts with ac. But bc(w) starts with b by Step 4. We have a contradiction with Eq. (1)
which implies bc(w) ∈ {bc(fx(a))}∗.
So u = ε and similarly v = ε. Since bacm is a factor of x(w), v starts with cm and
u ends with b (this implies that 1a is not a factor of w). More precisely two cases are
possible.
Case 1: There exist integers k, l and words u0, . . . , uk, v0, . . . , vl such that
u = u0
[
k∏
i=1
bcmui
]
x(1)b and v = cmv0
l∏
i=1
bcmvi.
Case 2: There exist an integer l and words ′1, v0, . . . , vl such that ′1 is a sufﬁx of x(1),
u = ′1b and v = cmv0
l∏
i=1
bcmvi.
In the ﬁrst case, taking
U = u0
[
k∏
i=1
bcmui
]
1b,
we get w ∈ (Cx ∪ {Uav})∗. In the second case, w ∈ (Cx\alph(1) ∪ {1bav})∗. In both
cases, we can construct a morphism that contradicts Hypothesis 1. So a ∈ Cx . 
Step 6: For x /∈ {a, b, c} with a ∈ Cx , we have b ∈ Cx or c ∈ Cx .
Proof. Assume by contradiction b ∈ Mx ∪ Ex and c ∈ Mx ∪ Ex . By Step 4, there exist
words w1, w2 such that w = w11bacmw2 and ba is not a factor of w11 (we consider the
ﬁrst occurrence of bacm inw). Since c ∈ Mx ∪Ex and a ∈ Cx (by Step 5), cmx(w2)must
start with fx(ex). So fx(ex) starts with c. But b ∈ Mx ∪ Ex and by Step 4, bc(w) starts
with c. We get a contradiction with Eq. (1) which implies bc(w) ∈ {bc(fx(ex))}∗. 
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Step 7: Card(alph(1)) = 1.
Proof. Assume by contradiction Card(alph(1))2. By Hypothesis 2 there exist x ∈
alph(1) and y /∈ alph(1) such that y /∈ Cx . If for each z ∈ alph(1)\{x}, z ∈ Cx ,
then by Step 4 w ∈ ({x, fx(ex)} ∪ Cx)∗, a contradiction with Eq. (2). Thus there exists
z ∈ alph(1)\{x} such that z ∈ Mx ∪ Ex .
By Step 5, a ∈ Cx .
Assume c ∈ Cx . Let us look at {a,b,c,z}(w). By Step 4, 1bacm is a factor ofw. So zba is
a factor of {a,b,c,z}(w). But bcm is also a factor of w. Still by Step 4, such a factor must be
preceded inw by a letter inK1∪{a, c}. This implies b ∈ Cx . It follows from what precedes
and Step 4 that there exist a non-empty preﬁx 3 of x(1) (z ∈ alph(3)) and a non-empty
word 2 (y ∈ alph(2)) such that fx(ex) = 23. Consequently with K2 = K1\alph(2),
from Step 4, we get w ∈ (K2 ∪ {21a, bcm, 21bacm})∗. Let us consider the idempotent
morphism f ′b deﬁned on alph(w)\{b} by f ′b(a) = 21a, f ′b(t) = t for t ∈ K2 ∪ {c} and
f ′b(t) = ε for t ∈ alph(21) = alph(w)\(K2 ∪ {a, b, c}). We have |f ′b(a)| > |fb(a)|, a
contradiction with Hypothesis 3 since eb = a.
So c /∈ Cx . From Step 6, b ∈ Cx . Since acm is a factor of x(w) and a ∈ Cx , the word
cm is a preﬁx of fx(ex). From existence of y and z, we deduce that fx(ex) = cm43 with
3 a non-empty preﬁx of x(1) and 4 a word. By Step 4,
w ∈ (bcm41(bacm41)∗a ∪K1\alph(4))∗.
Let f ′a be the morphism deﬁned by f ′a(b) = bcm41, f ′a(t) = ε for t ∈ alph(c41) and
f ′a(t) = t for t ∈ alph(w)\alph(abc41). This idempotent morphism veriﬁes |f ′a(b)| >
|fa(b)| = |bcm|, a contradiction with Hypothesis 3. 
Step 8: There exists a word 2 and a set K2 ⊆ alph(w) such that
w ∈ (K2 ∪ {1a, 2bcm, 21bacm})∗
with K2 ∩ alph(21abc) = ∅ and alph(2) ∩ alph(1abc) = ∅.
Proof. Recall that Step 4 stated w ∈ (K1 ∪ {1a, bcm, 1bacm})∗. By Step 7, there exists
a letter d such that alph(1) = {d}. By Step 5, a ∈ Cd . If b ∈ Cd then w ∈ ({1, fd(ed)} ∪
Cd)
∗
, a contradiction with Eq. (2). So b /∈ Cd and, since ba is a factor of d(w) by Step
4, fd(ed) ends with b. Let 2 be the word such that fd(ed) = 2b. By Step 6, c ∈ Cd . By
Step 4, since 1 ∈ d∗, we get
d(w) ∈ (K1\alph(2) ∪ {a, 2bcm, 2bacm})∗
and so Step 8 is proved with K2 = K1\alph(2). 
Step 9: For x ∈ alph(2), a ∈ Cx .
The proof of this step, similar to that of Step 5, is left to the reader.
Step 10: Card(alph(2)) = 1.
Proof. Similarly to Step 7, assuming Card(alph(2))2, we can prove
• there exist x ∈ alph(2) and y /∈ alph(2) such that y /∈ Cx .
• there exists z ∈ (alph(1)\{x}) ∩ (Ex ∪Mx).
F. Levé, G. Richomme / Theoretical Computer Science 339 (2005) 103–128 127
• a ∈ Cc (by Step 9).
• If c ∈ Cx then b ∈ Cx . Moreover, fx(ex) = 34 with 4 a non-empty sufﬁx of x(2)
and 3 a non-empty word. This leads, with K3 = K2\alph(2), to
w ∈ (K3 ∪ {1a, 32bcm, 321bacm})∗.
If d is the letter such that alph(1) = {d}, we can observe that 2 was construct in
Step 8 as the word such that fd(ed) = 2b.We can construct a witness f ′d of d(w) such
that f ′d(ed) = 32b, a contradiction with Hypothesis 3.• So c /∈ Cx . Because of factor acm in x(w), fx(ex) starts with cm. But cz(w) starts
with z, a contradiction with z ∈ alph(fx(ex)) and w ∈ {fx(ex)}∗. 
Final contradiction. We have obtained for l = 1 the existence of a set K2l ⊆ alph(w)
and the existence of 2l words 1, . . . , 2l such that
• w ∈ (K2l ∪ {2l−1 . . . 31a, 2l2l−2 . . . 2bcm, 2l2l−1 . . . 21bacm})∗,
• K2l ∩ alph(2l2l−1 . . . 21bac) = ∅,
• Card(alph(i )) = 1 (1 i2l),
• alph(i ) ∩ {a, b, c} = ∅ (1 i2l),
• alph(i ) ∩ alph(j ) = ∅ (1 i < j2l),
• 2l2l−2 . . . 2bcm and 2l2l−1 . . . 21bacm are factors of w,
• for x ∈ alph(i ) (1 i2l), a ∈ Cx .
Assume this situation is true for an integer l1. As done during Steps 4–9, we can ﬁnd
two words 2l+1, 2l+2, such that the situation above is true for l + 1 (with K2l+2 =
K2l\alph(2l+12l+2)).
This implies that w has an inﬁnite number of letters: a ﬁnal contradiction. This ends the
proof of Proposition 6.2.
7. Conclusion
We have partially solved Conjecture 4.1 (A question is: how to simplify the proof?).
Actually we proved more. In Proposition 5.1, Corollary 5.3 and Theorem 6.1, we al-
ways prove that w has a witness with only one expansive letter. We wonder whether this
is more generally true. More precisely for w a word, let minCardExp(w) be the value
min{Card(Ef ) | f witness of w}.WhenConjecture 4.1 holds, dowe have :minCardExp(w)
max{minCardExp(x(w))|x ∈ alph(w)}?
There exist examples where the previous inequality becomes an equality. This is the case
in our results. This can also happens in other cases. For instance, forw = dababecbcbecbcb
dabab, we have Card(Ef ) = 2 for each witness f of w and for each witness f of x(w)
whatever is x in alph(w). We do not know any example of equality for a word w over a
4-letter alphabet with minCardExp(w) = 2.
Inmost cases, the previous inequality is certainly strict. For instance,withw = bdabdcbd
cbda, minCardExp(w) = 1 but max{minCardExp(x(w))|x ∈ alph(w)} = 2.
To ﬁnd other examples, the reader can focus on primitive words. Indeed a consequence of
Theorem 3.1 is: for w a word and n1 an integer, f (w) = w if and only if
f (wn) = wn.
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Previous examples are not concerned by our results. Indeed there exists x in alph(w)
such that minCardExp(Efx ) = 2. This shows that Conjecture 4.1 is still open on 4-letter
alphabets.
Another question is: how is the conjecture stated for (bi)inﬁnite words?
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