We present the results of our 600 ks RGS observation as part of the multiwavelength campaign on Mrk 509. The very high quality of the spectrum allows us to investigate the ionized outflow with an unprecedented accuracy due to the long exposure and the use of the RGS multipointing mode. We detect multiple absorption lines from the interstellar medium and from the ionized absorber in Mrk 509. A number of emission components are also detected, including broad emission lines consistent with an origin in the broad line region, the narrow O vii forbidden emission line and also (narrow) radiative recombination continua. The ionized absorber consists of two velocity components (v = − 13 ± 11 km s −1 and v = − 319 ± 14 km s −1 ), which both are consistent with earlier results, including UV data. There is another tentative component outflowing at high velocity, − 770 ± 109 km s −1 , which is only seen in a few highly ionized absorption lines. The outflow shows discrete ionization components, spanning four orders of magnitude in ionization parameter. Due to the excellent statistics of our spectrum, we demonstrate for the first time that the outflow in Mrk 509 in the important range of log ξ between 1−3 cannot be described by a smooth, continuous absorption measure distribution, but instead shows two strong, discrete peaks. At the highest and lowest ionization parameters we cannot differentiate smooth and discrete components.
Introduction
One of the main reasons to study active galactic nuclei (AGN) is to learn about feedback from the AGN to the galaxy and its direct environments. Feedback is a combination of enrichment (the spreading of elements into the interstellar and inter galactic media (ISM and IGM), momentum feedback (due to winds), and direct kinetic feedback (i.e. energy ejection into the ISM or IGM by jets). From recent observations on cooling clusters of galaxies (see e.g. McNamara & Nulsen 2007 , for an overview), as well as from recent insights into galaxy and AGN co-evolution (Di Matteo et al. 2005; Elvis 2006; Bower 2009; Fabian 2010) , it has become clear that feedback from AGN is a crucial ingredient the evolution of galaxies and clusters of galaxies. This is also seen in the so-called M-σ relation, which links the velocity dispersion of stars in the bulge to the mass of the Super-Massive Black Hole (SMBH) (Ferrarese & Merritt 2000; Gebhardt et al. Send offprint requests to: R.G. Detmers 2000). While we have a reasonable qualitative understanding of the feedback from relativistic jets (as observed in clusters of galaxies, see e.g. Fabian et al. 2003) , we still lack a quantitative picture of the feedback of the AGN on the galaxy and on its surroundings. There is a broad ongoing effort to improve this, and recent work on broad absorption line (BAL) quasars shows that the mass outflow rates in these systems are 100s of solar masses per year and the kinetic luminosity involved is a few percent of the total bolometric luminosity (Moe et al. 2009; Dunn et al. 2010 ). There have also been indications that some AGN harbor a highly ionized, massive, ultra-fast outflow, with velocities reaching up to 60 000 km s −1 (Reeves et al. 2003; Pounds & Reeves 2009; Ponti et al. 2009; Tombesi et al. 2010a,b) . These outflows are hard to detect, however, and appear to be variable (because they are only present in some observations of a single source). These are extreme cases of outflows that are present in only a fraction of the total number of AGN. Whether feedback from less extreme outflows, such as those that are present in about 50 % of the local Seyfert 1 galaxies is also important, remains an unsolved question.
If we can establish the impact that the outflow has on the galaxy in these local Seyfert 1 galaxies, this should allow us to extend the feedback estimates that we obtain to higher redshifts to the more powerful AGN, which we are unable to investigate with the current generation of X-ray grating spectrometers. However we first need to deal with the two main uncertainties concerning the outflows. These are the geometry of the inner region of an AGN and the location or origin of the outflow (see e.g. Murray & Chiang 1997; Krolik & Kriss 2001; Gaskell et al. 2007) . Earlier work has placed the outflow at various distances, and also the estimates for feedback can vary wildly (see e.g. Behar et al. 2003; Blustin et al. 2005; Krongold et al. 2007; Detmers et al. 2008 , for some examples). Therefore answering these two questions is the main goal of the Mrk 509 multiwavelength campaign.
Multiwavelength campaigns on AGN are crucial for gaining a complete understanding of the inner regions of these sources. Earlier multiwavelength campaigns focused mainly on abundance studies of the outflow (see Mrk 279, Arav et al. 2007 ) or on determining the outflow structure and location by combining UV and X-ray data e.g. NGC 5548 (Steenbrugge et al. 2005) ; NGC 3783 (Netzer et al. 2003; Gabel et al. 2003) . Our dedicated multiwavelength campaign on Mrk 509 is much more extensive than previous attempts. Our more intensive observations are ideal for locating the outflow, using the variability of the source and response of the ionized gas to determine its location (the use of variability to locate gas has been very successfully used in reverberation mapping of the BLR, see e.g. Peterson & Wandel 2000; Denney et al. 2010 , for an overview of the method and for the latest results).
Apart from the location and kinematics, one of the other important questions regarding the outflow is what the ionization structure is. Earlier studies have reported different results. The outflow in NGC 5548 appears to be a continuous distribution of column density vs. log ξ (Steenbrugge et al. 2005) . NGC 3783, on the other hand, shows different separate ionization components, all in pressure equilibrium (Krongold et al. 2003) . In Mrk 279 the situation appears to be more complex, because a nonmonotonous, continuous distribution provides the best description to the data (Costantini et al. 2007) . Recently, Holczer et al. (2007) and Behar (2009) have shown that for most local Seyfert 1 galaxies with an outflow, a continuous distribution of column density vs. ionization parameter is the best description of the data. What they also show is that there are distinct ξ values where no is gas present. They interpret these gaps as thermal instabilities that cause the gas to rapidly cool or heat and then shift to other ionization parameters. What is clear from these studies is that there is no single model that describes all the observed outflows. High−quality, high−resolution spectra of the outflows are crucial for investigating the structure, since it can be the case (as in Mrk 279) that some components of the outflow have very low column density, which would otherwise escape detection.
Mrk 509 is one of the best studied local AGN, and due to its large luminosity (L(1−1000 Ryd) = 3.2 × 10 38 W), it is also considered to be one of the closest QSO/Seyfert 1 hybrids. Earlier work on the outflow in the X-ray regime has revealed that it consists of a wide range of ionization components, but lacks the very high and also very low ionized gas (weak Fe UTA and no Si xiv Lyα, Yaqoob et al. 2003) . The outflow has been described using three ionization components, each with a different outflow velocity (Smith et al. 2007 ); however, the exact outflow velocities differ between different publications, most likely due to a limited signal−to−noise ratio. Detmers et al. (2010) have analyzed three archival observations of Mrk 509 with XMM-Newton. They also find three components for the outflow, although with different velocities than Smith et al. (2007) . Including the EPIC-pn data and improving the relative calibration between RGS and EPICpn achieved increased sensitivity. With this improvement they were able to detect variability in the highest ionization component, constraining the distance of that component to within 0.5 pc of the central source. Another point of interest is that there have been indications of an ultra-high velocity outflow as seen through the Fe K line Ponti et al. 2009 ). This outflow could make a potentially large contribution to feedback, as the velocity is very high, although it appears to be transient (Ponti et al. 2009 ).
This work is the third in a series of papers analyzing the very deep and broad multiwavelength campaign on Mrk 509. The complete campaign details are presented in Kaastra et al. (2011a) , hereafter Paper I. Here we present the main results obtained from the stacked 600 ks XMM-Newton RGS spectrum. With this spectrum, we are able to characterize the properties of the ionized outflow in great detail (velocities, ionization states, column densities, density profile, etc.). Other features detected in the spectrum ( emission lines, Galactic absorption, etc.) will not be discussed in detail here. Because different physics are involved, we will discuss them in future papers in this series.
This article is organized as follows. Section 2 briefly describes the data reduction for obtaining the stacked spectrum, and we show the spectral models that we use to describe the data. The spectral analysis and the results are presented in Sect. 3. We discuss our results in Sect. 4 and present our conclusions in Sect. 5.
Data reduction and modeling

Data reduction
The RGS data reduction used here is much more complex than the standard pipeline processing using the XMM-Newton Science Analysis System (SAS), the main reasons among others being the use of the RGS multi-pointing mode, a variable source and a nonstandard procedure of filtering for bad pixels. The full details of the data reduction and all the necessary steps are found in Kaastra et al. (2011b) , hereafter paper II. In short, we used the SAS 9.0 software package to reduce all the individual observations. Then we created a fluxed spectrum for each observation and stacked those taking the effects of the multi-pointing mode into account. This way a fluxed RGS spectrum was created by stacking both RGS 1 and 2 and both spectral orders. We used this fluxed spectrum for fitting our data. Figure 1 shows the full fluxed spectrum with some of the strongest lines indicated.
Setup
We used data between 7 and 38 Å when fitting the RGS spectrum. As the fluxed spectrum consists of both the RGS 1 and 2 data in both spectral orders, we binned the data between 7 and 38 Å in 0.01 Å bins. The average number of counts per 0.01 Å bin is approximately 900 (i.e. a signal−to−noise−ratio of about 30). We therefore used χ 2 statistics when fitting the spectrum. All errors are given for ∆χ 2 = 1. We used the SPEX 2.03.00 1 spectral fitting package to fit the spectrum. We updated the wavelengths of some important transitions for our study (see Appendix A). We constructed the spectral energy distribution (SED) for Mrk 509, using the EPIC-pn and OM data to obtain the necessary flux points for the XMM-Newton observations and extending it with other data. This SED is an average of the Mrk 509 SED during the time of observations (roughly two months time). The full procedure on how the SED was derived can be found in Kaastra et al. (2011a) . The ionization balance calculations needed for our spectral modeling (the xabs components, see Sect. 3.2) were based on this SED and performed using version C08.00 of Cloudy 2 (Ferland et al. 1998 ) with Lodders & Palme (2009) abundances.
Spectral models
The unprecedented quality of the spectrum requires a rather complex spectral model to be described accurately. We describe each component in more detail in separate sections, but we give a short overview of the total model here.
We model the continuum with a spline (see Fig. 2 ). The main reason for doing so is that a spline can accurately describe the (complex) continuum shape without having to make any physical assumptions about the origin of the shape of the continuum (powerlaw, blackbody, Comptonization, or reflection, for example). We use a redshift z = 0.03450, which combines the cosmological redshift (Huchra et al. 1993) with the orbital velocity of the Earth around the Sun, which is not corrected for in the standard XMM-Newton analysis (see Kaastra et al. 2011a ). Galactic absorption (N H = 4.44 × 10 24 m −2 , Murphy et al. 1996 ) is also taken into account. We use three distinct phases for the Galactic ISM absorption, a neutral (kT = 0.5 eV) phase, a warm (kT = 4.5 eV) slightly ionized phase, and a hot (kT = 140 eV) highly ionized phase (Pinto et al. 2010 ). Additionally we model the neutral oxygen and iron edges of the ISM by including a dusty component. Details about the Galactic foreground absorption are given by Pinto et al. (in prep) .
The ionized outflow is modeled with three different models, each with multiple (two or three) velocity components to account for the separate outflow velocities observed. All models take a wide range of ionization states into account. These models are described in more detail in Sect. 3.2. We also included eleven broad and narrow emission lines, which are modeled with a Gaussian line profile. Radiative recombination continua (RRCs) are also included using an ad-hoc model that takes the characteristic shape of these features into account .
Spectral analysis
Continuum, local absorption, and emission features
The continuum is modeled with a spline with a logarithmic spacing of 0.075 between 5 and 40 Å. We show the spline model in Fig. 2 and in Table 1 . The continuum is smooth, so the spline does not mimic any broad line emission features. The softening of the spectrum at longer wavelengths can be seen clearly. The neutral Galactic absorption is responsible for the narrow O i (23.5 Å) and N i (31.3 Å) absorption lines. To fit the Galactic O ii absorption line we add a slightly ionized component with a temperature of 4.5 eV and with a column density that is 4 % of the cold, neutral gas (Pinto et al., in prep) . To properly model the O i edge, we take the effects of depletion into dust into account. This same depletion is also responsible for the lack of a strong neutral iron absorption blend around 17.5 Å. We use dust that consists of pyroxene and hematite.
The sightline to Mrk 509 passes through a high-velocity cloud located in the Galactic halo (see e.g. Sembach et al. 1995) . The hot gas as seen in the C vi, O vii, O viii, and Ne ix absorption lines at z = 0 could either be from ISM absorption in our Milky Way or from this high-velocity cloud (which has an LSR velocity of around − 250 km s −1 ). A more detailed multiwavelength analysis and comparison of all these local components will be presented in a follow-up paper (Pinto et al. ,in prep) .
The spectrum shows some emission lines, most of which are broadened (Table 2 ). In this table we also show the change in χ 2 when the line is omitted from the model. The broad emission lines are visible as excesses on both sides of the corresponding absorption lines (see Fig. 3 ). In our modeling we fix the width of the lines to an FWHM of 4200 ± 200 km s −1 as measured for the Balmer lines simultaneously by the OM optical grism (Medhipour et al. 2011) . We assume that these lines originate in the BLR (Costantini et al. 2007) .
We also detect the narrow O vii f emission line with an absorption−corrected flux of 0.46 ± 0.06 ph m −2 s −1 , as well as a weaker intercombination line with a flux of 0.13 ± 0.04 ph m −2 s −1 and an Ne ix f emission line with a flux of 0.09 ± 0.02 ph m −2 s −1 . The narrow resonance line cannot be separated from the absorption line, so we have assumed a ratio of 3:1 for photoionized gas for the forbidden−to−recombination line ratio (Porquet & Dubau 2000) . We do not detect any other narrow emission lines. In our spectral modeling we adopt an FHWM of 610 km s −1 for these narrow emission lines, based on the width of the optical [O iii] emission line (Phillips et al. 1983) . We assume here that these lines are produced in the NLR (Guainazzi & Bianchi 2007) . Radiative recombination continua (RRC) have been detected in other Seyfert 1 spectra (see e.g. NGC 3783 or Mrk 279, Kaspi et al. 2002; Costantini et al. 2007 ), so we checked whether they are present in Mrk 509. The RRCs are weak and hard to detect (Table 3) . We modeled them using the rrc model of SPEX and obtain a temperature of 5.4 ± 2.5 eV for the RRC. This low temperature is a direct indication of photoionized gas.
Ionized outflow
We use three different models for characterizing the ionized outflow. We describe each model separately and then compare the results obtained by all three models. By comparing the results for the different models for the ionized outflow, we can investigate its ionization structure and density profile. The first model (Model 1 from here on, Table 4 ) contains two slab components. The slab model of SPEX calculates the transmission of a slab of material with arbitrary ionic column densities, outflow velocity v, and r.m.s. velocity broadening σ as free parameters. We assume a covering factor of unity for both components. The slab components have a different outflow velocity and velocity broadening. However, we assign each ion to one of the components based on the ionization parameter ξ, which is defined in the following way:
where L is the 1 − 1000 Rydberg luminosity, n the hydrogen number density of the gas and, r the distance from the ionizing source. For Mrk 509 we obtain an ionizing luminosity of L = 3.2 × 10 38 W from the SED. All ions with log ξ < 2.1 are assigned to the first component, while the others are in the second component. The division is based on a preliminary fit where the outflow velocity of individual ions was a free parameter. The first component has an outflow velocity v of − 57 ± 8 km s −1 and a velocity broadening σ = 158 ± 5 km s −1 , while the second component has an outflow velocity v = − 254 ± 40 km s −1 and σ = 133 ± 30 km s −1 . The ionization parameters are given in Table 4 and are those for which the ion fraction peaks for that ion. The fit gives χ 2 = 3643 for 3109 degrees of freedom (dof ). We also show in Table 4 the best-fit velocities for individual ions when we leave the velocity free compared to the velocities of all the other ions.
The second model (Model 2 from here on, Table 4 ) is an extension of Model 1. Instead of separating the ions according to their ionization parameter, we include all ions for both velocity components. Additionally we add a third velocity component to account for a high−velocity (v = − 770 km s −1 ) component (tentatively detected in the Chandra HETGS spectrum, see Yaqoob et al. 2003) mainly to get the appropriate line centroid for the Fe xxi and Mg xi absorption lines. This model is more realistic than Model 1 because it assumes a multivelocity structure for every absorption line, which is consistent with what has been observed in earlier UV observations of Mrk 509 (Kriss et al. 2000; Kraemer et al. 2003) . The fit gives χ 2 = 3589 for 3070 dof.
The third model (Model 3 from here on, Table 5 ) is based on multiple photoionization components (xabs). In each xabs component the ionic column densities are related through the ionization parameter ξ. Free parameters are the hydrogen column density N H , ionization parameter ξ, r.m.s. velocity width σ, and outflow velocity v. Based on the results of Model 2, we start with one xabs component for each of the two main velocity components detected. We add extra xabs components until the fit no longer improves. A fit with only one xabs component for each velocity results in a fit of χ 2 = 4261 for 3145 dof. Adding an additional xabs component for each outflow velocity improves the fit by ∆ χ 2 = 264/4 dof. We use the same outflow velocity and r.m.s. velocity for the xabs components of each velocity component. If we add a third pair of xabs components we again improve the fit significantly resulting in a further improvement of ∆ χ 2 = 138/4 dof. As a last step, we leave the outflow velocity and the r.m.s. velocity width for each component free. This then improves the fit by ∆ χ 2 = 32/4 dof. The best fit we obtain this way has χ 2 = 3827 for 3157 dof. The results for the final fit are shown in Table 5 , however the component with the highest ionization parameter (component E2 in Table 5 ) shifts to a much higher outflow velocity, namely 492 km s −1 . We therefore add it to the fast velocity group, so that the slow outflow can now be described properly with two xabs components, while the fast outflow is described by four components. We label each component according to its ionization parameter (A to E for increasing ξ) with index 1 or 2 for low and high outflow velocity, respectively.
As a test we also fit a fourth model, the so-called warm model, essentially a power-law distribution of xabs components. This is similar to the model used by Steenbrugge et al. (2005) in NGC 5548 (model D in that paper) and akin to the absorption measure distribution (AMD) method used by Holczer et al. (2007) . We first defined a range of ionization parameters, between which we fit our model. In our case we fit the model between log ξ = −2 and 4. We used a grid of 19 points in order to accurately describe the total AMD. At every grid point a value f i was determined, which is defined as f i = d N H /dlogξ. This way we obtained the distribution of N H versus log ξ. We did this for both velocity components (ignoring the very fast −770 km s −1 outflow at the moment). The best fit we obtain has χ 2 = 3822 for 3120 dof. However due to the correlation between the two warm component parameters (especially the factors f i ), calculating the exact error on every parameter is very difficult.
We therefore use the warm model only to check whether we have missed any ions in our slab fit. With a continuous model like warm, weaker lines that otherwise might be hard to detect are taken into account. In this way we have identified several ions, which are predicted to be present based on the warm model, but were not included in the slab fit since they produce only weak lines. These are Ne vii and Si x -Si xii. All these ions, however, have very weak lines in the Mrk 509 spectrum, and the fitted ionic column densities (using the slab model) only yield upper limits. We therefore are confident that Models 2 and 3 are accurate representations of the data. 
Spectral fit
The RGS spectrum and the best−fit model (Model 2) are shown in Figs. 4 − 8. All the strongest absorption lines are labeled. Galactic lines are indicated with z = 0. The spectrum has been re-binned to 0.02 Å bins for clarity. The model reproduces the data very well. We detect the O viii Lyman series and the O vii resonance transitions up to the 1s−5p transition, as well as the C vi Lyman series up to the 1s−6p transition. We also detect the O vii and O viii series from the local z = 0 component. The only features that are not reproduced well are the N vi ISM absorption line at 28.78 Å, a feature around 32.5 Å, and another near the C v absorption line at 33.9 Å. The 32.5 Å feature is most likely due to small residuals in the RGS calibration, because it is much sharper and narrower than the other emission / absorption features. Its wavelength does not correspond to known major transitions. Also the O vi absorption line at 22.8 Å is not well-fitted, possibly due to blending with the O vii f narrow emission line. Table 6 ). g Percentage of ionic column density produced by component B (see Table 6 ). h Percentage of ionic column density produced by component C (see Table 6 ). i Percentage of ionic column density produced by component D (see Table 6 ). j Percentage of ionic column density produced by component E (see Table 6 ). 
Absorption measure distribution (AMD)
There has been a debate in the literature about whether the absorption measure distribution defined here as A(ξ) ≡ dN H /dξ is a smooth distribution spanning several decades in ξ (see e.g. Steenbrugge et al. 2005) or consists of a limited number of discrete components (see e.g. Costantini et al. 2007; Krongold et al. 2003) . We tested both alternatives as follows. We considered the total ionic column densities derived from Model 1 (see Table 4 ), regardless of their velocity, and fit them to a model using discrete components and to a model with a continuous distribution. We simultaneously solved for the abundances of the elements.
For Model 1, there is some arbitrariness in the assignment of ions to the two velocity components, in particular near the ionization parameter log ξ = 2.1 at the division, as for those ions both velocity components will contribute. Thus the observed column densities near that division are higher than the column density of a single velocity component. This could result in the introduction of spurious ionization components or artificially enhanced abundances. We tried to also do this analysis with the results for each velocity component separately, but that is problematic. For Model 2, the error bars on the column densities for individual velocity components are relatively high, because RGS only partially resolves the lines of each component. This then gives too much uncertainty to deduce conclusive results.
The first model we tested is a discrete model:
Where H i are the total hydrogen column densities of the m components with ionization parameter ξ i . From our runs with Cloudy we obtain for each ion j curves for the ion concentration f j (ξ) relative to hydrogen as a function of ξ, assuming Lodders & Palme (2009) abundances. Given a set of values for ξ i and H i , it is then straightforward to predict the ionic column densities N j :
with B j the abundance in solar units of the parent element of ion j. We solve this system by searching grids of models for different values of ξ i , and determine the corresponding best-fit column densities H i from a least-squares fit to the data. The abundances are solved iteratively. We start with solar abundances and solve for H i . Then for each element we determine its best-fit abundance from a least squares fit of its ionic column densities to the predicted model of the last step. This procedure is repeated a few times and converges rapidly. It should be noted that since we do not measure hydrogen lines, the hydrogen column densities that we derive are nominal values based on the assumption of on average solar metal−to−hydrogen abundance for the ions involved. In fact, we derive only accurate relative metal abundances. Truly absolute abundances should be derived using UV data, but we defer the discussion on abundances to later papers of this series (Steenbrugge et al. 2011, and Arav et al., in prep) .
It appears that we obtain the best solution if we take five ionization components into account. Adding a sixth component does not improve the fit significantly, and by deleting one, two or three components χ 2 increases by 6, 16 and 200, respectively (refitting in each case). Our best fit then has χ 2 = 42.5 for 29 ions included in our fit. The predicted model is shown in Table  4 , together with the individual contributions ∆χ j to χ 2 for each ion (i.e., χ 2 = ∆χ 2 j ). Negative values for ∆χ j indicate lower observed ionic column densities than the model and positive values higher observed ionic columns. The best−fit parameters are shown in Table 6 .
We did not include upper limits in our fit, and we also excluded the argon lines because the predicted model is well below the marginal "detections" of Ar ix and Ar x. For further discussion, we also include predicted column densities for hydrogen and C iii and C iv, although we cannot measure lines from these ions in the RGS band.
Next we consider a continuous AMD. It is impossible to make no a priori assumptions for the shape of A(ξ), but we minimize this as follows. We assume that log A(ξ) is described by a cubic spline for log ξ between −3 and 4 with grid points separated by 0.2 in log ξ. The use of logarithms guarantees that A(ξ) is non-negative; the spacing of 0.2 corresponds to the typical scale on which ion concentrations change (making it much smaller causes oversampling with unstable, oscillatory solutions), and the range in ξ covers the ions that are detected in the spectrum. Free parameters of the model are the hydrogen column densities H i at the grid points and the abundances. We solve for this system using a genetic algorithm (Charbonneau 1995) .
We made 200 runs with the algorithm, and kept the 117 runs that resulted in χ 2 < χ 2 min + 1 with χ 2 min = 39.6 the best solution. In Fig. 9 we show the median of all these 117 good solutions. The figure shows two strong, isolated peaks at log ξ = 2.0 and 2.8, corresponding to components C and D of Table 6 . At a higher ionization parameter (log ξ > 3), the range of component E of Table 6 , there is also some AMD, but the detailed structure is essentially unknown: there is a wide spread between the individual solutions that are acceptable. At a lower ionization parameter (log ξ < 1), there is also some AMD but again not a well-determined structure. A hint for the presence of component B is that the median of the acceptable solutions is closer to the upper limit in the range of ξ between 0.4 − 0.8.
As a final test, we extended the model with discrete components and searched how broad the discrete components are. Replacing the δ-function by a Gaussian in (2), we get an upper limit to the σ of the Gaussians of 0.06 and 0.13 in log ξ for the components C and D, corresponding to a FWHM of 35 and 80%. For the other components, there is no useful constraint.
Discussion
Foreground and emission features
This paper focuses on the properties of the ionized outflow in Mrk 509, but given the quality of the data, a full description and discussion of all the features present in the spectrum is beyond the scope of this paper and will be given in a series of subsequent publications. The only clear detections of narrow emission lines Error bars correspond to the minimum and maximum value of the AMD at each value of ξ for those runs with acceptable χ 2 . Note the two strong and isolated peaks at log ξ = 2.0 and 2.8, respectively. The inset shows our results on a logarithmic scale for a broader range of ionization parameter; dotted lines connect the minimum and maximum values of all acceptable solutions.
are the O vii forbidden emission line at 22.101 Å, the O vii intercombination line at 21.802 Å, and a narrow Ne ix forbidden emission line at 13.70 Å. The fluxes are consistent with earlier observations (Detmers et al. 2010) . We also searched for RRC features of the most prominent ions (C, N, and O) and found several possible weak RRCs. We do not detect any significant absorption due to neutral gas in the host galaxy. This means that we are observing the nucleus directly, which could indicate that we observe Mrk 509 almost face-on, as suggested in previous papers (Phillips et al. 1983; Kriss et al. 2000; Kraemer et al. 2003) .
Outflow models
The warm absorber in Mrk 509 (O viii column density of ≃ 2 × 10 21 m −2 ) is deeper than the one seen in Mrk 279 (3 × 10 20 m −2 , Costantini et al. 2007 ) but shallower with respect to those in NGC 5548 for instance (3 ×10 22 m −2 , see e.g. Steenbrugge et al. 2005) or NGC 3783 (4 × 10 22 m −2 , see e.g. Behar et al. 2003) . Nevertheless the high quality of this dataset allows for a thorough investigation of the outflow properties. While the main goal of the campaign is to localize the outflow, which requires investigating the ten individual observations, the integrated 600 ks spectrum is crucial for a full description of the properties (such as outflow velocity and ionization structure) of the outflow. To obtain the most accurate information about the true structure of the outflow we now compare the different models of the outflow.
The first model (Model 1) is a very simple description, with only one velocity component for each ion. The velocity dispersion we obtain for the component that includes the O vii and O viii ions is 158 km s −1 . This is larger than what is obtained from the curve of growth analysis using a single velocity component for these ions (96 and 113 km s −1 , respectively, Kaastra et al. 2011b ). The reason for this difference is that having only one velocity component for these lines is an oversimplification. Adding a second velocity component for all ions (Model 2), improves the fit of the strong oxygen lines (O vii and O viii) , with the sum of the velocity dispersions larger than for the single component case, but the total column density similar (Kaastra et al. 2011b) . Thus the total ionic column densities for models 1 and 2 are consistent with each other.
To compare the slab models with model 3 we first need to convert the ionic column densities we measure into an equivalent hydrogen column density. There are two ways to do this. One is to assume that every ion occurs at the ionization parameter where its concentration peaks as a function of log ξ. This holds for some ions, but for others there is a wide range of ionization parameters where the ion makes a significant contribution. The alternative is that we take the full AMD method described in Sect. 3.4. It is useful to compare these two methods so that we can see if there are major differences in the results and if these possible differences affect our conclusions. The results for the first method using Model 2 are shown in Fig. 10 , for both the slow and fast velocity components. Only ions for which we have a significant column density measurement are shown. The results for the AMD method are shown in Fig. 9 . What can be seen is that the AMD method clearly shows a discrete distribution of column density as a function of the ionization parameter. There is a clear minimum between the peaks at log ξ = 2.0 and 2.8, where the column density is more than an order of magnitude less than at the two surrounding peaks. This indicates that there is almost no gas present at those intermediate ionization states. The simplified method (the one where we assume that every ion occurs at a single ξ value) does show enhancements near the mean peaks of log ξ = 2 and 2.8, but there are no clear minima in the distribution, although for the fast component there seems to be some hint for a minimum near log ξ = 0.5. What is clear from this comparison is that the simplified method is unable to uncover essential details in the AMD. This is because not all ions are found at their peak ionization parameters.
Another main difference between the models is that the slab models (in contrast to Model 3) yield completely modelindependent ionic column densities (i.e. no SED or ionization balance or abundances are assumed). This is an advantage if the atomic data for certain ions are uncertain, as the fit will not try to correct for this by changing the overall fit parameters or by poorly fitting this particular ion. From the measured ionic column densities we then can obtain the distribution of total hydrogen column density as a function of the ionization parameters. However at this step it requires the input of an ionization balance, hence an SED.
Model 3 is a direct fit using the ionization balance to predict the ionic column densities. The advantage of this model compared to Models 1 and 2 is that all ions, including those with a small column density are taken into account, and all the ionic column densities are connected through a physical model. There are fewer free parameters, so in principle a more accurate determination of the following parameters: N H , ξ, σ and v can be obtained. The AMD method is a good combination of both models because the ionic column densities are determined model independently by the slab models. Then the ionization balance is used to produce an AMD and obtain the number and parameters of xabs components that are needed to describe the data properly.
Model 3 and the AMD method make use of the ionization balance as determined from the SED. The resulting stability curve for the photoionized gas is shown in Fig. 11 . Components with the same Ξ (in units of ) are in pressure equilibrium. Here Ξ is defined in the following way: Fig. 10 . The derived hydrogen column density for every detected ion (see Table 4 ). We added archival UV data for C iii, C iv, N v, and O vi for comparison (shown in red). The top figure shows the distribution for the slow component, the bottom one shows the same for the fast component.
where T is the temperature and ξ is the ionization parameter in 10 −9 W m. The sections of the curve with a negative slope are unstable to perturbations. Not all components appear to be in pressure balance. For both velocity components the low-ionization gas (A2, B1) is not in pressure equilibrium with the higher ionization gas. This could indicate that the different gas phases are not colocated or that other forces (i.e. magnetic) are involved to maintain pressure equilibrium. It appears that most of the outflows in Seyfert 1 galaxies show gaps in the AMD (Behar 2009) . This is probably due to (thermal) instabilities in the gas (Holczer et al. 2007 ). The exact nature of these apparent instabilities is still unclear (although a thermal scenario indeed seems plausible at the moment, based on the cooling curves, such as shown in Fig. 11 ).
Structure of the outflow
Much work has already been done investigating the structure of the ionized outflows in other AGN (see e.g. Steenbrugge et al. 2005; Holczer et al. 2007; Costantini et al. 2007 , for some examples). In most cases a wide range of ionization states has been detected, sketching the picture of a continuous distribution of the hydrogen column density as a function of ξ. However, there are also indications of a lack of ions in a certain temperature regime, where the ionized gas is in an unstable region of the cooling curve. In Mrk 509 such unstable regions occur for log ξ between 2.4 and 2.8 and between 3.5 and 4. We have determined that the outflow in Mrk 509 is not continuous, but has discrete components, at least in the range of log ξ = 2 − 3. There are two main components, one at log ξ = 2.0 and one at 2.8. We also see a clear trend toward increasing column density for higher ionization states.
We first discuss the ionization structure. The most pronounced component in our spectrum is component C ( Table 6 ). The ionization parameter and total column density derived from our slab fit (Table 6) , as well as the direct xabs fit (Table 5) , are fully consistent. From the analysis in Sect. 3.4 we find that this component is discrete and spans a very narrow range in ionization parameter: the FWHM is 35%. Interestingly, according to our model (Table 4 ) component C contributes 50% or more to the total ionic column density of 17 of the detected ions in our data set. Those ions span a range of log ξ = 1.15 (O vii) to 2.42 (S xiii) in ionization parameter (see first column of Table 4 ).
The next most important component is component D at log ξ = 2.79. It is responsible for the more highly ionized iron (up to Fe xx) and the sulfur ions. It is mainly visible in the high−velocity component. Again the direct xabs fit and the derived ionization parameter are fully consistent with each other, but the column density obtained from the xabs fit is smaller by a factor of 3. This could be due to xabs component C2 (log ξ = 2.2), which also produces ions present in component D (log ξ = 2.79). The other important component is B, which is responsible for most of the lower ionized carbon, nitrogen and oxygen ions. The ionization parameter and column density are fully consistent for both the derived model and the direct xabs fit.
Components A and E are also fully consistent with our Model 3, however they are only based on a few ions, so their exact column densities and ionization parameters are uncertain. Especially for the low-ionized gas, the lack of a strong UTA in Mrk 509 means that we only have upper limits on the column densities of the low ionized iron ions, up to Fe x. This is also why the AMD distribution shown in Fig. 9 has large uncertainties below log ξ = 0.
Earlier observations have detected only a few of the five components shown in Table 6 , owing to the poorer quality of the data. Using the Chandra HETGS, Yaqoob et al. (2003) detected mainly component C, since the sensitivity of the HETGS is limited at longer wavelengths and component C is the strongest component. Smith et al. (2007) detected mainly component B2, C (mixture C1 and C2), and D2 (possibly blended with E2). The outflow velocities in their analysis are different, as mentioned before, and they observe an inverse correlation between the outflow velocity and the ionization parameter. This analysis was based on the 2000 and 2001 archival data. Detmers et al. (2010) analyzed earlier archival data (2005 and 2006) of Mrk 509 and found component B (possible mixture of the velocity components), C1, and D2 (possibly blended with E2). It is clear from these comparisons that, although all these earlier observations detected the main components of the outflow, in order to obtain a more complete picture of the outflow, we need a high−quality spectrum, like the one shown in this paper.
Two of the three velocity components that we detected are consistent with earlier results, including the UV data (Kriss et al. 2000; Yaqoob et al. 2003; Kraemer et al. 2003) , and they correspond to the two main groups of UV velocity components, one at systemic velocity and the other at − 370 km s −1 . Also in the X-ray regime, there is evidence of multiple ionization states for the same outflow velocity, such as components C2 and D2 in Table 5 . Also there are components that show a similar ionization state, but different outflow velocity, i.e. components C1 and C2 in Table 5 . Due to the almost zero outflow velocity of components B1 and C1, one could argue that these may be related to the ISM of the host galaxy. The UV spectra, with their much higher spectral resolution, can unravel the outflow, ISM, and redshifted high−velocity clouds .Generally speaking, the ionization parameter of the UV components is much lower than those of the X-ray components detected here. This could indicate that the UV and X-ray absorbers are cospatial, but have different densities. A full discussion of the connection between the UV and X-ray absorbers, as well as the geometry of the absorber, will be presented in Ebrero et al. (2011) , where the simultaneous HST COS and Chandra LETGS data will be compared. We do not clearly detect the 200 km s −1 redshifted component, which was found in the UV data (velocity component 7 of Kriss et al. 2000) . There is some indication that there could be an O vi component at that velocity. There is some extra absorption at the red side of the line in Fig 6 at 22 .78 Å. We only obtain an upper limit for the O vi column density in this velocity component of 10 20 m −2 . However, this is consistent with the lower limit from the UV data, which is 10 19 m −2 .
The highest velocity outflow component is only significantly detected in two ions (Mg xi and Fe xxi). Figure 12 shows the two absorption lines fitted with a − 770 km s −1 velocity and a − 300 km s −1 velocity (just as component two in model 2). The improvement using the − 770 km s −1 component is ∆χ 2 = 16. We checked whether this component is also detected in other ions, but most of them (apart from Ne ix) only yield upper limits to the ionic column density. We checked that the line profiles are the same for the separate RGS 1 and RGS 2 spectra and also for the first and second order spectra. In all cases the line profile is consistent with a 770 km s −1 blueshift. Also a possible Mg xi forbidden emission line cannot play a role here, because it is too far away (about 0.3 Å) to influence the line profile in any way. This velocity component is consistent with an earlier Chandra HETGS observation, where there was an indication of this velocity component . A proper expla- nation of why this component is only clearly detected in these two ions and not in other ions with a similar ionization parameter is currently lacking. A trend visible in Table 4 and Fig. 13 is that the higher ionized ions have a higher outflow velocity. Fitting a constant outflow velocity to the data yields a value of 70 ± 9 km s −1 with χ 2 = 72 for 24 d.o.f. A linear fit to the points gives a slope of 0.62 ± 0.07 and improves the χ 2 to 46 for 24 d.o.f. If we instead fit a powerlaw, a relation of v ≃ ξ 0.64±0.10 is obtained, with a total χ 2 of 34 for 24 d.o.f. The MHD models of Fukumura et al. (2010) predict v ≃ ξ 0.5 , which is consistent with the relation found here. However, it has to be noted that due to the blending of multiple velocity components (including gas that might not be outflowing at all), additional uncertainties are introduced that could affect the results. selecting only those ions, which clearly show blueshifts as well as more accurate outflow velocities, would be needed to investigate this trend further. The O iv ion shows a large redshifted velocity, undetected in the other ions. Most likely this is due to the blending of the O iv absorption line with the O i line from the Galactic ISM at z = 0. This blend makes it difficult to determine the centroid of the O iv line exactly (Kaastra et al. 2011b) . 
Density profile
A recent study has used the observed AMD to construct the radial density profile of the outflow in a number of sources (Behar 2009) . Such an analysis is justified as long as the AMD is a smooth, continuous function of ξ, with the possible exception of unstable branches of the cooling curve, where gas may disappear to cooler or hotter phases. However in our case such an analysis is not justified, at least not for the range of log ξ between ∼ 2 and 3 (components C and D). Here we clearly see narrow peaks in the AMD. At least for these components, this hints at rather localized regions with a limited density range, rather than to a large−scale outflow. At lower ionization parameters (components A and B), we cannot exclude a continuous distribution, owing to the limitations imposed by the line detection from the relevant ions. For these components, the situation is more complex due to the presence of both higher and lower velocity gas. Similarly, based on our analysis we cannot distinguish whether component E has a single component or a broader distribution on the second stable branch of the cooling curve (Fig. 11) . Gas on the third stable branch, at a very high ionization parameter, escapes our detection completely because of the lack of suitable lines in the RGS band. At best it could show strong lines from Fe xxv or Fe xxvi in the Fe−K band near 6.7 − 7.0 keV, but the limited spectral resolution of EPIC combined with the likely moderate column densities prohibit us from detecting such a component in our data.
Conclusions
We have presented one of the highest signal-to-noise RGS spectra of an AGN. With the almost unprecedented detail in this dataset, we could detect multiple absorption systems. The ionized absorber of Mrk 509 shows three velocity components, one at −13 ± 11 km s −1 , one at −319 km s −1 , and a tentative high−velocity component at − 770 km s −1 . The first two components are consistent with the main absorption troughs in the UV. Thanks to the high−quality spectrum and the accurate column densities obtained for all ions, for the first time it has been shown clearly that the outflow in Mrk 509 in the important range of log ξ between 1−3 cannot be described by a smooth, continuous absorption measure distribution, but instead shows two strong, discrete peaks. At the highest and lowest ionization parameters, we cannot distinguish between smooth and discrete components. We also have found indications of an increasing outflow velocity versus ionization parameter. Large, dedicated multiwavelength campaigns such as this are the way forward, as this is currently the best method to investigate and characterize the outflows in the local Seyfert galaxies.
