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Introdution generale
Les travaux presentes dans e memoire sont dedies au developpement de
methodes numeriques multiehelles et adaptatives pour le traitement d'images
et la resolution d'equations aux derivees partielles.
Dans le adre des equations aux derivees partielles, l'objetif est de pro-
duire un algorithme de resolution qui fournit une solution approhee de
faon rapide et utilisant un espae d'approximation de dimension aussi pe-
tite que possible. Dans le adre du traitement d'images, il s'agit de onstruire
des algorithmes de ompression qui permettent de reduire la taille memoire
oupee par une image lors de son stokage ou de sa transmission.
Il apparait que les methodes numeriques eÆaes pour la resolution d'equations
aux derivees partielles ou pour la ompression d'images partagent plusieurs
proprietes qui realisent l'unite des travaux presentes dans ette these.
La premiere propriete est le aratere multiehelle de es methodes. Les
methodes de resolution numeriques performantes utilisent, en eet, plusieurs
niveaux d'approximation pour les solutions ou les operateurs de l'equa-
tion aux derivees partielles an de apturer, de faon eÆae, des phenomenes
qui apparaissent a des ehelles dierentes.
De me^me, une ompression multiehelle est neessaire puisqu'une image est
onstituee de larges zones homogenes ou l'intensite lumineuse varie de faon
reguliere entreoupees de lignes de "disontinuites", 'est a dire de hange-
ments brutaux d'intensite tres loalises, qui orrespondent aux ontours d'un
objet par exemple.
La seonde propriete onerne le aratere neessairement rapide des
algorithmes numeriques assoies a es methodes. La prise en ompte de plu-
sieurs ehelles pour la resolution ou la ompression augmente le temps de al-
ul des algorithmes numeriques. Il s'agit don de onstruire des algorithmes
qui intensient leurs eorts d'approximation uniquement dans les zones non
regulieres tout en les diminuant dans les zones regulieres.
Les analyses multiehelles fournissent un adre interessant pour la
onstrution de methodes numeriques satisfaisant la premiere propriete puis-
1
2qu'elles denissent une suession d'espaes d'approximation embo^tes, ha-
un orrespondant a une ehelle de representation. On parle alors d'espae
grossier pour l'ehelle la plus grossiere et d'espae n pour l'ehelle la plus
ne. Le passage entre un espae grossier et un espae n se fait par l'in-
termediaire de transformations de passage qui rajoutent des details , 'est
a dire des informations supplementaires, quand les donnees du niveau n ne
peuvent pas e^tre diretement predites a partir des donnees du niveau gros-
sier.
La onstrution des analyses multiehelles lineaires suppose l'introdution de
fontions de base. Un hoix possible est de onsiderer les ondelettes ([19℄,
[26℄, [47℄, [50℄).
Il est maintenant bien onnu que e sont de bons andidats pour satisfaire la
seonde propriete. En eet, la serie d'ondelettes d'une fontion a ses termes
dominant loalises autour de ses singularites. Il s'en suit qu'un algorithme de
resolution ou de ompression qui utilise les ondelettes est ompetitif en terme
de temps de alul puisqu'il opere generalement sur des "series reuses". De
plus, la bonne loalisation spetrale des ondelettes permet une approxima-
tion eÆae des operateurs dierentiels.
Sur un plan theorique, les ondelettes semblent don d'exellents outils
pour onstruire des methodes numeriques eÆaes. Cependant, dans la pra-
tique, elles possedent un ertain nombre de limitations essentiellement liees
aux problemes de bords .
Equations aux derivees partielles et problemes de bords
Ii, les problemes de bords orrespondent aux diÆultes renontrees quand
on onsidere des problemes denis sur des domaines quelonques ave ondi-
tions aux limites sur la frontiere. Les methodes a base d'ondelettes s'averent
limitees pour e type de problemes puisque la onstrution de bases d'on-
delettes sur un domaine a geometrie omplexe n'est pas lairement etablie
ou du moins diÆile a implementer et la prise en ompte de onditions aux
bords neessite la onstrution d'ondelettes partiulieres ([15℄) plus diÆiles
a manipuler. De nombreuses approhes ont ete introduites pour ontourner
es diÆultes que l'on renontre aussi ave d'autres methodes, en partiulier,
les methodes spetrales. Parmi es approhes, nous pouvons iter,
{ Les methodes de deomposition de domaines : elles onsistent a
deomposer le probleme initial deni sur un domaine quelonque en une
3suession de sous-problemes loaux poses sur haque sous-domaine.
On peut alors hoisir les methodes ondelettes pour resoudre les sous-
problemes denis sur des sous-domaines arres ou ubiques et les elements
nis pour les sous-domaines a geometrie plus omplexe. La diÆulte
tehnique reside dans le raord au niveau des interfaes entre les sous-
domaines.
Parmi les methodes de deomposition de domaine, nous pouvons iter
la methode de Mortar ([8℄, [7℄) qui introduit un espae de multiplia-
teurs pour imposer la ontinuite au sens faible de la solution a travers
les interfaes des sous-domaines.
{ Les methodes de penalisation ([6℄) : elles s'appliquent sur la formula-
tion forte d'un probleme aux derivees partielles deni sur un domaine
quelonque !. L'idee de es methodes est d'immerger le domaine ! dans
un domaine 
, plus gros et a geometrie simple. Le probleme initial est
alors transforme en un probleme deni sur 
 en rajoutant a l'equation
initiale un terme dit de penalisation qui a pour but de forer la nouvelle
solution a verier les onditions sur le bord de !.
Par exemple, pour un probleme initial ayant des onditions aux bords
du type Dirihlet, i.e. uj

= g, le terme de penalisation s'erit, (U  
g)


n!

ou U est l'inonnue sur 
, 

n!
est une fontion masque qui
vaut 1 dans 
n! et 0 ailleurs et  est un parametre de penalisation qui
tend vers 0.
Ce type de methodes a ete prinipalement developpees pour etudier
l'eoulement de uides autour d'obstales ([3℄, [59℄). Dans e as, la
partie 
n! est modelisee omme un milieu poreux et le parametre 
est interprete omme sa permeabilite.
{ Les methodes de domaines tifs ([35℄, [40℄, [43℄) : ontrairement aux
methodes de penalisation, es methodes s'appliquent sur la formulation
faible d'un probleme elliptique deni sur un domaine !. L'idee de es
methodes est toujours d'immerger le domaine ! dans un domaine 
,
plus gros et a geometrie simple mais ette fois-i, la ondition sur le
bord du domaine ! est imposee au sens faible par l'introdution d'un
multipliateur de Lagrange . Le probleme initial est alors transforme
en un systeme d'equations denies sur un domaine 
 et veriees par un
ouple d'inonnues (U; ). Nous itons ii deux methodes de domaines
tifs. La premiere est une methode de domaines tifs ave multipli-
ateurs de surfae, elle orrespond au as ou  est deni sur le bord
de ! . La seonde methode est une methode de domaines tifs ave
multipliateurs de volume ; dans e as,  est deni sur !.
Il nous a alors semble interessant de oupler les methodes d'ondelettes
et l'approhe domaines tifs. Ces travaux font l'objet de la seonde partie
de la these. Le probleme onsidere est un probleme parabolique ave ondi-
4tions de Dirihlet sur la frontiere du domaine. L'approhe domaines tifs
introduit une prise en ompte eÆae des onditions aux bords en vue de
l'implementation par une methode ondelettes, ependant, un ertain nombre
de diÆultes propres a la reformulation dans le adre des domaines tifs
restent a resoudre. Il s'agit prinipalement de,
{ La onstrution et l'analyse d'un shema general d'approximation. Peu
de resultats sont disponibles sur l'approximation par les ondelettes d'un
probleme formule dans les domaines tifs ([24℄). Les dierentes etapes
de onstrution du shema d'approximation d'une equation parabolique
dans les domaines tifs doivent e^tre derites et une analyse omplete
a haque etape doit e^tre fournie (existene et uniite de la solution,
alul de bornes d'erreur...).
{ L'analyse et l'implementation de l'algorithme de resolution : auune
etude onernant le onditionnement des matries qui interviennent
dans l'implementation d'une methode ondelettes/domaines tifs n'existe.
De plus, des problemes tehniques doivent e^tre resolus notamment
onernant l'extension de ertaines quantites de ! au grand domaine 

et dans l'estimation de termes faisant intervenir la trae de fontions
sur le bord du domaine !.
Traitement d'images et problemes de bords
Dans le adre du traitement d'images, les problemes de bord sont les
problemes dus a la non optimalite des algorithmes de ompression en on-
delettes au voisinage des zones de disontinuites ou de fort gradient que
onstituent les ontours d'une image.
En eet, les methodes numeriques a base d'ondelettes ne onduisent pas a
des algorithmes adaptees a la position des ontours d'une image a ompres-
ser. De plus, la transformation bi-dimensionnelle en ondelettes tensorielles
est trop rigide pour tenir ompte de l'orientation des ontours d'une image.
Pour reduire es diÆultes, plusieurs travaux reents ont produit des nou-
velles methodes numeriques pour la ompression. Parmi es methodes, nous
pouvons iter,
{ L'approhe Bandelets : les Bandelets, developpees par S. Mallat et
E. Le Penne dans [54℄, denissent une nouvelle base orthonormale de
fontions qui vivent le long des ontours d'une image. Cette onstru-
tion utilise la notion de ux geometrique de l'image, 'est a dire un
hamp de veteurs donnant en haque point la diretion dans laquelle
5l'image a des variations regulieres dans le voisinage du point. Les Ban-
delets sont alors onstruites a partir d'une base d'ondelettes
bi-dimensionnelles a laquelle est applique un operateur de deformation
qui onduit a l'introdution d'une nouvelle base se deformant le long
du ot geometrique.
{ L'approhe Ridgelets/Curvelets : les Ridgelets/Curvelets ont ete in-
troduites dans les travaux de D. Donoho et E. Candes ([13℄ et [12℄).
Ce sont des approhes anisotropiques mais, ontrairement aux Ban-
delets, elles sont non adaptees aux ontours de l'image. Les Ridgelets
sont des fontions de la forme  
a;b;
(x; y) qui sont obtenues en appli-
quant des translations, des dilatations et des rotations a une fontion
mere  . Cette onstrution ore don le hoix supplementaire d'un pa-
rametre de rotation, par rapport aux ondelettes lassiques, e qui evite
de privilegier les diretions vertiales et horizontales omme on le fait
lassiquement ave des ondelettes bi-dimensionnelles onstruites a par-
tir de deux ondelettes monodimensionnelles.
Les Curvelets sont ensuite onstruites a partir des Ridgelets en loali-
sant leur ation par des tronatures en espae et en frequene.
{ L'approhe ENO (Essentially Non Osillatory)([1℄ et [23℄) : elle est
basee sur une tehnique qui a ete introduite a l'origine pour la si-
mulation numerique d'onde de ho ([39℄). Dans ette approhe, une
image est representee par une matrie de donnees qui orrespond a la
disretisation d'une fontion bi-dimensionnelle sur une grille dyadique.
Contrairement aux deux approhes preedentes, le point de depart de
la onstrution de l'algorithme de ompression orrespondant n'est pas
la denition d'une famille de fontions de base mais l'introdution d'un
operateur d'interpolation de donnees numeriques qui integre la presene
de disontinuites (ou de ontours) via un meanisme de detetion. Une
seletion adaptee du stenil d'interpolation permet alors de limiter les
osillations dus au phenomene de Gibbs pres des ontours.
A l'heure atuelle, nous pouvons iter deux methodes numeriques qui
ont ete onstruites par ette approhe. La premiere est la methode
ENO-2D separable derite dans [1℄. Elle onsiste a appliquer un operateur
d'interpolation monodimensionnel d'abord aux lignes de l'image puis
a ses olonnes, la seletion du stenil d'interpolation se faisant gra^e a
une etape de detetion operant sur des donnees deja reonstruites.
Plus reemment, A. Cohen et B. Matei proposent dans [23℄ la methode
ENO-EA qui ameliore la methode ENO-2D gra^e a une detetion bien
meilleure et a une inorporation plus eÆae des informations sur la
geometrie de l'image. Nous reviendrons en detail sur la desription de
es deux methodes dans la partie III.
Suivant le me^me but, nous avons onstruit, dans la partie III, une methode
6numerique pour la ompression qui integre ertaines informations sur la po-
sition et l'orientation des ontours de l'image a ompresser. Cette methode
est basee sur l'introdution d'analyses multiehelles adaptees et don d'on-
delettes adaptees, d'abord monodimensionnelles puis generalisees au as bi-
dimensionnel. L'algorithme de ompression orrespondant ombine detetion
de ontours et interpolation de donnees dans la me^me philosophie que l'ap-
prohe ENO-EA mais en eetuant l'etape de detetion sur les donnees
exates et non reonstruites a haque niveau omme dans le as ENO-EA.
L'objetif de notre travail est d'ameliorer les algorithmes existant sur
deux points. Le premier point est la stabilite de l'algorithme de ompres-
sion orrespondant, 'est a dire la possibilite de "ontro^ler" le omportement
de l'algorithme quand des perturbations sont introduites dans les donnees. Le
seond point onerne le gain de performane de la methode. Ii, nos om-
paraisons seront faites ave une methode utilisant les ondelettes lassiques,
notamment pour la ompression d'images reelles.
Ce memoire est alors organise de la faon suivante,
La premiere partie est onsaree a des rappels sur la onstrution d'ana-
lyses multiehelles. On rappelle en partiulier le onept d'analyses mul-
tiresolution, terme que nous reservons pour les analyses multiehelles as-
soiees aux ondelettes ([26℄, [51℄, [48℄). Puis, une seonde onstrution est
derite ; elle est basee sur le formalisme de Harten ([37℄). Le lien entre es
deux onstrutions est detaille.
La seonde partie presente la onstrution d'un methode numerique pour
la resolution d'equations aux derivees partielles qui ouple les approhes a
base d'ondelettes et de domaines tifs. La methode est d'abord analysee sur
un plan theorique (existene et uniite des solutions, borne d'erreur) puis
sur un plan pratique (implementation de l'algorithme de resolution, ondi-
tionnement des matries du probleme, veriation numerique de l'analyse
theorique, appliations a la resolution d'equations denies sur des domaines
omplexes).
La troisieme partie de e memoire onerne tout d'abord la denition
d'analyses multiehelles monodimensionnelles adaptees aux arateristiques
d'une fontion non reguliere dans le formalisme de Harten. Ensuite, es ana-
lyses sont generalisees au as bi-dimensionnel pour la onstrution d'un al-
gorithme de ompression que l'on ompare ave ertains algorithmes de la
litterature.
Premiere partie
Generalites sur les analyses
multiehelles
7
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Introdution
Cette partie est onsaree a des rappels ou a des lariations sur la
onstrution d'analyses multiehelles.
Les analyses multiehelles onsiderees ii sont assoiees a un fateur de
dilatation dyadique, 'est a dire de la forme 2
 j
; j 2 ZZ. On denit alors
une analyse multiehelle par une suite d'espaes fontionnels fV
j
g
j2ZZ
et une
suite d'operateurs surjetifs, fP
V
j
g
j2ZZ
d'un espae fontionnel F dans V
j
,
veriant les trois proprietes suivantes,
1) Embo^tement des espaes,
8j 2 ZZ; V
j
 V
j+1
:
2) Passage entre deux niveaux suessifs par dilatation dyadique,
f(2
j
x) 2 V
j
) f(2
j+1
x) 2 V
j+1
3) Propriete d'embo^tement des operateurs P
V
j
; j 2 ZZ :
8f 2 F; P
V
j
f = 0 ) P
V
j 1
f = 0
En hoisissant, pour haque j, une base de V
j
, on introduit fV
j
g
j2ZZ
,
la famille d'espaes separables orrespondant aux suites des oordonnees de
P
V
j
f; f 2 F , dans ette base. Notons que la famille d'espaes fV
j
g
j2ZZ
est en
bijetion ave la famille fV
j
g
j2ZZ
. De la me^me faon que l'on a introduit la fa-
mille d'operateurs fP
V
j
g
j2ZZ
, onnetant un espae fontionnel F a fV
j
g
j2ZZ
,
on peut don denir une famille d'operateurs fD
j
g
j2ZZ
reliant F a fV
j
g
j2ZZ
et qui verie aussi la propriete d'embo^tement.
A la famille (V
j
; D
j
), sont assoiees deux familles d'operateurs inter-
ehelles pour derire la onnetion entre deux espaes suessifs V
j
et V
j+1
.
{ Le premier operateur est un operateur de deimation . Il agit de V
j+1
dans V
j
et assoie a tout element D
j+1
f 2 V
j+1
, l'element D
j
f 2 V
j
.
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{ Le seond operateur est une operateur de predition . Il agit de V
j
dans V
j+1
. La predition assoie a tout element, D
j
f 2 V
j
, un element
de V
j+1
qui, en general, n'est pas D
j+1
f . Pour retrouver D
j+1
f a partir
de D
j
f , il faut don introduire des details qu'il onvient de rajouter
a la predition.
Une deomposition a deux ehelles deD
j+1
f est alors onstituee deD
j
f
et de details. En iterant, on onstruit une deomposition multiehelle.
L'operateur de predition oupe don un ro^le preponderant dans la
onstrution de la transformation multiehelle puisqu'il ontro^le le "volume"
de details a rajouter et don a stoker pour hanger d'ehelle d'approxima-
tion. Dans ette partie, notamment dans le hapitre 2, une attention parti-
uliere est portee a et operateur. Il onvient de rapproher sa onstrution
de la onstrution de shemas de subdivision ([32℄). On denit un shema
de subdivision, S, omme tout operateur de V
j
dans V
j+1
qui s'erit,
S : ff
j
m
g
m2ZZ
! ff
0
j+1
k
g
k2ZZ
ave f
0
j+1
k
=

Sf
j

k
=
X
m2ZZ
a
j+1;k
k 2m
f
j
m
;
ou la famille nie a
j+1;k
=
n
a
j+1;k
m
o
 M
?
j+1;k
mM
j+1;k
2 IR
M
j+1;k
+M
?
j+1;k
+1
s'appelle le masque du shema de subdivision assoie a la donnee f
0
j+1
k
. La
dependane de a
j+1;k
par rapport a j; k ou f
j
permet de lassier les shemas
de subdivision.
Si a
j+1;k
ne depend pas des donnees ff
j
k
g
k2ZZ
, le shema est dit lineaire .
On parle de stationnarite d'un shema de subdivision si la famille a
j+1;k
depend de l'ehelle j et d' uniformite si elle est dependante de l'indie k.
Deux exemples de onstrution d'analyses multiehelles sont presentes
dans ette partie.
Dans le hapitre 1, nous presentons la onstrution des analyses mul-
tiresolutions assoiees aux bases d'ondelettes ([26℄, [51℄, [48℄). Nous rappelons
d'abord les denitions lassiques relatives a ette onstrution pour des ana-
lyses de L
2
(IR), ainsi que quelques resultats importants, utiles pour la partie
II. En partiulier, nous rappelons que la relation d'ehelle entre les fontions
de base de l'analyse onduit a des shemas de subdivision stationnaires et
uniformes si on etend la denition preedente a des suites
n
a
j;k
m
o
m2ZZ
dont
les termes sont a deroissane rapide. Un resultat sur la representation d'un
operateur elliptique dans une base d'ondelettes est fourni. Enn, nous termi-
nons par deux exemples d'analyses multiresolutions qui sont utilises dans la
11
partie II.
Le deuxieme exemple de onstrution, derit dans le hapitre 2, est base
sur le formalisme de Harten ([37℄). A l'inverse des analyses multiresolutions
assoiees aux ondelettes, le formalisme de Harten est purement disret et
onsiste a denir deux operateurs inter-ehelle (un operateur de predition
et un operateur de deimation), sans a priori denir d'espaes fontionnels,
ni d'ondelettes. Neanmoins, un lien tres etroit relie ette onstrution ave
les analyses multiresolutions lassiques.
Apres avoir introduit le formalisme de Harten, nous presentons deux exemples
d'operateurs de predition. Ils onduisent a la denition de shemas de sub-
division qui peuvent e^tre non uniformes et non stationnaires. La onvergene
de es shemas de subdivision est ensuite etudiee et permet dans le as sta-
tionnaire et uniforme de larier ompletement le lien ave les ondelettes
biorthogonales lassiques.
12
Chapitre 1
Analyses Multiresolutions et
Ondelettes
Ce premier hapitre introduit une premiere faon de onstruire des ana-
lyses multiehelles. Il reprend la onstrution lassique des analyses mul-
tiresolutions onduisant aux bases d'ondelettes ([26℄, [51℄, [48℄).
La setion 1.1 rappelle d'abord la onstrution des analyses multiresolutions
de L
2
(IR) qui s'artiule autour de deux points essentiels,
{ l'introdution d'un ouple de famille d'espaes (fV
j
g
j2ZZ
; fW
j
g
j2ZZ
) :
les espaes V
j
; j 2 ZZ sont les espaes d'une analyse multiehelle de
L
2
(IR) alors que les espaes W
j
; j 2 ZZ sont des espaes dits de detail,
omplementaires des V
j
et engendres par des ondelettes,
{ la onstrution de deux familles d'operateurs de projetion sur les deux
familles d'espaes, notees fP
V
j
g
j2ZZ
et fP
W
j
g
j2ZZ
.
On rappelle ensuite ertaines proprietes onernant l'approximation dans
les espaes d'une analyse multiresolution ([19℄) et la possibilite de onstruire
des algorithmes multiehelles rapides de deomposition et de reonstrution
([47℄). L'etape de predition sur laquelle sont bases es algorithmes denit
un shema de subdivision stationnaire et uniforme si l'on etend la onstru-
tion des shemas de subdivision a des masques dont les oeÆients sont a
deroissane rapide. La setion 1.1.2 se termine par le rappel des onstru-
tions lassiques ([55℄ et [50℄) des analyses periodiques de L
2
(IR) et des ana-
lyses de L
2
(IR
n
), n > 1 qui s'obtiennent a partir de elles de L
2
(IR) et que
nous utilisons dans nos travaux.
La setion 1.2 est onsaree a l'approximation d'une equation elliptique sur
une base d'ondelettes ; on s'interesse notamment a l'ation d'un operateur
elliptique L a oeÆients onstants sur une famille d'ondelettes. Les fon-
tions resultantes ne onstituent plus une famille d'ondelettes ; il s'agit d'une
famille de vaguelettes qui partagent la plupart des proprietes des ondelettes
13
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a l'exeption de l'invariane par translation et dilatation ([51℄ et [57℄).
Enn, la setion 1.3 presente deux exemples d'analyses multiresolutions :
elles assoiees aux ondelettes splines ([26℄) et elles assoiees aux ondelettes
a support ompat ([20℄ et [15℄).
1.1 Rappels sur les Analyses Multiresolutions
de L
2
(IR)
1.1.1 Denition
Une analyse multiresolution de L
2
(IR) est une suite fV
j
g
j2ZZ
de sous-
espaes fermes de L
2
(IR), veriant les proprietes suivantes :
: : :  V
 1
 V
0
 V
j
 V
j+1
; (1.1)
\
j2ZZ
V
j
= f0g ; (1.2)
[
j2ZZ
V
j
= L
2
(IR); (1.3)
f(2
j
x) 2 V
j
, f

2
j+1
x

2 V
j+1
; (1.4)
f(x) 2 V
j
, 8k 2 ZZ; f

x  k2
 j

2 V
j
; (1.5)
il existe  2 V
0
appelee fontion d'ehelle telle que
f(x  k)g
k2Z
est une base de Riesz de V
0
: (1.6)
On rappelle qu'une base de Riesz de V
0
est une famille de fontions totale
dans V
0
telle que,
9A > 0; 9B <1, tels que, 8 f
k
g
k2ZZZ
2 l
2
(ZZ)
1
,
A
X
k2ZZ
j 
k
j
2
jj
X
k2ZZ

k
(x  k) jj
2
L
2
(IR)
 B
X
k2ZZ
j 
k
j
2
: (1.7)
On peut imposer
R
IR
 = 1.
1
ff
k
g
k2Z
2 l
2
(ZZ) si et seulement si
P
k2Z
jf
k
j
2
< +1.
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On dit qu'une analyse multiresolution est m-reguliere si et seulement si
 2 C
m 1
et 8k  m; 8r; 9; tel que;

k
x
k
 

(1 + jxj
r
)
: (1.8)
La onnetion entre deux espaes assoies a deux ehelles onseutives
neessite l'introdution d'un deuxieme type d'espaes : les espaes de detail.
On erit,
V
j+1
= V
j
W
j
; (1.9)
ou
V
j
= vetf2
j=2


2
j
x  k

; k 2 ZZg;
= vetf
j;k
; k 2 ZZg; (1.10)
et
W
j
= vetf2
j=2
 

2
j
x  k

; k 2 ZZg;
= vetf 
j;k
; k 2 ZZg: (1.11)
W
j
; j 2 ZZ denit un espae de detail et  s'appelle une ondelette .
De plus, fW
j
g
j2ZZ
verie les proprietes suivantes,
{ [
j2ZZ
W
j
= L
2
(IR),
{ f(x) 2 W
0
, f (2
j
x) 2 W
j
.
On denit aussi, pour toute fontion f 2 L
2
(IR), deux operateurs de
projetion sur les espaes V
j
et W
j
par,
P
V
j
(f) =
X
k2ZZ

j;k
(f)
j;k
; (1.12)
P
W
j
(f) =
X
k2ZZ
d
j;k
(f) 
j;k
; (1.13)
ou f
j;k
(f)g
k2ZZ
(resp. fd
j;k
(f)g
k2ZZ
) s'appellent les oeÆients d'ehelle
(resp. les oeÆients d'ondelettes ou de detail) de f assoies au niveau de
resolution j.
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Par onstrution de l'analyse multiresolution, toute fontion de f 2 L
2
(IR)
s'erit omme la somme d'une approximation grossiere et d'une suite de
details de plus en plus ns,
f = P
V
J
0
(f) +
1
X
j=J
0
P
W
j
(f): (1.14)
Dans la suite de e hapitre, nous presentons deux hoix possibles pour
les espaes V
j
et W
j
, ainsi que pour les operateurs de projetion P
V
j
et P
W
j
.
Ils onduisent a la onstrution d'analyses multiresolutions orthonormales et
biorthogonales.
1.1.2 Analyses multiresolutions orthonormales
Ii, les familles f
j;k
g
k2ZZ
et f 
j;k
g
k2ZZ
engendrant les espaes V
j
et W
j
sont orthonormalisees et les operateurs de projetion sont don des operateurs
de projetion orthogonale qui s'erivent, pour tout f 2 L
2
(IR),
P
V
j
(f) =
X
k2ZZ
< f; 
j;k
>
L
2
(IR)

j;k
; (1.15)
P
W
j
(f) =
X
k2ZZ
< f;  
j;k
>
L
2
(IR)
 
j;k
; (1.16)
et
< P
V
j
f; P
W
j
f >
L
2
(IR)
= 0 (1.17)
Constrution des bases
{ Constrution de  :
Puisque V
0
 V
1
, la fontion d'ehelle  verie la relation d'ehelle
suivante,
(x) =
p
2
X
k2ZZ
h
k
(2x  k); (1.18)
ou h
k
=< ; 
1;k
>
L
2
(IR)
=
p
2
R
IR
(x)(2x  k)dx.
En utilisant la transformee de Fourier sur L
2
(IR),
8f 2 L
2
(IR); 8! 2 IR;
^
f(!) =
Z
IR
f(x)e
 i!x
dx; (1.19)
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la relation (1.18) peut e^tre reformulee par,
^
(!) = m
0
(
!
2
)
^
(
!
2
); (1.20)
ou m
0
(!) =
1
p
2
P
k2ZZ
h
k
e
 ik!
est une fontion de arre integrale 2-
periodique et s'appelle le symbole de l'analyse multiresolution.
En iterant la relation (1.20), nous obtenons une expression de  en fon-
tion du symbole, sahant que
^
(0) = 1,
^
(!) =
1
Y
j=1
m
0
(
!
2
j
): (1.21)
{ Constrution de  :
De la me^me maniere, omme  2 V
1
, on peut denir un symbole m
1
tel
que,
^
 (!) = m
1
(
!
2
)
^
(
!
2
); (1.22)
qui s'erit, en passant a la variable d'espae, x, sous la forme d'une rela-
tion de details,
 (x) =
p
2
X
k2ZZ
g
k
(2x  k); (1.23)
ou g
k
= (1)
k 1
h
 k 1
.
Nous presentons maintenant deux series de resultats qui motivent le hoix
des ondelettes pour notre travail.
La premiere serie porte sur la qualite d'approximation dans les bases d'on-
delettes. La seonde onerne la onstrution d'algorithmes rapides de alul
dans les analyses multiresolutions.
Qualite d'approximation dans une base d'ondelettes
Nous ommenons par introduire la notion d'ordre d'approximation d'une
analyse multiresolution. L'ordre depend de la apaite de l'analyse mul-
tiresolution a reproduire les polyno^mes jusqu'a un ertain degre. Plus preisement,
on dit que l'analyse multiresolution est d'ordre d si elle reproduit les po-
lyno^mes jusqu'au degre d  1.
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Cette ondition se traduit, d'apres [36℄, en terme de zero d'ordre d de
^
(!) aux points f! = 2n; n 2 ZZ
?
g. La proposition suivante reformule alors
ette ondition en utilisant l'expression (1.21),
Proposition 1.1.1
Si m
0
a un zero d'ordre d au point , i.e

k
m
0
() = 0; k = 0; :::; d  1; (1.24)
alors l'analyse multiresolution est d'ordre d.
L'ordre de l'analyse multiresolution entraine un resultat essentiel sur le
nombre de moments nuls de l'ondelette et la deroissane des oeÆients
d'ondelettes,
Proposition 1.1.2
Si l'analyse multiresolution est d'ordre d alors,
{ l'ondelette a d moments nuls, i.e
Z
IR
x
k
 (x)dx; k = 0; :::; d  1: (1.25)
{ De plus, f 2 C
p
, 0 < p  d si il existe une onstante K tel que,
j
Z
IR
f 
j;k
j K2
 j(p+1=2)
(1.26)
La proposition preedente est partiulierement interessante puisqu'elle
nous dit que si la fontion f est tres lisse, entreoupees de forts gradients,
sa deomposition dans la base d'ondelettes est reuse et les plus gros oeÆ-
ients de detail sont loalises autour des zones a fort gradient. Un tel resultat
justie alors l'introdution de bases d'ondelettes adaptees omme dans [16℄
pour la resolution numerique d'equations et la onstrution d'algorithme de
ompression de donnees utilisant les ondelettes pour des donnees ayant des
singularites.
La proposition suivante etablit le lien entre la qualite d'approximation
d'une analyse multiresolution et son ordre.
Proposition 1.1.3
8f 2 H
s
(IR); 0 < s  d,
jj f   P
V
j
f jj
L
2
(IR)
 C
J;
2
 js
jj f jj
H
s
(IR)
: (1.27)
ou C
J;
est une onstante qui depend uniquement de l'analyse multiresolution
hoisie.
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La proposition suivante donne un resultat sur la regularite des fontions
de V
j
et de W
j
([19℄),
Proposition 1.1.4
Si l'analyse multiresolution est m-reguliere alors pour tout j 2 ZZ,
1) si f 2 vetf 
j;k
; k 2 ZZg,
8s  m; f 2 H
s
(IR))jj f jj
H
s
(IR)
 2
sj
jjf jj
L
2
(IR)
; (1.28)
2) si f 2 vetf
j;k
; k 2 ZZg,
8 s < 0 ; f 2 H
s
(IR))jj f jj
H
s
(IR)
 C
B;
2
sj
jjf jj
L
2
(IR)
; (1.29)
8 s > 0 ; f 2 H
s
(IR))jj f jj
H
s
(IR)
 C
B;
2
sj
jjf jj
L
2
(IR)
; (1.30)
ou C
B;
est une onstante qui depend de l'analyse multiresolution hoisie.
Remarquons que dans le as s > 0, on retrouve l'inegalite lassique de
Bernstein([19℄).
Le deuxieme aspet de l'approhe ondelettes qui justie son utilisation
dans la resolution de problemes numeriques et dans la ompression de donnees
est la possibilite de onstruire des algorithmes multiehelles rapides de aluls
des oeÆients f
j;k
(f)g
k2ZZ
et fd
j;k
(f)g
k2ZZ
.
Algorithme de alul des oeÆients
D'apres la relation (1.9), on denit deux transformations appelees deomposition
et reonstrution ([47℄).
- La deomposition est basee sur le lien entre 
j;k
(f) et le ouple
f
j 1;l
(f); d
j 1;l
(f)g. En eet, d'apres les relations d'ehelle et de details,
on a,

j 1;k
(f) =
X
l2ZZ

j;l
(f)h
l 2k
; (1.31)
d
j 1;k
(f) =
X
l2ZZ

j;l
(f)g
l 2k
: (1.32)
En iterant, on onstruit un algorithme de deomposition,
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f
j;k
(f)g
k2ZZ
!
n
f
J
0
;l
(f)g
l2ZZ
; fd
J
0
;l
(f)g
l2ZZ
; :::; fd
j 1;l
(f)g
l2ZZ
o
; (1.33)
ou J
0
< j.
- La reonstrution fournit 
j;k
(f) a partir de f
j 1;l
(f); d
j 1;l
(f)g. Elle
s'erit,

j;k
(f) =
X
l2ZZ

j 1;l
(f)h
k 2l
+
X
l2ZZ
d
j 1;l
(f)g
k 2l
: (1.34)
En iterant la relation (1.34), on obtient l'algorithme de reonstrution,
n
f
J
0
;l
(f)g
l2ZZ
; fd
J
0
;l
(f)g
l2ZZ
; :::; fd
j 1;l
(f)g
l2ZZ
o
! f
j;k
(f)g
k2ZZ
: (1.35)
La omplexite de es deux transformations depend du nombre de oeÆ-
ients d'ehelle et de details non nuls. Neanmoins, la struture en arbre de
es algorithmes garantit leur rapidite.
Dans le adre de la resolution d'equations aux derivees partielles, es
deux transformations permettent de passer eÆaement de la projetion de
la fontion f dans V
j
a sa representation dans les espaes de detail qui est
elle utilisee pour la resolution numerique.
Ces deux transformations sont aussi utilisees dans la premiere etape d'un
algorithme de ompression de donnees et dans l'etape de reonstrution a
partir de l'information ompressee.
Remarque 1.1.1
La relation (1.34), ave 8l 2 ZZ; d
j 1;l
(f) = 0, denit une relation du
type shema de subdivision. Cependant, le masque du shema, fh
l
g
l2ZZ
, n'a
pas un nombre ni de termes. On parle quand me^me de shema de subdi-
vision puisque, gra^e a l'hypothese de m-regularite (1.8), les termes de la
suite fh
l
g
l2ZZ
deroissent rapidement. Dans e as, le shema de subdivision
est stationnaire et uniforme puisque le masque, fh
l
g
l2ZZ
est independant de
l'ehelle j et de l'indie de position k du oeÆient d'ehelle a aluler.
Il est lassique de onstruire, a partir d'une analyse multiresolution de
L
2
(IR), des analyses multiresolutions de L
2
(IR=ZZ) et de L
2
(IR
n
) (n  1).
Analyses multiresolutions orthonormales 1-periodiques de L
2
(IR=ZZ)
Une analyse multiresolution orthonormale 1-periodique de L
2
(IR=ZZ) est
onstruite a partir d'une analyse multiresolution orthonormale de L
2
(IR), en
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introduisant les familles d'espae omplementaires f[V
j
℄g
j2ZZ
etf[W
j
℄g
j2ZZ
en-
gendres respetivement par les fontions [
j;k
℄ et [ 
j;k
℄, 0  k  2
j
  1 ou,
[ ℄ est l'operateur de periodisation deni par,
[ ℄ : L
2
(IR) ! L
2
(IR=ZZ)
f 7! [f ℄ =
X
l2ZZ
f(:+ l): (1.36)
Nous fournissons en annexe A.1 le alul detaille des ltres et symboles
de ette analyse, ainsi que les formules de deomposition et de reonstrution
des deux algorithmes multiehelles orrespondant.
Analyses multiresolutions orthonormales de L
2
(IR
n
)
La denition des analyses multiresolutions de L
2
(IR) (setion1.1.1) se
generalise simplement aux analyses de L
2
(IR
n
), en reerivant les proprietes
(1.1) a (1.6) dans le as n-dimensionnel.
On introduit alors la famille d'espaes fV
j
g
j2ZZ
d'une analyse multiresolution
de L
2
(IR
n
) et telle que,
V
j
= vetf
j;k
1
;k
2
;:::;k
n
; (k
1
; k
2
; :::; k
n
) 2 ZZ
n
g
ou pour tout j 2 ZZ,
f
j;k
1
;k
2
;:::;k
n
g
(k
1
;k
2
;:::;k
n
)2ZZ
n
est une base orthonormee de fontions d'ehelles
de L
2
(IR
n
).
Nous rappelons ii une onstrution par produit tensoriel pour n = 2. La
fontion d'ehelle 
j;k
1
;k
2
; (k
1
; k
2
) 2 ZZ
2
, s'exprime a l'aide de La fontion
d'ehelle, , d'une analyse multiresolution monodimensionnelle, de la faon
suivante,

j;k
1
;k
2
(x; y) = 2
j
(2
j
x  k
1
)(2
j
y   k
2
); (1.37)
Si  est l'ondelette de l'analyse monodimensionnelle assoiee a , alors,
l'espae de detail W
j
verie,
W
j
=vetf	
i
j;k
1
;k
2
; (k
1
; k
2
) 2 ZZ
2
; i = 1; 2; 3g (1.38)
ave,
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1
j;k
1
;k
2
(x; y) = 2
j
(2
j
x  k
1
) (2
j
y   k
2
); (1.39)
	
2
j;k
1
;k
2
(x; y) = 2
j
 (2
j
x  k
1
)(2
j
y   k
2
); (1.40)
	
3
j;k
1
;k
2
(x; y) = 2
j
 (2
j
x  k
1
) (2
j
y   k
2
): (1.41)
Le deuxieme type d'analyses multiresolution que nous allons utiliser or-
respond aux analyses multiresolutions biorthogonales. La setion suivante
rappelle les denitions et proprietes de es analyses. Elles reprennent elles
qui ont deja ete presentees dans le as des analyses orthogonales. Nous nous
referons a [48℄ pour plus de details.
1.1.3 Analyses multiresolutions biorthogonales
Contrairement a la setion preedente, les espaes fV
j
g
j2ZZ
et fW
j
g
j2ZZ
ne
sont pas ii orthogonaux et les operateurs de projetion sont des operateurs
de projetion oblique. Pour ela, on introduit deux autres familles d'espaes
f
~
V
j
g
j2ZZ
et f
~
W
j
g
j2ZZ
, d'une analyse multiresolution de L
2
(IR) et don deux
autres familles de bases f
~

j;k
g
k2ZZ
et f
~
 
j;k
g
k2ZZ
. On suppose que les relations
suivantes, dites onditions de biorthogonalite, sont veriees,
< 
j;k
;
~

j;k
0
>
L
2
(IR)
= Æ
k;k
0
(1.42)
<  
j;k
;
~
 
j;k
0
>
L
2
(IR)
= Æ
k;k
0
: (1.43)
L'espae d'approximation V
j+1
(resp
~
V
j+1
) est alors partage en deux sous-
espaes, V
j
(resp
~
V
j
) et W
j
(resp
~
W
j
) qui sont en somme direte et tels que :
W
j
?
~
V
j
; (1.44)
~
W
j
? V
j
: (1.45)
On erit alors,
P
V
j
(f) =
X
k2ZZ
< f;
~

j;k
>
L
2
(IR)

j;k
; (1.46)
P
W
j
(f) =
X
k2ZZ
< f;
~
 
j;k
>
L
2
(IR)
 
j;k
; (1.47)
On a aussi, omme dans le as orthogonal,
^
 (!) = m
0
(!=2)
^
 (!=2) ; (1.48)
^
~
 (!) = ~m
0
(!=2)
^
~
 (!=2) ; (1.49)
^
 (!) = m
1
(!=2)
^
 (!=2) ; (1.50)
^
~
 (!) = ~m
1
(!=2)
^
~
 (!=2) ; (1.51)
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e qui fournit deux relations d'ehelle du type (1.18) et deux relations de
details du type (1.23).
Deux transformations (une deomposition et une reonstrution) peuvent
aussi e^tre onstruits dans le me^me esprit que eux de la setion 1.1.2.
Un moyen pour obtenir des analyses multiresolutions biorthogonales est
d'appliquer, en dimension 1, un operateur de dierentiation homogene. Ce
resultat fait l'objet de la proposition suivante ([45℄, [57℄).
Proposition 1.1.5
Soient ( ,
~
), une paire de fontions d'ehelle d'une analyse multiresolution
biorthogonale et soient (m
0
; ~m
0
), les deux symboles assoies. Introduisant les
deux symboles suivants,
m
[1℄
0
(!) = 2
m
0
(!)
1 + e
i!
; (1.52)
~m
[ 1℄
0
(!) =
1
2
~m
0
(!)(1 + e
 i!
); (1.53)
on onstruit alors une nouvelle paire de fontions d'ehelles biorthogo-
nales (
[1℄
;
~

[ 1℄
) qui verient,
d

[1℄
(!) =
b
(!)
i!
e
i!
  1
(1.54)
d
~

[ 1℄
(!) =
b
~
(!)
1  e
 i!
i!
: (1.55)
Ces relations s'erivent aussi,
d
dx
(x) = 
[1℄
(x + 1)  
[1℄
(x) (1.56)
d
dx
~

[ 1℄
(x) =
~
(x) 
~
(x  1): (1.57)
De la me^me faon, a partir de la paire d'ondelettes biorthogonales ( ,
~
 )
et des symboles assoies (m
1
; ~m
1
), deux nouveaux symboles sont onstruits
par dierentiation et integration suivant,
m
[1℄
1
(!) =
1
2
m
1
(!)(1  e
i!
); (1.58)
~m
[ 1℄
1
(!) = 2
~m
1
(!)
1  e
 i!
; (1.59)
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et une nouvelle paire d'ondelettes biorthogonales ( 
[1℄
,
~
 
[ 1℄
) est onstruite
a partir de es symboles. Elles verient,
 
[1℄
=  
1
2
d 
dx
; (1.60)
~
 =
1
2
d
~
 
[ 1℄
dx
: (1.61)
Les relations (1.52), (1.53), (1.58) et (1.59) s'appellent les formules de
ommutation de Lemarie .
Remarque 1.1.2
Ces formules sont egalement presentes dans le hapitre 2 quand on derit
des analyses multiresolutions biorthogonales splines. Les expressions (1.56)
et (1.57) peuvent e^tre reformulees dans une version disrete qui est aussi
utilisee dans le hapitre 2,
Si on note, f
j;k
(f)g
k
, f~
j;k
(f)g
k
, f
[1℄
j;k
(f)g
k
, f~
[ 1℄
j;k
(f)g
k
, les oeÆients
d'ehelle assoies aux fontions d'ehelle ;
~
; 
[1℄
;
~

[ 1℄
, les relations (1.56)
et (1.57) s'erivent,

j;k
(
df
dx
) = 2
j
(
[1℄
j;k
(f)  
[1℄
j;k 1
(f)) (1.62)
~
[ 1℄
j;k
(
df
dx
) = 2
j
(~
j;k+1
(f)  ~
j;k
(f)) (1.63)
1.2 Operateurs aux derivees partielles et bases
d'ondelettes
Soit L, un operateur aux derivees partielles d'ordre q a oeÆients onstants,
tel que,
L : H
q
(IR
n
) ! L
2
(IR)
f 7!
X
=(
1
;::::;
n
);jjq
a

D

f (1.64)
ave D

=


1
(ix
1
)

1
:::


n
(ix
n
)

n
,
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Denition 1.2.1
L'operateur L : H
q
(IR
n
)! L
2
(IR) est elliptique s'il existe une onstante K
ell
tel que,
8u 2 H
q
(IR
n
); < Lu; u >
L
2
(IR)
 K
ell
jjujj
H
q
(IR
n
)
(1.65)
Soit l'equation aux derivees partielles,
Trouver u 2 H
q
(IR
n
), tel que,
Lu = f; (1.66)
La reformulation de e type de probleme a l'aide des ondelettes onsiste
a herher u sous la forme d'une ombinaison lineaire d'ondelettes, 'est a
dire sous la forme,
u =
X
j2ZZ
X
i2f1;:::;2
n
 1g;2K
1
j
u

	
i

(1.67)
ou K
1
j
= f = (j; k
1
; k
2
; :::; k
n
)=(k
1
; k
2
; :::; k
n
) 2 ZZ
n
g.
Revenant a l'expression (1.66), on est don amene a etudier l'ation
d'un operateur aux derivees partielles sur une ondelette. Nous donnons tout
d'abord des resultats generaux, puis nous etudions le as partiulier de l'operateur
I a
1
 (a
1
> 0) ou  designe l'operateur laplaien, qui est elui utilise dans
la partie II.
1.2.1 Ation d'un operateur sur une base d'ondelettes :
as general
L'image d'une ondelette sous l'ation d'un operateur L n'est generalement
plus une ondelette. Cependant, a un fateur multipliatif pres, elle s'exprime
a l'aide de vaguelettes ([51℄) qui sont des fontions prohes des ondelettes.
Nous ommenons par rappeler la denition d'une vaguelette.
Denition 1.2.2
On appelle vaguelette d'ordre d et de regularite m, toute famille de fontions

j;k
de IR
n
veriant,
1) 8 2 IR
n
; jj  m et 8N  1, 9C
N
tel que,
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j



j;k
x

j  C
N
2
j(
n
2
+jj)
(1 + j2
j
x  kj)
N
(1.68)
2)
Z
IR
n
x
k
j; k(x)dx = 0; 0  k  d; (1.69)
La proposition suivante montre que l'on peut onstruire des vaguelettes
a l'aide de l'operateur L ([57℄).
Theoreme 1.2.1
Soit  et  la fontion d'ehelle et l'ondelette mere d'une analyse mul-
tiresolution de L
2
(IR), m-reguliere, et d'ordre d.
Soit 	
i
, i = 1;    ; 2
n
  1, les 2
n
  1 ondelettes orthogonales d'une analyse
multiresolution de L
2
(IR
n
) onstruites a partir de  et  par la methode du
produit tensoriel.
Si L est un operateur elliptique d'ordre q > 0, tel que,
m  q + 1;
d  q + 1;
Si on denit les fontions 
i

et
~

i

par
8
>
>
<
>
>
:
~

i

(x) = 2
jn
2
2
 jq
L[	
i
(2
j
x  k)℄;

i

(x) = 2
jn
2
2
jq
L
 1
[	
i
(2
j
x  k)℄;
alors,
1)
~

i

2 H
m q
(IR
n
) et 
i

2 H
m+q
(IR
n
),
2) La fontion 
i

(resp.
~

i

) est une vaguelette d'ordre d et de regularite
m+ q   1 (resp. m  q).
De plus, < 
i

;
~

i
0

0
>
L
2
(IR
n
)
= Æ
;
0
Æ
i;i
0
.
Remarque 1.2.1
Une des onsequenes du theoreme 1.2.1 est que les vaguelettes
f
i

g
i2f1;2;3g;2K
1
j
sont bien loalisees dans le domaine de Fourier. Plus preisement,
suivant [16℄, on a,
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8; 9p > j; tel que 8 2 K
1
j
; 8i 2 f1; 2; 3g;
0
B

X

1
2K
1
j
1
; j
1
p; i
1
2f1;2;3g
j < 
i

;	
i
1

1
>
L
2
(IR
2
)
j
2
1
C
A
1=2
 ; (1.70)
e qui traduit qu'a la preision ,
f
i

g
i2f1;2;3g;2K
1
j
2 V
j+p
; (1.71)
ou p > 0 depend de l'operateur L et de l'ondelette 	.
Ce resultat est tres important pour l'implementation de l'algorithme de
resolution de la partie II puisqu'on en deduit une transformation rapide entre
une deomposition en vaguelettes et une deomposition en ondelettes.
1.2.2 Un exemple d'operateur L
On onsidere ii l'operateur d'ordre 2 qui s'erit,
L : H
2
(IR
2
) ! L
2
(IR)
f 7! 1  a
1
 
f
x
2
+
f
y
2
!
(1.72)
ave a
1
> 0.
Un resultat d'approximation
Puisque les fontions
~

i

et 
i

sont prohes des ondelettes, nous etablissons
une inegalite d'approximation du type Jakson (expression (1.27)) qui quanti-
e l'erreur d'approximation quand on approhe une fontion f 2 H
s
(IR
2
), s >
2 par sa projetion dans les espaes engendres par la famille f
i

g
i2f1;2;3g;2K
1
l
,
0  l  j 1. Cette estimation est utilisee pour les aluls de bornes d'erreur
entre solution exate et approhee dans la partie II.
Proposition 1.2.1
Sous les hypotheses du theoreme 1.2.1, pour toute fontion f 2 H
s
(IR
2
),
m  s > 2, on a l'estimation suivante,
jj f  
j 1
X
l=0
X
i2f1;2;3g;2K
1
l
< f;
~

i

>
L
2
(IR
2

i

jj
H
2
(IR
2
)
 C
J;
2
 j(s 2)
jj f jj
H
s
(IR
2
)
;
(1.73)
CHAPITRE 1. ANALYSES MULTIRESOLUTIONS ET ONDELETTES 28
ou C
J;
est une onstante qui depend de l'analyse multiresolution hoisie
et des onstantes de l'operateur L.
Preuve:
On peut erire pour tout f 2 H
s
(IR
2
) ave 2 < s  m,
jj f  
j 1
X
l=0
X
i2f1;2;3g;2K
1
l
< f;
~

i

>
L
2
(IR
2
)

i

jj
H
2
(IR
2
)
= jj L
 1
0
B

Lf  
j 1
X
l=0
X
i2f1;2;3g;2K
1
j
< Lf;	
i

>
L
2
(IR
2
)
	
i

1
C
A
jj
H
2
(IR
2
)

1
min(1; a
1
)
jj Lf  
j 1
X
l=0
X
i2f1;2;3g;2K
1
l
< Lf;	
i

>
L
2
(IR
2
)
	
i

jj
L
2
(IR
2
)
:
(1.74)
Puisque Lf 2 H
s 2
(IR) et jj Lf jj
H
s 2
(IR)
 max(1; a
1
) jj f jj
H
s
(IR
2
)
,
l'inegalite (1.27) permet d'erire,
jj f  
j 1
X
l=0
X
i2f1;2;3g;2K
1
l
< f;
~

i

>
L
2
(IR
2
)

i

jj
H
2
(IR
2
)
 C
J;
2
 j(s 2)
jj f jj
H
s
(IR
2
)
;
(1.75)
ou C
J;
=
max(1;a
1
)
min(1;a
1
)
C
J;
, e qui onlut la preuve.
Dans le adre de la resolution numerique du systeme aux derivees par-
tielles (1.66) formule dans une base d'ondelettes, on est amene a remplaer
l'espae H
2
(IR
2
) par un espae de dimension ni et don a herher la so-
lution approhee sous la forme d'une ombinaison nie d'ondelettes de la
forme
u
j
=
j 1
X
l=0
X
i=f1;2;3g;2K
l
u

	
i

; (1.76)
ou K
l
= f = (l; k
1
; k
2
)=(k
1
; k
2
) 2 f0; :::; 2
l
  1g
2
g.
L'ation de l'operateur L sur la famille nie d'ondelettes denit une matrie
CHAPITRE 1. ANALYSES MULTIRESOLUTIONS ET ONDELETTES 29
de taille 2
2j
 2
2j
, notee L. La n de ette setion est onsaree a l'etude de
ette matrie. Nous montrons notamment que L est mal onditionnee e qui
peut limiter l'eÆaite des algorithmes de resolution et justie l'approhe
introduite dans la partie II.
Conditionnement et preonditionnement de la matrie assoiee
a l'operateur L
Apres avoir brievement rappele la denition du onditionnement, nous
etudions le onditionnement de la matrie assoiee a l'operateur L. Enn,
nous proposons une faon de preonditionner ette matrie a l'aide des on-
delettes.
La norme que nous utilisons pour denir le onditionnement est la norme
2. Alors, ond
2
(A) = jjAjj
2
jjA
 1
jj
2
ave,
jjAjj
2
=
q
(A
T
A) (1.77)
ou  est le rayon spetral, i.e, (A) = maxfj
i
(A)j; 0  i  2
2j
  1g ave
f
i
(A)g
0i2
2j
 1
, le spetre de A.
Le onditionnement s'erit alors lassiquement, ond
2
(A) =
r

max
(A
T
A)

min
(A
T
A)
.
Quarteroni et Valli rappellent dans [58℄ un theoreme pratique pour ma-
jorer le onditionnement d'une matrie.
Theoreme 1.2.2
Soient A et M deux matries symetriques denies positives telles que,
9 0 < K1; K2 < +1 tel que 8w 2 IR
N
K
1
< Mw;w >
l
2
< Aw;w >
l
2
 K
2
< Mw;w >
l
2
; (1.78)
ou 8w 2 IR
N
; < w;w >
l
2
=
P
N 1
i=0
jw
i
j
2
,
alors
ond
2
(M
 1
A) 
K
2
K
1
: (1.79)
Le theoreme suivant donne une estimation lassique du onditionnement
de L ([41℄).
CHAPITRE 1. ANALYSES MULTIRESOLUTIONS ET ONDELETTES 30
Theoreme 1.2.3
9 0 < K1; K2 < +1 tel que 8w 2 IR
N
K
1
< w;w >
l
2
< Lw;w >
l
2
 2
2j
K
2
< w;w >
l
2
; (1.80)
En utilisant le theoreme 1.2.2, on deduit que ond
2
(L) 
K
2
K
1
2
2j
.
Preuve:
L'ation de l'operateur, L, sur l'ondelette 	
i

se fatorise sous la forme,
L	
i

=
~
TA
2
j
	
i

(1.81)
ou A
j
est deni par A
j
	
i

= 2
j
	
i

et
~
T est un operateur de hangement
de base tel que
~
T	
i

=
~

i

.
~
T etant un operateur ontinue (puisque 'est un operateur de hangement de
base de Riesz) et l'operateur A
j
ayant une representation diagonale dans la
base d'ondelettes f	
i

g
2K
l
, 0  l  j   1, on deduit l'inegalite (1.80).
Le onditionnement evolue don en 2
2j
et on dit que la matrie L est mal
onditionnee puisque son onditionnement va augmenter ave la taille de la
matrie.
On herhe alors a la preonditionner, 'est a dire a onstruire une matrie
P tel que le onditionnement de la matrie P
 1
L est borne uniformement
par rapport a j.
Dans le adre des ondelettes ([41℄, [42℄), un simple preonditionneur diagonal
du type D
2j
= 2
2j
I
2
2j
ou I
2j
est la matrie identite de taille 2
2j
 2
2j
suÆt
pour preonditionner L.
1.3 Deux exemples d'analyses multiresolutions
1.3.1 Analyses multiresolutions orthogonales splines
Ii, l'espae V
0
est l'ensemble des fontions splines d'ordre N assoie aux
noeuds entiers fk; k 2 INg.
Nous rappelons deux araterisations des fontions B-spline d'ordre N
dont les translates et dilates forment une base de Riesz de V
0
. La premiere
utilise la transformee de Fourier.
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Denition 1.3.1
La transformee de Fourier de la fontion B-spline d'ordre N  1 s'erit,
^
B
N
(!) = e
 iN!=2
 
sin (!=2)
!=2
!
N
: (1.82)
La seonde araterisation denit la fontion B-spline d'ordre N par reurrene
([17℄). Elle fait l'objet de la proposition suivante,
Proposition 1.3.1
Pour tout N  1, la fontion B-spline d'ordre N est denie point par point
par,
(
B
1
(x) = 
[0;1℄
;
B
N
(x) =
x
N 1
B
N 1
(x) +
N x
N 1
B
N 1
(x  1):
(1.83)
Chaune des deux araterisations presente des avantages. La premiere
donne l'expression exate de la transformee de Fourier, e qui est tres utile
si on herhe le ltre assoiee a l'analyse multiresolution orthogonale spline.
Quant a la seonde araterisation, elle fournit la valeur de la fontion en
n'importe quel point arbitraire x 2 IR et peut e^tre utilisee dans l'evaluation
d'integrales faisant intervenir les B-splines, par des formules de quadrature.
La proposition suivante montre que les B-splines denissent une analyse
multiresolution de L
2
(IR). Les preuves de es proprietes sont detaillees dans
[17℄.
Proposition 1.3.2
La famille des translates
n
B
N
(x  k)
o
k2ZZ
verie,
8k 2 ZZ;
R
IR
B
N
(x  k)dx = 1 et
P
k2ZZ
B
N
(x  k) = 1; x 2 IR.
Introduisant, pour tout j 2 ZZ, l'espae V
N
j
= vetf2
j=2
B
N
(2
j
x k); k 2 ZZg,
n
B
N
(x  k)
o
k2ZZ
forme une base de Riesz de V
N
0
.
De plus,
{ 8j 2 ZZ; V
N
j
 V
N
j+1
,
{ [
j2ZZ
V
N
j
= L
2
(IR),
{ \
j2ZZ
V
N
j
= f0g.
P.G Lemarie et G. Battle introduisent dans [44℄ une analyse multiresolution
spline orthonormale pour des B-splines d'ordre pair. Cette tehnique d'ortho-
normalisation ainsi que les proprietes de l'analyse onstruite font l'objet de
la n de ette setion.
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Fig. 1.1 { Exemples de fontions  et  pour N = 4
Analyse multiresolution spline orthonormale
Le point de depart de ette onstrution est l'orthonormalisation des B-
splines par un proede d'orthonormalisation de Gramm ([26℄). En utilisant
l'expression de la transformee de Fourier (1.82), les fontions generatries de
ette analyse sont donnees par :
^
(!) =
B
N
(!)
[P
N 1
(sin
2
(!=2))℄
1=2
: (1.84)
^
 (!) =
e
 i!=2
(!=4)
N
 
P
N 1
(os
2
(!=4))
P
N 1
(sin
2
(!=2))P
N 1
(sin
2
(!=4))
!
1=2
sin
2N
(
!
4
);
(1.85)
ou P
N
est un polyno^me de degre N veriant
P
N 1
(sin
2
z)
(sinz)
2N
=
X
l2ZZ
1
(z + l=2)
2N
: (1.86)
Le alul des oeÆients de P
N
est fait dans [55℄.
La gure 1.1 donne un exemple de fontion d'ehelle et d'ondelette mere
quand N = 4.
Remarquons que la relation (1.84) implique une relation lineaire entre
les fontions B-splines et leur orthonormalisee. En eet, le symbole qui relie
^
(!) et
^
B
N
(!) est 2-periodique. On peut don erire,
1
[P
N 1
(sin
2
(!=2))℄
1=2
=
X
k2ZZ
b

k
e
 ik!
; (1.87)
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soit en repassant dans le domaine physique,
(x) =
X
k2ZZ
b

k
B
N
(x  k): (1.88)
L'intere^t de ette relation est qu'elle permet d'obtenir la valeur de  en
n'importe quel point arbitraire x 2 IR en alulant d'abord la valeur de
B
N
(x   k); k 2 ZZ par la proposition 1.3.1. Ce resultat est utilise dans la
partie II quand on a besoin des valeurs aux points de  pour evaluer des
integrales par une formule de quadrature.
La proposition suivante presente quelques proprietes importantes des on-
delettes splines orthonormales.
Proposition 1.3.3
Les fontions generatries d'une analyse spline orthonormale verient les
proprietes suivantes :
{  et  ne sont pas a support ompat mais elles sont a deroissane
exponentielle.
{  et  sont C
N 2
(IR).
{  verie
R
IR
(x) = 1 et
R
IR
x
k
(x) = 0; k = 1; :::; 2N   1.
{  possede N moments nuls i.e
R
IR
x
k
 (x) = 0; k = 0; :::; N   1.
1.3.2 Analyses multiresolutions de L
2
([0; 1℄)
La onstrution des analyses multiresolutions de L
2
([0; 1℄) a ete faite par
A. Cohen, I. Daubehies et P. Vial dans [21℄. Elle utilise les analyses mul-
tiresolutions a support ompat denies sur IR introduites dans [25℄.
Une desription rapide de la onstrution de es analyses est fournie en an-
nexe A.2.
L'intere^t de ette onstrution est qu'elle denit une analyse multiresolution
qui garde le me^me ordre que l'analyse a support ompat a partir de laquelle
elle est onstruite. De plus, ette analyse de L
2
([0; 1℄) presente deux avan-
tages essentiels qui justient son utilisation dans l'implementation de notre
algorithme de resolution de la partie II :
1) Sa onstrution fournit un moyen tres simple et rapide pour appro-
her la valeur des oeÆients d'ehelle 
[0;1℄
j;k
(f) d'une fontion f 2 L
2
([0; 1℄)\
C
0
([0; 1℄) dans ette analyse a partir de l'estimation des moments de la fon-
tion d'ehelle 
[0;1℄
. Les details de ette estimation sont donnes en annexe
A.2.
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2) Les analyses de L
2
([0; 1℄) peuvent e^tre transportees sur une ourbe .
Soit H: IR ! IR
2
, une transformation C
1
par moreaux, telle que
 = H([0; 1℄); (1.89)
alors la fontion,
8s 2 ; 

(s) = 
[0;1℄
(H
 1
(s)); (1.90)
est la fontion d'ehelle d'une analyse multiresolution de L
2
().
On peut ainsi denir une analyse multiresolution sur la frontiere  d'un
ouvert ! de IR
2
.
On dispose alors d'une faon simple d'evaluer les oeÆients d'ehelle
d'une fontion f 2 L
2
(), notes 

j;k
(f), dans ette analyse multiresolution.
Cette evaluation se fait en deux etapes,
{ une premiere etape qui onsiste a transformer l'integrale sur  en
integrale sur [0; 1℄,
Z

f(s)

j;k
(s)ds =
Z
[0;1℄
f()
[0;1℄
j;k
()jJ
H
j()d
= 
[0;1℄
j;k
(f jJ
H
j); (1.91)
ou jJ
H
j designe le Jaobien de la transformation H.
{ une seonde etape qui onsiste a evaluer 
[0;1℄
j;k
(f jJ
H
j).
Remarque 1.3.1
Les translates et dilates de la fontion d'ehelle 

onstruite par la formule
(1.90) ne onstituent plus une famille orthonormale de L
2
() au sens du pro-
duit salaire usuel mais au sens du produit salaire pondere, note < ; >
L
2
H
()
et tel que,
8(f; g) 2 L
2
(); < f; g >
L
2
H
()
=
Z

f(s)g(s)jJ
H
 1
j(s)ds: (1.92)
En eet, par une formule de hangement de variable, il vient, puisque la
famille f
[0;1℄
j;k
g
k2f0;:::;2
j
 1g
est orthonormale,
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8(k; k
0
) 2 f0; :::; 2
j
  1g
2
,
Z



j;k
(s)

j;k
0
(s)jJ
H
 1
j(s)ds =
Z
[0;1℄

[0;1℄
j;k
()
[0;1℄
j;k
0
()d
= Æ
k;k
0
(1.93)
1.4 Conlusion
Le formalisme en ondelettes permet de onstruire des analyses multiehelles
eÆaes pour l'approximation de fontions ou d'operateurs puisqu'il fournit,
- Des approximations d'ordre eleve.
- Des representations reuses quand les quantites onsiderees sont regulieres.
- Deux algorithmes en arbre rapides qui permettent le passage entre l'ap-
proximation d'une fontion dans l'espae d'une analyse multiresolution V
j
a
son approximation multiehelle dans les espaes de detail, W
l
; l  j   1.
- Une "bonne" approximation des operateurs aux derivees partielles puisque
l'ation d'un operateur elliptique sur une base d'ondelettes denit une fon-
tion prohe d'une ondelette.
- Un preonditionneur simple (diagonal) pour les operateurs dierentiels.
- Une generalisation simple au as multi-dimensionnels par la tehnique du
produit tensoriel.
Cependant, ertains limitations sont a onsiderer,
- L'implementation des methodes ondelettes requiert des domaines a geometrie
simple.
- Les algorithmes de deomposition et de reonstrution ne sont pas adaptes
a la nature de la fontion qu'on approhe puisque leur onstrution depend
uniquement de l'ondelette hoisie et denit don un shema de subdivision
stationnaire et uniforme.
Le hapitre suivant aborde les analyses multiresolutions d'un autre point
de vue du a A. Harten ([37℄). Au lieu de onstruire d'abord les espaes fon-
tionnels d'une analyse multiresolution puis d'en deduire les algorithmes de
passage a partir des ondelettes et des relations d'ehelle, le point de depart
est onstitue des deux operateurs de passage (deimation et predition) entre
deux niveaux de resolution suessifs. Nous larions ependant le lien ave
les ondelettes et les analyses multiresolutions presentees dans e hapitre.
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Chapitre 2
Le formalisme de Harten
L'approhe que nous derivons ii a ete introduite par A. Harten ([37℄)
dans les annees 80 et, a l'inverse du formalisme en ondelettes, a omme point
de depart deux algorithmes multiehelles : ils sont bases sur l'introdution
d'un operateur de predition et d'un operateur de deimation.
Nous ommenons dans la setion 2.1 par denir le formalisme \a la Har-
ten" ([4℄ et [5℄). Il onsiste d'abord a preiser le adre disret dans lequel
on travaille : une famille d'espaes d'approximation separables, fV
j
g
j2ZZ
est
introduite et un operateur de disretisation qui denit omment une fontion
d'un espae fontionnel F est representee dans V
j
; j 2 ZZ est onstruit. Un
operateur de reonstrution de V
j
dans F est alors introduit. L'operateur
de disretisation et de reonstrution permettent ensuite de onstruire deux
operateurs inter-ehelles, un de predition et un de deimation.
Apres un bref rappel sur la onnetion qu'on peut deja etablir entre le
formalisme de Harten et les analyses multiresolutions du hapitre 1, deux
exemples de onstrution d'operateurs de predition sont proposes. A es
deux preditions sont assoiees deux shemas de subdivision qui peuvent e^tre
non uniformes et non stationnaires et onduisent notamment a la onstru-
tion d'algorithmes de deomposition et de reonstrution adaptes aux a-
rateristiques des donnees. Cette setion se termine par l'extension du for-
malisme de Harten au as bi-dimensionnel ([1℄) puisque nous sommes amenes
a appliquer ette approhe a la ompression d'images dans la partie III.
Notre but, dans les setions 2.2 et 2.3 est de larier le lien entre l'approhe
de Harten et l'approhe ondelettes lassiques du hapitre preedent dans le
as dit invariant par translation. Ce lien est etabli a partir de l'etude de la
onvergene du shema de predition et onduit a l'introdution de fontions
d'ehelle et d'ondelettes d'une analyse multiresolution ([31℄ et [20℄).
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2.1 Formalisme a la Harten
Le formalisme a la Harten est d'abord introduit dans le as monodi-
mensionnel puis nous presentons deux extensions de ette tehnique au as
bi-dimensionnel.
2.1.1 Le as monodimensionnel
Les denitions et les notations de ette setion sont elles de [4℄ et [5℄.
Denition des operateurs
Le formalisme de Harten est une approhe initialement purement disrete.
Elle est d'abord basee sur l'introdution d'une suite d'espaes separables
fV
j
g
j2ZZ
assoies au niveau de resolution 2
 j
. La representation de donnees
dans es espaes neessite la onstrution d'une suite d'operateurs surjetifs
dits de disretisation. Plus preisement, les operateurs de disretisation
denissent une famille d'operateurs lineaires surjetifs embo^tes (i.e 8j; 8f 2
F , D
j
f = 0 ) D
j 1
f = 0) qui a tout element f d'une espae fontionnel F
lui assoie une sequene ff
j
k
g
k2ZZ
2 V
j
.
Nous onsiderons dans la suite de e hapitre deux types d'operateurs de
disretisation qui sont eux utilises le plus souvent dans la representation des
donnees pour la ompression de signaux ou d'images,
{ F = C
0
(IR) et (D
j
f)
k
= f

x
j
k

ou x
j
k
= k2
 j
.D
j
est alors un operateur
d'ehantillonnage assoie a la grille dyadique X
j
= fx
j
k
; k 2 ZZg ou
operateur de disretisation par valeur aux points.
{ F = L
2
(IR) et (D
j
f)
k
=< f; 2
j
! (2
j
x  k) >
L
2
(IR)
, ou ! est une fontion
a support ompat de moyenne non nulle. La fontion B-spline d'ordre
N (expression (1.82)), B
N
, est un exemple lassique pour !. Dans e
as, D
j
est un operateur de disretisation B
N
-spline.
La onnetion entre l'espae V
j 1
et l'espae V
j
se fait par l'intermediaire
d'un operateur de predition P
j
j 1
et d'un operateur de deimation D
j 1
j
(-
gure 2.1).
La faon la plus simple pour onstruire les valeurs apres deimation
f(D
j 1
j
f
j
)
k
g
k2ZZ
2 V
j 1
a partir de la famille ff
j
k
g
k2ZZ
2 V
j
est d'abord
de reonstruire une fontion a partir des donnees de V
j
puis de la disretiser
par l'operateur D
j 1
pour reuperer des donnees dans V
j 1
. Cei suppose
l'introdution d'une famille d'operateur de reonstrution fR
j
g
j2ZZ
telle
que, pour haque j,
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D
j
R
j
= I
V
j
; (2.1)
ou I
V
represente l'operateur identite dans V .
V
V
P j
j−1
Dj−1
j
2
−(j−1)
2
−j
X
j−1
k
Xj
2k
X
j
2k−1
j−1
j
Fig. 2.1 { Multiresolution a la Harten
L'operateur de deimation s'exprime de la faon suivante,
D
j 1
j
= D
j 1
R
j
: (2.2)
Remarquons que la propriete d'embo^tement des operateurs de disretisation
entraine que la onstrution de D
j 1
j
ne depend pas de l'operateur de reons-
trution, R
j
, hoisi.
L'operateur de predition est onstruit omme un inverse a droite de D
j 1
j
dans V
j 1
, i.e, D
j 1
j
P
j
j 1
= I
V
j 1
. Il s'exprime aussi a l'aide des operateurs
de disretisation et de reonstrution de la faon suivante,
P
j
j 1
= D
j
R
j 1
: (2.3)
Deoupler la disretisation de la reonstrution permet alors, pour une
disretisation donnee, une plus grande exibilite dans la onstrution de
l'operateur de predition puisqu'elle va dependre du hoix de l'operateur de
reonstrution. Ce point important du formalisme de Harten est exploite
dans la partie III quand on est amene a introduire des transformations
multiehelles adaptees aux arateristiques des donnees.
Pour toute suite, ff
j
k
g
k2ZZ
2 V
j
, on peut alors denir une suite de oeÆ-
ients de detail fd
j
k
g
k2ZZ
tels que,
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8k 2 ZZ; d
j 1
k
= f
j
k
 

P
j
j 1
f
j 1

k
: (2.4)
En iterant la relation (2.4), deux algorithmes multiehelles sont alors
onstruits : le premier realise la deomposition de la suite ff
j
k
g
k2ZZ
sous la
forme suivante,

f
j
!
n
f
J
0
; d
J
0
; :::; d
j 1
o
; (2.5)
alors que le seond la reonstruit,
n
f
J
0
; d
J
0
; :::; d
j 1
o
! f
j

: (2.6)
Quand es deux transformations sont utilisees pour la ompression de
signaux/images, on est amene a seuiller les details, pour reduire l'information
a stoker, 'est a dire a onsiderer omme nuls les details inferieurs a un seuil
. Plus preisement, etant donne  > 0, on denit un operateur de seuillage
Tr

tel que, pour toute sequene de details, fd
j
k
g
k2ZZ
,
d
j
;k
= Tr

(d
j
k
) =
8
<
:
0 jd
j
k
j  ;
d
j
k
sinon :
(2.7)
Notre but etant par la suite de faire le lien entre le formalisme de Harten et
le formalisme en ondelettes lassiques, il est interessant de noter que l'on peut
assoier a ette desription purement disrete une struture fontionnelle du
type analyse multiresolution qui est derite en detail dans [4℄. Cette analogie
est utilisee dans la suite pour onstruire des analyses interpolantes, ainsi que
des analyses biorthogonales splines de L
2
(IR) non invariantes par translation
dans la partie III.
Lien ave les analyses multiresolutions du hapitre 1
Le lien ave les analyses multiresolutions est etabli quand la famille d'operateurs
fR
j
g
j2ZZ
est hierarhique .
Denition 2.1.1
La famille fR
j
g
j2ZZ
est dite hierarhique par rapport a la famille fD
j
g
j2ZZ
si
et seulement si,
(R
j
D
j
)R
j 1
= R
j 1
(2.8)
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L'expression (2.4) qui traduit une relation de passage entre deux niveaux
de resolution suessifs est alors le point le pour faire le lien ave les analyses
multiresolutions lassiques. En eet,en utilisant l'expression de l'operateur de
predition (2.3), on obtient, pour tout f 2 F et tout j 2 ZZ,
D
j
f = D
j
R
j 1
D
j 1
f +
X
k2ZZ
d
j 1
k
u
j
k
(2.9)
ou fu
j
k
g
k2ZZ
est une base du noyau de l'operateur de deimationKer(D
j 1
j
).
En multipliant l'expression (2.9) parR
j
, il vient, puisque la famille fR
j
g
j2ZZ
est hierarhique (denition 2.1.1),
R
j
D
j
f = R
j
D
j
R
j 1
D
j 1
f +R
j
X
k2ZZ
d
j 1
k
u
j
k
= R
j 1
D
j 1
f +
X
k2ZZ
d
j 1
k
 
j 1
k
(2.10)
ou
 
j 1
k
= R
j
u
j
k
: (2.11)
La quantite
P
k2ZZ
d
j 1
k
 
j 1
k
represente don la dierene d'information
entre les deux approximations de f a deux niveaux de resolution suessifs
que sont R
j 1
D
j 1
f et R
j
D
j
f .
Introduisant, pour tout j 2 ZZ, la famille denombrable , fw
j
k
g
k2ZZ
, de
veteurs de base de V
j
, on onstruit les deux espaes fontionnels suivants,
V
j
= R
j
D
j
F = vet (f
j;k
g
k2ZZ
) ; (2.12)
W
j
= vet (f 
j;k
g
k2ZZ
) ; (2.13)
ave

j;k
= R
j
w
j
k
: (2.14)
L'operateur R
j
D
j
est alors un operateur de projetion sur V
j
puisque
(R
j
D
j
)
2
= R
j
(D
j
R
j
)D
j
= R
j
D
j
; (2.15)
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et, par onstrution, pour tout j 2 ZZ, V
j 1
 V
j
; W
j 1
 V
j
et
W
j 1
\ V
j 1
= f0g (voir [4℄ pour plus de details).
L'expression (2.10) s'erit alors,
V
j
= V
j 1
W
j 1
(2.16)
D'apres l'expression (2.4), 'est l'operateur de predition qui ontro^le l'ef-
aite de la deomposition et la qualite de la reonstrution des algorithmes
multiehelles de Harten, 'est la raison pour laquelle, une attention speiale
est faite a la onstrution de et operateur. Dans e qui suit, nous presentons
la onstrution de l'operateur de predition d'abord pour une disretisation
par valeurs aux points, puis pour une disretisation B-spline.
Constrution de l'operateur de predition par valeur aux points
Toutes les quantites introduites dans e as sont notees ave l'exposant I
(pour Interpolant). Nous rappelons que,
8f 2 C
0
(IR); 8k 2 ZZ;

D
I
j
f

k
= f
I;j
k
= f

k2
 j

:
La onstrution de l'operateur de predition est faite suivant l'expres-
sion (2.3) en introduisant un operateur de reonstrution R
I
j
. Puisqu'il doit
verier la relation (2.1), le hoix le plus simple pour R
I
j
est de la denir
omme un operateur d'interpolation.
Si on hoisit une interpolation de Lagrange loale, on introduit,
fx
j 1
 l
j;2k 1
; :::::; x
j 1
r
j;2k 1
 1
g; r
j;2k 1
 k + 1; l
j;2k 1
  k + 1; (2.17)
le stenil d'interpolation de r
j;2k 1
+ l
j;2k 1
= D
j;2k 1
+1 points assoie a
la predition f
0
I;j
2k 1
=

P
I;j
j 1
f
I;j 1

2k 1
et un algorithme de predition inter-
polant est deni omme suit,
Algorithme 2.1.1












for k 2 ZZ;
f
0
I;j+1
2k
=

P
I;j+1
j
f
0
I;j

2k
= f
I;j
k
;
f
0
I;j+1
2k 1
=

P
I;j+1
j
f
0
I;j

2k 1
=
P
r
j+1;2k 1
 1
m= l
j+1;2k 1
L
l
j+1;2k 1
;r
j+1;2k 1
m
( 1=2)f
I;j
k+m
;
end;
(2.18)
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ou
L
l
j;2k 1
;r
j;2k 1
m
(x) = 
r
j;2k 1
 1
n= l
j;2k 1
;n6=m
x  n
m  n
; (2.19)
est le polyno^me de degre D
j;2k 1
realisant l'interpolation.
Le masque du shema de subdivision deni par et algorithme de predition
s'erit alors, en fontion de la parite de l'indie k,
8(j; k) 2 ZZ
2
,
fa
j;2k
m
g
m2ZZ
8
<
:
a
j;2k
0
= 1;
a
j;2k
m
= 0; si m 6= 0
(2.20)
et,
fa
j;2k 1
m
g
m2ZZ
8
<
:
a
j;2k 1
 2m 1
= L
l
j;2k 1
;r
j;2k 1
m
( 1=2) pour m =  l
j;2k 1
; :::; r
j;2k 1
  1;
a
j;2k 1
m
= 0 sinon
(2.21)
et don,
M
j;2k
= M
?
j;2k
= 0; (2.22)
M
j;2k 1
= 2l
j;2k 1
  1 et M
?
j;2k 1
= 2r
j;2k 1
  1: (2.23)
Trois strategies sont envisagees pour denir (D
j;2k 1
; l
j;2k 1
; r
j;2k 1
).
{ La premiere est D
j;2k 1
= D, l
j;2k 1
= l, r
j;2k 1
= r (et don
L
l
j;2k 1
;r
j;2k 1
m
= L
l;r
m
) qui denit un stenil invariant par translation.
Le shema de subdivision assoie est alors stationnaire et uniforme
(don lineaire) et orrespond au shema de subdivision interpolant de
Deslauriers et Dubu ([30℄) quand l = r.
{ La seonde strategie est D
j;2k 1
= D mais (l
j;2k 1
; r
j;2k 1
) fontions de
f
I;j 1
. Le stenil est alors dit dependant des donnees et onduit a
un shema de subdivision non lineaire ([22℄).
{ La troisieme strategie est D
j;2k 1
= D mais (l
j;2k 1
; r
j;2k 1
) fontions
de la position d'une famille de points a priori denis sur l'axe reel. Le
stenil est alors dependant de la position et le shema de subdivision
est lineaire, non uniforme et non stationnaire.
Remarque 2.1.1
L'intere^t de l'approhe de Harten est visiblement ii de fournir une grande
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exibilite dans la onstrution du shema de subdivision puisque, ontraire-
ment au formalisme en ondelettes lassique, les shemas assoies au forma-
lisme de Harten peuvent e^tre non stationnaires et non uniformes, voire non
lineaires.
Constrution de l'operateur de predition B
N
-spline
Nous derivons ii la predition assoiee a une disretisation B
N
-spline
qui s'erit,
8N  1; 8k 2 ZZ;

D
N
j
f

k
= f
N;j
k
= 2
j
< f(x); B
N
(2
j
x  k) >
L
2
(IR)
:
Par onvention D
0
j
= D
I
j
.
L'operateur de predition pour une disretisation B
N
-spline, est onstruit
a partir de l'operateur de predition interpolant P
I;j+1
j
en utilisant l'une des
formules de ommutation de Lemarie (proposition 1.1.5).
En eet, l'expression de la transformee de Fourier (1.82) des B-splines
donne, 8N  1,
^
B
N
(!) =
1  e
 i!
i!
^
B
N 1
(!) (2.24)
qui est une relation du type (1.55) et onduit, d'apres la relation (1.63)
a,
8k 2 ZZ; f
N;j
k
= 2
j

F
N 1;j
1;k+1
  F
N 1;j
1;k

; (2.25)
ave F
1
(x) =
R
x
 1
f(t)dt et F
N 1;j
1;k
= 2
j
< F
1
(x); B
N 1
(2
j
x  k) > ou
< ; > represente indieremment le produit salaire L
2
ou le rohet de dua-
lite.
Cette relation est utilisee pour onstruire l'algorithme de predition as-
soie au as B
N
-spline de la faon suivante,
Considerons tout d'abord le as N = 1.
Les trois etapes de onstrution de la predition B
1
-spline font l'objet de
la proposition suivante.
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Proposition 2.1.1
Partant de la sequene initiale
n
f
1;j
k
o
k2ZZ
, la famille
n
f
0
1;j+1
k
o
k2ZZ
des valeurs
predites au niveau j + 1, s'obtient en trois etapes :
1) a partir de
n
f
1;j
k
o
k2ZZ
et en utilisant la formule (2.25) pour N = 1,
n
F
0;j
1;k
o
k2ZZ
est obtenue par la proedure suivante :
8
<
:
F
0;j
1;0
= ;
F
0;j
1;k+1
= F
0;j
1;k
+ 2
 j
f
1;j
k
sinon:
(2.26)
ou  est une onstante arbitraire
1
.
2) En appliquant l'algorithme (2.18) a
n
F
0;j
1;k
o
k2ZZ
, on obtient
n
F
0
0;j+1
1;k
o
k2ZZ
.
3) Enn,
n
f
0
1;j+1
k
o
k2ZZ
s'obtient a partir de la relation,
8k 2 ZZ; f
0
1;j+1
k
= 2
j

F
0
0;j+1
1;k+1
  F
0
0;j+1
1;k

; (2.27)
Nous generalisons au as N > 1 en iterant l'expression (2.25),
8k 2 ZZ; f
N;j
k
=
n
DF
N

F
0;j
N;m
o
k
(2.28)
ou DF
N
est l'operateur de dierenes nies d'ordre N et
n
F
0;j
N;m
o
m2ZZ
est
la sequene assoiee a la disretisation par valeurs aux points d'une primitive
d'ordre N de f a l'ehelle j.
L'expression (2.28) et la generalisation de la proposition 2.1.1 au as
N > 1 permettent alors de onstruire un operateur de predition B
N
-spline
a partir de n'importe quelle predition interpolante. On denit,
8k 2 ZZ; f
0
N;j+1
k
=

P
N;j+1
j
f
0
N;j

k
=

DF
N
n
F
0
0;j+1
N;m
o
k
=

DF
N
n
F
0
I;j+1
N;m
o
k
; (2.29)
ave F
0
I;j+1
N+1;m
=

P
I;j+1
j
F
0
I;j
N+1

m
.
1
l'algorithme de predition interpolant etant un shema lineaire, la onstante  que
nous devons hoisir disparait dans la troisieme etape, 'est pourquoi, dans e qui suit, on
prend =0
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Ainsi, n'importe quelle proedure interpolante du type de elle denie par
l'algorithme (2.18) onduit a la onstrution d'un algorithme de predition
pour une disretisation B
N
-spline. On peut alors lui assoier un shema de
subdivision onstruit a partir du shema de subdivision deni par l'algo-
rithme de predition interpolant. On peut don aussi parler de stationnarite
et d'uniformite du shema de subdivision en fontion de la strategie adoptee
pour la onstrution de l'algorithme de predition interpolant.
2.1.2 Generalisation au as bi-dimensionnel
Les donnees sont ii une matrie de valeurs ff
j
m;n
g
(m;n)2ZZZZ
et peuvent
e^tre interpretees omme la disretisation par valeurs aux points ou B-spline
d'une fontion de deux variables, f(x; y), sur la grille dyadique X
j
 Y
j
.
Une generalisation naturelle de l'approhe monodimensionnelle onsiste a
onstruire un operateur de predition bi-dimensionnel a partir d'un operateur
de predition monodimensionnel applique alternativement aux lignes puis
aux olonnes de la matrie de donnees. Dans le as d'une disretisation par
valeur aux points, l'algorithme de predition s'erit,
Algorithme 2.1.2





























for (m;n) 2 ZZ
2
;
f
0
I;j+1
2m;2n
= f
I;j
m;n
;
f
0
I;j+1
2m+1;2n
=
P
r
j+1;2m+1;2n
 1
i= l
j+1;2m+1;2n
L
l
j+1;2m+1;2n
;r
j+1;2m+1;2n
i
( 1=2)f
I;j
m+i+1;n
;
f
0
I;j+1
2m;2n+1
=
P
r
j+1;2m;2n+1
 1
i= l
j+1;2m;2n+1
L
l
j+1;2m;2n+1
;r
j+1;2m;2n+1
i
( 1=2)f
I;j
m;n+i+1
;
f
0
I;j+1
2m+1;2n+1
=
P
r
j+1;2m+1;2n+1
 1
i= l
j+1;2m+1;2n+1
L
l
j+1;2m+1;2n+1
;r
j+1;2m+1;2n+1
i
( 1=2)f
0
I;j+1
2m+2i+2;2n+1
;
end;
(2.30)
ou le nombre de points a gauhe et a droite dans le stenil d'interpolation
peuvent e^tre fontions ou non des donnees ou de la position d'une famille de
points a priori denis dans IR
2
. Dans la suite (en partiulier dans la partie
III), nous appelons ette generalisation, l'approhe bi-diretionnelle.
Remarquons que quand, 8(j;m; n) 2 ZZ
3
,
l
j;2m+1;n
= l
j;m;2n+1
= l
j;2m+1;2n+1
= l;
et
r
j;2m+1;n
= r
j;m;2n+1
= r
j;2m+1;2n+1
= r;
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l'algorithme 2.1.2 est le produit tensoriel lassique derit dans [1℄.
Une fois que l'operateur de predition est onstruit, omme dans le as
monodimensionnel, on onstruit deux transformations de passage (une
deomposition et une reonstrution) qui font intervenir trois familles de
details.
Nous revenons a present sur les deux algorithmes de predition monodi-
mensionnels (setion 2.1.1). Parmi les trois strategies envisagees, nous hoi-
sissons de nous onentrer sur des strategies lineaires (strategies 1 et 3).
L'analyse de la strategie 2, dependant des donnees, a ete faite reemment
par A.Cohen, N.Dyn et B.Matei dans [22℄.
Dans la suite de e hapitre, nous larions le lien entre l'approhe de Harten
et le formalisme en ondelettes lassiques dans le as invariant par transla-
tion, le as dependant de la position etant derit dans la partie III. Nous
ommenons par etudier l'algorithme de predition interpolant invariant par
translation puis nous poursuivons par le as B-spline.
2.2 Algorithme de predition interpolant in-
variant par translation, lien ave les ana-
lyses multiresolutions interpolantes
La strategie est ii 8(j; k) 2 ZZ
2
, D
j;2k 1
= D, l
j;2k 1
= l et r
j;2k 1
= r.
Nous etablissons d'abord la onvergene du shema de subdivision assoie
a l'algorithme de predition interpolant invariant par translation. La fon-
tion limite de e shema permet alors de denir des espaes d'une analyse
multiresolution interpolante invariante par translation gra^e a l'analogie, pro-
posee dans la setion 2.1.1, entre l'approhe de Harten et les analyses mul-
tiresolutions lassiques.
2.2.1 Convergene de l'algorithme de predition inter-
polant
Nous rappelons que le masque du shema de subdivision assoie a l'algo-
rithme de predition s'erit, dans le as invariant par translation,
fa
m
g
m2ZZ
8
>
>
<
>
>
:
a
0
= 1;
a
 2m 1
= L
l;r
m
( 1=2) pour m =  l; :::; r   1
a
m
= 0; sinon
(2.31)
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et don 8(j; k) 2 ZZ  ZZ, M
j;k
= M = 2l   1 et M
?
j;k
= M
?
= 2r   1.
Nous ommenons par rappeler quelques outils pour etablir la onver-
gene d'un shema de subdivision. Puis, nous utilisons es outils pour l'etude
de la onvergene de l'algorithme de predition interpolant assoie a un sten-
il a quatre points.
La denition suivante introduit la notion de onvergene L
1
des shemas
de subdivision.
Denition 2.2.1
Un shema de subdivision S est dit L
1
-onvergent si pour n'importe quelle
sequene ff
0
k
g
k2ZZ
, il existe une fontion ontinue f telle que :
8; 9J t.q 8j  J :
k S
j
f
0
k
  f

:
2
j

k
1
 ; (2.32)
ou S
j
represente le shema de subdivision S applique j fois.
Dans la suite, nous nous limitons a l'etude de shemas de subdivision
lineaires, stationnaires et uniformes. Dans e as, la onvergene du shema
s'obtient, omme dans [32℄, a partir de la onvergene de la suite fS
j
f
0
k
g
k2ZZ
ou le shema de subdivision est applique a la sequene initiale ff
0
k
g
k2ZZ
ave
f
0
k
= Æ
0;k
. En eet, si e shema onverge vers une fontion  alors pour
n'importe quelle sequene initiale ff
0
k
g
k2ZZ
, la fontion limite f existe et
f(x) =
P
k2ZZ
f
0
k
(x  k).
Nous enonons plusieurs resultats, provenant de [32℄, relatifs a la onver-
gene des shemas de subdivision uniformes et stationnaires. Ils montrent no-
tamment que l'etude de la onvergene se fait a partir de l'etude du masque
du shema de subdivision.
Denition 2.2.2
Pour tout shema de subdivision, S, stationnaire et uniforme, on a,
jj S jj
L
1
= sup
 
X
m2ZZ
j a
2m
j;
X
m2ZZ
j a
2m+1
j
!
(2.33)
La denition suivante introduit la notion de polyno^me de Laurent.
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Denition 2.2.3
On appelle polyno^me de Laurent, assoie a un shema de subdivision station-
naire et uniforme S, le polyno^me de la forme :
a(z) =
X
m2ZZ
a
m
z
m
; (2.34)
ave fa
m
g
m2ZZ
, le masque du shema de subdivision.
L'etude de la onvergene neessite aussi la denition d'un shema de
subdivision assoiee aux dierenes.
Proposition 2.2.1
Soit S un shema de subdivision stationnaire et uniforme reproduisant les
onstantes, 'est a dire tel que,
X
m2ZZ
a
2m+1
= 1; (2.35)
X
m2ZZ
a
2m
= 1; (2.36)
alors,il existe un shema S
1
tel que :
DF
1
f
j
= S
1
DF
1
f
j 1
; (2.37)
ave f
j
= S
j
f
0
et DF
1
, l'operateur de dierenes nies d'ordre 1 qui
s'erit 8k 2 ZZ; (DF
1
f
j
)
k
= 2
j
(f
j
k+1
  f
j
k
).
De plus, le polyno^me de Laurent assoie a S
1
est :
a
1
(z) =
2z
z + 1
a(z); (2.38)
ou a(z) est le polyno^me de Laurent assoie a S.
Le theoreme de onvergene s'enone alors,
Theoreme 2.2.1
Soit S un shema de subdivision stationnaire et uniforme, alors :
S est uniformement onvergent(i.e. onvergent pour un shema d'inter-
polation) si et seulement si
1
2
S
1
onverge uniformement vers 0, 'est a dire
si 9L  1 telle que,
jj

1
2
S
1

L
jj
L
1
< 1: (2.39)
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Le theoreme suivant onerne la regularite de la fontion limite d'un
shema de subdivision. Il est emprunte a [32℄ et s'erit,
Theoreme 2.2.2
Soit un shema de subdivision ave un polyno^me arateristique de Laurent
de la forme :
a(z) =

1 + z
2z

p
q(z); (2.40)
ou q est un polyno^me de Laurent.
Alors, si le shema de subdivision S
p
assoie au polyno^me q onverge
uniformement, le shema de subdivision S onverge aussi uniformement vers
une fontion  telle que,
 2 C
p
: (2.41)
Remarque 2.2.1
Il est interessant de remarquer que le resultat (2.41) est base sur l'une des
formules de ommutation de Lemarie ([45℄).
Nous fournissons ii le raisonnement pour retrouver la propriete (2.41)
dans le as p = 1 a partir des formules de ommutation de Lemarie :
Si le shema de subdivision S
1
onverge vers une fontion 
[1℄
et si l'on
note fa
[1℄
k
g
k2ZZ
son masque, alors, par onstrution, 
[1℄
verie la relation
d'ehelle suivante,

[1℄
(x) =
X
m2ZZ
a
[1℄
m

[1℄
(2x m): (2.42)
On assoie don a 
[1℄
, le symbole,
m
[1℄
0
(!) =
1
2
X
m2ZZ
a
[1℄
m
e
 im!
;
=
1
2
q(e
 i!
): (2.43)
De la me^me faon, si le shema de subdivision S onverge alors, on assoie
a sa fontion limite , un symbole m
0
qui s'erit,
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m
0
(!) =
1
2
X
m2ZZ
a
m
e
 im!
;
=
1
2
a(e
 i!
): (2.44)
La relation (2.40) donne alors,
m
[1℄
0
(!) =
2e
 i!
1 + e
 i!
m
0
(!);
=
2
1 + e
i!
m
0
(!): (2.45)
Cette relation est bien du type de la formule de ommutation de Lemarie
(1.52). Elle onduit don a une relation entre  et 
[1℄
qui s'erit d'apres
l'expression (1.56),
d
dx
(x) = 
[1℄
(x + 1)  
[1℄
(x): (2.46)
Sahant que 
[1℄
2 C
0
(IR) puisque S
1
onverge, on en deduit que,
 2 C
1
(IR): (2.47)
Le me^me raisonnement s'applique pour p > 1. Il aboutit a une relation
du type (2.46) entre 
[k 1℄
et 
[k℄
pour 2  k  p. On en deduit alors, par
reurrene que  2 C
p
(IR).
Nous appliquons maintenant es resultats a l'etude de la onvergene de
l'algorithme de predition interpolant invariant par translation. La fontion
limite du shema de subdivision homogene et uniforme assoie est notee
ii
~

I
0
puisqu'elle fait referene au as interpolant. A titre d'exemple, nous
onsiderons l'algorithme de predition interpolant utilisant un stenil a 4
points dans le as entre (i.e l = 2; r = 2) et deentre a gauhe (i.e
l = 3; r = 1).
{ Stenil entre :
L'operateur de predition s'erit, 8k 2 ZZ,
8
<
:

P
I;j+1
j
f
I;j

2k
= f
I;j
k
;

P
I;j+1
j
f
I;j

2k 1
=
P
1
m= 2
L
2;2
m
( 1=2)f
I;j
k+m
:
(2.48)
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Le polyno^me de Laurent assoie a e shema se fatorise sous la forme :
a(z) =  
1
16
(z + 1)
4
z
3

z
2
  4z + 1

: (2.49)
Le polyno^me de Laurent assoie a
1
2
S
1
est d'apres la proposition 2.2.1,
1
2
a
1
(z) =  
1
16
z
3
+
1
16
z
2
+
1
2
z +
1
2
+
1
16
z
 1
 
1
16
z
 2
; (2.50)
et un simple alul onduit a
k
1
2
S
1
k
1
< 1: (2.51)
Comme preedemment, a partir du polyno^me de Laurent assoie a S
1
, on
deduit elui assoie a
1
2
S
2
,
1
2
a
2
(z) =  
1
8
(z + 1)
2
z

z
2
  4z + 1

: (2.52)
La norme L
1
de e shema est egale a 1 et nous ne pouvons rien onlure
pour l'instant. Il faut alors etudier le shema

1
2
S
2

2
puis

1
2
S
2

3
,
son polyno^me de Laurent est egal a
1
8
a
2
(z)a
2
(z
2
)a
2
(z
3
) et on trouve,
k

1
2
S
2

3
k
1
< 1: (2.53)
Comme jj (
1
2
S
3
)
2
jj
L
1
> 1, on en deduit que le shema de predition entre
est onvergent et sa fontion limite
~

I
0
2 C
1
(IR) (gure 2.2 (a)).
{ Stenil deentre a gauhe :
Dans e as, le shema de predition s'erit, 8k 2 ZZ,
8
>
<
>
:

P
j+1
j
f
j

2k
= f
j
k
;

P
j+1
j
f
j

2k 1
=
P
0
 3
L
3;1
m
( 1=2)f
j
k+m
:
(2.54)
Son polyno^me de Laurent est,
a(z) =
3
48
z
5
 
5
16
z
3
+
15
16
z +
15
48
z
 1
+ 1: (2.55)
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Fig. 2.2 { Exemples de fontions limites assoiees a l'algorithme de
predition interpolant invariant par translation, (a) D = 3, l = 2, r = 2,
(b) D = 3, l = 3, r = 1
On en deduit le polyno^me de Laurent assoie a
1
2
S
1
,
1
2
a
1
(z) =
1
16
z
5
 
1
16
z
4
 
1
4
z
3
+
1
4
z
2
+
11
16
z +
5
16
; (2.56)
et un rapide alul onduit a jj
1
2
S
1
jj
L
1
= 1 mais
jj

1
2
S
1

2
jj
L
1
< 1 (2.57)
Faisant le me^me type de alul pour
1
2
S
2
, il vient,
jj

1
2
S
2

2
jj
L
1
> 1; (2.58)
don le shema deentre onverge et sa fontion limite
~

I
0
2 C
0
(IR).
On a trae ette fontion limite sur la gure 2.2 (b).
Remarque 2.2.2
A notre onnaissane, auun resultat general sur la onvergene de l'algo-
rithme de predition interpolant et sur la regularite de la fontion limite
n'est disponible pour l'instant. Le seul as pour lequel l'etude de onvergene
et de regularite a ete faite orrespond a l'algorithme de predition interpolant
assoie a un stenil entre (i.e l = r) puisque l'on retrouve dans e as la le
shema symetrique d'interpolation de Deslauriers et Dubu ([30℄).
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Nous terminons ette setion par quelques proprietes de la fontion limite
quand elle existe. Elles permettent de larier le lien entre la fontion limite
et la fontion d'ehelle d'une analyse multiresolution.
Proprietes de la fontion limite
{ Relation d'ehelle et symbole :
Supposant que la fontion limite
~

I
0
existe, on deduit diretement de l'al-
gorithme (2.18) invariant par translation que
~

I
0
verie la relation d'ehelle
suivante,
~

I
0
(x) =
~

I
0
(2x) +
r 1
X
m= l
L
l;r
m
( 1=2)
~

I
0
(2x+ 2m+ 1) =
M
X
m= M
?
a
m
~

I
0
(2x m) ;
(2.59)
ou fa
m
; M
?
 m Mg est le masque du shema de subdivision deni
par le systeme (2.31).
Par transformation de Fourier, la relation d'ehelle (2.59) s'erit, si on
suppose
~

I
0
2 L
2
(IR) (e qui est generalement le as ar
~

I
0
2 C
0
(IR) et est a
support ompat),

~

I
0
(!) = P

e
 i!=2


~

I
0
(!=2) ; (2.60)
ave P , le polyno^me de Laurent tel que P (z) =
1
2
P
M
m= M
?
a
m
z
m
et en
iterant, on trouve,

~

I
0
(!) =
1
Y
k=1
P

e
 i!=2
k


~

I
0
(0): (2.61)
La fontion 2-periodique,
m
I
0
(!) = P

e
 i!

(2.62)
s'appelle le symbole de l'algorithme de predition interpolant.
{ Support de
~

I
0
:
Comme on peut le voir sur la gure (2.2), la fontion limite est a support
ompat. A partir de la relation d'ehelle (2.59), on obtient,
supp(
~

I
0
) = [ 2r + 1; 2l  1℄ (2.63)
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{ Reprodution des polyno^mes :
Par onstrution, l'algorithme de predition interpolant a D+1 points inva-
riant par translation reproduit les polyno^mes de degre inferieur ou egal a D
puisque,
X
k2ZZ
k
m
~

I
0
(x  k) = x
m
; 8x 2 IR et m  D: (2.64)
La fontion limite,
~

I
0
, est maintenant le point depart de la onstrution
d'analyses multiresolutions interpolantes.
2.2.2 Lien ave les analyses multiresolutions interpo-
lantes
Le lien ave les analyses multiresolutions interpolantes se fait en suivant
l'analogie ave les analyses multiresolutions lassiques de la setion 2.1.1.
Cette analogie n'est valide que dans le as d'une famille d'operateurs
fR
I
j
g
j2ZZ
hierarhiques. Nous ommenons don par introduire l'operateur
de reonstrution suivant, onstruit a partir de la fontion limite de l'al-
gorithme de predition interpolant, et qui denit une famille d'operateurs
hierarhiques. Il s'erit, 8ff
I;j
k
g
k2ZZ
2 V
j
,
R
I;1
j
f
I;j
=
X
k2ZZ
f
I;j
k
~

I
0
(2
j
:  k): (2.65)
Par onstrution, on verie aisement que l'operateur D
I
j
R
I;1
j
denit bien
la predition interpolante introduite dans la setion 2.1 et que la famille
fR
I;1
j
g
j2ZZ
est hierarhique.
Il s'en suit alors, d'apres l'expression (2.14), que la fontion
~

I
0
est la
fontion d'ehelle d'une analyse multiresolution puisque,
~

I
0
= R
I;1
0
w
I;0
0
(2.66)
ave 8m 2 ZZ; w
I;0
0;m
= Æ
0;m
, veteur de base de V
0
.
Remarquant que, par onstrution de l'operateur de deimation D
I;j
j+1
, la
famille de veteurs fu
I;j+1
k
g
k2ZZ
2 V
j+1
(ave 8m 2 ZZ; u
I;j+1
k;m
= Æ
m;2k+1
k 2
ZZ) est une base de KerD
I;j
j+1
, nous onstruisons ensuite les ondelettes as-
soiees d'apres l'expression (2.11). Elles s'erivent,
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8(j; k) 2 ZZ
2
;
~
 
I
j;k
=
~

I
0

2
j+1
:  2k   1

: (2.67)
Remarque 2.2.3
On retrouve par ette onstrution les analyses interpolantes de C
0
(IR)
2
introduites par Donoho dans [31℄.
2.3 Etude de l'algorithme de predition B
N
-
spline invariant par translation, lien ave
les analyses multiresolutions biorthogo-
nales
Nous generalisons, dans ette setion, les resultats preedents en onsiderant
une disretisation B
N
-spline. Nous supposons que la fontion limite assoiee
a l'algorithme de predition interpolant existe. Nous ommenons d'abord
par etablir la onvergene du shema de predition B
N
-spline. Nous mon-
trons ensuite que la fontion limite de e shema de predition forme ave
la fontion B
N
-spline un ouple de fontions d'ehelle de deux analyses mul-
tiresolutions biorthogonales au sens donne dans le hapitre preedent (setion
1.1.3).
2.3.1 Convergene de l'algorithme de predition B
N
-
spline
Comme dans la setion preedente, nous etudions la onvergene du
shema de subdivision assoie, pour la sequene initiale
n
f
N;0
m
o
m2ZZ
2 V
0
telle que f
N;0
m
= Æ
m;k
(k 2 ZZ).
Nous enonons alors le resultat de onvergene suivant,
Proposition 2.3.1
Pour tout N  1, si on suppose que
~

I
0
est dans C
N
et a support ompat,
alors, la fontion limite de l'algorithme de predition B
N
-spline invariant
par translation,
n
~

N
k
o
k2ZZ
, verie,
si N=1,
~

1
k
(x) =
d
dx
X
n
0
1
~

I
0
(x  n
0
  k); (2.68)
2
C
0
(IR) represente l'espae des fontions ontinues s'annulant a l'inni
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si N>1,
~

N
k
(x) =
d
N
dx
N
X
n
N 1
1
:::
X
n
2
1
X
n
1
1
X
n
0
1
~

I
0
(x  n
N 1
  :::  n
0
  k):
(2.69)
Preuve:
Nous fournissons ii la preuve dans le as N = 1 puisque la generalisation
au as N > 1 s'obtient failement par reurrene.
Partant d'une sequene initiale ff
1;0
m
g
m2ZZ
ave f
1;0
m
= Æ
k;m
, notre but est
de montrer, suivant la denition 2.2.1, que,
jjf
0
1;j
 
d
dx
X
n
0
1
~

I
0
(
:
2
j
  n
0
  k)jj
1
! 0 quand j ! +1: (2.70)
La preuve s'appuie sur la onstrution des valeurs predites ff
0
1;j
m
g
m2ZZ
donnee par la proposition 2.1.1.
D'apres les etapes 1) et 2) de la proposition 2.1.1, aluler les valeurs
predites ff
0
1;j
m
g
m2ZZ
revient d'abord a appliquer l'algorithme de predition
interpolant a la famille fF
I;0
m
g
m2ZZ
telle que,
8m 2 ZZ; F
I;0
m
=
X
nk+1
Æ
m;n
: (2.71)
L'algorithme de predition interpolant etant suppose onvergent, la fa-
mille fF
0
I;j
m
g
m2ZZ
verie par onstrution (setion 2.2),
8m 2 ZZ; F
0
I;j
m
=
X
nk+1
~

I
0
(
m
2
j
  n): (2.72)
Les valeurs de ff
0
1;j
m
g
m2ZZ
s'obtiennent alors a partir de la famille fF
0
I;j
m
g
m2ZZ
en suivant l'etape 3) de la proposition 2.1.1 et s'erivent,
8m 2 ZZ; f
0
1;j
m
= 2
j
0

X
nk+1
~

I
0
(
m+ 1
2
j
  n) 
X
nk+1
~

I
0
(
m
2
j
  n)
1
A
(2.73)
Puisque, par hypothese, la fontion limite
~

I
0
est C
1
et est a support
ompat, on peut erire, en utilisant l'expression (2.73),
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Fig. 2.3 { Exemple de fontion limite assoiee a l'algorithme de predition
B
1
-spline invariant par translation, D = 5, l = 3, r = 3
8m 2 ZZ; j f
0
1;j
m
 
0

D
I
j
d
dx
X
n
0
1
~

I
0
(
:
2
j
  n
0
  k)
1
A
m
j! 0;
quand j ! +1; (2.74)
e qui donne exatement le resultat de onvergene (2.70).
Comme,
d
dx
X
n
0
1
~

I
0
(
:
2
j
  n
0
  k) 2 C
0
(IR); (2.75)
puisque
~

I
0
2 C
1
(IR) et a support ompat, on en deduit alors la onver-
gene de l'algorithme de predition B
1
-spline vers la fontion limite,
~

1
k
(x) =
d
dx
X
n
0
1
~

I
0
(
x
2
j
  n
0
  k); (2.76)
et 8k 2 ZZ;
~

N
k
2 C
0
(IR). Cei onlut la preuve.
La gure 2.3 donne un exemple de fontion limite assoiee a l'algorithme
de predition B
1
-spline.
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2.3.2 Proprietes des fontions limites et lien ave les
analyses multiresolutions
Observons d'abord que par onstrution (expression (2.29)), l'algorithme
de predition B
N
-spline reproduit les polyno^mes de degre inferieur ou egal a
D  N , i.e.,
X
k2ZZ
k
m
~

N
0
(x  k) = x
m
; 8x 2 IR et m  D  N: (2.77)
De plus, omme pour les fontions d'ehelles d'une analyse multiresolution,
un symbole assoie a la fontion limite
~

N
0
peut e^tre onstruit. D'apres la pro-
position 2.3.1, la transformee de Fourier de l'expression (2.69) fournit,
d
~

N
0
(!) = (i!)
N
X
n
N 1
1
:::
X
n
2
1
X
n
1
1
X
n
0
1
e
 i!(n
0
+n
1
+:::+n
N 1
)

~

I
0
(!) (2.78)
en utilisant le symbole m
I
0
(expression (2.62)), il vient,
d
~

N
0
(!)
d
~

N
0
(!=2)
= 2
N
P
n
N 1
1
e
 i!n
N 1
P
n
N 1
1
e
 i!n
N 1
=2
:::
P
n
N 1
1
e
 i!n
N 1
P
n
0
1
e
 i!n
0
=2
m
I
0
(!=2);
= 2
N
 
P
n1
e
 i!n
P
n1
e
 i!n=2
!
N
m
I
0
(!=2);
= 2
N
 
e
 i!=2
e
i!=2
  e
 i!=2
!
N
 
e
i!=4
  e
 i!=4
e
 i!=4
!
N
m
I
0
(!=2);
= 2
N
e
 iN!=4
 
sin(!=4)
sin(!=2)
!
N
m
I
0
(!=2);
= 2
N
e
 iN!=4
 
sin(!=4)
sin(!=2)
!
N
m
I
0
(!=2);
=
e
 iN!=4
os(!=4)
m
I
0
(!=2); (2.79)
et le symbole de l'algorithme de predition B
N
-spline est deni par la
fontion 2-periodique suivante,
m
N
0
(!) =
e
 iN!=2
m
I
0
(!)
(os(!=2))
N
; (2.80)
La proposition suivante larie le lien ave les analyses multiresolutions.
Elle est basee sur la formule de ommutation de Lemarie (proposition 1.1.5
et [45℄),
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Proposition 2.3.2
Si pour toute sequene initiale ff
N;0
m
g
m2ZZ
telle que f
N;0
m
= Æ
k;m
(k 2 ZZ),
l'algorithme de predition B
N
-spline invariant par translation onverge, au
sens des shemas de subdivision, vers une fontion
~

N
k
(x) =
~

N
0
(x k) alors,
{ le ouple

B
N
(x);
~

N
0
(x)

; x 2 IR, denit un ouple de fontions d'ehelle
d'une analyse multiresolution biorthogonale invariante par translation.
{ on onstruit, par reurrene, le ouple d'ondelettes meres assoiees,
( 
N
0
;
~
 
N
0
).
Elles s'erivent formellement,
 
N
0
(x) =
Z
x
 1
 
N 1
0
(t)dt; (2.81)
ave
 
0
0
(x) = Æ (2
j+1
x  (2k + 1)) 
P
r 1
m= l
L
l;r
m
( 1=2)Æ (2
j+1
x  2(k +m+ 1)).
et
~
 
N
0
(x) =
d
dx
~
 
N 1
0
(x): (2.82)
ave
~
 
0
0
(x) =
~
 
I
0
(x).
Nous terminons e hapitre par deux remarques.
Remarque 2.3.1
- Notons d'abord que la onstrution de l'algorithme de predition interpolant
est a l'origine de tous les resultats sur l'algorithme de predition B
N
-spline.
En eet, la fontion d'ehelle
~

N
0
(expression (2.69)) et l'ondelette
~
 
N
0
(ex-
pression (2.82)) se deduisent de la fontion d'ehelle
~

I
0
et de l'ondelette
~
 
I
0
de l'analyse interpolante. De plus, la onstrution de l'ondelette biorthogo-
nale  
N
0
(expression (2.81)) depend du hoix du stenil d'interpolation dans
la proedure interpolante.
- Il est important aussi de remarquer que la onstrution proposee ii permet
de retrouver les analyses splines biorthogonales de Cohen, Daubehies, Feau-
veau dans le as l = r ([20℄).
- Enn, omme on l'a fait pour les analyses interpolantes, on peut mon-
trer que la onstrution des fontions d'ehelle
~

N
j;k
et des ondelettes
~
 
N
j;k
est
equivalente a elle proposee dans l'analogie ave le formalisme en ondelettes
de la setion 2.1.1 quand un operateur de reonstrution hierarhique est
deni par, 8ff
N;j
k
g
k2ZZ
2 V
j
,
R
N;1
j
f
N;j
=
X
k2ZZ
f
N;j
k
~

N
0
(2
j
:  k): (2.83)
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2.4 Conlusion
Une autre approhe que le formalisme en ondelettes a ete introduite pour
onstruire des analyses multiehelles. Elle utilise le formalisme de Harten.
Contrairement aux ondelettes, elle repose diretement sur la onstrution
de deux operateurs disrets : un operateur de predition et un operateur de
deimation onnetant deux niveaux de resolution suessifs.
Le formalisme de Harten a d'abord ete presente et une attention speiale a ete
portee a la onstrution de l'operateur de predition qui ontro^le l'eÆaite
des meanismes de deomposition et de reonstrution multiehelles. Apres
un bref rappel sur le lien entre l'approhe purement disrete de Harten et
un adre fontionnel du type ondelettes, deux exemples de predition ont ete
derits dans les as interpolant et B-spline. Les deux operateurs orrespon-
dant ne dependent pas, a priori, d'une ondelette puisque leur onstrution
est basee sur l'utilisation d'un operateur d'interpolation. L'avantage majeur
de ette approhe par rapport aux shemas de predition utilisant les onde-
lettes lassiques est alors la possibilite de denir a partir de l'operateur de
predition de Harten des shemas de subdivision non stationnaires et non
uniformes gra^e a la exibilite dans le hoix du stenil d'interpolation.
Nous avons ensuite larie le lien entre l'approhe de Harten et l'approhe en
ondelettes lassiques. Plusieurs resultats deja onnus ont ete rappeles dans
le as de shemas de predition invariants par translation ('est a dire non
adaptes a la nature des donnees) : nous avons montre notamment omment
la onvergene du shema de subdivision assoie a l'operateur de predition
onduit a la onstrution d'une fontion d'ehelle puis d'une ondelette et
don a la denition d'une analyse multiresolution. Dans le as interpolant,
l'approhe de Harten a permis de retrouver les analyses interpolantes intro-
duites par Donoho ([31℄). Dans le as B-spline, elle a permis de retrouver
les analyses biorthogonales de Cohen, Daubehies et Feauvau ([20℄) gra^e a
l'utilisation d'une formule de ommutation de Lemarie ([45℄).
Cependant, l'intere^t de l'approhe de Harten est la possibilite de onstruire
des algorithmes multiehelles non invariants par translation ('est a dire
dependant des arateristiques des donnees). Tous les nouveaux resultats
assoies sont derits dans la partie III.
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Deuxieme partie
Couplage ondelettes/domaines
tifs pour la resolution
d'Equations aux Derivees
Partielles
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Introdution
Dans ette partie, nous nous interessons aux methodes domaines tifs
ave multipliateurs de surfae et a leur ouplage ave les ondelettes pour la
resolution d'un probleme parabolique a oeÆients onstants.
Le probleme initial a la forme suivante,
8
>
>
>
>
>
>
<
>
>
>
>
>
:
Trouver u tel que;
u
t
+ Au = f dans !  [0; T ℄;
uj

= g et u(t = 0; x) = u
0
(x);
(2.84)
ou ! est un ouvert quelonque,  sa frontiere et A est un operateur aux
derivees partielles elliptique.
Pour ramener le probleme a une sequene de problemes elliptiques, le
systeme (2.84) est disretise en temps par un shema aux dierenes nis
assoie a une segmentation t
0
= 0 < t
1
< ::: < t
n
< ::: < t
M
= T de [0; T ℄.
Si u
n
represente l'approximation de u(t
n
; x), le probleme semi-disretise en
temps s'erit, pour un shema d'Euler par exemple,
8n 2 [0;M   1℄
8
>
>
>
>
>
<
>
>
>
>
>
:
Trouver u
n+1
tel que;
L(Æt
n
)u
n+1
= L
1
(Æt
n
)u
n
+ F
n
dans !;
u
n+1
j

= g(t
n+1
; :) et u
0
(x) = u
0
(x);
(2.85)
ou Æt
n
= t
n+1
 t
n
. L et L
1
sont ii deux operateurs aux derivees partielles
et L est elliptique.
A haque temps t
n
, supposant que u
n
est onnu, le systeme (2.85) est alors
un probleme elliptique sur ! ave des onditions de Dirihlet sur la frontiere
.
Apres reeriture sous forme faible, on reformule le probleme (2.85) en utili-
sant l'approhe des domaines tifs ave multipliateurs de surfae ([63℄). Le
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probleme initial deni sur ! est alors interprete omme un probleme d'op-
timisation d'une fontionnelle onvexe sous ontrainte (ii la ondition de
Dirihlet sur la frontiere) deni sur un domaine plus grand et plus simple

  !. Introduisant (U
n
; 
n
), le ouple de solution a l'instant t
n
, la reformu-
lation du probleme (2.85) prend la forme du probleme de point selle suivant,
8n 2 [0;M   1℄
8
>
>
>
>
>
>
<
>
>
>
>
>
>
:
Trouver U
n+1
2 H(
) et 
n+1
2 G() tel que;
a


(U
n+1
; v)  Ætb(v; 
n+1
) = l

;n
(v) 8v 2 H(
);
b(U
n+1
; ) =< g
n+1
 >

8 2 G();
(2.86)
ou H(
) et G() sont des espaes fontionnels adequats et < ; >

represente le rohet de dualite assoie a G() et a son dual.
Ω
ω
γ
nγ
Fig. 2.4 { Domaines et frontieres dans l'approhe des domaines tifs
En introduisant deux approximations multi-niveaux de H(
) et G(),
la disretisation omplete du systeme (2.86) orrespond lassiquement a un
systeme lineaire dont la solution donne les oordonnees d'une approximation
de U
n+1
et d'une approximation de 
n+1
dans des bases partiulieres.
L'approhe domaine tif s'aompagne de quelques limitations essen-
tiellement dues au passage du domaine ! au grand domaine 
 puis de 

a la frontiere  de ! et qui sont disutees dans les hapitres suivants. En
partiulier,
{ L'existene et l'uniite de la solution du probleme de point selle requiert
une ondition Inf-Sup qui relie les espaes d'approximation de H(
) et
G().
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{ La regularite de U
n
sur 
 ne depend pas uniquement du probleme
initial ; elle depend aussi de l'operateur de prolongement de ! sur 

qu'il faut denir.
{ La matrie du systeme lineaire nal est generalement mal onditionnee.
{ Des diÆultes tehniques peuvent e^tre renontrees dans l'implementation,
notamment pour l'extension de la solution initiale u
0
de ! a 
 ou pour
l'evaluation de la trae sur .
Notre travail onsiste a presenter les dierentes etapes de disretisation
qui onduisent au systeme lineaire et a en etudier l'implementation. Dans
la suite de ette partie, A =   ( > 0) et f = 0, e qui orrespond a
l'equation de la haleur sans soure, denie sur !  IR
2
ave des onditions
de Dirihlet sur la frontiere.
Le hapitre 3 presente les dierentes etapes de la disretisation qui
onduisent au systeme lineaire. A haque etape, nous donnons un resultat
d'existene et d'uniite des solutions. Une estimation d'erreur est fournie
pour le probleme de point selle.
Le hapitre 4 est onsare a l'implementation numerique de la methode. On
s'interesse notamment au onditionnement des matries du probleme, ainsi
qu'a l'evaluation par des formules de quadrature des projetions des traes
des fontions de base de H(
) dans G().
Finalement, le hapitre 5 onerne quelques appliations numeriques et
presente les solutions de problemes ave geometries omplexes et une exten-
sion numerique de ette approhe a un probleme a frontiere mobile.
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Chapitre 3
Formulations, disretisations et
approximations
Le probleme initial est,
Soit g 2 C
0
(0; T; C
0
()) et u
0
2 C
0
(!),
8
>
>
>
>
>
>
>
>
>
>
<
>
>
>
>
>
>
>
>
>
>
:
Trouver u 2 C
1
(0; T; C
2
(!)) ; tel que;
u
t
= u dans !  [0; T ℄;
uj

= g sur   [0; T ℄;
u(0; x) = u
0
(x) dans !:
(3.1)
3.1 Formulations et disretisations
3.1.1 Disretisation en temps
Le systeme (3.1) est d'abord disretisee en temps en utilisant un shema
aux dierenes nies assoie a une segmentation reguliere de [0; T ℄. Par
exemple, dans le as du shema d'Euler impliite et d'une segmentation
reguliere de pas Æt, on obtient le probleme suivant,
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8n  0, si u
n
designe l'approximation de u(t
n
; :) et g
n
= g(t
n
; :),
8
>
>
>
>
>
>
>
>
>
>
<
>
>
>
>
>
>
>
>
>
>
:
Trouver u
n+1
2 C
2
(!) tel que;
(I   Æt ) u
n+1
= u
n
dans !;
u
n+1
j

= g
n+1
sur ;
u
0
= u
0
dans !;
(3.2)
Il est utile par la suite d'introduire un relevement, u
g
2 C
1
(0; T; C
2
(!)),
tel que 8t; u
g
j

(t; :) = g(t; :) et d'erire u = u
g
+ w. Nous denissons aussi
w
n
tel que w
n
= u
n
  u
g
(t
n
; :).
Classiquement, le probleme (3.2) est reformule au sens faible. On est don
amene a introduire un operateur trae 
0
: H
1
(!) ! H
1=2
(). On fait l'hy-
pothese lassique que  est suÆsamment reguliere pour pouvoir denir les
operateurs de prolongement et de trae.
Le theoreme suivant rappelle deux inegalites veriees par l'operateur trae
et qui sont utilisees dans la suite du hapitre.
Theoreme 3.1.1 Theoreme de trae et de relevement
Pour haque f 2 H
s
(!) et s >
1
2
, on a,
jj
0
(f)jj
H
s 1=2
()
 
T
1
jjf jj
H
s
(!)
: (3.3)
Inversement, pour haque q 2 H
s 1=2
(), il existe f 2 H
s
(!) tel que

0
(f) = q et
jjf jj
H
s
(!)
 
T
2
jjqjj
H
s 1=2
()
: (3.4)
Introduisant le onvexe K
g
n
= fu 2 H
1
(!)=
0
(u) = g
n
g, la formulation
faible du probleme (3.2) s'erit alors,
8n  0,
8
>
<
>
:
Trouver u
n+1
2 K
g
n+1
; tel que 8(v; w) 2 K
g
n+1
K
g
n+1
;
a
!
(u
n+1
; v   w) = l
!;n
(v   w);
(3.5)
ave
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a
!
: H
1
(!)H
1
(!) ! IR
(u; v) 7!
Z
!
(Ætrurv + uv) dxdy; (3.6)
et
l
!;n
: H
1
0
(!) ! IR
v 7!
Z
!
u
n
v dxdy: (3.7)
Nous rappelons les resultats lassiques relatifs aux solutions des problemes
(3.2) et (3.5).
Theoreme 3.1.2
{ Pour tout n  0, le probleme (3.5) a une unique solution u
n+1
. De
plus, si pour k > 0,  est une variete C
k+2
, si u
n
2 H
k
(!) et g
n+1
2
H
k+
3
2
(), alors u
n+1
2 H
k+2
(!).
{ Pour tout n  0, le systeme (3.2) est equivalent au probleme (3.5) si
g 2 C
0
(0; T; C
0
()) et u
0
2 C
0
(!).
Nous ontinuons la disretisation du systeme (3.1), en transformant, pour
haque n, le probleme elliptique (3.5) en un probleme de point selle. Denissant

 omme un retangle de IR
2
de taille L L
0
ave 
  !, nous introduisons
l'operateur de restrition R
!
, resp. R

n!
, operateur de restrition de H
1
(
)
dans H
1
(!), resp. dans H
1
(
n!).
D'apres [40℄, le probleme (3.5) peut e^tre reformule dans le adre des do-
maines tifs des que l'on peut denir U
0
2 H
1
(
) tel que R
!
(U
0
) = u
0
,
sous la forme,
Soit g 2 L
2

0; T;H
1=2
()

et U
0
2 H
1
(
),
8n  0,
8
>
>
>
>
>
<
>
>
>
>
>
:
Trouver (U
n+1
; 
n+1
) 2 H
1
(
)H
 1=2
() tel que;
a


(U
n+1
; V )  Ætb(V; 
n+1
) = l

;n
(V ) 8V 2 H
1
(
);
b(U
n+1
; ) =
R

g
n+1
 d 8 2 H
 1=2
();
(3.8)
ou a


(resp. l

;n
) s'obtient en remplaant ! par 
 (resp. ! par 
 et u
n
par U
n
) dans l'expression (3.6) (resp. dans l'expression (3.7)),
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b : H
1
(
)H
 1=2
() ! IR
(V; ) 7!< T

0
(V ) ;  >

; (3.9)
T

0
: H
1
(
) ! H
1=2
();
V 7! 
0
(R
!
V ) ; (3.10)
et < ; >

est le produit de dualite deni sur H
 1=2
()H
1=2
().
Le theoreme de trae et de relevement 3.1.1 peut s'etendre aux as des
fontions de H
1
(
) gra^e a l'operateur de restrition, R
!
, en supposant assez
de regularite pour la frontiere  ([29℄). Cei onstitue un resultat essentiel
dans la preuve de l'existene et l'uniite de la solution du probleme (3.8)
totalement disretise puisqu'il relie les fontions de H
1
(
) aux fontions de
H
1=2
().
Theoreme 3.1.3
Pour tout f
1
2 H
s
(
), s >
1
2
, on a,
jjT

0
(f
1
)jj
H
s 1=2
()
 
T
1
jjf
1
jj
H
s
(
)
: (3.11)
Inversement, pour haque q 2 H
s 1=2
(), il existe f
1
2 H
s
(
) tel que
T

0
(f
1
) = q et
jjf
1
jj
H
s
(
)
 
T
2
jjqjj
H
s 1=2
()
; (3.12)
Remarque 3.1.1
Il est utile pour la suite de noter que a


(resp. l

;n
) verie les me^mes pro-
prietes que a
!
(resp. l
!;n
) i.e. elliptique et ontinue (resp. ontinue) dans
H
1
(
)  H
1
(
) (resp. dans H
1
(
)). On note C
a
= max(1; Æt) (resp. 
a
=
min(1; Æt)) la onstante de ontinuite (resp. la onstante d'elliptiite) de a


.
De me^me, b est une forme bilineaire ontinue et nous notons C
b
sa onstante
de ontinuite.
Le theoreme suivant etablit un resultat sur l'existene et l'uniite de la
solution du systeme (3.8).
Theoreme 3.1.4
Le probleme semi-disretise (3.8) a une unique solution, (U
n+1
; 
n+1
), et la
restrition de U
n+1
a ! est la solution du systeme (3.5), i.e. 8n; R
!
U
n+1
=
u
n+1
.
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Preuve:
La preuve lassique est empruntee a [63℄.
D'apres [11℄, la seule propriete restant a verier pour avoir l'existene et
l'uniite de la solution du probleme (3.8) est une ondition inf-sup qui s'erit :
9 > 0; tel que,
inf
2H
 1=2
()
sup
v2H
1
(
)
b(v; )
jj  jj
H
 1=2
()
jj v jj
H
1
(
)
 : (3.13)
Cette ondition est satisfaite en utilisant le theoreme 3.1.3.
En eet, d'apres l'inegalite (3.12) (pour s = 1) et puisque T

0
est un operateur
surjetif, on peut erire,
8
0
2 H
1=2
(); 9v 2 H
1
(
); tel que; 8 2 H
 1=2
()
< ; 
0
>

jj
0
jj
H
1=2
()
 
T
2
< ; T

0
v >

jjvjj
H
1
(
)
; (3.14)
d'ou
sup

0
2H
1=2
()
< ; 
0
>

jj
0
jj
H
1=2
()
 
T
2
sup
v2H
1
(
)
< ; T

0
v >

jjvjj
H
1
(
)
: (3.15)
Puisque, jjjj
H
1=2
()
= sup

0
2H
1=2
()
<;
0
>

jj
0
jj
H
1=2
()
, il vient nalement,
inf
2H
 1=2
()
sup
v2H
1
(
)
b(v; )
jj  jj
H
 1=2
()
jj v jj
H
1
(
)

1

T
2
: (3.16)
Pour tout n  0, il y a don existene et uniite de la solution (U
n+1
; 
n+1
)
du probleme (3.8).
Reste alors a montrer que pour tout n  0, R
!
U
n+1
= u
n+1
.
Remarquons d'abord que la seonde equation du probleme (3.8) fournit
pour tout n  0, T

0
U
n+1
= 
0
(R
!
U
n+1
) = g
n+1
. Puisque par denition des
operateurs de restrition, R
!
U
n+1
2 H
1
(!), on en deduit que
R
!
U
n+1
2 K
g
n+1
: (3.17)
De plus, pour tout v 2 H
1
0
(!), introduisant,
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V =
(
v dans !;
0 dans 
n!;
(3.18)
V 2 H
1
(
) et la premiere equation du systeme (3.8) donne, sahant que
T

0
V = 0,
a


(U
n+1
; V ) = l

;n
(V ); (3.19)
La onstrution de V et les expressions de a


et l

;n
onduisent alors a,
8v 2 H
1
0
(!); a
!
(R
!
U
n+1
; v) = l
!;n
(v); (3.20)
qui est exatement l'equation du probleme (3.5) et montre don, en om-
binant ave l'expression (3.17), que pour tout n  0, R
!
U
n+1
= u
n+1
.
3.1.2 Disretisation spatiale
La disretisation omplete s'obtient, lassiquement, en remplaant dans
la formulation (3.8) les espaes de Sobolev par des sous-espaes de dimension
nie. Dans [43℄, une methode type ondelettes/Galerkin a ete onstruite pour
la resolution de probleme similaire. Ii, nous hoisissons une disretisation
du type Petrov-Galerkin. Son prinipal avantage est derit dans la remarque
4.1.1 et apparait quand on formule le probleme ompletement disretise sous
sa forme vetorielle avant son implementation.
Introduisant trois espaes d'approximation U


h
 H
1
(
), V


h
 H
1
(
) et
Q

h
0
 H
 1=2
(), le systeme (3.8) est approhe par,
8n  0,
8
>
>
>
>
>
>
<
>
>
>
>
>
:
Trouver

U
n+1
h
; 
n+1
h
0

2 U


h
Q

h
0
tel que;
a


(U
n+1
h
; V
h
)  Ætb(V
h
; 
n+1
h
0
) = l

;n
(V
h
) 8V
h
2 V


h
;
b(U
n+1
h
; 
h
0
) =
R

g
n+1
h
0

h
0
d 8
h
0
2 Q

h
0
:
(3.21)
Supposant que V


h
 H
2
(
) et utilisant une formule de Green, le systeme
(3.21) s'erit,
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8n  0,
8
>
>
>
>
>
>
<
>
>
>
>
>
>
:
Trouver

U
n+1
h
; 
n+1
h
0

2 U


h
Q

h
0
tel que;
R


U
n+1
h
(V
h
  ÆtV
h
) dxdy   Æt
R


n+1
h
0
T

0
(V
h
)d =
R


U
n
h
V
h
dxdy 8V
h
2 V


h
;
R

T

0
(U
n+1
h
)
h
0
d =
R

g
n+1
h
0

h
0
d 8
h
0
2 Q

h
0
:
(3.22)
Nous preisons, dans e qui suit, les espaes que nous utilisons, ainsi que
les operateurs de projetion assoies.
Approximation de H
1
(
)
Les espaes
n
U


j
o
j2ZZZ
(h = 2
 j
) d'une analyse multiresolution bi-dimensionnelle,
onstruite a partir d'une analyse multiresolution monodimensionnelle ortho-
normale m-reguliere (setion 1.1), suivant la tehnique du produit tensoriel
(setion 1.1.2), sont de bons andidats pour U


h
.
D'apres [16℄ et supposant assez de regularite pour l'analyse multiresolution
generant U


h
, i.e. m > 2, nous onstruisons V


h
omme l'image de U


h
par
l'operateur (I   Æt)
 1
, i.e.
V


j
= (I   Æt)
 1
U


j
: (3.23)
Nous rappelons que de tels espaes admettent omme fontions de base
des "vaguelettes" biorthogonales (setion 1.2.1) et partagent plusieurs pro-
prietes ave les analyses multiresolutions lassiques.
Les denitions suivantes introduisent les notations relatives a la onstru-
tion de es deux espaes d'approximation.
Pour haque j 2 IN , nous denissons les deux ensembles d'indies sui-
vants,
K
j
=
n
 = (j; k
1
; k
2
); k
1
= 0; :::; 2
j
  1; k
2
= 0; :::; 2
j
  1
o
; jj = j;
A
j
= K
j
 f1; 2; 3g:
On a alors,
Denition 3.1.1
- L'espae d'approximation U


j
est deni de la faon suivante,
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U


j
= vet
n




;  2 K
j
o
(3.24)
= vet
n
	

;i

; (; i) 2 A
l
; 0  l  j   1
o
(3.25)
ou 



(resp. 	

;i

; i 2 f1; 2; 3g) sont les fontions d'ehelle (resp. les
ondelettes) d'une analyse multiresolution m-reguliere onstruite par produit
tensoriel. On note 8U 2 H
1
(
), f



(U)g
2K
j
(resp. fd

;i

(U)g
(;i)2A
l
; 0 
l  j   1) les oeÆients d'ehelles (resp. de details) assoies.
- L'espae d'approximation V


j
est onstruit omme suit,
V


j
= vet
n


;i

; (; i) 2 A
l
; 0  l  j   1
o
(3.26)
ave 8 2 K
l
; 

;i

2 L
2
(
) et 

;i

= 2
2j
(I   Æt)
 1
	

;i

.
Comme dans la setion 1.2.1, on introduit aussi
~


;i

= 2
 2j
(I   Æt)	

;i

.
Denition 3.1.2
On appelle P
U


h
, l'operateur de projetion orthogonale sur U


h
, qui s'erit,
P
U


h
: H
1
(
) ! U


h
U 7!
j 1
X
l=0
X
(;i)2A
l
< U;	

;i

>
L
2
(
)
	

;i

; (3.27)
et P
V


h
, l'operateur de projetion biorthogonale sur V


h
, qui s'erit,
P
V


h
: H
1
(
) ! V


h
V 7!
j 1
X
l=0
X
(;i)2A
l
< V;
~


;i

>
L
2
(
)


;i

: (3.28)
Approximation de H
 1=2
()
Nous hoisissons pour Q

h
0
, les espaes fQ

j
0
g
j
0
2ZZ
(h
0
= 2
 j
0
) d'une analyse
multiresolution de L
2
() de regularite m
0
 1.
Pour haque j
0
2 IN , introduisant
K
0
j
0
=
n

0
= (j
0
; l
0
); l
0
= 0; :::; 2
j
0
  1
o
; j
0
j = j
0
;
on a,
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Denition 3.1.3
l'espae Q

j
0
est deni par,
Q

j
0
= vet
n



0
; 
0
2 K
0
j
0
o
(3.29)
= vet
n
 


0
; 
0
2 K
0
l
0
; 0  l
0
 j
0
  1
o
(3.30)
ou 


0
sont les fontions d'ehelle et  


0
sont les ondelettes et on note
8 2 L
2
(), f


0
()g

0
2K
0
j
0
(resp. fd


0
()g

0
2K
0
j
0
) les oeÆients d'ehelles
(resp. de details) assoies.
Denition 3.1.4
L'operateur de projetion orthogonale sur Q

h
0
, P
Q

h
0
, s'erit,
P
Q

h
0
: H
 1=2
() ! Q

h
0
 7!
j
0
 1
X
l
0
=0
X

0
2K
0
l
0
< ;  


0
>
L
2
()
 


0
: (3.31)
3.2 Existene et uniite des solutions
Classiquement, le point le pour montrer l'existene et l'uniite des so-
lutions est une ondition Inf-Sup reliant et eventuellement ontraignant les
dierents espaes d'approximation. Plus preisement, nous prouvons le theoreme
suivant qui est une generalisation au as Petrov-Galerkin d'un theoreme las-
sique ([58℄ p 249).
Theoreme 3.2.1
Soit U


h
 H
1
(
), V


h
 H
1
(
) et Q

h
0
 H
 1=2
() trois espaes d'approxi-
mation.
Supposons qu'il existe deux onstantes K et  telles que la forme bilineaire
a


verie,
j a


(U
h
; V
h
) j K jj U
h
jj
H
1
(
)
jj V
h
jj
H
1
(
)
; 8U
h
2 U


h
; V
h
2 V


h
; (3.32)
sup
V
h
2V


h
;V
h
6=0
a


(U
h
; V
h
)
jj V
h
jj
H
1
(
)
  jj U
h
jj
H
1
(
)
; 8U
h
2 U


h
; (3.33)
sup
U
h
2U


h
a


(U
h
; V
h
) > 0; 8V
h
2 V


h
; V
h
6= 0: (3.34)
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Supposons qu'il existe aussi deux onstantes positives 
1
and 
2
telles que
la forme bilineaire b verie,
sup
V
h
2V


h
;V
h
6=0
b(V
h
; 
h
0
)
jj V
h
jj
H
1
(
)
 
1
jj 
h
0
jj
H
 1=2
()
; 8
h
0
2 Q

h
0
; (3.35)
sup
U
h
2U


h
;U
h
6=0
b(U
h
; 
h
0
)
jj U
h
jj
H
1
(
)
 
2
jj 
h
0
jj
H
 1=2
()
; 8
h
0
2 Q

h
0
; (3.36)
alors, pour tout n  0, il y a existene et uniite de la solution (U
n+1
h
; 
n+1
h
0
)
du probleme (3.21).
Preuve:
La preuve est similaire a elle presentee dans [58℄. On ommene par
montrer, en utilisant les inegalites (3.35) et (3.36), que le probleme (3.21) est
equivalent au probleme suivant :
8
>
>
<
>
>
:
Trouver U
n
h
2 U


g;h
=
n
U
h
2 U


h
; T

0
(U
h
) = g
o
; tel que
a


(U
n
h
; V
h
) = l

;n
(V
h
); 8V
h
2 V


0;h
(3.37)
ave V


0;h
=
n
V
h
2 V


h
; T

0
(V
h
) = 0
o
.
D'apres les inegalites (3.32), (3.33) et (3.34), le lemme de Neas ([52℄) ga-
rantit alors l'existene et l'uniite de la solution de ette nouvelle formulation
et don du probleme (3.21).
Pour pouvoir appliquer le theoreme 3.2.1, nous devons verier les pro-
prietes (3.32) a (3.36) quand U


h
, V


h
et Q

h
0
sont onstruits en suivant la
setion preedente.
Nous ommenons par la proposition suivante qui onerne la forme bilineaire
a


.
Proposition 3.2.1
Si U


h
et V


h
sont onstruits omme dans la denition 3.1.1, alors la forme bi-
lineaire a


du probleme (3.21) satisfait les onditions (3.32), (3.33) et (3.34).
Preuve:
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a) La propriete (3.32) est immediate d'apres la ontinuite de a


ave
K = C
a
(voir remarque 3.1.1).
b) Propriete (3.33)
Pour prouver l'inegalite (3.33), nous utilisons l'elliptiite de a


.
En utilisant l'operateur de projetion sur V


h
, P
V


h
(deni par l'expression
(3.28)), on peut erire
sup
V
h
2V


h
;V
h
6=0
a


(U
h
; V
h
)
jj V
h
jj
H
1
(
)
 sup
V 2H
1
(
);V 6=0
a


(U
h
; P
V


h
V )
jj P
V


h
V jj
H
1
(
)
8U
h
2 U


h
; (3.38)
d'apres les expressions (3.6), (3.28) et les denitions de 

;i

et
~


;i

, il
vient,
8(U
h
; V ) 2 U


h
H
1
(
); a


(U
h
; P
V


h
V ) = a


(U
h
; V ); (3.39)
et don, l'inegalite (3.38) devient
sup
V
h
2V


h
;V
h
6=0
a


(U
h
; V
h
)
jj V
h
jj
H
1
(
)
 sup
V 2H
1
(
);V 6=0
a


(U
h
; V )
jj P
V


h
V jj
H
1
(
)
8U
h
2 U


h
: (3.40)
Puisque P
V


h
est un operateur de projetion biorthogonal, jj P
V


h
V jj
H
1
(
)


V


h
jj V jj
H
1
(
)
.
En utilisant l'elliptiite de a


(voir remarque 3.1.1), nous obtenons na-
lement
sup
V
h
2V


h
;V
h
6=0
a


(U
h
; V
h
)
jj V
h
jj
H
1
(
)


a

V


h
jj U
h
jj
H
1
(
)
8U
h
2 U


h
; (3.41)
et la propriete (3.33) en deoule ave  =

a

V


h
.
) Propriete (3.34)
Erivant tout V
h
2 V


h
sous la forme,
V
h
=
j 1
X
l=0
X
(;i)2A
l
< V
h
;
~


;i

>
L
2
(
)


;i

; (3.42)
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il vient immediatement en prenant,
U
h
=
j 1
X
l=0
X
(;i)2A
l
< V
h
;
~


;i

>
L
2
(
)
	

;i

; (3.43)
que
a


(U
h
; V
h
) =jj U
h
jj
2
L
2
(
)
> 0
et don la propriete (3.34) est veriee.
Cei onlut la preuve.
La proposition suivante onerne les onditions a verier pour la forme
bilineaire b. Elle s'inspire de [24℄ et s'erit
Proposition 3.2.2
Si U


h
, V


h
et Q

h
0
sont onstruits omme preedemment et si Q

h
0
2 H
s
0
 1=2
()
ave s
0
> 2 alors la forme bilineaire b du probleme (3.21) satisfait
sup
U
h
2U


h
;U
h
6=0
b(U
h
; 
h
0
)
jj U
h
jj
H
1
(
)
 
2
jj 
h
0
jj
H
 1=2
()
; 8
h
0
2 Q

h
0
; (3.44)
sup
V
h
2V


h
;V
h
6=0
b(V
h
; 
h
0
)
jj V
h
jj
H
1
(
)
 
1
jj 
h
0
jj
H
 1=2
()
; 8
h
0
2 Q

h
0
; (3.45)
a ondition d'avoir
j(s
0
  2)  j
0
(s
0
  1)  B (3.46)
ou B est une onstante qui depend du probleme.
La preuve des expressions (3.44) et (3.45) s'appuie sur les deux lemmes
suivants.
Le premier est emprunte a [24℄ ; il etablit une inegalite de Cauhy Shwarz
inverse quand on travaille dans l'espae Q

h
0
.
Lemme 3.2.1
Pour tout 
h
0
2 Q

h
0
, il existe 
?
h
0
2 Q

h
0
\H
s
0
 1=2
(); s
0
 1, tel que,
jj
h
0
jj
H
 1=2
()
jj
?
h
0
jj
H
1=2
()
 K
Z


h
0

?
h
0
d (3.47)
ou K est une onstante qui depend des onstantes du probleme.
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La preuve de e lemme est detaillee dans [24℄ et n'est don pas rappelee
ii. Elle utilise les proprietes d'une analyse multiresolution orthonormale.
Le seond lemme fournit un resultat d'approximation pour la trae des
fontions de U


h
et V


h
.
Lemme 3.2.2
1) Si Q

h
0
2 H
s
0
 1=2
(); s
0
> 1, il existe pour tout 
h
0
2 Q

h
0
, un element
U
?
h
2 U


h
tel que,
jj
h
0
  T

0
U
?
h
jj
H
1=2
()
 
T
1

T
2
C
J;


C
B;

2
 (j j
0
)(s
0
 1)
jj
h
0
jj
H
1=2
()
;
(3.48)
et
jjU
?
h
jj
H
1
(
)
 
T
2
jj
h
0
jj
H
1=2
()

C
B;

C
J;

2
 (j j
0
)(s
0
 1)
+ 1

: (3.49)
2) De plus, si Q

h
0
2 H
s
0
 1=2
(); s
0
> 2, il existe pour tout 
h
0
2 Q

h
0
, un
element V
?
h
2 V


h
tel que,
jj
h
0
  T

0
V
?
h
jj
H
1=2
()
 
T
1

T
2
C
J;

C
B;

2
 j(s
0
 2)+j
0
(s
0
 1)
jj
h
0
jj
H
1=2
()
;
(3.50)
et
jjV
?
h
jj
H
1
(
)
 
T
2
jj
h
0
jj
H
1=2
()

C
B;

C
J;


2
 j(s
0
 2)+j
0
(s
0
 1)
+ 1

: (3.51)
Preuve:
La preuve de 1) a deja ete faite dans [24℄, elle utilise les inegalites de
Jakson (1.27) et elles du type Bernstein (inegalites (1.29) et (1.30)) dans
n
Q

j
0
o
j
0
2ZZ
et dans
n
U


j
o
j2ZZ
.
Reste a montrer 2) :
Puisque Q

h
0
 H
s
0
 1=2
(); s
0
> 2, le theoreme 3.1.3 garantit, pour tout

h
0
2 Q

h
0
, l'existene d'une extension E
h
0
2 H
s
0
(
) telle que,
T

0
E
h
0
= 
h
0
; (3.52)
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et
jjE
h
0
jj
H
s
0
(
)
 
T
2
jj
h
0
jj
H
s
0
 1=2
()
: (3.53)
Pour tout 
h
0
2 Q

h
0
, prenons V
?
h
2 V


h
tel que,
jjE
h
0
  V
?
h
jj
H
1
(
)
= min
V
h
2V


h
jjE
h
0
  V
h
jj
H
1
(
)
: (3.54)
D'apres les expressions (3.11) et (3.52), on peut erire,
jjE
h
0
  V
?
h
jj
H
1
(
)

1

T
1
jjT

0
(E
h
0
  V
?
h
)jj
H
1=2
()
;
jjE
h
0
  V
?
h
jj
H
1
(
)

1

T
1
jj
h
0
  T

0
V
?
h
)jj
H
1=2
()
: (3.55)
En utilisant l'inegalite (1.73) et puisque E
h
0
2 H
s
0
(
), s
0
> 2, il vient,
jj
h
0
  T

0
V
?
h
jj
H
1=2
()
 
T
1
C
J;


2
 j(s
0
 2)
jjE
h
0
jj
H
s
0
(
)
: (3.56)
Combinant (3.56) ave (3.53) et l'inegalite (1.30) pour les espaes fQ

j
0
g
j
0
2ZZ
,
on obtient,
jj
h
0
  T

0
V
?
h
jj
H
1=2
()
 
T
1

T
2
C
J;


C
B;

2
 j(s
0
 2)+j
0
(s
0
 1)
jj
h
0
jj
H
1=2
()
;
(3.57)
qui est l'inegalite (3.50).
De plus, erivant jjV
?
h
jj
H
1
(
)
= jjV
?
h
  E
h
0
jj
H
1
(
)
+ jjE
h
0
jj
H
1
(
)
, les ex-
pressions (3.53) (pour s
0
= 1), (1.73) et (1.30) donnent,
jjV
?
h
jj
H
1
(
)
 
T
2
C
J;

C
B;

2
 j(s
0
 2)+j
0
(s
0
 1)
jj
h
0
jj
H
1=2
()
+ 
T
2
jj
h
0
jj
H
1=2
()
;
 
T
2
jj
h
0
jj
H
1=2
()

C
J;

C
B;

2
 j(s
0
 2)+j
0
(s
0
 1)
+ 1

; (3.58)
qui est l'inegalite (3.51), e qui onlut la preuve
En ombinant les lemmes 3.2.1 et 3.2.2, nous prouvons la proposition
3.2.2.
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Preuve:
Comme preedemment, nous ne nous interessons qu'a la preuve de l'inegalite
(3.45) puisque W. Dahmen et A. Kunoth fournissent, dans [24℄, la preuve de
la ondition (3.44) en utilisant les inegalites (3.47), (3.48) et (3.49). Ils abou-
tissent a la veriation de la ondition Inf-Sup des que j(s
0
 1) j
0
(s
0
 1)  B
ou B depend des parametres du probleme.
Suivant la me^me demarhe, nous herhons la ondition qui garantit la ondi-
tion Inf-Sup (3.45).
D'apres le lemme 3.2.1, pour tout 
h
0
2 Q

h
0
 H
s
0
 1=2
() ave s
0
> 2, il
existe 
?
h
0
tel que,
jj
h
0
jj
H
 1=2
()
jj
?
h
0
jj
H
1=2
()
 K
Z


h
0

?
h
0
d;
 K
Z


h
0
(
?
h
0
  T

0
V
h
)d +K
Z


h
0
T

0
V
h
d;
(3.59)
pour tout V
h
2 V


h
.
Choisissant alors pour V
h
, l'element V
?
h
qui verie les inegalites (3.50) et
(3.51), l'expression (3.59) donne,
jj
h
0
jj
H
 1=2
()
jj
?
h
0
jj
H
1=2
()
 Kjj
h
0
jj
H
 1=2
()
jj
?
h
0
  T

0
V
?
h
jj
H
1=2
()
+K
Z


h
0
T

0
V
?
h
d;
 
T
1

T
2
KC
J;


C
B;

2
 j(s
0
 2)+j
0
(s
0
 1)
jj
?
h
0
jj
H
1=2
()
jj
h
0
jj
H
 1=2
()
;
+ K
Z


h
0
T

0
V
?
h
d: (3.60)
L'inegalite (3.60) s'erit,
jj
h
0
jj
H
 1=2
()
jj
?
h
0
jj
H
1=2
()

1  
T
1

T
2
KC
J;
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B;

2
 j(s
0
 2)+j
0
(s
0
 1)

 K
Z


h
0
T

0
V
?
h
d;
(3.61)
Supposant 1 
T
1

T
2
KC
J;

C
B;

2
 j(s
0
 2)+j
0
(s
0
 1)
> 0, i.e j(s
0
 2) j
0
(s
0
 
1) > B ou B =
ln(
T
1

T
2
KC
J;


C
B;

)
ln2
, l'inegalite (3.51) permet de reerire
(3.61),
jj
h
0
jj
H
 1=2
()
jjV
?
h
jj
H
1
(
)
1 K
T
1

T
2
C
J;


C
B;

2
 j(s
0
 2)+j
0
(s
0
 1)

T
2
K

C
B;

C
J;

2
 j(s
0
 2)+j
0
(s
0
 1)
+ 1


Z


h
0
T

0
V
?
h
d;
(3.62)
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et on a, 8
h
0
2 Q

h
0
,
1  
T
1

T
2
KC
J;

C
B;

2
 j(s
0
 2)+j
0
(s
0
 1)

T
2
K

C
B;

C
J;

2
 j(s
0
 2)+j
0
(s
0
 1)
+ 1

 sup
V
h
2V


h
b(V
h
; 
h
0
)
jj
h
0
jj
H
 1=2
()
jjV
h
jj
H
1
(
)
;
(3.63)
Puisque j(s
0
  2)  j
0
(s
0
  1) > B, le terme de gauhe de l'inegalite peut
e^tre minoree independamment de j et j
0
, e qui onduit a la ondition Inf-Sup
(3.45) et don onlut la preuve.
D'apres le theoreme 3.2.1, les propositions 3.2.1 et 3.2.2, l'existene et
l'uniite de la solution du systeme (3.21) sont prouvees.
Remarque 3.2.1
- Remarquons que la ondition imposee sur (j; j
0
) par la proposition 3.2.2 (i.e
j(s
0
  2)  j
0
(s
0
  1)  B) n'est pas tres restritive puisqu'en pratique, il est
toujours possible de onstruire
n
Q

j
0
o
j
0
2ZZ
2 H
s
0
 
1
2
() ave s
0
> 2 simplement
en augmentant l'ordre de l'analyse multiresolution.
- L'expression (3.63) entraine aussi, a ondition d'avoir j(s
0
 2) j
0
(s
0
 1) >
B,
8
h
0
2 Q

h
0
; sup
V
h
2V


h
b(V
h
; 
h
0
)
jj
h
0
jj
H
 1=2
()
jjV
h
jj
H
2
(
)
> 0: (3.64)
Ce resultat est utilise dans le alul de borne d'erreur de la setion sui-
vante.
3.3 Estimation d'erreur
En revenant a la suession de formulations introduites dans la disretisation
et l'approximation du probleme (3.1), nous nous interessons a la onnetion
entre les dierentes solutions. Plus preisement, nous presentons les estima-
tions d'erreur assoiees a haque probleme. Elles onduisent a l'estimation
globale pour jj u(:; t
n
)  R
!
U
n
h
jj
L
2
(!)
.
Erivant pour tout n,
8n; jj u(t
n
; :)  R
!
U
n
h
jj
L
2
(!)
jj u(t
n
; :)  u
n
jj
L
2
(!)
+ jj u
n
  R
!
U
n
h
jj
L
2
(!)
;
(3.65)
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l'estimation de la borne d'erreur se fait en deux etapes : estimation de l'er-
reur de disretisation temporelle (1
ier
terme) puis de l'erreur de disretisation
spatiale (2
nd
terme).
3.3.1 Erreur de disretisation temporelle
Utilisant la deomposition u = u
g
+w introduite au debut de e hapitre,
nous enonons la proposition suivante pour w et w
n
.
Proposition 3.3.1
Il existe  independante de Æt tel que
jj w(t
n+1
; :)  w
n+1
jj
L
2
(!)
jj w(t
0
; :)  w
0
jj
L
2
(!)
+T Æt:
(3.66)
Puisque u = u
g
+ w, la proposition 3.3.1 fournit la me^me estimation
d'erreur pour jj u(t
n+1
; :)  u
n+1
jj
L
2
(!)
.
Preuve:
Il est lassique de reerire la premiere equation du probleme (3.1) omme
Trouver w 2 C
1
(0; T; C
2
(!)) tel que,
dw
dt
=  
du
g
dt
+ w + u
g
; (3.67)
et de reerire la premiere equation du probleme (3.2)omme
Trouver w
n+1
2 C
2
(!) tel que,
w
n+1
  w
n
Æt
=  
u
g
(t
n+1
; :)  u
g
(t
n
; :)
Æt
+ w
n+1
+ u
g
(t
n+1
; :): (3.68)
Soustrayant l'expression (3.67) a l'expression (3.68) et utilisant un developpement
de Taylor, nous obtenons en prenant t = t
n+1
et en introduisant 8n; e
n
=
w(t
n
; :)  w
n
jj e
n+1
jj
L
2
(!)
 jj e
n
jj
L
2
(!)
+Æt
2
:
(3.69)
En iterant l'inegalite (3.69),
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jj e
n+1
jj
L
2
(!)
jj e
0
jj
L
2
(!)
+T Æt;
(3.70)
e qui onlut la preuve.
3.3.2 Erreur de disretisation spatiale
D'apres le theoreme 3.1.4, u
n
= R
!
U
n
. R
!
etant un operateur lineaire
borne, l'erreur de disretisation spatiale est obtenue en majorant jj U
n
 
U
n
h
jj
L
2
(
)
.
Nous etablissons l'estimation suivante
Proposition 3.3.2
Soit U
n
(resp. U
n
h
) l'unique solution du probleme (3.8) (resp. du probleme
(3.21)), alors on a
si 8k  n+ 1, U
k
2 H
s
(
); s  m et 
k
2 H
s
0
(); s
0
 m
0
, alors
jj U
n+1
h
  U
n+1
jj
L
2
(
)
jj U
0
h
  U
0
jj
L
2
(
)
+

0
T
Æt

2
 js
+ 2
 j
0
s
0

; (3.71)
ou 
0
est une onstante independante de Æx = 2
 j
, Æy = 2
 j
et de Æt.
Preuve:
Combinant la premiere equation des problemes (3.8) et (3.21), nous pou-
vons erire :
8(U
h
; V
h
; 
h
0
) 2 U


h
 V


h
Q

h
0
;
a


(U
n+1
h
  U
h
; V
h
)  Ætb(V
h
; 
n+1
h
0
  
h
0
) = a


(U
n+1
  U
h
; V
h
)  Ætb(V
h
; 
n+1
  
h
0
)
+ < U
n
h
  U
n
; V
h
>
L
2
(
)
: (3.72)
De plus, d'apres la ontinuite de l'operateur trae (theoreme 3.1.3), il
vient,
jj T

0
(V
h
) jj
H
1=2
()
 
T
1
jj V
h
jj
H
1
(
)


T
1
min(1; Æt)
jj (I   Æt)V
h
jj
L
2
(
)
: (3.73)
CHAPITRE 3. FORMALISATION ET ANALYSE DU PROBLEME 87
Combinant e resultat ave l'expression (3.72) et utilisant les denitions
de a


, de b et l'inegalite de Holder, nous avons
a
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h
  U
h
; V
h
)
jj (I   Æt)V
h
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(
)
+
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
V
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
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(
)
 jj U
n+1
  U
h
jj
L
2
(
)
+

T
1
Æt
min(1; Æt)
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  
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)
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L
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(
)
; (3.74)
et don,
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+
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)
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)
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  U
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L
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(
)
+ jj 
h
0
  
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H
 1=2
()

;
(3.75)
ave C
1;Æt
= max


T
1
Æt
min(1;Æt)
; 1

.
Remarquant que jj V
h
jj
H
2
(
)
jj (I   Æt)V
h
jj
L
2
(
)
, l'expression (3.75)
devient, en utilisant l'inegalite (3.64),
sup
V
h
2V


h
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jj (I   Æt)V
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(
)
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
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  U
h
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L
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(
)
+ jj 
h
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  
n+1
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 1=2
()

+ jj U
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  U
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(
)
: (3.76)
Denissons maintenant V
h
= (I   Æt)
 1

U
n+1
h
  U
h

.
Par onstrution, V
h
2 V


h
et l'expression (3.76) donne alors
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
U
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h
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h
; (1  Æt)
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
U
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  U
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
jj U
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h
  U
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)
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jj U
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  U
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L
2
(
)
+ C
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jj 
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  
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()
+ jj U
n
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L
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(
)
: (3.77)
Remarquant que
a



U
n+1
h
  U
h
; (1  Æt)
 1

U
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h
  U
h

jj U
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h
  U
h
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L
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(
)
=jj U
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  U
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L
2
(
)
; (3.78)
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l'expression (3.77) fournit, 8(U
h
; 
h
0
) 2 U


h
Q

h
0
,
jj U
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h
  U
h
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L
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(
)
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
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(
)
+ jj 
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  
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jj
H
 1=2
()

+ jj U
n
h
  U
n
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L
2
(
)
: (3.79)
Erivant
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(
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(
)
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  U
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jj
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(
)
; (3.80)
nous trouvons nalement,
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)
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(
)
:
(3.81)
En iterant l'inegalite (3.81), il vient, si on introduit la quantite
r
k
= inf
U
h
2U


h
jj U
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  U
h
jj
L
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(
)
+ inf
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0
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0
  
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 1=2
()
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(
)
jj U
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  U
0
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L
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(
)
+(C
1;Æt
+ 1)
n+1
X
k=1
r
k
: (3.82)
D'apres l'inegalite de Jakson (1.27), 8s  m tel que U
k
2 H
s
(
) pour
tout k, et 8s
0
 m
0
tel que 
k
2 H
s
0
() pour tout k, on a
inf
U
h
2U


h
jj U
k
  U
h
jj
L
2
(
)
 C
J;


2
 js
jj U
k
jj
H
s
(
)
; (3.83)
inf
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h
0
jj 
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  
h
0
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 1=2
()
 C
J;

2
 j
0
s
0
jj 
k
jj
H
s
0
()
; (3.84)
et l'expression (3.82) devient
jj U
n+1
h
  U
n+1
jj
L
2
(
)
jj U
0
h
  U
0
jj
L
2
(
)
+

0
Æt
T
Æt

2
 js
+ 2
 j
0
s
0

; (3.85)
ou 
0
Æt
= max(C
J;

 sup
kn+1
jjU
k
jj
H
s
(
)
; C
J;

sup
kn+1
jj
k
jj
H
s
0
()
)(C
1;Æt
+ 1).
Pour Æt assez petit, C
1;Æt
ne depend pas de Æt. Il en est don de me^me
pour 
0
Æt
que l'on note 
0
et on obtient alors l'inegalite (3.71).
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3.3.3 Erreur globale
Finalement, l'estimation globale de l'erreur est deduite des propositions
3.3.1 et 3.3.2 et de l'inegalite (3.65) en s'assurant que les hypotheses sur la
regularite sont veriees.
Proposition 3.3.3
Soit u (resp. U
n
h
) l'unique solution du probleme (3.1) (resp. du probleme
(3.21)), alors
jj u(t
n+1
; :) R
!
U
n+1
h
jj
L
2
(!)
 jj u(:; t
0
)  u
0
jj
L
2
(!)
+ jj U
0
h
  U
0
jj
L
2
(
)
+ T Æt+

0
T
Æt

2
 js
+ 2
 j
0
s
0

; (3.86)
ou  et 
0
sont deux onstantes independantes de Æx; Æy et Æt.
Nous terminons ette setion par quatre remarques :
Remarque 3.3.1
- Si nous hoisissons un shema d'approximation en temps d'ordre p, le
troisieme terme de la borne d'erreur (3.86) doit e^tre remplae par T Æt
p
.
- A partir de l'estimation de l'erreur spatiale, on deduit une estimation
d'erreur pour les multipliateurs de Lagrange, utilisant la ondition Inf-Sup
(3.45),
jj (t
n+1
; :)  
n+1
h
jj
H
 1=2
()

K
Æt
jj U
0
h
  U
0
jj
L
2
(
)
+
K
0
Æt
2

2
 js
+ 2
 j
0
s
0

; (3.87)
ou K et K
0
sont deux onstantes independantes de Æx, Æy et Æt. L'estima-
tion de (t
n+1
; :); n  0 est don moins bonne que elle de u(t
n+1
; :); n  0
a ause du terme en
1
Æt
2
.
Remarque 3.3.2
C'est un resultat lassique ([40℄ par exemple) que 
n
=  [
U
n
n

℄

ou [ : ℄

est le saut suivant la normale exterieure, n

, a . Ainsi, des multipliateurs
de Lagrange non nuls reduisent la regularite de U
n
, plus preisement, U
n
2
H
3
2
 
(
) ave  > 0. Cette perte de regularite a pour onsequene de limiter
l'exposant s dans la borne d'erreur a s <
3
2
.
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Remarque 3.3.3
Le lien entre 
k
, R
!
U
k
et R

n!
U
k
implique que, pour tout k, jj
k
jj
H
s
0
()
est
ontro^lee par jjU
k
jj
H
s
(
)
. De plus, par onstrution, jjU
k
jj
H
s
(
)
est ontro^lee
pour tout k par jjU
0
jj
H
s
(
)
. Ainsi, la onstante 
0
Æt
est independante de n et
depend seulement de U
0
.
Remarque 3.3.4
Observons que si 8n; 
n
= 0, le probleme de point selle n'est rien d'autre que
la formulation faible lassique d'un probleme elliptique assoie a la resolution
de l'equation de la haleur dans le domaine 
. Dans e as, la borne d'erreur
s'erit,
jj u(:; t
n+1
) R
!
U
n+1
h
jj
L
2
(!)
 jj u(:; t
0
)  u
0
jj
L
2
(!)
+ jj U
0
h
  U
0
jj
L
2
(
)
+ T Æt+

0
T
Æt
2
 jm
: (3.88)
Cette estimation est amelioree dans [14℄-[16℄ sous la forme,
jj P
U


h
U
n+1
  U
n+1
h
jj
L
2
(
)
jj P
U


h
U
0
  U
0
h
jj
L
2
(
)
+
1
Æt+

2
Æt
2
 2jm
; (3.89)
ou 
1
et 
2
sont deux onstantes independantes de Æx; Æy et Æt.
La formulation (3.89) est elle qui est utilisee dans la veriation numerique
de l'erreur dans la hapitre 5.
Son avantage est que la norme jj P
U


h
U
n+1
  U
n+1
h
jj
L
2
(
)
se alule de faon
exate a partir des oeÆients d'ehelle des fontions P
U


h
U
n+1
et U
n+1
h
, qui
sont des quantites auxquelles on a aes exatement, soit en sortie de l'al-
gorithme de resolution, soit par une formule exate de alul. La norme de
l'erreur s'obtient alors par la formule,
jj P
U


h
U
n+1
  U
n+1
h
jj
L
2
(
)
=
s
X
2K
j
j



(U
n+1
)  



(U
n+1
h
)j
2
: (3.90)
On limite de e fait toute soure d'erreur d'approximation de la norme
qui peut venir perturber la veriation de la borne d'erreur.
Chapitre 4
Implementation de la methode
Avant de derire l'implementation du probleme (3.22) et le hoix des
espaes V


h
, U


h
et Q

h
0
, nous reerivons le probleme sous une forme vetorielle
et analysons son onditionnement.
4.1 Formulation vetorielle
Par soui de simpliite, nous fournissons la formulation vetorielle du
probleme (3.22) dans le as non adaptatif, i.e. quand on utilise les bases
f



g
2K
j
et f


0
g

0
2K
0
j
0
.
Soit U
n
h
et 
n
h
0
, les veteurs des oordonnees de la solution approhee dans
es bases, on obtient,
Si U
0
h
=

< U
0
; 



>
L
2
(
)

2K
j
,
8n  0,
8
>
>
>
>
>
<
>
>
>
>
>
>
:
Trouver U
n+1
h
2 IR
4
j
et 
n+1
h
0
2 IR
2
j
0
; tel que;
U
n+1
h
+ C
n+1
h
0
= F
n
h
;
DU
n+1
h
= G
n+1
h
0
;
(4.1)
ou,
(F
n
h
)

=< U
n
h
;



>
L
2
(
)
; (4.2)
(G
n
h
0
)

0
=< g
n
; 


0
>
L
2
()
; (4.3)
C
;
0
=< T

0
(



); 


0
>
L
2
()
; (4.4)
D

0
;
=< T

0
(



); 


0
>
L
2
()
; (4.5)
ave
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



= (1  Æt)
 1




: (4.6)
La resolution de la formulation vetorielle (4.1) se fait a l'aide d'un algo-
rithme d'Uzawa ([58℄). Cet algorithme peut e^tre deni omme un algorithme
de desente sur l'equation,
(DC)
t
DC
n+1
h
0
= (DC)
t
DF
n
h
  (DC)
t
G
n+1
h
; (4.7)
ou l'exposant t designe la transposee et omplete par l'equation U
n+1
h
=
F
n
h
  C
n+1
h
0
.
Par onstrution, la matrie (DC)
t
DC est symetrique, positive. D'apres le
resultat d'existene et d'uniite de la setion 3.2, elle est aussi denie.
La vitesse de onvergene d'un algorithme de desente pour la resolution d'un
systeme lineaire est ontro^lee par le onditionnement (setion 1.2.2). C'est
pourquoi, nous analysons dans la suite de e hapitre le onditionnement de
(DC)
t
DC et nous onstruisons un preonditionneur qui onduit a un ondi-
tionnement independant de j et j
0
.
Remarque 4.1.1
Le hoix d'une disretisation du type Petrov-Galerkin permet d'eviter "l'in-
version" d'une matrie de masse qui apparait lassiquement dans la premiere
equation de la formulation vetorielle quand on hoisit une disretisation du
type Galerkin ([43℄). Il reduit, de e fait, les auses de mauvais onditionne-
ment du probleme.
4.2 Conditionnement de (DC)
t
DC et
preonditionnement
4.2.1 Conditionnement
Nous ommenons par etablir le theoreme suivant,
Theoreme 4.2.1
La matrie (DC)
t
DC de taille (2
j
0
 2
j
0
) satisfait l'estimation suivante,
9 0 < K1; K2 < +1 tel que 8w 2 IR
2
j
0
2
 2j
0
2
 2j
K
1
< w;w >
l
2
< (DC)
t
DCw;w >
l
2
 2
2j
K
2
< w;w >
l
2
; (4.8)
ou les onstantes K
1
et K
2
dependent du probleme et du hoix des espaes
U


h
, V


h
et Q

h
0
.
On a don, ond
2

(DC)
t
DC


K
2
K
1
4
j
0
+2j
.
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Preuve:
Pour etablir l'enadrement(4.8), nous montrons des enadrements simi-
laires pour C
t
C etD
t
D. Puis, ombinant es deux estimations, nous obtenons
l'estimation pour (DC)
t
DC.
{ Estimation pour C
t
C.
D'apres l'expression (4.4) de C
;
0
, il vient
8w 2 IR
2
j
0
; < C
t
Cw;w >
l
2
=
X
2K
j
j
Z

T

0
(



)
X

0
2K
0
j
0
w

0



0
j
2
: (4.9)
Nous ommenons par etablir la minoration de < C
t
Cw;w >
l
2
.
Erivant V
h
=
P
2K
j
z





ave z = (z

)
t
2 IR
4
j
et 
h
0
=
P

0
2K
0
j
0
w

0



0
,
la ondition Inf-Sup (3.45) donne
8w 2 IR
2
j
0
,
sup
z2IR
4
j
R

P
2K
j
z

T

0
(



)
P

0
2K
0
j
0
w

0



0
2K
0
j
0
jj
P
2K
j
z





jj
H
1
(
)
 
1
jj
X

0
2K
0
j
0
w

0



0
jj
H
 1=2
()
:(4.10)
Utilisant l'inegalite de Cauhy-Shwartz disrete, on a :
Z

X
2K
j
z

T

0
(



)
X

0
2K
0
j
0
w

0



0

0

X
2K
j
z
2

1
A
1=2
< C
t
Cw;w >
1=2
l
2
; (4.11)
e qui donne
R

P
2K
j
z

T

0
(



)
P

0
2K
0
j
0
w

0



0
jj
P
2K
j
z





jj
H
1
(
)


P
2K
j
z
2


1=2
jj
P
2K
j
z





jj
H
1
(
)
< C
t
Cw;w >
1=2
l
2
:
(4.12)
Puisque,
jj
X
2K
j
z





jj
H
1
(
)
=
0

Z
IR
1 + !
2
(1 + Æt!
2
)
2
(
X
2K
j
z

d




)
2
1
A
1=2
; (4.13)
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il vient,
jj
X
2K
j
z





jj
H
1
(
)

1
max(1; Æt)
0

Z
IR
1
1 + !
2
(
X
2K
j
z

d




)
2
1
A
1=2
;

1
max(1; Æt)
jj
X
2K
j
z





jj
H
 1
(
)
;

1
max(1; Æt)
C
B;

2
 j
jj
X
2K
j
z





jj
L
2
(
)
;
=
1
max(1; Æt)
C
B;

2
 j
0

X
2K
j
z
2

1
A
1=2
(4.14)
ou on a utilise l'inegalite (1.29) (s =  1) pour obtenir la derniere inegalite.
Les inegalites (4.10), (4.12) et (4.14) donnent,
8w 2 IR
2
j
0
; < C
t
Cw;w >
l
2
 2
 j
0
2
 2j
K
1;C
< w;w >
l
2
: (4.15)
Nous etablissons maintenant la majoration de < C
t
Cw;w >
l
2
.
D'apres l'inegalite de Cauhy-Shwartz ontinue et la ontinuite de l'operateur
trae (theoreme 3.1.3), il vient
8z 2 IR
4
j
et 8w 2 IR
2
j
0
;
Z

X
2K
j
z

T

0
(



)
X

0
2K
0
j
0
w

0



0
 
T
1
< w;w >
1=2
l
2
jj
X
2K
j
z





jj
H
2
(
)
;(4.16)
et l'expression (4.16) onduit a :
Z

X
2K
j
z

T

0
(



)
X

0
2K
0
j
0
w

0



0
 K
2;C
< w;w >
1=2
l
2
0

X
2K
j
z
2

1
A
1=2
: (4.17)
Choisissant
z

=
Z

T

0
(



)
X

0
2K
0
j
0
w

0



0
; (4.18)
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et se souvenant de l'expression (4.9), nous obtenons nalement :
8w 2 IR
2
j
0
; < C
t
Cw;w >
l
2
 K
2;C
< w;w >
l
2
: (4.19)
Les expressions (4.15) et (4.19) fournissent alors une estimation pour C
t
C,
8w 2 IR
2
j
0
; 2
 j
0
2
 2j
K
1;C
< w;w >
l
2
< C
t
Cw;w >
l
2
 K
2;C
< w;w >
l
2
:
(4.20)
{ Estimation pour D
t
D :
Par onstrution de D

0
;
(voir expression (4.5)), on peut erire
8z 2 IR
4
j
; < D
t
Dz; z >
l
2
=
X

0
2K
0
j
0
j
Z




0
X
2K
j
z

T

0
(



) j
2
: (4.21)
Comme preedemment, la minoration de < D
t
Dz; z >
l
2
est d'abord
etablie.
D'apres la proposition 7.4.1 de [58℄ (p 248), la ondition Inf-Sup (3.44)
peut e^tre reformulee par
sup

h
0
2Q

h
0
; 
h
0
6=0
R

T

0
(U
?
h
)
h
0
jj 
h
0
jj
H
 1=2
()
 
2
jj U
?
h
jj
H
1
(
)
8U
?
h
2

U
0;

h

?
; (4.22)
ou U
0;

h
=
n
U
h
2 U


h
= b(U
h
; 
h
0
) = 0; 8
h
0
2 Q

h
0
o
et ? represente l'or-
thogonalite au sens de L
2
(IR
2
).
Erivant,
U
h
=
X
2K
j
z





; (4.23)

h
0
=
X

0
2K
0
j
0
w

0



0
; (4.24)
il vient
U
0;

h
=
8
<
:
X
2K
j
z





=z 2 Ker(D)
9
=
;
: (4.25)
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La ondition inf-sup (3.36) devient alors,
8z 2 (Ker(D))
?
,
sup
w2IR
2
j
0
R

P
2K
j
z

T

0
(



)
P

0
2K
0
j
0
w

0



0
jj
P

0
2K
0
j
0
w

0



0
jj
H
 1=2
()
 
2
jj
X
2K
j
z





jj
H
1
(
)
: (4.26)
Utilisant l'inegalite de Cauhy Shwartz disrete, on obtient :
Z

X
2K
j
z

T

0
(



)
X

0
2K
0
j
0
w

0



0

0
B

X

0
2K
0
j
0
w
2

0
1
C
A
1=2
< D
t
Dz; z >
1=2
l
2
: (4.27)
La ombinaison entre (4.27) et (4.26) onduit a, en utilisant l'inegalite
(1.29) (pour s
0
=  
1
2
),
8z 2 (Ker(D))
?
; < D
t
Dz; z >
l
2
 2
 j
0
K
1;D
< z; z >
l
2
: (4.28)
Nous obtenons maintenant la majoration de < D
t
Dz; z >
l
2
, en sui-
vant la me^me demarhe que elle utilisee, pour etablir la majoration de
< C
t
Cw;w >
l
2
.
En eet, hoisissant,
w

0
=
Z




0
X
2K
j
z

T

0
(



); (4.29)
l'inegalite de Cauhy-Shwarz ontinue, la ontinuite de l'operateur trae
et l'inegalite (1.30) (s=1) donnent,
8z 2 (Ker(D))
?
; < D
t
Dz; z >
l
2
 2
2j
K
2;D
< z; z >
l
2
: (4.30)
Finalement, les expressions (4.28) et (4.30) fournissent une estimation
pour D
t
D,
8z 2 (Ker(D))
?
; 2
 j
0
K
1;D
< z; z >
l
2
< D
t
Dz; z >
l
2
 2
2j
K
2;D
< z; z >
l
2
:
(4.31)
Nous regroupons alors les estimations (4.20) et (4.31) pour obtenir un
enadrement pour (DC)
t
DC.
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{ Estimation pour (DC)
t
DC
Pour haque w 2 IR
2
j
0
, nous denissons z = Cw.
Si z 2 Ker(D), alors w 2 Ker ((DC)
t
DC) et l'inversibilite de (DC)
t
DC
entraine w = 0. L'inegalite (4.8) est don trivialement veriee.
Si z 2 (Ker(D))
?
, l'estimation (4.31) donne :
2
 j
0
K
1;D
< Cw; Cw >
l
2
< D
t
DCw; Cw >
l
2
 2
2j
K
2;D
< Cw; Cw >
l
2
;
(4.32)
et l'estimation (4.20) nous permet d'erire :
2
 2j
0
2
 2j
K
1;C
K
1;D
< w;w >
l
2
< D
t
DCw; Cw >
l
2
 2
2j
K
2;D
K
2;C
< w;w >
l
2
:
(4.33)
qui est bien l'estimation enonee ave K
1
= K
1;C
K
1;D
et K
2
= K
2;C
K
2;D
.
D'apres les theoremes 1.2.2 et 4.2.1, on obtient,
ond
2

(DC)
t
DC


K
2
K
1
4
j
0
+2j
(4.34)
4.2.2 Preonditionnement
Les bases d'ondelettes de Q

j
0
et U


j
peuvent alors e^tre utilisees pour
onstruire un preonditionneur de (DC)
t
DC (setion 1.2.2).
En suivant la preuve du theoreme 4.2.1, on montre que, si
~
C et
~
D sont
denies par,
~
C
;
0
= 2
 
j
0
j
2
2
 jj
< T

0
(



);  


0
>
L
2
()
(4.35)
~
D

0
;
= 2
 
j
0
j
2
2
 jj
< T

0
(



);  


0
>
L
2
()
; (4.36)
alors le onditionnement de (
~
D
~
C)
t
~
D
~
C satisfait, uniformement en j et j
0
,
ond
2

(
~
D
~
C)
t
~
D
~
C

 K: (4.37)
Nous terminons e hapitre en derivant l'implementation de la formula-
tion vetorielle (4.1).
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4.3 Implementation du probleme
Nous ommenons par derire les analyses multiresolutions que nous avons
hoisies pour l'implementation.
- L'analyse multiresolution assoiee a 
 est une analyse orthogonale
periodique spline bi-dimensionnelle (setion 1.1.2 et 1.3.1) onstruite suivant
la tehnique du produit tensoriel (setion 1.1.2). Nous notons fB
N

g
2K
j
, la
famille deB
N
-spline bi-dimensionnelle servant a onstruire la famille f



g
2K
j
en utilisant la formule d'orthonormalisation (1.84). La solution numerique
que nous herhons appartient alors a l'ensemble des fontions periodiques
deH
1
(
). Nous supposons que l'analyse preedente de la methode (existene,
uniite, borne d'erreur, onditionnement) reste valide ave les hypotheses de
periodiite.
- L'analyse multiresolution assoiee a  est onstruite en transportant
sur , par une transformation C
1
par moreaux, une analyse de L
2
([0; 1℄)
(setion 1.3.2). Suivant la remarque 1.3.1, les fontions de base de l'analyse
multiresolution orrespondante ne denissent plus une famille orthogonale
au sens du produit salaire dans L
2
usuel mais au sens du produit salaire L
2
pondere par le Jaobien de la transformation qui permet de passer de l'in-
tervalle [0; 1℄ a la frontiere  (expression (1.92)). Puisque le Jaobien de la
transformation est borne, on admet que les resultats preedents, demontres
pour une analyse multiresolution orthogonale de L
2
(), sont aussi valides ii.
Nous revenons tout d'abord sur la onstrution de la transformation qui
permet de passer de l'intervalle [0; 1℄ a la frontiere . Puis, nous abordons
l'implementation des dierents termes du probleme vetoriel (4.1).
4.3.1 Representation de  a l'aide de ourbes de Bezier
La denition suivante ([34℄) preise la notion de ourbes de Bezier.
Denition 4.3.1
La ourbe de Bezier assoiee aux points de ontro^le fP
i
g
0iL
est la ourbe
parametrique polyno^miale de degre L denie par,
8 2 [0; 1℄,
(
X() =
P
L
i=0
Be
L
i
()X
P
i
;
Y () =
P
L
i=0
Be
L
i
()Y
P
i
:
(4.38)
ou Be
L
i
() =
L!
i!(L i)!

i
(1  )
L i
.
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La gure 4.1 donne un exemple de ourbe de Bezier assoiee a trois points
de ontro^le.
Fig. 4.1 { Exemple de ourbe de Bezier assoiee a 3 points de ontro^le
Nous utilisons la transformation B
L
pour transporter l'analyse multiresolution
de L
2
([0; 1℄) sur .
Dans la setion 4.3.2, on est amene a estimer les oeÆients d'ehelle
d'une fontion f assoiee a l'analyse multiresolution sur , en suivant le
alul eetue dans la setion 1.3.2. On a don besoin du Jaobien de la
transformation B
L
. Son expression est donnee par la proposition suivante.
Proposition 4.3.1
Soient fP
i
g
0iL
une famille de points de ontro^le, le Jaobien de B
L
(P
0
; :::; P
L
; ),
note jJ
B
L
j s'erit jJ
B
L
j =
q
X
0
()
2
+ Y
0
()
2
ave,
8 2 [0; 1℄,
(
X
0
() = L
P
L 1
i=0
Be
L 1
i
()(X
P
i+1
 X
P
i
);
Y
0
() = L
P
L 1
i=0
Be
L 1
i
()(Y
P
i+1
  Y
P
i
):
(4.39)
Les ourbes de Bezier presentent plusieurs avantages,
{ Elles permettent de denir des ourbes de regularite quelonque a par-
tir seulement de quelques points et onduisent don a la onstrution
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de frontiere suÆsamment reguliere pour pouvoir denir les operateurs
lassiques tels que l'operateur trae.
{ Par denition, elles fournissent expliitement la fontion C
1
qui trans-
forme [0; 1℄ en une partie de .
4.3.2 Implementation des dierents termes du probleme
vetoriel (4.1)
Pre-aluls
Evaluation des matries D et C :
Nous ommenons par derire l'algorithme de alul des termes de la ma-
trie D.
Nous rappelons (voir expression (4.5)) que les oeÆients de D s'erivent,
8(; 
0
) 2 K
j
K
0
j
0
,
D

0
;
=
Z





()


0
()d; (4.40)
En utilisant la transformation B
L
et en suivant le me^me type de alul
que dans la setion 1.3.2, on peut erire,
D

0
;
=
Z
[0;1℄




(B
L
())
[0;1℄

0
() j J
B
L
j d; (4.41)
= 
[0;1℄

0

j J
B
L
j 



Æ B
L

; (; 
0
) 2 K
j
K
0
j
0
: (4.42)
ou f
[0;1℄

0
g

0
2K
0
j
0
est la famille de fontions d'ehelle de l'analyse mul-
tiresolution de L
2
([0; 1℄) derite dans la setion 1.3.2.
L'estimation du oeÆient 
[0;1℄

0

j J
B
L
j 



Æ B
L

se fait suivant la demarhe
proposee dans la setion 1.3.2 et derite en annexe A.2. Elle suppose don
l'evaluation de la fontion j J
B
L
j 



Æ B
L
sur la grille dyadique X
j
0
ou sur
toute grille de la forme X
j
0
+l
; l  0. Pour des raisons de preision, nous
avons pris l = 2.
L'estimation de D

0
;
se fait alors en deux etapes : on ommene d'abord
par evaluer D

0
;
pour 
0
2 K
0
j
0
+2
par une formule de quadrature du type
(A.18), (A.19) et (A.20) ou les points de la formule de quadrature appar-
tiennent a la grille X
j
0
+2
. L'algorithme de passage (1.31) permet ensuite de
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aluler D

0
;
pour 
0
2 K
0
j
0
.
Nous revenons maintenant sur la premiere etape de l'estimation, 'est
a dire l'evaluation des valeurs aux points de la grille X
j
0
+2
de la fontion
j J
B
L
j 



Æ B
L
.
Le alul des valeurs aux points se fait aussi en deux etapes :
{ evaluation des valeurs aux points de la grille de la fontion j J
B
L
j
B
N

Æ B
L
,  2 K
j
:
Remarquant que, 8k
0
2 f0; :::; 2
j
0
+2
  1g,
j J
B
L
j (
k
0
2
j
0
+2
) : (B
N

Æ B
L
)(
k
0
2
j
0
+2
) =j J
B
L
j (
k
0
2
j
0
+2
) : B
N

(X
m
; Y
m
);(4.43)
ou (X
m
; Y
m
) est l'image de
k
0
2
j
0
+2
par B
L
(systeme (4.38)), la proposition
1.3.1 permet d'obtenir la valeur de B
N

(X
m
; Y
m
) et le systeme (4.39)
onduit a la valeur de j J
B
L
j (
k
0
2
j
0
+2
).
{ Passage des valeurs aux points de j J
B
L
(
k
0
2
j
0
+2
) j B
N

(X
m
; Y
m
) aux va-
leurs aux points de j J
B
L
(
k
0
2
j
0
+2
) j 



(X
m
; Y
m
) par la relation (1.88).
Nous terminons par le alul des termes de la matrie C.
Sahant que les oeÆients de C s'erivent (voir expression (4.4)),
8(; 
0
) 2 K
j
K
0
j
0
,
C
;
0
=
Z





()


0
()d; (4.44)
la demarhe est la me^me que pour le alul de D
;
0
. On ommene par
mettre (4.44) sous la forme,
C
;
0
= 
[0;1℄

0

j J
B
L
j 



Æ B
L

; (; 
0
) 2 K
j
K
0
j
0
: (4.45)
L'estimation du oeÆient (4.45) se fait en suivant la me^me demarhe que
pour l'estimation de la quantite (4.42). Elle suppose don en partiulier la
onnaissane des valeurs aux points de la fontion 



;  2 K
j
, en n'importe
quel point arbitraire (x; y) 2 IR
2
. Ces valeurs sont approhees, en suivant la
remarque 1.2.1, a partir des valeurs aux points des fontions 



;  2 K
p
ou
p > j. Ii, p = j + 3 ([16℄). L'estimation omplete ombine alors formule de
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quadrature denie sur la grille X
j+3
et algorithme en arbre.
Initialisation de l'algorithme d'Uzawa
L'algorithme de resolution est initialise en evaluant,
(U
0
h
)

=< U
0
;



>
L
2
(
)
;  2 K
j
: (4.46)
Cette evaluation neessite d'abord la onstrution d'un prolongement, U
0
,
de la solution initiale u
0
de ! a 
. Cette etape joue un ro^le le qui ontro^le la
regularite de la solution autour de la frontiere  quand on itere le probleme
de point selle. Cependant, la onstrution d'un prolongement optimal n'est
pas etudiee ii. Nous mentionnons simplement que des developpements en
serie de Fourier ([33℄) ou des analyses multiresolutions sur l'intervalle four-
nissent des outils interessants pour la onstrution de e prolongement (nous
revenons en detail sur e point dans la onlusion generale de e memoire).
Dans la suite, des prolongements peu ou^teux sont utilises.
Trois approhes sont ensuite onsiderees pour le alul du produit salaire
(4.46), en remarquant que 8 2 K
j
, (U
0
h
)

= 



(U
0
)
{ la premiere ([14℄) onsiste a utiliser une formule de projetion orthogo-
nale dans l'espae U


h
. A et eet, on rappelle que la projetion ortho-
gonale de U
0
dans U


h
s'erit, en remplaant  par le triplet (j; k
1
; k
2
),
P
U


h
U
0
=
X
(k
1
;k
2
)2f0;:::;2
j
 1g
2



j;k
1
;k
2
(U
0
)


j;k
1
;k
2
: (4.47)
Dans l'espae de Fourier, l'expression (4.47) devient,
8(!
1
; !
2
) 2 IR
2
;
d
P
U


h
U
0
(!
1
; !
2
) = m
j
(U
0
)(!
1
; !
2
)
d



j;0;0
(!
1
; !
2
);
(4.48)
ou
d



j;0;0
(!
1
; !
2
) =
1
2
j
d



0;0;0
(
!
1
2
j
;
!
2
2
j
) et m
j
(U
0
) est le symbole 2
j+1
-
periodique tel que,
m
j
( U
0
)(!
1
; !
2
) =
4
j
X
(z
1
;z
2
)2ZZZZ

U
0
(!
1
+ z
1
2
j+1
; !
2
+ z
2
2
j+1
)
d



j;0;0
(!
1
+ z
1
2
j+1
; !
2
+ z
2
2
j+1
):
(4.49)
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Pour obtenir les produits salaires f< U
0
;



>
L
2
(
)
g;  2 K
j
, il suf-
t alors par identiation d'appliquer la transformee de Fourier in-
verse a 2
j
 2
j
points a la suite de valeurs fm
j
(U
0
)(k
1
; k
2
); (k
1
; k
2
) 2
f0; :::; 2
j
  1g
2
g.
Le alul de m
j
(U
0
) se fait en tronquant la somme innie ar les termes
deviennent rapidement negligeables puisque les fontions 


j;0;0
sont a
deroissane exponentielle (proposition 1.3.3).
Remarquons que ette approhe est preise mais suppose que l'on onnaisse
la transformee de Fourier du prolongement U
0
, e qui n'est pas toujours
le as. Elle est utilisee dans la veriation de l'estimation d'erreur.
{ La seonde methode ([55℄) fait intervenir un ltre d'interpolation qui
permet de passer des valeurs aux points d'une fontion a ses oeÆients
d'ehelle.
Plus preisement, a partir des valeurs aux points fU
0
(l2
 j
; k2
 j
)g
(l;k)2f0;:::;2
j
 1g
2
,
les oeÆients f



(U
0
)g
2K
j
s'obtiennent par la relation suivante, en
repassant a la notation  = (j; k
1
; k
2
),
8(k
1
; k
2
) 2 f0; :::; 2
j
  1g
2
;



j;k
1
;k
2
(U
0
) =
X
(l;k)2f0;:::;2
j
 1g
2
U
0
(l2
 j
; k2
 j
)L
j
(k
1
  l)L
j
(k
2
  k);
(4.50)
ou le ltre L
j
est onnu, dans le as des analyses multiresolutions splines
d'ordre m pair, a travers sa transformee de Fourier qui s'erit,
8k 2 f0; :::; 2
j
  1g;
^
L
j
(k) =
1
2
3j
2
L(
k
2
j
); (4.51)
ave,
L(x) =
[P
m 1
(sin
2
(x))℄
1=2
P
m=2 1
(sin
2
(x))
: (4.52)
Le alul des oeÆients du polyno^me P
m
est fait dans [55℄.
La quantite (4.50) est alors alulee en remarquant que 'est un produit
de onvolution disret.
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{ La troisieme faon ([14℄) repose sur l'existene de 2m 1 moments nuls
de 


0;0;0
et utilise l'estimation suivante,
si U
0
2 C
s
(
), s  2m  1 et s fois derivable alors 8 2 K
j
,
2
j




(U
0
) = U
0
(k
1
2
 j
; k
2
2
 j
) +O(2
 sj
); (4.53)
Le hoix du prolongement joue don un ro^le important dans la qualite
d'approximation de 



(U
0
) a l'aide des valeurs aux points puisqu'il va
ontro^ler la valeur de l'exposant s.
Calul a haque iteration
Pour tout n  0, onnaissant le veteur f(U
n
h
)

g
2K
j
, (F
n
h
)

;  2 K
j
(expression (4.2)) est alule par la formule,
(F
n
h
)

=< U
n
h
;



>
L
2
(
)
=
X

1
2K
j
(U
n
h
)

1
< 



1
;



>
L
2
(
)
(4.54)
Si l'on revient aux notations  = (j; k
1
; k
2
) et 
1
= (j; l; k), l'expression
(4.54) s'erit,
(F
n
h
)
j;k
1
;k
2
=
X
(l;k)2f0;:::;2
j
 1g
2
(U
n
h
)
j;l;k
< 


j;l;k
;


j;k
1
;k
2
>
L
2
(
)
=
X
(l;k)2f0;:::;2
j
 1g
2
(U
n
h
)
j;l;k
< 


j;l k
1
;k k
2
;


j;0;0
>
L
2
(
)
(4.55)
L'expression (4.55) est alors evaluee en remarquant que 'est un produit
de onvolution disret. Le alul est eetue dans le domaine de Fourier, les
produits salaires f< 



;


j;0;0
>
L
2
(
)
g;  2 K
j
etant alules une fois pour
toute a l'aide du symbole (4.49) pour la fontion 



;  2 K
j
.
Enn, onnaissant 8n  0; g(t
n+1
; :), l'estimation du veteur f

G
n+1
h
0


0
g

0
2K
0
j
0
(expression (4.3)) se fait en ombinant formule de quadrature et algorithme
en arbre pour garantir une estimation satisfaisante de ette quantite.
L'implementation de l'algorithme global d'approximation se resume de la
faon suivante,
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Algorithme de resolution
{ Choix des parametres : m; m
0
; j; j
0
; Æt; T
Pre-aluls
{ Evaluation des matries D et C.
{ Calul des produits salaires f< 



;


j;0;0
>
L
2
(
)
g;  2 K
j
.
{ Prolongement de u
0
sur 
n! puis evaluation de U
0
h
.
Resolution a haque iteration, n  0,
{ Evaluation de F
n
h
et G
n+1
h
0
.
{ Calul de 
n+1
h
0
en resolvant par l'algorithme d'Uzawa,
(DC)
t
DC
n+1
h
0
= (DC)
t
DF
n
h
  (DC)
t
G
n+1
h
;
{ Calul de U
n+1
h
par,
U
n+1
h
= F
n
h
  C
n+1
h
0
:
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Chapitre 5
Resultats numeriques
Dans e hapitre, nous donnons quelques resultats numeriques pour l'equation
de la haleur introduite au hapitre 3 ave 
 = [0; 1℄
2
, en utilisant l'algo-
rithme implemente au hapitre 4.
Les trois premiers tests presentes ii sont des tests de validation numerique
de l'analyse theorique de la methode fournie dans les hapitres preedents.
Ils orrespondent a dierents domaines !, dierentes extensions de u
0
a 
n!
et dierentes onditions aux bords.
Dans les deux premieres tests (setion 5.1 et 5.2),  est xe a
1
4
2
et
! =℄0; 1[℄0; 0:5[. La ondition initiale est 8(x; y) 2 !; u
0
(x; y) = sin(2y)
et la ondition aux bords est 8(x; y) 2 ; g(t; x; y) = e
 t
sin(2y). Nous nous
interessons d'abord a la validation numerique de la borne d'erreur obtenue
au hapitre 3 puis a la veriation de la onnetion entre les multipliateurs
de Lagrange et la solution dans 
 (remarque 3.3.2). Le troisieme test (setion
5.3) est realise sur un probleme ayant omme domaine
! =℄0:35; 0:62[℄0:35; 0:62[. Nous xons  =
1
64
2
, la solution initiale est
u
0
(x; y) = sin(8y) et la ondition aux bords est
8(x; y) 2 ; g(t; x; y) = e
 t
sin(8y) . Nous nous onentrons sur l'evaluation
du onditionnement de la matrie d'iteration d'Uzawa (DC)
t
DC.
Les deux derniers tests (setion 5.4) orrespondent a deux appliations de
notre algorithme de resolution. La premiere appliation onerne la resolution
de problemes denis sur des domaines non polygonaux, ii, un erle. La
deuxieme appliation est onsaree a la resolution de problemes denis sur
un domaine initial arre ave une frontiere dont l'evolution est ontro^lee par
une equation que l'on preisera.
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5.1 Veriation de la borne d'erreur
Ii, u
0
est prolonge sur 
 par U
0
(x; y) = sin(2y), i.e par un prolonge-
ment C
1

-periodique.
La solution du probleme de point selle est 8n; 8(x; y) 2 IR
2
; U
n
(x; y) =
e
 nÆt
sin(2y), e qui entraine, d'apres la remarque 3.3.2, 8n; 
n
= 0.
Conformement a la remarque 3.3.4, le alul de jj P
U


h
U
n+1
 U
n+1
h
jj
L
2
(
)
par la formule (3.90) neessite le alul des oeÆients d'ehelle f



(U
n+1
)g
2K
j
et f



(U
n+1
h
)g
2K
j
.
Puisque la transformee de Fourier de U
n+1
; n  0 est onnue, la premiere
quantite est alors obtenue par une formule de projetion orthogonale du type
(4.48) en remplaant U
0
par U
n+1
. Quant a la seonde quantite, elle est di-
retement donnee par onstrution, par le veteur fU
n+1
h
g
2K
j
.
5.1.1 Erreur en temps
Ii, nous xons m = m
0
= 4 et j = 6. La gure 5.1 presente sur une
ehelle logarithmique l'erreur quand Æt varie de 10
 9
a 10
 5
.
On verie un omportement de l'erreur en aord ave les estimations de la
proposition 3.3.3, 'est a dire, une pente (-1) pour des faibles Æt et une pente
(+1) pour des Æt grands. La valeur optimale theorique de Æt est de l'ordre de
6:10
 8
.
10−9 10−8
10−13
10−12
10−11
10−7 10−6 10−5
10−12
10−11
10−10
10−9
(a) (b)
Fig. 5.1 { Erreur de disretisation en temps,     : omportement theorique,
| : estimation numerique, (a) T = 10
 6
(b) T = 10
 4
.
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5.1.2 Erreur en espae
Sur la gure 5.2, nous traons l'erreur numerique quand m = m
0
=
4; Æt = 10
 8
en fontion de l'ehelle j ave 4  j  6 dans une ehelle
semi-logarithmique.
Nous pouvons enore noter la onordane satisfaisante entre l'erreur theorique
et son estimation numerique, 'est a dire, dans une ehelle semi-logarithmique,
une deroissane de l'erreur en fontion de j ave une pente  2m =  8
(d'apres la remarque 3.3.4).
4 4.2 4.4 4.6 4.8 5 5.2 5.4 5.6 5.8 6
10−13
10−12
10−11
10−10
10−9
10−8
10−7
Fig. 5.2 { Erreur en espae,     : omportement theorique, | : estimation
numerique.
5.2 Connetion entre la solution sur 
 et les
multipliateurs de Lagrange
Ii, u
0
est prolonge sur 
 par, U
0
(x; y) =  sin(2y) dans 
n!.
Observons que 'est une extension C
0

-periodique ave une disontinuite
dans la derivee normale a .
On verie failement que, pour haque n  0, la solution U
n
h
est l'approxi-
mation de
(
U
n
(x; y) = e
 nÆt
sin(2y) dans !;
U
n
(x; y) =  e
 nÆt
sin(2y) dans 
n!:
(5.1)
La solution numerique est traee sur la gure 5.3 et le tableau 5.1 fournit
une omparaison entre l'estimation numerique des multipliateurs 
n
et la
valeur theorique de [
U
n
n

℄

pour dierentes valeurs de n.
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0
0.2
0.4
0.6
0.8
1
0
0.2
0.4
0.6
0.8
1
−0.2
0
0.2
0.4
0.6
0.8
1
1.2
0
0.2
0.4
0.6
0.8
1
0
0.2
0.4
0.6
0.8
1
−0.2
0
0.2
0.4
0.6
0.8
1
1.2
(a) (b)
Fig. 5.3 { Solution numerique : j = 6, j
0
= 4, m = m
0
= 4, Æt = 0:01 (a)
T = 0, (b) T = 1 .
n [
U
n
n

℄


n
h
20 10.2885 -10.4632
50 7.6219 -7.6814
100 4.6229 -4.6219
Tab. 5.1 { Multipliateurs de Lagrange sur la ligne y = 0:5 pour dierentes
valeurs de n, Æt = 0:01, j = 6, j
0
= 4.
Comme on peut le voir sur la gure 5.3, les multipliateurs de Lagrange
non nuls traduisent la non regularite de la solution (remarque 3.3.2) et don
reduisent l'eÆaite des espaes d'approximation. Pour ontourner ette dif-
ulte liee aux multipliateurs de Lagrange, un raÆnement loal de l'espae
d'approximation de U
n
est neessaire. Cette proedure est lassique quand on
travaille ave des methodes a base d'ondelettes. Observons que la tehnique
de raÆnement peut aussi e^tre utilisee pour renforer les onditions Inf-Sup
ar es onditions sont egalement loales puisqu'elles onernent uniquement
les fontions de base sur 
 qui oupent la frontiere.
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5.3 Solution numerique, deomposition en on-
delettes et onditionnement de la matrie
d'iteration d'Uzawa
5.3.1 Solution numerique
La gure 5.4 represente le prolongement initial U
0
(obtenu en etendant
u
0
en dehors de ! par une onstante dans la diretion de la normale a )
et la solution numerique a T = 2. Les onstantes du probleme sont j = 6,
j
0
= 4 m = m
0
= 4 et Æt = 10
 2
.
Il est interessant de noter la forte variation de
U
n
y
(ou de
U
n
x
) aux bords
du domaine (fy = 0:35g, fy = 0:62g, fx = 0:35g et fx = 0:62g) (gures 5.4
(b)), en aord ave la remarque 3.3.2, puisque le hoix d'un prolongement C
0
onduit a des multipliateurs de Lagrange non nuls. Cependant, la restrition
de la solution a ! (gures 5.4 () et (d)) reste une "bonne" approximation
de U(t; x; y) = e
 t
sin(8y).
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Fig. 5.4 { Solution numerique (a) T=0, (b) T = 2, () oupe de la solution
suivant x=0.54, (d) oupe de la solution suivant y=0.6.
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Sur la gure 5.5, nous avons represente les positions (k
1
2
 j
; k
2
2
 j
) as-
soiees aux oeÆients d'ondelettes non nuls de U
n
apres un seuillage de
parametre , 'est a dire, pour 0  l  j  1, les positions assoiees aux oef-
ients fd

;i

(U
n
)g
(;i)2A
l
tels que jd

;i

(U
n
)j  , pour nÆt = 2 et  = 3:10
 5
.
Cette representation justie alors lairement l'utilisation d'espaes adaptes
pour l'approximation de U
n
puisque les oeÆients d'ondelettes de petite
ehelle (i.e. pour j grand) sont prinipalement loalises au voisinage de la
frontiere du domaine !.
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
0
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0.6
0.7
0.8
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Fig. 5.5 { Deomposition en ondelettes de la solution a T = 2. Tous
les oeÆients d'ondelettes < U
n
;  

;i

>
L
2
(
)
ayant un module plus grand
que  = 3:10
 5
sont representes par un arre noir. Les lignes en pointille
representent le domaine arre !.
5.3.2 Conditionnement
Le tableau 5.2 et la gure 5.6 presentent l'evolution du onditionnement
de la matrie d'iteration (DC)
t
DC en fontion de j (ave j
0
= 4; m = m
0
= 4
et Æt = 10
 2
) et en fontion de j
0
(ave j = 9, m = m
0
= 4, et Æt = 10
 2
).
La ligne en pointille sur la gure 5.6 represente l'estimation theorique obte-
nue dans la setion 4.2.1, 'est a dire la quantite 4
j
0
dans une ehelle semi-
logarithmique.
La onordane entre le alul et l'estimation est satisfaisante pour la
dependane en j
0
du onditionnement (a partir de j
0
 6). Cependant, la
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dependane en j n'est pas veriee ii puisque, omme dans [43℄, le ondition-
nement ne semble pas dependre de faon signiative de j. Nous n'avons pas
d'expliation pour l'instant.
j ond
2
((DC)
t
DC)
6 1.78
7 1.64
8 1.5
9 1.6
Tab. 5.2 { Conditionnement de la matrie d'iteration en fontion de j.
4 4.5 5 5.5 6 6.5 7 7.5 8
10−1
100
101
102
103
Fig. 5.6 { Conditionnement de la matrie d'iteration en fontion de j
0
,    :
omportement theorique, | : estimation numerique.
5.4 Deux appliations de l'algorithme de resolution
5.4.1 Appliation a la resolution d'un probleme deni
sur un domaine non polygonal
Ii, ! est le erle entre au point (0:5; 0:5) et de rayon R = 0:2. Nous
xons  =
1
6
2
et la ondition initiale est 8(x; y) 2 !; u
0
(x; y) =

t
0
e
 
3
2

2
(x 0:5)
2
+(y 0:5)
2
t
0
.
La ondition aux bords est g = 0.
La ondition initiale est prolongee dans 
n! par U
0
(x; y) = 0.
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Les parametres de resolution sont j = 6, m = m
0
= 4, Æt = 10
 2
et
t
0
= 0:01.
La gure 5.7 represente la solution a dierents temps (gure 5.7 (a) a ()),
ainsi qu'une superposition (gure 5.7 (d)) entre une oupe de la solution de
e probleme (fontion en trait plein sur la gure) et une oupe de la solution
du probleme qui onsisterait a ne pas imposer 0 a l'exterieur du domaine.
On resoudrait alors une equation de la haleur sur 
 et la solution serait
une gaussienne de la forme 8(x; y) 2 
; U
n
(t; x; y) =

t
0
+t
e
 
3
2

2
(x 0:5)
2
+(y 0:5)
2
(t
0
+t)
(fontion en pointille sur la gure).
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Fig. 5.7 { Solution numerique pour un probleme deni sur un erle (a)
T = t
0
+ 0:01, (b) T = t
0
+ 0:2, () T = t
0
+ 0:3, (d) oupe de la solution a
T = t
0
+0:3 suivant x=0.5, la ourbe en trait plein est la solution du probleme,
la ourbe en pointille represente la solution de l'equation de la haleur sur 

sans imposer 0 sur la frontiere.
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5.4.2 Appliation a la resolution d'un probleme ave
frontiere mobile
Nous proposons ii une appliation de notre algorithme a la resolution de
problemes ave frontiere evolutive au ours du temps. La frontiere a l'instant
t est notee (t) et on suppose que, pour tout t, elle est suÆsamment reguliere
pour denir l'operateur trae. Elle denit un nouveau domaine !(t) que nous
notons aussi !
n
quand t = t
n
.
Le probleme que nous onsiderons ii est un probleme ouple. Plus preisement,
il onsiste a oupler, a l'equation de la haleur sur !(t), une equation d'evolution
de la frontiere qui impose a (t) de se deplaer en fontion d'une vitesse,
V (u), qui depend de la solution de l'equation de la haleur dans !(t). Cette
equation s'erit,

t
+ V (u):n

= 0 (5.2)
ou on rappelle que n

est la normale exterieure a .
Dans e qui suit, nous ommenons par presenter la methode de resolution
de e type de probleme dans le as general puis nous fournissons un exemple
de probleme de ouplage qui orrespond a la fonte d'un glaon separant deux
milieux.
1) Resolution du probleme de ouplage : as general
La resolution de e type de probleme neessite de resoudre a haque
temps, t, haune des equations ouplees. Cette setion est onsaree a la
resolution numerique de l'equation d'evolution (5.2), l'equation de la haleur
ayant fait l'objet des hapitres preedents.
Nous ommenons par reformuler l'equation (5.2) sous une forme plus
pratique qui est utilisee pour la resolution. Cette reformulation onsiste a
transformer l'equation (5.2) en une equation veriee par une fontion de Le-
vel Set .
Reformulation de l'equation (5.2) par l'approhe Level Set
Les methodes de Level Set pour suivre une interfae (t) se deplaant a
une vitesse V ont ete introduites par Osher et Sethian dans [53℄. L'idee est
d'introduire une fontion de Level Set, notee D, telle que, pour tout t, le
zero de la fontion indique la position de l'interfae. Cette fontion s'erit a
l'instant t = 0, ave les notations de notre probleme,
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8(x; y) 2 
,
D(0; x; y) = f(x; y); (5.3)
ou
f(x; y) > 0; si (x; y) 2 
n!
0
; (5.4)
f(x; y) = 0; si (x; y) 2 (t = 0); (5.5)
f(x; y) < 0; si (x; y) 2 !
0
: (5.6)
La onnaissane de la fontion f fournit non seulement la position de l'in-
terfae a t = 0 mais aussi la loalisation d'un o^te ou de l'autre de (t = 0)
d'un point quelonque (x; y).
Nous herhons alors l'equation que doit verier D sahant que l'interfae,
se deplae a la vitesse V et que le zero de la fontion ligne de niveau doit, pour
tout t, indiquer la position de l'interfae, i.e D(t; x; y) = 0 si (x; y) 2 (t).
Puisque l'interfae se deplae a la vitesse V , toute parametrisation de l'in-
terfae X

verie l'equation dierentielle suivante,
dX

(; t)
dt
= V (X

(; t); t) (5.7)
ou  designe l'absisse urviligne.
De plus, on impose d'avoir 8t; D(t; X

(; t)) = 0. En dierentiant ette
relation et en utilisant l'egalite (5.7), il vient,
dD(t; X

)
dt
=
D
t
+
dX

dt
:rD (5.8)
=
D
t
+ V:rD = 0; (5.9)
La reformulation de l'equation (5.2) s'erit don,
D
t
+ V (u):rD = 0: (5.10)
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Resolution numerique de l'equation d'evolution (5.10)
Nous supposons ii que la vitesse, V (u), est onnue pour tout t et nous
notons 8t, V
x
(t) (resp. V
y
(t)) sa omposante horizontale (resp. vertiale).
La resolution numerique de l'equation (5.10) utilise un shema TVD (To-
tal Variation Diminishing) a limiteurs de ux ([46℄). Ce type de shema a
ete onstruit pour avoir un shema d'approximation d'ordre 2 en espae sur
les parties regulieres de la solution tout en supprimant les osillations que
e type de shema engendre quand on est pres d'une disontinuite (ii pres
de la frontiere). Ce resultat est essentiel puisque la position de la frontiere
est denie par le passage a 0 de la fontion de Level Set, D, et don des
osillations trop importantes onduisent a une fausse detetion
Nous ommenons par disretiser l'equation (5.10) par un shema d'Euler
expliite en temps de pas Æt
fr
et un shema Upwind en espae de pas Æx =
Æy = 2
 j
. Introduisant D
n
fr
k
1
;k
2
, l'approximation de D(n
fr
Æt
fr
; k
1
2
 j
; k
2
2
 j
) et
notant V
n
fr
x
= V
x
(n
fr
Æt
fr
) (resp. V
n
fr
y
= V
y
(n
fr
Æt
fr
)), la disretisation de
l'equation (5.10) s'erit,
D
n
fr
+1
k
1
;k
2
= D
n
fr
k
1
;k
2
  V
n
fr
x
Æt
fr
Æx
(A
+
x
D
n
fr
k
1
 1=2;k
2
+ A
 
x
D
n
fr
k
1
+1=2;k
2
)
  V
n
fr
y
Æt
fr
Æy
(A
+
y
D
n
fr
k
1
;k
2
 1=2
+ A
 
y
D
n
fr
k
1
;k
2
+1=2
); (5.11)
ou
A
+
x
D
n
fr
k
1
 1=2;k
2
=
8
<
:
D
n
fr
k
1
;k
2
 D
n
fr
k
1
 1;k
2
; si V
n
fr
x
> 0;
0; sinon
(5.12)
A
 
x
D
n
fr
k
1
+1=2;k
2
=
8
<
:
D
n
fr
k
1
+1;k
2
 D
n
fr
k
1
;k
2
; si V
n
fr
x
< 0;
0; sinon
(5.13)
et
A
+
y
D
n
fr
k
1
;k
2
 1=2
=
8
<
:
D
n
fr
k
1
;k
2
 D
n
fr
k
1
;k
2
 1
; si V
n
fr
y
> 0;
0; sinon
(5.14)
A
 
y
D
n
fr
k
1
;k
2
+1=2
=
8
<
:
D
n
fr
k
1
;k
2
+1
 D
n
fr
k
1
;k
2
; si V
n
fr
y
< 0;
0; sinon
(5.15)
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On rajoute alors dans l'equation (5.11) un terme orreteur de ux qui
garantit un shema d'approximation TVD.
Ce shema s'erit,
D
n
fr
+1
k
1
;k
2
= D
n
fr
k
1
;k
2
  V
n
fr
x
Æt
fr
Æx
(A
+
x
D
n
fr
k
1
 1=2;k
2
+ A
 
x
D
n
fr
k
1
+1=2;k
2
)
 
Æt
fr
Æx
(F
n
fr
k
1
+1=2;k
2
  F
n
fr
k
1
 1=2;k
2
)
  V
n
fr
y
Æt
fr
Æy
(A
+
y
D
n
fr
k
1
;k
2
 1=2
+ A
 
y
D
n
fr
k
1
;k
2
+1=2
)
 
Æt
fr
Æy
(F
n
fr
k
1
;k
2
+1=2
  F
n
fr
k
1
;k
2
 1=2
); (5.16)
ou les expressions des ux F
n
fr
k
1
 1=2;k
2
et F
n
fr
k
1
;k
2
 1=2
sont rappelees en annexe
A.3.
Remarque 5.4.1
Le pas de temps Æt
fr
ne peut pas e^tre hoisi arbitrairement. En eet, la
stabilite du shema requiert une ondition, dite de CFL qui relie Æt
fr
et les
pas d'espae Æx et Æy. Elle s'erit, pour haque n
fr
 0,
Æt
fr
< max
 
Æx
jV
n
fr
x
j
;
Æy
jV
n
fr
y
j
!
: (5.17)
A haque iteration du shema de resolution (5.16), on doit don s'assurer
que la ondition (5.17) est veriee, sinon, on adapte le pas de temps Æt
fr
pour
que ette ondition soit satisfaite.
2) Un exemple de probleme de ouplage
L'exemple que nous onsiderons ii orrespond a un modele simplie de
glaon separant deux milieux. Le "glaon" est represente par le domaine ini-
tial !
0
sur lequel est deni un prol de temperature qui evolue selon l'equation
de la haleur. Les deux milieux qui l'entourent sont a temperature onstante
T
0
et T
1
.
La fonte du "glaon", qui orrespond a l'evolution de , est ontro^lee par
le ux thermique a la frontiere, 'est a dire ruj

:n

. L'equation (5.2) s'erit
don ii,

t
+ 
0
ru
j

:n

= 0 (5.18)
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ou 
0
est un parametre fontion des grandeurs arateristiques du probleme
(masse volumique, ondutivite...).
Nous presentons la resolution de e modele sur un exemple simple :
Les parametres utilises sont !
0
=℄y
0
;Y
0
[℄0; 1[ et  =
1
80
. La ondition
initiale est 8(x; y) 2 !
0
; u
0
(x; y) = T
g
(ou T
g
est une onstante), et est
prolongee par T
0
sur ℄0; y
0
℄℄0; 1[ et T
1
sur ℄Y
0
; 1[℄0; 1[ (gure 5.8).
On impose pour tout t d'avoir T
0
(resp. T
1
) sur la frontiere entre le glaon et
le milieu a temperature T
0
(resp. entre le glaon et le milieu a temperature
T
1
).
T
T0
1
Y0
y
0
ω Tg
Fig. 5.8 { Domaines et frontieres pour le probleme du "glaon"
Dans et exemple, seule la partie de la frontiere fy = y
0
g evolue et
puisque le gradient de temperature ne varie que dans la diretion vertiale,
le deplaement de la frontiere ne se fait que dans ette diretion.
Nous derivons maintenant l'implementation de l'algorithme de resolution
de e probleme de ouplage.
L'implementation se ompose de trois etapes qui, a partir de la solution
approhee de l'equation de la haleur U
n
h
et de la position de la frontiere y
n
,
au temps nÆt ( n  0) aboutissent a la solution U
n+1
h
et a la position y
n+1
au temps (n+ 1)Æt.
Les deux premieres sont onsarees au alul de la position de la nouvelle
frontiere y
n
par la resolution de l'equation (5.18).
Puisque l'equation (5.18) fait intervenir le gradient de la solution a l'in-
terfae, on est d'abord amene a evaluer le gradient de la solution dans la
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diretion de la normale a , 'est a dire ii, la omposante du gradient selon
y que nous notons r
y
u
n
j
.
{ Evaluation du veteur vitesse a l'interfae :
Le gradient est estime a partir des valeurs aux points de la solution,
U
n
h
.
Remarquant que 8 2 K
j
; (U
n
h
)

= 



(U
n
h
), nous ommenons don
par estimer les valeurs aux points de U
n
h
en utilisant le ltre d'interpola-
tion introduit dans la setion 4.3.2. Il permet de passer des oeÆients
d'ehelle aux valeurs aux points en inversant la relation (4.50) ou U
0
est remplae par U
n
h
.
Le gradient vertial est estime par dierenes nies, par exemple de la
faon suivante,
Puisque r
y
u
n
j
est onstant le long de l'interfae, si (k
1
; k
2
) est tel que
℄k
1
; k
1
+ 1[℄k
2
; k
2
+ 1[\fy = y
n
g 6= ;, alors,
r
y
u
n
j
=
T
0
  U
n
h
(k
1
2
 j
; (k
2
+ 1)2
 j
)
2
 j
(5.19)
Le gradient de la solution a l'interfae etant estime, on peut aluler la
position de la nouvelle frontiere.
{ Calul de la nouvelle position de la frontiere :
Cette etape permet de determiner y
n+1
la position de la nouvelle frontiere
a partir de l'anienne position y
n
et du gradient de la solution a l'inter-
fae. Elle onsiste a resoudre numeriquement l'equation (5.18) a l'aide
du shema (5.16) ave 8n
fr
 0; V
n
fr
x
= 0 et V
n
fr
y
= 
0
r
y
u
n
j
; n  0.
La resolution numerique produit don sur les points de la grille dya-
dique, une approximation de la fontion D au temps n
fr
Æt
fr
. Le signe
de ette fontion, au temps n
fr
Æt
fr
= Æt, fournit la nouvelle position,
y
n+1
, de la frontiere. Plus preisement,
Si il existe k
2;0
tel que, D
n
fr
k
1
;k
2;0
D
n
fr
k
1
;(k
2;0
+1)
 0, k
1
2 f0; :::; 2
j
 1g, alors
y
n+1
=
(2k
2;0
+1)2
 j
2
.
Pour alleger les notations dans la presentation de l'algorithme de resolution
de la n de ette setion, on fait referene a l'etape de resolution de
l'equation (5.18) par la proedure FRONT telle que,
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y
n+1
= FRONT (y
n
; V
n
y
; Æt
fr
; j; n
fr
); (5.20)
Remarque 5.4.2
L'initialisation de l'algorithme de resolution de l'equation (5.18) neessite
la denition de la fontion f dans l'expression (5.3). Cette fontion
doit e^tre redenie haque fois que l'on resout l'equation d'evolution
de la frontiere. Connaissant la position de la frontiere y
n
, on hoisit,
dans notre implementation, 8(x; y) 2 
; f(x; y) = th(100(y   y
n
)) ou
y! th(y) est la fontion tangente hyperbolique.
La derniere etape de l'implementation est de resoudre l'equation de la
haleur sur le domaine !
n+1
=℄y
n+1
; Y
0
[℄0; 1[.
{ Resolution de l'equation de la haleur :
Cette etape onsiste, omme dans le as de l'algorithme de resolution
sur un domaine xe (voir setion 4.3.2) , a aluler les matries C et
D quand le domaine est !
n+1
=℄y
n+1
; Y
0
[℄0; 1[ en plus des quantites
lassiques F
n
h
et G
n+1
h
0
puis d'appliquer l'algorithme d'Uzawa pour ob-
tenir U
n+1
h
.
Dans la desription de l'algorithme, on resume les aluls de ette etape
sous la proedure CHALEUR et on erit,
U
n+1
h
= CHALEUR(y
n+1
;U
n
h
; Æt; j; j
0
; m;m
0
; n): (5.21)
l'algorithme de resolution omplet se resume alors de la faon suivante,
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Algorithme de resolution
{ Choix des parametres : m; m
0
; j; j
0
; Æt; Æ
fr
; T; y
0
Pre-aluls
{ Calul des produits salaires f< 



;


j;0;0
>
L
2
(
)
g;  2 K
j
.
{ Prolongement de u
0
sur 
n!
0
par T
0
et T
1
puis evaluation de U
0
h
.
Resolution a haque iteration, n  0
{ Evaluation des valeurs aux points de U
n
h
.
{ Evaluation du gradient de la solution a l'interfae a partir des valeurs aux points.
) V
n
y
{ Resolution de l'equation d'evolution de la frontiere,
y
n+1
= FRONT (y
n
; V
n
y
; Æt
fr
; j; n
fr
)
{ Resolution de l'equation de la haleur sur le nouveau domaine,
U
n+1
h
= CHALEUR(y
n+1
;U
n
h
; Æt; j; j
0
; m;m
0
; n)
La gure 5.9 represente la solution de e type de probleme quand y
0
= 0:3,
Y
0
= 0:8, T
0
= 2, T
g
=  3, T
1
= 10 et 
0
=
1
80
. Les parametres de resolution
sont j = 6, j
0
= 4, m = m
0
= 4, Æt = 10
 3
.
Remarque 5.4.3
Cet algorithme fournit un moyen rapide et eÆae de aluler la nouvelle
solution quand la frontiere a bouge. En eet, en mettant de o^te le alul
de la nouvelle frontiere, la reonstrution des matries C et D est la seule
etape supplementaire par rapport a l'algorithme de resolution lassique de
l'equation de la haleur sur un domaine xe (setion 4.3.2).
Cependant, plusieurs points sont a ameliorer,
{ L'approximation par des dierenes nies d'ordre 1 onduit a une es-
timation grossiere du gradient de la solution a l'interfae. On a don
intere^t a utiliser des approximations d'ordre superieur utilisant plus de
points a l'interieur du domaine.
{ La generalisation de et algorithme a des problemes ayant des domaines
plus omplexes neessite de onstruire une nouvelle proedure FRONT .
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Elle doit marquer les points de la grille dyadique appartenant au nou-
veau domaine gra^e a la fontion de Level Set mais aussi e^tre apable
d'en seletionner un ertain nombre pour denir des points de ontro^le
et onstruire une approximation de  (par une ourbe de Bezier). On
est don amene a se poser les deux questions suivantes : ombien de
points de ontro^le prendre et omment faut-il qu'ils soient repartis ?
La reponse a es deux questions neessite l'introdution d'un ritere
de omparaison entre l'approximation de ! obtenue a partir des points
dyadiques marques par la fontion de Level Set et elle obtenue quand
 est onstruite a l'aide d'une ourbe de Bezier.
{ Sur un plan plus theorique, nous n'avons pas etudie la regularite de
!(t). Ce point est pourtant essentiel pour notre methode ar la formu-
lation dans les domaines tifs suppose que pour tout temps, (t) soit
assez reguliere pour pouvoir en partiulier denir les operateurs traes.
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Fig. 5.9 { Solutions d'un probleme ave frontiere mobile pour un probleme
du type "glaon". Les lignes en pointille representent la solution "physique",
'est a dire une temperature onstante, a l'exterieur du domaine. (a) T = Æt,
(b) oupe de la solution selon x = 0:5 () T = 10Æt, (d) oupe de la solution
selon x = 0:5 (e) T = 15Æt, (f) oupe de la solution selon x = 0:5
Conlusion
Une nouvelle methode numerique a ete onstruite en ouplant les approxi-
mations a base d'ondelettes aux approhes domaines tifs pour la resolution
de l'equation de la haleur bi-dimensionnelle sur un domaine quelonque !
ave des onditions aux bords du type Dirihlet. Le probleme parabolique
initial est d'abord approhe par une sequene de problemes elliptiques en
disretisant en temps l'equation de la haleur par un shema aux dierenes
nies. Ensuite, a haque pas de temps, la formulation faible orrespondante
est transformee en utilisant les domaines tifs. Dans ette derniere etape, le
probleme elliptique lassique est interprete omme un probleme d'optimisa-
tion d'une fontionnelle, denie sur un espae 
 ontenant ! et a geometrie
simple, sous une ontrainte qui est la ondition de Dirihlet sur le bord. Cette
reformulation aboutit a un probleme de point selle, 'est a dire, un systeme
de deux equations verifees par deux inonnues, la solution U
n
sur 
 telle que
sa restrition a ! est la solution du probleme elliptique lassique et un mul-
tipliateur de Lagrange, 
n
, qui est introduit pour imposer la ondition de
Dirihlet sur le bord au sens faible. La disretisation omplete du probleme
est ensuite realisee en hoisissant une disretisation du type Petrov-Galerkin
pour la disretisation spatiale du probleme de point selle.
A haque etape, un resultat d'existene et d'uniite de la solution des dierents
problemes a ete fourni, ainsi qu'une estimation d'erreur pour le probleme de
point selle.
La derniere formulation obtenue onduit a un systeme lineaire dont
l'implementation a ensuite ete derite (evaluation de haque terme du systeme
lineaire puis resolution par l'algorithme d'Uzawa) et analysee (estimation du
onditionnement de la matrie d'iteration d'Uzawa).
Enn, quelques resultats numeriques ont ete fournis. Nous avons d'abord
herhe a verier les omportements theoriques des multipliateurs de La-
grange, de l'erreur d'approximation et du onditionnement de la matrie
d'iteration. Nous nous sommes interesses ensuite a des exemples d'equations
de la haleur sur des domaines omplexes puis ouplees ave une equation
d'evolution de la frontiere.
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Troisieme partie
Ondelettes et ompression de
signaux/images
127
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Introdution
Cette partie est onsaree a la onstrution d'analyses et de transfor-
mations multiehelles et a leur appliation a la ompression de signaux et
d'images.
Si f
J
max
represente la disretisation a l'ehelle J
max
d'une fontion mo-
nodimensionnelle (signal) ou bi-dimensionnelle (image), un shema de om-
pression de f
J
max
peut e^tre represente de la faon suivante,
f
J
max
 ! Mf
J
max
= (f
J
0
; d
J
0
; : : : ; d
J
max
 1
)  ! : : : (5.22)
 ! Tr

Mf
J
max
= (f
J
0
; d
J
0

; : : : ; d
J
max
 1

)  ! : : : (5.23)
 ! QTr

Mf
J
max
= (
~
f
J
0

;
~
d
J
0

; : : : ;
~
d
J
max
 1

)  ! : : : (5.24)
 ! CQTr

Mf
J
max
(5.25)
Mf
J
max
est la transformee multiehelle de f
J
max
. Elle est omposee des
donnees disretisees a un niveau grossier f
J
0
, ainsi que des details d
j
; j =
J
0
; :::; J
max
  1 qui sont les informations intermediaires a rajouter pour re-
trouver f
J
max
. Mf
J
max
est ensuite seuillee (en fontion d'un seuil ) et est
don remplaee par Tr

Mf
J
max
. L'operateur Q eetue une quantiation
et l'operateur C est un operateur de odage. La quantite CQTr

Mf
J
max
est
destinee a e^tre transmise ou stokee avant d'e^tre deompressee. Nous nous
interessons ii prinipalement a l'operateur de transformation multiehelleM
ainsi qu'a son inverse.
Une des proprietes ruiales que l'on exige de la transformation multiehelle
M est sa stabilite puisqu'une inversion de CQTr

M doit onduire a un si-
gnal ou une image dont la distane a f
J
max
doit e^tre ontro^lee par  et par
l'erreur de quantiation. L'etude generale de la stabilite de la transforma-
tion, M , onsiste a analyser son omportement quand une perturbation est
introduite dans les donnees. On dit alors que la transformation est stable si
l'on peut ontro^ler la norme de l'erreur de reonstrution par la norme de
la perturbation introduite. En pratique, plusieurs soures de perturbations
sont possibles : elles sont liees aux etapes de seuillage et de quantiation
mais peuvent aussi e^tre introduites si un probleme de transmission survient
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au moment du transfert des donnees.
Le formalisme en ondelettes lassiques ([26℄) introduit au hapitre 1 peut
e^tre un premier hoix pour onstruire une transformation multiehelle pour
la ompression ([48℄) puisqu'il denit un adre fontionnel partiulierement
interessant pour la representation de fontions. Dans e qui suit, nous rappe-
lons brievement les avantages et les limitations du formalisme en ondelettes
lassiques pour la ompression.
Les ondelettes sont interessantes puisqu'elles fournissent,
{ Des representations reuses de signaux ou d'images ou les oeÆients
d'ondelettes signiatifs (don invariants par l'operateur Tr

) sont situes
autour des singularites (resp. des ontours) d'un signal (resp. d'une
image),
{ Des algorithmes multiehelles rapides et stables pour l'implementation
des operateurs M et M
 1
.
{ Une struture en arbre des oeÆients d'ondelettes qui peut e^tre ex-
ploitee par les algorithmes de quantiation et de odage ([60℄ ou [62℄)
orrespondant aux operateurs Q et C.
Cependant, la prinipale limitation quand on utilise les methodes a base
d'ondelettes est le manque de exibilite de la notion de detail ou, en d'autres
termes, l'impossibilie de modier loalement l'operateur inter-ehelle de
predition.
Cette limitation se traduit deja en dimension 1 par des osillations quand
on represente l'ation de l'operateur M
 1
Tr

MD
I
j
sur une fontion disonti-
nue. Sur la gure 5.10, nous omparons les resultats obtenus pour dierentes
transformations multiehelles : la transformation multiehelle spetrale as-
soiee a une deomposition en frequene (gure 5.10 (b)), la transformation
en ondelettes splines (gure 5.10 ()) et une transformation spline adaptee
en y
0
= 0 (gure 5.10 (d)).
En dimension 2, ette limitation se traduit par la deterioration des perfor-
manes de ompression des algorithmes en ondelettes quand une simple ligne
de disontinuite s'inline par rapport a un des axes de oordonnees (gure
5.11).
L'objet de ette partie est d'explorer une des pistes possible pour ontour-
ner ette limitation.
Comme mentionnees dans l'introdution generale de ette these, plusieurs
approhes sont atuellement proposees ave e me^me objetif ([54℄, [13℄, [12℄,
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(a) Fontion en esalier
(b) Transformation multiehelle spetrale (ave onditions periodiques),
() Transformation multiehelle spline sur l'intervalle (sans onditions periodiques),
(d) Transformation multiehelle spline adaptee,
Fig. 5.10 { La fontion en esalier, f
J
max
, et ses approximations
M
 1
Tr

Mf
J
max
pour dierentes transformations multiehelles M , J
max
=
12,  = 0, | : J
0
= 4,     : J
0
= 6.
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(a) (b)
() (d)
Fig. 5.11 { Contour et ligne de disontinuite, (a) ligne de disontinuite ver-
tiale, (b) ligne de disontinuite inlinee, ()-(d) CoeÆients de details non
nuls apres transformation multiehelle spline de (a) et (b), J
0
= 3, J
max
= 4,
la ligne en pointille represente les lignes de disontinuite.
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[1℄, [23℄)). Nous hoisissons ii de revenir sur la desription de l'approhe
ENO puisque l'algorithme de deomposition multiehelle que nous propo-
sons dans ette partie est onstruit en suivant le me^me formalisme.
Les methodes ENO-2D separable et ENO-EA sont toutes les deux basees
sur l'introdution d'un operateur de predition qui integre la presene de
disontinuites (ou de ontours) via un meanisme de detetion operant sur
les donnees reonstruites. Il s'agit d'un operateur d'interpolation, onstruit
en utilisant le formalisme de Harten introduit au hapitre 2. Le meanisme
de detetion onsiste a minimiser une fontion ou^t qui permet de hoisir
un stenil d'interpolation dans la zone la plus reguliere dans le voisinage du
point a interpoler.
La methode ENO-2D separable ([1℄) est onstruite a partir d'une detetion
et d'une predition monodimensionnelles appliquees suessivement aux lignes
puis aux olonnes de l'image. L'intere^t de ette approhe est qu'elle onduit
a une onstrution tres simple d'un algorithme multiehelle, a partir de deux
algorithmes monodimensionnels, qui est adapte aux ontours de l'image tout
en gardant une struture en arbre pour les oeÆients de details. Cependant,
ette approhe est limitee quand il s'agit de reonstruire des ontours non
horizontaux et non vertiaux. De plus, elle ne onduit pas a un algorithme
multiehelle stable puisque la detetion se fait sur les donnees reonstruites ;
l'eet d'une perturbation sur les donnees peut alors modier la predition
en seletionnant des stenils dierents de eux initialement hoisis dans le
modele non perturbe. La onstrution d'un algorithme stable neessite l'uti-
lisation du proede de stabilisation monodimensionnel dit de ontro^le d'er-
reur ([1℄). Ce proede onsiste a entre-meler les etapes de deomposition et
de seuillage pour integrer au fur et a mesure les perturbations eetuees sur
les oeÆients de detail.
L'approhe ENO-EA ([23℄) generalise l'approhe ENO-2D separable. La
detetion utilise toujours d'abord un meanisme de detetion monodimen-
sionnel ou la minimisation d'une fontion ou^t monodimensionnelle appliquee
aux lignes puis aux olonnes permet de marquer les ellules de l'image prohes
d'un ontour vertial, horizontal ou diagonal. Puis, la detetion est amelioree
par un meanisme de seletion supplementaire base sur le modele simplie des
fontions que l'on herhe a reonstruire exatement ; ela permet d'eliminer
les ellules marquees ayant des ongurations "pathologiques" qui ne orres-
pondent pas au modele.
Plusieurs strategies de onstrution de la predition sont alors envisagees en
fontion de la position des ellules marquees par la detetion. Contrairement
au as ENO-2D separable, l'operateur de predition est bi-dimensionnel puis-
qu'il utilise diretement des stenils bi-dimensionnels. Plus preisement, la
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predition dans les zones regulieres ('est a dire sans ellules marquees) uti-
lise un stenil d'interpolation entre alors que elle des zones prohes des
ontours ombine extrapolation et interpolation bi-dimensionnelles ave mi-
nimisation d'une fontionnelle ou^t bi-dimensionnelle.
L'avantage de ette approhe est qu'elle est diretement bi-dimensionnelle,
elle permet don une reonstrution eÆae de ontours non vertiaux ou
non horizontaux tout en gardant une struture en arbre pour les oeÆients
de detail. Cependant, puisqu'elle est basee sur la tehnique ENO, elle ne
denit pas un algorithme multiehelle stable. B. Matei introduit alors dans
[49℄ une generalisation de l'algorithme de ontro^le d'erreur utilise pour ENO-
2D separable an de garantir la stabilite de et algorithme.
Suivant le me^me but, nous onstruisons et analysons dans ette partie des
methodes multiehelles monodimensionnelles ou bi-dimensionnelles adaptees
aux disontinuites d'un signal ou aux ontours d'une image. Elles utilisent
aussi le formalisme de Harten et reposent sur la onstrution d'operateurs de
predition stables mais dependant d'une famille de points (ou de ontours)
qui onduisent, dans le as bi-dimensionnel, a des deomposition et reons-
trution multi-diretionnelles tenant ompte de l'orientation des ontours de
l'image.
Cette partie est organisee de la faon suivante.
Le hapitre 6 est onsare a la desription d'une analyse multiehelle
du type Harten, dependant d'une famille de points et dite, par onsequent,
dependant de la position. Apres avoir rappele et preise d'abord la onstru-
tion de l'algorithme de predition dependant de la position dans le as mo-
nodimensionnel, Le lien ave des analyses multiresolutions dependant de
la position est etabli. On montre alors que es analyses onduisent a des
deompositions multiehelles eÆaes pour la representation de signaux
presentant des disontinuites.
Cette approhe est ensuite generalisee au as bi-dimensionnel dans le ha-
pitre 7 et un algorithme de ompression multi-diretionnel dependant des
ontours de l'image est introduit. Il utilise une arte des ontours obtenue
prealablement. Plusieurs omparaisons entre ette approhe et une approhe
non adaptee a la geometrie de l'image sont ensuite presentees pour la om-
pression de dierents types d'images.
Chapitre 6
Algorithmes multiehelles
dependant de la position, lien
ave les analyses
multiresolutions et appliations
en dimension 1
Dans e hapitre, nous utilisons le formalisme de Harten introduit au ha-
pitre 2 pour denir des analyses multiresolutions dependant de la position.
Comme dans la hapitre 2, nous ommenons, dans la setion 6.1 , par rap-
peler l'algorithme de predition interpolant en preisant la notion de stenil
dependant de la position. Nous fournissons ensuite un theoreme de onver-
gene de et algorithme sous ertaines onditions en utilisant un theoreme
de perturbation emprunte a [28℄ puis faisons le lien ave des analyses mul-
tiresolutions interpolantes dependant de la position. Nous onstruisons et
araterisons alors des bases d'ondelettes interpolantes qui ne sont pas des
translatees et dilatees d'une fontion mere mais dependent d'une famille de
points.
Nous generalisons ensuite, dans la setion 6.2 , le as interpolant en onstrui-
sant d'abord un algorithme de predition B-spline dependant de la posi-
tion. L'etude de sa onvergene onduit a l'introdution d'une fontion li-
mite de L
2
(IR) qui est le point de depart de la onstrution d'analyses mul-
tiresolutions biorthogonales. Une paire d'espaes biorthogonaux d'une ana-
lyse multiresolution biorthogonale dependant de la position est alors intro-
duite.
Dans la setion 6.3 , une serie de tests est presentee pour etudier l'eÆaite
des analyses multiresolutions dependant de la position dans la redution du
phenomene de Gibbs pour l'approximation de fontions disontinues et dans
la ompression de signaux presentant des disontinuites.
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6.1 Algorithme de predition interpolant dependant
de la position : lien ave les analyses in-
terpolantes dependant de la position
6.1.1 Algorithme de predition dependant de la posi-
tion
Nous rappelons (voir setion 2.1.1) qu'un algorithme de predition inter-
polant dependant de la position est deni par,
Algorithme 6.1.1












for k 2 ZZ;
f
0
I;j+1
2k
=

P
I;j+1
j
f
0
I;j

2k
= f
I;j
k
;
f
0
I;j+1
2k 1
=

P
I;j+1
j
f
0
I;j

2k 1
=
P
r
j+1;2k 1
 1
m= l
j+1;2k 1
L
l
j+1;2k 1
;r
j+1;2k 1
m
( 1=2)f
I;j
k+m
;
end;
(6.1)
ou pour haque predition, les limites a gauhe, l
j+1;2k 1
, et a droite,
r
j+1;2k 1
, du stenil d'interpolation sont fontions de la position, 'est a dire
de j et de k. On se plae dans le as ou ette dependane est en fait ontro^lee
par une famille de points qui realise une segmentation de l'axe reel. Plus
preisement, on a la denition suivante.
Denition 6.1.1
La seletion du stenil dependant de la position est ontro^lee par les 3 elements
suivants :
{ Une suite nie de points de segmentation (S
s
)
s2[s
 
;s
+
℄
.
{ Un triplet (D; l; r); l > 0; r  1 et l+r = D+1 tel que (D
j;2k 1
; l
j;2k 1
; r
j;2k 1
) =
(D; l; r) quand [x
j 1
 l+k
; x
j 1
r 1+k
℄ \ fS
s
g = ;.
{ Une regle pour la seletion de (D
j;2k 1
; l
j;2k 1
; r
j;2k 1
) quand [x
j 1
 l+k
; x
j 1
r 1+k
℄\
fS
s
g 6= ;.
Il s'en suit qu'ii, le stenil est adapte seulement au voisinage des points
de segmentation. Nous donnons un exemple de seletion de stenil qui suit
la denition 6.1.1 et qui est utilisee pour l'approximation ou la ompression
de signaux disontinus (setion 6.3) :
Pour un seul point de segmentation, i.e s
 
= s
+
= 0 et S
0
= fy
0
g et
pour (D; l; r) donne, on denit la regle de seletion suivante
1
pour le tri-
plet (D
j;2k 1
; l
j;2k 1
; r
j;2k 1
) :
1
Dans la suite, nous appelons ette proedure la regle 1
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on note k
j 1
, l'entier tel que y
0
2 [x
j 1
k
j 1
 1
; x
j 1
k
j 1
℄. Alors, pour haque j
et k tel que y
0
2 [x
j 1
 l+k
; x
j 1
r 1+k
℄, r
j;2k 1
et l
j;2k 1
sont alules de la faon
suivante :
8
>
<
>
>
:
Si k  k
j 1
  1 alors r
j;2k 1
= k
j 1
  k et l
j;2k 1
= k   k
j 1
+ 1 +D
Si k = k
j 1
alors r
j;2k 1
= D et l
j;2k 1
= 1
Si k  k
j 1
+ 1 alors r
j;2k 1
= k
j 1
  k +D + 1 et l
j;2k 1
= k   k
j 1
(6.2)
Les gures 6.1 et 6.2 montrent les 5 dierents stenils a onsiderer quand
on utilise ette strategie ave (D; l; r) = (5; 3; 3).
5,1s
4,2s
3,3s
2,4s
1,5s
l=5     r=1
l=1   r=5
l=4    r=2
l=3    r=3
l=2    r=4
Fig. 6.1 { Les 5 stenils possibles a 6 points d'une proedure de seletion
suivant la regle 1, la ehe indique l'intervalle ou se trouve le point a predire
Y0
.  .  . 
3,33,3s 3,3s 4,2s 5,1s s3,3s2,4s1,5s1,5s
.  .  .
Fig. 6.2 { Seletion du stenil
Comme dans le hapitre 2, nous ommenons par analyser la onvergene
du shema de subdivision assoie a l'algorithme de predition interpolant
dependant de la position. La notion de fontions limites permet ensuite de
faire le lien ave des analyses multiresolutions interpolantes dependant de la
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position.
Nous nous limitons ii a l'etude de l'algorithme de predition interpolant
dependant de la position assoie a un unique point de segmentation
dyadique fy
0
g. En eet, notre objetif est de generaliser ette tehnique
monodimensionnelle au as bi-dimensionnel pour la ompression d'image.
Dans e ontexte, les points de segmentation (qui denissent les ontours)
sont dyadiques (puisqu'ils sont denis a partir de l'image originale) et on
suppose qu'ils sont suÆsamment espaes pour que les strategies assoiees a
haque point n'interferent pas entre elles.
Il suÆt alors d'etudier la onvergene de l'algorithme de predition assoie
a l'unique point de segmentation y
0
= 0 pour obtenir des resultats generaux
quand le point de segmentation est dyadique. En eet, si y
0
est un point
dyadique alors il existe un niveau de resolution J tel que y
0
2 X
J
. L'analyse
qui suit s'applique alors apres dilatation et translation.
6.1.2 Convergene de l'algorithme de predition inter-
polant dependant de la position
Les resultats que nous fournissons ii onernent l'algorithme de predition
suivant la regle 1. Cet algorithme denit un shema de subdivision station-
naire, non uniforme et on note dans e as l
j;2k 1
= l
2k 1
et r
j;2k 1
= r
2k 1
.
Son masque s'erit,
8k 2 ZZ,
fa
2k
m
g
m2ZZ
8
<
:
a
2k
0
= 1;
a
2k
m
= 0; si m 6= 0
(6.3)
et,
fa
2k 1
m
g
m2ZZ
8
<
:
a
2k 1
 2m 1
= L
l
2k 1
;r
2k 1
m
( 1=2) pour m =  l
2k 1
; :::; r
2k 1
  1;
a
2k 1
m
= 0 sinon
(6.4)
et don M
j;2k 1
= M
2k 1
= 2l
2k 1
  1 et M
?
j;2k 1
= M
?
2k 1
= 2r
2k 1
  1.
Comme dans le as invariant par translation, la onvergene de e shema
lineaire se fait en etudiant la onvergene de la suite onstruite en appli-
quant le shema de subdivision a la sequene initiale
n
f
I;0
k
o
k2ZZ
2 V
0
ave
f
I;0
k
= Æ
m;k
(m 2 ZZ) et si elle existe, on note
~

I
m
la fontion limite obtenue.
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D'apres la denition 6.1.1, nous xons les 3 elements denissant la strategie
dependant de la position et supposons que le shema invariant par transla-
tion assoie aux parametres (D; l; r) est onvergent. Dans e qui suit, nous
demontrons la onvergene de l'algorithme de predition interpolant des que
jr   lj  2 (voir remarque 6.1.1).
L'analyse de la onvergene utilise un theoreme de perturbation etabli par
I. Daubehies, O. Runborg et W. Sweldens dans [28℄ que l'on utilise sous la
forme reduite suivante,
Theoreme 6.1.1
Soit S
ref
un shema de subdivision onvergent et soit la famille ff
j
g
j0
sa-
tisfaisant,
jj f
j+1
  S
ref
f
j
jj
1
 C2
 j
; 8j  0; (6.5)
ou  est un nombre reel positif, alors,
si 
j
(t) est la fontion lineaire par moreaux interpolant ff
j
k
g
k2ZZ
aux
points t = k2
 j
pour tout j; k, il existe une fontion ontinue  tel que

j
!  uniformement quand j ! +1. Le shema de subdivision qui produit
les ff
j
g
j0
est don onvergent.
Par soui de larte dans l'etude de la onvergene, nous faisons referene
a partir de maintenant et jusqu'a la n de ette setion, a l'algorithme de
predition interpolant par le terme API. De plus, nous supprimons l'expo-
sant I faisant referene au as interpolant puisqu'auune onfusion ave la
predition B
N
-spline ne peut e^tre faite dans ette setion.
Pour analyser la onvergene de l'API, nous remarquons que l'on peut
separer le shema en deux parties independantes l'une de l'autre. Nous in-
troduisons alors API
 
(resp. API
+
), le shema de predition deni sur la
demi-droite IR
 
(resp. sur la demi-droite IR
+
) (gure 6.3) et nous notons
n
P
 I;j+1
j
o
j2ZZ
(resp.
n
P
+I;j+1
j
o
j2ZZ
), les deux familles d'operateurs de predi-
tion orrespondant.
Notre approhe onsiste a etudier suessivement es deux shemas puis
d'en deduire la onvergene de l'API.
Analyse de la onvergene de API
 
Nous utilisons le orollaire suivant du theoreme 6.1.1 qui neessite de
ontro^ler uniquement l'evolution des perturbations pour obtenir la onver-
gene.
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s
sssss
. . .
. . .
0
0
. . . . . .
0
s
D−2,3 D−1,2
2,D−1
D,1
2,D−11,D1,D
1,D1,DD−1,2 D,1
b)
a)
sss
s
Fig. 6.3 { Separation de l'algorithme de predition, s
l;r
represente le stenil
a l points a gauhe et r points a droite : a) API
+
, b) API
 
Corollaire 6.1.1
Si S
ref
est un shema de subdivision lineaire et onvergent, le shema de
subdivision suivant,
f
j+1
= S
ref

f
j
+f
j

; (6.6)
ave
jjf
j+1
jj
1
jjf
j
jj
1
jj
1
  < 1; (6.7)
est onvergent.
Preuve:
Puisque S
ref
est un shema de subdivision lineaire, il vient d'apres l'inegalite
(6.7),
jj f
j+1
  S
ref
f
j
jj
1
 C2
jlog
2
()
; (6.8)
ave C =jj S
ref
jj
1
jj f
0
jj
1
.
L'inegalite (6.8) est bien du type (6.5) ave  =  log
2
(), e qui garantit la
onvergene du shema.
An d'etudier plus failement la onvergene de API
 
sur ℄   1; 0℄,
nous ommenons par prolonger la sequene initiale sur ℄0;+1[ puis nous
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denissons sur ℄ 1;+1[, un shema de subdivision equivalent a API
 
sur
℄ 1; 0℄. Plus preisement, on a,
Denition 6.1.2 Prolongement sur ℄0;+1[
Etant donnee la famille ff
0
k
g
k0
, on denit la sequene de points prolongee
a droite,
n
~
f
0
k
o
k2ZZ
, par,
8
<
:
~
f
0
k
= f
0
k
si k  0;
~
f
0
k
= P
0
(k) si k > 0;
(6.9)
ou P
0
est le polyno^me de Lagrange de degre D interpolant les points
n
f
0
 D
; :::; f
0
 2
; f
0
 1
; f
0
0
o
.
Denition 6.1.3 Shema equivalent sur ℄ 1;+1[
La sequene f
~
f
0
k
g
k2ZZ
etant onstruite par prolongement de ff
0
k
g
k0
, on denit
n
~
f
0
j+1
k
o
k2ZZ
, j  0, par la proedure suivante, sahant que 8k 2 ZZ;
~
f
0
0
k
=
~
f
0
k
,











for k 2 ZZ;
~
f
0
j+1
k
=

P
 I;j+1
j
~
f
0
j

k
=

S
l;r
~
f
0
j

k
if k  0;
~
f
0
j+1
k
= P
j
(k2
 (j+1)
) if k > 0;
end:
(6.10)
ou S
l;r
est le shema de subdivision invariant par translation assoie aux
parametres (D,l,r) et P
j
est le polyno^me de Lagrange de degre D interpolant
les points
n
f
0
j
 D
; :::; f
0
j
 2
; f
0
j
 1
; f
0
j
0
o
.
Dans la suite, nous appelons
~
S
 
, le shema de subdivision qui permet
de passer de la famille f
~
f
0
j
m
g
m2ZZ
a f
~
f
0
j+1
k
g
k2ZZ
par la proedure (6.10). Par
onstrution,
~
S
 
est bien equivalent a API
 
sur ℄ 1; 0℄.
On denit alors un shema de subdivision de referene
~
S
ref
 
de la faon
suivante,
Denition 6.1.4 Denition de
~
S
ref
 
n
~
f
0
k
o
k2ZZ
etant onstruite omme preedemment, on denit la sequene f
~
f
0
j+1
k
g
k2ZZ
par la proedure suivante,
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for k 2 ZZ;
~
f
0
j+1
k
=

S
l;r
~
f
0
j

k
if k  0;
~
f
0
j+1
k
= P
0
(k2
 (j+1)
) if k > 0;
end:
(6.11)
La onvergene de
~
S
ref
 
est immediate puisque, pour toute sequene f
~
f
0
k
g
k2ZZ
prolongee selon la denition 6.1.2,
~
S
ref
 
~
f
0
= S
l;r
~
f
0
.
Le theoreme suivant presente le shema
~
S
 
omme une perturbation du
shema
~
S
ref
 
.
Theoreme 6.1.2
Si r   l + 1   1 alors on a pour k  0,
8j  0;
~
f
0
j+1
k
=

~
S
 
~
f
0
j

k
=

~
S
ref
 
(
~
f
0
j
+
~
f
0
j
)

k
; (6.12)
ou
{ si r  l+1 =  1; alors, 
~
f
0
0
= 0; et 8j > 0; jj 
~
f
0
j+1
jj=  jj 
~
f
0
j
jj
1
ave  =j L
l;r
 l
(1=2)L
l;r
 l
( l   1) j< 1; ou L
l;r
 l
est deni par l'expression
(2.19).
{ Si r   l + 1  0; alors, 8j  0; 
~
f
0
j
= 0:
Utilisant le orollaire 6.1.1 et la onvergene de
~
S
ref
 
, on en deduit alors
la onvergene de
~
S
 
et don de API
 
.
Preuve:
{ Nous ommenons par le as r   l + 1 =  1.
Nous donnons d'abord la preuve pour l = 5; r = 3 et D = 7, puis, nous
la generalisons pour tout l et r tel que r   l + 1 =  1.
Remarquons que par onstrution de
n
~
f
0
1
k
o
k2ZZ
par la proedure (6.10), il
vient immediatement
~
f
0
1
=
~
S
ref
 
~
f
0
0
et don 
~
f
0
0
= 0.
Nous nous interessons maintenant au as j > 0 et ommenons par ex-
primer la perturbation 
~
f
0
1
.
Introduisons P
1
, le polyno^me de Lagrange de degre D=7 interpolant
n
~
f
0
1
 7
;
~
f
0
1
 6
;
~
f
0
1
 5
;
~
f
0
1
 4
;
~
f
0
1
 3
;
~
f
0
1
 2
;
~
f
0
1
 1
;
~
f
0
1
0
o
.
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Par onstrution (gure 6.4),
~
f
0
1
 7
6= P
0
( 
7
2
) et don les polyno^mes P
1
et
P
0
sont dierents. Il s'en suit que les sequenes f
~
f
0
2
k
g
k2ZZ
et f(
~
S
ref
 
f
0
1
)
k
g
k2ZZ
ne sont pas identiques. Comme on peut le voir sur la gure 6.4, les dierenes
entre es deux familles pour k  0 sont ontro^lees par les deux perturbations
qui orrespondent a la dierene de valeurs des polyno^mes P
0
et P
1
aux
points x =
1
2
et x = 1.
Plus preisement, on peut erire, pour tout k  0,
~
f
0
2
k
=

~
S
ref
 

~
f
0
1
+
~
f
0
1

k
; (6.13)
ou
8m 2 ZZ; 
~
f
0
1
m
=

P
1
(
1
2
)  P
0
(
1
2
)

Æ
m;1
+ (P
1
(1)  P
0
(1)) Æ
m;2
: (6.14)
0
01P
P
2
’ I,1
f
1
’ I,1f
’
0
1
0
Fig. 6.4 { Constrution de
~
S
 
Denissant 
0
=
~
f
0
0
 8
 P
0
( 8) et 
0
0
= P
1
(
 7
2
) P
0
(
 7
2
) (gure 6.4), nous
obtenons par onstrution,
P
1
(
1
2
)  P
0
(
1
2
) = L
5;3
 5
(3)
0
0
; (6.15)
P
1
(1)  P
0
(1) = L
5;3
 5
(4)
0
0
; (6.16)

0
0
= L
5;3
 5
( 1=2)
0
; (6.17)
et don, l'expression (6.14) devient,
8m 2 ZZ; 
~
f
0
1
m
= L
5;3
 5
(3)L
5;3
 5
( 1=2)
0
Æ
m;1
+ L
5;3
 5
(4)L
5;3
 5
( 1=2)
0
Æ
m;2
:
(6.18)
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Nous herhons maintenant a verier que jj 
~
f
0
2
jj=  jj 
~
f
0
1
jj
1
ave
 =j L
5;3
 5
(1=2)L
5;3
 5
( 6) j< 1.
En suivant la me^me demarhe que preedemment, la perturbation qui
ontro^le la dierene entre les sequenes f
~
f
0
3
k
g
k0
et f(
~
S
ref
 
f
0
2
)
k
g
k0
, s'ex-
prime en fontion de la quantite 
1
=
~
f
0
1
 8
  P
1
( 8=2) (gure 6.4) et s'erit,
8m 2 ZZ; 
~
f
0
2
m
= L
5;3
 5
(3)L
5;3
 5
( 1=2)
1
Æ
m;1
+ L
5;3
 5
(4)L
5;3
 5
( 1=2)
1
Æ
m;2
:
(6.19)
D'apres les expressions (6.18) et (6.19), le rapport
jj
~
f
0
2
jj
1
jj
~
f
0
1
jj
1
ne depend
don que du rapport
j
1
j
j
0
j
.
Par onstrution (gure 6.4), 
1
= L
5;3
 5
( 6)
0
0
et gra^e a l'expression
(6.17), nous obtenons,
j 
1
j
j 
0
j
= jL
5;3
 5
( 6)L
5;3
 5
( 1=2)j: (6.20)
e qui montre que jj 
~
f
0
2
jj
1
= jL
5;3
 5
( 6)L
5;3
 5
( 1=2)j jj 
~
f
0
1
jj
1
et un ra-
pide alul en utilisant l'expression (2.19) onduit a jL
5;3
 5
( 6)L
5;3
 5
( 1=2)j <
1.
Le resultat jj 
~
f
0
j+1
jj=j L
5;3
 5
(1=2)L
5;3
 5
( 6) jjj 
~
f
0
j
jj
1
pour tout j > 1,
s'obtient, en suivant les me^mes etapes de alul que pour j = 1. De la me^me
faon que l'on a exprime le rapport des perturbations
jj
~
f
0
2
jj
1
jj
~
f
0
1
jj
1
en fontion du
rapport
j
1
j
j
0
j
, on aboutit ii a,
jj 
~
f
0
j+1
jj
1
jj 
~
f
0
j
jj
1
=
j 
j
j
j 
j 1
j
; (6.21)
ou 8j, 
j
=
~
f
0
j
 8
  P
j
( 8=2
j
).
Puisque tous les stenils utilises ne dependent pas du niveau j, on a en-
ore,
j
j
j
j
j 1
j
= jL
5;3
 5
( 6)L
5;3
 5
( 1=2)j, e qui termine la preuve dans le as
l = 5; r = 3; D = 7.
Nous generalisons maintenant le resultat preedent pour tout
(D; l; r) tel que r   l + 1 =  1 :
Un alul similaire au as l = 5; r = 3; D = 7 onduit a,
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8j > 0;
jj
~
f
0
j+1
jj
1
jj
~
f
0
j
jj
1
=j L
l;r
 l
(1=2)L
l;r
 l
( l   1) j : (6.22)
Reste alors a verier que j L
l;r
 l
( 1=2)L
l;r
 l
( l   1) j< 1.
D'apres l'expression (2.19), il vient
L
l;r
 l
( 1=2) =
1
2
D
D!
(2r   1)(2r   3):::( 2l + 3); (6.23)
L
l;r
 l
( l   1) = D + 1: (6.24)
Comme l + r = D + 1, les expressions (6.23) et (6.24) donnent
L
l;r
 l
( 1=2)L
l;r
 l
( l   1) =
D + 1
2
D
D!
G(r); (6.25)
ou G(r) = (2r   1)(2r   3):::(2r   2D + 1).
On peut toujours supposer r  2 ar sinon l'etude est sans intere^t. Ave
r + l = D + 1 et r   l + 1 =  1, il vient r =
D 1
2
et D  5.
L'expression (6.25) donne alors,
j L
l;r
 l
( 1=2)L
l;r
 l
( l   1) j =
D + 1
2
D
D!
D(D   2)
2
(D   4)
2
:::;
j L
l;r
 l
( 1=2)L
l;r
 l
( l   1) j =
D + 1
2
D
D   2
D   1
D   4
D   3
:::;
j L
l;r
 l
( 1=2)L
l;r
 l
( l   1) j 
D + 1
2
D
: (6.26)
Comme la fontion h(D) =
D+1
2
D
 0 est deroissante et que h(5) < 1, il
vient nalement,
j L
l;r
 l
( 1=2)L
l;r
 l
( l   1) j< 1: (6.27)
{ Nous terminons par le as r   l + 1  0
Suivant la me^me onstrution que preedemment, on a ii, P
0
= P
j
; 8j 
0 et don
~
S
 
oinide ave
~
S
ref
 
et fournit alors 
~
f
0
j
= 0; 8j  0, e qui
onlut la preuve.
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Analyse de la onvergene de API
+
Remarquons que d'apres la regle de seletion (6.2), API
 
et API
+
ne
sont pas symetriques par rapport a 0.
Notre demarhe pour analyser la onvergene de API
+
est toutefois prohe de
elle utilisee pour l'etude de API
 
puisqu'elle est basee aussi sur le theoreme
6.1.1 en utilisant le symetrique du shema API
 
omme shema de referene.
Par soui de lisibilite, l'analyse detaillee de la onvergene est reportee a la
n de e hapitre dans la setion 6.4.1. Nous fournissons uniquement, dans
la proposition suivante, le resultat obtenu qui donne, pour l   r + 1   1,
un ritere de onvergene de API
+
.
Proposition 6.1.1
Si l   r + 1   1, alors le shema API
+
est onvergent si,
{ pour l+r pair,
j
l+r
2
 2
X
i=0
L
l;r
r (2i+1)
(r)L
l;r
r 1
 
 
2i + 1
2
 
l   r
2
  1
!
j< 1;
(6.28)
{ pour l+r impair,
j
l+r 1
2
 2
X
i=0
L
l;r
r (2i+1) 1
(r)L
l;r
r 1
 
 
2i+ 1
2
 
l   r + 1
2
  1
!
j< 1:
(6.29)
Remarque 6.1.1
- L'analyse omplete de la onvergene a ete fournie dans le as j r  l j 2.
Quand r   l + 1 <  1 (resp. l   r + 1 <  1), l'analyse de la onvergene
de API
+
(resp. de API
 
) a l'aide du theoreme de perturbation devient tres
tehnique ar le nombre de perturbations 
j
augmente ave j l   r + 1 j. Un
resultat general de onvergene n'a pu e^tre prouve pour le moment.
- Par onstrution, l'API dependant de la position reproduit les polyno^mes
jusqu'a un degre D, i.e.
X
k2ZZ
k
m
~

I
k
(x) = x
m
; 8x 2 IR et m  D: (6.30)
- La regularite des fontions limites des shemas dependant de la position ne
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peut pas e^tre diretement etudiee par les methodes utilisees dans le as inva-
riant par translation. La version omplete du theoreme de perturbation 6.1.1
dans [28℄ permet d'analyser la regularite des fontions limites des shemas
API
 
et API
+
. Cependant, auun resultat ne fournit la regularite au point
de segmentation y
0
.
- Contrairement au as invariant par translation, e type de onstrution ne
permet pas de denir un symbole de l'API puisque les fontions limite ont
perdu l'invariane par translation. Cei onstitue un point essentiel quand on
herhe a generaliser ette onstrution aux as des analyses splines puisque
la onstrution des analyses splines invariantes par translation proposee dans
la setion 2.3.2 et utilisant une des formules de ommutation de Lemarie ne
peut e^tre appliquee ii.
Nous terminons ette setion en donnant un exemple de fontions limites
dependant de la position.
Un exemple de fontions limites dependant de la position
Nous onsiderons l'exemple d'un API assoie aux parametres l = 3; r =
3; D = 5.
Comme r   l + 1   1, le theoreme 6.1.2 garantit la onvergene de API
 
.
Pour obtenir la onvergene de API
+
, puisque l   r + 1   1, il reste a
verier, d'apres la proposition 6.1.1 que
j L
3;3
2
( 5=2)L
3;3
0
(3) + L
3;3
2
( 3=2)L
3;3
2
(3) j< 1: (6.31)
Utilisant l'expression (2.19), on obtient,
j L
3;3
2
( 5=2)L
3;3
0
(3) + L
3;3
2
( 3=2)L
3;3
2
(3) j=
55
128
< 1; (6.32)
et don la onvergene de API
+
.
La onvergene des deux shemas API
+
et API
 
entraine alors elle du
shema API.
Nous avons trae quelques fontions limites sur la gure 6.5. Remarquons
que toutes les fontions limites sont a support ompat ar le masque du
shema de subdivision assoie a l'API est de longueur nie. De plus, toutes
les fontions sauf une ont un support qui ne traversent pas le point de seg-
mentation y
0
= 0 puisque la regle 1 de seletion du stenil impose d'avoir un
seul stenil ontenant le point de segmentation. Enn, la fontion limite de
la gure 6.5 () n'est pas symetrique puisque l'API
+
et l'API
 
ne sont pas
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0
0.5
1 (a)
−5 0 5
−0.5
0
0.5
1 (b)
−5 0 5
−0.5
0
0.5
1 (c)
−5 0 5
−0.5
0
0.5
1 (d)
(a)
~

I
 2
(b)
~

I
 1
()
~

I
0
(d)
~

I
1
Fig. 6.5 { Fontions limites dependant de la position suivant la regle 1,
y
0
= 0, D = 5; l = 3; r = 3
symetriques.
La gure 6.5 nous montre aussi que, dans et exemple, la derivee de la fon-
tion limite en y
0
= 0 n'est pas ontinue. Ce resultat etait previsible puisque
la strategie hoisie suit la regle 1 (gure 6.2) et que l'interpolation de La-
grange n'impose auune ondition sur la derivee de l'interpolee. Une faon
d'augmenter la regularite de la fontion limite pourrait e^tre d'utiliser une
interpolation du type Hermite au voisinage de y
0
.
Les fontions limites dependant de la position sont le point de depart
de la onstrution d'analyses multiresolutions interpolantes dependant de la
position.
6.1.3 Lien ave les analyses multiresolutions
La onstrution d'analyses multiresolutions interpolantes dependant de
la position a partir des fontions limites suit la me^me demarhe que dans le
as invariant par translation, 'est a dire en utilisant l'analogie entre le for-
malisme de Harten et les analyses multiresolutions lassiques (setion 2.1.1).
Une fois la onvergene etablie, on introduit l'operateur de reonstrution
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hierarhique R
I;1
j
suivant, 8ff
I;j
k
g
k2ZZ
2 V
j
,
R
I;1
j
f
I;j
=
X
k2ZZ
f
I;j
k
~

I
k
(2
j
:): (6.33)
Il s'en suit alors, d'apres l'expression (2.14), que les fontions f
~

I
k
g
k2ZZ
sont les fontions d'ehelle d'une analyse multiresolution puisque,
~

I
k
= R
I;1
0
w
I;0
k
(6.34)
ave 8m 2 ZZ; w
I;0
k;m
= Æ
k;m
, veteur de base de V
0
et on note
n
~
V
I
j
o
j2ZZ
,
les espaes de ette analyse tels que
~
V
I
j
= vetf
~

I
k
(2
j
x); k 2 ZZg.
On denit ensuite la famille d'ondelettes f
~
 
j;k
g
k2ZZ
generant un espae de
detail
~
W
I
j
, a partir d'une base de KerD
I;j
j+1
(expression (2.11)) et on obtient,
~
 
I
j;k
=
~

I
2k+1

2
j+1
:

: (6.35)
An de failiter la generalisation aux analyses splines, nous denissons for-
mellement dans la proposition suivante une analyse multiresolution biortho-
gonale a l'analyse interpolante que nous venons de onstruire. Plus preisement,
on denit formellement la suite d'espaes
n
V
I
j
o
j2ZZ
ave
V
I
j
= vetfÆ (2
j
x  k) ; k 2 ZZg ou Æ
x
0
est la distribution de Dira au point
x
0
ave 8f 2 C
0
(IR), < f; Æ
x
0
>= f(x
0
).
Proposition 6.1.2
Si on introduit, 8(j; k) 2 ZZ
2
,
 
I
j;k
(x) = Æ

2
j+1
x  (2k + 1)

 
r
2k+1
 1
X
m= l
2k+1
L
l
2k+1
;r
2k+1
m
( 1=2)Æ

2
j+1
x  2(k +m + 1)

;
(6.36)
ave r
2k+1
+ l
2k+1
= D + 1 et W
I
j
= vetf 
I
j;k
; k 2 ZZg, alors
8j 2 ZZ; V
I
j
 V
I
j+1
; (6.37)
8j 2 ZZ; V
I
j+1
= W
I
j
 V
I
j
; (6.38)
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et
8(j; k) 2 ZZ
2
; 8f 2
~
V
I
j
; < f;  
I
j;k
>= 0: (6.39)
Preuve:
La propriete (6.37) s'obtient immediatement d'apres la onstrution de
V
I
j
; j 2 ZZ.
Nous ommenons don par montrer que V
I
j+1
= W
I
j
 V
I
j
, j 2 ZZ.
Tout element v
I
j+1
2 V
I
j+1
verie,
v
I
j+1
(x) =
X
k2ZZ
v
k
Æ

2
j+1
x  k)

; (6.40)
que l'on peut reerire
v
I
j+1
(x) =
X
k2ZZ
v
2k
Æ

2
j
x  k

+
X
k2ZZ
v
2k+1
Æ

2
j+1
x  (2k + 1)

: (6.41)
Erivant Æ (2
j+1
x  (2k + 1)) =  
I
j;k
(x) + v
j;k
ou v
j;k
(x) =
P
r
2k+1
 1
m= l
2k+1
L
l
2k+1
;r
2k+1
m
( 1=2)Æ (2
j
x  (k +m+ 1)), nous obte-
nons,
v
I
j+1
(x) =
X
k2ZZ
v
2k
Æ

2
j
x  k

+
X
k2ZZ
v
2k+1

 
I
j;k
(x) + v
j;k

: (6.42)
Comme v
j;k
2 V
I
j
, nous trouvons nalement,
v
I
j+1
(x) =
0

X
k2ZZ
v
2k
Æ

2
j
x  k

+
X
k2ZZ
v
2k+1
v
j;k
1
A
+
X
k2ZZ
v
2k+1
 
I
j;k
(x) ; (6.43)
ave (
P
k2ZZ
v
2k
Æ (2
j
x  k) +
P
k2ZZ
v
2k+1
v
j;k
) 2 V
I
j
et
P
k2ZZ
v
2k+1
 
I
j;k
(x) 2
W
I
j
.
L'expression (6.43) donne alors
V
I
j+1
= V
I
j
+W
I
j
: (6.44)
De plus, si u 2 V
I
j
\W
I
j
, on a,
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u(x) =
X
k2ZZ
b
k
 
I
j;k
(x) =
X
k2ZZ

k
Æ

2
j
x  k

: (6.45)
Puisque  
I
j;k

x
j+1
2k
0
+1

= Æ
k;k
0
, il vient diretement que 8k 2 ZZ; b
k
= 0 et
don u = 0 et
V
I
j
\W
I
j
= f0g : (6.46)
Combinant e resultat et l'expression (6.44), on en deduit,
V
I
j+1
= V
I
j
W
I
j
: (6.47)
Pour prouver que 8f 2
~
V
I
j
; < f;  
I
j;k
>= 0, (j; k) 2 ZZ
2
, nous onsiderons
<
~

I
j;n
;  
I
j;k
> pour haque (k; n) 2 ZZ  ZZ. Il vient
<
~

I
j;n
;  
I
j;k
>=
~

I
j;n

x
j+1
2k+1

 
r
2k+1
 1
X
m= l
2k+1
L
l
2k+1
;r
2k+1
m
( 1=2)
~

I
j;n

x
j
k+m+1

:(6.48)
Par onstrution de l'algorithme de predition interpolant, l'expression
(6.48) donne,
8(k; n) 2 ZZ  ZZ <
~

I
j;n
;  
I
j;k
>= 0; (6.49)
e qui onlut la preuve.
Remarque 6.1.2
- La onstrution qui vient d'e^tre proposee peut e^tre onsideree omme une
generalisation au as dependant de la position des analyses multiresolutions
interpolantes derites par Donoho dans [31℄.
- Un inonvenient des ondelettes interpolantes est qu'elles ne sont pas d'integrales
nulle. Pour augmenter le nombre de moments nuls, W.Sweldens dans [61℄ in-
troduit le "lifting sheme". Dans notre etude, nous ne nous interessons pas
a ette solution mais nous onstruisons des ondelettes ave plus de moments
nuls en utilisant une disretisation B-spline.
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6.2 Generalisation aux algorithmes de predition
B-spline dependant de la position : lien
ave les analyses multiresolutions bior-
thogonales dependant de la position
A e niveau de la onstrution, nous disposons de fontions d'ehelles
f
~

I
k
g
k2ZZ
et d'ondelettes f
~
 
I
k
g
k2ZZ
(expression (6.35)) interpolantes non in-
variantes par translation (adaptees a un point y
0
= 0). L'analyse mul-
tiresolution assoiee est biorthogonale a une autre analyse multiresolution
onstruite a partir de distributions denissant les espaes V
I
j
et W
I
j
, j 2 ZZ.
Pour generaliser ette onstrution au as ou V
j
est un espae de B
N
-splines
assoies a la segmentation dyadique fk2
 j
; k 2 ZZg, nous allons essentiel-
lement utiliser des formules de ommutation qui generalisent au as non
invariant par translation les formules de ommutation de Lemarie ([45℄).
S'il est maintenant lair, dans le as invariant par translation (setion 2.3),
que les fontions d'ehelles de l'analyse multiresolution biorthogonale a l'ana-
lyse spline d'ordre N , sont les fontions limites de l'algorithme de predition
B
N
-spline (deni par l'expression (2.29)), une diÆulte supplementaire ii
vient du fait que les fontions obtenues par appliation de es nouvelles for-
mules de ommutation ne sont pas generalement ontinues. On ne peut don
pas demontrer, a posteriori, que e sont des fontions limites lassiques d'un
shema de subdivision. C'est pour ela que l'on est amene a denir la onver-
gene L
2
de l'algorithme de predition B
N
-spline. On montre alors que les
fontions obtenues sont les bases d'une analyse multiresolution biorthogonale
a l'analyse spline d'ordre N .
6.2.1 Convergene de l'algorithme de predition B
N
-
spline dependant de la position
Nous ommenons par donner deux denitions utiles pour l'etude de la
onvergene L
2
de l'algorithme de predition.
Notations et denitions
La premiere denition est empruntee a [4℄. Elle s'erit,
Denition 6.2.1
Pour n'importe quelle sequene
n
f
N;j
k
o
k2ZZ
2 V
j
et n'importe quel operateur
de reonstrution, R
0
N
L
, ompatible ave la disretisation B
N
-spline, nous
denissons l'operateur de projetion 
N;L
j
ave L > j par,

N;L
j
f
N;j
= R
0
N
L
P
N;L
L 1
:::P
N;j+1
j
f
N;j
: (6.50)
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Il est alors possible de parler de onvergene au sens L
2
pour l'algorithme
de predition B
N
-spline, 'est e qui fait l'objet de la seonde denition,
Denition 6.2.2
L' algorithme de predition B
N
-spline est dit onvergent au sens de L
2
si
il existe une sequene d'operateurs
n

N;j
0
o
j2IN
tel que, pour n'importe quelle
sequene
n
f
N;0
k
o
k2ZZ
2 V
0
\ l
2
(ZZ),
8j > 0; 
N;j
0
f
N;0
2 L
2
(IR): (6.51)
et il existe f 2 L
2
(IR) tel que,
8 > 0; 9J > 0; 8j  J k 
N;j
0
f
N;0
  f k
L
2
 : (6.52)
Dans e qui suit, nous analysons la onvergene au sens L
2
de l'algorithme
de predition B
N
-spline quand la sequene initiale est f
N;0
k
= Æ
k;m
; m 2 ZZ.
Etude de la onvergene
A partir de maintenant, nous supposons l'existene (au sens L
1
, voir
setion 6.1.2) des fontions limites,
~

I
k
, k 2 ZZ, de l'algorithme de predition
interpolant dependant de la position.
La proposition suivante introduit l'expression des fontions limites de
l'algorithme de predition B
N
-spline.
Proposition 6.2.1
Pour tout N  1, si on suppose que
~

I
k
; k 2 ZZ est C
N 1
, C
N
par moreaux
et a support ompat, alors les fontions limites au sens L
2
,
n
~

N
k
o
k2ZZ
, de
l'algorithme de predition B
N
-spline dependant de la position verient,
si N=1,
~

1
k
(x) =
d
dx
X
n
0
k+1
~

I
n
0
(x); (6.53)
si N>1,
~

N
k
(x) =
d
N
dx
N
X
n
N 1
1
:::
X
n
2
1
X
n
1
1
X
n
0
k+1
~

I
n
N 1
+:::+n
0
(x);(6.54)
Remarque 6.2.1
La notation
d
N
dx
N
dans la proposition 6.2.1 ne peut pas e^tre interpretee omme
la derivee N-ieme au sens usuel puisque la fontion
~

I
k
; k 2 ZZ n'est que C
N
par moreaux. La derivee N-ieme de
~

I
k
; k 2 ZZ est don obtenue en derivant
la fontion N   1 fois au sens usuel puis une fois au sens de la derivee par
moreaux sur haque partie de la fontion qui est C
1
.
CHAPITRE 6. ALGORITHMES DEPENDANT DE LA POSITION 154
−4 −2 0 2 4
−3
−2
−1
0
1
2
3
(a)
−4 −2 0 2 4
−3
−2
−1
0
1
2
3
(b)
−4 −2 0 2 4
−3
−2
−1
0
1
2
3
(c)
−4 −2 0 2 4
−3
−2
−1
0
1
2
3
(d)
(a)
~
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~
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~

1
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~

1
1
Fig. 6.6 { Fontions limites de l'algorithme de predition B
1
-spline ave la
regle 1, y
0
= 0, D=5, l=3, r=3
Par soui de larte dans la presentation, la preuve de ette proposition
est fournie a la n de e hapitre dans la setion 6.4.2.
La gure 6.6 donne quelques exemples de
~

1
k
pour une seletion du sten-
il suivant la regle 1 (setion 6.1) assoiee a un point de segmentation y
0
= 0.
Avant de terminer ette setion, plusieurs remarques doivent e^tre for-
mulees.
Remarque 6.2.2
- Si l'algorithme de predition B
N
-spline est onvergent au sens de L
2
, alors
on peut denir l'operateur de reonstrution hierarhique, R
N;1
j
, par,
8
n
f
N;j
k
o
k2ZZ
2 V
j
,
R
N;1
j
f
N;j
=
X
k2ZZ
f
N;j
k
~

N
k
(2
j
:): (6.55)
- Par onstrution, on a, en suposant D  N ,
X
k2ZZ
k
m
~

N
k
(x) = x
m
si m  D  N: (6.56)
- Il est interessant de noter que nous obtenons formellement la me^me relation
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entre
~

N
k
et
n
~

I
k
o
k2ZZ
que dans le as invariant par translation (proposition
2.3.1). Cependant, la proposition 3.3.2 etablit l'existene des fontions li-
mites dans L
2
(IR) et non dans C
0
(IR) omme 'est lassiquement le as dans
l'etude des shemas de subdivision. C'est un des avantages de l'approhe de
Harten.
- Remarquons que la proposition 6.2.1 requiert une forte regularite des fon-
tions limites dependant de la position
~

I
k
, k 2 ZZ. Ainsi, la strategie suivant la
regle 1 ne permet pas de parler de onvergene au sens L
2
de l'algorithme de
predition B
N
-spline pour N > 1 ar
~

1
k
; k 2 ZZ est deja disontinue (voir -
gure 6.6). Cependant, il est possible de denir d'autres regles de seletion qui
onduisent a des fontion limites interpolantes plus regulieres et autorisent
ainsi la onstrution de
n
~

N
k
o
k2ZZ
2 L
2
(IR) pour N > 1.
Les fontions limites de l'algorithme de predition B
N
-spline sont main-
tenant le point de depart de la onstrution d'analyses multiresolutions bior-
thogonales de L
2
(IR).
6.2.2 Constrution des analyses multiresolutions bior-
thogonales
Nous supposons dans ette partie que les fontions limites (au sens de L
2
)
de l'algorithme de predition B
N
-spline (N  1) dependant de la position
existent. La onstrution des analyses multiresolutions splines, realisee dans
le as invariant par translation et basee sur les formules de ommutation de
Lemarie ([45℄), ne peut pas e^tre appliquee diretement dans le as dependant
de la position puisqu'on ne peut pas denir de symbole pour l'analyse in-
terpolante. Dans la suite de ette setion, nous fournissons don etape apres
etape la onstrution d'analyses splines dependant de la position.
Nous ommenons par introduire la famille d'espaes f
~
V
N
j
g
j2ZZ
tels que,
~
V
N
j
= vetf2
j=2
~

N
k
(2
j
x); k 2 ZZg: (6.57)
Observons que, par onstrution,
~
V
N
j+1

~
V
N
j
et qu'il existe une ondition
de biorthogonalite entre les fontions limites f
~

N
k
g
k2ZZ
et les translates de la
fontion B
N
-spline, i.e.
8(k;m) 2 ZZ
2
; <
~

N
k
; B
N
(x m) >= Æ
k;m
: (6.58)
Notre but est d'abord de montrer que les espaes f
~
V
N
j
g
j2ZZ
assoies aux
espaes fV
N
j
g
j2ZZ
denis dans la proposition 1.3.2 forment une famille de
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paires d'espaes d'approximation d'une analyse multiresolution biorthogo-
nale de L
2
(IR).
D'apres la proposition 1.3.2, la famille fV
N
j
g
j2ZZ
verie les proprietes des
espaes d'une analyse multiresolution de L
2
(IR). Reste alors a montrer que
es proprietes sont enore vraies pour la famille f
~
V
N
j
g
j2ZZ
.
On onstruit, ensuite, deux familles d'ondelettes
n
 
N
j;k
o
k2ZZ
ave  
N
j;k
=
2
j=2
 
N
k
(2
j
x) (resp.
n
~
 
N
j;k
o
k2ZZ
ave
~
 
N
j;k
= 2
j=2
~
 
N
k
(2
j
x)) qui generent W
N
j
(resp.
~
W
N
j
), le omplement de V
N
j
(resp.
~
V
N
j
) dans V
N
j+1
(resp.
~
V
N
j+1
) et telles
que,
V
N
j+1
= V
N
j
W
N
j
(resp.
~
V
N
j+1
=
~
V
N
j

~
W
N
j
);
et
V
N
j
?
~
W
N
j
(resp.
~
V
N
j
? W
N
j
):
1) Analyse des espaes
~
V
N
j
; j 2 ZZ
{ Densite des espaes dans L
2
(IR) :
la proposition suivante etablit la propriete de densite dans L
2
(IR) de la
famille f
~
V
N
j
g
j2ZZ
. Elle s'erit,
Proposition 6.2.2
Si
~
V
N
j
= vetf 2
j=2
~

N
k
(2
j
x); k 2 ZZg, alors
[
j2ZZ
~
V
N
j
= L
2
(IR): (6.59)
Preuve:
Supposant f 2 L
2
(IR) et utilisant P
~
V
N
j
(f), sa projetion dans
~
V
N
j
(ex-
pression (1.12)), nous allons montrer que
k P
~
V
N
j
f   f k
L
2
(IR)
! 0 quand j !1: (6.60)
Remarquons d'abord que la ondition de biorthogonalite entre fB
N
(x 
m)g
m2ZZ
et f
~

N
k
(x)g
k2ZZ
permet d'erire,
P
~
V
N
j
(f) = 2
j=2
X
k2ZZ
< f; 2
j=2
B
N

2
j
x  k

>
~

N
k
(2
j
x): (6.61)
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Cette preuve suit elle faite par C. Chui dans [17℄ (p 218), 'est pourquoi,
nous n'en donnons que les points prinipaux.
Puisque
~

N
k
(resp. B
N
(x  k) ; k 2 ZZ) sont a support ompat, il vient pour
tout k 2 ZZ,
~

N
k
(x) = O
 
1
1+ j x j
L
!
pour haque L  0; (6.62)
B
N
(x  k) = O
 
1
1+ j x j
L
!
pour haque L  0: (6.63)
De plus, introduisant le noyau,
K(x; y) =
X
k2ZZ
~

N
k
(x)B
N
(y   k); (6.64)
omme
P
k2ZZ
~

N
k
(x) = 1 (remarque 6.2.2) et
R
IR
B
N
(y  k)dy = 1; k 2 ZZ
(proposition 1.3.2), on peut erire

P
~
V
N
j
(f)

(x) = 2
j
Z
IR
K

2
j
x; 2
j
y

f(y)dy; (6.65)
Z
IR
K(x; y)dy = 1; x 2 IR: (6.66)
D'apres les expressions (6.65) et (6.66), il vient,
k P
~
V
N
j
(f)  f k
L
2
(IR)
= 2
j
k
Z
IR
K(2
j
:; 2
j
y) (f(y)  f(:)) dy k
L
2
(IR)
: (6.67)
Combinant ette expression ave les egalites (6.62) et (6.63), un rapide
alul mene a,
k P
~
V
N
j
(f)  f k
L
2
(IR)
! 0 quand j !1: (6.68)
Finalement, l'expression (6.68) nous permet de onlure,
[
j
~
V
N
j
= L
2
(IR): (6.69)
Suivant la proposition 5.3.1 de [26℄ (p 141), la seonde propriete \
j
~
V
N
j
=
f0g est veriee a ondition que la famille
n
~

N
k
o
k2ZZ
soit une base de Riesz de
~
V
N
0
. Ce resultat fait l'objet du paragraphe suivant.
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{ Base de Riesz :
Nous prouvons la proposition suivante.
Proposition 6.2.3
La famille de fontions
n
~

N
k
o
k2ZZ
est une base de Riesz de
~
V
N
0
i.e.
9
~
A > 0; 9
~
B <1, tels que, pour toute sequene f
k
g
k2ZZ
2 l
2
(ZZ),
~
A
X
k2ZZ
j 
k
j
2
jj
~
f
j
jj
2
L
2

~
B
X
k2ZZ
j 
k
j
2
: (6.70)
ou
~
f
j
(x) =
P
k2ZZ

k
~

N
k
(x).
Par soui de lisibilite, la preuve de ette proposition est fournie a la n
du hapitre dans la setion 6.4.3.
La famille f
~
V
N
j
g
j2ZZ
verie don les proprietes des espaes d'une analyse
multiresolution de L
2
(IR). Il reste alors a onstruire les ondelettes assoiees a
l'analyse multiresolution biorthogonale denie par les deux familles espaes
fV
N
j
g
j2ZZ
et f
~
V
N
j
g
j2ZZ
.
La onstrution des ondelettes que nous proposons generalise la onstru-
tion invariante par translation qui utilise les formules de ommutation de
Lemarie au as dependant de la position.
Nous nous onentrons sur la araterisation des ondelettes a l'ehelle j = 0,
i.e,  
N
k
(x) et
~
 
k
(x).
2) Constrution et analyse des espaes de detail
~
W
N
j
; j 2 ZZ et
des ondelettes f
~
 
N
k
g
k2ZZ
Cette onstrution utilise l'analogie Harten/ondelettes de la setion 2.1.1.
Remarquons d'abord que
~
V
N
j
est bien un espae du type de elui introduit
par la formule (2.12) puisque, par onstrution, 8k 2 ZZ,
~

N
k
= R
N;1
0
w
N;0
k
(6.71)
ou l'operateur de reonstrution, R
N;1
j
, est deni par la relation (6.55) et
8m 2 ZZ, w
N;0
k;m
= Æ
m;k
, k 2 ZZ.
Nous proposons alors de denir
~
 
N
k
par,
~
 
N
k
= R
N;1
1
u
N;1
k
; (6.72)
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ou
n
u
N;1
k
o
k2ZZ
2 V
1
est une base du noyau de D
N;0
1
(l'operateur de
deimation deni par l'expression (2.2)).
La onstrution est faite par reurrene sur N .
Nous ommenons don par onstruire
~
 
N
k
quand N = 1.
Par onstrution, l'ondelette
~
 
N
k
est ompletement araterisee par une
base du noyau de l'operateur de deimationD
1;0
1
. Nous herhons don d'abord
une base du noyau de et operateur.
En utilisant la relation d'ehelle veriee par la fontion B
1
-spline,
B
1
(x) = 2

1
2
B
1
(2x) +
1
2
B
1
(2x  1)

; (6.73)
on deduit que pour tout f 2 L
2
(IR),
8k 2 ZZ;

D
1
j
f

k
=
1
2

D
1
j+1
f

2k
+
1
2

D
1
j+1
f

2k+1
: (6.74)
Nous obtenons alors pour tout ff
1;j+1
k
g
k2ZZ
2 V
j+1
,

D
1;j
j+1
f
1;j+1

k
=

D
1
j
R
1;1
j+1
f
1;j+1

k
=
1
2

D
1
j+1
R
1;1
j+1
f
1;j+1

2k
+
1
2

D
1
j+1
R
1;1
j+1
f
1;j+1

2k+1
;
=
1
2
f
1;j+1
2k
+
1
2
f
1;j+1
2k+1
; (6.75)
et don,

D
1;j
j+1

k;2k
= 1=2; (6.76)

D
1;j
j+1

k;2k+1
= 1=2: (6.77)
La resolution de l'equation du noyau fournit un hoix possible pour le
veteur fu
1;1
k;m
g
m2ZZ
, k 2 ZZ :
8m 2 ZZ; u
1;1
k;m
= Æ
m;2k
  Æ
m;2k+1
: (6.78)
La fontion
~
 
1
k
s'erit alors,
~
 
1
k
(x) =
~

1
2k
(2x) 
~

1
2k+1
(2x) : (6.79)
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Fig. 6.7 { Ondelettes
~
 
1
k
assoiees a une analyse multiresolution spline
d'ordre 1, dependant de la position suivant la regle 1, D=5, l=3, r=3, y
0
= 0
D'apres l'expression (6.53),
~
 
1
k
(x) =
d
dx
X
l>0
~

I
2k+l
(2x) 
d
dx
X
l>0
~

I
2k+1+l
(2x) ; (6.80)
e qui donne nalement (Figure 6.7) :
~
 
1
k
(x) =
d
dx
~

I
2k+1
(2x) =
d
dx
~
 
I
k
(x); (6.81)
ou nous rappelons que f
~
 
I
k
g
k2ZZ
sont les ondelettes des analyses multiresolutions
interpolantes introduites dans la setion 6.1.3.
Par reurrene, nous pouvons arateriser l'ondelette
~
 
N
k
. Connaissant
une base du noyau de D
N;0
1
,
n
u
N;1
k
o
k2ZZ
, la proposition suivante onstruit une
base du noyau de D
N+1;0
1
.
Proposition 6.2.4
Si
n
u
N;1
k
o
k2ZZ
est une base du noyau de D
N;0
1
, alors la famille de veteurs
n
v
N+1;1
k
o
k2ZZ
denie par,
8m 2 ZZ; v
N+1;1
k;m
= u
N;1
k;m+1
  u
N;1
k;m
; (6.82)
est une base de Ker

D
N+1;0
1

.
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Par soui de lisibilite, la preuve de ette proposition est donnee dans la
setion 6.4.4.
Par reurrene, onnaissant une base de ker

D
N;0
1

, on peut alors onstruire
l'ondelette
~
 
N+1
k
a partir de la famille fv
N+1;1
k
g
k2ZZ
,
~
 
N+1
k
(x) =
X
m2ZZ
v
N+1;1
k;m
~

N+1
m
(2x) : (6.83)
D'apres les expressions (6.54) et (6.82),
~
 
N+1
k
(x) =
X
m2ZZ
u
N;1
k;m
0

d
dx
X
n
0
>m 1
~

N
n
0
(2x) 
d
dx
X
n
0
>m
~

N
n
0
(2x)
1
A
;
=
d
dx
X
m2ZZ
u
N;1
k;m
~

N
m
(2x)
=
d
dx
~
 
N
k
(x); (6.84)
e qui donne nalement,
8N  0;
~
 
N+1
k
=
d
N+1
dx
N+1
~
 
I
k
; (6.85)
ou
~
 
I
k
est denie par la formule (6.35).
L'analogie entre le formalisme de Harten et l'approhe ondelettes las-
siques (formule (2.16) de la setion 2.1.1) fournit la propriete suivante,
8N  1; 8j 2 ZZ;
~
V
N
j+1
=
~
V
N
j

~
W
N
j
; (6.86)
et par onstrution de l'ondelette (expression (6.72)), on a
8(k;m) 2 ZZ
2
; <
~
 
N
k
; B
N
(x m) >= 0; (6.87)
et don,
8N  1; 8j 2 ZZ;
~
W
N
j
? V
N
j
: (6.88)
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Remarque 6.2.3
Puisque les fontions limites
n
~

I
k
o
k2ZZ
sont a support ompat (setion 6.1.2)
et que la onvergene de l'algorithme de predition B
N
-spline impose 8k 2
ZZ;
~

I
k
2 C
N 1
(IR) et C
N
par moreaux (proposition 6.2.1), les expressions
(6.35) et (6.85) montrent que
~
 
N
k
(x) est bien dans L
2
(IR) et est a support
ompat. On verie alors
n
~
W
N
j
o
j2ZZ
 L
2
(IR).
3) Constrution et analyse des espaes de detail W
N
j
; j 2 ZZ et
des ondelettes f 
N
k
g
k2ZZ
Cette onstrution se fait aussi par reurrene. Nous ommenons par le
as N = 1 puis etablissons le lien entre  
N
k
et  
N+1
k
, 8N  1.
Proposition 6.2.5
Si nous denissons, en suivant le as invariant par translation (proposition
2.3.2), l'ondelette,
 
1
k
(x) =
R
x
 1
 
0
k
(t)dt =
R
x
 1
 
I
k
(t)dt
2
ou  
I
k
; k 2 ZZ a ete introduite dans la
proposition 6.1.2, alors
V
1
1
= V
1
0
W
1
0
; (6.89)
et,
W
1
0
?
~
V
1
0
: (6.90)
Remarque 6.2.4
Remarquons que par denition de  
I
k
(proposition 6.1.2),
 
1
k
(x) = H (2x  (2k + 1)) 
r
2k+1
 1
X
m= l
2k+1
L
l
2k+1
;r
2k+1
m
( 1=2)H (2x  2(k +m + 1))
(6.91)
ave H = 
[0;+1[
et 8k 2 ZZ; r
2k+1
+ l
2k+1
= D + 1.
Comme 8k 2 ZZ;
P
r
2k+1
 1
m=l
2k+1
L
l
2k+1
;r
2k+1
m
(x) = 1; x 2 IR, on deduit que,
supp

 
1
k

= [k   l
2k+1
+ 1; k + r
2k+1
℄; (6.92)
2
au sens des distributions i.e <
d
dx
 
1
k
; g >=   <  
1
k
;
dg
dx
> 8g C
1

.
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et don  
1
k
2 L
2
(IR) et est a support ompat.
Il est alors orret d'erire W
1
0
?
~
V
1
0
au sens de L
2
.
Nous revenons maintenant a la preuve de la proposition 6.2.5.
Preuve:
Commenons par montrer que V
1
1
= V
1
0
W
1
0
Erivons d'abord tout v
1
1
2 V
1
1
omme,
v
1
1
(x) =
X
k2ZZ
v
1
1;k
B
1
(2x  k) : (6.93)
En prenant la transformee de Fourier de l'expression preedente et en
utilisant la relation (1.82), il vient,
v^
1
1
(!) =
X
k2ZZ
v
1
1;k
e
 i!k=2
1
i!

1  e
 i!=2

^
Æ (!=2) : (6.94)
De plus, la proposition 6.1.2 a fourni V
I
1
= V
I
0
+W
I
0
, et don, l'expression
(6.94) donne,
v^
1
1
(!) =
1
i!
X
k2ZZ
(a
1;k
+ a
2;k
) e
 ik!
^
Æ (!) +
1
i!
X
k2ZZ
(b
1;k
+ b
2;k
)
^
~
 
I
k
(!) ; (6.95)
ar
X
k2ZZ
v
1
1;k
e
 i!k=2
^
Æ (!=2) =
X
k2ZZ
a
1;k
e
 ik!
^
Æ (!) +
X
k2ZZ
b
1;k
^
~
 
I
k
(!) ;
X
k2ZZ
v
1
1;k
e
 i!(k+1)=2
^
Æ (!=2) =
X
k2ZZ
a
2;k
e
 ik!
^
Æ (!) +
X
k2ZZ
b
2;k
^
~
 
I
k
(!) :
D'apres la relation (1.82),
v^
1
1
(!) =
X
k2ZZ
(a
1;k
+ a
2;k
) e
 ik!
1
1  e
 !
^
B
1
(!) +
1
i!
X
k2ZZ
(b
1;k
+ b
2;k
)
^
~
 
I
k
(!) ;
(6.96)
e qui donne en repassant dans le domaine physique,
CHAPITRE 6. ALGORITHMES DEPENDANT DE LA POSITION 164
−5 0 5
−0.8
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−0.2
0
0.2
0.4
0.6
0.8
(a)
−5 0 5
−0.8
−0.6
−0.4
−0.2
0
0.2
0.4
0.6
0.8
(b)
−5 0 5
−0.8
−0.6
−0.4
−0.2
0
0.2
0.4
0.6
0.8
(c)
(a)  
1
 2
(b)  
1
 1
()  
1
0
Fig. 6.8 { Ondelettes  
1
k
assoiees a une analyse multiresolution spline
d'ordre 1, dependant de la position suivant la regle 1, D=5, l=3, r=3, y
0
= 0
v
1
1
(x) =
X
k2ZZ
X
m0
(a
1;k
+ a
2;k
)B
1
(x  (k +m)) +
X
k2ZZ
(b
1;k
+ b
2;k
)
Z
x
 1
~
 
I
k
(t)dt;
(6.97)
et onduit a V
1
1
= V
1
0
+W
1
0
.
De plus, V
1
1
= V
1
0
W
1
0
ar V
I
1
= V
I
0
W
I
0
.
Nous montrons maintenant que W
1
0
?
~
V
1
0
:
Combinant l'expression (6.53) et  
1
k
(x) =
R
x
 1
 
I
k
(t)dt, il vient,
8(k;m) 2 ZZ
2
,
<  
1
k
(x) ;
~

1
m
(x) >=   <
^
 
I
k
(!) ;
X
n
0
>m
^
~

I
n
0
(!) >= 0: (6.98)
d'apres la proposition 6.1.2, e qui onlut la preuve.
La gure 6.8 donne un exemple d'ondelette  
1
k
.
On onstruit alors par reurrene l'ondelette  
N+1
k
a partir de  
N
k
, N  1,
en suivant la me^me demarhe que preedemment. On obtient,
 
N+1
k
(x) =
Z
x
 1
 
N
k
(t)dt; (6.99)
et il vient aussi par reurrene V
N
1
= V
N
0
W
N
0
et W
N
0
?
~
V
N
0
.
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Remarque 6.2.5
- On verie que la famille d'ondelettes f 
N
k
g
k2ZZ
, N  1, est bien dans L
2
(IR)
et don que
n
W
N
j
o
j2ZZ
 L
2
(IR).
Ce resultat est deja demontre pour N = 1 (remarque 6.2.4). Dans le as
N > 1, e resultat est aussi verie puisque l'ondelette  
N
k
; N > 1 est a sup-
port ompat et au moins C
0
(IR).
La premiere propriete s'obtient par reurrene a partir de la relation
(6.99).
En eet, sahant que l'interpolation de Lagrange a D+1 points reproduit les
polyno^mes de degre inferieur ou egal a D, on deduit que
8k 2 ZZ; < x
m
;  
I
k
>= 0 pour m  D et x 2 IR (6.100)
et il vient don d'apres la relation (6.99) (N=1),
Z
IR
 
1
k
(x)dx = 0: (6.101)
Combinant e resultat ave le fait que  
1
k
est a support ompat (remarque
6.2.4) suÆt a montrer que  
2
k
; k 2 ZZ est a support ompat.
En proedant de la me^me faon, on montre par reurrene que 8N > 2,
 
N
k
; k 2 ZZ est a support ompat.
La regularite de  
N
k
est aussi une onsequene direte de la relation (6.99)
onnaissant la regularite de  
I
k
.
- Les ondelettes et les fontions d'ehelle qui viennent d'e^tre onstruites
peuvent e^tre interpretees omme une version dependant de la position des
fontions introduites par A. Cohen, I. Daubehies et J.C Feauveau dans [20℄.
- Une autre generalisation de la formule de ommutation de Lemarie a ete
realisee dans le as de B-splines irreguliers par I. Daubehies, I. Guskov and
W. Sweldens dans [27℄.
Ondelettes et moments nuls
Comme l'invariane par translation est perdue, nous devons etudier les
moments nuls de  
N
k
et
~
 
N
k
pour tout k 2 ZZ.
L'expression (6.85) fournit que 8N  1,
~
 
N
k
; k 2 ZZ a N moments nuls
puisque l'ondelette interpolante
~
 
I
k
n'a auun moment nul et est a support
ompat.
Conernant  
N
k
, sahant que < x
m
;  
I
k
>= 0 pour m  D pour une interpo-
lation a D+1 points et utilisant la relation (6.99), il vient,
Z
IR
x
p
 
N
k
(x)dx = 0 pour p = 0; :::; D  N (6.102)
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e qui montre que  
N
k
a D  N + 1 moments nuls.
Nous terminons ette setion par deux tableaux reapitulatifs des analyses
multiresolutions onstruites en rappelant les fontions de base des dierents
espaes.
V
N
j
W
N
j
N = 0 Æ (x  k) Æ (2x  (2k + 1))
 
P
r
2k+1
 1
m= l
2k+1
L
l
2k+1
;r
2k+1
m
( 1=2)Æ (2x  2(k +m+ 1))
N  1 B
N
(x  k)
R
x
 1
 
N 1
k
(t)dt
Tab. 6.1 { Analyse multiresolution assoiee aux espaes (V
N
j
;W
N
j
).
~
V
N
j
~
W
N
j
N = 0
~

I
k
(x)
~

I
2k+1
(2x)
N  1
d
N
dx
N
P
n
N 1
1
:::
P
n
2
1
P
n
1
1
P
n
0
k+1
~

I
n
N 1
+:::+n
0
(x)
d
~
 
N 1
k
dx
Tab. 6.2 { Analyse multiresolution assoiee aux espaes (
~
V
N
j
;
~
W
N
j
).
Dans la n de e hapitre, nous presentons une serie d'appliations de la
tehnique dependant de la position en termes de redution du phenomene de
Gibbs et de ompression de signaux loalement disontinus.
6.3 Quelques appliations de l'approhe dependant
de la position
Dans ette setion, nous utilisons les analyses multiresolutions interpo-
lantes pour la representation de fontions loalement disontinues. D'une
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part, de telles fontions sont onnues pour generer le phenomene de Gibbs
quand on onstruit leur approximation ave des analyses multiresolutions
lassiques (voir gure 5.10). D'autre part, l'amelioration des algorithmes de
ompression de fontions (ou signaux) disontinus neessite un traitement
speial des disontinuites.
Nous ommenons par etendre a de telles fontions la denition d'un operateur
de disretisation par valeurs aux points en introduisant, pour toute fontion
f ontinue sauf au point x = x
0
, la quantite D
I
j
f telle que,
8
>
<
>
:

D
I
j
f

k
= f

x
j
k

pour x
j
k
6= x
0
;

D
I
j
f

k
= lim
x!x
 
0
f(x) si x
j
k
= x
0
:
(6.103)
6.3.1 Le phenomene de Gibbs
Nous analysons ii les approximations de la fontion en esalier (gure
5.10 (a)) quand on utilise les analyses interpolantes invariantes par transla-
tion (setion 2.2.2) ou les analyses dependant de la position ave une seletion
de stenil suivant la regle 1 et assoiee a un seul point de segmentation
S
s
= f0g.
Approximation dans les analyses interpolantes invariantes par
translation
Dans ette partie,
~

I
k
; k 2 ZZ designe la fontion limite invariante par
translation (setion 2.2.1) et on a 8x 2 IR;
~

I
k
(x) =
~

0
(x  k).
Partant d'un niveau initial J
0
ave
n
f
I;J
0
k
o
k2ZZ
2 V
J
0
tel que
8
<
:
f
I;J
0
k
= f

k2
 J
0

= 1 si k  0;
f
I;J
0
k
= 0 si k > 0;
(6.104)
l'approximation de f dans
~
V
I
J
0
s'erit,
8x 2 IR;
~
f
I
J
0
(x) =
X
k2ZZ
f
I;J
0
k
~

I
0

2
J
0
x  k

;
=
0
X
k= 1
~

I
0

2
J
0
x  k

: (6.105)
Puisque, d'apres la setion 2.2.1,
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X
k2ZZ
~

I
0

2
J
0
x  k

= 1 8x 2 IR; (6.106)
et
supp

~

I
0

2
J
0
x

= [( 2r + 1)2
 J
0
; (2l  1)2
 J
0
℄; (6.107)
il vient,
supp
0

0
X
k= 1
~

I
0

2
J
0
x  k

  f
1
A
 [( 2r + 2)2
 J
0
; (2l   1)2
 J
0
℄; (6.108)
et don, le phenomene de Gibbs apparait sur l'intervalle [( 2r+2)2
 J
0
; (2l 
1)2
 J
0
℄. La gure 5.10 () montre
~
f
I
J
0
quand l = 3 et r = 3.
Approximation dans les analyses interpolantes dependant de la
position
Si on note ii,
~

I
k
; k 2 ZZ, la fontion limite dependant de la position
(setion 6.1.2), en denissant supp

~

I
k
(x)

= [N
~

I
k
;M
~

I
k
℄, on montre omme
preedemment que,
supp
0

0
X
k= 1
~

I
k

2
J
0
x

  f
1
A
 [inf
k1
N
~

I
k
2
 J
0
; sup
k0
M
~

I
k
2
 J
0
℄; (6.109)
Le phenomene de Gibbs apparait don sur l'intervalle [inf
k1
N
~

I
k
2
 J
0
; sup
k0
M
~

I
k
2
 J
0
℄.
La gure 5.10 (d) montre
~
f
I
J
0
pour l = 3 et r = 3.
Il apparait lairement que le phenomene de Gibbs a son support et son am-
plitude notablement reduits.
Remarque 6.3.1
On pourrait me^me ii faire dispara^tre le phenomene de Gibbs en utilisant
une autre regle ave de l'extrapolation.
6.3.2 Compression d'un signal loalement disontinu
Dans le adre de la ompression de signaux ou d'images, l'eet du phenomene
de Gibbs limite l'eÆaite de la transformation multiehelle qui est utilisee
dans la premiere etape d'un algorithme de ompression puisqu'il augmente
la quantite d'information a garder, 'est a dire le nombre de details non
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negligeables. Il est aussi responsable d'une mauvaise reonstrution des si-
gnaux/images autour des disontinuites/ontours. On a don intere^t, d'apres
e qui preede, a hoisir des transformations dependant de la position.
Cependant, quand on utilise une approhe dependant de la position, une
diÆulte supplementaire reside dans la detetion de la position des dison-
tinuites. Cei onstitue un deuxieme fateur qui peut reduire l'eÆaite de
la predition dependant de la position et don limiter les performanes de
la transformation multiehelle assoiee puisque l'operateur de predition est
onstruit a partir des points de segmentation obtenus par ette detetion. La
transformation multiehelle omplete assoiant detetion et predition denit
des analyses multiresolutions dependant des donnees (don non lineaires)
omparables a l'approhe developpee par F.Arandiga, R.Donat et A.Harten
dans [5℄, S.Amat, F.Arandiga, A.Cohen et R.Donat dans [1℄ ou S.Amat,
F.Arandiga, A.Cohen, R.Donat, G.Garia et M.von Oehsen dans [2℄ ave la
philosophie ENO ([39℄, [38℄).
Dans e qui suit, nous evaluons qualitativement les eets du phenomene
de Gibbs, ainsi que l'inuene d'une mauvaise detetion des disontinuites,
sur la deomposition et la reonstrution d'un signal disontinu quand on
utilise une analyse multiresolution dependant de la position.
Deux series de tests sont proposees. Elles ont pour but de omparer une
proedure dependant de la position suivant la regle 1 assoiee aux parametres
r=3, l=3 et S
s
= y
0
et notee (DP-6, y
0
) ave une proedure invariante par
translation assoiee a un stenil entre a 6 points et notee IT-6.
Dans tous les as, les tests sont realises sur le signal (gure 6.10 (a)),
f(x) =
1
2
sin

(x+ 1=2) +
1
6


℄ 1;0℄
+

1
2
  sin

(x+ 1=2) +
1
6


[0;+1[
;
(6.110)
ave une disontinuite en x
0
= 0.
{ Dans la premiere serie, le point de segmentation utilise pour onstruire
la predition dependant de la position oinide ave la disontinuite du
signal (i.e y
0
= x
0
= 0). Nous omparons alors les proedures IT-6 et
(DP-6,0).
{ Dans la seonde serie, nous supposons une erreur dans la detetion de
la disontinuite (i.e y
0
6= 0). Nous envisageons alors les proedures (DP-
6, 0.001), (DP-6, -0.001), (DP-6, -0.025) et (DP-6, 0.025) qui orres-
pondent respetivement aux points de segmentation y
0
= 0:001; y
0
=
 0:001; y
0
= 0:025 et y
0
=  0:025.
CHAPITRE 6. ALGORITHMES DEPENDANT DE LA POSITION 170
Les performanes de la deomposition sont evaluees en terme de nombre
de oeÆients de detail non nuls (note nnz) et elles de la reonstrution sont
mesurees en terme de qualite de la fontion reonstruite (en evaluant l'erreur
en norme disrete l
2
entre le signal exat, f
I;J
max
, et le signal, f
I;J
max

, reons-
truit apres seuillage des oeÆients de details pour un nombre de oeÆients
de details xe).
Dans tous les tests, J
0
= 4 et J
max
= 13.
Methode  Erreurs jj f
I;J
max
  f
I;J
max

jj
h
, h=L
2
; L
1
; L
1
nnz
IT-6 9 10
 8
6:7 10
 8
, 3:3 10
 8
, 3 10
 7
65
1:2 10
 7
7:4 10
 8
, 3:6 10
 8
, 2:1 10
 7
49
2 10
 3
1:5 10
 7
, 6:4 10
 8
, 5:7 10
 7
45
(DP-6,0) 9 10
 8
6:7 10
 8
, 3:3 10
 8
, 3 10
 7
33
1:2 10
 7
7:4 10
 8
, 3:4 10
 8
, 2:1 10
 7
17
2 10
 3
2:7 10
 7
, 1:3 10
 7
, 7:4 10
 7
9
Tab. 6.3 { Evaluation des performanes des etapes de deomposition et de
reonstrution pour les approhes invariante par translation et dependant de
la position.
Analyse des resultats :
{ D'apres le tableau 6.3, si le point de segmentation onide ave la dis-
ontinuite du signal, la deomposition dependant de la position ameliore
la ompression invariante par translation du signal disontinu (en terme
de nombre de details non nuls apres seuillage) : pour une me^me erreur
de reonstrution, l'approhe dependant de la position reduit au moins
de moitie le nombre de details non nuls a garder par rapport a une
tehnique invariante par translation.
{ Me^me si l'erreur de reonstrution n'augmente pas beauoup quand la
detetion de la disontinuite n'est pas exate (i.e y
0
6= 0), nous pouvons
noter une perte d'eÆaite de l'approhe dependant de la position ave
plus de details a garder (tableau 6.4). Pour la grande majorite des
tests, e nombre de details non nuls reste toutefois inferieur a elui
obtenu par une approhe invariante par translation puisqu'il depend
du support des ondelettes traversant le point x
0
= 0.
Enn, la gure 6.9 montre qu'une erreur dans la detetion de la dis-
ontinuite reduit la qualite de la fontion reonstruite par la methode
dependant de la position puisqu'elle augmente l'erreur de reonstru-
tion que l'on obtiendrait ave une detetion exate.
Il est aussi interessant de representer la "position" des oeÆients de
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Methode  Erreurs jj f
I;J
max
  f
I;J
max

jj
h
, h=L
2
; L
1
; L
1
nnz
(DP-6,0) 9 10
 8
6:7 10
 8
, 3:3 10
 8
, 3 10
 7
33
1:2 10
 7
7:4 10
 8
, 3:4 10
 8
, 2:1 10
 7
17
2:10 10
 3
2:7 10
 7
, 1:3 10
 7
, 7:4 10
 7
9
(DP-6,0.001) 9 10
 8
6:7 10
 8
, 3:3 10
 8
, 3 10
 7
45
1:2 10
 7
7:4 10
 8
, 3:7 10
 8
, 2:1 10
 7
29
2 10
 3
2:7 10
 7
, 1:3 10
 7
, 7:4 10
 7
21
(DP-6,-0.001) 9 10
 8
6:1 10
 8
, 3 10
 8
, 3 10
 7
58
1:2 10
 7
6:9 10
 8
, 3:4 10
 8
, 2:1 10
 7
42
2 10
 3
3 10
 7
, 1:1 10
 7
, 1:2 10
 6
35
(DP-6,0.025) 9 10
 8
6:8 10
 8
, 3:4 10
 8
, 3 10
 7
60
1:2 10
 7
7:5 10
 8
, 3:7 10
 8
, 2:1 10
 7
44
2 10
 3
2:8 10
 7
, 1:3 10
 7
, 7:7 10
 7
36
(DP-6,-0.025) 9 10
 8
6 10
 8
, 3 10
 8
, 3 10
 7
66
1:2 10
 7
6:8 10
 8
, 3:3 10
 8
, 2:1 10
 7
50
2 10
 3
2:3 10
 7
, 9:7 10
 8
, 8 10
 7
43
Tab. 6.4 { Eet d'une erreur de detetion sur l'eÆaite de la deomposition
et de la reonstrution dependant de la position
10 20 30
0
0.05
0.1
0.15
(a)
10 20 30
0
0.05
0.1
0.15
(b)
10 20 30
0
0.05
0.1
0.15
(c)
10 20 30
0
0.05
0.1
0.15
(d)
10 20 30
0
0.05
0.1
0.15
(e)
(a) | : (DP-6,0)    : IT-6 (b) | : (DP-6,0)    : (DP-6,-0.001)
() | : (DP-6,0)    : (DP-6,0.001) (d) | : (DP-6,0)    : (DP-6,-0.025)
(e) | : (DP-6,0)    : (DP-6,0.025)
Fig. 6.9 { jj f
I;J
max
  f
I;J
max

jj
l
2
en fontion de nombre de oeÆients de
details retenus
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(a) f(x) =
1
2
sin

(x+ 1=2) +
1
6


℄ 1;0℄
+

1
2
  sin

(x + 1=2) +
1
6


[0;+1[
(b) CoeÆients de details pour IT-6
() CoeÆients de details pour (DP-6,0)
(d) CoeÆients de details pour (DP-6,-0.001)
Fig. 6.10 { CoeÆients de details apres seuillage pour un signal disontinu,
 = 1:2e  7, J
0
= 4, J
max
= 13
details apres deomposition du signal disontinu. Sur la gure 6.10, un erle
est dessine en position (k2
 j
; j) quand jd
I;j
k
j > .
Analyse des gures
{ Dans le as dependant de la position, la seletion du stenil est faite
de telle faon que seulement une ondelette par ehelle a un support qui
traverse la disontinuite. Ainsi, sur la gure 6.10 (), les details signi-
atifs sont loalises sur une ligne vertiale pres de x = 0, ontrairement
a une proedure invariante par translation dont la representation 6.10
(b) a la struture lassique de o^ne ave 5 details non nuls par ehelle.
{ Quand une erreur apparait dans la detetion de la disontinuite (gure
6.10 (d)), la seletion du stenil n'est plus "adaptee" a la disontinuite,
et don la gure 6.10 (d) presente deux erles de plus par ehelle,
representant les deux ondelettes supplementaires dont le support tra-
verse x = 0.
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6.4 Preuves des theoremes et propositions
Cette setion est onsaree aux preuves des theoremes et propositions
de e hapitre qui, par soui de lisibilite, n'ont pas ete donnees en ours de
hapitre.
6.4.1 Preuve de la proposition 6.1.1 : etude de la onver-
gene de API
+
Nous rappelons la proposition a demontrer.
Proposition 6.1.1
Soit l   r + 1   1, alors le shema API
+
est onvergent si,
{ pour l+r pair,
j
l+r
2
 2
X
i=0
L
l;r
r (2i+1)
(r)L
l;r
r 1
 
 
2i + 1
2
 
l   r
2
  1
!
j< 1;
(6.111)
{ pour l+r impair,
j
l+r 1
2
 2
X
i=0
L
l;r
r (2i+1) 1
(r)L
l;r
r 1
 
 
2i+ 1
2
 
l   r + 1
2
  1
!
j< 1:
(6.112)
La preuve de ette proposition utilise le theoreme de perturbation 6.1.1.
Elle neessite don l'introdution d'un shema de subdivision de referene.
Nous proposons de prendre omme shema de referene, note S
ref
+
, le
shema symetrique du shema de subdivision assoie a API
 
(voir setion
6.1.2). Le theoreme de onvergene 6.1.2 garantit don la onvergene de S
ref
+
a ondition d'avoir l   r + 1   1.
Nous pouvons enoner le theoreme suivant,
Theoreme 6.4.1
Si l   r + 1   1, alors le shema de subdivision S
+
assoie a la proedure
API
+
verie, pour k  0,
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8j  0; f
0
j+1
k
= (S
+
f
0
j
)
k
=

S
+
f
0
j
+f
0
j

k
; (6.113)
ou
{ si l+r est pair,
8j  0;
jj f
0
j+1
jj
1
jjf
0
j
jj
1
=j
l+r
2
 2
X
i=0
L
l;r
r (2i+1)
(r)L
l;r
r 1
 
 
2i+ 1
2
 
l   r
2
  1
!
j;
(6.114)
{ si l+r est impair,
8j  0;
jj f
0
j+1
jj
1
jjf
0
j
jj
1
=j
l+r 1
2
 2
X
i=0
L
l;r
r (2i+1) 1
(r)L
l;r
r 1
 
 
2i + 1
2
 
l   r + 1
2
  1
!
j :
(6.115)
Le theoreme 6.4.1 ombine ave le theoreme de perturbation 6.1.1 onduit
don a la proposition 6.1.1.
Reste alors a prouver le theoreme 6.4.1.
Preuve:
La preuve est d'abord donnee dans le as l = 3; r = 5. Puis, la generalisation
pour l   r + 1   1 se deduit de e as partiulier .
Nous ommenons par onstruire la perturbation f
0
0
.
Nous introduisons d'abord la famille
n

k
0
o
1k3
(gure 6.11) telle que,

1
0
= f
0
1
3
  P
0
(
3
2
); (6.116)

2
0
= f
0
1
5
  P
0
(
5
2
); (6.117)

3
0
= f
0
1
7
  P
0
(
7
2
): (6.118)
Par onstrution, les sequenes f(S
ref
+
f
0
0
)
k
g
k0
et f(S
+
f
0
0
)
k
g
k0
sont
identiques a partir de k  7. Pour k < 7, les dierenes entre es deux
familles sont ontro^lees par les deux perturbations 
1
0
et 
2
0
(gure 6.11).
On peut alors erire,
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0
1
0
3
0
2
0
’
1
1P
P0
0
Fig. 6.11 { Constrution de S
+
8k  0; f
0
1
k
=

S
ref
+
f
0
0

k
+
1
0
Æ
k;3
+
2
0
Æ
k;5
: (6.119)
Introduisant 
0
= f
0
0
8
  P
0
(8) (gure 6.11), les expressions (6.116) et
(6.117) peuvent s'erire,

1
0
= L
3;5
4
( 5=2)
0
; (6.120)

2
0
= L
3;5
4
( 3=2)
0
; (6.121)
et l'expression (6.119) devient,
8k  0; f
0
1
k
=

S
ref
+
f
0
0

k
+ L
3;5
4
( 5=2)
0
Æ
k;3
+ L
3;5
4
( 3=2)
0
Æ
k;5
;
(6.122)
et don 8k  0; f
0
0
k
= L
3;5
4
( 5=2)
0
Æ
k;3
+ L
3;5
4
( 3=2)
0
Æ
k;5
.
Un raisonnement similaire permet d'exprimer la perturbation f
0
1
en
fontion de 
1
= f
0
1
8
  P
1
(
8
2
). Elle s'erit,
8k  0; f
0
1
k
= L
3;5
4
( 5=2)
1
Æ
k;3
+ L
3;5
4
( 3=2)
1
Æ
k;5
; (6.123)
Il s'en suit alors que le rapport
jjf
0
1
jj
1
jjf
0
0
jj
1
depend uniquement du rapport
j
1
j
j
0
j
.
Il reste don a exprimer le rapport
j
1
j
j
0
j
.
Par onstrution (gure 6.11), il vient,
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
1
= L
3;5
0
(5)
1
0
+ L
3;5
2
(5)
2
0
+ L
3;5
4
(5)
3
0
; (6.124)
D'apres les expressions (6.120) et (6.121) et remarquant que, par onstru-
tion, 
3
0
= L
3;5
4
( 1=2)
0
, l'expression (6.124) devient,

1
= L
3;5
0
(5)L
3;5
4
( 5=2)
0
+ L
3;5
2
(5)L
3;5
4
( 3=2)
0
+ L
3;5
4
(5)L
3;5
4
( 1=2)
0
;
(6.125)
et don,
jjf
0
1
jj
1
jjf
0
0
jj
1
=j L
3;5
0
(5)L
3;5
4
( 5=2) + L
3;5
2
(5)L
3;5
4
( 3=2) + L
3;5
4
(5)L
3;5
4
( 1=2) j;
(6.126)
De la me^me faon, introduisant 8j  0; 
j
= f
0
j
8
 P
1
(
8
2
j
), le rapport des
perturbations
jjf
0
j+1
jj
1
jjf
0
j
jj
1
est ontro^le par le rapport
j
j+1
j
j
j
j
et on obtient,
jjf
0
j+1
jj
1
jjf
0
j
jj
1
=j L
3;5
0
(5)L
3;5
4
( 5=2) + L
3;5
2
(5)L
3;5
4
( 3=2) + L
3;5
4
(5)L
3;5
4
( 1=2) j;
(6.127)
qui est exatement la formule (6.114) quand l = 3; r = 5.
Nous generalisons maintenant e resultat pour tout l et r tel que
l   r + 1   1. Nous nous limitons au as l + r pair puisque le as l + r
impair se deduit immediatement du as pair.
Nous exprimons d'abord le rapport des perturbations
jjf
0
1
jj
1
jjf
0
0
jj
1
.
En suivant la me^me onstrution que pour l = 3; r = 5, on deduit
failement que,
jjf
0
1
jj
1
jjf
0
0
jj
1
=
j
1
j
j
0
j
: (6.128)
Il suÆt don d'exprimer le rapport
j
1
j
j
0
j
.
Introduisant la famille f
i
0
g
i1
telle que 
i
0
= f
0
1
2i+1
  P
0
(
2i+1
2
), le me^me
raisonnement que pour l = 3; r = 5 onduit a,
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
1
= L
l;r
 l+3
(r)
1
0
+ L
l;r
 l+5
(r)
2
0
+ ::: + L
l;r
r 1
(r)
r+l
2
 1
0
; (6.129)
Il reste alors a exprimer les quantites 
i
0
; 1  i 
r+l
2
  1 en fontion de

0
. Par onstrution, elles s'erivent,
81  i 
r + l
2
  1; 
i
0
= L
l;r
r 1
( l +
2i  1
2
)
0
: (6.130)
On obtient nalement, a partir des expressions (6.129) et (6.130), une
formule du type (6.114) pour j = 0 en rearrangeant l'ordre d'indexation,
puis pour tout j  0 puisque la me^me demarhe peut e^tre appliquee pour
tout j .
6.4.2 Preuve de la proposition 6.2.1 : etude de la onver-
gene de l'algorithme de predition B
N
-spline
La proposition a prouver s'erit,
Proposition 6.2.1
Pour tout N  1, si on suppose que
~

I
k
; k 2 ZZ est C
N 1
, C
N
par moreaux
et a support ompat, alors les fontions limites au sens L
2
,
n
~

N
k
o
k2ZZ
, de
l'algorithme de predition B
N
-spline dependant de la position verient,
si N=1,
~

1
k
(x) =
d
dx
X
n
0
k+1
~

I
n
0
(x); (6.131)
si N>1,
~

N
k
(x) =
d
N
dx
N
X
n
N 1
1
:::
X
n
2
1
X
n
1
1
X
n
0
k+1
~

I
n
N 1
+:::+n
0
(x);
(6.132)
La preuve est faite par reurrene sur N .
Commenons par N = 1,
Nous denissons l'operateur de reonstrution suivant, pour n'importe
quelle sequene
n
f
1;j
k
o
k2ZZ
,
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R
0
1
j
f
1;j
=
d
dx
R
I;1
j
F
I;j
1
; (6.133)
ou R
I;1
j
est l'operateur de reonstrution deni par l'expression (6.33) et
la famille fF
I;j
1;k
g
k2ZZ
verie la relation (2.25) (quand N = 1).
Notre demarhe est la suivante : nous allons d'abord verier que et
operateur de reonstrution est ompatible ave la predition B
1
-spline, puis
nous montrons que R
0
1
j
est un operateur hierarhique. Ce resultat suÆt alors
pour avoir la onvergene de l'algorithme de predition B
1
-spline vers les
fontions
d
dx
P
n
0
k+1
~

I
n
0
(x); k 2 ZZ.
En eet, d'apres les hypotheses de regularite sur
~

I
k
; k 2 ZZ, on a bien,
d
dx
X
n
0
k+1
~

I
n
0
(x) 2 L
2
(IR);
et l'operateur 
1;j
0
, onstruit a partir de R
0
1
j
verie,
8j  0; 
1;j
0
f
1;0
=
d
dx
X
n
0
k+1
~

I
n
0
;
ou f
1;0
= ff
1;0
m
g
m2ZZ
ave f
1;0
m
= Æ
k;m
, ar R
0
1
j
est hierarhique.
La onvergene au sens de la denition 6.2.2 est alors trivialement obtenue ii.
Verions que R
0
1
j
est ompatible ave la predition B
1
-spline, 'est a dire
que 8j 2 ZZ; D
1
j+1
R
0
1
j
= P
1;j+1
j
ou P
1;j+1
j
est l'operateur de predition B
1
-
spline onstruit dans la proposition 2.1.1.
Par denition, on peut erire, pour tout m 2 ZZ,

D
1
j+1
R
0
1
j
f
1;j

m
= 2
j
<
d
dx
X
k2ZZ
F
I;j
1;k
~

I
k
(2
j
x); B
1

2
j+1
x m

>;
=  2
j
<
X
k2ZZ
F
I;j
1;k
~

I
k
(2
j
x);
d
dx
B
1

2
j+1
x m

>;
= 2
j
<
X
k2ZZ
F
I;j
1;k
~

I
k
(2
j
x); Æ(2
j+1
x m  1) >
  2
j
<
X
k2ZZ
F
I;j
1;k
~

I
k
(2
j
x); Æ(2
j+1
x m) > (6.134)
Revenant aux dierentes etapes pour obtenir
n
(P
1;j+1
j
f
1;j
)
m
o
m2ZZ
(pro-
position 2.1.1), l'expression (6.134) onduit nalement a,
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8m 2 ZZ;

D
1
j+1
R
0
1
j
f
1;j

m
=

P
1;j+1
j
f
1;j

m
; (6.135)
Montrons maintenant que l'operateur R
0
1
j
est hierarhique, 'est a dire que
8j 2 ZZ; R
0
1
j+1
P
1;j+1
j
= R
0
1
j
(denition (2.1.1)). Cette propriete est immediate
a partir des dierentes etapes de onstrution de la predition B
1
-spline (pro-
position 2.1.1) et sahant que l'operateur R
I;1
j
est hierarhique.
Cette demarhe se generalise failement au as N > 1 en introduisant
l'operateur de reonstrution deni pour n'importe quelle sequene
n
f
N;j
k
o
k2ZZ
par,
R
0
N
j
f
N;j
=
d
dx
R
N 1;1
j
F
N 1;j
1
; (6.136)
ave R
N 1;1
j
, l'operateur hierarhique tel que,
R
N 1;1
j
F
N 1;j
1
(x) =
X
k2ZZ
F
N 1;j
1;k
~

N 1
k
(2
j
x):
6.4.3 Preuve de la proposition 6.2.3 : analyse des es-
paes
~
V
N
j
Cette proposition s'enone,
Proposition 6.2.3
La famille de fontions
n
~

N
k
o
k2ZZ
est une base de Riesz de
~
V
N
0
i.e.
9
~
A > 0; 9
~
B <1, tels que, pour toute sequene f
k
g
k2ZZ
2 l
2
(ZZ),
~
A
X
k2ZZ
j 
k
j
2
jj
~
f
j
jj
2
L
2

~
B
X
k2ZZ
j 
k
j
2
: (6.137)
ou
~
f
j
(x) =
P
k2ZZ

k
~

N
k
(x).
Commenons par montrer qu'il existe
~
A > 0 tel que,
X
k2ZZ
j 
k
j
2

1
~
A
jj
~
f
j
jj
2
L
2
: (6.138)
Utilisant la ondition de biorthogonalite i.e, pour tout (m; k) 2 ZZ  ZZ,
<
~

N
m
; B
N
(x  k) >= Æ
k;m
, il vient 8k 2 ZZ; <
~
f
j
; B
N
(x  k) >= 
k
.
Montrer l'inegalite (6.138) revient don a prouver qu'il existe
~
A > 0 tel que,
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X
k2ZZ
j<
~
f
j
; B
N
(x  k) >j
2

1
~
A
jj
~
f
j
jj
2
L
2
: (6.139)
D'apres l'inegalite de Cauhy-Shwartz,
X
k2ZZ
j<
~
f
j
; B
N
(x  k) >j
2
 C
X
k2ZZ
Z
M
B
N
+k
N
B
N
+k
j
~
f
j
(x) j
2
dx; (6.140)
ou [N
B
N
+ k;M
B
N
+ k℄ est le support ompat de B
N
(x  k) et
C =jj B
N
jj
2
L
2
.
Erivant, 8k 2 ZZ,
R
M
B
N
+k
N
B
N
+k
j
~
f
j
(x) j
2
dx =
R
N
B
N
+k+1
N
B
N
+k
j
~
f
j
(x) j
2
dx +
R
N
B
N
+k+2
N
B
N
+k+1
j
~
f
j
(x) j
2
dx+ :::+
R
M
B
N
+k
M
B
N
+k 1
j
~
f
j
(x) j
2
dx,
l'expression (6.140) devient,
X
k2ZZ
j<
~
f
j
; B
N
(x  k) >j
2
 C(M
B
N
 N
B
N
) jj
~
f
j
jj
2
L
2
; (6.141)
ave C(M
B
N
 N
B
N
) > 0.
L'expression (6.141) fournit don une inegalite du type (6.139) ave
~
A =
1
C(M
B
N
 N
B
N
)
.
Pour terminer ette preuve, il reste alors a montrer qu'il existe
~
B tel que,
jj
~
f
j
jj
2
L
2

~
B
X
k2ZZ
j 
k
j
2
: (6.142)
Revenant a l'expression de
~
f
j
, on peut erire,
jj
~
f
j
jj
2
L
2

Z
IR
X
k2ZZ
j 
k
~

N
k
(x) j
X
m2ZZ
j 
m
~

N
m
(x) j dx;

X
k;m
j 
k

m
j
Z
IR
j
~

N
k
(x) jj
~

N
m
(x) j dx: (6.143)
Puisque le nombre de points de segmentation est ni et puisque le stenil
est adapte uniquement autour des points de segmentation (denition 6.1.1),
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il n'y a qu'un nombre ni de fontions limites
~

I
k
qui ne sont pas obtenues
par la proedure invariante par translation assoiee aux parametres (D; l; r).
Introduisant I
dp
(resp. I
it
), l'ensemble d'indexation orrespondant au nombre
ni de fontions limites dependant de la position (resp. I
it
= ZZ=I
dp
), l'ex-
pression (6.143) devient,
jj
~
f
j
jj
2
L
2
 (1) + (2) + (3);
ou
(1) =
X
(k;m)2I
dp
I
dp
j 
k

m
j
Z
IR
j
~

N
k
(x) jj
~

N
m
(x) j dx;
(2) =
X
(k;m)2I
it
I
it
j 
k

m
j
Z
IR
j
~

N
k
(x) jj
~

N
m
(x) j dx;
(3) = 2
X
(k;m)2I
dp
I
it
j 
k

m
j
Z
IR
j
~

N
k
(x) jj
~

N
m
(x) j dx:
Nous majorons maintenant haque terme separement.
Terme 1 :
Comme
n
~

N
k
o
k2ZZ
2 L
2
(IR) et ard(I
dp
) < +1, on peut erire :
(1) 
X
(k;m)2I
dp
I
dp
j 
k

m
j
1
2

jj
~

N
k
jj
2
L
2
+ jj
~

N
m
jj
2
L
2

;
 max
k2I
dp

jj
~

N
k
jj
2
L
2

X
(k;m)2I
dp
I
dp
j 
k

m
j;
 max
k2I
dp

jj
~

N
k
jj
2
L
2

ard(I
dp
)
X
k2I
dp
j 
k
j
2
;
 max
k2I
dp

jj
~

N
k
jj
2
L
2

ard(I
dp
)
X
k2ZZ
j 
k
j
2
: (6.144)
Terme 2 :
Dans e as, les fontions limites sont invariantes par translation (setion
2.3.1). Denissant [N
~

N
0
;M
~

N
0
℄, le support ompat de
~

N
0
, il vient,
(2) =
X
k2I
it
M
~

N
0
 N
~

N
0
+k
X
m=N
~

N
0
 M
~

N
0
+k
j 
k

m
j
Z
IR
j
~

N
0
(x  k) jj
~

N
0
(x m) j dx;
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 jj
~

N
0
jj
2
L
2
(IR)
X
k2I
it
M
~

N
0
 N
~

N
0
+k
X
m=N
~

N
0
 M
~

N
0
+k
j 
k

m
j : (6.145)
En utilisant j 
k

m
j
1
2
j 
k
j
2
+
1
2
j 
m
j
2
, il vient,
(2)  jj
~

N
0
jj
2
L
2
(IR)
(M
~

N
0
 N
~

N
0
)
X
k2I
it
j 
k
j
2
+
jj
~

N
0
jj
2
L
2
(IR)
2
X
k2I
it
M
~

N
0
 N
~

N
0
+k
X
m=N
~

N
0
 M
~

N
0
+k
j 
m
j
2
;
 jj
~

N
0
jj
2
L
2
(IR)
(M
~

N
0
 N
~

N
0
)
X
k2ZZ
j 
k
j
2
+
jj
~

N
0
jj
2
L
2
(IR)
2
X
k2ZZ
M
~

N
0
 N
~

N
0
+k
X
m=N
~

N
0
 M
~

N
0
+k
j 
m
j
2
:
(6.146)
Finalement, erivant 8k 2 ZZ,
P
M
~

N
0
 N
~

N
0
+k
m=N
~

N
0
 M
~

N
0
+k
j 
m
j
2
=
P
N
~

N
0
 M
~

N
0
+k+1
m=N
~

N
0
 M
~

N
0
+k
j 
m
j
2
+
P
N
~

N
0
 M
~

N
0
+k+2
m=N
~

N
0
 M
~

N
0
+k+1
j

m
j
2
+:::+
P
M
~

N
0
 N
~

N
0
+k
m=M
~

N
0
 N
~

N
0
+k 1
j 
m
j
2
,
on obtient d'apres l'expression (6.146) :
(2)  2 jj
~

N
0
jj
2
L
2
(IR)
(M
~

N
0
 N
~

N
0
)
X
k2ZZ
j 
k
j
2
: (6.147)
Terme 3 :
Puisque ard(I
dp
) < +1 et que
~

N
k
; k 2 ZZ a un support ompat,
l'ensemble d'indexation
I
it\dp
=

k 2 I
it
=
Z
IR
j
~

N
k
(x) jj
~

N
m
(x) j dx 6= 0; 8m 2 I
dp

< +1;
(6.148)
et on a,
(3)  2
X
(k;m)2I
dp
I
it\dp
j 
k

m
j
Z
IR
j
~

N
k
(x) jj
~

N
m
(x) j dx;
 2max
k2ZZ
jj
~

N
k
jj
2
L
2
(ard(I
it\dp
) + ard(I
dp
))
X
k2ZZ
j 
k
j
2
: (6.149)
D'apres les inegalites (6.144), (6.147) et (6.149), on obtient don nale-
ment,
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jj f
j
jj
2
L
2

~
B
X
k2ZZ
j 
k
j
2
; (6.150)
ave
~
B = C
0

ard(I
dp
) + 2(M
~

N
0
 N
~

N
0
) + 2ard(I
dp
) + 2ard(I
it\dp
)

et
C
0
= max
k2ZZ
(jj
~

N
k
jj
2
).
Cei onlut la preuve.
6.4.4 Preuve de la proposition 6.2.4 : onstrution des
ondelettes f
~
 
N
k
g
k2ZZ
Cette proposition s'erit,
Proposition 6.2.4
Si
n
u
N;1
k
o
k2ZZ
est une base du noyau de D
N;0
1
, alors la famille de veteurs
n
v
N+1;1
k
o
k2ZZ
denie par,
8m 2 ZZ; v
N+1;1
k;m
= u
N;1
k;m+1
  u
N;1
k;m
; (6.151)
est une base de Ker

D
N+1;0
1

.
Montrons d'abord que
n
v
N+1;1
k
o
k2ZZ
2 Ker

D
N+1;0
1

i.e :
pour tout (k; n) 2 ZZ
2
,

D
N+1;0
1
v
N+1;1
k

n
=

D
N+1
0
R
N+1;1
1
v
N+1;1
k

n
= <
X
m2ZZ
v
N+1;1
k;m
~

N+1
m
(2x) ; B
N+1
(x  n) >= 0:
(6.152)
Utilisant la relation (6.151), il vient,

D
N+1;0
1
v
N+1;1
k

n
= <
X
m2ZZ

u
N;1
k;m+1
  u
N;1
k;m

~

N+1
m
(2x) ; B
N+1
(x  n) >;
= <
X
m2ZZ
u
N;1
k;m

~

N+1
m 1
(2x) 
~

N+1
m
(2x)

; B
N+1
(x  n) >;
= < C;B
N+1
(x  n) > : (6.153)
D'apres l'expression (6.132),
CHAPITRE 6. ALGORITHMES DEPENDANT DE LA POSITION 184
C =
X
m2ZZ
u
N;1
k;m
0

d
dx
X
n
0
>m 1
~

N
n
0
(2x) 
d
dx
X
n
0
>m
~

N
n
0
(2x)
1
A
; (6.154)
et

D
N+1;0
1
v
N+1;1
k

n
=<
X
m2ZZ
u
N;1
k;m
d
dx
~

N
m
(2x) ; B
N+1
(x  n) > : (6.155)
L'expression (6.155) devient

D
N+1;0
1
v
N+1;1
k

n
=< i!
1
2
X
m2ZZ
u
N;1
k;m
^
~

N
m

!
2

; e
 in!
^
B
N+1
(!) > :
(6.156)
D'apres la relation (1.82),

D
N+1;0
1
v
N+1;1
k

n
=< i!
1
2
X
m2ZZ
u
N;1
k;m
^
~

N
m

!
2

; e
 in!
1
i!

1  e
 i!

^
B
N
(!) >;
(6.157)
et don,

D
N+1;0
1
v
N+1;1
k

n
=<
X
m2ZZ
u
N;1
k;m
~

N
m
(2x) ; B
N
(x  (n+ 1))  B
N
(x  n) >;
(6.158)
qui s'erit,

D
N+1;0
1
v
N+1;1
k

n
=

D
N
0
R
N;1
1
u
N;1
k

n+1
 

D
N
0
R
N;1
1
u
N;1
k

n
;
=

D
N;0
1
u
N;1
k

n+1
 

D
N;0
1
u
N;1
k

n
= 0; (6.159)
ar fu
N;1
k
g
k2ZZ
est dans ker

D
N;0
1

, e qui prouve que 8k 2 ZZ; v
N+1;1
k
appartient a ker

D
N+1;0
1

.
Reste a montrer que la famille de veteurs fv
N+1;1
k
g
k2ZZ
forme une base
de D
N+1;0
1
.
Remarquons d'abord que la relation (6.151) peut s'erire
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8k 2 ZZ; v
N+1;1
k
= Au
N;1
k
; (6.160)
ou A est une matrie inversible.
La famille fu
N;1
k
g
k2ZZ
etant une base de ker

D
N;0
1

, l'egalite (6.160) implique
que la famille fv
N+1;1
k
g
k2ZZ
est une famille libre (ar A est inversible) qui
appartient a ker

D
N+1;0
1

(d'apres l'etape preedente), 'est don une base
de ker

D
N+1;0
1

.
Cei onlut la preuve de ette proposition.
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6.5 Conlusion
Dans e hapitre, des analyses multiresolutions splines dependant de la
position ont ete onstruites en utilisant le formalisme de Harten. Ces analyses
ont ete ompletement araterisees a partir des analyses multiresolutions in-
terpolantes dependant de la position assoiees a un operateur de predition
interpolant. Nous avons don ommene par etablir la onvergene du shema
de subdivision qui est deni par l'algorithme de predition interpolant utili-
sant un stenil dependant de la position. Un theoreme de onvergene a ete
fourni pour une regle partiuliere de seletion de stenil et une ontrainte
jr  lj  2. Il est base sur un theoreme de perturbation emprunte a [28℄. Les
fontions limites du shema de subdivision permettent alors de onstruire
des analyses multiresolutions interpolantes dependant de la position gra^e
a l'analogie entre le formalisme de Harten et le formalisme en ondelettes
presentee dans la setion 2.1.1. Cette onstrution generalise les travaux de
Donoho ([31℄) au as dependant de la position.
Generalisant au as d'une disretisationB
N
-spline, des analyses multiresolutions
biorthogonales splines de L
2
(IR) dependant de la position ont ete onstruites.
Les fontions d'ehelle et les ondelettes orrespondantes ont ete deduites du
as interpolant gra^e a des formules de ommutation disretes et a l'analogie
Harten/ondelettes lassiques. Puisque e sont des analyses de L
2
(IR), leur
onstrution a neessite l'introdution de la notion de onvergene au sens
L
2
des shemas de predition. Cette onstrution peut alors e^tre interpretee
omme un autre type de generalisation que elle proposee dans [27℄ ou [18℄
des onstrutions standard rappelees dans le hapitre 2 et utilisant la formule
de ommutation de Lemarie ([45℄).
Enn, deux appliations naturelles de ette onstrution pour l'approxima-
tion de fontions disontinues ont ete presentees. Nous avons analyse suessi-
vement le ontro^le du phenomene de Gibbs par des analyses multiresolutions
dependant de la position et l'amelioration de la ompression de signaux dis-
ontinus a l'aide de transformations multiehelles dependant de la position.
L'intere^t des approhes dependant de la position est qu'elles permettent la
onstrution de transformations multiehelles adaptes aux arateristiques du
signal a ompresser et stables puisque l'algorithme de predition est lineaire.
Elles onduisent aussi a une representation struturee du signal omme pour
les ondelettes lassiques. Cependant, l'eÆaite de es methodes depend de
la qualite de detetion des disontinuites du signal. On est don amene
pour la onstrution d'un algorithme de ompression d'image a assoier a
la predition dependant de la position, une etape de detetion de ontours.
La onstrution de l'algorithme omplet (detetion et analyse dependant de
la position assoiee) en dimension 2 fait l'objet du hapitre suivant.
Chapitre 7
Generalisation a la ompression
d'images
Nous presentons ii une generalisation de l'algorithme de predition dependant
de la position au as bi-dimensionnel ave omme objetif, la onstrution
d'un algorithme de ompression d'images tenant ompte des ontours de
l'image. Ce travail a ete realise en ollaboration ave F. Arandiga et M. Do-
blas de l'Universite de Valenia (Espagne).
Conformement a e qui a ete dit dans l'introdution de ette partie, la
onstrution de l'algorithme de ompression neessite la denition de 3 operateurs :
un operateur de transformation multiehelle (appele M dans l'etape (5.22)),
un operateur de quantiation (Q dans l'etape (5.24)) et un operateur de
odage (C dans l'etape (5.25)).
Notre objetif est ii la onstrution d'un operateur M . Comme dans le as
monodimensionnel, l'operateur M depend d'une famille de points de seg-
mentation qui onstitue une arte des ontours qu'il faut prealablement
denir.
Nous proposons dans e hapitre une implementation omplete de l'operateur
M omprenant alors deux etapes,
1) Une etape de onstrution de la arte des ontours : elle est basee sur
l'utilisation de deteteurs de ontours et produit une arte des ontours de
l'image.
2) Une etape de predition stable dependant de la arte qui s'inspire du
as monodimensionnel.
Les donnees en sortie apres les etapes de deomposition, seuillage et quan-
tiation sont alors un ehantillonnage grossier de l'image, des oeÆients de
details ayant une struture en arbre et une arte des ontours neessaire a la
reonstrution.
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Cette onstrution est a rapproher de elle de l'algorithme ENO-EA,
proposee par A. Cohen et B. Matei dans [23℄. Cependant, au lieu d'appli-
quer la detetion de ontours a haque ehelle sur les donnees reonstruites,
omme le fait ENO-EA, nous deouplons volontairement la detetion de la
predition en onstruisant la arte des ontours, une fois pour toute, a partir
de la detetion sur les donnees exates. L'algorithme de ompression reste
alors stable pour des perturbations introduites par le seuillage ou la quanti-
ation mais le prix a payer est le stokage de la arte des ontours.
Ce hapitre s'organise de la faon suivante,
La setion 7.1 est onsaree a la onstrution d'une transformation
multiehelle dependant des ontours. Apres avoir deni la notion de arte
de ontours, une predition dependant de la arte est introduite. Un algo-
rithme de onstrution de arte est ensuite derit.
La setion 7.2 donne une breve desription des operateurs de quantiation
et de odage que nous avons utilises pour les tests numeriques. L'optimisa-
tion de es operateurs sort du adre de travail de ette these.
Enn, la setion 7.3 fournit quelques resultats numeriques qui evaluent les
performanes de l'algorithme de ompression dependant de la arte en terme
de nombre de bits pour oder l'information ompressee et en terme de qua-
lite de l'image reonstruite. Ces performanes sont omparees ave elles d'un
algorithme de ompression base sur une approhe invariante par translation.
7.1 Constrution d'une transformation multiehelle
dependant d'une arte
Dans e qui suit, nous ommenons par introduire la notion de arte
de ontours et presentons la onstrution d'une predition dependant de la
arte en supposant que les ontours utilises sont exatement les ourbes de
disontinuites d'une fontion bi-dimensionnelle. Nous donnons ensuite un
exemple de onstrution de arte basee sur l'utilisation du deteteur de Sobel
([56℄). L'ehantillonnage de l'image utilise ii uniquement une disretisation
par valeurs aux points, 'est la raison pour laquelle, l'indie I qui diereniait
les as interpolant et B
N
-spline dans le hapitre preedent est supprime pour
alleger les notations.
7.1.1 Denition d'une arte de ontours
La onstrution de la arte des ontours est eetuee a partir des ourbes
de disontinuites fC
i
; i = 1; :::; Kg supposees onnues. Elle est derite par la
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(a) (b)
Fig. 7.1 { Exemple de onstrution de arte, les points noirs representent
les pixels appartenant a la arte. (a) arte assoiee a un niveau j, (b) arte
assoiee au niveau j   1.
denition suivante,
Denition 7.1.1 Constrution de la arte des ontours
La arte des ontours au niveau de resolution j est la matrie binaire
[map
j
(m;n)℄
0m;n2
j
, onstruite selon la proedure suivante,
{ S'il existe i 2 f1; :::; Kg, tel que C
i
\ [x
j
m
; x
j
m+1
℄  fy
j
n
g 6= ;, alors,
map
j
(m;n) = 1 et map
j
(m+ 1; n) = 1.
{ S'il existe i 2 f1; :::; Kg tel que C
i
\ fx
j
m
g  [y
j
n
; y
j
n+1
℄ 6= ;, alors,
map
j
(m;n) = 1 et map
j
(m;n+ 1) = 1.
La gure 7.1 (a) fournit un exemple de onstrution de arte a partir d'un
ontour C
i
.
Dans notre algorithme de ompression, la arte n'est pas onnue exa-
tement. On en alule une approximation map
J
max
, une fois pour toute, au
niveau de resolution J
max
. Il est alors neessaire de transferer l'information
donnee par map
J
max
a haque niveau de resolution j < J
max
an de l'utiliser
pour la predition.
La proposition suivante derit une transformation qui onstruit
[map
j
(m;n)℄
0m;n2
j 1
a partir de la arte [map
j+1
(m;n)℄
0m;n2
j
. Elle onsiste
simplement a transporter l'information du niveau j + 1 sur les pixels qui
existent au niveau j (gure 7.1 (b)).
Proposition 7.1.1
Pour haque indie m pair, si map
j+1
(m;n) = 1 et map
j+1
(m;n + 1) = 1
alors,
{ Si n est pair, map
j
(m;
n
2
) = 1 et map
j
(m;
n
2
+ 1) = 1,
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{ Si n est impair, map
j
(m;
n+1
2
  1) = 1 et map
j
(m;
n+1
2
) = 1.
La me^me proedure est denie pour haque indie n pair quand map
j+1
(m;n) =
1 et map
j+1
(m + 1; n) = 1, en ehangeant m et n dans la onstrution
preedente.
Cette transformation, par reurrene, permet de garder a tous les niveaux
de resolution, l'information ontenue dans le niveau le plus n.
Connaissant [map
j+1
(m;n)℄
m;n
et [map
j
(m;n)℄
m;n
, une predition dependant
de la arte entre les niveaux de resolution j et j+1 est maintenant onstruite.
7.1.2 Predition multi-diretionnelle dependant de la
arte
Cette predition est onstruite omme une generalisation de la predition
bi-diretionnelle derite dans la setion 2.1.2 par l'algorithme 2.1.2 puisqu'elle
ne privilegie pas systematiquement les diretions de predition vertiales et
horizontales. C'est pourquoi, dans la suite, on parle de predition multi-
diretionnelle .
Notre demarhe est la suivante : si le point a predire est dans une zone
reguliere de l'image, la predition est basee sur le produit tensoriel (voir se-
tion 2.1.2). Par ontre, quand le point est prohe d'un ontour, la repartition
des pixels marques autour de e point doit e^tre utilisee pour denir une
predition tenant en ompte l'orientation loale de la arte.
Nous nous limitons dans la onstrution de notre predition a quatre di-
retions de predition (vertiale, horizontale, diagonale et anti-diagonale).
Puisque les points de la forme f
0
j+1
2m;2n+1
ou f
0
j+1
2m+1;2n
ne peuvent pas s'obte-
nir par une proedure diagonale ou anti-diagonale utilisant des points du
niveau j, nous envisageons uniquement des strategies vertiales ou horizon-
tales dependant de la position pour es points la. Pour les points du type
f
0
j+1
2m+1;2n+1
, une predition suivant une diretion non vertiale ou non hori-
zontale peut e^tre envisagee en fontion de l'orientation des ontours donnee
par la arte map
j
.
Dans la suite, nous derivons en detail la predition de es deux ategories
de points dans le as d'un stenil a 4 points, en supposant que la arte est
ideale, au sens ou seuls les pixels denissant des ellules traversees par un
ontour appartiennent a la arte.
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Predition de la premiere ategorie de points
Nous nous onentrons sur la onstrution de f
0
j+1
2m;2n+1
sahant que les
points f
0
j+1
2m+1;2n
s'obtiennent par la me^me proedure en ehangeant m et n.
Puisque la arte est supposee ideale, il n'existe qu'un nombre ni de on-
gurations pour les pixels marques autour du point a predire.
Plus preisement, deux as sont a envisager.
Premier as : map
j
(m;n) +map
j
(m;n+ 1) 6= 2,
'est a dire, le segment [x
j
m;n
; x
j
m;n+1
℄ ontenant le point a predire n'est
pas traverse par un ontour :
{ si map
j
(m;n) = 0 et map
j
(m;n + 1) = 1, f
0
j+1
2m;2n+1
s'obtient par une
interpolation ave un stenil deentre a gauhe,
f
0
j+1
2m;2n+1
=
0
X
i= 3
L
3;1
i
( 1=2)f
j
m;n+i+1
; (7.1)
{ si map
j
(m;n) = 1 et map
j
(m;n + 1) = 0, f
0
j+1
2m;2n+1
s'obtient par une
interpolation ave un stenil deentre a droite,
f
0
j+1
2m;2n+1
=
2
X
i= 1
L
1;3
i
( 1=2)f
j
m;n+i+1
(7.2)
La gure 7.2 represente les deux ongurations possibles pour le premier
as.
Seond as : map
j
(m;n) +map
j
(m;n+ 1) = 2,
nous herhons alors plus d'informations au niveau j + 1.
{ Si map
j+1
(2m; 2n) + map
j+1
(2m; 2n + 2) = 0 (gure 7.3), une inter-
polation entree a deux points permet d'eviter de traverser le ontour,
i.e.
f
0
j+1
2m;2n+1
=
f
j
m;n
+ f
j
m;n+1
2
(7.3)
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f’,j+1
fj fj
f’,j+1
fjfj
m,n
2m,2n+1
m,n+1
m,n m,n+1
2m,2n+1
Fig. 7.2 { Les deux ongurations possibles du premier as pour la predition
des points de la premiere ategorie (les points noirs representent les points
de la arte du niveau j alors que les blans n'appartiennent pas a la arte).
(a1) (b1)
(a2) (b2)
Fig. 7.3 { Exemples de ongurations orrespondant a map
j+1
(2m; 2n) = 0
et map
j+1
(2m; 2n + 2) = 0, la ehe indique soit le segment ontenant le
point a predire soit le point a predire, le retangle represente le ontour.
(a1)-(a2) : point pres d'un ontour horizontal, (b1)-(b2) : pres d'un oin
CHAPITRE 7. GENERALISATION A LA COMPRESSION D'IMAGES 193
fj fj
f’,j+1 f’’,j+1f’,j+1
(a1)
(a2)
m,n m,n+1
2m,2n+22m,2n+12m,2n
fj
f’,j+1
fj
f’,j+1 f’,j+1
(b1)
(b2)
m,n+1m,n
2m,2n 2m,2n+1 2m,2n+2
Fig. 7.4 { Les deux ongurations possibles du seond as pour la predition
des points de la premiere ategorie de points quand map
j+1
(2m; 2n + 2) +
map
j+1
(2m; 2n) = 1. La ehe indique la diretion de predition.
(a1)-(b1) map
j
, (a2)-(b2) map
j+1
{ Si map
j+1
(2m; 2n) +map
j+1
(2m; 2n+ 2) = 1 :
- si map
j+1
(2m; 2n + 2) = 0 et map
j+1
(2m; 2n) = 1 (gure 7.4
(b1)-(b2)) alors map
j+1
(2m; 2n+ 1) = 1 et une extrapolation a droite
est utilisee,
f
0
j+1
2m;2n+1
=
3
X
i=0
L
0;4
i
( 1=2)f
j
m;n+i+1
: (7.4)
- Si map
j+1
(2m; 2n) = 0 et map
j+1
(2m; 2n + 2) = 1 (gure 7.4
(a1)-(a2)) alors map
j+1
(2m; 2n+ 1) = 1 et une extrapolation a gauhe
est utilisee,
f
0
j+1
2m;2n+1
=
 1
X
i= 4
L
4;0
i
( 1=2)f
j
m;n+i+1
: (7.5)
{ Si map
j+1
(2m; 2n) +map
j+1
(2m; 2n+ 2) = 2 :
- le point a predire peut e^tre dans un oin.
La arte etant supposee ideale, il n'y a que deux ongurations de oins
possibles : la gure 7.5 (a) donne simplement une onguration puisque
la seonde s'obtient par une rotation d'angle .
L'information donnee par la arte dans le voisinage du point permet de
privilegier un sens dans la predition. Plus preisement, simap
j+1
(2m 
1; 2n+ 2) = 0 et map
j+1
(2m+ 1; 2n) = 0, alors les quantites suivantes
sont evaluees,
S
R
= map
j+1
(2m; 2n+2)+map
j+1
(2m 1; 2n+2)+map
j+1
(2m 1; 2n+1)
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(a) (b)
Fig. 7.5 { Exemples de ongurations quand le point a predire est (a) dans
un oin ou (b) pres d'un ontour horizontal.
S
L
= map
j+1
(2m; 2n) +map
j+1
(2m+ 1; 2n) +map
j+1
(2m+ 1; 2n+ 1)
Nous pouvons alors seletionner le voisinage le plus regulier :
si S
R
> S
L
(resp. S
L
> S
R
), l'extrapolation a gauhe (7.5) (resp. l'ex-
trapolation a droite (7.4)) est utilisee
1
.
De la me^me faon, si map
j+1
(2m  1; 2n) = 0 et map
j+1
(2m+ 1; 2n+
2) = 0, nous evaluons les quantites suivantes :
S
R
= map
j+1
(2m; 2n+2)+map
j+1
(2m+1; 2n+2)+map
j+1
(2m+1; 2n+1)
S
L
= map
j+1
(2m; 2n) +map
j+1
(2m  1; 2n) +map
j+1
(2m  1; 2n+ 1)
et seletionnons le voisinage le plus regulier :
si S
R
> S
L
(resp S
L
> S
R
), nous utilisons l'extrapolation a gauhe
(7.5) (resp. l'extrapolation a droite (7.4)).
- Si le point a predire n'est pas dans un oin (gure 7.5 (b)),
f
0
j+1
2m;2n+1
s'obtient par,
f
0
j+1
2m;2n+1
=
f
j
m;n
+ f
j
m;n+1
2
(7.6)
Predition de la seonde ategorie de points
Cette predition tient ompte de l'orientation des ontours. A nouveau,
deux as sont a envisager.
1
Dans le as S
R
= S
L
, il est neessaire de herher l'information dans un voisinage plus
grand, e qui n'est pas envisage ii.
CHAPITRE 7. GENERALISATION A LA COMPRESSION D'IMAGES 195
(a1) (a2)
(b1) (b2)
(c1) (c2) (c3) (c4)
Fig. 7.6 { Les 8 ongurations possibles pour la predition des points de la
seonde ategorie
Premier as : map
j
(2m; 2n) +map
j
(2m; 2n+ 2) +map
j
(2m+ 2; 2n) +
map
j
(2m+ 2; 2n+ 2) 6= 4 :
La distribution des points marques autour du point a predire fournit une
information sur l'orientation du ontour dans le voisinage du point. Plus
preisement, huit ongurations sont possibles. Deux d'entre elles orres-
pondent a un ontour horizontal (gures 7.6 (a1)-(a2)), deux a un ontour
vertial (gures 7.6 (b1)-(b2)) et quatre a un ontour diagonal ou anti-
diagonal (gure 7.6 (1)-(2)-(3)-(4)).
A partir de es huit ongurations, f
0
j+1
2m+1;2n+1
est evalue de la faon sui-
vante :
Conguration (a1),(a2) : f
0
j+1
2m+1;2n+1
=
f
0
j+1
2m+1;2n
+ f
0
j+1
2m+1;2n+2
2
(7.7)
Conguration (b1),(b2) : f
0
j+1
2m+1;2n+1
=
f
0
j+1
2m;2n+1
+ f
0
j+1
2m+2;2n+1
2
(7.8)
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Conguration (1),(2) : f
0
j+1
2m+1;2n+1
=
f
0
j+1
2m;2n+2
+ f
0
j+1
2m+2;2n
2
(7.9)
Conguration (3),(4) : f
0
j+1
2m+1;2n+1
=
f
0
j+1
2m;2n
+ f
0
j+1
2m+2;2n+2
2
(7.10)
Seond as : map
j
(2m; 2n) +map
j
(2m; 2n + 2) +map
j
(2m + 2; 2n) +
map
j
(2m+ 2; 2n+ 2) = 4 :
ette onguration ne donne auune information sur l'orientation. Une
predition bi-diretionnelle, omme pour la premiere ategorie de points est
alors appliquee en privilegiant la diretion vertiale.
La setion suivante est onsaree a un exemple de onstrution de arte.
7.1.3 Un exemple de onstrution de arte
La onstrution de la arte suivant la denition 7.1.1 suppose de onna^tre
la position des ontours de l'image. Nous derivons don, dans e qui suit,
un deteteur de ontour qui est utilise dans les tests numeriques.
Cet algorithme de detetion a ete developpe en ollaboration ave F.
Arandiga et M. Doblas de l'Universite de Valenia (Espagne).
Sa onstrution, basee sur l'utilisation du ltre de Sobel ([56℄), se om-
pose de trois etapes
1) Detetion a l'aide du ltre de Sobel :
- Une mesure des gradients diretionnels pour haque pixel de l'image
originale est obtenue par onvolution ave les 4 masques diretionnels M
x
,
M
y
, M
d
+
, M
d
 
denis sur la gure 7.7.
- La seletion des pixels prohes d'un ontour est eetuee si,
max(M
x
? f
J
max
;M
y
? f
J
max
;M
d
+
? f
J
max
;M
d
 
? f
J
max
)  (M  m)(7.11)
ou ? designe le produit de onvolution,M (resp.m) est le maximum (resp.
le minimum) de l'image et  est une onstante determinee empiriquement
(on utilise  = 0:5 ii).
Observons que ette detetion permet de onstruire une arte preliminaire
des ontours ou un pixel au voisinage d'un fort gradient (resp. d'un faible
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M
x
=
1
4
2
6
4
 1 0 1
 2 0 2
 1 0 1
3
7
5
;M
y
=
1
4
2
6
4
1 2 1
0 0 0
 1  2  1
3
7
5
M
d
+
=
1
4
2
6
4
2 1 0
1 0  1
0  1  2
3
7
5
;M
d
 
=
1
4
2
6
4
0 1 2
 1 0 1
 2  1 0
3
7
5
:
Fig. 7.7 { Masques diretionnels du ltre de Sobel
gradient) au sens du ritere (7.11) est marque par 1 (resp. par 0). Elle four-
nit aussi une matrie des orientations du gradient de l'image en haque pixel
(horizontal, vertial, diagonal ou anti-diagonal) a partir du maximum des
quatre gradients diretionnels loaux.
2) Redution de l'epaisseur des zones detetees :
La sortie de l'etape preedente fournit une arte "epaisse" au sens ou
plusieurs pixels onseutifs peuvent e^tre detetes. On herhe ii a reduire
la longueur des sequenes de pixels detetes. Cette longueur est denie soit
horizontalement, soit vertialement.
Par exemple, si une sequene vertiale de longueurm
2
 m
1
, fX
J
max
m;n
g
m
1
mm
2
,
ayant des orientations horizontales et diagonales (resp. anti-diagonales) est
detetee, les dierenes divisees suivantes sont evaluees,
jf
J
max
m 1;n
  2f
J
max
m;n
+ f
J
max
m+1;n
j; m
1
 m  m
2
Si m
0
1
 m
0
2
orrespondent aux deux valeurs maximales de es dierenes,
la famille de pixels detetes est reduite a fX
J
max
m;n
g
m
0
1
mm
0
2
.
La me^me proedure est appliquee pour des sequenes horizontales de
pixels detetes.
3) Elimination des pixels detetes isoles et ha^nage :
Les pixels detetes voisins sont ha^nes entre eux. Toute ha^ne de lon-
gueur (en terme de nombre de pixels ha^nes) inferieure a une longueur xee,
notee L
haine
, n'est pas onsideree omme un ontour et les pixels apparte-
nant a ette ha^ne sont elimines. Les pixels restant marques onstituent la
arte des ontours.
Remarquons que l'etape de ha^nage fournit une autre representation des
ontours d'une image. Au lieu de derire un ontour par les positions dya-
CHAPITRE 7. GENERALISATION A LA COMPRESSION D'IMAGES 198
diques des pixels detetes, haque ontour peut e^tre ode par une ha^ne qui
ontient la position dyadique du pixel de debut de ontour puis une serie de
diretions permettant de retrouver le pixel detete voisin.
Les gures 7.8 et 7.9 donnent la arte pour une image geometrique et
une image reelle quand on utilise l'algorithme de detetion que l'on vient de
derire.
(a) (b)
Fig. 7.8 { Carte des ontours pour une image geometrique, (a) image origi-
nale, (b) arte des ontours
Comme on peut le voir sur les gures 7.8 et 7.9, ette detetion en trois
etapes onduit a la onstrution d'une arte qui ne ontient que des ontours
reels de l'image. Pour l'image geometrique, un simple deteteur de Sobel
(etape 1)) aurait suÆ pour obtenir e resultat. Par ontre, la detetion des
ontours de l'image reelle est plus omplexe et les etapes 2 et 3 de la detetion
s'averent tres eÆaes puisqu'elles reduisent onsiderablement le nombre de
points detetes.
Notons que la longueur L
haine
et le seuil  utilises dans l'algorithme de
detetion sont deux parametres supplementaires qui dependent de l'image et
qui doivent e^tre adaptes en fontion de l'image a onsiderer.
7.2 Quantiation et odage de l'information
ompressee
Nous derivons brievement le hoix des operateurs de quantiation et de
odage utilises dans l'algorithme de ompression.
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(a)
(b) () (d)
Fig. 7.9 { Carte des ontours pour une image reelle, (a) image originale, (b)
arte apres la premiere etape (nombre de points marques : 25263), () arte
apres la deuxieme etape (nombre de points marques : 18384), (d) arte apres
la troisieme etape (nombre de points marques : 6824)
7.2.1 Operateurs de quantiation
La quantiation a pour but de reduire le nombre de bits neessaires pour
la representation des oeÆients. Il existe deux types de quantiations :
la quantiation salaire qui traite haque oeÆient independamment et
la quantiation vetorielle qui agit sur des blos de oeÆients. Ii, nous
ne onsiderons que la quantiation salaire. Elle onsiste, ii, a arrondir
systematiquement les oeÆients de details seuilles au plus prohe entier.
7.2.2 Codage de l'information quantiee
Nous rappelons que l'information ompressee a oder ontient la arte des
ontours de l'image en plus des donnees lassiques que sont l'image a basse
resolution et les oeÆients de details seuilles et quanties.
La representation de la arte des ontours hoisie pour le odage est elle
derite dans la troisieme etape de la onstrution de la arte (setion 7.1.3).
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Fig. 7.10 { Representation de l'image basse resolution et des oeÆients de
detail obtenue par deomposition dependant de la arte d'une image reelle
puis -seuillage des details. Les points blans representent les details non nuls.
J
0
= 7, J
max
= 9,  = 30.
Elle onsiste a representer un ontour par une ha^ne omposee d'un pixel
de depart et d'une suite de diretions qui permettent de retrouver tous les
pixels de la ha^ne.
La representation, pour l'image a basse resolution, et pour les details, est
elle qui est lassiquement hoisie dans [48℄, par exemple, et qui utilise la
struture en arbre des oeÆients de detail (gure 7.10).
Dans es travaux, nous avons volontairement privilegie la onstrution
de transformations multiehelles pluto^t que le developpement d'un odeur
optimal pour les informations dont on dispose. Le odeur qui est utilise ii
n'est pas le mieux adapte a la nature de l'information a ompresser ; il s'agit
du odeur PPMZ derit dans [10℄. Son algorithme est base sur la methode
PPM (Predition by Partial Mathing) qui tient ompte de la statistique du
hier de donnees a ompresser. Il integre non seulement la frequene d'ap-
parition des arateres mais aussi la probabilite d'apparition d'un aratere
partiulier apres un aratere donne, par un meanisme de predition. Ce
type de odeur s'avere don eÆae quand les donnees ontiennent plusieurs
arateres qui se repetent, e qui est le as pour la arte des ontours. Par
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ontre, il ne tient pas ompte de la dependane inter-ehelle des oeÆients
de detail provenant de leur struture naturelle en arbre (gure 7.10) et qui est
lassiquement exploitee par des algorithmes du type EZW (Embedded image
oding using Zerotrees of Wavelet oeÆients, [60℄) ou EBCOT (Embedded
Blok Coding with Optimized Trunation, [62℄).
L'utilisation de es odeurs est en ours de developpement en ollaboration
ave F. Arandiga et M. Doblas de l'Universite de Valenia.
7.3 Appliations numeriques a la ompres-
sion d'images
Nous terminons e hapitre par une serie d'appliations numeriques de
l'approhe dependant de la arte a la ompression d'images.
Nous fournissons ii plusieurs tests numeriques qui ont pour but d'evaluer
les performanes de l'approhe dependant de la arte et de les omparer ave
elles d'une approhe invariante par translation.
Deux series de tests sont proposees :
- la premiere serie se foalise sur les shemas de subdivision ('est a dire,
la predition sans ajout de oeÆients de details) en mettant de o^te le
probleme de la detetion de la arte. La predition dependant de la position
(via la arte) est elle de la setion 7.1.2 que l'on note DP-4 et la predition
invariante par translation est onstruite en utilisant un produit tensoriel (voir
setion 2.1.2) ave un stenil a 4 points et est notee IT-4.
- La seonde serie est onsaree a la omparaison entre les algorithmes de
ompression utilisant IT-4 et DP-4. Dans le as de l'algorithme dependant
de la arte, la arte des ontours est onstruite omme dans la setion 7.1.3
et le odeur utilise dans les deux algorithmes est base sur l'algorithme PPMZ
(setion 7.2.2).
Les performanes de haque algorithme sont mesurees en termes de taux
de ompression pour oder l'information mais aussi en terme de qualite de
l'image reonstruite.
Le taux de ompression est evalue, omme dans [49℄, par le debit moyen
de bits par pixels (dont l'unite est notee bpp). Sahant que les images tests
sont de taille 512512 et que haque pixel est ode sur 8 bits, le debit moyen
s'erit, si N est le nombre de bits utilises pour oder l'image,
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d = 8
N
2
21
: (7.12)
Conernant la qualite d'une image, elle est le plus souvent mesuree par
le PSNR (Peak Signal to Noise Ratio) qui est deni par,
PSNR = 10log
10
 
256
2
MSE
!
(7.13)
ou MSE = 2
 2J
max
jjf
J
max
  f
J
max

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2
l
2
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Cependant, ette mesure de l'erreur n'est pas forement l'erreur que l'on
peroit visuellement, 'est la raison pour laquelle, dans haque test, on s'interesse
aussi a la qualite visuelle des images reonstruites.
Deux types d'images tests sont utilisees : une image synthetique geometrique
et une image reelle.
7.3.1 Predition de l'image
La arte est ii supposee onnue. Les tests sont realises sur une image
geometrique.
La gure (7.11) represente les image predites par IT-4 (gure 7.11 (b)) et
DP-4 (gure 7.11 ()).
L'approhe invariante par translation (gure 7.11 (b)) onduit a une mau-
vaise predition au voisinage des ontours de l'image a ause du phenomene
de Gibbs. Par ontre, nous pouvons noter le tres bon omportement de la
predition dependant de la arte (gure 7.11 ()) sur les ontours geometriques.
Les seules parties de l'image ou la predition DP-4 ehoue se situent pres des
ontours anguleux (gure 7.11 (d)) puisque n'importe quel stenil hoisi est
traverse par un ontour.
7.3.2 Compression de l'image
Nous omparons ii les algorithmes de ompression utilisant les preditions
IT-4 et DP-4.
Image geometrique
Le tableau 7.1 et la gure 7.12 representent le debit moyen de bits par
pixels orrespondant au odage de l'image ompressee en fontion du PSNR
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(a) (b)
() (d)
Fig. 7.11 { Predition d'une image geometrique entre J
0
= 6 et J
max
= 9,
(a) image originale, (b) image predite ave IT-4, () image predite ave DP-
4, (d) dierene entre l'image predite () et l'image originale.
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de l'image reonstruite pour les approhes invariante par translation et dependant
de la arte.
Predition arte details arte details d PSNR
(oe. non nuls) (oe. non nuls) (bits) (bits) (bpp)
0 13475 0 65984 0:26 40:66
IT-4 0 7176 0 58648 0:23 33:78
0 5633 0 48096 0:19 31:36
0 4444 0 38176 0:16 29:16
0 1360 0 16480 0:07 22:04
6871 251 3488 5320 0:044 59:33
DP-4 6871 177 3488 4440 0:040 50:91
6871 111 3488 2976 0:035 42:90
6871 66 3488 1952 0:031 38:38
6871 11 3488 904 0:027 34:30
Tab. 7.1 { Debit moyen de bits par pixels et PSNR, as d'une image
geometrique.
L'utilisation d'une ompression dependant de la arte est tres eÆae
dans le as de l'image geometrique puisque pour une me^me qualite d'image,
le debit moyen de bits par pixels est divise par 10 par rapport a une om-
pression invariante par translation. Le tres bon omportement de l'algorithme
dependant de la arte, dans le as d'une image geometrique, s'explique par,
{ La bonne adaptation de la predition aux ontours de l'image : la
detetion fournit une arte ideale et exate des ontours et la predition
onduit alors a une representation de l'image tres reuse en termes de
nombre de details non nuls (troisieme olonne du tableau 7.1).
{ L'eÆaite du odage de la arte : me^me si, pour l'algorithme dependant
de la arte, la arte est une donnee supplementaire a onserver, elle est
odee tres eÆaement. En eet, peu de ha^nes sont neessaires pour
oder les ontours et les diretions de deplaement dans la ha^ne re-
quierent peu de bits pour les oder.
L'avantage evident de ette tehnique se retrouve quand on s'interesse a
la qualite visuelle de l'image reonstruite (gure 7.13).
Image reelle
Comme dans le as de l'image geometrique, nous fournissons, dans le ta-
bleau 7.2, et traons sur la gure 7.14, le debit moyen de bits par pixels en
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d
25
35
45
PSNR
avec IT−4
avec DP−4
Fig. 7.12 { PSNR en fontion du debit moyen de bits par pixels, as d'une
image geometrique.
(a) (b)
Fig. 7.13 { Reonstrution de l'image geometrique, J
0
= 6, J
max
= 9,
(a) ave IT-4, d=0.16 bpp, PSNR=29.16, (b) ave DP-4, d=0.027 bpp,
PSNR=34.30
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fontion du PSNR pour les deux approhes.
Predition arte details arte details d PSNR
(oe. non nuls) (oe. non nuls) (bits) (bits) (bpp)
0 5133 0 84352 0:42 28:55
IT-4 0 3972 0 67072 0:35 27:77
0 3099 0 53848 0:30 27:11
0 2450 0 43648 0:27 26:48
0 1948 0 35344 0:23 25:93
6824 4149 9448 71528 0:41 28:72
DP-4 6824 3115 9448 55040 0:35 28:02
6824 2386 9448 43736 0:30 27:44
6824 1838 9448 34848 0:27 26:92
6824 1461 9448 28824 0:25 26:45
Tab. 7.2 { Debit moyen de bits par pixels et PSNR, as d'une image reelle.
Il apparait que pour une image reelle, l'amelioration de performane de
l'approhe dependant de la arte est reduite puisque le debit moyen de bits
par pixels pour oder l'image ompressee est du me^me ordre de grandeur
que dans le as invariant par translation (tableau 7.2). L'algorithme utilisant
DP-4 fournit toutefois un meilleur taux de ompression a PSNR identique
que l'algorithme base sur IT-4 (gure 7.14).
Cette situation ontraste par rapport aux tests sur une image geometrique
est due a,
{ Une detetion qui n'est pas optimale pour une image reelle : me^me si la
representation des ontours est satisfaisante, le meanisme de detetion
supprime la ontinuite de ertains ontours. Le odage de la arte par
ha^nage neessite alors plus d'une ha^ne pour derire un ontour. Ainsi
omme le montrent les deuxiemes et quatriemes olonnes des tableaux
7.1 et 7.2, la odage de la arte pour l'image reelle requiert trois fois plus
de bits que dans le as d'une image geometrique, me^me si le nombre de
oeÆients non nuls des deux artes est du me^me ordre de grandeur,
{ Une predition qui n'est pas ompletement adaptee au modele d'une
image reelle : la predition dependant de la arte a ete onstruite en
supposant que la arte est ideale et en envisageant un nombre ni de
ongurations qui sont elles renontrees pour une image geometrique.
Cependant omme le montre la gure 7.15, la tehnique dependant de
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Fig. 7.14 { PSNR en fontion du debit moyen de bits par pixels, as d'une
image reelle.
la arte onduit a une meilleure reonstrution des ontours (et don a une
qualite visuelle meilleure) me^me si le PSNR est inferieur a elui d'une image
reonstruite sans tenir ompte de la arte.
7.4 Conlusion
Dans e hapitre, un nouvel algorithme de ompression adapte aux a-
rateristiques des donnees a ompresser a ete introduit.
Une attention partiuliere a d'abord ete portee a la onstrution de la
transformation multiehelle qui intervient dans la premiere etape de et al-
gorithme. Cette onstrution, qui utilise le formalisme de Harten est une
generalisation de l'approhe dependant de la position presentee au hapitre
6. En eet, elle est basee sur l'introdution d'un operateur de predition
dependant d'une arte des ontours de l'image obtenue gra^e a une etape
de detetion de ontours realisee au prealable. Cet operateur tient don non
seulement ompte de la arte (omme en dimension 1) mais aussi de son
orientation.
Un algorithme de onstrution de arte a ensuite ete presentee. Il produit une
arte en trois etapes : d'abord une etape de detetion de ontours basee sur
l'utilisation du deteteur de Sobel, puis, une etape de redution de l'epaisseur
des zones detetees en mesurant les dierenes divisees d'ordre 2 pour haque
pixel marque et enn, une etape d'elimination par une tehnique de ha^nage.
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(a) (b)
() (d)
Fig. 7.15 { Reonstrution de l'image reelle, J
0
= 6, J
max
= 9,
(a)-() ave IT-4, d=0.30 bpp, PSNR=27.11, (b)-(d) ave DP-4, d=0.25 bpp,
PSNR=26.45.
CHAPITRE 7. GENERALISATION A LA COMPRESSION D'IMAGES 209
Apres avoir derit les operateurs de quantiation et de odage utilises, plu-
sieurs tests numeriques ont ete eetues pour evaluer les performanes de
l'algorithme de ompression dependant de la arte et les omparer ave elles
d'un algorithme invariant par translation base sur le produit tensoriel las-
sique ([1℄).
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Conlusion generale et
perspetives
Les travaux presentes dans e memoire derivent la onstrution de methodes
numeriques multiehelles pour le traitement d'images et la resolution d'equations
aux derivees partielles. Ils se onentrent en partiulier sur les diÆultes as-
soiees, pour les equations aux derivees partielles, a la resolution de problemes
denis sur des ouverts et, pour le traitement d'images, a l'adaptation de la
ompression a des ontours.
Pour la resolution de problemes paraboliques a geometrie omplexe, une
methode de ouplage de type Petrov-Galerkin ondelettes/domaines tifs a
ete introduite. Elle onsiste a approher tout d'abord le probleme initial par
une asade de problemes elliptiques puis a les transformer, par l'introdu-
tion de domaines tifs, en des problemes denis sur un domaine plus grand,

, a geometrie simple ave des onditions periodiques sur le bord. Ces nou-
veaux problemes sont enn resolus par une methode ondelette. La derniere
reformulation neessite l'introdution et l'approximation d'une seonde va-
riable, , qui est un multipliateur de Lagrange de surfae et qui impose la
ondition sur la frontiere  de ! au sens faible.
L'intere^t de ette approhe se resume en trois points,
{ La qualite d'approximation dans les espaes generes par les onde-
lettes : le alul de borne d'erreur a montre que la qualite d'approxi-
mation dans les espaes generes par les ondelettes est ontro^lee par la
regularite de la solution approhee sur 
 et le nombre de moments nuls
des ondelettes des deux analyses multiresolutions assoiees a 
 et .
Me^me si des multipliateurs de Lagrange non nuls reduisent la regularite
de la solution U
n
(i.e U
n
2 H
3=2 
(
),  > 0), des approximations
preises pour U
n
et 
n
peuvent e^tre onstruites simplement en hoi-
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sissant des analyses multiresolutions d'ordre eleve sur 
 et  et en
les ouplant ave des strategies de raÆnement dans le voisinage de la
frontiere . Cette strategie de raÆnement loal peut e^tre aussi utilisee
pour satisfaire les ontraintes Inf-Sup imposees pour assurer l'existene
et l'uniite de la solution.
{ L'eÆaite numerique : le hoix d'une disretisation du type
Petrov/Galerkin permet d'eviter "l'inversion" de matrie de masse qui
apparait lassiquement dans la formulation de e me^me type de probleme
quand on hoisit une disretisation du type Galerkin ([43℄). De plus, a
partir de l'estimation du onditionnement, un simple
preonditionneur diagonal suÆt pour preonditionner la matrie
d'iteration gra^e a l'utilisation des analyses multiresolutions de H
1
(
)
et H
 1=2
(),
{ La exibilite de l'implementation : une evaluation eÆae et rapide
des dierentes quantites du probleme a implementer a ete fournie. Elle
ombine des formules de quadrature d'ordre eleve ave des algorithmes
rapides de alul (tel que l'algorithme en arbre assoie aux analyses
multiresolutions ou l'algorithme de alul de valeurs aux points assoie
aux analyses splines et a la representation de la frontiere par une ourbe
de Bezier). Elle permet alors une adaptation eÆae de la methode a des
problemes denis sur des domaines non polygonaux ou ave frontiere
mobile.
Cependant, quelques limitations importantes de ette methode sont a
onsiderer et a ameliorer. Elles onernent,
{ L' adaptation de l'algorithme de resolution a des equations
paraboliques ayant des onditions aux bords autres que elles
du type Dirihlet : la formulation dans les domaines tifs proposee
est valide uniquement pour des onditions aux bords du type Dirihlet.
L'algorithme onstruit ne s'adapte pas diretement a des problemes
ave des onditions aux bords generales.
{ L'extension de ette approhe en dimension plus grande que
2 : auune extension de notre methode a des problemes multi-dimensionnels
n'est disponible pour l'instant. En eet, dans le as tri-dimensionnel,
par exemple, la frontiere du domaine de resolution est maintenant une
surfae et la onstrution de l'algorithme de resolution neessite alors
la denition d'une analyse multiresolution assoiee a ette surfae. On
est don ramene a la onstrution d'analyses multiresolutions sur des
domaines bi-dimensionnels qui peuvent e^tre a geometrie omplexe.
Plusieurs developpements sont atuellement en ours, ils sont onsares a,
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{ La onstrution d'operateurs de prolongement regulier sur

n!. Ces operateurs sont neessaires pour prolonger la ondition ini-
tiale et peuvent e^tre tres utiles dans le as de problemes ouples a
frontiere mobile.
Plusieurs methodes de onstrution de prolongement regulier sont envi-
sagees : une premiere onsiste a adapter aux analyses multiresolutions
lassiques assoiees aux ondelettes, l'approhe developpee par M. El-
ghaoui et R. Pasquetti dans [33℄ pour les approximations spetrales.
L'intere^t de ette adaptation reside bien sur dans la loalisation des
ondelettes en variable d'espae. Une deuxieme onstrution, en ours
d'etude, utilise le lien entre les ondelettes a support ompat sur l'in-
tervalle et les ondelettes a support ompat sur la droite. En dimension
1, il permet de prolonger de faon ontinue tout element de H
1
(I) (I
designe ii un intervalle de IR) en un element de H
1
(IR). Plusieurs
diÆultes sont a surmonter pour obtenir un prolongement eÆae de
H
1
(!) dans H
1
(
).
{ La onstrution d'une methode ondelettes/domaines tifs
pour des problemes paraboliques ave des onditions du type
Neumann sur la frontiere : une formulation d'un probleme elliptique
ave des onditions aux bords du type Neumann a deja ete introduite
dans [40℄. Dans le as des domaines tifs ave multipliateurs de sur-
fae, elle est basee sur la formulation faible du probleme dans l'espae
H(div; !) = fQ=div Q 2 L
2
(
)g. Son approximation par les ondelettes
suppose don l'utilisation de bases d'ondelettes de H(div; !) dont une
onstrution possible est derite dans [64℄.
{ La generalisation a des equations paraboliques a oeÆients
non onstants ou a des equations non lineaires an de omparer
ette approhe, en partiulier, ave les methodes de penalisation ([3℄,
[59℄) qui sont tres utilisees en meanique des uides numeriques.
An de ontourner les limitations des methodes ondelettes lassiques pour
la ompression d'image, une nouvelle methode numerique qui integre er-
taines informations sur la geometrie de l'image a ete introduite. Elle uti-
lise le formalisme de Harten ([37℄) et est basee sur la onstrution d'un
nouveau type d'ondelettes monodimensionnelles. Ce sont des ondelettes qui
ont perdu leur propriete d'invariane par translation puisqu'elles dependent
d'une famille de points de segmentation denie sur la ligne et d'une regle de
onstrution. En hoisissant onvenablement la famille de points de segmen-
tation, on peut alors onstruire des ondelettes adaptees au signal a traiter.
La generalisation de ette approhe au as bi-dimensionnel a ensuite ete
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presentee. Puisque ette onstrution suppose la onnaissane des ontours
de l'image, la transformation multiehelle bi-dimensionnelle proposee est
ompose de deux etapes : une etape de detetion des ontours operant sur
l'image originale et onduisant a une arte des ontours puis une etape de
deomposition utilisant une predition inter-ehelle dependant de la arte et
de son orientation.
Les avantages de ette methode pour la ompression sont les suivants,
{ La transformation multiehelle onstruite prend en ompte une par-
tie de l'information sur la geometrie de l'image . Elle onduit
don a une representation plus reuse de l'image que elle obtenue ave
des ondelettes lassiques, a ondition que la detetion des ontours soit
eÆae.
{ En mettant de o^te le probleme de la detetion, la predition dependant
de la arte denit un operateur lineaire et don stable sur un nombre
ni d'ehelles. La transformation multiehelle est alors egalement stable
fae a des pertubations introduites par le seuillage ou la quantiation.
{ Le meanisme de detetion de ontours propose permet la onstrution
d'une arte ou les "veritables" ontours sont bien loalises et ou
la plupart des detetions non souhaitables dues au bruit et a la
texture sont eliminees .
Il produit une arte qui est une donnee supplementaire a oder mais
la representation des ontours a l'aide de ha^nes et l'utilisation d'un
odeur du type PPMZ fournissent un odage eÆae des donnees
de la arte .
{ L'algorithme global de ompression onstruit atteint des performanes
interessantes me^me dans le as de la ompression d'une image
reelle . En eet, les performanes de et algorithme depassent elles
d'un algorithme invariant par translation, en terme de odage de l'in-
formation ompressee a qualite egale d'image reonstruite. Si ette
amelioration n'est pas tres importante quand la qualite de l'image est
mesuree en terme de PSNR, elle est beauoup plus nette quand on
s'interesse a la qualite de reonstrution des ontours et don a la qua-
lite visuelle de l'image.
Plusieurs developpements sont atuellement en ours, ils onernent,
{ La onstrution d'un algorithme de ompression qui evite le
odage de la arte : si on s'interesse a la qualite d'images reons-
truites apres une tres forte ompression, la neessite de stokage de
la arte est un handiap pour notre algorithme. Un algorithme de re-
onstrution de la arte a partir de l'image basse resolution et des
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oeÆients de details est en ours d'etude.
{ L'amelioration de l'adaptation de la predition a la arte : les
ongurations envisagees dans le modele de predition orrespondent
a une representation ideale de la arte des ontours. Un des travaux en
ours est don d'integrer dans le meanisme de predition des ongu-
rations supplementaires qui permettront de mieux traiter des ontours
d'images reelles.
{ L'amelioration du odage des donnees : nous testons atuellement
un odeur de l'image basse resolution et des oeÆients de detail mieux
adapte a la struture des donnees. Plus preisement, omme dans [49℄, le
odeur EBCOT qui exploite la dependane inter-ehelle des oeÆients
de detail est utilise, ombine au odeur PPMZ pour la arte.
{ L'analyse theorique de la transformation bi-dimensionnelle :
l'existene d'ondelettes bi-dimensionnelles dependant de ontours plus
omplexes qu'une ligne vertiale ou horizontale roisant toute l'image
(as du produit tensoriel) reste a prouver.
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A.1 Filtres et symboles d'une analyse mul-
tiresolution orthonormale 1-periodique de
L
2
(IR=ZZ)
Pour tout j, [V
j 1
℄  [V
j
℄, si [h
j
℄ = f[h
j
k
℄; 0  k  2
j
  1g, alors,
[
j 1;0
℄() =
2
j
 1
X
k=0
[h
j
k
℄[
j;k
℄(): (A.1)
La suite [h
j
k
℄, 0  k  2
j
  1 est onstruite a partir de la suite h
j
k
, k 2 ZZ,
de la faon suivante,
[h
j
k
℄ =
1
p
2
X
l2ZZ
h
k 2
j
l
: (A.2)
De la me^me faon,
[ 
j 1;0
℄() =
2
j
 1
X
k=0
[g
j
k
℄[ 
j;k
℄(); (A.3)
ave [g
j
k
℄ =
1
p
2
P
l2ZZ
g
k 2
j
l
.
On denit aussi un symbole [m
j
0
℄, a l'ehelle j, assoie au ltre f[h
j
k
℄g
0k2
j
 1
par,
[m
j
0
℄(!) =
2
j
 1
X
k=0
[h
j
k
℄ e
 2i
k!
2
j
; (A.4)
qui s'exprime en fontion du symbole de l'analyse non periodique,
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[m
j
0
℄(!) =
p
2 m
0
(
2!
2
j
): (A.5)
On peut denir identiquement le symbole [m
j
1
℄, a l'ehelle j, assoie au
ltre f[g
j
k
℄g
0k2
j
 1
.
Enn, omme dans le as non periodique, deux algorithmes multiehelles
peuvent e^tre denis et s'erivent,

j 1;k
(f) =
2
j
 1
X
l=0
[h
j
l 2k
℄
j;l
(f) d
j 1;k
(f) =
2
j
 1
X
l=0
[g
j
l 2k
℄
j;l
(f); (A.6)
et 
j;k
(f) =
2
j 1
 1
X
l=0
[h
j 1
k 2l
℄
j 1;l
(f) +
2
j 1
 1
X
l=0
[g
j 1
k 2l
℄d
j 1;l
(f): (A.7)
A.2 Constrution des analyses multiresolutions
de L
2
([0; 1℄), estimation des oeÆients d'ehelle
A.2.1 Constrution des analyses
Dans le as d'une analyse multiresolution a support ompat d'ordre d,
admettant  et  omme fontion d'ehelle et ondelettes, A. Cohen et al
introduisent trois sous-espaes ,
V
E;0
j
= vetf
E;0
j;k
; k = 0; :::; d  1g; (A.8)
V
C
j
= vetf
j;k
; k = d; :::; 2
j
  d  1g; (A.9)
V
E;1
j
= vetf
E;1
j;k
; k = 2
j
  d; :::; 2
j
  1g; (A.10)
ou 
E;0
j;k
et 
E;1
j;k
sont onstruits a partir des translatees dilatees de la fon-
tion  restreintes a [0; 1℄. Par exemple,

E;0
j;k
= 2
j=2
2d 2
X
n=k
C
k
n
(2
j
x+ n  d+ 1)
[0;1℄
; (A.11)
ave C
k
n
=
n!
k!(n k)!
.
L'espae V
[0;1℄
j
d'une analyse multiresolution de L
2
([0; 1℄) est deni par
V
[0;1℄
j
= V
E;0
j
[ V
C
j
[ V
E;1
j
; (A.12)
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et apres orthonormalisation au sens de Gramm-Shmidt, on obtient une
famille f
[0;1℄
j;k
g
k2f0;:::;2
j
 1g
de fontions d'ehelle assoiees. Par exemple, pour
k = 0; :::; d  1, 
[0;1℄
j;k
= 
?E;0
j;k
ave 
?E;0
j;k
onnue par la relation d'ehelle,

?E;0
j;k
=
d 1
X
n=0
h
0
k;n

?E;0
j+1;n
+
d+2k
X
n=d
h
0
k;n

j+1;n
; (A.13)
ou le alul des oeÆients fh
0
k;n
g
n
est fait dans [9℄.
De la me^me faon, les espaes de detail sont onstruits en onservant
2
j
  2d fontions f 
j;k
; k = d; :::; 2
j
  d  1g auquel on ajoute d fontions a
haque bord obtenues a partir des fontions d'ehelle du bord. On note  
[0;1℄
j;k
l'ondelette orrespondante. Par exemple, sur le bord 0, apres orthonormali-
sation,  
[0;1℄
j;k
=  
?E;0
j;k
ave  
?E;0
j;k
onnue par la relation d'ehelle,
 
?E;0
j;k
=
d 1
X
n=0
g
0
k;n

?E;0
j+1;n
+
d+2k
X
n=d
g
0
k;n

j+1;n
; (A.14)
ou le alul des oeÆients fg
0
k;n
g
n
est fait dans [9℄.
A.2.2 Estimation des oeÆients d'ehelle
Cette desription est empruntee a ([15℄).
Puisque l'analyse multiresolution est d'ordre d, on ommene par appro-
her haque oeÆient d'ehelle quand j = 0 par une formule de quadrature
a d points,
8k = 0; :::; d  1;
Z
[0;1℄
f
?E;0
0;k
=
d 1
X
i=0
!
E;0
i;k
f(a
E;0
i;k
); (A.15)
8k = d; :::; 2
j
  d  1;
Z
[0;1℄
f
0;k
=
d 1
X
i=0
!
i;k
f(a
i;k
); (A.16)
8k = 2
j
  d; :::; 2
j
  1;
Z
[0;1℄
f
?E;1
0;k
=
d 1
X
i=0
!
E;1
i;k
f(a
E;1
i;k
); (A.17)
ou les familles f!
E;0
i;k
g
i
, f!
i;k
g
i
et f!
E;1
i;k
g
i
sont les poids des formules de
quadrature et fa
E;0
i;k
g
i
, fa
i;k
g
i
et fa
E;1
i;k
g
i
designent trois familles de points
CHAPITRE A. ANNEXES 220
qui, en pratique, sont omposees des d premiers entiers ontenus dans le sup-
port de 
?E;0
0;k
, 
0;k
et 
?E;1
0;k
. Les poids des formules de quadrature restant
inhanges par dilatation de 2
j
, on deduit failement des formules de quadra-
ture preedentes, une estimation pour les oeÆients d'ehelle quand j 6= 0.
Les trois familles de points ou on evalue les formules de quadrature sont
alors omposees des d premiers points dyadiques ontenus dans le support
de 
?E;0
j;k
, 
j;k
et 
?E;1
j;k
La determination des poids se fait en remarquant qu'ils sont solutions des
systemes lineaires suivants,
8k = 0; :::; d  1;
Z
[0;1℄
x
l

?E;0
0;k
=
d 1
X
i=0
!
E;0
i;k
(a
E;0
i;k
)
l
; l = 0; :::; d  1;
(A.18)
8k = d; :::; 2
j
  d  1;
Z
[0;1℄
x
l

0;k
=
d 1
X
i=0
!
i;k
(a
i;k
)
l
; l = 0; :::; d  1;
(A.19)
8k = 2
j
  d; :::; 2
j
  1;
Z
[0;1℄
x
l

?E;1
0;k
=
d 1
X
i=0
!
E;1
i;k
(a
E;1
i;k
)
l
; l = 0; :::; d  1;
(A.20)
On est don amene a estimer les d premiers moments des fontions d'ehelles.
Dans le as des fontions du entre, i.e, , l'estimation utilise la relation las-
sique donnee dans [21℄. Pour evaluer les moments des fontions du bord 0
par exemple, on ommene par multiplier l'expression de 
?E;0
par x
l
, e qui
onduit a un systeme lineaire dont l'inonnue est
R
[0;1℄
x
l

?E;0
0;k
.
A.3 Resolution de l'equation d'evolution de
la frontiere pour un probleme ave frontiere
mobile
Soit l'equation d'evolution suivante,
D
t
+ V:rD = 0: (A.21)
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Introduisant D
n
fr
k
1
;k
2
, l'approximation de D(n
fr
Æt
fr
; k
1
2
 j
; k
2
2
 j
) et notant
V
n
fr
x
(resp. V
n
fr
y
), la omposante selon x de la vitesse au temps n
fr
Æt
fr
(resp.
la omposante selon y de la vitesse au temps n
fr
Æt
fr
), la disretisation de
l'equation (A.21) par un shema TVD a limiteur de ux s'erit ([46℄),
D
n
fr
+1
k
1
;k
2
= D
n
fr
k
1
;k
2
  V
n
fr
x
Æt
fr
Æx
(A
+
x
D
n
fr
k
1
 1=2;k
2
+ A
 
x
D
n
fr
k
1
+1=2;k
2
)
 
Æt
fr
Æx
(F
n
fr
k
1
+1=2;k
2
  F
n
fr
k
1
 1=2;k
2
)
  V
n
fr
y
Æt
fr
Æy
(A
+
y
D
n
fr
k
1
;k
2
 1=2
+ A
 
y
D
n
fr
k
1
;k
2
+1=2
)
 
Æt
fr
Æy
(F
n
fr
k
1
;k
2
+1=2
  F
n
fr
k
1
;k
2
 1=2
); (A.22)
ou
A
+
x
D
n
fr
k
1
 1=2;k
2
=
8
<
:
D
n
fr
k
1
;k
2
 D
n
fr
k
1
 1;k
2
; si V
n
fr
x
> 0;
0; sinon
(A.23)
A
 
x
D
n
fr
k
1
+1=2;k
2
=
8
<
:
D
n
fr
k
1
+1;k
2
 D
n
fr
k
1
;k
2
; si V
n
fr
x
< 0;
0; sinon
(A.24)
et
A
+
y
D
n
fr
k
1
;k
2
 1=2
=
8
<
:
D
n
fr
k
1
;k
2
 D
n
fr
k
1
;k
2
 1
; si V
n
fr
y
> 0;
0; sinon
(A.25)
A
 
y
D
n
fr
k
1
;k
2
+1=2
=
8
<
:
D
n
fr
k
1
;k
2
+1
 D
n
fr
k
1
;k
2
; si V
n
fr
y
< 0:
0; sinon
(A.26)
Les ux F
n
fr
k
1
 1=2;k
2
et F
n
fr
k
1
;k
2
 1=2
s'obtiennent par,
F
n
fr
k
1
 1=2;k
2
=
1
2
jV
n
fr
x
j(1 
Æt
fr
Æx
jV
n
fr
x
j)W
n
fr
k
1
 1=2;k
2
; (A.27)
F
n
fr
k
1
;k
2
 1=2
=
1
2
jV
n
fr
y
j(1 
Æt
fr
Æy
jV
n
fr
y
j)W
n
fr
k
1
;k
2
 1=2
: (A.28)
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De faon generale, W
n
fr
k
1
 1=2;k
2
et W
n
fr
k
1
;k
2
 1=2
ont la forme suivante,
W
n
fr
k
1
 1=2;k
2
= g(q
n
fr
k
1
 1=2;k
2
)(D
n
fr
k
1
;k
2
 D
n
fr
k
1
 1;k
2
) (A.29)
W
n
fr
k
1
;k
2
 1=2
= g(q
n
fr
k
1
;k
2
 1=2
)(D
n
fr
k
1
;k
2
 D
n
fr
k
1
;k
2
 1
) (A.30)
ave
q
n
fr
k
1
 1=2;k
2
=
8
>
>
>
<
>
>
>
:
D
n
fr
k
1
 1;k
2
 D
n
fr
k
1
 2;k
2
D
n
fr
k
1
;k
2
 D
n
fr
k
1
 1;k
2
; si V
n
fr
x
> 0;
D
n
fr
k
1
+1;k
2
 D
n
fr
k
1
;k
2
D
n
fr
k
1
;k
2
 D
n
fr
k
1
 1;k
2
; si V
n
fr
x
< 0;
(A.31)
q
n
fr
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1
;k
2
 1=2
=
8
>
>
>
<
>
>
>
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D
n
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k
1
;k
2
 1
 D
n
fr
k
1
;k
2
 2
D
n
fr
k
1
;k
2
 D
n
fr
k
1
;k
2
 1
; si V
n
fr
y
> 0;
D
n
fr
k
1
;k
2
+1
 D
n
fr
k
1
;k
2
D
n
fr
k
1
;k
2
 D
n
fr
k
1
;k
2
 1
; si V
n
fr
y
< 0;
(A.32)
et
g, la fontion,
g(q) =
8
>
<
>
>
:
1 si q  1;
q si 0 < q < 1
0 si q  0
(A.33)
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Resume : Ces travaux sont dedies au developpement de methodes numeriques a
base d'ondelettes pour la resolution d'equations aux derivees partielles et pour le
traitement d'images.
La premiere partie est onsaree a la onstrution d'une nouvelle methode ou-
plant ondelettes et domaines tifs pour la resolution d'equations paraboliques
2D denies sur un domaine quelonque. Une analyse omplete de la methode
est fournie ; elle montre l'eÆaite de ette approhe en terme de qualite des
resultats (borne d'erreur, raÆnement loal), d'eÆaite numerique (onditonne-
ment, preonditionnement simple) et de exibilite de l'implementation
(implementation rapide et eÆae). Deux appliations numeriques a la resolution
de l'equation de la haleur denie sur des domaines non polygonaux ou a frontiere
mobile (probleme de Stefan) sont presentees. La seonde partie est onsaree
a la onstrution d'un nouvel algorithme de ompression d'images adapte aux
ontours. On ommene par introduire des analyses multi-ehelles 1D du type Har-
ten, dependant d'une famille de points. Ces analyses onduisent a des deompositions
multi-ehelles eÆaes pour la representation de signaux disontinus. Cette ap-
prohe est ensuite generalisee au as bi-dimensionnel et un algorithme de om-
pression multi-diretionnel dependant des ontours de l'image est introduit. Il uti-
lise une arte des ontours obtenue prealablement. Plusieurs omparaisons ave
d'autres approhes sont ensuite presentees.
Mots-les : Ondelettes, analyses multiresolutions dependant de la position, for-
malisme de Harten, domaines tifs, equations aux derivees partielles, ompression
d'images.
Multi-resolution analyses and boundary problems : appliations to image ompres-
sion and to the numerial resolution of Partial Dierential Equations
Abstrat : This work is devoted to the onstrution of new numerial wavelet-
based methods for the resolution of Partial Dierential Equations and for image
ompression.
In the rst part, we dene and analyse a numerial algorithm that ouples wavelet
approximations with titious domain approah for the approximation of parabo-
li equations on a general 2D domain. We provide a mathematial analysis that
proves the eÆieny of this approah in terms of quality of results (error bound,
loal renement), numerial eÆieny (ondition number, simple diagonal preon-
ditioning) and tratability (fast and eÆient omputation). Two appliations to
the resolution of the heat equation dened on non-polygonal domains or evolving-
in-time domains are presented. The seond part deals with the onstrution of
a new ompression algorithm adapted to the geometry of the image. We start
by introduing 1D multi-sale analyses of Harten's type depending on a family
of points. These analyses lead to eÆient multi-sale deompositions for disonti-
nuous signals. This approah is then generalized to the 2D ase and a ompression
algorithm depending on the edges of the image is introdued. It uses a map of
edges previously obtained. Several omparisons between this new approah and
other approahes are then presented.
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