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Abstract.
We derive the integral operator form for the general rational solution of the Yang-Baxter
equation with sℓ(2|1) symmetry. Considering the defining relations for the kernel of the R-
operator as a system of second order differential equations we observe remarkable reduction
to a system of simple first order equations. The obtained kernel of R-operator has a very
simple structure. To illustrate all this in the simplest situation we treat also the sℓ(2) case.
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1 Introduction
Solutions of the Yang-Baxter equation, in particular ones with sℓ(2) or sℓ(2|1) symmetry,
are used in constructing a number of statistical models [1, 2, 3, 4, 5, 6, 8, 26] and are applied
in analyzing the high-energy Regge [16, 17, 18, 22] and Bjorken asymptotics [19, 20, 21] of
four -dimensional gauge theories.
In the previous paper [9] we have studied the sℓ(2|1) symmetric rational solutions of the
Yang-Baxter equation. We have obtained the general R-operator acting on the tensor prod-
uct of two arbitrary representation spaces of lowest weight in terms of the matrix elements
in a basis of lowest weight vectors appearing in the tensor product.
The lowest weight representation spaces have been chosen in terms of polynomials in one
even variable z and two odd variables θ, θ. Then the tensor product representation consists
of polynomial two-point functions, i.e. functions of two sets (zi, θi, θi). This formulation is
the appropriate one for treating arbitrary infinite dimensional lowest weight representations.
It is the natural formulation from the viewpoint of applications to the Bjorken limit of four-
dimensional field theories like QCD. In the Bjorken asymtotics the interaction reduces in
dimension effectively to a line on the light cone, being the range of the even variable z. The
Grassmann variables θ, θ appear in the Bjorken limit of supersymmetric (N = 1) Yang-
Mills theories allowing to unify the gluon and quark fields in terms of superfields. The
effective interaction can be formulated in terms of integral operators, the kernels of which
are (super)conformal four-point functions.
This physical context provides a motivation to look for a corresponding formulation of
the R-operators in terms of integral kernels. Instead of constructing these kernels from the
matrix elements derived earlier we present here a direct calculation. We consider the defining
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relations for the general R-operator now as differential equations on the kernel. The essential
observation is that this set of differential equation reduces to simple first order differential
equations, one for each variable involved. The resulting kernel is expressed in powers of
combinations of the variables having simple sℓ(2|1) transformation properties.
The method proposed here seems to be general enough to become useful in solving the
Yang-Baxter equation with other symmetries. In particular the observed reduction of the
defining relation to simple first order differential equations is expected to work as a powerful
tool in other cases. This reduction relies on the structure of the Lax operator, i.e. the R-
operator acting in the tensor product of the fundamental and an arbitrary representation. Its
matrix representation decomposes into matrices times derivatives, where these matrices are
tensor products of particular vectors. In the case of sℓ(2) this structure appeared earlier in
calculations by L.N.Lipatov [16] and has been used in [17, 18, 22]. The kernel of R-operator
is finally obtained as the similarity transformation transforming these first order differential
operators into the simple derivatives with respect to variables zi, θi, θ¯i.
Aiming to give a clear presentation of the method we discuss the simplest case of sℓ(2)
first. Note that the main idea to represent the universal R-matrix as an integral operator
originates from the paper [10]. Moreover, the final answer for the kernel of R-operator
has been obtained by a straightforward solution of the system of differential equations of
the second order in the paper [11]. See this paper for the applications of the integral
representation of R-matrix.
The presentation is organized as follows. In Section 2 we collect the standard facts
about the algebra sℓ(2) and its representations. We represent the lowest weight modules by
polynomials in one variable (z) and the sℓ(2)-generators as first order differential operators.
We derive the defining relation for the general R-matrix, i.e. the solution of the Yang-Baxter
equation acting on tensor products of two arbitrary representations, the elements of which
are polynomial functions of z1 and z2. We solve this defining relation in the space of lowest
weights. The result is well known [28, 24, 25, 27] but we represent all calculations in the
form which is appropriate for the supersymmetric generalisation. In Section 3 we give the
simple method of derivation of the integral operator representation for the R-matrix. The
main observation is that the defining system of differential equations of the second order for
the kernel of R-matrix is equivalent to the system of the first-order differential equations.
These sections have introductory character and starting from the Section 4 we follow
the same strategy for the supersymmetric algebra sℓ(2|1). We represent the sℓ(2|1) low-
est weight modules by polynomials in one even (z) and two odd variables (θ, θ¯) and the
sℓ(2|1)-generators as first order differential operators and derive the defining relation for the
general R-matrix, i.e. the solution of the Yang-Baxter equation acting on tensor products of
two arbitrary representations, the elements of which are polynomial functions of (z1, θ1, θ¯1)
and (z2, θ2, θ¯2). We solve this defining relation in the space of lowest weights. All this is the
short summary of our previous paper [9] where the reader can find all details.
In Section 5 we reduce the defining system of differential equations of the second order
for the kernel of R-matrix to the equivalent system of the first-order differential equations.
Next we demonstrate by direct calculation that the obtained integral operator coincides with
ones obtained in our previous paper.
Finally, in Section 6 we summarize. Appendix A contains some technical details about
the construction of superconformal N-point functions. In Appendix B we give the list of
superintegrals which are needed for the calculations of matrix elements.
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2 sℓ(2)-invariant R-matrix
2.1 Algebra sℓ(2) and lowest weight modules
The algebra sℓ(2) has three generators ~S = (S1, S2, S3) with standard commutation rela-
tions:
[Sj , Sk] = iǫjkpSp
We shall use the generators S, S±:
S± = S1 ± iS2 , S = S3 ; [S, S±] = ±S± , [S+, S−] = 2S.
which have the following form in the fundamental representation
Si =
1
2
σi ; σ1 =
(
0 1
1 0
)
; σ2 =
(
0 −i
i 0
)
; σ3 =
(
1 0
0 −1
)
,
S+ =
(
0 1
0 0
)
; S− =
(
0 0
1 0
)
; S =
1
2
(
1 0
0 −1
)
.
We represent the generators as first order differential operators, acting on the space of
polynomials Φ(z):
S− = −∂ ; S+ = z2∂ + 2ℓz ; S = z∂ + ℓ. (2.1.1)
Below we shall use the global form of sℓ(2)-transformations
eλS
−
Φ(z) = Φ(z − λ) ; eλS
+
Φ(z) =
1
(1− λz)2ℓ
Φ
(
z
1− λz
)
(2.1.2)
The lowest weight sℓ(2)-module Vℓ is built on the lowest weight vector ψ obeying:
S−ψ = 0 ; Sψ = ℓψ
The center of the enveloping algebra of the algebra sℓ(2) is generated by the Casimir oper-
ator C2 and the module is characterised uniquely by the action of the Casimir operators on
its elements:
C2 = S
2 − S + S+S− ; C2v = ℓ(ℓ− 1)v. (2.1.3)
It is a vector space spanned by the following basis Vk = (S
+)kψ , k ∈ Z+. We shall use
the above realization of the sℓ(2)-generators as the differential operators of first order acting
on the infinite-dimensional(for generic ℓ) space Vℓ of polynomials Φ(z) of variable z. The
coherent state eλS
+
ψ for the lowest weight ψ = 1 is the generating function, the power
expansion in λ of which produces the basis:
eλS
+
1 = (1− λz)−2ℓ ; Vk = (2ℓ)kz
k (2.1.4)
There exist some special values of ℓ: ℓ = −n ; n ∈ 1
2
Z+ , for which the module Vℓ becomes
a finite-dimensional vector space. Indeed it is evident from (2.1.4) that all basis vectors
are equal zero for k ≥ n + 1. Let us introduce the special notation for the fundamental
sℓ(2)-module: V− 1
2
≡ Vf .
The tensor product of two sℓ(2)-modules has the well known direct sum decomposition:
Vℓ1 ⊗ Vℓ2 =
∞∑
n=0
Vℓ1+ℓ2+n (2.1.5)
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For the proof of (2.1.5) in the generic situation one has to determine all possible lowest
weight vectors appearing in the tensor product Vℓ1⊗Vℓ2 . In the realization on functions of z
the space Vℓ1 ⊗Vℓ2 is isomorphic to the space of polynomials in two variables ψ(z1, z2). The
sℓ(2)-generators acting on the Vℓ1⊗Vℓ2 are just the sums of corresponding generators acting
in Vℓi . The lowest weight vectors of the irreducible representations in the decomposition of
Vℓ1 ⊗ Vℓ2 are defined as the solutions of the equation:
S−Ψ = 0⇒ Ψ(z1, z2) = Ψ (z1 − z2) (2.1.6)
Now, the lowest weight vectors in the decomposition of the tensor product are constructed
from functions (2.1.6) being eigenfunctions of generator S. The eigenfunctions of the oper-
ator S are homogeneous polynomials of degree n , n ∈ Z+ and finally we obtain that all
lowest weights in the space Vℓ1 ⊗ Vℓ2 are:
Ψn ≡ (z1 − z2)
n (2.1.7)
2.2 Yang-Baxter equation and general operator Rℓ1ℓ2(u)
Let Vℓi ; i = 1, 2, 3 be three lowest weight sℓ(2)-modules. Let us consider the three operators
Rℓiℓj(u) which are acting in Vℓi ⊗ Vℓj and obey the Yang-Baxter equation in the space
Vℓ3 ⊗ Vℓ1 ⊗ Vℓ2 :
Rℓ3ℓ1(u)Rℓ3ℓ2(v)Rℓ1ℓ2(v − u) = Rℓ1ℓ2(v − u)Rℓ3ℓ2(v)Rℓ3ℓ1(u) (2.2.1)
To obtain the defining relation for the general R-operator we consider the special case ℓ1 = f
in (2.2.1)
Rfℓ1(u)Rfℓ2(v)Rℓ1ℓ2(v − u) = Rℓ1ℓ2(v − u)Rfℓ2(v)Rfℓ1(u). (2.2.2)
We can choose the matrix realization in Vf and use the operator (~S are generators acting in
Vℓ)
Rfℓ(u) = u+
1
2
+ ~σ~S =
(
u+ 1
2
+ S S−
S+ u+ 1
2
− S
)
, (2.2.3)
which is the well known solution of the Yang-Baxter equation:
Rf1f2(u− v)Rf1ℓ3(u)Rf2ℓ3(v) = Rf2ℓ3(v)Rf1ℓ3(u)Rf1f2(u− v) ; Rf1f2(u) = 1 + u · P12,
where P12 is the permutation. The operators Rfℓ1 ,Rfℓ2 are linear functions of the spectral
parameter u
Rfℓi(u) = u+
1
2
+Ri ; Ri =
(
Si S
−
i
S+i −Si
)
; i = 2, 3.
Now the general R-matrix Rℓ1ℓ2(u) acting in the tensor product Vℓ1 ⊗ Vℓ2 of arbitrary mod-
ules, is fixed by the condition (2.2.2). After separation of v + u and v − u dependence we
obtain two equations(v − u→ u):
(R1 +R2)Rℓ1ℓ2(u) = Rℓ1ℓ2(u)(R1 +R2) (2.2.4)(u
2
(R1 −R2) +R1R2
)
Rℓ1ℓ2(u) = Rℓ1ℓ2(u)
(u
2
(R1 −R2) +R2R1
)
(2.2.5)
The first equation (2.2.4) expresses the fact that Rℓ1ℓ2(u) has to be invariant with respect
to the action of sℓ(2)-algebra [
~S,Rℓ1ℓ2(u)
]
= 0 ; ~S = ~S1 + ~S2
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and the second equation is the wanted defining relation for the operator Rℓ1ℓ2(u). In the
matrix form the defining relation reads as follows:
KABRℓ1ℓ2(u) = Rℓ1ℓ2(u)K¯AB ; A,B = 1, 2 (2.2.6)
where:
K =
(
K11 K12
K21 K22
)
≡
u
2
(R1 −R2) +R1R2 ; K¯ ≡
u
2
(R1 −R2) +R2R1.
Due to sℓ(2)-invariance there is only one independent equation so that the system of equa-
tions (2.2.4), (2.2.5) for R-matrix is equivalent to the system
K12Rℓ1ℓ2(u) = Rℓ1ℓ2(u)K¯12 ;
[
~S,Rℓ1ℓ2(u)
]
= 0 (2.2.7)
Indeed, the operators Rfℓ1(u)Rfℓ2(v) andRfℓ2(v)Rfℓ1(u) are sℓ(2)-invariant by construction[
~S +
1
2
~σ,Rfℓ1(u)Rfℓ2(v)
]
= 0 ;
[
~S +
1
2
~σ,Rfℓ2(v)Rfℓ1(u)
]
= 0
so that we obtain the commutation relations between sℓ(2)-generators and K-operators[
~S,K
]
= −
1
2
[~σ,K] ;
[
~S, K¯
]
= −
1
2
[
~σ, K¯
]
.
For example[
S+,K12
]
= K11 −K22 ,
[
S+,K11
]
= −K21 ,
[
S+,K22
]
= K21 ,
[
S+,K21
]
= 0
and it is possible to obtain the full system of equations (2.2.6) starting from theK12-equation
in (2.2.7).
2.3 Eigenvalues of operator Rℓ1ℓ2(u)
The sℓ(2)-invariance of the operator Rℓ1ℓ2(u) allows to simplify the eigenvalue problem.
Due to sℓ(2)-invariance any eigenspace of the operator Rℓ1ℓ2 is a lowest weight sℓ(2)-module
generated by some lowest weight eigenvector. Therefore without loss of generality we can
solve the defining relation (2.2.5) in the space of lowest weights. Let us consider in more
details the structure of eigenspace of the sℓ(2)-invariant operator acting on the tensor prod-
uct Vℓ1 ⊗ Vℓ2 . As we have seen from the direct sum decomposition (2.1.5) for any fixed n
the space of lowest weight vectors is one-dimensional and therefore the operator Rℓ1ℓ2 is
diagonal on lowest weight vectors Ψn:
Rℓ1ℓ2(u)Ψn = RnΨn (2.3.1)
The relation (2.2.7) leads to a simple recurrence relation for the eigenvalues Rn. The operator
K12 commutes with the lowering generator S
− and therefore K12 maps lowest weight vectors
to lowest weight vector and decrease its power by one:
K12Ψn = αn(u)Ψn−1 ; αn(u) = n(−u+ ℓ1 + ℓ2 + n− 1),
where the concrete form of the function αn(u) is derived by the explicit calculation using
K12 = −(z1 − z2)∂1∂2 −
(u
2
− ℓ2
)
∂1 +
(u
2
− ℓ1
)
∂2 ; Ψn = (z1 − z2)
n.
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Under the permutation:
ℓ1, z1 ↔ ℓ2, z2 ; u↔ −u,
the operators KAB and lowest weights transform as follows:
KAB ↔ K¯AB ; Ψn ↔ (−1)
n+1Ψn
so that the action of operator K¯12 on lowest weight vectors can be obtained from formulae
for K12 by the formal substitution ℓ1, z1 ↔ ℓ2, z2 and u↔ −u:
K¯12Ψn = −αn(−u)Ψn−1.
We project the operator equation K12R = RK¯12 onto the lowest weight vectors Ψn:
K12RΨn = RK¯12Ψn =⇒ αn(u)RnΨn−1 = −Rn−1αn(−u)Ψn−1
which results in the recurrent relation:
αn(u)Rn = −αn(−u)Rn−1
with the general solution [28, 24, 25, 27]:
Rn(u) = (−1)
nΓ (−u+ ℓ1 + ℓ2)
Γ (u+ ℓ1 + ℓ2)
Γ (u+ ℓ1 + ℓ2 + n)
Γ (−u+ ℓ1 + ℓ2 + n)
(2.3.2)
where we fixed the overall normalisation of R-operator in such a way that R : 1 7→ 1.
3 The operator Rℓ1ℓ2(u) as integral operator
It is useful to derive the explicit representation of the R-matrix as integral operator acting
on polynomials ψ(z1, z2) ∈ Vℓ1 ⊗ Vℓ2
[Rℓ1ℓ2(u)ψ] (z1, z2) =
∫ ∫
dz3dz4R(z1, z2|z3, z4)ψ(z3, z4) (3.0.1)
We suppose that it is possible to integrate by parts so that the equations (2.2.4), (2.2.5)
result in the set of differential equations for the kernel R(~z) = R(z1, z2|z3, z4)
(R1 +R2 +R3 +R4)R(~z) = 0 (3.0.2)(u
2
(R1 −R2) +R1R2
)
R(~z) =
(u
2
(R4 −R3) +R4R3
)
R(~z) (3.0.3)
where the matrices Ri , i = 3, 4 arise after integration by parts
Ri =
(
Si S
−
i
S+i −Si
)
=
(
zi∂i + ℓi −∂i
z2i ∂i + 2ℓizi −zi∂i − ℓi
)
; ℓ3 ≡ 1− ℓ1 , ℓ4 ≡ 1− ℓ2
First we shall solve this system of differential equations and then specify selfconsistently the
contours of integration. The main system of equations can be simplified drastically.
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Proposition 1 The system of differential equations (3.0.2), (3.0.3) of the second order is
equivalent to the system of differential equations of the first order
D1R = 0 , D2R = 0 , D3R = 0 , D4R = 0. (3.0.4)
where operators Di are defined in a following way
D1 ≡ ∂1 +
u+ ℓ1 + ℓ4
z14
−
u+ ℓ4 − ℓ1
z12
; D2 ≡ ∂2 +
u+ ℓ2 + ℓ3
z23
+
u+ ℓ3 − ℓ2
z12
(3.0.5)
D3 ≡ ∂3 −
u+ ℓ2 + ℓ3
z23
−
u+ ℓ2 − ℓ3
z34
; D4 ≡ ∂4 −
u+ ℓ1 + ℓ4
z14
+
u+ ℓ1 − ℓ4
z34
.
The sℓ(2)-generators are expressed in terms of Di as follows:
S
− = −
4∑
i=1
Di ; S =
4∑
i=1
ziDi ; S
+ =
4∑
i=1
z2iDi ;
~S =
4∑
i=1
~Si
The common solution of the system (3.0.4) up to overall normalisation is
R(~z) ∼ zu−ℓ1+ℓ4
12
z−u−ℓ1−ℓ4
14
z−u−ℓ2−ℓ3
32
zu+ℓ2−ℓ3
34
; ℓ3 = 1− ℓ1 , ℓ4 = 1− ℓ2.
3.1 Differential equations
There exists the simple and elegant way to derive the equation of the first order for the
R-matrix which is especially useful for the supersymmetric generalisation. The similar trick
was used in [16, 17, 18, 22] for the derivation of integrals of motion for XXX spin chains.
The matrix R has very special structure
R =
(
z −1
z2 −z
)
∂ +
(
ℓ 0
2ℓz −ℓ
)
;
(
z −1
z2 −z
)
=
(
1
z
)(
z −1
)
so that the matrix
Rf(z) =
(
z −1
z2 −z
)
f ′(z) +
(
ℓ 0
2ℓz −ℓ
)
f(z)
has two evident eigenvectors
(
z −1
)
Rf(z) = −ℓ
(
z −1
)
f(z) ; Rf(z)
(
1
z
)
= ℓ
(
1
z
)
f(z)
where f(z) is an arbitrary function. The derivative f ′(z) disappears from the eigenvalues
and we shall use this property to derive the first order differential equation for the kernel
R(~z). Let us multiply the equations (2.2.4), (2.2.5) to the vector
(
z4 −1
)
from the left
and to the vector
(
1
z2
)
from the right. Then we obtain the system of two first-order
differential equations for the function R(~z)
D1R+D3R = (ℓ2 − ℓ4)z24R ;
(u
2
+ ℓ2
)
D1R+
(u
2
+ ℓ4
)
D3R = −
u
2
(ℓ2 − ℓ4)z24R
which is equivalent to the system
D1R = − (u+ ℓ4) z24R ; D3R = (u+ ℓ2) z24R. (3.1.6)
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We use the notation
Dk ≡
(
z4 −1
)
Rk
(
1
z2
)
= −zk2zk4∂k − ℓk(zk2 + zk4) ; k = 1, 3
for the arising differential operators. Let us multiply the equations (2.2.4), (2.2.5) to the
vector
(
z1 −1
)
from the left and to the vector
(
1
z3
)
from the right. In the same
manner we obtain the mirror system of equations:
D2R = − (u+ ℓ3) z13R ; D4R = (u+ ℓ1) z13R, (3.1.7)
where
Dk ≡
(
z1 −1
)
Rk
(
1
z3
)
= −zk1zk3∂k − ℓk(zk1 + zk3) ; k = 2, 4.
Finally, as consequence of the main system of differential equations of the second order we ob-
tain the system of differential equations (3.1.6), (3.1.7) of the first order. The eqs. (3.1.6), (3.1.7)
are equivalent to
D1R = 0 , D2R = 0 , D3R = 0 , D4R = 0.
where the differential operators Di are defined in (3.0.5).
The next step is to prove the reverse, that the system of equations (3.0.2), (3.0.3) is the
consequence of the system (3.0.4). It is easy to rewrite the sℓ(2)-generators and the equations
of sℓ(2)-invariance (3.0.2) in terms of the introduced operators Di:
S
− =
4∑
i=1
S−i = −
4∑
i=1
Di ; S =
4∑
i=1
S−i =
4∑
i=1
ziDi ; S
+ =
4∑
i=1
S+i =
4∑
i=1
z2iDi.
S
−R =
4∑
i=1
DiR = 0 ; SR =
4∑
i=1
ziDiR = 0 ; S
+R =
4∑
i=1
z2iDi = 0
As explained above due to sℓ(2)-invariance we can restrict to one K12-equation in (2.2.7).
This equation has the explicit form
z12∂1∂2R(~z) + z34∂3∂4R(~z) =
= −
(u
2
− ℓ2
)
∂1R(~z) +
(u
2
− ℓ1
)
∂2R(~z)−
(u
2
− ℓ4
)
∂3R(~z) +
(u
2
− ℓ3
)
∂4R(~z)
and can be easily rewritten in terms of the operators Di
z12D1D2R+ z34D3D4R =
=
(
u
2
+ ℓ3 + (u+ ℓ2 + ℓ3)
z12
z23
)
D1R−
(
u
2
+ ℓ4 − (u+ ℓ1 + ℓ4)
z12
z14
)
D2R+
+
(
u
2
+ ℓ1 − (u+ ℓ1 + ℓ4)
z34
z14
)
D3R−
(
u
2
+ ℓ2 + (u+ ℓ2 + ℓ3)
z34
z23
)
D4R.
We see that the system of equations (3.0.2), (3.0.3) is the consequence of the system (3.0.4)
and finally, the system of the defining equation (2.2.7) is equivalent to the system (3.0.4).
The common solution of the system (3.0.4) up to an overall normalisation is
R(~z) ∼ zu−ℓ1+ℓ4
12
z−u−ℓ1−ℓ4
14
z−u−ℓ2−ℓ3
32
zu+ℓ2−ℓ3
34
; ℓ3 = 1− ℓ1 , ℓ4 = 1− ℓ2.
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The operators Di are obtained by the simple similarity transformation from the derivatives ∂i
D1 = z
u+ℓ4−ℓ1
12
z−u−ℓ1−ℓ4
14
∂1z
−u−ℓ4+ℓ1
12
zu+ℓ1+ℓ4
14
, D2 = z
u+ℓ3−ℓ2
21
z−u−ℓ2−ℓ3
23
∂2z
−u−ℓ3+ℓ2
21
zu+ℓ2+ℓ3
23
D3 = z
−u−ℓ2−ℓ3
32
zu+ℓ2−ℓ3
34
∂3z
u+ℓ2+ℓ3
32
z−u−ℓ2+ℓ3
34
, D4 = z
−u−ℓ1−ℓ4
41
zu+ℓ1−ℓ4
43
∂4z
u+ℓ1+ℓ4
41
z−u−ℓ1+ℓ4
43
.
so that by using the ansatz
R(~z) ∼ zu−ℓ1+ℓ4
12
z−u−ℓ1−ℓ4
14
z−u−ℓ2−ℓ3
32
zu+ℓ2−ℓ3
34
·R(~z)
the system of equations DiR(~z) = 0 can be reduced to the system ∂iR(~z) = 0 with the
evident solution R(~z) = const.
3.2 The integral representation.
It remains to fix the contours of integrations. The R-operator acts on the space of poly-
nomials ψ(z1, z2) which can be of arbitrary large degree. The requirement of convergence
allows compact contours only and there remains the one possibility:
[Rℓ1ℓ2(u)ψ] (z1, z2) = ρ
∫ z2
z1
dz3
∫ z3
z1
dz4z
1+u−ℓ1−ℓ2
21
zℓ2−ℓ1−u−1
41
zℓ1−ℓ2−u−1
23
zℓ1+ℓ2+u−1
34
ψ(z3, z4)
(3.2.8)
where the normalisation factor ρ is chosen so that R : 1 7→ 1,
ρ =
1
Γ(ℓ1 − ℓ2 − u)Γ(ℓ2 − ℓ1 − u)
Γ(ℓ1 + ℓ2 − u)
Γ(ℓ1 + ℓ2 + u)
. (3.2.9)
It is easy to check a posteriori that the obtained integral operator is sℓ(2)-invariant and
has the eigenvalues (2.3.2). The eigenvalues can be calculated by using twice the general
formula ∫ z3
z1
dz4z
a−1
34
zb−1
41
= za+b−1
31
Γ(a)Γ(b)
Γ(a+ b)
.
4 The supersymmetric extension: sℓ(2|1)-invariant R-matrix
4.1 The algebra sℓ(2|1) and lowest weights modules
Here we collect the main formulas about algebra sℓ(2|1) (for details see [12, 13, 14, 15, 9]).
We represent the generators as first order differential operators, acting on the space of
polynomials Φ(z, θ, θ¯):
S− = −∂ ; V − = ∂θ +
1
2
θ¯∂ ; W− = ∂θ¯ +
1
2
θ∂, (4.1.1)
V + = −
[
z∂θ +
1
2
θ¯z∂ +
1
2
θ¯θ∂θ
]
− (ℓ− b)θ¯ ; W+ = −
[
z∂θ¯ +
1
2
θz∂ +
1
2
θθ¯∂θ¯
]
− (ℓ+ b)θ,
S+ = z2∂ + zθ∂θ + zθ¯∂θ¯ + 2ℓz − bθθ¯, (4.1.2)
S = z∂ +
1
2
θ∂θ +
1
2
θ¯∂θ¯ + ℓ ; B =
1
2
θ¯∂θ¯ −
1
2
θ∂θ + b.
The lowest weight sℓ(2|1)-module Vℓ,b = V~ℓ ,
~ℓ = (ℓ, b) is built on the lowest weight vector
ψ obeying:
V−ψ = 0 ; W
−ψ = 0 ; S−ψ = 0 ; Sψ = ℓψ ; Bψ = bψ
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The module V~ℓ is a vector space spanned by the following basis [12], [14] with the even
vectors
Ak = (S
+)kψ ; Bk = (S
+)k−1W+V +ψ , k ∈ Z+
and the odd vectors
Vk = (S
+)kV +ψ ; Wk = (S
+)kW+ψ , k ∈ Z+
We shall use the above realization of the sℓ(2|1)-generators as the differential operators of
first order acting on the infinite-dimensional(for generic ℓ) space Vℓ,b of polynomials Φ(z, θ, θ¯)
of variables z, θ, θ¯.
The tensor product of two sℓ(2|1)-modules has the following direct sum decomposition [14, 9]:
Vℓ1,b1 ⊗ Vℓ2,b2 = Vℓ,b + 2
∞∑
n=1
Vℓ+n,b +
∞∑
n=0
Vℓ+n+ 1
2
,b− 1
2
+
∞∑
n=0
Vℓ+n+ 1
2
,b+ 1
2
; ℓi 6= ±bi (4.1.3)
ℓ = ℓ1 + ℓ2 ; b = b1 + b2
Note that this formula is applicable in the generic situation ℓi 6= ±bi. All possible lowest
weight vectors appearing in the tensor product Vℓ1,b1 ⊗ Vℓ2,b2 are divided in two sets, the
even lowest weights:
Φ±n ≡
(
Z12 ±
1
2
θ12θ¯12
)n
; D±
1
Φ±n = 0 , SΦ
±
n = (n+ ℓ)Φ
±
n , BΦ
±
n = bΦ
±
n (4.1.4)
and the odd lowest weights:
Ψ−n ≡ θ12Z
n
12 ; Ψ
+
n ≡ θ¯12Z
n
12 ; SΨ
±
n = (n+ ℓ+
1
2
)Ψ±n , BΨ
±
n = (b±
1
2
)Ψ±n (4.1.5)
where
Zij ≡ zi − zj +
1
2
(θ¯iθj + θiθ¯j) ; θij ≡ θi − θj ; θ¯ij ≡ θ¯i − θ¯j.
4.2 Yang-Baxter equation and general operator R~ℓ1~ℓ2(u)
Let Vℓi,bi ; i = 1, 2, 3 be three lowest weight sℓ(2|1)-modules. We shall use the short-hand
notation:
~f =
(
−
1
2
,−
1
2
)
; ~ℓ = (ℓ, b) ; V~ℓ = Vℓ,b.
Let us consider the three operators R~ℓi~ℓj (u) which are acting in V~ℓi ⊗ V~ℓj and obey the
Yang-Baxter equation in the space V~ℓ3 ⊗ V~ℓ1 ⊗ V~ℓ2 [25]:
R~ℓ3~ℓ1
(u)R~ℓ3~ℓ2(v)R~ℓ1~ℓ2(v − u) = R~ℓ1~ℓ2(v − u)R~ℓ3~ℓ2(v)R~ℓ3~ℓ1(u) (4.2.1)
To obtain the defining relation for the general R-operator we consider the special case ~ℓ3 = ~f
in (4.2.1). Then one can choose the matrix realization [26, 7, 9] in V~ℓ1
R~f~ℓ(u) =

 u+ S +B −W− S−V + u+ 2B V −
S+ W+ u+B − S


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and the operators R~f~ℓ1 ,R~f~ℓ2 are linear functions of spectral parameter u in this particular
case
R~f~ℓi
(u) = u+Ri ; Ri =

 Si +Bi −W−i S−iV +i 2Bi V −i
S+i W
+
i Bi − Si

 ; i = 1, 2
Now the general R-matrix R~ℓ1~ℓ2(u) acting in the tensor product V~ℓ1 ⊗ V~ℓ2 of arbitrary mod-
ules, is fixed by the condition
R~f~ℓ1
(u)R ~f~ℓ2(v)R~ℓ1~ℓ2(v − u) = R~ℓ1~ℓ2(v − u)R~f~ℓ2(v)R ~f~ℓ1(u) (4.2.2)
or equivalently:
(R1 +R2)R~ℓ1~ℓ2(u) = R~ℓ1~ℓ2(u)(R1 +R2) (4.2.3)(u
2
(R1 −R2) +R1R2
)
R~ℓ1~ℓ2
(u) = R~ℓ1~ℓ2(u)
(u
2
(R1 −R2) +R2R1
)
(4.2.4)
The first equation (2.2.4) expresses the fact that R(u) has to be invariant with respect to
the action of sℓ(2|1)-algebra and the second equation is the defining relation for the operator
R~ℓ1~ℓ2
(u).
4.3 Eigenvalues of operator R~ℓ1~ℓ2(u)
Due to sℓ(2|1)-invariance any eigenspace of the operator R~ℓ1~ℓ2 is a lowest weight sℓ(2|1)-
module generated by some lowest weight eigenvector. As we have seen from direct sum
decomposition (4.1.3) for every fixed n the space of lowest weight vectors with eigenvalue b
is two-dimensional and the ones with eigenvalues b± 1
2
are one-dimensional. Therefore the
operator R~ℓ1~ℓ2 is diagonal on odd lowest weight vectors Ψ
+
n and Ψ
−
n but acts non-trivially
on the two-dimensional subspace of even lowest weight vectors spanned on Φ+n and Φ
−
n .
In matrix form we have:
R~ℓ1~ℓ2
(u)


Φ+n
Φ−n
Ψ+n
Ψ−n

 =


An(u) Bn(u) 0 0
Cn(u) Dn(u) 0 0
0 0 Fn(u) 0
0 0 0 En(u)




Φ+n
Φ−n
Ψ+n
Ψ−n

 (4.3.1)
The matrix relation (2.2.5) leads to a set of recurrence relations for the coefficients An, ..., En
with the general solution [9]:
An(u) = (−1)
n+1 Γ (u + ℓn)
Γ (−u + ℓn + 1)
· (4.3.2)
·
(ℓ1 − b1)(ℓ1 + b1) (u− b1 − b2)− (u + b1 + b2) (u− b1 − ℓ2) (u− b1 + ℓ2)
(ℓ2 − b2)(ℓ1 + b1)
Bn(u) = (−1)
n Γ (u + ℓn)
Γ (−u + ℓn)
; Cn(u) = (−1)
n Γ (u + ℓn + 1)
Γ (−u + ℓn + 1)
·
(ℓ2 + b2)(ℓ1 − b1)
(ℓ2 − b2)(ℓ1 + b1)
Dn(u) = (−1)
n+1Γ (u + ℓn + 1)
Γ (−u + ℓn)
·
u + b2 − b1
(ℓ2 − b2)(ℓ1 + b1)
En(u) = (−1)
n Γ (u + ℓn + 1)
Γ (−u + ℓn + 1)
·
(u + b2 − ℓ1)(u + b2 + ℓ1)
(ℓ2 − b2)(ℓ1 + b1)
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Fn(u) = (−1)
n Γ (u + ℓn + 1)
Γ (−u + ℓn + 1)
·
(u− b1 − ℓ2)(u− b1 + ℓ2)
(ℓ2 − b2)(ℓ1 + b1)
where we used the notations:
ℓn ≡ n+ ℓ1 + ℓ2 ; u ≡ u+ b2 − b1.
As usual the obtained general solution of the Yang-Baxter equation is fixed up to overall
normalization. We choose the normalization such that the R-matrix coincides with the
permutation operator for u = 0 and ~ℓ1 = ~ℓ2. Note that the transformation from our basis
vectors Φ±n to the ones diagonalizing the R-matrix depends on n and this does not result in
simpler formulae. 1
5 The operator R~ℓ1~ℓ2(u) as integral operator
Let us go to the derivation of the explicit representation for the R-matrix as integral operator
acting on polynomials ψ(Z1, Z2) ∈ V~ℓ1 ⊗ V~ℓ2[
R~ℓ1~ℓ2
(u)ψ
]
(Z1, Z2) =
∫ ∫
dZ3dZ4R(Z1, Z2|Z3, Z4)ψ(Z3, Z4) (5.0.1)
where Z ≡ {z, θ, θ¯} and we use the standard superintegration∫
dZ ≡
∫
dz
∫
dθ
∫
dθ¯.
We suppose that it is possible to integrate by parts so that the equations (4.2.3), (4.2.4) give
the set of differential equations for the kernel R(~Z) = R(Z1, Z2|Z3, Z4)
(R1 +R2 +R3 +R4)R(~Z) = 0 (5.0.2)(u
2
(R1 −R2) +R1R2
)
R(~Z) =
(u
2
(R4 −R3) +R4R3
)
R(~Z) (5.0.3)
where the matrices Ri , i = 3, 4 arise after integration by parts
Ri(u) =

 Si +Bi −W−i S−iV +i 2Bi V −i
S+i W
+
i Bi − Si

 ; ~ℓ3 ≡ −~ℓ1 = (−ℓ1,−b1) , ~ℓ4 ≡ −~ℓ2 = (−ℓ2,−b2)
1Note that we have admitted some inconsistency in notations in our previous work [9]. We have started
from the general Yang-Baxter equation
R~ℓ1~ℓ2(u− v)R~ℓ1~ℓ3(u)R~ℓ2~ℓ3(v) =R~ℓ2~ℓ3(v)R~ℓ1~ℓ3(u)R~ℓ1~ℓ2(u− v)
have choosen ~ℓ3 = ~f and obtained
R~ℓ1~ℓ2(u− v)R~ℓ1 ~f (u)R~ℓ2 ~f (v) =R~ℓ2 ~f (v)R~ℓ1 ~f (u)R~ℓ1~ℓ2(u− v)
Then we have “automatically” used the ansatz for R~f~ℓ instead of R~ℓ~f . As a consequence the results for the
matrix elements formulated there are referring actually to the operator R~ℓ2~ℓ1(u)
R~ℓ2~ℓ1(u) ≡ PR~ℓ1~ℓ2(u)P
∣∣∣
~ℓ1↔~ℓ2
; Pψ(Z1, Z2) ≡ ψ(Z2, Z1).
In the simplest sℓ(2)-case these matrices coincide Rℓ1ℓ2(u) = Rℓ2ℓ1(u). In the case of superalgebra sℓ(2|1)
the situation is unusual because the flip-operator P acts nontrivially in the lowest weights basis we have used.
The correct answer in selfconsistent notations is given in (4.3.2).
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First we shall solve this system of differential equations and then specify selfconsistently the
contours of integration.
Proposition 2 The system of differential equations (5.0.2), (5.0.3) of second order is equiv-
alent to the system of differential equations of first order
DiR = 0 , D
±
i R = 0 ; i = 1, 2, 3, 4. (5.0.4)
where the operators Di,D
±
i are defined in a following way
D1 ≡ ∂1 −
θ¯12
Z12
D−
1
−
θ14
Z14
D+
1
+
u + ℓ1 − ℓ2
Z+
14
−
u− ℓ1 − ℓ2
Z−
12
+ (u− ℓ2 − b1)
θ14θ¯12
Z14Z12
D−
1
≡ D−
1
− (u− ℓ1 − ℓ2)
θ12
Z12
+ (u− ℓ2 − b1)
θ14
Z14
(5.0.5)
D+
1
≡ D+
1
+ (ℓ1 + b1)
θ¯14
Z14
+ (u + b2 − b1)
Z−
43
Z−
41
(
θ¯43
Z43
−
θ¯23
Z23
)
D2 ≡ ∂2 −
θ¯23
Z23
D−
2
−
θ21
Z21
D+
2
−
u− ℓ1 − ℓ2
Z+
21
+
u− ℓ1 + ℓ2
Z−
23
− (u− ℓ1 + b2)
θ21θ¯23
Z21Z23
D+
2
≡ D+
2
− (u− ℓ1 − ℓ2)
θ¯21
Z21
+ (u− ℓ1 + b2)
θ¯23
Z23
(5.0.6)
D−
2
≡ D−
2
+ (ℓ2 − b2)
θ23
Z23
+ (u + b2 − b1)
Z+
34
Z+
32
(
θ43
Z43
−
θ14
Z14
)
D3 ≡ ∂3 −
θ¯32
Z32
D−
3
−
θ34
Z34
D+
3
−
u + ℓ1 + ℓ2
Z+
34
+
u− ℓ1 + ℓ2
Z−
32
− (u + ℓ2 − b1)
θ34θ¯32
Z34Z32
D+
3
≡ D+
3
− (u + ℓ1 + ℓ2)
θ¯34
Z34
+ (u + ℓ2 − b1)
θ¯32
Z32
(5.0.7)
D−
3
≡ D−
3
− (ℓ1 − b1)
θ23
Z23
+ (u + b2 − b1)
Z+
21
Z+
23
(
θ12
Z12
−
θ14
Z14
)
D4 ≡ ∂4 −
θ¯43
Z43
D−
4
−
θ41
Z41
D+
4
+
u + ℓ1 − ℓ2
Z+
41
−
u + ℓ1 + ℓ2
Z−
43
+ (u + ℓ1 + b2)
θ41θ¯43
Z41Z43
D−
4
≡ D−
4
− (u + ℓ1 + ℓ2)
θ43
Z43
+ (u + ℓ1 + b2)
θ41
Z41
(5.0.8)
D+
4
≡ D+
4
− (ℓ2 + b2)
θ¯41
Z41
+ (u + b2 − b1)
Z−
12
Z−
14
(
θ¯12
Z12
−
θ¯23
Z23
)
where
D+i = −∂θi +
1
2
θ¯i∂i ; D
−
i = −∂θ¯i +
1
2
θi∂i
Z±ik = Zik ±
1
2
θikθ¯ik ; D
±
i Z
±
ik = 0 ; D
∓
k Z
±
ik = 0.
This system of twelve equations is invariant with respect the following discrete symmetry
transformations:
1↔ 4 , 2↔ 3 ; (ℓ1, b1)↔ (−ℓ2,−b2),
1↔ 2 , 3↔ 4 ; θ ↔ θ¯ , D+ ↔ D− ; (ℓ1, b1)↔ (ℓ2,−b2).
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5.1 Differential equations
We use the same trick as in the sℓ(2)-case and derive the simple first order differential
equations for the kernel of R-operator. The matrix R has a very special structure
R =

 1−θ¯
z + 1
2
θθ¯

( z − 1
2
θθ¯ −θ −1
)
∂ −

 1−θ¯
z + 1
2
θθ¯

( θ¯ −1 0 )D−−
−

 0−1
θ

( z − 1
2
θθ¯ θ −1
)
D++(ℓ+b)

 1 0 00 1 0
z − 1
2
θθ¯ −θ 0

+(ℓ−b)

 0 0 0−θ¯ −1 0
z + 1
2
θθ¯ 0 −1


where
D+ = −∂θ +
1
2
θ¯∂ ; D− = −∂θ¯ +
1
2
θ∂,
so that the matrix Rf(Z), where f(Z) is an even function, has two evident eigenvectors(
z − 1
2
θθ¯ −θ −1
)
Rf = −(ℓ− b)f ·
(
z − 1
2
θθ¯ −θ −1
)
Rf

 1−θ¯
z + 1
2
θθ¯

 = (ℓ+ b)f ·

 1−θ¯
z + 1
2
θθ¯


and all derivatives ∂f,D+f,D−f disappear from the relations. Moreover, there are two
other vectors with the properties(
θ 1 0
)
Rf = 2bf ·
(
θ 1 0
)
+
(
z − 1
2
θθ¯ θ −1
)
D+f
Rf

 01
−θ

 = 2bf ·

 01
−θ

+

 1−θ¯
z + 1
2
θθ¯

D−f.
We shall derive the first order differential equations for the kernel R(~Z) by multiplying the
equations (4.2.3), (4.2.4) by the appropriate vectors from the left and from the right. Let us
start from the three variants for the choose of the such vectors. First we obtain the system
of two first-order differential equations for the function R(~Z)
D1R+D3R = (ℓ2 − b2 − ℓ4 + b4)Z
+
24
R(u
2
+ ℓ2 + b2
)
D1R+
(u
2
+ ℓ4 − b4
)
D3R = −
u
2
(ℓ2 − ℓ4 + b2 + b4)Z
+
24
R
which is equivalent to the system
D1R = − (u+ ℓ4 − b4)Z
+
24
R ; D3R = (u+ ℓ2 + b2)Z
+
24
R. (5.1.9)
We use the notation
Dk ≡
(
z4 −
1
2
θ4θ¯4 −θ4 −1
)
Rk

 1−θ¯2
z2 +
1
2
θ2θ¯2

 =
= −Z−k2Z
+
k4∂k + Z
+
k4θ¯k2D
−
k + Z
−
k2θk4D
+
k − (ℓk + bk)Z
+
k4 − (ℓk − bk)Z
−
k2 + 2bkθk4θ¯k2 ; k = 1, 3
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for the arising differential operators. Secondly we obtain the system of differential equations
B1R+ B3R = (ℓ4 − b4 − 2b2)θ24R+ Z
+
24
D−
2
R(u
2
+ 2b2
)
B1R+
(u
2
+ ℓ4 − b4
)
B3R = −
u
2
(ℓ4 − b4 − 2b2)θ24R−
u
2
Z+
24
D−
2
R−D1D
−
2
R
which is equivalent to the system
B1R = (u+ ℓ4 − b4) θ24R ; B3R = − (u+ 2b2) θ24R+ Z
+
24
D−
2
R, (5.1.10)
by conditions (5.1.9) and where
Bk ≡
(
z4 −
1
2
θ4θ¯4 −θ4 −1
)
Rk

 01
−θ2

 =
= Z+k4θk2∂k − Z
+
k4D
−
k − θk2θk4D
+
k + (ℓk + bk)θk2 − (ℓk − bk)θ24 ; k = 1, 3.
The last system is analogous to the previous ones:
C1R+C3R = (ℓ2 + b2 + 2b4)θ¯24R+ Z
+
24
D+
4
R(u
2
+ ℓ2 + b2
)
C1R+
(u
2
+ 1− 2b4
)
C3R = −
u
2
(ℓ2 + b2 +2b4)θ¯24R−
u
2
Z+
24
D+
4
R+D+
4
D3R
and is equivalent to the system
C3R = (u+ ℓ2 + b2) θ¯24R ; C1R = − (u− 2b4) θ¯24R+ Z
+
24
D+
4
R, (5.1.11)
by conditions (5.1.9). The operators Ck are
Ck ≡
(
θ¯4 1 0
)
Rk

 1−θ¯2
z2 +
1
2
θ2θ¯2

 =
= −Z−k2θ¯k4∂k + θ¯k4θ¯k2D
−
k + Z
−
k2D
+
k − (ℓk + bk)θ¯24 − (ℓk − bk)θ¯k2 ; k = 1, 3.
The obtained system of the six equations can be transformed to the equivalent form. The
D1,3-equations (5.1.9) are equivalent to the equations D1R = 0 , D3R = 0. The B1-
equation from (5.1.10) can be transformed to the equation D−
1
R = 0 by the condition D1R =
0. The C3-equation from (5.1.11) can be transformed to the equation D
+
3
R = 0 by the
condition D3R = 0. The remaining B3,C1-equations are equivalent to the more involved
equations
−Z+
34
(
1−
θ32θ¯32
Z32
)(
D−
3
+ (u + ℓ2 − ℓ1)
θ32
Z32
− (u + ℓ2 − b1)
θ34
Z34
)
R = Z+
24
D−
2
R+(ℓ2−b2)θ24R
Z−
12
(
1 +
θ14θ¯14
Z14
)(
D+
1
+ (u + ℓ1 − ℓ2)
θ¯14
Z14
− (u− ℓ2 − b1)
θ¯12
Z12
)
R = Z+
24
D+
4
R−(ℓ2+b2)θ¯24R
by the conditions D1R = 0 , D3R = 0.
It is possible to derive the mirror system of six equations in the same manner by choosing
appropriate vectors for multiplication from the left and from the right. In fact, the resulting
equations can be obtained from the present ones by the symmetry transformation
1→ 4 , 2→ 3 ; (ℓ1, b1)→ (ℓ4, b4) = (−ℓ2,−b2) , (ℓ2, b2)→ (ℓ3, b3) = (−ℓ1,−b1)
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In this way we obtain the equations D4R = 0 , D2R = 0 and D
−
4
R = 0 , D+
3
R = 0 and the
mirror partners of the more involved equations:
−Z+
21
(
1 +
θ32θ¯32
Z32
)(
D−
2
+ (u + ℓ2 − ℓ1)
θ32
Z32
− (u− ℓ1 + b2)
θ21
Z21
)
R = Z+
31
D−
3
R−(ℓ1−b1)θ31R
Z−
43
(
1−
θ14θ¯14
Z14
)(
D+
4
+ (u + ℓ1 − ℓ2)
θ¯14
Z14
− (u + ℓ1 + b2)
θ¯43
Z43
)
R = Z+
31
D+
1
R+(ℓ1+b1)θ¯31R.
The system of four involved equations decomposes into two independent systems of two
equations. It can be shown that the system which involves the covariant derivatives D+
1
and D+
4
is equivalent to the system of the equations D+
1
R = 0 , D+
4
R = 0 and the system
which involves the covariant derivatives D−
2
and D−
3
is equivalent to the system of the
equations D−
2
R = 0 , D−
3
R = 0.
The next step is to prove the reverse, that the system of equations (5.0.2), (5.0.3) is the
consequence of the system (5.0.4). It is easy to rewrite the sℓ(2|1)-generators and therefore
the equations of sℓ(2)-invariance (5.0.2) in terms of introduced operators Di,D
±
i :
S
− = −
4∑
i=1
Di ; V
− =
4∑
i=1
θ¯iDi −D
+
i ; W
− =
4∑
i=1
θiDi −D
−
i
S
+ =
4∑
i=1
z2iDi − ziθiD
+
i − ziθ¯iD
−
i ; V
+ =
4∑
i=1
−ziθ¯iDi +
(
zi −
1
2
θiθ¯i
)
D+i
W
+ =
4∑
i=1
−ziθiDi +
(
zi +
1
2
θiθ¯i
)
D−i
S =
4∑
i=1
ziDi −
1
2
θ¯iD
−
i −
1
2
θiD
+
i ; B = −
1
2
4∑
i=1
θiθ¯iDi + θ¯iD
−
i − θiD
+
i
The last step is absolutely analogous to the sℓ(2)-case. Due to sℓ(2|1)-invariance we can
use one K13-equation in (5.0.3) and rewrite it in terms of operators Di,D
±
i . We omit these
formulae for simplicity.
5.2 Solution of the system of differential equations
It is useful to transform the main system of equations (5.0.5)-(5.0.8) to a simpler homoge-
neous form. We shall use the following ansatz for this purpose
R(~Z) = Za12Z
b
14Z
c
32Z
d
34 ·
(
1 +
θ12θ¯12
Z12
)α(
1 +
θ14θ¯14
Z14
)β (
1 +
θ32θ¯32
Z32
)γ (
1 +
θ34θ¯34
Z34
)δ
R(~Z)
a ≡ u− ℓ1 − ℓ2 ; b ≡ −u− ℓ1 + ℓ2 ; c ≡ −u + ℓ1 − ℓ2 ; d ≡ u + ℓ1 + ℓ2
β = b1 − α ; γ = −b2 − α ; δ = b2 − b1 + α.
Proposition 3 The system of differential equations (5.0.5)-(5.0.8) for the function R(~Z)
is transformed to the simpler system of differential equations for the function R(~Z)
DiR(~Z) = 0 , D
±
i R(
~Z) = 0 ; i = 1, 2, 3, 4. (5.2.12)
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where operators Di,D
±
i are defined in a following way
D1 ≡ ∂1 −
θ¯12
Z12
D−
1
−
θ14
Z14
D+
1
; D−
1
≡ D−
1
−A
(
θ12
Z12
−
θ14
Z14
)
(5.2.13)
D+
1
≡ D+
1
+A
(
θ¯12
Z12
−
θ¯14
Z14
)
+ (A+B)
Z−
43
Z−
41
(
θ¯43
Z43
−
θ¯23
Z23
)
D2 ≡ ∂2 −
θ¯23
Z23
D−
2
−
θ21
Z21
D+
2
; D+
2
≡ D+
2
−A
(
θ¯21
Z21
−
θ¯23
Z23
)
D−
2
≡ D−
2
+A
(
θ21
Z21
−
θ23
Z23
)
+ (A+B)
Z+
34
Z+
32
(
θ43
Z43
−
θ14
Z14
)
D3 ≡ ∂3 −
θ¯32
Z32
D−
3
−
θ34
Z34
D+
3
; D+
3
≡ D+
3
−B
(
θ¯34
Z34
−
θ¯32
Z32
)
D−
3
≡ D−
3
+B
(
θ34
Z34
−
θ32
Z32
)
+ (A+B)
Z+
21
Z+
23
(
θ12
Z12
−
θ14
Z14
)
D4 ≡ ∂4 −
θ¯43
Z43
D−
4
−
θ41
Z41
D+
4
; D−
4
≡ D−
4
−B
(
θ43
Z43
−
θ41
Z41
)
D+
4
≡ D+
4
+B
(
θ¯43
Z43
−
θ¯41
Z41
)
+ (A+B)
Z−
12
Z−
14
(
θ¯12
Z12
−
θ¯23
Z23
)
where
A ≡
u− ℓ1 − ℓ2
2
− α ; B ≡
u + ℓ1 + ℓ2
2
+ b2 − b1 + α ; A+B = u + b2 − b1
The common solution of these twelve equations DiR = 0,D
±
i R = 0 i = 1, 2, 3, 4 is the
manifestly superconformal-invariant function (see Appendix A):
R(~Z) =
(
1 +A
θ312θ¯
3
12
Z3
12
)
·
(
1 +B
θ314θ¯
3
14
Z3
14
)
− (A+B)
θ314θ¯
3
12
Z3
14
= (5.2.14)
=
(
1 +
θ312θ¯
3
12
Z3
12
−
θ314θ¯
3
12
Z3
14
)A
·
(
1 +
θ314θ¯
3
14
Z3
14
−
θ314θ¯
3
12
Z3
14
)B
where
Zkij ≡
Zij
ZikZjk
, θkij ≡
θik
Zik
−
θjk
Zjk
, θ¯kij ≡
θ¯ik
Zik
−
θ¯jk
Zjk
This proposition can be proved by direct calculations. It is remarkable that all involved
operators Di , D
±
i can be obtained by the similarity transformation from the simplest
derivatives ∂i,D
±
i
Di = R∂iR
−1 ; D±i = RD
±
i R
−1 ; R = R(~Z).
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5.3 The integral representation.
It remains to fix the contours of integrations. The R-operator acts on the space of poly-
nomials ψ(Z1, Z2) which can be of arbitrary large degree. The requirement of convergence
allows the compact contours only. The final representation for the R-matrix is:
[
R~ℓ1,~ℓ2
(u)ψ
]
(Z1, Z2) = ρ
∫ z2
z1
dZ3
∫ z3
z1
dZ4R(Z1, Z2|Z3, Z4)ψ(Z3, Z4) (5.3.15)
where Z ≡ {z, θ, θ¯}∫ z2
z1
dZ3 ≡
∫ z2
z1
dz3
∫
dθ3
∫
dθ¯3. ;
∫ z3
z1
dZ4 ≡
∫ z3
z1
dz4
∫
dθ4
∫
dθ¯4
and
R(~Z) = Za12Z
b
14Z
c
32Z
d
34 ·
(
1 +
θ12θ¯12
Z12
)α(
1 +
θ14θ¯14
Z14
)β (
1 +
θ32θ¯32
Z32
)γ (
1 +
θ34θ¯34
Z34
)δ
·
·
{(
1 +A
θ312θ¯
3
12
Z3
12
)
·
(
1 +B
θ314θ¯
3
14
Z3
14
)
− (A+B)
θ314θ¯
3
12
Z3
14
}
(5.3.16)
a ≡ u− ℓ1 − ℓ2 ; b ≡ −u− ℓ1 + ℓ2 ; c ≡ −u + ℓ1 − ℓ2 ; d ≡ u + ℓ1 + ℓ2
β = b1 − α ; γ = −b2 − α ; δ = b2 − b1 + α.
The normalisation factor ρ is chosen so that R : 1 7→ 1
ρ =
Γ(c+ b+ d)
Γ(b)Γ(c)Γ(d)
(u− ℓ1 + b2)(u − ℓ2 − b1)(u + ℓ1 + ℓ2)
−u + ℓ1 + ℓ2
(5.3.17)
It is possible to check a posteriori that the obtained integral operator has the matrix el-
ements (4.3.1). Using the formulae from Appendix B we derive the formulae for the even
basis vectors: ∫ z2
z1
dZ3
∫ z3
z1
dZ4R(Z1, Z2|Z3, Z4)
(
Z34 +
θ34θ¯34
2
)n
=
=
Γ(b)Γ(c)Γ(d + n)
Γ(c+ b+ d+ n)
·
{
R++
(
Z21 +
θ21θ¯21
2
)n
+R−+
(
Z21 −
θ21θ¯21
2
)n}
where
R++ = (ℓ1+ b1)(ℓ2− b2) ; R−+ =
u3 + u2(b2 − b1)− u(ℓ
2
1 + ℓ
2
2 + 2b1b2) + (b1 + b2)(ℓ
2
1 − ℓ
2
2)
−u + ℓ1 + ℓ2 + n
and ∫ z2
z1
dZ3
∫ z3
z1
dZ4R(Z1, Z2|Z3, Z4)
(
Z34 −
θ34θ¯34
2
)n
=
=
Γ(b)Γ(c)Γ(d + n)
Γ(c+ b+ d+ n)
·
{
R+−
(
Z21 +
θ21θ¯21
2
)n
+R−−
(
Z21 −
θ21θ¯21
2
)n}
where
R+− = −(u + b2 − b1)(u + ℓ1 + ℓ2 + n) ; R−− =
(ℓ1 − b1)(ℓ2 + b2)(u + ℓ1 + ℓ2 + n)
−u + ℓ1 + ℓ2 + n
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R++ +R−+|n=0 = R+− +R−−|n=0 =
−u + ℓ1 + ℓ2
(u− ℓ1 + b2)(u− ℓ2 − b1)(u + ℓ1 + ℓ2)
The analogous formulae for the odd vectors are much simpler:∫ z2
z1
dZ3
∫ z3
z1
dZ4R(Z1, Z2|Z3, Z4)Z
n
34 ·
(
θ34
θ¯34
)
=
= −
Γ(b)Γ(c)Γ(d+ n+ 1)
Γ(c+ b+ d+ n+ 1)
Zn21 ·
(
(u + b2 + ℓ1)(u + b2 − ℓ1)θ21
(u− b1 − ℓ2)(u − b1 + ℓ2)θ¯21
)
These formulae for the action of the R-matrix on the basis vectors coincide up to overall
normalisation with the ones (4.3.1) obtained in our previous paper [9].
6 Conclusions
We have derived the integral operator form of the rational sl(2|1) symmetric solution of the
Yang-Baxter equation acting on the tensor product of two general lowest weight represen-
tations ~ℓ1 = (ℓ1, b1) and ~ℓ2 = (ℓ2, b2). The lowest weight representations space is identified
with the space of polynomials in one even (z) and two odd (θ, θ¯). The kernel of the R-
operator is a superconformal four-point function of primary fields with weights ~ℓ1, ~ℓ2 and
~ℓ3 = −~ℓ1 , ~ℓ4 = −~ℓ2. This function of the supercoordinates of four points arises as a sim-
ple sum of terms in powers of Zij , θij, θ¯ij . The simplicity of the result makes this integral
operator form useful in applications and further investigations.
Following the well known procedure, the general R-operator is derived from the Yang-
Baxter equation involving the latter and the known R-operator Rf,ℓ acting in the tensor
product of the fundamental representation (in matrix form) and an arbitrary representa-
tion. We have formulated the conditions involved in this Yang-Baxter relation as differential
equations on the kernel.
There is a remarkable reductions of these equations, being an overdetermined system
of second order equations, to a simple set of first order equations. In this way the ob-
tained kernel expresses the similarity transformation relating this consistent system of first
order equations to the trivial one being the condition for a function to be constant in all
variables zi, θi, θ¯i. We have obtained this reduction by observing that the Lax matrix rep-
resenting Rf,ℓ has a peculiar structure implying that appropriate projections reduce the
number of derivatives.
We have calculated the matrix elements of the obtained R-operator. The result is consis-
tent with the one obtained earlier from recurrence relations in the framework of the matrix
formulation. We have quoted the formulae to be used for calculating the action of the
integral operator.
The method of calculation relying on this reduction seems to be general enough to become
useful for solving the Yang-Baxter equations with other symmetries. The structure on which
the reduction relies deserves further study.
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Appendix A
In this Appendix we shall construct the superconformal invariant N-point function with zero
global U(1)-charge. The requirement of sℓ(2|1)-invariance (5.0.2) results in the equations:
V −R(~Z) = 0 ; W−R(~Z) = 0 ; V +R(~Z) = 0 ; W+R(~Z) = 0
where V − =
∑
4
i=1 V
−
i and so on. Note we show the independent equations only. The others
follow from the commutation relations
{V ±,W±} = ±S± ; {V ±,W∓} = −S ±B,
Let us consider the general case of N-point functions with zero total U(1)-charge: ~Z =
(Z1, ..., ZN ) ;
∑
i bi = 0. It is convenient to use the global sℓ(2|1)-transformations which are
generated by the lowering operators V −,W−
eǫV
−
Φ(z; θ, θ¯) = Φ
(
z +
ǫθ¯
2
; θ + ǫ, θ¯
)
; eǫW
−
Φ(z; θ, θ¯) = Φ
(
z +
ǫθ
2
; θ, θ¯ + ǫ
)
.
and the rising operators V +,W+
eǫV
+
Φ(z; θ, θ¯) =
1
(1 + ǫθ¯)ℓ−b
Φ
(
z
1 + ǫθ¯
2
;
θ − ǫz
1 + ǫθ¯
2
, θ¯
)
,
eǫW
+
Φ(z; θ, θ¯) =
1
(1 + ǫθ)ℓ+b
Φ
(
z
1 + ǫθ
2
; θ,
θ¯ − ǫz
1 + ǫθ
2
)
,
so that the requirement of superconformal invariance results in the system of equations:
V − : R(Z1...ZN ) = R
(
z1 +
ǫθ¯1
2
, θ1 + ǫ, θ¯1...zN +
ǫθ¯N
2
, θN + ǫ, θ¯N
)
W− : R(Z1...ZN ) = R
(
z1 +
ǫθ1
2
, θ1, θ¯1 + ǫ...zN +
ǫθN
2
, θN , θ¯N + ǫ
)
V + : R(Z1...ZN ) =
N∏
i=1
1
(1 + ǫθ¯i)ℓi−bi
R
(
z1
1 + ǫθ¯1
2
,
θ1 − ǫz1
1 + ǫθ¯1
2
, θ¯1...
zN
1 + ǫθ¯N
2
,
θN − ǫzN
1 + ǫθ¯N
2
, θ¯N
)
,
W+ : R(Z1...ZN ) =
N∏
i=1
1
(1 + ǫθi)ℓi+bi
R
(
z1
1 + ǫθ1
2
, θ1,
θ¯1 − ǫz1
1 + ǫθ1
2
...
zN
1 + ǫθN
2
, θN ,
θ¯N − ǫzN
1 + ǫθN
2
)
.
Solutions of V −- and W−-equations are shift-invariant functions which depend on the su-
perdifferences only
R(~Z) = R(Zij, θij , θ¯ij),
Zij ≡ zi − zj +
1
2
(θ¯iθj + θiθ¯j) ; θij ≡ θi − θj ; θ¯ij ≡ θ¯i − θ¯j.
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Let us fix some point k. There are N − 1 independent even differences Zik, i 6= k for fixed k
and 2(N − 1) independent odd differences θik, θ¯ik , i 6= k that transform with respect of the
remaining transformations as follows
V + : Zij →
Zij
(1 + ǫθ¯i
2
)(1 +
ǫθ¯j
2
)
; θij →
θij − ǫZij
(1 + ǫθ¯i
2
)(1 +
ǫθ¯j
2
)
; θ¯ij → θ¯ij
W+ : Zij →
Zij
(1 + ǫθi
2
)(1 +
ǫθj
2
)
; θ¯ij →
θ¯ij − ǫZij
(1 + ǫθi
2
)(1 +
ǫθj
2
)
; θij → θij.
It is useful to extract the representation dependent part from the function R(~Z)
R(~Z) =
∏
i<j
Z
aij
ij
(
1 +
θij θ¯ij
Zij
)bij
R(~Z).
Using the formulae
V + :
θij
Zij
→
θij
Zij
− ǫ ; 1 +
θij θ¯ij
Zij
→
(
1 +
θij θ¯ij
Zij
)
(1− ǫθ¯ij)
W+ :
θ¯ij
Zij
→
θ¯ij
Zij
− ǫ ; 1 +
θij θ¯ij
Zij
→
(
1 +
θij θ¯ij
Zij
)
(1 + ǫθij)
it is easily to check that under the conditions∑
i 6=j
aij = −2ℓj , aij = aji ;
∑
i 6=j
bij = −bj , bij = −bji
the equations for the function R(~Z) reads as follows
V + : R(Z1...ZN ) = R
(
z1
1 + ǫθ¯1
2
,
θ1 − ǫz1
1 + ǫθ¯1
2
, θ¯1...
zN
1 + ǫθ¯N
2
,
θN − ǫzN
1 + ǫθ¯N
2
, θ¯N
)
,
W+ : R(Z1...ZN ) = R
(
z1
1 + ǫθ1
2
, θ1,
θ¯1 − ǫz1
1 + ǫθ1
2
...
zN
1 + ǫθN
2
, θN ,
θ¯N − ǫzN
1 + ǫθN
2
)
,
i.e. the function R(~Z) is the general function of all possible superconformal invariants. Let
us go to the construction of the superconformal invariants. For this purpose we fix the two
points Zj, Zk and choose the new variables (j and k are fixed)
Zkij ≡
Zji
ZikZjk
, θkij ≡
θik
Zik
−
θjk
Zjk
, θ¯kij ≡
θ¯ik
Zik
−
θ¯jk
Zjk
with the simple transformation properties
V + : Zkij → Z
k
ij · (1 + ǫθ¯k) ; θ
k
ij → θ
k
ij ; θ¯
k
ij → θ¯
k
ij · (1 + ǫθ¯k)
W+ : Zkij → Z
k
ij · (1 + ǫθk) ; θ
k
ij → θ
k
ij · (1 + ǫθk) ; θ¯
k
ij → θ¯
k
ij.
It is easy to construct the superconformal invariants using these variables. Let us fix the
three points Zj , Zk, Zp. Then the set of invariants is the following:
Zkij
Zkpj
=
ZijZpk
ZikZpj
;
θkij θ¯
k
nm
Zkpj
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Finally we obtain the general solution of conformal constraints
R(~z) =
∏
i<j
z
aij
ij
(
1 +
θij θ¯ij
Zij
)bij
R
(
ZijZpk
ZikZpj
;
θkij θ¯
k
nm
Zkpj
)
(7.0.18)
∑
i 6=j
aij = −2ℓj , aij = aji ;
∑
i 6=j
bij = −bj , bij = −bji
where j, k, p are fixed. In the case of four-point function we can choose the superconformal
invariant ansatz in the form
R(~Z) = Za12Z
b
14Z
c
32Z
d
34 ·
(
1 +
θ12θ¯12
Z12
)α(
1 +
θ14θ¯14
Z14
)β (
1 +
θ32θ¯32
Z32
)γ (
1 +
θ34θ¯34
Z34
)δ
·
·R
(
Z12Z34
Z13Z24
;
θ312θ¯
3
12
Z3
12
,
θ314θ¯
3
14
Z3
14
,
θ312θ¯
3
14
Z3
14
,
θ314θ¯
3
12
Z3
12
)
where
a ≡ u− ℓ1 − ℓ2 ; b ≡ −u− ℓ1 + ℓ2 ; c ≡ −u + ℓ1 − ℓ2 ; d ≡ u + ℓ1 + ℓ2
β = b1 − α ; γ = −b2 − α ; δ = b2 − b1 + α.
Appendix B
In this Appendix we collect all needed integration formulae.
General formulae of integration
∫ z2
z4
dZ3Z
A
23Z
B
34
(
1 +
θ23θ¯23
Z23
)a(
1 +
θ34θ¯34
Z34
)b
= −
Γ(A)Γ(B)
Γ(A+B)
[
Ab+Ba
A+B
+
(
ab+
AB
4
)
θ24θ¯24
Z24
]
ZA+B
24
∫ z2
z4
dZ3Z
A
23Z
B
34 ·
(
θ34
θ¯34
)
=
1
2
Γ(A+ 1)Γ(B + 1)
Γ(A+B + 1)
ZA+B
24
·
(
θ24
−θ¯24
)
∫ z2
z4
dZ3Z
A
23Z
B
34 ·
(
θ23
θ¯23
)
= −
1
2
Γ(A+ 1)Γ(B + 1)
Γ(A+B + 1)
ZA+B
24
·
(
θ24
−θ¯24
)
Formulae of integration for even vectors
• ∫ z3
z1
dZ4Z
d
34Z
b
41
(
1 +
θ14θ¯14
Z14
)β (
1 +
θ34θ¯34
Z34
)δ {
1 +B
θ314θ¯
3
14
Z3
14
}
Zn34
(
1 + J
θ34θ¯34
Z34
)
=
=
Γ(b)Γ(d+ n)
Γ(b+ d+ n)
Zb+d+n
31
{
C1 +C2
θ31θ¯31
Z31
}
C1 = B+
β(d+ n)− b(δ + J)
b+ d+ n
; C2 = β(δ+J)−
b(d + n)
4
+B
(
δ − β + J +
β(d+ n)− b(δ + J)
b+ d+ n
)
23
•Za21
(
1 +
θ12θ¯12
Z12
)α ∫ z2
z1
dZ3Z
c
23
(
1 +
θ32θ¯32
Z32
)γ {
1 +A
θ314θ¯
3
14
Z3
14
}
Zb+d+n
31
(
1 + J
θ31θ¯31
Z31
)
=
= −
Γ(c)Γ(b+ d+ n)
Γ(c+ b+ d+ n)
Za+b+c+d+n
21
{
C1 + C2
θ21θ¯21
Z21
}
C1 = A+
cJ − γ(b+ d+ n)
b+ c+ d+ n
,
C2 = −γJ+
c(b+ d+ n)
4
−α
cJ − γ(b+ d+ n)
b+ c+ d+ n
+A
(
J − γ − α−
cJ − γ(b+ d+ n)
b+ c+ d+ n
)
•
Za21
(
1 +
θ12θ¯12
Z12
)α ∫ z2
z1
dZ3Z
c
23
(
1 +
θ32θ¯32
Z32
)γ
·
·
∫ z3
z1
dZ4Z
d
34Z
b
41
(
1 +
θ14θ¯14
Z14
)β (
1 +
θ34θ¯34
Z34
)δ
θ314θ¯
3
12
Z3
14
Zn34
(
1 + J
θ34θ¯34
Z34
)
=
= −
Γ(b)Γ(d+ n)
Γ(b+ d+ n)
Γ(c)Γ(b + d+ n)
Γ(c+ b+ d+ n)
Za+b+c+d+n
21
C1 ·
{
1 + C2
θ21θ¯21
Z21
}
C1 = δ + β + J −
b+ d+ n
2
; C2 =
b+ d+ n
2
− α− γ
Formulae of integration for odd vectors
• ∫ z3
z1
dZ4Z
d
34Z
b
41
(
1 +
θ14θ¯14
Z14
)β (
1 +
θ34θ¯34
Z34
)δ {
1 +B
θ314θ¯
3
14
Z3
14
}
Zn34 ·
(
θ34
θ¯34
)
=
=
Γ(b)Γ(d+ n+ 1)
Γ(b+ d+ n+ 1)
Zb+d+n
31
·
( (
β − b
2
+B
)
θ31(
β + b
2
+B
)
θ¯31
)
•
Za21
(
1 +
θ12θ¯12
Z12
)α ∫ z2
z1
dZ3Z
c
23
(
1 +
θ32θ¯32
Z32
)γ {
1 +A
θ314θ¯
3
14
Z3
14
}
Zb+d+n
31
·
(
θ31
θ¯31
)
=
=
Γ(c)Γ(b + d+ n+ 1)
Γ(c+ b+ d+ n+ 1)
Za+b+c+d+n
21
·
( (
γ + c
2
−A
)
θ21(
γ − c
2
−A
)
θ¯21
)
•
Za21
(
1 +
θ12θ¯12
Z12
)α ∫ z2
z1
dZ3Z
c
23
(
1 +
θ32θ¯32
Z32
)γ
·
·
∫ z3
z1
dZ4Z
d
34Z
b
41
(
1 +
θ14θ¯14
Z14
)β (
1 +
θ34θ¯34
Z34
)δ
θ314θ¯
3
12
Z3
14
Zn34 ·
(
θ34
θ¯34
)
=
=
Γ(b)Γ(d + n+ 1)
Γ(b+ d+ n+ 1)
Γ(c)Γ(b+ d+ n+ 1)
Γ(c+ b+ d+ n+ 1)
Za+b+c+d+n
21
·
(
0(
γ − β − b+c
2
)
θ¯21
)
24
References.
[1] N.M.Bogoliubov, A.G.Izergin, V.E.Korepin Quantum inverse scattering method, cor-
relation functions and algebraic Bethe ansatz,
Cambridge Univ.Press 1992
[2] Z.Maassarani,J.Phys.A: 28 (1995) 1305
[3] P.B. Ramos, M.J. Martins, Nucl.Phys.B474, (1996) 678
[4] F.Eßler, V.Korepin , Phys. Rev. B 46, (1992) 9147
[5] A.Foerster, M.Karowski , Nucl.Phys. B 396, (1993) 611
[6] M.P.Pfannmu¨ller and H.Frahm , Nucl.Phys. B 479, (1996) 575
[7] H.Frahm, M.P.Pfannmu¨ller and A.M.Tsvelik , Phys. Rev. Lett. 81, (1998) 2116
[8] A.Foerster, M.Karowski , Nucl.Phys. B 408, (1993) 512, A.Foerster, J.Phys. A 29
(1996) 7625
D.Arnaudon JHEP 12 (1997) 006, J.Links, A.Foerster, J.Phys. A 32 (1999) 147
A.Foerster,J.Links,A.P.Tonel, Nucl.Phys. B 552, (1999) 707
J.Ambjorn, D.Karakhanyan, M.Mirumyan, A. Sedrakyan Fermionisation of the Spin-
S Uimin-Lai-Sutherland Model: Generalisation of Supersymmetric t-J Model to Spin-S
cond-mat/9909432, Nucl.Phys. B[FS](2001) in press
[9] S.Derkachov, D.Karakhanyan, R.Kirschner Heisenberg spin chains based on sℓ(2|1)
symmetry, Nucl.Phys. B 583, (2000) 691
[10] E.K. Sklyanin Classical limits of the Yang-Baxter equation, J.Soviet.Math. 40, (1988)
93
[11] S.E.Derkachov, V.B.Kuznetsov, E.K.Sklyanin Baxter’s Q-operator for the generic in-
tegrable XXX magnetic chain, in preparation
[12] M.Scheunert, W.Nahm and V.Rittenberg , J.Math.Phys.18 (1977) 155
[13] P.D.Jarvis, H.S.Green , J.Math.Phys.20 (1979) 2115
[14] M.Marcu, J.Math.Phys.21 (1980) 1277 , J.Math.Phys.21 (1980) 1284
[15] D.Arnaudon, C.Chryssomalakos, L.Frappat, J.Math.Phys.36 (1995) 5262
L. Frappat, P. Sorba, A. Sciarrino, DICTIONARY ON LIE SUPERALGEBRAS,
hep-th/9607161
[16] L.N. Lipatov, High-energy asymptotics of multicolor QCD and exactly solvable lattice
models, Padova preprint DFPD-93-TH-70B, JETP.Lett. 59(1994)596.
[17] L.D.Faddeev and G.P.Korchemsky, Phys.Lett.B342(1995)311.
[18] G.P.Korchemsky, Nucl. Phys. B443(1995)255
[19] V.Braun, S.Derkachov and A.Manashov, Phys.Rev.Lett. 81, (1998) 2020 V.Braun,
S.Derkachov, G.Korchemsky and A.Manashov, Nucl.Phys. B 553, (1999) 355
25
[20] S.Derkachov, G.Korchemsky and A.Manashov, Evolution equations for quark-gluon dis-
tributions in multi-color QCD and open spin chains, hep-ph/9909539, Nucl. Phys.B566
(2000) 203.
[21] A.Belitsky, hep-ph/9907420,hep-ph/9903512, Phys.Lett. B 453, (1999) 59
[22] D.Karakhanian and R.Kirschner, Conserved currents of the three-reggeon interac-
tion, hep-th/9902147; High-energy scattering in gauge theories and integrable spin
chains, hep-th/9902031, Fortschr. Phys.48, (2000) 139
[23] H.Frahm, Doped Heisenberg chains: spin S generalizations of the supersymmetric t-J
model , cond-mat/9904157, Nucl.Phys.B 559, (1999) 613
[24] P.P. Kulish, N.Yu.Reshetikhin and E.K.Sklyanin, Lett.Math.Phys. 5 (1981) 393-403 ,
E.K.Sklyanin,”Quantum Inverse Scattering Method.Selected Topics”, in ”Quantum
Group and Quantum Integrable Systems” (Nankai Lectures in Mathematical Physics),
ed. Mo-Lin Ge,Singapore:World Scientific,1992,pp.63-97; hep-th/9211111
[25] P.P. Kulish and E.K.Sklyanin , Zap.Nauchn.Sem. LOMI 95 (1980) 129
[26] P.P. Kulish , Zap.Nauchn.Sem. LOMI 145 (1985) 140 , J.Soviet. Math. 35 (1986) 1111,
Yang-Baxter equation and reflection equations in integrable models,, Schladming lecture
1995, hep-th/9507070
[27] V.O.Tarasov,L.A.Takhtajan and L.D.Faddeev Theor.Math.Phys.57(1983) 163-181 ,
[28] L.D. Faddeev, Les-Houches lectures 1995, hep-th/9605187
26
