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a b s t r a c t
In this paper we introduce an algorithm which solves the membership problem of Petri
net controlled grammars without λ-rules and cyclic rules. We define a conditional tree
which is a modified derivation tree of a context-free grammar with information about
control by a Petri net. It is shown that a conditional tree is cancelled to a derivation tree
without conditions if and only if there is a derivation under the control of the Petri net
from the start symbol to a word which is the yielding of the conditional tree. Then the
Earley’s algorithm is extended to make a conditional tree in addition to parse a word.
Thus the word is generated by a given Petri net controlled grammar if and only if the
resulting conditional tree is cancelled to a tree of no condition. The time complexity of
the algorithm is nondeterministic polynomial of the length of an input word. Therefore the
class of languages generated by Petri net controlled grammars without λ-rules and cyclic
rules is included in the class of context-sensitive languages.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
Context-free grammars have played a central role in the application of formal language theory to natural and
programming language processing. But the expressive power of context-free grammars is not rich enough to describe all
phenomena of these languages. Since the next powerful grammars in Chomsky hierarchy, context-sensitive grammars, are
too powerful and complex to use practically, many researchers have sought language defining systems whose power lies
between context-free grammars and context-sensitive grammars. Regulated rewriting can be one of the most fruitful areas
in this research direction. It is advised to refer to the monograph [3] if a reader wants a survey of regulated rewriting.
Since sequences of rules applied in derivations in a context-free grammar can be described by a Petri net, which is called
a cf Petri net, it is quite natural to use a Petri net as a control device in a context-free grammar. S. Turaev has first introduced
a Petri net controlled grammar by adding new places to a cf Petri net of a context-free grammar which control applications
of production rules of the context-free grammar [13]. Before the work, M. ter Beek and J. Kleijn have used a kind of Petri
net to describe a cooperation protocol in a grammar system [2]. Conditions on the new places and the new arcs relating to
the new places lead variants of Petri net controlled grammars. The control Petri nets of the k-Petri net controlled grammars
in [4,7] satisfy the condition that the new arcs do not make any loops. The most general Petri net controlled grammars, in
which the control Petri nets may have new transitions in addition to new arcs, are considered in [5,6].
J. Dassow and S. Turaev have discovered many properties about Petri net controlled grammars, including generative
power, closure properties, infinite hierarchies, and so forth [4–7]. But parsing algorithm for Petri net controlled grammars
have not been considered. In this paper we focus our attention on Petri net controlled grammars in which the control
Petri nets have new places and no new transitions and have no restrictions on new places and new arcs.1 We propose
E-mail address: nishida@pu-toyama.ac.jp.
1 Thus the class of Petri net controlled grammars considered here includes the class of k-Petri net controlled grammars and is included by the class of
general Petri net controlled grammars discussed in [5,6].
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an algorithm for the membership problems of such Petri net controlled grammars. The algorithm is an extension of Earley’s
algorithm [1,9] which parses a word in a context-free language in time proportional to the length of the word to the power
of 3. First wemodify a derivation tree into a conditional tree in which every internal node (a node labelled by a nonterminal
letter) has information about Petri net control. Next we define cancellation relation on conditional trees. It is shown that a
conditional tree is cancelled to a tree of no control information (no condition) if and only if there is a derivation under the
control of the Petri net from the start symbol to a terminal word which is the yielding of the conditional tree. Finally we
make an extended Earley’s algorithm which makes a conditional tree of a word in addition to parse the word. The word is
generated by a given Petri net controlled grammar if and only if the resulting conditional tree is cancelled to a tree of no
condition. We note that the algorithm proposed here parses a word generated by a Petri net controlled grammar, i.e., the
algorithm yields the production rules to generate the word.
The proposed algorithm can only deal with grammars which do not contain any λ-rules nor cyclic rules. A context-
free grammar with cyclic rules (A1 → A2, A2,→ A3, . . . , An → A1 for nonterminals A1, . . . , An) may have infinitely
many derivation trees for a word. Since a Petri net can control applications of cyclic rules, an infinite set of conditional
trees constructed from infinitely many derivation trees should be considered. A grammar with λ-rules, e.g., A1 → A2A3,
A2 → A1A3, A3 → λ, may have infinitely many derivation trees. Every word generated by a context-free grammar without
λ-rules and cyclic rules has finitely many derivation trees. This is why the restriction is necessary.
The time complexity of the algorithm is nondeterministic polynomial of the length of an input word. Thus the class
of languages generated by Petri net controlled grammars without λ-rules and cyclic rules is included in the class of
context-sensitive languages. Although the condition of no λ-rules and no cyclic rules might decrease theoretical interest,
the restriction will seldom prevent the algorithm from practical application because almost all context-free grammars in
practical use do not have these rules. The time complexity, however, is a constraint on application. In a preceding research
[11], a deterministic polynomial time algorithm has been given to membership problems for Petri net controlled grammars
with unambiguous context-free grammars and restrictions on the Petri net. We hope that the time complexity for Petri net
controlled grammars discussed here will be reduced to tractable by future investigations.
The next section contains notations and definitions of context-free grammars and Petri nets. In Section 3, Petri net
controlled grammars are introduced. The notion of conditional trees and their cancellations are described in Section 4.
Section 5 is devoted to the extended Earley’s algorithm and verification of the algorithm.
2. Preliminaries
Weassume that the reader is familiarwith the rudiments of formal language theory and Petri net theory as, e.g. contained
in [3,8,10,12].
A context-free grammar is a construct G = (V ,Σ, S, R) where V and Σ are nonterminal and terminal alphabets,
respectively, with V ∩ Σ = ∅, S ∈ V is the start symbol, and R ⊆ V × (V ∪ Σ)∗ is a finite set of (production) rules. A
rule (A, x) is written as A → x. A word x ∈ (V ∪ Σ)+ directly derives y ∈ (V ∪ Σ)∗, written as x r⇒G y, if and only if
there is a rule r : A → α ∈ R such that x = x1Ax2 and y = x1αx2. We write x r⇒ y if G is understood and write x ⇒ y
if we are not interested in the rule r . The reflexive and transitive closure of⇒ is denoted by⇒∗. If there are a sequence
of rules r1, r2, . . . , rn and a sequence of words w0, w1, . . . , wn such that wi−1
ri⇒ wi for every 1 ≤ i ≤ n, then we write
w0
r1r2···rn===⇒ wn. The language generated by G is defined by L(G) = {w ∈ Σ∗ | S ⇒∗G w}.
Let G = (V ,Σ, S, R) be a context-free grammar. A rule of the form A → λ is called a λ-rule, where λ is the empty word.
A sequence of rules A1 → α1, A2 → α2, . . . , Ak → αk with 1 ≤ k is said to be cyclic rules if it satisfy that αk = A1 and
αi = Ai+1 for every 1 ≤ i < k.
A Petri net is a quadruple N = (P, T , F , φ) where P and T are disjoint finite sets of places and transitions, respectively,
F ⊆ (P× T )∪ (T × P) is the set of directed arcs, φ : (P× T )∪ (T × P)→ N is a weight function with φ(x, y) = 0 if and only
if every (x, y) ∉ F , where N is the set of nonnegative integers. A Petri net can be represented by a bipartite directed graph
with the node set P ∪ T where places are drawn as circles, transitions are rectangles, and arcs as arrows with labels φ(p, t)
or φ(t, p). If φ(p, t) = 1 or φ(t, p) = 1, then the label is omitted.
A place contains a number of tokens. The number of tokens in every place is expressed by a mapping µ : P → N, which
is called a marking . For every place p ∈ P , µ(p) denotes the number of tokens in p. Graphically, tokens are drawn as small
solid dots inside circles.
A transition t ∈ T is enabled by a marking µ if and only if µ(p) ≥ φ(p, t) for every p ∈ P . In this case t can occur
(fire). An occurrence of a transition t transforms the marking µ into a new marking µ′ which is defined by µ′(p) =
µ(p)− φ(p, t)+ φ(t, p) for every p ∈ P . More than one transition may be enabled by a marking. In this case one transition
is nondeterministically selected and fires. If a transition t occurs in a marking µ and the marking changes to µ′, then we
write µ
t→ µ′. A finite sequence t1t2 · · · tk of transitions is called an occurrence sequence enabled at a marking µ if there are
markings µ1, µ2, . . . , µk such that µ
t1→ µ1 t2→ · · · tk→ µk. In short this sequence can be written as µ t1t2···tk−−−→ µk or µ ν→ µk
where ν = t1t2 · · · tk. For each 1 ≤ i ≤ k, the marking µi is called reachable from the marking µ. A marked Petri net is a
system N = (P, T , F , φ, ι)where (P, T , F , φ) is a Petri net, ι is the initial marking .
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3. Petri net controlled grammars
In this section, we introduce Petri net controlled grammars. First we define a cf Petri net. Let G = (V ,Σ, S, R) be a
context-free grammar. A marked Petri net N = (P, T , F , φ, ι) is a cf Petri net with respect to G under labelling functions
(β, γ ) if N and (β, γ ) satisfy:
(i) β : P → V and γ : T → R are bijections.
(ii) F and φ satisfy:
• (p, t) ∈ F if and only if γ (t) = A → α and β(p) = A, in this case φ(p, t) = 1.
• (t, p) ∈ F if and only if γ (t) = A → α and β(p) = x where |α|x ≥ 1, in this case φ(t, p) = |α|x. |α|x denotes the
number of occurrences of x in α.
(iii) ι(p) = 1 if β(p) = S and ι(p) = 0 for every p ∈ P − β−1(S).
We note that a cf Petri net is uniquely determined from a combination of a context-free grammar G and a pair of labelling
functions (β, γ ). Therefore, a cf Petri net with respect to G under (β, γ ) can be denoted by PN[G, (β, γ )].
If new places and new arcs are added to a cf Petri net PN[G, (β, γ )], application of rules in G can be controlled by the
Petri net. Thus a Petri net controlled grammar is defined.
Definition 1. Let G0 = (V ,Σ, S, R) be a context-free grammar and let N = PN[G0, (β, γ )] = (P, T , F , φ, ι) be a cf Petri net
with respect to G0. A Petri net controlled grammar (PN controlled grammar) is a quintuple G = (V ,Σ, S, R,N)where V ,Σ , S,
R are the components from the grammar G0 and N = (P ′, T ′, F ′, φ′, ι′) is a Petri net which satisfies:
(i) P ′ = P ∪ Q where Q = {q1, . . . , qk} is a set of new places.
(ii) T ′ = T .
(iii) F ′ = F ∪ E where E ⊆ (T × Q ) ∪ (Q × T ) is a set of new arcs.
(iv) φ′(x, y) = φ(x, y) if (x, y) ∈ F and φ′(x, y) = 1 if (x, y) ∈ E.
(v) ι′(p) = 1 if β(p) = S and ι′(p) = 0 for every p ∈ (P − β−1(S)) ∪ Q , i.e., ι′(p) = ι(p) if p ∈ P and ι′(p) = 0 if p ∈ Q .
We call G0 the underlying grammar of G.
Let τ be the marking τ(p) = 0 for every p ∈ P ∪ Q . Next we define the derivation in a PN controlled grammar G and the
language generated by G.
Definition 2. Let G = (V ,Σ, S, R,N) be a PN controlled grammar. A word α ∈ (V ∪ Σ)∗ is derived in G if S r1r2···rn===⇒ α such
that t1t2 · · · tn = γ−1(r1r2 · · · rn) ∈ T ∗ is an occurrence sequence of the transitions of N enabled at the initial marking ι.
The marking µ with ι
t1t2···tk−−−→ µ is called the marking of the derivation. A derivation S r1r2···rn===⇒ w ∈ Σ∗ successfully generates
a terminal word if t1t2 · · · tn = γ−1(r1r2 · · · rn) ∈ T ∗ is an occurrence sequence of the transitions of N such that ι t1t2···tk−−−→ τ .
The language generated by G, denoted by L(G), consists of all words which are successfully generated in G.
The PN controlled grammar defined here is different from those in the preceding researches. An arbitrary Petri net2 (in a
certain class of the hierarchy of Petri net theory), not restricted to a Petri net based on a cf Petri net, is the control Petri net in
[2,5]. The control Petri nets in [4,11,13] are constructed from a cf Petri net. But they are restricted in new arcs, for example,
for a fixed transition there is at most one arc from the transition to a place in Q and at most one arc from a place in Q to the
transition.
At the end of this section, we show illustrative examples of PN controlled grammars.
Example 1. LetG = ({S, A, B}, {a, b, c}, S, R1,N1) be a PN controlled grammarwhere R1 andN1 are shown in the next figure
(Example 7 of [4]).
2 A PN controlled grammar can have an arbitrary Petri net if there is no restriction on the labelling function γ . That is, there may be a transition t ∈ T
such that t has no corresponding rule (γ (t) = λ) or there may be distinct transitions t1, t2 ∈ T such that t1 and t2 have the same corresponding rule
(γ (t1) = γ (t2)). Clearly, arbitrary Petri net controlled grammars include Petri net controlled grammars based on cf Petri nets.
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In the figure, rules are drawn in the rectangles of the corresponding transitions and arcs between transitions and nodes in Q
are drawn by broken lines. The grammar G1 generates the language Labc = {anbncn | n > 0} since the number of applications
of rules r1 and r2 (note that r2 is used only once) is equal to the number of applications of rules r3 and r4.
The language Labc can be generated by another PN controlled grammar G2 = ({S, A, B}, {a, b, c}, S, R2,N2)where R2 and
N2 are illustrated below.
In N2, one control token is made by the rule r0. The token lets transitions corresponding to r1 and r3 occur an arbitrary
number of times. Finally rules r2 and r4 are used and a derivation finishes. 
Example 2. Let G3 = ({S ′, S, A, B,D, E, F}, {a, b, c}, S ′, R3,N3) be a PN controlled grammar where R3 and N3 are illustrated
in the next figure.
In a derivation of G3, a number of D’s followed by EF is generated with one token in q1 if r ′0 is not used. The token in q1
makes one r3, the same number of r4 and r6, one r5, and one r7 to be applied, or the token is consumed in the transition
which corresponds to r11. Thus only if every D generates a word of the form anbncn (note that n differs among D’s), the
derivation is completed. Nonterminals E and F generate a word of the form anbncn. Therefore G3 generates the language
Labc∗ = {anbncn | 1 ≤ n}∗. We note that Labc∗ cannot be generated by simple matrix grammars (see Lemma 1.5.6 in [3]). 
4. Conditional trees and cancellations
Let G = (V ,Σ, S, R,N) be a PN controlled grammar where N = (P ∪ Q , T , F ∪ E, φ, ι) is a Petri net. We will identify a
transition t and the corresponding rule r = γ (t). The set Q¯ = {q¯ | q ∈ Q } is a new set.
A place in Q becomes a cause or a result of a rule. More precisely, if a rule r has an arc (r, q), then q is a result of r , and, if a
rule r has an arc (q, r), then q is a cause of r . All arcs between a rule r and places inQ form a precondition and a postcondition
which represent requirements and results for r to be applied, respectively, and are defined in the next definition.
Definition 3. Let G = (V ,Σ, S, R,N) be a PN controlled grammar where N = (P ∪ Q , T , E ∪ F , φ, ι) is a Petri net. For a
rule r ∈ R, let (q11, r), (q12, r), . . . , (q1i, r), (r, q21), (r, q22), . . . , (r, q2j) ∈ F be all arcs relating r to places from Q . Then the
precondition of r , denoted by η(r), and the postcondition of r , denoted by σ(r), are defined by
η(r) = q¯11 ∧ q¯12 ∧ · · · ∧ q¯1i
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and
σ(r) = q21 ∧ q22 ∧ · · · ∧ q2j.
We note that, if i = 0 or j = 0, then η(r) = λ or σ(r) = λ, respectively.
Next we establish the notion of conditional trees which connects derivation trees with the control by a Petri net.
Definition 4. Let G = (V ,Σ, S, R,N) be a PN controlled grammar where N = (P ∪ Q , T , E ∪ F , φ, ι) is a Petri net. Let T be
a derivation tree in G0 with a root labelled by A ∈ V and leaves having labels which form a word α ∈ (V ∪Σ)∗ (a yielding).
By adding a conjunction of a precondition and a postcondition to a label of a nonterminal in T , where the conditions are
given by the rule which rewrites the nonterminal, the conditional tree of T is obtained. Formally,
(i) Every node which is labelled by a terminal letter or λ is deleted.
(ii) A conjunction (η(r))(σ (r)) is added to every nodewhich is labelled by a nonterminal B and the nonterminal is rewritten
by a rule r : B → β .
(iii) And, if a leaf is labelled by a nonterminal B, then the label is changed to B : λ.
We denote by T c the conditional tree of T .
Example 3. In G1 of Example 1, let us consider the derivation tree
which corresponds to the leftmost derivation
S
r0H⇒AB r1H⇒aAbB r1H⇒a2Ab2B r2H⇒a3b3B r3H⇒a3b3cB r3H⇒a3b3c2B.
Now the conditional tree
is constructed. The conditional tree is expressed in a list form
S :

A : q(A : q(A : q))
B : q¯(B : q¯(B : λ))

.
Let T be a derivation tree and let u, v be nodes in T . Then v is said to be a direct descendant of u if v is a son of u. We call
v a descendant of u if it is a direct descendant of u or it is a descendant of some direct descendant of u (i.e., the relation of
descendant is the transitive closure of the relation of direct descendant).
We define a subderivation tree of a derivation tree T by:
(i) T is a subderivation tree of T .
(ii) Let T ′ be a subderivation tree of T . For a node v in T ′, the tree which consists of v and all descendants of v is a
subderivation tree of T .
(iii) Let T ′ be a subderivation tree of T . For a node v in T ′, the tree which is obtained from T ′ by deleting all descendants
of v is a subderivation tree of T .
(iv) Nothing else is a subderivation tree of T .
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Let T ′ be a subderivation tree of T and let T c be the conditional tree of T . The conditional tree T ′c of T ′ is said to be a
subconditional tree of T c .
Let Y : (η(r))(σ (r)) be a node in a conditional tree T . Let X1 : (η(r1))(σ (r1)), X2 : (η(r2))(σ (r2)), . . . , Xn : (η(rn))(σ (rn))
be a sequence of nodes from the root of T to Y , see the next expression
X1 : (η(r1))(σ (r1))

.
.
.
X2 : (η(r2))(σ (r2))

· · · Xn : (η(rn))(σ (rn))

.
.
.
Y : (η(r))(σ (r))
...

.
.
.


.
.
.

.
If η(r) is not empty and η(ri) is empty for every i = 1, 2, . . . , n, then the precondition η(r) is said to be a top precondition
of T and the results σ(r1), σ(r2), . . . , σ (rn) are said to be top postconditions of T .
A conditional tree T is said to be balanced on a place q ∈ Q if T has a top precondition Y and a top postcondition X
such that Y = q¯11 ∧ q¯12 ∧ · · · ∧ q¯1i and X = q21 ∧ q22 ∧ · · · ∧ q2j with q¯ = q¯1k and q = q2l for some 1 ≤ k ≤ i and
1 ≤ l ≤ j. If a conditional tree T is balanced on qwith a top precondition Y = q¯11 ∧ q¯12 ∧ · · · ∧ q¯1i and a top postcondition
X = q21 ∧ q22 ∧ · · · ∧ q2j where q¯ = q¯1k and q = q2l for some 1 ≤ k ≤ i and 1 ≤ l ≤ j, then T is cancelled to T ′, denoted by
T ⊢ T ′, where T ′ is obtained from T by replacing X and Y with
q¯11 ∧ q¯12 ∧ · · · ∧ q¯1,k−1 ∧ q¯1,k+1 ∧ · · · ∧ q¯1i
and
q21 ∧ q22 ∧ · · · ∧ q2,l−1 ∧ q2,l+1 ∧ · · · ∧ q2j,
respectively. If a conditional tree T is cancelled to T ′, then T ′ is also called a conditional tree. The relation ⊢ is called
cancellation relation. The reflexive and transitive (resp. transitive) closure of⊢ is denoted by⊢∗ (resp.⊢+). For a conditional
tree T , the cancellation relation generates a set of conditional trees, which is called the set of cancelling trees of T , is denoted
by ⊢(T ), and is defined by ⊢(T ) = {T ′ | T ⊢∗ T ′}.
We note that the cancellation relation is nondeterministic. Let us consider the example.
Example 4. Let G = ({S, A, A′, B, C, C ′},Σ, S, R,N) be a PN controlled grammar where R and N are illustrated in the next
figure.
In the figure, u, v, w are words over the terminal alphabet. The derivation tree
T = S :
 A(A′)
B(w)
C(C ′)

has the conditional tree
T = S :
 A : q(A′ : λ)
B : q¯
C : q(C ′ : λ)

.
And there are two cancelled trees in ⊢(T )
S :
 A : (A′ : λ)
B : λ
C : q(C ′ : λ)

and S :
 A : q(A′ : λ)
B : λ
C : (C ′ : λ)

.
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A conditional tree is said to be nonnegative if it contains no elements from Q¯ . For a conditional tree T , [T ]x denotes the
number of occurrences of x in T for every x ∈ Q ∪ Q¯ .
Next we show how a controlled derivation in a PN controlled grammar G is related to a derivation in the underlying
grammar G0 using a conditional tree and its cancellation.
Lemma 1. Let G = (V ,Σ, S, R,N) be a PN controlled grammarwith a Petri net N = (P∪Q , T , F∪E, φ, ι). Let T be a derivation
tree under the control of N with a marking µ, the root labelled by S, and a yielding α ∈ (V ∪ Σ)∗. Then there is a nonnegative
conditional tree T ′ in the set of cancelling trees of T c such that µ(x) = [T ′]x for every x ∈ Q .
Proof. The lemma is proved by induction on the number of internal nodes of T .
Base: If an S-rule r : S → α is applicable first, then r has the empty precondition and possibly has a postcondition
q1 ∧ · · · ∧ qi in case there are arcs from r to each of q1, . . . , qi ∈ Q because every place in Q has no token in the initial
marking ι. A derivation S r⇒ α implies that the transition r occurs and that every place qj (1 ≤ j ≤ i) has a token. Thus the
lemma holds for every derivation tree with one internal node.
Inductive step: Let us assume that the lemma holds for every derivation tree with less than n internal nodes. Let T be
a derivation tree with n internal nodes, label S at the root, and a yielding α ∈ (V ∪ Σ)∗. Let rX : X → β be the last rule
applied in the derivation from S to α under the control of N . Since rX is the last rule to generate the sentential form α, β is a
subsequence of α, that is, α is factorized into α1βα2 and X is a label of an internal node of T (see the next figure).
Let T1 be the subderivation tree of T with n− 1 internal nodes and a yielding α1Xα2. Let T c and T c1 be the conditional trees
of T and T1, respectively. Because the derivation is controlled by N , the markingµ1 corresponding to T1 has enough tokens
for rX to occur.
Let T c′1 be the conditional tree which satisfies the inductive hypothesis. By the structure of T c , there is a conditional
tree T c′ ∈ ⊢(T c) such that T c′ is identical with T c′1 instead of the node labelled by X . If the precondition η(rX ) is empty,
then T c′ is nonnegative. If η(rX ) = q¯1 ∧ · · · ∧ q¯i is not empty, then T c′ is balanced on q1, . . . , qi with postconditions in T c′1
because rX can be applicable under control of N . Thus there is a conditional tree T c′′ such that T c′ ⊢+ T c′′ and that T c′′ is
nonnegative. For every x ∈ Q , let nx ∈ {0, 1} be the number of occurrences of x in the postcondition σ(rX ). Then we have
[T c′′]x = [T c′]x + nx for x ∉ {q1, . . . , qi}
and
[T c′′]x = [T c′]x − 1+ nx for x ∈ {q1, . . . , qi}.
When rX occurs in N , marking µ1 changes to µ, that is, µ1 and µ satisfy
µ(x) = µ1(x)+ nx for x ∉ {q1, . . . , qi}
and
µ(x) = µ1(x)− 1+ nx for x ∈ {q1, . . . , qi}.
Thus, the conditional tree T c′′ satisfies the lemma for a derivation tree with n internal nodes. 
Lemma 2. Let G = (V ,Σ, S, R,N) be a PN controlled grammar with a Petri net N = (P ∪ Q , T , F ∪ E, φ, ι). Let T be a
derivation tree in the underlying grammar G0 = (V ,Σ, S, R) with the root labelled by S and a yielding α ∈ (V ∪ Σ)∗. If there
exists a sequence of conditional trees ξ = (T c = T c1 , T c2 , . . . , T cl ) such that T ci ⊢ T ci+1 for 1 ≤ i ≤ l − 1 and that T cl is
nonnegative, then T is a derivation tree in G and there is a marking µ of T such that µ(x) = [T cl ]x for every x ∈ Q .
Proof. First we show that T is a derivation tree under the control of N . In order to show this, we make a sequence of trees
T1, . . . , Tl with two types of nodes: derivable in G and not-enabled. The trees T1, . . . , Tl are inductively constructed from ξ
by the next algorithm. Since T and every T ci (1 ≤ i ≤ l) have the same tree structure, we identify nodes in T and T ci .
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1: T1 has the same tree structure as T in which every node with top
postcondition in T c1 is a derivable node and every other node in T
c
1 is
a not-enabled node
2: for i = 2 to l do
3: let Ti be a copy of Ti−1
4: if there is a node v in T ci such that v does not have a top postcondition
in T ci−1 and v has a top postcondition in T
c
i , that is, the precondition
of v is cancelled in T ci−1 ⊢ T ci
5: let v be a derivable node in Ti
6: let every descendant of v in Ti which has the empty preconditions
in the path from v to the node in T ci be a derivable node in Ti
7: end-if
8: done
Now we show that every derivable node in T1, . . . , Tl can be derived under the control of N and that every node in Tl is
a derivable node.
A node in T c1 with top postcondition is the root node or a descendant of the rootwith the empty preconditions in the path
from the root to the node. Thus a node with top postcondition is independent with the control of N . Therefore, all derivable
nodes in T1 are really derived under the control of N .
Next let us assume that every derivable node in T1, . . . , Ti−1 is derived under the control of N for some 1 < i. Let v be a
derivable node in Ti which is not derivable in Ti−1. There is a balanced place q, that is, there is q in a top postcondition in T ci−1
and q¯ in the precondition of v such that they are cancelled in T ci−1 ⊢ T ci . Since every node with a top postcondition in T ci−1
is derivable by the inductive hypothesis, the place q has tokens. Because other places appearing in the precondition of v are
cancelled earlier, they have tokens by the same reason. Therefore, the transition corresponding to the rule which rewrites
v is enabled in N . That is, every derivable node in Ti is derived under the control of N . Since there is no precondition in T cl ,
i.e., every node in T cl has a top postcondition, every node in Tl is derivable.
Secondly we show that the marking µ of T such that µ(x) = [T cl ]x for every x ∈ Q . By the definition of cancellation,[T cl ]x = [T c]x − [T c]x¯ for every x ∈ Q . Hence we show that µ(x) = [T c]x − [T c]x¯ for every x ∈ Q by induction on the
number of internal nodes in T .
Let T be the derivation tree of a derivation S ⇒G0 α by an S-rule r : S → α. Then T c has a postcondition σ(r) and has
no precondition since there is no token in ι. Thus our assertion holds for every derivation tree of one internal node.
Let us assume that every derivation tree T0 with less than n internal nodes has an associated marking µ such that
µ(x) = [T c0 ]x − [T c0 ]x¯ for every x ∈ Q . Let T be a derivation tree with n internal nodes and a yielding α ∈ (V ∪ Σ)∗
and let T c be the conditional tree of T . Let rX : X → β be the last rule applied in a derivation controlled by N that leads to
the derivation tree T . Hence α has a factorization α = α1βα2 such that α1Xα2 can be derived under the control of N with a
derivation tree T ′ that is a subtree of T (see the figure in the proof of Lemma 1). This T ′ satisfies the induction hypothesis.
Letµ′ be themarking corresponding to T ′c (the conditional tree of T ′). The conditional trees T c and T ′c have the structures
T c = S : σ(r)

... X : (η(rX ))(σ (rX ))

...
 
and
T ′c = S : σ(r)

... X : λ

.
Let nx and nx¯ be the number of occurrences of x ∈ Q and x¯ ∈ Q¯ in σ(rX ) and η(rX ), respectively. Now we have the relations
[T c]x = [T ′c]x + nx
and
[T c]x¯ = [T ′c]x¯ + nx¯
for every x ∈ Q . That is, for every x ∈ Q
[T c]x − [T c]x¯ = [T ′c]x − [T ′c]x¯ + (nx − nx¯)
= µ′(x)+ (nx − nx¯).
Since µ(x) = µ′(x)+ (nx − nx¯) for every x ∈ Q , the assertion holds for every derivation tree with n internal nodes. 
The next theorem is an immediate consequence of Lemmas 1 and 2. A conditional tree T c is said to be no-conditional if
[T c]x = 0 for every x ∈ Q ∪ Q¯ .
Theorem 3. Let G = (V ,Σ, S, R,N) and G0 = (V ,Σ, S, R) be a PN controlled grammar and its underlying grammar,
respectively. Then the next two conditions are equivalent:
(i) w is a word in L(G).
(ii) There is a derivation tree T for w in G0 with associated conditional tree T c , and a sequence of conditional trees (T c =
T c1 , T
c
2 , . . . , T
c
n ) such that T
c
i ⊢ T ci+1 (1 ≤ i ≤ n− 1) and that T cn is no-conditional.
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input: a wordw = X1X2 · · · Xm (Xi ∈ Σ)
output: the sets of Earley’s states Ew(k, i) (0 ≤ k ≤ i ≤ m)
1: for every k, i ((k, i) ≠ (0, 0)) Ew(k, i) = ∅ and Ew(0, 0) = {[S ′ → ·S]}
2: do
3: if [A → α · aβ] ∈ Ew(k, i− 1) and Xi = a, then
4: insert [A → αa · β] in Ew(k, i)
5: if [A → α · Bβ] ∈ Ew(k, i) and [B → γ ·] ∈ Ew(i, j), then
6: insert [A → αB · β] in Ew(k, j)
7: if [A → α · Bβ] ∈ Ew(k, i)with B ∈ V , then
8: insert [B → ·γ ] in Ew(i, i) for every B-rule B → γ
9: while some Ew(k, i) is changed
Fig. 1. An algorithm which constructs sets of Earley’s states.
5. Extended Earley’s algorithm
Earley’s algorithm is an efficient parsing algorithm for context-free languages. Itmakes sufficient information to construct
a derivation tree of a word w in time O(|w|3). We extend the algorithm to construct a set of conditional trees for a PN
controlled grammar G and a wordw. If there is a conditional tree in the set such that it is cancelled to a no-conditional tree,
thenw is generated by G and the conditional tree is a derivation tree ofw by Theorem 3.
Firstwe introduce Earley’s algorithm [1,9]. LetG = (V ,Σ, S, R) be a context-free grammar. LetG′ = (V∪{S ′},Σ, S ′, P ′ =
R∪{S ′ → S}) be a new context-free grammar where S ′ is a new nonterminal. For a rule r : A → α in P ′, an item [A → β ·γ ]
is said to be an Earley’s statewhere βγ = α. Letw = a1a2 · · · am be in L(G′). If a rule A → αβ which is used in
S ′ ⇒∗ γ Aδ ⇒ γαβδ ⇒∗ a1 · · · akak+1 · · · aiβδ
satisfies
γ ⇒∗ a1 · · · ak and α ⇒∗ ak+1 · · · ai,
then the state [A → α · β] belongs to a set Ew(k, i). The sets Ew(k, i) of such states (0 ≤ k ≤ i ≤ m) are called sets of Earley’s
states. The next property directly follows from the definition.
Property 4. Let G, G′, andw be grammars and a word described in the above paragraph.
(i) If a state of the form [A → ·α] appears in Ew(k, i), then k = i. Thus [S ′ → ·S] ∈ Ew(0, 0).
(ii) [A → α·] is in Ew(k, i) if and only if S ⇒∗ a1 · · · akAai+1 · · · am and A ⇒∗ ak+1 · · · ai.
(iii) [S ′ → S·] is in Ew(0,m) if and only if S ′ ⇒∗ a1 · · · am, that is,w is in L(G).
(iv) If [A → α · Bβ] ∈ Ew(k, i) with B ∈ V , then [B → ·γ ] ∈ Ew(i, i) for every B-rule B → γ .
(v) If [A → α · Bβ] ∈ Ew(k, i) and [B → γ ·] ∈ Ew(i, j), then [A → αB · β] ∈ Ew(k, j).
(vi) If [A → α · aβ] ∈ Ew(k, i− 1) and ai = a, then [A → αa · β] ∈ Ew(k, i).
The above property shows that an algorithm which constructs all sets of Earley’s states solves the membership problem
for context-free languages. Fig. 1 illustrates an algorithm constructing sets of Earley’s states.
Now we incorporate the notion of conditional trees into Earley’s states.
Let G = (V ,Σ, S, R,N) be a PN controlled grammar where N = (P ∪ Q , T , F ∪ E, φ, ι) is a Petri net and let
G0 = (V ,Σ, S, R) and G′0 = (V ∪{S ′},Σ, S ′, R∪{S ′ → S}) be the underlying grammar of G and its modification for Earley’s
states, respectively. Since a sentential form generated by G′0 is S ′ or a sentential form which is generated by G without the
control of N , we can treat G′0 as the underlying grammar of G. We assume, in the sequel, that G0 (and hence G) has no λ-rules
and no cyclic rules but possibly a λ-rule S → λ for the start symbol S provided that S does not appear in a right-hand side
of any rule. Letw = a1 · · · am (ai ∈ Σ) be a terminal word. The next definition gives a set of conditional trees to an Earley’s
state [A → α · β] ∈ Ew(k, i).
Definition 5. For an Earley’s state [A → α · β] ∈ Ew(k, i), a set of conditional trees Tw(k, i, [A → α · β]) is constructed as
follows:
(i) For every i (0 ≤ i ≤ m) and every [A → ·α] ∈ Ew(i, i),
Tw(i, i, [A → ·α]) =
A :
 B1 : λ...
Bn : λ


where α = u0B1u1 · · · un−1Bnun with u0u1 · · · un ∈ Σ∗ and Bi ∈ V for every 1 ≤ i ≤ n.
(ii) If [A → α · aβ] ∈ Ew(k, i − 1), [A → αa · β] ∈ Ew(k, i), and β ≠ λ, then every T ∈ Tw(k, i − 1, [A → α · aβ]) is in
Tw(k, i, [A → αa · β]).
T.Y. Nishida / Theoretical Computer Science 448 (2012) 66–79 75
(iii) If [A → α · a] ∈ Ew(k, i− 1) and [A → αa·] ∈ Ew(k, i), then for every
A :
 B1 : T1...
Bn : Tn
 ∈ Tw(k, i− 1, [A → α · a]),
the conditional tree
A : (η(A → αa))(σ (A → αa))
 B1 : T1...
Bn : Tn

is in Tw(k, i, [A → αa·]).
(iv) If [A → α · Bβ] ∈ Ew(k, i), [B → γ ·] ∈ Ew(i, j), and [A → αB · β] ∈ Ew(k, j), then conditional trees in
Tw(k, j, [A → αB·β]) are constructed from conditional trees in Tw(k, i, [A → α ·Bβ]) and in Tw(i, j, [B → γ ·]). Without
loss of generality, we can assume that αBβ has n (1 ≤ n) nonterminals, i.e., αBβ = u0B1u1 · · · un−1Bnun with Bi ∈ V for
every 1 ≤ i ≤ n and u0u1 · · · un ∈ Σ∗ and B is the lth nonterminal in αBβ , i.e., B = Bl. For every Tx ∈ Tw(i, j, [B → γ ·])
and every T ∈ Tw(k, i, [A → α · Bβ])with
T = A :

B1 : T1
...
Bl : λ
...
Bn : λ
 ,
a conditional tree
A : C

B1 : T1
...
Bl : Tx
...
Bn : λ

is in Tw(k, j, [A → αB · β])where
C =

λ if β ≠ λ
(η(A → αBβ))(σ (A → αBβ)) if β = λ (hence n = l) .
If there were a conditional tree T ∈ Tw(k, i, [A → α · Blβ])which is in the form
T = A :

B1 : T1
...
Bl : Tl
...
Bn : Tn

with Tl ≠ λ, then such T could not be used to the construction (iv) in Definition 5, in other words, the set of conditional
trees Tw(k, j, [A → αBl ·β])might not correspond to the Earley’s state [A → αBl ·β] ∈ Ew(k, j). However, such a case never
occurs, that is, we can prove, for every T ∈ Tw(k, i, [A → α · Blβ]),
T = A :

B1 : T1
...
Bl−1 : Tl−1
Bl : λ
...
Bn : λ

.
The fact holds for every conditional tree in Tw(i, i, [A → ·α]) because the conditional tree is constructed by (i) of Definition 5.
Since the state [A → αBl · β] is only made from [A → α · Blβ] and [Bl → γ ·] by (v) of Property 4 and hence any conditional
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Fig. 2. Infinite conditional trees in Tabb(0, 3, [S → AB·]). The nodes A : q and A1 : q in the dotted box repeat arbitrary many times.
tree in Tw(k, j, [A → αBl · β]) is constructed by (iv) of Definition 5, every conditional tree in Tw(k, j, [A → αBl · β]) is in the
form
T = A :

B1 : T1
...
Bl : Tl
Bl+1 : λ
...
Bn : λ

.
A word in a context-free language may have infinitely many derivation trees. Let us consider a grammar G =
({S, A, A1, B}, {a, b}, S, R)where R consists of
S → AB, A → A1, A → a, A1 → A, B → BB, B → b.
Then the word abb has infinitely many derivation trees.3 The sets of Earley’s states are
members in Eabb(k, i)
i = 0 i = 1 i = 2 i = 3
k = 0
[S → ·AB]
[A → ·A1]
[A → ·a]
[A1 → ·A]
[S → A · B]
[A → A1·]
[A → a·]
[A1 → A·]
[S → AB·] [S → AB·]
k = 1 [B → ·BB][B → ·b]
[B → B · B]
[B → b·]
[B → BB·]
k = 2 [B → ·BB][B → ·b]
[B → B · B]
[B → b·]
k = 3 [B → ·BB][B → ·b]
.
We can construct the smallest derivation tree for abb from the states since [S → AB·] is made from [S → A · B] ∈ Ew(0, 1)
and [B → BB·] ∈ Ew(1, 3), [S → A · B] is made from [S → ·AB] ∈ Ew(0, 0) and [A → a·] ∈ Ew(0, 1), and so forth.
For PN controlled grammars, however, tokens which are produced or consumed by cyclic rules and λ-rules may
control derivations. Therefore, all conditional trees should be constructed. Let us consider a PN controlled grammar whose
underlying grammar is G and the Petri net is shown below.
The cyclic rules A → A1, A1 → Amake infinitely many conditional trees in Tabb(0, 3, [S → AB·]), see Fig. 2.
However, a set of conditional trees defined in Definition 5 is finite, which is ensured by the next property.
Property 5. Let G = (V ,Σ, S, R,N) be a PN controlled grammar. If the underlying grammar of G has no cyclic rules and no
λ-rules, then every set of conditional trees defined in Definition 5 is finite.
3 The trees correspond to the leftmost derivations
S ⇒ AB(⇒ A1B ⇒ AB)∗ ⇒ aB ⇒ aBB ⇒ abB ⇒ abb.
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input: a wordw = X1X2 · · · Xm (Xi ∈ Σ)
output: the sets of Earley’s states Ew(k, i) (0 ≤ k ≤ i ≤ m)
and the set of conditional trees Tw(k, i, s) 0 ≤ k ≤ i ≤ m s ∈ Ew(k, i)
1: for every k, i ((k, i) ≠ (0, 0)) Ew(k, i) = ∅
2: Ew(0, 0) = {[S ′ → ·S]} and Tw(0, 0, [S ′ → ·S]) = {S ′ : (S : λ)}
3: do
4: if [A → α · aβ] ∈ Ew(k, i− 1) and Xi = a, then
5: insert [A → αa · β] in Ew(k, i)
6: modify Tw(k, i, [A → αa · β]) by (ii) or (iii) of Definition 5
7: if [A → α · Bβ] ∈ Ew(k, i) and [B → γ ·] ∈ Ew(i, j), then
8: insert [A → αB · β] in Ew(k, j)
9: modify Tw(k, j, [A → αB · β]) by (iv) of Definition 5
10: if [A → α · Bβ] ∈ Ew(k, i)with B ∈ V , then
11: insert [B → ·γ ] in Ew(i, i) for every B-rule B → γ
12: modify Tw(i, i, [B → ·γ ]) by (i) of Definition 5
13: while some Ew(k, i) is changed
Fig. 3. An extended Earley’s algorithm which computes Earley’s states with conditional trees.
Proof. Let us assume that Ew(k, i) has a subset
{[A1 → α1·], [A2 → α2·], . . . , [Al → αl·]}
inwhich Aj appears inαj−1 for 1 < j ≤ l and A1 appears inαl. By Property 4, we have A1 ⇒∗ ak+1 · · · ai and A2 ⇒∗ ak+1 · · · ai.
This implies α1 = A2 since there are no λ-rules. Then the rules A1 → α1, A2 → α2, . . . , Al → αl must be cyclic rules. This
is impossible since there are no cyclic rules. Thus every set of Earley’s states does not involve such ‘‘cyclic states’’ and hence
the process of constructing conditional trees terminates. 
The next theorem describes a relation between a conditional tree of a derivation tree T with the root labelled by S ′ and
a yieldingw and a conditional tree in Tw(0,m, [S ′ → S·]).
Theorem 6. Let G be a PN controlled grammar and let G0 = (V ,Σ, S, R) and G′0 = (V ∪ {S ′},Σ, S ′, R ∪ {S ′ → S})
be the underlying context-free grammars of G where G′0 is the modification of G0 for computing Earley’s states. For every
w = a1 · · · am ∈ Σ∗, there is a derivation tree T with the root labelled by S ′ and the yieldingw, if and only if the conditional tree
T c of T satisfies T c ∈ Tw(0,m, [S ′ → S·]).
Proof. We prove a stronger assertion ‘‘T ∈ Tw(k, i, [A → α·]) if and only if T is a conditional tree of a subderivation tree
with a root labelled by A and with a yielding ak+1 · · · ai’’.
For a rule A → u with u = ak+1 · · · ai ∈ Σ∗, the conditional tree which consists of one node labelled by A : η(A →
u)σ (A → u) is in Tw(k, i, [A → u·]). The corresponding subderivation tree has a root labelled by A and a yielding ak+1 · · · ai.
That is, for every subderivation tree of hight one, the assertion holds.
Let T be a derivation tree with a root labelled by A and a yielding ak+1 · · · ai and let A → w0B1w1 · · ·wn−1Bnwn be the
rule which is applied to the root. Then every Bl (1 ≤ l ≤ n) is a label of the root of a derivation tree with a yielding ul and
ak+1 · · · ai = w0u1w1 · · ·wn−1unwn.
Let us assume that for every l (1 ≤ l ≤ n), the subderivation tree with the root Bl satisfies the assertion, that is,
Tl ∈ Tw(kl, il, [Bl → γl·]) is equivalent to the statement that Tl is a conditional tree of a subderivation tree with a root
labelled by Bl and with a yielding ul = akl+1 · · · ail . By the definition of Tw(k, i, [A → α·]), the conditional tree
T c = A : (η(r))(σ (r))
 B1 : T1...
Bn : Tn

is in Tw(k, i, [A → α·]) if and only if T has a root labelled by A and a yielding ak+1 · · · ai. Thus the assertion holds for every
case. 
Theorems 3 and 6 yield the corollary.
Corollary 7. Let G be a PN controlled grammar and let G0 = (V ,Σ, S, R) and G′0 = (V ∪ {S ′},Σ, S ′, R ∪ {S ′ → S}) be the
underlying context-free grammarswhere G′0 is themodification of G0 for computing Earley’s states. For everyw = a1 · · · am ∈ Σ∗,
there is a derivation S ⇒∗G w in G if and only if there is a conditional tree T ∈ Tw(0,m, [S ′ → S·]) such that ⊢(T ) contains a
no-conditional tree.
The sets of conditional trees are computed by the extended Earley’s algorithm which is shown in Fig. 3.
Example 5. Let us consider the PN controlled grammar G3 in Example 2. Since the start symbol S ′ of G3 does not appear
in the right-hand side of any rule, the extended Earley’s algorithm can be applied to G3 without modification. The sets of
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Earley’s states Ew(k, i) for the wordw = abcabc are shown in the next table.
members in Eabcabc(k, i)
i = 0 i = 1 i = 2 i = 3 i = 4 i = 5 i = 6
k = 0
[S′ → ·S]
[S′ → ·λ]
{SD}
{AE}
{AE1} {AE2}
[S → E · F ]
[D → A · B]
[S′ → S·]
[S → D · S]
[S → EF ·]
[D → AB·]
[S′ → S·]
[S → DS·]
k = 1 {AE}
k = 2 {BF} {BF1}
k = 3 {SD}
{AE}
{AE1} {AE2}
[D → A · B]
[S → E · F ]
[S → D · S]
[S → EF ·]
[D → AB·]
k = 4 {AE}
k = 5 {BF} {BF1}
k = 6
{SD}
{AE}
where {SD}, {AE}, {AE1}, {AE2}, {BF}, and {BF1} stand for
{SD} {AE} {AE1} {AE2} {BF} {BF1}
[S → ·DS] [A → ·aAb] [A → a · Ab] [B → ·cB] [B → c · B]
[S → ·EF ] [A → ·ab] [A → a · b] [A → ab·] [B → ·c] [B → c·]
[D → ·AB] [E → ·aEb] [E → a · Eb] [F → ·cF ] [F → c · F ]
[E → ·ab] [E → a · b] [E → ab·] [F → ·c] [F → c·]
The set of conditional trees Tw(3, 6, [S → EF ·]) is computed by the next table.
Tw(k, i, X)
i = 3 i = 4 i = 5 i = 6
k = 3
X = [S → ·EF ]

S :

E : λ
F : λ

X = [S → E · F ]

S :

E : q5
F : λ

X = [S → EF ·]

S : q1

E : q5
F : q¯1 ∧ q¯5

X = [E → ·ab]
{E : λ}
X = [E → a · b]
{E : λ}
X = [E → ab·]
{E : q5}
k = 5 X = [F → ·c]{F : λ}
X = [F → c·]
{F : q¯1 ∧ q¯5}
Other sets of conditional trees are similarly computed and are shown in the following expressions.
Tw(0, 3, [S → D · S]) =
S :
 D : (q¯1)(q2) A : (q¯2)(q3)B : (q¯3)(q1)

S : λ

Tw(0, 6, [S ′ → S·]) =
S ′ : S :
 D : (q¯1)(q2)

A : (q¯2)(q3)
B : (q¯3)(q1)

S : q1

E : q5
F : q¯1 ∧ q¯5


 .
The next cancellations are possible (the top S ′ : S : is omitted) D : (q¯1)(q2)

A : (q¯2)(q3)
B : (q¯3)(q1)

S : q1

E : q5
F : q¯1 ∧ q¯5

 ⊢
 D : q2

A : (q¯2)(q3)
B : (q¯3)(q1)

S :

E : q5
F : q¯1 ∧ q¯5


⊢
 D :

A : q3
B : (q¯3)(q1)

S :

E : q5
F : q¯1 ∧ q¯5


⊢
 D :

A : λ
B : q1

S :

E : q5
F : q¯1 ∧ q¯5


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⊢
 D :

A : λ
B : λ

S :

E : q5
F : q¯5


⊢
 D :

A : λ
B : λ

S :

E : λ
F : λ

 .
Therefore,w = abcabc is generated by the grammar.
The next theorem shows that the membership problem for PN controlled grammars with no λ-rules and no cyclic rules
belongs to the class NP.
Theorem 8. Let G = (V ,Σ, R, S,N) be a PN controlled grammar with no λ-rules and no cyclic rules. There is an algorithm
which, for a wordw ∈ Σ∗, decides nondeterministically in polynomial time whether S ⇒∗G w or not.
Proof. A nondeterministic algorithmwhich decides, for a conditional tree T , whether ⊢(T ) contains a no-conditional tree
or not is naturally constructed from the definition of the cancellation. The algorithm and the extended Earley’s algorithm
decide whether S ⇒∗G w or not by Corollary 7.
Next let us consider time complexity. It is obvious that whether ⊢ (T ) contains a no-conditional tree is
nondeterministically decided in time linearly proportional to the size of T . Since there are no λ-rules and no cyclic rules,
there is a constant c such that every derivation A ⇒c α satisfies |α| ≥ 2 or α ∈ Σ . This implies that the number of nodes
in the derivation tree of w is less than (c + 1)n+ 1 where n = |w|. That is, the size of T is linearly proportional to n. If we
nondeterministically guess a member in Tw(k, i, [A → α · β]) instead of constructing the set, then the extended Earley’s
algorithm becomes nondeterministic and runs in the same time as the Earley’s algorithm. Since the time complexity of the
Earley’s algorithm is O(n3), the proof is completed. 
Corollary 9. The class of languages generated by PN controlled grammars with no λ-rules and no cyclic rules is included in the
class of context-sensitive languages.
6. Concluding remarks
We have proved that the extended Earley’s algorithm shown in Fig. 3 solves the membership problem for Petri net
controlled grammars without λ-rules and cyclic rules in nondeterministic polynomial time of the length of an input word.
It is well known that cyclic rules in context-free grammars are redundant. But the result suggests a possibility that PN
controlled grammars with cyclic rules are different from those without cyclic rules. On the other hand, it is shown that
every language generated by a grammar with λ-rules in a class of Petri net controlled grammars, in which the control Petri
nets are not restricted to cf Petri nets, is generated by a grammar without λ-rules in the same class [14].
As mentioned in the Introduction, the nondeterministic polynomial time is practically not desirable. There are two
nondeterministic choices: in constructing conditional trees and in cancelling a conditional tree. It is a future work to make
polynomial time deterministic algorithms which can handle them.
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