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Abstract
Let X1,X2, . . . be a discrete-time stochastic process with a distribution Pθ, θ ∈ Θ,
where Θ is an open subset of the real line. We consider the problem of testing a
simple hypothesis H0 : θ = θ0 versus a composite alternative H1 : θ > θ0, where
θ0 ∈ Θ is some fixed point. The main goal of this article is to characterize the
structure of locally most powerful sequential tests in this problem.
For any sequential test (ψ, φ) with a (randomized) stopping rule ψ and a (ran-
domized) decision rule φ let α(ψ, φ) be the type I error probability, β˙0(ψ, φ) the
derivative, at θ = θ0, of the power function, and N (ψ) an average sample number
of the test (ψ, φ). Then we are concerned with the problem of maximizing β˙0(ψ, φ)
in the class of all sequential tests such that
α(ψ, φ) ≤ α and N (ψ) ≤ N ,
where α ∈ [0, 1] and N ≥ 1 are some restrictions. It is supposed that N (ψ) is
calculated under some fixed (not necessarily coinciding with one of Pθ) distribution
of the process X1,X2 . . . .
The structure of optimal sequential tests is characterized.
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1 Introduction
Let X1, X2, . . . , Xn, . . . be a discrete-time stochastic process with a distribu-
tion Pθ, θ ∈ Θ, where Θ is an open subset of the real line. We consider the
problem of testing a simple hypothesis H0 : θ = θ0 versus a composite alter-
native H1 : θ > θ0, where θ0 ∈ Θ is some fixed point. The main goal of this
article is to characterize the structure of locally most powerful, in the sense of
Berk (1975), sequential tests in this problem.
We follow Novikov (2009b) in the definitions and notation related to sequential
hypothesis tests, as well as their interpretation and characteristics (see also
Wald (1950), Ferguson (1967), DeGroot (1970), Schmitz (1993), Ghosh et al.
(1997), among many others).
In particular, we say that a pair (ψ, φ) is a sequential hypothesis test if
ψ = (ψ1, ψ2, . . . , ψn, . . . ) and φ = (φ1, φ2, . . . , φn, . . . ) ,
where the functions
ψn = ψn(x1, x2, . . . , xn) and φn = φn(x1, x2, . . . , xn)
are supposed to be measurable functions with values in [0, 1], n = 1, 2, . . . .
For any stage n = 1, 2, . . . , the value of ψn(x1, . . . , xn) is interpreted as the
conditional probability to stop and proceed to decision making, given that the
experiment came to stage n and that the observations of the process up to
this stage were (x1, x2, . . . , xn). The rules ψ1, ψ2, . . . are successively applied
until the experiment eventually stops.
It is supposed that when the experiment stops, at some stage n ≥ 1, the
decision rule φn will be applied to make a decision. The value of φn(x1, . . . , xn)
is interpreted as the conditional probability to reject the null-hypothesis H0,
given that the data observed up to this stage, were (x1, . . . , xn).
The stopping rule ψ generates, by the above process, a random variable τψ
(stopping time) whose distribution is given by
Pθ(τψ = n) = Eθ(1− ψ1)(1− ψ2) . . . (1− ψn−1)ψn. (1.1)
Here, and throughout the paper, Eθ(·) stands for the expectation with respect
to the distribution Pθ of the process X1, X2, . . . .
In (1.1), we suppose that ψn = ψn(X1, X2, . . . , Xn), unlike its previous defi-
nition as ψn = ψn(x1, x2, . . . , xn). We do this intentionally and systematically
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throughout the paper, applying, generally, for any Fn = Fn(x1, x2, . . . , xn) or
Fn = Fn(X1, X2, . . . , Xn), the following rule: if Fn is under the probability or
expectation sign, then it is Fn(X1, . . . , Xn), otherwise it is Fn(x1, . . . , xn).
To characterize the duration of the sequential experiment, the average sample
number is used:
N (ψ) = Eτψ =


∑∞
n=1 nP (τψ = n), if P (τψ <∞) = 1,
∞, otherwise. (1.2)
For a sequential test (ψ, φ) let us define its power function at θ as
βθ(ψ, φ) = Pθ(reject H0) =
∞∑
n=1
Eθ(1− ψ1) . . . (1− ψn−1)ψnφn. (1.3)
The type I error probability of the test (ψ, φ) is defined as
α(ψ, φ) = βθ0(ψ, φ).
Our main goal is characterizing tests which maximize the derivative of the
power function at θ = θ0, β˙θ0(ψ, φ), among all sequential tests (ψ, φ) such
that
α(ψ, φ) ≤ α, (1.4)
and
N (ψ) ≤ N , (1.5)
where α ∈ [0, 1) and N ≥ 1 are some restrictions. In case this test exist, it is
called the locally most powerful test (see Berk (1975), Roters (1992)).
There is a natural candidate for the distribution under which N (ψ) = Eτψ is
calculated in (1.5): it is Pθ0 (see Berk (1975) or Schmitz (1993)). Nevertheless,
we pose a more general problem in this article, supposing that Eτψ is calcu-
lated under an arbitrary (but fixed) distribution of the process. In particular,
it may be useful to employ as P a “mixed” distribution defined as
P (·) =
∫
Θ
Pθ(·)dpi(θ),
where pi is some probability measure (see Section 4.2 in Novikov (2009b) for
a good reason for doing so).
3
2 Assumptions and Notation
We suppose throughout the paper that, under Pθ, for all θ ∈ Θ, the vector
(X1, X2, . . . , Xn) has a probability “density” function
fnθ = f
n
θ (x1, x2, . . . , xn)
(Radon-Nikodym derivative of its distribution) with respect to a product-
measure
µn = µ⊗ µ⊗ · · · ⊗ µ︸ ︷︷ ︸,
n times
with some σ-finite measure µ on the respective space.
We will also suppose that the distribution P of the process used for calculating
(1.2) is some arbitrary (but fixed) distribution such that (X1, . . . , Xn) has a
“density” fn(x1, . . . , xn) with respect to µ
n, n = 1, 2, . . . .
The following assumption is basic for the differentiability of power functions,
a sort of which is obviously needed in view of the problem formulation in the
Introduction.
Assumption 1.For any n ≥ 1 there exists a measurable integrable function
f˙n0 such that ∫ ∣∣∣fnθ0+h − fnθ0 − hf˙n0 ∣∣∣ dµn = o(h),
as h→ 0 holds.
Assumption 1 is nothing more than the L1(µ
n)-differentiability of the joint
density function fnθ , with respect to θ, at θ = θ0, for any n = 1, 2, . . . .
In particular, it follows from Assumption 1 that for any measurable function
φn = φn(x1, . . . , xn), 0 ≤ φn ≤ 1,∫
φn
(
fnθ0+h − fnθ0 − hf˙n0
)
dµn = o(h), (2.1)
as h→ 0. In fact, it is easy to see that (2.1) is equivalent to Assumption 1.
(2.1) means that the power function βθ(n, φ) of any fixed sample-size test based
on the first n observation, is differentiable at θ = θ0, and that its derivative is
β˙θ0(n, φ) =
∫
f˙n0 dµ
n.
(See Conditions C1 to C3 in Novikov (2006) and similar conditions, for inde-
pendent and identically distributed (i.i.d.) observations, in Mu¨ller-Funk et al.
(1985) in relation to differentiability of power functions.)
4
It is easy to see that if the partial derivative of fnθ with respect to θ exists
µm-almost everywhere at θ = θ0, then it follows from (2.1) that
f˙n0 =
∂fnθ
∂θ
∣∣∣∣∣
θ=θ0
, (2.2)
µn-almost everywhere. In fact, this assumption is used in Berk (1975) along
with the condition of differentiability of power function of fixed sample size-
tests (see Assumptions 2 and 3 in Berk (1975)), in the i.i.d. case.
The following assumption is needed to treat the optimality in the general case
of non-truncated tests below.
Assumption 2. The power function of any test (ψ, φ) such that Eθ0τψ <∞,
is differentiable at θ = θ0, and
β˙θ0(ψ, φ) =
∞∑
n=1
∫
(1− ψ1) . . . (1− ψn−1)ψnφnf˙n0 dµn. (2.3)
If the partial derivative (2.2) exists, (2.3) may be deemed as differentiating
across the integral sign, because of (1.3).
For i.i.d. observations, there are various conditions which guarantee the differ-
entiability as in Assumption 2 (see, for example, Proposition 1 in Berk (1975),
or related properties in Mu¨ller-Funk (1986) or Irle (1990)).
We will also need the following
Assumption 3. There exist γ > 0 and N0 > 0 such that
Eθ0
(
f˙n0
fnθ0
)2
≤ γn (2.4)
for all n ≥ N0.
The expectation on the left-hand side of (2.4) is the Fisher information con-
tained in (X1, . . . , Xn). In the i.i.d. case considered in Berk (1975), (2.4) is
obviously an immediate consequence of Assumption 4 Berk (1975).
To avoid cumbersome notation, we shall further on write E0, f
n
0 , β0, and β˙0
instead of Eθ0 , f
n
θ0
, βθ0, and β˙θ0, respectively.
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3 Reduction to an optimal stopping problem
To proceed with maximizing β˙0(ψ, φ) over the tests subject to (1.4) and (1.5)
let us define the following Lagrange-multiplier function:
L(ψ, φ) = L(ψ, φ; b, c) = cN (ψ) + bα(ψ, φ)− β˙0(ψ, φ) (3.1)
where c > 0 and b ∈ R are some constant multipliers.
The following theorem is a direct application of the Lagrange multiplier method
to the conditional problem above.
Theorem 3.1 Let ∆ be some class of sequential tests. Let there exist c > 0
and b > 0 and a test (ψ, φ) ∈ ∆ with L(ψ, φ; b, c) > −∞, such that
L(ψ, φ; b, c) = inf
(ψ′,φ′)∈∆
L(ψ′, φ′; b, c) (3.2)
and such that
N (ψ) = N and α(ψ, φ) = α. (3.3)
Then for any test (ψ′, φ′) ∈ ∆ satisfying
N (ψ′) ≤ N and α(ψ′, φ′) ≤ α (3.4)
it holds
β˙0(ψ, φ) ≥ β˙0(ψ′, φ′). (3.5)
The inequality in (3.5) is strict if at least one of the inequalities in (3.4) is
strict.
Proof. It is quite straightforward:
Let (ψ′, φ′) ∈ ∆ be any test satisfying (3.4). Because of (3.3) and (3.2),
cN + bα− β˙0(ψ, φ) = cN (ψ) + bα(ψ, φ)− β˙0(ψ, φ)
≤ cN (ψ′) + bα(ψ′, φ′)− β˙0(ψ′, φ′) ≤ cN + bα− β˙0(ψ′, φ′) (3.6)
where to get the last inequality we used (3.4).
It follows from (3.6) that
β˙0(ψ, φ) ≥ β˙0(ψ′, φ′).
To get the last statement of the theorem we note that if β˙0(ψ, φ) = β˙0(ψ
′, φ′)
then there are equalities in (3.6) instead of the inequalities which is only
possible if N (ψ′) = N and α(ψ′, φ′) = α.
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Remark 3.1 There is a more restricted definition of locally most powerful
tests in Berk (1975), Roters (1992), Schmitz (1993) (among others), where
the derivative of the power function is maximized within the class of all tests
with a given value of the type I error probability (α(ψ′, φ′) = α instead of
α(ψ′, φ′) ≤ α in (3.4)). It is obvious that, with this modification, the assertion
of Theorem 3.1 is also valid if the conditions of Theorem 3.1 hold with b < 0.
If the conditions of Theorem 3.1 hold with b = 0, then for any test (ψ′, φ′) ∈ ∆
satisfying
N (ψ′) ≤ N (3.7)
it holds
β˙0(ψ, φ) ≥ β˙0(ψ′, φ′). (3.8)
The inequality in (3.8) is strict if the inequality in (3.7) is strict.
For any stopping rule ψ = (ψ1, ψ2, . . . ) let us denote
sψn = (1− ψ1) . . . (1− ψn−1)ψn and tψn = (1− ψ1) . . . (1− ψn−1),
for any n = 1, 2, . . . (tψ1 ≡ 1 by definition).
Let IA be the indicator function of the event A.
The following theorem, in a rather standard way (see, for example, Berk (1975)
or Schmitz (1993)), lets us find optimal decision rules for any given stopping
rule ψ.
Theorem 3.2 Let Assumption 1 be fulfilled. For any b ∈ R and for any se-
quential test (ψ, φ) such that E0τψ <∞
bα(φ, ψ)− β˙0(φ, ψ) ≥
∞∑
n=1
∫
sψn min{0, bfn0 − f˙n0 }dµn (3.9)
with an equality if and only if
I{bfn
0
<f˙n
0
} ≤ φn ≤ I{bfn
0
≤f˙n
0
} (3.10)
µn-almost everywhere on Sψn =
{
(x1, . . . , xn) : s
ψ
n(x1, . . . , xn) > 0
}
for any n =
1, 2, . . . .
The proof of Theorem 3.2 can be found in Appendix.
Let us denote
L(ψ) = L(ψ; b, c) = inf
φ
L(ψ, φ; b, c).
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Corollary 3.1 Under conditions of Theorem 3.2, if E0τψ <∞, then
L(ψ) =
∞∑
n=1
∫
sψn(cnf
n + ln)dµ
n, (3.11)
where, by definition,
ln = min{0, bfn0 − f˙n0 }.
Proof. This follows from Theorem 3.2 by (3.1), in view of (1.2).
By Theorem 3.2, the problem of minimization of L(ψ, φ; b, c) is reduced now
to the problem of minimization of L(ψ; b, c), that is, to an optimal stopping
problem. Indeed, if there is a ψ such that E0τψ <∞ and such that
L(ψ; b, c) = inf
ψ′
L(ψ′; b, c),
then, adding to ψ any decision rule φ satisfying (3.10), by Theorem 3.2 we
have that for any sequential test (ψ′, φ′):
L(ψ, φ; b, c) = L(ψ; b, c) ≤ L(ψ′; b, c) ≤ L(ψ′, φ′; b, c).
In particular, in this way we obtain tests (ψ, φ) satisfying (3.2), which is crucial
for solving the original conditional problem (see Theorem 3.1).
4 Optimal Stopping Rules
In this section, we characterize the structure of stopping rules minimizing
L(ψ), first in the class of truncated stopping rules, then in some natural classes
of non-truncated stopping rules.
We suppose, throughout this Section, that Assumption 1 is fulfilled.
4.1 Optimal Truncated Stopping Rules
Here we solve the problem of minimization of L(ψ) in the class of truncated
stopping rules, that is, in the class FN , N ≥ 1, of stopping rules ψ such that
(1− ψ1)(1− ψ2) . . . (1− ψN) ≡ 0. (4.1)
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For any stopping rule ψ ∈ FN let
LN (ψ) = LN (ψ; b, c) =
N−1∑
n=1
∫
sψn(cnf
n + ln)dµ
n +
∫
tψN
(
cNfN + lN
)
dµN
(4.2)
(it is easy to see that, by virtue of (4.1), LN (ψ) coincides with the right-hand
side of (3.11)).
Let us define V NN ≡ lN , and recursively for any n = N − 1, N − 2, . . . 1
V Nn = min{ln, cfn +RNn }, (4.3)
where
RNn = R
N
n (x1, . . . , xn) =
∫
V Nn+1(x1, . . . , xn+1)dµ(xn+1).
Let, finally, for any k = 1, . . . , N
QNk (ψ) =
k−1∑
n=1
∫
sψn(cnf
n + ln)dµ
n +
∫
tψk
(
ckfk + V Nk
)
dµk
Theorem 4.1 Let ψ ∈ FN be any (truncated) stopping rule. Then for any
1 ≤ k ≤ N
LN(ψ) ≥ QNk (ψ) (4.4)
The lower bound in (4.4) is attained if and only if
I{ln<cfn+RNn } ≤ ψn ≤ I{ln≤cfn+RNn } (4.5)
µn-almost everywhere on
T ψn = {(x1, . . . , xn) : tψn(x1, . . . , xn) > 0}
for any n = k, k + 1, . . . , N − 1.
The proof of Theorem 4.1 is laid down in Appendix.
From Theorem 4.1 we easily have the following optimality result.
Corollary 4.1 For any ψ ∈ FN
LN (ψ) ≥ c+RN0 , (4.6)
where
RN0 =
∫
V N1 (x1)dµ(x1).
There is an equality in (4.6) if and only if ψn satisfy (4.5) µ
n-almost every-
where on T ψn , for any n = 1, 2, . . . , N − 1.
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Proof. It is straightforward because
QN1 (ψ) =
∫
tψ1
(
cf 1 + V N1
)
dµ = c+
∫
V N1 dµ = c+R
N
0 .
4.2 Optimal Non-Truncated Stopping Rules
In this section we characterize the structure of general sequential tests mini-
mizing L(ψ) = L(ψ; b, c) (see (3.1)).
Let us define for any stopping rule ψ, and for any natural N ≥ 1,
LN(ψ) = LN (ψ; b, c) = L(ψ
N ; b, c),
where ψN = (ψ1, ψ2, . . . , ψN−1, 1, . . . ) is the rule ψ truncated at N .
By (4.2),
LN (ψ) =
N−1∑
n=1
∫
sψn(cnf
n + ln)dµ
n +
∫
tψN
(
cNfN + lN
)
dµN .
Because ψN is truncated, the results of the preceding section apply, in par-
ticular, Theorem 4.1. The idea of the following construction is to pass to the
limit, as N → ∞, in (4.4), in order to get some lower bound for the ”risk”
L(ψ), and corresponding conditions under which the lower bound is attained.
First of all, let us show that the right-hand side of (4.4) has a limit, as N →∞,
for any k = 1, 2, . . . . This is basically due to the following
Lemma 4.1 For any n ≥ 1 and for any N ≥ n
ln ≥ V Nn ≥ V N+1n . (4.7)
The first inequality in (4.7) is due to (4.3). The proof of the second is identical
to the proof of Lemma 3.3 Novikov (2009b).
It follows from Lemma 4.1 that for any fixed n ≥ 1 the sequence V Nn , N =
1, 2, . . . , is non-increasing. So, there exists
Vn = lim
N→∞
V Nn (4.8)
such that Vn ≤ ln for all n = 1, 2, . . . .
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Because of this, the right-hand side of (4.4), by the Lebesgue’s monotone
convergence theorem converges to
Qk(ψ) =
k−1∑
n=1
∫
sψn(cnf
n + ln)dµ
n +
∫
tψk
(
ckfk + Vk
)
dµk (4.9)
for any k = 1, 2, . . . . By the same reason, passing to the limit on both sides
of (4.3) is possible, which gives us
Vn = min{ln, cfn +Rn},
where
Rn = Rn(x1, . . . , xn) =
∫
Vn+1(x1, . . . , xn+1)dµ(xn+1),
for any n = 1, 2, . . . .
At last, to be able to pass to the limit on the left-hand side of (4.4), we need
that LN (ψ) → L(ψ), as N → ∞, at least for some class of stopping rules ψ.
Let F be a class of stopping rules such that for every ψ ∈ F it holds
E0τψ <∞, Eτψ <∞, and lim
N→∞
LN (ψ; b, c) = L(ψ; b, c) (4.10)
for all b ∈ R and c > 0 (the first condition in (4.10) is needed in order that
(3.11) be valid, the second one guarantees that L(ψ; b, c) <∞).
Now passing to the limit on both sides of (4.4), as N →∞, is possible for all
ψ ∈ F , so we get
Lemma 4.2 For any stopping rule ψ ∈ F and for any k ≥ 1
L(ψ) ≥ Qk(ψ),
where Qk(ψ) is defined by (4.9), being Vn defined, for any n = 1, 2, . . . , by
(4.8).
In particular, for any stopping rule ψ ∈ F
L(ψ) ≥ c +R0. (4.11)
The following lemma shows that the lower bound in (4.11) is, in fact, the
infimum value of the left-hand side of (4.11).
Lemma 4.3 Let G ⊂ F be any subclass of stopping rules, such that
∞⋃
N=1
F
N ⊂ G . (4.12)
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Then
inf
ψ∈G
L(ψ) = c+R0.
Proof. If R0 > −∞, then the proof is conducted in the same way as the proof
of Lemma 3.5 in Novikov (2009b).
If R0 = −∞, it follows from limN→∞RN0 = R0 that for any k > −∞ there
is N such that RN0 ≤ k. Thus, because of (4.12), infψ∈G L(ψ) ≤ k. Because
k > −∞ is arbitrary, infψ∈G L(ψ) = −∞ follows.
Theorem 4.2 Let Assumption 2 be fulfilled and let G be any class of stopping
rules satisfying the conditions of Lemma 4.3 and such that
inf
ψ′∈G
L(ψ′) > −∞. (4.13)
If there exists ψ in G such that
L(ψ) = inf
ψ′∈G
L(ψ′), (4.14)
then
I{ln<cfn+Rn} ≤ ψn ≤ I{ln≤cfn+Rn} (4.15)
µn-almost everywhere on T ψn , for any n = 1, 2, . . . , and∫
tψn(Vn − ln)dµn → 0, as n→∞. (4.16)
On the other hand, if ψ satisfies (4.15) µn-almost everywhere on T ψn , for any
n = 1, 2, . . . , and satisfies (4.16), and if ψ ∈ G , then it satisfies (4.14) as well.
The proof of Theorem 4.2 can be found in Appendix.
Remark 4.1 Generally speaking, (4.13) can be violated. Let us see the fol-
lowing example, in which
inf
ψ∈G
L(ψ; b, c) = −∞
for all b ∈ R and c > 0.
Suppose that X1, X2, . . . are independent and that Xn is normally distributed
with mean nθ and unit variance (Xn ∼ N (nθ, 1)), n = 1, 2 . . . . Suppose also
that H0 : θ = 0 and H1 : θ > 0.
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Let ψN be a fixed sample size-stopping rule taking N observations (ψN1 = . . . =
ψNN−1 = 0, ψ
N
N = 1), N = 1, 2, . . . . Then it is easy to see that
L(ψN ; b, c) = cN + bΦ(−b/σN )− σN√
2pi
exp{−b2/2σ2N},
where σ2N =
∑N
n=1 n
2 ∼ N3/3, thus, L(ψN ; b, c) → −∞ as N → ∞, for any
b ∈ R and c > 0.
With respect to the property of (4.13), any hypothesis testing problem exhibits
the following remarkable behavior.
Theorem 4.3 For any family {fnθ , θ ∈ Θ, n = 1, 2, . . . } of the finite-dimensional
distributions of the process X1, X2, . . . , satisfying Assumption 2, either
inf
ψ∈G
L(ψ; b, c) > −∞ (4.17)
for all b ∈ R and c > 0, or
inf
ψ∈G
L(ψ; b, c) = −∞
for all b ∈ R and c > 0
The proof of Theorem 4.3 is laid down in Appendix.
In view of Theorem 4.3 the following definition is justified. We call a hy-
pothesis testing problem finite if (4.17) is fulfilled for all b ∈ R and c > 0.
For hypothesis testing problems which are not finite, we do not have any
other recommendation than minimization of the Lagrange multiplier function
LN (ψ; b, c), for some b ∈ R and c > 0, in the class FN of truncated stopping
rules using Corollary 4.1. For finite problems, we may hope to find optimal
non-truncated stopping rules using Theorem 4.2 (see Section 5 below).
There is a way to make the sufficient condition of optimality in Theorem 4.2
more practical, supposing that, additionally to Assumption 2, Assumption 3
holds. Namely, it can be shown that in this case G1 = {ψ : Eτψ <∞, E0τψ <
∞} ⊂ F satisfies the conditions of Lemma 4.3. Therefore, by Theorem 4.2,
any ψ satisfying (4.15) and (4.16) will be optimal if ψ ∈ G1. We formalize this
in the following
Lemma 4.4 Let us suppose that Assumptions 2 and 3 are satisfied and that
the hypothesis testing problem is finite. Then
∞⋃
N=1
F
N ⊂ G1 ⊂ F . (4.18)
The proof of Lemma 4.4 is laid down in Appendix.
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5 Applications to conditional problems
For any c > 0 and b ∈ R let us call a sequential test (ψ, φ) (b, c)-generated if
the following conditions are fulfilled:
I{ln<cfn+
∫
Vn+1dµ(xn+1)}
≤ ψn ≤ I{ln≤cfn+∫ Vn+1dµ(xn+1)} (5.1)
µn-almost everywhere on T ψn , n = 1, 2, . . . , and
I{bfn
0
<f˙n
0
} ≤ φn ≤ I{bfn
0
≤f˙n
0
} (5.2)
µn-almost everywhere on Sψn , n = 1, 2, . . . , where
ln = min{0, bfn0 − f˙n0 } (5.3)
Vn = lim
N→∞
V Nn ,
for n = 1, 2, . . . , being V Nn defined recursively, for n = N − 1, N − 2, . . . , 1, by
V Nn = min{ln, cfn +
∫
V Nn+1dµ(xn+1)}, (5.4)
starting from V NN ≡ lN , N = 1, 2, . . . .
Let us call a (b, c)-generated test (ψ, φ) regular if∫
tψn(Vn − ln)dµn → 0, n→∞,
holds.
The following Theorem is an immediate consequence of Theorems 3.1, 3.2 and
4.2.
Theorem 5.1 Let the conditions of Theorem 4.2 be satisfied. Let c > 0 and
b > 0 be arbitrary constants, and let (ψ, φ) be any (b, c)-generated regular test,
such that ψ ∈ G .
Then the sequential test (ψ, φ) is locally most powerful for testing H0 : θ = θ0
vs H1 : θ > θ0 in the following sense.
For any (ψ′, φ′), with ψ′ ∈ G , such that
Eτψ′ ≤ Eτψ, and α(ψ′, φ′) ≤ α(ψ, φ), (5.5)
it holds
β˙0(ψ, φ) ≥ β˙0(ψ′, φ′). (5.6)
14
The inequality in (5.6) is strict if at least one of the inequalities in (5.5) is
strict.
If there are equalities in all of the inequalities in (5.5) and (5.6), then (ψ′, φ′)
is a (b, c)-generated regular test as well.
Remark 5.1 Under the conditions of Theorem 5.1, if (ψ, φ) is a (b, c)-generated
regular test with b < 0, and ψ ∈ G , then it is locally most powerful in the class
of all sequential tests of the (exact) size α(ψ, φ) (with an equality instead of
the second inequality in (5.5), see Remark 3.1).
Similarly, if, under the same conditions, if (ψ, φ) is (b, c)-generated regular
test with b = 0, and ψ ∈ G , then it is is locally most powerful in the sense
that for any (ψ′, φ′), with ψ′ ∈ G , such that
Eτψ′ ≤ Eτψ
it holds
β˙0(ψ, φ) ≥ β˙0(ψ′, φ′),
irrespective of the corresponding type I error probabilities, with the respective
modification of Theorem 5.1.
It is interesting to note that if (ψ, φ) is (b, c)-generated regular test with b < 0,
then the test (ψ, φ¯), where, by definition, φ¯ = (1−φ1, 1−φ2, . . . ), is locally most
powerful, in the sense of Theorem 5.1, for testing H0 : θ = θ0 vs H1 : θ < θ0.
To make this formal, we need some additional results.
Let for any b ∈ R and c > 0
L¯(ψ) = L¯(ψ; b, c) = inf
φ
(cEτψ + bα(ψ, φ) + β˙0(ψ, φ)),
and L¯N(ψ; b, c) = L¯(ψ
N ; b, c), where ψN = (ψ1, . . . , ψN−1, 1, . . . ).
Theorem 5.2 Suppose that Assumption 2 is fulfilled.
Let c > 0 and b ∈ R be arbitrary constants.
Let G be some class of tests such that
∞⋃
N=1
F
N ⊂ G
and such that LN (ψ; b, c) → L(ψ; b, c) and L¯N (ψ;−b, c) → L¯(ψ;−b, c), as
N →∞, for all ψ ∈ G .
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Then for a stopping rule ψ ∈ G
L(ψ; b, c) = inf
ψ′∈G
L(ψ′; b, c)
if and only if
L¯(ψ;−b, c) = inf
ψ′∈G
L¯(ψ′;−b, c).
The proof of Theorem 5.2 can be found in Appendix.
Using Theorem 3.1 and Theorem 3.2, we get from Theorem 5.2 the following
Theorem 5.3 Let the conditions of Theorem 5.2 be satisfied with some c > 0
and b < 0. Let (ψ, φ) be any (b, c)-generated regular test, such that ψ ∈ G , and
let the problem of testing H0 : θ = θ0 vs H1 : θ > θ0 be finite.
Then the sequential test (ψ, φ¯) is locally most powerful for testing H0 : θ = θ0
vs H1 : θ < θ0 in the following sense.
For any (ψ′, φ′), with ψ′ ∈ G , such that
Eτψ′ ≤ Eτψ and α(ψ′, φ′) ≤ α(ψ, φ¯), (5.7)
it holds
β˙0(ψ, φ¯) ≥ β˙0(ψ′, φ′). (5.8)
The inequality in (5.8) is strict if at least one of the inequalities in (5.7) is
strict.
If there are equalities in all of the inequalities in (5.7) and (5.8), then (ψ′, φ¯′)
is a regular (b, c)-generated test as well.
In the rest of this section, we will apply the results of Theorems 5.1 and
5.3 to the case of i.i.d. observations considered in Berk (1975). Obviously, the
conditions of Berk (1975) imply that our Assumptions 1 to 3 are fulfilled, thus,
we can make use of all our results above. In this case fnθ = f
n
θ (x1, . . . , xn) =∏n
i=1 fθ(xi), where fθ is the marginal density with respect to µ, and
f˙n0 (x1, . . . , xn) = (f
n
θ (x1, . . . , xn))
′
θ
∣∣∣
θ=θ0
.
As in Berk (1975), we are using Eτψ = Eθ0τψ in the conditional minimization
problems.
Let us see first, how the structure of (b, c)-generated tests transforms in this
case (see (5.3) - (5.4)).
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It is immediate that ln = min{0, b− zn}fn0 , where
zn =
n∑
i=1
(fθ(xi))
′
θ|θ=θ0
fθ0(xi)
(5.9)
(we use here the fact that f˙n0 = 0 µ
n-almost everywhere on {fnθ0 = 0}, which
easily follows from (2.1)). The definition of zn in case fθ0(xi) = 0 does not
matter, because in this case fn0 (x1, . . . , xn) =
∏n
i=1 fθ0(xi) = 0.
Let the i-th summand on the right-hand side of (5.9) be denoted as ri = r(xi).
Let us define g(z) ≡ min{0,−z}, z ∈ R. Let further ρ0c(z) = g(z), z ∈ R, and
for any n = 1, 2, . . . , recursively,
ρnc (z) = min{g(z), c+
∫
ρn−1c (z + r(x))fθ0(x)dµ(x)}, (5.10)
z ∈ R.
It is easy to see, by induction, that V Nn = ρ
N−n
c (zn − b)fn0 , for any n =
N,N − 1, . . . 1, and for any N = 1, 2, . . . . It is also easy to see, by induction,
that ρnc (z) ≥ ρn+1c (z) for any z ∈ R and for any n = 0, 1, . . . . Thus, there
exists ρc(z) = limn→∞ ρ
n
c (z), z ∈ R. Below, we will prove that ρc(z) is finite
for any z ∈ R.
Therefore, Vn = limN→∞ V
N
n = limN→∞ ρ
N−n
c (zn − b)fn0 = ρc(zn − b)fn0 . In
particular, V1 = ρc(z1 − b)f 10 = ρc(r1 − b)fθ0(x1), thus,
R0 =
∫
V1(x1)dµ(x1) =
∫
ρc(r(x)− b)fθ0(x)dµ(x).
Further, passing to the limit in (5.10), as n→∞, we have
ρc(z) = min{g(z), c+
∫
ρc(z + r(x))fθ0(x)dµ(x)}, (5.11)
The inequality ln ≤ cfn0 +
∫
Vn+1dµ(xn+1) in (5.1) is equivalent now to
ρc(zn − b) ≤ c +
∫
ρc(zn − b+ r(x))fθ0(x)dµ(x)
on {fn0 > 0}. Respectively, the inequality bfn0 ≤ f˙n0 in (5.2) is equivalent to
b ≤ zn on {fn0 > 0}.
It follows that a sequential test (ψ, φ) is (b, c)-generated if and only if
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I{g(zn−b)<c+
∫
ρc(zn−b+r(x))fθ0 (x)dµ(x)}
≤ ψn ≤ I{g(zn−b)≤c+∫ ρc(zn−b+r(x))fθ0 (x)dµ(x)}
(5.12)
µn-almost everywhere on T ψn ∩ {fn0 > 0}, n = 1, 2, . . . , and
I{b<zn} ≤ φn ≤ I{b≤zn}
µn-almost everywhere on Sψn ∩ {fn0 > 0}, n = 1, 2, . . . .
Respectively, a (b, c)-generated test (ψ, φ) is regular if∫
tψn(ρc(zn − b)− g(zn − b))fn0 dµn → 0, n→∞. (5.13)
The plan of the rest of this section is as follows. Let
hc(z) =
∫
ρc(z + r(x))fθ0(x)dµ(x)
(see 5.11). Then, if c+ hc(0) ≤ 0, it can be shown that there exist Ac ≤ 0 and
Bc ≥ 0 such that
g(z) = c+ hc(z)
for z = Ac and z = Bc, and that the inequality g(z) > c + hc(z) is equivalent
to z ∈ (Ac, Bc).
Thus, it will follow that a test (ψ, φ) is (b, c)-generated (supposing that c +
hc(0) ≤ 0) if and only if
I{zn 6∈[b+Ac, b+Bc]} ≤ ψn ≤ I{zn 6∈(b+Ac, b+Bc)} (5.14)
µn-almost everywhere on T ψn ∩ {fn0 > 0}, n = 1, 2, . . . , and
I{zn>b} ≤ φn ≤ I{zn≥b} (5.15)
µn-almost everywhere on Sψn ∩ {fn0 > 0}, n = 1, 2, . . . .
If c + hc(0) > 0, it will follow that a test (ψ, φ) is (b, c)-generated if and only
if ψn = 1 µ
n-almost everywhere on T ψn ∩ {fn0 > 0}, n = 1, 2, . . . , and (5.15) is
satisfied µn-almost everywhere on Sψn ∩ {fn0 > 0}, n = 1, 2, . . . .
Therefore, in this particular case from Theorem 5.1 we will have
Theorem 5.4 Let Assumptions 1 – 4 of Berk (1975) be fulfilled. Let c > 0
and b > 0 be any constants, and let (ψ, φ) be any (b, c)-generated test.
Then E0τψ < ∞, and the sequential test (ψ, φ) is locally most powerful for
testing H0 : θ = θ0 vs H1 : θ > θ0 in the following sense. For any (ψ
′, φ′) such
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that
E0τψ′ ≤ E0τψ, and α(ψ′, φ′) ≤ α(ψ, φ), (5.16)
it holds
β˙0(ψ, φ) ≥ β˙0(ψ′, φ′). (5.17)
The inequality in (5.17) is strict if at least one of the inequalities in (5.16) is
strict.
If there are equalities in all of the inequalities in (5.16) and (5.17), then (ψ′, φ′)
is a (b, c)-generated test as well.
The proof of Theorem 5.4 can be found in Appendix.
Analogously, from Theorem 5.3 we obtain
Theorem 5.5 Let Assumptions 1 – 4 of Berk (1975) be fulfilled. Let c > 0
and b < 0 be arbitrary constants, and let (ψ, φ) be any (b, c)-generated test.
Then E0τψ < ∞, and the sequential test (ψ, φ¯) is locally most powerful for
testing H0 : θ = θ0 vs H1 : θ < θ0 in the following sense. For any (ψ
′, φ′) such
that
E0τψ′ ≤ E0τψ, and α(ψ′, φ′) ≤ α(ψ, φ¯), (5.18)
it holds
β˙0(ψ, φ¯) ≥ β˙0(ψ′, φ′). (5.19)
The inequality in (5.19) is strict if at least one of the inequalities in (5.18) is
strict.
If there are equalities in all of the inequalities in (5.18) and (5.19), then (ψ′, φ¯′)
is a (b, c)-generated test as well.
Remark 5.2 It can be shown (very much like in the proof of Theorem 6 in
Novikov (2008), see also Berk (1975) for the non-randomized case) that for
any −∞ < A < B <∞ any sequential test (ψ, φ) with
I{zn 6∈[A,B]} ≤ ψn ≤ I{zn 6∈(A,B)} (5.20)
and
φn = I{zn≥B}, (5.21)
n = 1, 2, . . . , is (b, c)-generated for some c > 0 and b ∈ R.
Roters (1992) (see Remark i) on page 182) notes that, generally speaking, a
test of type (5.20)-(5.21) is not locally most powerful (in the sense of our
Theorem 5.4) and gives an example of a test (ψ, φ) of type (5.20)-(5.21), for
which there exists another test (ψ′, φ′) such that E0τψ = E0τψ′ = k
2, and
α(ψ′, φ′) = 0.5 < α(φ, ψ) = 0.8 and β˙(ψ′, φ′) = k > β˙(φ, ψ) = 0.8k, where
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k is any natural number. It follows from Theorem 5.4 that the only way this
can happen is that (ψ, φ) is (b, c)-generated with b < 0. Thus, it follows from
Theorem 5.5 that (ψ, φ¯) is locally most powerful for testing θ = θ0 vs θ < θ0
at level α(ψ, φ¯) = 1− α(ψ, φ) = 0.2 of significance.
It is interesting to note that (ψ′, φ′) in his example is (b, c)-generated with
b = 0, so it is locally most powerful among all sequential tests with the same,
or lesser, average sample number, irrespective of their α-level (see Remark
5.1).
Remark 5.3 It is easy to see that if the distribution of r(X1) is symmetric
under H0 (as, for example, in the case of normal family N (θ, σ
2), θ ∈ R,
σ2 > 0), then Ac = −Bc, i.e. the continuation region of any (b, c)-generated
test is symmetric with respect to b. In such a case, it follows from Theorems
5.4 and 5.5 that any test (ψ, φ) with
I{zn 6∈[b−Bc,b+Bc]} ≤ ψn ≤ I{zn 6∈(b−Bc,b+Bc)}, n = 1, 2, . . .
is locally most powerful for testing H0 : θ = θ0 vs H1 : θ > θ0 if b > 0
and φn = I{zn ≥ b + Bc}, n = 1, 2, . . . , and it is most powerful for testing
H0 : θ = θ0 vs H1 : θ < θ0 if b < 0 and φn = I{zn ≤ b − Bc}, n = 1, 2, . . . .
In both cases the optimality is in the class of all tests with the type I error
probability and the average sample number not exceeding the corresponding
values for (ψ, φ).
In the case of b = 0, both tests are locally most powerful, for the corresponding
pair of hypotheses, in the class of all sequential tests whose average sample
number does not exceed that of (ψ, φ).
6 Appendix
6.1 Proof of Theorem 3.2
The proof is very close to the proof of Theorem 2.2 in Novikov (2009b).
First, the following lemma can be proved in exactly the same way as Lemma
5.1 in Novikov (2009b).
Lemma 6.1 Let, on a space with a σ-finite measure µ, F1, F2 be some µ-
integrable functions and φ some measurable function, such that
0 ≤ φ(x) ≤ 1.
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Then∫
(φ(x)F1(x) + (1− φ(x))F2(x))dµ(x) ≥
∫
min{F1(x), F2(x)}dµ(x)
with an equality if and only if
I{F1(x)<F2(x)} ≤ φ(x) ≤ I{F1(x)≤F2(x)}
µ-almost everywhere.
After this simple lemma, we can start with the proof of Theorem 3.2.
Let us give to the left-hand side of (3.9) the form
bα(ψ, φ)− β˙0(ψ, φ) =
∞∑
n=1
∫
sψnφn(bf
n
0 − f˙n0 )dµn. (6.1)
Applying Lemma 6.1 (with F2 ≡ 0) to each summand in (6.1) we immediately
have:
bα(ψ, φ)− β˙0(ψ, φ) ≥
∞∑
n=1
∫
sψn min{0, bfn0 − f˙n0 }dµn. (6.2)
Let us note that the right-hand side of (6.2) is finite: it follows from (6.1) by
substituting φ′n = I{bfn
0
−f˙n
0
<0} for φn, n = 1, 2, . . . in (6.1).
Thus, there is an equality in (6.2) if and only if each summand on the right-
hand side of (6.1) equals to the respective summand on the right-hand side
of (6.2). And by Lemma 6.1 this happens if and only if φn satisfies (3.10)
µn-almost everywhere on Sψn , for any n = 1, 2, . . . .
6.2 Proof of Theorem 4.1
Using Lemma 6.1 instead of Lemma 5.1 of Novikov (2009b) in the proof of
Lemma 3.1 of Novikov (2009b) we get the following lemma, which takes over
the major part of the proof of Theorem 4.1.
Lemma 6.2 Let k be any integer non-negative number, and let
vk+1 = vk+1(x1, x2, . . . , xk+1)
be any µk+1-integrable function. Then
k∑
n=1
∫
sψn(cnf
n + ln)dµ
n +
∫
tψk+1
(
c(k + 1)fk+1 + vk+1
)
dµk+1
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≥
k−1∑
n=1
∫
sψn(cnf
n + ln)dµ
n +
∫
tψk
(
ckfk + vk
)
dµk, (6.3)
with
vk = min{lk, cfk +
∫
vk+1dµ(xk+1)},
where, by definition,∫
vk+1dµ(xk+1) =
∫
vk+1(x1, . . . , xk+1)dµ(xk+1).
There is an equality in (6.3) if and only if
I{lk<cfk+
∫
vk+1dµ(xk+1)}
≤ ψk ≤ I{lk≤cfk+∫ vk+1dµ(xk+1)}
µk-almost everywhere on T ψk = {(x1, . . . , xk) : tψk (x1, . . . , xk−1) > 0}.
To start with the proof of Theorem 4.1, let us first note that, by definition,
QNN (ψ) = LN(ψ), and, by Lemma 6.2,
LN (ψ) ≥ QNN−1(ψ).
Also from Lemma 6.2 we easily get that
QNn+1(ψ) ≥ QNn (ψ) (6.4)
for all n = N − 1, N − 2, . . . , 1.
Thus, for any k = 1, . . . , N
LN (ψ) ≥ QNk (ψ). (6.5)
Obviously, there is an equality in (6.5) if and only if there are equalities in all
the inequalities in (6.4), for all n = k, k+ 1, . . . , N − 1. In turn, this happens,
by the same Lemma 6.2, if and only if (4.5) is satisfied µn-almost everywhere
on T ψn for all n = k, k + 1, . . . , N − 1.
6.3 Proof of Theorem 4.2
The proof is very close to the proof of Theorem 3.2 in Novikov (2009b). The
same method is used in Novikov (2009a) for multiple hypothesis testing.
Let ψ ∈ G be any stopping rule. By Lemma 4.2 for any fixed n ≥ 1
L(ψ) ≥ Qn(ψ).
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In particular,
L(ψ) ≥ Q1(ψ) = c+R0.
Passing the the limit in (6.4), as N →∞, we have
Qn+1(ψ) ≥ Qn(ψ), (6.6)
for any n = 1, 2, . . . , thus,
L(ψ) ≥ Qn+1(ψ) ≥ Qn(ψ) ≥ c +R0, (6.7)
for any n = 1, 2, . . . . Supposing (4.14), we have, by virtue of Lemma 4.3, that
there are equalities in all the inequalities in (6.7). In particular, there is an
equality in (6.6), for any n = 1, 2, . . . .
Because, by the condition of Theorem 4.2, R0 > −∞, the integrals on both
sides of (6.6) are finite. Applying Lemma 6.2, we see that (4.15) is fulfilled
µn-almost everywhere on T ψn , for any n = 1, 2, . . . .
(4.16) now follows because
Qn(ψ) = Ln(ψ) +
∫
tψn(Vn − ln)dµn = c+R0 (6.8)
for any n = 1, 2, . . . , and limn→∞ Ln(ψ) = L(ψ) = c+R0 by the conditions of
the Theorem.
The “only if”-part of Theorem 4.2 is proved.
Let now ψ satisfy (4.15) µn-almost everywhere on T ψn , for any n = 1, 2, . . .
and let (4.16) hold for this ψ.
It follows from Lemma 6.2 that
Qn(ψ) = Qn−1(ψ) = · · · = Q1(ψ) = c +R0
for any n = 1, 2, . . . . It follows from (6.8) and (4.16) that limn→∞ Ln(ψ) = c+
R0. But ψ ∈ G , so limn→∞ Ln(ψ) = L(ψ), thus L(ψ) = c+R0 = infψ′∈G L(ψ′).
6.4 Proof of Theorem 4.3
Let us first note that that if infψ∈G L(ψ; b, c) > −∞ for some b ∈ R and c > 0,
then infψ∈G L(ψ; b
′, c′) > −∞ for all b′ ∈ R and c′ ≥ c. Indeed, if for any k >
−∞ there exists (ψ, φ) with ψ ∈ G , such that c′Eτψ+b′α(ψ, φ)− β˙0(ψ, φ) < k,
then
c′Eτψ − β˙0(ψ, φ) < k −min{0, b′},
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and
cEτψ + bα(ψ, φ)− β˙0(ψ, φ) ≤ cEτψ − β˙0(ψ, φ) + max{0, b}
< c′Eτψ − β˙0(ψ, φ) + max{0, b} ≤ k −min{0, b′}+max{0, b},
so infψ∈G L(ψ; b, c) = −∞.
Thus, we can know that infψ∈G L(ψ; b, c) > −∞, for all b ∈ R, with just
checking that
h(c) = inf
ψ∈G
L(ψ; 0, c) > −∞.
Let us note that h : (0,∞) 7→ R∪{−∞} is a concave function, as an infimum
of a family of concave (linear) functions. In addition, it is obviously non-
decreasing. It easily follows from this, that either h(c) > −∞ for all c > 0 or
h(c) = −∞ for all c > 0.
6.5 Proof of Lemma 4.4
The first inclusion in (4.18) is obvious.
Let ψ ∈ G1 be any stopping rule. Let us show that LN(ψ)→ L(ψ) as N →∞.
First, let us note that L(ψ) is finite. This is because, on the one hand, by
Lemma 4.3, L(ψ) > c + R0 > −∞. On the other hand, by (3.11), L(ψ) ≤
Eτψ <∞.
Now, by definition,
L(ψ)−LN (ψ) =
∞∑
n=N
∫
sψn(nf
n + ln)dµ
n−
∫
tψNNf
NdµN −
∫
tψN lNdµ
N (6.9)
The first summand on the right-hand side of (6.9) tends to 0, as N → ∞,
because it is a tail of a converging series (L(ψ)).
The second summand on the right-hand side of (6.9) tends to 0 as well, because∫
tψNNf
NdµN = NEtψN = NP (τψ ≥ N)→ 0,
as N →∞, since Eτψ <∞.
It remains to show that the third summand on the right-hand side of (6.9)
goes to 0 as well.
To start with, let us note that∫
tψN lNdµ
N = E0τψ
(
min
{
0, b− f˙N0 /fN0
})
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(it is easy to see, using (2.1), that f˙n0 = 0 µ
n-almost everywhere on {fn0 = 0}).
Therefore, using Schwarz’ inequality we have
(∫
tψN lNdµ
N
)2
≤ E0(tψN )2E0
(
min
{
0, b− f˙N0 /fN0
})2
. (6.10)
Because E0(t
ψ
N)
2 ≤ E0tψN = P0(τψ ≥ N) and
E0(min
{
0, b− f˙N0 /fN0
}
)2 ≤ E0(b− f˙N0 /fN0 )2
≤ 2b2 + 2E0(f˙N0 /fN0 )2 ≤ 2b2 + 2γN
for N > N0 (by Assumption 3), we have from (6.10) now that(∫
tψN lNdµ
N
)2
≤ 2P0(τψ ≥ N)(b2 + γN)→ 0
as N →∞, because E0τψ <∞.
6.6 Proof of Theorem 5.2
Let ψ ∈ G be such that
L¯(ψ;−b, c) = inf
ψ′∈G
L¯(ψ′;−b, c). (6.11)
By Theorem 4.2, it follows from (6.11) that ψ is defined by means of the
functions l¯n = min{0,−bfn0 + f˙n0 } and V¯n = limN→∞ V¯ Nn , n = 1, 2, . . . , where
V¯ Nn = min{l¯n, cfn +
∫
V¯ Nn+1dµ(xn+1)}
n = N − 1, N − 2, . . . , 1, being V NN ≡ l¯N .
Let us note that
l¯n = min{0, bfn0 − f˙n0 } − bfn0 + f˙n0 = ln − bfn0 + f˙n0 . (6.12)
Using this fact, it is easy to see that for any N = 1, 2, . . .
V¯ Nn = V
N
n − bfn0 + f˙n0 , (6.13)
µn-almost everywhere for any n = N,N − 1, . . . , 1.
Indeed, (6.13) is satisfied for n = N be virtue of (6.12). Let us suppose now
that (6.13) is satisfied for some n = k. Then
V¯ Nk−1 = min{l¯k−1, cfk−1 +
∫
V¯ Nk dµ(xk)}
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= min{l¯k−1, cfk−1 +
∫
(V Nk − bfk0 + f˙k0 )dµ(xk)}
= min{l¯k−1, cfk−1 +
∫
V Nk dµ(xk)− bfk−10 + f˙k−10 },
µk−1-almost everywhere, because
∫
fk0 (x1, . . . , xk)dµ(xk) = f
k
0 (x1, . . . , xk−1)
and
∫
f˙k−10 (x1, . . . , xk)dµ(xk) = f˙
k−1
0 (x1, . . . , xk−1) µ
k−1-almost everywhere
(the latter easily follows from (2.1)). Now, it follows from (6.12) that (6.13) is
also satisfied for n = k − 1, µk−1-almost everywhere.
Now, passing to the limit, as N →∞, in (6.13), we have
V¯n = Vn − bfn0 + f˙n0 , (6.14)
µn-almost everywhere.
Because, by Theorem 4.2,
I{l¯n<cfn+
∫
V¯n+1dµ(xn+1)}
≤ ψ ≤ I{l¯n≤cfn+∫ V¯n+1dµ(xn+1)}
µn-almost everywhere on T ψn , it follows from (6.12) and (6.14) that
I{ln<cfn+
∫
Vn+1dµ(xn+1)}
≤ ψ ≤ I{ln≤cfn+∫ Vn+1dµ(xn+1)}, (6.15)
µn-almost everywhere on T ψn , n = 1, 2, . . . .
In addition, ∫
tψn(Vn − ln)dµn =
∫
tψn(V¯n − l¯n)dµn → 0, (6.16)
as n→∞.
Let us show now that the problem of testing H0 : θ = θ0 vs H1 : θ > θ0 is
finite.
It follows from (6.11) that
cEτψ − bα(ψ, φ) + β˙0(ψ, φ) > k > −∞ (6.17)
for all ψ ∈ G and for all decision rules φ. Let now φ¯n = 1 − φn, n = 1, 2, . . . .
Then α(ψ, φ) =
∑∞
n=1E0s
ψ
nφn = 1−
∑∞
n=1E0s
ψ
n φ¯n, and
β˙0(ψ, φ) =
∞∑
n=1
∫
f˙n0 s
ψ
nφndµ
n =
∞∑
n=1
∫
f˙n0 s
ψ
ndµ
n −
∞∑
n=1
∫
f˙n0 s
ψ
n φ¯ndµ
n.
It follows from (6.17) now that
cEτψ + bα(ψ, φ¯)− β˙0(ψ, φ¯) +
∞∑
n=1
∫
f˙n0 s
ψ
ndµ
n > k + b. (6.18)
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Let φ˜n ≡ 1. Then, by Assumption 2,(
∞∑
n=1
∫
fnθ s
ψ
n φ˜ndµ
n
)′
θ
∣∣∣∣∣
θ=θ0
=
∞∑
n=1
∫
f˙n0 s
ψ
ndµ
n ≤ 0,
because
∑∞
n=1
∫
fnθ s
ψ
n φ˜ndµ
n = Pθ(τψ < ∞) = 1 for θ = θ0, and is less than or
equal to 1 for any other θ. We have from (6.18) that
cEτψ + bα(ψ, φ¯)− β˙0(ψ, φ¯) > k + b,
and therefore
inf
ψ∈G
L(ψ; b, c) ≥ k + b > −∞. (6.19)
It follows from (6.15), (6.16) and (6.19), by Theorem 4.2, that
L(ψ; b, c) = inf
ψ′
L(ψ′; b, c). (6.20)
By analogy, it can be shown that if ψ satisfies (6.20), then it satisfies (6.11)
as well.
6.7 Proof of Theorem 5.4
The essential part of the proof is the use of Theorem 5.1 with G = G1, where
G1 = {ψ : E0τψ <∞} (see Lemma 4.4, due to which the conditions of Lemma
4.3 are satisfied).
For the proof, we need some properties of the functions ρnc (z), n = 1, 2, . . . ,
and ρ(z), z ∈ R (see (5.10) and (5.11)).
Lemma 6.3 Every ρnc : R 7→ R is non-positive, concave, non-increasing, such
that ρnc (z) + z is non-decreasing with respect to z, and such that
lim
z→∞
(ρnc (z) + z) = 0 and limz→−∞
ρnc (z) = 0,
n = 1, 2, . . . .
Proof. It is obvious that ρ0c(z) = g(z) = min{0,−z} has all the claimed in
Lemma 6.3 properties. If for some k ≥ 0 ρkc has all these properties, let us
show that ρk+1c does so as well.
By definition,
ρk+1c (z) = min{g(z), c+
∫
ρkc (z + r(x))fθ0(x)dµ(x)} (6.21)
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Obviously, ρk+1c is non-positive, concave and non-decreasing. Because of this,
the integral on the right-hand side of (6.21), by virtue of Lebesgue’s monotone
convergence theorem, goes to 0 as z → −∞. Thus, ρk+1c (z)→ 0 as z → −∞.
We have further that
ρk+1c (z) + z = min{min{z, 0}, c+
∫
((z + r(x)) + ρkc (z + r(x)))fθ0(x)dµ(x)},
(6.22)
so it is non-decreasing with respect to z, and, by the monotone convergence
theorem, goes to 0, as z →∞.
It easily follows from Lemma 6.3 that ρc(z) = limn→∞ ρ
n
c (z) possesses the
same properties as ρnc .
Lemma 6.4 The function ρc : R 7→ R is non-positive, concave, non-increasing,
such that ρc(z) + z is non-decreasing with respect to z, and such that
lim
z→∞
(ρc(z) + z) = 0 and lim
z→−∞
ρc(z) = 0. (6.23)
Proof. The only non-trivial thing to prove is (6.23) – other properties follow
from the point-wise convergence. To prove it, we start from
ρc(z) = min{g(z), c+
∫
ρc(z + r(x))fθ0(x)dµ(x)}, (6.24)
which follows from (6.21) by the monotone convergence theorem, and
ρc(z)+z = min{min{z, 0}, c+
∫
((z+r(x))+ρc(z+r(x)))fθ0(x)dµ(x)}, (6.25)
which follows from (6.22) in the same way.
Because ρc(z) is non-increasing, limz→−∞ ρc(z) = a1, so, letting z → −∞ in
(6.24), we have that a1 = min{0, c + a1}, thus a1 = 0. Similarly, there exists
limz→∞(ρc(z) + z) = a2. Passing to the limit, as z → ∞, in (6.25) we have
a2 = min{0, c+ a2}, thus a2 = 0.
It easily follows from Lemma 6.4 that g(z)− ρc(z) is a non-negative function
tending to 0 as z → −∞ or z →∞, and such that
g(z)− ρc(z) ≤ g(0)− ρc(0) = −ρc(0) for any z ∈ R. (6.26)
Let hc(z) =
∫
ρc(z + r(x))fθ0(x)dµ(x) (see (6.24)). It follows from the Jensen
inequality that hc(z) ≤ ρc(z), z ∈ R. In addition, obviously, hc(z) → 0 as
z → −∞ and hc(z) + z → 0 as z → ∞. Thus, g(z) − hc(z) is also a non-
negative function tending to 0 as z → −∞ or z → ∞ with a maximum
reached at z = 0. In addition, it is easy to see that g(z)− hc(z) is convex as
a function on (−∞, 0], and that it is convex as a function on [0,∞).
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Therefore, for any 0 < c ≤ −hc(0) there are Ac ≤ 0 and Bc ≥ 0 such that
g(Ac) = c + hc(Ac) and g(Bc) = c+ hc(Bc), (6.27)
and such that g(z) < c+ hc(z) for z < Ac or z > Bc, and g(z) > c+ hc(z) for
z ∈ (Ac, Bc). Because of this, (5.12) is equivalent to (5.14). On the other hand,
if c > −hc(0), then c + hc(z) > g(z) for all z ∈ R. Thus, (5.12) is equivalent
to ψn = 1 in this case.
We have just proved that any (b, c)-generated stopping rule ψ is as described
immediately before Theorem 5.4.
Let us show now that for any (b, c)-generated stoping rule ψ it holds E0τψ <∞
(that is, ψ ∈ G1). We have
P0(τψ ≥ n) = E0tψn ≤ Pθ0(tψn > 0)
≤ Pθ0(zk ∈ (b+ Ac, b+Bc), for any k = 1, 2, . . . , n− 1).
Now, the finiteness of E0τψ follows by arguments of Berk (1975), p. 376.
It is easy to see now that any (b, c)-generated stopping rule ψ is regular, i.e.
that (5.13) holds true. This is due to (6.26), because
0 ≤
∫
tψn(g(zn − b)− ρc(zn − b))fn0 dµn ≤ −ρc(0)
∫
tψnf
n
0 dµ
n
= −ρc(0)Pθ0(τψ ≥ n)→ 0
as n→∞.
Thus, all the conditions of Theorem 5.1 are satisfied, so the assertion of The-
orem 5.4 follows.
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