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Abstract
We study the massless quark production in SU(2) gauge chromoelectric field by single-time
Wigner function covariantly with back reaction. The evolution of field and current are investigated.
For a phenomenological distribution function, both the time and momentum dependence have been
studied. Interesting phenomena are found, which are: when considering the back reaction, the
yield of quark production is higher than the Bjorken expanding field, and momentum ’gap’ with
confinement phenomenon exists in the phenomenological distribution function. To have a better
understanding on the phenomena, components of the Wigner function are qualitatively analyzed.
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I. INTRODUCTION
During the past years, a large amount of experiments have been carried out in relativistic
heavy ion collisions at the Super-Proton Synchrotron(SPS) and at the Relativistic Heavy Ion
Collier(RHIC). These experiments are thought to produce quark-gluon plasmas, and related
theories have been investigated[1–3] in early years. Since the microscopic mechanisms of
hadron production in hadron-hadron and heavy ion collisions are not fully understood, it is
very important to improve our understandings on these problems.
According to the chromoelectric flux tube(”string”) models, see Refs.[4–11], hadrons will
be produced via quark-antiquark and diquark-antidiquark pair production from the field
energy, namely, from the unstable flux tubes. These models can describe experimental results
very successfully at small transverse momentum. At higher transverse momentum one can
apply perturbative QCD models[12–14]. Since the energies of the string density is expected
to be large enough at RHIC and LHC, that a strong collective gluon field will be formed in
the whole available transverse volume. Thus, a classical gluon field as the expectation value
of the quantum field can be considered and investigated in the problem. The properties of
such nonAbelian classical fields and details of gluon production were studied very intensively,
especially asymptotic solutions[15, 16]. Lattice calculations were performed to describe
strong classical fields under finite space-time conditions in the very early stage of heavy
ion collision[17–19]. Similar methods have been developed to investigate the influence of
inhomogeneity on particle production[20–22]. Both fermion and boson production were
calculated in different kinetic models, see Refs.[23–33]. Some comparison have been made
with U(1) case in the kinetic model, see Refs.[34, 35]. These calculations concentrated
mostly on the bulk properties of the gluon and quark matter, the time evolution, the time
dependence of energy and particle number densities and so on.
To improve our understanding on the process of early quark production, we calculate
the kinetic equation of Wigner Function with the back reaction in SU(2) gauge field. Our
main interest is focused on the difference between a system with back reaction and one
without. Here, we focus our attention on a fixed color direction for massless fermions. To
calculate the problem, it comes to face the full p region problem, naturally. It is hard to
deal with both the nonperturbative and perturbative models at the same time. In this work,
we just simplify the problem and focus on finding some properties in both nonperturbative
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and perturbative models. We hope the model will meet some specific physical condition.
Though, it seems finding a proper function g(p⊥, p3) (function of the ’coupling constant’)
may be a possible way to deal with this problem, this may come in our future consideration.
The paper is orgnized as follows. In Sec. II, we show the QCD-QFT problem by introduc-
ing the kinetic equation of the Wigner operator and the field equation. In Sec. III, we give
the formulas of the Wigner function under the assumptions mentioned in Refs.[31, 34, 38, 39].
In Sec. IV, we simplify the self-consistent system in a SU(2) gauge, where the 4-potential
has been fixed in a special direction. The current, the boundary condition and the phe-
nomenological distribution function are also introduced in this section. In Sec. V, we give
the numerical results and show the similarities and new phenomena comparing with nonself-
consistent system. In Sec. VI, we summarize our results and make some outlooks.
II. KINETIC EQUATION OF WIGNER OPERATOR
The colored quarks obey the Dirac equation.
{γµ [i∂µ + gAµ(x)]−m}ψ(x) = 0. (1)
Here m denotes the current mass of quarks, g is the coupling constant. After choosing
the metric gµν = (1,−1,−1,−1), and choosing unit such that ~ = c = 1, the gauged field
potential is an N ×N matrix in color space defined by
Aµ(x) = A
a
µ(x)t
a, (2)
with the N2 − 1 hermitian generators (ta) of SU(N) in the fundamental representation,
satisfying Tr(ta) = 0, T r(tatb) = 1
2
δab, and
[
ta, tb
]
= ifabctc, with fabc is the structure
constant, the covariant derivative reads
Dµ(x) ≡ ∂µ + igAµ(x), (3)
is an N × N matrix in color space, field strength tensor is Fµν(x) ≡ [Dµ(x),Dν(x)] /(ig),
which obeys the field equation
[Dµ(x), F µν(x)] = gJ ν(x). (4)
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where J µ ≡ jˆµ,ata ≡ ψ¯γµtaψta = ∫ d4pTr(γµtaWˆ(x, p))ta, with Wˆ(x, p) is the Wigner
operator. The covariant Wigner operator is defined as
Wˆ(x, p) ≡
∫
d4y
(2pi)4
e−ip·yψ¯(x+
1
2
y)U(x+ 1
2
y, x)⊗ U(x, x− 1
2
y)ψ(x− 1
2
y)
=
∫
d4y
(2pi)2
e−ip·yψ¯(x)ey·
1
2
∂†x ⊗ e−y· 12∂xψ(x),
(5)
with ∂†x ≡ ∂/
←−
∂ x and ∂x ≡ ∂/−→∂ x are the generators of translations acting to the left and
right respectively. The link operator U(β, α) is given by the path ordered exponential of a
line integral[36, 37],
U(β, α) ≡ Pexp
−ig β∫
α
dzµAaµ(z)t
a
 (6)
and the path of integration is chosen as straight line between the end points, z(s) ≡
z(β, α, s) = α + (β − α)s, with 0 6 s 6 1. The Schwinger string is defined as [38]
[x]Fˆµν(z(s)) ≡ U(x, z(s))Fˆµν(z(s))U(z(s), x) = exp
[
is∂αp D˜α(x)
]
Fˆµν(x), (7)
where D˜(x)Fˆµν(x) ≡
[
D(x), Fˆµν(x)
]
, and then we obtain the covariant transport equation
for the QCD quark Wigner operator reads[
γµpµ −m+ 1
2
iγµDµ(x)
]
Wˆ(x, p) =
−ig∂νpγµ{
1
2∫
0
ds(1− 2s)[x]Fµν(x+ is∂p)Wˆ(x, p)+
Wˆ(x, p)
0∫
− 1
2
ds(1− 2s)[x]Fµν(x+ is∂p)}.
(8)
Now Eq.(4) and Eq.(8) constitute a self-consistent system, which is another form of the
QCD-QFT problem with back reaction.
III. KINETIC EQUATION OF WIGNER FUNCTION
In order to simplify this problem, we choose a special field, which is only in the z direction
and depends only on t. Then the gauged 4-potential reads
Aaµ(t) = (0, 0, 0, A
a(t)). (9)
4
We also assume that the Wigner function is sufficiently smooth in momentum space and
the field strength varies slowly enough in coordinate space, which satisfies (∆p)W ·(∆x)F  ~
[38]. Moreover, the expectation value of the Wigner operator is assumed to be diagonal in
the gauge that diagonalizes the field tensor[39]. Then, make the first order approximation
for slow varying field, a space homogeneous Wigner function, which is investigated by the
kinetic equation in the frame of the covariant single-time formalism, and can be read[34]
∂tW + g
8
∂
∂pi
(4{W , F0i}+ 2{Fiν ,
[W , γ0γν]}
− [Fiν , {W , γ0γν}]) = ipi{γ0γi,W}− im [γ0,W]
+ ig
[
Ai,
[
γ0γi,W]] .
(10)
The color decomposition with SU(Nc) generators in fundamental representation is
W =Ws +Wata, a = 1, 2, ...., N2c − 1, (11)
where Ws is the singlet part and Wa is the multiplet part. Also the spinor decomposition
follows
Ws|a = as|a + bs|aµ γµ + cs|aµν σµν + ds|aµ γµγ5 + ies|aγ5. (12)
In the frame of the specific 4-potential Eq.(9), Eq.(4) can be reduced to
∂tE
a(t) = −J a(t), (13)
where after defining
∂tA
a(t) = −Ea(t), (14)
then the problem comes to a Maxwell-like one.
IV. KINETIC EQUATIONS FOR WIGNER FUNCTION IN SU(2) CASE
A. Kinetic Equations For SU(2) Case
For SU(2) case, substituting both color decompositions Eq.(11) and spinor decomposition
Eq.(12) into Eq.(10). One can obtain a system of coupled differential equations, which
consists of 32 components[34]. For massless fermions, where m ≈ 0. In a fixed color
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direction field, we obtain
∂tb
s +
3
4
gEa
∂
∂p3
ba = 2p× ds, (15)
∂tb
a + gEa
∂
∂p3
bs = 2p× da, (16)
∂td
s +
3
4
gEa
∂
∂p3
da = 2p× bs, (17)
∂td
a + gEa
∂
∂p3
ds = 2p× ba, (18)
call a vector decomposition in momentum space,
bs|a = bs|a3 n + b
s|a
⊥
p⊥
p⊥
, (19)
ds|a = ds|an× p⊥
p⊥
, (20)
Eq.(15)-(18) can be reduced to 6 equations, and read
∂tb
s
⊥ +
3g
4
Ea
∂
∂p3
ba⊥ = −2p3ds, (21)
∂tb
s
3 +
3g
4
Ea
∂
∂p3
ba3 = 2p⊥d
s, (22)
∂td
s +
3g
4
Ea
∂
∂p3
da = 2p3b
s
⊥ − 2p⊥bs3, (23)
∂tb
a
⊥ + gE
a ∂
∂bs⊥
= −2p3da, (24)
∂tb
a
3 + gE
a ∂
∂p3
bs3 = 2p⊥d
a, (25)
∂td
a + gEa
∂
∂p3
ds = 2p3b
a
⊥ − 2p⊥ba3. (26)
B. The Quark Current
To calculate Eq.(21)-(26) with considering the back reaction, the field Eq.(13) and Eq.(14)
should be taken account of. And J (t) can be written in components
jsν(t) = −Tr(γν1ψ¯(t)ψ(t)) =
∫
d4pTr(γν1W(t,p)), (27)
jaν (t) = −Tr(γνtaψ¯(t)ψ(t)) =
∫
d4pTr(γνt
aW(t,p)). (28)
Since we only consider the case that the field is only in a fixed color direction, the singlet
component of the current does not affect. Substituting the decomposition Eq.(11) and
Eq.(12) with Dirac Matrix and Pauli Matrix, after integration, we have only the vector
component bµ remained, while other components a, cµν ,dµ, e vanish.
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C. The Vaccum Solutions of the Wigner Fucntion and The Phenomenological
Distribution Function
The vacuum solution for the singlet Wigner function has the form[31]
Ws = −1
2
m+ p · γ
ω(p)
, (29)
here, ω(p) =
√
p2 +m2, the vacuum initial conditions can be given as
bs(t→ −∞) = − p
2|p| , (30)
while other components of the Wigner function have zero initial values.
Comparing the one-particle energy density from Wigner Function Ef (t) = Tr〈(m −
γipi)W(t,p) + ω(p)〉 and from distribution function Ef (t) = 4Nc
∫
d3p
(2pi)3
ω(p)ff (t,p), see
Refs.[31, 34, 38], one can obtain a phenomenological distribution function for fermions
ff (t,p), reads
ff (t,p) =
mas(t,p) + p · bs(t,p)
ω(p)
+
1
2
, (31)
which is positive defined in a nonzero field. Moreover, ff = 0 agrees with the vacuum
solution of the Wigner function. Which is physically correct.
V. NUMERICAL RESULTS
In this section, we solve Eq.(21)-(26) with Eq.(13)-(14) numerically. As we mentioned
in Sec. I and Sec. IV, to obtain the current J , we need to integrate Eq.(27)-(28) in whole
p region. Then, a proper cut off should be taken. Also, the amplitude of the field E0 and
the coupling constant g affect the convergent region badly. So, the field amplitude and
the coupling constant are specially chosen, and we set them as E0 = 0.34 and g = 1. To
calculate the problem, we set E(t 6 0) = E0 ·
[
1− tanh2(t/δ)], with δ = 0.1E1/20 /|E0|. And
when t > 0, the system evolute in a self-consistent way. To make a comparison, the Bjorken
expanding field is introduced, which has a same opening at t 6 0, and E(t > 0) = E0
(1+t/t0)κ
with t0 = 0.01E
1/2
0 /|E0| and κ = 2/3. We list the components of the boundary conditions
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as
bs3(t→ −∞) = −
p3
2|p| , (32)
bs⊥(t→ −∞) = −
p⊥
2|p| , (33)
ba3(t→ −∞) = ba⊥(t→ −∞) = 0, (34)
da3(t→ −∞) = da⊥(t→ −∞) = 0. (35)
(a) Field
(b) Current
FIG. 1: Evolution of the Field and Current, t is in unit of |E0|√
E0
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In Fig.1, we plot evolution of the field and the current. When considering the back
reaction, the current is a sensitive quantity, which is characteristic plotted in Fig.1(b). Both
the field and current are damping, and the back reaction field does not decrease that fast than
the Bjorken expanding field, which indicates that the relaxation time can not be ignored.
Thus, the typical time of the quark production will be different.
FIG. 2: Evolution of the phenomenological distribution function f(t), t is in unit of |E0|√
E0
To study the time dependence of the quark production, we plot the evolution of the
phenomenological distribution function in Fig.2. Comparing distribution function in back
reaction field (fbr(t)) and in Bjorken expanding field (fBjorken(t)), it is found that, when
t < 1, fBjorken(t) > fbr(t), but when t > 1, fBjorken(t) < fbr(t), and when t is large enough,
they both reach a equilibrium state(while the little decrease in Bjorken expanding field is
cause by the computational accuracy). In a classical view, this agrees with the result in
Fig.1, when considering the back reaction, yield of massless quark is higher because of the
field decreasing more slowly.
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(a) t=0.1 (b) t=0.5
(c) t=1.0 (d) t=2.0
FIG. 3: (color on line)The phenomenological distribution function Log(fBjorken(t)) in the
Bjorken expanding field at different time points, where both p⊥ and p3 are in unit of
|E0|√
E0
In Fig.3 and Fig.4, we plot the momentum dependence of the distribution function in the
Bjorken expanding field and the back reaction field. In Fig.3, in the Bjorken expanding field,
the distribution function concentrates near the region of p = 0, and symmetrically distribute
along p3 = 0. And, distribution function decreases as the momentum increases. At different
time points, the momentum dependence of the distribution function keeps the same form. In
Fig.4, the distribution function in back reaction field has the same symmetrical properties.
But, as the time goes on, a momentum gap appears, and produced quarks distribute both the
near p = 0 region and the near inside gap region. Which forms a confinement phenomenon.
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(a) t=0.1 (b) t=0.3
(c) t=0.5 (d) t=0.7
(e) t=0.9 (f) t=2.0
(g) t=5.0 (h) t=30.0
FIG. 4: (color on line)The phenomenological distribution function Log(fbr(t)) in back reac-
tion field at different time points, where both p⊥ and p3 are in unit of
|E0|√
E0
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(a) t=0.1 (b) t=0.3
(c) t=0.5 (d) t=0.7
(e) t=0.9 (f) t=2.0
(g) t=5.0 (h) t=30.0
FIG. 5: (color on line) bs⊥(p⊥, p3) at different times, where both p⊥ and p3 are in unit of
|E0|√
E0
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(a) t=0.1 (b) t=0.3
(c) t=0.5 (d) t=0.7
(e) t=0.9 (f) t=2.0
(g) t=5.0 (h) t=30.0
FIG. 6: (color on line) bs3(p⊥, p3) at different times, where both p⊥ and p3 are in unit of
|E0|√
E0
13
(a) t=0.1 (b) t=1.0
(c) t=5.0 (d) t=10.0
(e) t=15.0 (f) t=20.0
(g) t=25.0 (h) t=30.0
FIG. 7: (color on line) ba⊥(p⊥, p3) at different times, where both p⊥ and p3 are in unit of
|E0|√
E0
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(a) t=0.1 (b) t=1.0
(c) t=5.0 (d) t=10.0
(e) t=15.0 (f) t=20.0
(g) t=25.0 (h) t=30.0
FIG. 8: (color on line) ba3(p⊥, p3) at different times, where both p⊥ and p3 are in unit of
|E0|√
E0
To have an elementary understanding on the phenomenon, we try to analyze the com-
ponents of the Wigner function, and plot bs⊥(p⊥, p3), b
s
3(p⊥, p3), b
a
⊥,(p⊥, p3) and b
a
3(p⊥, p3) in
15
Fig.5-Fig.8.
Since the phenomenological distribution function relates to bs⊥(p⊥, p3) and b
s
3(p⊥, p3) di-
rectly from Eq.(31), we plot singlet components at different time in Fig.5 and Fig.6. It is
obviously to see that bs⊥(p⊥, p3) is symmetric along p3 = 0 while b
s
3(p⊥, p3) is antisymmet-
ric along p3 = 0, which agrees with Ref.[34]. The singlet components keep the same form
at different time points. The multiplet components affect the current and field directly.
Thus, they affect the quark production indirectly. In Fig.7 and Fig.8, we plot ba⊥(p⊥, p3) and
ba3(p⊥, p3). It can be seen that b
a
⊥(p⊥, p3) is antisymmetric and b
a
3(p⊥, p3) is symmetric along
p3 = 0, which act in the opposite way of the singlet components. As the time goes on,the
interference-like structure appears, and spreads. At last, the components reach a steady
state. The tendency of the variation mainly lie in three special directions, read p3/p⊥ ≈ 0,
p3/p⊥ ≈ ±1, p3/p⊥ ≈ ∞. Both the singlet and multiplet components couple with each other
in the differential system, and take effect.
From Eq.(21)-Eq.(26), when considering the back reaction, the field Ea is related to
the multiplet components ba⊥ and b
a
3, and the dependence of the singlet components on the
multiplet components is changed, i.e. for two functions G(ba⊥, b
a
3) and H(b
a
⊥, b
a
3), have the
relation
∂G(ba⊥,b
a
3)
∂p3
= Ea(ba⊥, b
a
3)
∂ba⊥
∂p3
and
∂H(ba⊥,b
a
3)
∂p3
= Ea(ba⊥, b
a
3)
∂ba3
∂p3
, then G(ba⊥, b
a
3) and H(b
a
⊥, b
a
3)
have the properties as without considering the back reaction. In our opinion, the momentum
gap and the confinement phenomenon are the back reaction effects in a coupled differential
system.
VI. CONCLUSION
In this work, we studied the massless quark production with considering the back reaction
in SU(2) gauge. We solved the kinetic equations of Wigner function numerically. When
considering the back reaction, both the field and current are damping. Even though, the
coupling act differently in nonperturbative models and perturbative models. The varying
tendency of both field and current is reasonable. Comparing with the Bjorken expanding
field, the yield of quark production is higher. In the distribution function, a momentum gap
is existed, and the massless quark distribution forms a confinement phenomenon. Which,
in our opinion, are caused by the back reaction. For these problems, the nonvanishing parts
of the Wigner function, vector components, are qualitatively analyzed. The symmetrical
16
and anti-symmetrical properties of the components are conserved in comparison with the
Bjorken expanding field. The singlet components affect the distribution function directly
while the multiplet components act indirectly. In return, the produce fermions form a
feedback on the field. Our calculation showed the possibility to study a model of combining
both nonperturbative and perturbative models. But to have a full understanding of the
problem, the cross section should be carefully studied. Besides that, both the momentum
gap and the confinement phenomenon also should be quantitatively investigated.
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