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Abstract
Let I be the defining ideal of a non-degenerate smooth integral curve of degree d and of genus g in
Pn where n ≥ 3. The degree-complexity of I with respect to a term order τ is the maximum degree in
a reduced Gro¨bner basis of I , and is exactly the highest degree of a minimal generator of inτ (I ). For the
degree lexicographic order, we show that the degree-complexity of I in generic coordinates is 1+
(
d−1
2
)
−g
with the exception of two cases: (1) a rational normal curve in P3 and (2) an elliptic curve of degree 4 in
P3, where the degree-complexities are 3 and 4 respectively. Additionally if X ⊂ Pn is a non-degenerate
integral scheme then we show that, for the degree lexicographic order, the degree-complexity of X in generic
coordinates is not changed by an isomorphic projection of X from a general point.
c© 2007 Elsevier Ltd. All rights reserved.
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1. Introduction
How difficult is it to compute Gro¨bner bases? Since the construction of Gro¨bner bases
provides the foundation for most computation in algebraic geometry and commutative algebra,
it is important to know the complexity of the computation of Gro¨bner bases. For given
homogeneous ideal I , Bayer and Mumford (1993) have introduced the degree-complexity of
I with respect to a term order τ , which is the maximum degree in a reduced Gro¨bner basis of
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I , and is exactly the highest degree of a minimal generator of inτ (I ). The degree-complexity
of a homogeneous ideal is independent of the algorithm used to compute Gro¨bner bases but it
is reasonable to expect that if the objects are more complicated then it will be more difficult to
compute with it.
The degree-complexity depends on the choice of coordinates and on the monomial term
orders. For a fixed monomial term order, however, considering a generic change of basis and
coordinates, we may eliminate this dependence. Galligo (1974) has shown that the initial ideal of
I is invariant under generic changes of coordinates, which is the so-called generic initial ideal of
I . This implies that the degree-complexity is constant in generic coordinates. The generic initial
ideals have the Borel fixed property, which is a nice combinatorial property.
One important problem is that of giving a bound on the degree-complexity of a Gro¨bner basis
of a homogeneous ideal. In this paper, we are concerned with the following problem:
Problem 1.1 (Bayer and Mumford, 1993). Let R = K [x1, . . . , xn] where K is an algebraically
closed field of characteristic 0 and let I be a homogeneous ideal in R. For a given monomial
term order τ , let mτ (I ) denote the degree-complexity of a Gro¨bner basis with respect to τ in
generic coordinates and d(I ) denote the maximum degree of a polynomial in a minimum set of
generators of I . Then how much bigger can mτ (I ) be than d(I )? Bound mτ (I ) with respect to
d(I ) and the number of variables n.
In this paper, we will discuss Problem 1.1 focusing on two term orders: the degree lexicographic
order and the degree reverse lexicographic order. The degree reverse lexicographic order is well
adapted to taking hyperplane sections, and the degree lexicographic order is well adapted to
projections by eliminating variables. Throughout the paper, letm(I ) and M(I ) denote the degree-
complexities in generic coordinates corresponding to the degree reverse lexicographic order and
the degree lexicographic order respectively.
Bayer and Mumford (1993) have also introduced the Castelnuovo–Mumford regularity of I
as a rough measure of complexity of a homogeneous ideal. A homogeneous ideal I of R is
m-regular if, in the minimal free resolution F• of I ,
F• : 0 −→ Fr φm−→ · · · φ3−→ F2 φ2−→ F1 φ1−→ F0 φ0−→ I −→ 0,
every i-th syzygy Ki = ker(φi ) of I has degree≤ m+i for all i ≥ 0 and we define the regularity
of I , denoted by reg(I ), as the smallest m for which I is m-regular.
Bayer and Stillman (1987) have shown that m(I ) is exactly the Castelnuovo–Mumford
regularity, which is always smaller than or equal to mτ (I ) for arbitrary monomial term order
τ (Green, 1998, Corollary 2.12). Therefore, knowing an upper bound of m(I ) is equivalent to
knowing a bound of the Castelnuovo–Mumford regularity of I . In this context, there have been
several results which establish bounds for the Castelnuovo–Mumford regularity of I . In the worst
case, a doubly exponential bound for the regularity of I in terms of d(I ) was given by Giusti
(1984) and Galligo (1979) in characteristic 0 and recently, by Caviglia and Sbarra (2005) for
arbitrary field. Mayer and Meyer (1982) showed that this bound is the best possible. That is,
they gave a remarkable example of a homogeneous ideal such that its regularity is roughly the
(2n)th power of d(I ). However, many results show that the bound on the degree-complexity
m(I ) is much smaller, like the nth power of d(I ) or better, if I is the defining ideal of the
scheme that is geometrically nice. For details, refer to Bayer and Mumford (1993), Bertram
et al. (1991), Giaimo (2006), Gruson et al. (1983), Kwak (2000), Lazarsfeld (1987), Peeva and
Sturmfels (1998), and Stuckrad and Vogel (1998).
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What can we say about the corresponding problem for M(I )? In contrast with the case for
m(I ), there are very few results concerning M(I ). It is known from experience that the degree
lexicographic generic initial ideal of an homogeneous ideal I tends to be extremely complicated
so M(I ) can climb to much higher degrees than m(I ). Considering sufficiently generic forms f1,
f2, f3 of degree 4 in K [x1, . . . , x5], the homogeneous ideal I = ( f1, f2, f3) defines a smooth
complete intersection curve in P4. Hence, thanks to the Koszul complex, we know that m(I ) is
10, which is the regularity of I . However if we try to compute Gro¨bner bases to obtain M(I )
with respect to the degree lexicographic order, we will find that it is almost impossible. However,
once we prove our main theorem, we can give the answer of the question without computing
Gro¨bner bases. We shall show that M(I ) is 1729 and this gives us a reason why it is difficult to
compute Gro¨bner bases with respect to the degree lexicographic order practically.
Recently Conca and Sidman (2005) have shown that if I is the defining ideal of a smooth
irreducible complete intersection space curve C of type (a, b) in P3 then M(I ) is 1 + ab(a −
1)(b − 1)/2 with the exception of the case a = b = 2, where M(I ) is 4. The main goal of the
paper is to improve the result of Conca and Sidman (2005) and to give the exact formula for
M(IC ) with respect to the degree and the genus of C , where IC is a defining ideal of a smooth
integral curve C ⊂ Pn not contained in a hyperplane.
We will prove the following results in this paper:
Theorem 1.2. Let X be an integral scheme in Pn and let pi be a generic projection of X to Pn−1.
Suppose that pi is an isomorphism. Then
M(IX ) = M(Ipi(X)).
Theorem 1.3. Let C be a non-degenerate smooth integral curve of degree l and genus g in Pn .
The degree-complexity M(IC ), which is the regularity of the lexicographic generic initial ideal
of C, is equal to
3 ifC is a rational normal curve in P3
4 ifC is an elliptic curve of degree 4 in P3
1+ (l−12 )− g otherwise.
This leads to an answer to Problem 1.1. If IC is the defining ideal of a non-degenerate smooth
integral curve C of degree l and genus g in Pn where n ≥ 3, then we show that
M(IC ) ≤ l
2
2
≤ d(IC )
2n
2
.
Moreover, from Theorem 1.3 we deduce an upper and lower bound of M(IC ) with respect to
the degree l of C and n, which is given by
l2(n − 2)
2(n − 1) −
l(n − 2)
n − 1 −
n2 − 14n + 17
8(n − 1) ≤ M(IC ) ≤ 1+
(
l − 1
2
)
.
2. Preliminaries
Let R = K [x1, . . . , xn] be the polynomial ring where K is an algebraically closed field of
characteristic 0. For an element α = (α1, . . . , αn) ∈ Nn we use the notation xα = xα11 · · · xαnn for
monomials. Its degree is |α| =∑ni=1 αi .
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2.1. DegLex and DegRevLex orders
The monomial term orders that we mainly consider in this paper will be the degree
lexicographic and degree reverse lexicographic term orderings, which are denoted as DegLex
and DegRevLex. For two terms xα and xβ , we say xα ≥DegLex xβ (xα ≥DegRevLex xβ ) if and
only if we have |α| > |β|, or if the first non-zero component of α−β is positive (the last non-zero
component of α − β is negative), or if xα = xβ .
2.2. The initial ideal
Let τ be a term order on the set of monomials. For a homogeneous polynomial f , we define
the initial term inτ ( f ) of f to be the greatest monomial in the support of f with respect to the
order τ . If I ⊂ R is a homogeneous ideal, we define the initial ideal inτ (I ) to be the ideal
generated by {inτ ( f )| f ∈ I }.
2.3. Gro¨bner bases
Let I = ( f1, . . . , ft ) be a homogeneous ideal of R and let τ be a term order on the
set of monomials. Then, in general, the initial ideal inτ (I ) is not (minimally) generated by
in( f1), . . . , in( ft ), so we have to find some polynomials of the ideal I to obtain an initial ideal
of I . There are algorithms that take the generating set { f1, . . . , ft } for I and produce a set of
polynomials {g1, . . . , gk} ⊂ I such that
(in( f1), . . . , in( ft ), in(g1), . . . , in(gk)) = in(I ).
A set of polynomials G in I is a Gro¨bner basis for I if the initial ideal inτ (I ) is generated by
initial terms of G.
2.4. Generic initial ideals
For an invertible matrix g = (gi j ) ∈ GLn(R∨1 ) over the n-dimensional vector space R∨1 ,
we define an action on R which induces a K -algebra isomorphism of R. We define the action
of g on a homogeneous form f ∈ R by f (x1, . . . , xn) 7→ f (g(x1), . . . , g(xn)), where
g(xi ) = ∑nj=1 gi j x j . For a homogeneous ideal I and g = (gi j ) ∈ GLn(R∨1 ), we denote as
g(I ) the homogeneous ideal generated by f (g(x1), . . . , g(xn)) for all f ∈ I . A monomial ideal
I is said to be Borel fixed if g(I ) = I for every upper triangular matrix g ∈ GLn(R∨1 ). A Borel
fixed monomial ideal has a nice combinatorial property, namely that of being strongly stable: If
xim ∈ I for some monomial m ∈ I , then x jm ∈ I for all j ≤ i .
Theorem 2.1 (Galligo, Bayer–Stillman). For any monomial term order τ and any homogeneous
ideal I , there is a Zariski open subset U ⊂ GLn(R∨1 ) such that inτ (g(I )) is constant and Borel
fixed for g ∈ U. We will call inτ (g(I )) the generic initial ideal of I and denote it by Ginτ (I ).
Example 2.2. Let C be a rational normal curve in P3. For the degree lexicographic order, a
reduced Gro¨bner basis of IC is shown to be
{x21 − x0x2, x1x2 − x0x3, x22 − x1x3},
and inDegLex(IC ) = (x0x2, x0x3, x1x3). However, considering a generic change of coordinates,
we can show that the initial ideal is generated by monomials {x20 , x0x1, x31 , x0x2}. Hence, the
generic initial ideal of IC is GinDegLex(IC ) = (x20 , x0x1, x31 , x0x2) and M(IC ) = 3.
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A homogeneous ideal I ⊂ R is said to be in generic coordinates if inτ (I ) = Ginτ (I ).
2.5. Hilbert function
Let S = K [x0, . . . , xn] be the polynomial ring, the coordinate ring of Pn , and let X be a
closed subscheme in Pn . For the homogeneous coordinate ring SX = S/IX , the Hilbert function
of X (or SX ) is defined by
H(X, d) = dimk(SX )d ,
for any non-negative integer d . A classical result of Hilbert says that the Hilbert function H(X, d)
is equal to a polynomial P(X, d) for a sufficiently large d > 0, called the Hilbert polynomial of
X .
Theorem 2.3 (Gotzmann’s Regularity Theorem: Theorem 3.11 in Green (1998)). Let X be a
closed subscheme in Pn of dimension r. Then there exist positive numbers r = as ≥ as−1 ≥
· · · ≥ a1 ≥ 0 such that X has Hilbert polynomial of the form
P(X, d) =
(
as + d
d
)
+
(
as−1 + (d − 1)
d − 1
)
+ · · · +
(
a1 + (d − s + 1)
d − s + 1
)
. (2.1)
Furthermore, IX is s-regular.
Lemma 2.4. Let X be a smooth integral curve of degree l and genus g in P3. Then, s =
l + (l−12 )− g where l is the number of ai equal to 1 in the notation of Theorem 2.3.
Proof. Let P(X, d) be the Hilbert polynomial of X . Then,
P(X, d)= ld + 1− g
=
(
d + 1
d
)
+ · · · +
(
d − l + 2
d − l + 1
)
+
(
l−2∑
i=−1
i
)
+ (1− g)
=
(
d + 1
d
)
+ · · · +
(
d − l + 2
d − l + 1
)
+
(
l − 1
2
)
− g,
and we obtain the desired result. 
2.6. Castelnuovo–Mumford regularity
The regularity of a homogeneous ideal provides a measure of the complexity of computing
with the ideal. Recall that a homogeneous ideal I is m-regular if, in the minimal free resolution
of I , for all p ≥ 0, every p-th syzygy has degree ≤ m + p. The regularity of I , reg(I ), is the
smallest such m.
A great deal of fundamental information about I can be read off if I is a Borel fixed monomial
ideal of R. The following is a useful property of Borel fixed ideals.
Theorem 2.5 (Green, 1998). For a Borel fixed monomial ideal I ⊂ R, the regularity of I is the
maximal degree of a minimal generator of I .
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Recall the notation for degree-complexities m(I ) and M(I ) with respect to the degree reverse
lexicographic order and to the degree lexicographic order in generic coordinates, respectively.
By Theorems 2.1 and 2.5,
m(I ) = reg(GinDegRevLex(I ))
M(I ) = reg(GinDegLex(I )).
The following examples can be computed on a computer program, e.g. Macaulay 2 (Grayson
and Stillman, 1997).
Example 2.6 (Macaulay 2). Consider a smooth rational curve C ⊂ P3 of degree 5 defined by
the map
[s, t] → [s5, s4t, st4, t5].
If IC is the defining ideal of C , then
• IC = (x2x3 − x1x4, x43 − x2x34 , x1x33 − x22 x24 , x21 x23 − x32 x4, x42 − x31 x3)
• GinDegLex(IC ) = (x21 , x1x32 , x52 , x1x22 x3, x1x2x23 , x1x63 , x1x22 x4, x1x2x3x24 , x1x2x44)
• GinDegRevLex(IC ) = (x21 , x1x32 , x42 , x1x22 x3, x32 x3).
Hence, m(IC ) = 4 and M(IC ) = 7. Note that the genus g of the curve C is zero and thus
1+ (deg(C)−12 )− g = 7.
Example 2.7 (Macaulay 2). Consider a smooth complete intersection curve C of type (2, 2, 3)
in P4. This is a curve of degree 12 with genus 13. Then,
GinDegRevLex(IC ) = (x20 , x0x1, x31 , x21 x2, x0x32 , x1x32 , x52).
Hence, m(IC ) = 5, which is the regularity of IC .
Remark 2.8. What is M(I ) in Example 2.7? If we try to compute GinDegLex(IC ) in order to
obtain M(IC ) then we may find that it is very difficult. Without computing GinDegLex(IC ), we
will show that M(IC ) = 43.
For m(I ), its relation to the regularity of a homogeneous ideal was shown by Bayer and
Stillman (1987).
Theorem 2.9 (Bayer and Stillman, 1987). Let I ⊂ S be a homogeneous ideal of R. Then
reg(I ) = m(I ).
Notice that, by Theorem 2.9, knowing an upper bound for m(I ) is equivalent to knowing the
regularity bound of I . An important open problem is that of giving a bound on the regularity of
any smooth variety Z with respect to invariants of Z , and there have been many results on this
problem.
Theorem 2.10. Let Z be a smooth variety Z ⊂ Pn of dimension r and let IZ = ( f1, . . . , ft ) be
the defining ideal of Z. Then,
(a) m(IZ ) ≤ (r + 1)(deg(Z)− 2)+ 2 (Bayer and Mumford, 1993).
(b) m(IZ ) ≤∑ti=1 deg( fi )− n + r + 1 (Bertram et al., 1991).
(c) If r ≤ 3, then m(IZ ) ≤ deg(Z) − codim(Z) + 1 (Gruson et al., 1983; Pinkham, 1986;
Lazarsfeld, 1987; Ran, 1990).
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The bound of m(IZ ) in (c) is still open for r ≥ 4, as is conjectured by Eisenbud and Goto
(1984). The conjecture is known to hold for arithmetically Buchsbaum surfaces (Stuckrad and
Vogel, 1998) and toric varieties of low codimension (Peeva and Sturmfels, 1998). Somewhat
weaker results are known more generally (Kwak, 1999, 2000). For a survey, see pp. 1–48
in Bayer and Mumford (1993) and pp. 55–87 in Eisenbud (2005). Since it is known that
deg(Z) ≤ d(IZ )n−r (Bayer and Mumford, 1993, Proposition 3.5), these results gave an upper
bound of m(IZ ):
m(IZ ) ≤ (d(IZ ))n .
The regularity has an alternate description, in terms of cohomology. Let F be a coherent sheaf
of OPn -modules and we define a graded R-module
H i∗(Pn,F) =
⊕
d∈Z
H i∗(Pn,F(d)).
David Mumford defined the regularity of a coherent sheaf on projective space as follows: A
coherent sheaf F on Pn is said to be m-regular if H i (Pn,F(m − i)) = 0 for all i > 0; the
regularity, reg(F), is the smallest such m.
Let I be a homogeneous ideal of R = K [x0, x1, . . . , xn] and let M be the maximal ideal
(x0, x1, . . . , xn) of R. A homogeneous ideal I is saturated if the ideal (I : M) = I , where
(I :M) = { f ∈ R | fM ⊂ I }. If I is a saturated ideal, m-regularity of I as a homogeneous
ideal is equivalent to the geometric condition that the associated sheaf I, on projective space Pn ,
satisfies the condition of Castelnuovo–Mumfordm-regularity, i.e. reg(I ) = reg(I) (see Section 4
in Eisenbud (2005)).
For the proof of the main results in this paper, we need the following lemmas.
Lemma 2.11. Let X be a non-degenerate closed subscheme in Pn and let H(X,−) be the Hilbert
function of X. Then,
H(X, d) = P(X, d) for all d ≥ reg(IX )− 1.
Proof. Since the Hilbert polynomial P(X, d) is given by the Euler characteristic of OX (d) (pp.
230 in Hartshorn (1997)),
P(X, d) = χ(OX (d))
=
∑
i
(−1)i dimk H i (X,OX (d)).
On the other hand, we know that
H i (X,OX (d)) ∼= H i+1(Pn, IX (d)) = 0,
for i ≥ 1 and for d ≥ reg(IX )− 2 by the definition of the regularity. Thus, for d ≥ reg(IX )− 2,
P(X, d) = dimk H0(X,OX (d)).
Now consider an exact short sequence
0 −→ (R/IX )d −→ H0(X,OX (d)) −→ H1(Pn, IX (d)) −→ 0.
Hence, for all d ≥ reg(IX )− 1,
H1(Pn, IX (d)) = 0
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and this is equivalent to (R/IX )d = H0(X,OX (d)). Consequently, H(X, d) = P(X, d) for all
d ≥ reg(IX )− 1 as we wished. 
Lemma 2.12. Let X be a non-degenerate closed subscheme in Pn and let pi be a projection of X
to Pn−1. If pi is an isomorphism then
reg(IX ) ≤ reg(Ipi(X)),
where IX are Ipi(X) are defining saturated ideals of X and pi(X) respectively.
Proof. We first observe that, for all i ≥ 2 and j ≥ 0,
H i (Pn, IX ( j)) ∼= H i−1(X,OX ( j))
∼= H i−1(pi(X),Opi(X)( j))
∼= H i (Pn−1, Ipi(X)( j)).
Indeed, from an exact long sequence
→ H i−1(Pn,OPn ( j))→ H i−1(X,OX ( j))→ H i (Pn, IX ( j))→ H i (Pn,OPn ( j))→
(and the same sequence with X replaced by pi(X)), we obtain the first and third isomorphisms
immediately. The second isomorphism follows from the assumption that pi is an isomorphism.
Now let us prove the following:
Claim. H1(Pn−1, Ipi(X)( j)) = 0 implies H1(Pn, IX ( j)) = 0 for j ≥ 0.
Notice that once the Claim is proved we will be done by the definition of the regularity of
Castelnuovo–Mumford regularity. To prove the claim, consider a commutative diagram
H0(Pn−1,OPn−1( j))
f→ H0(pi(X),Opi(X)( j))→ H1(Pn−1, Ipi(X)( j))→ 0
↓ ↓ ↓
H0(Pn,OPn ( j)) g→ H0(X,OX ( j)) → H1(Pn, IX ( j))→ 0,
where the middle vertical map is induced by the morphism of sheaves Opi(X) → pi∗OX . Since
the middle vertical map is an isomorphism, we know that, by diagram chasing,
H1(Pn−1, Ipi(X)( j)) = 0⇔ the map f is surjective
⇒ the map g is surjective
⇔ H1(Pn, IX ( j)) = 0,
and this completes the proof of the Claim. 
3. Generic projections and partial elimination ideals
The following Definition 3.1 and Proposition 3.2 show the relation between generic initial
ideals for degree lexicographic order and generic projection.
Definition 3.1 (Definition 6.1 in Green (1998)). Let I be a homogeneous ideal in k[x0, . . . , xn].
If f ∈ Id has leading term in( f ) = xd00 · · · xdnn , we will set d0( f ) = d0, the leading power of x0
in f . We let
K˜k(I ) =
⊕
d≥0
{
f ∈ Id | d0( f ) ≤ k
}
.
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If f ∈ K˜k(I ), we may write uniquely
f = xk0 f¯ + g,
where d0(g) < k. Now we define Kk(I ) as the image of K˜k(I ) in k[x1, . . . , xn] under the map
f 7→ f¯ and we call Kk(I ) the k-th partial elimination ideal of I .
Proposition 3.2 (Theorem 3.5 in Conca and Sidman (2005), Proposition 6.2 in Green (1998)).
Let X ⊂ Pn be a reduced closed subscheme and let IX be the defining ideal of X. Suppose
p = [1, 0, . . . , 0] /∈ X and that pi : Pn → Pn−1 is the projection from the point p ∈ Pn to
x0 = 0. Then, set theoretically, Kk(IX ) is the ideal of{
q ∈ pi(X) | multq(pi(X)) > k
}
.
For a reduced closed subscheme X ⊂ Pn , let pi : X ⊂ Pn → Pn−1 be the projection of X from
a general point in Pn . Now we want to give a scheme structure on
{
q ∈ pi(X) | multq(pi(X)) >
k
}
. By Proposition 3.2, it is natural that we define a closed subscheme Yk(X) in Pn−1 for each
k ≥ 0:
Yk(X) = Proj(R¯/Kk(IX )),
where R¯ = K [x1, . . . , xn]. From Proposition 3.2 we have
(Yk(X))red =
{
q ∈ pi(X) | multq(pi(X)) > k
}
.
For a homogeneous ideal I , we can see that
in(I ) =
∞⊕
k=0
xk0
(
in(Kk(I ))
)
. (3.1)
The following proposition shows that if I is in generic coordinates, then the partial elimination
ideals Kk(I ) are already in generic coordinates.
Proposition 3.3 (Proposition 3.3 in Conca and Sidman (2005)). Let I be a homogeneous ideal.
If I is in generic coordinates then in(Kk(I )) = GinDegLex(Kk(I )).
By (3.1) and Proposition 3.3, we know that
GinDegLex(I ) =
∞⊕
k=0
xk0
(
GinDegLex(Kk(I ))
)
. (3.2)
Then, for a closed subscheme X ⊂ Pn and for the defining ideal IX of X , we could compute the
Hilbert polynomial of X from Yk(X) since the Hilbert function of Kk(IX ) is the same as that of
the initial ideal of Kk(IX ).
Lemma 3.4. Let X ⊂ Pn (n ≥ 3) be a closed subscheme and let IX be the defining ideal of X in
R = K [x0, . . . , xn]. If R¯ = K [x1, . . . , xn] is a polynomial ring then
H(R/IX , d) =
∑
k≥0
H(R¯/Kk(IX ), d − k).
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Proof. Consider the following combinatorial identity:(
n + d
d
)
=
d∑
k=0
(
n − 1+ d − k
d − k
)
, (3.3)
which follows directly from Pascal’s identity:(
n + d
d
)
=
(
n − 1+ d
d
)
+
(
n − 1+ d
d − 1
)
for all d > 0 and n > 0.
Note that Kk(IX ) and GinDegLex(Kk(IX )) have the same Hilbert function. Hence, by (3.2) and
(3.3),
H(R/IX , d) = H(R/GinDegLex(IX ), d)
=
(
n + d
d
)
− H(GinDegLex(IX ), d)
=
∑
k≥0
[(
n − 1+ d − k
d − k
)
− H(Gin(Kk(IX )), d − k)
]
=
∑
k≥0
H(R¯/Kk(IX ), d − k),
which completes the proof. 
Let I be a homogeneous ideal R and denote by G(I ) the set of minimal generators of I
and by G(I )d the elements of that set which have degree d. Note that the generic initial ideals
have Borel fixed property, and thus the regularity of GinDegLex(I ) is the maximal degree of a
generator GinDegLex(I ). The following proposition shows a relation between reg(GinDegLex(IX ))
and reg(GinDegLex(Kk(IX ))).
Proposition 3.5. Let X be a closed subscheme in Pn . Then,
reg(GinDegLex(IX )) = max
k≥0
{reg(GinDegLex(Kk(IX )))+ k}. (3.4)
Proof. Now let us consider
GinDegLex(IX ) =
∞⊕
t=0
x t0
(
GinDegLex(Kt (IX ))
)
. (3.5)
We will show below that x t0M ∈ G(GinDegLex(IX )) if and only if M ∈ G(GinDegLex(Kt (IX ))).
This means that if we let
x t0G
(
GinDegLex(Kt (IX ))
) = {x t0M | M ∈ G(GinDegLex(Kt (IX )))},
then we have that
G(GinDegLex(IX )) =
⋃˙
t≥0
x t0G
(
GinDegLex(Kt (IX ))
)
. (3.6)
Indeed, suppose x t0M ∈ G(GinDegLex(IX )). From the definition of the ideal Kt (IX ) we can see
that M ∈ GinDegLex(Kk(IX )). Assume that M is not a minimal generator of GinDegLex(Kt (IX ))
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such that M /∈ G(GinDegLex(Kt (IX ))). Then there is a monomial generator N ∈ G(GinDegLex
(Kt (IX ))) such that N | M . This implies that
x t0N ∈ GinDegLex(IX ) and x t0N | x t0M,
which contradicts the fact that x t0M is a monomial generator of GinDegLex(IX ). Hence M is
contained in G(GinDegLex(Kt (IX ))).
Conversely, if there is a M ∈ G(GinDegLex(Kt (IX ))) such that x t0M /∈ G(GinDegLex(IX )) then
we may choose a monomial x j0 N ∈ G(GinDegLex(IX )) satisfying
x0 - N and x
j
0 N | x t0M
for some t ≥ j ≥ 0. Since N ∈ G(GinDegLex(K j (IX ))) and
K0(IX ) ⊂ K1(IX ) ⊂ K2(IX ) ⊂ · · · ,
it is obvious that N ∈ GinDegLex(Kt (IX )) and N | M . Therefore M would not be
a minimal generator of GinDegLex(Kt (IX )), which contradicts the assumption that M ∈
G(GinDegLex(Kt (IX ))).
We know that the regularity of GinDegLex(IX ) is achieved by the maximal degree of a
system of minimal monomial generators of GinDegLex(IX ) since a generic initial ideal is a
Borel fixed monomial ideal (Theorem 2.5). By the Eq. (3.6), every minimal monomial generator
of GinDegLex(IX ) comes from an element of x t0(GinDegLex(Kt (IX ))) for some t ≥ 0 and, by
Theorem 2.5, this implies that the regularity of GinDegLex(IX ) can be obtained by finding the
maximum among the reg(GinDegLex(Kt (IX )))+t for each t ≥ 0, which completes the proof. 
4. The degree lexicographic generic initial ideal of a smooth integral curve
Let C be a smooth integral curve of degree t and genus g in P3. Note that a generic projection
of a smooth integral curve C has only nodes as singularities and that the number of singularities
is
(t−1
2
)− g. From Proposition 3.2, we can see that Y1(C) = Proj(K [x1, x2, x3]/K1(C)) defines
singularities of a generic projection of C , set theoretically. Consequently, it follows that, in
generic coordinates, the degree of the reduced scheme
Y1(C)red = Proj(K [x1, x2, x3]/
√
K1(C))
is equal to
(t−1
2
) − g, where √K1(C) is the radical ideal of K1(C). Then one may ask whether
K1(C) is reduced (saturated) or not. Theorem 4.1 gives us the answer to this question.
Theorem 4.1. Let C be a reduced curve in P3. Assume that the defining ideal IC is in generic
coordinates. Then:
(a) If C is equi-dimensional then K1(C) is a saturated ideal.
(b) Moreover, if C is smooth and irreducible then K1(C) is reduced.
Proof. (a) Assume that C is an equi-dimensional curve of degree t . Then the generic projection
of C into P2 is defined by a single polynomial F ∈ K [x1, x2, x3] of degree t . In other words,√
K0(IC ) = (F). We claim that K0(IC ) is reduced. Suppose that f m ∈ K0(IC ) for some positive
integerm. Since K0(IC ) ⊂ IC and IC is reduced, we know that f ∈ IC∩K [x1, x2, x3]. It follows
that f ∈ K0(IC ) from the definition of K0(IC ). Hence K0(IC ) is reduced and K0(IC ) = (F).
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Let M¯ = (x1, x2, x3) be the maximal ideal of R¯ = K [x1, x2, x3]. By the definition of
saturated ideal, K1(IC ) is saturated if and only if (K1(IC ) : M¯) = K1(IC ). Hence it is enough
to show that
(K1(IC ) : M¯)/K1(IC ) = 0.
For the proof, consider the Koszul complex
· · · → K−p−1m → K−pm → K−p+1m → · · · ,
where K−pm =∧p M¯⊗ K0(IC )m−p. From Corollary 6.7 in Green (1998), R¯-module (K1(IC ) :
M¯)d/K1(IC )d injects into H−1(K•d+3) for each d . Note that
H−1(K•d+3) = H
(
1∧
M¯⊗ K0(IC )d+2
)
= TorR¯1 (R¯/M¯, K0(IC ))d+3.
Since the ideal K0(IC ) is generated by a single polynomial F , we can see that
TorR¯1 (R¯/M¯, K0(IC )) = 0.
This proves that (K1(IC ) : M¯)/K1(IC ) = 0, as we wished.
(b) We already know that K1(IC ) is a saturated ideal, and that the radical ideal
√
K1(IC ) of
K1(IC ) defines a reduced set of points of degree
(deg(C)−1
2
)− g, where g is the genus of C . Note
that K1(IC ) defines a zero-dimensional scheme in P2 and that
deg(Y1(C)) ≥ deg(Y1(C)red) =
(
deg(C)− 1
2
)
− g.
To finish the proof, we will show that
deg(Y1(C)) =
(
deg(C)− 1
2
)
− g.
Since a generic projection of C in P3 has only nodes as singularities we see that the fiber of
the projection of the curve C will contain at most two points. Then, by Proposition 3.2, Hilbert
polynomials P(R¯/Kt (IC ), d) are zero for all t ≥ 2. From Lemma 3.4, we have that
P(R/IC , d) = P(R¯/K0(IC ), d)+ P(R¯/K1(IC ), d − 1).
Since K1(IC ) is a saturated ideal defining the scheme Y1(IC ), the degree of the scheme Y1(IC )
can be computed as
P(R/IC , d)− P(R¯/K0(IC ), d).
We know that K0(IC ) is generated by a single polynomial F of degree deg(C), and we can see
that
P(R¯/K0(IC ), d) =
(
d + 1
d
)
+ · · · +
(
d − deg(C)
d − deg(C)+ 1
)
.
Therefore, it follows that P(R¯/K1(IC ), d − 1) =
(deg(C)−1
2
) − g from Lemma 2.4. As a
consequence, we have seen that
deg(Y1(IC )) = deg(Y1(IC )red) =
(
deg(C)− 1
2
)
− g,
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and hence, the saturation of the ideal K1(IC ) is reduced. Since the ideal K1(IC ) is already
saturated, this complete the proof. 
Remark 4.2 (Example 4.3 in Conca and Sidman (2005)). IfC is not a smooth curve, in general,
the first partial elimination ideal K1(IC )might be non-reduced. Conca and Sidman gave an ideal
I = (x3 − yz2, y3 − z2t) ⊂ K [x, y, z, t] which defines an irreducible complete intersection
curve C . However, in this case, the curve C defined by I has one singular point and K1(IC ) is
not reduced in generic coordinates.
Now we are ready to prove the main result of the paper:
Proof (Theorem 1.2). Let X be an integral scheme in Pn and let pi be a generic projection of X
to Pn−1. Assume that IX is an generic coordinates. To prove the result we will see that
reg(GinDegLex(IX )) = reg(GinDegLex(Ipi(X))).
Then it follows that M(IX ) = M(Ipi(X)) directly from Theorem 2.5. First note that K0(IX ) is a
prime ideal since IX is a prime ideal. Then we may assume that K0(IX ) is the defining ideal of
the generic projection pi(X) and it follows that
reg(GinDegLex(IX )) ≥ reg(GinDegLex(Ipi(X)))
from Proposition 3.5.
We now turn to the reverse inequality. Assume that pi is isomorphism. From Proposition 3.2,
we know that
{q ∈ pi(X) | multq(pi(X)) > t}
is the empty set for each t ≥ 1. This means that St (X) = R¯/Kt (IX ) is an Artinian ring where
R¯ = K [x1, . . . , xn]. In other words, if t ≥ 1 then H(St (X), d) = 0 for sufficiently large d.
Claim: If d ≥ reg(GinDegLex(Ipi(X))) then H(St (X), d − t) = 0 for all t ≥ 1.
Notice that once the Claim is proved we will be done. To see why, consider the well known
fact that the regularity of an Artinian ideal is given by the smallest m such that the m-th power
of the maximal ideal is contained in that ideal. Assume that t ≥ 1. Since Artinian ideals Kt (IX )
and GinDegLex(Kt (IX )) have same Hilbert function, we know that, for each t ≥ 1,
reg(Kt (IX )) = reg(GinDegLex(Kt (IX )))
= min{m | H(St (X),m) = 0}.
Suppose that d ≥ reg(GinDegLex(Ipi(X))). If the Claim is true then H(St (X), d − t) = 0 for all
t ≥ 1. Hence we have that
d − t ≥ reg(GinDegLex(Kt (IX ))).
Consequently, by Proposition 3.5, we can see that
d ≥ max
t≥0
{reg(GinDegLex(Kt (IC )))+ t}
= reg(GinDegLex(IX )).
To finish the proof, it remains for us to show that the Claim is true.
Proof of Claim. From Lemma 3.4 we know that
H(R/IX , d) =
∑
t≥0
H(St (X), d − t), (4.1)
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where R = K [x0, x1, . . . , xn]. Since Hilbert polynomials P(St (X), d) = 0 for all t ≥ 1, from
Eq. (4.1) we obtain
P(X, d) = P(pi(X), d). (4.2)
Suppose that d ≥ reg(GinDegLex(Ipi(X))). From Lemma 2.12 and Corollary 2.12. in Green (1998),
we can see that
reg(IX ) ≤ reg(Ipi(X)) ≤ reg(GinDegLex(Ipi(X))) ≤ d. (4.3)
Therefore, we have that
H(R/Ipi(X), d)= P(pi(X), d) (by Lemma 2.11and (4.3))
= P(X, d) (by (4.2))
= H(R/IX , d) (by Lemma 2.11 and (4.3))
= H(R/Ipi(X), d)+
∑
t≥1
H(R/Kt (IX ), d − t) (by (4.1)),
and thus H(R/Kt (IX ), d − t) = 0 for all t ≥ 1. as we wished. 
Corollary 4.3 (Corollary 5.3 in Conca and Sidman (2005)). Let X be a reduced s point in Pn
and let IX be the defining ideal of X. Then,
M(IX ) = s.
Proof. From Theorem 1.2 we know that there is a reduced set of s points X¯ in P1 such that
M(IX ) = M(IX¯ ). Since X¯ is a reduced set of s points in P1, the defining ideal IX¯ of X¯
is generated by a polynomial F ⊂ K [x, y] of degree s. Then GinDegLex(IX¯ ) = (x s). Hence
M(IX¯ ) = s and we are done. 
To prove Theorem 1.3, we first consider the case for n = 3.
Theorem 4.4. Let C be a non-degenerate smooth integral curve of genus g in P3. Then the
regularity of the lexicographic generic initial ideal, which is M(IC ), is given by
3 ifC is rational normal curve
4 ifC is elliptic of degree 4
1+ (deg(C)−12 )− g otherwise.
Proof. The proof consists of two steps. First we will show that
reg(GinDegLex(IC )) = max
{
deg(C), 1+
(
deg(C)− 1
2
)
− g
}
. (4.4)
Then we will show that the degree of C is less than or equal to
1+
(
deg(C)− 1
2
)
− g
with the exception of the cases where C is a rational normal curve and where C is elliptic of
degree 4, which will complete the proof.
Let s = max
{
deg(C), 1+ (deg(C)−12 )− g}. Since K0(IC ) is a principal ideal generated by a
homogeneous polynomial of degree deg(C), we have that
reg(GinDegLex(K0(IC ))) = deg(C).
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Moreover, since the ideal K1(IC ) is the defining ideal of a reduced set of points of degree(deg(C)−1
2
)− g in P2, it follows that
reg(GinDegLex(K1(IC ))) =
(
deg(C)− 1
2
)
− g
from Corollary 4.3. Therefore, by Proposition 3.5,
reg(GinDegLex(IC ))=max
t≥0
{reg(GinDegLex(Kt (IC )))+ t}
≥ max
t=0,1
{reg(GinDegLex(Kt (IC )))+ t}
=max
{
deg(C), 1+
(
deg(C)− 1
2
)
− g
}
= s.
Conversely, to prove that reg(GinDegLex(IC )) ≤ s, it suffices to show that
reg(GinDegLex(Kt (IC ))) ≤ s − t for all t > 1. (4.5)
Let St (C) = K [x1, x2, x3]/Kt (IC ) for each t ≥ 0. Since the curve C is smooth, we know that
St (C) is an Artinian ring for t > 1 and the regularity of an Artinian ideal Kt (IC ) is given by
the smallest m such that the m-th power of the maximal ideal is contained in Kt (IC ) for t > 1.
Hence, for the proof of (4.5), we have to show that, for t > 1,
if m ≥ s then H(St (C),m − t) = 0.
From Lemma 3.4 we will be done if we show that, for all m ≥ s,
H(C,m) = H(S0(C),m)+ H(S1(C),m − 1).
By Theorem 2.10, we have the regularity bound of space curve C such that reg(IC ) ≤ s − 1.
From Lemma 2.11 the Hilbert function of C coincides with the Hilbert polynomial of C in degree
m ≥ deg(C)− 2. Hence we have that, for all m ≥ s,
H(C,m) = P(C,m).
Note that K0(C) is generated by a polynomial of degree deg(C). So, we can see that, for all
m ≥ s ≥ deg(C),
H(S0(C),m) =
(
m + 1
m
)
+ · · · +
(
(m − d + 1)+ 1
m − d + 1
)
.
On the other hand, by Theorem 4.1, the ideal K1(IC ) is the defining ideal of a reduced set of
points of degree
(deg(C)−1
2
)− g in P2. Hence
deg(S1(C)) =
(
deg(C)− 1
2
)
− g.
By virtue of Theorem 2.10(c), we know that
reg(K1(IC )) ≤ deg(S1(C))− 1 ≤ s.
Then, by Lemma 2.11, if m ≥ s, then
H(S1(C),m − 1) = P(S1(C),m − 1) =
(
deg(C)− 1
2
)
− g.
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As a consequence, we have that, for m ≥ s,
H(C,m)= P(C,m) (∵ reg(IC ) ≤ s and Lemma 2.11)
= dm + 1− g
=
(
m + 1
m
)
+ · · · +
(
(m − d + 1)+ 1
m − d + 1
)
+
(
d − 1
2
)
− g
= H(S0(C),m)+ H(S1(C),m − 1),
as we wished.
Now we will show that the degree of C is less than or equal to
1+
(
d − 1
2
)
− g
with the exception of the cases where C is a rational normal curve and where C is elliptic of
degree 4.
In the Montreal lecture notes of Eisenbud and Harris (1982), they gave the following fact: Let
C be a non-degenerate integral curve of degree l in Pn . If we use the notation
pi(l, n) =
(
m
2
)
(n − 1)+ mε,
where m =
[
l−1
n−1
]
and ε = l − m(n − 1) − 1 (so that 0 ≤ ε ≤ n − 2) then the genus g of C
satisfies the following inequality:
g ≤ pi(l, n) =
(
m
2
)
(n − 1)+ mε.
Hence if C ⊂ P3 is a non-degenerate integral curve of genus g and of degree l, we know that
g ≤ pi(l, 3) =

(
l
2
− 1
)2
, if l is even;(
l − 1
2
)(
l − 3
2
)
, if l is odd.
Then, from easy calculation, we can see that, for all l ≥ 5,
pi(l, 3) ≤ 1+
(
l − 1
2
)
− l.
Hence reg(GinDegLex(IC )) = 1+
(l−1
2
)+ g for l ≥ 5. If l = 3 then C must be a rational normal
curve, and thus we see that 3 = l > 1 + (l−12 ) − g = 2. If l = 4, g ≤ pi(3, 4) = 1. Hence
l > 1+ (l−12 )− g if and only if g = 1 or, equivalently, C is elliptic (in this case C is a complete
intersection of type (2, 2)), which completes the proof. 
We are ready to prove the main result of the paper:
Proof (Theorem 1.3). In case of n > 3, it is known that a generic projection pi : C → Pn−1 is
an isomorphism (Proposition 3.5 in Hartshorn (1997)). Then, by Theorem 1.2, we have
reg(GinDegLex(IC )) = reg(GinDegLex(Ipi(C))).
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Nowwe consider a generic n−4-dimensional linear subspaceΛ and a projection piΛ : Pn−Λ 99K
P3 with center Λ. Then, for a smooth integral curve C ⊂ Pn , the morphism piΛ|C which is a
restriction map to a curve C is an isomorphism and it follows that
reg(GinDegLex(IC )) = reg(GinDegLex(IpiΛ(C)))
from Theorem 1.2. Since a rational normal curve and an elliptic curve of degree 4 are embedded
by complete linear systems, they cannot be given by linear projection from a higher dimensional
projective space (see Proposition 6.5 in Eisenbud (2005)). Hence the lexicographic generic initial
ideal of the defining ideal of a curve C ⊂ Pn has to have the regularity 1 + (l−12 ) − g by
Theorem 4.4, and we are done. 
Example 4.5. Let C be a smooth irreducible complete intersection of hypersurfaces of degrees
a, b and c in P4 not contained in a hyperplane. Then, we can see that the genus of the curve C is
abc(a + b + c − 5)/2+ 1. Therefore, by Theorem 1.3,
M(IC ) =
(
abc − 1
2
)
− abc(a + b + c − 5)
2
.
Note that m(IC ) is given by the regularity of IC . Since C is complete intersection, we can use a
Koszul complex to show that reg(IC ) = m(IC ) = a + b+ c− 2. As a consequence, in this case,
we have that
M(IC ) =
(
deg(C)− 1
2
)
− deg(C)(m(IC )− 3)
2
.
Example 4.6. Let C be a smooth irreducible complete intersection of hypersurfaces of type
(4, 4, 4) in P4. Then, m(IC ) = 10. However, M(IC ) = 1729. This means that, even in this
simple case, the computation of Gro¨bner bases with respect to DegLex is almost impossible
practically.
Note that we have mentioned in the proof of Theorem 4.4 that the genus g of C has the
following bound:
g ≤ pi(l, n) =
(
m
2
)
(n − 1)+ mε, (4.6)
which is said to be Castelnuovo’s bound. We refer to curves whose genus equals Castelnuovo’s
bound as extremal curves. Then, it is known that extremal curves are projectively normal and
hence, they are smooth. The characterizations of extremal curves are also well known (pp. 113–
123 in Arbarello et al. (1985))
Consequently, if C is not a rational normal curve and is not an elliptic normal curve in P3
then, by Theorem 1.3, we obtain that
1+
(
l − 1
2
)
−
(
m
2
)
(n − 1)− mε ≤ M(IC ) ≤ 1+
(
l − 1
2
)
, (4.7)
and the left hand side and the right hand side of the inequality (4.7) are achieved by extremal
curves and rational curves respectively.
Now let us give an upper bound and a lower bound of M(IC ) with respect to deg(C) and n.
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Corollary 4.7. Let C be a non-degenerate smooth integral curve of degree l and genus g in Pn
where n ≥ 3. Then, we have
l2(n − 2)
2(n − 1) −
l(n − 2)
n − 1 −
n2 − 14n + 17
8(n − 1) ≤ M(IC ) ≤ 1+
(
l − 1
2
)
(4.8)
From the inequality, we can conclude that
M(IC ) ∼ l
2
2
as n →∞. (4.9)
Proof. Note that once we prove the inequality (4.8) the asymptotic behavior of M(IC ) in (4.9)
follows from the fact that the degree of a non-degenerate projective variety X in Pn is at least
n − dim(X)+ 1 (Corollary 18.12 in Harris (1995)). Indeed, we see that
9l
8
+ 17
16
≥ l(n − 2)
n − 1 +
n2 − 14n + 17
8(n − 1) ,
since deg(C) = l ≥ n. Hence we can conclude that
l2(n − 2)
2(n − 1) −
9l
8
− 17
16
≤ M(IC ) ≤ l
2
2
− 3l − 4
2
,
and thus, M(IC ) ∼ l2/2 as n →∞.
Now let us show the inequality (4.8). Substituting the equation m = (l−ε−1)
(n−1) into pi(l, n), we
can write pi(l, n) in the following form:
pi(l, n) = −
[
ε2 − (n − 1)ε − l2 + (n + 1)(l − 1)+ 1
2(n − 1)
]
, (4.10)
which has maximum value (2l−n−1)
2
8(n−1) at ε = (n − 1)/2. Therefore, we have
M(IC ) ≥ 1+
(
l − 1
2
)
− pi(l, n)
≥ 1+
(
l − 1
2
)
− (2l − n − 1)
2
8(n − 1)
= l
2(n − 2)
2(n − 1) −
l(n − 2)
n − 1 −
n2 − 14n + 17
8(n − 1) ,
as we wished. 
Corollary 4.8. Let C be a non-degenerate smooth integral curve of degree l and genus g in Pn
where n ≥ 3 and let d(IC ) be the maximal degree of a minimal generator of IC . Then,
M(IC ) ≤ l
2
2
≤ d(IC )
2n
2
.
Remark 4.9. By the result of Mayer and Meyer (1982), there exists a homogeneous ideal I such
that its regularity is roughly the (2n)-th power of d(I ). Since the regularity is equal to m(I ), we
know that
m(I ) ≤ d(I )2n .
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However, if a homogeneous ideal I = IC defines a non-degenerate smooth integral curve C of
degree l in Pn , we see that m(IC ) and M(IC ) are roughly
m(IC ) ≤ l ≤ d(IC )n (4.11)
M(IC ) ≤ l
2
2
≤ d(IC )
2n
2
. (4.12)
Note that the inequality (4.11) is obtained from (c) in Theorem 2.10, which was given by
Gruson et al. (1983). They also proved in Gruson et al. (1983) that a smooth rational curve with
a maximal secant line satisfies the extremal bound of (c) in Theorem 2.10. We have also shown
that the extremal bound of M(IC ) in (4.12) can be achieved by smooth rational curves.
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