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Re´sume´ – La plupart des me´thodes classiques de fusion de donne´es en imagerie tomographique ope`rent sur des images de´ja` reconstruites par
chacun des syste`mes d’imagerie. L’objectif de ce travail est d’utiliser les deux jeux de donne´es issus directement des mesures pour fournir une
image reconstruite en exploitant d’une manie`re optimale les informations apporte´es par ces donne´es. Plus pre´cise´ment, cette communication
pre´sente un algorithme de reconstruction d’image en tomographie X qui peut inte´grer les informations contenues dans un jeux de donne´es
e´chographiques obtenu sur le meˆme objet.
Abstract – Most classical data fusion methods in computed tomography use as entry the already reconstructed images by different syste`mes.
The main contribution of this work is to use directly the measured data to reconstruct an image which uses, in an optimal way, the informations
contained in each set of data. More precisely, this communication presents a reconstruction algorithem for X ray tomography which can use the
information content of a set of echographical data on the same object.
1 Introduction
La figure 1 montre le proble`me de la fusion de donne´es en
reconstruction d’images. L’objectif est d’obtenir une meilleure
estime´e de l’image f(x, y), repre´sentant la distribution de la
densite´ volumique de l’objet en tomographie X et de l’image
r(x, y), repre´sentant la distribution de la re´flectivite´ en e´cho-
graphie ultrasonore, en utilisant les donne´es radiographiques
g1(r, φ) et e´chographiques g2(x, t) simultane´ment plutoˆt que
d’utiliser ces donne´es inde´pendamment.
Dans une premie`re approximation, on peut supposer que les
relations liants les mesures aux inconnues est line´aire :

g1(r, φ) =
∫
L(r,φ)
f(x, y) dl + ²1(r, φ),
g2(x, t) =
∫
r(x, y)h(y − t) dy + ²2(x, t),
(1)
ou` la premie`re e´quation est une mode`le de transforme´e de Ra-
don et la deuxie`me e´quation est une mode`le de convolution par
rapport a` la variable y.
Apre`s la discre´tisation, on peut e´crire ces deux e´quations
sous la forme: {
y = H1x + ²1
z = H2r + ²2
(2)
ou` y repre´sente les donne´es radiographiques, z les donne´es
e´chographiques, x l’image de la densite´ de la matie`re et r
l’image de la re´flectivite´ entre les diffe´rentes re´gions a` l’inte´rieur
du corps e´tudie´. H1 et H2 repre´sentent les deux ope´rateurs
line´aires et ²1 et ²2 toutes les erreurs de mode´lisation, des ap-
proximations lors de la discre´tisation et les bruits de mesures.
2 Mode´lisation pour la fusion de donne´es
La plupart des me´thodes classiques de fusion de donne´es
ope`rent sur des images de´ja` reconstruites, c’est-a`-dire qu’ils
utilisent d’abord les deux jeux de donne´es y et z inde´pend-
amment pour construire deux images x̂ et r̂, et ensuite effec-
tuent une fusion.
L’approche que nous proposons est d’utiliser les deux jeux
de donne´es directement pour fournir, soit deux images x̂ et r̂
qui be´ne´ficient toutes les deux de l’information mutuelle conte-
nue dans ces deux jeux de donne´es y et z. La principale ide´e
est d’utiliser l’approche baye´sienne pour de´duire la loi a poste-
riori p(x, r|y, z) ∝ p(y, z|x, r) p(x, r). Mais alors, la dif-
ficulte´ essentielle est l’attribution d’une loi de probabilite´ a
priori p(x, r). Cette e´tape peut se re´soudre si on a une relation
simple liant r et x, mais ceci s’ave`re tre`s difficile en pratique.
Tout ce que l’on sait est que rj = g(xj+1 − xj) avec g une
fonction monotone et croissante, mais inconnue.
Un moyen pour arriver a` de´crire cette relation est de trouver
une grandeur cache´e q interme´diaire commune entre les deux
quantite´s r et x. Deux exemples de variables cache´es sont cou-
rants: variables de contour et variable de re´gions. Dans des tra-
vaux pre´ce´dents [1, 2, 3, 4, 5, 6], nous avons propose´ et utilise´
un champs de contours. En effet, si on note par qj une variable
binaire repre´sentant la pre´sence ou non d’un contour entre deux
pixels voisins de l’image, il est alors facile de mode´liser ce lien
par
qj =
{
1 si |xj+1 − xj | > s1
0 ailleurs et qj =
{
1 si |rj | > s2
0 ailleurs
(3)
ou` s1 et s2 sont deux seuils a` fixer ou a` de´terminer. Avec un tel
mode`le, on peut e´crire
p(x, r, q|y, z)∝ p(y, z|x, r, q) p(x, r, q)
∝ p(y, z|x, r, q) p(x|r, q) p(r|q) p(q)
(4)
et il faut alors attribuer ces lois a priori et trouver l’expression
de la loi a posteriori pour pouvoir infe´rer sur x, sur r, sur q
ou meˆme sur les trois a` la fois en fusionnant les deux jeux de
donne´es y et z. Pour cela nous avons fait les hypothe`ses sui-
vantes:
1. Inde´pendance conditionnelle de ²1 et de ²2 avec des lois
gaussiennes : p(y, z|x, r, q) = p(y|x) p(z|r) avec
p(y|x, σ21) ∝ exp
{
−
1
2σ21
||y −H1x||
2
}
(5)
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FIG. 1: Fusion de donne´es en tomographie: (a) l’objet original,
(b) Les contours des diffe´rentes re´gions dans l’objet, (c) acqui-
sition de donne´es en ge´ome´trie en e´ventaille en tomographie
X, (d) acquisition de donne´es en e´chographie ultrasonore, (e)
Les donne´es (sinogram) en tomographie X, (f) Les donne´es en
e´chographie ultrasonore.
et
p(z|r, σ22) ∝ exp
{
−
1
2σ22
||z −H2r||
2
}
(6)
2. une loi de Bernoulli pour p(q):
p(q) ∝
n∑
j=1
qλj (1− qj)
1−λ (7)
3. Une loi gaussienne pour p(r|q):
p(r|q) ∝ exp
{
−
1
2σ2a
rtQr
}
(8)
avec Q = diag[q1, . . . , qn].
4. Un mode`le markovien pour p(x|r, q) :
p(x|r, q) = p(x|q) ∝ exp {−U(x|q)}
avec
U(x|q) =
∑
j
(1− qj)(xj − xj−1)
2. (9)
Nous avons maintenant tous les e´le´ments en main pour e´crire
l’expression de la loi a posteriori :
p(x, r, q|y, z) ∝ p(y|x) p(z|r) p(x|q) p(r|q) p(q) (10)
a` partir de laquelle nous pouvons infe´rer sur les grandeurs in-
connues (x, r, q).
Une e´tape difficile avec cette mode´lisation est l’estimation
de q qui ne´cessite une optimisation combinatoire qui rend la
me´thode impraticable.
Dans des travaux pre´ce´dents [4, 5, 6], nous avons propose´
diffe´rents sche´mas d’approximations et de simplifications qui
re´solvent partiellement cette difficulte´. L’ide´e principale est d’es-
timer d’abord r a` partir de donne´es de z a` l’aide de :
r̂ = arg max
r
{p(r|z)} = arg min
r
{J1(r|z)}
J1(r|z) = ||z −H2r||
2 + λ
∑
j
|rj |
β . (11)
Ensuite en de´duire une estimation pour q, par exemple par qj =
|rj |/max(|rj |) ou par qj = 1, si |rj | > s et qj = 0 ailleurs.
Finalement, utiliser cette estime´e de q et les donne´es y pour
estimer x par
x̂ = arg max
x
{p(x|y, q̂)} = arg min
x
{J2(x|y, q̂)}
avec
J2(x|y, q̂) = ||y−H1x||
2+λ2
∑
j
(1−qj)|xj+1−xj |
2. (12)
La figure 2 montre un exemple de re´sultats typiques.
a 50 100 150 200 250
50
100
150
200
250 b 50 100 150 200 250
50
100
150
200
250
c 50 100 150 200 250
50
100
150
200
250 d 50 100 150 200 250
50
100
150
200
250
FIG. 2: a) Estime´ de r a` partir de z, b) Estime´ de q a` partir de
r, c) Estime´ de x a` partir de donne´es y, d) Estime´ de x a` partir
de x et de l’estime´ de q.
Cependant, l’estime´e q̂ ainsi obtenue n’assure pas ni la conti-
nuite´ des contours ni leur fermeture. Ces deux proprie´te´s sont
souvent ne´cessaires lorsque nous avons des objets qui sont constitue´s
de re´gions homoge`nes.
3 Mode´lisation d’objets constitue´s de
re´gions homoge`nes
Afin de mode´liser des objets constitue´s de re´gions homoge`nes,
nous introduisons une nouvelle variable cache´e qui est un champs
d’e´tiquettes t pour des re´gions pour lequel nous choisissons
soit un mode`le i.i.d. soit un champ de Potts :
p(t) ∝ exp

−µ
n∑
j=1
φj(t)

 (13)
ou` φj(t) est une fonction potentiel approprie´e : φj(t) = φ(tj)
dans le cas i.i.d. et φj(t) = φ(tj , tj−1) dans le cas d’un mode`le
markovien, et ou` µ est un parame`tre a` estimer.
Notons qu’il y a une relation te`s e´troite entre le champs des
labels t et le champs des contours q et le passage de t vers q est
de´terministe et facile a` calculer. Ainsi les lois a priori dans les
e´tapes 2, 3 et 4 de la mode´lisation pre´ce´dente sont modifie´es et
remplace´es par
U(x|t) =
K∑
k=1
λk
∑
j
(
xkj −mk
σk
)2
=
K∑
k=1
λk
(
‖xk −mk1k‖2
σ2k
)
(14)
ou` K est le nombre des re´gions segmente´es a` l’aide de t, xk
repre´sente l’ensemble des pixels qui se trouvent dans la re´gion
k :
xk = {xj : tj = k}, (15)
mk et σ2k sont respectivement les moyennes et les variances
des valeurs de ces pixels. λk sont proportionelles aux nombres
relatives de pixels dans ces re´gions.
On remarque que ce choix permet de favoriser des images
avec des re´gions plus homoge`nes et donc des contours plus
re´guliers. En effet, une proprie´te´ souvent importante dans un
grand nombre d’applications, surtout en controˆle non destructif
(CND) est l’homoge´ne´ite´ par re´gions compactes et ce mode`le
de me´lange de gaussiennes colore´es non seulement utilise les
contours mais aussi les re´gions (coope´ration entre re´gions et
contours) et favorise la cre´ation des re´gions compactes.
Dans cette expression
{
xkj , j ∈ Rk
}
repre´sente l’ensemble
des pixels se trouvant dans la re´gion k. La difficulte´ essentielle
en pratique est l’estimation des supports Rk de ces re´gions,
leur nombre K et les hyperparame`tres mk et σ2k. Cela devient
encore plus de´licat si on souhaite imposer d’autres contraintes
sur les formes de ces re´gions : connexite´, compacite´, convexite´
ou des contraintes sur leurs nombres et les longueurs ou les
courbures de leurs contours.
Dans ce travail, nous proposons un algorithme ite´ratif de re-
laxation pratique du type restauration-maximisation base´ sur
des lois a posteriori :
– p(x|y) pour l’estimation initiale de x a` partir de y,
– P (t|x) pour l’e´tape de la segmentation de l’image x,
– p(r|z) et les liens de´terministes entre q et r d’une part et de
t et q d’autre part pour l’estimation de q,
– p(x|t,y) pour l’estimation de x a` partir du re´sultat de seg-
mentation t et les donne´es y, et finalement,
– p(r|q, z) pour l’estimation de r a` partir du re´sultat de l’esti-
mation des contours q et les donne´es z.
Sans trop rentrer dans le de´tail des expressions de ces diffe´r-
entes lois, les diffe´rentes e´tapes de cet algorithme sont :
1. Initialisation : K = 0, q = 0
– Estimation initiale x̂(0) de x a` partir de seul donne´es y en
optimisant
J(x) = ‖y −H1x‖
2 + λx‖x‖
2.
Il s’agit de l’estimation au sens du maximum a posteriori
(MAP) de x̂(0) = arg max
x
{p(x|y)} avec un mode`le
gaussien i.i.d. sur x.
– Estimation initiale r̂(0) de r en optimisant
J(r) = ‖z −H2r‖
2 + λr‖r‖
β avec β = 1, 2.
Il s’agit de l’estimation au sens du MAP de
r̂(0) = arg max
r
{p(r|z)}
avec un mode`le gaussien ge´ne´ralise´ i.i.d. pour r.
2. Classification et segmentation : estimation de K, des Rk, a`
partir de x̂. C’est l’e´tape la plus de´licate, car il s’agit de seg-
menter l’image x obtenue dans l’ite´ration pre´ce´dente. Avec
la mode´lisation propose´e, il s’agit de l’estimation de t a` l’aide
de la loi p(t|x), ce qui fixe K et ces re´gions Rk, puis l’es-
timation mk et σ2k a` l’aide des lois p(xk) qui sont des lois
gaussiennes. La complexite´ de cette e´tape de´pend essentiel-
lement sur la mode´lisation de p(t) dans l’expression de
P (t|x) ∝ p(x|t) p(t). Avec un mode`le i.i.d. pour les p(xj |tj)
et p(tj) et pourK fixe´, il est facile de montrer que cette e´tape
se re´sume en deux e´tapes :
– De´termination de K − 1 seuils sk, k = 1, · · · ,K − 1 a`
l’aide de :
P (tj = k|xj = sk) = P (tj = k + 1|xj = sk),
k = 1, · · · ,K − 1
– De´termination des indices des re´gions Rk = {j : tj = k}
t̂j =


1 si xj≤ s1
k si sk <xj≤ sk+1, 2 ≤ k ≤ K − 1
K si sK−1 <xj
– Remise a` jour des parame`tres mk, σ2k et pk avec :
nk = nombre des pixels dans la re´gion k,
mk =
1
nk
∑
j
fkj , σ
2
k =
1
nk
∑
j
(fkj −mk)
2,
pk = nk/n, pk,l = nkl/
∑
k
nkl
ou` n est le nombre total des pixels dans l’image.
3. Estimation des contours q̂ :
– Estimation de q̂1 a` partir de r̂ par seuillage :
qj = 1 si |rj | > s et 0 ailleurs
et estimation de q̂2 a` partir de t̂ qui est une relation de´ter-
ministe.
– Fusion des contours des re´gions q̂1 et q̂2 pour obtenir q̂,
par exemple a` l’aide d’un OU logique.
4. Estimation de x en optimisant
J(x) = ‖y −H1x‖
2 + λx
∑K
k=1
(
‖xk−mk‖
2
σk
2
)
que l’on peut conside´rer comme de l’estimation au sens du
MAP de x̂ = arg max
x
{p(x|y, t)} avec le mode`le de me´lange
de gaussiennes (14) pour x.
5. Estimation de r en optimisant
J(x) = ‖z −H2r‖
2 + λh
∑N
j=1 qj |rj |
2
que l’on peut conside´rer comme de l’estimation au sens du
MAP de x̂ = arg max
x
{p(r|z, q)} avec le mode`le de me´lange
de gaussiennes (14) pour x.
6. Test de convergence : tant que le nombre des re´gions n’est
pas stabilise´ retourner a` l’e´tape 2.
Malheureusement il est tre`s difficile d’e´tablir une preuve quel-
conque pour la convergence de cet algorithme. Nous arreˆtons
l’algorithme lorsque le nombre total des re´gions et leurs pa-
rame`tres sont stabilise´s.
Les diffe´rentes optimisations des crite`res J(x) ou J(r) dans
chaque e´tape sont faites soit par un algorithme du type gradient
conjugue´ soit par un algorithme du type ICD.
Un travail de comparaison de performances de cet algorithme
et un algorithme du type MCMC avec e´chantillonneur de Gibbs
qui est the´oriquement plus optimale mais plus couˆteux est en
cours.
Sur la figure suivante un exemple typique de re´sultats que
l’on obtient par cet algorithme est pre´sente´.
4 Conclusion
Une nouvelle me´thode de fusion de donne´es est propose´e qui
permet d’obtenir directement une image se´gmente´e en fusio-
nant les donne´es radio graphiques en imagerie X et les donne´es
e´chographiques ultrasonores.
Re´fe´rences
[1] S. Gautier, G. Le Besnerais, A. Mohammad-Djafari, and
B. Lavayssie`re, Data fusion in the field of non destructive
testing. Maximum Entropy and Bayesian Methods, Santa
Fe, NM: Kluwer Academic Publ., K. Hanson ed., 1995.
[2] S. Gautier, J. Idier, A. Mohammad-Djafari, and B. La-
vayssie`re, “Fusion de donne´es gammagraphiques et ultra-
sonores,” in Actes du 16e colloque GRETSI, (Grenoble,
France), pp. 781–784, September 1997.
[3] S. Gautier, J. Idier, A. Mohammad-Djafari, and B. La-
vayssie`re, “X-ray and ultrasound data fusion,” in Procee-
dings of the International Conference on Image Proces-
sing, (Chicago, IL), pp. 366–369, October 1998.
[4] A. Mohammad-Djafari, “Hierarchical markov modeling
for fusion of x ray radiographic data and anatomical data in
computed tomography,” in Int. Symposium on Biomedical
Imaging (ISBI 2002), 7-10 Jul., Washington DC, USA, July
2002.
[5] A. Mohammad-Djafari, “Fusion of x ray and geometrical
data in computed tomography for non destructive testing
applications,” in Fusion 2002, 7-11 Jul., Annapolis, Mary-
land, USA, July 2002.
[6] A. Mohammad-Djafari, “Bayesian approach with hierar-
chical markov modeling for data fusion in image recons-
truction applications,” in Fusion 2002, 7-11 Jul., Annapo-
lis, Maryland, USA, July 2002.
a 50 100 150 200 250
50
100
150
200
250 b 50 100 150 200 250
50
100
150
200
250
c 50 100 150 200 250
20
40
60
80
100
120
d
e 50 100 150 200 250
50
100
150
200
250 f
g 50 100 150 200 250
50
100
150
200
250 h 50 100 150 200 250
50
100
150
200
250
i 50 100 150 200 250
50
100
150
200
250 j 50 100 150 200 250
50
100
150
200
250
k 50 100 150 200 250
50
100
150
200
250 l 50 100 150 200 250
50
100
150
200
250
FIG. 3: a,b) Objets x et r, c,d) Donne´es y et z, e,f) Estime´s
initiales de x et de r, g,h) Estime´s de t et de q̂1, i,j) Estime´s de
q̂2 et re´sultat de fusion de q̂1 et q̂2, k,l) Estime´s finaux de x et
de q.
