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Abstract-In this paper we study the following problem. Given an operator S and a subset FO of 
some linear space, approximate S(f) for any fEF, possessing only partial .information on f. 
Although all operators S considered here are nonlinear (e.g. min f(x), minlf(x)j, l/f or [Ml), we 
prove that these problems are “equivalent” to the problem of approximating SCf)=f, i.e. S=I. 
This equivalence provides optimal (or nearly optimal) information and algorithms. 
1. INTRODUCTION 
There are many papers dealing with the following problem: approximate an elementfwhich 
belongs to a subclass F,, of a linear normed space possessing only partial information onf. 
For many subclasses F, we know optimal information, optimal algorithms and we know 
that adaptive information is not more powerful than nonadaptive information. (See e.g. [I, 
41). This is an example of a linear problem; that is one wants to approximate S(f) for a linear 
operator S . 
The situation is quite different for nonlinear problems; that is one wants to approximate 
S(f) where S is a nonlinear operator. Nonlinearity of S usually makes the problem of finding 
optimal information and optimal algorithms more difficult. 
In this paper we give sufficient conditions for a nonlinear problem to be equivalent to 
the problem of approximating S(r) =f This equivalence leads to optimal (or nearly 
optimal) information and algorithms for this nonlinear problem. We will present some 
nonlinear problems for which these sticient conditions hold. 
We summarize the contents of this paper. In Section 2 we present the basic definitions 
and results which will be needed in this paper. We define what we mean by a problem, 
information and an algorithm. We recall the concept of the error of an algorithm and of the 
radius of information. We show how these concepts become simpler for the problem with 
S=t, i.e. S(f) =f~ In Section 3 we prove two simple lemmas which give sufficient 
conditions for a nonlinear problem to be equivalent o the problem with S =I. We illustrate 
these lemmas by such problems as approximation of S(f) = l/f or S(f) = *where f is a 
function. In Section 4 we consider the problem of estimating S(f)= Ilfj. In the last section 
we study three problems which are related to the problem of finding the minimum of a given 
function f. 
For all these problems we exhibit nearly optimal information and nearly optimal 
algorithms. We also prove that adaption does not help. 
2. BASIC CONCEPTS 
In this section we present the basic definitions and results which will be needed in this 
paper. A more detailed discussion can be found in [3] and 141. 
Let F,, F2 be linear spaces and let F. be a subset of F,. Let 3 be an operator 
s:F, x R++2F~ (2.1) 
*This research was supported in part by the National Science Foundation under Grant DCR 82-14322. 
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such that for every feFO and 6 2 0 
WXZB (2.2) 
SY; 6,) c s(f, 6,) whenever 6, I ~5~. 
By the (3, I;,)-problem we mean the problem of constructing an element g = gV)EF2 such 
that 
for a possibly small number 6. 
To solve this problem we used an adaptive linear 
information operator or information) which is defined by 
information operator N (briefly 
where 
and 
NV) = Mtl, L,(f; YJ, . . ., Uf’i ~1, ~2, . . .,yn- 111 (2.4) 
YI=Yl(JY=LI(fl* Yi=Yi(.fl=Li(f; YIP * . . ,Yi-1) 
~i,f(‘)‘~i(‘;Yl~ . . .,y,,_,):F,--*R (2.5) 
is a linear functional, i = 1,2, . . .,n. If L, does not depend on f, i.e., LiJ= Li, for 
i= 1,2, . . . ,n, then N is called nonadaptive. By the cardinality of N we mean the total number 
n of functional evaluations, card (N)=n. 
Knowing NV) we construct g(f) by an algorithm cp, i.e. g(f) = q(Nv)). Here by an 
algorithm q using N we mean any mapping 
cp :N(FO)-+F2. (2.6) 
The error of cp is defined as 
e(cp,N;,?,F,,) = inf{brO:‘dfEF,,(p(N(n)ES(f,6)). (2.7) 
Let Q(N) be the class of all algorithms using N, 
Q(N) = {cp: N(F,)-+F,}. 
By the radius of N we mean 
r(N; 3, FO) = 2;: e(cp, N; s, 6). (2.8) 
Thus the radius r(N; s, FO) is the sharp lower bound on errors of algorithms using N. An 
algorithm cp*, q*&(N), is optimal iff 
e(cp *, N; $, FO) = r(N; 3, FO). (2.9) 
Let ?; be the class of all adaptive linear information operators of cardinality not greater 
than n and let Sp be the subclass of ‘PI:: consisting of all nonadaptive linear information 
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P(n; S,F,) = inf r(N;S,F,) 
NE% 
(2.10) 
and the nrh nonadaptive radius for the (3, F&problem as 
r”“(n;S, FO) = inf r(N;S,F,,). 
NEPP 
(2.11) 
Of course, roon(n; S, FO) 2 r”(n; S&J. 
We shall say that N* is an nth adaptive (or nonadaptive) optimal information operatorfor 
the (S, F,)-problem if 
N*E*; (or N*Ey) 
r(N*; ,f?, FJ = r”(n; 3, FO) (or = r”“‘Qz; s, FO)). 
Roughly speaking, the error of any algorithm using an arbitrary information operator of 
cardinality at most n is not smaller than the nth radius. The error of an optimal algorithm 
using optimal information is equal to r(n; $, FO). That is why we want to find optimal 
algorithms and optimal information operators. 
Suppose now that the space F2 is equipped with the norm (I * IIF, and that there exists 
an operator S (in general nonlinear), 
such that 
S:F,+F,, (2.12) 
~Y;S)=(~E~~:I~SV,-~IIF~~~}, VfM,, Vd 20. (2.13) 
In the (S, F&problem we approximate Sm, where the error is measured by IlSU, - g IIF2. 
Such a problem is called a nonlinear problem. To stress the special form of this problem 
we drop the bar over S and denote it by the (SF&problem. For every algorithm cp we 
have 
e(cp, N; S &) = :F~ I)SY) - ~P(NV))II,,. (2.14) 
For a nonlinear problem we can estimate the radius of information as follows. Let NET; 
and 
dtW3’d =;y svWtf) - S(.?)lk,, I =~cf>, .-o) (2.15) 
0 
be the diameter of N. Then 
5 d(N; S, F,) I r(N; S, F,) I d(N; S, FO). (2.16) 
In many cases we have the left equality in (2.16). This holds for instance, if S is a 
functional, i.e. Fz = R and II . IIF2 = I D I. Note that d(N; S, FO) has a relatively simple form 
and provides a rather sharp estimate of r(N; S, F,). We also know that any interpolatory 
algorithm is nearly optimal. By an interpolatory algorithm we mean any algorithm 
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(p’(N(j)) = Sm for some ~EF, and NCf) = NV). 
Then 
Hence the error of ‘9’ differs at most by a factor of two from the error of an optimal 
algorithm. 
We now consider a very special problem defined as follows. Let F, be equipped with 
the norm 11 + IIF,, let S = I be the identity operator and let FO be balanced and convex (i.e. 
fEF,implies -fEF,, f,, f+EF,, impliesrf, + (1 - t)f*EF,, VtE[O, l)]). Then the (I, F,-problem 
is called the approximation (I, F,)-problem or briefly the approximation problem. For the 
approximation problem it is easy to find the diameter of N. Indeed, let N”“* be an 
nonadaptive information operator. Then 
(2.17) 
For an adaptive information operator N” of the form (2.4) we have 
d(W,; 4 415 W”; 4 Fo) L, yl d(N/; 4 8) (2.18) 
where, as in (2.5), N,= {&, . . .,L,J is a nonadaptive information operator. 
From (2.16) and (2.18) it follows that 
r”(n; Z, FJ s P”(n; Z, F,) I i r’(n; Z, FO). (2.19) 
Thus adaption does not essentially help for the approximation problem. 
3. TWO LEMMAS 
In this section we prove two lemmas which will be used in the next sections. These 
lemmas provide lower and upper bounds on the diameter of information for a nonlinear 
(S, F,)-problem. We estimate the diameter of N for (S, F,)-problem by the diameter of N for 
the approximation (Z, F&problem for some F0 which depends on F,. 
LEMMA 3.1 
Suppose there exist: (i) an element f*EF,; (ii) a balanced.and convex subset p&F,; (iii) 
a positive constant m such that 
f* + EF,,, Vhe~, 
and 
Then for every information operator N, NE*;, 
d(N; S, F,) 2 ; md(N?; Z, &) (3.1) 
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ryn; s, F,) 2 $ Mrnon(?z; , Fo). (3.2) 
IJRM$ Let hEl’,nker N,.. Then f *+heF,, and N(f*)=N(f*kh). Due to (2.15) and 
(2.17), 
d(N;S,F,)z- heFs;;rNp max W(f*) - S(f* - h)ll~~~ 
0 
(3.3) 
This proves (3.1). Since A$. is nonadaptive, d(N,; Z, & 2 rnon (n; Z, PO) and (2.16) yields 
(3.2). q 
LEMMA 3.2 
Suppose there exists a constant M such that 
INfJ - S(fdll~~~Mllf, - fdb, 9 vf, fzEFo. (3.4) 
Then for every information operator N, NE*:, 
r(N;S,F,)sM sup r(N;I,F,) 
fEF, 
(3.5) 
and 
Proof. Let cp be an arbitrary 
ra(n;S,F&A4ru(n;l,F,). 
algorithm for (Z,F&problem. Define 
(Ps(NV-8 = S(cp(NV-H* 
(3.6) 
then ‘ps is an algorithm for (S, F&problem whose error 
4cpsJW3Fd = ;I! IS(f) - cpdN(f NII 
0 
= ;‘P IIS - RcpW(f ))lI 
0 
SM ;;p Ilf - cpW(fNll 
0 
= M e(cp,N;Z,F,). 
This and arbitrarity of Q prove (3.5). Since (3.6) easily follows from (3.5) and (2.16) the proof 
is completed. D 
We illustrate Lemmas 3.1 and 3.2 by the following problem. Let F1 = C[O, l] be the space 
of continuous functions with the sup norm 
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Let FO={fEF,:f(n)E[1,3], (f’(x)(~l, VxE[O, 11 a.e.} and let g be a function, 
g:[l, 31-R 
such that g’(x)+,, M,]. Define S:Fo+Fz = F, as 
(3.7) 
SO 6) = g(f(x)). (3.8) 
We now apply Lemma 3.1. Take f*(x) = 2 and & = (ZEF,: ]IhI) I 1, ]h’(x)] < 1, 
Vxo[O, l] a.e.}. Thenf* + ZZEI;, for every ZZE&. Furthermore for every h&, we have 
and due to the Taylor expansion of g we get 
Hence Lemma 3.1 holds with M = m, and 
d(N; S, Fo) L i m,d(Nr; Z, PO:,>. (3.9) 
We now apply Lemma 3.2. Using once more the Taylor expansion of g we easily 
conclude that J(Sti) - SY;)(/ < ~i(If, -f,ll, VKf&%. Hence, 
r(N; S, Fo) 5 M&N; Z, Fo). (3.10) 
It can be proven that for every information N 
d(N; S, &) = 2r(N; S, FJ, 
d(N; Z, PO’,> = 2r(N; Z, &) 
and 
Hence, 
d(N; Z, F,) = 2r(N; Z, Fo). 
fm,r(N;z,~,)ar(N;S,F,)sM,r(N;I,F,). (3.11) 
It is easy to prove that 
iwf) = [f(4),f(x2), . * . JWI, 4 = y 7 (3.12) 
is an n th optimal information for both (Z, Z$) and (Z, Fo) problems and 
r(Nz; Z, FJ = r(Nz; Z, PO) = r(n; Z, F,) = r(n; Z, PO) = i. 
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This means that Nz is an almost nth optimal information for the (S, I;,)-problem and 
For example, if (x) = l/x (i.e. S(f) = l/f) then m, = l/9 and M, = 1, and if g(x) = 
%G (i.e. S(f)= / f) then m, = l/(22/5) and M, = l/2. 
4. OPTIMAL ESTIMATION OF IvIjp,. 
In this section, we solve the following simple problem. Let F0 be balanced and convex. 
Let F2 = R with 11 . (IF2 = 1.1 and let 
SY) = Ilfllw 
Thus our problem is to approximate the value lfllF, for everyfcFO. 
THEOREM 4.1 
(4.1) 
For every information operator N, NE%, 
and 
~ron(n;z,F,)9p(n;S,F~)~r~n(n;z,F,). (4.3) 
Proof. Let f* = 0 and hEF,. Then f* +hEF, and 1 Ilf* -hIIF, - Ilf*IlJ = III&, . This 
means that Lemma 3.1 holds with f* = 0, F,, = F, and m = 1. Hence, 
; &NJ, F&d(N,S, F,), VNE’I’:. 
Observe that IIlfJG, - Il.f~ll~,l~llf~ -fh, , vflJ#Fo. Thus knma 
Hence 
r(N;S,F,)lt(N;Z,F,J, VNEY;. 
3.2 holds with M = 1. 
Thus, 
f d(N,;I,F,)rd(N;S,F,)sd(N;I,F,), VNEq. 
Since 2r(N;S,F,J = d(N;S,F,), VN, then 
i r(N~;I,F~)~r(N,S,F~)~r(N,Z,F,,) (4.4) 
which proves (4.2). Since adaption does not help for (I,F,,)-problem (4.3) easily follows 
from (4.2). This completes the proof. 0 
This theorem states that the problem of estimating the value of S(f) = IlfllF, is 
equivalent to the approximation (I, I;,)-problem. Hence every nth optimal information 
operator N* for (Z, F,)-problem is also nearly optimal for the (S, F&problem. Since this 
problem is an example of the nonlinear problem we know that every interpolatory 
algorithm cp’ using N is almost optimal. We illustrate this by the following example. 
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EXAMPLE 4.1 
Let F, be a separable Hilbert space and F,={fEF,:IJTfJJ,,~l} where T:F,+F, is a 
one-to-one linear operator. Let K, =(T-‘)*(T-‘). We assume that K, is compact. Then 
there exists an orthonormal basis 5, &,. . . , such that K1i$=hici and h,?zh,. ..?O. Define 
From [4] we know that N* is an nth optimal information operator for the (Z,f,)-problem 
and 
r(N*; z, FJ = r”(n; 1, &) = &. (4.6) 
Due to Theorem 4.1 we get that N* is nearly optimal for the (S, F&problem and 
r(N*;S,F,,) = c,c = czP(n;S,Fo) (4.7) 
where c,, c,E[1/4, 11. Let (pIEa be defined as 
(4.8) 
Since cp’ is interpolatoty then ‘p’ is nearly optimal and 
e(cp’, N*; S, FJ = c~(N*; s, F,) 
where c@l, 21. 
5. MINIMUM FUNCTION PROBLEMS 
In this section, we solve some (S, F,)-problems which are related to the estimation of the 
minimum of functions from a given set Fo. We prove the equivalence between these problems 
and the approximation (Z, F&problem. Since for many subclasses F. we know an nth 
optimal information N* for (Z, F,,)-problem, this provides a nearly optimal information for 
the (S, F&problems. 
Let F, = C[O, I] be the space of continuous functions with the sup norm, i.e. 
Let F. be a balanced and convex subset of F, . We consider three problems in the successive 
subsections. 
(i) Minimum -value problem 
Let 
S,(f) = $,f(x), S, : F,-+R = F2. (5.1) 
Consider the (S,,F,)-problem, i.e. we want to approximate the minimal value of f for every 
fEF,,. Of course, this is a nonlinear problem. 
THEOREM 5.1 
For every information operator N, NE%, 
-$(N,;I,F,))~~(N;S,,F,))%U~ r(Nf;l,Fo) 
iEF0 
(5.2) 
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and 
; F(n;Z,F,)-qn;S, ,F& rrn”(n;Z,Fo). 
Proof. Take f* = 0. For hcF, define 
h_(x) = mm (h(x), 0) and h+(x) = max (h(x), 0). 
Then 
(5.3) 
IS,(f*) -W* +hh)l = kW)l= Ix;~l h(x)\ = lb-11 
lS,(f*) - W* -WI = l&(-h)\ = I max WI = llh+ll. 
1El0.11 
Since max {llh _-)I, llh+ll} = J(h(j then Lemma 3.1 holds with F. = F. and m = 1. 
Hence l/2 d(No,Z,Fo)ad(N;Z,Fo). It is known that 2t(N;Z,Fo)=d(N;Z,Fo). Since S, is a 
functional then 2r(N;S,,F,) =d(N;S,,F,-,), VN. This proves the left hand side of (5.2). 
To prove the r.h.s. we apply Lemma 3.2. There exist cx,, oZEIO,l] such that S,Cfi)=f(ai), 
i = 1, 2. Without loss of generality we can assume that f,(01)Lf2(oZ). Then 
Thus Lemma 3.2 holds with A4 = 1. Hence 
This proves (5.2). Since (5.3) follows immediately from (5.2), the proof is completed. 0 
We specify Theorem 5.1 by taking 
F. = VcF, :f(‘- ‘) abs. continuous, llf(d I( oD I l}. (5.4) 
From[2] we know that the information operator 
2i-1 
N*(f) = [f(~~),.f(Ar . . . ,fbn)l, Xi = 7 (5.5) 
is nearly optimal for (Z,F,)-problem and 
r(N*;Z,F,)=@(n-‘)=r”(n;Z,Fo). 
Due to Theorem 5.1 we get that N* is nearly optimal for (S, , Fo)-problem and 
r(N*;SI,Fo)=Q(n-‘)=r”(n;S,,F,). (5.6) 
From Section 2 we also know that every interpolatory algorithm q%@(N*) has the error 
e(rp’, N*; S, Fo) = @(n-‘). (5.7 
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(ii) Modulus minimum -value problem 
Let 
S2C.f) = min lfWl(=&W>, (5.8) 
XEIO.11 
and consider the (&Jo)-problem. Thus, we now approximate the minimum of the absolute 
values of f(x). It is easy to observe that Lemma 3.2 is satisfied with A4 = 1. Indeed, for f,,f2EFo, 
I&Vi) - &(f2)1= Ilfl(PJ( - k2(PJl~llf~ - f2ll where SA.fJ = IfLPi)I. Hence 
r(N;S,,F,)%-(N,I,F,), VNEY;. 
Assume that there exists a positive constant c such that 
(5.9) 
Define F,(c) as follows: 
F,(c) = {hEF,;f, + hEF, and Ilhll~c}. (5.10) 
Of course, F,(c) is balanced and convex. Furthermore for every hEF,(c) we have f,+hEF,, 
P2m -s,vc+ ewll and Is,(f,)-s,(f,-h)lrllh+II. Hence Lemma 3.1 holds with 
F. = F,(c), m = 1 and f* = f,. Since S2 is a functional then 
We summarize this in the following theorem. 
THEOREM 5.2 
For every information operator N, NE%, 
and 
; r”““(n; Z, F,(c)) I r“(n; S,, Fo) 5 rnon(n; Z, Fo). (5.12) 
We specify Theorem 5.2 by taking F. defined by (5.4) with rrl. Then for every 
positive c, f,EF, and F,(c) = {hEF,: Ilhll’c}. Hence 
i rnon(n; Z, F,) s; i sug r(N/,; Z, F,(c)) 5 r(N; S2, F,). 
C> 
This means that for the (S,, F,)-problem we have 
1 
;; rnon(n; Z, F,) I r’(n; S,, Fo) I rnon(n; Z, F,). (5.13) 
L 
Let N* be defined by (5.5). Then N* is nearly optimal also for 
r(N*;.S,,F,) = Q(n-‘) = r”(n;S2,Fo). 
Every interpolatory algorithm cp’&~(N*) is also nearly optimal. 
this problem and 
(5.14) 
Some nonlinear problems are as easy as the approximation problem 
(iii) Minimum point problems 
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We considered in (i) and (ii) the problems of approximating the minimal value offand 
IfI respectively without constructing points at which these values are attained. We now 
consider the problem of approximating a point a = a(f) such that f(a) =S,(_f) 
(=min {f(x); xE[O,l]}). (We do not consider the problem of approximating /3=/?(f) 
where f(b) = S,(f) since they are similar.) 
For fEFO let 
P(f)=bE[O, ll:fW=&tf)~. (5.15) 
Thus, P(f) is the set of all points a for which f(a) is minimal. Our problem is to construct 
x=x(f) which approximates P(f) in some sense. 
Absolute error criterion. Let dist (P(f),x) = inf {Ik-all:aEP(f)}. Suppose we want 
to construct x=x(f) such that 
dist (P(f), x) is small for every f&. (5.16) 
In our terminology this is an ($, F&problem with S, defined by 
s,(f,S) = {xER:dist (P(f),x)sS}. (5.17) 
Note that this is not a nonlinear problem. 
THEOREM 5.3 
Suppose that Cm[O, l] Clin (FO). Then for every information operator N, NE%, 
r(N;S,,F,) = r”(n;i&,) =;. (5.18) 
Proof. Take q*E<P(N), cp*(N(f))=l/2. Since for every fEF,, dist (P(f), l/2)51/2 
then 
We now prove that r(N;&,F&l/2. Take an arbitrary algorithm pE@(N) and 6>0. 
Since C”[O, l]Clin (FO) then there exist h,, h,EF,nkerN, such that S,(hJ<O, 
supph,C[O, S] and ~pph,C[l-6, 11. Let x=&N(O))= p(N(hi)). Then 
e(cp, N; &, &) 2 max (dist (P(h,), x), dist (P(h,), x)} r f - 6. 
Since rp and 6 are arbitrary then 
This means that r(N&,F,) = l/2. Since N is arbitrary this completes the proof. cl 
This theorem states that we cannot approximate any point a at which f is minimal with 
absolute rror less than l/2. 
We now change the error criterion. 
Residual error criterion. Suppose we want to construct x = x(f) such that 
f(x) -S,(f) is small for every fEF,. (5.19) 
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In our terminology this is an (S,, F&-problem with $a defined by 
mfi 6) = (XEP, 11:~(x) - S,(f) 5 S}. (5.20) 
This is not a nonlinear problem and we cannot apply Lemmas 3.1 or 3.2. However we can 
give upper and lower bounds on r(N;$F,) using Theorem 5.1. For this purpose we need 
the following definition. 
Let N= [L,,&, . . .,L,]E~:, 6>0 and qaE@(N) be a b-optimal algorithm, i.e., 
W)=twMz)l (=Luf), . . .,Uf;Y,t . . .,Yn-1); ml) (5.21) 
where z = z(f,6) = cp,(N(f)). 
THEOREM 5.4 
For every information operator N, NE*;, and 00 
r(i?s;S, ,F,J - s~(N;S,,F,>(2r(N;f,F,) 
and 
(5.22) 
(5.23) 
Proof. Let &(f16(f)) If(z). Of course, &e@(iVJ and 
which proves the left-hand side of (5.22). We now prove the r.h.s. Without loss of 
generality we can assume that r(N; I, Fo) -c co. For jSO let 
V(N,f) = {fEF,,:N(j) = N(f)}. 
For xE[O, 11 let 
Then Q and 5 depend on N(f) and 
(5.24) 
g[ x;;y, i (W) - d-4) = r(W,fo) = &W,f& + ~0, VxE 10,ll. (5.25) 
Hence a(x) and C(x) are finite for every XE [0, 11. Furthermore 
q(x)~f(x)S(x), VjEV(N,f), VxE[O, 11. 
For 00 let /I be a point such that 
(5.26) 
(5.27) 
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Since B depends only on N(f) and 6 then the algorithm 
%W(f) = B 
is well defined and q@(N). We now prove that 
e(q6, N; $, Fo) I2r(N; Z, Fo) + 6. 
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(5.28) 
(5.29) 
Indeed, for &V(N,f) let y(E) = S,(T). Then 
and due to (5.27) and (5.25) 
f(cpdW))) -&GWNP) -a(P) + ~GWW,Fd + 6. 
Hence (5.29) is proven. Since 6 is arbitrary we get 
r(N; $, Fe) I2r(N; Z, FJ 
which proves (5.22). Note that (5.23) follows easily from Theorem 5.1 and (5.22). Hence the 
proof of Theorem 5.4 is completed. q 
Let F. be defined by (5.4). Then N* defined by (5.5) is nearly optimal also for this 
problem and 
r(N*; &, Fo) = @(n-9 = r”(n; &, Fo). 
We end this section by 
REM,~RK 5.1 
In this section we studied some problems with balanced and convex Fo. This was done 
only for simplicity. Similar results can be proven for other sets F. which are not necessary 
balanced and convex. 
We also assumed that F. consists of real functions f: [0, l]+ W. The similar theorems 
can be proven for a more general setting. For example, let A be a compact subset of a 
metric space and let F3 be a linear space with the norm ]I . IIFg. Let F, be the space of 
continuous operators (not necessarily linear) j:A+F, with the norm ]]j]]~, =~~]]j(a)]l+. 
Define 
Then the (S,, F&problem is equivalent to the approximation (Z, F&problem, i.e. 
i r(N/,; Z, F,(c)) I r(N; SZ, Fo) 5 r(N; 4 &) 
(compare with Theorem 5.2). 
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