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La complejidad de las modernas técnicas de análisis y diseño de dispositivos de microon-
das ha venido incrementándose en los últimos tiempos. El objetivo de estas técnicas es mejo-
rar la precisión en el análisis del comportamiento de dispositivos de microondas y, además,
poder realizar un mejor diseño con herramientas CAD (en inglés Computer Aided Design) de
diseño asistido por ordenador. Esta necesidad de mejora de herramientas de análisis y diseño
ha venido impulsada por la tendencia actual a incrementar los servicios de telecomunicación
en la banda de microondas y ondas milimétricas.
Los nuevos servicios requieren una mejor tecnologı́a debido a la saturación del espectro
radioeléctrico. Esta ocupación del espectro ha impulsado la apertura de nuevos servicios en
bandas de frecuencias cada vez más elevadas. En general, este incremento de la frecuencia
de trabajo supone una disminución del tamaño fı́sico y peso de los dispositivos y, con ello,
una necesidad de mayor precisión en los procesos de fabricación.
Esta saturación del espectro ha sido más acusada en el sector espacial, donde incrementar
las frecuencias de operación de los dispositivos a bordo de satélites supone la ventaja de
un menor tamaño de dispositivos. En contrapartida a esta disminución de tamaño, tenemos
varios inconvenientes graves:
Precisión limitada de los procesos de fabricación de estos dispositivos.
Mayores restricciones en el diseño de cualquier dispositivo que debe soportar las con-
diciones adversas del entorno espacial.
Elevada sensibilidad del diseño final, que conlleva un gran desvı́o de la respuesta del
dispositivo si se altera mı́nimamente cualquier parámetro del diseño ideal.
Elevado costo de los procesos de fabricación si se requiere una alta precisión en la
fabricación del producto final.
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Todos estos inconvenientes han generado un gran interés entre la comunidad cientı́fica
actual. Cualquier avance en el sentido de eliminar los inconvenientes anteriores redunda en
una mejora de la tecnologı́a, y el consiguiente incremento de la calidad de los servicios
ofrecidos.
Ejemplos de las limitaciones de los procesos de fabricación son la imposibilidad de cons-
truir guı́as de onda de esquinas con ángulos de 90o exactos y la dificultad de mecanizar es-
quinas rectas en el interior de cavidades. La introducción de radios de curvatura finitos en
guı́as de onda rectangulares supone que los dispositivos fabricados con ellas (filtros, multi-
plexores, ortomodos, acopladores, divisores de potencia y un largo etcétera) van a tener una
alteración en su comportamiento radioeléctrico respecto al que debiera tener el diseño ideal
del dispositivo.
En esta tesis se desarrollan una serie de técnicas de análisis y diseño de dispositivos
que harán hincapié en la necesidad de precisión en los mencionados procesos de análisis
y diseño de dispositivos de microondas. A su vez, se desarrollan técnicas de aceleración de
algoritmos de análisis que reducen en gran medida el tiempo de caracterización de estructuras
que componen los dispositivos. Debido a la complejidad de los dispositivos actuales, un
incremento en la velocidad de análisis mejora a su vez los tiempos requeridos para el diseño
y desarrollo de estos complejos dispositivos. Esto es debido a que las técnicas CAD requieren
algoritmos de optimización que invocan a los módulos de análisis repetidas veces.
Este objetivo de aumento de velocidad y precisión en el análisis y diseño ha requerido
una cuidadosa elección de técnicas ası́ como una profunda mejora de las mismas.
En el capı́tulo 2 se presentará un método muy preciso de análisis de guı́as de onda cuya
sección transversal puede tener una forma completamente arbitraria. Una vez enunciada y
comprobada la teorı́a, se pasa a la mejora de la técnica para el caso de perturbaciones de la
sección transversal que aparecen en el mecanizado de dispositivos en guı́a. En los ejemplos
expuestos en dicho capı́tulo se demuestra una mejora de precisión muy importante respecto
a la teorı́a original.
Para el análisis de dispositivos se requiere poder estudiar la unión de diferentes guı́as.
En el capı́tulo 3 se desarrolla detalladamente la teorı́a de un método basado en una ecuación
integral que se ha revelado como uno de los más rápidos, eficientes y precisos para el estudio
de uniones planares entre guı́as de diferentes secciones transversales.
El siguiente elemento fundamental a estudiar son las cavidades formadas por las unio-
nes de varias guı́as que confluyen en una misma zona. En el capı́tulo 4 se presentan un par
de métodos novedosos que caracterizan la unión de guı́as arbitrarias. La elevada eficien-
cia y precisión de estos métodos ha sido demostrada a través de los dispositivos simulados
empleando, además, las técnicas enunciadas en los primeros capı́tulos combinadas adecua-
damente. Los resultados de las simulaciones han sido comparados con medidas obtenidas de
prototipos construidos para validar la teorı́a expuesta, con excelentes resultados.
Para la validación de todas las técnicas expuestas, y ası́ demostrar su versatilidad y efi-
ciencia en cuanto al análisis y diseño de dispositivos complejos, se presenta en el capı́tulo 5
el procedimiento a seguir para diseñar, de manera completamente automatizada, un filtro
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formado por guı́as de secciones transversales redondeadas. De esta manera se consiguen in-
cluir los efectos de mecanizado de las piezas en el diseño de este tipo de filtros. También
en este capı́tulo se ha propuesto una técnica de fabricación de filtros novedosa que evita los
elevados costes en el mecanizado de filtros. Tras la fase de diseño del filtro, se ha procedido
a su construcción y posterior medición del mismo para comprobar la validez del diseño. Los
resultados que se podrán observar son francamente excelentes.
Finalmente, con el objetivo de comprobar la validez conjunta de todas las técnicas ex-
puestas, se ha estudiado en el capı́tulo 6 el efecto de la precisión finita en la mecanización de
un diplexor real embarcado en un satélite. Los tiempos requeridos para la simulación de este
dispositivo revelan la elevada potencia de las técnicas de análisis desarrolladas en esta tesis.
En el apéndice A se muestra una potente técnica de aceleración de series lentamente
convergentes que ha sido la piedra angular del potente método de análisis mostrado en el
capı́tulo 2.
En el apéndice B se explica con detalle la forma de eliminar de los cálculos modos
electromagnéticos no acoplados en estructuras simétricas. Éste ha sido un punto clave para
poder analizar de manera eficiente y precisa estructuras complejas como el filtro con esquinas
redondeadas del capı́tulo 5 y el diplexor mostrado en el capı́tulo 6.
En el apéndice C se recogen algunos teoremas útiles para la mejor comprensión y justi-
ficación de algunos efectos observados sobretodo en el capı́tulo 2.
Finalmente, en el apéndice D, se recogen todas las publicaciones que esta tesis ha gene-
rado. Se referencian revistas y actas de congresos tanto nacionales como internacionales.
1.2. Resum
La complexitat de les modernes tècniques d’anàlisi i disseny de dispositius de microones
ha vingut incrementant-se en els últims temps. L’objectiu d’estes tècniques és millorar la
precisió en l’anàlisi del comportament de dispositius de microones i, a més, poder realitzar
un millor disseny amb ferramentes CAD (en anglés Computer Aided Design) de disseny
assistit per ordinador. Esta necessitat de millora de ferramentes d’anàlisi i disseny ha vingut
impulsada per la tendència actual a incrementar els servicis de telecomunicació en la banda
de microones i ones mil·limètriques.
Els nous servicis requerixen una millor tecnologia a causa de la saturació de l’espectre
radioelèctric. Esta ocupació de l’espectre ha impulsat l’obertura de nous servicis en bandes
de freqüències cada vegada més elevades. En general, este increment de la freqüència de
treball suposa una disminució del tamany fı́sic dels dispositius i, amb això, una necessitat de
major precisió en els processos de fabricació.
Esta saturació de l’espectre ha sigut més acusada en el sector espacial, on incrementar
les freqüències d’operació dels dispositius a bord de satèl·lits suposa l’avantatge d’un menor
tamany de dispositius. En contrapartida a esta disminució de tamany i pes, tenim diversos
inconvenients greus:
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Precisió limitada dels processos de fabricació d’estos dispositius.
Majors restriccions en el disseny de qualsevol dispositiu que ha de suportar les condi-
cions adverses de l’entorn espacial.
Elevada sensibilitat del disseny final, que comporta una gran desviació de la resposta
del dispositiu si s’altera mı́nimament qualsevol paràmetre del disseny ideal.
Elevat cost dels processos de fabricació si es requerix una alta precisió en la fabrica-
ció del producte final.
Tots estos inconvenients han generat un gran interés entre la comunitat cientı́fica actual.
Qualsevol avanç en el sentit d’eliminar els inconvenients anteriors redunda en una millora de
la tecnologia, i el consegüent increment de la qualitat dels servicis oferits.
Exemples de les limitacions dels processos de fabricació són la impossibilitat de cons-
truir guies d’ona de cantons amb angles de 90o exactes i la dificultat de mecanitzar cantons
rectes en l’interior de cavitats. La introducció de radis de curvatura finits en guies d’ona
rectangulars suposa que els dispositius fabricats amb elles (filtres, multiplexors, ortomodes,
acobladors, divisors de potència i un llarg etcètera) van a tindre una alteració en el seu com-
portament radioelèctric respecte al que haguera de tindre el disseny ideal del dispositiu.
En esta tesi es desenvolupen una sèrie de tècniques d’anàlisi i disseny de dispositius que
insistiran en la necessitat de precisió en els esmentats processos d’anàlisi i disseny de dispo-
sitius de microones. Alhora, es desenvolupen tècniques d’acceleració d’algoritmes d’anàlisi
que reduı̈xen en gran manera el temps de caracterització d’estructures que componen els
dispositius. A causa de la complexitat dels dispositius actuals, un increment en la veloci-
tat d’anàlisi millora a la seua vegada els temps requerits per al disseny i desenvolupament
d’estos complexos dispositius. Açò és degut al fet que les tècniques CAD requerixen algo-
ritmes d’optimació que invoquen als mòduls d’anàlisi repetides vegades.
Este objectiu d’augment de velocitat i precisió en l’anàlisi i disseny ha requerit una acu-
rada elecció de tècniques aixı́ com una profunda millora de les mateixes.
En el capı́tol 2 es presentarà un mètode molt precı́s d’anàlisi de guies d’ona la sec-
ció transversal de les quals pot tindre una forma completament arbitrària. Una vegada enun-
ciada i comprovada la teoria, es passa a la millora de la tècnica per al cas de pertorbacions de
la secció transversal que apareixen en el mecanitzat de dispositius en guia. En els exemples
exposats en el capı́tol esmentat, es demostra una millora de precisió molt important respecte
a la teoria original.
Per a l’anàlisi de dispositius es requerix poder estudiar la unió de diferents guies. En el
capı́tol 3 se desenvolupa detalladament la teoria d’un mètode basat en una ecuació integral
que s’ha revelat com un dels més ràpids, eficients i precisos per a l’estudi d’unions planars
entre guies de diferents seccions transversals.
El següent element fonamental a estudiar són les cavitats formades per les unions de
diverses guies que confluı̈xen en una mateixa zona. En el capı́tol 4 es presenten un parell
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de mètodes nous que caracteritzen la unió de guies arbitràries. L’elevada eficiència i preci-
sió d’estos mètodes ha sigut demostrada a través dels dispositius simulats emprant, a més,
les tècniques enunciades en els primers capı́tols combinades adequadament. Els resultats de
les simulacions han sigut comparats, amb excel·lents resultats, amb mesures obtingudes de
prototips construı̈ts per a validar la teoria exposada.
Per a la validació de totes les tècniques exposades, i aixı́ demostrar la seua versatilitat i
eficiència pel que fa a l’anàlisi i disseny de dispositius complexos, es presenta en el capı́tol 5
el procediment a seguir per a dissenyar, de manera completament automatitzada, un filtre
format per guies de seccions transversals arredonides. D’esta manera s’aconseguixen inclou-
re els efectes de mecanitzat de les peces en el disseny de este tipus de filtres. També en este
capı́tol s’ha proposat una nova tècnica de fabricació de filtres que evita els elevats costos
en el mecanitzat de filtres. Després de la fase de disseny del filtre, s’ha procedit a la seua
construcció i posterior mesurament del mateix per a comprovar la validesa del disseny. Els
resultats que es podran observar són francament excel·lents.
Finalment, amb l’objectiu de comprovar la validesa conjunta de totes les tècniques ex-
posades, s’ha estudiat en el capı́tol 6 l’efecte de la precisió finita en la mecanització d’un
diplexor real embarcat en un satèl·lit. Els temps requerits per a la simulació d’este dispositiu
revelen l’elevada potència de les tècniques d’anàlisi desenvolupades en esta tesi.
En l’apèndix A es mostra una potent tècnica de acceleració de sèries lentament conver-
gents que ha sigut la pedra cantonera del potent mètode d’anàlisi mostrada en el capı́tol 2.
En l’apèndix B s’explica amb detall la forma d’eliminar dels càlculs modes electro-
magnètics no acoblats en estructures simètriques. Este ha sigut un punt clau per a poder
analitzar de manera eficient i precisa estructures complexes com el filtre amb cantons arre-
donits del capı́tol 5 i el diplexor mostrat en el capı́tol 6.
En l’apèndix C s’arrepleguen alguns teoremes útils per a la millor comprensió i justifica-
ció d’alguns efectes observats sobretot en el capı́tol 2.
Finalment, en l’apèndix D, s’arrepleguen totes les publicacions que esta tesi ha generat.
Es referencien revistes i actes de congressos tant nacionals com internacionals.
1.3. Abstract
Nowadays, the complexity of modern analysis and design techniques for microwave de-
vices has been increasing. The aim of this techniques is to improve the accuracy in the
analysis of microwave devices behavior as well as to perform a better design with CAD
(Computer Aided Design) tools. This necessity for improvement of the analysis and design
tools has been boosted by the current tendency to increase telecommunication services in the
microwave and millimeter-wave bands.
A better technology is required by new services due to the spectrum saturation. This
spectrum occupation has boosted the opening-up of new services in increasingly higher fre-
quency bands. In general, this increase of the operating frequency involves the reduction of
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the physical size of devices and, consequently, the requirement of higher accuracy in the
manufacturing processes.
This situation has been more pronounced in the space sector, where the increase in ope-
rating frequency of devices in satellites involves the advantage of smaller size and weight of
such devices. In contrast to this reduction of size, we have some serious drawbacks:
Limited accuracy in manufacturing processes of such devices.
More design constraints in any device that will have to withstand adverse conditions
in the space environment.
High sensibility of the final design. This fact involves a high deviation of the device
response if any ideal design parameter is slightly altered.
High cost of the manufacturing processes, if high accuracy in the manufacture of the
final product is required.
All these drawbacks have generated a great interest among the present scientific commu-
nity. Any advance towards the elimination of the aforementioned disadvantages will benefit
the manufacturing technology, and consequently, the quality of the offered services will be
increased.
Examples of limitations in the manufacturing processes are the impossibility of manu-
facturing waveguides with corners of 90o and the difficulty mechanizing right angle corners
within cavities. The introduction of finite curvature radii in rectangular waveguides invol-
ves an alteration in the electromagnetic behavior of devices (filters, multiplexers, couplers,
orthomodes, power dividers, etc.) with respect to the expected response of the ideal design.
In this thesis, a series of analysis and design techniques for microwave devices are deve-
loped. These techniques will put special emphasis on the accuracy requirements in the afo-
rementioned analysis and design processes. Acceleration techniques of analysis algorithms
are developed, thus reducing to a great extent the characterization time of structures which
constitute these devices. Due to the complexity of modern devices, an increase in the analy-
sis speed improves, for its part, the required time for the design and development of these
complex devices. This is because optimization algorithms, which call to analysis modules
repeatedly, are required by CAD techniques.
This aim of increasing speed and accuracy in analysis and design has required a careful
choice and a deep improvement of some techniques.
A very accurate analysis method for waveguides with arbitrary cross sections is presen-
ted in chapter 2. Once the theory is stated and checked, the method is improved to take into
account perturbations in the cross section caused by the mechanization processes. A signifi-
cant accuracy improvement is shown in the presented examples with respect to the original
theory.
In order to analyze microwave devices, the study of transitions between different wave-
guides is required. Chapter 3 shows in detail the theory of an integral equation method to
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achieve this objective. This method proved itself to be as one among the fastest, more effi-
cient and accurate for the study of planar junctions between waveguides with different cross
sections.
The following key-building blocks to study are cavities made up by a cubic junction of
arbitrary shaped access ports. Chapter 4 presents two novel methods to characterize the cubic
junction of arbitrary waveguides. The high efficiency and accuracy of these methods has been
proven with simulated devices using, furthermore, the techniques stated in the first chapters
suitably combined. The simulation results have been compared with measurements obtained
from prototypes manufactured to validate the theory exposed. The results are in very good
agreement, thus fully validating the theory presented in this chapter.
Chapter 5 presents the procedure to follow in order to design a filter composed by wa-
veguides with rounded corners in a fully automatized way. The objective of this chapter is
to show the validity and versatility, in terms of efficiency and accuracy, of the exposed te-
chniques in previous chapters. These features are applied to complex devices like the filter
presented in this chapter. Mechanization effects in the manufacturing processes are included
in the design process. Moreover, a novel low-cost manufacturing technique is proposed here.
After the filter design stage, manufacturing and subsequent measurement of one prototype
has been carried out. The results that can be observed are in very good agreement with the
predicted response.
Finally, for validation purposes of the whole set of techniques presented in this thesis,
a more complex device has been simulated in chapter 6. The simulation of a real satellite
diplexer has been carried out. Furthermore, mechanization effects in the common port have
been simulated. Computation times in this complex example reveal the power of the analysis
techniques developed in this thesis.
Appendix A shows a powerful acceleration technique of slowly convergent series. This
technique has been the key point of the analysis method shown in chapter 2.
Appendix B explains in detail the way to remove from calculations the non-coupled
electromagnetic modes in symmetrical structures. This has been the key point to analyze
complex structures such as the filter with rounded corners in chapter 5 and the diplexer
shown in chapter 6.
Appendix C collects some useful theorems for the better understanding and justification
of some effects observed in chapter 2.
Finally, appendix D, collects the whole publications generated by this thesis. National
and international journals and congress proceedings are referenced.
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Capı́tulo 2
Caracterización modal de guı́as
arbitrarias
2.1. Introducción
La caracterización modal completa de guı́as de sección uniforme ha sido un tema de
enorme interés en las últimas décadas. Prueba de este interés es la gran cantidad de refe-
rencias que pueden encontrarse al respecto. Ası́, por ejemplo, en [1] se puede encontrar una
recopilación de métodos desarrollados con anterioridad a 1974. Métodos desarrollados con
posterioridad pueden encontrarse en [2]–[6]. La mayorı́a de estas técnicas pueden agruparse
en dos clases:
1. Técnicas de discretización, como las basadas en elementos finitos o en el método TLM
(en inglés transmission line modeling), que producen problemas de autovalores gran-
des o que requieren numerosas iteraciones para alcanzar una precisión razonable.
2. Técnicas basadas en la solución de ecuaciones integrales por diversos algoritmos; co-
mo por ejemplo el método de los momentos, el método del campo nulo, o el método
de la fuente auxiliar. Estos algoritmos producen un problema de autovalores no lineal
de pequeño tamaño que hay que resolver.
Las técnicas pertenecientes a la primera clase requieren una elección adecuada de la forma,
densidad y posición del mallado en la sección transversal de la guı́a (especialmente cuando
el contorno de la guı́a es bastante irregular). Además, su implementación práctica requiere
programas informáticos que consumen muchos recursos del sistema (tiempo de CPU y me-
moria). Las necesidades de almacenamiento se reducen con los algoritmos pertenecientes a la
segunda clase, pero el tiempo de computación se incrementa (especialmente cuando se pre-
tende obtener muchos modos) debido a que se calculan las frecuencias de corte como ceros
o mı́nimos del determinante de una matriz cuyos elementos son funciones transcendentales
de la frecuencia.
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Un nuevo método que ha surgido recientemente [7]-[11] para el análisis de guı́as con
sección arbitraria, es el denominado BI-RME (Boundary Integral - Resonant Mode Expan-
sion). Un compendio de las técnicas derivadas de éste método se recoge en [12]. El método
BI-RME está basado en la resolución de una ecuación integral que produce un problema
de autovalores lineal y de pequeño tamaño. La principal ventaja de este método es el uso
del núcleo exacto definido mediante funciones de Green diádicas expresadas en forma de
series rápidamente convergentes [13]. Los términos de estas series son funciones racionales
de la frecuencia, y las series pueden truncarse a un número muy bajo de términos sin pérdi-
da significativa de precisión en los resultados finales. Estos hechos provocan que el sistema
matricial de autovalores producido sea lineal.
Este nuevo método se ha revelado como uno de los más adecuados, por su tremenda
eficiencia computacional, para caracterizar modalmente las guı́as con sección transversal
arbitraria. Esta eficiencia reside en que el mallado es unidimensional1, aplicándose sólo a
la perturbación de la guı́a arbitraria respecto de un contorno básico (rectangular o circular).
Una de las limitaciones del método BI-RME es la utilización de una segmentación a tramos
rectos de cualquier perturbación del contorno básico. Este hecho puede introducir efectos
indeseados, sobretodo a bajas frecuencias2 en guı́as con perturbaciones curvas; lo cual serı́a
conveniente poder predecir, constituyendo por tanto una de las cuestiones novedosas que se
abordan en este capı́tulo.
Finalmente, añadir sobre este método el reciente trabajo realizado para adaptarlo a 3
dimensiones. Al principio, la eficiencia asociada al cálculo de la función de Green para cavi-
dades era baja debido a la elección de dicha función [14], pero en [15] se consiguió mejorar
la citada eficiencia reescribiendo la función de Green de forma más adecuada. En concreto,
esta mejora en términos de eficiencia computacional se consiguió separando la función de
Green para un resonador paralelepipédico3 en 2 series exponencialmente convergentes4.
2.2. El método BI-RME
Consideremos guı́as de sección transversal que pueden obtenerse perturbando una guı́a
rectangular o circular de sección Ω con una o varias hojas conductoras invariantes en la
dirección de propagación de la guı́a, cuya intersección con Ω es una lı́nea o conjunto de
lı́neas σ como se muestra en la figura 2.1. El conjunto de lı́neas se define por la ecuación
paramétrica
s = s(l) (2.1)
1El mallado es unidimensional si el problema es 2-D. Si se está mallando una perturbación en una cavidad
3-D el mallado es 2-D.
2Véase apéndice C.
3La convergencia de la serie que representa la función de Green en este tipo de resonador es extremadamente
lenta.
4Una de estas series está expresada en el dominio espacial y la otra en el dominio espectral.
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Figura 2.1. Algunos contornos básicos con perturbaciones arbitrarias.
donde s denota un punto de σ y l es un parámetro adecuado tomado sobre σ. Como se observa
en la figura 2.1, σ puede constar de porciones separadas abiertas o cerradas.






′, k) · Jσ(l′)dl′ (2.2)




µ/ε, Ḡe es la función diádica
de Green bidimensional de tipo eléctrico para un resonador bidimensional de sección Ω, y
Jσ es la densidad de corriente sobre la hoja. Para más detalles sobre (2.2) puede consultarse
[16] y [17]5.
2.2.1. Ecuaciones fundamentales
La expresión general de Ḡe dada en [13] para las secciones rectangulares y circulares es
Ḡe(r, r
′, k) = Ḡet(r, r
′, k) + ẑẑGezz(r, r
′, k) (2.3)
donde ẑ es el vector unitario en la dirección del eje de la guı́a, Ḡet es una diádica transversal
a ẑ dada por
Ḡet(r, r
′, k) = − 1
k2









5En [7] aparece la fórmula (2.2) con una integral
∫
– denotando el valor principal de la integral. Esto no es
apropiado en este contexto, aunque en [16] se explica con detalle cómo proceder en las proximidades de los
puntos de fuente. La integral de (2.2) puede representar el campo en σ sólo en el lı́mite cuando el punto de
observación se aproxima a σ.
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y Gezz se expresa como
Gezz(r, r










r y r′ son puntos genéricos de campo y de fuente, respectivamente, dentro de Ω;
g es la función de Green escalar bidimensional para la ecuación de Poisson bidimensional
sujeta a la condición de de contorno de Dirichlet homogenea6;
km son los números de onda de corte para los modos TE de la guı́a rectangular o circular
que forma el contorno básico;
k′m son los números de onda de corte para los modos TM de la guı́a rectangular o circular
que forma el contorno básico;




em · emds = 1;





Ḡst es la diádica solenoidal, normal al contorno, que satisface la ecuación
∇×∇× Ḡst(r, r′) = Ītδ(r− r′) +∇∇′g(r, r′) (2.6)
donde Īt es la diádica unitaria transversal y δ(r − r′) es la función delta de Dirac
bidimensional.
La separación de (2.4) y de (2.5) en sus diferentes componentes no es la más simple pero


























donde la primera serie es la función de Green escalar g, que es independiente de la frecuencia
y de la que se conoce una versión equivalente que converge exponencialmente. El segundo
6Es decir, ∇2g(x, x′, y, y′) = −δ(x− x′)δ(y − y′), g = 0 en el contorno de Ω.
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término depende de la frecuencia, pero ahora converge como k ′4m. Por tanto, con esta sepa-
ración se consigue un gran incremento en la convergencia del algoritmo. Un razonamiento
análogo puede aplicarse a (2.4) para aumentar la velocidad de convergencia del método. En
realidad, la mejora recogida en (2.4) servirá para aumentar la eficiencia asociada al cálculo
de los modos TE, y la mejora en (2.5) se utilizará en el cálculo de los modos TM, tal y como
se verá en el desarrollo posterior.
Las expresiones de g y Ḡst para la guı́a rectangular y circular pueden encontrarse por
ejemplo en [7]. Ambas expresiones poseen una singularidad logarı́tmica conforme se apro-
ximan los puntos de fuente y de campo. La forma rápidamente convergente de estas expre-
siones se encuentra disponible en varias formas equivalentes. Un método general y bastante
potente de aceleración de este tipo de series de lenta convergencia se encuentra descrito con
detalle en el apéndice A.
La densidad de corriente podemos descomponerla en su componente transversal y longi-





donde t̂ es el vector unitario tangente a la curva σ y las corrientes Jt y Jz son funciones a
determinar.
Sustituyendo (2.3)-(2.5) en (2.2) podemos hallar las siguientes expresiones para las com-












































El sı́mbolo del valor principal ha sido colocado en (2.10) para mantener coherencia con
[7], aunque en la nota referente a la ecuación (2.2) ya se explica que no es estrictamente
necesario incluirlo. El problema radica en que el integrando es una función que contiene una
singularidad no integrable en el sentido clásico de Riemann. El tratamiento de este tipo de
integrales hipersingulares consiste en calcular de alguna manera alternativa un valor que se
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′) · J(r′)dv′ − L̄ · J(r)
jωε
(2.12)
donde el valor principal de la ecuación integral ha consistido en eliminar un volumen Vε de la
integral total7. Si llamamos Sε a la superficie que encierra a Vε, entonces la diádica L̄ puede







Diversas técnicas para problemas numéricos (método de los momentos), donde se mues-
tra cómo manejar integrales de este tipo, pueden consultarse en [17] y el trasfondo matemáti-
co sobre este tipo de integrales singulares puede consultarse en la obra general [19], ası́ como
el clásico dentro del campo del electromagnetismo [20].
En el caso en que nos ocupa, podemos transformar la integral singular que aparece en














lo cual resulta más eficiente computacionalmente, ya que se ha eliminado la singularidad
no integrable (por métodos convencionales) pasando una derivada sobre la corriente. Esto
obliga a que las funciones que postulemos como solución de la densidad de corriente deben
ser continuas y derivables a trozos, lo cual no supone ningún problema.



















7El volumen Vε no tiene por qué ser infinitesimal.
8Esta diádica simbolizada como L̄ sólo depende del “volumen principal” escogido para la integración, y
por tanto la única dependencia es con la geometrı́a del problema.




























′) · t̂(l′)Jt(l′)dl′ (2.16b)
Aunque los modos TEM se pueden calcular de una forma similar (las ecuaciones resultantes
son mucho más simples que las anteriores), en este capı́tulo no se recoge el cálculo de dichos
modos al no aparecer en las guı́as consideradas. No obstante, el lector interesado puede
consultar dicho procedimiento de cálculo en [7].
2.2.2. Modos TM
Para el cálculo de los modos TM se descompone la corriente en N funciones parabólicas







Aplicando el método de Galerkin en la ecuación integral definida mediante las ecuaciones
(2.15), y después de algunas simples manipulaciones algebraicas, se obtiene el siguiente








calculándose los coeficientes de las corrientes como
b′ = −L′−1R′a′ (2.19)
9Se ha observado experimentalmente que en lugar de normalizar las funciones base a un valor máximo, el
algoritmo es más estable si se normalizan las funciones en área.
16 Caracterización modal de guı́as arbitrarias
donde
a′ = (a′1, a
′
2, . . . , a
′
M) (2.20a)
b′ = (b′1, b
′




























i, j = 1, 2, · · · , N m = 1, 2, · · · ,M (2.20f)
como ya se ha mencionado, N es el numero de elementos en los que se ha discretizado σ y
M es el número de modos que se ha fijado en el contorno básico para desarrollar los modos
de la guı́a perturbada. Finalmente, la componente axial del campo eléctrico dentro de la guı́a


















Para los modos TE se sigue el mismo procedimiento; es decir, se descompone la corrien-
te en N funciones parabólicas a trozos, y se aplica el procedimiento de Galerkin (método
de los momentos) a la ecuación integral definida por (2.15). Tras simples manipulaciones














donde a = (a1, a2, . . . , aM), U es la matriz unidad de orden M , 0 es una matriz nula de



































ui(l)̂t(l) · em(s)dl (2.23d)
i, j = 1, 2, · · · , N m = 1, 2, · · · ,M (2.23e)
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El campo eléctrico transversal en el interior de la guı́a se calcula como






























La división de σ en varias partes separadas, o si σ es abierta o cerrada, no entraña dificultades
adicionales. Para más detalles al respecto puede consultarse [7] y [12], donde también se dan
reglas empı́ricas para elegir los números N (número de elementos en los que se discretiza σ)
y M (número de modos a escoger en el contorno básico) para plantear el problema.
En lo sucesivo se va a considerar este método con un contorno básico rectangular. El
contorno circular entraña menos dificultades debido a que tanto g como Ḡst no son series
más o menos rápidamente convergentes sino términos fácilmente calculables.
2.2.4. Elementos singulares
Debido a la singularidad inherente a la función de Green bidimensional de la ecuación
de Poisson g y la singularidad existente en la diádica Ḡst, el cálculo de algunos elementos
de las matrices C, L y L′ puede resultar problemático. Este posible problema se resuelve
observando que el tipo de singularidad que aparece en estas funciones es de tipo logarı́tmico
y por tanto perfectamente integrable. Fijémonos por ejemplo en la función g, que en un





















m > 0, n > 0 (2.26)
y ψTMi es el campo eléctrico axial del i-ésimo modo TM normalizado en la sección transver-
















donde i es el ı́ndice del modo, que en la guı́a rectangular genera un doble juego de ı́ndices
(m y n). De forma práctica, los modos se ordenan con un solo ı́ndice (i), estableciéndose
dicha ordenación según el valor de la frecuencia de corte de cada modo.
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La convergencia de (2.25) es particularmente lenta, pudiéndose utilizar la suma de Pois-
son para acelerar dicha convergencia. Los cálculos necesarios se recogen en el apéndice A,




















(y − (−1)qy′) + e−2|x−(−1)px′+2am|πb (2.29)
Dicha función se puede descomponer en dos partes



























Se observa que cuando el punto de fuente y de campo se aproximan, el término T 000 es el
único que tiende a cero





(y − y′) + e−2|x−x′|πb (2.32)
Si se realiza un desarrollo en serie de Taylor de dos variables para dicho término es fácil
comprobar que











(x− x′)2 + (y − y′)2
]
(2.33)
























donde obviamenteR2 = (x− x′)2+(y − y′)2. Finalmente se pueden agrupar todas las partes
regulares de la función de Green en una sola función (g1) y aislar la parte singular logarı́tmica
como sigue
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donde







habiéndose demostrado que g1 es completamente regular.
La diádica Ḡst tiene un aspecto análogo al de la función g. Es estática (no depende de la




















m ≥ 0, n ≥ 0 (2.39)
donde m y n no pueden ser cero simultáneamente y ei(r) es el vector de campo eléctrico del
i-ésimo modo TE normalizado en la sección transversal de la guı́a. Para obtener dicho vector
















y se aplica la siguiente relación
eTEi = ẑ×∇tψTEi (2.41)





































donde εr es el factor de Neumann, que se define como sigue
εr =
{
1 si r = 0.
2 si r 6= 0; (2.43)
La serie (2.38) también converge muy lentamente, y la versión acelerada tiene el siguiente



































































































































Sm = senh (Xm) Tm = cosh (Xm)
Um = senh (Ym) Vm = cosh (Ym) (2.45)
La singularidad aparece en el término m = 0 cuando un punto de fuente y uno de campo
coinciden. El término m = 0 de la serie correspondiente a la componente x̂x̂ de la diádica10
10La componente ŷŷ se comporta igual que la x̂x̂ porque tienen la misma expresión intercambiando x, x′ y
a por y, y′ y b, respectivamente. Respecto a las componentes cruzadas x̂ŷ e ŷx̂ sucede exactamente lo mismo.
2.2 El método BI-RME 21













































































Desarrollamos en serie de Taylor el denominador del argumento del logaritmo para ver el
tipo de singularidad (el numerador es regular), y posteriormente haremos lo mismo para el
segundo término de la expresión anterior. El desarrollo se realiza alrededor del punto de




(x− x′)− cos π
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(x− x′)− cos π
b
(y − y′)







es decir, una singularidad que ya sabemos tratar. Ahora hay que desarrollar (de igual modo
























en serie de Taylor de dos variables. El procedimiento es el mismo. Se observa que el segundo
corchete del denominador no tiende a cero cuando el punto de campo se acerca al de fuente,
y por ello no hace falta desarrollarlo en serie. El otro corchete ya se ha desarrollado para la
componente x̂x̂. Finalmente se obtiene:
Υ ≈ (x− x
′)2
(x− x′)2 + (y − y′)2 (2.50)
Este tipo de singularidad es nuevo. Podrı́amos sospechar que no hay tal singularidad (y por
tanto tendrı́amos una discontinuidad evitable) porque tanto numerador como denominador
tienden a cero cuando los puntos de fuente y de campo se aproximan, y ello podrı́a tener
lı́mite finito. Esto no es ası́, ya que si nos acercamos por una recta de dirección arbitraria
(α, β) al punto singular, el cual puede suponerse sin pérdida de generalidad en (x′ = 0, y′ =
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es decir, el valor lı́mite depende de la dirección de aproximación. La función de dos variables
anterior no es por tanto continua. La única solución viable para resolver esto es esperar que
la integral que involucre tal término sea resoluble. En la sección 2.2.5 veremos que sı́ lo es.
Nos queda comprobar el tipo de singularidad de la diádica cruzada x̂ŷ. La singularidad
de la serie correspondiente a esta componente también corresponde al término m = 0, que





























y como siempre se desarrolla en serie de Taylor de dos variables y se obtiene
Ψ =
(x− x′)(y − y′)
(x− x′)2 + (y − y′)2 (2.53)
una singularidad integrable pero con la misma patologı́a que la anterior: la función no es
continua cuando el punto de fuente y de campo coinciden.
Una vez se ha obtenido el orden de la singularidad de los téminos de la diádica, el proceso
es el mismo que se ha seguido con la función de Green: separar la parte singular de la parte
regular para un tratamiento separado.
Supongamos que queremos calcular el elemento L′ij de la matriz L
′. Sea ∆i el dominio
de la función de forma ui, que será la función base del elemento i con ∆i ∈ σ. Sea ∆j el
dominio de la función de forma uj , que será la función base del elemento j con ∆j ∈ σ. Si























Se demostrará en la sección 2.2.5 que (2.55a) se puede calcular analı́ticamente por tener
una singularidad integrable. La integral (2.55b) se puede realizar sin ningún problema de
forma numérica, ya que el integrando es regular11. En cuanto al cálculo de las dos integrales
presentes en (2.54), se realizará también de forma numérica.
El cálculo de elementos de las matrices C y L se realiza siguiendo el mismo procedi-
miento, ya que las singularidades que aparecen son del mismo tipo.
11Se ha comprobado que en la mayorı́a de los casos las integrales numéricas se pueden calcular de manera
bastante precisa empleando la cuadratura de Gauss de orden 3. A veces sucede que si las integrales no se
realizan de manera suficientemente precisa el sistema de autovalores no es definido positivo, y se incurre en
errores numéricos que pueden hacer que la solución sea inservible. Es conveniente entonces aumentar el orden
de integración.
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2.2.5. Integrales con singularidades logarı́tmicas
El objetivo concreto de esta sección es calcular las integrales singulares que aparecen por
ejemplo en los elementos12 L′ij de la matriz L







′)g (s, s′) dldl′ (2.56)
donde σ = s(l) es una parametrización adecuada de la curva de modo que se recorra en
sentido positivo (antihorario). En la sección 2.2.4 se ha obtenido el orden de la singularidad
de la función de Green g(s, s′) cuando los puntos de fuente y de campo se aproximan. Para
el cálculo de los elementos L′ij se ha deducido anteriormente, tras realizar algunas manipu-














donde ahora el dominio de integración (∆′j) es un tramo o porción del dominio ∆j presente
en las expresiones (2.55), pues las funciones de forma se suelen expresar como funciones
parabólicas definidas a tramos [7]. Obviamente la expresión conflictiva es la que corresponde
aXj , y es la que se va a intentar transformar para poder adecuarla a su implementación en un
ordenador. Supongamos que el dominio ∆′j de un tramo parabólico es un segmento rectilı́neo
arbitrario como el segmento P de la figura 2.2, mientras que el segmento Q de dicha figura
corresponde al dominio ∆′i . Se conocen los extremos del segmento P , por lo tanto es fácil
calcular el ángulo que forma este segmento con la horizontal. Se pretende utilizar un sistema
de referencia local para que las expresiones sean más fáciles de integrar. Para ello se giran los
dos segmentos de manera que el segmento P quede horizontal. La transformación “rotación”
conserva la longitud y la posición relativa de los segmentos y, por lo tanto, el resultado de
la integral será el mismo porque el integrando sólo depende de la distancia13 entre puntos de
integración. La rotación la realizaremos en el sentido de las agujas del reloj respecto al punto
medio del segmento P :
(
cos θ sen θ


































12Recuérdese que en realidad las matrices L′, L y C tienen el mismo tipo de singularidad.
13La matriz de giro es ortogonal, por tanto conserva productos escalares (Ax ·Ay) = (x · y) y distancias
d(Ax,Ay) = d(x,y)∀x,y ∈ Rn, y además su inversa es su traspuesta, es decir, At · A = AAt = I ⇒
At = A−1. Véase [23].




( )0 0,x y¢ ¢
( )1 1,x y¢ ¢
( )0 0,x y
( )1 1,x y
x
y
Figura 2.2. Segmentos con orientación arbitraria que forman parte de σ.
La transformación inversa se puede obtener invirtiendo la matriz “rotación” o, equivalente-
mente, girando el mismo ángulo pero en sentido contrario.
(
cos θ − sen θ













Con esta transformación el segmento P ha quedado horizontal y centrado respecto al nuevo
sistema de referencia (u, v). Usando (2.58) podemos decir respecto al segmento P que
v′ = 0 ∀v′ ∈ P
u′0 = (x
′
0 − xm) cos θ + (y′0 − ym) sen θ
u′1 = (x
′
1 − xm) cos θ + (y′1 − ym) sen θ
lp =
√
(x′0 − x′1)2 + (y′0 − y′1)2 (2.61)
donde lp es la longitud del segmento P . De las expresiones anteriores se deducen fácilmente
las siguientes relaciones
u′0 = −u′1 (2.62a)
lp = u
′
1 − u′0 = 2u′1 (2.62b)
Ahora se normalizan las coordenadas para que la integración sobre el segmento P se realice










La misma transformación se aplicará a las coordenadas no primadas. Recordando que v ′ =
0⇒ η′ = 0 ∀η′ ∈ P , se tendrá en el nuevo sistema de coordenadas que
R2 = (x− x′)2 + (y − y′)2 = l2p
[
(ξ − ξ′)2 + η2
]
(2.64)
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(ξ − ξ′)2 + η2
]}
dξ′ (2.65)
donde a′, b′, c′ son los coeficientes de la parábola asociada a la función base uj en el tramo
∆′j .





















































12ξ2 − 12η2 + 1
)
− b′ξ − 2c′
}
(2.66)
donde se han empleado las siguientes variables auxiliares:
Λ± = 4ξ2 ± 4ξ + 4η2 + 1 (2.67a)
A± = 8ξ3 − 24ξη2 ± 1 (2.67b)
B± = 3
(
4ξ2 ± 4η2 − 1
)
(2.67c)
C± = 12 (2ξ ± 1) (2.67d)
Para evaluar la componente del elemento L′ij asociada aXj(l), se debe observar que aho-
ra Xj(l) = Xj(ξ, η) ya que l = l(ξ, η), donde la variable ξ no varı́a en el mismo rango que
su correspondiente coordenada primada, y además η ahora no es constante porque vamos a
integrar sobre el segmento Q. Esto nos va a obligar a buscar una parametrización adecuada
del segmento Q para que la variación sólo dependa de un parámetro, y ası́ poder realizar
la segunda integral necesaria para evaluar (2.56) según la coordenada no primada. El pri-
mer paso es averiguar, después de todas las transformaciones realizadas, en qué intervalo se
mueven ahora las variables ξ y η
(x0, y0)→ (u0, v0)→ (ξ0, η0)




ξ ∈ [ξ0, ξ1]
















[− (x1 − xm) sen θ + (y1 − ym) cos θ]
(2.68)
26 Caracterización modal de guı́as arbitrarias
Una vez hallados los lı́mites de integración en función de los datos, el siguiente paso con-
siste en hallar una parametrización adecuada del nuevo segmento Q para poder realizar la
integración. La parametrización la volveremos a diseñar de manera que la integración se rea-







. Recordemos además, que al diferencial de la segunda integral
le ha afectado el anterior cambio de variable, ya que hemos transformado los dos conjuntos
de coordenadas: las de fuente y las de campo. Por ello aparece un lp que multiplica a esta
integral, que se simplificará con el nuevo diferencial de arco. Esta segunda integral es una






ϕ [α(t)] s′(t)dt (2.69)
que se resuelve fácilmente [24] con la parametrización del segmento dada por:
α(t) =
[


















s′(t) = ||α′(t)|| =
√




dondeα(t) define el camino a seguir en el sentido correcto variando el parámetro t, y el arco
recorrido durante esa camino viene dado por la función escalar s(t). Aplicando todas estas















(ξ1 − ξ0) t+
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siendo esta expresión directamente implementable en un ordenador.
Singularidad de la diádica de Green
Para completar esta disgresión sobre la forma de obtener los elementos singulares de las
matrices involucradas en el método BI-RME, sólo resta enunciar de manera escueta cómo
quedarán las integrales singulares que aparecen cuando se integra la diádica Ḡst. Las com-
ponentes x̂x̂ e ŷŷ, tras los cambios de variable ya comentados previamente, generarán los
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donde lp es la longitud del segmento sobre el que corren las coordenadas primadas. Se han
empleado en la fórmula anterior las siguientes variables auxiliares:


















(2ξ ± 1) (2.73d)
Cabe destacar que la fórmula (2.72) se ha obtenido gracias a haber podido integrar el
término singular
(ξ − ξ′)2
(ξ − ξ′)2 + η2 (2.74)
el cual, como se dedujo en la sección anterior, no es continuo, pero afortunadamente sı́ que
es integrable.
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η(2a′ξ + b′) arctan
(
η
ξ2 + η2 − 1
4
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Finalmente, en el cálculo de los elementos de la matriz C aparecen integrales singula-
res del tipo logarı́tmico pero afectadas por la derivada de las funciones base. Por tanto, los
28 Caracterización modal de guı́as arbitrarias















2η(2a′ξ + b′) arctan
(
η






















ln(4ξ2 + 4η2 − 4η + 1)






Para resolver las integrales anteriores ha sido necesario transformarlas en otras de tipo
normalizado (polinomio multiplicado por logaritmo), cuya resolución puede encontrarse por
ejemplo en [25].
2.2.6. Ejemplo: Guı́a con reentrante
Para la verificación del programa informático desarrollado que implementa el método
BI-RME se ha escogido una guı́a con reentrante (en inglés ridge). Se han calculado las fre-
cuencias de corte de los primeros modos, y se ha dibujado el campo empleando las fórmulas
(2.21) y (2.24). Es de esperar que el campo dentro de la zona del reentrante sea nulo o cerca-
no a cero si el error numérico es pequeño. Los resultados que se muestran en las gráficas se
han obtenido con un mallado unidimensional de la perturbación de tan sólo 14 segmentos. La
visualización del campo axial de los dos primeros modos TM en la figura 2.3 permite desta-
car que el modo está confinado completamente en el interior de la guı́a, y que en el reentrante
el campo tiene un valor prácticamente nulo, tal y como se ha comentado previamente. Como
se observa, el valor del campo del modo TM se acerca paulatinamente a cero conforme nos
acercamos a las paredes de la guı́a, cumpliéndose pues las condiciones de contorno.
También se ha comprobado que disminuyendo la penetración del reentrante la frecuencia
de corte de los modos tienden, como era de esperar, a las frecuencias de corte de la guı́a rec-
tangular sobradamente conocidas. Aumentando la profundidad de penetración hasta dividir
la guı́a en dos, supone generar nuevamente las frecuencias de corte de los modos de las guı́as
rectangulares del mismo tamaño.
Las frecuencias de corte también han sido comparadas con éxito con los resultados pro-
porcionados por otros métodos (ver tabla 2.1) como el TLM (transmission line modeling)
[26], elementos finitos (FEM) [27] y con el obtenido por el programa ANAPLAN-W que
utiliza también el método BI-RME. Aparte de la precisión del resultado14 conviene subrayar
14En realidad no podemos asegurar cual es la precisión absoluta del método con este ejemplo porque no hay
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Figura 2.3. Representación del campo eléctrico axial de los dos primeros modos TM en
una guı́a WR-75 con un reentrante centrado de 4 mm de anchura y una penetración de
2,976 mm. La frecuencia de corte del primer modo TM es de 21,45278 GHz y la del
segundo es de 23,38680 GHz.
la gran velocidad con la que se ha resuelto el problema considerado. Ası́ pues, con un PC de
capacidad reducida, este método proporciona cientos de frecuencias de corte en cuestión de
segundos.
En un modo TM sabemos si se cumplen las condiciones de contorno observando la ten-
dencia del campo a anularse en dicho contorno. En los modos TE lo que se fuerza como
condición de contorno es la anulación de la derivada del campo eléctrico y no el propio
campo. Ésta es la razón de que la distribución de campo tangencial no es tan fácilmente
verificable por observación directa. Además, el campo tiende a ser elevado en las esquinas
con respecto al resto de la guı́a, produciéndose problemas de visualización debido a la rápida
variación del campo eléctrico tangencial en un pequeño entorno alrededor de las esquinas.
En la figura 2.4, donde aparece la distribución del campo eléctrico tangencial en la guı́a ridge
de los dos primeros modos, se observa este efecto perfectamente.
Como curiosidad podemos observar el aspecto de los campos asociados a los modos
superiores para cercionarnos si las condiciones de contorno se siguen cumpliendo sobre las
paredes de la guı́a. En la figura 2.5 se observa que el campo sigue estando confinado en el
interior de la guı́a, y que el error numérico sigue siendo despreciable en el exterior de la guı́a.
expresiones analı́ticas que proporcionen las frecuencias de corte de la guı́a con reentrante. Aunque veremos
cuál es la precisión del método en la siguiente sección con otros ejemplos de los cuales se conoce solución
analı́tica.
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Modo Tipo BI-RME FEM TLM ANAPLAN-W
(orden) (TE/TM) fc (GHz) fc (GHz) fc (GHz) fc (GHz)
1 TE 6.71685 6.640 6.715 6.7205
2 TE 15.13308 14.956 15.083 15.142
3 TE 16.85652 16.788 16.839 16.867
4 TE 17.17278 17.159 17.201 17.183
5 TM 21.45278 22.135 21.333 21.469
6 TE 22.30810 22.173 22.314 22.320
Cuadro 2.1. Las primeras 6 frecuencias de corte en una guı́a ridge (guı́a WR-75 con una
penetración centrada de 4 mm de anchura y una profundidad de 2,976 mm) calculadas
con el programa informático que implementa el método BI-RME tal como ha sido des-
crito. Se han comparado estas frecuencias de corte con en método de elementos finitos
(FEM), el método TLM (transmission line modeling) y el programa ANAPLAN-W
basado ası́mismo en el método BI-RME.
Figura 2.4. Representación del módulo del campo eléctrico tangencial de los dos primeros
modos TE en una guı́a WR-75 con un reentrante centrado de 4 mm de anchura y una
penetración de 2,976 mm. La frecuencia de corte del primer modo TE es de 6,71685
GHz y la del segundo es de 15,13308 GHz.
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Figura 2.5. Izquierda: Representación del módulo del campo eléctrico axial para el décimo
modo TM en una guı́a WR-75 con un reentrante centrado de 4 mm de anchura y una
penetración de 2,976 mm. La frecuencia de corte del modo TM es de 50,2820356 GHz.
Derecha: Módulo del campo eléctrico tangencial producido por el décimo modo TE
en la misma guı́a. La frecuencia de corte de este modo es de 32,57068 GHz.
2.3. Elementos curvos
En esta sección se va a emplear el método BI-RME para modelizar el efecto de meca-
nización de un radio de curvatura finito en una guı́a rectangular. Esto será útil para poder
simular el comportamiento de dispositivos tales como filtros o diplexores cuya fabricación a
bajo coste introduce esquinas redondeadas (de radio de curvatura finito) en lugar de esquinas
rectas (de 90o exactos). Una justificación más exhaustiva puede encontrarse en el capı́tulo 5,
donde se aplicará el método BI-RME en el modelado de un filtro con esquinas redondeadas.
Finalmente, en el capitulo 6 veremos el efecto de un radio de curvatura finito sobre un puerto
de un diplexor, ası́ como la variación de su respuesta eléctrica con la frecuencia y el valor
del radio de curvatura.
2.3.1. Integrales con singularidades logarı́tmicas
Las ecuaciones que surgen para resolver problemas de esquinas redondeadas son las
mismas deducidas en la sección anterior, ya que en ningún momento se ha especificado
el sistema de coordenadas elegido para resolver las integrales. En este caso se utilizará un
sistema de coordenadas hı́brido.
Transformando coordenadas rectangulares a polares se conseguirá resolver las integrales
singulares que aparecen (en las matrices L′, C y L) cuando los puntos de fuente y de campo
se aproximan. Los elementos regulares se calcularán como es usual (usando coordenadas
rectangulares) ya que la integración numérica no generará problemas de precisión si los
elementos no son singulares.
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Utilizar este tipo de coordenadas supondrá trabajar con elementos curvos, y no con seg-
mentos rectos como se ha hecho hasta ahora. Esto supone una novedad importante ya que
hasta ahora las diversas implementaciones prácticas de este método (por ejemplo el código
ANAPLAN-W) han utilizado segmentos rectos. En estas implementaciones, la forma de tra-
tar perturbaciones cuya sección transversal consta de arcos consiste en sustituir esos arcos
por segmentos rectos que reconstruyen la perturbación. Conviene reseñar que la perturbación
no se sustituye por una poligonal15, ya que eso supone alterar el area de la sección transversal
que define la perturbación. Lo que se hace es generar una serie de segmentos rectos cuya área
encerrada sea la misma que la del problema original, esperando que la solución aproximada
no se desvie demasiado de la original (tal como se sugiere en [17]). Puede pensarse que esto
generará desviaciones de los autovalores a frecuencias altas, debido a la tendencia natural a
pensar que los resultados en electromagnetismo empeoran al incrementar la frecuencia. En
realidad sucede todo lo contrario, tal y como se explica razonadamente en el apéndice C. Los
autovalores de la solución aproximada (las frecuencias de corte) tienden a independizarse de
la forma de la sección transversal conforme la magnitud del autovalor se incrementa16.
Por tanto, los mayores errores en las frecuencias de corte cometidos por la aproximación
de segmentación de área constante se dan para frecuencias de corte de modos bajos (cercanos
al fundamental). Es por ello que hay que tener extremado cuidado con la modelización de
este tipo de estructuras, pues los modos de baja frecuencia de corte (que son los que más
fuertemente contribuyen a la potencia transportada por la guı́a) son los que contribuyen en
mayor medida al error en la caracterización de dispositivos de microondas que incluyen estas
guı́as.
Modos TM
En la matriz L′ de los modos TM se generan elementos singulares cuando se trata de
calcular los elementos de la diagonal de dicha matriz. La función escalar de Green que gene-
raba una singularidad logarı́tmica aparecerá otra vez, pero ahora el cambio de coordenadas
que se va a imponer cambiará la forma de la integral interior, que es la que debe resolverse
de forma analı́tica.
Se verá a continuación el aspecto de la singularidad de la función de Green en coordena-
das polares.
15Se define aquı́ poligonal de una curva f : Rn → R como una función fp que coincide en N puntos de
la curva (f(xi) = fp(xi), i = 1, 2, . . . , N ) y cualquier otro valor fp(xj) con xj comprendido dentro de un
intervalo entre dos puntos consecutivos (supongamos que xj ∈ [xi, xi+1] con i = 1, 2, . . . , N ) se obtiene por
interpolación lineal entre f(xi) y f(xi+1). Esto da a la curva el aspecto de un polı́gono de N lados (si la curva
es cerrada y n = 1) y la poligonal tendrá N − 1 lados si la curva es abierta y n = 1.
16Como se demuestra en el apéndice C, si ordenamos los autovalores en orden creciente, para autovalores
de gran magnitud cada vez importa menos la forma de la sección transversal. El autovalor tenderá a depender
solamente del valor del área de la sección transversal.
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(x− x′)2 + (y − y′)2
]
(2.77)
A continuación se introducen las coordenadas polares con la siguiente notación
x = x0 + ρ cosϕ y = y0 + ρ senϕ
x′ = x0 + ρ cosϕ
′ y′ = y0 + ρ senϕ
′ (2.78)
donde ρ es el radio de curvatura del segmento, (x0, y0) representan las coordenadas del centro
de la circunferencia del segmento curvo, y ϕ y ϕ′ representan las coordenadas angulares que
definen los puntos (x, y) y (x′, y′), respectivamente.
Utilizando la transformación (2.78) se tiene que
(x− x′)2 = ρ2 (cosϕ− cosϕ′)2 = ρ2
(
cos2 ϕ− 2 cosϕ cosϕ′ + cos2 ϕ′
)
(y − y′)2 = ρ2 (senϕ− senϕ′)2 = ρ2
(
sen2 ϕ− 2 senϕ senϕ′ + sen2 ϕ′
)
(2.79)
y operando se obtiene
(x− x′)2 + (y − y′)2 = ρ2 [2− 2 (cosϕ cosϕ′ + senϕ senϕ′)] =























Para seguir simplificando la parte singular, se puede dividir y multiplicar el argumento del





















ln (ϕ− ϕ′)2 (2.82)
















 = − 1
2π
ln ρ (2.83)
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Por tanto, este último término debe agruparse con la parte regular de la función de Green
definida en (2.37), obteniéndose finalmente que la función de Green presenta la siguiente
expresión
g = g′ − 1
4π
ln (ϕ− ϕ′)2 (2.84)
donde la parte regular g′ presenta en este caso el siguiente aspecto















y la función g0 se define según (2.31).
Si ahora se siguen los mismos pasos17 que nos llevaron en su momento a la integral
singular (2.65), siguiendo cambios de variable análogos para normalizar el intervalo de inte-






a′t′2 + b′t′ + c′
)
ln (ϕ− ϕ′)2dt′ (2.86)
donde l es la longitud del segmento circular. Para poder realizar la integral anterior es ne-
cesario poder expresar ϕ en función de la variable normalizada t y ϕ′ en función de t′. Es
fácil comprobar que dicha relación para tramos circulares recorridos en los sentidos positivo
(antihorario) y negativo (horario) son respectivamente:
ϕ− ϕ′ = ∆ϕ (t− t′) (2.87a)
ϕ− ϕ′ = −∆ϕ (t− t′) (2.87b)
donde ∆ϕ = l/ρ es el ángulo total que ocupa el segmento. Por lo tanto, para ambos casos
(horario y antihorario) se verifica que:
(ϕ− ϕ′)2 = ∆ϕ2 (t− t′)2 (2.88)
Finalmente, se obtiene que la integral buscada es de la forma
∫ 1/2
−1/2









8a′ξ3 + 12b′ξ2 + 24c′ξ + a′ − 3(b′ − 4c′)
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8a′ξ3 + 12b′ξ2 + 24c′ξ − a′ − 3(b′ + 4c′)
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(12a′ξ2 + 18b′ξ + a′ + 36c′)
}
(2.89)
siendo ϕ constante y representando ahora el ángulo total del segmento considerado.
17La idea es la misma que se ha seguido cuando aparecı́an singularidades en tramos rectos: la integral doble
(2.56) se resuelve realizando analı́ticamente la integral interior (cambiando la variable de forma adecuada) y
numéricamente la integral exterior.
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Modos TE
Para la matriz C tenemos una situación similar: la función de Green aparece multiplicada
por la derivada de las funciones base (parabólicas en nuestro caso), y la integral singular que
debe resolverse analı́ticamente es de la forma
∫ 1/2
−1/2
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ln |2ξ + 1|
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ln |2ξ − 1| (2.90)
siendo ϕ constante.
Para la matriz L, la situación es más compleja debido a las 4 componentes que la forman.
Recordemos de la sección anterior que la diádica Ḡst tenı́a singularidades no logarı́tmicas
discontinuas e integrables. Las componente x̂x̂ tenı́a una singularidad del tipo
(x− x′)2
(x− x′)2 + (y − y′)2 (2.91)
Realizando en dicha expresión el mismo cambio de coordenadas descrito en (2.78), se ob-
serva que la expresión de la singularidad anterior queda
(x− x′)2







y vemos que la singularidad ha desaparecido porque la aproximación al origen ha sido con
un arco, y justamente esa trayectoria produce un lı́mite finito cuando el punto de fuente y
de campo se aproximan. Para la componente ŷŷ la singularidad no logarı́tmica es dual, y
presenta pues el siguiente aspecto
(y − y′)2







y obviamente el problema ha desaparecido de igual manera que para su componente homólo-
ga.
En el caso de las componentes cruzadas de la diádica (componentes x̂ŷ e ŷx̂), las singula-
ridades que aparecen son del mismo tipo, es decir, no logarı́tmicas, discontinuas e integrables
(x− x′)(y − y′)
(x− x′)2 + (y − y′)2 (2.94)
y efectuando el cambio de coordenadas tenemos:
(x− x′)(y − y′)
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y la singularidad (única en las componentes cruzadas) ha sido eliminada. Por tanto, después
del cambio de variable, las singularidades no logarı́tmicas que aparecı́an en Ḡst no requie-
ren ningún tratamiento especial, ya que se pueden integrar numéricamente sin problemas al
haberse comprobado que desaparecen.
Por último, queda por tratar la singularidad logarı́tmica de la diádica en la componente
x̂x̂ (que será de la misma forma que la de la componente ŷŷ). Recordemos que los elementos






ui (l) t̂ (l) · Ḡst (s, s′) · t̂ (l′)uj (l′)dldl′ (2.96)
Al realizar el cambio de coordenadas cartesianas (x, y, z) a cilı́ndricas (ρ, φ, z), se observa
que para un arco el vector tangente a la curva t̂ es precisamente el vector unitario φ̂. Este
cambio de variable es bastante clásico [21], pudiéndose escribir
x = ρ cosφ
y = ρ senφ
}
⇒ ρ = ρ cosφx̂+ ρ senφŷ⇒ ρ̂ = cosφx̂+ senφŷ (2.97)
y el vector tangente es:
t̂ = φ̂ = ẑ× ρ̂ = − senφx̂+ cosφŷ (2.98)
Finalmente, se puede expresar el producto de los vectores tangentes por la diádica (utilizando
notación matricial) como:



















= Gxxst senφ senφ
′ −Gyxst cosφ senφ′ +Gyyst cosφ cosφ′ −Gxyst senφ cosφ′ (2.99)
donde Gγδst con γ, δ = x, y son las 4 componentes de la diádica Ḡst. Como se observa de esta
última ecuación, van a aparecer senos y cosenos acompañando a la singularidad logarı́tmica
de la diádica de Green. Recuérdese que sólo las componentes Gxxst y G
yy
st tienen singulari-
dades logarı́tmicas asociadas, y que las demás componentes ni siquiera son singulares y no
ofrecerán ninguna resistencia a la integración numérica.
Después de los pertinentes cambios de variable para normalizar el intervalo de integra-
ción, las integrales interiores que deben resolverse analı́ticamente son de la forma
∫ 1/2
−1/2
(aξ′2 + bξ′ + c) sen (ϕξ′ + ϕ0) ln
[
















(aξ′2 + bξ′ + c) cos (ϕξ′ + ϕ0) ln
[







0) cos(ϕ0)− (aIs2 + bIs1 + cIs0) sen(ϕ0) (2.100b)
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En las expresiones anteriores, se ha definido k como una constante18 de valor k = ϕξ.













3 · 3! +
x5











= γ + ln(x)− x
2
2 · 2! +
x4
4 · 4! − . . . (2.103)
donde γ es la constante de Euler
γ = 0,5772 15664 90153 28606 06512 . . . (2.104)
Las propiedades de simetrı́a utilizadas para la resolución analı́tica de las integrales (2.101)
han sido [29]:
Si(−x) = − Si(x) (2.105a)
Ci(−x) = Ci(x)− jπ (2.105b)
18k es una constante para las integrales interiores pero no lo es para las exteriores, cuya integración depen-
derá de las variables no primadas.
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Como ejemplo para mostrar la forma de resolver estas integrales se escoge una de ellas, por






senx ln(k − x)2dx (2.106)
Si se aplica integración por partes para el cálculo de primitivas
∫




u = ln(k − x)2 (2.108a)
dv = senx dx (2.108b)
se obtiene de forma directa que:
∫

































































las cuales se resuelven con un sencillo cambio de variable para escribirlas en función de Si y
de Ci utilizando las propiedades recogidas en (2.105).
2.3.2. Ejemplos: Guı́as con elementos curvos
En esta sección se va a mostrar la precisión dada por la teorı́a desarrollada en la sec-
ción anterior. Se mostrará una forma absoluta de determinar esta precisión con un ejemplo
analı́tico donde se va a comparar la versión del método BI-RME que discretiza elementos
curvos con tramos rectos, con la versión del método que implementa la teorı́a del apartado
anterior. Al saber de antemano la solución analı́tica del problema, se podrá determinar de
manera precisa el error cometido por ambos métodos.
Finalmente, se mostrará un caso práctico de una guı́a rectangular que ha sido redondeada
en sus esquinas simulando efectos reales de mecanizado. Para visualizar todos estos ejemplos
se mostrarán representaciones del campo eléctrico tanto axial como tangencial en el interior
de las guı́as.
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Modo Error ANAPLAN-W ( %) Error BI-RME ( %)









Cuadro 2.2. Errores relativos (en %) de ANAPLAN-W y del método BI-RME implementa-
do con segmentos curvos. El ejemplo de prueba ha consistido en una guı́a circular de
diámetro 9,525 mm dentro de un guı́a cuadrada del mismo lado.
Un ejemplo analı́tico: la guı́a circular
Una vez terminada la formulación necesaria para resolver con el método BI-RME pertur-
baciones con arcos en una guı́a rectangular, el siguiente paso consiste en mostrar la precisión
de este método abordando un problema analı́tico: la guı́a circular definida en el interior de
una guı́a cuadrada mediante 4 arcos circulares de 90o. Escogemos una guı́a cuadrada de lado
9,525 mm como contorno básico, y se perturba para definir en su interior una guı́a circular
de radio 4,7625 mm. La primera frecuencia de corte TE genera un error19 menor del 0.005 %
y la primera frecuencia de corte TM genera un error menor del 0.002 %.
Como referencia para la mejora obtenida podemos consultar [7], donde se genera el mis-
mo ejemplo con el programa ANAPLAN-W20, y en el que se produce un error del 0.16 %
para la primera frecuencia de corte TM, es decir para esa frecuencia de corte se ha mejorado
más de 14 veces la precisión del resultado.
En la figura 2.6 se muestra el campo eléctrico (axial y tangencial) de diversos modos
(TM, TE) de la guı́a circular considerada. En dicha figura se observa la elevada precisión
obtenida, pues el campo residual en el exterior de la guı́a debido a errores numéricos es
prácticamente cero.
En la tabla 2.2 se muestra el error relativo del método BI-RME implementado con seg-
mentos curvos comparado con el error relativo cometido por ANAPLAN-W, el cual utiliza
segmentos rectos con ley de conservación de áreas. Los resultados de ANAPLAN-W han
sido obtenidos de [7].
19Se define aquı́ error relativo como |fr−fc|
fc
100 donde fr es la frecuencia de corte obtenida mediante el méto-
do BI-RME y fc es la frecuencia de corte de la guı́a circular obtenida mediante métodos analı́ticos (problema
canónico conocido).
20ANAPLAN-W utiliza segmentos rectos para la discretización, pero conservando el área de la sección
transversal de la guı́a circular.
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Figura 2.6. Representación del campo eléctrico axial (TM) y tangencial (TE) de algunos
modos en una guı́a rectangular modificada para generar una circular con esquinas re-
dondeadas de 4 mm de radio de curvatura. Arriba a la izquierda: Primer modo TM
fc = 24,11258 GHz. Arriba a la derecha: Segundo modo TM fc = 38,42235 GHz.
Abajo a la izquierda: Primer modo TE fc = 18,45996 GHz. Abajo a la derecha: Se-
gundo modo TE fc = 30,61663 GHz.
Como se observa en la tabla 2.2, la precisión conseguida con la teorı́a desarrollada para
ajustar el método a tramos curvos, ha sido excelente. Según la teorı́a expuesta en el apéndi-
ce C los errores tenderán a ser similares conforme aumente la frecuencia debido al compor-
tamiento asintótico de los autovalores. El problema es que cuando esto suceda, puede ser que
los errores acumulados, debido a la ingente cantidad de modos que han tenido que calcular-
se, hagan el resultado inservible. Otra posibilidad a tener en cuenta es que, simplemente, el
computador no pueda resolver el sistema de autovalores debido al tamaño de éste.
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Figura 2.7. Representación del campo eléctrico axial de algunos modos TM en una guı́a
WR-75 con esquinas redondeadas de 4 mm de radio de curvatura. Arriba a la izquier-
da: Segundo modo TM fc = 22,72 GHz. Arriba a la derecha: Cuarto modo TM
fc = 32,66 GHz. Abajo a la izquierda: Quinto modo TM fc = 35,97 GHz. Abajo a la
derecha: Sexto modo TM fc = 36,07 GHz.
Guı́a rectangular con esquinas redondeadas
Una vez terminada la formulación necesaria para resolver con el método BI-RME per-
turbaciones con arcos en una guı́a rectangular, y comprobada la precisión del método con
el ejemplo anterior, el siguiente paso consiste en probar el algoritmo con unos ejemplos de
guı́as con esquinas redondeadas, que suelen aparecer en casos prácticos cuando se utilizan
métodos de fabricación de bajo coste y no se consiguen ángulos rectos en la guı́a rectangular.
En las diversas representaciones de la figura 2.7 se puede comprobar que el campo axial
se ha deformado respecto al de una guı́a rectangular para conseguir cumplir las condiciones
de contorno. Las esquinas redondeadas se observan perfectamente en cada uno de los dibujos.
La frecuencia de corte del primer modo TM en una guı́a rectangular WR-75 es de 17,59 GHz,
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Figura 2.8. Representación del campo eléctrico tangencial de algunos modos TE en una
guı́a WR-75 con esquinas redondeadas de 4 mm de radio de curvatura. Arriba a la
izquierda: Segundo modo TE fc = 16,47 GHz. Arriba a la derecha: Cuarto modo TE
fc = 19,58 GHz. Abajo a la izquierda: Quinto modo TE fc = 24,45 GHz. Abajo a la
derecha: Sexto modo TE fc = 25,11 GHz.
mientras que en la guı́a modificada ya es de 17, 75 GHz. Es decir, la esquina redondeada
de 4 mm ha introducido una diferencia relativa21 de prácticamente el 1 %. Al aumentar en
frecuencia la diferencia relativa empeora ya que el sexto modo produce un error de 2,46%.
Para los modos TE, el campo eléctrico tangencial aparece representado en la figura 2.8.
El cálculo del campo eléctrico tangencial debido a los modos TE se calcula mediante la
expresión (2.24), y resulta computacionalmente más costoso debido a la evaluación de las
4 componentes de la diádica Ḡst. En cuanto al gradiente que aparece en la ecuación (2.24),
se calcula fácilmente introduciendo el operador nabla en el interior de la integral. En el
apéndice A se recoge la versión acelerada de este gradiente de la función de Green, que
21Se define aquı́ diferencia relativa como |fr−fc|
fr
100 donde fr es la frecuencia de corte del modo en la guı́a
WR-75 redondeada y fc la frecuencia de corte del modo de la guı́a rectangular ideal WR-75.
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es la que se ha implementado en un ordenador para realizar el cálculo del campo eléctrico
tangencial.
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Capı́tulo 3
Análisis de uniones planares entre guı́as
mediante el método de la ecuación
integral
3.1. Introducción
El objetivo de este capı́tulo es analizar uniones planares entre guı́as de onda mediante
una formulación basada en ecuación integral. Las uniones planares en general, y las induc-
tivas y capacitivas en particular, son muy utilizadas en dispositivos en guiaonda, pudiéndose
encontrar numerosa literatura respecto a su descripción rigurosa. Las primeras y valiosas
aportaciones pueden consultarse en [1], donde se puede encontrar una colección de repre-
sentaciones en términos de redes circuitales equivalentes, las cuales siempre han sido con-
sideradas útiles tanto por su eficiencia como por la interpretación fı́sica que proporcionan.
Actualmente uno de los métodos más flexibles y utilizados es el de adaptación modal (en
inglés Mode-Matching) [2], si bien su eficiencia y estabilidad numérica (problema de la con-
vergencia relativa) han sido ampliamente discutidos [3]–[5].
La técnica que se propone en este capı́tulo para caracterizar uniones planares resulta
sumamente eficiente y precisa, a la vez que evita el problema de la convergencia relativa. En
el capı́tulo se muestra una formulación completamente general, cuya finalidad será encontrar
una matriz de impedancias generalizada (en inglés Generalized Impedance Matrix, GIM) que
resulta más eficiente que la obtención de su matriz equivalente de admitancias [6].
Son aconsejables particularizaciones de esta formulación general [7] cuando se estudian
uniones inductivas [8] o capacitivas [9], para poder conseguir reducir al mı́nimo los cálculos
(sobre todo aquellos dependientes de la frecuencia). De esta manera se podrán conseguir
códigos muy eficientes para el análisis de estos tipos de uniones particulares.
Para empezar, vamos a concretar la geometrı́a objeto de consideración. Las guı́as de onda
que constituyen la unión planar deben ser uniformes, y los modos de dichas guı́as deben tener
definida una impedancia (o admitancia) caracterı́stica. Se resolverá el problema para modos
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Figura 3.1. Unión planar entre guı́as y sistema de referencia asociado.
accesibles (usados para conectar transiciones), y modos localizados (usados para describir el
campo electromagnético de la unión [10]). El número de modos localizados será sustancial-
mente mayor que el número de modos accesibles. Utilizaremos la nomenclatura y el sistema
de referencia asociado a la estructura que aparece en la figura 3.1.
El origen del sistema de referencia está situado en el centro de la unión entre las guı́as.
La región (1) está definida en z < 0 y la región (2) en z > 0; las guı́as de las regiones (1) y
(2) se consideran semi-infinitas.
3.2. Descomposición del campo electromagnético
transversal
En esta sección se desarrollará la forma en que vamos a describir el campo electro-
magnético transversal en cada una de las regiones. De ahora en adelante usaremos (δ) para
designar cada región1; en este caso (δ) = (1), (2). Suprimiremos el factor ejωt, pues siempre
asumiremos excitación armónica de frecuencia angular ω.









donde la suma se realiza para todos los modos de la guı́a (propagativos y evanescentes). Las
funciones vectoriales modales em y hm satisfacen las siguientes relaciones de normalización
[11]: ∫∫
cs
(em × hn) · uz ds = δm,n (3.2)
1Sin embargo, en esta sección no utilizaremos (δ) porque nos referiremos indistintamente a los modos de
cualquier región.
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donde el dominio de integración (cs) está restringido a la sección transversal de la guı́a en
cuestión, y δm,n representa la delta de Kronecker:
δm,n =
{
1 si m = n;
0 si m 6= n. (3.3)
Si no existen pérdidas: ∫∫
cs
(em × h∗n) · uz ds = δm,n (3.4)
donde el asterisco (∗) indica conjugación compleja. Esta expresión indica que, en el caso de
que no hayan pérdidas, los modos no están acoplados.









−jβmz − I−m e+jβmz (3.5)
















donde Zm (Ym) es la impedancia (admitancia) caracterı́stica del modo m-ésimo. Para el caso
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−jβmz − V −m e+jβmz
6= Zm (3.8)
Conviene también recordar la siguiente propiedad entre las funciones vectoriales modales,
en el caso de que los modos sean TM z y TEz:
hm = uz × em em = hm × uz (3.9)
donde se observa que estas expresiones no incluyen la impedancia caracterı́stica modal Zm,
ya que hm y em están normalizados de la forma indicada previamente en (3.4). El valor deZm
se incluye en la representación general del campo electromagnético transversal (coeficientes
Vm e Im).
Ası́ pues, para modos TM z y TEz, la relación de ortogonalidad recogida previamente
en (3.4) se puede expresar como sigue:
∫∫
cs
em · e∗n ds = δm,n
∫∫
cs
hm · h∗n ds = δm,n (3.10)











Figura 3.2. Unión plana entre guı́as y comportamiento ante un modo incidente.




Et · e∗q ds Iq =
∫∫
cs
Ht · h∗q ds (3.11)
pues el campo transversal se puede descomponer en serie de funciones vectoriales tal y como
se recoge en (3.1):
∫∫
cs



































3.3. Análisis de una unión planar entre dos guı́as de ondas.
Volvemos a considerar el problema inicial de la unión planar entre dos guı́as de ondas2:
Supondremos que el modo p-ésimo de la región (1) con amplitud de la corriente modal I (1)p ,
incide en la unión planar; en la cual se excitarán modos reflejados (en la región (1)), y modos
transmitidos (en la región (2)). En algunos casos particulares puede que alguna familia de
modos no se excite por razones de simetrı́a (ver apéndice B).
2En esta sección se va a desarrollar toda la formulación para deducir la matriz de impedancia generalizada.
Por esta razón, a este método lo denominaremos ecuación integral para impedancias.
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En la zona de la unión entre las dos guı́as, se deberá satisfacer pues la condición de







































































donde N (1) y N (2) son el número de modos accesibles en las regiones (1) y (2), respectiva-
mente. El modo p-ésimo incidente queda dentro de los modos accesibles considerados en la
región (1).








































si ahora expresamos las corrientes y tensiones en el plano z = 0 teniendo en cuenta que el
único modo incidente es el p-ésimo, tendremos
I(1)p (0) ≡ I(1)p ≡ I+(1)p − I−(1)p
I(1)m (0) ≡ I(1)m = −I−(1)m ,∀m 6= p
I(2)m (0) ≡ I(2)m = I+(2)m ,∀m
V (1)p (0) ≡ V (1)p = V +(1)p + V −(1)p
V (1)m (0) ≡ V (1)m = V −(1)m ,∀m 6= p
V (2)m (0) ≡ V (2)m = V +(2)m ,∀m (3.18)
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El siguiente paso consiste en definir las admitancias caracterı́sticas asintóticas Ŷ (δ)m :



































































donde k(δ)c,m es el número de onda de corte para el modom-ésimo en el puerto (δ), habiéndose
tenido en cuenta que:
β(δ)m =
√









−k(δ)2c,m = −jk(δ)c,m (3.22)
donde se ha escogido el signo negativo de la raı́z para que la onda positiva se atenúe en la
dirección z > 0. Las admitancias Ŷ (δ)m representan las admitancias de los modos de orden
elevado, es decir, de la “mayorı́a”de los modos localizados, si bien también puede interpre-
tarse como el comportamiento asintótico de los modos a bajas frecuencias.
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El siguiente paso consiste en definir unas nuevas corrientes (Ī(1)m e Ī
(2)











m − Ŷ (2)m V (2)m (3.24)





















I−(1)m , ∀m 6= p
Ī(2)m = I
+(2)







I+(2)m , ∀m (3.25)
Ası́ pues, si m 6= p y además m es elevado:


















































































El campo eléctrico transversal en la unión de las dos guı́as, que designaremos por Et, es
una función desconocida, que en la zona conductora de la guı́a más grande debe ser igual a
cero, pues suponemos que el conductor es perfecto. Aquı́ reside el punto clave por el que se
prefiere utilizar la formulación de impedancias en lugar de la formulación de admitancias.
La condición de campo magnético nulo en la zona conductora de la unión no puede lógica-
mente imponerse, y por ello la formulación de admitancias requiere que las integrales que
se consideran a continuación no se puedan reducir a la sección de la guı́a menor3. Siguiendo
3Esto conlleva que la formulación de admitancias precise de más funciones base para reconstruir el campo,
y converja por tanto más lentamente que la formulación de impedancias [6].
56 Análisis de uniones mediante ecuación integral













Obviamente, esta función incógnita debe valer cero fuera de la unión planar entre las dos
guı́as. A partir de este momento vamos a suponer que la guı́a (1) tiene una sección transversal
mayor que la (2), y que en la unión la sección de la guı́a (2) está contenida completamente
en la sección de la guı́a (1). Esto nos permitirá reducir todas las integrales de superficie al
área de la sección transversal de la guı́a pequeña (2).




Et · e(1)∗m ds′ =
∫∫
cs(2)




Et · e(2)∗m ds′ (3.29)















(uz × Et) · h(δ)∗m ds′ (3.30)
donde la integral se ha definido en la sección transversal de la guı́a pequeña, y se ha denotado
a las variables de integración con primas (puntos de fuente) para poder distinguirlas de las
variables sin primar (puntos de campo) que aparecen en la ecuación original (3.27).
El siguiente paso es expandir uz ×Et en la apertura como combinación lineal de modos
accesibles, tal y como se muestra a continuación:











donde M(1)n y M
(2)
n son dos funciones vectoriales desconocidas que varı́an con las coorde-
nadas transversales s′ = (x′, y′). Introduciendo esta expansión del término uz × Et en la
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Ahora, sustituyendo la expresión (3.32) recién deducida en la ecuación (3.27), y colo-
cando más externamente los sumatorios de menor número de términos para poder identificar







































































































































M(2)n · h(2)∗m ds′

 (3.33)
Identificando términos en la ecuación anterior, se puede escribir la expresión del campo
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M(δ)n · h(2)∗m ds′ ; (δ) = (1), (2) (3.34)
Recordemos que en la ecuación (3.34) las funciones dentro de las integrales dependen de las




m (s′)), mientras que las funcio-
nes exteriores a las integrales dependen de las coordenadas no primadas.
Con el objeto de escribir (3.34) en la forma convencional de una ecuación integral, se
debe intercambiar seguidamente el orden de las series y las integrales presentes en dicha ex-
presión. Para ello admitimos como hipótesis la convergencia uniforme de todas las series de
funciones presentes en (3.34), y para mayor claridad se especificará la dependencia explı́cita




























m (s) · h(2)∗m (s′)

 ds′ (δ) = (1), (2) (3.35)
Esta expresión representa una ecuación integral de Fredholm de primera especie de dos va-
riables [12]; y en nuestro caso, donde los modos son vectores reales, de núcleo simétrico
(K(s, s′) = K(s′, s)):
g(s) =
∫∫
K(s, s′)f(s′) ds′ (3.36)
donde g(s) es conocida, K(s, s′) es el núcleo de la ecuación integral (también conocido) y
f(s′) es la función incógnita que debemos encontrar.
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′) · h(δ)∗m (s′) ds′ (3.37)





′) · h(δ)∗m (s′) ds′ (δ), (γ) = (1), (2) (3.38)













m = 1, 2, . . . , N (δ) (δ) = (1), (2) (3.39)
Esta ecuación completa la formulación del problema en términos de una matriz de impedan-
cias generalizada de tamaño finito (ya que dicha matriz se define para los modos accesibles).
Dicha ecuación se puede representar como se muestra en la figura 3.3. En términos matricia-
















donde V(δ) e Ī(δ) son vectores de N (δ) componentes (δ = 1, 2), y Z(δ,γ) son matrices de
tamaño N (δ) ×N (γ) (δ, γ = 1, 2).
3.4. Extracción de la dependencia con la frecuencia
Se ha deducido en la sección anterior que la ecuación integral que tenemos que resolver





′) ·K(s, s′) ds′ (δ) = (1), (2) (3.41)























































Figura 3.3. Red equivalente multimodal que se obtiene por el método de la ecuación integral
formulado para impedancias.



































Hay que remarcar que el núcleo de la ecuación integral es el mismo para los dos puertos (es
independiente del valor que tome δ). Además, el núcleo presenta las siguientes propiedades
sumamente interesantes:
1. Se puede reducir a una expresión independiente de la frecuencia si solamente se ex-
citan modos TMz o modos TEz. Esto se consigue aproximando Y (δ)m ≈ Ŷ (δ)m . Para
ello, basta con sustituir en (3.42) las admitancias modales Y (δ)m por sus respectivas ex-
presiones asintóticas Ŷ (δ)m (al pertenecer los modos a una sola familia se atenúan más
rápidamente), obteniéndose para el núcleo de la ecuación integral la misma expresión
propuesta en [8].
2. Al núcleo de dicha ecuación se le puede extraer la dependencia con la frecuencia de
tal forma que las sumas del núcleo de la ecuación integral se calculan fuera del bucle
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en frecuencia, si bien la ecuación integral se debe resolver finalmente para todas las
frecuencias.
En el caso más general, se excitan las dos familias de modos TMz y TEz, por lo que la
propiedad 1 no puede utilizarse. A partir de este punto vamos a tratar el caso general y por
ello tendremos que hacer uso de la propiedad 2.
Para empezar, completamos las series finitas de la ecuación (3.42) hasta infinito, sustra-

















































El primer y tercer término en (3.43) no dependen de la frecuencia4 (por lo que se denominan












lo que permite pensar en una rápida convergencia de las series que incluyen estos términos.
Intentamos pues la siguiente aproximación (desarrollo en serie de Taylor) del término entre




















donde k(δ)c,m es el número de onda de corte del modo m-ésimo en la guı́a correspondiente al
acceso (δ), y k = ω
√
µε. Los coeficientesB(δ)r,m para los modos TEz se obtendrán desarrollan-
do la anterior expresión5 y teniendo en cuenta que estamos considerando modos localizados
4En realidad sı́ que dependen de la frecuencia, pero se pueden separar los modos TM de los TE y la depen-
dencia con la frecuencia es lineal para cada uno de estos términos (la frecuencia multiplica o divide a cada uno
de dichos términos).
5El exponente 2r del desarrollo en serie de Taylor es par para este caso particular como se verá a continua-
ción.
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Ahora utilizando el binomio de Newton para exponentes no enteros6:
√














En consideraciones prácticas, el número R(δ) de coeficientes del desarrollo en serie, que en
principio depende del acceso considerado, se tomará fijo independientemente del acceso. La
serie se suele truncar con 4 términos, tanto para los modos TEz como para los modos TMz,
por lo que sólo necesitaremos los cuatro primeros coeficientes (los cuales variarán según sea












































Para deducir los coeficientes B(δ)r,m correspondientes a la expansión de un modo TMz, se debe









































6El binomio de Newton para exponentes no enteros se expresa en forma de serie como
(1 + x)m = 1 +mx+ m(m−1)2 x
2 + m(m−1)(m−2)3! x







xn si |x| < 1, ∀m.
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Obviamente la aproximación es tanto mejor cuando el modo localizadom-ésimo está más
al corte7.





































h(2)m (s) · h(2)∗m (s′)
(3.54)
Tomando R(1) = R(2) = R, podemos reescribir (3.43) de la siguiente forma compacta:
K(s, s′) = K̂(s, s′)−
R∑
r=1
k2r ˆ̃K(s, s′) (3.55)
Se puede afirmar que K̂ y ˆ̃K no dependen de la frecuencia, y por ello dichas sumas sólo se
calculan una vez fuera del bucle de frecuencia8. Como posteriormente veremos, el cálculo del
núcleo se implementará fácilmente dentro del bucle en frecuencia a partir de unos términos
calculados previamente de manera estática (y almacenados de manera adecuada), asegurando
una gran rapidez del algoritmo.
7Si la aproximación (3.49) o la (3.53) no fueran lo suficientemente buenas para cierto modo m-ésimo la
solución no consistirı́a en aumentar el número de términos de la aproximación, sino en considerar dicho modo
como accesible.
8En realidad, dependiendo de si los modos a sumar son TMz o TEz , la frecuencia debe multiplicar o dividir
a cada término de K̂ y ˆ̃K.
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3.5. Resolución con el método de los momentos






′)K(s, s′) ds′ (δ) = (1), (2) (3.56)
Esta ecuación integral se puede interpretar como la siguiente ecuación de operadores:
L f = g (3.57)
donde L es un operador integral lineal, f es una función desconocida y g es una función
conocida (la excitación). L define una aplicación lineal (homomorfismo) entre dos conjuntos:
D(L)→ R(L) (3.58)
denominados dominio (D(L)) y recorrido (R(L)) del operador. Ası́ pues, f ∈ D(L) y g ∈
R(L)
En este ámbito, aplicaremos el Método de los Momentos [13] para resolver este proble-
ma. Comenzaremos por definir un producto escalar o interno en D(L) y enR(L):
〈u|v〉 = 〈v|u〉∗
〈αu+ βv|f〉 = α〈u|f〉+ β〈v|f〉 α, β ∈ C
〈f |f〉 ≥ 0
〈f |f〉 = 0⇐⇒ f = 0
∀u, v, f ∈ D(L) ó R(L) , indistintamente
(3.59)
Un espacio para el cual se ha definido un producto escalar es un espacio métrico o normado.
Un espacio que es lineal y métrico se llama espacio de Hilbert9. Un espacio de Hilbert
cuyo producto interno es real se le llama espacio Euclideo; en caso contrario es un espacio









u · v∗ ds (3.61)
9En realidad, un espacio H es de Hilbert si es además completo, es decir que toda secuencia de Cauchy en
H converge a un vector en H. Una secuencia {xk}∞k=1 converge en el sentido de Cauchy si ∀ε > 0∃N ∈ N :
||xm − xn|| < ε con N < mı́n(m,n).
3.5 Resolución con el método de los momentos 65
El siguiente paso consiste en expandir la función incógnita f como una serie de funciones
base




donde αk son los coeficientes de la expansión y {fk}nk=1 ⊂ D(L) forman un conjunto lineal-
mente independiente de funciones base llamadas también funciones de expansión. La razón
de haber conseguido trabajar con una estructura de espacio de Hilbert se debe a que ahora es
posible generalizar el concepto de aproximación de vectores y funciones. Si la función f a
desarrollar pertenece a un espacio de Hilbert entonces puede ser descompuesta según (3.62).
A partir de esa descomposición y del teorema de proyección [14] se puede concluir que:
La aproximación a f dada por (3.62) pertenece a un subespacioM de D(L), es decir,
fn ∈M ⊂ D(L).
El error cometido em es ortogonal a la aproximación de f , es decir, em ∈M⊥.
Sustituyendo en la ecuación de operadores (3.57):











αk〈L fk|fm〉 = 〈g|fm〉 m,n = 1, 2, . . . ,M (3.64)
que es una ecuación lineal que puede resolverse fácilmente, encontrando los coeficientes αn.




K(s, s′)(·) ds′ (3.65)










10La interpretación de la ecuación (3.65) es simple: aplicar el operador L sobre una función f(s′) equivale a
multiplicar esa función por el núcleo K(s, s′) e integrar en la sección transversal de la guı́a pequeña respecto a
las variables primadas.
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Ahora tomamos como funciones de expansión una combinación lineal de modos magnéticos


























n deben ser cero fuera de
la unión entre las dos guı́as. Además, como uz × en = hn, las funciones M(δ)n se expanden




















q |h(2)p 〉 ≈ 〈h(δ)n |h(2)p 〉
M(δ)∑
q=1
α(n,δ)q 〈Lh(2)q |h(2)p 〉 ≈ 〈h(δ)n |h(2)p 〉 (3.69)
con p = 1, 2, . . . ,M (δ). De la ecuación anterior observamos que el segundo término se
resuelve fácilmente como sigue:
〈h(δ)n |h(2)p 〉 =
∫∫
cs(2)





n · h(2)∗p ds (δ) = (1)
δn,p (δ) = (2)
(3.70)
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Si en la expresión anterior introducimos h(2)q (s′) en los sumatorios, representamos las inte-





′) · h(2)∗q (s′) ds′ (3.72)















































0 q < N (2) + 1
1 q ≥ N (2) + 1 (3.74)
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y por tanto, el producto interior buscado se expresa del siguiente modo:





































Para convertir (3.69) en un problema matricial, se define en primer lugar una matrizB ∈MM(δ)×M(δ)(C)






































ası́ como un vector columna C(n,δ) ∈ Rn que será el término independiente del sistema,
cuyos elementos se obtienen como:
C(n,δ)p = 〈h(δ)n |h(2)p 〉 =
{
An,p (δ) = (1)
δn,p (δ) = (2)
(3.77)









B1,1 B1,2 . . . B1,M (δ)
B2,1 B2,2 . . . B2,M (δ)
. . . . . . . . . . . .

















































B ·D(n,δ) = C(n,δ) (3.80)
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Se puede observar que B no depende del modo n-ésimo para el que se resuelve la ecuación
integral, ni del puerto (δ), por lo que se debe de calcular una sola vez por cada frecuencia.





























q A∗m,q (δ) = (1)
α
(n,γ)
m (δ) = (2)
(3.81)
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El equipamiento moderno en las bandas de microondas y ondas milimétricas presente
en los sistemas de telecomunicación (por ejemplo satélites de comunicaciones, sistemas de
comunicaciones móviles y radioenlaces), está formado normalmente por dispositivos tales
como por ejemplo filtros, ortomodos, diplexores, multiplexores, acopladores, desfasadores,
redes conformadoras de haz, divisores de potencia, etc.[1]–[3].
Estos dispositivos pasivos de microondas se descomponen usualmente en bloques ele-
mentales como codos en ángulo recto, uniones T en plano E y en plano H, uniones T-mági-
cas, uniones de 6 puertos, los cuales se pueden englobar como casos particulares de la unión
cúbica general de seis puertos [4]–[9]. Por otra parte, también existen muchas estructuras de
microondas de interés práctico que están compuestas de uniones cúbicas con accesos de for-
ma arbitraria, tales como la unión “torniquete” (en inglés turnstile junction) [10], o acoplado-
res direccionales con ranuras de geometrı́as arbitrarias [11]. Esta unión general multiacceso
también puede usarse para considerar el efecto de mecanización de “esquinas redondeadas”
presente en la implementación real de muchos dispositivos de microondas [5].
El desarrollo de algoritmos rápidos y precisos para el análisis de estas uniones de 3, 4 y
6 accesos ha recibido por lo tanto una enorme atención en la literatura técnica. Un estudio
preciso de uniones T usando la formulación de matriz de admitancias obtenida por teorı́a
de lı́neas de transmisión se publicó inicialmente en [12]. Una extensión de este trabajo se
puede encontrar en [13], donde se aplica una generalización del método descrito en [12] a la
caracterización de onda completa (en inglés full-wave) de uniones T en plano E y en plano
H, uniones de 3 puertos en plano E y en plano H y T-mágicas.
Para mejorar la eficiencia de cálculo de la representación en términos de la matriz de ad-
mitancia generalizada (en inglés Generalised Admittance Matrix, GAM) de uniones y cruces,
en [8] y [9] se presenta un método basado en funciones de Green y teorı́a de cavidades, don-
de se aplica sólo a simples uniones T en plano E y en plano H. En [14] se produce un nuevo
avance en este campo de investigación, pues se resuelve una unión de seis accesos (cúbica)
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en guı́a rectangular con formulación GAM empleando la expresión de Kurokawa para cavi-
dades [15]. La teorı́a propuesta en este artı́culo se verifica con una T-mágica. No obstante,
la técnica de segmentación empleada en [14] para resolver la citada unión de 4 accesos no
resulta muy eficiente desde el punto de vista computacional.
En [16], [17] y [18] se describe un método alternativo que también puede usarse para
estudiar uniones de 3, 4 y 6 accesos respectivamente. Este método está basado en soluciones
de adaptación modal (mode-matching) deducidas de secciones superpuestas de resonadores.
Siguiendo esta técnica, la solución del campo dentro de la cavidad se deduce de la superpo-
sición de ondas estacionarias, lo que puede suponer un esfuerzo adicional de cómputo.
Recientemente, el análisis de uniones con cavidades de muchos accesos se ha convertido
en un tema de gran interés (ver por ejemplo [19]). En este artı́culo, se investiga una técnica
basada en adaptación modal y en la función de Green para el estudio eficiente y preciso
de una unión de multiples accesos, que se caracteriza finalmente en términos de una matriz
de admitancias generalizada (GAM). La teorı́a general propuesta en ese trabajo se verifica
con una unión “torniquete”, que consiste simplemente en un dispositivo cuyos 5 accesos
tienen formas canónicas (4 de ellos son guı́as rectangulares estándar y el otro acceso es
perfectamente circular).
Una estructura más general, es decir una estructura 3D arbitraria con cualquier número
de accesos con secciones transversales de forma arbitraria, se ha estudiado recientemente
mediante el método BI-RME extendido [20], caracterizándose dicha estructura por una ma-
triz Y generalizada. La técnica de análisis propuesta en la citada referencia es muy flexible
(permite el estudio de uniones de muchos tipos), especialmente cuando se utiliza para ana-
lizar dispositivos con la parte central formada por una unión cúbica estándar. En [21] se
ha propuesto un método alternativo, basado en la resolución de una ecuación integral me-
diante el método de los momentos, para analizar el mismo tipo de estructuras arbitrarias. La
principal ventaja de ambos métodos es su gran flexibilidad, ya que pueden resolver un am-
plio rango de uniones multiacceso 3-D en guı́as arbitrarias. Sin embargo, estos métodos no
son todavı́a suficientemente competitivos, en términos de eficiencia numérica, para resolver
uniones cúbicas con accesos de forma arbitraria.
El principal objetivo de este capı́tulo es ofrecer una descripción explı́cita de una repre-
sentación modal GAM muy precisa para una unión de 6 accesos, llamada unión cúbica, la
cual esencialmente consiste en la intersección ortogonal de 3 guı́as rectangulares estándar. El
análisis de este dispositivo se basa en la teorı́a de cavidades [15], obteniéndose expresiones
analı́ticas cerradas para todos los elementos de la matriz de admitancias que son práctica-
mente independientes de la frecuencia. Esto permite reducir sustancialmente el tiempo de
CPU requerido para caracterizar tal dispositivo básico. El siguiente paso consistirá en pro-
poner una técnica de segmentación, que combina las expresiones de la unión cúbica con la
técnica de la ecuación integral desarrollada en el capı́tulo 3, para analizar de forma riguro-
sa y eficiente uniones cúbicas cuyos accesos son guı́as de sección arbitraria. Finalmente, se
presenta una nueva técnica que permite analizar directamente la unión cubica con accesos
de sección transversal arbitraria sin necesidad de segmentar dicha estructura. De esta forma












Figura 4.1. La unión cúbica.
se mejorará tanto la estabilidad numérica de la técnica como su eficiencia y precisión, al
evitar la división del dispositivo “unión cubica con accesos arbitrarios” en varios problemas
más simples (unión cúbica con accesos rectangulares y transición de accesos rectangulares a
accesos arbitrarios).
Finalmente, se validará la teorı́a expuesta con la medición de los parámetros de dispersión
de diferentes uniones cúbicas, algunas de ellas con todos los accesos formados por guı́as
estándar y otras en las que algunos de los accesos tienen sección transversal arbitraria.
4.2. La unión cúbica
Consideremos la unión cúbica formada por guı́as rectangulares mostrada en la figura 4.1.
De acuerdo con [14], es posible representar tal estructura a través de una matriz de admitan-
cias generalizada con los accesos situados en las caras de la región cúbica interna. Utilizando
la conocida fórmula de Kurokawa para cavidades electromagnéticas [15], los elementos de








(n̂× e(γ)n ) · hi ds
∫
CS(δ)








(n̂× e(γ)n ) · gi ds
∫
CS(δ)
gi · h(δ)m ds (4.1)
donde ω es la pulsación del campo que excita la estructura, n̂ es el vector unitario perpendi-
cular a la abertura en dirección saliente de la cavidad, y las integrales representan los niveles
de acoplo entre los modos solenoidales (hi) e irrotacionales (gi) de la cavidad central cúbica
y los modos (h(δ)m y e
(γ)
n ) de los accesos (δ y γ) relativos a cada elemento de la GAM. Como
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se indica en la ecuación (4.1) mediante CS(δ) y CS(γ), las integrales de acoplo previas
deben evaluarse en la sección transversal de cada guı́a de acceso a la cavidad. Finalmente, el
factor ki es el número de onda del i-ésimo modo de la cavidad (véase, por ejemplo, [22]).
Para obtener las expresiones analı́ticas de los elementos de la GAM de la unión cúbica,
deben resolverse las integrales indicadas. Para ello, es necesario obtener las expresiones de
los vectores modales hi y gi, los cuales representan las componentes del campo magnético de
los modos solenoidales e irrotacionales de una cavidad estándar (ver figura 4.1) normalizados































y Ayi ŷ +N
gi
z Azi ẑ (4.2c)
donde el subı́ndice i se refiere en realidad al conjunto de 3 subı́ndices modales (r, s y t
relativos a las coordenadas x, y y z, respectivamente). Consecuentemente, las dos series de
(4.1) son en realidad series triples.
En las expresiones (4.2), Nx, Ny y Nz son los factores de normalización de los vectores
modales solenoidales e irrotacionales, y Ax, Ay y Az hacen referencia a las correspondientes
variaciones funcionales1, cuyas expresiones explı́citas pueden encontrarse en [22].
Hay que remarcar que el sistema de referencia coordenado (x, y y z) mostrado en
la figura 4.1 es el adecuado para obtener expresiones simples para los elementos Y (δ,1)m,n
(δ = 1, . . . , 6) e Y (δ,2)m,n (δ = 2, . . . , 6). Con el objetivo de obtener expresiones compactas
similares para los elementos Y (δ,3)m,n (δ = 3, . . . , 6) e Y
(δ,4)
m,n (δ = 4, . . . , 6), ası́ como para
los elementos Y (δ,5)m,n (δ = 5, 6) e Y
(6,6)
m,n , el sistema coordenado debe ser convenientemente
situado y orientado en los accesos 3 y 5 respectivamente.
Las expresiones explı́citas de los modos que excitan el correspondiente acceso (e(γ)n y
h
(δ)
m ), presentes en las integrales de acoplo requeridas, deben definirse adecuadamente en
cada acceso de la unión cúbica. Además, para evaluar dos de las integrales presentes en la
ecuación (4.1), se requiere calcular el término (n̂× e(γ)n ). Sin embargo, este término está di-
rectamente relacionado con la función vectorial h(γ)n , por lo tanto sólo es necesario encontrar
las expresiones para el campo magnético normalizado de todas las guı́as de acceso. Estas
expresiones se encuentran detalladas en [11]. Considerando cualquier acceso (δ), el vector






















ym(x, y) ŷ (4.3b)
donde el ı́ndice m indica ahora los dos subı́ndices modales p1 y q1, los cuales están relacio-
nados con las coordenadas x e y del puerto (δ). Por otra parte, el ı́ndice n del vector modal
1Obviamente estas expresiones dependen de las variables x, y y z.
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presente en el término (n̂ × e(γ)n ) se refiere a los ı́ndices modales p2 y q2, los cuales están
relacionados con las respectivas coordenadas x e y del puerto (γ).
En las expresiones previas, N (δ)x y N
(δ)
y se determinan para normalizar los vectores mo-
dales del puerto (δ) respecto a su sección transversal CS(δ), mientras que B(δ)x y B
(δ)
y son
las variaciones funcionales de cada modo2. Para una guı́a rectangular estándar, los valores






y pueden deducirse fácilmente de [11].
El sistema de coordenadas local de todos los accesos (definidos por los vectores unitarios








y = b (4.4a)
l(3)x = l
(4)




y = b (4.4b)
l(5)x = l
(6)




y = a (4.4c)
Una vez determinadas las expresiones de los modos de la cavidad y de los modos de las guı́as
de acceso, se pueden calcular fácilmente las integrales de acoplo presentes en la ecuación
(4.1), y por tanto obtener finalmente las expresiones analı́ticas para los elementos de la GAM
de la unión cúbica.
Ya que la estructura bajo análisis es recı́proca, sólo se necesitan las expresiones para los
elementos Y (δ,γ)m,n con δ ≥ γ. Para el resto de elementos de la GAM se empleará la siguiente
relación:
Y (δ,γ)m,n = Y
(γ,δ)
n,m (4.5)
Considerando los elementos Y (δ,γ)m,n con δ ≥ γ, las expresiones finales de dichos elementos
pueden dividirse en dos grupos principales:
1. El grupo que contiene aquellas expresiones de la GAM que relacionan accesos parale-
los.
2. El grupo que contiene aquellas expresiones de la GAM que relacionan accesos orto-
gonales.
Accesos paralelos
En este grupo de expresiones se incluyen las correspondientes a los bloques de la GAM
que relacionan puertos paralelos, esto es, los elementos Y (δ,δ)m,n con δ = 1, 2, . . . , 6 y los ele-
mentos Y (δ+1,δ)m,n con δ = 1, 3 y 5. En estos casos, después de insertar las integrales de acoplo
requeridas en (4.1), es posible sumar la serie triple respecto a un ı́ndice usando fórmulas co-
nocidas de expansiones de Fourier [23]. En particular, la serie se puede sumar con relación
2Hay que tener siempre en cuenta que este sistema de coordenadas es local a la guı́a, y por ello las variacio-
nes funcionales Bx y By dependen de las coordenadas transversales locales (en este caso x e y) a la dirección
de propagación (en este caso z).
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al tercer ı́ndice modal t de los modos de la cavidad. Entonces, aprovechando la ortogona-
lidad modal, se pueden obtener fácilmente expresiones compactas para los elementos bajo
consideración de la GAM


















donde β(δ)n e Y
(δ)
0n son los conocidos coeficiente de propagación y la admitancia caracterı́stica
del n-ésimo modo definido en el puerto (δ) (véanse las expresiones en [11]), δm,n es la delta
de Kronecker (δm,n = 1 si m = n y δm,n = 0 si m 6= n), y la dimensión longitudinal l(δ)z
tiene los siguientes valores en función del acceso involucrado
l(1)z = l
(2)








z = b (4.8)
Accesos ortogonales
Ahora es necesario considerar los elementos Y (δ,γ)m,n con δ > γ, que relacionan accesos
ortogonales (esto es, δ = 3, 4, 5, 6 con γ = 1, 2 y δ = 5, 6 con γ = 3, 4). A causa de
las propiedades de simetrı́a de la unión cúbica, solamente es necesario deducir expresiones




m,n ya que los elementos restantes pueden
relacionarse directamente con tales bloques de la GAM.
Para deducir las expresiones de estos tres elementos , deben insertarse los correspon-
dientes modos de la cavidad y de los accesos en la ecuación (4.1) para calcular las integrales





















































































































































































































































y(p) (con δ = 1, 3 o 5 y p = p1, q1, p2 o q2) son
































(1 + δp,0) (4.12d)
con δp,0 representando de nuevo la delta de Kronecker (δp,0 = 1 si p = 0 y δp,0 = 0 si p > 0),
y l(δ)x y l
(δ)
y las dimensiones transversales de cada acceso (δ) previamente definidas en las
ecuaciones (4.4).
De las ecuaciones (4.9)–(4.11) se puede concluir que solamente es necesario calcular un




m,n . Además, es
interesante remarcar que las integrales presentes en las ecuaciones (4.9)–(4.11), cuyos valo-
res se definen en las ecuaciones (4.12), no necesitan ser recalculadas para cada frecuencia, ya
que dependen únicamente de la geometrı́a de la unión cúbica y no de la frecuencia. Por estas





reduce drásticamente usando esta técnica.
Finalmente, ya que los accesos paralelos de la unión cúbica, es decir, accesos (1) y (2),
(3) y (4) y (5) y (6), tienen respectivamente la misma sección transversal (ver figura 4.1), es
posible calcular los restantes elementos de la GAM que relacionan los accesos ortogonales
como sigue:
Y (4,1)m,n = −(−1)p2Y (3,1)m,n Y (6,1)m,n = −(−1)q2Y (5,1)m,n Y (3,2)m,n = −(−1)p1Y (3,1)m,n
Y (4,2)m,n = −(−1)p1Y (4,1)m,n Y (5,2)m,n = −(−1)p1Y (5,1)m,n Y (6,2)m,n = −(−1)p1Y (6,1)m,n
Y (6,3)m,n = −(−1)q2Y (5,3)m,n Y (5,4)m,n = −(−1)q1Y (5,3)m,n Y (6,4)m,n = −(−1)q1Y (6,3)m,n (4.13)
Desde el punto de vista de la eficiencia computacional, estas relaciones disminuyen drásti-
camente el tiempo requerido para la caracterización electromagnética de la unión cúbica.







Figura 4.2. Unión cúbica con accesos arbitrarios.
4.3. Conexión de matrices de impedancia y admitancia ge-
neralizada
Una vez se ha resuelto completamente la unión cúbica, se va a considerar el análisis de
una cavidad cúbica con accesos de sección transversal arbitraria (ver figura 4.2) mediante una
técnica de segmentación. Siguiendo esta técnica, la unión de varios accesos arbitrarios puede
descomponerse en una unión cúbica central y un cierto número de transiciones entre las caras
rectangulares de la unión cúbica y los accesos formados por guı́as de sección transversal
arbitraria.
La unión cúbica interna se caracteriza a través de su GAM como se ha indicado en la
sección anterior. Por otra parte, las transiciones se resuelven usando la técnica basada en
ecuación integral descrita en el capı́tulo 3. Este método genera una caracterización a través
de una matriz de impedancias generalizada (en inglés Generalised Impedance Matrix, GIM)
para cada transición. Obviamente, para construir la GIM correspondiente a una transición
entre un acceso rectangular y un acceso arbitrario es necesario conocer los modos de la guı́a
arbitraria y las integrales de acoplo entre los modos de la guı́a arbitraria y de la corres-
pondiente cara rectangular de la unión cúbica. Estos datos se obtendrán gracias al método
BI-RME expuesto con detalle en el capı́tulo 2.
Finalmente, conectando todas las matrices generalizadas se puede construir una red equi-
valente global de toda la estructura. La forma clásica de conectar diferentes tipos de matrices
generalizadas (en este caso matrices Y y matrices Z) requiere una conversión previa de todas
las matrices a un mismo tipo (esto es, matrices Y, Z o S). Esta etapa de conversión se lleva
a cabo usualmente a través de inversiones matriciales, las cuales no pueden implementarse
siempre de la manera más eficiente y adecuada. Por ejemplo, cuando más complicado sea el
dispositivo de microondas, mayor será el orden de las matrices requeridas para analizar el
dispositivo. Esto implica directamente un mayor esfuerzo de CPU para invertir las mencio-
nadas matrices. Otro problema de mayor envergadura aparece cuando las matrices a invertir
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están mal condicionadas, lo cual supone generalmente la aparición de inestabilidades y por
lo tanto una reducción en la precisión de la solución obtenida.
En esta sección se va a proponer un método nuevo y eficiente para resolver la conexión
de matrices de impedancias y admitancias generalizadas sin realizar inversiones matriciales
intermedias. Para evitar tales inversiones, se debe elegir un conjunto adecuado de incógnitas
hı́bridas (tensiones y corrientes simultáneamente). Procediendo de esta forma, se obtiene
finalmente un sistema de ecuaciones bien condicionado, el cual puede resolverse siempre
por algoritmos estándar de una manera precisa y eficiente.
Por razones de simplicidad, se considerará una estructura de tres puertos con un solo
acceso de sección transversal arbitraria para describir esta nueva técnica de conexión. El cir-
cuito multimodal equivalente de tal estructura puede verse en la figura 4.3, donde se observa
que la unión central de tres accesos estándar está representada por una GAM, y la transición
relacionada con el acceso arbitrario se ha caracterizado por una GIM. El objetivo final es el
cálculo de los parámetros S de la estructura considerada.
Con respecto a la unión central de 3 accesos, es posible relacionar las tensiones y las


























































donde I(δ)3p y V
(δ)
3p son los vectores columna de dimensión igual al número de modos Nδ
elegidos en el acceso correspondiente (δ = 1, 2, 3) de la unión central de 3 puertos, y los ele-
mentos Y (δ,γ)3p son bloques de matrices que caracterizan el comportamiento electromagnético
de tal unión central.
Para calcular los bloques Y (δ,γ)3p , puede emplearse la técnica descrita en la sección an-
terior, ya que la unión central de 3 accesos bajo análisis es una unión cúbica general (6
accesos) con 3 de sus accesos adecuadamente cortocircuitados. Por lo tanto, tales bloques
pueden obtenerse directamente eligiendo los apropiados de la matriz Y original de la unión
cúbica.
Para la transición planar conectada a uno de los lados de la unión central de 3 puertos, se
ha seguido la misma notación del capı́tulo 3 para las tensiones y corrientes (ver figura 4.4).















st · V (2)st (4.15b)
donde Ŷ (δ)st (δ = 1, 2) son matrices diagonales de orden Nδ. El m-ésimo elemento de tales

































































































































































































































Figura 4.4. Matriz de impedancias generalizada de una transición planar generada por la






















siendo k(δ)c,m la frecuencia de corte delm-ésimo modo definido en la región (δ), cuya expresión
puede encontrarse por ejemplo en [11].
Finalmente, si se sigue el proceso descrito en el capı́tulo 3, los vectores columna de ten-






























donde Z(δ,γ)st representan bloques matriciales de dimensiones Nδ ×Nγ .
Para resolver la conexión entre las matrices Y3p y Zst, es obvio de la figura 4.3 que deben











Seguidamente, se debe elegir cuidadosamente un conjunto de incógnitas. En este caso,
los vectores de tensión V (1)3p y V
(2)
3p son la elección natural en los accesos (1) y (2) de la
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unión de 3 accesos, mientras que los vectores de corriente Ī(1)st y Ī
(2)
st son las opciones más
convenientes en los accesos (1) y (2) de la transición planar. Para encontrar las mencionadas
incógnitas, se debe obtener un sistema de cuatro ecuaciones.
































que se han obtenido directamente de (4.14).
De la primera condición de contorno (4.18a), y haciendo uso de la primera relación ma-
tricial de (4.17), se puede expresar el vector columna V (3)3p en términos de las incógnitas Ī
(1)
st












Finalmente, si esta última relación se inserta en (4.19) y en (4.20), se obtienen las dos

















































La tercera ecuación del sistema final se debe obtener de la condición de contorno (4.18b).

























Con respecto al término de la derecha de la condición de contorno considerada, deben





st − Ŷ (1)st · V (1)st =
Ī
(1)





Entonces, después de algunas manipulaciones algebraicas, se deduce la expresión para la
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donde U es la matriz identidad de orden igual al número de modos elegidos en el acceso
común de la unión central y de la transición.











Las cuatro ecuaciones obtenidas pueden expresarse en forma matricial, dando lugar al














































































































Como puede observarse en (4.29), sólo se requieren multiplicaciones matriciales para
resolver la conexión de las dos matrices generalizadas que representan la estructura bajo
estudio. Por lo tanto, siguiendo este nuevo procedimiento, se evitan completamente las in-
versiones matriciales.
Para calcular los parámetros S de la estructura considerada, sólo es necesario resolver el
sistema definido por (4.28) y (4.29) tras incluir las correspondientes condiciones de carga en
la matriz H. La utilización de algoritmos estándar para invertir la matriz H cargada (como
por ejemplo la eliminación Gaussiana con retrosustitución) ha proporcionado resultados muy
eficientes y precisos, tal y como se verá en la siguiente sección.
Finalmente, es interesante remarcar que la técnica recién presentada puede generalizarse
a estructuras más complejas que incluyan más de un acceso de sección transversal arbitra-
ria. En tales casos, la estructura deberı́a descomponerse en la unión central con geometrı́a
estándar y el número de transiciones planares (relacionadas con los accesos de sección trans-
versal arbitraria) requeridas. Entonces, la conexión entre cada uno de los accesos y la unión
central se resuelve empleando las mismas expresiones recién reducidas.





Figura 4.5. La T-mágica.
4.4. Ejemplos de aplicación de la unión cúbica
La teorı́a deducida en las dos secciones anteriores puede aplicarse fácilmente a numero-
sos ejemplos de especial interés, tales como por ejemplo la T-mágica, la unión de 6 puertos,
uniones T en plano E y en plano H con esquinas redondeadas (de gran interés tecnológico),
la doble T (una T en plano E y otra T en plano H unidas por el acceso lateral), diplexores
(se verá en el capı́tulo 6), etc. A continuación, se presentan resultados para algunos de estos
dispositivos.
4.4.1. La T-mágica
Como primer ejemplo de validación se ha escogido la T-mágica mostrada en la figura
4.5. Esta estructura se utiliza en numerosos dispositivos de microondas como por ejemplo
multiplexores, acopladores, mezcladores y transductores ortomodales. Sin embargo, en la
literatura técnica existen pocos análisis rigurosos (de onda completa) de esta unión. Ası́ por
ejemplo, pueden encontrarse soluciones rigurosas en [13] y [17], donde se emplean técnicas
diferentes a la descrita previamente.
Este dispositivo se puede caracterizar usando la técnica de segmentación propuesta en
este capı́tulo, ya que puede descomponerse idealmente en una unión central de 4 puertos, y
en una simple transición entre una guı́a cuadrada y una guı́a rectangular (ver el acceso 4 en la
figura 4.5). Para la unión central de 4 accesos, se puede utilizar la teorı́a propuesta en la sec-
ción 4.2 para una unión cúbica general, pero con los accesos (4) y (6) de dicha unión general
terminados en cortocircuitos (ver figura 4.1). En cambio, la transición debe representarse
según la formulación GIM presentada en el capı́tulo 3. En este caso, tal representación con
matriz de impedancias generalizada puede obtenerse fácilmente, ya que la transición anali-
zada está formada por guı́as con geometrı́as estándar (cuadradas o rectangulares). Una vez

















































Figura 4.6. Izquierda: Módulo de los parámetros de dispersión de una T-mágica en guı́as
WR-90. Derecha: Fase de los parámetros de dispersión de la T-mágica en guı́a WR-90.
Las lı́neas de trazo continuo indican resultados de la simulación, y los puntos indican
medidas obtenidas de [18].
caracterizada cada parte de la estructura bajo estudio, puede seguirse la técnica de conexión
de matrices descrita en la sección 4.3.
Para validar la técnica de análisis descrita, se han calculado los parámetros de dispersión
(o scattering) de una una unión T-mágica en guı́as WR-90 (a = 22,86 mm, b = 10,16 mm).
En la figura 4.6 se ofrecen los resultados de magnitud y fase de los parámetros de disper-
sión, que concuerdan muy bien con las medidas obtenidas de [17]. Se ha de remarcar que
la concordancia se observa también para los resultados de fase, los cuales suelen ser más
crı́ticos.
Para obtener la precisión de los resultados mostrados en la figura 4.6, tan sólo se ha
requerido considerar 18 modos en cada sección de guı́a.
4.4.2. La unión de 6 puertos
Como segundo ejemplo de validación se ha escogido la unión de 6 puertos que tiene
la forma mostrada en la figura 4.7. Este elemento está presente en muchas estructuras de
microondas, como por ejemplo la unión “torniquete”, acopladores en T hı́bridos en plano E
o en plano H, y uniones T en plano H o en plano E combinadas [18].
Para analizar este dispositivo con la técnica de segmentación, se ha descompuesto la
estructura en una unión central cúbica de 6 accesos y dos transiciones iguales entre una guı́a
cuadrada y una guı́a rectangular estándar (ver el quinto y el sexto acceso en la figura 4.7).
Para verificar el método de análisis propuesto, se han calculado los parámetros de dis-
persión de una unión de 6 puertos en guı́as WR-62 (a = 15,799 mm, b = 7,899 mm). Los
resultados de la simulación pueden observarse en la figura 4.8 (coeficientes de reflexión y de











Figura 4.7. La unión de 6 puertos.
transmisión), donde se comparan satisfactoriamente con medidas obtenidas de [18].
Los resultados mostrados en la figura 4.8 se han deducido considerando tan sólo los
primeros 30 modos en todos los accesos de la unión.
4.4.3. La unión T con esquinas redondeadas
Las siguientes aplicaciones que se van a considerar son las uniones T en plano E y en
plano H con esquinas redondeadas en el acceso lateral (ver figura 4.9).
Las uniones T son elementos que se usan comúnmente en un amplio abanico de dispositi-
vos de microondas, como por ejemplo diplexores y multiplexores, acopladores direccionales,
desfasadores y redes conformadoras de haz. Además, los procedimientos de fabricación de
dispositivos en guı́a más usuales introducen el efecto de “esquinas redondeadas”, tal y co-
mo se comenta con detalle en el capı́tulo 5. Por lo tanto, el análisis preciso de uniones T
considerando tales efectos de mecanización tiene un gran interés tecnológico.
Para analizar estas piezas puede aplicarse la misma técnica de segmentación comentada
previamente. Con respecto a la unión central, estará compuesta en cada caso (plano H y plano
E) por 3 guı́as rectangulares estándar. Tales uniones centrales pueden obtenerse fácilmente
de la unión cúbica general mostrada en la figura 4.1, después de situar cortocircuitos en los
correspondientes accesos en cada caso. Seguidamente, se considera una transición entre una
guı́a rectangular estándar y la misma guı́a con esquinas redondeadas en cada configuración
(plano E y plano H). Para caracterizar estas transiciones con una GIM como se ha explicado
en el capı́tulo 3 y en la sección 4.3, se requiere el conocimiento del espectro modal de la guı́a
de esquinas redondeadas, ası́ como las integrales de acoplo entre tales modos y los de la guı́a
rectangular estándar. Para obtener estos modos se usa el método BI-RME modificado que se
explicó en el capı́tulo 2, para de esta forma mejorar la precisión discretizando las esquinas
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Figura 4.8. Módulo de los parámetros de dispersión de una unión de 6 puertos en guı́a rec-
tangular estándar WR-62 (a = 15,799 mm, b = 7,899 mm) operando en la banda Ku.
Las lı́neas en trazo continuo indican resultados de la simulación, y los puntos indican
medidas obtenidas de [18]. Izquierda: Magnitud de los coeficientes de reflexión (S11,
S33 y S55). Derecha: Magnitud de los coeficientes de transmisión (S21, S31, S51, S43 y
S65).
redondeadas con arcos de circunferencia. La integrales de acoplo se obtienen con el método
descrito en [24] a partir de los datos generados por el propio método BI-RME. Finalmente,
después de haber caracterizado el comportamiento electromagnético de la unión central y de
la transición por separado, se aplica la técnica eficiente de conexión explicada en la sección
4.3.
Como ejemplos de validación se han seleccionado uniones T en plano E y en plano H
en guı́as WR-62 (a = 15,799 mm, b = 7,899 mm), cuyos accesos laterales son guı́as WR-
62 con esquinas redondeadas de radio de curvatura igual a 1,5 mm y una longitud fı́sica de
7,05 mm. Los resultados de la simulación para el módulo de los parámetros de dispersión
de tales estructuras se muestran en la figura 4.10 tanto para el plano H como para el plano
E. En tales gráficas se han incluido medidas de prototipos fabricados para comparar los
resultados. Se observa una gran semejanza entre los resultados de las simulaciones y las
medidas, confirmando pues la gran precisión que proporciona la teorı́a presentada en este
capı́tulo.
4.5. La unión cúbica con accesos arbitrarios
En esta sección se propone un nuevo método para obtener directamente la representación
GAM de una unión cúbica con accesos de forma arbitraria. Los elementos de la GAM de esta
unión se obtienen analı́ticamente usando la expresión genérica de teorı́a de cavidades [15].














Figura 4.9. Izquierda: Unión T en plano H con el acceso lateral redondeado. Derecha:


















































Figura 4.10. Izquierda: Módulo de los parámetros de dispersión de una unión T en plano
H en guı́as WR-62 con el acceso lateral redondeado. Derecha: Módulo de los paráme-
tros de dispersión de una unión T en plano E en guı́as WR-62 con el acceso superior
redondeado.
Para calcular tales elementos de la GAM, se requiere conocer el conjunto de modos de las
guı́as arbitrarias que forman los accesos, ası́ como las integrales de acoplo entre esos modos
y los modos de la cavidad central. Se propone una nueva técnica basada en el método BI-
RME descrito en el capı́tulo 2 para obtener expresiones compactas de las integrales de acoplo
requeridas. Además, se han realizado esfuerzos para mejorar la eficiencia numérica de este
nuevo método, por ejemplo las series triples presentes en las expresiones de los elementos
de la GAM que relacionan puertos paralelos se han reducido a rápidas series dobles.
Para validar la teorı́a propuesta en esta sección, se ha considerado en primer lugar el
efecto de “esquinas redondeadas” presente en los procesos de fabricación de dispositivos en
guı́a rectangular más comunes. Por ejemplo, se han analizado uniones T en plano E y en
plano H con esquinas redondeadas en sus respectivos accesos laterales, ası́ como la conexión
de estas 2 uniones a través de sus accesos laterales. Después, se ha estudiado un dispositivo










Figura 4.11. Unión cúbica con 6 accesos arbitrarios.
más complejo que incluye 2 accesos con geometrı́a arbitraria, en concreto una T-mágica con
esquinas redondeadas en sus dos accesos laterales. Los resultados de la simulación se han
comparado exitosamente con medidas de diversos prototipos fabricados.
4.5.1. La unión cúbica general
La estructura bajo estudio es la unión cúbica con 6 accesos arbitrarios mostrada en la
figura 4.11. El objetivo final de esta sección es derivar una representación matricial de ad-
mitancias generalizada de la unión cúbica general, con los planos de referencia situados en
los accesos de sección transversal arbitraria de la estructura. Por lo tanto, la GAM obtenida
tendrá una estructura matricial constituida por 6× 6 bloques.
De acuerdo con la teorı́a electromagnética de cavidades [15], [22], los elementos de la
representación GAM buscada pueden deducirse a partir de la misma expresión genérica uti-








(n̂× e(γ)q ) · hidS
∫
CS(δ)








(n̂× e(γ)q ) · gidS
∫
CS(δ)
gi · h(δ)p dS (4.30)
donde hi y gi representan los modos solenoidales e irrotacionales de la cavidad central cúbi-
ca, respectivamente, ω es la frecuencia angular del campo que genera la excitación, ki el
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número de onda del i-ésimo modo de la cavidad, n̂ es el vector unitario perpendicular a
la apertura y saliente de la cavidad, y donde h(δ)p y e
(δ)
p representan en este caso las p-ési-
mas funciones vectoriales del acceso de sección transversal arbitraria (δ) (los dominios de
integración CS(δ) y CS(γ) indican los accesos donde debe evaluarse cada integral).
Para implementar la expresión genérica de los elementos de la GAM mostrada en (4.30),
















gi · h(δ)p dS (4.31d)
Tras resolver todas estas integrales de acoplo e insertar sus valores en (4.30), se pueden
obtener expresiones completamente analı́ticas para los elementos de la GAM de la estructu-
ra bajo estudio. En los siguientes apartados se describe con detalle la teorı́a empleada para
deducir tanto las expresiones compactas para las citadas integrales de acoplo, como las ex-
presiones finales de los elementos de la GAM.
Las integrales de acoplo
Para resolver las integrales de acoplo definidas en (4.31), deben obtenerse primero las ex-
presiones para las funciones vectoriales modales de excitación (e(γ)q y h
(δ)
p ) para cada acceso
de sección transversal arbitraria. Además, para evaluar (4.31a) y (4.31c), debe calcularse
también el término (n̂× e(γ)q ). Sin embargo, este término está directamente relacionado con
la función vectorial modal h(γ)q , por lo que sólo es necesario obtener el campo magnético
normalizado en todos los accesos de la estructura.
Consideremos el puerto genérico (δ), cuya sección transversal Sδ delimitada por el con-
torno σδ se muestra en la figura 4.12. Para calcular las expresiones modales requeridas de
los puertos de sección arbitraria, se define una guı́a rectangular estándar de dimensiones lxδ
y lyδ que encierra al acceso. En el caso que nos ocupa (ver figura 4.11), los valores de tales
dimensiones para cada acceso son
lx1 = lx2 = a lx3 = lx4 = c lx5 = lx6 = c (4.32a)
ly1 = ly2 = b ly3 = ly4 = b ly5 = ly6 = a (4.32b)
Siguiendo el método BI-RME propuesto en el capı́tulo 2, la expresión para el campo















Figura 4.12. Acceso de sección transversal arbitraria.







































y la expresión para el campo magnético normalizado del p-ésimo modo TM(E) del acceso

























En las expresiones anteriores, κ(δ)p es el número de onda de corte del p-ésimo modo
TE del acceso (δ), mientras b(δ)np y a
(δ)
mp son respectivamente los coeficientes de la corriente





mp tienen un significado equivalente a los previos para el caso TE, pero
ahora relacionados con el problema TM (ver capı́tulo 2).
Los escalares k(Ωδ)m y k
′(Ωδ)
m presentes en (4.33) y (4.34) son, respectivamente, los núme-
ros de onda de corte de los modos TE y TM de la guı́a rectangular estándar con sección
transversal Ωδ (ver figura 4.12). Sus expresiones, ası́ como las de los campos magnéticos
normalizados (h(Ωδ)Hi para los modos TE y h
(Ωδ)E
i para los modos TM) de una guı́a rectan-
gular, pueden encontrarse en [11].
Los lı́mites superiores N y N ′ de las sumas en (4.33) y (4.34) son el número de fun-
ciones base elegidas para expandir la corriente inducida (incógnita del problema) para el
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caso TE y TM, respectivamente, mientras los enteros M y M ′ son el número de modos TE
y TM de la guı́a rectangular estándar con sección transversal Ωδ utilizados para expandir,
respectivamente, cada modo TE y TM del puerto de acceso de sección arbitraria (δ).




ni , que también aparecen en (4.33) y










































donde e(Ωδ)Hi y ϕ
(Ωδ)E
i son las funciones modales normalizadas del i-ésimo modo TE y TM
de la guı́a rectangular estándar con sección transversal Ωδ, wn es un conjunto de funciones
normalizadas de dominio restringido que reconstruyen la corriente desconocida en cada ele-
mento de la linea σδ, t̂δ es el vector unitario tangente a la linea σδ, y lδ es un parámetro que
recorre tal linea (ver figura 4.12).
Para proceder con el cálculo de las integrales de acoplo definidas en (4.31), también
es necesario deducir las expresiones para las funciones vectoriales modales hi y gi. Estos
vectores representan, respectivamente, las componentes del campo magnético de los modos
solenoidales e irrotacionales de una cavidad cúbica estándar (ver figura 4.1) normalizadas































y Ay,i ŷ +N
gi
z Az,i ẑ (4.38c)
donde el subı́ndice i hace referencia a un conjunto de 3 subı́ndices modales r, s y t, los
cuales están relacionados con las coordenadas x, y y z, respectivamente.Nx,Ny yNz son los
factores de normalización de las funciones vectoriales modales solenoidales e irrotacionales,
y Ax, Ay y Az se refieren a las correspondientes variaciones funcionales (que obviamente
dependen de x, y y z). Las expresiones explı́citas de estos términos pueden encontrarse en
[22].
Como se remarcó también en la sección 4.2, para deducir expresiones simples para los
elementos Y (δ,1)p,q (δ = 1, . . . , 6) e Y
(δ,2)
p,q (δ = 2, . . . , 6), el sistema de coordenadas debe
elegirse como se muestra en la figura 4.1. Con el objetivo de deducir expresiones compactas
muy similares para los elementos Y (δ,3)p,q (δ = 3, . . . , 6) e Y
(δ,4)
p,q (δ = 4, 5, 6), ası́ como para los
elementos Y (δ,5)p,q (δ = 5, 6) e Y
(6,6)
p,q , el sistema de coordenadas debe situarse adecuadamente
en los accesos (3) y (5), respectivamente, de la cavidad cúbica estándar.
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Para obtener los productos escalares requeridos en (4.31), es necesario expresar los vec-
tores modales hi y gi con respecto al sistema de coordenadas local del acceso relacionado
por cada integral (acceso (δ) o (γ) correspondiente al bloque de la GAM considerado). Por
ejemplo, eligiendo otra vez el acceso (δ), podemos expresar las funciones vectoriales moda-




Axδ,i(xδ, yδ) x̂δ +N
hi
yδ




Axδ,i(xδ, yδ) x̂δ +N
gi
yδ
Ayδ ,i(xδ, yδ) ŷδ (4.39b)
donde las constantes de normalización (Nhixδ , N
hi
yδ
, N gixδ y N
gi
yδ
) y las variaciones funcionales
(Axδ,i y Ayδ,i) pueden determinarse para cada acceso a partir de las correspondientes expre-
siones genéricas previamente incluidas en (4.38).
Usando las expresiones propuestas en (4.39a) y (4.39b) para hi and gi, y aquellas in-
cluidas en (4.33) y (4.34) para los campos magnéticos modales de los accesos de sección
transversal arbitraria, es posible encontrar expresiones analı́ticas para las integrales requeri-
das I1, I2, I3 y I4. Por simplicidad, sólo se presentarán expresiones explı́citas para la integral
I2, ya que las restantes integrales (I1, I3 y I4) pueden escribirse fácilmente en términos de la
solución obtenida para el caso I2.





IH2,xδ(p, rδ, sδ) +N
hi
yδ
IH2,yδ(p, rδ, sδ) (4.40)
donde rδ y sδ son los ı́ndices del i-ésimo modo solenoidal de la cavidad estándar corres-
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yδ son los factores de normalización
de las funciones vectoriales modales de la guı́a rectangular estándar con sección transversal






























































































1 si u = 0
2 si u 6= 0
(4.44)
Los términos Isxδ , Icxδ , Isyδ e Icyδ , presentes también en (4.41) y (4.42), son simples
















(1 + δsδ ,0) (4.45d)
donde δm,n es la conocida delta de Kronecker (δm,n = 1 si m = n, δm,n = 0 si m 6= n).
Finalmente, el factor F (M, rδ, sδ) que también aparece en (4.41) y (4.42) se define de la
siguiente manera
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Por otra parte, si el p-ésimo modo del puerto (δ) es un modo TM(E), la integral I2 puede




IE2,xδ(p, rδ, sδ) +N
hi
yδ
IE2,yδ(p, rδ, sδ) (4.47)
donde en este caso los términos IE2,xδ e I
E
2,yδ
tienen las siguientes definiciones




































































































donde F ′(M ′, rδ, sδ) se define en este caso como



































IE2,yδ como se indicó en (4.40) y (4.47), pero considerando en tales expresiones las corres-
pondientes constantes de normalización de los modos de la cavidad estándar y la dirección
apropiada del vector unitario n̂.
Una vez se han resuelto completamente las integrales I1, I2, I3 y I4, las expresiones para
los elementos de la GAM pueden obtenerse fácilmente. A continuación, se deducirán las
expresiones explı́citas para todos los elementos de la GAM de la unión cúbica general. Como
ya se hizo en la sección 4.2, los elementos de la GAM se dividirán en dos grandes grupos:
los elementos que relacionan accesos paralelos y los que relacionan accesos ortogonales.
Los elementos de la GAM para accesos paralelos
Se obtendrán en primer lugar los bloques de la GAM correspondientes a la diagonal
principal, es decir, Y (δ,δ)p,q con δ = 1, 2, . . . , 6. En principio, se deben insertar en (4.30) las
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correspondientes expresiones para las integrales I1, I2, I3 y I4. Después, deben sumarse
todas las series que aparecen en dicha ecuación referidas al ı́ndice t tal y como se indica en
la sección 4.8, dando lugar a la siguiente serie doble
Y (δ,δ)p,q =
j







11 (q, r, s)T
(δ)
































21 (q, r, s)T
(δ)















En esta última expresión, es importante resaltar que la primera serie doble no puede
empezar con los dos ı́ndices (r y s) siendo 0 simultáneamente. Los términos T (δ)11 (q, r, s) y
T
(δ)
21 (q, r, s) se definen como sigue para el q-ésimo modo H(E):
T
(δ)
















(q, r, s) (4.52a)
T
(δ)
















(q, r, s) (4.52b)
y S(δ)1 (r, s), S
(δ)
2 (r, s) y S
(δ)
3 (r, s) se refieren a las series mencionadas anteriormente, cuya
definición y expresión de la suma se recoge en la sección 4.8.
El siguiente paso es calcular los bloques adyacentes a la diagonal principal de la GAM
que también relacionan accesos paralelos, es decir, Y (δ+1,δ)p,q con δ = 1, 3, 5. Siguiendo el mis-
mo procedimiento utilizado anteriormente con los elementos Y (δ,δ)p,q , se obtiene la siguiente
serie doble









11 (q, r, s)T
(δ+1)































21 (q, r, s)T
(δ+1)















En (4.53), la primera serie doble no puede empezar con los dos ı́ndices (r y s) igual a 0
al mismo tiempo, y los términos S(δ)4 (r, s), S
(δ)
5 (r, s) y S
(δ)
6 (r, s) se refieren ahora a las series
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que pueden sumarse analı́ticamente en este caso. Las definiciones y valores de estas series
pueden consultarse también en la sección 4.8.
Los bloques Y (δ,δ+1)p,q (δ = 1, 3, 5), también adyacentes a la diagonal principal de la GAM,
pueden obtenerse fácilmente haciendo uso de la propiedad de reciprocidad de la estructura
bajo estudio
Y (δ,δ+1)p,q = Y
(δ+1,δ)
q,p (4.54)
donde los elementos Y (δ+1,δ)q,p se calculan de acuerdo con (4.53).
Los elementos de la GAM para accesos ortogonales
La expresión general para los bloques Y (δ,γ)p,q que relacionan puertos ortogonales con δ >
γ (por ejemplo δ = 3, 4, 5, 6 y γ = 1, 2 o δ = 5, 6 y γ = 3, 4) presenta el siguiente aspecto
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En esta expresión, la primera serie triple no puede empezar con el valor 0 para los dos
ı́ndices r y s simultaneamente, y los 3 ı́ndices (r, s y t) de la tercera serie triple no pueden
ser igual a cero al mismo tiempo.
Con respecto a los coeficientes C (δ,γ)(r, s, t) presentes en (4.55), tienen los siguientes
valores en función de los puertos de excitación (δ) y (γ) relacionados con cada elemento de
la GAM
C(3,1)(r, s, t) = 1 C(3,2)(r, s, t) = (−1)t+1 C(5,3)(r, s, t) = (−1)s
C(4,1)(r, s, t) = (−1)r+1 C(4,2)(r, s, t) = (−1)r+t C(6,3)(r, s, t) = −1
C(5,1)(r, s, t) = (−1)s C(5,2)(r, s, t) = (−1)s+t+1 C(5,4)(r, s, t) = (−1)s+t+1
C(6,1)(r, s, t) = −1 C(6,2)(r, s, t) = (−1)t C(6,4)(r, s, t) = (−1)t
(4.56)
y k(γ)r,s,t representa el número de onda de corte del i-ésimo modo de la cavidad, cuyo valor se
puede deducir de [22] para cada puerto de excitación (γ)·
En (4.55), T (γ)11 (q, r, s) y T
(γ)
21 (q, r, s) se refieren a los mismos términos previamente defi-
nidos en (4.52a) y (4.52b), mientras T (δ,γ)12 (p, r, s, t), T
(δ,γ)
22 (p, r, s, t) y T
(δ,γ)
32 (p, r, s, t) hacen
referencia a los nuevos términos que dependen de los dos accesos (δ) y (γ) involucrados en
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el cálculo del correspondiente bloque. Ası́, por ejemplo, para los bloques Y (δ,γ)p,q con δ = 3, 4
y γ = 1, 2 los nuevos términos se definen como sigue para un modo H(E) p-ésimo
T
(δ,γ)


























(p, t, s) (4.57)
T
(δ,γ)








(p, t, s) (4.58)
T
(δ,γ)
















(p, t, s) (4.59)
Si δ = 5, 6 y γ = 1, 2 las expresiones para los términos mencionados T12, T22 y T32 son
los siguientes para el p-ésimo modo H(E)
T
(δ,γ)


























(p, t, r) (4.60)
T
(δ,γ)








(p, t, r) (4.61)
T
(δ,γ)
















(p, t, r) (4.62)
Finalmente, si δ = 5, 6 y γ = 3, 4 los términos necesarios T12, T22 y T32 se obtienen de
la siguiente forma para el p-ésimo modo H(E)
T
(δ,γ)


























(p, r, t) (4.63)
T
(δ,γ)








(p, r, t) (4.64)
T
(δ,γ)
















(p, r, t) (4.65)
El resto de los bloques de la GAM que relacionan puertos ortogonales, esto es, Y (γ,δ)p,q
con δ > γ, pueden deducirse fácilmente usando la conocida relación de reciprocidad de la
estructura bajo estudio y la expresión propuesta en (4.55) para los elementos Y (δ,γ)p,q
Y (γ,δ)p,q = Y
(δ,γ)
q,p (4.66)
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4.6. Ejemplos de aplicación de la unión cúbica con accesos
arbitrarios
En esta sección, la nueva formulación propuesta se valida con algunos ejemplos prácticos
de gran interés tecnológico. Los primeros ejemplos considerados son uniones T en plano E
y en plano H cuyos accesos laterales son guı́as con esquinas redondeadas de gran radio
de curvatura. Después, estas uniones se han conectado adecuadamente a través de su acceso
redondeado para construir una nueva estructura de 4 accesos, que puede analizarse fácilmente
después de resolver la conexión de las representaciones GAM de cada unión. Los ejemplos
previos involucran estructuras que tienen un solo acceso de geometrı́a arbitraria (esto es,
guı́a rectangular con esquinas redondeadas). Para validar completamente la teorı́a expuesta
en la sección anterior, se considerará un último ejemplo: una T-mágica cuyos dos accesos
laterales son otra vez guı́as rectangulares fuertemente perturbadas por esquinas redondeadas.
Todos los resultados que se incluyen en esta sección se han comparado satisfactoriamente
con medidas de prototipos fabricados.
4.6.1. La unión T con esquinas redondeadas
Los primeros dispositivos considerados en esta sección son uniones T plano E y plano H
cuyos accesos laterales son guı́as rectangulares con esquinas redondeadas, como puede verse
en la figura 4.9.
Cuando se analizaron estas estructuras mediante la técnica de segmentación se habló de
la utilidad de las mismas como partes fundamentales de diplexores, multiplexores, acoplado-
res direccionales en guı́a, desfasadores y redes conformadoras de haz. La consideración del
efecto “esquinas redondeadas” es de gran interés práctico, ya que aparece en los procesos de
fabricación más comunes de los dispositivos mencionados. Si estos efectos de mecanización
se tuvieran en cuenta durante la etapa de análisis de las herramientas CAD, se mejorarı́a
enormemente el proceso de diseño en gran número de dispositivos de microondas, tanto en
términos de coste como de precisión.
Para calcular los elementos de la GAM de estos dispositivos, pueden emplearse las ex-
presiones obtenidas en la sección previa. Sin embargo, en estos casos (uniones T en plano
H y E) se obtendrá una matriz GAM compuesta de 3 × 3 bloques. Por ejemplo, el caso de
la T en plano H puede considerarse como una unión cúbica (ver figura 4.1) con los puertos
(4), (5) y (6) terminados en cortocircuito, y con guı́as rectangulares estándar en los puertos
(1) y (2). Por otra parte, el caso de la unión T en plano E puede verse como una estructura
muy similar a la anterior, pero ahora los cortocircuitos deberı́an emplazarse en los puertos
(3), (4) y (6) de la unión cúbica general mostrada en la figura 4.1. Estas consideraciones
implican una reducción de la representación GAM de 6 × 6 bloques de la unión general a
sendas representaciones GAM de 3× 3 bloques. Además, ya que los accesos (1) y (2) en las
dos uniones son guı́as rectangulares que coinciden con las caras de la cavidad, todas las inte-
grales de acoplo relacionadas con tales accesos se reducen a simples integrales de funciones
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Figura 4.13. Unión T en plano H en guı́a WR-90 con acceso lateral redondeado con un
radio de curvatura de 4,5 mm.
seno y coseno.
Como ejemplos prácticos de validación se han elegido uniones T en plano E y en plano H
en guı́as WR-90 (a = 22,86 mm, b = 10,16 mm), cuyos accesos laterales son guı́as WR-90
con esquinas redondeadas de radio 4,5 mm y una longitud fı́sica de 6,25 mm. Una fotografı́a
de la unión T en plano H fabricada puede verse en la figura 4.13.
Con objeto de medir los parámetros de dispersión de las uniones, los brazos redondeados
se han terminado con guı́as estándar WR-90. Los resultados para la simulación del módulo
de los parámetros de dispersión de tales estructuras se muestran en las figura 4.14, donde
se incluyen las medidas de los dispositivos fabricados. Se puede observar una excelente
concordancia entre los resultados de la simulación y las medidas, confirmando la precisión
de la teorı́a descrita en la sección anterior.
Para obtener los resultados de la figura 4.14 han sido necesarios 7 modos en cada acceso,
tanto para los accesos rectangulares como para los redondeados. Hay que señalar que la
mayor parte del tiempo requerido por la herramienta de análisis para obtener los parámetros
de dispersión ha sido invertido en la parte estática del algoritmo, que es la que se ocupa de
obtener el espectro modal de las guı́as arbitrarias. El bucle en frecuencia de dicha herramienta
requiere un esfuerzo computacional muy bajo.
A continuación se ha considerado la estructura de 4 puertos obtenida mediante la cone-
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Figura 4.14. Arriba: Módulo de los parámetros de dispersión de una unión T en plano H
en guı́as WR-90 con el acceso lateral redondeado (R = 4,5 mm). Abajo: Módulo de
los parámetros de dispersión de una unión T en plano E en guı́as WR-90 con el acceso
superior redondeado (R = 4,5 mm).
xión de las uniones T en plano E y en plano H anteriores a través de sus respectivos accesos
redondeados (en la figura 4.15 se muestran los detalles de la geometrı́a de esta estructura).
Para analizar dicha estructura se ha obtenido la representación GAM de cada unión T
por separado, y después se han conectado adecuadamente estas matrices para obtener los
parámetros S de la estructura completa. Con el objeto de comprobar la validez de la teorı́a
se han comparado los coeficientes de reflexión y los de transmisión obtenidos tras simular y
medir la respuesta de la estructura. Los resultados pueden verse en la figura 4.16, de cuyas
gráficas se puede concluir que la caracterización eléctrica de este dispositivo se ha obtenido
de forma muy precisa.












Figura 4.15. Estructura formada por la conexión de una T en plano H y una T plano E por
medio de sus accesos redondeados.
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Figura 4.16. Arriba: Módulo de los coeficientes de reflexión de la estructura mostrada en la
figura 4.15. Abajo: Módulo de los coeficientes de transmisión de la citada estructura.
El radio de curvatura de las dos uniones es de R = 4,5 mm.










Figura 4.17. Unión T-mágica con dos accesos laterales redondeados.
4.6.2. La T-mágica con esquinas redondeadas
Un avance importante en cuanto a la validación de la teorı́a expuesta en la sección 4.5
es el análisis de un dispositivo con más de un acceso arbitrario, esto es, la unión T-mágica
mostrada en la figura 4.17 cuyos accesos (3) y (4) son guı́as rectangulares con esquinas
redondeadas. Las uniones T-mágica son elementos clave presentes en muchos dispositivos
de microondas como, por ejemplo, multiplexores, acopladores, mezcladores y transductores
ortomodo. El estudio riguroso de esta unión ha sido objeto de muchos trabajos recientes,
como por ejemplo [13], [14], [17] y [20], donde se han propuesto diferentes técnicas para
resolver el caso estándar (cuando todos los accesos son guı́as rectangulares). Sin embargo, el
análisis con precisión de uniones T-mágica con esquinas redondeadas en los accesos laterales
no se ha presentado aún en ningún trabajo previo.
El análisis de una T-mágica cuyos accesos laterales tienen esquinas redondeadas puede
llevarse a cabo siguiendo la teorı́a explicada en la sección previa. En este caso, la estruc-
tura bajo estudio debe considerarse como una unión cúbica general (ver figura 4.1) con los
accesos (4) y (6) terminados en cortocircuito, lo que conduce a una representación GAM
estructurada en 4 × 4 bloques. El cálculo de esta matriz requiere el uso de todas las fórmu-
las incluidas en la sección anterior (para accesos paralelos y ortogonales), ya que la unión
T-mágica involucra ambas clases de accesos, (ver figura 4.17).
Con objeto de validar la teorı́a se ha fabricado una unión T-mágica implementada en guı́as
WR-90 (a = 22,86 mm, b = 10,16 mm), cuyos accesos laterales son guı́as rectangulares
WR-90 con esquinas redondeadas de radio 4,5 mm y longitud fı́sica de 19,57 mm (brazo
plano H) y 25,91 mm (brazo plano E). En la figura 4.18 puede verse una fotografı́a del
dispositivo fabricado.
Para medir este dispositivo, los dos accesos perturbados se han terminado en guı́as WR-
90 estándar. Los resultados de la simulación y las medidas para los coeficientes de reflexión y
transmisión se muestran en la figura 4.19, donde se observa una excelente concordancia entre
los resultados experimentales y teóricos. Aunque no se incluyen resultados para el parámetro
S43, debe hacerse notar que se ha observado un nivel de desacoplo teórico de aproximada-
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Figura 4.18. Prototipo fabricado de una unión T-mágica con dos accesos laterales redon-
deados.
mente 200 dB entre tales accesos ortogonales, tal y como cabrı́a esperar en cualquier unión
T-mágica.
Los resultados de la simulación que aparecen en la figura 4.19 se han obtenido usando
40 modos en cada acceso. En este caso, debido al mayor número de modos que se requieren
en comparación con los ejemplos anteriores, el tiempo de computación asociado a la parte
dinámica del programa de análisis ha sido superior que el los ejemplos mostrados con an-
terioridad. Este número de modos mayor ha sido necesario para poder obtener resultados
convergentes.
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Figura 4.19. Arriba: Módulo de los coeficientes de reflexión de la T-mágica mostrada en la
figura 4.18. Abajo: Módulo de los coeficientes de transmisión de la citada estructura.
El radio de curvatura de los dos accesos es de R = 4,5 mm.
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4.7. Conclusiones
En este capı́tulo se han propuesto dos técnicas para obtener una caracterización de una
unión cúbica general con accesos de sección transversal arbitraria.
La primera de ellas se basa en la estrategia clásica de segmentación de la estructura
original en módulos más simples. En el marco de esta primera técnica se ha desarrollado
un nuevo método para la conexión de las diversas matrices involucradas, con el cual no es
necesario realizar inversiones intermedias de dichas matrices para caracterizar el dispositivo
bajo análisis. Este nuevo método se basa en una elección adecuada de las incógnitas del
problema que conduce a un sistema de ecuaciones estable.
La última técnica propuesta es un método directo que requiere una formulación ligera-
mente más compleja, pero que genera directamente una matriz GAM (sin ningún tipo de in-
versiones) de la estructura total. Esta técnica, basada en el método BI-RME, permite obtener
expresiones completamente analı́ticas para los elementos de la GAM, que son esencialmente
independientes de la frecuencia. Además, se han dedicado importantes esfuerzos a mejorar la
eficiencia numérica relacionada con el cálculo de tales elementos de la GAM. Siguiendo esta
última técnica se obtiene directamente la representación GAM de la unión cúbica general, lo
que incrementa la estabilidad y la precisión de los resultados finalmente obtenidos.
Para validar completamente estas 2 técnicas de análisis se han mostrado diversos ejem-
plos que confirman la validez de ambas técnicas. Estos ejemplos se han revelado de gran
interés tecnológico, debido a que los procesos de fabricación de dispositivos en guı́a suelen
introducir esquinas redondeadas en las estructuras que contienen ángulos rectos. Finalmente,
se han fabricado prototipos de estas estructuras para comparar los parámetros reales con los
que proporciona la teorı́a desarrollada. El resultado ha sido excelente en cuanto a precisión,
estabilidad numérica y velocidad computacional.
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4.8. Series relacionadas con el cálculo de los elementos de
la GAM para puertos paralelos






























































































donde la longitud lzδ tiene los siguientes valores para los diferentes accesos (δ) de la estruc-
tura bajo consideración
lz1 = lz2 = c lz3 = lz4 = a lz5 = lz6 = b
Usando las fórmulas recogidas en [23], pueden deducirse las siguientes expresiones
analı́ticas para las series anteriores
S
(δ)
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4.8 Anexo: Series para el cálculo de los elementos de la GAM 111
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Con respecto al cálculo de los bloques Y (δ+1,δ)p,q e Y
(δ,δ+1)
p,q , con δ = 1, 3 y 5, se deben
sumar las siguientes series
S
(δ)
4 (r, s) =
∞∑
t=1

























































































Después de usar las correspondientes fórmulas de [23], las series mencionadas pueden
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sumarse analı́ticamente y expresarse de forma compacta como sigue
S
(δ)
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Capı́tulo 5
Análisis y diseño de filtros inductivos en
guı́a rectangular con esquinas
redondeadas
5.1. Introducción
Las actuales técnicas de fabricación de dispositivos en guı́a rectangular1 introducen in-
ternamente esquinas redondeadas cuando estos procesos son de bajo coste, debido a que en
la práctica resulta complicado, y por tanto costoso económicamente, realizar ángulos rectos
[1]. Si este efecto de mecanizado pudiera considerarse de forma rigurosa en los programas
de análisis de las herramientas de diseño asistido por ordenador (en inglés Computer Aided
Design, CAD), la fabricación de tales dispositivos podrı́a mejorarse enormemente en térmi-
nos de precisión, costes y tiempos de desarrollo. La presencia de esquinas redondeadas en
filtros de guı́as rectangulares ha sido un tema ampliamente estudiado en la literatura siguien-
do diferentes técnicas de análisis. Ası́ pues, en [2] se propone una primera aproximación con
adaptación modal (en inglés mode-matching) que emplea un modelo escalonado para simu-
lar el efecto de la curvatura. Para mejorar la precisión de tal aproximación se pueden emplear
métodos hı́bridos que combinan de forma adecuada técnicas numéricas (discretización espa-
cial) y técnicas modales. Por ejemplo, son métodos hı́bridos el método riguroso que combina
adaptación modal y elementos de contorno (en inglés Boundary Contour Mode-Matching,
BCMM) descrito en [3] o el método de integral de contorno y expansión modal resonante
(en inglés Boundary Integral-Resonant Mode Expansion, BI-RME) formulado inicialmente
en [4] para cavidades arbitrarias 3D y, tras algunas mejoras, particularizado en [5] al caso de
filtros con redondeces en el plano E.
En este capı́tulo se estudiarán filtros inductivos en guı́a rectangular con esquinas redon-
1Fresado controlado por ordenador (=computer controlled milling), electroerosión de bajo coste (=spark-
eroding), electroformado(=electro-forming) o troquelado(=die casting).







Figura 5.1. Filtro inductivo en guı́a rectangular con esquinas redondeadas en la sección
transversal de las guı́as.
deadas en la sección transversal de las guı́as (ver figura 5.1), que constituye un caso práctico
de efectos de mecanización que todavı́a no ha sido considerado por la comunidad cientı́fica.
Para el análisis de este tipo de dispositivos se ha implementado una técnica hı́brida basada
en la técnica de la ecuación integral descrita en el capı́tulo 3 y el método BI-RME propuesto
en [6] y [7] para contornos arbitrarios 2D. No obstante, se ha mejorado dicha versión ori-
ginal del método BI-RME como se explica en el capı́tulo 2 para ası́ obtener la carta modal
de las guı́as redondeadas de manera muy precisa y, por tanto, poder analizar de forma más
rigurosa este tipo de estructuras. La nueva técnica de análisis se ha verificado inicialmente
con el estudio de diferentes tipos de transiciones planares e iris que involucran esquinas re-
dondeadas. La siguiente etapa ha sido el estudio del efecto que supone variar el radio de las
esquinas redondeadas en la respuesta paso banda de un filtro inductivo. Finalmente, el méto-
do de análisis propuesto ha sido integrado en una herramienta CAD, y se ha diseñado de
forma automatizada un filtro inductivo con esquinas redondeadas empleando la técnica del
mapeado espacial agresivo (en inglés Aggressive Space Mapping, ASM) propuesta en [8].
5.2. Principales métodos de fabricación
De los métodos de bajo coste que se emplean actualmente para la fabricación de filtros
inductivos en guı́a rectangular destacan principalmente dos de ellos, que denominaremos
“corte en plano H” y “corte en plano E”. La filosofı́a es en ambas técnicas la misma: dividir
la pieza en dos partes y ası́ poder erosionar y dar forma al interior del filtro con la mayor
comodidad posible. Si la producción es de bajo coste, la forma interior del filtro se suele
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Figura 5.2. Filtro inductivo en guı́a rectangular fabricado con la técnica de corte en plano
H.
obtener empleando una fresa, lo que supone la aparición de esquinas redondeadas cuyo ta-
maño depende del diámetro de la fresa [2]. Veremos a continuación las principales ventajas e
inconvenientes de cada uno de estos métodos de fabricación, y finalmente se propondrá una
nueva técnica que supere las desventajas asociadas a los métodos actuales.
5.2.1. Corte en plano H
Este tipo de proceso de fabricación consiste en cortar la pieza en una lámina superior que
después se atornillará a la otra pieza donde se habrá modelado el interior del filtro con las
dimensiones propuestas. En la figura 5.2 puede verse la estructura en dos piezas y cómo se
unen finalmente para dar forma al filtro. La principal ventaja de este proceso de fabricación
es la facilidad del modelado del interior del filtro, ası́ como la posterior unión de las dos
piezas resultantes.
Como puede observarse en la figura 5.2, esta técnica de fabricación introduce esquinas
redondeadas en el plano H del filtro. Se ha comprobado que en este caso el radio de curvatura
(R) de las esquinas redondeadas tienen una fuerte influencia en la respuesta del dispositivo.
Otro problema de este método de fabricación está asociado a las altas pérdidas que nor-
malmente presenta la estructura las cuales son debidas a que el plano de corte interrumpe
completamente la continuidad de la corriente eléctrica presente en la pared superior del fil-
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Figura 5.3. Técnica de corte en plano E.
tro. Para minimizar este efecto la tapa superior debe atornillarse lo mejor posible al cuerpo
del filtro.
Finalmente, la longitud de las ventanas de acoplo t señaladas en la figura 5.2 se aprove-
chan para colocar los tornillos que se encargan de sujetar la tapa al resto del filtro. Para que
dicha sujeción sea lo suficientemente efectiva (ver párrafo anterior), los tornillos de ajuste
deben tener un diámetro igual o superior a 3 mm. El problema radica en que a altas frecuen-
cias (por ejemplo en banda X: 8 − 12GHz), las ventanas de acoplo obtenidas en el proceso
de diseño son de longitud menor (tı́picamente 2 mm) y ello impide colocar con facilidad los
tornillos aprovechando ese espacio. Este problema se acrecienta a medida que se trabaja a
frecuencias más elevadas, tendencia presente en la mayorı́a de aplicaciones prácticas (por
ejemplo el sector espacial) donde se emplea esta tecnologı́a.
5.2.2. Corte en plano E
En la figura 5.3 se muestra este segundo método de fabricación. Las principales ventajas
sobre el método anterior resultan obvias: las dos piezas son simétricas y el plano de corte no
produce efectos tan perniciosos en cuanto a pérdidas y respuesta en frecuencia del filtro.
Hasta hoy en dı́a este tipo de filtros es analizado en [5] usando el método BI-RME me-
jorado para cavidades. Este método de análisis resulta complejo y, dependiendo de la es-
tructura, puede requerir un tiempo de computación bastante elevado. En [9] se analiza esta
estructura con elementos finitos en 2D, pero hay que suponer una aproximación escalona-
da de la curvatura de los filtros y aplicar los métodos adecuados (autovalores de matrices
tridiagonales y descomposiciones de Cholesky utilizando el algoritmo de mı́nimo grado) re-
visados en [1]. Por tanto, la precisión de los resultados de esta técnica vendrá determinada
por el número de discretizaciones que se realicen en la parte curva del filtro. En definitiva, el
análisis de esta estructura requiere de métodos complejos y no excesivamente veloces, por
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Figura 5.4. Piezas individuales de un filtro inductivo.
lo que su diseño mediante herramientas CAD no parece muy factible en la actualidad.
5.2.3. Nueva técnica de fabricación
Para superar los inconvenientes de las técnicas anteriores se propone una nueva técnica de
fabricación modular. El filtro se construye a base de piezas individuales como las mostradas
en la figura 5.4.
El lı́mite de las piezas se define justo el centro de cada cavidad del filtro, y por tanto
cada pieza consta de dos medias cavidades y una ventana de acoplo. La razón de cortar
las piezas en el centro de cada cavidad es la de minimizar posibles discontinuidades en las
corrientes superficiales de la estructura. Si cada cavidad del filtro se considera como una linea
de transmisión uniforme y las ventanas de acoplo como cortocircuitos virtuales2, tenemos
una linea de transmisión terminada en paredes eléctricas. Suponemos pues una lı́nea cuya
sección transversal está contenida en el plano XY y la dirección de propagación es según el
eje z. La tensión en la lı́nea de transmisión viene dada por:
V (z) = V +e−γz + V −eγz (5.1)
Si tenemos un cortocircuito en z = 0 obtenemos:
V (z = 0) = 0 = V + + V − ⇒ V − = −V + (5.2)
Si además consideramos la presencia del cortocircuito en z = L (L longitud de la cavi-
dad), ası́ como que el modo fundamental se propaga por el interior de la cavidad (γ = jβ),
2En un filtro las ventanas de acoplo son lo suficientemente estrechas para no dejar propagarse ningún modo,
y por tanto todos los modos incluido el fundamental están al corte.
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se tiene finalmente
V (z = L) = V +e−jβL − V +ejβL = −j2V + sen(βL) = 0
⇒ L = nλg
2
n ∈ Z+ (5.3)
En nuestro caso, para el modo fundamental, la longitud L de la cavidad debe ser igual a λg/2
(n = 1). Esto significa que el campo eléctrico transversal Et es nulo en z = 0 y en z = L
(L = λg/2). Siguiendo el razonamiento de teorı́a de lı́neas de transmisión, se concluye que
en la mitad de la cavidad (λg/4) se puede asumir una pared magnética (circuito abierto) sin
que se alteren las condiciones de contorno para los campos, pues en el interior de la cavidad
se tiene una onda estacionaria. En una pared magnética los campos magnéticos son normales
a ella, y por tanto:
m̂×H = 0 (5.4)
donde m̂ es el vector normal a la pared magnética (en nuestro caso m̂ tiene la dirección de
ẑ). Ası́ pues, en los planos de corte que son definidos por cada pieza individual (z = λg/4),
el campo magnético tendrá siempre dirección normal a la pared magnética citada, y será del
tipo H = Hzẑ.
Seguidamente, se determinará el aspecto de las corrientes inducidas sobre el plano de
corte. Para ello se debe evaluar Js = n̂ ×H donde n̂ representa la normal a las paredes de
la guı́a, que en todo momento será perpendicular a la dirección de propagación (ver figura
5.5). Por ello, Js = n̂×H nunca tendrá componente en ẑ, y por tanto la corriente rodeará a
la guı́a (será paralela al plano de corte pero nunca lo cruzará). Ası́ pues, el plano de corte no
provoca interrupción alguna sobre las lı́neas de corriente, y por tanto las pérdidas debidas a
este hecho pueden considerarse despreciables3.
En la figura 5.6 se muestra un filtro inductivo de 4 cavidades con la ubicación de sus
respectivos planos de corte. Como se puede observar en la figura 5.6, y debido al proceso de
fabricación de las piezas mostradas en la figura 5.4, las esquinas redondeadas se producen
en este caso en la sección transversal de las guı́as, es decir, ni en el plano E ni en el plano H
como en las anteriores técnicas de fabricación.
Con esta técnica se producen pues esquinas redondeadas tanto en las cavidades como en
las ventanas de acoplo, pero se verá en los próximos apartados esto no supondrá un gran
problema durante el proceso de diseño de la estructura. Esto se debe a que durante dicho
proceso se mantendrá siempre constante el radio de curvatura de las ventanas y cavidades
(determinado por las tolerancias del proceso de mecanizado), y solamente se optimizarán las
longitudes de las cavidades y de las ventanas de acoplo inductivo.
3En la práctica, las ventanas de acoplo no son iguales a ambos lados de la cavidad, y además la longitud
de la cavidad no es exactamente λg/2 (suele ser algo inferior debido al modelo de red ideal constituido por
inversores y resonadores). Por ello, en la realidad la pared magnética no está ubicada fı́sicamente en el centro
de la cavidad, y al cortar en dichos planos no se está haciendo donde se debiera (lo que supondrá en la realidad
la aparición de pérdidas).


















Figura 5.6. Planos de corte del filtro inductivo.
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Tal como se explicará porteriormente, el punto clave que permite la utilidad práctica de
esta técnica consiste en realizar un diseño previo en el que se tiene en cuenta una prime-
ra aproximación del filtro considerando un radio de curvatura finito. Estos resultados pre-
liminares se utilizan seguidamente en un proceso de optimización que mantiene fijos los
parámetros4 que provocarı́an una simulaciones costosas si fueran alterados. De esta forma,
el procedimiento de diseño de estas estructuras puede implementarse eficientemente median-
te herramientas CAD.
5.3. Técnica de análisis
En esta sección se va a tratar en tres apartados el proceso de análisis de un filtro con
las caracterı́sticas mencionadas anteriormente. Para ello se tratará en primera instancia del
análisis de guı́as con esquinas redondeadas, primer paso necesario para, seguidamente, ana-
lizar transiciones planares de diferentes guı́as con sección transversal redondeada. El paso
final será analizar el filtro completo formado por tramos de guı́as con esquinas redondeadas
unidas mediante las mencionadas transiciones planares.
5.3.1. Análisis de guı́as con esquinas redondeadas
Para el análisis modal completo de las guı́as rectangulares con esquinas redondeadas, pre-
sentes en el tipo de filtro bajo análisis, se ha implementado una versión mejorada del método
BI-RME propuesto en [6] para caracterizar guı́as con esquinas redondeadas. La novedad de
esta nueva versión del método BI-RME, consiste en la adaptación del método original adap-
tado a geometrı́as hı́bridas definidas por tramos rectos y curvos (porciones de circunferen-
cias). Tal y como se describe con detalle en el capı́tulo 2, esta nueva técnica permite utilizar
un sistema de coordenadas cilı́ndricas para definir perturbaciones constituidas por arcos de
circunferencias. En la versión original del método BI-RME, dichas perturbaciones se apro-
ximaban mediante la conexión de sucesivos tramos rectos. Ası́ pues, en el caso concreto que
nos ocupa, las esquinas redondeadas de las guı́as rectangulares se modelan mediante arcos
de circunferencias de amplitud angular igual a 90o.
La precisión y eficiencia de esta nueva técnica se puso de manifiesto en [10], donde
también se mostró una técnica eficiente para dibujar campos electromagnéticos en el interior
de guı́as de sección transversal arbitraria.
5.3.2. Análisis de transiciones entre guı́as con esquinas redondeadas
Para el análisis de un filtro del tipo que nos ocupa necesitamos, aparte de las frecuencias
de corte de los modos de las guı́as que lo integran, las integrales de acoplo entre secciones
4Estos parámetros son aquellos que involucran a las dimensiones de las secciones transversales de los tramos
de guı́a que componen el filtro.
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de guı́as adyacentes.
En [7] se muestra una técnica muy rápida para resolver eficientemente estas integrales de
acoplo utilizando datos previos necesarios en el proceso de obtención de las frecuencias de
corte de las guı́as con esquinas redondeadas. La salvedad es que dicho método sólo muestra
cómo calcular las integrales de acoplo entre los modos de una guı́a con sección transversal
arbitraria y los modos de la guı́a rectangular estándar que la rodea.
Seguidamente, se mostrará cómo utilizar los resultados de [7] para obtener las integrales
de acoplo entre modos de 2 guı́as con secciones transversales arbitrarias.
Sea e(A)m el modo m-ésimo correspondiente a la guı́a con sección transversal arbitraria A
(guı́a grande), que está normalizado respecto a su sección transversal y es además ortogonal
al resto de modos de la misma guı́a:
∫∫
A
e(A)m · e(A)r ds = δm,r (5.5)
Este modo puede descomponerse como una serie de modos de la guı́a rectangular estándar


















i · e(A)m ds (5.7)
son las integrales de acoplo entre la guı́a arbitraria grande y la guı́a rectangular que la rodea.
Se ha tenido en cuenta la definición extendida de las integrales de acoplo para el caso com-
plejo general dada en el capı́tulo 3. Dado que los modos involucrados en la integral anterior
son reales debido al desarrollo dado por el método BI-RME, se puede eliminar la conjuga-
ción compleja sin ninguna consecuencia. Obsérvese que la integral se define en el área de la
guı́a arbitraria, pues fuera de la misma el vector e(A)m presenta un valor nulo.
Para la guı́a de sección arbitraria menor tenemos unas expresiones análogas. Sea e(a)n el
modo n-ésimo correspondiente a la guı́a con sección arbitraria a (guı́a pequeña), también




e(a)n · e(a)s ds = δn,s (5.8)
Este modo puede descomponerse en este caso como una serie de modos de la guı́a rectangular



















j · e(a)n ds (5.10)
son las integrales de acoplo entre la guı́a arbitraria pequeña y la guı́a rectangular que la rodea.
Por tanto la expresión para la integral de acoplo entre el modo m-ésimo de la guı́a de
mayor sección transversal arbitraria (A) y el modo n-ésimo de la guı́a de menor sección
































































Ası́ pues, para calcular la integral de acoplo Im,n entre el modo m-ésimo de la guı́a
arbitraria de mayor sección transversal y el modo n-ésimo de la guı́a arbitraria de menor
sección transversal se puede proceder como sigue:
Calcular las integrales de acoplo (5.7) entre los modos de la guı́a de mayor sección
transversal y la guı́a rectangular estándar que la rodea por el método descrito en [7].
Proceder del mismo modo para calcular las integrales de acoplo recogidas en (5.10).








j ∀ i, j (5.12)
y cuyas expresiones analı́ticas se pueden calcular fácilmente5.











5Recientemente se han publicado en [11].
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Figura 5.7. Convergencia de la integral de acoplo I196,26 (modo 196 de la guı́a grande y
modo 26 de la guı́a pequeña) para la transición entre 2 guı́as de esquinas redondeadas.
Obviamente, para calcular las series que aparecen en las ecuaciones anteriores será necesario
truncar las sumas en un valor tal que garantice resultados convergentes. En la figura 5.7 se
muestra el comportamiento tı́pico de este tipo de series para evaluar una integral de acoplo
entre modos pertenecientes a las siguientes 2 guı́as con esquinas redondeadas:
Guı́a 1: a1 = 14,000mm , b1 = 6,000mm y R1 = 2,7mm
Guı́a 2: a2 = 15,799mm , b2 = 7,899mm y R2 = 2,0mm
Como puede observarse en la figura 5.7, la convergencia se alcanza tras haber sumado
cierta cantidad de términos que dependen del orden de los modos involucrados en las guı́as
arbitrarias. Cuanto más elevado sea el orden de los modos considerados en las guı́as arbitra-
rias, mayor será el número de términos necesarios para alcanzar la convergencia.
La comprobación de la convergencia de las integrales de acoplo es necesaria para garan-
tizar la precisión en la caracterización numérica de las transiciones. Una vez se obtiene todo
el conjunto de integrales de acoplo necesario para caracterizar la transición planar, se genera
la matriz de impedancias generalizada (con las correspondientes admitancias asintóticas en
paralelo) siguiendo el método de la ecuación integral descrito en el capı́tulo 3.
Conseguida la matriz de impedancias de la transición, se pueden obtener fácilmente los
parámetros S de la estructura. En la figura 5.8 se puede observar la variación de los paráme-
tros S de una transición entre dos guı́as rectangulares con esquinas redondeadas en función
del valor del radio de curvatura. Las dimensiones de las guı́as consideradas son:
Guı́a 1: a1 = 10,52mm y b1 = 9,525mm.
Guı́a 2: a2 = 19,05mm y b2 = 9,525mm.
128 Análisis y diseño de filtros con esquinas redondeadas





































Figura 5.8. Parámetros de scattering de una transición entre dos guı́as rectangulares con
esquinas redondeadas.
Los datos para R = 0mm coinciden con los recogidos en la literatura (ver [12]) para
este caso6. Como se puede observar, si el radio de curvatura es pequeño (R = 0,1mm) el
efecto es despreciable. Para una sola transición esta afirmación es cierta, pero puede dejar de
serlo cuando aumenta el número de transiciones de una estructura. En dicho caso, los efectos
individuales asociados a cada transición pueden acumularse y degradar de forma importante
la respuesta de la estructura global. Para radios de curvatura moderados (R = 2mm), tal y
como puede observarse en la figura 5.8, el efecto ya empieza a ser apreciable en una sola
transición.
Para finalizar la validación de este método de cálculo de integrales de acoplo, se ha abor-
dado un caso lı́mite: obtener los parámetros de scattering de un iris en guı́a circular. Debido a
que una guı́a circular se puede considerar como una guı́a cuadrada de esquinas redondeadas
con radio de curvatura igual al de la guı́a circular, podemos utilizar la herramienta de análisis
desarrollada para resolver este caso particular7. Las caracterı́sticas del iris son:
Guı́as grandes: R1 = 12,74445mm.
Iris: R2 = 9,525mm.
6En la figura 5.8 se observa que una curva (parámetro S21) está en un margen de frecuencias por encima
de 0 dB. Esto se debe a que en dicho margen de frecuencias la guı́a menor está al corte y por tanto dicho
parámetro de scattering no tiene sentido fı́sico. No obstante, se ha preferido dejar la gráfica entera para que
se pueda comparar con las gráficas similares que aparecen en [12], donde también se muestran parámetros de
scattering mayores que la unidad.
7Remarcar aquı́ el hecho de que la guı́a circular produce el máximo error para guı́as de esquinas redondea-
das, porque se utiliza una guı́a rectangular como guı́a estándar que rodea a la guı́a circular, y en este caso no
hay ninguna parte común entre los contornos de ambas guı́as (véase [6]).
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Frecuencia de operación: 9GHz.
Los resultados obtenidos se muestran en la figura 5.9, donde se comparan con la técnica
de la Conservación de la Potencia Compleja (en inglés Conservation of Complex Power
Technique, CCPT) desarrollada en [13]. Puede observarse la gran similitud entre los resul-
tados proporcionados por ambos métodos, a pesar de ser tan diferentes conceptualmente.
Esta última comparación valida finalmente la técnica propuesta para obtener las integrales
de acoplamiento entre guı́as de sección transversal arbitraria.













































Figura 5.9. Módulo y fase de los parámetros de scattering de un iris circular en función de
su grosor.
5.3.3. Análisis de un filtro inductivo con esquinas redondeadas
Una vez comprobada la validez del método de análisis propuesto, tanto con transiciones
como con iris, se está en disposición de analizar con la misma técnica un filtro inductivo
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constituido por la conexión en cascada de guı́as con esquinas redondeadas.
En la figura 5.10 se muestra la variación de la respuesta en frecuencia de un filtro induc-
tivo cuando se varı́a el radio de curvatura de sus esquinas redondeadas. El filtro se diseñó ini-
cialmente para guı́as rectangulares estándar, y tiene las siguientes caracterı́sticas:
Tipo de respuesta: Paso banda tipo Chebyshev con 4 cavidades (4 polos).
Frecuencia central: f0 = 11GHz.
Ancho de banda: BW = 300MHz.
Guı́as: WR− 75⇒ a = 19,05mm b = 9,525mm.
Manteniendo las dimensiones iniciales del filtro, se ha ido variando el radio de curvatura
de las esquinas. El resultado se puede observar en la figura 5.10. Al aumentar el radio a
2mm la respuesta del filtro se ha degradado lo suficiente como para hacerlo inservible. Los
parámetros para realizar todas las simulaciones han sido los siguientes:
Número de modos accesibles: 15.
Número de modos localizados: 250.
Número de funciones base: 50.
Debido al hecho de que para analizar rigurosamente este dispositivo se necesita consi-
derar un número muy elevado de modos por cada transición, se han eliminado los modos
innecesarios que no se acoplan en la estructura debido a la simetrı́a que presenta. Como la
estructura está centrada con respecto al eje de propagación, sólo es necesario considerar las
familias de modos TE2m+12n y TM2m+12n. La justificación de dicha elección puede encon-
trarse en el apéndice B. Esto hecho reduce en un factor 4 el número de modos a considerar,
lo que reduce considerablemente el tiempo requerido para la simulación precisa de las es-
tructuras que nos ocupan.
5.4. Procedimiento de diseño
Como se puede comprobar en la sección anterior, si se quiere diseñar un filtro inductivo
con esquinas redondeadas, habrá que tener en cuenta el radio de curvatura en la etapa de
diseño si no se desea obtener una respuesta tan degradada como la que aparece en la figura
5.10.
La primera fase de todo procedimiento de diseño consiste en escoger una estrategia ade-
cuada a la que poder aplicar algoritmos de optimización para alcanzar finalmente el mejor
diseño posible. Como estrategia de diseño se propone utilizar el método de segmentación
mostrado en [14]. Dicho método consiste en diseñar el filtro cavidad por cavidad. Para ello,
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Figura 5.10. Efecto del radio de curvatura de las esquinas redondeadas en la respuesta paso
banda de un filtro inductivo realizado en guı́a WR-75.
se escoge primero una sola cavidad, se ajustan los parámetros correspondientes (longitud de
la cavidad y de las ventanas de acoplo de entrada y salida8) luego se añade la siguiente cavi-
dad y se optimizan sus parámetros correspondientes, y ası́ se progresa sucesivamente hasta
terminar con el filtro completo.
El procedimiento que se ha escogido para optimizar los parámetros de diseño del filtro
con esquinas redondeadas ha sido el ASM (en inglés Aggressive Space Mapping). El método
se describe con detalle en [8], pero básicamente consiste en un proceso de optimización auto-
matizado que requiere dos modelos de análisis, un modelo rápido que tiene el inconveniente
de ser poco preciso, y otro muy preciso pero con el inconveniente de ser más lento.
Cada modelo de análisis genera su propio espacio: El modelo rápido genera el espacio
llamado de optimización (OS) y el modelo preciso genera el espacio llamado de validación
(VS).
Sea xos ∈ Cm un vector complejo en general del espacio de optimización. Sea xem ∈ Cn
un vector en el espacio de validación9. Se define una función P : Cn −→ Cm llamada
8Para modificar el acoplo introducido por las ventanas de acoplo se puede variar la anchura de las ventanas
y/o su longitud. En este caso, se ha decidido modificar sólo la longitud de las ventanas para mantener constante
en el proceso de optimización la sección transversal de cada guı́a.
9En las referencias este espacio suele estar generado por un simulador electromagnético que requiere mucho
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comúnmente mapeado, que es desconocida y que consigue transformar vectores del espacio
de validación en vectores del espacio de optimización:
xos = P (xem) (5.14)
La idea del mapeado espacial radica en conseguir que la respuesta del simulador rápido a
un vector de parámetros sea igual a la respuesta del simulador preciso a cierto vector de
parámetros (no tienen porqué ser los mismos parámetros en los dos espacios, si bien en
nuestro caso sı́ lo serán). Es decir:
Ros (xos) ≈ Rem (xem) (5.15)
donde las funciones Ros y Rem generan la respuesta del modelo de análisis rápido y preciso,
respectivamente, a partir de los correspondientes vectores. En el mapeado agresivo se marca
un objetivo ligeramente distinto. Para ello se define una función f como:
f (xem) = P (xem)− x∗os (5.16)
y el objetivo será conseguir que f (xem) = 0, para lo cual se debe resolver la ecuación no
lineal anterior por un método iterativo quasi-Newton.
El algoritmo para encontrar nuestra solución óptima por el método agresivo ASM, cuyo
esquema se recoge de forma gráfica en la figura 5.11, es el siguiente:
1. Conseguir una solución óptima x∗os con el simulador rápido a partir de una estimación
o punto inicial xin que puede obtenerse mediante un modelo circuital.
2. Con la solución anterior generamos una respuesta x(1)em en el espacio de validación
(normalmente se toma x1em = x
∗
os).









4. Se calcula en el espacio de optimización la distancia al óptimo comprobando si hemos
alcanzado la condición de terminación del algoritmo:
‖x(m)os − x∗os‖ ≤ η (5.17)
es decir, si para cierto x(m)os la distancia al óptimo no supera un cierto valor umbral η.
tiempo de cálculo para analizar una estructura. De ahı́ las siglas EM para los subı́ndices. En nuestro caso, se
utilizará la misma herramienta de análisis modal para ambos espacios, si bien en el espacio OS se rebajarán
enormemente los requerimientos de precisión (menor número de modos).
10Esto requiere otros algoritmos de optimización preparados ex profeso para este paso. A partir de los
parámetros del simulador preciso se debe obtener qué parámetros del simulador rápido nos proporcionarı́an
la misma respuesta que el simulador preciso. Esto se hace ajustando por etapas, como se describe en [14], las
longitudes de las cavidades y de las ventanas de acoplo. Los algoritmos de optimización empleados para estos
ajustes son una combinación de búsqueda directa y método de gradiente, tal como se indica en [15].

























Figura 5.11. Optimización con la técnica ASM. Las flechas continuas indican que a partir
de un cierto xios se obtiene, mediante un método de iteración quasi-Newton, un cierto
x
(i+1)
em . Las flechas en trazo discontinuo indican que a partir de un cierto x
(i)
em se genera
por extracción de parámetros el correspondiente x(i)os . En lı́neas de puntos se indica la
distancia de cada x(i)os al óptimo x
(∗)
os en el espacio de optimización, que se utiliza para
deducir x(i+1)em .
5. Con un método quasi-Newton generamos, a partir del dato de la distancia al óptimo
recién definida, el nuevo punto x(2)em (e.g. siguiendo el método de Broyden).
6. Volver al punto 3 calculando en este caso x(2)os a partir de x
(2)
em.
Este proceso (puntos 3 al 6) continuará hasta que se cumpla la condición (5.17), y la
respuesta obtenida tras el proceso de optimización será finalmente x̄em = x
(m)
em .
Queda finalmente por resolver la obtención del punto inicial. Es bien sabido que la con-
vergencia de un algoritmo de optimización depende de una buena elección del punto inicial,
ası́ como de la velocidad de convergencia del propio algoritmo. Si se elige un punto de par-
tida xin para el algoritmo que proporcione un valor de x
(1)





próximo al óptimo en el espacio de validación x̄em, conseguiremos alcanzar este punto final
con un número menor de iteraciones. Por ello, es importante encontrar un buen punto de par-
tida xin para todo el proceso. De todo ello es responsable el modelo circuital que se utilice
para representar el filtro cuya respuesta se pretende sintetizar.
Para ello se escoge como circuito ideal que proporciona respuestas paso banda, una red
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Figura 5.12. Red ideal para un filtro constituida por inversores de impedancia y tramos de
lı́neas de transmisión.
basada en resonadores e inversores de impedancia tal y como se muestra en la figura 5.12.
La implementación fı́sica de esta red ideal se realizará del siguiente modo:
Ventanas de acoplo inductivo terminadas en guı́a para implementar los inversores de
impedancia. El objetivo de diseño de estas ventanas consiste en recuperar las constan-
tes de inversión Kij de la red ideal.
Guı́as rectangulares con esquinas redondeadas para implementar los tramos de lı́nea de
longitud próxima λg/2 presentes en la red ideal. En este caso se utiliza como λg el valor
correspondiente a una guı́a con esquinas redondeadas, que se determina utilizando el
citado método BI-RME.
5.5. Validación experimental
Como validación experimental de la teorı́a expuesta en las secciones anteriores, se plan-
tea el diseño de un filtro inductivo cuya respuesta en frecuencia tenga las siguientes carac-
terı́sticas:
Tipo de respuesta: Paso banda tipo Chebyshev con 4 cavidades (4 polos).
Frecuencia central: f0 = 11GHz.
Ancho de banda: BW = 300MHz.
Guı́as: WR− 90⇒ a = 22,86mm b = 10,16mm.
Como modelos de análisis se utilizará la misma herramienta de simulación electromagnéti-
ca descrita en la sección 5.3, si bien en cada modelo se empleará un número de modos di-
ferente. Ası́ por ejemplo, para el simulador rápido se escogerán 5 modos accesibles y 60
localizados, mientras que para el simulador preciso se utilizarán 15 modos accesibles y 250
localizados. De esta forma se garantiza un buen compromiso entre eficiencia computacional
y precisión numérica
Los parámetros de diseño que se han escogido, tal y como se ha comentado previamente,
son las longitudes de las cavidades y de las ventanas de acoplo. El radio de curvatura de las
esquinas redondeadas de todas las guı́as se ha fijado igual a 2mm. Durante todo el proceso
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Guı́a Anchura Altura Curvatura Longitud
1a (Entrada) 22.86 10.16 0.0 10.000
2a (Redondeada) 22.86 10.16 2.0 4.000
3a (1a Ventana) 10.50 10.16 2.0 1.700
4a (1a Cavidad) 22.86 10.16 2.0 14.290
5a (2a Ventana) 6.70 10.16 2.0 1.770
6a (2a Cavidad) 22.86 10.16 2.0 15.844
7a (3a Ventana) 6.15 10.16 2.0 1.782
Cuadro 5.1. Dimensiones de las guı́as empleadas en el filtro. El filtro es simétrico y por
tanto no se dan los valores a partir de la mitad del filtro. Todas las dimensiones están
expresadas en milı́metros.
de optimización, se han mantenido constantes las secciones transversales de todas las guı́as
involucradas para de este modo tener tan sólo que invocar el método BI-RME una sola vez
(por cada guı́a diferente que forma la estructura) al inicio del proceso de diseño. Ası́ pues,
para ambos simuladores (el rápido y el preciso) la parte estática del algoritmo (que es la
más costosa en recursos computacionales) se realiza una sola vez durante todo el proceso
de optimización. Por esta razón no se ha escogido como parámetros de optimización las
anchuras de las ventanas de acoplo en lugar de las longitudes, ya que cambiar las anchuras
hubiera significado cambiar las secciones transversales de las guı́as y por tanto se hubiera
tenido que invocar al método BI-RME varias veces por cada iteración11 del procedimiento
ASM.
Aplicando pues el procedimiento de diseño ASM descrito en la sección anterior, se
ha diseñado el filtro propuesto en un total de 4 iteraciones. La respuesta electromagnética
(parámetros de scattering) del filtro diseñado se recoge en la figura 5.13. En dicha figura se
compara la respuesta que se ha obtenido del modelo ideal para el filtro de Chebyshev (cuyas
especificaciones se han indicado al principio de esta sección) con la respuesta tras el proceso
de optimización dada por el simulador preciso. Como se puede observar, el proceso de op-
timización ha conseguido una gran similitud entre las curvas dentro de la banda de paso del
filtro.
En la tabla 5.1 se recogen todas las dimensiones geométricas del filtro diseñado. Los va-
lores recogidos para las longitudes de las cavidades y ventanas de acoplo son los proporcio-
nados por el algoritmo ASM descrito con anterioridad. En la figura 5.14 aparecen señalados
los principales parámetros de la geometrı́a del filtro.
11El simulador preciso hubiera llamado al método BI-RME una vez por cada guı́a diferente que forme la
estructura y el simulador rápido hubiera llamado al método BI-RME n veces por cada guı́a diferente que forme
la estructura ya que para la extracción de parámetros se utiliza n veces el simulador rápido por cada iteración,
siendo n el número de veces necesarias que se llamará al simulador rápido para realizar correctamente la
extracción de parámetros.
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R=2.00 mm      
Respuesta ideal
Figura 5.13. Comparación de los parámetros de scattering correspondientes a la solución
óptima (x∗os) (color rojo) y a la respuesta del simulador preciso tras el proceso de
optimización (color azul).
Con objeto de validar experimentalmente el procedimiento de diseño seguido, ası́ como
la nueva técnica de fabricación propuesta, se construyó un prototipo con las dimensiones
recogidas en la tabla 5.1. El proceso de fabricación seguido se basó en la técnica descrita en
el apartado 5.2.3. En la figura 5.15 se puede observar el aspecto de las piezas individuales
que componen el filtro, ası́ como su proceso de ensamblaje para dar lugar finalmente al filtro
diseñado.
En la figura 5.16 se recogen los parámetros de scattering del filtro diseñado obtenidos
con la herramienta de simulación descrita en la sección 5.3, junto con medidas experimenta-
les del prototipo fabricado. Dichas medidas se han realizado con un analizador de redes de
la serie HP8510C que dispone el Grupo de Aplicaciones de Microondas (GAM) del Depar-
tamento de Comunicaciones, con capacidad de medida en tecnologı́a guiada hasta 20GHz.
Para realizar dichas medidas se empleó una calibración TRL estándar en guı́a WR-90.
En la figura 5.17 se muestra una ampliación de las pérdidas de inserción en la banda
de paso. Observando las medidas, se concluye que las pérdidas de inserción del dispositivo
fabricado son de aproximadamente 0,2 dB, valor relativamente bajo que convierte a la nueva
técnica de fabricación propuesta en este capı́tulo en una directa competidora de las otras
técnicas que se utilizan comercialmente en la actualidad (técnicas de corte en plano H y
plano E).















Figura 5.14. Esquema del filtro con esquinas redondeadas donde aparecen señalados al-
gunos parámetros principales de su geometrı́a (las longitudes de las cavidades li, la
longitud de las ventanas de acoplo ti y las anchuras de las ventanas de acoplo wi)
ası́ como los planos de corte. La altura de las guı́as es constante igual a b.
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Figura 5.15. Filtro inductivo con esquinas redondeadas. Parte superior: aspecto de las pie-
zas individuales. Abajo a la izquierda: proceso de ensamblaje. Abajo a la derecha:
aspecto final del filtro.
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Medidas   
Simulación
Figura 5.16. Comparación entre los parámetros de scattering del filtro diseñado obtenidos
mediante simulación (azul) y medidas experimentales (rojo).
























Medidas   
Simulación
Figura 5.17. Detalle de la respuesta electromagnética del filtro diseñado en la banda de paso.
En azul se representa la respuesta simulada y en rojo las medidas experimentales.
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5.6. Conclusiones
En este capı́tulo se ha propuesto una técnica novedosa para la fabricación a bajo coste de
filtros inductivos, en la que se tiene en cuenta uno de los efectos tı́picos del mecanizado de
estos dispositivos (presencia de esquinas redondeadas en las guı́as).
Se ha desarrollado por completo una herramienta CAD que permite diseñar filtros in-
ductivos en guı́a rectangular considerando esquinas redondeadas en dichas guı́as. El proce-
dimiento de diseño propuesto se ha automatizado por completo, y se ha aplicado con éxito
al diseño preciso y eficiente de un filtro inductivo de 4 polos con esquinas redondeadas en
cavidades y ventanas de acoplo.
Tanto la teorı́a descrita en el capı́tulo, como la herramienta CAD desarrollada y la nueva
técnica de fabricación propuesta, se han validado con éxito mediante el diseño, fabricación
y posterior medición experimental de un prototipo real.
Bibliografı́a
[1] F. Arndt, R. Beyer, J. Reiter, T. Sieverding, and T. Wolf, “Automated design of
waveguide components using hybrid mode-matching/numerical EM building-blocks
in optimization-oriented cad frameworks–state-of-the-art and recent advances,” IEEE
Transactions on Microwave Theory and Techniques, vol. 45, pp. 747–760, May 1997.
[2] J. E. Page, “The effect of the machining method on the performances of rectangular
waveguide devices,” Proceedings of ESA workshop on advanced CAD for microwave
filters and passive devices, pp. 329–336, 1995.
[3] J. M. Reiter and F. Arndt, “Rigorous analysis of arbitrarily shaped H- and E-plane
discontinuities in rectangular waveguides by a full-wave boundary contour mode-
matching method,” IEEE Transactions on Microwave Theory and Techniques, vol. 43,
pp. 796–801, April 1995.
[4] M. Bozzi, M. Bressan, and L. Perregrini, “Generalized Y-matrix of arbitrary 3D wave-
guide junctions by the BI-RME method,” IEEE MTT-S International Microwave Sym-
posium Digest, vol. 3, pp. 1269–1272, June 1999.
[5] M. Bressan, L. Perregrini, and E. Regini, “BI-RME modelling of 3D waveguide compo-
nents enhanced by the Ewald technique,” IEEE MTT International Symposium Digest,
vol. 2, pp. 1097–1100, 2000.
[6] G. Conciauro, M. Bressan, and C. Zuffada, “Waveguide modes via an integral equa-
tion leading to a linear matrix eigenvalue problem,” IEEE Transactions on Microwave
Theory and Techniques, vol. 32, pp. 1495–1504, November 1984.
[7] P. Arcioni, “Fast evaluation of modal coupling coefficients of waveguide step disconti-
nuities,” IEEE Microwave and Guided Wave Letters, vol. 6, pp. 232–234, June 1996.
[8] J. Bandler, R. Biernacki, S. Chen, R. Hemmers, and K. Madsen, “Electromagnetic
optimization exploiting aggressive space mapping,” IEEE Transactions on Microwa-
ve Theory and Techniques, vol. 43, pp. 2874–2881, December 1995.
142 BIBLIOGRAFÍA
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Capı́tulo 6
Análisis eficiente de diplexores
6.1. Introducción
En los últimos tiempos los multiplexores han recibido considerable atención por parte de
la comunidad cientı́fica, ya sea en tecnologı́a microelectrónica para diplexores en banda K
[1], como en tecnologı́a guiada donde aparecen un gran número de referencias al respecto
(por ejemplo [2]–[11]). En las citadas referencias se enfatiza tanto la geometrı́a de los dis-
positivos (con sus pros y sus contras) como el proceso de diseño optimizado. Las razones de
este interés son bastante obvias:
Proliferación de estos dispositivos en sistemas de telecomunicación tales como satéli-
tes y estaciones terrenas en el sector espacio, ası́ como estaciones base de comunica-
ciones móviles. Estos sistemas requieren frecuentemente utilizar diversas bandas de
frecuencia simultáneamente y los multiplexores brindan dicha posibilidad.
Permiten duplexar la señal y utilizar la misma antena en transmisión y en recepción
ahorrando espacio en el diseño (útil sobretodo en satélites donde el espacio reservado
a la carga útil es un bien escaso).
Dificultad de diseño empleando dispositivos pasivos recı́procos. Los diplexores y mul-
tiplexores usan como divisores de potencia las uniones T [12] ó Y [11] (que se diseñan
para repartir la potencia por cada brazo del diplexor donde están situados los filtros
de alta selectividad). Estos multiplexores/diplexores requieren un gran esfuerzo de di-
seño, ya que al montar los filtros al divisor de potencia el acoplo entre las diferentes
partes de la estructura altera la respuesta total del dispositivo, y se requiere en gene-
ral un alto nivel de precisión para obtener los parámetros de scattering deseados. Este
diseño se simplifica si se utilizan circuladores1 con filtros muy selectivos. Este tipo de
1Un circulador es una red de tres accesos no recı́proca (también existen de cuatro pero su uso es menos
frecuente). Su matriz de parámetros S es no simétrica y unitaria. Se fabrica con ferritas (materiales cerámicos
no conductores pero con propiedades magnéticas muy intensas) sometidas a la acción de un campo magnético
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multiplexores se utilizan como multiplexores de entrada en satélites (ver figura 6.1)
donde las pérdidas no son un parámetro de diseño crı́tico. Los inconvenientes de esta
técnica de fabricación de multiplexores son varios [13]:
1. Pérdidas en los circuladores.
2. Aislamiento no perfecto entre los accesos.
3. Los circuladores son voluminosos y de masa relativamente grande.
4. Posibilidad de manejo de poca potencia.
5. Problemas en el diseño de los filtros selectivos.
Pueden emplearse para aplicaciones espaciales (sobre todo en estaciones terrenas)
multiplexores en etapas como los anteriormente expuestos formados por circuladores
y filtros, pero construidos con dispositivos recı́procos. Utilizando filtros y acoplado-
res direccionales se consigue un comportamiento de la estructura muy parecido [14].
Las ventajas en cuanto al diseño son las mismas que con circuladores: fácil realiza-
ción modular y fácil extensión adicional para nuevos servicios. Las mejoras también
son importantes: menores pérdidas de inserción y capacidad de manejo de mayor po-
tencia. Los inconvenientes a remarcar se derivan del esfuerzo de fabricación de los
módulos. Cada módulo requiere dos acopladores direccionales y dos filtros. Esto con-
lleva una dificultad nada despreciable de sintonización del módulo ası́ como una gran
masa y tamaño, que hacen impracticable estos diseños para aplicaciones espaciales
embarcadas en satélites2.
Los multiplexores formados por estructuras en guı́a se utilizan como multiplexores de
señal de salida en satélites [15], debido a que las pérdidas en esta etapa son crı́ticas,
pues suponen una reducción en el nivel de potencia de la señal radiada. Se utilizan
filtros montados en una guı́a común o colector (en inglés manifold) cuyo extremo
está cortocircuitado (ver figura 6.2). Se realiza una división entre canales pares e im-
pares dejando una banda de guarda entre cada canal de cada grupo igual a un canal
de ancho de banda. Esto involucra restricciones menos severas en las especificacio-
nes de los multiplexores. El diseño y optimización de este tipo de multiplexores es
particularmente complicado, especialmente si se requiere una banda de guarda estre-
cha entre cada canal, lo cual es caracterı́stico en este tipo de aplicaciones. Además,
se requiere siempre insertar elementos de sintonı́a en el diseño para poder regular la
respuesta final, ya que sin dichos elementos no suele conseguirse la respuesta deseada
tras todo el proceso de diseño y fabricación del dispositivo. Incluso se ha estudiado la
posibilidad de montar en satélites este tipo de dispositivos con motores accionados por
telecomando para alterar la frecuencia de cada canal del multiplexor [16].
estático.
2Esta es la razón de que se utilice este tipo de multiplexores en equipamiento de alta potencia en estaciones








Figura 6.1. Multiplexor no recı́proco utilizado como multiplexor de entrada en satélites.
Este multiplexor tiene una entrada y tres canales de salida.
Por todas estas razones recién expuestas, el estudio de multiplexores en guı́a es, hoy en
dı́a, un tema de enorme interés que está generando mucha literatura al respecto. Parte de esta
literatura está referida a las estrategias de diseño de estos dispositivos, que suelen requerir
de programas de optimización para resolver un problema de esta envergadura.
El proceso de diseño de un multiplexor/diplexor suele ser bastante automatizado. Se parte
de las especificaciones eléctricas y se diseñan los filtros (diseño de banda estrecha); segui-
damente se hace una aproximación de la parte del diseño referida a la banda ancha (diseño
del colector). Finalmente se analiza el multiplexor completo y se comprueba si éste cumple
con las especificaciones. Si no es ası́, se inicia un algoritmo de optimización que a cada paso
analiza el multiplexor completo y comprueba el cumplimiento de las especificaciones. El
proceso de optimización continúa hasta que se cumplen las citadas especificaciones.
En este capı́tulo se va a tratar análisis eficiente de estos dispositivos, pues su diseño
mediante cualquier método de optimización3 requiere de muchas simulaciones. Estas simu-
laciones de estructuras tan complejas consumen un tiempo enorme de computación. Es por
ello que disminuir drásticamente este tiempo aumentará enormemente la velocidad de di-
seño, sea cual sea la estrategia que se siga durante el proceso de optimización.
En este capı́tulo se van a utilizar todas las técnicas de análisis desarrolladas en esta tesis
para simular de manera rápida y precisa dispositivos de este tipo. Como ejemplo de aplica-
ción se estudiará un caso particular de multiplexor: un diplexor real utilizado a bordo de un
satélite (el Hispasat 1-C). Se estudiará su respuesta en frecuencia, ası́ como el efecto que
supone la aparición de “esquinas redondeadas” en ciertas partes del dispositivo debido a las
técnicas de fabricación.
3Como por ejemplo el método de optimización utilizado para diseñar el filtro del capı́tulo 5, que puede
consultarse por ejemplo en [17].
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por encima del canal 4
Filtro canal 3 Filtro canal 1
Filtro canal 2
Red de adaptación
por debajo del canal 1
Filtro canal 4
Figura 6.2. Multiplexor en guı́a con colector común utilizado como multiplexor de salida
en satélites. La salida del multiplexor se conecta a la antena. Este multiplexor tiene 4
canales de entrada y una salida (aunque es recı́proco). Tiene dos redes de adaptación
para eliminar las frecuencias por debajo del canal inferior (canal 1) y por encima del
canal superior (canal 4).
6.2. Geometrı́as
El diplexor concreto que se va a analizar es un diplexor en tecnologı́a guiada. Las dife-
rentes geometrı́as existentes en la actualidad vienen dadas por las necesidades de espacio del
sistema en el que se integran estos diplexores. Existen, por ejemplo, diplexores cuyo divisor
de potencia es una bifurcación en plano E [11] a la que se añaden los filtros paso alto y
paso bajo. La forma de la bifurcación es la que suele forzar gran parte del diseño de estos
dispositivos. La forma de bifurcación más extendida es la que se utiliza en los diplexores en
colector común, donde el colector puede simularse como un conjunto de uniones T en plano
H conectadas en cascada. En los accesos laterales del colector se emplazan los diferentes
filtros.
La geometrı́a escogida para realizar el análisis que se muestra en este capı́tulo es una
estructura en plano H con uniones T en ese mismo plano. Pueden verse diferentes configu-
raciones en la figura 6.3.
En concreto se va a utilizar la configuración (a) de la figura 6.3, aunque según [18] la
unión T estándar tiene unas pobres caracterı́sticas en cuanto a división de potencia que hace
que el diseño de tales diplexores presente problemas. En la citada referencia se propone una
unión T con un reentrante lateral en la cavidad de la unión para conseguir un mayor ancho
de banda en las respuestas de los filtros del diplexor, y relajando a su vez las tolerancias de
fabricación. Esto también se puede conseguir con transiciones entre la unión T y los filtros.
En el caso de la geometrı́a elegida en este capı́tulo se utilizará una unión T asimétrica,
que se conectará a los filtros a través de unas transiciones para adaptar las impedancias de
dichos filtros y de la unión T. La geometrı́a de la unión T asimétrica puede verse en la figura
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Figura 6.3. Diferentes configuraciones para diplexores con la geometrı́a en plano H.
6.4.
Los filtros que se conectan a ambos lados de la unión T son filtros inductivos de 6 cavi-
dades, cuya geometrı́a se recoge en la figura 6.5.
El diplexor en su totalidad se ha construido en guı́a rectangular estándar WR-75 (a =
19,05 mm, b = 9,525 mm). Al ser totalmente inductivo, la dimensión b se mantiene constante
en todo el dispositivo.
Este dispositivo se analizará en primer lugar como se ha descrito, considerando que todos
los tramos de lı́nea que lo componen son guı́as rectangulares estándar. Posteriormente, se
analizará el mismo dispositivo teniendo en cuenta un efecto de mecanización de esquinas
redondeadas en el acceso común del diplexor.
6.3. Reducción del tiempo de computación
Unas consideraciones a tener en cuenta antes de analizar el diplexor son aquéllas que
pueden ahorrar tiempo de computación. Al ser la estructura totalmente inductiva, se puede





























Figura 6.4. Geometrı́a de la unión T asimétrica en plano H con adaptadores de impe-
dancia en los accesos laterales. Los filtros se conectan a los adaptadores de los la-
dos de la unión T. Las entradas/salidas son guı́as estándar WR-75 (a = 19,05 mm,
b = 9,525 mm). La dimensión b es constante en todo el diplexor.
Figura 6.5. Geometrı́a de los filtros inductivos que se conectarán a la unión T asimétrica.
Aquı́ se ha representado un filtro de 4 cavidades que producirá una respuesta con 4
polos. En realidad, los filtros utilizados en el diplexor son de 6 cavidades.
6.3 Reducción del tiempo de computación 149
puede hacer uso de las recomendaciones recogidas en el apéndice B. El dispositivo es induc-
tivo no centrado, por lo tanto si se excita con el modo fundamental (TEz10), sólo se excitarán
modos TEzm0 en toda la estructura. La elección de estos modos reduce en mucho el número
de modos a utilizar cuando se aplique la técnica de la ecuación integral descrita en el capı́tulo
3 para caracterizar las transiciones del diplexor.
Para evitar inversiones innecesarias se ha segmentado el diplexor, y se ha representado
cada transición por su matriz de impedancias generalizada (GIM) obtenida según la técnica
descrita en el capı́tulo 3. La unión en T que hay dentro de la T asimétrica se ha caracterizado
a través de su matriz de admitancias generalizada (GAM) según se explicó en el capı́tulo 4.
Finalmente, se han unido todas las matrices con incógnitas hı́bridas siguiendo la técnica de
segmentación explicada también en el capı́tulo 4.
Otra caracterı́stica que depende de la geometrı́a del problema es la estructura del sistema
final a resolver para obtener los parámetros de scattering. Si la estructura fuese un filtro en
lı́nea, el sistema a resolver serı́a tridiagonal a bloques. En un diplexor esto ya no es ası́.
La matriz de la T asimétrica que aparece en la figura 6.4 tiene un sistema de ecuaciones
asociado que, aunque sigue cierto patrón, provoca que el uso de una librerı́a estándar para
resolución de sistemas tridiagonales no sea factible. Hay que implementar, por lo tanto, una
librerı́a de subrutinas que resuelva el sistema eficientemente, ya que la mayor parte de la
matriz asociada al sistema de ecuaciones está formada por elementos (bloques) nulos.
Se ha implementado una librerı́a que utiliza la técnica descrita en [19], adecuadamente
modificada para manejar la estructura del sistema global a resolver. La matriz asociada al
sistema de ecuaciones que genera la T asimétrica tiene el aspecto mostrado en la figura 6.6.
Se ha representado en negro los bloques no nulos del sistema y en blanco los bloques nulos
del mismo. Para simplificar el sistema4 se ha tomado el mismo número de modos accesibles
en todas las transiciones y en todos los accesos de la T.
De este modo, si se utiliza la mencionada librerı́a de subrutinas que aprovechan la dis-
tribución de valores en la matriz asociada al sistema, la velocidad de todo el simulador se
incrementará en gran medida5.
Otra consideración ya mencionada, que debe tenerse en cuenta es que se puede reducir
el número de modos a considerar en el análisis si se hace uso de la simetrı́a del sistema
(en este caso el diplexor es totalmente inductivo). Pero si se redondea el acceso común de
la T asimétrica para simular este efecto de fabricación, surge el problema de que ya no
se puede descartar ningún modo. Ahora bien, en la unión T se excitarán todos los modos,
pero si los filtros siguen siendo estrictamente inductivos, los modos que no sean TEzm0 se
atenuarán rápidamente dentro de la estructura de cada filtro. Es por ello que, tras realizar
un estudio preliminar, se puede identificar un punto en la geometrı́a del diplexor a partir del
cual se pueden descartar modos que no sean de la forma TEzm0. Se observó que la atenuación
4El sistema global de este diplexor consiste en una matriz de 74 × 74 bloques. Cada bloque es una matriz
cuadrada de N ×N elementos, siendo N el número de modos accesibles tomados en la estructura.
5Recuérdese que habrá que resolver un sistema por cada punto en frecuencia en el que se quiera simular el
dispositivo.
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Figura 6.6. Aspecto de la matriz asociada al sistema de ecuaciones generado por la T
asimétrica. El sistema ha sido reordenado para preservar la mayor simetrı́a posible.
En negro se representan los bloques no nulos del sistema, y en blanco los bloques
nulos del mismo.
empezaba a ser muy importante a partir de la segunda cavidad de cada filtro. Por ello, a partir
de dicho punto los modos que no sean TEzm0 son localizados, y de esta forma se reduce la
matriz a conectar.
Seguidamente, se va a estudiar como reducir los modos a conectar (que son los que
producen que el sistema sea de gran tamaño), teniendo en cuenta que todos los modos consi-
derados deben formar parte de la caracterización global de cada transición y de cada unión.
Como se han utilizado ambos tipos de matrices (GIM y GAM), se verá cómo reducir ambas
obteniéndose fórmulas de conversión para un tipo de matriz y su matriz dual.
6.3.1. Reducción de matrices de admitancias e impedancias
Supongamos que se desea obtener una matriz de admitancias generalizada para conec-
tarla a otra matriz que puede ser, en general, de admitancias o impedancias generalizada.
Supongamos que partimos de una matriz de admitancias generalizada que relaciona corrien-
tes y tensiones en los accesos de cierta estructura, pero cuyo tamaño es excesivo para ser
conectada al resto de la red circuital que simula un dispositivo o conjunto de dispositivos.
El objetivo será obtener otra matriz de admitancias de tamaño reducido que tenga un
comportamiento similar respecto a los modos que se pretenden conectar.
Sea Y la matriz GAM de tamaño (N1 + N2) × (N1 + N2), donde N1 y N2 son el
número total de modos en los accesos (1) y (2), respectivamente. Se pretende reducir dicha
matriz a otra de tamaño (M1 + M2) × (M1 + M2) que se comporte de forma parecida







































































Figura 6.7. Reducción efectiva del tamaño de una matriz de admitancias o impedancias
cargando los modos localizados con la impedancia caracterı́stica de dichos modos.
respecto a los modos conectados. Siguiendo la nomenclatura del capı́tulo 3, llamaremos a
M1 y M2 el número de modos accesibles en el puerto 1 y en el puerto 2 respectivamente6,
y llamaremos L1 y L2 al resto de modos en cada acceso, que serán el número de modos
localizados en el puerto 1 y puerto 2 respectivamente.
La idea principal es cargar los L1 modos localizados en el puerto 1 (desde el M1 + 1
al N1) y cargar los L2 modos localizados en el puerto 2 (desde el M2 + 1 al N2) con la
impedancia caracterı́stica de cada modo7. Es decir, el modo i-ésimo perteneciente al grupo
de los modos localizados del puerto (δ) se cargará con la impedancia modal caracterı́stica
simbolizada por Z(δ)0,i (ver figura 6.7).
Esta condición de carga se puede expresar como
A ·V = −Z0 · I (6.1)
6Hay que resaltar que el número de puertos de la estructura representada por la matriz es irrelevante ya que
más accesos sólo implica más bloques en el interior de la matriz general. Aquı́ se han escogido 2 puertos por
simplicidad en la exposición.
7No es necesario que estos modos estén ordenados según su frecuencia de corte. Un posible criterio a seguir
es situar los modos que se supone que van a acoplarse menos al final del acceso.
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La matriz Z0 es una matriz diagonal. Los elementos de la diagonal serán 0 excepto en la










donde 0M1 es un vector de M1 ceros, 0M2 es un vector de M2 ceros, y Z
(δ)
0 es un vector
de longitud Lδ que contiene las impedancias caracterı́sticas con las que cargamos los modos
localizados del acceso (δ).









donde 1(δ) es un vector de longitud Lδ con todos sus elementos iguales a 1.
Se define ahora una matriz que sea complementaria de la matriz A, es decir:
A+B = U (6.6)
donde U es la matriz identidad de tamaño (N1 +N2)× (N1 +N2).
Se partirá de la siguiente relación conocida:
I = Y ·V (6.7)
donde Y es la matriz de admitancias generalizada que se desea reducir.
Teniendo en cuenta (6.6) se puede escribir:
I = Y ·A ·V +Y ·B ·V (6.8)
Si ahora se inserta la relación (6.1) en (6.8) se obtiene
I = −Y · Z0 · I+Y ·B ·V (6.9)
y si se agrupan términos se llega a:
[U+Y · Z0] · I = Y ·B ·V (6.10)
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y despejando:
I = [U+Y · Z0]−1 ·Y ·B ·V (6.11)
Multiplicando por B en ambos lados de la igualdad:
B · I = B · [U+Y · Z0]−1 ·Y ·B ·V (6.12)
Conviene observar que multiplicar un vector (ya seaV o I) por la matriz B equivale a poner a













































































































































Finalmente, la matriz B · [U+Y · Z0]−1 ·Y es una matriz tal que los intervalos de filas
[M1 + 1, . . . , N1] y [N1 +M2 + 1, . . . , N1 +N2] son filas de ceros. Por lo tanto, se puede
afirmar que la matriz B · [U+Y · Z0]−1 ·Y está estructurada de la siguiente manera:






























Al multiplicar una matriz como ésta por un vector como el B · V no importarán ciertos
bloques de columnas de la matriz, concretamente aquellos que se multiplicarán por los ceros
del vector B ·V.
Ası́ pues, los términos que nos interesan de la matriz mostrada en (6.14) son los bloques
Y
(δ,γ)
R ∈ MMδ×Mγ(C) (δ, γ = 1, 2). Los bloques L
(δ,γ)
R ∈ MLδ×Lγ(C) (δ, γ = 1, 2) de dicha
matriz son los bloques que serán ignorados debido a la mencionada multiplicación por el
vector B ·V.
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Los términos que nos interesan los podemos agrupar en una matriz que será la matriz















Se podrı́a pensar que al ignorar los bloques L(δ,γ)R se está eliminando la información
referente a la relación entre los modos accesibles del puerto (δ) con los modos localizados
del puerto (γ), y que la información referente a la relación entre los modos localizados
del puerto (δ) con todos los demás se ha eliminado anteriormente por los bloques nulos
que aparecen en (6.14). Esto no es ası́, pues dicha información ha quedado contenida en el
término [U+Y · Z0]−1 ·Y, donde están involucrados todos los modos.
La reducción de matrices de impedancia se consigue siguiendo el mismo razonamiento,
pero ahora cambiando las matrices de admitancia por las de impedancia y viceversa. Es decir:
B ·V = B · [U+ Z ·Y0]−1 · Z ·B · I (6.16)
En resumen, para reducir el tamaño de una matriz de admitancias generalizada Y, se
debe recortar la matriz:
Y′R = [U+Y · Z0]−1 ·Y (6.17)
y si se quiere reducir el tamaño de una matriz de impedancias generalizadaZ, se debe recortar
la matriz
Z′R = [U+ Z ·Y0]−1 · Z (6.18)
Existe una pequeña variación en las fórmulas anteriores si se utiliza exactamente la no-
menclatura del capı́tulo 3, ya que en ese caso aparecen admitancias asintóticas en paralelo
para cada modo de la matriz de impedancias. Esto no implica mayor dificultad, ya que pode-
mos agrupar la admitancia asintótica en paralelo con la admitancia caracterı́stica del modo










donde 0M1 es un vector de M1 ceros, 0M2 es un vector de M2 ceros, Y
(δ)
0 es un vector
de longitud Lδ que contiene las admitancias caracterı́sticas con las que cargamos los mo-
dos localizados del acceso (δ) (Y (δ)0,Mδ+1, . . . , Y
(δ)
0,Nδ) e Ŷ
(δ) es un vector de longitud Lδ que
contiene las admitancias asintóticas de los modos del acceso (δ) (Ŷ (δ)Mδ+1, . . . , Ŷ
(δ)
Nδ ).
6.3.2. Reducción e inversión de matrices de admitancias e impedancias
Supóngase que se da el caso de que se dispone de una matriz de admitancias generali-
zada y se desea, por cualquier motivo, reducir el tamaño de la matriz y además trabajar con
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la matriz reducida de impedancias8. Ambos objetivos pueden conseguirse simultáneamente
siguiendo una técnica similar a la descrita en el apartado anterior.
Sea la matriz de admitancias generalizada Y que cumple
I = Y ·V (6.20)
donde las definiciones de todas estas matrices son idénticas a las proporcionadas en el apar-
tado anterior. Se definen ahora las matrices A y B del mismo modo a como se definieron en
(6.5) y en (6.6), es decir de modo que cumplen:
A · I+B · I = Y ·V (6.21)
con la condición de carga conocida:
A · I = −Y0 ·V (6.22)
donde Y0 se define nuevamente según (6.19). Combinando las dos ecuaciones anteriores
tenemos:
−Y0 ·V +B · I = Y ·V (6.23)
Agrupando términos en la ecuación anterior se obtiene:
B · I = [Y +Y0] ·V⇒ V = [Y +Y0]−1 ·B · I (6.24)
Finalmente, siguiendo el mismo razonamiento que en el apartado anterior, y tras multiplicar
por la matriz B se obtiene
B ·V = B · [Y +Y0]−1 ·B · I (6.25)
Finalmente, para completar la operación de reducción e inversión se debe recortar adecuada-
mente, tal y como se ha explicado en el apartado anterior, la matriz Z′R definida como sigue:
Z′R = [Y +Y0]
−1 (6.26)
En definitiva, se puede conseguir un reducción efectiva del tamaño del sistema de ecua-
ciones a resolver para obtener los parámetros de scattering si cargamos adecuadamente los
modos que se supone van a acoplarse más débilmente en la estructura. Obviamente, la uti-
lización de estas técnicas recién explicadas requiere inversiones matriciales. Por tanto, si es
posible excluir desde el principio del análisis a estos modos que se van a acoplar más débil-
mente9, el algoritmo de resolución del problema será más estable, y si además se utiliza la
técnica de conexión explicada en el capı́tulo 4 se evitará cualquier inversión intermedia.
8Un motivo puede ser, por ejemplo, trabajar solamente con un tipo de matrices.
9La exclusión de estos modos se puede intuir de la simetrı́a de la estructura, tal y como se explica en
el apéndice B. Métodos como BI-RME no proporcionan inicialmente una clasificación de los modos por su
simetrı́a tras obtener la carta modal, a menos que se represente a posteriori la distribución de campo eléctrico o
magnético. Para excluir estos modos con el método BI-RME hay que modificar dicho método como se explica
en [20] para poder considerer simetrı́as en guı́as de sección arbitraria.
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Figura 6.8. Foto del diplexor analizado. Se aprecian los dos filtros a ambos lados de la unión
en T. En la parte superior de los filtros se aprecian tornillos que han sido colocados para
sintonizar adecuadamente la respuesta del dispositivo.
Siguiendo los mismos paso expuestos en este apartado para el caso dual (reducir e invertir
una matriz de impedancias generalizada), se obtiene la siguiente expresión para la matriz de
admitancias reducida
Y′R = [Z+ Z0]
−1 (6.27)
La expresión anterior es la dual de la ecuación (6.26).
6.4. Análisis del diplexor
En esta sección se considerará un diplexor con la configuración (a) de la figura 6.3. Como
se observa consta de dos filtros y una unión en T a la que se han añadido transiciones para
una correcta adaptación de impedancias. La explicación de la geometrı́a elegida ası́ como de
los filtros, se recoge con detalle en la sección 6.2. En la figura 6.4 de dicha sección se puede
observar la geometrı́a de la unión en T del diplexor con sus adaptadores de impedancia.
Se ha fabricado una maqueta de este diplexor, cuyo aspecto puede observarse en las
figuras 6.8 a 6.10. Hay que decir que aunque el análisis y diseño del diplexor se ha realizado
sin considerar elementos de sintonı́a, en la implementación práctica del diplexor ha sido
necesario incluir unos tornillos en la parte superior de los filtros para sintonizar mejor la
respuesta global del dispositivo. Los tornillos se han situado en la parte superior de los filtros,
en concreto hay un tornillo en cada cavidad en cada ventana de acoplo de cada uno de los
filtros.
Las caracterı́sticas para el diseño del diplexor se resumen a continuación:
Banda de paso del Filtro 1 (F1): 13,00− 13,25 GHz
Banda de paso del Filtro 2 (F2:) 13,75− 14,00 GHz
Pérdidas de retorno: > 23 dB en ambas bandas
Rechazo fuera de banda F1: > 45 dB ∀f < 12,75 GHz y ∀f > 13,50 GHz
Rechazo fuera de banda F2: > 45 dB ∀f < 13,50 GHz y ∀f > 14,25 GHz
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Figura 6.9. Foto del diplexor analizado. Se aprecian los accesos laterales ası́ como los
tornillos superiores para la sintonización del dispositivo.
158 Análisis eficiente de diplexores
Figura 6.10. Foto del diplexor analizado. En la parte trasera del mismo se ha puesto una
etiqueta de referencia para identificar los filtros.
Las especificaciones anteriores han supuesto tener que utilizar filtros paso banda de
Chebyshev de 6 polos.
Los resultados de las simulaciones comparados con las medidas llevadas a cabo en el
laboratorio pueden verse en las gráficas que se muestran en las figuras 6.12–6.14.
Análisis del filtro 1 y del acceso común
La medida de los parámetros de scattering se ha realizado por pasos, terminando puer-
to a puerto con una carga adaptada y midiendo los parámetros con el analizador entre los
puertos no cargados. En primer lugar, cargando el filtro 2 se pueden medir los parámetros de
scattering del filtro 1 (reflexión y transmisión hacia la puerta común), ası́ como la reflexión
de la puerta común. En la figura 6.12 se muestran estos resultados comparados con los que
proporciona la herramienta de simulación desarrollada.
Se observa una buena concordancia entre los resultados experimentales y las simulacio-
nes del dispositivo, si bien todos los resultados que se muestran no son exactamente idénticos
(ver por ejemplo la reflexión en la puerta común). Esto se debe a las tolerancias de meca-
nizado que no se han tenido en cuenta en la simulación, ası́ como los tornillos de sintonı́a
cuya profundidad de penetración ha mejorado la respuesta del dispositivo real frente a la del
dispositivo simulado.
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Figura 6.11. Detalle de cada uno de los filtros separados del diplexor.
Análisis del filtro 2 y del acceso común
Procediendo de igual manera, pero cargando ahora el filtro 1, se pueden medir los paráme-
tros relacionados con la puerta común y el filtro 2. Los resultados se muestran en la figura
6.13.
Los resultados en cuanto a reflexión del filtro en la banda de paso no son tan exactos
como en el filtro 1 posiblemente debido a la mejora del comportamiento en frecuencia que
ha supuesto la inclusión de tornillos en el filtro. En cuanto al coeficiente de transmisión, los
resultados siguen mostrando una buena concordancia entre los resultados de la simulación y
las medidas realizadas.
Análisis del aislamiento
Una caracterı́stica importante de un diplexor es el factor de aislamiento, que indica cuánta
potencia de una puerta no común se escapa a otro acceso no común. En este caso, se ha
medido la transmisión de señal entre el acceso del filtro 1 y el del filtro 2, habiendo cargado la
puerta común. Se ha medido también la reflexión hacia la puerta 1 y hacia la puerta 2. Todas
estas medidas, junto con sus correspondientes simulaciones, se muestran en la figura 6.14.
Como puede observarse en la figura 6.14, el desacoplo entre puertas medido es menor
que el valor simulado, debido a que dicho nivel (valor máximo en torno a 70-80 dB) se
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Figura 6.12. Parámetros de scattering relacionados con el filtro 1. Arriba Izquierda: Coefi-
ciente de reflexión del filtro 1. Arriba Derecha: Coeficiente de transmisión del filtro 1.
Abajo: Reflexión de la puerta común.
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Figura 6.13. Parámetros de scattering relacionados con el filtro 2. Arriba Izquierda: Coefi-
ciente de reflexión del filtro 2. Arriba Derecha: Coeficiente de transmisión del filtro 2.
Abajo: Reflexión de la puerta común.
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Transmisión de filtro 1
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Figura 6.14. Parámetros de scattering relacionados con ambos filtros (se ha cargado el
acceso común). Arriba Izquierda: Coeficiente de reflexión del filtro 1. Arriba Derecha:
Coeficiente de reflexión del filtro 2. Abajo: Coeficiente de transmisión entre los puertos
1 y 2.
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encuentra por debajo del fondo de ruido del analizador. De todas formas, este resultado sirve
para poder predecir un máximo de transferencia de potencia entre los puertos desacoplados, y
también para observar que este nivel está ya próximo a la sensibilidad máxima del analizador
de redes.
Para obtener los resultados mostrados en las figuras anteriores, ha sido necesario emplear
los siguientes valores en los parámetros del simulador:
Número de modos accesibles: 4
Número de funciones base: 25
Número de modos localizados: 50
los cuales han proporcionado resultados muy estables en tiempos de computación muy bajos
(velocidad de convergencia elevada). Como se ve, el número de modos necesario para co-
nectar las matrices ha sido muy bajo, ası́ como el número de funciones base y el número de
modos localizados. Prácticamente se habrı́an obtenidos los mismos resultados si se hubieran
utilizado 250 modos localizados, 70 funciones base y 10 modos accesibles. Esto ha sido po-
sible gracias a la reducción del número de modos considerados (eliminación de modos no
acoplados) debido a la simetrı́a de la estructura explicada en el apéndice B. La simulación
ha requerido un tiempo menor de un minuto en toda la banda en un ordenador personal con
procesador Pentium II a 400 MHz con 128 MB de RAM.
Análisis del efecto de curvatura en el acceso común
Para terminar, se ha realizado un análisis del efecto de la curvatura en el acceso común
y en todo el iris que adapta la salida común de la unión en T a la guı́a estándar WR-75 de
salida, el cual puede surgir asociado al proceso de mecanizado del dispositivo. Para estudiar
este efecto se ha redondeado un acceso de la unión en T y un iris de diferente tamaño que
conecta la unión a la guı́a estándar de salida. Esto significa redondear la sección transversal
de las guı́as de longitud d1 y t1 mostradas en la figura 6.4, ası́ como la sección transversal
del puerto común de la unión T.
Los resultados del análisis del diplexor para diferentes radios de curvatura se muestran
en la figura 6.15.
En la figura 6.15 se observa que el filtro es muy sensible a las tolerancias de fabricación
en el radio de curvatura de la salida común. Es más, se observa una mejora en la respuesta
del filtro 2 cuando aumenta el radio hasta 2,0 mm. Sin embargo, para un radio de 3,0 mm la
respuesta de este filtro comienza a empeorar. Todo este buen comportamiento del filtro 2 ha
sido, tal y como puede observarse en la figura 6.15, en detrimento de la respuesta en el filtro 1.
Este efecto de redondeo considerado podrı́a tenerse en cuenta a la hora de diseñar el diplexor,
ya que una pequeña alteración respecto a los parámetros de diseño durante la fabricación
puede producir un dispositivo final de comportamiento muy alejado de las especificaciones
requeridas.
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Figura 6.15. Reflexión de la puerta común considerando esquinas redondeadas a la salida
de la T en el acceso común. En rojo se ha simulado un radio de curvatura nulo, en azul
un radio de curvatura de 1,0 mm, en verde un radio de curvatura de 2,0 mm y en negro
un radio de curvatura de 3,0 mm.
6.5. Conclusiones
En este capı́tulo se ha presentado una forma eficiente de simular un dispositivo complejo
formado por elementos básicos estudiados en otros capı́tulos de la presente tesis. Se ha es-
cogido la forma más eficiente de representación de cada uno de los bloques constitutivos del
diplexor para conseguir un código muy eficiente que pueda simular su comportamiento de
forma rigurosa.
Finalmente, utilizando la teorı́a desarrollada en este capı́tulo, se ha conseguido disminuir
el número de modos a considerar en el análisis. Esto ha sido necesario porque aparecen un
mayor número de modos acoplados si consideramos tolerancias de fabricación en la estructu-
ra. Si se desea mantener la eficiencia del simulador, se requiere una estrategia que disminuya
el número de modos a conectar, y la técnica propuesta en este capı́tulo se ha revelado como
excelente para este tipo de estructuras en las que hay modos que por simetrı́a van a atenuarse
rápidamente en su interior.
La comparación con las medidas del prototipo construido y embarcado en el satélite
Hispasat 1-C han sido satisfactorias, teniendo en cuenta las diferencias que existen entre el
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dispositivo mecanizado y el modelo simulado.
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Apéndice A
Aceleración de la convergencia de series
A.1. Aceleración de la función de Green
En este apéndice se va a mostrar una técnica de aceleración de series lentamente con-
vergentes. Se ha aplicado el método para acelerar series dobles de convergencia lenta muy
empleadas en electromagnetismo. En particular se empezará por acelerar la función de Green







= −δ(x− x′)δ(y − y′) (A.1)
con las siguientes condiciones de contorno de Dirichlet homogéneas en los extremos del
intervalo de definición:
g(x = 0, 0 6 y 6 b) = g(x = a, 0 6 y 6 b) = 0
g(0 6 x 6 a, y = 0) = g(0 6 x 6 a, y = b) = 0
(A.2)
La expresión de la función de Green en serie de autofunciones de una guı́a rectangular
que satisface (A.1) con las condiciones de contorno (A.2) es:






































pudiéndose encontrar su deducción en [1]. El problema de la expresión (A.3) radica en su
implementación computacional, debido a la lenta convergencia que presenta la serie doble.
Para acelerar esta lenta convergencia puede utilizarse la suma de Poisson, que tal y como se
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Para poder aplicar la relación anterior, la función f debe cumplir las siguientes condiciones:
f tiene que ser no negativa.
∫ +∞
−∞
f(x)dx tiene que existir como integral de Riemann impropia.
f crece en ]−∞, 0] y decrece en [0,+∞[.
Todas estas condiciones se recogen en [4] ası́ como la demostración de la expresión de la
suma de Poisson. En [2] y [3] aparece sin embargo otra versión de la demostración de la
suma de Poisson con condiciones más relajadas para f . En la práctica se suele utilizar la
condición asociada a esta segunda versión, que se expresa como:
f ∈ L2 en ]−∞, +∞[ (A.6)
y que significa que f es de clase de Lebesgue super-dos, o lo que es lo mismo, |f(x)|2 es
integrable Riemann en el intervalo en cuestión. Esta condición sı́ que la cumple la función
que nos ocupa. La utilidad de la suma de Poisson se puede ver intuitivamente gracias a una
propiedad de las transformadas de Fourier. Si f(t) es una función localizada cerca de t = 0,
entonces su F (ω) está “ensanchada”, es decir, tiene valores apreciables en un gran rango de
ω. Por ejemplo, si f(t) = δ(t) entonces F (ω) = 1∀ω. Por el contrario, si f(t) está “esparci-
da” a lo largo del eje t, entonces F (ω) está concentrada cerca de ω = 0. Una serie lentamente
convergente con un término general f(αn) es, por lo tanto, convertida en una serie rápida-
mente convergente con un término general F (2nπ/α), ya que F será pequeña para grandes
valores de n cuando, por otra parte, f(αn) decrezca lentamente con n creciente. Como se
observa en (A.4), el ı́ndice de la serie a sumar tiene que extenderse a todo m entero y no sólo
a sus valores positivos. Para evitar este problema vamos a extender la serie original (A.3)
gracias a las propiedades de la función seno. Extenderemos el ı́ndice m solamente, con eso
será suficiente para nuestros propósitos. De esta forma la serie original se expresará como:
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Pensemos ahora en sumar una serie general que nos permita posteriormente sumar todos los
términos que aparecerán en (A.7) cuando se haga uso de la ecuación anterior. Vamos pues a
















cuyo cálculo detallado se recoge en el apartado A.4 de este apéndice.













cosh γ (π − β)
senhγπ
(A.12)
La serie del segundo miembro de (A.12) está formada por términos exponenciales que tien-
den a cero más rápidamente que los términos de la serie del primer miembro, y por tanto
podemos asegurar que la velocidad de convergencia será más elevada1. Vemos que el segun-
do miembro de (A.12) tiene todos sus términos reales, mientras que el primer miembro tiene

















Gracias a (A.13a) ya podemos acelerar las series en que se descompone (A.7) como


























1Aunque sabemos lo que vale la suma de (A.12), no nos conviene utilizar este valor sino una serie cuyo
término general sea sencillo y rápidamente convergente, y ası́ poder sumar respecto a otro ı́ndice. Lo que se
consigue mediante la presente técnica es acelerar la serie respecto a un ı́ndice y sumar respecto al otro.
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Por lo tanto, (A.7) queda como sigue:

















































































Para sumar sobre el ı́ndice n, no hace falta aplicar otra vez la suma de Poisson. Nos basta














































De variable compleja sabemos que:
ln(z) = ln |z|+ j arg(z)⇒ < [ln (z)] = ln |z| ∀z ∈ C (A.19)



































2e−β (cosh β − cosα)
]
(A.20)
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Finalmente la serie completa la podemos escribir de la siguiente manera:





lnT 10m − lnT 11m − lnT 00m + lnT 01m (A.22)
o de forma más compacta:













donde los términos T pqm se definen como sigue:




(y − (−1)qy′) + e−2|x−(−1)px′+2am|π/b (A.24)
A.2. Aceleración del gradiente de la función de Green
En algunas aplicaciones, como por ejemplo el cálculo del campo producido por los mo-
dos TE en una guı́a con sección arbitraria, es necesario calcular el gradiente de la función
de Green si utilizamos el método BI-RME. La expresión de la función de Green de la cual
vamos a calcular el gradiente es la recogida en (A.3). El objetivo es calcular el gradiente de la
función de Green definida por la expresión anterior. Podrı́amos intentar calcular el gradiente
a partir de la expresión de la función de Green con convergencia acelerada, pero dado que
los términos son muy complejos vamos a intentar calcular el gradiente de la serie original y


















































Observando la expresión anterior nos damos cuenta de que cumple los requisitos necesa-
rios para poder aplicar la suma de Poisson. Además fijándonos en que aparece el ı́ndice m
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multiplicando a la expresión, podemos asegurar que la convergencia de esta serie será de un
orden más lenta que la convergencia de la serie de partida cuya convergencia ya era, de por
sı́, bastante lenta. Veamos qué sucede al aplicar la suma de Poisson.









































































a |πb (y±y′)+2πn| (A.29)























|y−y′+2nb| − e−mπa |y+y′+2nb|
]
(A.30)





















|y−y′+2nb| − e−mπa |y+y′+2nb|
)
(A.31)
El paso final consiste sumar la serie en m, y para ello necesitamos conocer lo que vale:
∞∑
m=1





















e−β cosα + je−β sen α− e−2β









cosh β − cosα (A.32)






















(y ± y′ + 2nb)− cos π
a
(x± x′) (A.33)


















(y − (−1)qy′ + 2nb)− cos π
a
(x− (−1)px′) (A.35)



















(x− (−1)qx′ + 2am)− cos π
b
(y − (−1)py′) (A.37)
La rapidez en la convergencia la marcan principalmente las exponenciales que aparecen en
(A.35) y (A.37). Eso significa que cuanto mayor sea b/a en (A.34) o a/b en (A.36) menos
términos se necesitarán.
Para ilustrar las ventajas que supone utilizar las series aceleradas recién propuestas, se va
a considerar el siguiente ejemplo:
Sea una guı́a de dimensiones a = b = 1 para la cual se desea calcular la función de




, y = b
2
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r −K00r −K11r (A.38c)
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con las T , las C y las K definidas según (A.24), (A.35) y (A.37), respectivamente. Sim-
plemente se están definiendo la función de Green y las componentes de su gradiente como
series truncadas. La función de Green la podemos aproximar truncando la serie original de





































= 9,419235650468520 · 10−2 (A.39)
Si el doble sumatorio anterior se extiende con m desde 1 a 300 y con n desde 1 hasta 300
obtenemos g = 9,41923410923203 · 10−2. Se observa que el resultado sigue siendo pobre,
puesto que las cifras siguen variando bastante a partir del sexto decimal de la mantisa.
Calculando la función de Green truncando la serie acelerada obtenemos:
G1 = 9,420138523705600 · 10−2
G2 = 9,419235804289646 · 10−2
G3 = 9,419234118512832 · 10−2
G4 = 9,419234115364742 · 10−2
G5 = 9,419234115358862 · 10−2
G6 = 9,419234115358848 · 10−2
Gn>6 = G6 (si trabajamos con reales de 8 bytes)
En conclusión, si el sumatorio va desde −6 hasta 6 alcanzamos la máxima precisión que
es capaz de obtener un programa de cálculo o un compilador que trabaje con reales de 8 bytes
(doble precisión). Cuanto mayor sea a/b, más rápido convergerá la serie (A.23), debido a las
exponenciales presentes en (A.24) y por tanto necesitaremos menos términos para evaluar
correctamente (A.23). Si nos encontramos con que la guı́a rectangular no es cuadrada, y
además b > a (no suele ser el caso) se puede aprovechar la simetrı́a de la función de Green
y obtener:
g(x, y;x′, y′; a, b) = g(y, x; y′, x′; b, a) (A.40)
El resultado será el mismo, pero la convergencia será más rápida (se necesitarán menos
términos). Con el gradiente no podemos hacer lo mismo. El gradiente no tiene las propieda-





a > b⇒ ∂g
∂y
converge más rápido que ∂g
∂x
a < b⇒ ∂g
∂x
converge más rápido que ∂g
∂y
(A.41)
En el caso que estamos tratando, la velocidad de convergencia es la misma para las dos
parciales, y en este caso particular la velocidad de convergencia del gradiente es incluso
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mayor que la de la función de Green:
∇g = Snx x̂+ Smy ŷ (A.42)
Veamos la velocidad de convergencia del gradiente:
S1x = −2,073464549860328 · 10−1 S1y = −3,064783889429622 · 10−1
S2x = −2,073464538663695 · 10−1 S2y = −3,064783866964869 · 10−1








Si utilizamos la ecuación (A.26) para calcular la parcial respecto de x, y su análoga para












































































= −3,064722608200819 · 10−1
Como se puede observar, la convergencia es muy lenta. Fijados los puntos de fuente y de
campo, el calcular un doble sumatorio de 1 a 300 para ambos ı́ndices supone sumar 90,000
términos para conseguir una precisión poco razonable, mientras que la serie acelerada solo
requiere sumar 7 términos (desde −3 hasta 3).
Se puede mejorar la convergencia para la serie que converge más lentamente (normal-
mente a > b y por tanto converge más lentamente la serie asociada a la parcial respecto de x)
con solo acelerar la serie respecto al otro ı́ndice considerando el desarrollo teórico anterior
(es decir m) y sumar con respecto al ı́ndice no acelerado (es decir n). Con ello tendrı́amos








T 01m + T
10
m − T 00m − T 11m (A.43)
donde ahora

























(x− (−1)px′) + 2mπ
]
(A.44)
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Si x = x′ podemos decir que T 00m y T
01
m son cero para todos los m y no habrı́a que
calcularlos en ese caso2. La expresión anterior converge más rápidamente si a > b. Si b > a
entonces utilizamos la expresión deducida anteriormente para la parcial con respecto a x.
Esta nueva expresión recién propuesta para la parcial respecto de x es también válida para la
parcial con respecto a y cambiando x por y, x′ por y′ y a por b.








sgn (β + 2nπ) e−γ|β+2nπ| (A.45)
cuyo proceso de deducción se explicará en el apartado A.3.2.
A.3. Aceleración de la diádica ∇∇′g






donde g es la
función de Green y l y l′ son unas direcciones arbitrarias cuyos vectores unitarios se re-






se puede evitar si forzamos
la derivabilidad a trozos de las funciones base para poder integrar por partes el término
mencionado, y eliminar de esta forma la fuerte singularidad inherente en la primera de las
integrales de la expresión (2.10) (véase el capı́tulo 2). Caso de no poder forzar la citada de-
rivabilidad por utilizar funciones base con derivada discontinua (e.g. pulsos rectangulares)
será útil disponer de un método de cálculo acelerado de la diádica∇∇′g ya que las derivadas
direccionales se calculan como
∂g
∂l
= ∇g · t̂⇒ ∂
2g
∂l∂l′















Cada una de las cuatro componentes de esta diádica3 tiene una velocidad de convergencia
menor que la propia función de Green dada por (A.3). De hecho, como hay dos derivaciones
sobre la función de Green (cuyo desarrollo involucra una serie doble) significa que apare-
cerán dos indices (mn, nm,m2 ó n2 según la componente) multiplicando al término general.
La convergencia de la diádica será más o menos dos órdenes de magnitud más lenta que la
de la citada función de Green.
El objetivo ahora consiste en acelerar cada una de las series que representan las compo-
nentes de la diádica.
2Esto es debido a que serán cero los términos equivalentes con sen mπ
a
(x−x′) definidos en (A.31). Ası́ evi-
tamos la indeterminación de la función signo para argumento nulo.
3Los cuatro dobletes del tipo x̂x̂ son las cuatro diádicas unitarias o diadas. En general en R3 existen nueve
diadas. Cada una está formada por un par de vectores unitarios cuya posición no es conmutativa. Para más
detalles se puede consultar [5].
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A.3.1. Componente x̂x̂















































































































|y−y′+2nb| − e−mπa |y+y′+2nb|
]
(A.49)





































e−β (cosα + j sen α)− 2e−2β + e−3β (cosα− j sen α)
[













(1 + e−2β − 2e−β cosα)2
=
cosh β cosα− 1
2 (cosh β − cosα)2
+ j
sen α senhβ
2 (cosh β − cosα)2
(A.50)
donde hemos aplicado que la serie de una derivada de una función es la derivada de la serie
de funciones, porque la serie es geométrica y por ello uniformemente convergente4. Identifi-
4Si una serie de funciones es uniformemente convergente podemos permutar el orden del sumatorio y la
derivación o el sumatorio y la integral o el sumatorio y el lı́mite sin alterar el resultado. Véase [4].
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cosh β cosα− 1





sen α senh β






















































































































sgn (β + 2nπ) e−γ|β+2nπ| = jπ








ejωtdt = jπ sgn (β + ω) e−γ|β+ω| (A.56)
La transformada de Fourier anterior se calcula como se indica en la sección A.4, utilizando
además el mismo circuito mostrado en dicha sección. Por tanto, igualando partes reales e
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T 11n + T
10
n − T 01n − T 00n (A.59)
donde































(y − (−1)qy′) + 2nπ
]
(A.60)
A.3.3. Cálculo del resto de componentes de la diádica
Respecto a las expresiones de las demás componentes, podemos aprovechar las propie-
dades de simetrı́a de la función de Green para obtenerlas a partir de las ya calculadas:
∂2g
∂y∂x′
(x, y;x′, y′; a, b) =
∂2g
∂x∂y′
(y, x; y′, x′; b, a) =
∂2g
∂x∂y′
(x′, y′;x, y; a, b)
∂2g
∂y∂y′
(x, y;x′, y′; a, b) =
∂2g
∂x∂x′
(y, x; y′, x′; b, a) =
∂2g
∂x∂x′
(y′, x′; y, x; b, a)
(A.61)
Para las componente cruzada elegiremos la más conveniente dependiendo de la relación
a/b, ya que de las posibilidades que tenemos para escoger sólo una tendrá una mejor con-
vergencia para cierto valor de a/b. Para las componentes no cruzadas no hay solución: una
convergerá más rápida que la otra.










t t t R R





Figura A.1. Circuito de integración para el semiplano superior con la parametrización de
los caminos que lo componen.
A.4. Cálculo de transformadas de Fourier
La transformada de Fourier de la función definida según (A.10) se obtiene por integración
en el plano complejo. Los conocimientos necesarios sobre teorı́a de variable compleja los
podemos encontrar en [6]. Para el cálculo de transformadas y análisis operacional puede







Como los polos del integrando están situados en el eje imaginario (uno en el semiplano
superior y otro en el inferior) utilizaremos el circuito “normal” en estos casos: un semicı́rculo
en cada semiplano. Para el semiplano superior tenemos el circuito mostrado en la figura A.1,
donde aparecen parametrizados los caminos de integración sobre el circuito.












RES (f ; ak) (A.63)
donde los ak son los polos que están encerrados dentro del circuito y RES(f ; ak) representa
el valor del residuo de la función f en el polo ak. La integral a lo largo del camino γ1 es la
integral que buscamos, y en cuanto a la integral sobre γ2 a continuación se muestra cómo
obtener su valor.
Lema de Jordan
Sea S un sector del semiplano Im (z) > 0, f : S → C continua, y sea γR(t) = R ·
ejt, t ∈ [α, β] ⊂ [0, π] , γ∗R ⊂ S, tal que ĺım
|z|→∞





f(z)ejazdz = 0 (A.64)
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Gracias al lema anterior sabemos que la integral a lo largo del arco γ2, cuando hacemos
que el arco abarque todo el semiplano superior, vale cero. El lema se cumple igualmente si
a < 0, pero en ese caso tendremos que escoger el semicı́rculo invertido y, como siempre,
recorrerlo en sentido positivo (antihorario).
En nuestro caso tenemos que hacer un cálculo de la integral sobre el circuito que hemos
visto, posteriormente sobre el circuito invertido y finalmente fundir los resultados. Nuestra











; z = ja
)
(A.65)
ya que sólo existe un polo en el semiplano superior. Todo esto es válido, como se ha dicho
anteriormente, para α + ω > 0. Posteriormente nos encargaremos del otro caso. Ası́ pues,









(z − ja) ej(α+ω)z













El caso para α + ω < 0 es análogo, con la salvedad de que para obtener la integral
buscada hay que recorrer el circuito (semicı́rculo que ocupe el semiplano inferior) en sentido











; z = −ja
)
(A.68)









(z + ja) ej(α+ω)z
(z − ja) (z + ja) =
ea(α+ω)
−2ja (A.69)














e−a(a+ω) si α + ω > 0,
π
a
ea(α+ω) si α + ω < 0
(A.71)
Este resultado se puede expresar de forma compacta. La transformada de Fourier buscada
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Apéndice B
Condiciones de contorno para
estructuras simétricas
B.1. Introducción
En este apéndice se va a utilizar las simetrı́as de una estructura para, a partir de una
porción de la estructura, generar unas condiciones de contorno que produzcan soluciones
modales dentro de la citada porción totalmente equivalentes a las soluciones que se obten-
drı́an si consideráramos el problema completo.
Primero se planteará el problema demostrándose la ortogonalidad de los modos con di-
ferente simetrı́a (par o impar) dentro de una misma guı́a, e incluso se demostrará esta or-
togonalidad dentro de guı́as diferentes con una superficie común con un eje de simetrı́a (lo
cual será útil cuando tengamos que analizar estructuras compuestas por guı́as y uniones pla-
nares entre ellas). Posteriormente se demostrarán las condiciones de contorno que hay que
aplicar al plano de simetrı́a para conseguir una solución equivalente del problema original.
Finalmente, se explicará cómo descartar familias de modos que no se van a acoplar en dis-
positivos con planos de simetrı́a.
El objetivo final de este apéndice será disminuir el número de modos a tener en cuenta
en una estructura con cierto grado de simetrı́a, para ası́ poder reducir el tamaño del problema
si empleamos una técnica de análisis modal.
B.2. Planteamiento del problema
Supongamos una guı́a de ondas hueca o rellena con un dieléctrico lineal y homogéneo
con contorno perfectamente conductor y con un plano de simetrı́a (ver figura B.1). Esto
supone que la sección transversal es simétrica respecto a un eje. Supongamos, sin pérdida
de generalidad, que este eje coincide con el eje y. La dirección de propagación coincide
con el eje z y con respecto al eje x no tenemos ningún tipo de simetrı́a. Las coordenadas




Figura B.1. Guı́a de ondas con sección transversal arbitrarı́a y con un plano de simetrı́a
coincidente con el plano Y Z.
transversales serı́an las coordenadas (x, y), tal y como se muestra en la figura B.1. La sección
transversal S tendrá un contorno que llamaremos C con un vector unitario normal n̂.
Sea una función potencial φm(x, y) solución de la ecuación de Helmholtz homogénea
∇2tφm + k2mφm = 0 (B.1)
con las siguientes condiciones de contorno sobre C:
∂φm
∂n
= 0, para modos TEz
φm = 0, para modos TMz
(B.2)
Una vez calculada la función escalar φm para modos TEz y TMz, los vectores de campo
transversales pueden calcularse como
em =
{
ẑ×∇tφm, para modos TEz
−∇tφm, para modos TMz (B.3)
hm = ẑ× em (B.4)
El objetivo es obtener modos que tengan cierta simetrı́a respecto al eje de simetrı́a mos-
trado en la figura B.1.
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Supongamos que el modo que hemos obtenido no tiene simetrı́a respecto al eje, es decir,














[φm(x, y)− φm(−x, y)] (B.6b)
Vemos de la ecuación anterior que la función φ(P )m es par y la función φ
(I)
m es impar, pues se
cumplen las condiciones:
φ(P )m (x, y) = φ
(P )
m (−x, y) (B.7a)
φ(I)m (x, y) = −φ(I)m (−x, y) (B.7b)
Sabemos que si φm(x, y) verifica (B.1) y (B.2) entonces φm(−x, y) también va a verificar
ambas ecuaciones por simetrı́a. Por tanto φm(−x, y) es solución de la Ecuación en Derivadas
Parciales (EDP) definida según (B.1) y cuyas condiciones de contorno se recogen en (B.2).
Como (B.1) es homogénea, ésto significa que cualquier combinación lineal de soluciones de
(B.1) también es solución de dicha ecuación y por tanto queda demostrado que (B.6) también
son soluciones de la EDP. Por ello se escogerán estas funciones con propiedades de simetrı́a
como conjunto de soluciones de (B.1) ya que generarán todo el espacio de soluciones y
además sus propiedades de simetrı́a nos serán útiles en los siguientes apartados.
También se podrı́a enfocar desde el punto de vista de que todas las soluciones de nuestro
problema (modos) se pueden descomponer en soluciones que pertenecen a una de las dos
familias consideradas (pares o impares), no quedándose ningún modo original fuera de esta
posible descomposición.
B.2.1. Ortogonalidad de las soluciones
De [1] y [2] se sabe que cualquier par de soluciones de (B.1) que cumpla las condiciones
de contorno son ortogonales. Pero si dos modos son degenerados1 podemos conseguir que
sean ortogonales por el procedimiento citado en [1].
En nuestro caso los modos no hace falta ortogonalizarlos porque ya son de por sı́ orto-
gonales. Sea SI la superficie de la sección transversal de la guı́a que queda a la izquierda
del eje de simetrı́a (x < 0) y sea SD la superficie que queda a la derecha del eje de simetrı́a
(x > 0). Sea f(x) la función que parametriza el contorno C por encima del eje x en función
1Es decir que cumplen la misma EDP para el mismo valor de km.
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de x. Sea g(x) la función que parametriza el contorno C por debajo del eje x en función de








φ(P )m (x, y)φ
(I)
m (x, y) ds+
∫∫
SD
φ(P )m (x, y)φ
(I)
m (x, y) ds (B.8)
La integral en el recinto SI la llamaremos II y la integral en el recinto SD la llamaremos ID.




φ(P )m (x, y)φ
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φ(P )m (x, y)φ
(I)
m (x, y) dxdy (B.9)
donde a es la máxima coordenada x del contorno C. Hacemos el cambio de variable x =






φ(P )m (−x′, y)φ(I)m (−x′, y) dx′dy (B.10)
y sabiendo las propiedades de paridad de las funciones del integrando (B.7) y ya que la






φ(P )m (x, y)φ
(I)
m (x, y) dxdy = −ID (B.11)





m ds = II + ID = 0 (B.12)
Con este razonamiento se ha conseguido demostrar que las funciones escalares pares e im-
pares no se acoplan entre sı́.
B.2.2. Corolarios útiles
En la demostración anterior no ha sido necesario suponer que las funciones modales pa-
res o impares pertenecieran a la misma guı́a. Sólo ha sido necesario suponer que el dominio
de integración tiene un eje de simetrı́a. Por ello, la demostración anterior también demuestra
que funciones modales de diferente paridad pertenecientes a diferentes guı́as con una super-
ficie común simétrica no se van a acoplar. Si las funciones escalares son ortogonales, las
funciones vectoriales modales que representan campo eléctrico y magnético también lo son
y la demostración aparece en [1].
Esto es útil para el cálculo de integrales de acoplo entre dos guı́as de sección arbitraria
cuya unión planar es una superficie con un eje de simetrı́a.
Todos estos hechos recién demostrados se pueden resumir en los siguientes corolarios:
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Corolario B.1 Si las funciones escalares son ortogonales, entonces las funciones vectoria-
les que representan a los campos también lo son.
Corolario B.2 Si dentro de una misma guı́a los modos tienen paridad distinta, entonces son
ortogonales.
Corolario B.3 Si tenemos una unión entre dos guı́as que define una superficie común con
un eje de simetrı́a, entonces los modos de una guı́a con cierta paridad no se acoplan con los
modos de paridad distinta en la otra guı́a.
B.3. Condiciones de contorno
Una vez sabemos que las soluciones pares e impares de la EDP junto con las condicio-
nes de contorno nos proporcionan un conjunto completo de soluciones, necesitamos saber
qué condiciones tenemos que imponer en el eje de simetrı́a para analizar sólo una parte del
problema. Distinguiremos dos casos: el TMz y el TEz.
B.3.1. Modos TMz
Si el modo TMz que estamos considerando es impar respecto al eje de simetrı́a x = 0,








[φm(x, y)− φm(−x, y)]|x=0 = 0 (B.13)
y por tanto la condición de contorno será:
φ(I)m = 0 en el eje (pared eléctrica) (B.14)
Si el modo TMz que estamos considerando es par respecto al eje de simetrı́a x = 0,
tenemos que en este eje:







[φm(x, y) + φm(−x, y)]|x=0 = φm(0, y) (B.15)
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es decir, campo eléctrico tangente al plano de simetrı́a y campo magnético perpendicular
al plano de simetrı́a. Esto son las condiciones de contorno para una pared magnética. La













Si el modo TEz que estamos considerando es par respecto al eje de simetrı́a x = 0,
tenemos que en este eje el campo eléctrico tiene la forma






y el campo magnético es de la forma




El campo eléctrico es perpendicular al plano de simetrı́a y el campo magnético es paralelo al
plano de simetrı́a, por tanto el eje debe ser una pared eléctrica.
Si el modo TEz es impar respecto al eje, para el campo eléctrico tenemos







y para el campo magnético:






El campo eléctrico es paralelo al plano de simetrı́a y el campo magnético perpendicular al
plano de simetrı́a. Son las condiciones de una pared magnética.
Estas condiciones de contorno para el plano de simetrı́a se pueden resumir en una tabla
como la mostrada en B.1.
De ella podemos extraer también dos conclusiones directas:
Si en una estructura consideramos una pared eléctrica en un eje de simetrı́a sabemos
que, según la tabla B.1, se excitarán modos TMz impares respecto al eje de simetrı́a
mientras que se excitarán modos TEz pares respecto al mismo eje.
Si en una estructura consideramos una pared magnética en un eje de simetrı́a sabemos
que, según la tabla B.1, se excitarán modos TMz pares respecto al eje de simetrı́a
mientras que los modos TEz que se excitarán serán los impares respecto al mismo eje.




Cuadro B.1. Condiciones de contorno para estructuras simétricas respecto a un eje.
PE=condiciones de pared eléctrica. PM=condiciones de pared magnética.
No simetrı́a Simetrı́a Simetrı́a Simetrı́a















Cuadro B.2. Tipos de modos a considerar en estructuras con diferentes tipos de simetrı́a
bajo excitación del modo fundamental TEz10.
B.4. Simetrı́as en dispositivos en guı́a rectangular
Se estudiarán a continuación, para el caso de dispositivos implementados en guı́a rec-
tangular, las familias de modos que habrá que considerar si excitamos con un determinado
modo fundamental. Se distinguirán dos de los casos más comunes en aplicaciones prácticas:
el caso inductivo y el caso capacitivo.
En la tabla B.2 se resumen las diferentes familias de modos que deben considerarse
cuando se excita con el modo TEz10 una estructura general que presenta simetrı́as.
B.4.1. Caso inductivo
Supongamos que estamos estudiando el caso de una unión planar de guı́as rectangulares




Figura B.2. Union planar en guı́as rectangulares. Caso inductivo: la altura de las guı́as
coincide y se podrá estudiar la estructura considerando un conjunto reducido de modos.
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Debido a la ortogonalidad de las funciones escalares escogidas como solución de la ecua-
ción de Helmholtz (B.1) con las condiciones de contorno (B.2) en una guı́a rectangular, y
debido a que en la variable y las guı́as tienen exactamente la misma función de variación,
sucede que las integrales en la variable y entre dos modos serán siempre nulas a menos que
coincida el ı́ndice que varı́a con la variable y.
Si el modo excitado es el TEz10 se generarán modos que tengan el mismo ı́ndice según y,
es decir, modos TEzm0. No se excitan modos TM
z porque no existen modos de este tipo con
subı́ndice cero.
Si además centramos la estructura de manera que pasamos de guı́as rectangulares a otras
cuyos centros coinciden, podemos aplicar paridad respecto al eje y, y por tanto podemos
restringir los ı́ndices respecto a la variable x. Si el modo fundamental es el TEz10, se generarán
modos de la misma paridad en el interior de la estructura, es decir, de la forma TEz2m+10.
Lo cual es una reducción sustancial del tamaño del problema a resolver. Esto conduce a
soluciones más precisas con menores esfuerzos computacionales.
En la tabla B.3 se resumen los tipos de modos que deben escogerse para analizar una
estructura inductiva ante excitación del modo fundamental TEz10.
B.4.2. Caso capacitivo
Supongamos ahora que la unión planar entre guı́as es como la mostrada en la figura B.3
(caso capacitivo). Ahora la anchura a coincide en las dos guı́as. Todo lo enunciado anterior-
mente para el caso inductivo es aplicable ahora al caso capacitivo, cambiando simplemente el
subı́ndice que permanece fijo. La diferencia es que considerando de nuevo como excitación
el modo TEz10, en este caso se generan en la estructura modos TE
z
1n y también TM
z
1n.
Si centramos la estructura y excitamos con el modo TEz10, tendremos que considerar tan
sólo los modos TEz1 2n y los TM
z
1 2n. Obviamente son más modos que en el caso inductivo
centrado. Los dispositivos capacitivos no se estudian con este conjunto de soluciones por
esta razón. Se utilizan en lugar de modos TEz y TMz, modos TEx o también llamados LSEx
que son aquellos con Ex = 0. Si fuera necesario imponer la condición Hx = 0, los modos
utilizados serı́an los TMx o también llamados LSMx. Estos modos (TEx) se suelen utilizar
por ejemplo para estudiar codos rectangulares en plano E. Las expresiones detalladas de
estos modos se recogen por ejemplo en [3].
De manera equivalente se puede estudiar una discontinuidad capacitiva usando los modos
de guı́as de placas paralelas con excitación TM0 y considerando que los modos excitados2
son TMm. Para ver el aspecto de estos modos, ası́ como su utilización junto con la técnica de
la ecuación integral para estudiar discontinuidades capacitivas, se recomienda consultar [3].
La expresión de estos modos puede encontrarse también en [2].
2En realidad en una guı́a de placas paralelas hay dos conductores y el modo fundamental excitado es un
TEM. Para conservar la notación modal seguida en guı́as rectangulares se suele expresar como TM0 por su





Figura B.3. Union planar en guı́as rectangulares. Caso capacitivo: la anchura de las guı́as
coincide y se podrá estudiar la estructura considerando un conjunto reducido de modos.
Inductivo Inductivo Capacitivo Capacitivo
centrado centrado
TEz TEm0 TE2m+10 TE1n TE1 2n
TMz — — TM1n TM1 2n
Cuadro B.3. Tipos de modos a considerar en estructuras con diferentes tipos de simetrı́a
bajo excitación del modo fundamental TEz10 en guı́a rectangular.
En la tabla B.3 se resumen los tipos de modos a considerar si excitamos con el modo
fundamental TEz10 una estructura capacitiva.
B.5. Conclusiones
En este apéndice se ha mostrado cómo, gracias a la existencia de simetrı́as en una guı́a
con respecto a cierto plano, se puede reducir el problema bajo estudio a otro equivalente
con condiciones de contorno adecuadas sobre el citado plano de simetrı́a. También se ha
demostrado que los modos con paridad distinta no se acoplan entre sı́, si el dominio de
integración es el mismo. Por ello, si tenemos una transición entre dos guı́as cuyas secciones
transversales tengan un eje de simetrı́a común, sabemos que la integral de acoplo entre modos
de paridad distinta siempre valdrá cero. Esto es especialmente útil si tenemos en cuenta que
un dispositivo con 2 ejes de simetrı́a, cuando funcione a frecuencias de operación en las que
se excita un único modo fundamental (e.g. TEz10), sólo será necesario considerar modos cuya
paridad coincida con la del fundamental (e.g. TEz2m+12n y TM
z
2m+12n). Si el dispositivo es
inductivo o capacitivo en guı́a rectangular, se ha estudiado cómo reducir más el número de
modos a considerar.
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Teoremas sobre problemas de
autovalores
C.1. Introducción
En este apéndice se van a enunciar algunos teoremas fundamentales sobre problemas
de autovalores. Estos teoremas serán de utilidad para deducir ciertas propiedades sobre la
magnitud y distribución de los autovalores en relación a su dominio.
La referencia básica de este apéndice ha sido [1], donde se trata con profundidad este
tipo de problemas. En dicha referencia, el desarrollo de toda la teorı́a aparece referido a
problemas de vibración de membranas conectado con la aplicación del cálculo variacional.
Sin embargo, la formulación matemática presentada es indistinguible de la relacionada con
un problema electromagnético [2]. De hecho, un problema electromagnético puede tratarse
como un problema de vibraciones, donde cada función solución o vibración asociada es un
“modo” tal y como lo conocemos en ondas guiadas [3].
Las demostraciones de los teoremas que se van a enunciar pueden verse en la referen-
cia básica [1]. Algunos nos pueden parecer obvios si los identificamos con un problema de
ondas guiadas, pero debe tenerse en cuenta que la formulación se ha desarrollado para cual-
quier tipo de contorno y para ciertas condiciones de contorno bastante generales. Esto nos
servirá para aplicar todos los teoremas que se van a enunciar a una guı́a de contorno arbi-
trario, cuyos autovalores están directamente relacionados con la frecuencia de corte de los
modos. Recuérdese que la ecuación de Helmholtz homogénea∇2u+k2u = 0 es la ecuación
que rige el comportamiento de los campos en el interior de una guı́a, y esta ecuación es una
ecuación tı́pica de autovalores donde el correspondiente n-ésimo autovalor (λn) es el número
de onda al cuadrado (k2n) del correspondiente modo (n-ésima autofunción), y éste número de
onda es proporcional a la frecuencia de corte del modo n-ésimo en cuestión1. Por lo tanto,
1El método BI-RME plantea un problema de autovalores matricial, pero ya que los autovalores incógnita
están directamente relacionados con el número de onda que aparece en la ecuación de Helmholtz, todo lo dicho
es aplicable también a este método.
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nos será útil poder saber el tipo de comportamiento y distribución de los autovalores si el
contorno es arbitrario, ası́ como la variación de la magnitud de los autovalores cuando hay
una perturbación en el mismo.
C.2. Planteamiento del problema
Consideremos el problema de autovalores de una Ecuación en Derivadas Parciales (EDP)
de segundo orden autoadjunta:
















− qu+ λρu = 0 (p > 0, ρ > 0) (C.1)
aquı́ x e y son variables independientes2 en el dominio fundamental G, cuyo contorno
está formado por una o varias curvas continuas Γ con tangentes continuas a trozos. Sea
una condición de contorno de la forma u = 0, o en general ∂u/∂n + σu = 0, donde σ de-
nota una función de posición continua a trozos en el contorno Γ y ∂/∂n es la diferenciación
en la dirección normal exterior. Las expresiones tı́picas de los funcionales cuadráticos para
problemas variacionales de autovalores son:




























Se requiere que la función ϕ sea continua en G + Γ y que tenga primera derivada continua
a trozos en G. Si se prescribe la condición de contorno u = 0, entonces se asume que u es
continua en la región cerrada G+ Γ y se anula en Γ.
Obtenemos los autovalores λν y las autofunciones asociadas uν de la ecuación diferencial
(C.1) de las propiedades mı́nimas siguientes: La función admisible que minimiza la expresión
D[ϕ] bajo la condición H[ϕ] = 1 es una autofunción u1 para la ecuación diferencial (C.1)
y satisface la condición de contorno natural ∂ϕ/∂n + σϕ = 0; el mı́nimo valor de D es el
correspondiente autovalor.
Sutilezas referentes a ortogonalización entre diferentes autofunciones se pueden conse-
guir imponiendo restricciones adicionales que pueden consultarse en [1].
2Se supone que el problema es invariante con la coordenada z. La ecuación de Helmholtz ∇2u + λu =
0 es un caso particular de este tipo de problema. El operador lineal L es un operador de Sturm-Liouville
bidimensional. La teorı́a del problema unidimensional general de Sturm-Liouville puede consultarse en [4].
Para ver aplicaciones a la cuerda vibrante y a problemas electromagnéticos véase [5].
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C.3. Principios fundamentales
Podemos extraer importantes conclusiones aplicando simples principios del cálculo va-
riacional que nos ayuden a comprender el comportamiento de una estructura regida por las
ecuaciones y condiciones de contorno enunciadas. El primero de estos principios es:
Aumentando las condiciones en un problema de mı́nimos no disminuimos el
valor del mı́nimo; a la inversa, debilitando las condiciones el mı́nimo decrece,
o por lo menos no aumenta.
El segundo principio establece:
Dados dos problemas de mı́nimos con la misma clase de funciones admisibles
ϕ, tal que para cada ϕ el funcional a ser minimizado es no menor en el primer
problema que en el segundo, entonces el mı́nimo para el primer problema es
también no menor que el mı́nimo para el segundo.
Establezcamos algunos teoremas útiles con estos principios:
Teorema C.1 Si un sistema que es capaz de vibrar es sujeto a condiciones restrictivas, el
tono fundamental y cada tono superior se vuelven más altos (al menos no más bajos). A la
inversa, si se eliminan condiciones restrictivas, el tono fundamental y cada tono superior se
vuelven menores (al menos no mayores).
Esto sucede por ejemplo si, aparte de una condición de contorno, añadimos condiciones
en el interior de una guı́a, como por ejemplo una pequeña lámina metálica, una excitación
determinada, etc. Todo ello provocará una vibración “forzada”, y por tanto la frecuencia de
corte aumentará respecto a la frecuencia de corte del problema original.
Teorema C.2 Supongamos que G′, G′′, G′′′, . . . son un número finito de subdominios de G
que no se solapan entre sı́. Sea A(λ) que denota el número de autovalores menores que λ de
la ecuación diferencialL[u]+λρu = 0 paraG con la condición de contorno u = 0. Entonces
el número total de autovalores menores que λ para todos los subdominios separados con la
misma condición de contorno no excede A(λ).
Por ejemplo, supongamos que tenemos una guı́a de onda de un cierto tamaño que tiene
por ejemplo 5 modos propagándose (5 frecuencias de corte) por debajo de los 10GHz. Si el
interior de la guı́a lo sustituimos por guı́as más pequeñas, entonces sabemos por este teorema
que en ninguna guı́a pequeña tendremos más de 5 modos propagándose por debajo de los
10GHz.
Teorema C.3 Bajo la condición de contorno u = 0 el n-ésimo autovalor para un dominio
G nunca excede al n-ésimo autovalor para un subdominio de G.
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Ejemplo: si una guı́a tiene una sección transversal que pueda estar contenida en otra guı́a,
entonces las frecuencias de corte de la guı́a mayor serán menores que las de la guı́a menor.
Teorema C.4 Supongamos que G′, G′′, G′′′, . . . son un número finito de subdominios de G
que no se solapan entre sı́ y que reconstruyen completamente el dominio G. Sea B(κ) que
denota el número de autovalores menores que κ de la ecuación diferencial L[u] + λρu = 0
para G con la condición de contorno ∂u/∂n = 0. Entonces el número total de autovalores
menores que κ para todos los subdominios separados con la misma condición de contorno
es al menos tan grande como B(κ).
Este teorema se puede enunciar como sigue: Sea κ∗n el n-ésimo número, dispuesto en
orden creciente de magnitud, en el conjunto combinado de autovalores pertenecientes a los
subdominios G(i), asociados a la condición de contorno ∂u/∂n = 0, donde cada autovalor
está tomado con su correcta multiplicidad. Entonces, el n-ésimo autovalor κn del dominio
G para la misma condición de contorno es mayor o igual al número κ∗n.
Este es el correspondiente teorema para condiciones de contorno aplicadas a la derivada
de la función y no a la propia función. Esto es fácil de probar ya que hemos dividido un domi-
nio en partes y en cada parte aplicamos un condición de contorno que no exige continuidad
entre dominios. Estamos relajando las condiciones y por el principio primero sabemos que
el autovalor debe disminuir o, al menos, no aumentar.
Teorema C.5 Sea λn el n-ésimo autovalor de la ecuación diferencial L[u] + λρu = 0 para
el dominio G bajo la condición de contorno u = 0, y sea µn el n-ésimo autovalor para la
condición ∂u/∂n+σu = 0, o más generalmente para la condición ∂u/∂n+σu = 0 en una
parte Γ′ del contorno Γ, u = 0 en la parte restante Γ′′ del contorno. Entonces µn ≤ λn.
A la vista de este teorema se observa que es más restrictivo desde el punto de vista va-
riacional las condiciones de contorno homogéneas sobre la función que sobre su derivada.
Identificamos sin problemas que se habla de modos TE cuando se aplican condiciones de
contorno sobre derivadas y de modos TM si se aplican condiciones de contorno homogéneas
sobre las funciones. De este teorema se deduce que para una guı́a de sección arbitraria ten-
dremos que el primer modo TE tendrá una frecuencia de corte menor (o a lo sumo igual) que
el primer modo TM.
Teorema C.6 Si en la condición de contorno ∂u/∂n + σu = 0 en Γ, la función σ se incre-
menta o disminuye en cada punto, entonces cada autovalor individual puede cambiar sólo
en el mismo sentido.
Como se ha dicho anteriormente la condición más restrictiva es la condición de contorno
homogénea para la función, ya que si se hace variar monótonamente σ en cada punto desde
0 hasta ∞, cada autovalor individual µ se incrementa monótonamente desde el valor que
se obtendrı́a aplicando tan sólo la condición de contorno ∂u/∂n = 0 hasta el valor que se
tendrı́a si aplicáramos únicamente la condición de contorno u = 0.
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Teorema C.7 Si en la ecuación diferencial L[u] + λρu = 0, el coeficiente ρ varı́a en cada
punto en el mismo sentido, entonces, para cada condición de contorno, el n-ésimo autovalor
cambia en el sentido opuesto. Si el coeficiente p ó q cambia en todos los puntos en el mismo
sentido, cada autovalor cambia en el mismo sentido. Si la condición de contorno es ∂u/∂n+
σu = 0, asumimos que σ ≥ 0.
C.4. Continuidad de los autovalores
Unas preguntas fundamentales cuando tratamos un problema como el de hallar las fre-
cuencias de corte de una guı́a de sección transversal arbitraria son:
¿Qué sucede con las frecuencias de corte si deformamos ligeramente la guı́a en su
contorno?
Si en una guı́a con reentrante (en inglés ridge waveguide), de la que hemos hallado sus
frecuencias de corte, aumentamos la profundidad de penetración del reentrante, ¿que
sucederá con las frecuencias de corte?
Si disminuimos la profundidad de penetración del reentrante poco a poco hasta que
el contorno de la guı́a coincida con el contorno básico (rectangular o circular), ¿las
frecuencias de corte cambiarán bruscamente durante el proceso o lo harán de forma
continua?
Veremos en primer lugar que no sucede nada inesperado cuando variamos la ecuación de
forma continua:
Teorema C.8 Para todas las condiciones de contorno consideradas, el n-ésimo autovalor
de la ecuación diferencial L[u] + λρu = 0 depende continuamente de los coeficientes de la
ecuación.
De forma análoga tenemos para las condiciones de contorno:
Teorema C.9 El n-ésimo autovalor depende continuamente de la función σ que aparece en
la condición de contorno ∂u/∂n+ σu = 0.
Las propiedades de continuidad para el n-ésimo autovalor en función del dominio es lo
único que resta por establecer. Si un dominio G con un autovalor n-ésimo se aproxima a otro
domino G′ con otro n-ésimo autovalor diferente, tenemos que definir un concepto suficien-
temente fuerte de aproximación de un dominio a otro3 para evitar que los autovalores sufran
patologı́as extrañas cuyo estudio está fuera de nuestro interés. En general, si la variación es
continua y lo suficientemente suave, la variación de los autovalores también lo es:
3Es suficiente que los dominios se aproximen punto a punto y además que las normales también se aproxi-
men.
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Teorema C.10 Para cualquiera de las condiciones de contorno consideradas, el n-ésimo
autovalor de la ecuación diferencial L[u]+λρu = 0 varı́a continuamente cuando el dominio
G se deforma continuamente en el sentido definido arriba.
Si las condiciones de contorno son homogéneas se puede ser más preciso:
Teorema C.11 Para la condición de contorno u = 0, el n-ésimo autovalor de la ecuación
L[u] + λρu = 0 es una función continua del dominio G, incluso si las normales al contorno
no varı́an de forma continua cuando el dominio se deforme de forma continua.
C.5. Distribución asintótica de autovalores
Alguna preguntas tı́picas cuando tratamos problemas de autovalores para guı́as arbitrarias
son sencillas de formular, pero en esencia profundas y difı́ciles de responder. He aquı́ unos
ejemplos de preguntas que pueden asaltarnos al estudiar guı́as de sección transversal arbitra-
ria con métodos que plantean problemas de autovalores:
¿Qué dependencia tienen los autovalores con la forma del dominio?
Los autovalores que aparecen en una guı́a arbitraria, ¿dependen de la forma de la guı́a
o sólo del área de la sección transversal de la misma?
Si los autovalores dependen de la sección transversal de la guı́a (en forma y tamaño),
¿la dependencia se mantiene para cualquier autovalor (a cualquier frecuencia)?
Responderemos en esta sección a estas preguntas fundamentales que pueden englobarse en
un mismo tema: el comportamiento asintótico de los autovalores.
Obviamente, si mantenemos el área constante no tenemos porqué obtener las mismas
frecuencias de corte o autovalores para problemas con guı́as de sección transversal arbitra-
ria. Es suficiente analizar una guı́a rectangular y otra circular de la misma área de sección
transversal para darnos cuenta de que no conseguimos la misma frecuencia de corte para el
modo fundamental4.
Resta por estudiar el comportamiento asintótico de los autovalores cuando éstos aumen-
tan en magnitud. En dicho caso, ¿seguirán dependiendo del área de la guı́a ası́ como de su
forma? Es decir, ¿las frecuencias de corte de los modos elevados dependerán también de la
forma de la sección transversal o sólo del área? Obtendremos un resultado significativo para
problemas fı́sicos:
El comportamiento asintótico de los autovalores para ecuaciones diferenciales
con coeficientes constantes no depende de la forma, sino solamente del tamaño
del dominio fundamental.
4Ejemplo: una guı́a WR-75 (a = 19,05mm, b = 9,525mm) tiene una frecuencia de corte para el modo
fundamental TE10 de valor fc = 7,87GHz. El radio de la guı́a circular de la misma área es r = 7,6mm. Esto
supone que el modo fundamental TE11 de la guı́a circular tenga una frecuencia de corte de fc = 11,57GHz.
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Es decir: las frecuencias de corte de modos suficientemente elevados serán independientes
de la forma de la sección transversal, y sólo dependerán del área de dicha sección.
C.5.1. La ecuación ∇2u+ λu = 0 para una guı́a rectangular
La ecuación de Helmholtz homogénea
∇2u+ λu = 0 (C.5)
se trata ampliamente en el caso de dominios con plano de simetrı́a en el apéndice B. Comúnmen-
te se considera que λ = k2, pero en este apéndice mantendremos la notación con λ para pre-
servar uniformidad de criterios con las referencias donde se tratan problemas de autovalores
y funciones de Green (por ejemplo en [5]–[7]).
Supongamos el problema (C.5) en un dominio rectangular de lados con longitudes a y b
como hacemos de forma usual. Las autofunciones y autovalores son sobradamente conocidos
para las tı́picas condiciones de contorno. Si obviamos los factores de normalización, tenemos















(m,n = 1, 2, 3, . . .) (C.6)
















(m,n = 0, 1, 2, 3, . . .) (C.7)
donde m y n no pueden ser cero simultáneamente. Si el número de autovalores menor que
un lı́mite λ se denota en el primer caso por A(λ) y en el segundo caso por B(λ), entonces









aquı́ m > 0, n > 0 para la condición de contorno u = 0, y m ≥ 0, n ≥ 0 para la condición
de contorno ∂u/∂n = 0. Ahora podemos deducir expresiones asintóticas simples para los
números A(λ) y B(λ) para λ grande. Por ejemplo, B(λ) es precisamente igual al número de











5No confundamos aquı́ el ı́ndice n de los autovalores con la dirección n saliente y normal al contorno. Por
el contexto debe estar claro el significado pero si no es ası́, se especificará.





















Figura C.1. Elipse cuya área indica el número de autovalores menores o iguales que el lı́mite
λ. El número de cuadrados sombreados es R(λ) y B(λ) es el número de cuadrados
interiores a la elipse más el número de cuadrados sombreados por los que pasa el arco
de la elipse.
y situada en el cuadrante x ≥ 0, y ≥ 0. Para λ suficientemente grande, el cociente entre
el área del sector y el número de puntos de la rejilla contenida en él está muy próximo a
1. Si un cuadrado unidad situado arriba y a la derecha de cada punto de la rejilla se asocia
con él, entonces la región formada por estos cuadrados contiene al sector de la elipse; sin
embargo, si omitimos los cuadrados a través de los cuales la elipse pasa—denominaremos a
ese número de cuadrados R(λ)—entonces la región que queda está totalmente contenida en
el sector de la elipse (véase figura C.1). Tenemos entonces la relación entre áreas dada por la
siguiente desigualdad:
B(λ)−R(λ) ≤ λ ab
4π
≤ B(λ) (C.10)
El arco de la elipse contenido en dos cuadrados vecinos pertenecientes al contorno tiene,
para un λ suficientemente grande, al menos la longitud 1. Por lo tanto R(λ)− 1 es a lo sumo
igual a dos veces la longitud del arco del cuarto de la elipse, y ésta se incrementa sólo como√









o de forma equivalente:
B(λ) ∼ λ ab
4π
(C.12)
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donde c es una constante independiente de λ, y |θ| < 1. Esta fórmula es válida para las
dos condiciones de contorno consideradas; es decir, también se mantiene para A(λ), ya que
el número de puntos de la rejilla situados en los lı́mites rectos del sector de la elipse (que
debieran restarse al valorB(λ) recién deducido) es asintóticamente igual a la suma de los dos
semiejes, es decir, (a+ b)
√
λ/π. Si los autovalores están escritos en una secuencia ordenada
λ1, λ2, . . . de acuerdo a su magnitud, podemos calcular asintóticamente el n-ésimo autovalor

















El teorema que podemos extraer de todo este desarrollo se enuncia a continuación:
Teorema C.12 Para todas las condiciones de contorno consideradas, el número A(λ) de
autovalores menores que un valor lı́mite λ de la ecuación diferencial∇2u+λu = 0 para un

























donde C es una constante independiente de λ.
Si ρn denota el n-ésimo autovalor correspondiente a una de las condiciones de contorno







donde otra vez −1 ≤ θ ≤ 1 y c es una constante independiente de n.
C.5.2. Distribución asintótica de autovalores para un dominio arbitra-
rio
Hemos visto cómo se distribuyen los autovalores si el dominio es rectangular, pero ahora
la pregunta natural es: ¿Qué sucede si el dominio tiene forma arbitraria?
6O también para un dominio compuesto por un número finito de rectángulos.
7Para ver esto sólo hay que hacer A(ρn) = n en (C.17).
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Consideremos un dominio plano G arbitrario (sección transversal de la guı́a arbitraria)
cuyo contorno tiene curvatura contı́nua y consideremos la EDP∇2u+ λu = 0.
Por división del dominio G en cuadrados, y aplicando teoremas vistos anteriormente8,
podemos deducir el siguiente teorema referente al comportamiento asintótico de autovalores
en dominios arbitrarios:
Teorema C.13 Bajo cualquiera de las condiciones de contorno consideradas, el número
A(λ) de autovalores menores que un lı́mite λ de la ecuación diferencial∇2u+ λu = 0 para






donde f denota el área del dominio.
Hay que remarcar que en un principio se ha dicho que la curvatura debe ser continua, y esto
exige que no haya esquinas en el dominio G. Sin embargo, el teorema se cumple en esencia
si se admiten un número finito de vértices.





λ log λ (C.20)
dondeC es una constante independiente de λ. La misma expresión se puede encontrar para el
lı́mite inferior deA(λ), con C negativo. Con esto establecemos el comportamiento asintótico
de los autovalores para dominio arbitrario:
Teorema C.14 Bajo cualquiera de las condiciones de contorno consideradas, la diferencia
A(λ)− fλ/4π es, para λ→∞, de orden no mayor que
√
λ log λ.
En conclusión: para grandes autovalores (frecuencias de corte elevadas) la forma del
dominio no importa, sólo influye el área de la sección transversal9.
Ejemplo
Sea una guı́a WR-75 (a = 19,05mm y b = 9,525mm). La fórmula asintótica para el




700 = 4,8478 · 107 (C.21)
8El razonamiento puede verse en [1].
9Esta es la razón de porqué en el programa ANAPLAN-W (que implementa el método BI-RME con discre-
tización a tramos rectos) al discretizar una perturbación siempre mantiene el área constante, aunque el contorno
real de la perturbación no esté formado por tramos rectos.
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donde se han obviado las unidades10. El valor exacto se obtiene ordenando las soluciones
enteras que aparecen dentro de una elipse de la forma definida por (C.9) que contenga al
menos los 700 modos TE. El modo 700 es el TE10 20 y por lo tanto el número de onda al
cuadrado (el autovalor de la ecuación de Helmholtz) vale λ700 = 4,6234 · 107.




comprobando que en efecto ya estamos muy cerca del lı́mite teórico 1.
Para una guı́a circular de la misma área (r = 7,5999mm) obtenemos, para la misma
condición de contorno, el mismo valor asintótico ya que el área no ha cambiado. El valor
real se obtiene calculando las raı́ces de la primera derivada de la función de las funciones de
Bessel de orden entero. En nuestro caso, el modo 700 es el TE21 8 asociado a la raı́z octava










= 4,5745 · 107 (C.23)
Este autovalor es similar al obtenido para la guı́a rectangular. Veamos si estamos cerca del




observando que aquı́ también estamos cerca del lı́mite, y por ello la aproximación asintótica
es también aceptable. Como se ve, la aproximación asintótica es lo suficientemente buena
para ambos dominios aunque su forma es muy distinta.
C.6. Nodos de autofunciones
En general, es posible hacer afirmaciones precisas con respecto al comportamiento de
los autovalores; sin embargo, la investigación de propiedades generales de las autofunciones
ofrece mayores dificultades. Esto no es sorprendente a la vista del gran número de clases
de funciones definidas por medio de problemas de autovalores. Veamos algunas propiedades
generales de las autofunciones que nos pueden ser útiles.
Se llaman nodos a aquellas zonas del dominio fundamental G en los cuales alguna auto-
función se anula. Tratando con problemas de una, dos, tres, . . . dimensiones, hablamos de
10No se debe confundir aquı́ λ700 con el valor de la longitud de onda de corte de ese modo. Las unidades
del autovalor dependen del problema en concreto. En este caso serı́an unidades de número de onda al cuadrado
(m−2).
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puntos nodales, curvas nodales, superficies nodales, respectivamente. En general se utili-
zará el término nodos11.
Subrayar aquı́ que la primera autofunción de un problema de autovalores puede no tener
nodos en el interior del dominio fundamental. Por lo tanto, debe tener el mismo signo en
todos los puntos, y por lo tanto cualquier otra autofunción ortogonal a ella debe tener nodos.
Es posible hacer afirmaciones generales concernientes a la posición y densidad de los
nodos. Por ejemplo, consideremos la ecuación diferencial ∇2u + λu = 0 con la condición
de contorno u = 0. Si G′ es un dominio contenido por completo en G y no contiene puntos
nodales de un, consideremos a continuación el menor subdominioG′′ deG que contiene aG′
y limitado por nodos de la función un. Para este dominioG′′ la función un debe ser la primera
autofunción y λn el menor autovalor. Por otra parte, de acuerdo con el teorema C.3 enunciado
previamente, el primer autovalor de G′′ no puede ser mayor que el primer autovalor γ de G′,
y por lo tanto γ ≥ λn. Por ejemplo, siG′ es un cı́rculo de radio a entonces γ = τ 2, donde τ es
la menor raı́z de la ecuación J0(aτ) = 0. Por lo tanto tenemos γ = k20,1/a
2, donde k0,1 es el
primer cero de la función de Bessel de orden cero. Obtenemos por lo tanto que a2 ≤ k20,1/λn;
esta relación nos cuenta tanto de la densidad de la red de lı́neas nodales como, en general,
puede esperarse. Si tenemos en cuenta la relación asintótica λn ∼ 4πn/f , vemos que si n es
suficientemente grande cada cı́rculo cuya área sea mayor que fk20,1/4n debe contener lı́neas
nodales de la n-ésima autofunción. Si en lugar de una guı́a circular consideramos una guı́a
de sección cuadrada de lado a, encontramos análogamente a2 ≤ 2π2/λn.
Es posible probar el siguiente teorema general concerniente a los nodos de una autofun-
ción:
Teorema C.15 Dada la ecuación diferencial de segundo orden autoadjunta L[u] + λρu =
0 (ρ > 0) para un dominio G con condiciones de contorno homogéneas arbitrarias; si sus
autofunciones se ordenan de acuerdo a autovalores crecientes, entonces los nodos de la n-
ésima autofunción un dividen el dominio en no más de n subdominios. No importa el número
de variables independientes del problema.
Este teorema se puede generalizar: Cualquier combinación lineal de las primeras n auto-
funciones divide el dominio, por medio de sus nodos, en no más de n subdominios.
La consecuencia de este teorema es importante: el que existan lı́neas nodales en cierto
dominio implica que se ha establecido una pared eléctrica en cierta región de la guı́a. Es
decir, condiciones de contorno más restrictivas. Esta pared se puede aprovechar (por ejemplo
si existe simetrı́a) para obtener los autovalores del problema en cuestión analizando sólo un
subdominio. El aprovechamiento de las simetrı́as se estudia en el apéndice B.
11Supondremos que para la ecuación diferencial bajo consideración los nodos son curvas o superficies suaves
a trozos, y descomponen el dominio fundamental en subdominios con contornos suaves a trozos.
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