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AN IMPROVED BILINEAR ESTIMATE FOR BENJAMIN-ONO TYPE
EQUATIONS
SEBASTIAN HERR
ABSTRACT. A bilinear estimate in Fourier restriction norm spaces with applications to
the Cauchy problem
ut − |D|
αux + uux = 0 in (−T, T )× R
u(0) = u0
is proved, for 1 < α < 2. As a consequence, local well-posedness in Hs(R) ∩ H˙−ω(R)
follows for
s > −
3
4
(α − 1) and ω = 1/α − 1/2
This extends to global well-posedness for all s ≥ 0.
1. INTRODUCTION
We consider the Cauchy problem
ut − |D|
αux + uux = 0 in (−T, T )× R
u(0) = u0
(1)
for 1 < α < 2 and we are interested in well-posedness results in low regularity Sobolev
spaces.
Our aim is to give an improvement to our previous results [7], where we proved that
the Cauchy problem is locally well-posed in Hs(R) ∩ H˙−ω(R) for s ≥ 1 − α/2 and
ω = 1
α
− 12 . Due to the conserved Hamiltonian this also implied global well-posedness
for s ≥ α2 . Moreover, using the counterexamples found by Molinet, Saut and Tzvetkov in
[13] it was shown that the condition on the low frequencies is sharp in the sense that for
ω < 1
α
− 12 the flow map fails to be C
2
. For further references and results we refer the
reader to the works of Colliander, Kenig and Staffiliani [3] and Kenig and Koenig [9] and
the introduction of [7]. After [7] was completed, we learned that these results were also an
improvement to a similar approach by Molinet and Ribaud [12].
Here, by a refined bilinear estimate we observe that the same local well-posedness result
holds for all s > − 34 (α − 1), which immediately implies global well-posedness for all
s ≥ 0.
Our analysis includes the range 1 < α < 2, without the endpoints α = 1, 2. Very re-
cently, Kenig and Ionescu [8] studied global well-posedness of the Benjamin-Ono equation
(α = 1) for real valued data in L2 (see also [2, 14]). We observe that in the limit for α→ 2
our lower bound on s tends to − 34 which coincides with the results of Kenig, Ponce and
Vega [11] for the Korteweg-de Vries equation and the low frequency condition disappears.
In the limit for α → 1 the lower bound for s tends to 0 and ω → 12 . We believe that the
lower bound for s is optimal, but this is work in progress.
Acknowledgments. The author is grateful to M. Hadac and H. Koch for discussions on the
subject. Moreover, the author would like to thank A. Ionescu and C.E. Kenig for interesting
remarks on the Benjamin-Ono case.
2000 Mathematics Subject Classification. 35Q53 (Primary); 35B30, 35S10, 76B15 (Secondary).
Key words and phrases. Benjamin-Ono type equation, bilinear estimate, well-posedness.
1
2 S. HERR
2. NOTATION AND DEFINITION OF THE SPACES
Let S(Rn) be the space of Schwartz functions on Rn and define the Fourier transform
by
Ff(ξ) = f̂(ξ) = (2pi)−
n
2
∫
Rn
e−ix·ξf(x) dx
The partial Fourier transform w.r.t. t ∈ R (x ∈ R) will be denoted by Ft (Fx). |D|s de-
notes the Fourier multiplier operator with F|D|sv(ξ) = |ξ|sFv(ξ), and Js is the operator
with symbol 〈ξ〉s.
We write
Wα(t) : H
(s,ω) → H(s,ω),FxWα(t)u0(ξ) = e
itξ|ξ|αFxu0(ξ)
for the solution operator of the linear homogeneous problem, which defines a unitary group
on H(s,ω).
Throughout this work let ψ ∈ C∞0 ([−2, 2]) be a nonnegative, symmetric function with
ψ|[−1,1] ≡ 1 and let ψT (t) := ψ(t/T ).
We use the same spaces as in [7]
Definition 2.1. For s ≥ 0 and 0 ≤ ω < 12 we define the Sobolev space H
(s,ω) as the
completion of S(R) with respect to the norm
‖u‖2H(s,ω) :=
∫
R
〈ξ〉2s+2ω |ξ|−2ω |û(ξ)|2 dξ. (2)
Sometimes it is convenient to identify H(s,ω) and Hs(R) ∩ H˙−ω(R). Our resolution
space, a variant of the Bourgain spaces introduced in [1], will be
Definition 2.2. For 0 ≤ ω < 12 and s, b ∈ R we define the space Xs,ω,b as the completion
of S(R2) with respect to the norm
‖u‖2Xs,ω,b :=
∫
R2
|ξ|−2ω〈ξ〉2s−2αω〈|τ |+ |ξ|1+α〉2ω〈τ − ξ|ξ|α〉2b|Fu(τ, ξ)|2 dτdξ. (3)
For T > 0 we define the restriction norm space
XTs,ω,b := {u|[−T,T ] | u ∈ Xs,ω,b}
with norm
‖u‖XTs,ω,b = inf{‖u˜‖Xs,ω,b | u = u˜|[−T,T ], u˜ ∈ Xs,ω,b}.
3. MAIN RESULTS
Our aim is to prove the following bilinear estimate.
Theorem 3.1. Let 1 < α < 2, s ≥ s0 > − 34 (α−1) and ω =
1
α
− 12 . There exists b
′ > − 12
and b ∈ (12 , b
′ + 1) such that
‖∂x(u1u2)‖Xs,ω,b′ ≤ c‖u1‖Xs,ω,b‖u2‖Xs0,ω,b + ‖u1‖Xs0,ω,b‖u2‖Xs,ω,b (4)
for all u1, u2 ∈ S(R2).
This leads to local well-posedness by an application of the contraction mapping princi-
ple in a straightforward way. For the general outline of the proof we refer the reader to e.g.
[1, 4, 11]. The minor modifications of these arguments in the Xs,ω,b spaces are carried out
in detail in our previous work [7].
Theorem 3.2. Let 1 < α < 2 and ω = 1
α
− 12 . Then, for s ≥ s0 > − 34 (α− 1) there exists
b > 12 and a non-increasing function T : (0,∞)→ (0,∞), such that for any u0 ∈ H(s,ω)
and T = T (‖u0‖H(s0,ω)), there exists a solution
u ∈ XTs,ω,b ⊂ C
(
[−T, T ], H(s,ω)
)
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of the Cauchy problem
ut − |D|
αux + uux = 0 in (−T, T )× R
u(0) = u0
which is unique in the class of XTs0,ω,b solutions. Moreover, for any r > 0 there exists
T = T (r), such that for B = {v0 ∈ H(s,ω) | ‖v0‖H(s0,ω) ≤ r} the flow map
F : H(s,ω) ⊃ B → C
(
[−T, T ], H(s,ω)
)
∩XTs,ω,b , u0 7→ u
is analytic.
Remark 1. Here, solution always means fixed point of (an extension of) the operator
ΦT (u)(t) = ψ(t)Wα(t)u0 −
1
2
ψT (t)
∫ t
0
Wα(t− t
′)∂x(u
2)(t′) dt′
in Xs,ω,b. These solutions are solutions in the sense of distributions at least1 for s ≥ 0.
Together with the a priori bound from Lemma 6.1 this also shows the following
Theorem 3.3. Let 1 < α < 2 and ω = 1
α
− 12 as well as s0 > −
3
4 (α−1). Then, for s ≥ 0
there exists b > 12 , such that for every T > 0 and real valued u0 ∈ H(s,ω) there exists a
real valued solution
u ∈ XTs,ω,b ⊂ C
(
[−T, T ], H(s,ω)
)
of the Cauchy problem
ut − |D|
αux + uux = 0 in (−T, T )× R
u(0) = u0
which is unique in XTs0,ω,b. Moreover, the flow map
F : H(s,ω) → C
(
[−T, T ], H(s,ω)
)
∩XTs,ω,b , u0 7→ u
is real analytic.
4. PREPARATORY LEMMATA
In this section we will summarize our main tools for the proof of the bilinear estimate.
First, we recall the L4tL∞x Strichartz estimate.
Lemma 4.1. For b > 12 we have
‖J
α−1
4 u‖L4tL∞x ≤ c‖u‖X0,0,b (5)
Proof. From [10] Theorem 2.1, we know that
‖|D|
α−1
4 Wα(t)u0‖L4tL∞x ≤ c‖u0‖L2
By the general properties of Bourgain spaces, see e.g. [4] Lemme 3.3, the estimate
‖|D|
α−1
4 u‖L4tL∞x ≤ c‖u‖X0,0,b (6)
follows. By smooth cutoffs in frequency, we split u into a low frequency part ulow with
Fulow(τ, ξ) = ψ(ξ)Fu(τ, ξ)
and a high frequency part uhigh := u− ulow. Then,
‖J
α−1
4 u‖L4tL∞x ≤ ‖J
α−1
4 ulow‖L4tL∞x + ‖J
α−1
4 uhigh‖L4tL∞x
By an application of the Sobolev inequality, the first part is bounded by
c‖J
α+1
4 +εulow‖L4tL2x ≤ c‖u‖L4tL2x ≤ c‖u‖X0,0,b
1Even for s < 0 one can still use some smoothing properties to verify this
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whereas the second term is bounded by
c‖|D|−
α−1
4 J
α−1
4 uhigh‖X0,0,b ≤ c‖u‖X0,0,b
due to (6), which gives the desired estimate. 
The next Lemma contains a bilinear Strichartz type estimate in the spirit of [5, 6]. For
the proof we refer to our previous work [7].
Lemma 4.2. We define the bilinear operator Is∗ via
F Is∗(u1, u2)(τ, ξ) =
∫
ξ=ξ1+ξ2
τ=τ1+τ2
∣∣|ξ1|2s − |ξ2|2s∣∣ 12 Fu1(τ1, ξ1)Fu2(τ2, ξ2) dτ1dξ1
For b > 12 ∥∥∥I α2∗ (u1, u2)∥∥∥
L2xt
≤ c‖u1‖X0,0,b‖u2‖X0,0,b , u1, u2 ∈ X0,0,b (7)
Moreover, we define K α2∗ as
F K
α
2
∗ (u1, u2)(τ, ξ) =
∫
ξ=ξ1+ξ2
τ=τ1+τ2
||ξ|α − |ξ1|
α|
1
2 Fu1(τ1, ξ1)Fu2(τ2, ξ2) dτ1dξ1
K
α
2
∗ is the formal adjoint of u2 7→ I
α
2
∗ (u1, u2) with respect to L2xt and for b > 12∥∥∥K α2∗ (u1, u2)∥∥∥
X0,0,−b
≤ c‖u1‖X0,0,b‖u2‖L2xt , u1 ∈ X0,0,b , u2 ∈ L
2
xt (8)
Finally, we note the elementary resonance relation, which is crucial to exploit the
weights in our resolution space.
Lemma 4.3. Let 1 < α < 2. Define
h(ξ1, ξ2, ξ) = ξ|ξ|
α − ξ1|ξ1|
α − ξ2|ξ2|
α
Then, for ξ = ξ1 + ξ2 it holds that
|h(ξ1, ξ2, ξ)| ≥ c|ξmin||ξmax|
α, (9)
with |ξmin| := min{|ξ1|, |ξ2|, |ξ|} and |ξmax| := max{|ξ1|, |ξ2|, |ξ|}.
5. PROOF OF THE BILINEAR ESTIMATE
Let us fix notation. We define σ = |τ | + |ξ|1+α and σi = |τi| + |ξi|1+α as well as
λ = τ − ξ|ξ|α and λi = τi − ξi|ξi|α. Moreover, we set
fi(τi, ξi) = |ξi|
−ω〈ξi〉
s−αω〈λi〉
b〈σi〉
ωFui(τi, ξi)
and
Fvi(τi, ξi) := fi(τi, ξi)〈λi〉
−b.
We use the notation∫
∗
g(τ1, ξ1)h(τ2, ξ2) :=
∫
ξ=ξ1+ξ2
τ=τ1+τ2
g(τ1, ξ1)h(τ2, ξ2) dτ1dξ1
We first consider the case s = s0 = − 34 (α − 1) + ε for small ε > 0. Our goal is to
bound
‖∂x(u1u2)‖Xs,ω,b′ =
∥∥∥∥∥|ξ|1−ω〈ξ〉s−αω〈λ〉b′〈σ〉ω
∫
∗
2∏
i=1
|ξi|
ω〈ξi〉
αω−sfi(τi, ξi)
〈λi〉b〈σi〉ω
∥∥∥∥∥
L2τ,ξ
by the product of the L2 norms of the fi, where we may assume that 0 ≤ fi ∈ S(R2).
Due to the symmetry in ξ1, ξ2 it suffices to consider the subregion of the domain of
integration where |ξ1| ≤ |ξ2|. By the convolution constraint ξ = ξ1 + ξ2 we then have
|ξ| ≤ 2|ξ2|. This region is splitted again into
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1. Region D1: 4|ξ1| ≤ |ξ2|. There, |ξ1| ≤ 14 |ξ2| ≤
1
3 |ξ| ≤
2
3 |ξ2|.
2. Region D2: |ξ1| ≤ |ξ2| ≤ 4|ξ1|. There, |ξ| ≤ 2|ξ2|, |ξ| ≤ 5|ξ1|.
Let A,A1, A2 be subregions of the domain of integration, such that in A we have 〈λ〉 ≥
〈λ1〉, 〈λ2〉, in A1 we have 〈λ1〉 ≥ 〈λ〉, 〈λ2〉 and in A2 the inequalities 〈λ2〉 ≥ 〈λ〉, 〈λ1〉
hold.
We first consider the regionD1 and subdivide it into two partsD1 = D11 ∪D12, where
in D11 we have |ξ1| ≤ 2 and in D12 we have |ξ1| ≥ 2. In D1 we see by Lemma 4.3
|λ− λ1 − λ2| = |h(ξ1, ξ2, ξ)| ≥ c|ξ1||ξ|
α
because |ξ1| = |ξmin| and |ξ| ≤ 2|ξmax|.
Now we start the analysis in the subregion D11 where the arguments remain close to
those in [7]. We exploit
|ξ|1−
α
2 = |ξ|αω ≤ c|ξ1|
−ω(χA〈λ〉
ω + χA1〈λ1〉
ω + χA2〈λ2〉
ω).
Therefore in D11 the bilinear estimate follows from
2∑
k=0
‖J11,k‖L2 ≤ c
2∏
i=1
‖fi‖L2 , (10)
where
J11,0 =
∫
∗
χD11∩A|ξ|
α
2−ω〈ξ〉s−αω〈λ〉b
′+ω〈σ〉ω |ξ2|
ω
2∏
i=1
fi(τi, ξi)〈ξi〉
αω−s
〈λi〉b〈σi〉ω
and for k = 1, 2
J11,k =
∫
∗
χD11∩Ak |ξ|
α
2−ω〈ξ〉s−αω〈λ〉b
′
〈σ〉ω |ξ2|
ω〈λk〉
ω
2∏
i=1
fi(τi, ξi)〈ξi〉
αω−s
〈λi〉b〈σi〉ω
We observe that in D11
〈ξ2〉
αω−s〈ξ〉s−αω ≤ c and 〈ξ1〉αω−s ≤ c (11)
In addition, we use b′ + ω ≤ 0 and |ξ2|ω ≤ c|ξ|ω to show that
‖J11,0‖L2 ≤ c
∥∥∥∥∥
∫
∗
χD11∩A|ξ|
α
2 〈σ〉ω
2∏
i=1
fi(τi, ξi)
〈λi〉b〈σi〉ω
∥∥∥∥∥
L2
Because of the convolution constraint (τ, ξ) = (τ1, ξ1) + (τ2, ξ2) we also have
〈σ〉
〈σ1〉〈σ2〉
≤ c
1
mini=1,2〈σi〉
≤ c (12)
which implies
‖J11,0‖L2 ≤ c
∥∥∥∥∥
∫
∗
χD11∩A|ξ|
α
2
2∏
i=1
fi(τi, ξi)
〈λi〉b
∥∥∥∥∥
L2
We observe that in D11
|ξ|
α
2 ≤ c||ξ2|
α − |ξ1|
α|
1
2 ,
such that with (7)
‖J11,0‖L2 ≤ c
∥∥∥∥∥
∫
∗
||ξ2|
α − |ξ1|
α|
1
2
2∏
i=1
fi(τi, ξi)
〈λi〉b
∥∥∥∥∥
L2
≤ c
∥∥∥I α2∗ (v1, v2)∥∥∥
L2
≤ c
2∏
i=1
‖vi‖X0,0,b = c
2∏
i=1
‖fi‖L2
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since b > 1/2. For J11,1 we use (11) and (12) again and get
‖J11,1‖L2 ≤ c
∥∥∥∥
∫
∗
χD11∩A1
|ξ|
α
2
mini=1,2〈σi〉ω
〈λ〉b
′
f1(τ1, ξ1)〈λ1〉
ω−bf2(τ2, ξ2)〈λ2〉
−b
∥∥∥∥
L2
We may assume that |λ1| ≥ 2|λ|, because otherwise the same argument as for J11,0 applies.
If 〈σ1〉 ≤ 〈σ2〉 we have 〈λ1〉ω ≤ mini=1,2〈σi〉ω . If we suppose that 〈σ2〉 ≤ 〈σ1〉 we see
|λ1| = |τ1 − ξ1|ξ1|
α| = |τ − τ2 − ξ|ξ|
α + ξ|ξ|α − ξ1|ξ1|
α| ≤ |λ|+ 16|σ2|
since we are in region D11. This implies 〈λ1〉 ≤ c〈σ2〉 and we also have
〈λ1〉
ω ≤ c min
i=1,2
〈σi〉
ω.
Therefore,
‖J11,1‖L2 ≤ c
∥∥∥∥
∫
∗
χD11∩A1 |ξ|
α
2 〈λ〉b
′
f1(τ1, ξ1)〈λ1〉
−bf2(τ2, ξ2)〈λ2〉
−b
∥∥∥∥
L2
In D11 we have |ξ|
α
2 ≤ c||ξ2|
α − |ξ1|
α|
1
2 and by assumption b′ ≤ 0, such that we may
proceed as above with J0 and use the estimate (7) to conclude
‖J11,1‖L2 ≤ c
∥∥∥∥∥
∫
∗
||ξ2|
α − |ξ1|
α|
1
2
2∏
i=1
fi(τi, ξi)
〈λi〉b
∥∥∥∥∥
L2
≤ c
2∏
i=1
‖fi‖L2
For J11,2, we have by (11) and (12)
‖J11,2‖L2 ≤ c
∥∥∥∥
∫
∗
χD11∩A2 |ξ|
α
2 〈λ〉b
′
f1(τ1, ξ1)〈λ1〉
−bf2(τ2, ξ2)〈λ2〉
ω−b
∥∥∥∥
L2
In D11 ∩ A2 we have
|ξ|
α
2 ≤ c||ξ|α − |ξ1|
α|
1
2 and 〈λ2〉ω−b ≤ 〈λ〉ω−b
such that, because of b′ + ω ≤ 0,
‖J11,2‖L2 ≤ c
∥∥∥K α2∗ (v1,F−1f2)∥∥∥
X0,0,−b
≤ c‖v1‖X0,0,b‖F
−1f2‖L2 = c
2∏
i=1
‖fi‖L2
for b > 1/2 by the estimate (8).
Let us now consider the region D12. We define the contributions
J12,0 =
∫
∗
χD12∩A|ξ|
1−ω〈ξ〉s−αω〈λ〉b
′
〈σ〉ω
2∏
i=1
|ξi|
ω〈ξi〉
αω−sfi(τi, ξi)
〈λi〉b〈σi〉ω
and, for k = 1, 2,
J12,k =
∫
∗
χD12∩Ak |ξ|
1−ω〈ξ〉s−αω〈λ〉b
′
〈σ〉ω
2∏
i=1
|ξi|
ω〈ξi〉
αω−sfi(τi, ξi)
〈λi〉b〈σi〉ω
In the subregionD12 ∩A we use
|ξ|−αb
′
〈ξ1〉
−b′ ≤ c〈λ〉−b
′
and
‖J12,0‖L2
≤ c
∥∥∥∥∥
∫
∗
χD12∩A|ξ|
1−ω+αb′〈ξ〉s−αω〈σ〉ω〈ξ1〉
b′+αω−s〈ξ2〉
αω−s
2∏
i=1
fi(τi, ξi)|ξi|
ω
〈λi〉b〈σi〉ω
∥∥∥∥∥
L2
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Using 〈ξ2〉αω−s〈ξ〉s−αω ≤ c and (12) this is bounded by∥∥∥∥∥
∫
∗
χD12∩A|ξ|
1+αb′ 〈ξ1〉
b′+αω−s+ω
mini=1,2〈σi〉ω
2∏
i=1
fi(τi, ξi)
〈λi〉b
∥∥∥∥∥
L2
Now, for b′ + ω ≤ 0 we estimate
|ξ|1+αb
′
≤ c|ξ|
α
2 〈ξ1〉
1−α2 +αb
′
since 1− α2 + αb
′ ≤ 0. Moreover,
1−
α
2
+ αb′ + b′ + αω − s+ ω − (1 + α)ω = 1−
α
2
+ αb′ + b′ − s
which is negative for
s ≥ α(−
1
2
+ b′) + 1 + b′
Therefore, choosing b′ ≤ min{−ω,− 14}, we continue for s ≥ −
3
4 (α − 1) with∥∥∥∥∥
∫
∗
χD12∩A|ξ|
α
2
2∏
i=1
fi(τi, ξi)
〈λi〉b
∥∥∥∥∥
L2
≤ c
∥∥∥I α2∗ (v1, v2)∥∥∥
L2
≤ c
2∏
i=1
‖fi‖L2
Next, we study the contribution of J12,1. We may assume that 〈λ1〉 ≥ 2〈λ〉, because
otherwise we use the same argument as in D12 ∩A. In D12 ∩A1 we exploit
|ξ|〈ξ1〉
1
α ≤ c〈λ1〉
1
α
We observe that
|λ1| = |τ1 − ξ1|ξ1|
α| ≤ |λ|+ c〈σ2〉 ⇒ 〈λ1〉 ≤ c〈σ2〉
and therefore
〈λ1〉
ω ≤ c min
i=1,2
〈σi〉
ω
This shows
‖J12,1‖L2 ≤ c
∥∥∥∥∥
∫
∗
χD12∩A1〈λ〉
b′ 〈ξ1〉
− 1α+ω+αω−s〈λ1〉
1
2−b〈λ2〉
−b
2∏
i=1
fi(τi, ξi)
∥∥∥∥∥
L2
We choose b > 12 and in D12 we have |ξ1| ≤ |ξ2|. Since we only consider s ≤
1
2 −
α
2
(which means ε ≤ α−14 ), we have
‖J12,1‖L2 ≤ c
∥∥∥∥∥
∫
∗
〈λ〉b
′
〈ξ2〉
1
2−
α
2−s〈λ2〉
−b
2∏
i=1
fi(τi, ξi)
∥∥∥∥∥
L2
With b′ ≤ − 14 and Sobolev in time we see
‖J12,1‖L2 ≤ c
∥∥∥F−1f1J 12−α2−sv2∥∥∥
L
4/3
t L
2
x
≤ c‖f1‖L2tL2x‖J
1
2−
α
2−sv2‖L4tL∞x
Finally, by (5)
‖J
1
2−
α
2−sv2‖L4tL∞x ≤ c‖v2‖X0,0,b = ‖f2‖L2
if 12 −
α
2 − s ≤
α−1
4 , which is equivalent to s ≥ −
3
4 (α − 1).
Now we turn to the contribution of D12 ∩A2, where we use
|ξ|−αb
′
〈ξ1〉
−b′ ≤ c〈λ2〉
−b′
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and it follows
‖J12,2‖L2
≤ c
∥∥∥∥∥
∫
∗
χD12∩A2 |ξ|
1+αb′ 〈ξ1〉
b′+ω+αω−s
mini=1,2〈σi〉ω
〈λ〉b
′
〈λ2〉
−b′−b〈λ1〉
−b
2∏
i=1
fi(τi, ξi)
∥∥∥∥∥
L2
We have
〈λ〉b
′
〈λ2〉
−b′−b ≤ 〈λ〉−b
and
min
i=1,2
〈σi〉
ω ≥ 〈ξ1〉
(1+α)ω
and if b′ ≤ −ω we have 1 + αb′ − α2 ≤ 0 and therefore
|ξ|1+αb
′
≤ c|ξ|
α
2 〈ξ1〉
1+αb′−α2
If b′ ≤ − 14 and s ≥ −
3
4 (α− 1) we estimate b
′ − s+ 1 + αb′ − α2 ≤ 0 and
|ξ|
α
2 ≤ c||ξ|α − |ξ1|
α|
1
2
and therefore, by the dual bilinear Strichartz estimate (8)
‖J12,2‖L2 ≤ c
∥∥∥∥∥
∫
∗
||ξ|α − |ξ1|
α|
1
2 〈λ〉−b〈λ1〉
−b
2∏
i=1
fi(τi, ξi)
∥∥∥∥∥
L2
≤ c
2∏
i=1
‖fi‖L2
This completes the discussion of the subregionD1.
Let us now consider the domain D2, where |ξ1| ≤ |ξ2| ≤ 4|ξ1|, |ξ| ≤ 2|ξ2| and |ξ| ≤
5|ξ1|. We subdivide D2 = D21 ∪D22, where in
D21 : ξ1ξ2 > 0 or |ξ| ≥
1
2
|ξ1| or |ξ2| ≤ 1
and in
D22 : ξ1ξ2 < 0 and |ξ| ≤
1
2
|ξ1| and |ξ2| ≥ 1
additionally hold. As above, we define for j = 1, 2
J2j,0 =
∫
∗
χD2j∩A|ξ|
1−ω〈ξ〉s−αω〈λ〉b
′
〈σ〉ω
2∏
i=1
|ξi|
ω〈ξi〉
αω−sfi(τi, ξi)
〈λi〉b〈σi〉ω
and for k = 1, 2
J2j,k =
∫
∗
χD2j∩Ak |ξ|
1−ω〈ξ〉s−αω〈λ〉b
′
〈σ〉ω
2∏
i=1
|ξi|
ω〈ξi〉
αω−sfi(τi, ξi)
〈λi〉b〈σi〉ω
We start with the discussion ofD21, where all frequencies are of comparable size or smaller
then a constant, which shows that
|ξ|1−ω〈ξ〉s−αω |ξ1|
ω|ξ2|
ω〈σ〉ω
〈ξ1〉s−αω〈ξ2〉s−αω〈σ1〉ω〈σ2〉ω
≤ c〈ξ〉1−s
Therefore,
‖J21,0‖L2 ≤ c
∥∥∥∥∥
∫
∗
χD21∩A〈ξ〉
1−s〈λ〉b
′
2∏
i=1
fi(τi, ξi)
〈λi〉b
∥∥∥∥∥
L2
In A we have
〈ξ〉−b
′(1+α) ≤ c〈λ〉−b
′
AN IMPROVED BILINEAR ESTIMATE FOR BENJAMIN-ONO TYPE EQUATIONS 9
and we use the Strichartz estimate (5) to conclude
‖J21,0‖L2 ≤ c
∥∥∥∥
∫
∗
〈ξ〉1−s+b
′(1+α)−α−14 〈ξ1〉
α−1
4 Fv1(τ1, ξ1)Fv2(τ2, ξ2)
∥∥∥∥
L2
≤ c‖J
α−1
4 v1‖L4tL∞x ‖v2‖L4tL2x ≤ c
2∏
i=1
‖fi‖L2
since 1− s+ b′(1 + α)− α−14 ≤ 0, which is equivalent to
5
4 + b
′ − α4 + αb
′ ≤ s. This is
fulfilled for b′ ≤ − 12 +
ε
3 . In A1 we have
〈ξ〉b(1+α) ≤ c〈λ1〉
b
and we use Sobolev in time and the Strichartz estimate (5) to conclude for b′ ≤ − 14
‖J21,1‖L2 ≤ c
∥∥∥∥
∫
∗
〈ξ〉1−s−b(1+α)−
α−1
4 〈λ〉b
′
f1(τ1, ξ1)〈ξ2〉
α−1
4 Fv2(τ2, ξ2)
∥∥∥∥
L2
≤ c‖F−1f1J
α−1
4 v2‖L4/3t L2x
≤ c‖f1‖L2tx‖J
α−1
4 v2‖L4tL∞x
≤ c
2∏
i=1
‖fi‖L2
The same argument applies to J21,2 by exchanging the roles of f1, f2.
Finally, we turn to the contributions from the region D22. Here, we have ξ1ξ2 < 0.
Therefore, we may write ξ1 = βξ2 for β ∈ [−1,− 14 ]. By the mean value theorem, this
shows
||ξ1|
α − |ξ2|
α|
1
2 = ||β|α − 1|
1
2 |ξ2|
α
2 ≥
1
2
||β| − 1|
1
2 |ξ2|
α
2 =
1
2
|ξ|
1
2 |ξ2|
α−1
2 (13)
Let us start with the subregionA. We have
〈σ〉ω ≤ c〈λ〉ω + cχ|ξ|≥1〈ξ〉
ω+αω
which shows
‖J22,0‖L2 ≤c
∥∥∥∥∥
∫
∗
χD22∩A|ξ|
1−ω〈ξ〉s−αω〈λ〉b
′+ω
2∏
i=1
|ξi|
ω〈ξi〉
αω−sfi(τi, ξi)
〈λi〉b〈σi〉ω
∥∥∥∥∥
L2
+ c
∥∥∥∥∥
∫
∗
χD22∩Aχ|ξ|≥1〈ξ〉
1+s〈λ〉b
′
2∏
i=1
|ξi|
ω〈ξi〉
αω−sfi(τi, ξi)
〈λi〉b〈σi〉ω
∥∥∥∥∥
L2
Using
|ξ|−b
′−ω〈ξ2〉
−αb′−αω ≤ c〈λ〉−b
′−ω
and (13) we see that the first term is bounded by∥∥∥∥∥
∫
∗
χD22∩A|ξ|
1+b′〈ξ〉s−αω〈ξ2〉
−2s+αb′+αω
2∏
i=1
fi(τi, ξi)
〈λi〉b
∥∥∥∥∥
L2
≤c
∥∥∥∥∥
∫
∗
〈ξ〉
1
2+b
′+s−αω〈ξ2〉
−2s+αb′+αω−α−12 ||ξ1|
α − |ξ2|
α|
1
2
2∏
i=1
fi(τi, ξi)
〈λi〉b
∥∥∥∥∥
L2
If b′ ≤ − 14 and ε ≤
1
4 , then
1
2 + b
′ + s − αω ≤ 0. Moreover, for b′ ≤ − 12 + ε, we have
−2s+ αb′ + αω − α−12 ≤ 0. Then, by the bilinear Strichartz estimate (7) this is bounded
by
. . . ≤ c
∥∥∥∥∥
∫
∗
||ξ1|
α − |ξ2|
α|
1
2
2∏
i=1
fi(τi, ξi)
〈λi〉b
∥∥∥∥∥
L2
≤ c
2∏
i=1
‖fi‖L2
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For the second term we use
|ξ|−b
′
〈ξ2〉
−αb′ ≤ c〈λ〉−b
′
and find with (13)
. . . ≤ c
∥∥∥∥∥
∫
∗
χD22∩Aχ|ξ|≥1〈ξ〉
s+1+b′ 〈ξ2〉
αb′−2s
2∏
i=1
fi(τi, ξi)
〈λi〉b
∥∥∥∥∥
L2
≤ c
∥∥∥∥∥
∫
∗
〈ξ〉
1
2+s+b
′
〈ξ2〉
αb′−2s−α−12 ||ξ1|
α − |ξ2|
α|
1
2
2∏
i=1
fi(τi, ξi)
〈λi〉b
∥∥∥∥∥
L2
We only consider ε < 34 (α − 1). Then, for b
′ ≤ − 12 +
3
4 (α − 1) − ε we observe that
1
2 + s + b
′ ≤ 0. Moreover αb′ − 2s − α−12 ≤ 0 for b
′ ≤ − 12 + ε. Using the bilinear
Strichartz estimate (7), we arrive at
‖J22,0‖L2 ≤ c
2∏
i=1
‖fi‖L2
Next, we consider the subregionA1. We have
〈σ〉ω ≤ c〈λ1〉
ω + cχ|ξ|≥1〈ξ〉
ω+αω
which shows
‖J22,1‖L2 ≤c
∥∥∥∥∥
∫
∗
χD22∩A1 |ξ|
1−ω〈ξ〉s−αω〈ξ2〉
−2s〈λ〉b
′
〈λ1〉
−b+ω〈λ2〉
−b
2∏
i=1
fi(τi, ξi)
∥∥∥∥∥
L2
+ c
∥∥∥∥∥
∫
∗
χD22∩A1χ|ξ|≥1〈ξ〉
1+s〈λ〉b
′
〈λ1〉
−b〈λ2〉
−b〈ξ2〉
−2s
2∏
i=1
fi(τi, ξi)
∥∥∥∥∥
L2
As above, by
|ξ|−b
′−ω〈ξ2〉
−αb′−αω ≤ c〈λ1〉
−b′−ω
we see that the first term is bounded by∥∥∥∥∥
∫
∗
χD22∩A|ξ|
1+b′〈ξ〉s−αω〈ξ2〉
−2s+αb′+αω〈λ〉−b〈λ2〉
−b
2∏
i=1
fi(τi, ξi)
∥∥∥∥∥
L2
≤ c
∥∥∥∥∥
∫
∗
〈ξ〉1+b
′+s−αω〈ξ2〉
−2s+αb′+αω−α2 ||ξ|α − |ξ2|
α|
1
2 〈λ〉−b〈λ2〉
−b
2∏
i=1
fi(τi, ξi)
∥∥∥∥∥
L2
Here, we used that due to |ξ| ≤ 34 |ξ2| and |ξ2| ≥ 1 we have
||ξ|α − |ξ2|
α|
1
2 ≥ c〈ξ2〉
α
2
By estimating 〈ξ〉 12 ≤ 〈ξ2〉
1
2 and with the same restrictions on s, b′ as above we may apply
the dual bilinear Strichartz estimate (8) and get
. . . ≤ c
∥∥∥∥∥
∫
∗
||ξ|α − |ξ2|
α|
1
2 〈λ〉−b〈λ2〉
−b
2∏
i=1
fi(τi, ξi)
∥∥∥∥∥
L2
≤ c
2∏
i=1
‖fi‖L2
For the second term we use
|ξ|−b
′
〈ξ2〉
−αb′ ≤ c〈λ1〉
−b′
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and find
. . . ≤ c
∥∥∥∥∥
∫
∗
〈ξ〉1+s+b
′
〈ξ2〉
αb′−2s−α2 ||ξ|α − |ξ2|
α|
1
2 〈λ〉−b〈λ2〉
−b
2∏
i=1
fi(τi, ξi)
∥∥∥∥∥
L2
≤ c
2∏
i=1
‖fi‖L2
by (8) with the same restrictions on s, b′, b as in the region A, since 〈ξ〉 12 ≤ 〈ξ2〉 12 .
Finally, we turn to the region A2. In D22 the frequencies ξ1 and ξ2 are of comparable
size and due to |ξ| ≤ 12 |ξ1| and |ξ1| ≥
1
4 |ξ2| ≥
1
4 we have
||ξ|α − |ξ1|
α|
1
2 ≥ c〈ξ1〉
α
2
Now we use the same argument as A1 with the roles of f1, f2 exchanged.
This finishes the proof of the bilinear estimate for s = s0 = − 34 (α−1)+ε, for ε ≤
α−1
4 .
The restrictions on b′ can be summarized to
b′ ≤ min{−
1
4
,−ω,−
1
2
+
ε
3
,−
1
2
+
3
4
(α− 1)− ε}
For b we assumed 12 < b < b
′ + 1. Now we turn to the case s > s0 = − 34 (α− 1) + ε. Let
ρ = s− s0. Because of
〈ξ〉ρ ≤ c〈ξ1〉
ρ + c〈ξ2〉
ρ
we see
‖∂x(u1u2)‖Xs,ω,b′ ≤ c‖∂x(J
ρu1u2)‖Xs0,ω,b′ + ‖∂x(u1J
ρu2)‖Xs0,ω,b′
≤ c‖u1‖Xs,ω,b‖u2‖Xs0,ω,b + ‖u1‖Xs0,ω,b‖u2‖Xs,ω,b
This proves that for all s ≥ s0 > − 34 (α − 1) we find suitable b
′ ∈ (− 12 , 0) and b ∈
(12 , b
′ + 1) such that the bilinear estimate holds true. 
6. AN A PRIORI BOUND
This section is devoted to the proof of an a priori bound for the H(0,ω) norm, which
allows an iteration of the local argument to prove global well-posedness for s ≥ 0.
Lemma 6.1. Let s ≥ 0. There exists C > 0, such that for all smooth, real valued solutions
u of (1), we have
sup
t∈[−T,T ]
‖u(t)‖H(0,ω) ≤ C‖u(0)‖H(0,ω) + CT ‖u(0)‖
2
H(0,ω)
(14)
Proof. We easily verify the conservation law
‖u(t)‖2L2 = ‖u(0)‖
2
L2, t ∈ (−T, T )
Therefore it suffices to prove an a priori estimate for the low frequency part in H˙−ω. Let
ψ ∈ C∞0 ([−2, 2]) be nonnegative with ψ|[−1,1] ≡ 1. We define
Fxv(t)(ξ) = ψ(ξ)|ξ|
−ωFxu(t)(ξ)
The function v solves the equation
vt − |D|
αvx = f in (−T, T )× R
v(0) = v0
where Fxv0(ξ) = ψ(ξ)|ξ|−ωFxu(0)(ξ) and
Fxf(t)(ξ) = −
i
2
ψ(ξ)ξ|ξ|−ωFxu
2(t)(ξ)
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For fixed t we estimate
‖f(t)‖L2x ≤c‖ψ(ξ)Fxu
2(t)(ξ)‖L2ξ ≤ c‖Fxu
2(t)‖L∞
ξ
≤c‖u2(t)‖L1x ≤ c‖u(t)‖
2
L2x
This shows
‖v‖L∞T L2x ≤ c‖v0‖L2x + c‖f‖L1TL2x ≤ c‖u(0)‖H(0,ω) + cT ‖u‖
2
L∞T L
2
x
≤ c‖u(0)‖H(0,ω) + cT ‖u(0)‖
2
H(0,ω)

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