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ORDERS OF ACCUMULATION OF ENTROPY
DAVID BURGUET AND KEVIN MCGOFF
Abstract. For a continuous map T of a compact metrizable space X with
finite topological entropy, the order of accumulation of entropy of T is a count-
able ordinal that arises in the context of entropy structure and symbolic ex-
tensions. We show that every countable ordinal is realized as the order of
accumulation of some dynamical system. Our proof relies on functional analy-
sis of metrizable Choquet simplices and a realization theorem of Downarowicz
and Serafin. Further, if M is a metrizable Choquet simplex, we bound the
ordinals that appear as the order of accumulation of entropy of a dynamical
system whose simplex of invariant measures is affinely homeomorphic to M .
These bounds are given in terms of the Cantor-Bendixson rank of ex(M), the
closure of the extreme points of M , and the relative Cantor-Bendixson rank of
ex(M) with respect to ex(M). We also address the optimality of these bounds.
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2 DAVID BURGUET AND KEVIN MCGOFF
1. Introduction
In this paper, a topological dynamical system is a pair (X,T ), where X is a
compact metrizable space and T is a continuous mapping of X to itself. For such
a system (X,T ), the topological entropy htop(T ) provides a well-studied measure
of the topological dynamical complexity of the system. We only consider systems
with htop(T ) <∞. Let M(X,T ) be the space of Borel probability measures on X
which are invariant under T . The entropy function h : M(X,T ) → [0,∞), where
h(µ) is the metric entropy of the measure µ, quantifies the amount of complexity
in the system that lies on generic points for µ. In this sense, the entropy func-
tion h describes both where and how much complexity lies in the system. The
theory of entropy structures developed by Downarowicz [10] produces a master en-
tropy invariant in the form of a distinguished class of sequences of functions on
M(X,T ) whose limit is h. The entropy structure of a dynamical system completely
determines almost all previously known entropy invariants such as the topological
entropy, the entropy function on invariant measures, the tail entropy (or topological
conditional entropy [19]), the symbolic extension entropy, and the symbolic exten-
sion entropy function. Entropy structure also produces new entropy invariants,
such as the order of accumulation of entropy. Furthermore, the theory of entropy
structures and symbolic extensions provides a rigorous description of how entropy
emerges on refining scales. Entropy structures and the closely related theory of
symbolic extensions [3] have attracted interest in the dynamical systems literature
[1, 4, 5, 7, 10, 11, 12], especially with the intention of using entropy structure to
obtain information about symbolic extensions for various classes of smooth systems.
The purpose of the current work is to investigate a new entropy invariant arising
from the theory of entropy structures: the order of accumulation of entropy, which
is denoted α0(X,T ).
Given a dynamical system (X,T ), one may associate a particular sequence
H(T ) = (hk) to (X,T ) with the following properties [10]:
(1) (hk) is a non-decreasing sequence of harmonic, upper semi-continuous func-
tions from M(X,T ) to [0,∞);
(2) limk hk = h;
(3) hk+1 − hk is upper semi-continuous for every k.
This sequence, or any sequence uniformly equivalent to it (Definition 2.18), is called
an entropy structure for the system (X,T ) [10]. This distinguished uniform equiv-
alence class of sequences is an invariant of topological conjugacy of the system [10].
Consequently, we sometimes refer to the entire uniform equivalence class of H as
the entropy structure of the system (X,T ).
Associated to a non-decreasing sequence H = (hk) of functions hk :M → [0,∞],
where M is a compact metrizable space, there is a transfinite sequence of functions
uα : M → [0,∞], indexed by the ordinals and defined by transfinite induction
as follows. Let f˜ denote the upper semi-continuous envelope of the function f
(Definition 2.14; by convention f˜ ≡ ∞ if f is unbounded). Let τk = h− hk. Then
• let u0 ≡ 0;
• if uα has been defined, let uα+1 = limk u˜α + τk;
• if uβ has been defined for all β < α for a limit ordinal α, let uα = ˜supβ<α uβ.
The sequence (uα) is non-decreasing in α and does not depend on the particular
representative of the uniform equivalence class of H. Since M is compact and
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metrizable, an easy argument (given in [3]) implies that there exists a countable
ordinal α such that uβ ≡ uα for all β ≥ α. The least ordinal α with this property
is denoted α0(H) and is called the order of accumulation of H. In the case when
M = M(X,T ) and H is an entropy structure for (X,T ), the order of accumulation
of entropy of (X,T ) is defined as α0(H). Because the entropy structure of (X,T ) is
invariant under topological conjugacy, the sequence (uα) associated to (X,T ) and
the order of accumulation α0(X,T ) are invariants of topological conjugacy.
To explain the meaning of α0(X,T ) and uα0(X,T ), we discuss symbolic extensions
and their relationship to entropy structures. A symbolic extension of (X,T ) is a
(two-sided) subshift (Y, S) on a finite number of symbols, along with a continuous
surjection π : Y → X (the factor map of the extension) such that π ◦ S = T ◦ π.
Symbolic extensions have been important tools in the study of some dynamical
systems, in particular uniformly hyperbolic systems. A symbolic extension serves
as a “lossless finite encoding” of the system (X,T ) [10]. If π is the factor map
of a symbolic extension (Y, S), we define the extension entropy function hπext :
M(X,T )→ [0,∞) for µ in M(X,T ) by
hπext(µ) = max{h(ν) : π
∗µ = ν}.
The number hπext(µ) represents the amount of complexity above the measure µ in
the symbolic extension. The symbolic extension entropy function of a dynamical
system (X,T ), hsex :M(X,T )→ [0, ∞], is defined for µ in M(X,T ) as
hsex(µ) = inf{h
π
ext(µ) : π is the factor map of a symbolic extension of (X,T )},
where the infimum is understood to be ∞ if (X,T ) admits no symbolic extensions.
The symbolic extension entropy function measures the amount of entropy that must
be present above each measure in any symbolic extension of the system. Finally,
we define the residual entropy function hres :M(X,T )→ [0,∞] as hres = hsex − h.
The residual entropy function then measures the amount of entropy that must be
added above each measure in any symbolic extension of the system. The functions
hres and hsex give much finer information about the complexity of the system than
the entropy function h. These quantities are related to the entropy structure of the
system by the following remarkable result of Boyle and Downarowicz.
Theorem 1.1 ([3]). Let X be a compact metrizable space and T : X → X a
continuous map. Let H be an entropy structure for (X,T ). Then
hsex = h+ u
H
α0(X,T )
.
The conclusion of the theorem may also be stated as uα0(X,T ) = hres. In this
sense, the order of accumulation α0(X,T ) and the function uα0(X,T ) each measures
a residual complexity in the system that is not detected by the entropy function h.
The order of accumulation of entropy measures, roughly speaking, over how many
distinct layers residual entropy emerges in the system [3]. It is then natural to ask
the following question.
Question 1.2. Which countable ordinals can be realized as the order of accumu-
lation of entropy of a dynamical system?
It is shown in [3] that all finite ordinals can be realized as the order of accu-
mulation of dynamical system. There are constructions in [4, 12] (built for other
purposes) that show that some infinite ordinals are realized in this way, but these
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constructions do not allow one to determine exactly which ordinals appear. More-
over, it is stated without proof in [10] that all countable ordinals are realized.
We prove that all countable ordinals can be realized as the order of accumulation
of entropy for a dynamical system (Corollary 4.5), answering Question 1.2. On
account of the realization theorem of Downarowicz and Serafin (restated as Theorem
A.1 in this work), this result reduces to establishing the following result, which is
purely functional analytic.
Theorem 1.3. For every countable ordinal α, there exists a metrizable Choquet
simplex M and a sequence of functions H = (hk) on M such that
• (hk) is a non-decreasing sequence of harmonic, upper semi-continuous func-
tions from M to [0,∞);
• limk hk exists and is bounded;
• hk+1 − hk is upper semi-continuous for every k;
• α0(H) = α.
Building on the approach of Downarowicz and Serafin to reduce questions in the
theory of entropy structure to the study of functional analysis, we also consider
what constraints, if any, the simplex of invariant measures may place on orders of
accumulation of entropy.
Question 1.4. Given a metrizable Choquet simplexM , which ordinals can be real-
ized as the order of accumulation of a dynamical system (X,T ) such that M(X,T )
is affinely homeomorphic to M?
For a metrizable Choquet simplex M , we let S(M) denote the set of all ordinals
that can be realized as the order of accumulation of a sequence H on M satisfying
properties (1)-(3). The realization theorem of Downarowicz and Serafin (Theorem
A.1) reduces Question 1.4 to the following question in functional analysis.
Question 1.5. Given a metrizable Choquet simplex M , which ordinals are in
S(M)?
Theorem 5.3 answers Question 1.5 (and therefore Question 1.4) completely in the
event that M is a Bauer simplex by giving a precise description of S(M) in terms
of the Cantor-Bendixson rank of the extreme points of M . Theorem 6.5 addresses
the general case, giving constraints on S(M) in terms of Cantor-Bendixson rank
of the closure E of the space E = ex(M) of extreme points of M and the relative
Cantor-Bendixson rank of E with respect to E. Theorems 6.6 and 6.10 address the
optimality of these constraints, and Section 6.3 summarizes our progress on this
question and poses some remaining questions.
In the language of dynamical systems, if M is a metrizable Choquet simplex,
we have found constraints on the orders of accumulation of entropy that appear
within the class of all dynamical systems (X,T ) such that M(X,T ) is affinely
homeomorphic to M . These constraints are in terms of the Cantor-Bendixson
ranks of the closure E of the space E of ergodic measures and the relative Cantor-
Bendixson rank of E with respect to E.
2. Preliminaries
2.1. Ordinals. We assume a basic familiarity with the ordinal numbers, ordinal
arithmetic, and transfinite induction. The relevant sections in [22] provide a good
introduction. Here we briefly recall some notions that are used in this work.
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We view the ordinal α as the set {β : β < α}. The symbols ω and ω1 will
always be used to denote the first infinite ordinal and the first uncountable ordinal,
respectively.
Definition 2.1. An ordinal α is irreducible if whenever α = α1+α2 with α1 ≥ α2,
it follows that α2 = 0.
Recall the well-known Cantor Normal Form of an ordinal.
Theorem 2.2. For every ordinal α > 0, there exists natural numbers n1, . . . , nk
and ordinals β1 > · · · > βk such that α = ω
β1n1 + · · · + ω
βknk. Furthermore, the
numbers n1, . . . , nk and the ordinals β1, . . . , βk are unique.
The following corollary is an easy consequence of the Cantor Normal Form.
Corollary 2.3. An ordinal α > 0 is irreducible if and only if there exists an ordinal
β such that α = ωβ.
In light of this corollary, one can view the Cantor Normal Form of α as a de-
composition of α into a finite sum of irreducible ordinals.
The following corollary is then a simple consequence of Corollary 2.3 and the
fact that any non-zero ordinal β is either a successor ordinal or a limit ordinal.
Corollary 2.4. If α > 0 is countable and irreducible, then either (i) there exists
an irreducible ordinal α˜ < α such that supn∈N α˜n = α, or (ii) there exists a strictly
increasing sequence of irreducible ordinals (αk)k∈N such that supk∈N αk = α.
Any ordinal α can be viewed as a topological space with the order topology
(sets of the form {γ ∈ α : γ < β} or {γ ∈ α : β < γ} form a subbase for the
topology). With this topology, α is a completely normal, Hausdorff space, and if
α is countable, then it is a Polish space (see below for definition). The space α is
compact if and only if α is a successor ordinal. The accumulation points in α are
exactly the limit ordinals in α.
For ease of notation, if α is a successor ordinal, let α − 1 denote the unique
ordinal β such that α = β + 1. Also, for countable ordinals α ≤ β, we will write
[α, β] to denote the ordinal interval {γ : α ≤ γ ≤ β}. If β = ω1, we make the
convention that [α, β] = {γ : α ≤ γ < β}. We also make use of the notation
]α, β[= {γ : α < γ < β}, as well as the other possible “half-open” and “half-closed”
notations.
2.2. Polish Spaces. A general reference that covers Polish spaces is [24]. We
recall that a topological space E is a Polish space if it is separable and completely
metrizable. In particular, any compact metrizable space is Polish. Moreover, any
closed subset of a Polish space is itself a Polish space. Some of the definitions and
statements below hold for more general topological spaces, but we require them
only in the case of Polish spaces.
For any Polish space E, let E′ denote the set of accumulation points of E,
E′ = {x ∈ E : ∃(xn) ⊂ E \ {x}, xn → x}.
Note that E′ is closed in E.
A subset A of a Polish space E is a perfect set if A is a compact subset of E and
A contains no isolated points (in the subspace topology). The following result is a
special case of the Cantor-Bendixson Theorem.
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Theorem 2.5. Let E be a Polish space. Then E = C ∪ A, where C is countable,
A is closed and has no isolated points, and C ∩ A = ∅.
We will also use the following fact (see [24]). Let C denote the Cantor space.
Theorem 2.6. Let A be a non-empty Polish space with no isolated points. Then
there is an embedding of C into A.
The following statement is an immediate corollary of the previous two theorems.
Corollary 2.7. Let E be any uncountable Polish space. Then there is an embedding
of C into E.
The following corollary is an easy consequence of Corollary 2.7.
Corollary 2.8. Let E be an uncountable Polish space. Then for every countable
ordinal α and every natural number n, there exists an embedding g : ωαn+1→ E.
2.3. Cantor-Bendixson Rank. Given a Polish space E, we now use transfinite
induction to define a transfinite sequence of topological spaces, {Γα(E)}. Let
Γ0(E) = E. If Γα(E) has been defined, then let Γα+1(E) = (Γα(E))′ ⊂ Γα(E). If α
is a limit ordinal and Γβ(E) is defined for all β < α, then let Γα(E) = ∩β<αΓβ(E).
Each set Γα(E) is closed in E and therefore Polish.
Note that Γα(E) = Γα+1(E) implies that Γα(E) has no isolated points (in the
subspace topology) and then that Γβ(E) = Γα(E) for all β > α. For any Polish
space E, Theorem 2.5 implies that there exists a countable ordinal α such that
Γα(E) = Γα+1(E).
Definition 2.9. With the notation above, the Cantor-Bendixson rank of the
space E, denoted |E|CB, is defined to be the least ordinal α such that Γα(E) =
Γα+1(E).
When E is compact, Γ|E|CB(E) is a perfect set (which may be the empty set).
Now we mention a pointwise version of Cantor-Bendixson rank.
Definition 2.10. Let E be a Polish space, and let x be in E. We define the
topological rank of x, r(x), to be
r(x) =
{
sup{α : x ∈ Γα(E)} if x /∈ Γ|E|CB (E)
ω1 if x ∈ Γ|E|CB (E).
The following proposition follows directly from the definitions and compactness.
Proposition 2.11. Let E be a countable, compact Polish space. Then
(1) |E|CB is a successor ordinal.
(2) If |E|CB = α+1, then Γα(E) is a non-empty, finite set, and Γα+1(E) = ∅.
(3) |E|CB =
(
supx∈E r(x)
)
+ 1 =
(
maxx∈E r(x)
)
+ 1.
Now we state a well-known classification of countable, compact Polish spaces,
due to Mazurkiewicz and Sierpin´ski [18, p. 21]. We denote the cardinality of a set
E by |E|.
Theorem 2.12. Let E and F be countable, compact Polish spaces, and assume that
|E|CB = α + 1. Then E and F are homeomorphic if and only if |E|CB = |F |CB
and |Γα(E)| = |Γα(F )|.
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Remark 2.13. Let α be a countable ordinal. Then Γα(ωα + 1) = {ωα} and |ωα +
1|CB = α + 1. It follows from Theorem 2.12 that if γk is any increasing sequence
of ordinals such that supk γk = ω
α, then ωα + 1 is homeomorphic to the one-point
compactification of the disjoint union of the spaces γk, with the point at infinity
corresponding to ωα.
Note that for any countable ordinal α, the space ωαn+1 has Cantor-Bendixson
rank α+1 and exactly n points of topological rank α given by ωαk for k = 1, . . . , n.
Then by the above classification, the space ωαn+1 provides a representative of the
homeomorphism class of countable, compact Polish spaces with Cantor-Bendixson
rank α+ 1 and n points of topological rank α.
2.4. Upper-semicontinuity. Now we consider functions f : E → R, where E is
a metrizable space. For such a function f , we let ||f || = supx∈E |f(x)|, where the
supremum is taken to be +∞ if f is unbounded.
Definition 2.14. Let E be a compact metrizable space, and let f : E → R. Then
f is upper semi-continuous (u.s.c.) if one of the following equivalent conditions
holds:
(1) f = infα gα for some family {gα} of continuous functions;
(2) f = limn gn for some nonincreasing sequence (gn)n∈N of continuous func-
tions;
(3) For each r ∈ R, the set {x : f(x) ≥ r} is closed;
(4) lim supy→x f(y) ≤ f(x), for all x ∈ E.
For any f : E → R, the upper semi-continuous envelope of f , written f˜ , is
defined, for all x in E, by
f˜(x) =
{
inf{g(x) : g is continuous, and g ≥ f}, if f is bounded
+∞, if f is unbounded.
Note that when f is bounded, f˜ is the smallest u.s.c. function greater than or
equal to f and satisfies
f˜(x) = max
(
f(x), lim sup
y→x
f(y)
)
.
It is immediately seen that for any f, g : E → R, f˜ + g ≤ f˜ + g˜, with equality
holding if f or g is continuous.
Definition 2.15. Let π : E → F be a continuous map. If f : F → R is any
function, we define the lift of f , denoted πf , to be the function given by f ◦ π.
If π : E → F is a surjection and f : E → R is bounded, then the projection of
f , denoted f [F ], is the function defined on F by
f [F ](x) = sup
y∈π−1(x)
f(y).
Remark 2.16. Let π : E → F be a continuous surjection.
(1) If f : F → R, then (πf)[F ] = f .
(2) If f : E → R, then π(f [F ]) ≥ f , and the inequality is strict in general.
(3) If f : E → R is u.s.c., then f [F ] is also u.s.c. and the supremum is attained.
(4) If f : F → R is u.s.c., then πf is also u.s.c.
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2.5. Candidate Sequences.
Definition 2.17. A candidate sequence on a compact, metrizable space E is a
non-decreasing sequence H = (hk) of non-negative, real-valued functions on E that
converges pointwise to a function h. We often write limH = h. We always assume
by convention that h0 ≡ 0.
A candidate sequence H has u.s.c. differences if hk+1 − hk is u.s.c. for all k.
Note that in this case each hk is u.s.c., since h0 ≡ 0. If H has u.s.c. differences,
we may also refer to H as a u.s.c.d. candidate sequence, or we may write that H is
u.s.c.d.
Given a candidate sequence H, it is natural to seek a precise description of the
manner in which hk converges to h. For example, is this convergence uniform or
not? The notion of uniform equivalence, as defined by Downarowicz in [10], captures
exactly the manner in which hk converges to h.
Definition 2.18. Let H and F be two candidate sequences on a compact, metriz-
able space E. We say that H uniformly dominates F , written H ≥ F , if for all
ǫ > 0, and for each k, there exists ℓ, such that fk ≤ hℓ + ǫ.
The candidate sequences H and F are uniformly equivalent, written H ∼= F ,
if H ≥ F and F ≥ H.
Note that uniform equivalence is in fact an equivalence relation.
3. Basic Constructions
3.1. Order Of Accumulation.
Definition 3.1. Let H be a candidate sequence on E. The transfinite sequence
associated to H, which we write as (uHα ) or (uα), is defined by transfinite induction
as follows. Let τk = h− hk. Then
• let u0 ≡ 0;
• if uα has been defined, let uα+1 = limk u˜α + τk;
• if uβ has been defined for all β < α for a limit ordinal α, let uα = ˜supβ<α uβ.
Note that for each α, either uα ≡ +∞ or uα is u.s.c. (since a non-increasing
limit of u.s.c. functions is u.s.c.). Furthermore, the sequence (uα) is non-decreasing
in α. It is also sub-additive in the following sense.
Proposition 3.2. Let H be a candidate sequence on E. Then for any two ordinals
α and β,
uα+β ≤ uα + uβ.
Proof. Let α be any ordinal. We prove the statement by transfinite induction on β.
For β = 0, the statement is trivial. Now assume by induction that the statement
is true for γ < β. If β is a successor ordinal, then by the inductive hypothesis,
uα+β = lim
k
˜(uα+(β−1) + τk) ≤ uα + lim
k
˜(uβ−1 + τk) = uα + uβ.
If β is a limit ordinal, then by the inductive hypothesis,
uα+β = ˜sup
γ<β
uα+γ ≤ uα + s˜up
γ<β
uγ ≤ uα + uβ.

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If H is a candidate sequence on E, then by Theorem 3.3 in [3], there exists a
countable ordinal α such that the associated transfinite sequence satisfies uα =
uα+1, which then implies that uβ = uα for all β > α.
Definition 3.3. In this setting, the least ordinal α such that uα = uα+1 is called
the order of accumulation of the candidate sequence H, which we write as either
α0(H) or αH0 .
Both the transfinite sequence and the order of accumulation are independent of
the choice of representative of uniform equivalence class [10].
While it is true that uα = uα+1 implies uα = uβ for all β > α, it is not true
that for a fixed x, uα(x) = uα+1(x) implies uβ(x) = uα(x) for all β > α. In fact, in
many of the constructions in Section 4 there is a point 0 and an ordinal α such that
uγ(0) = 0 for all γ < α and uα(0) = a > 0. Nonetheless, we make the following
definition.
Definition 3.4. Let H be a candidate sequence on E. Then for each x in E, we
define the pointwise order of accumulation of H at x, αH0 (x) or α0(x), as
αH0 (x) = inf{α : uβ(x) = uα(x) for all β > α}.
Remark 3.5. Note that αH0 (x) is always a countable ordinal, and
α0(H) = sup
x∈E
αH0 (x).
The following proposition relates the pointwise topological rank (Definition 2.10)
to the pointwise order of accumulation.
Proposition 3.6. Let H be a candidate sequence on E. Then for any x in E,
α0(x) ≤
{
r(x) if r(x) is finite
r(x) + 1 if r(x) is infinite.
Proof. The proof proceeds by transfinite induction on r(x). If r(x) = 0 it is easily
seen that uγ(x) = 0 for all γ and α0(x) = 0.
Suppose the statement is true for all y with r(y) < α, and fix x with r(x) = α. If
α is finite, let ǫ = α, and if α is infinite, let ǫ = α+ 1. We show that for all β > α,
uβ(x) = uǫ(x), and here we use transfinite induction on β > α. Note that there
is an open neighborhood U of x such that for all y in U , r(y) < r(x). Thus any
real-valued function f on E satisfies lim supy→x f(y) = lim supy→x, r(y)<r(x) f(y).
Suppose β > α is a successor. Then
˜(uβ−1 + τk)(x) = max
(
lim sup
y→x
r(y)<α
(uβ−1 + τk)(y), (uβ−1 + τk)(x)
)
.
Applying the induction hypotheses to all y with r(y) < α and uβ−1(x) gives that
˜(uβ−1 + τk)(x) = max
(
lim sup
y→x
r(y)<α
(uǫ−1 + τk)(y), (uǫ + τk)(x)
)
.
Letting k tend to infinity, we obtain uβ(x) = uǫ(x).
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Suppose β is a limit ordinal. Then the inductive hypotheses imply
uβ(x) = max
(
lim sup
y→x
r(y)<α
sup
γ<β
uγ(y), sup
γ<β
uγ(x)
)
= max
(
lim sup
y→x
r(y)<α
uǫ−1(y), sup
γ<β
uǫ(x)
)
= uǫ(x).

It follows from the proof of Theorem 5.3 that these pointwise bounds on α0(x)
are optimal. Also, combining Remark 3.5, Proposition 3.6, and Proposition 2.11
(3), we obtain the following result.
Corollary 3.7. Let H be a candidate sequence on a countable, compact Polish
space E. Then
α0(H) ≤
{
|E|CB − 1, if |E|CB is finite
|E|CB, if |E|CB is infinite.
3.2. Construction of Candidate Sequences. Now we discuss various ways of
creating candidate sequences. We first begin with elementary constructions that
will be studied later in the context of Choquet simplices.
Definition 3.8. Let H be a candidate sequence on E. If F is a compact subset of
E, then we define the restriction candidate sequence, H|F , on F .
Definition 3.9. Let H be candidate sequence on E, and let F be a compact
metrizable space with π : F → E a continuous surjection. Then the lifted candi-
date sequence of H to F , denoted πH, is the candidate sequence on F given by
(πhk) = (hk ◦ π).
Definition 3.10. Let F = (fk) be a candidate sequence on F , and let g : F → E
be an embedding (continuous injection). The embedded candidate sequence,
gF = (hk), on E is defined to be
hk(x) =
{
fk ◦ g−1(x) if x ∈ g(F )
0 if x ∈ E \ g(F ).
While all of the constructions in this section will be used, the following two
constructions (disjoint union and product candidate sequences) form the basis of
the proofs of Theorem 4.1 and Corollary 4.2.
Definition 3.11. Let (Hn) be a countable collection of candidate sequences, where
Hn = (hnk ) is defined on En. Then we define the disjoint union candidate
sequence,
∐
Hn, as follows. Let E be the one-point compactification of the disjoint
union of the spaces En, with the point at infinity denoted 0. For each k, let fk be
the function on E such that fk|En = h
n
k and fk(0) = 0. Then the disjoint union
candidate sequence,
∐
Hn, is defined to be (fk).
Recall that ||f || denotes the supremum norm of the real-valued function f .
Lemma 3.12. Let (Hn) be a sequence of candidate sequences on En, where h
n =
limHn. Let H =
∐
Hn. If ||hn|| → 0, then for all β,
(1) uHβ (0) = lim supn ||u
Hn
β ||, and
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(2) ||uHβ || = supn ||u
Hn
β ||.
Proof. For each n, En is a clopen subset of E. It follows that u
H
γ (x) = u
Hn
γ (x)
for all ordinals γ, and for all x in En. Then (2) follows from the definitions and
(1). Also, upper semi-continuity of uHβ implies that u
H
β (0) ≥ lim supn ||u
Hn
β ||. It
remains only to show the reverse inequality.
The hypotheses imply that
uH1 (0) ≤ h˜(0) ≤ lim
n
||hn|| = 0.
Now we use transfinite induction on β. The case β = 0 is trivial. Suppose β is
a successor. By sub-additivity of the transfinite sequence (Lemma 3.2) uHβ (0) ≤
uHβ−1(0) + u
H
1 (0) = u
H
β−1(0), which, along with induction, implies the desired in-
equality. Now suppose β is a limit ordinal. Monotonicity of the transfinite sequence
and induction again imply that
uHβ (0) = max
(
lim sup
y→0
uHβ (y), sup
γ<β
uHγ (0)
)
≤ lim sup
n
||uHnβ ||.

By a marked space (E,0), we mean a compact, metrizable space E together with
a marked point 0 in E.
Definition 3.13. Let F = (fk) and G = (gk) be two candidate sequences defined on
the marked spaces (E1,01) and (E2,02), respectively. Then we define the product
candidate sequence, H = F×G, on the marked product space (E1×E2, (01,02))
as the sequence
hk(x, y) =
{
fk(x) if y = 02
gk(y) if y 6= 02
Note that this definition is not symmetric under transposition of F and G. In
other words, this product is not commutative, but one may check easily that it is
associative.
Let H be a candidate sequence on the marked space (E,0). Define (H)×p to be
the candidate sequence on the product space (Ep,0p) given by iterated multiplica-
tion: (H)×p = H×(p−1) ×H.
Lemma 3.14 (Powers Lemma). Let H be a candidate sequence on the marked
space (E,0). Suppose that for some limit ordinal α and real number a > 0,
(i) ||uγ || ≤ a for all γ, and ||uγ || < a for γ < α;
(ii) uγ(0) = 0, for all γ < α, and uα(0) = a;
(iii) α0(x) ≤ α, for all x in E.
Then the transfinite sequence associated to (H)×p satisfies
(1) ||uH
×p
γ || ≤ pa for all γ;
(2) ||uH
×p
αk || ≤ ka and ||u
H×p
γ || < ka, for all γ < αk and k ≤ p;
(3) αH
×p
0 (x) ≤ αp, for all x in E
p;
(4) uH
×p
γ (0
p) = ℓa, for all αℓ ≤ γ < α(ℓ + 1), and ℓ = 0, . . . , p;
(5) αH
×p
0 (0
p) = αp.
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Proof. We argue by induction on p. For p = 1, the claims (1)-(5) follow from
(i)-(iii).
Assume that (1)-(5) hold for p. We prove that (1)-(5) also hold with p+1 in place
of p. Let (upα) be the transfinite sequence for H
×p = (hpk), and let h
p = limH×p.
Recall that Ep+1 = Ep × E. The definition of H×(p+1) is that
hp+1k (x, y) =
{
hpk(x), if y = 0
hk(y), if y 6= 0.
For all (x, y) in Ep+1, (hp+1 − hp+1k )(x, y) ≤ (h
p − hpk)(x) + (h− hk)(y). It follows
from transfinite induction that for all γ, up+1γ (x, y) ≤ u
p
γ(x) + uγ(y). Using the
inductive hypotheses, we obtain that ||up+1γ || ≤ ap+ a = a(p+1) for all γ, proving
(1).
It follows from subadditivity that ||up+1αk+γ || ≤ k||u
p+1
α || + ||u
p+1
γ ||, which means
that in order to establish (2) we need only show that for all γ < α, ||up+1γ || < a.
Furthermore, since up+1γ is u.s.c. and therefore attains its supremum, it suffices
to show that for all γ < α and all (x, y) in Ep+1, up+1γ (x, y) < a. Let γ < α
and let (x, y) be in Ep+1. If y 6= 0, then there exists an open neighborhood U
of (x, y) in Ep+1 such that for all (s, t) in U , t 6= 0. Then hp+1k (s, t) = hk(t) for
all (s, t) in U . It follows that up+1γ (x, y) = uγ(y) < a. Now suppose y = 0. Let
ǫ > 0. Since uγ(0) = 0 and uγ is u.s.c., there exists an open neighborhood U
of 0 in E such that for all s in U , uγ(s) ≤ ǫ. Then for all (t, s) in the open set
Ep × U , up+1γ (t, s) ≤ u
p
γ(t) + uγ(s) ≤ u
p
γ(t) + ǫ. Since ǫ was arbitrary, we obtain
that up+1γ (x,0) ≤ u
p
γ(x). Using the induction hypothesis for H
×p, we conclude that
up+1γ (x,0) < a.
For any point (x, y) in Ep+1 with y 6= 0, we have already shown that up+1γ (x, y) =
uγ(y) for all γ. For any point of the form (x,0), we have shown that u
p+1
α (x,0) ≤ a.
Furthermore, by upper-semicontinuity of up+1α , we have that
up+1α (x,0) ≥ lim sup
y→0
up+1α (x, y) = lim sup
y→0
uα(y) = uα(0) = a.
Thus up+1α (x,0) = a for all points of the form (x,0). This fact, in combination with
the fact that up+1γ (x, y) = uγ(y) ≤ a for y 6= 0 and all γ, immediately implies that
up+1α+γ(x,0) = u
p
γ(x)+a for all x in E
p. Then induction gives statements (3)-(5). 
Definition 3.15. For the rest of this work, we let Hp denote the renormalized
product of H taken p times: if H×p = (h×pk ), then let H
p = (hpk) = (
1
p
h×pk ).
Now we discuss more general products than just powers of the same candidate
sequence. We will only consider products of marked spaces. Let x be a point in
the product space (EN × · · ·×E1,0), where 0 = (0N , . . . ,01). Let πi be projection
onto Ei. Then define the function
ind(x) =
{
min{i : πi(x) 6= 0i} if x 6= 0
N if x = 0.
Also, let ηi(xN , . . . , x1) = (xN , . . . , xi). Note that with these notations, if (hk) =
HN × · · · × H1, then hk(x) = h
Hind(x)
k (πind(x)(x)) for all x.
Lemma 3.16 (Product Lemma). Let α be any non-zero countable ordinal, and let
α = ωβ1m1 + · · · + ω
βNmN be the Cantor Normal Form of α. Let a > 0 be a real
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number, and suppose a1 > · · · > aN > 0 such that
N∑
i=1
ai = a,
and for each j = 1, . . . , N − 1,
(3.1)
aj
mj
≥
N∑
i=j+1
ai.
(Note that for any a > 0, such a1, . . . , aN exist.) Now suppose that for each j in
{1, . . . , N}, Fj is a candidate sequence on (Ej ,0j) such that
(i) ||u
Fj
γ || ≤ aj for all γ, and ||u
Fj
γ || < aj for γ < ω
βj ;
(ii) u
Fj
γ (0j) = 0, for all γ < ω
βj ;
(iii) u
Fj
ω
βj
(0j) = aj;
(iv) α0(x) ≤ ωβj , for all x 6= 0j;
(v) α0(0j) = ω
βj .
Denote Hj = F
mj
j and αj = ω
βjmj. Then the product HN × · · · × H1 satisfies
(1) ||uγ || ≤ a for all γ, and ||uγ || < a for γ < α;
(2) α0(x) ≤ α, for all x 6= 0;
(3) α0(0) = α, and uα0(0) = a. In particular, α0(HN × · · · × H1) = α.
Proof. The proof proceeds by induction on N . The case N = 1 follows from (i)-(v).
Now we assume that N > 1 and the statement holds for N − 1, and we show that
it holds for N .
Let HN×· · ·×H1 = (hk) be as above, with h = limk hk, and let HN×· · ·×H2 =
(h′k) with h
′ = limk h
′
k. By the definition of the product candidate sequence, we
observe that (h − hk)(x) ≤ (h′ − h′k)(η2(x)) + (h
1 − h1k)(π1(x)). It follows that
uα(x) ≤ uHN×···×H2α (η2(x)) + u
H1
α (π1(x)) for all x in E and α.
Let x be in E. Then there exists an open neighborhood U in E such that for all
y in U , ind(y) ≤ ind(x).
If ind(x) = 1, the existence of the neighborhood U implies that uHγ (x) =
uH1γ (π1(x)) for all γ.
Now we prove that for γ < ωβ1 and x such that ind(x) > 1, we have uHγ (x) ≤
uHN×···×H2γ (η2(x)). Since F1 satisfies the hypotheses (i)−(v), we may apply Lemma
3.14 and conclude that H1 satisfies conclusions (1)-(5) in Lemma 3.14. Now let
γ < ωβ1 and let x be in E with ind(x) > 1. By conclusion (4) in Lemma 3.14 applied
to H1, uH1γ (01) = 0. Then for any ǫ > 0, using that u
H1
γ is u.s.c., there exists an
open neighborhood V of x such that for all y in V , uHγ (y) ≤ u
HN×···×H2
γ (η2(y))+ ǫ.
Since ǫ > 0 was arbitrary, we have the desired inequality.
By the induction hypothesis on N − 1 applied to HN × · · · × H2, we have
supγ<ωβ1 u
HN×...H2
γ (η2(x)) ≤
∑N
j=2 aj . By conclusion (2) in Lemma 3.14 applied
to H1, ||u
H1
ωβ1
|| ≤ a1
m1
. Hence, for x in E,
uH
ωβ1
(x) = ˜
(
sup
γ<ωβ1
uHγ
)
(x) ≤ max
( a1
m1
,
N∑
j=2
aj
)
≤
a1
m1
.
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Then by upper semi-continuity of uH
ωβ1
, we have that for any x with ind(x) > 1,
uHωβ1 (x) ≥ lim sup
y→x
ind(y)=1
uHωβ1 (y) = lim sup
y→x
ind(y)=1
uH1
ωβ1
(π1(y)) = u
H1
ωβ1
(01) =
a1
m1
.
We conclude that for any x with ind(x) > 1, uH
ωβ1
(x) = a1
m1
. By sub-additivity
(Proposition 3.2), we have that uH
ωβ1m1
(x) ≤ a1. By upper semi-continuity, for all
x with ind(x) > 1,
uHωβ1m1(x) ≥ lim supy→x
ind(y)=1
uH1
ωβm1
(π1(y)) = u
H1
ωβm1
(01) = a1.
It follows that uH
ωβ1m1
(x) = a1 for all x with ind(x) > 1, and then u
H
ωβ1m1+γ
(x) =
a1 + u
HN×···×H2
γ (η2(x)) for all x with ind(x) > 1 and all γ. Now with the induc-
tion hypothesis on N − 1 applied to HN × · · · × H2, the properties (1)-(3) follow
immediately. 
We end this section by stating the semi-continuity properties of these new can-
didate sequences.
Proposition 3.17. (1) If Hk is a sequence of u.s.c.d. candidate sequences and
||hk|| → 0, then H =
∐
Hk is a u.s.c.d. candidate sequence.
(2) If H1 and H2 are u.s.c.d. candidate sequences and (limH2)(02) = 0, then
H = H1 ×H2 is a u.s.c.d. candidate sequence.
(3) If H is a u.s.c.d. candidate sequence on E and F is closed subset of E,
then H|F is a u.s.c.d. candidate sequence.
(4) If H is a u.s.c.d. candidate sequence on E and πH is the lift of H to F ,
where π : F → E is a continuous surjection, then πH is a u.s.c.d. candidate
sequence.
Proof. (1) The condition ||hk|| → 0 implies that H has u.s.c. differences at 0 for
all k.
(2) Because H1 is u.s.c.d., the condition (limH2)(02) = 0 implies that H has u.s.c.
differences at (x,02) for all x and k.
(3) The restriction of any u.s.c. function to a subset is also u.s.c.
(4) The lift of any u.s.c. function under a continuous map is also u.s.c.

3.3. Choquet Simplices and Candidate Sequences. The relevant chapters of
[21] provide a good reference for most of the basic facts about simplices required in
this work.
Let K be a metrizable, compact, convex subset of a locally convex topological
vector space. Then the extreme points of K, ex(K), form a non-empty Gδ subset
of K. We call a function f : K → R affine (resp. convex, concave) if f(tx+(1−
t)y) = tf(x) + (1− t)f(y) (resp. ≤,≥) for all x and y in K and all t in [0, 1].
Definition 3.18. LetK be a compact, convex subset of a locally convex topological
vector space. Then K is a Choquet simplex if the dual of the continuous affine
functions on K is a lattice.
For any Polish space E, let M(E) be the space of all Borel probabilities on E
with the weak* topology. If E is compact, then M(E) is a Choquet simplex, with
the extreme points given by the point measures.
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Definition 3.19. Let K be a Choquet simplex. Then we define the barycenter
map, bar :M(K)→ K, to be the function given for each µ in M(K) by
bar(µ) =
∫
y dµ(y),
where the integral means that for all continuous, affine functions f : K → R,
f(bar(µ)) =
∫
K
f dµ.
The barycenter map is well-defined, continuous, affine, and surjective (see [21]).
If K is a metrizable Choquet simplex, then a function f : K → R is called
harmonic (resp. sub-harmonic, sup-harmonic) if for all µ in M(K),
f(bar(µ)) =
∫
ex(K)
f dµ,
(resp. ≤,≥). A harmonic (resp. sub-harmonic, sup-harmonic) function is al-
ways affine (resp. convex, concave), but an affine (resp. convex, concave) function
need not be harmonic (resp. sub-harmonic, sup-harmonic). On the other hand, a
continuous affine (resp. convex, concave) function is always harmonic (resp. sub-
harmonic, sup-harmonic). Furthermore, by standard arguments, any u.s.c. affine
(resp. concave) function is harmonic (resp. sup-harmonic). It is shown in the
proof of Fact 3.24 (see Appendix B, Section B) that any u.s.c. convex function is
sub-harmonic.
In the metrizable case, Choquet proved the following characterization of Choquet
simplices.
Theorem 3.20 (Choquet). Let K be a metrizable, compact, convex subset of a
locally convex topological vector space. Then K is a Choquet simplex if and only if
for each point x in K, there exists a unique Borel probability measure Px on ex(K)
such that for every continuous affine function f : K → R,
f(x) =
∫
ex(K)
f dPx.
Definition 3.21. If K is a metrizable Choquet simplex and f : ex(K) → R is
measurable, the harmonic extension fhar : K → R of f is defined as follows: for
x in K, let
fhar(x) =
∫
ex(K)
f dPx.
Remark 3.22. Using Choquet’s characterization of metrizable Choquet simplices,
it is not difficult to show that if f : K → R is a measurable function and for each
x in K,
f(x) =
∫
f dPx,
then f is harmonic. It follows that the harmonic extension of a function on ex(K)
is, in fact, harmonic.
In the metrizable case, the following theorem of Choquet characterizes exactly
which topological spaces appear as the set of extreme points of a C
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Theorem 3.23 (Choquet [6]). The topological space E is homeomorphic to the set
of extreme points of a metrizable Choquet simplex if and only if E is a Polish space.
The following fact is stated as Fact 2.5 in [11], where there is a sketch of the
proof. We include a proof as Appendix B (Section B) for the sake of completeness.
Fact 3.24. Let K be a metrizable Choquet simplex, and let f : K → [0,∞) be
convex and u.s.c. Then (f |ex(K))
har is u.s.c.
If K is a metrizable Choquet simplex, we denote by M(ex(K)) the set of mea-
sures µ inM(K) such that µ(K\ex(K)) = 0. Consider the map π :M(ex(K))→ K
given by the restriction of the barycenter map toM(ex(K)). This restriction inher-
its the continuity and affinity of the barycenter map. Furthermore, this restriction
is always bijective (by Choquet’s characterization of metrizable Choquet simplices,
Theorem 3.20), but it may not have a continuous inverse. In fact, π has a contin-
uous inverse if and only if ex(K) is closed in K. These considerations lead to the
study of Bauer simplices.
Definition 3.25. A metrizable, compact, convex subset K of a locally convex
topological vector space is a Bauer simplex if K is a Choquet simplex such that
ex(K) is a closed subset of K.
If E is any compact, metrizable space, then M(E) is a Bauer simplex with
ex(M(E)) homeomorphic to E. If K is a Bauer simplex, then the restriction of the
barycenter map π : M(ex(K)) → K has a continuous inverse and is therefore an
affine homeomorphism from M(ex(K)) to K.
Proposition 3.26. If K is a Bauer simplex and f : K → [0,∞) is bounded and
harmonic, then f˜ is harmonic and f˜ |ex(K) = f˜ |ex(K).
Proof. Since f is harmonic, in particular f is affine. Let x and y be in K, and
let ax + by be a convex combination in K. We have f˜(ax + by) ≥ f(ax + by) =
af(x) + bf(y). For fixed a, b, and y, the above formula implies that f˜(ax + by) ≥
af˜(x) + bf(y). Now fixing a, b, and x, we obtain f˜(ax+ by) ≥ af˜(x) + bf˜(y). Now
since f˜ is u.s.c. and concave, it follows that f˜ is sup-harmonic.
Let E = ex(K). It follows from the definitions that
(3.2) f(t) =
∫
E
f |E dPt ≤
∫
E
(˜f |E) dPt ≤
∫
E
f˜ dPt.
Now consider the two functions g1, g2 : K → R, given for each t in E by
g1(t) =
{
f˜ |E(t), if t ∈ E,
0, if t /∈ E,
g2(t) =
{
f˜ |E(t), if t ∈ E,
0, if t /∈ E.
Since E is closed, g1 and g2 are u.s.c. They are also obviously convex. Then by
Fact 3.24, G1 =
(
(g1)|E
)har
and G2 =
(
(g2)|E
)har
are u.s.c. Note that for t ∈ K,
G1(t) =
∫
E
(˜f |E) dPt, and G2(t) =
∫
E
f˜ dPt.
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Thus, taking the u.s.c. envelope of the expressions in Equation (3.2) and using that
G1 and G2 are u.s.c., we have that
(3.3) f˜(t) ≤
∫
E
(˜f |E) dPt ≤
∫
E
f˜ dPt,
which shows that f˜ is sub-harmonic. Now we have shown that f˜ is harmonic and
the inequalities in Equation (3.3) are all equalities. 
A candidate sequence H = (hk) on a Choquet simplex is said to be harmonic if
each hk is harmonic. The following proposition relates the transfinite sequence of a
candidate sequence H on a Bauer simplex K to the transfinite sequence of H|ex(K).
Proposition 3.27. If H is a harmonic candidate sequence on the Bauer simplex
K, then for each α, uHα is harmonic and
(3.4) uHα = (u
H|ex(K)
α )
har.
Proof. The proof proceeds by transfinite induction on α. For all k, since hk and h
are harmonic, τk = h− hk is harmonic.
Suppose uHα is harmonic and Equation (3.4) holds. Then u
H
α + τk is harmonic.
By Proposition 3.26, we deduce that ˜uHα + τk is harmonic, and for t in K,
(uHα + τk)(t) =
∫
E
˜(uHα + τk)|EdPt =
∫
E
˜
(u
H|E
α + τk)|EdPt.
Recall that {uα + τk}k is a non-increasing sequence in k. Thus we can take the
limit in k and apply the Monotone Convergence Theorem to obtain that uHα+1 is
also harmonic, and for t in K,
uHα+1(t) =
∫
E
u
H|E
α+1dPt,
which implies that Equation (3.4) holds with α+ 1 in place of α.
The previous arguments apply in a similar way to the case when α is a limit
ordinal.

Remark 3.28. Let K be a Choquet simplex which is not necessarily Bauer. Even
when the candidate sequence H on K is harmonic, the functions uHα are not in
general harmonic. However, we check now that if H is harmonic, then uHα is concave
for all α. Assuming by induction that uHα is concave, we have that
˜uHα + τk is
concave, as it is the u.s.c. envelope of a concave function. Then uHα+1 is the limit
of a sequence of concave functions, and so uHα+1 is concave. Now for any countable
limit ordinal α, there is a strictly increasing sequence (αn) of ordinals tending to
α. Then supβ<α u
H
β = limn u
H
αn
since the sequence (uHβ ) is increasing in β. Then
supβ<α u
H
β is concave, as it is the limit of a sequence of concave functions (by
induction), and thus uHα is concave for any countable limit ordinal as well.
When ex(K) is not compact, M(ex(K)) is not a Bauer simplex, and the re-
striction of the barycenter map to this set is not a homeomorphism. Instead of
using this restriction in such cases, we consider the Bauer simplex M(ex(K)) and
the continuous surjection π : M(ex(K)) → K, where π is the restriction of the
barycenter map to M(ex(K)). In the following two lemmas we consider candidate
sequences which may arise as embedded candidate sequences.
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Lemma 3.29. Let E be a compact, metrizable space, and let K be a metrizable
Choquet simplex. Suppose there exists a continuous injection g : E → K. Let F
be a u.s.c.d. candidate sequence on E, let H′ = (h′k) be the embedded candidate
sequence gF , and let H be the harmonic extension of H′|ex(K) to K. If h
′
k+1 − h
′
k
is convex for each k, then H is u.s.c.d. In particular, if g(E) ⊂ ex(K) then H is
u.s.c.d.
Proof. Since F is u.s.c.d. and g(E) is closed, we have that h′k+1 − h
′
k is u.s.c. for
each k. Then h′k+1 − h
′
k is convex and u.s.c. for each k. By applying Fact 3.24, we
obtain that hk+1 − hk is u.s.c. for each k. Thus H is u.s.c.d.
In particular, if g(E) ⊂ ex(K), then h′k+1 − h
′
k takes non-zero values only on
ex(K). Therefore h′k+1−h
′
k is convex for each k, and by the previous argument, H
is u.s.c.d. 
The following lemma is used repeatedly throughout the rest of this work. The
utility of this statement lies in the fact that it allows one to compute the transfi-
nite sequence on a (frequently much simpler) subset of the simplex and then write
the transfinite sequence on the entire simplex in terms the transfinite sequence on
this subset. When K is a Choquet simplex that is not Bauer and H is a har-
monic candidate sequence on K, then this statement takes the place of an integral
representation of uHα .
Lemma 3.30 (Embedding Lemma). Let K be a metrizable Choquet simplex with
E = ex(K). Suppose H is a harmonic candidate sequence on K and there is a
set F ⊂ E such that the sequence {(h− hk)|E\F } converges uniformly to zero. Let
L = F , and let π :M(E)→ K be the restriction of the barycenter map. Then for
all ordinals α and for all x in K,
(3.5) uHα (x) = max
µ∈π−1(x)
∫
L
uH|Lα dµ,
and α0(H) ≤ α0(H|L). In particular, if F is compact, then uHα |F = u
H|F
α for all α
and α0(H) = α0(H|F ).
Proof. Note that Equation (3.5) implies immediately that α0(H) ≤ α0(H|L). Fur-
ther, suppose F is compact. Then L = F ⊂ ex(K), and if x is in F , then
π−1(x) = {ǫx}, where ǫx is the point mass at x. In this case Equation (3.5)
implies that uHα |F = u
H|F
α for all α and α0(H) = α0(H|F ). We now prove Equation
(3.5).
Observe that since L is closed and u
H|L
α is u.s.c., the function 1L · u
H|L
α is
u.s.c., where 1L is the characteristic function of the set L. Then the function
µ 7→
∫
L
u
H|L
α dµ is u.s.c., and therefore by Remark 2.16 (3), for each x in K,
sup
µ∈π−1(x)
∫
L
uHLα dµ = max
µ∈π−1(x)
∫
L
uHLα dµ.
Let x be in K. Since uHα is concave (see Remark 3.28) and u.s.c., it follows that
uHα is sup-harmonic. Therefore
uHα (x) ≥
∫
K
uHα dµ, for all µ ∈ π
−1(x).
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Using the fact that uHα |L ≥ u
H|L
α , we obtain, for all µ ∈ π−1(x),
uHα (x) ≥
∫
K
uHα dµ ≥
∫
L
uHα dµ ≥
∫
L
uH|Lα dµ.
It follows that for each ordinal α,
uHα (x) ≥ max
µ∈π−1(x)
∫
L
uH|Lα dµ.
We now prove using transfinite induction on α that for all α and x in K,
(3.6) uHα (x) ≤ max
µ∈π−1(x)
∫
L
uH|Lα dµ,
which will complete the proof of the Lemma.
The inequality in Equation (3.6) is trivial for α = 0. Suppose Equation (3.6)
holds for some ordinal α. For the sake of notation, we allow y = x in all expressions
involving lim supy→x below. First we claim that for any y in K, there exists a
measure µy supported on L ∪ E such that µy is in π−1(y) and
(3.7) max
µ∈π−1(y)
∫
L
uH|Lα dµ =
∫
L
uH|Lα dµy.
Indeed, suppose the maximum is obtained by the measure ν. If ν(L) = 1, then we
are done. Now suppose ν(L) < 1. Then ν = ν(L)νL + (1− ν(L))νE\L, where νS is
the zero measure on S if ν(S) = 0 and otherwise νS(A) =
1
ν(S)ν(S ∩ A). Let z =
bar(νE\L), which exists since νE\L is inM(E) (using that ν(E\L) = 1−ν(L) > 0).
Now let µy = ν(L)νL+(1− ν(L))Pz . Then µy is supported on L∪E, bar(µy) = y,
and ∫
L
uH|Lα dν ≤
∫
L
uH|Lα dµy.
Thus the maximum in Equation (3.7) is obtained by the measure µy, which is
supported on L ∪ E and satisfies bar(µ) = y.
Now let ǫ > 0. Since H is harmonic, we also have that τk is harmonic. Then for
any y in K and k large enough (depending only on ǫ),
uHα (y) + τk(y) = max
µ∈π−1(y)
∫
L
uH|Lα dµ+ τk(y)(3.8)
=
∫
L
uH|Lα dµy +
∫
τkdµy(3.9)
=
∫
L
uH|Lα dµy +
∫
L
τkdµy +
∫
E\L
τkdµy(3.10)
≤
∫
L
uH|Lα dµy +
∫
L
τkdµy + ǫ(3.11)
=
∫
L
(uH|Lα + τk)dµy + ǫ(3.12)
≤
∫
L
˜
(u
H|L
α + τk)|Ldµy + ǫ(3.13)
≤ max
µ∈π−1(y)
∫
L
˜
(u
H|L
α + τk)|Ldµ+ ǫ.(3.14)
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Then we have (allowing y = x in the limit suprema) that
uHα+1(x) = lim
k
lim sup
y→x
uHα (y) + τk(y)(3.15)
≤ lim
k
lim sup
y→x
max
µ∈π−1(y)
∫
L
˜
(u
H|L
α + τk)|Ldµ+ ǫ(3.16)
≤ lim
k
max
µ∈π−1(x)
∫
L
˜
(u
H|L
α + τk)|Ldµ+ ǫ(3.17)
≤ max
µ∈π−1(x)
∫
L
u
H|L
α+1dµ+ ǫ,(3.18)
where the inequalities in (3.17) and (3.18) are justified by Lemmas 3.33 and 3.34,
respectively. Since ǫ was arbitrary, we have shown the inequality in Equation (3.6)
with the ordinal α replaced by α+ 1.
Now suppose the inequality in Equation (3.6) holds for all β < α, where α is
a limit ordinal. Using monotonicity of the sequence u
H|L
α , we see that (allowing
y = x in the limit suprema)
uHα (x) = s˜up
β<α
uHβ (x)
= lim sup
y→x
sup
β<α
max
µ∈π−1(y)
∫
L
u
H|L
β dµ
≤ lim sup
y→x
max
µ∈π−1(y)
∫
L
uH|Lα dµ
≤ max
µ∈π−1(x)
∫
L
uH|Lα dµ,
where Lemma 3.33 justifies the last inequality. Thus we have shown that the
inequality in Equation (3.6) holds for α, which completes the induction and the
proof. 
Remark 3.31. Given the assumptions of the Embedding Lemma, if x is in ex(K),
then π−1(x) = {ǫx}, where ǫx is the point mass at x. It follows that, if x is in
L ∩ ex(K), then uHα (x) = u
H|L
α (x) for all α. Further, if x is in ex(K) \ L, then
uHα (x) = 0 for all α.
Remark 3.32. With the notation of the Embedding Lemma, Equation (3.5) implies
that ||uHα || = ||u
H|L
α || for all α.
Lemma 3.33. Let K be a metrizable Choquet simplex and L a closed subset of K.
Let f : K → [0,∞) be u.s.c. Then for all x in K,
lim sup
y→x
max
µ∈π−1(y)
∫
L
fdµ ≤ max
µ∈π−1(x)
∫
L
fdµ,
where π is the restriction of the barycenter map on M(K) to M(ex(K)).
Proof. Let T : M(K) → R be defined by T (µ) =
∫
L
fdµ. We have that fχL is
u.s.c. since f is non-negative and u.s.c. and L is closed. It follows that T is u.s.c.
Then the result follows from Remark 2.16 (3). 
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Lemma 3.34. Let K be a metrizable Choquet simplex and L a closed subset of
K. Let {fk : K → [0,∞)} be a non-increasing sequence of u.s.c. functions, with
limk fk = f . Then for all x in K,
lim
k→∞
max
µ∈π−1(x)
∫
L
fkdµ ≤ max
µ∈π−1(x)
∫
L
fdµ,
where π is the restriction of the barycenter map on M(K) to M(ex(K)).
Proof. Let x be inK. Define Tk :M(K)→ R and T :M(K)→ R by the equations
Tk(µ) =
∫
L
fkdµ, and T (µ) =
∫
L
fdµ.
Since fkχL and fχL are u.s.c., T and Tk are u.s.c. Proposition 2.4 of [3] states (in
slightly greater generality) that
(3.19) lim
k
max
µ∈π−1(x)
Tk(µ) = max
µ∈π−1(x)
lim
k
Tk(µ).
By the Monotone Convergence Theorem,
(3.20) T (µ) = lim
k
Tk(µ).
Combining Equations (3.19) and (3.20) concludes the proof. 
Even when the hypotheses of the Embedding Lemma are satisfied, it is possible
to have α0(H) < α0(H|L), as the next example shows.
Example 3.35. This example provides a candidate sequence H satisfying the hy-
potheses of the Embedding Lemma and α0(H) < α0(H|L), which proves that the
inequality α0(H) ≤ α0(H|L) is not an equality in general. Suppose the set of
extreme points of K consists of two points, b1 and b2, sequences {cn} and {dn}
with cn → b1 and dn → b2, and a countable collection {an}. Let b =
1
2 (b1 + b2)
in K. Suppose further that with the subspace topology inherited from K, the
set {an} ∪ {b} is homeomorphic to ω2 + 1, with the homeomorphism given by
g1 : ω
2 + 1 → {an} ∪ {b} and g1(ω
2) = b. One may construct such a simplex
K as the image of M({an} ∪ {b, b1, b2} ∪ {cn} ∪ {dn}) under a continuous affine
map (Lemma 6.14). Let F1 = (f1k ) be u.s.c.d. candidate sequence on ω
2 + 1 such
that α0(F1) = 2, u
F1
1 (t) = u
F1
2 (t) for t 6= ω
2, and ||uF12 || = 1. Such a sequence
is given by Corollary 4.2. Let F2 = (f2k ) be the u.s.c.d. candidate sequence on
{cn} ∪ {dn} ∪ {b1, b2} given, for x in {cn} ∪ {dn} ∪ {b1, b2} and k ≥ 1, by
f2k (x) =
{
0 if x = cn or x = dn, with k < n
1 otherwise.
Now consider the candidate sequence H′ = (h′k) on K such that for x in K,
h′k(x) =
 f
1
k (g
−1
1 (x)) if x = an
f2k (x) if x = cn, dn
0 otherwise
Note that H′ is u.s.c.d., convex, and h′k+1 − h
′
k is convex. Let H be the harmonic
extension of H′|ex(K) on K. Then by Lemma 3.29, H is harmonic and u.s.c.d.
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Let F = ex(K) and L = F = {an} ∪ {b, b1, b2} ∪ {cn} ∪ {dn}. Since L is the
disjoint union the two (clopen in L) sets {an} ∪ {b} and {b1, b2} ∪ {cn} ∪ {dn}, we
see that for t in L,
uH|Lα =
{
uF1α (t), if t ∈ {an} ∪ {b}
uF2α (t), if t ∈ {b1, b2} ∪ {cn} ∪ {dn}.
Thus α0(H|L) = max(α0(F1), α0(F2)) = α0(F1) = 2 and ||u
H|L
2 || ≤ 1. Also, for all
t 6= b, u
H|L
1 (t) = u
H|L
2 (t), and for t ∈ {b1, b2}, u
H|L
1 (t) = 1.
Applying the Embedding Lemma, we have that for all t in K,
(3.21) uHα (t) = max
µ∈π−1(t)
∫
L
uH|Lα dµ.
If µ ∈ π−1(t) and µ({b}) > 0, then let ν = 12µ({b})(ǫb1 + ǫb2) + (1− µ({b}))µL\{b},
where µL\{b} is the measure µ conditioned on the set L \ {b}. Then ν ∈ π
−1(t),
ν({b}) = 0, and
∫
L
u
H|L
i dµ ≤
∫
L
u
H|L
i dν for i ∈ {1, 2}. Thus the maximum in
Equation (3.21) is obtained by a measure µ with µ({b}) = 0. Now if µ ∈ π−1(t)
and µ({b}) = 0, then
∫
L
u
H|L
1 dµ =
∫
L
u
H|L
2 dµ since u
H|L
1 (s) = u
H|L
2 (s) for s ∈
L \ {b}. From these facts we deduce uH1 (t) = u
H
2 (t) for all t in K, and therefore
α0(H) = 1 < α0(H|L).
4. Realization of Transfinite Orders of Accumulation
Recall that for every countable ordinal α, ωα+1 is a countable, compact, Polish
space. Then let Kα be the (unique up to affine homeomorphism) Bauer simplex
with ex(Kα) = ω
α + 1. For notation, let 0α be the point ω
α in Kα, and let
Eα = ex(Kα). In this section we construct, for each countable α, a harmonic,
u.s.c.d. candidate sequence Hα on Kα such that α0(Hα) = α.
The idea of the following theorem is to construct, for each countable, irreducible
ordinal α, a candidate sequence H such that the transfinite sequence does not
converge uniformly at α, in some sense. The main tools of the proof are the disjoint
union candidate sequence and the powers candidate sequences.
Theorem 4.1. For all real numbers 0 < ǫ < a, and for all countable, irreducible
ordinals δ and α, with δ < α, there exists a harmonic, u.s.c.d candidate sequence
Hα on Kα such that
(1) ||h|| ≤ a if α is finite, and ||h|| ≤ ǫ if α is infinite;
(2) ||uδ|| ≤ ǫ;
(3) ||uγ || ≤ a for all γ, and ||uγ || < a for γ < α;
(4) h(0α) = 0, uγ(0α) = 0, for all γ < α, and uα(0α) = a;
(5) α0(Hα) = α.
Proof. Suppose that we have constructed an u.s.c.d. candidate sequenceH′ on ωα+
1 and shown that it possesses properties (1)-(5). SinceKα is Bauer, Proposition 3.27
implies that we can let Hα be the harmonic extension of H′ to Kα and properties
(1)-(5) carry over exactly. So without loss of generality, we will define Hα directly
on Eα and work exclusively on Eα.
The rest of the proof proceeds by transfinite induction on the non-zero irreducible
ordinals α (α is non-zero because δ < α). This is equivalent, by Proposition 2.3, to
writing α = ωβ and using transfinite induction on β. The base case is when β = 0.
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Case (β = 0). In this case Eω0 = E1 = ω+1, the one-point compactification of the
natural numbers. Now δ must be 0 and by definition u0 ≡ 0. Let H = (hk), where
hk(n) = 0 if k ≤ n, hk(n) = a if k > n, and hk(01) = 0. Then h ≤ a. Since each n
is isolated in E1, r(n) = 0, which implies that α0(n) = 0 and uγ(n) = 0 for all γ (by
Proposition 3.6). The point at infinity, 01, has topological order of accumulation 1,
which implies that α0(01) ≤ 1 (by Proposition 3.6). It only remains to check that
u1(01) = a. Fix k. For any n > k, τk(n) = h(n) − hk(n) = a. Thus τ˜k(01) ≥ a.
Letting k go to infinity gives that u1(01) ≥ a. Since u1 ≤ h˜ ≤ a, we obtain that
u1(01) = a, as desired.
Case (β implies β + 1). We assume the statement is true for ωβ , and we need to
show that it is true for ωβ+1 = supn ω
βn. In this case Eωβ+1 is homeomorphic to the
one-point compactification of the disjoint union of the spaces (Eωβn) (by Theorem
2.12). With this homeomorphism, we may assume without loss of generality that
Eωβ+1 is the one-point compactification of the disjoint union of the spaces Eωβn.
Fix 0 < ǫ < a, and let {ap} be a sequence of positive real numbers such that ap < a
for all p and limp ap = a. Using the induction hypothesis, for each p, we choose
a u.s.c.d. candidate sequence Hωβ on Eωβ which satisfies conditions (1)-(5) with
parameters ap, ǫ, and δ < ω
β. For each p, let Hp
ωβ
be the p-power sequence of this
Hωβ restricted to Eωβp (note that ω
ωβp+1 ⊂ (ωω
β
+1)p). Then || lim(Hp
ωβ
)|| ≤ a
p
,
and ||u
Hp
ωβ
ωβ
|| ≤ ap
p
. Let N be such that a
N
≤ ǫ, and define Hωβ+1 =
∐
n≥N H
n
ωβ
. It
remains to check (1)-(5) for Hωβ+1 .
(1) Using that h(0ωβ+1) = 0,
||h|| = sup
n≥N
|| limHnωβ || = || limH
N
ωβ || ≤
a
N
≤ ǫ < a.
(2) For irreducible δ < ωβ+1, we have δ ≤ ωβ . Monotonicity of the transfinite
sequence implies
||u
Hn
ωβ
δ || ≤ ||u
Hn
ωβ
ωβ
||,
for every n. Also, Lemma 3.12 implies
||uδ|| = sup
n≥N
||u
Hn
ωβ
δ ||.
Putting these inequalities together gives
||uδ|| = sup
n≥N
||u
Hn
ωβ
δ || ≤ sup
n≥N
||u
Hn
ωβ
ωβ
|| ≤
a
N
≤ ǫ.
(3) For every γ, Lemma 3.12 and Lemma 3.14 (1) imply
||uγ || = sup
n≥N
||u
Hn
ωβ
γ || ≤ a.
Further, for any γ < α, there exists m such that γ < ωβm. Using subadditivity
(Lemma 3.2), ||u
Hn
ωβ
γ || ≤ ||u
Hn
ωβ
ωβm
|| ≤ m
n
an. Then
||uγ || = sup
n≥N
||u
Hn
ωβ
γ || ≤ max
(
a1, . . . , am, sup
n>m
m
n
an
)
< a.
(4) By definition, h(0ωβ+1) = 0. Let γ < α. There exists a k such that γ < ω
βk.
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Then Lemma 3.12, monotonicity, and Lemma 3.14 imply
uγ(0ωβ+1) ≤ lim sup
n→∞
||u
Hn
ωβ
γ || ≤ lim sup
n→∞
||u
Hn
ωβ
ωβk
|| ≤ lim sup
n→∞
ka
n
= 0.
Also, Lemma 3.12 and Lemma 3.14 imply
uα(0ωβ+1) ≥ lim sup
n→∞
u
Hn
ωβ
α (0ωβn) = a,
which (combining with (3)) implies that uα(0ωβ+1) = a.
(5) For x 6= 0ωβ+1 , there exists n such that x ∈ Eωβn, which implies that r(x) ≤
ωβn. Then Proposition 3.6 gives that α0(x) ≤ ωβn + 1 < ωβ+1. The fact that
α0(0ωβ+1) = ω
β+1 then follows immediately from (3) and (4). Thus α0(H) = ωβ+1.
Case (β limit ordinal). We assume the statement is true for all ωξ with ξ < β, and
we need to show that it is true for ωβ. In this case there is a strictly increasing
sequence of irreducible ordinals (ωβn) with supn ω
βn = ωβ , and Eωβ is homeomor-
phic to the one-point compactification of the disjoint union of the Eωβn (by Remark
2.13). With this homeomorphism, we may assume without loss of generality that
Eωβ is the one-point compactification of the disjoint union of the spaces Eωβn . Fix
0 < ǫ < a, and let {an} be a sequence of positive real numbers with an < a for
all n and limn an = a. By the induction hypothesis, for each n > 1, there exists a
u.s.c.d. candidate sequence Hωβn on Eωβn satisfying (1)-(5) with parameters an,
ǫ
n
, ωβn and δn = ω
βn−1. Now fix δ irreducible with δ < ωβ. Since supn ω
βn = ωβ,
there exists N such that ωβN−1 > δ. Let Hωβ =
∐
n≥N Hωβn . All that remains is
to verify (1)-(5).
(1) Using that h(0ωβ ) = 0, we get
||h|| = sup
n≥N
|| limHωβn || ≤
ǫ
N
≤ ǫ.
(2) Since δ < ωβN−1, Lemma 3.12 and monotonicity imply (as in the previous case)
||uδ|| ≤ sup
n≥N
||u
H
ωβn
δ || ≤ sup
n≥N
||u
H
ωβn
ωβn−1
|| ≤ sup
n≥N
ǫ
n
≤ ǫ.
(3) For any γ, by construction,
||uγ || ≤ sup
n≥N
||u
H
ωβn
γ || ≤ a.
Further, for γ < α, there exists m such that γ < ωβm . For n > m, ||u
H
ωβn
γ || ≤
ǫ
n
.
Then
||uγ || ≤ sup
n≥N
||u
H
ωβn
γ || ≤ max
(
a1, . . . , am, sup
n>m
ǫ
n
)
< a.
(4) By definition, h(0ωβ ) = 0. For any γ < ω
β, there exists some k such that for
all n ≥ k, ωβn > γ. Then
uγ(0ωβ ) ≤ lim sup
n→∞
||u
H
ωβn
γ || ≤ lim sup
n→∞
||u
H
ωβn
ω
βn−1
|| ≤ lim sup
n→∞
ǫ
n
= 0.
(5) For any x 6= 0α, there exists n such that x ∈ Eωβn . Then α0(x) ≤ r(x) ≤
ωβn < ωβ . By (3) and (4), α0(0ωβ ) = ω
β. Therefore α0(H) = ωβ.

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Corollary 4.2. For all positive real numbers a and non-zero countable ordinals
α, there exists a harmonic, u.s.c.d. candidate sequence H on Kα such that the
transfinite sequence corresponding to either H or H|ex(Kα) satisfies
(1) ||uγ || ≤ a for all γ, and ||uγ || < a for all γ < α;
(2) h(0α) = 0, and uα(0α) = a;
(3) α0(H) = α0(H|ex(Kα)) = α.
Proof. Let α be a non-zero countable ordinal, and suppose the Cantor Normal Form
of α (as in Theorem 2.2) is given by
α = α1m1 + · · ·+ αNmN .
Let a1 > · · · > aN > 0 be real numbers such that
∑
aj = a and for each j =
1, . . . , N − 1,
aj
mj
≥
N∑
i=j+1
ai.
For each j = 1, . . . , N , let Fj be a harmonic, u.s.c.d. candidate sequence given by
Theorem 4.1 with parameters aj and αj . Define Hj to be the product sequence
F
mj
j restricted to Kαjmj , and letH = HN×· · ·×H1 restricted to Kα. By definition
of H, h(0α) = 0. The rest of properties (1)-(3) follow from Lemma 3.16.

Corollary 4.3. Let a > 0, and let α be a countable, infinite ordinal. Then there is
a harmonic, u.s.c.d. candidate sequence H on Kα such that the transfinite sequence
corresponding to either H or H|ex(Kα) satisfies
(1) ||uγ || ≤ a for all γ, and ||uγ || < a for γ < α+ 1;
(2) h(0α) = 0 and uα+1(0α) = a;
(3) α0(H) = α0(H|ex(Kα)) = α+ 1.
Proof. Using Proposition 3.27, we may deal exclusively with u.s.c.d. candidate
sequences on Eα (as opposed to Kα), and all properties will carry over to Kα.
The proof is executed in two stages. First we prove the statement for the count-
ably infinite, irreducible ordinals. In the second stage, we prove the statement for
all countable, infinite ordinals.
Stage 1. Let α be a countably infinite, irreducible ordinal. Let α = ωβ (since α
is infinite, β > 0). and let b = 23a. Let F be given by Theorem 4.1 with parameters
b, α, ǫ, and δ. Recall from the proof of Theorem 4.1 that we may take F = ⊔Fn,
where the exact form of the Fn is as follows. Let {an} be a sequence of positive
real numbers with an < b for all n and limn an = b. If β is a successor, then we may
take Fn = Gn, where G satisfies the conclusions of Theorem 4.1 with parameters
an, ǫ, ω
β−1, and δ. Otherwise, if β is a limit with βn increasing to β, then Fn
satisfies the conclusions of Theorem 4.1 with parameters an, ǫ, ω
βn , and δ. Let
F = (fk), and let 0n denote the marked point in Eβn (so Eβn is the domain of Fn).
Let H = (hk) be defined by the rule
hk(x) =

fk(x) if x 6= 0n
0 if x = 0n, k ≤ n
b
2 if x = 0n, k > n.
By definition, let hk(0α) = 0. Note that H is again an u.s.c.d. sequence on Eα,
and uHγ (x) = u
F
γ (x) for all γ and all x 6= 0α. It follows that u
H
γ (x) ≤ b for all γ
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and all x 6= 0α. Computing the transfinite sequence at 0α, we see that
uHℓ (0α) =
b
2
, for 1 ≤ ℓ < α
uHα (0α) = b
uHα+1(0α) = b+
b
2
= a.
Since α0(0α) ≤ r(0α) + 1 = α + 1, we conclude that α0(0α) = α + 1. Thus we
obtain properties (1)-(3).
Stage 2. Let α = ωβ1m1 + . . . ω
βNmN be the Cantor Normal Form of α.
The construction proceeds by cases. In the first case, suppose ωβN is infinite.
Let a > 0, and select a1 > · · · > aN as in Lemma 3.16. Let Fj be given by Lemma
4.1 with parameters aj and ω
βj , for j = 1, . . . , N . Let F ′N be given by Stage 1
corresponding to aN
mN
and ωβN . For j = 1, . . . , N−1, let Hj = F
mj
j , and for j = N ,
if mN > 1, let Hj = F
mN−1
N . Now let H
′ be given by the product (where HN is
omitted if mN = 1)
H′ = F ′N × (HN )× · · · × (H1),
Let H be the restriction of H′ to Eωα+1. Note that h(0α) = 0. Then using Lemmas
3.14 and 3.16, we conclude that
α0(H) =
(N−1∑
i=1
ωβimi
)
+ ωβN (mN − 1) + (ω
βN + 1) = α+ 1.
For the second case, we suppose that ωβN is finite, which implies that ωβN = 1.
Let a > 0, and select a1 > · · · > aN as in Lemma 3.16, with the additional condition
that aN−13mN−1 ≥ aN . Let Fj be given by Lemma 4.1 with parameters aj and ω
βj , for
j = 1, . . . , N . Since α is infinite, it follows that ωβN−1 is infinite. Let F ′N−1 be given
by Stage 1 corresponding to aN−1
mN−1
and ωβN−1 (so that the condition aN−13mN−1 ≥ aN
implies b/2 ≥ aN in the notation of Stage 1). For j ∈ {1, . . . , N − 2, N}, let
Hj = F
mj
j . If mN−1 > 1, let HN−1 = F
mN−1−1
N−1 . Now let H
′ be given by the
product (where HN−1 is omitted if mN−1 = 1):
H′ = (HN )×F
′
N−1 × (HN−1)× · · · × (H1),
LetH be the restriction ofH′ to Eωα+1. Note that h(0α) = 0. Then the reader may
easily adapt the proofs of Lemmas 3.14 and 3.16 with the additional assumption
that aN−13mN−1 ≥ aN to check that
||uH
ωβ1m1+···+ω
βN−1mN−1
|| =
N−2∑
i=1
ai +
( aN−1
mN−1
(mN−1 − 1)
)
+
aN−1
mN−1
(2
3
)
||uH
ωβ1m1+···+ω
βN−1mN−1+1
|| =
N−1∑
i=1
ai
||uH
ωβ1m1+···+ω
βN−1mN−1+1+k
|| =
N−1∑
i=1
ai +
aN
mN
k, for k = 1, . . . ,mN ,
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and,
α0(H) =
(N−2∑
i=1
ωβimi
)
+ ωβN−1(mN−1 − 1) + (ω
βN−1 + 1) +mN = α+ 1.

Remark 4.4. In Corollaries 4.2 and 4.3, one may further require that H|ex(Kα) has
the following property (P): for any t in ex(Kα), for any sequence {sn} of isolated
points in ex(Kα) that converges to t, lim supn τk(sn) = limn τk(sn). Let us prove
this fact. In the case α = 1, there is only one sequence of isolated points in
ex(K1) ∼= ω+1, and the candidate sequence F constructed in the proof of Theorem
4.1 satisfies (P). Then we note that if each of the candidate sequences F1, . . . ,FN
satisfies this property, then so does the product F = F1×· · ·×FN . To see this fact,
note that the projection πN onto the last coordinate of any isolated point x in the
product space is not the marked point 0N , and thus F(x) = FN(πN (x)). Hence the
product candidate sequence satisfies property (P) because FN does. Now suppose
there is a sequence (Fn)n of candidate sequences such that each Fn satisfies (P). Let
hn = limFn and let In be the set of isolated points in the domain of Fn. Further
suppose that hn|In converges uniformly to 0. Then
∐
n Fn satisfies (P) as well
(to see this, note that property (P) is satisfied on the domain of each candidate
sequence Fn separately because Fn has property (P), and then it is satisfied at
the point at infinity because hn|In converges uniformly to 0). The constructions
used in the proofs of Theorem 4.1, Corollary 4.2 and Corollary 4.3 only rely on
these three types of constructions (α = 1, product sequences, and disjoint union
sequences with hn|In tending uniformly to 0), and thus at each step we may choose
candidate sequences satisfying (P). Making these choices yields H|ex(Kα) with the
desired property.
We conclude this section by stating these results in the language of dynamical
systems. The following corollary follows from Corollary 4.2 by appealing to the
Downarowicz-Serafin realization theorem (Theorem A.1).
Corollary 4.5. For every countable ordinal α, there is a minimal homeomorphism
T of the Cantor set such that α is the order of accumulation of entropy of T .
5. Characterization of Orders of Accumulation on Bauer Simplices
Definition 5.1. For any non-empty countable Polish space E, we define
ρ(E) =
{
|E|CB − 1, if |E|CB is finite
|E|CB, if |E|CB is infinite
For any uncountable Polish space E, we let ρ(E) = ω1, the first uncountable ordinal.
Definition 5.2. For any metrizable Choquet simplex K, we define
S(K) = {γ : there exists a harmonic, u.s.c.d sequence H on K with α0(H) = γ}.
Recall our conventions that if β < ω1, then [α, β] denotes the ordinal interval
{γ : α ≤ γ ≤ β}, and if β = ω1, then [α, β] = {γ : α ≤ γ < β}. We also require the
use of “open” or “half-open” intervals, which have the usual definitions.
Theorem 5.3. Let K be a Bauer simplex. Then
S(K) = [0, ρ(ex(K))].
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Proof. Let H be a harmonic, u.s.c.d. candidate sequence on K. Proposition 3.6
implies that
α0(H|ex(K)) ≤ ρ(ex(K)).
and it is always true that α0(H|ex(K)) < ω1. Then since K is Bauer, Proposition
3.27 implies the same bounds for α0(H). It remains to show that if ex(K) is
countable, then S(K) ⊃ [0, ρ(ex(K))], and if ex(K) is uncountable, then S(K) ⊃
[0, ω1[.
Suppose E = ex(K) is countable. Let α < |E|CB. Then by Proposition 2.11,
there exists x in E such that r(x) = α, which implies that x is isolated in Γα(E).
Let U be a clopen neighborhood of x in E such that U ∩ (Γα(E) \ {x}) = ∅. Then
|U |CB = α + 1 and |Γα(U)| = 1. Then by the classification of countable, compact
Polish spaces (Theorem 2.12), there is a homeomorphism g : ωα+1→ U . Let H′ be
the u.s.c.d candidate sequence on ωα + 1 given by Corollary 4.2 with α0(H′) = α.
Define H on K to be harmonic extension of the embedded candidate sequence
gH′, which is harmonic and u.s.c.d by Lemma 3.29. Since H|E\g(ωα+1) ≡ 0, the
Embedding Lemma (Lemma 3.30) applies. Since g(ωα + 1) is a compact subset of
ex(K), we obtain that α0(H) = α0(H′) = α. Since α < | ex(K)|CB was arbitrary,
this argument shows that S(K) ⊃ [0, | ex(K)|CB − 1] (note that since K is Bauer,
ex(K) is compact and | ex(K)|CB is a successor). If | ex(K)|CB is infinite, then let
α = | ex(K)|CB − 1 and repeat the above argument with H′ given by Corollary 4.3
so that α0(H) = α+ 1. In this case we obtain that S(K) ⊃ [0, | ex(K)|CB]. In any
case, we conclude that S(K) ⊃ [0, ρ(ex(K))], as desired.
Now suppose E = ex(K) is uncountable. Fix α < ω1. Let g : ω
α + 1 → E
be the embedding given by Proposition 2.8, and let Hα be the u.s.c.d. candidate
sequence on ωα + 1 given by Corollary 4.2. Then the harmonic extension H of
the embedded candidate sequence gHα on K is harmonic and u.s.c.d. by Lemma
3.29. Furthermore,H satisfies α0(H) = α0(Hα) = α, by the Embedding Lemma (as
g(ωα+1) is a compact subset of ex(K)). Since α < ω1 was arbitrary, S(K) ⊃ [0, ω1[.

6. Orders of Accumulation on Choquet Simplices
In this section we address the extent to which the orders of accumulation that
appear on a metrizable Choquet simplex K are constrained by the topological
properties of the pair (ex(K), ex(K)).
We will require a relative version of Cantor-Bendixson rank, whose definition we
give here.
Definition 6.1. Given a Polish space X contained in the Polish space T , we define
the sequence {ΓαX(T )} of subsets of T using transfinite induction. Let Γ
0
X(T ) = T .
If ΓαX(T ) has been defined, then let Γ
α+1
X (T ) = {t ∈ T : ∃(tn) ∈ Γ
α
X(T ) ∩ X \
{t} with tn → t}. If Γ
β
X(T ) has been defined for all β < α, where α is a limit
ordinal, then we let ΓαX(T ) = ∩β<αΓ
β
X(T ).
Note that ΓαX(T ) is closed in T for all α, and Γ
α
X(T ) ⊂ Γ
β
X(T ) for α > β. For X
and T Polish, there exists a countable ordinal β such that ΓαX(T ) = Γ
β
X(T ) for all
α > β.
Definition 6.2. The Cantor-Bendixson rank of T relative to X , denoted
|T |XCB, is the least ordinal β such that Γ
α
X(T ) = Γ
β
X(T ) for all α > β.
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If X is countable, then ΓαX(T ) = ∅ if and only if α ≥ |T |
X
CB. If X is countable
and T is compact, then by the finite intersection property, |T |XCB is a successor
ordinal.
Definition 6.3. For t in T , we also define the pointwise relative topological rank
rX(t) of t with respect to X :
rX(t) =
{
sup{α : t ∈ ΓαX(T )} if t /∈ Γ
|T |XCB
X (T )
ω1 if t ∈ Γ
|T |XCB
X (E).
It follows that for X countable, for all t in T , rX(t) ≤ |X |CB, and thus |T |XCB ≤
|X |CB + 1. Also, |X |CB ≤ |T |XCB ≤ |T |CB.
For a Polish space T , the usual Cantor-Bendixson rank is obtained from the
relative version by taking X = T in the above construction. Thus, we have |T |TCB =
|T |CB.
6.1. Results for Choquet Simplices.
Definition 6.4. Let X and T be non-empty Polish spaces, with X ⊂ T . If X is
countable, let
ρX(T ) =
{
|T |XCB − 1, if |T |
X
CB is finite
|T |XCB, if |T |
X
CB is infinite
If X is uncountable, let ρX(T ) = ω1.
Now we present bounds on the set S(K) (see Definition 5.2) for any metrizable
Choquet simplex K. Recall our convention that for a countable ordinal β, [0, β] =
{α : 0 ≤ α ≤ β}, but for β = ω1, [0, β] = {α : 0 ≤ α < ω1} = [0, ω1[.
Theorem 6.5. Let K be a metrizable Choquet simplex. Then
[0, ρex(K)(ex(K)) ] ⊂ S(K) ⊂ [0, ρ(ex(K)) ].
Proof. First we prove the lower bound on S(K).
Suppose ex(K) is uncountable, then by Corollary 2.8, for any countable α, there
exists a map g : ωα+1→ ex(K), where g is a homeomorphism onto its image. Let
F be a u.s.c.d. sequence on ωα + 1, and let H be the harmonic extension of the
embedded sequence gF on K. H is a harmonic, u.s.c.d. candidate sequence on K
by Lemma 3.29. Also, H|ex(K)\g(ωα+1) ≡ 0. Thus the Embedding Lemma (Lemma
3.30) applies, and then since g(ωα+1) is a compact subset of ex(K), we obtain that
α0(H) = α0(F). Letting F vary over all u.s.c.d. candidate sequences on ωα + 1, it
follows that S(M(ωα+1)) ⊆ S(K). By Theorem 5.3, S(M(ωα+1)) = [0, ρ(ωα+1)].
Now ρ(ωα+1) = α if α is finite and ρ(ωα+1) = α+1 if α is infinite. In either case,
ρ(ωα + 1) ≥ α. Hence S(K) ⊃ [0, α]. Since this inclusion holds for any countable
ordinal α, we have that S(K) ⊃ [0, ω1[, as desired.
If ex(K) is countable, then |ex(K)|
ex(K)
CB is a successor ordinal. For each ordinal
α < |ex(K)|
ex(K)
CB , we have Γ
α
ex(K)(ex(K)) 6= ∅. Fix α < |ex(K)|
ex(K)
CB , and let t be
in Γαex(K)(ex(K)). Since t lies in Γ
α
ex(K)(ex(K)), there exists a map g : ω
α+1→ K,
where g is a homeomorphism onto its image, g(ωα+1) ⊂ ex(K)∪{t} and g(0α) = t,
where 0α is the point ω
α in ωα + 1. Given some real number a > 0, let F = (fk)
be a u.s.c.d. candidate sequence on ωα + 1 with α0(F) = α and satisfying (1)-(3)
of Corollary 4.2. Recall that fk(0α) = 0 for all k. Then let H′ = (h′k) be the
embedded candidate sequence gF on K.
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Note that for s in K \ ex(K), (h′k+1 − h
′
k)(s) = 0. Also, for s in ex(K), (h
′
k+1 −
h′k)(s) ≥ 0. It follows that h
′
k+1 − h
′
k is convex on K.
Now let H = (hk), where hk is the harmonic extension of h′k on K. By Lemma
3.29, H is a u.s.c.d. candidate sequence on K.
Let F = g(ωα + 1) ∩ ex(K), and note that H|ex(K)\F ≡ 0. Also F = g(ω
α + 1)
and H|F = F ◦ g
−1. Applying the Embedding Lemma (Lemma 3.30), we obtain
that α0(H) ≤ α0(H|F ) = α0(F) = α. We now show the reverse inequality. Recall
that t = g(0α). For γ < α, the Embedding Lemma (Lemma 3.30) implies that
uHγ (t) ≤ ||u
F
γ || < a (where the strict inequality comes from Corollary 4.2 (1)).
Also, uHα (t) ≥ u
F
α (0α) = a. From these facts, we have that α ≤ α
H
0 (t) ≤ α0(H).
Thus α0(H) = α.
Since α < |ex(K)|
ex(K)
CB was arbitrary, we obtain that S(K) ⊃ [0, |ex(K)|
ex(K)
CB [.
If |ex(K)|
ex(K)
CB is infinite, then we may let α = |ex(K)|
ex(K)
CB − 1 and repeat the
above argument with F given by Corollary 4.3 so that α0(H) = α + 1. Thus we
have that S(K) ⊃ [0, ρex(K)(ex(K)) ].
Here we prove the upper bound on S(K). Suppose ex(K) is uncountable. Then
ρ(ex(K)) = ω1. Since the order of accumulation of any candidate sequence on
K is countable, we have (trivially) that S(K) ⊂ [0, ω1). Now suppose ex(K) is
countable. If H is a u.s.c.d., harmonic candidate sequence on K, then by Corollary
3.7, the restricted sequence H|ex(K) satisfies
α0(H|ex(K)) ≤
{
|ex(K)|CB − 1, if |ex(K)|CB is finite
|ex(K)|CB, if |ex(K)|CB is infinite,
which is exactly the statement that α0(H|ex(K)) ≤ ρ(ex(K)). Also, the Embedding
Lemma (Lemma 3.30) implies that α0(H) ≤ α0(H|ex(K)). This establishes the
upper bound on S(K). 
6.2. Optimality of Results for Choquet Simplices. In this section we study
the optimality of the results in Theorem 6.5.
The following theorem answers a question of Jerome Buzzi, and answers the ques-
tion of whether the bounds in Theorem 6.5 can be improved using only knowledge
of the ordinals ρex(K)(ex(K)) and ρ(ex(K)).
Theorem 6.6. Let α1 ≤ α2 ≤ α3 be ordinals such that α1 and α2 are countable
successors and α3 is either a countable successor ordinal or ω1. Then there exists a
metrizable Choquet simplex K such that ρex(K)(ex(K)) = α1, S(K) = [0, α2], and
ρ(ex(K)) = α3.
We postpone the proof of Theorem 6.6 until after the proof of Theorem 6.10. The
proofs of these theorems are very similar and we prefer not to repeat the arguments
unnecessarily.
Now we address the following question: can the bounds in Theorem 6.5 be
improved with knowledge of the homeomorphism class of the compactification
(ex(K), ex(K))? We will need some definitions.
Definition 6.7 ([14]). If E is a topological space, then a compactification of E is
a pair (E, g), where E is a compact, Hausdorff space and g is a homeomorphism of
E onto a dense subset of E.
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If E is a topological space and (E, g) is a compactification of E, then we may
identify E with g(E) and assume that E is a subset of E. In such instances, we
may refer to E as a compactification of E, or we may refer to the pair (E,E) as a
compactification.
Consider compactifications (E,E), where E is a topological space and E is a
compactification of E. Suppose there are two such compactifications, (E1, E1) and
(E2, E2). We say that the compactifications are homeomorphic, written (E1, E1) ≃
(E2, E2), if there is a homeomorphism g : E1 → E2 such that g(E1) = E2. Recall
that Theorem 3.23 may be strengthened as follows.
Theorem 6.8 (Choquet [6]). Let E be a topological space and E a metrizable
compactification of E. Then there exists a metrizable Choquet simplex K such that
(ex(K), ex(K)) ≃ (E,E) if and only if E is Polish.
Given a Polish space E and a compactification E, the proof of Theorem 6.10 be-
low involves constructing a metrizable Choquet simplexK such that (ex(K), ex(K)) ≃
(E,E) while simultaneously controlling the possible harmonic, u.s.c.d. candidate
sequences on K. In this sense Theorem 6.10 may be viewed as a partial generaliza-
tion of Theorem 6.8.
Remark 6.9. In Theorem 6.10, we restrict our attention to metrizable compactifica-
tions of Polish spaces. Since we are only interested in studying pairs (ex(K), ex(K))
where K is a metrizable Choquet simplex, Theorem 6.8 implies that there is no loss
of generality in making this restriction.
Theorem 6.10. Let E be a non-compact, countably infinite Polish space, and let
E be a metrizable compactification of E.
(1) If E is countable, then for each successor β ∈ [ρE(E), ρ(E)], there exists a
Choquet simplex K such that (ex(K), ex(K)) ≃ (E,E) and S(K) = [0, β].
(2) If E is countable and E is uncountable, then for each countable ordinal
β ≥ ρE(E), there exists a Choquet simplex K such that (ex(K), ex(K)) ≃
(E,E) and S(K) ⊃ [0, β].
Observe that when E is uncountable, Theorem 6.5 gives that for any metrizable
Choquet simplex K with ex(K) homeomorphic to E, S(K) = [0, ω1[. The proofs of
Theorem 6.10 (1) and (2) rely very heavily Lemma 6.14, which in turn relies very
heavily on Haydon’s proof (see [16] or [2, pp. 126-129]) of Theorem 3.23.
Proof of Theorem 6.10 (1).
6.2.1. Setup for proof of Theorem 6.10 (1). Let β be a successor ordinal with
ρE(E) ≤ β ≤ ρ(E). Let β0 = β if β is finite, and let β0 = β − 1 if β is infi-
nite. For notation, we let T = E and X = E. Since T is countable and compact,
T ∼= ω|T |CB−1n+1 for some natural number n (by Theorem 2.12). We may assume
without loss of generality that n = 1 (if n > 1, then T is just the finite disjoint
union of the case when n = 1, and we may repeat the following constructions
independently n times). Using this homeomorphism of T and ω|T |CB−1 + 1, we
obtain a well-ordering on T such that the induced order topology coincides with
the original topology on T . Thus we may assume without loss of generality that
T = ω|T |CB−1 + 1. Also, we fix a complete metric d(·, ·) on T .
Let Y ⊂ T be the set ωβ0 + 1 in T = ω|T |CB−1 + 1. Let Z = Y \X , which may
be empty. There are two cases: either Y = T or Y ( T . The case Y = T occurs
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if and only if β = ρ(T ), while the case Y ( T occurs if and only if β < ρ(T ). If
Y = T , then one may ignore the constructions in Sections 6.2.3, 6.2.4, and 6.2.5. If
Y ( T , then Z may be empty. If Z is empty, then one may ignore the construction
in Section 6.2.2. We make the convention that an empty sum is zero.
6.2.2. Definition of the points zm, um, vm. Assuming Z is not empty, we will define
distinct points zm ∈ Z and um, vm ∈ X . In the simplex K, they will satisfy
zm =
1
2 (um + vm), and it is exactly this formula which allows us to prove that
[0, β] ⊆ S(K).
Since T is countable, Z is countable, and we may enumerate Z = {zm} (in the
case when Z is finite, this sequence is finite). If zm < ω
|T |CB−1 in T , then let
um = zm + 1 and vm = zm + 2 (successor ordinals). If zm = ω
|T |CB−1 in T , we let
um = 1 and vm = 2. Since X is dense in T , any isolated point in T must lie in
X . Therefore any successor ordinals in T must be in X . It follows that um, vm are
points in X .
6.2.3. Construction of the sets Vk. Here we will use notations defined previously,
such as the relative topological rank, rX(x), of the point x (Definition 6.3) and the
relative Cantor-Bendixson derivatives ΓαX(Y ) (Definition 6.1). Also, since it is an
important hypothesis in this section, we remind the reader that Y is clopen in T .
In this section we assume that T \ Y is not empty, which occurs exactly when
β < ρ(T ), and we define certain sets Vk. The construction of the sets Vk and the
points xk and yk (see section 6.2.4) allows one to prove that S(K) ⊆ [0, β]. In the
simplex K, all points in the set Vk will lie in the convex hull of xk and yk, which will
imply that the order of accumulation cannot be increased by the points in Vk \{yk}
(see Lemmas 6.12 and 6.15).
Below, by an interval in a subset A of T , we mean the intersection of an interval
of T (which may be a singleton) with A.
Lemma 6.11. If T \ Y is not empty, then there exists a collection {Vk} of non-
empty subsets of T with the following properties:
(1) if Vk ∩ Vj 6= ∅, then k = j;
(2) for each Vk there exists an ordinal αk ≥ 1 such that rX(t) = αk for all t in
Vk;
(3) each Vk is a clopen interval in Γ
αk
X (T );
(4) if Vk ∩X 6= ∅, then Vk ∩X = {sup(Vk)};
(5) Γ1X(T ) \ Y = ∪kVk.
(6) limk diam(Vk) = 0.
Proof. Suppose α ∈ [1, ρ(T )] and the set Aα = {t ∈ ΓαX(T ) \ Y : rX(t) = α}
is non-empty (which it must be for α = 1 since Y 6= T ). For x ∈ X ∩ Aα, let
a(x) = min{a ∈ Γ1X(T ) \ Y : [a, x] ∩ (X ∩ Aα) = {x} and [a, x] ∩ Γ
α+1
X (T ) = ∅}.
Let Ux = [a(x), x] ∩ ΓαX(T ) and note that Ux ⊂ Aα. The set Γ
α+1
X (T ) is closed and
does not intersect Aα, and the set X ∩Aα has no accumulation points in Aα. Thus
each Ux is a clopen interval in Γ
α
X(T ). Now let U
α
ω = Aα \∪x∈X∩AαUx, which may
be empty.
If Uαω is non-empty, then we claim that it is also a clopen interval in Γ
α
X(T ). Let
y0 = sup(X ∩Aα). Note that Y is an initial subinterval of T and X ∩Aα ⊂ T \ Y ,
which implies that [y0,max(T )] ⊂ T \ Y . We also have that y0 is in X ∪ Γ
α+1
X (T ),
which implies that y0 is not in U
α
ω . We will show that U
α
ω = [y0+1,max(T )]∩Γ
α
X(T ).
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To see this fact, first note that if y ≤ x with y ∈ Aα and x ∈ X ∩ Aα, then y ∈
∪x∈X∩AαUx. Thus we have that U
α
ω ⊂ [y0+1,max(T )]∩Γ
α
X(T ). To show the reverse
inclusion, we show that [y0+1,max(T )]∩Aα = [y0+1,max(T )]∩ΓαX(T ). We assume
for the sake of contradiction that there is a point t in [y0 + 1,max(T )] ∩ Γ
α+1
X (T ).
From this assumption and the fact that [y0 + 1,max(T )] is open it follows that
[y0+1,max(T )]∩ΓαX(T )∩X has t as an accumulation point (and so, in particular,
this set is non-empty). If [y0+1,max(T )]∩ΓαX(T )∩X contains a single point s with
rX(s) = α, then we see that s ∈ X∩Aα and s > y0, which contradicts the definition
of y0. Now suppose that for all s in [y0+1,max(T )]∩Γ
α
X(T )∩X , rX(s) > α. Then
[y0 + 1,max(T )] ∩ ΓαX(T ) ∩X is a non-empty, countable, metrizable space with no
isolated points, which implies that it is not Polish. But [y0+1,max(T )]∩ΓαX(T ) is
closed in T , which implies that it is a Gδ in T , and X is Polish in T , which implies
it is a Gδ in T , and the intersection of two Gδ sets is a Gδ. Also, any Gδ set in a
Polish space is Polish. Thus, [y0 +1,max(T )]∩ΓαX(T )∩X is Polish, and we arrive
at a contradiction.
Let {V ′k} be an enumeration of all the non-empty sets Ux and U
α
ω constructed
above, for any α ∈ [1, ρ(T )]. The collection {V ′k} satisfies properties (1)-(5) but
not necessarily (6). However, given V ′k a clopen interval in Γ
α
X(T ) contained in Aα,
we may find a finite collection of pairwise disjoint clopen intervals (in ΓαX(T )) V
′
k,i,
contained in Aα, whose union is V
′
k, such that each V
′
k,i has diameter at most
1
k
.
Re-enumerating the collection {V ′k,i}, we obtain the required collection {Vk}. 
Note that since T \X ⊂ Γ1X(T ), we have that T \ (X ∪ Y ) = ⊔kVk \X .
6.2.4. Definition of the points xk and yk. The points xk and yk are part of the
construction that allows one to bound the possible orders of accumulation on K
from above.
Assuming β < ρ(T ), we let {Vk} be a collection of non-empty subsets of T given
by Lemma 6.11, and fix a natural number k. There are two cases: either Vk∩X = ∅
or Vk ∩X 6= ∅. Suppose Vk ∩X = ∅. Then choose a point tk in Vk. If tk = sup(T ),
let xk = ω
β0 + 3 and yk = ω
β0 + 4, and otherwise let xk = tk + 1 and yk = tk + 2.
If Vk ∩ X 6= ∅, then let yk = sup(Vk) (which is in X by conclusion (4) of Lemma
6.11). If yk = sup(T ), let xk = ω
β0 + 5 and otherwise let xk = yk + 1. The fact
that the Vk are pairwise disjoint implies that the points xk and yk are all distinct.
Note that for all k, xk and yk are in X .
Notice that the points xk, yk, zm, um, and vm and the sets Vk have been chosen
so that (i) the quantities diam(Vk), maxt∈Vk dist(xk, t), and maxt∈Vk dist(yk, t) each
converge to zero as k tends to infinity, (ii) d(zm, um) and d(zm, vm) each converge
to zero as m tends to infinity, (iii) the points xk, yk, zm, um, and vm are all distinct,
(iv) the points xk, yk, um, vm are all in X , and (v) if Vk∩X 6= ∅, then Vk∩X = {yk}
(v) for all m and k, zm /∈ Vk, and (vi) the sets Vk are pairwise disjoint.
6.2.5. Definition of Fk and Gk. Choose Borel measurable functions Fk : T → [0, 1]
and Gk : T → [0, 1] with the following properties:
(1) Fk, Gk < 1 on T \X ;
(2) Fk and Gk are continuous and injective on Vk and 0 on T \ Vk;
(3) Fk +Gk = χVk ;
(4) Fk(yk) = 0 and Gk(yk) = 1.
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The existence of such maps follows easily from the fact that T can be order-
embedded in (0, 1) and Vk is closed.
6.2.6. Conclusion of the proof of Theorem 6.10 (1). Let Cn = (∪nk=1Vk)∪{z1, . . . , zn}
for each n. Consider the collection of points {xk} ∪ {yk} ∪ {um} ∪ {vm}. To each
point xk we associate the function Fk. To each point yk we associate the function
Gk. To each point um or vm, we associate the function
1
2χzm . Then the hypotheses
in Lemma 6.14 are satisfied by the countable collection of closed sets {Cn}∪{Dn},
the countable collection of points {xk} ∪ {yk} ∪ {um} ∪ {vm} in X , and the asso-
ciated functions {Fk} ∪ {Gk} ∪ {
1
2χzm}. Lemma 6.14 gives a metrizable Choquet
simplex K and a homeomorphism φ : T → ex(K) such that φ(X) = ex(K) and
such that for all t in T \X ,
(6.1) φ(t) =
∑
k
Fk(t)φ(xk) +Gk(t)φ(yk) +
1
2
∑
m
χzm(t)(φ(um) + φ(vm)).
Lemma 6.12. Let X,Y, T , and K be as above. Then for every t ∈ T \ Y , there
exists an open (in T ) neighborhood Ut and points xt and yt in X \ Y such that for
all s in Ut, either rX(s) < rX(t) or else rX(s) = rX(t) and φ(s) = asφ(xt)+bsφ(yt)
in K, with 0 ≤ as, bs ≤ 1 and as + bs = 1.
Proof. Let t ∈ T \ Y . If rX(t) = 0, then t is isolated in T and t is in X , since X is
dense in T . In this case we may choose Ut = {t} and the requirement is trivially
satisfied.
If rX(t) ≥ 1, then t is in Vk for some k. Let Ut be any open (in T ) neighborhood
of t with Γ
rX(t)
X ∩ Ut ⊆ Vk (such a neighborhood exists since Vk is an open interval
in in Γ
rX(t)
X (T )), and let xt = xk and yt = yk. We have that for each s in Ut,
either rX(s) < rX(t) or s is in Vk. If s is in Vk, then rX(s) = rX(t), and it follows
from Equation (6.1) that φ(s) = Fk(s)φ(xk)+Gk(s)φ(yk) in K. Also, we have that
Fk(s) +Gk(s) = 1. 
By Lemmas 6.15 and 6.16, we have that S(K) ⊂ [0, ρ(Y )]. By Lemma 6.17,
S(K) ⊃ [0, ρ(Y )]. Thus S(K) = [0, ρ(Y )] = [0, β].
This concludes the proof of Theorem 6.10 (1).
Proof of Theorem 6.10 (2).
6.2.7. Setup for proof of Theorem 6.10 (2). Let β be a successor ordinal with β ≥
ρE(E). Let β0 = β if β is finite and let β0 = β − 1 if β is infinite. For notation, we
let T = E and X = E. Fix a metric d on T that is compatible with the topology
of T . Since T is uncountable and compact, T contains an uncountable perfect set
P . Since β0 is countable, P contains a set Y that is homeomorphic to ω
β0 +1. Let
{aα}ω
β0
α=0 be a transfinite sequence of real numbers aα such that 0 < aα ≤ 1 and∑
α≤ωβ0 aα = 1 (such a sequence exists since ω
β0 is countable). Let Z = Y \ X ,
and choose an enumeration of Z = {zm}. Note that Z may be empty or finite. In
the construction to follow, if Z is empty then we do not choose points um and vm,
and any summation over the index m will be zero by convention.
Let X0 = X ⊔Z = X ∪Y . Recall that since X is a completely metrizable subset
of the the compact metrizable space T , X is a Gδ in T (see, for example, [24]). Y
is a Gδ in T because it is compact. Therefore X0 is a Gδ in T , since it is the union
of two Gδ sets in T . Thus we may let X0 = ∩n∈NGn, where Gn is open, G1 = T ,
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and Gn+1 ⊂ Gn. Let Fn = T \Gn, which is compact. Fix n. Choose a sequence ǫℓ
strictly decreasing to 0. Let Dǫ(Fn) = {t ∈ T : dist(t, Fn) ≥ ǫ}, which is compact
for any ǫ. Then for each ℓ there exists a countable collection of open sets {U jℓ }
∞
j=1
such that
• Dǫℓ(Fn) ⊂ ∪jU
j
ℓ ⊂ Dǫℓ+1(Fn);
• diam(U jℓ ) ≤ 2
−(ℓ+n) for all j;
• diam(U jℓ ) tends to 0 as j tends to infinity;
• the collection {U jℓ } separates the points in Dǫℓ(Fn).
Then we may enumerate the collection of all sets U jℓ to form the sequence {V
n
k }
∞
k=1.
Repeating this procedure for all n, we obtain a collection of open sets V nk such that
diam(V nk ) ≤ 2
−n and diam(V nk ) converges to 0 as k tends to infinity with n fixed.
The sets V nk also satisfy ∪kV
n
k = Gn and separate points in Gn, for each n. For
each n and k, let gnk (t) = min(dist(t, T \V
n
k ), 1) and f
n
k = 2
−kgnk . Then for each n,∑
k f
n
k converges uniformly on T . Now let
hnk (t) =
{
0, if
∑
k f
n
k (t) = 0
fnk (t)P
k
fn
k
(t) , if
∑
k f
n
k (t) > 0
The functions hnk are all continuous and satisfy h
n
k (t) > 0 if and only if t ∈ V
n
k .
Furthermore,
∑
k h
n
k = χGn . Now we let p
n
k = h
n
k · χT\Gn+1 and notice that∑
n
∑
k p
n
k = χT\(X∪Y ). Also, the collection p
n
k separates points in the sense that
if t 6= s with t and s in T \ (X ∪ Y ), then there exists n and k such that pnk (t) > 0
and pnk (s) = 0.
Using induction (on m, n, and k simultaneously) and the fact that X is dense
in T , we choose points um, vm, x
n
k , and y
n
k in X such that (i) d(zm, um) ≤ aαzm
and d(zm, vm) ≤ aαzm , (ii) for each m, um and vm are not accumulation points of
Y (which is possible since the isolated points of Y , corresponding to successors of
ωβ0 +1, are dense in Y and the set X \Y accumulates at each of the isolated points
of Y that is not in X) (iii) xnk and y
n
k are in V
n
k , and (iv) the union of all of these
points is a disjoint union.
6.2.8. Conclusion of the proof of Theorem 6.10 (2). Let Cn = (T \Gn)∪{z1, . . . , zn}.
To each point xnk or y
n
k , we associate the function
1
2p
n
k . To each point um or vm,
we associate the function 12χzm . Then the hypotheses of Lemma 6.14 are satisfied
by the countable collection of closed sets {Cn}, the countable collection of points
{xnk} ∪ {y
n
k } ∪ {um} ∪ {vm} in X , and the associated functions{
1
2p
n
k} ∪ {
1
2χzm}.
Lemma 6.14 gives a metrizable Choquet simplex K and a homeomorphism φ : T →
ex(K) such that φ(X) = ex(K) and such that for all t in T \X ,
φ(t) =
1
2
∑
n
∑
k
pnk (t)(φ(x
n
k ) + φ(y
n
k )) +
1
2
∑
m
χzm(t)(φ(um) + φ(vm)).
By Lemma 6.17, S(K) ⊃ [0, β].
This concludes the proof of Theorem 6.10 (2).
Proof of Theorem 6.6.
Fix α1 ≤ α2 ≤ α3 as above. Let X1 = ωα1 + 1, and let T1 = X1. If α2 is finite,
let T2 = ω
α2 + 1, and if α2 is infinite, let T2 = ω
α2−1 + 1. In either case, let X2 be
all the isolated points (successors) in T2. Let S be a non-empty compact subset of
(0, 1)× {0} in R2, chosen so that if α3 is finite, then ρ(S) = α3 − 1, and otherwise
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ρ(S) = α3. Let X3 be a bounded, countable subset of R2 \ (R× {0}) whose set of
accumulation points is exactly S. Let T3 = X3 ∪ S. Now we let T = T1 ⊔ T2 ⊔ T3
and X = X1 ⊔X2 ⊔X3. Below we will construct a Choquet simplex K such that
(X,T ) ≃ (ex(K), ex(K)). Let Y = T1⊔T2, and Z = Y \X . Note that Z is actually
just the set of accumulation points in T2. We have
ρX(T ) = ρ(X1) = α1, ρ(T ) = ρ(T3) = α3, and ρ(Y ) = ρ(T2) = α2.
Let Z = {zm}. If zm < sup(T2), choose um = zm + 1 and vm = zm + 2. If
zm = sup(T2), choose um = 1 and vm = 2 in T2. Let x0 and y0 be a choice of two
isolated points in X3. Let F : T → [0, 1] be the function such that, for a point t in
T ,
F (t) =
{
s, if t = (s, 0) ∈ S
0, otherwise .
Let G : T → [0, 1] be such that for t in T ,
G(t) =
{
1− s, if t = (s, 0) ∈ S
0, otherwise .
Let Cn = S ∪ {z1, . . . , zn} for each n. To each point um or vm, we associate the
function 12χzm . To the point x0, we associate the function F , and to the point y0
we associate the function G. Then the hypotheses in Lemma 6.14 are satisfied by
the collection of closed sets {Cn}, the collection of points {x0, y0} ∪ {um, vm}, and
the associated functions {F,G}∪{ 12χzm}. Lemma 6.14 gives a Choquet simplex K
and a homeomorphism φ : T → ex(K) such that φ(X) = ex(K) and such that for
all t in T \X ,
(6.2) φ(t) = F (t)φ(x0) +G(t)φ(y0) +
1
2
∑
m
χzm(t)
(
φ(um) + φ(vm)
)
.
It follows immediately that ρex(K)(ex(K)) = ρX(T ) = α1 and ρ(ex(K)) =
ρ(T ) = α3. We show that S(K) = [0, α2].
Lemma 6.13. Let X,Y, T , and K be as above. Then for every t ∈ T \ Y , there
exists an open (in T ) neighborhood Ut and points xt and yt in X \ Y such that for
all s in Ut, either rX(s) < rX(t) or else rX(s) = rX(t) and φ(s) = asφ(xt)+bsφ(yt)
in K, with 0 ≤ as, bs ≤ 1 and as + bs = 1.
Proof. Let t be in T \ Y = T3. If t is in X3, then t is isolated in T and we let
Ut = {t}. In this case the requirement on Ut is trivially satisfied.
If t is in T3 \X3, then t is in S and rX(t) = 1. Let Ut be any open neighborhood
of t in T3, and let xt = x0 and yt = y0. Let s be in Ut. If s is in X3, then
rX(s) = 0 < rX(t). If s is in T3 \X3, then s is in S, and then we have rX(s) = 1
and by Equation (6.2), φ(s) = F (s)φ(x0) +G(s)φ(y0), where F (s) +G(s) = 1. 
Now by Lemmas 6.15 and 6.16, we have that S(K) ⊂ [0, ρ(Y )]. By Lemma 6.17
we have that S(K) ⊃ [0, ρ(Y )]. Then S(K) = [0, ρ(Y )] = [0, α2].
This concludes the proof of Theorem 6.6.
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6.2.9. Helpful Lemmas. Recall the following notations. Suppose T is a compact,
metrizable space. Let SM(T ) denote the set of all signed, totally finite, Borel
measures on T . Recall that SM(T ) = CR(T )∗, and therefore SM(T ) inherits
the structure of a normed topological vector space over R. For µ in SM(T ), let
µ = µ1 − µ2 be the Jordan decomposition of µ. Let |µ| = µ1 + µ2. The norm on
SM(T ) is then given by ||µ|| = |µ|(T ). We will use SM(T \X) to denote the set
of measures µ in SM(T ) such that |µ|(X) = 0. We write SMprob(T ) = {µ ∈ SM :
µ ≥ 0, ||µ|| = 1}, and for any subset M of SM(T ), M1 = {µ ∈ SM : ||µ|| ≤ 1}.
Let ǫxk be the point mass at xk.
Lemma 6.14. Let T be a compact, metric space, and let X be a dense, Polish
subset of T . Suppose {Cn} is a countable collection of closed subsets of T . Suppose
{wk} is a countable collection of distinct points in X, and to each point wk there
is an associated Borel measurable function Hk : T → [0, 1]. Let Wk = supp(Hk).
Furthermore, suppose the following conditions are satisfied:
(i) Cn ⊂ Cn+1 for all n, C0 = ∅, and ∪nCn \X = T \X;
(ii)
∑
kHk ≤ 1 and
(∑
kHk
)
|T\X ≡ 1;
(iii) for all t in T \X, Hk(t) < 1;
(iv) if Hk(s) = Hk(t) for all k with t, s ∈ T \X, then s = t;
(v) for each k, there exists nk such that Wk ⊂ Cnk+1 \ Cnk , and with this
notation, Hk is continuous on Cnk+1;
(vi) maxt∈Wk d(t, wk) converges to 0 as k tends to infinity;
(vii) if Hk(x) > 0 for x in X, then x = wk and Hk(wk) = 1.
Let ξ : SM(T )→ SM(T ), where for µ in SM(T ),
ξ(µ) = µ−
∑
k
(∫
Hk dµ
)
ǫwk .
LetM = {ξ(µ) : µ ∈ SM(T \X)}, and let q : SM(T )→ SM(T )/M be the natural
quotient map. Let ψ : T → SMprob(T ) be ψ(t) = ǫt, and let φ = q ◦ ψ. Finally, let
K = q(SMprob(T )). Then
(1) M is a closed linear subspace of SM(T ), and thus φ is continuous;
(2) K is a metrizable Choquet simplex;
(3) φ is injective on T ;
(4) ex(K) = φ(X);
(5) for t in T \X, φ(t) =
∑
kHk(t)φ(wk) in K.
Proof. This lemma is almost entirely a restatement of Haydon’s proof (see [16] or
[2, pp. 126-129]) of Theorem 3.23. There are two differences. Firstly, we allow Hk
to be positive on X , while Haydon does not. Secondly, we claim that φ is injective
on all of T , whereas Haydon claims injectivity of φ only on X . For the proofs of
properties (2), (4) and (5), theses differences do not play any role, and one may
repeat Haydon’s proof. For this reason, we will prove only (1) and (3).
(1) Note that M is a linear subspace. Recall that M being closed in the weak*
topology is equivalent to M1 being closed in the weak* topology (a proof of this
general fact, which follows from the Banach-Dieudonne´ Theorem, can be found in
[23]). Let σi be a sequence of measures in M1. Since ||ξ(µ)|| ≥ ||µ|| for all µ in
SM(T \X), there exist measures µi in SM(T \X)1 such that σi = ξ(µi). Since
each Cn is compact, each SM(Cn)1 is compact in the weak* topology. Therefore a
diagonal argument gives a subsequence {νi} of {µi} such that there exist measures
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νˆn ∈ SM(Cn+1) such that νi|Cn+1 converges to νˆ
n for each n. (We note that there
may not be a measure νˆ such that νˆ|Cn+1 = νˆ
n, since νˆn|Cn may not equal νˆ
n−1.)
Let νn = νˆn|Cn+1\X , and let 1A be the characteristic function of the set A. Now
define
ν =
∑
n
νn|Cn+1\Cn =
∑
k,n
Hk1Cn+1\Cnν
n,
where the second equality follows from hypotheses (i) and (ii). Let gnk = Hk ·
1Cn+1\Cn , and note that by hypothesis (v), g
n
k is continuous on Cn+1 for all k and
n. Then gnk νi weak* converges to g
n
k νˆ
n as i tends to infinity. Since ||νi|| ≤ 1 and
gnkνi weak* converges to g
n
k νˆ
n, it follows that ||ν|| ≤ 1 and ν is in SM(T \X). Let
us show that ξ(νi) converges to ξ(ν) in the weak* topology. Let f ∈ CR(T ). Then
for any µ in SM(T \X) we have∫
fdξ(µ) =
∫
fdµ−
∑
k
∫
f(wk)Hk dµ =
∑
k
∫
(f − f(wk))Hk dµ =
∑
n,k
λnk (µ),
where
λnk (µ) =
∫
(f − f(wk))g
n
k dµ.
For each k and n, we have that (f − f(wk))gnk is continuous on Cn+1 by hypothesis
(v). Therefore, by the choice of subsequence νi, λ
n
k (νi) converges to λ
n
k (νˆ
n). Also,
using hypothesis (vii), we have that if Hk(x)1Cn+1\Cn(x) > 0 for some x in X , then
x = wk. It follows that
λnk (νˆ
n) =
∫
(f − f(wk))Hk1Cn+1\Cn dνˆ
n
=
∫
(f − f(wk))Hk1Cn+1\Cn dν
n
+ (f(wk)− f(wk))Hk(wk)1Cn+1\Cn(wk)νˆ
n({wk})
=
∫
(f − f(wk))Hk1Cn+1\Cn dν
n
=λnk (ν
n) = λnk (ν).
This calculation shows that λnk (νi) converges to λ
n
k (ν). For fixed f in CR(T ) and
ǫ > 0, there exists a δ > 0 such that |f(t) − f(s)| < ǫ whenever d(t, s) < δ, by
uniform continuity. Then since maxt∈Wk d(wk, t) tends to zero as k tends to infinity,
there exists k0 such that for k ≥ k0 and z ∈ Wk, |f(z)− f(wk)| < ǫ. Then for any
µ in SM(T \X), and K ≥ k0 and N ,∣∣∣∫ fdξ(µ)− N∑
n=1
K∑
k=1
λnk (µ)
∣∣∣ = ∣∣∣∑
n>N
∑
k>K
λnk (µ)
∣∣∣
≤
∑
n>N
∑
k>K
∫
|f − f(wk)|g
n
k d|µ| ≤ ǫ||µ||,
which implies that
∑N
n=1
∑K
k=1 λ
n
k (µ) converges uniformly on SM(T \ X)1 to∫
f dξ(µ). Using this uniform convergence and the fact that λnk (νi) converges
to λnk (ν), we conclude that ξ(νi) converges to ξ(ν).
(3) Suppose that φ(t) = φ(s), or equivalently, ǫt − ǫs is in M. Thus there exists
a measure µ in M(T \X) such that ǫt − ǫs = ξ(µ). We consider three cases.
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If t and s are both in X , then we notice that ξ(µ) = ǫt − ǫs has no mass in
T \X . As wk are all in X , it follows from the definition of ξ(µ) that we must have
|µ|(T \ X) = 0, which implies that µ is the zero measure. Then ξ(µ) is the zero
measure, and we have that ǫt = ǫs, which means that t = s.
If exactly one of t and s is in X , then we may assume without loss of generality
that t ∈ X and s ∈ T \ X . In this case, we notice that −ǫs = (ǫt − ǫs)|T\X =
ξ(µ)|T\X = µ|T\X = µ. Therefore we conclude that
(6.3) ǫt = ξ(µ) + ǫs = ξ(µ)− µ =
∑
k
Hk(s) · ǫwk .
From this equation, we deduce that t = wk for some k. Then Hk(s) = 1, which
gives a contradiction since Hk < 1 on T \X by hypothesis (iii).
If t and s are both in T \X , then we see that ξ(µ) = ǫt − ǫs = ξ(µ)|T\X = µ,
which implies that
∫
Hkdµ = 0 for all k. Hence Hk(t) = Hk(s) for all k. By
hypothesis (iv), we obtain that t = s. 
Lemma 6.15. Let K be a metrizable Choquet simplex. Let X be a Polish subspace
of a compact metrizable space T , and let Y be clopen in T . Let φ : T → ex(K) be a
homeomorphism with φ(X) = ex(K). Suppose that for every point t in T \Y , there
exists an open (in T ) neighborhood Ut and points xt and yt in X \ Y such that for
all s in Ut, either rX(s) < rX(t) or else rX(s) = rX(t) and φ(s) = asφ(xt)+bsφ(yt)
in K, with 0 ≤ as, bs ≤ 1 and as+ bs = 1. Then for each point t in T \ Y , and any
harmonic, u.s.c.d. candidate sequence H on K,
(6.4) α
H|φ(T )
0 (t) ≤
{
rX(t) if rX(t) is finite
rX(t) + 1 if rX(t) is infinite.
Proof. For the sake of notation, we identify X,Y , and T with their images under φ.
Observe that T \ Y is clopen in T . Thus, for every t in T \ Y , u
H|T
β (t) = u
H|T\Y
β (t)
for all ordinals β, which implies α
H|T
0 (t) = α
H|T\Y
0 (t). For the sake of notation, we
assume that H is defined only on T \ Y and uHβ = uβ .
Now we prove the lemma by transfinite induction on α = rX(t). For α = 0, we
have that rX(t) = 0, and thus t is isolated in T . Then α
H
0 (t) = 0.
Suppose the lemma holds for all t in T \ Y such that rX(t) < α. If α is finite,
let δ = α. If α is infinite, let δ = α+ 1. We now prove that for all t in T \ Y with
rX(t) = α and all γ ≥ δ, uγ(t) = uδ(t). The proof of this statement is by transfinite
induction on γ.
Let γ > δ be a successor ordinal, and let t be in T \ Y with rX(t) = α. Let Ut
be an open neighborhood of t, and let xt and yt be corresponding to Ut according
the hypotheses. Fix ǫ > 0. Choose k0 such that max(τk(xt), τk(yt)) ≤ ǫ for all
k ≥ k0. Then if (sn) is a sequence in Ut with rX(sn) < rX(t) for all n, then using
the inductive hypotheses, we get
(uγ−1 + τk)(sn) = (uδ−1 + τk)(sn).
If (sn) is a sequence in Ut with rX(sn) ≥ rX(t), then by the hypotheses, we have
that rX(sn) = rX(t) = α and sn = asnxt+bsnyt. Then by the induction hypothesis
on γ and the harmonicity of τk, we have that
(uγ−1 + τk)(sn) = uδ(sn) + asnτk(xt) + bsnτk(yt) ≤ ǫ.
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Thus we may conclude that
˜(uγ−1 + τk)(t) ≤ max
( ˜(uδ−1 + τk)(t), uδ(t) + ǫ).
Letting k tend to infinity, we obtain that uγ(t) ≤ uδ(t) + ǫ. Since ǫ was arbitrary,
we have that uγ(t) = uδ(t).
Now let γ > δ be a limit ordinal, and let t be in T \ Y with rX(t) = α. Fix Ut,
xt, and yt as in the hypotheses. Note that by the induction hypotheses, if s is in
Ut, then uβ(s) = uδ(s) for all β < γ. Then supβ<γ uβ(s) = uδ(s) for all s in Ut.
Taking upper semi-continuous envelope at t, we have that uγ(t) = uδ(t).
We conclude that for all t in T \ Y with rX(t) = α, αH0 (t) ≤ δ, as desired. 
Lemma 6.16. Let K be a metrizable Choquet simplex. Let X be a Polish subspace
of a compact metrizable space T , and let Y be clopen in T . Let φ : T → ex(K) be
a homeomorphism with φ(X) = ex(K). Suppose that for each point t in T \ Y and
any harmonic, u.s.c.d. candidate sequence H on K, Equation (6.4) holds. Further,
suppose that ρX(T ) ≤ ρ(Y ). Then S(K) ⊂ [0, ρ(Y )]
Proof. Let H be a harmonic, u.s.c.d. candidate sequence on K. For t in Y , we have
that α
H|T
0 (t) = α
H|Y
0 (t) since Y is open in T . By Remark 3.5, α
H|Y
0 (t) ≤ α0(H|Y ).
By Proposition 3.6, α0(H|Y ) ≤ ρ(Y ). Putting these facts together, we obtain
α
H|T
0 (t) ≤ ρ(Y ) for all t in Y .
For t in T \ Y , Equation (6.4) gives that if rX(t) is finite, then α
H|T
0 (t) ≤ rX(t),
and if rX(t) is infinite, then α
H|T
0 (t) ≤ rX(t) + 1. Since X is countable and T is
compact, |T |XCB is a successor, and we have rX(t) ≤ |T |
X
CB − 1. If |T |
X
CB is finite,
then for all t in T \ Y we have α
H|T
0 (t) ≤ rX(t) ≤ |T |
X
CB − 1 = ρX(T ). If |T |
X
CB is
infinite, then for all t in T \Y we have α
H|T
0 (t) ≤ rX(t)+1 ≤ |T |
X
CB = ρX(T ) ≤ ρ(Y ).
We have shown that for all t in T , α
H|T
0 (t) ≤ ρ(Y ). Taking supremum over all t
in T , we have that α0(H|T ) ≤ ρ(Y ). Now using the Embedding Lemma (Lemma
3.30), we get that α0(H) ≤ α0(H|T ) ≤ ρ(Y ). Hence S(K) ⊂ [0, ρ(Y )]. 
Lemma 6.17. Let K be a metrizable Choquet simplex. Let X be a Polish subspace
of a compact metric space T , and let Y be a subset of T with Y ∼= ωβ0 + 1, where
β0 is a countable ordinal. Let φ : T → ex(K) be a homeomorphism with φ(X) =
ex(K). Let Y \X = {zm}. Suppose there is countable collection of distinct points
W = {um} ∪ {vm} in X such that each point w in W is isolated in Y ∪W and for
each zm in Y \X, φ(zm) =
1
2 (φ(um)+φ(vm)). Further suppose that d(um, zm) and
d(vm, zm) both tend to 0 as m tends to infinity. Then S(K) ⊃ [0, ρ(Y )].
Proof. For the sake of notation, we identify X,Y,W and T with their images under
φ and refer to these sets as subsets of K. Then let g : Y → ωβ0 + 1 be a homeo-
morphism. For any γ in [0, β0], there is an u.s.c.d. candidate sequence F on ωγ +1
given by Corollary 4.2 with α0(F) = γ. Since ωγ + 1 ⊂ ωβ0 + 1, we may extend
F to a u.s.c.d. candidate sequence on ωβ0 + 1 (still denoted F) by letting F be
uniformly 0 off of ωγ + 1. Note that F on ωβ0 + 1 still has the properties stated
in Corollary 4.2. We now construct a harmonic, u.s.c.d. sequence H on K such
that α0(F) = α0(H). Let F = (fk) be given as above. Then let H
′ = (h′k) be the
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candidate sequence on K defined as follows. For t in K, let
h′k(t) =

0, if t /∈ Y ∪W
fk(g(t)), if t ∈ Y \W
fk(g(zm)), if t = um or t = vm.
We claim that for each k, h′k+1 − h
′
k is convex and u.s.c. Let t be in K. If t is in
X , then (h′k+1 − h
′
k)(t) =
∫
X
(h′k+1 − h
′
k)dPt since Pt = ǫt. If t is in K \ (Y ∪W ),
then 0 = (h′k+1 − h
′
k)(t) ≤
∫
X
(h′k+1 − h
′
k)dPt. If t is in (Y ∪W ) \X = Y \X = Z,
then t = zm for some m, and we have that Pzm =
1
2 (ǫum + ǫvm). Then
(h′k+1 − h
′
k)(zm) = (fk+1 − fk)(g(zm)) =
1
2
(
(h′k+1 − h
′
k)(um) + (h
′
k+1 − h
′
k)(vm)
)
=
∫
X
h′k+1 − h
′
kdPt.
We have shown that h′k+1 − h
′
k is convex.
Let us prove that h′k+1 − h
′
k is u.s.c. Since {um}, {vm} and {zm} each have the
same limit points, which are in Y (since {zm} is in Y and Y is closed), we obtain
that Y ∪W is compact in K. Thus if t is in K \ (Y ∪W ), then ˜(h′k+1 − h
′
k)(t) =
0 = (h′k+1−h
′
k)(t). For t in Y \W , assume {tn} is a sequence in K \{t} converging
to t in K. Since (h′k+1 − h
′
k)|K\(Y ∪W ) ≡ 0, we may assume that tn lies in Y ∪W
for all n. For each n, if tn is not in Y , then there exists a natural number mn such
that tn ∈ {umn , vmn}. If tn is in Y , then (h
′
k+1− h
′
k)(tn) = (fk+1− fk)(g(tn)), and
if tn is not Y , then there exists a natural number mn such that tn ∈ {umn , vmn}
and (h′k+1 − h
′
k)(tn) = (fk+1 − fk)(g(zmn)). By the choice of {um} and {vm}, we
have that{zmn} also converges to t. Then since F is u.s.c.d. and g is continuous,
we have that lim supn(h
′
k+1 − h
′
k)(tn) ≤ (fk+1 − fk)(g(t)) = (h
′
k+1 − h
′
k)(t). Thus
˜(h′k+1 − h
′
k)(t) = (h
′
k+1−h
′
k)(t). For t inW , t is isolated in Y ∪W , and we conclude
that ˜(h′k+1 − h
′
k)(t) = (h
′
k+1 − h
′
k)(t). Thus (h
′
k+1 − h
′
k) is u.s.c.
Now for t in K, let H = (hk), where hk is the harmonic extension of h′k on
K. H is harmonic by definition. Fact 3.24 states that the harmonic extension of a
non-negative, convex, u.s.c. function on a Choquet simplex K is a harmonic, u.s.c.
function on K. Applying this fact to each element in the sequence (h′k+1 − h
′
k), we
obtain that H is a harmonic, u.s.c.d. candidate sequence.
Let F = (Y ∩X) ∪W and L = F = Y ∪W . Note that H|X\F ≡ H
′|X\F ≡ 0,
which implies that we may apply the Embedding Lemma (Lemma 3.30). The
Embedding Lemma gives that for all ordinals α and all t in K,
uHα (t) = max
µ∈π−1(t)
∫
L
uH|Lα dµ.
Let us now show that for all t in K,
(6.5) uHα (t) = max
µ∈π−1(t)
∫
Y
uH|Lα dµ = max
µ∈π−1(t)
∫
Y
uH|Yα dµ = max
µ∈π−1(t)
∫
Y
uFα ◦ g dµ.
The first equality in Equation (6.5) has already been justified as an application of
the Embedding Lemma. The second equality in (6.5) will be justified by showing
that for all ordinals α, u
H|L
α |L\Y ≡ 0 and u
H|L
α |Y = u
H|Y
α . Recall that H|Y = F ′ ◦g,
where F ′ = (f ′k) is the candidate sequence on ω
β0 +1 defined in terms of F = (fk)
as follows. If t is in (ωβ0 +1)\g(W ∩Y ), then f ′k(t) = fk(t), and if t is in g(W ∩Y ),
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then f ′k(t) = fk(zm) for t = g(um) or t = g(vm). Since g is a homeomorphism, we
have that u
H|Y
α = uF
′
α ◦ g for all ordinals α. Then we will justify the third equality
in Equation (6.5) by proving that uFα = u
F ′
α for all ordinals α. We proceed with
these steps and then conclude the proof of the lemma using Equation (6.5).
Notice that for all t in W , rL(t) = 0 (t is isolated in L by hypothesis). Thus, if
t ∈W , then u
H|L
α (t) = 0 for all α.
For t in Y , suppose there is a sequence sn ∈ W such that sn converges to t
and lim sups→t τ
H|L
k (s) = limn τ
H|L
k (sn). Since sn is in W , for each n there exists
mn such that sn ∈ {umn , vmn}. Then τ
H|L
k (sn) = τ
H|L
k (zmn), zmn also converges
to t, and since zmn is in Y , τ
H|Y
k (zmn) = τ
H|L
k (zmn). Thus lim sups→t τ
H|L
k (s) =
limn τ
H|Y
k (zmn). By these considerations, we have that for all t in Y ,
˜
τ
H|L
k (t) =
˜
τ
H|Y
k (t). Letting k tend to infinity gives that u
H|L
1 (t) = u
H|Y
1 (t), for all t in Y .
Now we show by transfinite induction that u
H|Y
α = u
H|L
α |Y for all ordinals α.
The equality holds for α = 1 by the previous paragraph. Suppose by induction
that it holds for some ordinal α. For the sake of notation, we allow s = t in the
following limit suprema. Also, the limit supremum over an empty set is assumed
to be 0 by convention. For t in Y , the induction hypothesis implies that
˜
(u
H|L
α + τk)(t) =max
(
lim sup
s→t
s∈W
uH|Lα (s) + τk(s), lim sup
s→t
s∈Y
uH|Lα (s) + τk(s)
)
=max
(
lim sup
s→t
s∈W
τk(s), lim sup
s→t
s∈Y
uH|Yα (s) + τk(s)
)
Taking the limit as k tends to infinity gives that
u
H|L
α+1(t) = max
(
u
H|L
1 (t), u
H|Y
α+1(t)
)
= max
(
u
H|Y
1 (t), u
H|Y
α+1(t)
)
= u
H|Y
α+1(t).
Thus we conclude that u
H|Y
α+1 = u
H|L
α+1|Y , proving the successor case of our induction.
For the limit case, suppose the equality holds for all ordinals β less than a limit
ordinal α. Then for t in Y , we have
uH|Lα (t) =max
(
lim sup
s→t
s∈W
sup
β<α
u
H|L
β (s), lim sup
s→t
s∈Y
sup
β<α
u
H|L
β (s)
)
=max
(
0, lim sup
s→t
s∈Y
sup
β<α
u
H|Y
β (s)
)
=uH|Yα (t),
which concludes the limit step of the transfinite induction.
Now we turn our attention towards showing that uF
′
α = u
F
α for all ordinals α.
By Remark 4.4, we assume (without loss of generality) that F has the property (P)
that for t in ωβ0 + 1,
(6.6) lim sup
s→t
r(s)=0
τFk (s) = lim
s→t
r(s)=0
τFk (s).
We also require the following topological fact. For every point t in Y \ I, there
is a sequence in I \W that tends to t, where I is the set of isolated points in Y .
To prove this fact, let t be a point with r(t) ≥ 1 and let U be an open (in Y )
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neighborhood of t. Suppose for the sake of contradiction that (I \W ) ∩ U = ∅.
Since Y ∼= ωβ0 + 1 (a countable, compact Polish space), we have that I is dense in
Y and Γ1(Y ) \ Γ2(Y ) is dense in Γ1(Y ). Since Γ1(Y ) \ Γ2(Y ) is dense in Γ1(Y ),
there is a point t′ in U with r(t′) = 1. Since I is dense in Y , there is a sequence wn
in I ∩ U tending to t′. Since (I \W ) ∩ U = ∅, we must have that wn is in W and
then there is a sequence mn such that wn ∈ {umn , vmn} for all n. Then zmn tends
to t′. Note that zmn is not in W by hypothesis, and since r(t
′) = 1, we must have
that zmn is isolated in Y for all large n. Thus (I \W ) ∩ U 6= ∅, a contradiction.
Using that F satisfies property (P) and the topological fact from the previ-
ous paragraph, let us show that for any non-isolated point t in ωβ0 + 1, we have
τ˜F
′
k (t) = τ˜
F
k (t). First note that for every sequence sn converging to t, there
is a sequence tn converging to t such that τ
F ′
k (sn) = τ
F
k (tn): if sn is not in
g(W ∩ Y ), then let tn = sn, and if sn is in g(W ∩ Y ), then there exists mn
such that sn ∈ {g(umn), g(vmn)}, and one may take tn = g(zmn). It follows
that lim sups→t τ
F ′
k (s) ≤ lim sups→t τ
F
k (s). Also, since t is not isolated, t is not
in g(W ∩ Y ) and τF
′
k (t) = τ
F
k (t). We deduce that τ˜
F ′
k (t) ≤ τ˜
F
k (t). Now we
show the reverse inequality. If sn is a sequence converging to t with r(sn) > 0,
then sn is not in g(W ∩ Y ) and thus τF
′
k (sn) = τ
F
k (sn). In such a case, we have
lim supn τ
F ′
k (sn) = lim supn τ
F
k (sn). Now let sn be a sequence converging to t with
r(sn) = 0. By the topological fact from the previous paragraph, there is a sequence
tn of isolated points in ω
β0 + 1 that are not in g(W ∩ Y ) such that tn converges
to t. Using the fact that F satisfies property (P) (see Equation (6.6)), we have
lim supn τ
F
k (sn) = lim supn τ
F
k (tn). Since the points tn are not in g(W ∩Y ) we also
have that lim supn τ
F
k (tn) = lim supn τ
F ′
k (tn) ≤ lim sups→t τ
F ′
k (s). We have shown
that for every sequence sn converging to t, lim supn τ
F
k (sn) ≤ lim sups→t τ
F ′
k (s). It
follows that τ˜F
′
k (t) ≥ τ˜
F
k (t), and therefore we have shown that τ˜
F ′
k (t) = τ˜
F
k (t).
Finally, we show that for all ordinals α, uF
′
α = u
F
α by transfinite induction on α.
We make the conventions that we allow s = t in the following limit suprema, and
the limit supremum over an empty set is 0. Note that if t is isolated in ωβ0 + 1,
then uFα (t) = 0 = u
F ′
α (t) for all α, and thus we need only show the equality at non-
isolated points t in ωβ0 + 1. For the sake of induction, suppose the equality holds
for an ordinal α. Let t be in (ωβ0 + 1) \ g(I). For every sequence sn converging to
t, there is a sequence tn converging to t such that (u
F ′
α + τ
F ′
k )(sn) = (u
F
α + τ
F
k )(tn):
if sn is not in g(W ∩ I), then let tn = sn, and if sn is in g(W ∩ I), then there
exists mn such that sn ∈ {g(umn), g(vmn)}, and one may take tn = zmn . It
follows that lim sups→t(u
F ′
α + τ
F ′
k )(s) ≤ lim sups→t(u
F
α + τ
F
k )(s). Thus we have
that ˜(uF ′α + τ
F ′
k )(t) ≤
˜(uFα + τ
F
k )(t). Now we show the reverse inequality. Let
sn be a sequence in g(I) converging to t. Then (u
F
α + τ
F
k )(sn) = τ
F
k (sn) and
so lim supn(u
F
α + τ
F
k )(sn) = lim supn τ
F
k (sn) ≤ τ˜
F
k (t) = τ˜
F ′
k (t) (recall that we
showed the last equality in the previous paragraph). Now let sn be a sequence in
(ωβ0 + 1) \ g(I) converging to t. Since sn is not isolated, sn is not in g(W ∩ Y ),
and we have (uFα + τ
F
k )(sn) = (u
F ′
α + τ
F ′
k )(sn). Also, lim supn(u
F ′
α + τ
F ′
k )(sn) ≤
˜(uF ′α + τ
F ′
k )(t). Combining these considerations, we have shown that
˜(uFα + τ
F
k )(t) ≤ max
(
τ˜F
′
k (t),
˜(uF ′α + τ
F ′
k )(t)
)
= ˜(uF ′α + τ
F ′
k )(t).
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Then we deduce that ˜(uFα + τ
F
k ) =
˜(uF ′α + τ
F ′
k ). Taking the limit in k gives that
uFα+1 = u
F ′
α+1, which concludes the successor step of the transfinite induction. For
the limit step, assume that uFβ = u
F ′
β for all ordinals β less than a limit ordinal
α. We show that uFα = u
F ′
α . For t in ω
β0 + 1, the induction hypothesis gives that
(allowing s = t in the the limit suprema)
uFα (t) = lim sup
s→t
sup
β<α
uFβ (s) = lim sup
s→t
sup
β<α
uF
′
β (s) = u
F ′
α (t).
We conclude that uFα = u
F ′
α for all ordinals α. This fact completes the verification
of Equation (6.5).
It follows immediately from Equation (6.5) that α0(H) ≤ α0(F) = γ. We now
show the reverse inequality. Let 0γ be the marked point in Corollary 4.2, and
let t = g−1(0γ). Then u
H
γ (t) ≥ u
F
γ (0γ) = a. For an arbitrary α < γ, we also
have that uHα (t) ≤ ||u
F
α || < a by Equation (6.5) and Corollary 4.2 (1). Thus
γ = α0(t) ≤ α0(H), and we conclude that α0(H) = γ.
Since γ ≤ β0 was arbitrary, we deduce that S(K) ⊃ [0, β0]. For β finite, β0 = β
and the proof is finished in this case. On the other hand, if β is infinite, then
β0 = β − 1 and we may repeat the above argument starting with F on ωβ0 + 1
given by Corollary 4.3 such that α0(F) = β0 + 1. In this case, we conclude that
S(K) ⊃ [0, β0 + 1] = [0, β], which concludes the proof. 
6.3. Open Questions. In general, our analysis leaves open the following problem.
Question 6.18. For a metrizable Choquet simplex K, what is S(K)?
Theorem 6.5 completely answers this question when ρex(K)(ex(K)) = ρ(ex(K)).
In particular, when K is Bauer or when ex(K) is uncountable, Theorem 6.5 gives a
complete answer. In general, Theorem 6.5 gives upper and lower bounds on S(K).
Theorem 6.6 shows that the bounds in Theorem 6.5 cannot be improved using
only knowledge of the ordinals ρex(K)(ex(K)) and ρ(ex(K))). Theorem 6.10 (1)
shows that if ex(K) is countable, then the bounds in Theorem 6.5 cannot be im-
proved using only knowledge of the homeomorphism class of the compactification
(ex(K), ex(K)). Theorem 6.10 (2) shows that the upper bound in Theorem 6.5
cannot be improved using only knowledge of the homeomorphism class the com-
pactification (ex(K), ex(K)). Thus we have the following question remaining.
Question 6.19. Let E be a countable, non-compact Polish space, and let E
be an uncountable metrizable compactification of E. Let β be a successor in
[ρE(E), ω1[. Must there exist a metrizable Choquet simplex K such that (E,E) ≃
(ex(K), ex(K)) and S(K) = [0, β]?
Also, when E is countable and E is uncountable, we do not know whether the
upper bound on S(K) may be attained. We state this problem as a question as
follows.
Question 6.20. Let E be a countable, non-compact Polish space, and let E be
an uncountable metrizable compactification of E. Must there exist a metrizable
Choquet simplex K such that (E,E) ≃ (ex(K), ex(K)) and S(K) = [0, ω1[?
If the answers to Questions 6.19 and 6.20 are affirmative, then one could conclude
that the bounds in 6.5 cannot be improved using knowledge of the homeomorphism
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class of the compactification (ex(K), ex(K)), and furthermore, one could conclude
that these bounds are obtained.
Notice that for every simplex K for which we can compute S(K), S(K) is either
[0, ω1[ or [0, β] for a countable successor β. This observation leads to the following
two questions.
Question 6.21. If K is a metrizable Choquet simplex, must S(K) be an ordinal
interval?
Question 6.22. If K is a metrizable Choquet simplex, must S(K) be either [0, ω1[
or [0, β] for a countable successor β?
If the answers to Questions 6.19, 6.20, 6.21, and 6.22 are all affirmative, then
these results would give a complete description of the constraints imposed on orders
of accumulation by the compactification of the ergodic measures for a dynamical
system.
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Appendix A. Entropy Structures, Symbolic Extensions, and
Dynamical Systems
For general references on the ergodic theory of topological dynamical systems,
see [15, 20, 25]. For a topological dynamical system (X,T ), we write M(X,T ) to
denote the space of Borel probability measures on X which are invariant under
T . We give M(X,T ) the weak* topology. It is well known that in this setting
M(X,T ) is a metrizable, compact, convex subset of a locally convex topological
vector space (see, for example, [15, 20]). The set of extreme points of M(X,T ) is
the set of ergodic measures, Merg(X,T ). Furthermore, the fact that each measure
µ in M(X,T ) has a unique ergodic decomposition (see [15, 20]) translates to the
fact that M(X,T ) is a Choquet simplex. Since we are only interested in simplices
arising from dynamical systems, we consider only metrizable Choquet simplices. It
was shown in [8] that every metrizable Choquet simplex K can be obtained as the
space of invariant Borel probability measures for a dynamical system.
We write h :M(X,T )→ [0,∞) to denote the function that assigns to each mea-
sure µ in M(X,T ) its metric entropy. For any dynamical system (X,T ), Boyle and
Downarowicz defined a reference candidate sequence Href (X,T ) on M(X,T ) that
is u.s.c.d. and harmonic. Further, Downarowicz defined an entropy structure on
M(X,T ) to be any candidate sequence on M(X,T ) that is uniformly equivalent
to Href (see Section 2.5 for definitions). Almost all known methods of defining or
computing entropy can be adapted to form an entropy structure [10]. The work of
Downarowicz and Serafin [13] implies the following realization theorem:
Theorem A.1 ([10, 13]). Let H be a candidate sequence on a Choquet simplex K
that is uniformly equivalent to a harmonic candidate sequence with u.s.c. differ-
ences. Then H is (up to affine homeomorphism) an entropy structure for a minimal
homeomorphism of the Cantor set.
The importance of Theorem A.1 lies in the fact that it allows one to translate
questions in the theory of entropy structures and dynamical systems into the terms
of functional analysis. To understand the theory of entropy structure in dynamical
systems, it helps to consider symbolic extensions, and we briefly recall this theory.
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A good introduction to symbolic dynamical systems is given in [17]. For any finite
set A, we refer to AZ as the full shift on A. The elements of A are referred to as
symbols. We give AZ the product topology induced by the discrete topology on A,
which makesAZ a compact metrizable space. Then the left-shift map, σ : AZ → AZ,
given by σ(x)n = xn+1, is a homeomorphism of A
Z. If Y is closed subset of AZ
satisfying σ(Y ) = Y and S = σ|Y , then we refer to (Y, S) as a symbolic dynamical
system, or possibly a subshift of AZ.
Definition A.2. Let (X,T ) be a dynamical system. A symbolic extension of
(X,T ) is a subshift (Y, S) of a full shift on a finite number of symbols, along with
a continuous surjection π : Y → X such that Tπ = πS.
We think of a symbolic extension as a “lossless finite encoding” of the dynamical
system (X,T ) [10].
Downarowicz introduced the study of the entropy of symbolic extensions at the
level of measures [9].
Definition A.3. If (Y, S) is a symbolic extension of (X,T ) with factor map π,
then the extension entropy function, hπext : M(X,T )→ [0,∞), is defined for µ
in M(X,T ) by
hπext(µ) = sup{h(ν) : π
∗µ = ν}.
The symbolic extension entropy function of a dynamical system (X,T ), hsex :
M(X,T )→ [0, ∞], is defined for µ in M(X,T ), as
hsex(µ) = inf{h
π
ext(µ) : π is the factor map of a symbolic extension of (X,T )}.
and the residual entropy function, hres : M(X,T ) → [0,∞] is defined for µ in
M(X,T ) as
hres(µ) = hsex(µ)− h(µ).
The study of symbolic extensions is related to entropy structures by the following
striking result.
Theorem A.4 ([3]). Let (X,T ) be a dynamical system with entropy structure H.
Then
hsex = h+ u
H
α0(H)
,
This theorem relates the notion of how entropy emerges on refining scales to the
symbolic extensions of a system, showing that there is a deep connection between
these topics. Using this connection, some progress has been made in understanding
the symbolic extensions of certain classes of dynamical systems, with particular
interest in smooth dynamical systems. For results of this type, see [1, 3, 4, 5, 7, 10,
11, 12]. Note that the functions uα are, in general, not harmonic, which stands in
stark contrast to most objects of study in ergodic theory (in particular, the entropy
function h is harmonic [15, 20]).
The order of accumulation α0(X,T ), which is defined as α0(H) for any entropy
structure H of the system (X,T ), measures on how many “layers” residual entropy
accumulates in system. From Theorem A.4 we see that the complexity in these
layers accounts for the extra entropy that must be added to each measure in the
system in order to obtain symbolic extensions. Thus the order of accumulation of
entropy measures some additional complexity in the system that is not detected by
the entropy function h.
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Appendix B. Proof of Fact 3.24
The following fact was given as Fact 2.5 in [11], where there is a sketch of
the proof. In this appendix we fill in some details of this proof for the sake of
completeness.
Fact (Fact 3.24). Let K be a metrizable Choquet simplex, and let f : K → [0,∞)
be convex and u.s.c. Then (f |ex(K))
har is u.s.c.
Proof. Let f : K → [0,∞) be convex and u.s.c. Let g :M(K)→ [0,∞) be defined
for each µ in M(K) as
g(µ) =
∫
fdµ.
Now let G : K → [0,∞) be given by G(x) = sup{g(µ) : bar(µ) = x} for all x in
K. We have that g is u.s.c. because f is u.s.c., and G is u.s.c. because g is u.s.c.
(Remark 2.16 (iii)).
Now we claim that f(x) ≤
∫
fdµ for any µ such that bar(µ) = x. To see this,
fix x and µ such that bar(µ) = x. Let fm be a decreasing sequence of continuous
functions, fm : K → [0,∞), whose limit is f . Let δ > 0. Partition the support of µ
into a finite number of sets Sj of diameter smaller than δ. For each j, if µ(Sj) > 0,
let zj = bar(µSj ), where µSj is the measure µ conditioned on the set Sj . Then let
ν =
∑
j µ(Sj)ǫzj . Note that bar(ν) = bar(µ) = x, and ν tends to µ in M(K) as
δ tends to zero. We have shown that there exists a sequence of measures νk such
that each νk is a finite convex combination of point measures, νk converges to µ
in M(K), and bar(νk) = x for each k. Now choose such a sequence νk, and note
that for any m, any ǫ > 0, and any large enough k (depending on ǫ and m), by the
convexity of f ,
f(x) ≤
∫
f dνk ≤
∫
fm dνk ≤
∫
fm dµ+ ǫ.
Letting m tend to infinity, the Dominated Convergence Theorem implies that
f(x) ≤
∫
fdµ + ǫ. Since ǫ was arbitrary, we see that f(x) ≤
∫
fdµ, which im-
plies in particular that f(x) ≤
∫
fdPx.
Then for any µ with bar(µ) = x,∫
fdµ ≤
∫ (∫
fdPy
)
dµ(y) =
∫
f dPx,
where the equality of the last two expressions follows from the fact that x 7→
∫
f dPx
defines a harmonic function on K (Remark 3.22).
Thus G(x) =
∫
fdPx, which shows that G = (f |ex(K))
har. Since G is u.s.c., the
proof is complete. 
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