INTRODUCTION
Digital signal processing is largely founded on the Nyquist theorem, which tells us that a bandlimited signal can be recovered from its unaliased. discrete samples. The Nyquist theorem makes it possible for a calculation based on discretely sampled data to exactly match one based on continuous quantities. A good example is the Fourier transform of a bandlimited signal s(t): s(t)e2nilit dt = At Y, s(n&t)e-2 * ifinAt .
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The equality is exact when At < At uy(] . where A/ Ilvq is the Nyquist time step.
Unfortunately, Equation (1) does not apply to practical computations since it uses an infinite number of samples. Finite-duration signals cannot be exactly bandlimited, so there must be some amount of aliasing. A common approach is to use a smooth windowing function W(T) to select a finite time interval T from the bandlimited signal:
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The window function W(T) is assumed to be real, non-negative, and strictly zero when \T\ > 1/2. If one is free to use long time intervals T and a smooth window function, the error in Equation (2) can easily be made very small. On the other hand, in certain applications it is likely that T will be modest or small, in which case the error may be significant. One example of such an application is joint time-frequency analysis: one can be forced to used short time windows when the signal has rapidly changing spectral content [1] .
Another example, which was the original motivation for this work, is the development of an efficient backprojection image formation algorithm for synthetic aperture radar [2, 3] . The algorithm achieves efficiency by decomposing the synthetic aperture integration into a nested hierarchy of synthetic apertures. Maximum efficiency is achieved when the bottom layer of the hierarchy consists of integration over synthetic apertures of only a few Nyquist samples. Thus, algorithmic efficiency forces one into the case when 1 the error in Equation (2) is likely to be significant.
The error in Equation (2) may also be of concern in applications where the required accuracy is very stringent. A common example is adaptive array processing where one wishes to cancel very strong interference sources in order to detect a weak signal of interest. The error incurred in the finite sum of Equation (2) will act like a noise source which scales with the strength of the strongest signals. Successful detection will require that the error be smaller than the ratio of the weak signal to the strong interference.
In [4] . the authors consider a version of Equation (2) with a square window function. An exact error expression is computed for deterministic signals with piecewise polynomial structure. For more general classes of deterministic signals, the same error expression is shown to hold in the limit where At -» 0 and // -» oo while fiAt is held fixed. While the results arc mathematically correct, they are not useful for the typical signal processing scenarios because they do not capture the effects of a finite number of data samples. For example, the error is exactly zero for the zero frequency component.
In this report, the signal .s(r) is treated as a stochastic quantity and arbitrary window functions W(T) are allowed. The mean squared error in Equation (2) is computed at leading asymptotic order in the number of samples N = T/ At. Explicit results are given for many common window functions. The error estimates are shown to agree well with Monte Carlo results, even when the number of samples is relatively small.
DEFINITION OF THE PROBLEM
Let s(t) be a random signal of bandwidth B. with Fourier transform S(u):
The signal s(t) is assumed to be stationary with zero mean and spectral density p(u):
The windowed Fourier transform is given by the integral 
where the unit-interval window function ttf(r) is assumed to be real, non-negative, and strictly zero when \T\ > K-The frequency p is assumed to be restricted to the interval |//| < -j-The discrete approximation to the above integral is given by ln = At f^ S (g^)e-^»,
The where t n -(n + a) At and the time step At meets the Nyquist condition: At < At By " = parameter a controls the offset of the window edges with respect to the sample locations of the discrete data. The signal is not assumed to be synchronized with the sampling in any special way. so a is treated as a random variable with uniform distribution in the interval [-5,5] . It is not necessary to consider other values of a due to the stationarity of s(t).
Our goal is to estimate the normalized mean square error, defined as
EVALUATION OF EXPECTATION VALUES
Using the Poisson summation formula and other standard Fourier identities, / and Ip can be rewritten in the forms:
where W{y) is the Fourier transform of the window function W(T). Using the above equations and Equation (5), the desired expectation values may be computed:
LEADING ORDER ASYMPTOTICS
Up to this point, all results haw been exact. The focus will now shift to the Leading-order asymptotic behavior of Equation (8) 
as T -» oc. The notations p(p + ) and p(/' ) are to be understood as the liniii of p(v). v -» // approaching from above and below, respectively. Since W(T) is strictly real-valued, the Fourier transform has the symmetry |W(0)| 2 = |W( -0)\"-The leading-order result can therefore be written as
For the numerator of Equation (8), a different approach is necessary: an asymptotic expansion will be derived for W(u), then plugged in to Equation (11). Note that W(T) cannot be analytic for all r since it is identically zero for |r| > k. It will be assumed that «'(r) is of order p > 0, meaning that:
2. W^P'(T) is differentiable everywhere, except possibly for a hnite set of points -k = T\ < r-> < :{. fr (p) (r) must be discontinuous at at least one of the 77,.. but not necessarily all of them.
It would be difficult to imagine any useful window function which does not meet the above conditions.
Next, write W{v) in the form
KiT dT.
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Performing integration by parts repeatedly and collecting terms yields
The Riemann-Lebesgue lemma [5] guarantees that the integrals on the right-hand side vanish as v -• oc. so to leading order
it=i Inserting the asymptotic expression above into Equation (11) and keeping only terms of leading order as T -• oo yields:
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Note that in expanding \W\ 2 via Equation (15), all terms where the complex exponentials do not cancel have been dropped. It can be shown via the Rieniann-Lesbegue lemma that the dropped terms are of subleading order after integration over v.
RESULTS FOR FLAT SPECTRAL DENSITY
To obtain an explicit formula for the error, let us assume that the random signal has a flat spectral density:
With a flat spectrum, the integrals in Equation (Hi) become trivial to evaluate analytically. Combining with Equation (13) produces the following asymptotic expression for the mean square error:
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where
The quantities above all have simple interpretations. N is the number of samples in the window and is not required to be an integer. The choice of window function determines the order p and the constant N w . The function F p is independent of the window function: it determines the impact of the normalized sample spacing A f* and scaled frequency //A/.
EVALUATION OF QP(Z)
For p > 0. the sum in Equation (22) is absolutely convergent. For p = 0, the terms for positive and negative n may be combined, yielding a convergent scries which is evaluated by the method of residues: It is also helpful to have a qualitative understanding of the behavior of Qp{z). Due to the restrictions A^ < Ar Ilvq and |/x| < - §, it is clear that only the range 0 < z < 2 is relevant. From the definition in Equation (22). it is easy to demonstrate the following basic properties for all p > 0:
It directly follows that all derivatives of Q p (z) are positive for all p > 0, z > 0. The properties described above are easily seen in the plots of Q p (z) shown in Figure 1 .
For 2 << 1. the analytic forms for Q p {z) given above become difficult to compute numerically due to the cancellation of diverging factors as z -* 0. Instead, it becomes simpler to compute using the Taylor series around z = 0:
where £(.s) = ^^=i n~* ' s ^n e Riemann zeta function.
QUALITATIVE DESCRIPTION OF ERROR
The analysis above leads to the following general conclusions regarding the asymptotic error:
1. e 2 decreases like A r -'^+ 1 ) for fixed A/.
2. e 2 decreases nionotonically with At for fixed A r .
3. e 2 increases nionotonically with |//|.
4. e ~ (^f) for /j = 0 and critically sampled data. Table 1 list results for some of the most common window functions. For each window, the order p and constant N w is shown. When possible, the exact analytic-expression for Nj' + is also given. In some cases, a second line in the table gives the next order term for the same window. The order /; is determined by consecutively examining W(T) and its derivatives until a discontinuity is found. The constant N w is then computed directly from Equation (20). All analytic and numeric results were generated using Mathematica 5.2.
EVALUATION OF N w FOR STANDARD WINDOW FUNCTIONS
It should be stressed that the results for next-to-leading order terms in Table 1 are. strictly speaking, not the next term in a correct asymptotic expansion. Instead, they are simply the result obtained by pretending that the leading order N w is zero, and continuing with the leading-order analysis to larger p until a non-zero term is obtained. This is useful mainly in cases where the true leading order N w is numerically very small, snch JUS in the case of the Hamming window.
VERIFICATION OF ASYMPTOTIC RESULTS
Since the results derived are asymptotic in N. there is no guarantee that they will achieve any specific level of accuracy except in the limit N -» oo. To establish the utility of the asymptotic formula, the normalized error was computed via Monte Carlo with 10'' random t rials. Random data was generated with the required correlation properties at a sample spacing of 4r. The-integral in Equation ((>) was approximated using the highly oversampled data. The 1 sum in Equation (7) In Figure G , errors are shown as a function of frequency for the square, triangle, and Hanning windows. The number of samples is fixed at A r = 10 in all cases. The asymptotic error increases monot.onically with |//|. as described earlier in Section 5.2. While the agreement is good near zero frequency, it appears that the asymptotic formula overestimates the-error near the Nyquist limit, especially for the triangle and Hanning windows. This is not surprising, since the asymptotic formula ceases to be valid past the Nyquist limit. 
CONCLUSIONS
The windowed DFT can be regarded as an approximation of the continuous Fourier transform with the same window function. The mean square error for stochastic signals is for the most part accurately captured by the asymptotic formula in Equation (18). Parameters for some of the most common window functions are tabulated in Table 1 . Monte Carlo calculations confirm thai the asymptotic error is accurate, even when the number of samples N is small. Deviations from the asymptotic result mainly occur for frequencies approaching the Nvquist limit.
The asymptotic error formula should prove especially useful in scenarios where the processing parameters must be determined dynamically during processing. In such cases, the asymptotic result permits one to analytically optimize any design metric.
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APPENDIX A MATHEMATICA CODE FOR GENERATING ASYMPTOTIC RESULTS
The results presented in Table 1 were prepared using Mathematics version r ).2. Figure A -l shows the actual commands used to generate the results, along with comments to indicate the purpose of various steps. Inputs to Mathematics are indicated in hold type, while outputs and comments are in normal type. 
