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1. Introduction
Covering techniques are known to be a fruitful tool in analyzing combinatorial objects and their
symmetries. Applications of these techniques have resulted in many interesting examples and classi-
ﬁcation results for certain families of graphs, a classical example being Djokovic´’s construction of the
ﬁrst inﬁnite family of 5-arc transitive graphs arising as elementary abelian covers of Tutte’s 8-cage [4].
When constructing graphs using regular covers, one of the harder questions regards the conditions
for a group of automorphisms to lift in order for the resulting cover to inherit certain symmetries of the
base graph. Although necessary and sufﬁcient conditions are known in general, they do not provide
satisfactory computationalmethods to copewith concrete examples.However, the situation is better in
the caseof elementary abelian covers, that is, regular coverswith thegroupof covering transformations
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being elementary abelian. For such covers, an appropriate representationof automorphismsof thebase
graph by matrices converts the lifting conditions into ﬁnding invariant subspaces of certain concrete
groups of matrices over prime ﬁelds.
This method, originally developed by Malnicˇ et al. [13], has been successfully applied in the classi-
ﬁcation of elementary abelian covers with speciﬁc symmetry properties for a number of small cubic
graphs, for instance the complete graph K4 [9], the Petersen graph [14], the Heawood graph [13],
the Möbius–Kantor graph [8] and the Pappus graph [16]. But apart from the octahedron graph [12],
graphs of higher valencies have not received much attention in this context thus far, although many
symmetric graphs arise quite naturally in this way. Indeed, whenever X is a symmetric graph with a
solvable group of automorphisms G Aut(X), then its minimal normal subgroup N  G is elementary
abelian. If, in addition, the vertex stabilizer Nv is trivial, then X is an elementary abelian cover over the
quotient graph XN . In a series of reductions of this kind, the ﬁnal, irreducible graph is often a complete
graph. Thus, studying K5 is the obvious next choice in order to establish a base of examples for further
investigation. The reader can refer to [6,7] for some related results about complete graphs.
In this paper, all pairwisenon-isomorphic connected arc-transitive elementary abelian covers of the
complete graph K5 are described in terms of voltage assignments in Z
k
p. The central result (Theorem
3.1, Table 1) is derived in Section 3, after the main tools and deﬁnitions are brieﬂy introduced in
Section 2. With the aid of computer, the graphs of Theorem 3.1 on up to 150 vertices were also
explicitly constructed and matched with the graphs from the Census of edge-transitive tetravalent
graphs by Potocˇnik andWilson [17], see Example 3.6, Table 3. In Corollary 3.7, the graphs of girth 4 are
characterised as toroidal by application of the results in [18,19].
2. Preliminaries
Throughout the paper, graphs are ﬁnite, simple, connected and undirected. For a graph X wedenote
by V(X), E(X), A(X) its vertex, edge and arc set, respectively. A graph X is called vertex-, edge- or
arc-transitive if its automorphism group Aut(X) acts transitively on V(X), E(X) or A(X).
2.1. Regular covers
For v ∈ V(X), denote byN(v) the set of vertices, adjacent to v. Since graphs are assumed simple, we
deﬁne a covering projection as a graph homomorphism q: X˜ → X which is onto and locally bijective,
that is, for any pair of vertices v ∈ V(X) and v˜ ∈ q−1(v), the restriction q:N(v˜) → N(v) is a bijection.
In this setting we call X a base graph, X˜ a covering graph or cover, and the preimages q−1(v) and q−1(e)
of v ∈ V(X), e ∈ E(X) are called vertex ﬁbre and edge ﬁbre, respectively. A covering q: X˜ → X is called
regular or H-covering, if there exists a semiregular subgroup H  Aut(X˜) such that the quotient graph
X˜/H is isomorphic to X (that is, the H-orbits of X˜ coincide with vertex ﬁbres q−1(v), v ∈ V(X)). We
call H the group of covering transformations. In particular, the H-covering q is called elementary abelian
if H is an elementary abelian group Zkp.
Two regular covering projections q: X˜ → X and q′: X˜′ → X are called isomorphic, if αq = q′α˜ for
some graph automorphism α ∈ Aut(X) and graph isomorphism α˜: X˜ → X˜′. In particular, isomorphic
covering projections q and q′ are called equivalent, if α is the identity. Most often, regular covers are
studied up to equivalence.
2.2. Voltage graphs
Alternatively, one can also describe regular covers in terms of voltage graphs. Take a ﬁnite group H
and deﬁne a voltage assignment ζ : A(X) → H as a function assigning a group element to each arc of X
in such away that ζ(u, v) = (ζ(v, u))−1. Then construct a graph X ×ζ Hwith vertex set V(X) × H and
adjacency relation (u, g) ∼ (v, h) whenever u ∼ v and h = gζ(u, v). In this setting, group H is called
a voltage group and the values of ζ are called voltages. The voltage projection
qζ : X ×ζ H → X, qζ (u, h) = u
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is then a regular H-covering, as the semi-regular action of H on X ×ζ H is naturally deﬁned by left
multiplication on the second coordinate. By a well-known result of Gross and Tucker, any regular
covering q is in fact equivalent to some voltage projection qζ , so q = qζ i for some graph isomorphism
i: X˜ → X ×ζ H. Moreover, up to equivalence, one can assume that the voltage assignment ζ is T-
reduced for some arbitrarily chosen spanning tree T of X , meaning that ζ(u, v) = idH for all arcs
(u, v) ∈ T .
2.3. Lifting automorphisms
An automorphism φ ∈ Aut(X) lifts along a covering projection q if there exists an automorphism
φ˜ ∈ Aut(X˜) such that qφ˜ = φq. We call φ˜ a lift of φ. A subgroup G Aut(X) lifts along q if each α ∈ G
lifts. The subgroup G˜ = {α˜|α ∈ G} Aut(X) is then called the lift of G, and we say that the covering
projection q is G-admissible. If q and q′ are two equivalent covering projections, then q is G-admissible
if and only if q′ is. This implies that one can consider the lifting problem combinatorially in terms of
voltages. Note that the lift of the trivial group {idX} along a regular covering projection q equals the
group of covering transformations CT(q) if and only if the cover X˜ is connected.
In general setting, a regular covering projection q is called vertex-, edge-, or arc-transitive if some
vertex-, edge- or arc-transitive automorphism group of the base graph lifts along q. This is justiﬁed
by the fact that CT(q) ﬁxes vertex ﬁbres setwise and acts regularly on each ﬁber, so any vertex-,
edge- or arc-transitive group G Aut(X) that lifts along q yields a ﬁbre-preserving vertex-, edge- or
arc-transitive group G˜ Aut(X˜).
2.4. Non-equivalent elementary abelian covers
For a givengraphX and subgroupG Aut(X), in order toﬁndall nonequivalentG-admissible regular
covers, it sufﬁces to ﬁnd T-reduced voltage assignments ζ onX such thatG lifts along qζ : X ×ζ H → X .
In particular, all non-equivalent arc-transitive covers are obtained by lifting all (up to conjugation)
minimal arc-transitive subgroups of Aut(X). In case of elementary abelian covers, the lifting criterion
can be described by means of linear algebra in the following way.
The Betti number of a connected graph X is deﬁned as β(X) = |E(X)| − |V(X)| + 1. The ﬁrst
(mod p)-homology group H1(X,Zp) is the abelian group with coefﬁcients in Zp, generated by the
(directed) cycles of X . As a vector space over Zp, its dimension equals β(X) and its basis is obtained
by any choice of β(X) linearly independent directed cycles. In particular, a choice of a spanning
tree T ⊂ E(X) and a set {x1, . . . , xr} ⊂ A(X) containing exactly one arc from each edge of E(X − T)
determines (up to direction of cycles) a basis of H1(X,Zp)∼= Zr×1p . Each automorphism α ∈ Aut(X)
induces an invertible linear transformation on H1(X,Zp). Fix a basis B for H1(X,Zp) and denote the
matrix representation of α in this basis by [α]. Thus, a subgroup G Aut(X) induces a subgroup
[G] = {[α]|α ∈ G}GL(r,Zp). We denote by [G]t the dual group of transposed matrices.
The main result that we shall apply is the following lifting criterion by Malnicˇ et al. For brevity,
vector spaces Zdp and Z
d×1
p are identiﬁed.
Theorem 2.1 [13, Proposition 6.3, Corollary 6.5]. Let X be a connected graph X and {c1, . . . , cr} a basis for
H1(X,Zp). Further, let ζ : A(X) → Zdp be a voltage assignment on X, and let Mζ denote the d × r-matrix
with ζ(ci) = ∑a∈ciζ(a) as columns. If rankMζ = d, then the covering graph X ×ζ Zdp is connected and
the following hold:
1. A group G Aut(X) lifts along qζ : X ×ζ Zdp → X if and only if the rows of Mζ form a basis of a
[G]t-invariant d-dimensional subspace Vζ of Zrp.
2. If ζ ′ is another voltage assignment satisfying these conditions, then qζ ′ is equivalent to qζ if and
only if Vζ = Vζ ′ . Moreover, projections qζ and qζ ′ are isomorphic if and only if there exists an
automorphism α ∈ Aut(X), such that the matrix [α]t maps Vζ to Vζ ′ .
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Table 1
Non-trivial arc-transitive p-elementary abelian covers ofK5. Note that each of the rows 18–20describes a pair of covering graphs.
Moreover, the two graphs in row 18 correspond to isomorphic but non-equivalent covering projections, while all other graphs
in Table 1 correspond to pairwise non-isomorphic covering projections.
Condition on p Row Inv. subspace Voltage assignment ζ Admissible for
ζ(c0) ζ(c1) ζ(c2) ζ(c3) ζ(c4) ζ(c)
p any prime 1. (Zp)
6
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
1
0
0
0
0
0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
0
1
0
0
0
0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
0
0
1
0
0
0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
0
0
0
1
0
0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
0
0
0
0
1
0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
0
0
0
0
0
1
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
S5
2. K
(
0
1
) (
0
1
) (
0
1
) (
0
1
) (
0
1
) (
1
0
)
AGL(1, 5)
3. L
⎛⎜⎜⎜⎜⎝
1
0
0
0
⎞⎟⎟⎟⎟⎠
⎛⎜⎜⎜⎜⎝
0
1
0
0
⎞⎟⎟⎟⎟⎠
⎛⎜⎜⎜⎜⎝
0
0
1
0
⎞⎟⎟⎟⎟⎠
⎛⎜⎜⎜⎜⎝
0
0
0
1
⎞⎟⎟⎟⎟⎠
⎛⎜⎜⎜⎜⎝
−1
−1
−1
−1
⎞⎟⎟⎟⎟⎠
⎛⎜⎜⎜⎜⎝
0
0
0
0
⎞⎟⎟⎟⎟⎠ AGL(1, 5)
p = 2 4. K1(1)
(
1
) (
1
) (
1
) (
1
) (
1
) (
1
)
S5
5. K1(1) ⊕ L
⎛⎜⎜⎜⎜⎜⎜⎝
1
1
0
0
0
⎞⎟⎟⎟⎟⎟⎟⎠
⎛⎜⎜⎜⎜⎜⎜⎝
1
0
1
0
0
⎞⎟⎟⎟⎟⎟⎟⎠
⎛⎜⎜⎜⎜⎜⎜⎝
1
0
0
1
0
⎞⎟⎟⎟⎟⎟⎟⎠
⎛⎜⎜⎜⎜⎜⎜⎝
1
0
0
0
1
⎞⎟⎟⎟⎟⎟⎟⎠
⎛⎜⎜⎜⎜⎜⎜⎝
1
1
1
1
1
⎞⎟⎟⎟⎟⎟⎟⎠
⎛⎜⎜⎜⎜⎜⎜⎝
1
0
0
0
0
⎞⎟⎟⎟⎟⎟⎟⎠ S5
p = 5 6. W1(0)
(
1
) (
1
) (
1
) (
1
) (
1
) (
0
)
AGL(1, 5)
7. W1(4)
(
1
) (
1
) (
1
) (
1
) (
1
) (
4
)
AGL(1, 5)
8. W2(0)
(
1
0
) (
1
1
) (
1
2
) (
1
3
) (
1
4
) (
0
0
)
AGL(1, 5)
9. W3(0)
⎛⎜⎝10
0
⎞⎟⎠
⎛⎜⎝11
0
⎞⎟⎠
⎛⎜⎝12
1
⎞⎟⎠
⎛⎜⎝13
3
⎞⎟⎠
⎛⎜⎝14
1
⎞⎟⎠
⎛⎜⎝00
0
⎞⎟⎠ AGL(1, 5)
10. W3(1)
⎛⎜⎝10
0
⎞⎟⎠
⎛⎜⎝11
0
⎞⎟⎠
⎛⎜⎝12
1
⎞⎟⎠
⎛⎜⎝13
3
⎞⎟⎠
⎛⎜⎝14
1
⎞⎟⎠
⎛⎜⎝00
1
⎞⎟⎠ AGL(1, 5)
11. W3(2)
⎛⎜⎝10
0
⎞⎟⎠
⎛⎜⎝11
0
⎞⎟⎠
⎛⎜⎝12
1
⎞⎟⎠
⎛⎜⎝13
3
⎞⎟⎠
⎛⎜⎝14
1
⎞⎟⎠
⎛⎜⎝00
2
⎞⎟⎠ AGL(1, 5)
12. W3(3)
⎛⎜⎝10
0
⎞⎟⎠
⎛⎜⎝11
0
⎞⎟⎠
⎛⎜⎝12
1
⎞⎟⎠
⎛⎜⎝13
3
⎞⎟⎠
⎛⎜⎝14
1
⎞⎟⎠
⎛⎜⎝00
3
⎞⎟⎠ S5
13. W3(4)
⎛⎜⎝10
0
⎞⎟⎠
⎛⎜⎝11
0
⎞⎟⎠
⎛⎜⎝12
1
⎞⎟⎠
⎛⎜⎝13
3
⎞⎟⎠
⎛⎜⎝14
1
⎞⎟⎠
⎛⎜⎝00
4
⎞⎟⎠ AGL(1, 5)
14. W3(∞)
⎛⎜⎝10
0
⎞⎟⎠
⎛⎜⎝11
0
⎞⎟⎠
⎛⎜⎝12
0
⎞⎟⎠
⎛⎜⎝13
0
⎞⎟⎠
⎛⎜⎝14
0
⎞⎟⎠
⎛⎜⎝00
1
⎞⎟⎠ AGL(1, 5)
15. W4(∞)
⎛⎜⎜⎜⎜⎝
1
0
0
0
⎞⎟⎟⎟⎟⎠
⎛⎜⎜⎜⎜⎝
1
1
0
0
⎞⎟⎟⎟⎟⎠
⎛⎜⎜⎜⎜⎝
1
2
1
0
⎞⎟⎟⎟⎟⎠
⎛⎜⎜⎜⎜⎝
1
3
3
0
⎞⎟⎟⎟⎟⎠
⎛⎜⎜⎜⎜⎝
1
4
1
0
⎞⎟⎟⎟⎟⎠
⎛⎜⎜⎜⎜⎝
0
0
0
1
⎞⎟⎟⎟⎟⎠ AGL(1, 5)
16. W5(4)
⎛⎜⎜⎜⎜⎜⎜⎝
1
0
0
0
0
⎞⎟⎟⎟⎟⎟⎟⎠
⎛⎜⎜⎜⎜⎜⎜⎝
1
1
0
0
0
⎞⎟⎟⎟⎟⎟⎟⎠
⎛⎜⎜⎜⎜⎜⎜⎝
1
2
1
0
0
⎞⎟⎟⎟⎟⎟⎟⎠
⎛⎜⎜⎜⎜⎜⎜⎝
1
3
3
1
0
⎞⎟⎟⎟⎟⎟⎟⎠
⎛⎜⎜⎜⎜⎜⎜⎝
1
4
1
4
1
⎞⎟⎟⎟⎟⎟⎟⎠
⎛⎜⎜⎜⎜⎜⎜⎝
0
0
0
0
4
⎞⎟⎟⎟⎟⎟⎟⎠ AGL(1, 5)
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Table 1
(continued)
Condition on p Row Inv. subspace Voltage assignment ζ Admissible for
ζ(c0) ζ(c1) ζ(c2) ζ(c3) ζ(c4) ζ(c)
17. W5(∞)
⎛⎜⎜⎜⎜⎜⎜⎝
1
0
0
0
0
⎞⎟⎟⎟⎟⎟⎟⎠
⎛⎜⎜⎜⎜⎜⎜⎝
1
1
0
0
0
⎞⎟⎟⎟⎟⎟⎟⎠
⎛⎜⎜⎜⎜⎜⎜⎝
1
2
1
0
0
⎞⎟⎟⎟⎟⎟⎟⎠
⎛⎜⎜⎜⎜⎜⎜⎝
1
3
3
1
0
⎞⎟⎟⎟⎟⎟⎟⎠
⎛⎜⎜⎜⎜⎜⎜⎝
1
4
1
4
0
⎞⎟⎟⎟⎟⎟⎟⎠
⎛⎜⎜⎜⎜⎜⎜⎝
0
0
0
0
1
⎞⎟⎟⎟⎟⎟⎟⎠ AGL(1, 5)
p /= 5
p = 1
(mod 4)
18. K1(2 + ι)
(
1
) (
1
) (
1
) (
1
) (
1
) (
2 + ι
)
AGL(1, 5)
ι2 = −1
(mod p)
19. K1(2 + ι) ⊕ L
⎛⎜⎜⎜⎜⎜⎜⎝
1
1
0
0
0
⎞⎟⎟⎟⎟⎟⎟⎠
⎛⎜⎜⎜⎜⎜⎜⎝
1
0
1
0
0
⎞⎟⎟⎟⎟⎟⎟⎠
⎛⎜⎜⎜⎜⎜⎜⎝
1
0
0
1
0
⎞⎟⎟⎟⎟⎟⎟⎠
⎛⎜⎜⎜⎜⎜⎜⎝
1
0
0
0
1
⎞⎟⎟⎟⎟⎟⎟⎠
⎛⎜⎜⎜⎜⎜⎜⎝
1
−1
−1
−1
−1
⎞⎟⎟⎟⎟⎟⎟⎠
⎛⎜⎜⎜⎜⎜⎜⎝
2 + ι
0
0
0
0
⎞⎟⎟⎟⎟⎟⎟⎠ AGL(1, 5)
p = ±1
(mod 5)
η2 + η = 1
(mod p)
20.
K1(1 + 2η)
⊕L2(η)
⎛⎜⎝11
0
⎞⎟⎠
⎛⎜⎝10
1
⎞⎟⎠
⎛⎜⎝ 1−1
η
⎞⎟⎠
⎛⎜⎝ 1−η
−η
⎞⎟⎠
⎛⎜⎝ 1η
−1
⎞⎟⎠
⎛⎜⎝1 + 2η0
0
⎞⎟⎠ A5
2.5. Remarks on ﬁnding invariant subspaces
Let V be a ﬁnite dimensional vector space over a ﬁeld F and A a linear operator on V with charac-
teristic polynomial κA(x) and minimal polynomialmA(x) equal to
κA(x) = f r11 (x) · · · f rkk (x) and mA(x) = f s11 (x) · · · f skk (x),
where polynomials fi are pairwise distinct and irreducible over F. It is well known that the subspaces
Vi = Ker f sii (A) are A-invariant and that V = ⊕i=1,...,kVi. Moreover, all A-invariant subspaces of V
appear as direct sums of some A-invariant subspaces of Vi.
In order to ﬁnd common invariant subspaces of ﬁnite linear groups, Maschke’s Theorem can often
be applied. It states that if the order of a ﬁnite group GGL(V, F) is not divisible by the ﬁeld character-
istic, then G is completely reducible, implying that any G-invariant subspace has a G-invariant direct
complement, so all G-invariant subspaces of V are direct sums of some minimal ones. In particular,
when the order of the n × n matrix A over ﬁeld Zp is not divisible by p, each A-invariant subspace of
Znp is a direct sum of minimal ones.
3. The classiﬁcation theorem
Wedenote the vertices of the complete graphX = K5 by0, . . . , 4, its outer arcs by ai = (i, i + 1) and
its inner arcs by bi = (i, i + 2) (operations on indices are modulo 5). Further, we choose a homology
basis of ﬁve triangles and the inner star in K5, denoting them by ci = ai + bi+1 + bi+3, i = 0, . . . , 4,
and c = b0 + · · · + b4. With this notation and deﬁnitions of the previous section, the main result of
this paper is the following:
Theorem 3.1. Let X be a ﬁnite, simple and connected graph. Then X is a non-trivial arc-transitive p-
elementary abelian cover of the complete graph K5 if and only if X is isomorphic to K5 ×ζ Zkp, where the
conditions on prime number p and the corresponding voltage assignments ζ are listed in Table 1.
Remark 3.2. Most often, the voltage graphs are described in T-reduced form and the corresponding
computations are performed over the induced homology basiswith each cycle containing a ﬁxed tree T
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Fig. 1. A choice of the six cotree arcs in K5.
and a single cotree arc. However, our particular choice of basis reﬂects a rotational symmetry of K5
and also corresponds naturally to a row-reduced echelon form
a0 a1 a2 a3 a4 b0 b1 b2 b3 b4
c0 1 0 0 0 0 0 1 0 1 0
c1 0 1 0 0 0 0 0 1 0 1
c2 0 0 1 0 0 1 0 0 1 0
c3 0 0 0 1 0 0 1 0 0 1
c4 0 0 0 0 1 1 0 1 0 0
c 0 0 0 0 0 1 1 1 1 1
so it actually simpliﬁes some of the computations. In order to recover a T-reduced voltage assignment
from our results (for instance, to construct the corresponding covers by computer), one may simply
choose a tree, say {b1, b2, b3, b4} ⊂ A(X) (see Fig. 1), deﬁne ζ(bi) = 0, i = 1, . . . , 4, and take
ζ(a0) = ζ(c0), ζ(a1) = ζ(c1), ζ(a2) = ζ(c2) − ζ(c), ζ(a3) = ζ(c3),
ζ(a4) = ζ(c4) − ζ(c), ζ(b0) = ζ(c).
Wederive Theorem 3.1 by studying the lifting conditions for arc-transitive subgroups of Aut(K5) =
S5 in light of Theorem 2.1. Up to conjugation, there are only three such subgroups, namely
AGL(1, 5)∼=〈ρ , τ 〉, A5 ∼=〈ρ , σ 〉, S5 ∼=〈ρ , σ , τ 〉,
where ρ = (01234), τ = (0132) and σ = (024).
Next, we represent these permutations by matrices. Obviously, we have ρci = ci+1 and ρc = c, so
in the ordered basis {c0, . . . , c4, c}, the automorphism ρ corresponds to the (transposed) matrix
R = [ρ]t =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
1 0 0 0 0 0
0 0 0 0 0 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
By computing τ(ai), τ(bi), σ(ai), σ(bi) and then τ(ci), τ(c), σ(ci), σ(c), it is also elementary to ﬁnd
the corresponding matrices
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T=[τ ]t =
⎡⎢⎢⎢⎢⎢⎢⎣
0 −1 −1 0 0 1
0 0 0 −1 −1 1
−1 −1 0 0 0 1
0 0 −1 −1 0 1
−1 0 0 0 −1 1
−1 −1 −1 −1 −1 2
⎤⎥⎥⎥⎥⎥⎥⎦ ,
S=[σ ]t =
⎡⎢⎢⎢⎢⎢⎢⎣
0 −1 −1 0 0 1
1 0 0 0 1 −1
0 0 −1 −1 0 1
1 0 0 0 0 0
0 0 0 0 1 0
1 0 −1 0 1 0
⎤⎥⎥⎥⎥⎥⎥⎦
for τ , σ ∈ Aut(K5).
Our strategy to ﬁnd appropriate invariant subspaces in Z6p is to ﬁrst ﬁnd all R-invariant subspaces
and then determine those that are also T or S-invariant. Observe that the orders of R, S, T are 5, 3,
4, respectively, and that τρτ−1 = ρ2 implies T−1RT = R2, so T acts as a permutation on the set of
all R-invariant subspaces. Since the factorization of characteristic polynomial κR = (x − 1)2(1 + x +
x2 + x3 + x4) depends on F = Zp, we shall investigate the two cases p = 5 and p /= 5 separately, as
in the second case, Maschke’s theorem can be applied.
3.1. Case p = 5
For p = 5, we have κR = (x − 1)6 andmR = (x − 1)5, so its Jordan canonical form has one cell of
size 5 and another of size 1. Thus, a complete list of proper nontrivial R-invariant subspaces is described
by the following lemma, which generalizes Lemma 4.1 from [14].
Lemma 3.3. Let V be a vector space over F, dim V = n 2. Suppose that some linear operator A on V has
the following Jordan canonical form
JA =
⎡⎢⎢⎢⎢⎢⎢⎣
λ 1
λ
. . .
λ 1
λ 0
λ
⎤⎥⎥⎥⎥⎥⎥⎦ , (λ /= 0),
in the corresponding Jordan basis {e1, . . . , en}. Then, for k ∈ {1, . . . , n − 1}, the only k-dimensional A-
invariant subspaces of V are Wk(α), α ∈ F ∪ {∞}, where
Wk(α) = 〈e1, . . . , ek−1, ek + αen〉 for α ∈ F,
and
Wk(∞) = 〈e1, . . . , ek−1, en〉.
Proof. It is easy to see that the above subspaces are indeed pairwise distinct, k-dimensional and A-
invariant. The converse statement that any proper nontrivial subspace with these properties is one of
these is proved by induction on n.
For n = 2, the matrix JA is diagonal and the subspaces W1(α), α ∈ F ∪ {∞}, are exactly the 1-
dimensional subspaces of V .
Suppose that the claim holds for some n, and let dim V = n + 1. Let A be a linear operator on V
with the requested canonical form JA in some basis {e1, . . . , en+1}. Since e1 is its eigenvector, A induces
a well-deﬁned linear operator A on the quotient space V = V/〈e1〉. Note that dim V¯ = n and that the
vectors e¯i = ei+1 + 〈e1〉, i = 1, . . . , n form a basis for V . In this basis, the corresponding n × nmatrix
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JA has the required canonical form. By induction, the k-dimensional A-invariant subspaces of V are
Wk(α), k = 1, . . . , n − 1.
Now take any nontrivial A-invariant subspaceU < V . ThenU = U/〈e1〉 is A-invariant, soU is either
trivial, or one of theWk(α) subspaces. To see that this impliesU = Wk(α), we split the ﬁnal argument
in two main cases, depending on whether e1 ∈ U or not.
If e1 ∈ U, then dimU = dimU − 1. Thus, U = {0} implies U = 〈e1〉 = W1(0), and U = Wk(α)
implies U = Wk+1(α) for all α ∈ F ∪ {∞}, k = 1, . . . , n − 1.
If e1 /∈ U, then dimU = dimU  1. In this case, U = W1(∞) implies U = 〈en+1 + αe1〉 for some
α ∈ F, so either U = 〈en+1〉 = W1(∞) or U = 〈e1 + α′en+1〉 = W1(α′) for some α′ ∈ F∗. On the
otherhand,U = Wk(α) fork 2 implies that e¯1 + 〈e1〉 ∈ U, so e2 + βe1 ∈ U for someβ ∈ F. But then
A(e2 + βe1) = λ(e2 + βe1) + e1 ∈ U and so e1 ∈ U, a contradiction. In similar fashion, U = W1(α)
implies U = 〈e2 + αen+1 + 〈e1〉〉, hence e2 + αen+1 + βe1 ∈ U for some β ∈ F. But then A(e2 +
αen+1 + βe1) − λ(e2 + αen+1 + βe1) = e1 ∈ U, which is a contradiction again. The ﬁnal possibility,
U = Wk(∞) implies a similar contradiction.
Thus, U = Wk(α) for some k = 1, . . . , n + 1 and some α ∈ F ∪ {∞}. 
It follows that all proper non-trivial R-invariant subspaces are of the form Wk(α), 1 k 5, α ∈
Z5 ∪ {∞}, where {e1, . . . , e6} is an appropriate Jordan basis for R. The coordinates of ei (in terms of
basis {c0, . . . , c4, c}) are given as the columns of the transition matrix
J =
⎡⎢⎢⎢⎢⎢⎢⎣
1 0 0 0 0 0
1 1 0 0 0 0
1 2 1 0 0 0
1 3 3 1 0 0
1 4 1 4 1 0
0 0 0 0 0 1
⎤⎥⎥⎥⎥⎥⎥⎦ .
It is now a matter of a routine check (for instance, by Magma [1]) to see which of the 30 subspaces
are also T- or S-invariant:
Proposition 3.4. For 1 k 5, the only k-dimensional R-invariant subspaces inZ65 areWk(α),α ∈ Z5 ∪{∞}. Among them, the following subspaces are also 〈R, T〉-invariant:
Wk(∞) for 2 k 5, Wk(0) for 1 k 4, W1(4), W3(1), W3(2), W3(3), W3(4), W5(4).
The only proper non-trivial 〈R, S〉-invariant subspace is W3(3), which is also 〈R, S, T〉-invariant.
Thus, we obtain rows 2–3 and 6–17 in Table 1.
Finally, we want to check whether the above covers are also non-isomorphic. Recall that two iso-
morphic covering projections must arise from voltage assignments valued in the same group and that
maximal groups that lift must be isomorphic, so only pairs from subsets {W1(0), W1(4)}, {W2(0), K =
W2(∞)}, {W3(0), W3(1), W3(2), W3(4), W3(∞)}, {W4(∞), L = W4(0)} or {W5(4), W5(∞)} could
yield isomorphic covers. Moreover, by Theorem 2.1, for any two isomorphic G-admissible covers,
arising from [G]t-invariant subspaces U, U′ Z65, there must exist an automorphism ψ ∈ S5 such
that [ψ]tU = U′. Note that in this case, the same is also true for any other automorphism in the same
coset ψG.
Thus, in order to test that the pairs of 〈R, T〉-invariant subspaces above yield non-isomorphic covers,
it is enough to check that none of thematrices I, S, S2, P, PS, PS2 map U into U′, where U, U′ are any two
of the above 〈R, T〉-invariant subspaces of equal dimension and
P = [π ]t =
⎡⎢⎢⎢⎢⎢⎢⎣
1 0 0 0 1 −1
0 1 1 0 0 −1
0 0 0 0 1 0
0 0 0 −1 0 0
0 0 1 0 0 0
0 0 1 0 1 −1
⎤⎥⎥⎥⎥⎥⎥⎦
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is a matrix corresponding to π = (34) ∈ Aut(K5). A routine check by Magma then shows that the
derived covers are indeed non-isomorphic.
3.2. Case p = 5
For p /= 5, the order of the group 〈R〉 is not divisible by p. Thus, the group is completely reducible
by Maschke’s Theorem. This means that all R-invariant subspaces are direct sums of some (relative to
inclusion) minimal R-invariant subspaces, so we calculate those ﬁrst.
R-invariant subspaces
SincemR = x5 − 1 = (x − 1)(x4 + x3 + x2 + x + 1), for all p /= 5 we have that
Z6p = Ker(R − I) ⊕ Ker(R4 + R3 + R2 + R + I).
Therefore, the minimal R-invariant subspaces are contained in either
K = Ker(R − I) = 〈v1, v2〉 or L = Ker(R4 + R3 + R2 + R + I) = 〈v3, v4, v5, v6〉,
where v1, . . . , v6 are given in Table 2.
Obviously, the 1-dimensional subspaces of K are R-invariant. These are
K1(α) = 〈vα〉, vα = v2 + αv1 for α ∈ Zp, and K1(∞) = 〈v1〉.
The minimal R-invariant subspaces of L depend on the prime factorization of the polynomial
f (x) = x4 + x3 + x2 + x + 1 over Zp. We have
f (x) =
⎧⎪⎨⎪⎩
(x − ξ1)(x − ξ2)(x − ξ3)(x − ξ4), p = 1 (mod 5),
(x2 − η1x + 1)(x2 − η2x + 1), p = 4 (mod 5),
x4 + x3 + x2 + x + 1, p = ±2 (mod 5).
Here ξi = ξ i, where ξ is some primitive ﬁfth root of unity in Zp for p = 1 mod 5. Similarly, for p =
4 mod 5, we denote by η1, η2 the two roots of η
2 + η − 1 = 0 in Zp, so ηi = (1 ±
√
5)/2 ∈ Zp.
Thus, the minimal R-invariant subspaces of L are⎧⎪⎨⎪⎩
L1(ξi) = Ker(R − ξiI), i = 1, 2, 3, 4, p = 1 (mod 5),
L2(ηi) = Ker(R2 − ηiR + I), i = 1, 2, p = 4 (mod 5),
L = Ker(R4 + R3 + R2 + R + I), p = ±2 (mod 5).
By computation,
L1(ξi) = 〈zi〉 and L2(ηi) = 〈ui, wi〉,
where zi, ui andwi are given in Table 2. Therefore, for p = 1,−1 or±2 mod 5 we have p + 5, p + 3 or
p + 2minimalR-invariant subspaces, respectively, and their direct sumsyield all nontrivialR-invariant
subspaces of Z6p .
Table 2
Base vectors for some R-invariant subspaces, p /= 5.
K1(α) K L L1(ξi) L2(ηi)
vα v1 v2 v3 v4 v5 v6 zi ui wi⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
1
1
1
1
1
α
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
0
0
0
0
0
1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
1
1
1
1
1
0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
1
0
0
0
−1
0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
0
1
0
0
−1
0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
0
0
1
0
−1
0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
0
0
0
1
−1
0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
1
ξi
ξ 2i
ξ 3i
ξ 4i
0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
1
0
−1
−ηi
ηi
0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
0
1
ηi
−ηi
−1
0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
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〈R, T〉-invariant subspaces
To ﬁnd all 〈R, T〉-invariant subspaces, recall that T acts as a permutation on the set of all R-invariants
subspaces. By computation, T ﬁxes K and L. It is easy to check that T cyclically permutes the four
subspaces L1(ξi) in case p = 1 mod 5 and swaps the two subspaces L2(ηi) in case p = 4 mod 5.
Therefore, the only non-trivial 〈R, T〉-invariant subspace of L is L itself.
On the other hand, T might ﬁx some of the 1-dimensional subspaces K1(α) in K . Observe that
T(vα) = T(v2 + αv1) = (α − 2)v2 + (2α − 5)v1,
so vα is an eigenvector for T if and only if α(α − 2) = (2α − 5), or equivalently, α2 − 4α + 5 = 0
in Zp. Thus, α = 2 + ι, where ι is an element of satisfying ι2 = −1; such an element can exist if and
only if p is 2 or p = 1 mod 4.
If p = 2, then ι = α = 1 and K1(1) is is the unique proper nontrivial 〈R, T〉-invariant subspace of
K , so the proper nontrivial 〈R, T〉-invariant subspaces of Z62 are K1(1), K, L and K1(1) ⊕ L. (Note that
Maschke’s Theorem does not apply here, since 2 divides 20 = |〈R, T〉|.)
If p = 1 mod 4, the above equation has two solutions ι = ±
(
p−1
2
)
! in Zp, giving us two nontrivial
〈R, T〉-invariant subspacesK1(2 + ι)ofK . Sincep /= 5, no suchpdivides20andMaschke’s Theoremcan
be applied. All nontrivial 〈R, T〉-invariant subspaces are obtained as direct sums of subspaces K1(2 + ι)
and L, L1(ξi) or L2(ηi) (for p = ±2, 1 or 4, respectively). However, the permutation action of T on L1(ξi)
or L2(ηi) implies that only the six subspaces K, L, K1(2 + ι) and K1(2 + ι) ⊕ L are proper, nontrivial
and 〈R, T〉-invariant.
〈R, S〉-invariant subspaces
In contrast with the previous case, S does not act on the set of R-invariant subspaces, making the
computations more complex. We start by computing dim(SK ∩ K) and dim(SL ∩ L).
For p = 2, we get dim(SK ∩ K) = 1 and dim(SL ∩ L) = 3 to see that K and L are not S-invariant.
Amongthe1-dimensionalR-invariant subspacesK1(0), K1(1)andK1(∞)ofK , onlyK1(1) isS-invariant.
Further computation shows that K1(1) ⊕ L is also S-invariant while K1(0) ⊕ L and K1(∞) ⊕ L are
not. Thus, the proper non-trivial 〈R, S〉-invariant spaces are K1(1) and K1(1) ⊕ L, which are in fact〈R, S, T〉-invariant.
For p /= 2, we get dim(SK ∩ K) = 0 and dim(SL ∩ L) = 2. By the ﬁrst equality, neither K nor K1(α)
is S-invariant for any α. Any proper non-trivial 〈R, S〉-invariant subspace of Z6p must therefore contain
some R-invariant subspace of L but not L itself, since SL + L = Z6p implies that L and L ⊕ K1(α) are not
S-invariant. Since no proper R-invariant subspaces of L exist for p = ±2 mod 5, p /= 2, two subcases
remain:
If p = 4 mod 5, any 〈R, S〉-invariant subspace of Z6p must contain a subspace of type L2(ηi). By
computation we obtain that
L2(ηi) + SL2(ηi) = 〈ui, wi, Sui, Swi〉 = 〈ui, wi, xi〉,
where xi = (0, 0, 1, 1 + ηi, 1, 1 + ηi)t and dim〈ui, wi, xi〉 = 3. Further, we check that Sxi ∈ 〈ui, wi, xi〉,
so the above subspaces are S-invariant for i = 1, 2, but not T-invariant, as one can check. Moreover,
the equality
〈ui, wi, xi〉 = 〈ui, wi, vα〉
holds if and only if α = 1 + 2ηi. Thus, the two subspaces K1(1 + 2ηi) ⊕ L2(ηi) are 〈R, S〉-invariant,
while the subspaces K1(α) ⊕ L2(ηi) with α /= 1 + 2ηi are not.
Theonly remainingR-invariant subspace tocheck isof typeK ⊕ L2(ηi). Suppose it is 〈R, S〉-invariant.
By Maschke’s Theorem, its subspace K1(1 + 2ηi) ⊕ L2(ηi) has a 〈R, S〉-invariant complement in K ⊕
L2(ηi), a contradiction, as no 1-dimensional 〈R, S〉-invariant subspaces exist.
For p = 1 mod 5, by earlier observations, any 〈R, S〉-invariant subspace must contain a subspace
of type L1(ξi) = 〈zi〉. We compute zi, Szi, S2zi and check that dim〈zi, Szi, S2zi〉 = 3. Since S3 = I, this
implies 〈zi, Szi, S2zi〉 is a minimal S-invariant subspace.
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On the other hand, let η1 = ξ1 + ξ4 and η2 = ξ2 + ξ3, and observe that the equation η2 + η = 1
is satisﬁed for ηi, i = 1, 2.With notation as in subcase p = 4mod 5, the vectors ui, wi, xi and subspaces
K(1 + 2ηi) ⊕ L2(ηi) are all well deﬁned for p = 1 mod 5. Moreover, by computation we see that
z1, z4 ∈ 〈u1, w1, x1〉 and z2, z3 ∈ 〈u2, w2, x2〉,
implying that
〈zi, Szi, S2zi〉 =
{
K1(1 + 2η1) ⊕ L2(η1), i = 1, 4,
K1(1 + 2η2) ⊕ L2(η2), i = 2, 3,
Any other proper nontrivial 〈R, S〉-invariant subspace must contain one of these two. However, since
|〈R, S〉| = 60 is not divisible by p for p = 1mod 5, wemay again apply Maschke’s Theorem to see that
no such subspaces of Z6p exist.
We summarize these results as follows.
Proposition 3.5. For p /= 5, the following list contains all proper nontrivial R-invariant subspaces of Z6p
which are also S- or T-invariant:
1. For any p, subspaces K, L are 〈R, T〉-invariant.
2. For p = 2, subspaces K1(1), K1(1) ⊕ L are 〈R, S, T〉-invariant.
3. For p = 1 mod 4, subspaces K1(2 + ι), K1(2 + ι) ⊕ L, where ι is any of the two solutions of ι2 =−1 mod p, are 〈R, T〉-invariant.
4. For p = ±1mod 5, subspaces K1(1 + 2η) ⊕ L2(η), whereη is one of the two solutions toη2 + η =
1 mod p, are 〈R, S〉-invariant.
Thus, rows 2–3 and 18–20 in Table 1 are obtained. Finally, observe that T swaps the two subspaces
K1(1 + 2η) ⊕ L2(η), so the respective covers are isomorphic. For the remaining two pairs, K1(2 + ι)
and K1(2 + ι) ⊕ L, one can easily see that the respective covers are non-isomorphic by checking that
none of thematrices I, S, S2, P, PS, PS2 maps one subspace of the pair to another. This ﬁnishes the proof
of Theorem 3.1.
Example 3.6. A complete list of all arc-transitive elementary abelian covers of K5 on up to 150 vertices
is given in Table 3. The smallest nontrivial example takes voltages in Z12 and it is easy to see that
it is isomorphic to the graph K5,5 − 5K2, also known as the crown graph, the circulant C10(1, 3), or
toroidal graph {4, 4}3,1. The other graphs in the above list werematched byMagma [1] with the graphs
of the Census of edge-transitive tetravalent graphs by Potocˇnik and Wilson [17]. Most of them can be
described as toroidal graphs of the form {4, 4}a,b which arise from the inﬁnite square grid by identifying
theverticeswhosecoordinatesdifferbyanelementof thegroupgeneratedbyvectors (a, b)and (−b, a).
For another application of Theorem 3.1, note that all the graphs with girth 4 in Table 3 are toroidal
of type {4, 4}a,b. Since tetravalent edge-transitive graphs of girth at most 4 have been classiﬁed by
Potocˇnik and Wilson [18], we can prove the following.
Corollary 3.7. Let X be a covering graph of Theorem 3.1. Then X admits a toroidal embedding if and only
if Girth(X) = 4.
Proof. We ﬁrst prove that a covering graph X of Theorem 3.1 having girth 4 admits a toroidal
embedding of type {4, 4}. Note that X has girth 4 if and only if some 4-cycle of K5 lifts to a 4-cycle in
X while no 3-cycle of K5 lifts to a 3-cycle in X . In turn, this happens if and only if the sum of voltages
is 0 on some 4-cycle of K5, and non-zero for all 3-cycles. By arc-transitivity it is enough to check the
voltage sums for cycles containing the arc (0, 1). For instance, the voltage of the 4-cycle [0132] equals
ζ [0132] = ζ(a0) + ζ(b1) − ζ(a2) − ζ(b0) = ζ(c0) − ζ(c2),
which is 0 for rows 2, 4, 6, 7, 18 of Table 1. In a similar fashion, ζ [0143] = 0 for rows 2, 4, 6, 7, 18, while
the remaining four 4-cycles containing (0, 1), namely [0123], [0124], [0142] and [0134], have voltage 0
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Table 3
Arc-transitive Zkp-covers of K5 on up to 150 vertices.
No. |V(X)| p Inv. subspace dim PW index PW description Girth
0. 5 / / / [5, 1] K5∼={4, 4}2,1 3
1. 10 2 K1(1) 1 [10, 2] {4, 4}3,1 4
2. 20 2 K 2 [20, 3] {4, 4}4,2 4
3. 25 5 W1(4) 1 [25, 1] {4, 4}4,3 4
4. 25 5 W1(0) 1 [25, 2] {4, 4}5,0 4
5. 45 3 K 2 [45, 3] {4, 4}6,3 4
6. 65 13 K1(7) 1 [65, 1] {4, 4}8,1 4
7. 65 13 K1(10) 1 [65, 3] {4, 4}7,4 4
8. 80 2 L 4 [80, 27] MCA[80, 7] 5
9. 85 17 K1(6) 1 [85, 1] {4, 4}7,6 4
10. 85 17 K1(15) 1 [85, 3] {4, 4}9,2 4
11. 125 5 K 2 [125, 2] {4, 4}10,5 4
12. 125 5 W2(0) 2 [125, 6] GPS2[5, 5, (43) : (23)] 5
13. 145 29 K1(14) 1 [145, 1] {4, 4}12,1 4
14. 145 29 K1(19) 1 [145, 2] {4, 4}9,8 4
only in the case of row 4. Next, one can easily check that all 3-cycles containing (0, 1) have nontrivial
voltage while [01234] is the only 5-cycle containing (0, 1) that lifts to a 5 cycle, as it has voltage 0 for
rows 3, 6, 8, 9. Summing up, the covering graphs of Theorem 3.1 have girth 4 for rows 2, 4, 6, 7, 18, girth
5 for rows 3, 8, 9 and girth at least 6 for other rows of Table 1.
The sporadic graphs of girth 4, given by rows 4, 6, 7 in Table 1, already appear as toroidal graphs in
rows 1, 4, and 3 in Table 3. So it is enough to prove the statement for the two inﬁnite families deﬁned by
rows 2 and 18 in Table 1. In this two cases each edge of the covering graph lies on exactly two 4-cycles
since the corresponding edge in K5 belongs to exactly two 4-cycles with trivial voltage, as one can
easily check. By identifying each 4-cycle with the boundary of a topological disc, a 2-cell embedding
of X into a compact closed surface is obtained. As its Euler characteristic is 0, this surface is either the
torus or the Klein bottle. If later is the case, then it follows from [18] (or directly from [19]) that X is
isomorphic to the lexicographic product Cn[2K1] for some n, hence |V(X)| is even. So this case might
only apply to row 2 for p = 2; however, in this case we already know that X∼={4, 4}4,2 (see Table 3). It
follows that all covering graphs of Theorem 3.1 having girth 4 are toroidal of type {4, 4}a,b.
For the reverse implication, let X be a covering graph as in Theorem3.1which admits an embedding
on the torus. As |E(X)| = 2|V(X)| we have by Euler’s formula that the number of faces of such an
embedding is |F(X)| = |V(X)|. Let fj denote the number of faces of length j 3. If Girth(X) > 4, then|F(X)| = f5 + f6 + · · ·, and
4|V(X)| = 2|E(X)| = 5f5 + 6f6 + · · · 5|F(X)| = 5|V(X)|,
a contradiction.
Thus, Girth(X) 4 for all tetravalent toroidal graphs. If Girth(X) = 3, then each edge of X is con-
tained in the same number k of 3-cycles by arc-transitivity (note that k 3 as X is 4-valent). It is easy
to see that k = 3 implies X = K5, and k = 2 implies that X is the octahedron graph. As none of these
graphs is a nontrivial cover of K5, we may assume that k = 1 (that is, each edge of X is contained
in exactly one 3-cycle). Now consider a vertex v0 and its four neighbours v1, v2, v3 and v4 in X . Let
vj project to the vertex j in K5. Since k = 1, the vertex v1 is adjacent to exactly one of the vertices
v2, v3, v4. If v1 is adjacent to v2, then v3 is adjacent to v4. The 3-cycles [v0v1v2] and [v0v3v4] are lifts of
the 3-cycles [012] and [034] in K5, hence the sum of voltages on cycles [012] and [034] must be trivial.
This implies
ζ [012] = ζ(c0) + ζ(c1) − ζ(c) = 0 and ζ [034] = ζ(c3) + ζ(c4) − ζ(c) = 0,
which never occurs for covering graphs of Table1. The cases when v1 is adjacent to v3 and v1 adjacent
to v4 are eliminated in similar fashion. Hence Girth(X) = 4, and the proof is complete. 
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