The relationship between the elementary operations underlying the processing of numerical information and performance on psychometrically derived ability measures defining the Numerical Facility, Perceptual Speed, General Reasoning, and Memory Span factors was examined for a sample of 112 Air Force recruits. The process variables were derived based on a componential model for arithmetic and an additional measure that indexed the ability to allocate attention while executing arithmetical operations in working memory. All numerical facility, general reasoning, and memory-span tests required the processing of numbers, but only the numerical facility and general reasoning measures required arithmetic. Analyses of the pattern of relationship between the process variables and the ability measures indicated that the rate of executing the operations of arithmetic fact retrieval and carrying contributed to individual differences on the measures defining both the Numerical Facility and General Reasoning factors, but was unrelated to performance on the memory-span tests. Moreover, the attentional allocation aspect of working-memory capacity directly contributed to individual differences on only the general reasoning and memory-span measures. The results demonstrated a pattern of convergent and discriminant relationships for parameters reflecting the processing of numerical information and performance on theoretically similar and subtly dissimilar ability measures. Implications for the representation of individual differences in human abilities were discussed.
Numerical facility has been recognized as a stable and important dimension of human intelligence throughout this century (Coombs, 1941; Gustafsson, 1984; Spearman, 1927; Thurstone, 1938; Thurstone & Thurstone, 1941) . Factor analytic studies of the covariances among traditional ability measures have consistently identified a Numerical Facility factor. This factor is defined by measures that require the execution of an arithmetic operation to solve the presented problems and not by measures that simply contain numbers as stimuli (Spearman, 1927; Thurstone, 1938) . More recent studies have applied chronometric and experimental methodologies to the study of fundamental numerical processes (Ashcraft & Battaglia, 1978; Baroody, 1983; Campbell, 1987; Groen & Parkman, 1972; Hitch, 1978; Krueger, 1986; Miller, Perlmutter, & Keating, 1984; Timmers & Claeys, 1990; Widaman, Geary, Cormier, & Little, 1989; Zbrodoff & Logan, 1990) . The use of these techniques has enabled the identification of an array of elementary operations that define or influence the numerical problem-solving process.
The demonstration of a continuity between mental abilities identified through decades of psychometric studies and elementary processes isolated by means of contemporary chronometric and experimental procedures would be of considerable importance (Carroll, 1988) . Such a finding would strongly suggest that the same cognitive processes have been isolated with rather different research traditions; the first focusing on individual differences on traditional paper-and-pencil ability measures, and the second concerned with identification and elucidation of mental processes by means of the experimental method (Hunt, 1978) . Previous studies that have attempted to demonstrate empirically a relationship between psychometrically derived ability measures and parameters that reflected elementary cognitive operations in the same domain (such as verbal ability), have produced mixed results (Hunt, Lunneborg, & Lewis, 1975; Keating, List, & Merriman, 1985; Lansman, Donaldson, Hunt, & Yantis, 1982; Sternberg & Gardner, 1983) . In fact, many of these studies failed to demonstrate a readily interpretable pattern of relationships between parameters derived through experimental and chronometric techniques and performance on traditional ability measures (e.g., Keating et al., 1985 ; for a critical review of this area, see Keating & MacLean, 1987) .
Thus, although the argument--that laboratory tasks and psychometric measures tap the same sources of individual differences--is intuitively appealing, Carroll (1988) recently noted that there exists little consistent empirical support for such relationships. In an earlier study (Geary & Widaman, 1987) , however, we did demonstrate a convergence between the rate of executing substantive elementary operations, such as the retrieval of information from a stored network of arithmetic facts, identified within the context of a componential model for arithmetic (Ashcraft, 1982; Geary, Widaman, & Little, 1986; Widaman et al., 1989) and performance on psychometric tests that traditionally define the Numerical Facility factor (i.e., tests of addition, subtraction, multiplication, and divi-sion). Nevertheless, given the theoretical importance of the potential relationships between measures derived using procedures from the experimental and psychometric traditions, coupled with the overall lack of consistent empirical support for such relationships, our earlier study is in need of replication and extension, the purpose of this experiment.
Briefly, in our earlier study (Geary & Widaman, 1987) , a sample of undergraduate students was administered a battery of ability measures defining the Numerical Facility, Perceptual Speed, and Spatial Relations factors and responded to simple and complex forms of both addition and multiplication problems using a verification paradigm. Analyses of the reaction time (RT) data indicated that the elementary operations of fact retrieval, carrying, and encoding of single integers were processes underlying the solving of arithmetic problems. Analyses of the relationship between variables representing these basic processes and performance on the psychometric measures yielded three substantive findings. First, the elementary operations of arithmetic fact retrieval and carrying appeared to define a second-order Arithmetic Processes construct, and individual differences in the rate of executing these two operations were rather strongly related to individual differences on a Numerical Facility factor that was defined by traditional paper-and-pencil tests. Second, a second-order Basic Speediness latent variable subsumed individual differences in intercept parameters, digitencoding rates, and response time differences between correct and incorrect problems: this Basic Speediness factor was fairly strongly related to a Perceptual Speed factor, defined by commonly used paper-and-pencil tests. Third, individual differences in the rate of executing the processes of arithmetic fact retrieval and carrying were not related to performance differences on measures defining the Spatial Relations factor.
In all, that study (Geary & Widaman, 1987 ) demonstrated a convergence between elementary operations identified in a componential model of mental arithmetic and performance on ability tests that define the Numerical Facility factor. In other words, a pattern of convergent and discriminant validity (Campbell & Fiske, 1959) was established such that the substantive arithmetical operations were shown to be related to theoretically similar ability measures, thereby demonstrating convergent validity, and unrelated to theoretically dissimilar ability measures, hence exhibiting discriminant validity. This pattern of convergent and discriminant relationships demonstrated the external validity of the componential model (Sternberg, 1977) . The use of spatial measures in that earlier study, however, might not have been a definitive test of the discriminant validity of the processes identified in our componential model, given the obviously different nature of the spatial and numerical tasks.
Therefore, in the study here we assessed the pattern of convergent and discriminant relationships among elementary operations underlying the processing of numerical information, and a battery of ability tests that also require the processing of numbers, but which define separate ability factors. Hence, relative to our previous study, a more rigorous test of the specificity of the relationship between numerical process variables and similar and subtly dissimilar ability measures was obtained. Moreover, we sought to extend our previous findings by demonstrating that basic numerical operations, such as arithmetic fact retrieval, contribute to individual differences on theoretically related reasoning measures that require arithmetic (see Carroll, 1976) , and are not related to measures that require the processing of numbers but do not specifically require arithmetic: a pattern of relationships that was predicted decades ago by early theorists of human intelligence (Spearman, 1927; Thurstone, 1938) . To achieve these ends, we examined the pattern of relationships comparing process variables derived from our componential model for mental arithmetic (Widaman et al., 1989) , an additional componential variable indexing the ability to allocate attention while executing arithmetical operations in working memory (Christal, 1988) , and performance on traditional ability measures defining the Numerical Facility, Perceptual Speed, General Reasoning, and Memory Span factors.
According to Carroll's (1976) task analysis of standard psychometric ability measures, parameters that represent the rate of executing the substantive processes required for the mental solution of arithmetic problems (i.e., the operations of fact retrieval and carrying) should be significantly related to measures that require arithmetic, such as tests of numerical facility and tests of general reasoning that use arithmetical operations as content. Moreover, these substantive process parameters should not be directly related to measures that require the processing of numbers but do not specifically require arithmetic, such as tests of memory span (Thurstone, 1938) . Furthermore, successful performance on such tests of general reasoning and memory span demands working-memory resources (Carroll, 1976) . Given the tests used in this study to define the General Reasoning and Memory Span factors, we therefore expected to find a direct relationship between the previously noted index of the attentional allocation aspect of working-memory capacity (Christal, 1988; Woltz, 1988) and performance on measures that define both the General Reasoning and Memory Span factors.
Thus, performance on the general reasoning tests should, in theory, be related to both the rate of executing substantive arithmetical operations and to workingmemory capacity, whereas performance on the memory-span tests should be related only to working-memory capacity. Empirical support for this theoretically derived pattern of results would provide strong evidence for both the convergent and discriminant validity of the relationship between numerical process variables identified by means of chronometric techniques and theoretically similar and subtly dissimilar ability measures. In other words, this pattern of results would provide strong empirical support for the argument that the experimental and psychometric traditions have identified the same basic cognitive processes. The measures of perceptual speed were included in this study in an attempt to repli. cate previous findings that supported a relation between rate of executing basic processes (e.g., encoding of integers) and performance on these ability test, (Geary & Widaman, 1987; Hunt et al., 1975; Lansman et al., 1982) . The basic numerical operations were identified within the context of a more general componential model for cognitive arithmetic. So, a brief overview of this particular model and the cognitive arithmetic area in general is provided in the following.
Cognitive Arithmetic
Since the work of Groen and Parkman (1972) , cognitive psychologists have systematically studied the processes governing the mental solution of arithmetic problems (for an excellent review of this area, see Ashcraft, in press). Early research focused on the process or processes used to obtain answers to simple problems, such as 7 + 9. An array of alternative models was proposed, models which argued counting, analog, or memory-retrieval processes were invoked to obtain answers to simple arithmetic problems (see Widaman et al., 1989 , for a review of these models). The work of Ashcraft and others (Ashcraft, 1982; Ashcraft & Battaglia, 1978; Ashcraft & Stazyk, 1981) strongly supported memory-retrieval models, that is, the solution of simple addition and multiplication problems was by means of retrieving the answer directly from a long-term memory network of stored facts. More recent research has focused on the specifics of the long-term memory representation of basic arithmetic facts and the parameters influencing fact retrieval, an issue which has yet to be resolved (Campbell, 1987; Campbell & Clark, 1989; Miller et al., 1984) . Other research in the cognitive arithmetic area sought to identify all of the component processes, in addition to fact retrieval, underlying the mental solution of arithmetic problems of varying complexity and operation (Ashcraft, 1982; Geary et al., 1986; Widaman et al., 1989) . To date, the research of Widaman et al. has provided the most detailed componential model in the arithmetic area (Timmers & Claeys, 1990) .
Componential Model for Arithmetic. The conceptual model proposed by Widaman et al. (1989) represents the processing stages required for the solution of arithmetic problems of varying complexity and operation, and the accompanying statistical model enables the derivation of variables that reflect the duration of the requisite processes (Geary et al., 1986; Widaman et al., 1989) . Problems are typically presented in a verification format, where the problem and a stated answer are presented simultaneously and the task is to determine the correctness of the stated answer. According to our model, problem solving begins with the determination of the number of digits to be processed in the units column. If two columnar digits are presented (e.g., 3 + 5 = 8), then each of the numbers is encoded, and the process of retrieving the columnar answer from a long-term memory network of arithmetic facts is executed. Greater than two columnar digits (e.g., 5 + 7 + 4 = 16) requires first scanning the array, encoding the two largest-valued integers (i.e., 5 and 7), and then retrieving the associated answer from long-term memory. This provisional answer (i.e., 12) is held in working memory, while the value of the remaining digit (i.e., 4) is incremented in a unit-by-unit fashion onto the provisional answer until a final columnar answer is obtained. The next stage of processing requires a decision as to the correctness of the columnar answer. If the obtained and stated answers are unequal, then problem solving is self-terminated and the response incorrect executed. If the obtained and stated answers are identical and there are no further columns of digits to be processed, then the response correct is executed. If there are further columns of digits to be processed (e.g., 37 + 49 ---86), then the just-described stages are recycled until all columns are processed or until a columnar error is encountered. The only modification of these recycling loops occurs if a columnar answer exceeds 9, in which case a carrying operation is performed.
This componential model has been shown to accommodate easily the processing stages required for the mental solution of simple and various forms of complex addition problems, as well as both simple and complex forms of multiplication problems (Geary et al., 1986; Timmers & Claeys, 1990; Widaman et al., 1989) . As such, the model provides a theoretically useful framework for establishing patterns of convergent and discriminant relationships between elementary numerical operations and traditional ability measures that require the processing of numbers (Carroll, 1988; Keating et al., 1985; Keating & MacLean, 1987) .
METHOD

Subjects
Subjects were U.S. Air Force recruits in their 1 lth day of basic training at Lackland Air Force Base, Texas. In all, 112 subjects completed the ability test battery and the experimental measures; however, 10 subjects were eliminated due to high (greater than 20%) error rates on one or more of the experimental tasks. Of the remaining 102 subjects, 54 were male (mean age = 20.0 years, SD = 2.8) and 48 were female (mean age = 20.4 years, SD = 3.2). All but 1 subject had completed high school, and 45 subjects reported some college; 5 were college graduates.
Experimental Tasks
Arithmetic Problem Sets
The stimuli were 400 arithmetic problems presented in blocks of 80 of each of five problem types: simple addition, multicolumn complex addition, multidigit complex addition, simple multiplication, and complex multiplication. Within each block, half of the problems were correct and half were incorrect; no more than four consecutive presentations of correct or incorrect problems were allowed.
Simple Addition. Each of the 80 simple addition problems consisted of two vertically placed single-digit integers with a stated sum (e.g., 8 + 6 = 14). The 40 correct problems were selected from the 56 possible nontie pair-wise combinations of the integers 2 through 9 as the augends and the addends (a tie problem is, e.g., 2 + 2). The frequency and placement of all integers were counterbalanced. That is, each integer appeared 10 times across the 40 problems; 5 times as the augend and 5 times as the addend. The 40 incorrect problems were identical, except that the stated sum was incorrect by -+ 1 or ---2. The magnitude of the error was counterbalanced across the 40 incorrect stimuli. No repetitions of the augend, the addend, or of the stated sum were allowed across consecutive trials.
Multicolumn
Complex Addition, Each of the 80 multicolumn complex addition problems consisted of two vertically placed double-digit integers with a stated sum (e.g., 24 + 59 = 83). The 40 correct problems were constrained so that each problem consisted of four unique digits with the values 2 through 9, and so that the frequency of each digit was counterbalanced for position. The remaining 40 problems were identical, except that their stated sum was incorrect by -+ 1, ±2, -+ 10, or ±20. The placement of the error was counterbalanced for position, as was the presence versus absence of the carry operation. No repetitions of columnar digits or of the stated sum were allowed across consecutive trials.
Multidigit Complex Addition. The 80 muitidigit complex addition problems consisted of three vertically placed single-digit integers with a stated sum (e.g., 3 + 9 + 5 ---17). The 40 correct problems were constrained so that each problem consisted of three unique digits with the values 2 through 9, and so that the frequency of each digit was counterbalanced for position. The remaining 40 problems were identical, except that the stated sum was incorrect by ± 1, or -+2. The magnitude of the error was counterbalanced across the 40 incorrect stimuli. No repetitions of any integer occupying the same position or of the stated sum were allowed across consecutive trials.
Simple Multiplication. The 80 simple multiplication problems consisted of two vertically placed single-digit integers with a stated product (e.g., 8 × 4 = 32). The 40 correct problems were selected from the 56 possible nontie pair-wise combinations of the integers 2 through 9 as the multiplicands and the multipliers. The frequency and placement of all integers were counterbalanced for position. The 40 remaining problems were identical, except that the stated product was incorrect by ± 1, ±2, or ± 10. Sixteen problems were incorrect by ± 10, and 6 problems were incorrect for each of the four remaining values of difference (i.e., +--1, ±2). The multiplicand, the multiplier, and the stated product were not repeated across consecutive trials.
Complex Multiplication. The 80 complex multiplication problems consisted of a double-digit multiplicand placed vertically over a single-digit multiplier and presented with a stated product (e.g., 38 × 6 = 228). The 40 correct problems were constrained so that each problem consisted of three unique digits with the values 2 through 9, and so that the frequency of each digit was counterbalanced for position. The remaining 40 problems were identical, except that the stated product was incorrect by +--1, ±2, -10, ±20, or ±100. The placement of the error was counterbalanced for position. No repetitions of columnar digits or of the stated product occurred across consecutive trials.
Working Memory Task
The 21-item ABC-assignment task, developed at the Air Force Human Resources Laboratory, was used as the measure of the attentional allocation aspect of working-memory capacity (see Woltz, 1988) . For each item, numerical values or simple equations are assigned to the letters A, B, and C. For each of the 21 items, requisite information is presented on three successive screens. To illustrate, consider the following item of intermediate difficulty: "A --69"; "B = 8 × 7"; "C = B/4." Here, each equivalence is presented on a successive screen, with the constraint that subjects are not allowed to reexamine previously presented information. Following the presentation of the third screen, three response probes, such as "C = ?", are presented in a randomly determined order. Subjects then answer each response probe by depressing appropriate number keys at the top of the keyboard and then pressing ENTER. Accuracy rather than speed is emphasized, and study time for each screen is self-paced, with subjects hitting the space bar to move to the next screen. Accuracy feedback for the entire task is provided following the presentation of the last item. The score for the ABCassignment task is the percentage of items answered correctly.
Apparatus
The arithmetic problems and the working-memory items were presented at the center of an EGA color video monitor controlled by a Zenith Z-248 microcomputer. A software program ensured the collection of RTs with -1-ms accuracy. Subjects were seated approximately 70 cm from the video screen and, for the arithmetic problems, responded correct by depressing a response key with the right index finger and incorrect by depressing a response key using the left index finger.
For each arithmetic problem, a READY prompt appeared at the center of the screen for a 1000-ms duration, followed by a 1000-ms blank period. Then, an arithmetic problem appeared and remained until the subject responded, at which time the problem was removed. If the subject responded correctly, the screen was blank for a 1000-ms duration, and then the REAOY prompt for the next problem appeared. If the subject responded incorrectly, a WRON6 prompt with a 1000-ms duration followed removal of the stimulus and preceded the 1000-ms interproblem blank period.
Procedure
Subjects were tested in groups of up to 31 subjects, with each subject in an individual carrel. Following a brief orientation to the experimental session, subjects were told by means of computer-administered instructions that they were going to be presented with five individual sets of arithmetic problems and a memory task. Also by means of computer-administered instructions, subjects were told that their task, for the arithmetic problems, was to respond correct or incorrect to each presented problem by pressing the appropriate key; equal emphasis was placed on speed and accuracy. Subjects were told the type of problem (e.g., simple addition) to be presented before each set. Sixteen practice problems were presented at the beginning of the first set and eight practice problems preceded the administration of each of the four remaining arithmetic problem sets. A short rest period followed each block. Finally, the experimental tasks were independently administered in the following order: simple addition, multicolumn complex addition, multidigit complex addition, simple multiplication, complex multiplication, and the ABC-assignment task. The entire testing session lasted about 90 rain.
Ability Test Battery Tests
Four sets of ability tests were used, tests spanning the Numerical Facility, Perceptual Speed, General Reasoning, and Memory Span factors. Two or three measures of each of these mental abilities were administered, andl where appropriate, alternate forms of each individual measure were administered. All measures were from the Educational Testing Service test battery (Ekstrom, French, & Harman, 1976) .
Numerical Facility. The three measures of Numerical Facility were the Addition test (N-I), the Division test (N-2), and the Subtraction and Multiplication test (N-3). Both forms of all three measures were administered. The score for each form was the total number of items answered correctly. The total score for each measure was the sum of both forms.
Perceptual Speed. The three measures of Perceptual Speed were the Finding As test (P-I), the Number Comparison test (P-2), and the Identical Pictures test (P-3). Both forms of all three measures were administered. The score for each form of the Finding As test was the total number of words marked correctly. The score for each form of the Number Comparison test was the number of items correct minus the number of items incorrect. The score for each form of the Identical Pictures test was the number of items correct minus a fraction of the number of items incorrect. The total score for each measure was the sum of both forms.
General Reasoning. The two measures of General Reasoning were the Arithmetic Aptitude test (RG-1), and the Necessary Arithmetic Operations test (RG-3). The score for each form of both measures was the number of items correct minus a fraction of the number of items incorrect. The total score for each measure was the sum of both forms.
Memory Span. The two measures of Memory Span were the Auditory
Number Span test (MS-l), and the Visual Number Span test (MS-2). Due to time constraints, the number of items on the Visual Number Span test was reduced from 24 items to 20 items. The score for each measure was the number of items recalled correctly.
Procedure
The 10 ability tests were administered in a classroom to subject groups, with group size being not more than 31 subjects. Each group completed the ability tests within a single testing session that lasted approximately 90 rain. The 10 tests were timed according to instruction in the manual (Ekstrom et al., 1976) and were administered in the following order: N-I, N-2, N-3, P-I, P-2, P-3, RG-I, RG-3, MS-I, and MS-2. All subjects completed the test battery before the experimental tasks were administered.
Analytic Procedures
Analyses of the ability test battery and the combined data [i.e., the informationprocessing (IP) parameter estimates and test battery] were based on covariance structure modeling and employed the LISREL VI program (Jrreskog & Srrbom, 1984) . Indexes of fit of structural equation models include both the likelihood ratio test statistic, distributed as a chi-square variable, and a practical index p (rho; Bentler & Bonett, 1980; Tucker & Lewis, 1973) . The p measure was chosen to aid in evaluating the goodness of fit of alternative structural models, because the value of the chi-square statistic can vary with sample size, independent of model fit. The p coefficient is a relative measure of covariation among variables explained by the model and is unaffected by sample size (Marsh, Balla, & McDonald, 1988) . Models that produce a p value of at least .90 are typically considered acceptable (Bentler & Bonett, 1980) .
RESULTS AND DISCUSSION
For clarity of presentation, the results from this study will be presented in four major sections, followed by a general discussion of the results and their implications. In the first major section, results for the IP tasks, which included the arithmetic problem sets and the ABC-assignment task, will be presented. In the second major section, results for the ability test battery will be presented. The third section presents analyses of the relationship between performance on the IP tasks and the ability measures. The final section describes cross-sample comparisons of performance on the ability measures and IP tasks that were administered to the current subjects and to subjects in our earlier study (Geary & Widaman, 1987) .
IP Tasks
Analyses of the arithmetic problem sets were based on the previously described componential model for mental arithmetic (Geary et al., 1986; Widaman et al., 1989) . Here, hierarchical regression equations, embodying variables representing the processes identified in the componential model, were first fit to average RT data. Although individual differences in problem-solving strategies, for example, counting as opposed to memory retrieval, exist for younger subjects (Siegler & Shrager, 1984) , Svenson (1985) demonstrated that memory retrieval is used by adults to solve the vast majority of arithmetic problems. The product (Prod) of columnar digits, or of a combination of two digits for multidigit complex addition problems, was used to represent this memory-retrieval process (Geary et al., 1986; Miller et al., 1984; Stazyk, Ashcraft, & Hamann, 1982; Widaman et al., 1989) .
Conceptually, the product variable represents a memory network with two orthogonal axes representing nodes for the integers to be added or multiplied. The distance between nodal values is assumed to be constant. Activation of the network begins at the origin and proceeds at a constant rate and as a linear function of the area of the network that must be traversed. The area of network activation is defined by the rectangle formed by the origin, the values of the nodes representing the two integers, and the point of intersection of orthogonal projections from these two nodal values. Thus, the product of the integers represents the area of the network activated and is therefore linearly related to search time required to arrive at the correct answer (Widaman et al., 1989) . Alternative associative based conceptual models for the long-term memory representation of arithmetic facts have also been proposed (Ashcraft, 1987; Campbell, 1987; Siegler, 1986) . Despite the lack of consensus regarding the conceptual representation of the long-term memory network of arithmetic facts, the product variable provides a reliable empirical indicator of the rate of fact retrieval (Miller et al., 1984) . Additional processes were represented by variables estimating (a) intercept differences between correct and incorrect problems for verification tasks (truth: coded 0 for correct and 1 for incorrect problems), (b) rate of encoding digits (encode: coded the total number of digits in the problem including the stated sum, except when the stated-units-column-answer was incorrect for complex problems, in which case encode was coded 3), and (c) rate of carrying to the next column for complex problems (carry: coded 0 for the absence and 1 for the presence of a carry). Variables were also coded so as to represent the selftermination of a complex problem when a units-column error was encountered (Geary et al., 1986) ; therefore, variables representing any process following a units-column error (e.g., carry) were coded 0.
Finally, the solution of both multidigit complex addition problems and complex multiplication problems requires the execution of one additional process, incrementing a number onto a provisional sum or product. Widaman et al. (1989) determined that multidigit complex addition problems were processed two integers at a time. First, the sum of the two largest-valued integers is retrieved from long-term memory and then the smallest-valued digit is incremented in a unit-byunit fashion onto the provisional sum. Thus, the modeling of solution times to multidigit complex addition problems included a variable representing this incrementing process (min: coded the value of the smallest integer). For complex multiplication problems, an additional parameter representing the incrementation of the value of the carry onto the provisional tens column product was included in the associated regression equation (carrem: coded the value of the remainder following the units column multiplication). For an illustration of this coding scheme see Geary and Widaman (1987 , Table 1 ).
Addition
Simple Addition. Overall error rate was 3.32%, which is consistent with studies that have required samples of undergraduate students to solve comparable problem sets (Ashcraft & Stazyk, 1981; Geary et al., 1986; Widaman et al., 1989 ). An additional 1.27% of responses were identified as outliers, l All subsequently described analyses excluded error and outlier RTs.
Statistical summaries of regression analyses for addition problems are displayed in Table 1 ; the first two equations represent process models for simple addition. The first of these equations provides estimates for rate of encoding single digits (encode), memory retrieval rate (prod), and intercept differences 1Outliers were identified by means of the following procedure. First, for each subject and for each problem set, problems were sorted by the smaller of the columnar augend (multiplicand) and addend (multiplier). This minimal, or min, value provides a robust indicator of problem difficulty (Pellegrino & Goldman, 1989) and provides a means of identifying trials on which the subject may have counted to solve the presented problem. Next, for each subject and for each min value, a mean RT was calculated and any values +-2.58 standard deviations from this mean were deleted as outliers. Note. All regression models are significant, p < .0001; all partial F ratios are significant, p < .01, except for the encode parameter in the first equation, p > . 10. Encode = number of digits encoded; prod = product of augend and addend; truth = correct (0) or incorrect (1) stated sum; unitprod and tenprod = product of digits in units and tens columns, respectively; carry = presence (1) or absence (0) of a carry from the units to tens column; largeprod = product of the two largestvalued digits; rain = value of the smallest digit; scan = number of digits scanned before executing the memory-retrieval process; prod2 = product of the two largest-valued digits, unless two of the problem's digits sum to 10, then prod2 = the product of these digits; min2 = value of smallest digit when no two digits sum to 10; remainder = value of remaining digit when two digits sum to 10. comparing correct with incorrect problems (truth); however, the partial F ratio for the encode parameter was not significant, p > . 10. Therefore, the encode variable was dropped and the equation was reestimated, providing the second equation presented in Table 1 . Here, rate of encoding digits is presumably collapsed within the intercept term, along with decision and response times (Ashcraft & Battaglia, 1978) . This second equation provided a highly significant overall level of model fit, R 2 = .705, p < .0001. This overall level of fit, as well as the significance of the prod and truth variables, is comparable to previous studies (Geary et al., 1986; Widaman et al., 1989) . For the second equation, the Prod × Truth interaction was not significant, F(I, 76) < 1, indicating that retrieval time was unaffected by the truth value of the stated answer.
Finally, inspection of Table 1 indicates a mean solution time of 1600-ms. This solution time ranges from about 350-ms to 500-ms longer than for samples of undergraduate students solving comparable problem sets (Ashcraft & Battaglia, 1978; Ashcraft & Stazyk, 1981; Geary et al., 1986; Widaman et al., 1989) . This finding, combined with the previously described results, suggests that the Air Force recruits used the same processes as do college students to solve simple addition problems, but with longer overall solution times.
Multicolumn Complex Addition. Overall error rate was 4.22%, which is comparable to previous studies (Geary et al., 1986; Widaman et al., 1989 ). An additional 1.18% of responses were eliminated as outliers.
The third equation presented in Table 1 enabled the representation of each of the processing components (e.g., encode, carry) proposed in our componential model for the solution of multicolumn complex addition problems (Widaman et al., 1989) . Inspection of Table 1 reveals that the level of fit of the overall equation was adequate (i.e., comparable to previous research in this area), R 2 = .853. Moreover, variables representing each individual component process showed significant partial F ratios, ps < .01. For this equation, the memoryretrieval parameters were initially estimated separately for each column (i.e., unitprod and tenprod). Inspection of these results revealed highly similar column-wise slope estimates. Accordingly, the column-wise slope estimates for the units and tens columns were constrained to be equal. Constraining these estimates to be equal resulted in a nonsignificant decrease in the full-model R E, F( 1, 74) < 1. Identical slope estimates are therefore presented in Table l for the units and tens columns.
The interactions between the truth variable and the encode, columnar product, and carry parameters were not significant, ps > .05. Finally, the mean solution time was longer than for samples of college students solving comparable problem sets (Geary et al., 1986; Widaman et al., 1989) . Thus, the Air Force recruits appear to have employed the same processes as college students to solve multicolumn complex addition problems, but with longer overall solution times.
Multidigit Complex Addition. Overall error rate was 3.57%, which is comparable to previous research (Widaman et al., 1989 ). An additional 1.81% of responses were eliminated as outliers. Consistent with the previously described results, the mean solution time was longer than for a comparable problem set administered to a college sample (Widaman et al., 1989) .
The final section of Table 1 presents the two equations that were used to model the component processes invoked for the solution of multidigit complex addition problems. The first of these equations was specified based on earlier findings (Widaman et al., 1989) , but excluded the encode parameter due to a nonsignificant partial F ratio. Here, the sum of the two largest-valued digits (largeprod) is retrieved from long-term memory and held in working memory while the smallest-valued digit (min) is incremented in a unit-by-unit fashion onto this provisional sum. The equation representing these processes provided an adequate overall level of fit, R 2 = .723.
However, because the solution of multidigit complex addition problems is limited by the processing of two digits at any given step (Widaman et al., 1989) , a variety of initial digit-combination strategies could be used to solve these problems. For example, subjects might first process the two largest-valued digits, as was found by Widaman et al. (1989) , or first chunk digits that summed to 10. To assess the goodness of fit of this alternative chunking strategy, a second equation was used to model solution times to multidigit complex addition problems. Here, we assumed the processing strategy first involved chunking any two digits that summed to 10 (e.g., chunking 8 and 2 in the problem 8 + 6 + 2 = 16). If no such combination was presented in the problem, then the first combination involved process!ng the two largest-valued digits.
To accommodate this strategy, a scan variable was incorporated into the regression equation. This parameter represented the number of digits that had to be scanned before a chunk (i.e., two digits with a sum of 10) was found. If a chunk was presented in the problem and involved the first two digits, then scan was coded 2; otherwise, scan was coded 3. If no chunk was presented in the problem and the two largest-valued digits were in the first and second positions, then scan was coded 5; otherwise scan was coded 6. For the initial modeling of this strategy, two retrieval parameters were required; one variable for chunk problems (coded the product of the two chunked digits and coded 0 for problems without a chunk), and a second variable for problems without a chunk (coded the product of the two largest-valued digits and coded 0 for chunk problems). Accompanying the retrieval parameters were two variables representing the value of the remaining digit; termed min2 for problems without a chunk and remainder for problems with a chunk. Of course, for problems with a chunk, min2 was coded 0, and for problems without a chunk, remainder was coded 0.
The initial equation included the scan parameter, the two retrieval variables, min2, remainder, and the truth variables. The resulting regression equation provided an improved level of fit, R 2 = .898, relative to our first model for this problem type. Inspection of this equation revealed similar slope estimates for the two retrieval parameters. So, the slope estimates for the two retrieval variables were forced to be equal. Enforcing this equality constraint resulted in a small, AR 2 = .0004, and nonsignificant decrease in the overall level of model fit, F(I, 73) < 1. Forcing the slope estimates for the rain2 and remainder variables to equality, however, resulted in a significant decrease in the level of model fit, F(I, 74) = 40.07, p < .001. So, the final model, presented as the fifth equation in Table 1 , included the scan parameter, a single retrieval variable (prod2), and the min2, remainder, and truth parameters. For this equation, the truth variable did not significantly interact with any of the four remaining parameters (ps < .50).
Finally, to determine if all subjects were using the chunking strategy, three independent regression equations were fit to individual RT data for each of the 102 subjects in the study. The first two equations were identical to those presented in Table 1 . The third model represented a strategy whereby the subject first retrieved the sum of the digits presented in the first and second positions and then incremented, in a unit-by-unit fashion, the value of the digit in the third position onto the provisional sum. Based on the goodness of fit of competing models and the values of the associated regression weights, we determined that the strategy used by 10 subjects was best represented by this third model: 61 subjects followed the chunking strategy and the remaining 31 subjects followed the strategy represented by the fourth equation in Table 1 .
Multiplication
Simple Multiplication. Overall error rate was 3.10%, which is comparable to previous studies (Geary et al., 1986; Parkman, 1972; Stazyk et al., 1982 ). An additional 1.91% of responses were deleted as outliers. The mean solution time was again longer than reported for samples of college students solving comparable problem sets (Geary et al., 1986; Stazyk et al., 1982) .
Statistical summaries of regression analyses for multiplication problems are presented in Table 2 . The first equation presented in Table 2 reflects a model for simple multiplication RTs identical to the model fit to simple addition RTs and identical to the model that best fitted solution times for a comparable problem set administered to a sample of undergraduate students (Geary et al., 1986) . The Note. All regression models are significant, p < .0001; all partial F ratios are significant, p < .05. Prod = product of multiplicand and multiplier; truth = correct (0) or incorrect (1) stated product; encode = number of digits encoded; unitprod and tenprod = product of digits in the units and tens columns, respectively; carry = presence (1) or absence (0) of a carry from the units to tens column; carrem = value of the remainder following the units column multiplication. equation showed an adequate level of fit, R 2 = .651. For this equation, the Prod × Truth interaction was not significant, p > . 10.
Complex Multiplication. Overall error rate was 7.29%, which is comparable to previous research (Geary et al., 1986 ). An additional 1.84% of responses were deleted as outliers. The mean solution time was higher than for a comparable problem set administered to a sample of undergraduate students (Geary et al., 1986) .
The second equation displayed in Table 2 presents a model identical, except for the inclusion of the carrem variable, to the model fit to multicolumn complex addition problems. The equation is also identical to the equation found to best represent solution times from the just-noted college sample (Geary et al., 1986) . Inspection of Table 2 reveals that the level of fit of the overall equation was adequate, R 2 = .873. For this equation, the memory-retrieval parameters (i.e., unitprod and tenprod) were initially estimated separately; however, constraining column-wise slope estimates to be equal resulted in a nonsignificant decrease in the full model R 2, F(1, 73) < 1. Identical estimates are therefore presented in Table 2 for the units and tens columns. Finally, the interactions between the truth variable and the encode, columnar product, carry, and carrem parameters were not significant, ps > . 10.
Summary of IP Models for Addition and Multiplication
In all, the previously described modeling indicated that the processing strategies invoked by the Air Force recruits for the solution of all five problem types were easily accommodated by the Widaman et al. (1989) model. Moreover, except for individual differences in initial digit-combination strategies for multidigit complex addition problems, regression equations representing RTs for the current sample did not differ from the best-fitting regression equations used to model solution times from comparable problem sets administered to several samples of undergraduate students (Geary et al., 1986; Widaman et al., 1989) ; that is, the same parameters were required to model solution times, across samples, for all five problem sets. The only substantive difference, comparing the current sample with previous college samples, was in terms of mean solution times. Here, the Air Force recruits required significantly longer times to solve comparable arithmetic problems. The longer solution times and larger component parameter estimates for the current sample of Air Force recruits, relative to our earlier university student sample (Geary & Widaman, 1987) , may be due to several factors, such as somewhat different apparatus used as well as slight differences in procedures in the two studies. In the final portion of the Results section, we will report analyses exploring the differences in processing rates between the current sample of Air Force recruits and our previous sample of university students (Geary & Widaman, 1987) .
Briefly, then, replicating findings based on samples of college students, sub-jects in this primarily noncollege sample processed addition and multiplication problems in a column-wise fashion. Columnar answers were retrieved from a long-term memory network of arithmetic facts, and complex problems were selfterminated when an error in the units column of the stated answer was encountered. Additional component processes required for the mental solution of addition and multiplication problems included encoding single integers, carrying to the next column for complex problems, and incrementing in a unit-by-unit fashion a digit onto a provisional sum or product. This latter process is invoked when more than two single integers must be processed to obtain a columnar answer, as was described for multidigit complex addition problems. For a more detailed discussion of the psychological processes modeled by the regression equations presented in Tables 1 and 2 , see Geary et al. (1986) and Widaman et al. (1989) .
Working Memory Task
The mean percent correct for the ABC-assignment task was 47.40 (SD = 21.47).
The reliability of the task, derived by means of the Spearman-Brown prophecy formula (based on the correlation between odd and even items), was .883. Both the mean percent correct and the reliability estimate were very similar to the respective values of 49.39 (SD = 25.72) and .90 obtained with an independent sample of Air Force recruits for a similar working-memory task (Woltz, 1988) . Table 3 presents descriptive statistics and reliability estimates for the four sets of ability measures. Total score (Form l + Form 2) reliability estimates, obtained with Spearman-Brown prophecy formula, were generally quite acceptable ranging from .580 to .937, with a median of .812. Next, covariances among the ability tests were computed and the dimensional structure of these measures was assessed by fitting a confirmatory factor-analytic model to the data (J6reskog & S6rbom, 1984) . First, a null model fitting only unique variances was estimated, ×2(45, N = 102) = 400.72, p < .001. Next, a four-common-factor model was formulated. The four hypothesized factors were Numerical Facility, Perceptual Speed, General Reasoning, and Memory Span; the indicators for these factors were as noted in Table 3 . The loading of each ability test on its respective common factor was estimated, as were interfactor correlations, in this first substantive model. This model was rejectable statistically, ×2(31, N = 102) = 46.52, p = .036, but produced an acceptable value for the practical goodness-of-fit index, p = .937. Moreover, each of the factor covariances differed reliably from unity, indicating that none of the factors could be collapsed without worsening the level of fit of the overall model. We therefore accepted the four-common-factor model as providing an adequate representation of the covariances among the ability tests.
Structural Model for the Ability Test Battery
The maximum likelihood estimates for the model just noted were in a Note. Reliability estimates for the Auditory Number Span and the Visual Number Span measures were based on the zero-order correlation between odd and even items. covariance metric. To make the estimates more readily interpretable, these values were converted to a standardized metric by means of the following equation:
where S i is the standardized factor loading for variable i, A i is the factor loading in the covariance metric, and ®; is the unique variance in the covariance metric. The standardized unique variances were calculated by means of the following equation:
where U i is the standardized unique factor variance. The resulting standardized common and unique factor loadings, as well as factor intercorrelations, are presented in Table 4 (p. 66). As shown in Table 4 , all common factor loadings were statistically significant (i.e., each was at least twice as large as its respective standard error), and most were rather large. Inspection of the bottom portion of Table 4 indicates that all but two of the intercorrelations differed significantly from zero. Note. The latent variable variances were fixed at unity in order to identify the model. Tabled values ai loading estimates; associated standard errors are in parentheses. Empty cells signify parameters fixed at zer{ The loading values defining the General Reasoning factor and the Memory Span factor were constrained t equality, in the covariance metric, to identify the estimates empirically. Relaxing these equality constrain1 yielded a nonsignificant change in the level of model fit, ×2(2, N = 102) = 1.12, p > .50. All tabled values al significant, p < .05, except for the correlation between the Memory Span and Numerical Facility factors, an between the General Reasoning and Perceptual Speed factors, p > .05.
Structural Models for the Combined Data
In order to obtain measures of individual differences in the rate of executing the substantive arithmetical operations, we fit the earlier described regression equations to individual subject RTs but separately for each of the five problem types. For each equation, the raw regression weights (these are called component scores) estimate the rate of executing the associated process for that individual. To illustrate, the regression weight for the carry variable for multicolumn complex addition problems was 507 for one of our subjects and 379 for another subject. Thus, the first of these subjects required 507 ms to execute the carry operation for complex addition problems, whereas the second subject required only 379 ms to execute this same process. Component scores for the intercept term, memory-retrieval variable (i.e., product), and the carry parameter for all 102 subjects across the five arithmetic problem types were obtained. Component scores were taken from the appropriate equation for multidigit complex addition problems and represented for comparable variables (e.g., the product of the two initially combined integers, such as those summing to 10 or the two largestvalued digits) the same underlying processes. 2 Variables for which the psychological processes modeled by the parameter were unknown (e.g., truth), or had no counterpart from other types of problems (e.g., scan), were not included in these analyses. Because the encode parameter was not significant for several of the problem types, the regression equations for complex addition and complex multiplication problems were reestimated with no independent variable for encoding speed. As a result, speed of encoding digits was incorporated into the intercept value for all equations. Finally, due to a large variance and a positively skewed distribution for several of the IP variables a square-root transformation of all variables was performed. The zero-order correlations between the transformed scores and raw scores ranged in value from .97 to 1.00 (M = .98, SD = .009), with a modal value of .99. Thus, the transformation did not alter the pattern of individual differences.
Covariances among the component scores for the 12 resulting IP variables, the ABC-assignment task, and the 10 ability tests were computed. The resulting covariance matrix was analyzed by means of the LISREL VI program (Jrreskog & Srrbom, 1984) . First, a null model estimating only unique variances was estimated, X2(253, N = 102) = 1,105.9, p < .001. Next, the initial measurement model, termed Model 1, was estimated. Model 1 included the four common factors for the measures in the ability test battery, factors described earlier, and three trait factors for the IP variables. The IP factors consisted of 1. An Arithmetic Processes latent variable for which the memory-retrieval (i.e., the product) parameter estimates from each of the five problem types and the carry parameter from the two complex multicolumn problem types served as indicators. 2. A combined Intercept: Encode-Decide-Respond latent variable with loadings estimated for each of the five intercept terms. 3. A Working-Memory Capacity latent variable defined by the ABC-assignment task variable.
Although the ABC-assignment task is scored much like an ability measure, the skills represented by performance on this task are strongly embedded in information-processing theories (see Woltz, 1988 , for an excellent discussion of the importance of the attentional allocation aspect of working-memory capacity). Thus, the ABC-assignment task was considered an IP variable because, although 2In the matrix of 1,224 component scores, 39 values were negative and therefore not interpretable. These scores were replaced by the appropriate variable mean. The subsequently described analyses were conducted with and without replacement of these values; both sets of analyses yielded the same pattern of structural relations.
it is not a process variable per se, it represents an identifiable constraint on the capacity and rate of IP in general (Anderson, 1983; Woltz, 1988) and for arithmetic in particular (Hitch, 1978) .
Model 1 also included the estimation of 17 covariances among unique factors. Each of these involved either the estimation of (a) the covariance between variables derived from the same regression equation, or (b) the covariance between IP variables defining the same factor. The net result of allowing for the estimation of these 17 covariances was a better definition of the IP latent variables and the removal of method variance from substantive aspects of the structural model. In other words, the former covariances were estimated because regression parameters from the same equation may have idiosyncratic patterns of intercorrelation. Specification of the covariances would isolate any idiosyncratic parameter intercorrelations from the substantive portion of the structural models. Finally, the covariances among the four ability test factors and among the three IP latent variables were estimated. The 12 covariances of the four ability test factors with the three IP factors were fixed at zero, and all nondefining factor loadings were fixed at zero. Table 5 presents overall goodness-of-fit indexes for the structural equation models, and Table 6 (p. 70) presents indexes of differences in fit between nested models. Inspection of Table 6 reveals that estimation of Model 1 resulted in a highly significant improvement in model fit, X2(46, N = 102) = 692.3, p < .001. The overall level of fit of Model 1, however, was not acceptable, p = .703, as noted in Table 5 . A graphical representation of the latent variables represented in Model 1 is presented in Figure 1 . Here, only significant (p < .05) or marginally significant (p < . 10) correlations among the latent variables are presented. aTables of correlated unique factors and the raw covariance matrix are available from the first author upon request. *p = .035. **p = .031. ***p = .001. The next modification of the structural equation model involved the estimation of five directed paths from the IP latent variables to the ability test factors. Paths were estimated from the IP latent variables to the ability factors because variables representing elementary operations should, in theory, represent the processes underlying measured ability on traditional mental tests in the same domain (see Carroll, 1988) . In other words, if individual differences on traditional ability measures are due to a composite of distinct elementary processes, then the source of individual differences on these measures should be identifiable in terms of the rate of executing distinct elementary operations in the same domain. Each of the five directed paths relating the IP factors to the test factors was driven by this theoretical consideration (Keating et al., 1985; Keating & MacLean, 1987) . First, based on our earlier finding (Geary & Widaman, 1987) , a directed path from the Arithmetic Processes IP factor to the Numerical Facility ability factor was estimated, as was a second directed path from the Intercept: Encode-Decid Respond latent variable to the Perceptual Speed factor (Geary & Widama 1987; Hunt et al., 1975; Lansman et al., 1982) . Directed paths from the Wor ing-Memory Capacity factor to both the General Reasoning factor and the Mex ory Span factor were estimated, based on Carroll's (1976) task analysis of earlier version of these ability measures. The fifth directed path was from t Arithmetic Processes latent variable to the General Reasoning ability facto Here, as previously mentioned, we reasoned that, because both of the genel reasoning measures required knowledge of and/or the execution of arithmel operations and procedures, the rate of executing arithmetical processes should reliably and inversely related to performance on these measures of general re soning (Carroll, 1976) . Inspection of Table 6 reveals that Model 2 provided a significant improveme in model fit, ×2(5, N = 102) = 101.4, p < .001, as well as an improvement the level of practical fit, Ap = .134. Moreover, each of the resulting p~ coefficients differed significantly from zero (ps < .05) and each was in t predicted direction. Inspection of Table 5 , however, reveals an unacceptable value (.837) for the overall model. Substantive considerations as well as modification indexes were used to it prove the level of fit for the overall model, and involved the estimation of 14 pc hoc covariances between unique factors. The estimation of these 14 covariancc which produced Model 3, provided a significant improvement in the statistical of the model, ×2(14, N = 102) = 86.5, p < .001, as well as an acceptal: overall index of practical fit, p = .941, as noted in Table 5 . The values of t] standardized path coefficients for the five directed paths did not change significantly (MA = .015) with the addition of these 14 covariances, and all remained significantly different from zero (ps < .05).
To further insure that the addition of these 14 covariances did not influence our substantive results, we fixed each of the five previously described directed paths at zero, which produced Model 4. Inspection of Table 6 reveals that fixing these paths at zero resulted in a significant worsening of model fit, ×2(5, N = 102) = 114.9, p < .001, and an unacceptable p value (.774), as noted in Table 5 . This result indicates that estimation of the relationships between the IP factors and the ability test factors represented by the five directed paths was required by the data.
Next, to assess the discriminant validity of the five previously described directed paths, two additional paths were estimated, which yielded Model 5. Here, a directed path from the Arithmetic Processes IP factor to the Memory Span factor was estimated, as was a directed path from the combined Intercept: Encode-Decide-Respond factor to the General Reasoning ability factor. Inspection of Table 7 (p. 72) reveals that the estimation of these two paths produced a nonsignificant change in the overall level of statistical fit, ×2(2, N = 102) = 3.3, p > . 15, and no change in the level of practical fit (A 9 = .000). Moreover, neither of the two path coefficients approached statistical significance (ps > . 10).
Finally, to ensure that the post-hoc covariances were not masking potential relations modeled with the two directed paths estimated in Model 5, a sixth structural equation model was specified. Here, the 14 post-hoc covariances were fixed at zero. The resulting model yielded a significantly worsened level of fit, X2(14, N = 102) = 84.6, p < .01. The two just-mentioned path coefficients, however, were still nonsignificant (ps > . 10), and the five substantive directed paths remained significant (ps < .05).
Based on the preceding results and on the overall level of practical fit (p = .941), we therefore accepted Model 3 as providing an adequate representation of these data. Moreover, examination of the modification indexes for the directed path matrix for Model 3 indicated that any respecifications of the model would not have led to substantial improvements in model fit. Trait and unique factor loadings from Model 3 were standardized by means of Equations 1 and 2 and are presented in Table 7 . With the exception of the loading of the "complex multiplication product" on the Arithmetic Processes factor, all factor loadings were statistically significant, and most were fairly large.
In Figure 2 (p. 73), the final structural relations among the seven trait factors from Model 3 are presented. The important estimates of structural relations, embodied in the coefficients for the directed paths from the IP factors to the ability test common factors, all differed significantly from zero and were in the predicted direction. The estimation of the directed path from the Arithmetic Processes IP factor to the Numerical Facility common factor was based on our previous finding for a sample of undergraduate students (Geary & Widaman, Note. All reported loadings are significant, p < .05, except for the product variable for complex multiplication, which was marginally significant, p < . 10. The factor loadings for the two General Reasoning tests and for the two Memory Span tests were constrained to equality, in the covariance metric, to identify the estimates empirically. All remaining, nonreported loadings, were fixed at zero. aParameter fixed at this value, in the covariance metric, based on the parameter's reliability estimate.
1987). In this previous study, a path coefficient of -.879, estimating the relationship between the elementary operations subsumed by the Arithmetic Processes factor and performance on the measures of Numerical Facility, was found. For the current sample, estimation of the identical path produced a highly com- The directed path from the Intercept: Encode-Decide-Respond IP factor to the Perceptual Speed ability factor was also estimated in an attempt to replicate previous results (Geary & Widaman, 1987; Hunt et al., 1975; Lansman et at., 1982) . Here, the value of the resulting path coefficient, -.538, was lower than was found for a sample of undergraduate students (-.707; Geary & Widaman, 1987) , but the same basic relationship was replicated. The rate of encoding single digits, along with decision and response times associated with the verification task paradigm, was inversely related to performance on the measures of perceptual speed; this finding is consistent with the traditional interpretation of the Perceptual Speed factor (Thurstone & Thurstone, 1941) .
Each of the three remaining path coefficients presented in Figure 2 represented an extension of our earlier study (Geary & Widaman, 1987) and, more importantly, enabled an empirical test of the pattern of convergent and discriminant validity relating variables representing basic numerical operations to ability tests that require number processing. Here, we hypothesized that performance on the working-memory capacity task should show a positive relationship to performance on measures of both general reasoning and memory span (e.g., Carroll, 1976; Horn & McArdle, 1980) . Indeed, both of these relationships were supported empirically by the current study. Here, the better the attentional allocation aspect of working-memory capacity (Woltz, 1988) , the better the performance on measures that defined both the General Reasoning factor and the Memory Span factor.
The two measures of general reasoning included in this study required the execution of basic arithmetic operations and the knowledge of arithmetical procedures. Thus, we hypothesized that the rate of executing the component processes of fact retrieval and carrying should contribute, in addition to workingmemory capacity, to general reasoning ability. This hypothesis was empirically supported by a significant directed path from the Arithmetic Processes IP factor to the General Reasoning common factor. The set of directed paths to this factor indicates that general reasoning abilities are affected by both the ability to allocate attentional resources within working memory and to the rate of executing basic content-relevant operations and procedures (Baroody, 1983) . Of course, it is likely that individual differences in reasoning ability are also related to the rates of executing additional component processes, such as those required for inferring relationships between important features of the problem (Sternberg, 1977) .
Each of the five path coefficients presented in Figure 2 represents the empirical convergence between elementary information processes and theoretically related traditional ability measures (Carroll, 1976) . The two directed paths described for Model 5 were estimated to assess the discriminant validity of the previously described relationships. The first of these involved the estimation of a directed path from the Arithmetic Processes IP factor to the Memory Span ability factor. Performance on the measures of general reasoning and memory span was directly related to working-memory capacity, and all of these ability tests require the processing of numbers. The memory-span tests, however, unlike the general reasoning measures, do not require arithmetic. Thus, support for discriminant validity of the relationship between the measures subsumed by the Arithmetic Processes IP factor and the General Reasoning ability factor would be found if no direct relationship between the Arithmetic Processes IP factor and the Memory Span factor were found. This discriminant relationship was supported by the finding that the estimated path coefficient from the Arithmetic Processes IP factor to the Memory Span factor did not differ significantly from zero. In all, the pattern of results described thus far indicates that the rate of executing basic arithmetical operations is related to performance on traditional ability measures that require arithmetic and not directly related to similar measures that require the processing of numbers but do not require arithmetic.
Finally, Model 5 also included the estimation of a directed path from the Intercept: Encode-Decide-Respond factor to the General Reasoning common factor; again, the resulting path coefficient did not differ significantly from zero. This result suggests a discriminant relationship between the rate of executing the processes underlying the mental solution of arithmetic problems and performance on general reasoning measures that require arithmetic. Specifically, these data indicate that individual differences on these measures of general reasoning were more strongly influenced by the rate of executing content-relevant operations and procedures than by the rate of executing related, but more fundamental (e.g., decision and response times), processes.
Cross-Sample Comparisons
The final section describes cross-sample comparisons of the performance of the Air Force recruits and the University of California undergraduates who served as subjects in Geary and Widaman (1987) on the ability measures and arithmetic tasks common to both studies. The paper-and-pencil tests of Numerical Facility and Perceptual Speed administered to both samples were identical. Four of the arithmetic problem types described in the current study were also administered to subjects in our previous study, although the specific problems were not identical; the four problem types were simple addition, multicolumn complex addition, simple multiplication, and complex multiplication. For both samples, we obtained scores for the Addition test, the Division test, the Subtraction and Multiplication test, the Finding As test, the Number Comparison test, and the Identical Pictures test. Component scores for variables representing the elementary operations of fact retrieval and carrying, along with intercept values, were obtained for both samples across each of the four problem types.
Next, the current Air Force recruit and our previous university student samples were combined into a single data set; z scores, with a mean of 0 and a standard deviation of 1 across all subjects, were computed for each of the six ability tests just described and each of the 10 elementary cognitive components. Because the z scores were computed across all subjects in the two samples, sample differences on these scores were retained. Five composite scores were then computed, representing numerical facility, perceptual speed, retrieval efficiency, the speed of the carry operation, and intercept. The composite scores were the sum of variables that defined the same ability factor or represented the same component process. For example, the composite score for the numerical facility variable the sum of z scores for the Addition test, the Division test, and the Subtract and Multiplication test. In the first set of analyses, univariate ANOVAs (~ sample as the between-subjects variable) were computed for each of the f composite variables. The results indicated reliable sample differences for numerical facility, F(1,200) --40.01, p < .001, perceptual speed, F(l, 200~ 8.72, p < .01, retrieval, F(1,200) = 18.97, p < .001, carry, F(1,200) = 93. p < .001, and intercept, F(1,200) = 152.56, p < .001, variables. Examinat of sample means for each of the variables indicated that, compared to the Force recruits, the University of California undergraduates showed better per] mance on both the numerical facility and perceptual speed measures and shov a faster rate of executing the operations of retrieval, carrying, and the proces subsumed by the intercept variable.
Theoretically, if the rate of executing the processes of fact retrieval carrying represent the source of individual differences on the numerical faci ability measures, then sample differences in the rate of executing these t operations should explain the mean sample difference on the numerical facil variable. Similarly, if the processes subsumed by the intercept terms, such as t of encoding single digits, represent an important source of individual differen on the measures of perceptual speed, then sample differences for the interc terms should explain the mean sample difference on the perceptual speed v~ able. To test this set of hypotheses, two hierarchical regression equations w computed.
In the first equation the numerical facility variable served as the depend variable, and the independent variables were the carry and retrieval compon scores and the sample variable (coded: 1 --university student, 0 --Air Fo recruit). The carry variable was entered first, followed by the retrieval sample variables, thus, variance associated with the retrieval and carry variab were partialed from the sample variable. The results indicated highly signific relations of the carry, F(1, 198) = 102.10, p < . 001, and retrieval, F(l, 198) 84.40, p < .001, component scores with the numerical facility composite, R .69, p < .001. More importantly, once the carry and retrieval component sco were entered in the equation, the sample predictor explained a nonsignific amount of additional variance, z~kg 2 = .005, F(1, 198) = 1.95, p > .15. q pattern of results was consistent with the previously described structural eq~ tions and indicated that individual differences in the rate of executing the ope tions of fact retrieval and carrying contributed to performance differences on measures of numerical facility and, more importantly, appeared to mediate mean sample difference on the numerical facility variable.
For the second equation, the perceptual speed composite served as the dep~ dent measure, and intercept and sample variables, entered in this order, were1 independent measures. The results yielded a significant relationship of the in! cept variable with perceptual speed, F(1, 199) = 33.83, R = .38, p < .0( Once individual differences in intercept estimates entered the equation, the sa pie variable no longer explained a significant amount of additional variance, ~z = .004, F(1, 199) < 1. The pattern of results was again consistent with the structural modeling results and suggests that the sample difference for the perceptual speed variable was due to sample differences in the rate of executing the processes subsumed by the intercept estimates. In all, these analyses (a) support the conclusions that differences across samples in elementary component scores and ability test scores arose because the Air Force recruits and university students represent samples from populations with systematically different levels of ability or skill in arithmetic, and (b) argue against the notion that the slight differences across studies in apparatus and procedures were responsible for the observed cross-study differences in mean levels on component scores and ability tests.
GENERAL DISCUSSION
This study examined the pattern of convergent and discriminant relationships among variables that represented the rate of executing elementary numerical operations, facility of performing these operations within working memory, and a battery of individual-differences measures that required the processing of numbers, but that defined distinct ability factors. The experimental design was therefore biased against finding discriminant relationships between the process factors and the ability factors, due to the use of similar numerical content across all measures. Nevertheless, the pattern of structural relations displayed in Figure 2 clearly demonstrated rather specific relationships between rate of executing elementary numerical operations identified in experimental studies (e.g., Ashcraft & Battaglia, 1978) and performance on theoretically similar and subtly dissimilar ability measures. In all, this pattern of structural relations and the cross-sample analyses replicated and extended our previous findings on several dimensions (Geary & Widaman, 1987) .
First, the results strongly support our earlier conclusion: The component processes that underlie the psychometrically derived numerical facility construct appear to be the elementary operations of information retrieval from a stored network of arithmetic facts and carrying to the next column for complex problems. Moreover, for adults, individual differences in basic numerical abilities appear to be strongly related to the rate with which these two elementary operations are executed. Furthermore, as was found in our earlier study, the duration of these two basic information processes was not directly related to individual differences on theoretically different ability measures (i.e., the spatial tests in the first study and the memory-span tests in the current study). Thus, the results provided additional, and in fact, more rigorous support for the external validity, both convergent and discriminant, of processes defined within our componential model (Widaman et al., 1989) . Moreover, the study concurrently demonstrated that the processes identified in this componential model and by experimental methods (Campbell, 1987; Widaman et al., 1989) extend into domains other than numerical facility. In this case, the duration of the operations of fact retrieval and carrying also contributed to individual differences on general reasoning measures that required arithmetic (Carroll, 1976) , but was unrelated to performance differences on measures that required number processing, but did not specifically require arithmetic.
Finally, the pattern of structural relations displayed in Figure 2 indicated the existence of rather specific process/ability relationships for measures requiring the manipulation and processing of numerical information. The directed paths between the IP latent variables and the ability factors suggested that individual differences in the rate of executing the elementary operations of fact retrieval and carrying contributes to individual differences on the measures defining both the Numerical Facility and General Reasoning factors. The estimation of these two directed paths in effect partialed rate of executing the arithmetical operations from the covariance between the numerical facility and general reasoning measures, and the simultaneously estimated covariance between these two ability factors dropped (from .332, Figure 1 ) to nonsignificance (the estimated value was -.008). This result suggests that the original correlation between the Numerical Facility and General Reasoning factors, as was shown in Figure 1 , was due primarily to the fact that both sets of measures shared a distinct set of underlying elementary processes (Carroll, 1976) . A similar argument could be advanced to explain the original correlation between the General Reasoning and Memory Span factors, but here the covariance was due, in part, to these measures having similar working-memory demands.
In closing, the pattern of results described here would appear to militate against arguments that individual differences in human intelligence are primarily related to a general ability, or g (Jensen, 1982; Larson & Saccuzzo, 1989; Vernon, 1983 ). Larson and Saccuzzo, for instance, claimed that the correlations of IP parameters with measures of intelligence were consistent with g theory, as little evidence has been offered in support of domain-specific patterns of convergent and discriminant validation among such measures (cf. Carroll, 1988) . We acknowledge that the results from the present study may not provide strong and definitive arguments against the Larson and Saccuzzo position, as the domain of study was limited to measures of performance with numerical content. Nevertheless, the results do indicate that models of human intelligence should consider the influence of domain-specific processes on ability differences and that seemingly definitive statements such as "information process/intelligence correlations are not task specific, rather, they are primarily based on g" (Larson & Saccuzzo, 1989, p. 5 ) might be hasty and premature.
