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Let M =
(
A B
C D
)
be a partitioned matrix, where A and D are
square matrices. Denote the Drazin inverse of A by AD. The pur-
pose of this paper is twofold. Firstly, we develop conditions under
which the Drazin inverse of M having generalized Schur comple-
ment, S = D − CADB, group invertible, can be expressed in terms
of a matrix in the Banachiewicz–Schur form and its powers. Sec-
ondly, we deal with partitioned matrices satisfying rank(M) =
rank(AD) + rank(SD), and give conditions under which the group
inverse ofM exists and a formula for its computation.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
LetCm,n be the setofm × n complexmatrices. Letus recall that amatrixA− ∈ Cn,m is an inner inverse
of a given matrix A ∈ Cm,n if AA−A = A. Also, a matrix X ∈ Cn,m is a generalized reﬂexive inverse of A
(inner and outer inverse) if AXA = A and XAX = X .

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Now, let A ∈ Cm,m. Let us deﬁne the index of A, ind(A), as the smallest non-negative integer r
such that rank(Ar) = rank(Ar+1). If ind(A) = r, the Drazin inverse of A is the unique matrix X ∈ Cm,m
satisfying the relations
XAX = X, AX = XA, Ak+1X = Ak for all k r. (1.1)
The Drazin inverse of Awill be speciﬁed by AD.
If ind(A) = 0, then A is nonsingular and the solution to (1.1) is AD = A−1. If ind(A) = 1, then AD is
a generalized reﬂexive inverse of A, and it is called the group inverse of A, denoted by A.
Wewill denote by Aπ the eigenprojection of A corresponding to the eigenvalue 0, which is given by
Aπ = I − AAD.
For the theory of generalized inverses and its applications, we refer the reader to [2,4]. In the
following proposition, we have compiled some basic facts about the Drazin inverse, which will be
used throughout the paper. We will denote by R(A) and N (A) the range and the null space of A,
respectively.
Proposition 1.1. Let A, B ∈ Cn,n with ind(A) = r and let K = A2AD. Then
(a) R(AD) = R(Ar) and N (AD) = N (Ar) .
(b) R(Aπ ) = N (Ar) and N (Aπ ) = R(Ar).
(c) ind(K) = 1, KD = AD, R(K) = R(AD) and N (K) = N (AD).
(d) If P is nonsingular and B = PAP−1, then BD = PADP−1.
(e) If r > 0, then there exists a nonsingular matrix P such that we can write A in the core-nilpotent block
form
A = P
(
A1 0
0 A2
)
P−1, A1 ∈ Ck,k nonsingular, k = rank(Ar), Ar2 = 0, (1.2)
and, relative to this form, we have
AD = P
(
A
−1
1 0
0 0
)
P−1, Aπ = P
(
0 0
0 I
)
P−1.
Moreover, if ind(A) = 1, then A2 = 0 in (1.2) and so AπA = AAπ = 0.
Throughout this paper we considerM ∈ Cm+n,m+n partitioned as
M =
(
A B
C D
)
, A ∈ Cm,m, D ∈ Cn,n. (1.3)
Representations for the Drazin inverse for blockmatrices were given in the literature under certain
conditions [3,6,7,10,17]. In recent papers [1,15] necessary and sufﬁcient conditions were derived for a
partitionedmatrix to have several generalized inverses, including inner, reﬂexive andMoore–Penrose
inverse, with Banachiewicz–Schur form. We recall that, if A= denotes a generalized inverse of A,
then the generalized Schur complement of A in M is deﬁned as S = D − CA=B, and we say that the
generalized inverse ofM has the Banachiewicz–Schur form when it is expressible in the form
M= =
(
A= + A=BS=CA= −A=BS=
−S=CA= S=
)
.
The Schur complement is a basic tool in many areas of matrix analysis [18].
In the sequel we consider the Drazin inverse of A and the generalized Schur complement
S = D − CADB. (1.4)
Under the condition that S is nonsingular, the following result is known [16].
Lemma 1.2. Let M be partitioned as in (1.3) and let S be as in (1.4). If S is nonsingular, AπB = 0 and
CAπ = 0, then
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MD =
(
AD + ADBS−1CAD −ADBS−1
−S−1CAD S−1
)
. (1.5)
The case in which the generalized Schur complement is equal to zero has been studied in the
literature. In [4, Lemma3.3.1 and Theorem7.7.7], itwas proved that ifA is nonsingular, then rank(M) =
rank(A) if and only if S = 0. In this situation, the group inverse ofM exists if and only if I + A−1BCA−1
is nonsingular, in which case
M =
(
I
CA−1
)
(WAW)−1
(
I A−1B
)
, W = I + A−1BCA−1. (1.6)
This representation was very useful for the study of the perturbation of the Drazin inverse in [5].
In [12], under the assumptions that AπB = 0, CAπ = 0 and S = 0, it was shown that the Drazin
inverse ofM is expressible in the form
MD =
(
I
CAD
)
A
[
(WA)D
]2 (
I ADB
)
, W = AAD + ADBCAD. (1.7)
Hartwig et al. in [8, Theorems 3.1 and 4.1] gave expressions for the Drazin inverse ofM in the cases
when S is nonsingular and S = 0, under conditions CAπB = 0 and AAπB = 0. The formulas showed
therein involve a matrix in the form (1.5) for the case when S is nonsingular and a matrix in the form
(1.7) for the case when S = 0.
The paper is organized as follows. In Section 2, we develop conditions under which the Drazin
inverse of a partitioned matrix as in (1.3) having group invertible generalized Schur complement,
can be expressed in terms of the Banachiewicz-Schur form of M and its powers. In Section 3, we
deal with partitioned matrix satisfying the rank formula rank(M) = rank(AD) + rank(SD), and we
give conditions under which the group inverse of M exists and a formula for its computation. We
emphasize that when the rank formula holds, then S will be group invertible. From our results we
derive the characterization of the group invertibility ofM for the cases in which A is nonsingular, and
S is nonsingular.
In our development we will use the following lemma. It is well-known that if AB = BA = 0, then
(A + B)D = AD + BD. An extension of this additive result under the one side condition AB = 0 was
given in [9].
Lemma 1.3. Let A ∈ Cn,n and let B ∈ Cn,n be nilpotent of index r.
(i) If BA = 0, then (A + B)D = ∑r−1i=0 (AD)i+1Bi.
(ii) If AB = 0, then (A + B)D = ∑r−1i=0 Bi(AD)i+1.
In order to establish rank equalities for block matrices, we need some rank formulas [11].
Lemma 1.4. Let A ∈ Cm,p, B ∈ Cm,k, C ∈ Cn,p, D ∈ Cn,k, G ∈ Cp,k. Then
(i) rank(AG) = rank(G) − dim(R(G) ∩ N (A)).
(ii) rank
(
A B
C 0
)
= rank(B) + rank(C) + rank[(Im − BB−)A(Ip − C−C)].
(iii) rank
(
A B
C D
)
= rank(A) + rank
(
0 (Im − AA−)B
C(Ip − A−A) D − CA−B
)
.
2. Drazin inverse of block matrices in terms of Banachiewicz–Schur forms
In this section we address the problem of developing conditions under which the Drazin inverse
of a partitioned matrix as in (1.3) can be obtained by a formula which involves the Banachiewicz–
Schur form. First, wewill derive a formula under conditions AπB = 0 and SπC = 0, with A and S being
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group invertible. Secondly, wewill extend this result under less restrictive conditions. In particular we
recover the case AAπB = 0, CAπB = 0 and SπC = 0.
We will use the notation of the following lemma.
Lemma 2.1. Let M be partitioned as in (1.3) and let S be as in (1.4). Let us introduce the nonsingular matrix
U =
(
I ADB
SDC I + SDCADB
)
, U−1 =
(
I + ADBSDC −ADB
−SDC I
)
. (2.1)
If CAπB = 0, then
UMU−1 =
(
A + ADBSπC − AπBSDC ADBS + AπB
SDC(A + ADBSπC) + SπC S + SDCADBS
)
. (2.2)
The following theorem is an extension of [13, Theorem 3.3].
Theorem 2.2. Let M be partitioned as in (1.3) and let S be as in (1.4). If ind(A) = 1, ind(S) 1, AπB = 0
and SπC = 0, then
MD =
(
A + ABSCA −ABS
−SCA S
)(
I − ABSCAπ ABSπ
SCAπ I
)
. (2.3)
Proof. First, we observe that if ind(S) = 0, then S is nonsingular. In this case, the expression (2.3) can
be derived from [8, Theorem 3.1].
In the sequel, we assume that ind(S) = 1. Under assumptions of this theorem, the expression (2.2)
reduces to
UMU−1 =
(
A ABS
SCA S + SCABS
)
:= M˜, (2.4)
where U and U−1 are deﬁned as in (2.1). By Proposition 1.1 (e), we have S = Q
(
S1 0
0 0
)
Q−1, where
S1 is nonsingular. Now write, relative to the above decomposition, BQ = (B1 B2) and Q−1C =
(
C1
C2
)
.
Then (
I 0
0 Q−1
)
M˜
(
I 0
0 Q
)
=
⎛⎜⎝ A AB1S1 0S−11 C1A S1 + S−11 C1AB1S1 0
0 0 0
⎞⎟⎠ .
The Schur complement of A in the 2 × 2 block submatrix of the matrix on the right hand side is equal
to S1 and, thus, it is nonsingular. Since A
πA = 0 and AAπ = 0 we can apply Lemma 1.2 to obtain the
Drazin inverse of the 2 × 2 block submatrix and, consequently, we get
M˜D =
(
I 0
0 Q
)⎛⎜⎜⎝
A +
(
A
)2
B1S
−1
1 C1AA
 −
(
A
)2
B1 0
−
(
S
−1
1
)2
C1AA
 S
−1
1 0
0 0 0
⎞⎟⎟⎠( I 00 Q−1
)
=
⎛⎜⎝A +
(
A
)2
BSCAA −
(
A
)2
BSS
−
(
S
)2
CAA S
⎞⎟⎠ .
Finally, in view of (2.4) and on account of Proposition 1.1 (d), we compute
M˜DU =
⎛⎜⎝A +
(
A
)2
BSCAA −
(
A
)2
BSS
−
(
S
)2
CAA S
⎞⎟⎠( I AB
SC I + SCAB
)
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=
(
A − (A)2BSCAπ (A)2BSπ
(S)2CAπ S
)
and
MD = U−1M˜DU =
(
I + ABSC −AB
−SC I
)(
A − (A)2BSCAπ (A)2BSπ
(S)2CAπ S
)
,
which gives us the desired result (2.3). 
The following particular case recovers [13, Theorem 3.2].
Corollary 2.3. Let M be partitioned as in (1.3) and let S be as in (1.4). If ind(A) = 1, ind(S) 1, AπB = 0,
CAπ = 0, SπC = 0 and BSπ = 0, then ind(M) = 1 and
M =
(
A + ABSCA −ABS
−SCA S
)
.
Using the following lemma we can prove the counterpart of Theorem 2.2.
Lemma 2.4. LetM be partitioned as in (1.3) and let S be as in (1.4). Let us introduce the nonsingularmatrix
V =
(
I BSD
CAD I + CADBSD
)
, V−1 =
(
I + BSDCAD −BSD
−CAD I
)
. (2.5)
If CAπB = 0, then
V−1MV =
(
A + BSπCAD − BSDCAπ (A + BSπCAD)BSD + BSπ
SCAD + CAπ S + SCADBSD
)
.
Theorem 2.5. Let M be partitioned as in (1.3) and let S be as in (1.4). If ind(A) = 1, ind(S) 1, CAπ = 0
and BSπ = 0, then
MD =
(
I − AπBSCA AπBS
SπCA I
)(
A + ABSCA −ABS
−SCA S
)
. (2.6)
Now, we state the main result of this section. The signiﬁcance of the assumptions in the theorem
will be shown in the next section.
Theorem 2.6. Let M be partitioned as in (1.3) and let S be as in (1.4) with ind(S) 1. If AAπB = 0,
CAπB = 0, SπCAπ = 0 and W = I + ADBSπCAD is nonsingular, then
MD =
[
I +
(−ADBSπC (Aπ + (I − W))B
SπC SπCADB
)
R +
(
AπBSπC AπBSπCADB
0 0
)
R2
]
×R
⎡⎣( I ADBSπ
0 I
)
+
r−1∑
i=0
Ri+1
(
0 0
CAπAi 0
)⎤⎦ , (2.7)
where r = ind(A) and
R =
(
AD + ADBSCAD −ADBS
−SCAD S
)(
W−1 0
0 I
)
. (2.8)
1696 N. Castro-Gonza´lez, M.F. Martı´nez-Serrano / Linear Algebra and its Applications 432 (2010) 1691–1702
Proof. With the notationW = I + ADBSπCAD, using CAπB = 0 and SπCAπ = 0, from (2.2) we obtain
UMU−1 =
(
WA2AD ADBS
SCWA2AD S + SCADBS
)
+
(
AAπ 0
SCAAπ 0
)
+
(
−AπBSC AπB
SπC 0
)
:= X + Y + Z.
(2.9)
Under the assumptions of this theorem, we have (X + Y)Z = 0. On the other hand,
Z2 =
(
AπBSπC 0
0 0
)
and Z3 = 0. (2.10)
By Lemma 1.3 (ii)
UMDU−1 = (X + Y)D + Z
(
(X + Y)D
)2 + Z2 ((X + Y)D)3 . (2.11)
Now, it is clear that YX = 0. Since AAπ is nilpotent of index r, Y is also nilpotent of index r. By Lemma
1.3 (i),
(X + Y)D =
r−1∑
i=0
(XD)i+1Yi.
Moreover, since YXD = 0, we get
[(X + Y)D]k =
r−1∑
i=0
(XD)i+kY i ∀ k 1. (2.12)
By substituting (2.12) in (2.11) we get
MD = U−1
[
I + ZXD + Z2(XD)2
]
XD
⎡⎣I + r−1∑
i=1
(XD)iY i
⎤⎦U. (2.13)
To obtain XD we will apply Corollary 2.3. Since W = I + ADBSπCAD is nonsingular, using Proposition
1.1 (c), we can easily prove that
(WA2AD)D = ADW−1, (WA2AD)π = Aπ and ind(WA2AD) = 1.
We note that the Schur complement of WA2ADin X is equal to S and the conditions in Corollary 2.3
hold for this partitioned matrix. Thus,
XD =
(
ADW−1 + ADW−1ADBSCAAD −ADW−1ADBSS
−(S)2CAAD S
)
. (2.14)
WithU andU−1 deﬁned as in (2.1) andRdeﬁned as in (2.8), using (2.14), (2.9) and (2.10)we compute
U−1(XD)iU = Ri
(
I − ADBSCAπ ADBSπ
SCAπ I
)
, ∀i 1,
U−1YiU =
(
AπAi 0
0 0
)
, ∀i 1,
U−1ZU =
(−ADBSπC AπB − ADBSπCADB
SπC SπCADB
)
,
U−1Z2U =
(
AπBSπC AπBSπCAπB
0 0
)
.
By substituting the above computations in (2.13) and rearranging terms we obtain the formula (2.7).

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We can now state the following corollary, which recovers the result of [8, Theorem 3.1] for the case
when S is nonsingular.
Corollary 2.7. Let M be partitioned as in (1.3) and let S be as in (1.4) with ind(S) 1. If AAπB = 0,
CAπB = 0 and SπC = 0, then
MD =
[
I +
(
0 AπB
0 0
)
R
]
R
⎡⎣( I ADBSπ
0 I
)
+
r−1∑
i=0
Ri+1
(
0 0
CAπAi 0
)⎤⎦ ,
where r = ind(A) and R is deﬁned as in (2.8) with W = I.
Under the assumptions of Theorem 2.6 with “AAπB = 0, SπCAπ = 0" replaced by “CAAπ = 0,
AπBSπ = 0", and using the Lemma 2.4, the further result may be proved in much the same way
as Theorem 2.6.
Theorem 2.8. Let M be partitioned as in (1.3) and let S be as in (1.4) with ind(S) 1. If CAAπ = 0,
CAπB = 0, AπBSπ = 0 and W = I + ADBSπCAD is nonsingular, then
MD =
⎡⎣( I 0
SπCAD I
)
+
r−1∑
i=0
(
0 AiAπB
0 0
)
Ri+1
⎤⎦ R
×
[
I + R
( −BSπCAD BSπ
C(Aπ + (I − W)) CADBSπ
)
+ R2
(
BSπCAπ 0
CADBSπCAπ 0
)]
,
where r = ind(A) and
R =
(
W−1 0
0 I
)(
AD + ADBSCAD −ADBS
−SCAD S
)
. (2.15)
Corollary 2.9. Let M be partitioned as in (1.3) and let S be as in (1.4) with ind(S) 1. If CAAπ = 0,
CAπB = 0 and BSπ = 0, then
MD =
⎡⎣( I 0
SπCAD I
)
+
r−1∑
i=0
(
0 AiAπB
0 0
)
Ri+1
⎤⎦ R [I + R ( 0 0
CAπ 0
)]
,
where r = ind(A) and R is deﬁned as in (2.15) with W = I.
3. Group invertibility of partitioned matrices under block-rank condition
In [14], necessary and sufﬁcient conditions for the existence of an inner inverse A− such that
rank(M) = rank(A) + rank(D − CA−B) were given. When we focus attention on the Drazin inverse,
it seems natural to consider the block-rank condition rank(M) = rank(AD) + rank(SD). Here we es-
tablish a characterization for further use.
Theorem 3.1. Let M be partitioned as in (1.3) and let S be as in (1.4). Then rank(M) = rank(AD) +
rank(SD) if and only if the following conditions hold
Aπ (A − BSDC)Aπ = 0, AπBSπ = 0, SπCAπ = 0 and SSπ = 0. (3.1)
Proof. Let us introduce the matrices
F =
(−AAπ + BSDC B
C −SSπ
)
, G =
(
A2AD 0
0 S2SD
)
.
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Then, using Proposition 1.1(c)
rank
(
M 0
0 G
)
= rank(M) + rank(AD) + rank(SD). (3.2)
On the other hand, using that matrix multiplications by nonsingular matrices do not change the
rank of the matrix we get
rank
(
M 0
0 G
)
= rank
⎛⎜⎜⎝
⎛⎜⎜⎝
−I 0 I 0
−CAD I CAD SSD
0 0 I 0
SSDCAD −SSD −SSDCAD Sπ
⎞⎟⎟⎠
⎛⎜⎜⎝
A B 0 0
C D 0 0
0 0 A2AD 0
0 0 0 S2SD
⎞⎟⎟⎠
⎞⎟⎟⎠
= rank
⎛⎜⎜⎜⎝
⎛⎜⎜⎜⎝
−A −B A2AD 0
CAπ S CAAD S2SD
0 0 A2AD 0
−SSDCAπ −S2SD −SSDCAAD 0
⎞⎟⎟⎟⎠
×
⎛⎜⎜⎜⎝
I 0 −AAD 0
−SDC −I 0 0
I 0 Aπ 0
SDC I 0 I
⎞⎟⎟⎟⎠
⎞⎟⎟⎟⎠ (3.3)
= rank
⎛⎜⎜⎜⎝
−AAπ + BSDC B A2AD 0
C −SSπ 0 S2SD
A2AD 0 0 0
0 S2SD 0 0
⎞⎟⎟⎟⎠ = rank
(
F G
G 0
)
.
Wenote thatG− =
(
AD 0
0 SD
)
is an inner inverse ofG and I − GG− = I − G−G =
(
Aπ 0
0 Sπ
)
. Further,
(I − GG−)F(I − G−G) =
(−Aπ (A − BSDC)Aπ AπBSπ
SπCAπ −SSπ
)
:= N.
By Lemma 1.4 (ii) we obtain
rank
(
F G
G 0
)
= 2rank(G) + rank(N) = 2rank(AD) + 2rank(SD) + rank(N). (3.4)
Using (3.2)–(3.4) we obtain
rank(M) = rank(AD) + rank(SD) + rank(N).
Hence rank(M) = rank(AD) + rank(SD) if and only if rank(N) = 0 or, equivalently, conditions (3.1)
hold. 
Corollary 3.2. Let M be partitioned as in (1.3) and let S be as in (1.4). If S is nonsingular, then
rank(M) = rank(AD) + rank(S) ⇔ Aπ (A − BS−1C)Aπ = 0.
Corollary 3.3. Let M be partitioned as in (1.3) and let S be as in (1.4). Then
rank(M) = rank(AD) ⇔ AπB = 0, CAπ = 0, S = 0 and AAπ = 0.
Remark 3.4. Let r = ind(A). A geometrical reformulation of conditions (3.1) is as follows:
BN (S) ∪ (A − BSDC)N (Ar) ⊂ R(Ar), C N (Ar) ⊂ R(S) and R(S) = R(S2).
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We can now state the main result of this section.
Theorem 3.5. Let M be partitioned as in (1.3) and let S be as in (1.4). If CAπB = 0 and rank(M) =
rank(AD) + rank(SD), then ind(M) = 1 if and only if W = I + ADBSπCAD is nonsingular. In this case the
group inverse of M has the form
M =
[
R +
(−ADBSπC (Aπ + (I − W))B
SπC SπCADB
)
R2
] (
I − ADBSCAπ ADBSπ
SCAπ I
)
, (3.5)
where R is deﬁned as in (2.8).
Proof. First, note that under assumption rank(M) = rank(AD) + rank(SD), conditions (3.1) also hold.
From AAπ = AπBSDCAπ and CAπB = 0 it follows that AAπB = 0 and CAAπ = 0. Further, using U−1
and V−1 deﬁned as in (2.1) and (2.5), respectively, we obtain
rank(V−1MMU−1) = rank
((
AAD(A − BSCAπ ) BSπ
CAπ S
)(
(A − AπBSC)AAD AπB
SπC S
))
= rank
(
A3AD + AADBSπCAAD 0
0 S2
)
= rank(A3AD + AADBSπCAAD) + rank(S).
Hence, since the rank is invariant under matrix multiplications by nonsingular matrices, rank(M2) =
rank(AD) + rank(S) if and only if rank(A3AD + AADBSπCAAD) = rank(AD). The latter relation holds if
and only if
R(A3AD) ∩ N (AAD + AADBSπC(AD)2) = {0},
by Lemma1.4 (i).Which is equivalent to the fact thatAπ + AAD + AADBSπC(AD)2 is nonsingular. Hence
I + ADBSπCAD is also nonsingular and we conclude the ﬁrst part of the proof.
By applying Theorem 2.6 to this case, we get (3.5) and the proof is ﬁnished. 
Here we give two important consequences.
Corollary 3.6. Let M be partitioned as in (1.3) and let S be as in (1.4). If A is nonsingular and rank(M) =
rank(A) + rank(SD), then ind(M) = 1 if and only if A2 + BSπC is nonsingular. In this case
M =
[
R +
(−A−1BSπC −A−1BSπCA−1B
SπC SπCA−1B
)
R2
] (
I A−1BSπ
0 I
)
,
where R is deﬁned as in (2.8) with AD = A−1.
Corollary 3.7. Let M be partitioned as in (1.3). If rank(M) = rank(AD), then ind(M) = 1 if and only if
W = I + ADBCAD is nonsingular. In this case,
M =
(
I
CAD
)
A
[
ADW−1
]2 (
I ADB
)
. (3.6)
Proof. From Theorem 2.6 we get
M =
[(
ADW−1 0
0 0
)
+
(−ADBC (I − W)B
C CADB
)(
(ADW−1)2 0
0 0
)] (
I ADB
0 I
)
,
which can be rewritten as (3.6). 
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Next, we explore the group invertibility of M when the block-rank condition and BSπC = 0 hold.
Further, we will derive a characterization in the case when S is nonsingular.
Theorem 3.8. Let M be partitioned as in (1.3) and let S be as in (1.4). If BSπC = 0 and rank(M) =
rank(AD) + rank(SD), then ind(M) = 1 if and only ifW = I + Z(I + C(AD)2BSS) is nonsingular, where
Z = SCAπBS. In this case,
M =
[
I +
(
0 (I + ADBSC)AπB
SπC SπCADB − SCAπB
)
RT
]
RT, (3.7)
where
R =
(
AD + ADBSCAD −ADBS
−SCAD S
)(
I 0
0 W−1
)
, (3.8)
T =
(
I − ADBW−1(SCAπ + ZCAD) ADB(I − W−1(SS + ZC(AD)2B)
SCAπ + ZCAD I + ZC(AD)2B
)
. (3.9)
Proof. LetU−1 andV−1 bedeﬁnedas in (2.1) and (2.5), respectively.UsingAAπ = AπBSCAπ, BSπC = 0
and SSπ = 0, applying Lemma 1.4 (iii) we get
rank(M2) = rank
((
I AADBS
0 I
)
V−1MMU−1
)
= rank
(
A3AD AADBS
−CAπBSCAAD S2 + CAπB
)
= rank(A3AD) + rank
(
0 0
0 S2 + CAπB + CAπBSC(AD)2BS
)
= rank(AD) + rank(S2 + CAπB + CAπBSC(AD)2BS).
Hence, on account that AπBSπ = 0 and by Lemma 1.4 (i), it follows that rank (M2) = rank (AD) +
rank (SD) if and only if
dimR(S) ∩ N (S + CAπBS + CAπBSC(AD)2BSS) = 0,
which is equivalent to the fact that (S + Sπ )(I + SCAπBS(I + C(AD)2BSS)) is nonsingular. Hence,
since S + Sπ is nonsingular, we conclude the ﬁrst part of the proof.
Let U and U−1 be deﬁned as in (2.1). Using AAπ = AπBSCAπ and BSπC = 0, we get
UMU−1 := X + Y,
where
X =
(
A2AD ADBS
SC(A2AD − AπBSCAAD) S + SCAπB + SCADBS
)
,
Y =
(
−AπBSCAAD AπB
SπC 0
)
.
We note that XY = 0 and Y2 = 0. By Lemma 1.3 (ii),
M = U−1(XD + Y(XD)2)U. (3.10)
To get a representation of XD wewill apply Corollary 2.3. First, we observe that the Schur complement
of A2AD in X is equal toWS. Moreover, we can easily see that
(WS)D = SW−1, (WS)π = Sπ , ind(WS) = 1.
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Since ind(A2AD) = 1 also holds, applying Corollary 2.3 to the partitioned matrix X we conclude
XD =
(
AD + (AD)2BW−1SC(AAD − AπBSCAD) −(AD)2BSSW−1
−SW−1SC(AAD − AπBSCAD) SW−1
)
. (3.11)
Using the notations (3.8) and (3.9), after some computations we get U−1XDU = RT and
U−1YU =
(
(I + ADBSC)AAπ (I + ADBSC)AπB
SπC − SCAAπ SπCADB − SCAπB
)
.
Finally, by substituting the above expressions in (3.10) we get (3.7). 
Corollary 3.9. Let M be partitioned as in (1.3) and let S be as in (1.4). If S is nonsigular and rank(M) =
rank(AD) + rank(S), then ind(M) = 1 if andonly if thematrix S2 + CAπB(I + C(AD)2BS) is nonsingular.
In this case M is given by (3.7) with S = S−1 and Sπ = 0.
We ﬁnish with a related result for the Drazin inverse.
Theorem 3.10. LetM be partitioned as in (1.3) and let S be as in (1.4). If rank(M) = rank(AD) + rank(SD),
ADBS = 0 and SCAD = 0 hold, then
MD =
(
I
CAD
)
A[(WA)D]2
(
I ADB
)
+
(
AπBS
I
)
S[(W˜S)D]2
(
SCAπ I
)
,
where W = AAD + ADBCAD and W˜ = SS + SCAπBS.
Proof. We splitM =
(
A2AD AADB
CAAD CADB
)
+
(
AAπ Aπ B
CAπ S
)
:= X + Y .
From SπCAπ = 0 and SCAD = 0we obtain CAπ = SSDC. Using this latter relation and ADBS = 0we
get XY = 0. Analogously we can see that YX = 0. Then, MD = XD + YD. We can apply (1.7) to obtain
the Drazin inverse of X ,
XD =
(
I
CAD
)
A[(WA)D]2
(
I ADB
)
, W = AAD + ADBCAD.
On the other hand, the generalized Schur complement of S in Y , given by AAπ − AπBSDCAπ , is equal
to zero. On account that AπBSπ = 0 and SπCAπ = 0, we can apply the symmetrical result of (1.7) to
obtain
YD =
(
AπBS
I
)
[S(W˜S)D]2
(
SCAπ I
)
, W˜ = SS + SCAπBS.
This completes the proof. 
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