The 
Introduction:
An image feature is a distinguishing primitive characteristics or attribute of an image. Some features such as luminance, shape descriptor, and gray scale texture are natural since they correspond to visual appearance of an image. Other features such as amplitude histogram, color histogram, and spatial frequency spectra lack a natural correspondence. Different features are often grouped into feature vectors. Images in an archive can be segmented into regions characterized by homogeneous feature vectors 1, 2 Similarity search in the n-dimensional feature space thus consists of comparing the target feature vector with the feature vectors stored in the database. An object-oriented definition of a feature object involves prescribing a set of pertinent features as well as a method (such as a clustering algorithm with the appropriate parameters) which characterizes the homogeneity of the object. Feature objects can be predefined and preextracted, user-defined and constructed at query time using pre-extracted features, or even userdefined and extracted at query time. Various spatial indexing schemes such as R-Trees can be used to facilitate feature space indexing 3,4. Digital images databases however, open the way to colour based searching. In this paper technical aspects of current content-based image retrieval systems are discussed. This will provide an overview of the functionality of temporary image retrieval systems in terms of technical aspects: querying, relevance feedback, features, matching measures, indexing data structures, and result presentation. It compares specific systems, rather than general architectures. It also is a thorough foundation for claims that most systems use low level features, and few use high level semantic meaningful features.
Through the database one by one, another way is to specify the image in terms of keywords, or in terms of image features that are extracted from the image, such as a color histogram. Yet another way is to provide an image or sketch from which features of the same type must be extracted as for the database images, in order to match these features. Relevance feedback is about providing positive or negative feedback about the retrieval result, so that the system can refine the search. Consideration is of several classes of features that are used to specify queries: color, texture, shape, spatial layout, and faces. Color features are often easily obtained directly from the pixel intensities, e.g. color histogram over the whole image, or a fixed sub image or a segmented region is often used.
Bayesian Inference:
The objective is to determine the "target" image T ∈ I that the user requires. T could be a specific known image in the database or more generally that image in I which best satisfies the user's subjective search criteria. The determination of T is accomplished by displaying a set of ND images from I, from which the user picks one that best satisfies what is being looked for. The system uses this information to select another image set, from which the user picks one, and so on. We define Di ⊆ I to be the set of displayed images at the ith iteration of this process, and Ai ∈ Di to be the image picked. We define H t = {D 1 ,A 1 ,D 2 ,A 2 , . . .,D t ,A t } to be the history of displayed images and user actions up to the t th iteration. The learning algorithm is based around the model for the probability of which image a user picks from D k given the target image T Where σ is a precision parameter and d F is a normalized distance measure in the set of image features F. The parameter σ is a measure of the performance of the feature space in describing the user's query; a small value of σ implies that there is a small region of feature space that contains images that satisfy the user's query, whereas a large value implies that images satisfying the query are not well clustered in feature space. In this case we have 3 sets of features: global color, texture and segmentation features, so F ∈ {GC, TX, SG}. The idea is that users may search according to different feature types, which should be learnt through inferring F. The unknowns are T, σ and F. Given H t , our knowledge about these unknowns is given by the posterior distribution:
Where P(T ), P(σ) and P(F) are prior distributions that we assume are uniform: P(T = Ti) = N −1 , i = 1, . . .,N, P(σ) = 1, 0 ≤ σ ≤ 1 and P(F) = 1/3, F ∈ {GC,TX,SG}.
We discrete the range of σ into 20 values 0.025, 0.075, . . . , 0.975, from which we can compute this posterior exactly at all combinations of (T,F, σ) without the need for any approximations. The interest in this paper is the marginal posterior distribution of T:
Which can also be computed exactly using the discretisation of σ. This is used to decide which set of images to display at the next iteration. In this system the ND images with the highest marginal posterior probability are selected for D t+1 .
Data Analysis:
For a satellite image for rural scene is selected for the detection and estimation of natural resources. The image is subjected to various color based classification and image processing techniques such as enhancement and contrast stretching to derive the various features present in the image. Based on the color content of the various features the L*a*b images has been constructed to identify and estimate the extent of the resources available in the rural scene. By subdividing the original image into four quadrants the histograms have been constructed for two of the selected sample images for estimating the natural resources available in the region. The image in Figure 1(a) shows 995 x 571 size of a satellite Image of a rural scene. The image is subjected to image processing enhancement techniques using contrast stretching is shown in fig 1 (b) . We have also tried to identify number of natural features in the images by color identification. Then order to make a better estimation of the natural resources the original image has been divided into four quadrants as shown in Table 1 . The sub images in Quadrants I and II have been selected for further image processing . Fig 2(a) and 2 (b) shows the original two subimages selected for detailed analysis. The two sub-images are subjected to image enhancement techniques by contrast stretching. The enhanced image is shown in Fig(3a) and 3(b) The natural features are more clearly evident from the figures and each image reflect different color contents for the natural resources identified in the original image.
Further it can be noted that the image in figure 3 (a) indicates the presence of only land and Vegetation features and absence of water bodies. But Fig 3 (b) strongly indicates in addition to Vegetation and land, the presence of water bodies ( Dark Blue) and houses (Light Blue) which are new features in the figure. 
Conclusions:
From the results and discussions presented it can be concluded that
The natural colors in the satellite imageries of the rural scene can be subjected to color based image processing for identifying natural resources. The Image enhancement techniques are effective in identification of the major features such as Vegetation, Water bodies, Land and Housing present in the satellite imageries. The color spectral analysis carried out by using L*a*b system bring out distinct features present in the image and useful for estimating the extent of the features present in a rural image. Histogram techniques complement the identification of color features and assist in identifying and estimating the features present in a rural image.
