Abstract-New upper and lower bounds are presented on the capacity of the free-space optical intensity channel. This channel is characterized by inputs that are nonnegative (representing the transmitted optical intensity) and by outputs that are corrupted by additive white Gaussian noise (because in free space the disturbances arise from many independent sources). Due to battery and safety reasons the inputs are simultaneously constrained in both their average and peak power. For a fixed ratio of the average power to the peak power the difference between the upper and the lower bounds tends to zero as the average power tends to infinity, and the ratio of the upper and lower bounds tends to one as the average power tends to zero.
I. INTRODUCTION
We consider a channel model for short optical communications in free space such as the communication between a remote control and a TV. We assume a channel model based on intensity modulation where the signal is modulated onto the optical intensity of the emitted light. Thus, the channel input is proportional to the light intensity and is therefore nonnegative. We further assume that the receiver directly measures the incident optical intensity of the incoming signal, i.e., it produces an electrical current at the output which is proportional to the detected intensity. Since in ambient light conditions the received signal is disturbed by a high number of independent sources, we model the noise as Gaussian. Moreover, we assume that the line-of-sight component is dominant and ignore any effects due to multiple-path propagation like fading or inter-symbol interference.
Optical communication is restricted not only by battery power, but also for safety reasons by the maximum allowed peak power. We therefore assume simultaneously two constraints: an average-power constraint E and a maximum allowed peak power A. The situation where only a peak-power constraint is imposed corresponds to E = A. The case of only an average-power constraint is treated separately.
In this work we study the channel capacity of such an optical communication channel and present new upper and lower bounds. The maximum gap between upper and lower bound never exceeds 1 nat when the ratio of the averagepower constraint to the peak-power constraint is larger than 0.03 or when only the average power is constrained but not the peak power. Asymptotically when the available average and peak power tend to infinity with their ratio held fixed, the upper and lower bounds coincide, i.e., their difference tends to 0. We also present the asymptotic behavior of the channel capacity in the limit when the power tends to 0.
The channel model has been studied before, e.g., in [1] and is described in detail in the following. The received signal is corrupted by additive noise due to strong ambient light that causes high-intensity shot noise in the electrical output signal. In a first approximation this shot noise can be assumed to be independent of the signal itself, and since the noise is caused by many independent sources it is reasonable to model it as an independent and identically distributed (IID) Gaussian process. Also, without loss of generality we assume the noise to be zero-mean, since the receiver can always subtract or add any constant signal.
Hence, the channel output Y k at time k, modeling a sample of the electrical output signal, is given by
where x k ∈ R + 0 denotes the time-k channel input and represents a sample of the electrical input current that is proportional to the optical intensity and therefore nonnegative, and where the random process {Z k } modeling the additive noise is given by
It is important to note that, unlike the input x k , the output Y k may be negative since the noise introduced at the receiver can be negative. Since the optical intensity is proportional to the optical power, in such a system the instantaneous optical power is proportional to the electrical input current [2] . This is in contrast to radio communication where usually the power is proportional to the square of the input current. Therefore, in addition to the implicit nonnegativity constraint on the input,
we assume constraints both on the peak and the average power, i.e.,
We shall denote the ratio between the average power and the peak power by α,
where we assume 0 < α ≤ 1. Note that α = 1 corresponds to the case with only a peak-power constraint. Similarly, α 1 corresponds to a dominant average-power constraint and only a very weak peak-power constraint.
We denote the capacity of the described channel with peak-power constraint A and average-power constraint E by C(A, E). The capacity is given by [3] C(A, E) = sup I(X; Y )
where I(X; Y ) stands for the mutual information between the channel input X and the channel output Y , where conditional on the input x the output Y is Gaussian ∼ N x, σ 2 ; and where the supremum is over all laws on X ≥ 0 satisfying Pr[X ≥ A] = 0 and E[X] ≤ E.
In the case of only an average-power constraint the capacity is denoted by C(E). It is given as in (7) except that the supremum is taken over all laws on X ≥ 0 satisfying
The derivation of the upper bounds is based on a technique introduced in [4] . There a dual expression of mutual information is used to show that for any channel law W (·|·) and for an arbitrary distribution R(·) over the channel output alphabet, the channel capacity is upper-bounded by
Here, D(· ·) stands for the relative entropy [5, Ch. 2], and Q * (·) denotes the capacity-achieving input distribution. For more details about this technique and for a proof of (8) (8) lies in a clever choice of the arbitrary law R(·) that will lead to a good upper bound. Moreover, note that the bound (8) still contains an expectation over the (unknown) capacity-achieving input distribution Q * (·). To handle this expectation we will need to resort to some further bounding like, e.g., Jensen's inequality
The derivation of the firm lower bounds relies on the entropy power inequality [5, Th. 17.7.3] .
The asymptotic results at high power follow directly by evaluation of the firm upper and lower bounds. For the low power regime we introduce an additional lower bound which does not rely on the entropy power inequality. This lower bound is obtained by choosing a binary input distribution, a choice which was inspired by [7] , and by then evaluating the corresponding mutual information. For the cases involving a peak-power constraint we further resort to the results on the asymptotic expression of mutual information for weak signals in [8] .
The results of this paper are partially based on the results in [9] and [6, Ch. 3] .
The remainder is structured as follows. In the subsequent section we state our results and in Section III we give a brief outline of some of the derivations.
II. RESULTS
We start with an auxiliary lemma which is based on the symmetry of the channel law and the concavity of channel capacity in the input distribution.
Lemma 1: Consider a peak-power constraint A and an average-power constraint E such that α = A E > 1 2 . Then the optimal input distribution 1 in (7) has an average power equal to half the peak power
irrespective of α. I.e., the average-power constraint is inactive for all α ∈ 1 2 , 1 , and in particular
We are now ready to state our results. We will distinguish between three different cases: in the first two cases we impose on the input both an average-and a peak-power constraint: in the first case the average-to-peak power ratio α is restricted to lie in 0, In all three cases we present firm upper and lower bounds on the channel capacity. The difference of the upper and lower bounds tends to 0 when the available average and peak power tend to infinity with their ratio held constant at α. Thus we can derive the asymptotic capacity at high power exactly. We also present the asymptotics of capacity at low power: for the cases involving a peak-power constraint we are able to state them exactly, and for the case of only an average-power constraint we give the asymptotics up to a constant factor.
A. Bounds on Channel Capacity with both an Average-and a Peak-Power Constraint
and upper-bounded by each of the two bounds
It was shown in [1] that the optimal input distribution in (7) is unique. (16) and (17). The maximum gap between upper and lower bound is 0.56 nats (for A/σ ≈ 7.1 dB).
Here Q (·) denotes the Q-function defined by
μ > 0 and δ > 0 are free parameters; and μ * is the unique solution of
Note that μ * is well-defined as the function
1−e −μ * is strictly monotonically decreasing over (0, ∞) and tends to 1 2 for μ * ↓ 0 and to 0 for μ * ↑ ∞. A suboptimal but useful choice for the free parameters in the upper bound (13) is
where μ * is the solution to (15). For this choice and for α = 0.1 and 0.4 the bounds of Theorem 2 are depicted in Figures 1  and 2 .
Theorem 3: If α lies in 0, 
B. Bounds on Channel Capacity with a Strong Peak-Power and Inactive Average-Power Constraint (
and is upper-bounded by each of the two bounds
where δ > 0 is a free parameter. We suboptimally choose
For this choice the bounds of Theorem 4 are depicted in Figure 3 . 
Note that (24) and (25) exhibit the well-known asymptotic behavior of the capacity of a Gaussian channel under a peakpower constraint only [3] .
C. Bounds on Channel Capacity with an Average-Power Constraint
Finally, we consider the case with an average-power constraint only.
Theorem 6: In the absence of a peak-power constraint the channel capacity C(E) is lower-bounded by
and is upper-bounded by each of the bounds
C(E) ≤ log βe
where β > 0 and δ are free parameters. Note that bound (27) only holds for δ ≤ −σe
, while bound (28) only holds for δ ≥ 0.
A suboptimal but useful choice for the free parameters in bound (27) is shown in (29) and (30) and for the free parameters in bound (28) is shown in (31) and (32) at the top of the next page. For these choices, the bounds of Theorem 6 are depicted in Figure 4 .
Theorem 7: In the case of only an average-power constraint,
and
Note that the asymptotic upper and lower bound at low SNR do not coincide in the sense that their ratio equals 2 √ 2 instead of 1. However, they exhibit similar behavior.
III. DERIVATION
In the following we will outline the derivations of the firm lower and upper bounds given in the previous section.
One easily finds a lower bound on capacity by dropping the maximization and choosing an arbitrary input distribution Q(·) to compute the mutual information between input and output. However, in order to get a tight bound, this choice of Q(·) should yield a mutual information that is reasonably close to capacity. Such a choice is difficult to find and might make the evaluation of I(X; Y ) intractable. The reason for this is that even for relatively "easy" distributions Q(·), the corresponding distribution on the channel output Y may be difficult to compute, let alone h(Y ). We circumvent these problems by using the entropy power inequality [5, Th. 17.7.3 ] to lower-bound h(Y ) by an expression that depends only on h(X). I.e., we "transfer" the problem of computing (or bounding) h(Y ) to the input side of the channel, where it is
much easier to choose an appropriate distribution that leads to a tight lower bound on channel capacity:
where the inequality in (40) follows from the entropy power inequality. To make this lower bound as tight as possible we will choose a distribution Q(·) that maximizes differential entropy under the given constraints [5, Ch. 12] . The derivation of the upper bounds in Section II are based on the duality approach (8) . Hence, we need to specify a distribution R(·) and evaluate the relative entropy in (8) .
We have chosen output distributions R(·) with the following densities. For (12) we choose 
where δ > 0 is a free parameter; and for (27) and (28) 
where δ ∈ R and β > 0 are free parameters. In the derivation of (28) we then restrict δ to be nonnegative, while in the derivation of (27) we restrict δ ≤ −σe 
