Extração automática de elementos em fotografia aérea por fotogrametria by Póvoa, Paulo Jorge Silva
Paulo Jorge Silva Póvoa
No 41977
Extração automática de elementos em fotografia
aérea por fotogrametria
Dissertação para obtenção do Grau de Mestre em
Engenharia Informática
Orientador : Prof. Doutor Fernando Pedro Reino Silva Birra,
Prof. Auxiliar, DI/FCT/UNL
Co-orientador : Tenente-Coronel de Artilharia Engenheiro Geógrafo,
Rui Alberto Coelho Dias, Instituto Geográfico do
Exército
Júri:
Presidente: Prof. Doutora Maria Cecília Gomes
Arguente: Prof. Doutora Paula Redweik




Extração automática de elementos em fotografia aérea por fotogrametria
Copyright c© Paulo Jorge Silva Póvoa, Faculdade de Ciências e Tecnologia, Universidade
Nova de Lisboa
A Faculdade de Ciências e Tecnologia e a Universidade Nova de Lisboa têm o direito,
perpétuo e sem limites geográficos, de arquivar e publicar esta dissertação através de ex-
emplares impressos reproduzidos em papel ou de forma digital, ou por qualquer outro
meio conhecido ou que venha a ser inventado, e de a divulgar através de repositórios
científicos e de admitir a sua cópia e distribuição com objectivos educacionais ou de in-
vestigação, não comerciais, desde que seja dado crédito ao autor e editor.
iv
À minha filha Alice
vi
Agradecimentos
Gostaria de iniciar os agradecimentos pela cooperação que me foi prestada pelo Insti-
tuto Geográfico do Exército, sobretudo pelo auxilio prestado pelos seus colaboradores.
Nomeadamente na pessoa do Senhor Tenente-Coronel Rui Dias, por ter aceitado ser co-
orientador desta dissertação e pelos esclarecimentos prestados em termos de fotograme-
tria. Não quero deixar de agradecer, em particular, aos colaborados da secção de fo-
togrametria, por terem dispensado do seu tempo de trabalho e pessoal para contribuir
nesta dissertação.
À professora Doutora Paula Redweik, por me ter auxiliado em momentos em que
estava ”quase tudo perdido”, foram duas meias horas que valeram por muito, pois per-
mitiram compreender conceitos, que para mim era um completo mistério.
Aos meus colegas de faculdade, com quem tive a oportunidade de conviver durante
estes anos, de dia e noite.
Aos meus pais, pela educação e valores que me transmitiram, pelas discussões e car-
inho que me deram e pela paciência que tiveram para comigo.
À minha esposa, por todo o apoio que me foi dado e pelas responsabilidades que teve
de assumir na minha ausência. Por todas as críticas e elogios que fizeram com que este
trabalho fosse realizado.
À minha filha Alice, que teve um papel fundamental para manter a minha sanidade,




Na cadeia de produção de cartografia digital, que se encontra implementada no IGeoE,
existe a necessidade de efetuar a restituição de objetos através da vetorização 3D. Sendo
este processo completamente manual, o operador identifica e adquire os objetos, em am-
biente estereoscópico, segundo as regras estabelecidas nas normas de aquisição.
A aquisição de construções, nomeadamente os edifícios, são dos objetos que mais
recursos consomem devido à sua frequência e dificuldade de restituição. A possibilidade
de simplificar esta parte do processo proporciona um beneficio substancial para toda a
cadeia de produção.
Pretende-se assim detetar edifícios em fotografias aéreas, extraindo a sua informação
planimétrica e altimétrica, para posterior inserção num SIG. Para a obtenção da altimetria
são utilizados os princípios de fotogrametria analítica através das equações de colineari-
dade.
Este problema torna-se relevante devido ao facto de se pretender retirar informação
de fotografias, que possuem bastante informação, com recurso à computação gráfica,
através de técnicas de segmentação em vários níveis e fotogrametria, juntando assim
duas áreas do saber.
Esta solução permite automatizar um processo que é predominantemente manual,
contribuindo para melhorar a cadeia de produção sem a alteração de funcionamento da
mesma.
Palavras-chave:





In the production process of digital mapping that is implemented in IGeoE, there is
a need to form the restitution of objects through 3D vectoring, this process is completely
human craft . The operator identifies and acquires objects, in stereoscopic environment
according to the rules of acquisition.
The construction acquisition, including buildings, are objects that consume most of
the resources due to their frequency and difficulty of restituting the simplification of this
part of the process provides a substantial benefit for the entire production process.
The aim is to detect buildings structures in aerial photographs , extracting the plani-
metric and altimetry information of the structure for later insert into in a GIS . For ob-
taining the altimetry will be used principles of analytical photogrammetry through the
collinearity equations .
This problem becomes relevant due to the fact if you want to retrieve information
from photographs , we have enough information , using the computer graphics , through
techniques targeting at various levels and photogrammetry , thus joining two areas of
knowledge .
This solution allows the possibility to automate a process that is predominantly hu-
man craft , contributing to improve the production process without changing it.
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• nDSM - Normalized Digital Surface Model.
• NDVI - Normalized Difference Vegetation Index.
• OpenCV - Open source Computer Vision.
• pBased - Modelo de cores apresentado no artigo [CGZ08]
• PP - Ponto Principal.
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• SERVIR - Sistema de Estações de Referência GNSS VIRtuais
• SIFT - Scale-invariant feature transform.
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Glossário
• Azimute: Ângulo entre a direção de referência e a direção pretendida, no sentido
horário.
• Coordenadas imagem(fotocoordenadas): Localização de um ponto num sistema
de retangular bidimensional, que representa o plano fotográfico.
• Coordenadas objeto ou terreno: Localização de um ponto num sistema retangular
tridimensional, que define a localização do ponto no espaço objeto.
• Espaço/sistema/espectro de cores : Organização específica de cores, num referen-
cial, na maior parte dos casos, tridimensional.
• Estereorrestituição: Restituição de elementos em ambiente estereoscópico. No
IGeoE é efetuada com recurso a fotogrametria digital.
• Fotografia origem: Designação da fotografia utilizada para a obtenção de informa-
ção 2D.
• Fotografia destino: Designação da fotografia que permite a determinação da infor-
mação 3D, conjuntamente com a informação da fotografia origem.
• Imagem binária: Imagem digital onde os píxeis podem somente ter dois valores,
branco ou preto.
• Imagens em pirâmide: Técnica que permite armazenar a informação de uma foto-
grafia, por níveis, cada um com uma dimensão diferente.
• Informação geoespacial: Informação sobre a posição relativa de objetos na super-
fície terrestre.
• ISAE: Programa utilizado no IGeoE para efetuar os modelos digitais do terreno.
• ISAT: Programa utilizado no IGeoE para efetuar o processo de aerotriangulação.
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• GNSS : Técnica de posicionamento de navegação que permite a utilização de várias
constelações de satélites.
• Ground Sample Distance: Distância entre o centro de píxeis adjacentes medida no
terreno.
• Matriz Fundamental: Matriz 3 × 3 que relaciona os pontos homólogos num con-
junto fotografias stereo. Com esta matriz e as coordenadas homogéneas, de um
ponto, determina-se a linha epipolar, na segunda fotografia, onde o ponto homó-
logo se encontra.
• Matriz Essencial: Matriz 3 × 3 que relaciona os pontos homólogos num conjunto
de fotografias stereo, assumindo o modelo pinhole de câmara e que esta se encontra
calibrada. Esta é uma especialização da matriz fundamental para o processo de co-
ordenadas normalizadas da imagem. Pode ser utilizada para determinar a posição
relativa e a orientação de duas câmaras.
• Modelo estereoscópico ou estereomodelo: Conjugação de duas fotografias suces-
sivas e com sobreposição, que permitem visualizar uma imagem tridimensional
• Modelo Digital de Superfície: Modelo que descreve a superfície, incluindo todas
as estruturas presentes acima do terreno.
• Modelo Digital de Terreno: Modelo que descreve o terreno, não incluindo ne-
nhuma estrutura presente acima do terreno.
• nDSM: Modelo de superfície que contém a diferença entre o MDS e MDT;
• NDVI: Indicador gráfico com a informação da vegetação.
• Paralaxe: Ângulo formado por dois raios projetivos dos centros óticos, das fotogra-
fias, para o mesmo ponto no terreno.
• Polígono complexo: Um polígono que não seja convexo ou côncavo designa-se por
polígono complexo, em computação gráfica. Estes incluem polígonos que se auto
intersetem ou possuam "buracos"no seu interior.
• Ponto imagem: Ponto no sistema de coordenadas imagem relativo a um sistema
retangular bidimensional.
• Ponto objeto: Ponto no sistema de coordenadas objeto relativo a um sistema retan-
gular tridimensional.
• Pontos caraterísticos: Pontos de uma fotografia, que possuem um conjunto de ca-
racterísticas que podem ser utilizadas para efetuar a sua classificação. Estes podem
ser denominados ainda por keypoints, pontos chave, pontos de interesse, identifica-
dores em outros trabalhos.
xxi
• Pontos homólogos: Pontos, em imagens diferentes, que são semelhantes ou têm
afinidades.
• Projeto SERVIR: Rede de estações de referência GNSS instaladas em pontos conhe-
cidos, que permite a correção de erros no sinal recebido dos sistemas de posiciona-
mento.
• Restituição: Processo de extração de informação de um modelo estereoscópico para
informação vetorial.
• SIG3D: Projeto que decorre no IGeoE para migrar o processo de aquisição de dados
de CAD para SIG, por processos fotogramétricos.
• Vetorização 3D: Transformação para suporte digital dos elementos relevantes para
a carta militar 1:25 000, em 3 dimensões.
• WGS84: Sistema de coordenadas projetadas, que utiliza um elipsoide de referência
de origem geocêntrica.
• WGS84 militar: Sistema de coordenadas WGS84 com uma translação da origem
das coordenadas, que é utilizado no IGeoE. Este utiliza o Datum WGS84 com pro-
jeção transversa de Mercator com uma falsa origem, para permitir que as coorde-




Este relatório insere-se na dissertação do Mestrado Integrado em Engenharia Informática,
a qual visa desenvolver um método que permita a vetorização 3D de objetos, presentes
em fotografias aéreas, para a Carta Militar de escala 1:25 000.
Esta dissertação é de âmbito empresarial e encontra-se integrada no Instituto Geográ-
fico do Exército (IGeoE).
Para a produção de cartografia, o IGeoE possui um catálogo de objetos que define
os elementos a representar e a forma como são restituídos. Estes podem ser restituídos
como pontos, linhas ou polígonos.
No caso particular desta dissertação estamos interessados em efetuar a restituição de
polígonos. Mais concretamente, polígonos que correspondem a edifícios, que constam
da informação da Carta Militar. Pretende-se ainda obter a informação altimétrica dos
mesmos, mantendo a consistência dos dados produzidos atualmente.
O método deve possuir um conjunto de mecanismos automáticos, minimizando a
intervenção de operadores, acelerando desta forma a aquisição de informação. Pretende-
se a restituição de um conjunto de objetos em simultâneo.
1.1 Enquadramento
O IGeoE faz parte da estrutura orgânica do Exército e tem por missão "...prover com in-
formação geográfica o Exército, os outros ramos das Forças Armadas e a comunidade
civil, assegurando a execução de atividades relacionadas com a ciência geográfica, a téc-
nica cartográfica e a promoção e desenvolvimento de ações de investigação científica e
tecnológica, no domínio do apoio geográfico e da geomática."1.
1in http://www.igeoe.pt/index.php?id=28[consultado em 31-01-2014]
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1. INTRODUÇÃO 1.1. Enquadramento
Em termos de organização interna este é composto por quatro centros e uma reparti-
ção:
• Centro de Produção Cartográfica;
• Centro de Documentação Geográfica Militar;
• Centro de Desenvolvimento e Gestão de Informação;
• Centro de Formação Geográfica;
• Repartição de Apoio Geral.
O Centro de Produção Cartográfica tem a missão de "...produzir e manter a base de
dados geográficos de todas as séries cartográficas à responsabilidade do IGeoE"2, estando
organizado em três departamentos:
• Departamento de Aquisição de Dados;
• Departamento de Processamento de Dados;
• Departamento de Saída de Dados.
O Departamento de Aquisição de Dados (DAD) tem a responsabilidade de "Apoiar,
reconhecer e restituir as fotografias aéreas e/ou imagens digitais que servem de suporte
à aquisição de informação para a base de dados geográficos, salvaguardando e preser-
vando os processos correspondentes que originaram os dados adquiridos."3.
Neste departamento insere-se a Secção de Fotogrametria (SFot) que executa a restitui-
ção da informação presente nas fotografias digitais, em ambiente estereoscópico.
Periodicamente são realizados voos fotográficos sobre o Território Nacional, cujo pla-
neamento e execução é da responsabilidade de diversos Organismos da Administração
Pública. O principal intuito é a recolha de informação através de fotografia aérea, con-
forme o exemplo apresentado na figura 1.1.
Nestas circunstâncias, as aeronaves são equipadas com câmaras aéreas digitais, sendo
as fotografias utilizadas para dois campos genéricos de aplicação:[Red07, p. 37]
• Fotointerpretação, que visa a análise e processamento de informação principal-
mente qualitativa;
• Fotogrametria, que visa a análise e processamento de informação geométrica e
quantitativa.
Nesta dissertação a informação presente na fotografia aérea é utilizada no campo da
fotogrametria, com objetivo de restituir a informação geométrica dos edifícios. Conforme
já foi referido, pretende-se extrair o polígono relativo a cada edifício, e este deve ser adap-
tado à área do edifício de modo a representar a forma mais próxima da real. Na secção
2in http://www.igeoe.pt/inde x.php?id=31#conteudo[consultado em 20-01-2014]
3in http://www.igeoe.pt/index.php?id=31#conteudo[consultado em 20-01-2014]
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1. INTRODUÇÃO 1.1. Enquadramento
Figura 1.1: Fotografia aérea
2.3, irão ser abordados os procedimentos utilizados no IGeoE para efetuar a restituição
de edifícios.
Observa-se na figura 1.2, a quantidade e variedade de polígonos existentes, numa
área4 do Território Nacional.
(a) Numa Fotografia áerea (b) Num SIG
Figura 1.2: Representação da informação dos polígonos
Na figura 1.2(b), podemos verificar que os polígonos resultantes, da restituição, apre-
sentam uma grande variedade de formas e tamanhos.
Outro dos fatores que é importante referir, prende-se com as fotografias utilizadas
nesta dissertação. Estas, não possuem nenhum tipo de processamento adicional, encon-
trando-se neste momento a ser utilizadas na cadeia de produção, no processo de restitui-
ção.
4Zona residencial da área metropolitana do Porto
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1. INTRODUÇÃO 1.2. Motivação
1.2 Motivação
O processo até aqui descrito é atualmente utilizado pelo IGeoE e por grande parte das
organizações que produzem cartografia, nacional e internacionalmente. O mesmo repre-
senta um elevado consumo de recursos humanos e materiais.
Em termos de recursos humanos é necessário considerar os custos de formação inicial,
a experiência do operador e a remuneração de cada elemento.
Em termos de recursos materiais é necessário contabilizar, a aquisição de terminais
com características e capacidade para executar as aplicações, a aquisição de licenças do
sistema operativo e a aquisição de licenças do software de restituição, (para cada um dos
terminais). Este último, acaba por ser o mais relevante, devido à especificidade deste tipo
de trabalho e ao facto de poucas empresas desenvolverem aplicações nesta área elevando
o custo de cada licença.
No processo de restituição, a aquisição de edifícios consome uma parte significativa
dos recursos alocados ao processo. Assim, a automatização irá trazer uma evolução na
forma de trabalhar potenciando os recursos existentes. Para estabelecer uma ordem de
grandeza, atualmente a restituição de uma Carta Militar pode demorar entre seis a oito
semanas de trabalho, em que sensivelmente 50% deste tempo é dedicado à aquisição de
edifícios.
No mercado já existem aplicações que permitem solucionar este problema. No en-
tanto estas apresentam algumas dificuldades no tratamento dentro do contexto do Terri-
tório Nacional, devido à heterogeneidade dos edifícios. Outro dos inconvenientes prende-
se com os dados de entrada, que estes utilizam, como por exemplo modelos digitais, pois
não se encontram disponíveis na cadeia de produção.
1.3 Objetivos
O objetivo desta dissertação é o de proporcionar um método capaz de detetar e extrair
edifícios, com informação altimétrica, para posterior inserção num Sistema de Informa-
ção Geográfica (SIG).
Pretende-se que o método seja utilizado após a fase de georreferenciação das opera-
ções preliminares da cadeia de produção cartográfica, conforme apresentado na figura
1.3, sendo introduzido entre a aerotriangulação e a restituição dos objetos, permitindo
assim que os operadores, ao iniciarem o seu trabalho, disponham já de um conjunto de
objetos levantados.
Figura 1.3: Localização do método a implementar
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Desta forma o método terá, como dados de entrada, os produtos da aerotriangulação,
sendo estes alvo de explicação no capítulo 2.
Como objetivo concreto, pretende-se extrair o contorno da parte superior dos edifí-
cios, identificando um conjunto de características das imagens que formam os modelos
estereoscópicos e que possam garantir a presença do edifício.
Para além da informação radiométrica presente em cada uma das fotografias, a apli-
cação dos fundamentos de fotogrametria analítica, com recurso às equações de colinea-
ridade, permite determinar a informação altimétrica relevante para a definição dos con-
tornos exteriores dos edifícios, ao nível da cobertura, sob a forma de um polígono.
1.4 Contribuições esperadas
Pretende-se acelerar o processo de restituição da cadeia de produção, proporcionando
um método automático ou semi-automático de deteção de edifícios.
O método não inclui a utilização de modelos digitais de superfície, como dados de
entrada, por não se encontrarem disponíveis nesta fase do processo. No entanto, po-
derá ser útil recorrer à informação local de elevações para a contextualização de áreas de
interesse.
Com as coordenadas foto dos vértices que definem os polígonos, nas imagens do
modelo estereoscópico, aplicar-se-ão as equações de colinearidade para o cálculo das co-
ordenadas 3D de todos os vértices dos polígonos detetados.
A implementação deste método permitirá, eventualmente, criar uma base de conhe-
cimento, para que esta seja aplicada à deteção de outros objetos incluídos no catálogo do
IGeoE.
1.5 Organização do documento
Este documento encontra-se dividido em cinco capítulos sendo o primeiro dedicado à
introdução do tema, a motivação de levou à sua elaboração, os objetivos e contribuições
esperadas.
O segundo capítulo pretende dar uma visão mais detalhada sobre o processo de res-
tituição utilizado no IGeoE, fazendo ainda a introdução ao tema da determinação altimé-
trica de pontos a partir do modelo estereoscópio.
O terceiro capítulo faz referência a um conjunto de trabalhos relacionados e que apre-
sentam ter características importantes para a discussão, assim como um conjunto de téc-
nicas relevantes que foram utilizadas na elaboração deste trabalho.
No quarto capítulo detalhamos a implementação do trabalho elaborado para soluci-
onar o problema.
No quinto capítulo é feita uma avaliação à implementação, assim como à seleção dos
valores dos parâmetros mais relevantes.
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Para finalizar, o sexto capítulo contém as conclusões e considerações obtidas no decor-
rer do trabalho. Este incluído um conjunto de tarefas passíveis de estender este trabalho,




Neste capítulo é abordado um conjunto de temáticas necessárias para a restituição de
objetos. Conforme já foi referido brevemente no capítulo anterior, existe um conjunto de
especificidades que necessitam de ser entendidas para melhor compreender o trabalho
que se pretende realizar.
Inicialmente, fazemos uma breve abordagem sobre os dispositivos que permitem a
aquisição fotográfica.
Em seguida são abordadas as fases das operações preliminares. Estas são necessá-
rias para adquirir e preparar as fotografias, para que seja possível restituir objetos com
precisão.
Segue-se a apresentação do processo de restituição, onde são apresentadas as normas
que se encontram em vigor no IGeoE, os equipamentos e as considerações mais relevan-
tes sobre o processo de restituição de objetos.
No final iremos abordar a utilização das equações de colinearidade, como forma de
determinar a informação altimétrica. Apesar deste conjunto de equações não fazer parte
do processo de restituição de objetos, as mesmas serão utilizadas na obtenção da altime-
tria, nesta dissertação.
2.1 Câmaras fotográficas
Para a obtenção das fotografias, as câmaras são montadas na fuselagem da aeronave e
pode recorrer-se a várias lentes. O objetivo poderá ser a obtenção de imagens por bandas
espectrais ou espaciais. Na figura1 2.1, podemos visualizar fotografias adquiridas no
espectro do visível. Aplicando alterações do peso ou bandas das componentes da cor,
1http://www.oneonta.edu/faculty/baumanpr/geosat2/RS-Introduction/RS-Introduction.html
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na figura 2.1(a), é possível realçar determinadas características, conforme se encontra
apresentado na figura 2.1(b), denominando-se esta técnica de falsa cor[frisp14].
(a) Componentes RGB (b) Composição de componentes
Figura 2.1: Fotografias do espectro visível
As fotografias utilizadas no IGeoE, atualmente foram adquiridas com a câmara Ul-
traCam Eagle que está representada na figura2 3 2.2. Esta tem a possibilidade de adquirir
fotografias em vários espectros, contudo o IGeoE atualmente só tem disponíveis fotogra-
fias do espectro visível.
Figura 2.2: Câmara UltraCam Eagle
Anteriormente eram utilizadas câmaras analógicas, ficando a informação guardada
em filme, sendo necessário efetuar um conjunto de procedimentos para revelar e digitali-
zar a fotografia. Com a introdução das câmaras digitais, no inicio do século, estes proce-
dimentos deixaram de ser necessários, diminuindo o tempo entre a obtenção e utilização
da informação e aumentando a qualidade. A utilização de fotografias proporciona uma
afinidade entre o conteúdo da fotografia e os objetos que se convencionou representar na
carta topográfica. As fotografias aéreas permitem ainda guardar uma elevada densidade
de informação e tornam possível efetuar análises por épocas[Red07, p. 2].
Na tabela 2.1 podem ser consultadas as características do equipamento frequente-
mente utilizado nas fotografias fornecidas ao IGeoE.
Em fotografia aérea, a câmara pode ter dois tipos de orientação:
• Nadiral ou vertical - se esta estiver a apontar diretamente para o terreno na vertical;
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Tabela 2.1: Características das Câmaras
UltraCam Eagle DMC01
Orientação nadiral nadiral
Distância focal 79.8mm 120mm
Largura 13080px 7680px
Altura 20010px 13824px
Tamanho imagem 1047 Mb 425Mb
Tamanho do píxel 5.2µ m 12µ m
2.2 Operações preliminares
Iremos agora apresentar todo o processo necessário para que seja possível, a um ope-
rador, efetuar a restituição de objetos. A figura4 2.3 ilustra de forma esquemática este
processo.
Figura 2.3: Diagrama de operações preliminares da cadeia de produção
O processo inicia-se com o levantamento de necessidades, tendo em consideração o
grau de atualização das cartas ou inserido num plano superiormente, definido pela chefia
do Exército.
Para efetuar a produção de cartografia, com o recurso a fotogrametria, é necessário
dividir o processo em duas fases. Sendo a primeira o voo fotográfico e a segunda a
4adaptado: [Red10, pp. 3]
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georeferenciação das fotografias tiradas durante o voo, segundo o referencial pretendido.
O planeamento da fase do voo fotográfico deverá ter em consideração um conjunto
de aspetos, que iremos em seguida referir.
A escala da fotografia deve satisfazer os aspetos técnicos que permitam recolher a
informação presente nas fotografias.
As sobreposições, medem-se em termos da percentagem de área comum represen-
tada em fotografias adjacentes. É necessário ter em atenção que o plano de voo terá que
permitir a captura de um conjunto de fotografias existindo sobreposição longitudinal e
lateral. Para a restituição de fotografias em ambiente estereoscópico a sobreposição lon-
gitudinal deve de ser de 60% e a lateral de 20 a 30%[Red07, p. 6], na figura52.4 podemos
ver uma representação deste tipo de sobreposição.
Figura 2.4: Sobreposição de fotografias
A objetiva utilizada ou disponível, influencia diretamente o grau de pormenor adqui-
rido na fotografia, sendo necessário ajustar a altitude de voo para respeitar a escala da
fotografia que se pretende obter.
O sensor das câmaras digitais influencia na maior e menor capacidade da recolha de
informação. Sensores com maior número de píxeis por unidade de área permitem uma
melhor definição da fotografia.
O traçado de voo é orientado para a cobertura pretendida. Se a área for extensa opta-
se pelo modelo de faixas paralelas, conforme está presente na figura6 2.5(a). Se a cober-
tura for uma faixa estreita opta-se pelo modelo da figura 2.5(b).
A época em que o voo se irá realizar terá de ter em atenção que a cobertura não deve
ter obstáculos. As nuvens são um dos principais fatores a ter em consideração, pois a
sua presença não permite a observação do terreno. O período do dia a que as fotografias
são tiradas também pode afetar a qualidade, se os objetos projetarem muita sombra o
processo de restituição é afetado.
5fonte: http://www.nrcan.gc.ca/earth-sciences/geomatics/satellite-imagery-air-photos/air-photos/
about-aerial-photography/9687
6fonte: [Red07, p. 12]
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(a) Modelo de faixas (b) Modelo de faixa estreita
Figura 2.5: Traçado do voo
O tipo de filme/sensor também é levado em consideração, pois permitem capturar
informação para diferentes objetivos. Os tipos de filme/imagem final mais comuns são:




Outros aspetos a ter em consideração para o planeamento do voo são ainda o tipo
de aeronave, a qual deve possuir características próprias para o efeito pretendido, como
a estabilidade e a velocidade. O mapa de voo, onde está representado o esquema de
navegação, e o próprio orçamento, também são estabelecidos nesta fase.
A georreferenciação e orientação, das imagens, constituem a segunda fase das opera-
ções preliminares da cadeia de produção cartográfica, conforme se encontra descrito na
figura 2.3.
Este processo tem por objetivo a localização geográfica do centro de projeção de cada
fotografia e a respetiva orientação espacial através da atribuição das suas coordenadas e
ângulos de rotação segundo um determinado referencial. Neste caso as fotografias são
referenciadas no sistema de coordenadas WGS84 militar.
Inicia-se o processo com o levantamento das coordenadas de pontos fotogramétricos
e de controlo pelas equipas de topografia que se deslocam ao terreno. Estas selecionam
um conjunto de pontos dispersos que sejam de inequívoca identificação nas fotografias.
Como se pode verificar na figura 2.6, a informação do ponto contém um extrato da edição
da carta anterior, um extrato da fotografia aérea, uma fotografia do local e as coordenadas
do ponto. As coordenadas são obtidas através do sistema GNSS, com correção em tempo
real de posicionamento da rede SERVIR.
Durante o processo de aerotriangulação7 os pontos de controlo são fundamentais para
determinar a qualidade de georreferenciação. Uma boa georreferenciação visa a localiza-
ção exata dos objetos e a sua correta relação.
7Para o processo de aerotriangulação, no IGeoE, é utilizada a aplicação ImageStation Automatic Triangu-
lation (ISAT)
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Figura 2.6: Informação de um ponto de controlo
A aerotriangulação procede a um conjunto de operações matemáticas e estatísticas
que permitem orientar as fotografias entre si e relativamente ao terreno, assim como de-
terminar as coordenadas objeto/terreno de qualquer ponto do modelo. Na figura 2.7
pode ver-se (a verde) a orientação de várias fotografias do bloco e (a azul) os pontos
fotogramétricos utilizados.
Figura 2.7: Pontos fotogramétricos e orientação das fotografias
O resultado da aerotriangulação pode ser ainda utilizado para produzir o modelo
digital de superfície (MDS) e as ortofotos. No caso do IGeoE estes não são utilizados na
SFot, pois toda a aquisição para o formato vetorial é efetuada a 3D.
Os MDS são criados quando existe necessidade. A sua realização implica a criação de
uma nuvem de pontos, gerada na aplicação ImageStation Automatic Elevation (ISAE). Esta
gera pontos 3D com um espaçamento previamente definido8.
As ortofotos são produzidas na aplicação ImageStation OrthoPro e servem de apoio
8Normalmente o espaçamento é de 10 metros, podendo ser reduzido
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aos restantes processos na produção da Carta Militar.
Não se antevê viabilidade em utilizar estes produtos, no contexto desta dissertação,
devido ao MDS não ter um espaçamento suficientemente pequeno para permitir a sua
utilização na deteção de edifícios. Assim como a utilização de ortofotos, por correspon-
derem a uma projeção ortogonal a 2D da informação das fotografias, e consequentemente
não permitir a determinação da cota dos edifícios. Na secção 2.2.1, o processo de aerotri-
angulação será detalhado com maior pormenor.
Neste momento é possível iniciar-se a restituição dos objetos para a produção de car-
tografia. Esta consiste em extrair do modelo estereoscópico a informação de interesse
para a produção da Carta Militar. Esta encontra-se definida no guia de extração e com-
pletagem que contempla os seguintes temas:
• Rede viária;
• Altimetria;
• Edifícios e Construções;
• Hidrografia;
• Vegetação.
Na figura 2.8(a) podemos observar um operador, na sua estação de trabalho, sendo
representada uma secção restituída na figura 2.8(b). Este conjunto de procedimentos
serão abordados na secção 2.3, com maior detalhe.
(a) Operador a restituir (b) Restituição
Figura 2.8: Procedimentos de restituição
2.2.1 Aerotriangulação
Conforme já foi referido, para efetuar a aerotriangulação no IGeoE, utiliza-se a aplicação
ISAT. Esta tem como objetivo o refinamento dos parâmetros de orientação externa das
fotografias aéreas para posterior utilização na restituição dos vários objetos.
Na figura 2.9 é apresentado um diagrama com os dados de entrada e saída de cada
uma das aplicações utilizadas. Para efetuar esta tarefa são necessárias as fotografias e um
13
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Figura 2.9: Diagrama de entrada e saída de dados das aplicações ISAT e Summit Evolu-
tion
conjunto de dados de entrada. Estes encontram-se identificados na figura 2.9, a amarelo.
O ficheiro dos parâmetros da câmara contem a informação da orientação interna, a
qual permite construir o feixe de raios utilizado no momento da exposição[Red07, p. 65],
e inclui:
• Distância focal calibrada da câmara;
• Posição do ponto principal (PP) no negativo ou sensor;
• Os parâmetros de distorção do sistema de lentes fotográfico.
O ficheiro dos parâmetros da fotografia contém a informação da orientação externa,
relativa à posição da máquina no momento de exposição, incluindo:
• Coordenadas do centro de projeção;
• Atitude da câmara, em valores angulares.
Conforme podemos verificar na figura 2.10 os parâmetros de orientação interna en-
contram-se no espaço imagem, enquanto os parâmetros de orientação externa localizam-
se no espaço objeto.
O ficheiro dos pontos de controlo contém as coordenadas dos pontos de controlo que
as equipas de topografia levantaram no terreno com a utilização da tecnologia GNSS.
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Figura 2.10: Localização das orientações interna e externa
Do conjunto total de pontos de controlo são escolhidos pontos para serem referencia-
dos manualmente em todas as fotografias em que estejam presentes, (exemplo na figura
2.11). Estes designam-se por pontos fotogramétricos. Os restantes são utilizados, no final
do processo para aferir a qualidade posicional do processo.
Figura 2.11: Identificação de pontos fotogramétricos em várias fotografias
Para além dos pontos inseridos manualmente, a aplicação identifica um conjunto de
pontos homólogos, em ambas as fotografias. Os pontos são selecionados em zonas espe-
cíficas, denominadas zonas de Von Gruber, garantindo que os pontos se encontram dis-
persos pela totalidade das fotografias. Na figura9 2.12 encontra-se representada a mesma
área, que é identificada em 6 fotografias diferentes.
Após a correlação dos pontos artificiais e inserção de pontos fotogramétricos, temos
a possibilidade de determinar a orientação que uma fotografia tem em relação à outra.
Este procedimento denomina-se orientação relativa, onde são determinadas as posições
9fonte: [Red10, p. 98]
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Figura 2.12: Zonas de Von Gruber a verde correspondem à mesma zona no objeto
e atitude angular relativa das fotografias do modelo. Assim, podem ser recriadas as con-
dições do momento em que as fotografias foram tiradas, fazendo com que os raios proje-
tivos dos pontos artificiais e fotogramétricos se intersectem no espaço modelo [Gon06, p.
38].
Depois do modelo se encontrar orientado de forma relativa, a orientação absoluta
tem por objetivo efetuar a transformação do sistema de coordenadas do modelo para
coordenadas objeto[Gon06, p. 50], sendo assim possível ler coordenadas 3D.
Após a conclusão destas operações, o ISAT exporta o conjunto de ficheiros que se
encontra na figura 2.9 a verde.
• Ficheiro de parâmetros da câmara - contém as orientações internas;
• Ficheiro de pontos no terreno - contém as coordenadas objeto dos pontos artificiais
e fotogramétricos, assim como o erro associado a cada um deles;
• Ficheiro de pontos na foto - contém as coordenadas foto dos pontos artificiais e
fotogramétricos, com a tolerância inerente a cada um deles e as orientações externas
de cada fotografia;
• Ficheiro de modelos - contêm a informação dos modelos com a orientações relativas
e absolutas;
• Ficheiro de projeto de aerotriangulação - contêm a informação de unidades e a to-
lerâncias das orientações;
2.3 Restituição
O processo de restituição é efetuado com a aplicação Summit Evolution da DAT/EM, que
utiliza como dados de entrada as fotografias e os ficheiros gerados pelo ISAT.
O operador vai ter à sua disposição o ambiente estereoscópico, correspondente ao
modelo que está a visualizar, e um conjunto de ferramentas de ”desenho” para efetuar
o seu trabalho. Com estas ferramentas pode desenhar vários elementos e alterar os seus
atributos. Todos estes elementos são inseridos diretamente no SIG.
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2.3.1 Normas
Para garantir uma homogeneidade na forma como a restituição é efetuada pelos vários
operadores, o IGeoE possui um conjunto de Normas de Aquisição, tendo os operadores
formação segundo estas normas.
Após a restituição dos objetos da carta em questão, a informação vetorial é entregue
para a validação interna da secção de fotogrametria, onde se vai verificar o cumprimento
das normas.
Segundo as normas técnicas[IGe08] para a aquisição de dados da série M888 do IGeoE,
podem ser restituídos dois tipos de edifícios: casas regulares ou irregulares.
Considera-se como casa regular a "Construção destinada a habitação e afins, de for-
mato poligonal e de lados ortogonais"[IGe08] e são restituídas pelos vértices do edifício.
A casa irregular é uma "Construção de carácter permanente, destinada ou não à habi-
tação e que se caracteriza pela existência de uma cobertura suportada por paredes"[IGe08].
Estas são restituídas pelos vértices. Se tiverem arcos de circunferência, devem acompa-
nhar o contorno do edifício pelo beiral.
A escala 1:25 000 é a maior escala para a qual o IGeoE produz cartografia. Desta
forma, nem todos os edifícios presentes nas fotografias são restituídos, por não represen-
tarem informação relevante. Adquirem-se individualmente os edifícios com as seguinte
características:
• Separação horizontal superior a 3m;
• Construções para parqueamento com altura superior a 3m;
• Construções que tenham campos de jogos ou piscinas na parte superior.
Não são adquiridos:
• Pilares e cobertura se não houver paredes laterais;
• Pequenas construções para guardar ferramentas agrícolas ou motores de rega;
• Construções com menos de 3 m×3 m de área ou equivalente;
• Construções que estejam sobre construções;
• Construções que façam parte de uma muralha.
Se existir a necessidade de restituir edifícios contíguos, é necessário que estes sejam
agrupados no mesmo polígono. Em zonas urbanas e históricas este procedimento é mais
frequente, devido à densidade de edifícios.
2.3.2 Equipamentos
Para efetuar o processo de restituição, o operador trabalha num terminal com capacidade
de processar a informação dos modelos estereoscópicos. Isso implica que tenham uma
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elevada capacidade de processamento ao nível da placa gráfica (Graphics Processing Unit
(GPU)).
Este terminal funciona em combinação com um equipamento ocular composto por
duas lentes que, em sincronização com a placa gráfica, bloqueia uma lente de cada vez,
mostrando no ecrã a fotografia correspondente ao olho não bloqueado. Na figura 2.13(a)
podemos ver um deste equipamentos.
(a) Óculos para visualiza-
ção em 3D
(b) Rato 3D
Figura 2.13: Equipamentos utilizados na restituição
Para manipular a aplicação é utilizado um rato 3D, apresentado na figura 2.13(b). Este
não necessita de ser movimentado na superfície da mesa e permite:
• Navegar nas opções da aplicação:
• Movimentar uma das fotografias, para eliminar a paralaxe;
• Movimentar o cursor em X e Y;
• Alterar as escalas de visualização.
2.3.3 Processo
O processo de restituição divide-se em duas partes. Na primeira o operador tem que
percorrer o modelo estereoscópico identificando os objetos visualmente. Na segunda
este procede à vetorização do objeto, respeitando as normas aprovadas superiormente.
Mesmo sendo relativamente fácil identificar os objetos com o olho humano, por vezes
surgem dúvidas. Para o seu esclarecimento, o operador pode recorrer à carta topográfica
da edição anterior, ou colocar uma dúvida, a ser esclarecida durante os trabalhos de
campo.
Para a vetorização, o operador delimita cada um dos objetos, no caso de objetos do
tipo área. No caso de objetos lineares são colocados vértices de modo a definir a geo-
metria ao longo de uma linha. Nos objetos representados por um ponto, é colocado um
ponto com os atributos adequados no centro do objeto. O operador tem a preocupação
constante de manter a paralaxe eliminada, enquanto coloca o cursor sobre o objeto per-
mitindo assim adquirir as coordenadas 3D de todos os vértices para a base de dados.
Na figura 2.14(a) podemos ver uma parte da fotografia onde ainda não foi restituído
nenhum objeto, estando a fotografia sem nenhuma informação vetorial. Na figura 2.14(b)
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o operador já identificou e assinalou a informação, na figura 2.14(c) está representado




Figura 2.14: Processo de restituição
Como foi referido na secção 2.3.1, para os edifícios, quanto mais complexa for a ar-
quitetura da parte superior do edifício, maior será o número de pontos a adquirir.
Se consideramos um edifício cuja forma seja a de um paralelepípedo, a sua secção
superior é um retângulo. Neste caso o operador tem que marcar os quatro vértices, para
restituir o edifício. Se levarmos em consideração que na carta número 122 do Porto, foram
necessários restituir cerca de 53 000 edifícios, o número de vértices que o operador tem
que identificar é relativamente elevado.
A restituição de todos os objetos de uma carta pode demorar seis a oito semanas.
No caso de uma atualização normalmente são despendidas seis semanas. Se houver
necessidade de refazer toda a carta, o processo poderá demorar oito semanas.
A decisão de refazer as cartas depende da qualidade dos dados e equipamentos uti-
lizados, na altura da sua elaboração, em comparação com os disponíveis no presente.
Este facto é relevante, pois de momento existe informação que foi restituída a partir de
fotografias digitais, de fotografias analógicas que foram digitalizadas e de fotografias
analógicas10. Se existir uma diferença substancial na qualidade da informação anterior,
10Estas permitiam uma escala média de 1:12 500 através de zoom ótico
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para pior opta-se por refazer a carta.
O processo de restituição de edifícios, representa em média, 50% do trabalho necessá-
rio para produzir uma carta. Em cartas que estejam localizadas junto ao litoral este valor
aumenta substancialmente, assim como também diminui quando as cartas se localizam
no interior do país.
Em termos de erro inerente à aquisição de edifícios é necessário ter em atenção o erro
de graficismo. Se consideramos que a finalidade do processo é a produção da carta militar
na escala 1:25 000, podemos utilizar o limite de perceção visual em papel, para definir o
erro de graficismo admissível na carta. Este limite refere que não é possível distinguir
um segmento de um ponto, se o segmento tiver um comprimento igual ou inferior a 0.2
mm[Pes06, cap2 p.5]. Nesta escala o valor de erro seria 5 metros no terreno.
O IGeoE como entidade produtora de informação geográfica, encontra-se obrigada
a respeitar os compromissos internacionais, nomeadamente os documentos ratificados
no âmbito da North Atlantic Treaty Organization (NATO). O documento Standardization
Agreement (STANAG)[22102] aplica uma classificação aos dados geográficos, em termos
de precisão horizontal e vertical, mediante a escala em que os dados são utilizados. A
classificação mais elevada obriga, no caso da escala 1:25 000, a uma precisão horizontal
de 12.5 m. Enquanto a precisão vertical deve ser inferior a 2.5 m. Sendo este valor mais
permissivos que os apresentados anteriormente.
Se recorremos às normas da DGT, a autoridade Nacional em termos de cartografia,
estas determinam que, para a escala de 1:10 000, para se obter conformidade posicional o
erro quadrático médio (EMQ) deve ser inferior a 1.5 m, sendo que numa amostra repre-
sentativa, 90% dos pontos deve apresentar valores inferiores a 2.3 m [dT13, p. 24]. Em
altimetria o EMQ é de 1.8 m com 90% dos pontos com valores inferiores a 3 m [dT13, p.
19].
No entanto, é necessário ter em atenção que a qualidade posicional da informação
produzida no IGeoE, possui erros inferiores aos referidos anteriormente, relativos à es-
cala 1:25 000. No controlo de qualidade efetuado nos blocos mais recentes o erro médio
foi inferior a 2 m no terreno, em planimetria e altimetria. Desta forma, os objetos restituí-
dos, para a base de dados geográficos, possuem uma qualidade posicional de uma escala
1/10 000.
Na tabela 2.2 são apresentados os valores de erro, mediante a escala utilizada. Para
efetuar o cálculo do números de píxeis, foi utilizado o ground sample distance (GSD), das
fotografias do bloco que pretendemos utilizar. Estas possuem um GSD de 0.52 m.
Tabela 2.2: Relação entre escalas e erros em planimetria
Escala erro de graficismo erro no terreno erro em píxeis
1:25 000 0.2 mm 5 m ≈ 10
1:25 000 NATO 0.5 mm 12.5 m ≈ 25
1:10 000 0.2 mm 2 m ≈ 4
1:10 000 DGT 0.15 mm 1.5 m ≈ 4
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2.4 Equações de colinearidade
Conforme foi referido, pretende-se recorrer às equações de colinearidade fazendo com
estas uma intersecção direta espacial para determinar a informação altimétrica.
Nos dados fornecidos pelo programa ISAT, está disponível a informação da orienta-
ção externa, localizada no ficheiro pontos na foto, apresentado na figura 2.9. Estes valores
são determinados através de um conjunto de sensores que a câmara dispõe.
Em fotogrametria, o movimento contempla o seu próprio formalismo, em termos de
rotação em torno de um dos eixos do sistema, designadamente:
• omega Ω - rotação em torno do eixo x;
• phi φ - rotação em torno do eixo y;
• kappa κ - rotação em torno do eixo z.
Esta é a nomenclatura utilizada no manual [Red10, p. 54], mas é usual encontrar
bibliografia com outras designações [EWb].
Com os valores da atitude da câmara irá proceder-se à rotação do plano da fotogra-
fia para um plano paralelo ao plano xy, através da matriz de rotação M apresentada na
equação 2.1.
M =
 cos Ω cosκ − cosφ sinκ sinφcos Ω sinκ+ sin Ω sinφ cosκ cos Ω cosκ− sin Ω sinφ sinκ − sin Ω cosφ
sin Ω sinκ− cos Ω sinφ cosκ sin Ω cosκ+ cos Ω sinφ sinκ cos Ω cosφ
 (2.1)
Para simplificar a identificação dos elementos da matriz, na formulação das restantes
equações, deste capítulo, iremos aplicar a seguinte nomenclatura:
M =
m11 m12 m13m21 m22 m23
m31 m32 m33
 (2.2)
A figura11 2.15 representa a existência de colinearidade, no momento em que foto-
grafia foi tirada, entre o centro de projeção, ponto O, o ponto objeto P, e o ponto foto p,
devido ao principio de que a luz se propaga em linha reta.
11fonte:[Red10, p. 58]
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Figura 2.15: Sistema de eixos onde está representada a colinearidade
Em termos de legenda, a figura 2.15 apresenta um conjunto de valores que neste do-
cumento têm o seguinte significado:
• x,y,z - sistema de coordenadas 3D foto com origem no ponto médio da fotografia;
• X,Y,Z - sistema de coordenadas objeto;
• xo,yo,0 - coordenadas do ponto principal da fotografia;
• xo,yo,c - coordenadas do centro de projeção;
• c - Distância focal.
As equações de colinearidade permitem a relação entre coordenadas foto e coordena-
das objeto, e são expressas conforme se encontra no sistema de equações 2.3:

x = xo− cm11(X−Xo)+m21(Y−Y o)+m31(Z−Zo)m13(X−Xo)+m23(Y−Y o)+m33(Z−Zo)
y = yo− cm12(X−Xo)+m22(Y−Y o)+m32(Z−Zo)m13(X−Xo)+m23(Y−Y o)+m33(Z−Zo)
(2.3)
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Estas podem ser expressas em ordem às coordenadas objeto, conforme se encontra no
sistema de equações 2.4:

X = Xo+ (Z − Zo)m11(x−xo)+m12(y−yo)−m13.cm31(x−xo)+m32(y−yo)−m33.c
Y = Y o+ (Z − Zo)m21(x−xo)+m22(y−yo)−m23.cm31(x−xo)+m32(y−yo)−m33.c
(2.4)
Assim com o sistema de equações 2.4, é possível determinar, para um ponto da fo-
tografia (x, y), o valor X ,Y objeto, se tivermos o valor de Z previamente disponível. O
valor de Z pode ser obtido a partir de um MDS ou através de um processo de cálculo.
Devido ao facto de não existir um MDS disponível entre os processos de aerotriangulação
e restituição, determinamos os valor do Z com o auxilio da intersecção direta, com uma
aproximação inicial, seguindo-se a aplicação do método dos mínimos quadrados (MMQ)
para otimizar o resultado.
A figura12 2.16 apresenta graficamente o processo de intersecção direta. Este consiste
em determinar as coordenadas objeto de um ponto a partir das respetivas coordenadas
foto, em ambas as fotografias (x1,y1) e (x2,y2) do modelo estereoscópico, referentes ao
mesmo ponto objeto, conhecendo os parâmetros de orientação interna e externa das duas
fotografias. Deduzindo as equações de colinearidade [Red10, p. 70] expressas em ordem
às coordenadas objeto, obtemos as seguinte equações 2.5.
Figura 2.16: Intersecção direta espacial
12fonte:[Red10, p. 70]
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
X = Xo1 + (Z − Zo1)Kx1
Y = Yo1 + (Z − Zo1)Ky1
X = Xo2 + (Z − Zo1)Kx2










O sistema de equações 2.5 permitem determinar as coordenadas aproximadas de um
ponto objeto, ficando as quatro equações lineares com três incógnitas X,Y e Z[Red10, p.
71]. Utilizando a primeira e terceira equação podemos determinar Z, pela equação 2.6.
Z =
X02 − Z02.Kx2 + Z01.Kx1 −X01
Kx1 −Kx2
(2.6)
São utilizadas a primeira e terceira equações, sendo também possível utilizar a se-
gunda e quarta equações.
É necessário ter em atenção que esta é a primeira aproximação a ter em conta para a
determinação das coordenadas objeto. Após este passo são calculados os desvios neces-
sários para a compensação, através do MMQ.
Através da linearização das equações de colinearidade, é possível determinar os pa-
râmetros que não são conhecidos. Recorre-se neste caso a observações redundantes, para
formular um sistema de equações de observação, e estimar os parâmetros pelo MMQ.
Para cada ponto na fotografia são determinadas duas equações de observação, neste
caso particular utilizamos um modelo estereoscópico, com dois pontos conhecidos que







































































as coordenadas calculadas pelas equações de colinearidade com base nos valores apro-
ximados calculados em 2.5 e 2.6, para o primeiro ponto, e xi e yi os valores medidos na
fotografia.
Este sistema pode ser resolvido através de cálculo matricial, recorrendo à equação
apresentada na equação 2.8. A equação 2.9 representa a construção da matriz A com as
derivadas parciais e na 2.11 encontra-se a construção da matriz l com as diferenças entre
as coordenadas foto medidas e calculadas.
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As derivadas parciais já se encontram devidamente descriminadas em [Red10, p. 71]
e são apresentadas na equação 2.10. Em que D representa o denominador das equações
de colinearidade, Nx o numerador da primeira equação e Ny o numerador da segunda







































Após o calculo da equação 2.8, ficamos com um vector com desvios necessários para
compensar as coordenadas. Este processo é iterativo até chegar a um valor de compen-
sação pré-definido pela tolerância.
Para determinar a diferença entre o valor obtido pela aproximação inicial e o MMQ,
foram selecionados 3 pontos do apoio de topografia, do bloco do Minho, para compa-
rar as coordenadas entre ambos. Na tabela 2.3 podemos verificar a diferença entre as
coordenadas calculadas com recurso às equações de colinearidade e as coordenadas apli-
cando o MMQ. Analisando esta tabela verificamos que o ajustamento do MMQ é mais
significativo na componente do Z, efetuando ajustamentos na ordem dos centímetros.
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Tabela 2.3: Determinação de coordenadas
ponto Eq Colinearidade Eq Colinearidade + MMQ Diferença
199
X 183047.9344 183047.9355 -0.0011
Y 509393.1862 509393.1876 -0.0014
Z 425.9712 425.9562 0.0152
171
X 183463.3171 183463.3174 -0.0003
Y 512278.3332 512278.3347 -0.0015
Z 458.7198 458.7085 0.0113
203
X 182683.5774 182683.5775 -0.0001
Y 506483.8761 506483.8757 0.0004
Z 238.8162 238.8145 0.0017
Na tabela 2.4 podemos verificar a diferença entre o cálculo de coordenadas com as
equações de colinearidade e MMQ e as coordenadas lidas por um operador na aplica-
ção de restituição. Podemos ainda verificar que nas componentes de X, Y e Z os valores
encontram-se abaixo do metro. De referir ainda que o facto do ponto 171 apresentar va-
lores superiores aos restantes deve-se, a este ponto ter sido retirado num tanque de água,
sendo nestas circunstancias, em ambiente estereoscópico, relativamente difícil determi-
nar a lateral do tanque.
Tabela 2.4: Diferença entre coordenadas calculadas e retiradas na aplicação Summit
ponto Eq Colinearidade + MMQ Summit Diferença
199
X 183047.9355 183048.2030 -0.26
Y 509393.1876 509393.3240 -0.11
Z 425.9562 426.4000 -0.44
171
X 183463.3174 183463.7950 -0.48
Y 512278.3347 512277.4400 0.89
Z 458.7085 460.2750 -1.57
203
X 182683.5775 182684.0750 -0.51
Y 506483.8757 506483.9400 -0.06




Neste capítulo será apresentado um conjunto de trabalhos que, direta ou indiretamente,
abordam alguns dos problemas apresentados por esta dissertação.
Como já foi referido, os dados de entrada para a elaboração da dissertação, já se en-
contram devidamente determinados. Alguns dos trabalhos aqui em ênfase utilizam da-
dos de entrada que não temos disponíveis. Apesar de não ser possível a sua utilização,
existe um conjunto de técnicas apresentadas que são importantes mencionar.
A forma de recolha de informação tem sido alterada ao longo do tempo, enquanto
nas décadas de 80 e 90 o enfoque estava na deteção de edifícios em fotografia aérea,
atualmente este passou para a utilização de imagem de satélite. Esta alteração deve-se ao
elevado investimento e desenvolvimento tecnológico nos sensores presentes em órbita,
sensores estes que permitem a aquisição periódica, com cobertura de grandes áreas a
custos competitivos. No entanto este tipo de imagens apresenta algumas desvantagens
no que diz respeito à dificuldade de aquisição de informação de forma precisa[Bal13].
Os métodos de deteção de edifícios, em fotografia aérea, funcionam fundamental-
mente de dois modos, através de deteção de caraterísticas(footprint detection) ou utili-
zando extração com base em probabilidades [Shi09].
A extração com base deteção de características necessitam de estabelecer um con-
junto de condições, para representar a realidade. Se as condições não forem corretas,
esta extração vai apresentar erros. Um destes casos é o facto de considerarmos que todos
os edifícios possuem arestas visíveis. Desta forma não é possível detetar edifícios com
linhas curvas e além disso construções como piscinas ou estradas serão (erradamente)
consideradas edifícios.
No contexto deste capítulo quando nos referimos a telhado é necessário ter em aten-
ção que nos referimos à parte superior de um edifício, podendo ser um telhado composto
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de vários planos ou uma cobertura.
A execução baseada em probabilidades necessitam de um grande conjunto de dados
de treino, para efetuarem uma classificação adequada. Este tipo de extração acaba por
funcionar bem no caso em que os edifícios apresentam bastante semelhança. Mesmo
assim os autores necessitam, de um elevado conjunto de treino para que seja possível
classificar os restantes. Devido à grande diversidade das construções presentes em Por-
tugal, este método não é o mais apropriado, pois era necessário despender muito recursos
humanos para criar o conjunto de treino .
Nesta capítulo é abordada a forma como os diferentes espaços de cores, organizam a
informação. Este detalhe é importante para a execução desta dissertação, pois diferentes
espaços de cor, possuem métricas diferenciadas para o cálculo da distâncias entre elas.
São ainda abortadas duas técnicas de deteção de pontos característicos, em imagens.
Estas iram permitir encontrar os pontos notáveis em cada uma das fotografias do mo-
delo. Sendo em seguida utilizada uma técnica de correlação de pontos, para nos indicar
aqueles que possuem correspondência.
3.1 Extração com base em características
Os métodos podem variar com diversos critérios, tais como a resolução, a complexidade
das fotografias, o tipo de representação ou o tipo de sensores [May99].
Este conjunto de métodos podem efetuar a deteção diretamente na fotografia ou no
processamento desta, pois a aplicação de algoritmos de processamento de imagem pode
permitir evidenciar uma determinada característica que estamos a tentar encontrar.
Estas caraterísticas podem ser vértices, arestas, linhas, sombras, paredes verticais, etc,
conforme é possível consultar na tabela 3.1 para o caso dos artigos analisados.
Tabela 3.1: Características utilizadas
Artigo Vértices Arestas Linhas Sombras
[HN88] x x x x
[LN98] x x x x
[NLH97] x x x x
[ST10] - - - -
[GHS01] - x x -
[SU08] x x - x
No trabalho relatado em [HN88, LN98, NLH97], estes caracterizam-se por utilizarem
uma abordagem hierárquica, partindo do principio que a segmentação de baixo nível não
é suficiente para separar informação relevante. Assim utilizam vários tipos de segmen-
tação para gerar os dados de entrada do nível hierárquico superior.
Os trabalhos [ST10, GHS01] recorrem à utilização de MDS e MDT para encontrar a
localização dos edifícios, evitando assim uma segmentação mais tradicional. O primeiro
artigo determina os limites ajustando um polígono na localização do edifício enquanto
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que o segundo opta por utilizar as técnicas de segmentação somente na localização do
edifício.
O trabalho [SU08] utiliza uma segmentação baseada nas propriedades da cor do te-
lhado ou da sombra do edifício. Os limites são gerados a partir de um vértice semente.
Na tabela 3.2 podemos consultar os dados de entrada destes artigos.
Tabela 3.2: Dados de entrada
Artigo Fotografias Densidade de informação Modelos Digitais
[HN88] nadiral média -
[LN98] nadiral e oblíqua média -
[NLH97] nadiral e oblíqua média -
[ST10] nadiral IR alta nDSM
[GHS01] satélite média nDSM e NDVI
[SU08] nadiral média -
Iremos agora apresentar a análise de um conjunto de três artigos, que exploram uma
abordagem interessante para identificar edifícios a partir de fotografias aéreas.
Estes utilizam fotografias de média densidade habitacional e um conjunto de técnicas
de segmentação, em hierarquia, para irem refinando o resultado final.
A abordagem hierárquica advém do facto de que uma segmentação de baixo nível
raramente proporcionar resultados completos e precisos[HN88].
A abordagem hierárquica utiliza um encadeamento de segmentações, na qual as de
menor nível produzem os dados de entrada do nível seguinte. O método inicia-se com
uma segmentação de arestas, a partir da qual é feita uma segmentação de linhas, figura
3.1(a) que por sua vez vai dar origem a uma segmentação de vértices, figura 3.1(b). As
figuras anteriores são retiradas do artigo [HN88], que utiliza fotografia aérea do aero-
porto internacional de Los Angeles. Na figura3.2 é apresentado o mesmo encadeamento
de segmentações, utilizado na dissertação[Car99], por outro autor.
(a) Segmentação de arestas (b) Segmentação de vértices
Figura 3.1: Processamento de imagem
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(a) Fotografia original (b) Segmentação de arestas
(c) Segmentação de linhas (d) Segmentação de vértices
Figura 3.2: Processamento de imagem
Com a identificação dos vértices passa-se então a uma fase de classificação, sendo
considerados vértices bright aqueles em que a média da intensidade da parte côncava for
superior à da parte convexa, e dark os restantes.
Em termos de dados de entrada o artigo [HN88] utiliza fotografias aéreas nadirais e
a informação da elevação do sol. Esta informação irá ser relevante em combinação com a
segmentação de vértices, pois permite a identificação de sombras na fotografia.
Para efetuar a deteção, os edifícios, necessitam de cumprir um conjunto de caracterís-
ticas, como por exemplo, as paredes serem verticais e o telhado ser um plano horizontal.
Para "desenhar"os limites dos edifícios é utilizada a segmentação de linhas e as som-
bras. Com o resultado da segmentação de linhas é testada a continuidade da fronteira.
De seguida é utilizada a localização da sombra, para inferir a presença de vértices ou
arestas que não tenham sido detetados durante a segmentação. Na figura 3.3 podemos
ver a relação entre a sombra e a fronteira, para efetuar a inferência dos vértices e arestas
que se encontram a traço interrompido.
No entanto tal esquema apresenta um conjunto de limitações, nomeadamente no que
se refere ao baixo contraste dos edifícios com o solo, o qual dificulta a segmentação feita
nos níveis mais baixos. Por outro lado, e as sombras que são projetadas entre edifícios
não permitem uma deteção adequada.
O segundo artigo [LN98] passa a utilizar como dados de entrada várias fotografias,
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Figura 3.3: Utilização da sombra para inferir uma aresta ou um vértice
nadirais ou de perspetiva oblíqua do mesmo local. As fotografias oblíquas possibilitam
a utilização das paredes dos edifícios para contextualizar a informação. Este refere com
maior pormenor as técnicas de segmentação utilizadas, inicializando o método com o
algoritmo Canny edge detector e em seguida o USC LINEAR apresentado em [NB80].
Ao contrario do anterior, este identifica paralelepípedos, ver figura 3.4, que repre-
sentam os edifícios. Assim, após a utilização das técnicas de segmentação são geradas,
selecionadas e verificadas hipóteses, procedendo em seguida à análise e descrição 3D.
Esta análise é feita através de evidências positivas como arestas, vértices, paralelismo ou
sombras e de evidências negativas como a sobreposição ou as linhas cruzadas.
Figura 3.4: Identificação do edifício através de paralelepípedos
O artigo [LN98]introduz ainda o problema da diferenciação entre o fundo da fotogra-
fia e os objetos (figure-ground problem) e apresenta como limitações o elevado tempo de
computação que é necessário para gerar os paralelepípedos.
O terceiro artigo [NLH97] apresenta a implementação da investigação feita nos arti-
gos que se encontram anteriormente descritos [HN88, LN98].
Este adiciona a possibilidade de interação com o operador, que pode ser feita de duas
formas, uma inicial e a outra corretiva. Na interação inicial o operador pode indicar,
através de um cursor, a localização do edifício que pretende que seja detetado e o sistema
irá ter em consideração todas as fotografias para gerar a melhor hipótese. Na corretiva o
operador pode adicionar uma aresta que vai ser tomada em consideração na geração de
hipóteses.
Enquanto que na interação inicial a hipótese para aquela localização é sempre gerada,
na corretiva o sistema pode considerar que não existem indícios suficientes para gerar
uma hipótese credível.
Este conjunto de três artigos abordam o problema da identificação de edifícios de uma
31
3. TRABALHO RELACIONADO 3.1. Extração com base em características
forma inovadora, pois executam um conjunto de segmentações para chegar ao resultado
final. No entanto só estabelecem a altura do edifício, no caso desta dissertação pretende-
mos a cota do edifício. Seria necessário o auxilio de um MST ou um processo diferente
para obter a altimetria destes objetos.
Iremos apresentar uma análise de dois artigos [GHS01, ST10] que utilizam modelos
digitais como dados de entrada. Com a diferença entre o MDS e MDT é possível gerar o
normalized Digital Surface Model (nDSM), que contém apenas a informação que se encontra
acima do terreno. Na figura13.5(a) podemos ver os dois modelos MDS e MDT reais,
enquanto que na figura2 3.5(b) está apresentado um esquema da operação realizada. Este
modelo digital permite resolver o problema da diferenciação entre o fundo da fotografia
e os objetos, que foi apresentado no artigo [LN98]. Apesar dos dois modelos digitais não
estarem disponíveis para a realização deste trabalho, estes artigos apresentam uma forma
diferenciada para o estabelecimento dos limites dos edifícios.
(a) Em cima o MDT e em baixo o MDS (b) nDSM=MDS-MDT
Figura 3.5: Modelos digitais
O artigo [GHS01] tem por objetivo a deteção de edifícios em ambiente urbano e uti-
liza fotografias de infravermelhos ortorretificadas. A extração dos limites é feita a 2D
aplicando o conceito de polígono ortogonal que consiste, em enquadrar um polígono na
área extraída. Para determinar o valor de altura, recorre ao nDSM para obter essa infor-
mação, ficando todos os edifícios com cobertura horizontal mesmo que esta não seja a
realidade.
Além disso a solução proposta no artigo não tem em consideração as arestas nem os
vértices, sendo que a inclusão destas caraterísticas se encontra-se no trabalho a desenvol-
ver.
O segundo artigo [ST10], tem por objetivo a extração automática de edifícios com
cobertura retangular e circular em fotografias de satélite. Este adiciona ainda aos dados
de entrada a informação da vegetação presente no Normalized Difference Vegetation Index
(NDVI).
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(SVM) [Han05] para obter classificação binária de áreas. Nas áreas de interesse é utili-
zado o algoritmo Canny edge detector para detetar as arestas e o algoritmo Hough transform
[C62] para determinar os limites do edifício.
Apesar das funcionalidades oferecidas, a solução apresenta algumas dificuldades em
detetar edifícios pequenos e que estejam próximos uns dos outros3.
O último artigo [SU08] utiliza fotografias de satélite e tem por objetivo a deteção de
edifícios a 2D, mostrando-se relevante por utilizar técnicas de simples utilização. Para
efetuar esta deteção utiliza somente técnicas de segmentação de cor, textura, arestas e a
sombra, todas aplicadas no processo de determinação de regiões (blob).
É utilizada uma formula, associada à invariante da cor, e ao threshold de Otsu’s [Ots79]
para segmentar os telhados que tenham cor vermelha. Para o caso dos edifícios que não
têm telhado vermelho, é usada uma variante desta fórmula para segmentar as sombras e
a direção da luminosidade, determinando assim o centro do edifício.
Para construir os limites do edifício utiliza o algoritmo Canny edge detector para de-
terminar arestas e em seguida é feita a identificação de vértices. Um destes vai ser sele-
cionado como semente para iniciar a expansão do retângulo, dentro de uma margem de
tolerância, até ser encontrado o vértice oposto. Podemos ver este processo na figura 3.6.
Figura 3.6: Expansão do retângulo
O artigo é inovador na forma como constrói os limites dos edifícios mas não deteta
edifícios com formas não retangulares.
3.2 Extração baseada em métodos probabilísticos
Este método baseia-se na capacidade de detetar edifícios com o recurso a algoritmos de
aprendizagem automática.
Os dois artigos [MLSB97, MLB+03] apresentados estão encadeados e pretendem de-
monstrar a capacidade deste tipo de algoritmos em resolver o problema da deteção de
edifícios, na mesma fotografia e entre fotografias, para melhorar os sistemas de análise
de imagem.
Como dados de entrada estes utilizam um conjunto de caraterísticas que já se en-
contram disponíveis, não sendo necessário fazer essa análise e extração diretamente na
fotografia.
3Em relação aos restantes edifícios presentes nas fotografias utilizadas nos artigos
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Estes utilizam técnicas de aprendizagem supervisionada, com a classificação em duas
classes, telhado (rooftop) ou terreno (non-rooftop) no caso do artigo [MLSB97], e em [MLB+03]
é adicionada a classe desconhecido.
São utilizados nove tipos de valores todos eles contínuos, incluindo arestas, vértices,
paralelismo, estruturas ortogonais de vértices, vértices junto a sombras, falhas de sobre-
posição, distância de arestas, linhas cruzadas e existência de junções.
Para o treino foram gerados 25 partições aleatórias do conjunto original, onde 60% foi
utilizado para treino enquanto que os restantes 40% foram para teste.
No primeiro artigo [MLSB97] são analisados cinco algoritmos de aprendizagem, C4.5,
CN2, Nearest neighbor, Naive Bayes e Perceptron.
Na fotografia utilizada foram geradas 1179 hipóteses para classificar, quando só exis-
tiam 29 edifícios. Devido ao grande número de hipóteses, foi implementado um pro-
grama para avaliar a região onde a hipótese se insere e fazer a classificação automática.
Assim passam a ter 257 hipóteses para classificar pelo operador.
Os algoritmos foram executados de duas formas, treino e teste no mesmo conjunto
de informação, mesma fotografia. E treino e teste feitos em conjuntos de informação
diferentes, com o objetivo de determinar se seria possível treinar o algoritmo e depois
aplicar em vários conjuntos de informação. Na primeira execução aquele que obteve
melhor resultado a classificar os telhados foi o algoritmo Naive Bayes, mas também foi o
pior a classificar os não telhados. Na segunda execução os melhores resultados foram do
algoritmo CN2, conseguindo classificar corretamente todos os não telhados.
Estes testes demonstram, que na altura, não existia um algoritmo que pudesse ser
utilizado com bons resultados em ambas as situações.
No segundo artigo [MLB+03] foram utilizadas fotografias de satélite e testados quatro
algoritmos, designadamente o C5, Nearest neighbor, Naive Bayes e Perceptron.
Com a alteração de condições o algoritmo C5 comportou-se da mesma forma que o
Naive Bayes no artigo anterior.
Uma das conclusões que o artigo revela é a necessidade de desenvolver uma forma
de classificar a informação de treino, sem a interação de um operador.
3.3 Sombras
Uma sombra ocorre quando um objeto oculta total ou parcialmente uma fonte direta de
luz. Esta pode ser dividida em sombra projetada ou própria, a figura43.7 apresenta a
diferença destes dois tipos de sombra.
A sombra própria é a parte do objeto que não se encontra diretamente iluminado pela
fonte de luz.
Um objeto ao ocultar uma fonte de luz, projeta na superfície que se encontra no lado
contrario, uma projeção da sua forma, denominada sombra projetada que por sua vez se
divide em penumbra e umbra.
4adaptado de http://sgvarts.blogspot.pt/2011/09/tip-solving-mystery-shadow-colors.html
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Figura 3.7: sombra projetada e própria
A parte da sombra que está a ser diretamente bloqueada pelo objeto denomina-se
umbra, enquanto está parcialmente bloqueada é a penumbra[AGA08]. No entanto as
fotografias que utilizamos nesta dissertação, não se identifica a presença da penumbra.
Existem aplicações em que estas características têm que ser tidas em conta, no que diz
respeito ao resultado que se pretende desenvolver.
As sombras presentes nas fotografias aéreas, permitiram o desenvolvimento de téc-
nicas com dois fins completamente diferenciados. Enquanto em certas aplicações se pre-
tende utilizar este conhecimento para retirar informação, noutras o único objetivo é a sua
eliminação.
Em termos de interpretação de imagem a presença de sombra, dificulta o trabalho dos
operadores, devido à redução ou ausência de informação na imagem[Dar05].
Na elaboração de MDS a ausência de informação não permite a geração de pontos
naquele local da superfície.
Este problema agrava-se quando estamos a trabalhar em áreas urbanas, pois a conju-
gação de edifícios de várias alturas, pode significar a perda de informação daqueles que
se encontram na sombra dos mais elevados[Dar05].
Esta informação pode ser utilizada para determinar a altura de edifícios[Shi09, IM89,
HN88], através da dimensão da sombra projetada e o valor angular da altura do sol,
conforme podemos verificar na figura5 3.8, Com a aplicação da equação 3.1.
Figura 3.8: Determinação da altura do edifício
5adaptado de http://starsofeurope.weebly.com/solar-elevation-angle.html
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Dimensão Edifício = Dimensão Sombra ∗ tan(Elevação do sol) (3.1)
Esta abordagem é utilizada em alguns dos artigos referidos, partindo de um conjunto
de princípios que podem não estar presentes em todas as circunstâncias.
Um dos mais relevantes é o caso da sombra ter de ser projetada no terreno, como
podemos verificar na figura63.9, este pode trazer um conjunto de incorreções se o terreno
adjacente não for horizontal.
Figura 3.9: Diferenças de sombras devido ao terreno
Estes métodos de determinação de altura, acarretam um conjunto de incorreções que
não são admissíveis para o trabalho em questão, mas permitem recolher um conjunto de
ideias para determinar a existência de objetos construidos pelo Homem, pela presença
de sombras.
O artigo [AGA08] tem por objetivo a deteção de sombras em fotografias de satélite de
alta resolução. Não utiliza o ângulo da altura sol nem recorre a utilização de MDT.
Este método utiliza a invariante do espaço de cores e a informação de arestas para
determinar corretamente as sombras.
Este encontra-se dividido em duas fases, na primeira são escolhidos pequenos conjun-
tos de píxeis que apresentam características de serem sombras. Este são obtidos através
do modelo de cores c1c2c3 proposto no artigo [GS99]. Cada uma das componentes é de-
termina pela sua respetiva formula que tem por base uma transformação não linear do
espaço de cor RGB.
Cada sombra é posteriormente caracterizada pela distribuição Gaussiana da compo-
nente c3 dos valores dos píxeis dessa região.
Na segunda fase, recorrendo ao conjuntos de píxeis selecionados, são adicionados os
píxeis adjacentes que respeitam a mesma distribuição. Para determinar com precisão o
tamanho da sombra é utilizado um algoritmo de arestas para limitar a expansão da área.
O artigo [IM89] tem por objetivo a extração de edifícios de fotografias aéreas a partir
da sua sombra. Uma das primeiras tarefas que é necessário realizar é a extração da área
6fonte: http://www.vgl.org/webfiles/lan/cuspids/cuspids3.htm
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da sombra, que se encontra separada do restante método, para este efeito são utilizadas as
seguintes técnicas, suavização da imagem e thresholding, fazendo a ligação destas regiões
podem ser extraídas as zonas mais escuras como sombras.
Este artigo [Dar05] visa a deteção e remoção de sombras em fotografias de satélite mo-
nocrómáticas, com aplicação em áreas urbanas de alta densidade. Este apresenta quatro
algoritmos diferentes, mas potencialmente interligados, para separar regiões de sombra
de regiões não sombra.
O algoritmo escolhido para realizar os testes na deteção de sombra foi o thresholding
devido ao conteúdo do espetro, presente nas fotografias. Assim foi utilizado o Bimodal
histogram splitting, que apenas apresenta duas elevações, entre as quais é feita a separação
da informação da fotografia em sombra e não sombra.
3.4 Organização de cores
As cores, para serem visualizadas, processadas ou armazenadas, necessitam de ter uma
representação formal e numérica. É através dos modelos de cores que estas são definidas
em termos de representação matemática. A representação em componentes (eg: verme-
lho, verde, azul), permite a um equipamento interpretar, a cor, da mesma forma que o
olho humano a interpreta, pelo brilho, saturação e a tonalidade[IHKM12].
Os modelos podem ser aditivos ou subtrativos. Nos modelos aditivos ao aumentar o
valor aos canais, as cores tornam-se cada vez mais claras, resultando a combinação má-
xima de todos os canais no branco, na figura 3.10(a) está representada as conjugação de
várias cores, o preto é representado pela ausência de cor e o banco por todas as cores. Os
modelos subtrativos, o processo é praticamente inverso, ao acrescentar valor aos canais,
as cores tornam-se cada vez mais escuras, na figura 3.10(b) está representada a conjuga-
ção das várias cores, o branco é representado pela ausência de cor, o preto por todas as
cores[Wor].
(a) Modelo aditivo (b) Modelo subtrativo
Figura 3.10: Modelos de cores
Outra forma de classificação, apresentada em[IHKM12], de acordo com as aplicações
de processamento de imagem, cria a seguintes três categorias:
• Modelo de cores orientado ao dispositivo;
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• Modelo de cores orientado ao utilizador;
• Modelo de cores independente do dispositivo.
Na Tabela 3.3 podemos visualizar esta classificação para alguns modelos de cores. Existe
ainda uma tabela no artigo que apresenta as vantagens e desvantagens de cada um deles.
Tabela 3.3: Classificação segundo as aplicações do processamento de imagem
Modelo de cores Classificação
Munsell Independente do dispositivo
RGB, CMY(K) Orientado ao dispositivo
YIQ,YUV, YCbCr Orientado ao dispositivo
HSI, HSV, HSL Orientado ao utilizador e dispositivo
CIE XYZ, CIE L*U*V*, CIE L*a*b* Independente do dispositivo
O modelo de cores RGB, utiliza os canais vermelho, verde e azul, para efectuar a com-
binaçãode cores, podendo a coordenadas serem representada num cubo, onde o (0,0,0)
significa o preto e (1,1,1) o branco se os valores forem normalizados para o intervalo [0,1],
conforme de encontra na figura7 3.11(a). Na diagonal deste cubo encontram-se os valores
de cinzento. Este é considerado o modelo de cores base, pois não necessita de conversão
para ser visualizado em monitores.
(a) Cubo RGB (b) Cubo CMYK
Figura 3.11: Representações de modelos
O CMYK é um modelo subtrativo, normalmente utilizado na impressão devido a
utilizar as cores de impressão mais comuns (Ciano, Magenta, Amarelo e Preto). As co-
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A família de modelos HSI, é composta pelo HSI, HSL e HSV, e encontra-se baseada no
sistema visual humano, este utiliza coordenadas cilíndricas para a representação da cor.
A diferença deste modelo prende-se com separação da intensidade(chroma) dos canais da
tonalidade(H) e saturação(S), sendo que a intensidade está relacionada com a perceção
humana. Em termos de representação, na figura7 3.12(a), podemos visualizar o HSV
que é representado por um cone, enquanto o HSI e HSL encontram-se representados na
figura7 3.12(b) por um duplo cone.
(a) HSV (b) HSL
Figura 3.12: Representações dos espaços de cores
O modelo de cores CIE apresenta várias combinações, de espaço de cores, nomeada-
mente CIE XYZ, CIE L*u*v* e CIE L*a*b*, que iremos de seguida apresentar.
O CIE XYZ só utiliza duas das coordenadas sendo o Z uma função das restantes
duas. O CIE L*u*v*, deriva do CIE XYZ, e referencia o ponto branco linearmente com
o RGB(1,1,1). O canal L representa luminosidade, o u* e v* representam respetivamente
a intensidade(chroma) e tonalidade(hue). No CIE L*a*b*, o os canais mantêm o mesmo
significado, sendo que este foi construido com a intenção de ser mais percetual em rela-
ção às alterações de cor ou seja uma alteração na cor é acompanhada por uma alteração
da perceção[Poy96, p.17]. Em termos de representação este modelo utiliza vários planos,
conforme se representa na figura8 3.13(a), na figura9 3.13(b) podemos visualizar o detalhe
de um destes planos.
Os modelos da família YUV, são utilizados para efetuar a emissão de televisão, este
inclui, o YUV, YIQ, YCbCr, YCC, YES. Este foram desenvolvidos para compatibilizar as
emissões a cores com as a preto e branco, e efetuar a compressão da emissão. O canal Y
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(a) Plano do espaço de cores XYZ (b) Detalhe de um plano
Figura 3.13: Planos do modelo CIE
canal Y chegue ao destino é possível visualizar a emissão.
No artigo [PV00] podem ser consultadas as informações necessárias para fazer as
várias conversões entre espaços de cores. Existe por vezes a necessidade de fazer diversas
conversões, quer seja de forma directa ou indirecta, passando por espaços intermédios,
para chegarmos ao modelo ou espaço de cores que pretendemos.
O espaço de cores apresentado no artigo [CGZ08], é aqui apresentado devido a pos-
suir características relevantes para a sua utilização neste trabalho. Como motivação,
parte dos princípios da perceção visual com uma métrica de proximidade associada que
sejam invariantes às alterações de luminosidade. Este espaço de cores pretende colmatar
as necessidades de segmentação e Poisson Image editing[PGB03] em termos de processa-
mento de imagem. Para fazer esta conversão é necessário partir do espaço de cores XYZ,
aplicando em seguida duas matrizes apresentadas no artigo, que segundo as suas con-
clusões proporcionam melhores resultados, em termos de perceção, que os espaços de
cores CIE L*a*b* e CIE L*u*v*.
3.5 Deteção de pontos caraterísticos
As técnicas de deteção de caraterísticas permitem extrair um conjunto de pontos, cujas
caraterísticas podem ser posteriormente utilizadas para identificar imagens semelhantes
ou objetos que estejam contidos nas imagens. No decorrer deste trabalho houve a ne-
cessidade de estudar com maior pormenor duas destas técnicas, o Scale-invariant feature
transform (SIFT) e o Speeded Up Robust Features (SURF). Estas foram selecionadas pelo
facto de serem diversas vezes referenciadas na bibliografia.
Ambos as técnicas se dividem em duas partes, na primeira são detetados um con-
junto de pontos com caraterísticas relevantes, e uma segunda parte onde são criados os
descritores a eles associados .
Existem outras técnicas para detetar caraterísticas de pontos que não são abordados
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neste trabalho como por exemplo:
• Histogramas da orientação de gradientes [DT05];
• Gradient location and orientation histogram [MS05];
• Binary Robust Independent Elementary Features [CLF10];
• Rotation invariant, fast feature [TCT+13].
3.5.1 Scale-invariant feature transform
Esta técnica foi apresentada em 2004 no artigo [Low04], tem por objetivo a extração de
características distintas e de forma independente da escala, em imagens, para posterior
comparação, estando dividido em quatro fases:
1. Scale-space Extrema Detection: Efetua uma procura em diferentes escalas e localiza-
ções da imagem, utilizando um filtro Difference-of-Gaussian (DoG) para identificar
potenciais pontos de interesse que sejam invariantes a alterações de escala e orien-
tação.
2. Keypoint Localization: Em cada localização é adaptado um modelo para determinar
a localização e escala. Os keypoints são escolhidos mediante a sua estabilidade;
3. Orientation Assignment: Com base no gradiante da imagem é atribuído a cada ponto
uma ou mais orientações. Após esta informação ter sido extraída, todas as opera-
ções são realizadas sobre esta transformação, na figura 3.14(a) encontram-se dese-
nhados os Keypoints e as suas respetivas orientações;
4. Keypoint descriptor: Transforma a informação numa representação que permita a sua
utilização.
Esta técnica carateriza-se por ser invariante a alterações de escala e rotação, permi-
tindo a correspondência, de pontos, com adição de ruído, distorção afim, alteração da
perspetiva 3D e alguma alteração de iluminação.
Nesta dissertação, esta será uma das técnicas utilizada para encontrar em ambas as
fotografias, do modelo estereoscópico, para posterior correlação pontos notáveis.
3.5.2 Speeded Up Robust Features
Esta técnica foi apresentada em 2006 no artigo [BETVG08], e apesar de existir uma im-
plementação oficial, esta encontra-se protegida por uma patente para efeitos comerciais.
Apresenta uma nova forma de solucionar o problema da deteção de pontos, em ima-
gens, com escala e rotação diferentes, distinguindo-se dos restantes pela sua velocidade.
No detetor é feita uma aproximação através da matriz Hessian [HZ03, p. 598]devido
à sua estabilidade e reprodução. Para cada ponto é calculada uma matriz, recorrendo ao
operador de Laplace [Cyg07, p. 120].
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Na figura 3.14(b), são apresentados os Keypoints de uma fotografia, utilizando a téc-
nica SURF. Na figura 3.14 podemos efetuar uma comparação, entre os pontos caraterísti-
cos, detetados pela técnica SIFT e SURF.
(a) Keypoints SIFT (b) Keypoints SURF
Figura 3.14: Conjuntos de Keypoints
Para produzir os descritores é utilizada a transformada de Haar [Sal06, p. 554] na
proximidade do ponto, para a direções de x e y.
Esta técnica disponibiliza ainda a possibilidade de criar descritores, que não têm em
consideração a invariante em rotação, que pode ser útil em casos específicos10, e que
tornam o processo mais rápido.
3.6 Correlação de pontos
As técnicas de correlação de pontos analisados nesta secção, visam o estabelecimento de
pontos homólogos entre fotografias.
Para obter estes resultados existem, basicamente duas abordagens, a primeira é a de
comparar todos os pontos entre si. Este processo tem uma complexidade de O(nxm), e
de forma geral é pouco atrativo devido o tempo de computação necessário. A segunda
abordagem é feita através da vizinhança (nearest neighbor), determinando com uma com-
plexidade inferior os pontos homólogos, entre as duas fotografias.
Existem diferentes métodos para determinar pontos homólogos pela sua vizinhança,
na realização deste trabalho utilizamos na técnica apresentada em 2009, no artigo [ML09].
Este não introduz nenhum algoritmo novo, proporcionando a utilização de dois algo-
ritmos, numa mesma implementação, adaptando-se ao melhor algoritmo, mediante os
dados de entrada.
10Aplicações onde todas as fotografias são tiradas no mesmo plano
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No artigo anteriormente referido são utilizados o algoritmo randomized kd-tree apre-
sentado no artigo[SAH08] e o Hierarchical K-Means tree apresentado no artigo [LMS06].
Este menciona ainda que estes são dois dos algoritmos possíveis e testados, deixando em
aberto a possibilidade de utilizar outros, que venham a surgir com melhores desempe-
nhos.
A utilização desta técnica, esconde do utilizador qual dos algoritmos é usado, esco-
lhendo o algoritmo através de validação cruzada (cross-validation) para identificar qual o
melhor algoritmo a utilizar.
Esta escolha entre algoritmos, é necessária devido aos testes, realizados pelos autores,
terem demonstrado que o algoritmo "ótimo"depende de vários fatores, como a estrutura
dos dados de entrada ou a precisão pretendida.
Esta técnica é utilizada para efetuar a correlação de pontos, identificados pelas técni-
cas SIFT e SURF, conforme pode ser consultado na secção 4.3.2.1, onde podem ser visua-
lizados exemplos da utilização desta técnica.
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Genericamente pretendemos utilizar uma fotografia origem, do modelo estereoscópico,
para obter a cobertura dos edifícios, através da informação radiométrica, eliminando os
restantes objetos que não necessitamos de processar.
Com as coberturas dos edifícios identificadas na foto, pretendemos extrair os vértices
dos polígonos que melhor representam a área da cobertura dos edifícios.
Para finalizar queremos encontrar os vértices homólogos, na fotografia de destino,
sendo assim possível aplicar as equações de colinearidade para determinar as coordena-
das 3D dos vértices que representam os polígonos. Para a implementação desta disserta-
ção optámos por utilizar a linguagem de programação C++. Esta caracteriza-se por ser
uma linguagem multi-paradigma, de nível médio. Na manipulação de imagens e aplica-
ção de algoritmos de computer vision, utilizamos a biblioteca OpenCV, que possui uma
interface para C++ e disponibiliza um vasto conjunto de funções. Esta é uma biblioteca
open source com suporte para os sistemas operativos Windows, Linux e Mac OS.
Iremos agora descrever de uma forma sucinta o objetivo de algumas das bibliotecas
implementadas no trabalho:
• Globals: armazena e permite a utilização de um conjunto de variáveis globais para
parametrizar funções e métodos;
• Utils: possui um conjunto de funções que são transversais a várias funções e méto-
dos, de utilização não específica;
• UtilsSinglePhoto: biblioteca que agrega todas as funções necessárias para manipu-
lar a informação de uma fotografia;
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• UtilsStereoPhoto: biblioteca que agrega todas as funções necessárias para manipu-
lar a informação de um modelo estereoscópico;
• Read e Write : bibliotecas que permitem a leitura e escrita, em vários formatos de
ficheiros.
Vamos agora passar a descrever a funcionalidade de cada uma das classes implemen-
tadas:
• Collinearity: classe que permite o cálculo da interseção direta espacial a partir das
equações de colinearidade, de dois pontos homólogos, do modelo estereoscópico,
e da aplicação do método dos mínimos quadrados;
• Contour: classe que permite guardar toda a informação de um contorno e restantes
características1, assim com aplicar um conjunto de funções para extrair informação
do mesmo;
• LineType: classe para armazenar a informação necessária ao processamento de uma
linha;
• CornerType: classe para armazenar a informação necessária ao processamento de
um vértice;
Conforme foi referido na secção 1.3 o processo automático insere-se entre os proces-
sos de aerotriangulação e restituição. Na figura 4.1 é representada a constituição deste
processo. O mesmo tem como dados de entrada as duas fotografias e os parâmetros de
orientação externa do modelo estereoscópico. O resultado final é um ficheiro dos polígo-
nos 3D das coberturas dos edifícios.
Figura 4.1: Componentes dos processo automático
1Esta classe permite armazenar a informação de arestas e vértices, resultantes do processamento de um
contorno. Assim como a informação de deu origem às arestas e vértices.
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A implementação encontra-se dividida em três fases, estando assinaladas a verde na
figura 4.1. Optámos por efetuar a separação para permitir uma divisão entre os diversos
sub produtos e tornar o método mais modular.
Na primeira fase pretendemos efetuar a segmentação, da fotografia origem, recor-
rendo à informação radiométrica. Este processo visa a separação dos edifícios, dos res-
tantes elementos presentes na fotografia, através da classificação e seleção das caracte-
rísticas radiométricas dos edifícios. Nesta fase é produzida uma imagem binária com a
classificação dos píxeis pertencentes a edifícios.
Na segunda fase pretendemos efetuar a transformação das áreas, classificadas como
edifícios, em polígonos a 2D.
Na terceira fase pretendemos obter as coordenadas 3D dos edifícios, através da iden-
tificação dos vértices 2D dos polígonos na fotografia de destino, e aplicando as equações
de colinearidade, para determinar a coordenada 3D, passando de coordenadas foto para
coordenadas terreno.
4.1 Segmentação da fotografia
Esta fase inicia-se com a conversão do espaço de cores, como foi abordado na secção 3.4.
Devido a não se encontrarem disponíveis no OpenCV as funcionalidades necessárias,
houve a necessidade de efetuar a implementação de algumas conversões.
Em termos de segmentação, foram selecionados o algoritmo MeanShift [FH06] e o
processo de quantização, com recurso ao algoritmo de K-Means. Ambos os algoritmos
efetuam uma análise de agrupamento (clustering). O OpenCV disponibiliza implemen-
tação para ambos e estes são mencionados em diversas publicações sobre a segmentação
de imagem. Sendo um dos exemplos [BK08a, p. 298,pp. 479-483].
Todas as interações do operador localizam-se nesta fase, tendo este a possibilidade
de indicar o número de cores que pretende na segmentação e selecionar a cor pela qual
pretende analisar os resultados da segmentação. Como dados de saída, esta fase pro-
porciona uma imagem binária, em que os píxeis de cor branca representam as áreas que
processamos para identificar os edifícios e os de cor preta as áreas que não pretendemos
processar, criando desta forma uma máscara.
Esta secção inclui ainda uma abordagem à técnica da criação de mapas de dispari-
dades. Esta não é utilizada no método apresentado, sendo a sua relevância dada pela
possibilidade de ser integrada com um processo de segmentação.
O esquema da figura 4.2 representa as etapas que são necessárias realizar nesta fase
do trabalho, especificando o primeiro bloco apresentado na figura 4.1 do processo auto-
mático.
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Figura 4.2: Esquema da segmentação da fotografia
4.1.1 MeanShift
Este algoritmo tem por objetivo encontrar máximos locais no conjunto de dados discretos.
Tem a capacidade de ignorar outliers, utilizando windows para o processamento indepen-
dente dos dados[BK08b, p. 337].
A implementação disponibilizada pelo OpenCV é baseada no artigo [CM99], que pos-
sui dois parâmetros:
• σs = resolução espacial;
• σr = resolução de distância.
Este algoritmo possui os parâmetros de entrada σr (vizinhança pela proximidade de
cor) e σs (vizinhança pela proximidade espacial), são utilizados conjuntos de valores
multi-dimensionais, nomeadamente os valores x, y, vermelho, verde e azul.
Para além destes dois parâmetros, definidos no artigo [CM99], a implementação per-
mite ainda utilizar imagens em pirâmide2. Efetuando a segmentação nos níveis mais
elevados e à medida que estes diminuem faz o refinamento dos limites das regiões. Este
parâmetro não foi aplicado, uma vez que provoca um efeito de blur em determinadas
regiões. Na figura 4.3 podemos visualizar esse efeito com o valor de σr = 20 e σs = 20. A
figura 4.3(a) não utiliza a pirâmides, enquanto a figura 4.3(b) utiliza o valor de cinco no
parâmetro de pirâmides. Podemos verificar que na figura 4.3(b), existe um efeito de es-
batimento entre a estrada e o campo agrícola, na parte superior da imagem, assim como
nas zonas de vegetação.
Este algoritmo em termos visuais, aparentemente, parece funcionar relativamente
bem, tornando a cobertura dos edifícios de cor única, figura 4.4(a). Analisando ao porme-
nor, o valor da cor no interior de uma cobertura, verifica-se que esta é composta por di-
versas cores, muito semelhantes. Na figura 4.4(b) foram preenchidas as áreas com maior
número de píxeis tendo sido detetados cinco valores de cores.
2Na sua versão original este algoritmo , o parâmetro da pirâmide não existe.
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(a) MeanShift pirâmide=0 (b) MeanShift pirâmide=5
Figura 4.3: Algoritmo MeanShift com utilização de pirâmides
(a) Detalhe do algoritmo MeanShift (b) Áreas mais significativas coloridas
Figura 4.4: Algoritmo MeanShift
Na tabela 4.1 são descritas algumas das vantagens e desvantagens apresentadas por
este algoritmo, utilizado na segmentação de fotografias.
Tabela 4.1: Análise ao algoritmo MeanShift
Vantagens
Permite a eliminação de informação
Proporciona resultados determinísticos
Desvantagens
Tem um custo computacional elevado para elaborar o resultado
Pode perde informação de arestas
Permite a existência de pequenas áreas dentro daquelas que pretendemos eliminar
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4.1.2 Quantização do espaço de cor
O processo de quantização do espaço de cor, permite efetuar uma redução do número de
cores presentes numa imagem, normalmente com o intuito de manter o mesmo aspeto
visual. É sobretudo utilizado na adaptação de imagens, em termos de compressão ou
para visualização em dispositivos com um número reduzido de cores.
O processo é aplicado em várias normas de compressão de dados, utilizando a Dis-
crete Cosine Transform (DCT). Os exemplos mais significativos de normas que utilizam
esta técnica são os ficheiros vídeo MPEG e imagens JPEG. A utilização da DCT permite
bons rácios de compressão, mas não permite determinar o número de cores que quere-
mos obter no final do processo.
Em concreto neste trabalho, o processo é utilizado para classificar as áreas, efetuando
a segmentação da imagem. Assim utilizamos o algoritmo de aprendizagem não super-
visionada K-Means[Han05] , realizando uma análise de agrupamento clustering. Cada
cluster3 é representado pela cor do seu centróide4, sendo o número de clusters um parâ-
metro definido pelo operador. Na figura 4.5 encontra-se um exemplo do processamento
de uma fotografia, com diferentes valores no número de cores.
(a) Utilização de 5 cores (b) Utilização de 10 cores (c) Utilização de 100 cores
Figura 4.5: Processo de quantização
O algoritmo calcula clusters da informação radiométrica existente na fotografia. Re-
tornando o centroide de cada cluster. Existindo a possibilidade da cor escolhida para
representar o cluster não existir na fotografia.
Em termos gerais este funciona da seguinte forma :
1. Os parâmetros do algoritmo são o número de cores e as componentes do espaço de
3Grupo de valores que se encontram mais próximo do mesmo centroide.
4Valor que se encontram no centro de um grupo de valores.
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cor de cada píxel;
2. Aleatoriamente são escolhidos píxeis cuja cor representará o centroide do cluster;
3. Associa cada píxel ao centroide mais próximo;
4. Recalcula o centroide com base na cor dos píxeis pertencentes ao cluster;
5. Volta para o ponto três até não haver alteração nos centroides5.
Este algoritmo tem a particularidade de convergir rapidamente, sendo o número de
cores definido como parâmetro e calcula a proximidade com base na distância euclidiana[BK08b,
p. 479], ao respetivo centroide.
O parâmetro que indica o número de cores é ajustado pelo operador, visto ser de-
pendente da fotografia em questão. Nos testes que realizámos, tendo em consideração o
segmento da fotografia com 262× 400 píxeis, que representa 0.2 % de uma fotografia aé-
rea, o valor de dez apresentou resultados aceitáveis, conforme se encontra representado
na figura 4.5(b). Na figura 4.5(a) o valor de cinco é insuficiente, pois as coberturas dos
edifícios ficam no mesmo cluster das estradas. Na figura 4.5(c), utilizando o valor de 100
como parâmetro as coberturas ficam muito segmentadas.
Na tabela 4.2 são descritas algumas das vantagens e desvantagens apresentadas por
este processo, utilizado para segmentação.
Tabela 4.2: Análise ao algoritmo Quantização
Vantagens
Elimina a informação menos significativa
Necessita de pouca parametrização
Converge rapidamente
Desvantagens
Não proporciona resultados determinísticos
Necessita do número de clusters
Cálculo da proximidade entre píxeis
Este processo acaba por se encontrar mais adaptado ao objetivo de separar os edifícios
dos restantes objetos, pois selecionando o número de cores, as coberturas dos edifícios,
ficam representadas pela mesma cor, sendo possível fazer uma classificação.
O número de parâmetros necessários para a utilização deste processo são inferiores
aos requeridos pelo MeanShift. A determinação do número de cores, requer menos pre-
paração em relação à determinação do σs e σr, pois estes são de difícil visualização.
O tempo necessário para produção de resultados, é mais reduzido no caso do pro-
cesso de quantizacão.
5Existe a possibilidade de definir um parâmetro, a partir do qual o movimento do centroide não seja
significativo e o algoritmo termina.
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4.1.3 Segmentação de arestas
Com o processo de segmentação concluído, é necessário contextualizar a informação,
nomeadamente a do cluster que representa os edifícios.
Mediante a bibliografia consultada, o processo mais utilizado[GS99, LN98, ST10, SU08],
passa pela aplicação do algoritmo Canny edge detector, apresentado no artigo [Can86], se-
lecionando as arestas de cada edifício. Este caracteriza-se por detetar arestas, com o mí-
nimo de incerteza, em que os pontos pertencentes a cada aresta, estejam bem localizados
ou sejam próximos da verdadeira representação da aresta.
Para as fotografias utilizadas neste trabalho, que se caracterizam por possuir uma
elevada quantidade de informação, este algoritmo não proporcionou os melhores resul-
tados.
Na figura 4.6 são apresentados alguns dos resultados obtidos com a utilização deste
algoritmo. Ao analisarmos a figura 4.6(a), que possui valores de zero nos dois thresholds,
podemos verificar que existe muito ruído6, nos dados de saída com estes parâmetros.
Na figura 4.6(c), ao inverter os parâmetros, colocando os thresholds em valores eleva-
dos, faz com que a informação dos edifícios seja perdida, mantendo mesmo assim algum
ruído.
Ao efetuarmos o ajustamento manual dos parâmetros, eliminando o ruído, assistimos
à perda de informação das arestas dos edifícios, como representado na figura 4.6(b).
Mediante as fotografias que temos disponíveis para esta dissertação, mesmo após o
processo de quantização que reduz o número de cores, podemos considerar que o ajusta-
mento dos thresholds, necessitam da intervenção de um operador com experiência, tendo
sempre a presença de ruído no resultado final.
(a) Canny TH=0 TL=0 (b) Canny TH=200 TL=194 (c) Canny TH=255 TL=255
Figura 4.6: Algoritmo Canny edge detector
6Considerando que a informação, que não pertence a um edifício é ruído
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Ao analisar os resultados obtidos podemos verificar que o facto de haver um píxel
isolado, que não contêm informação significativa, faz com que o algoritmo Canny edge
detector, produza ruído, figura 4.7(a). O processo de quantização gerou um píxel isolado
na cobertura de um edifício, ao aplicar o algoritmo Canny edge detector foram gerados oito
píxeis em volta do píxel isolado. Desta forma é criado um ruído que teria que ser tratado
posteriormente.
(a) Processo de quantização (b) Algoritmo Canny
Figura 4.7: Resultado da aplicação do algoritmo Canny num píxel isolado
Outro aspeto que deve ser levado em conta é o facto de o algoritmo gerar uma loca-
lização o mais próximo possível. Esse facto leva a que o algoritmo Canny edge detector
aplicado à figura 4.8(a), gere os píxeis representados na figura 4.8(b), fora dos objetos.
Os objetos têm a mesma representação em ambas as figuras e encontram-se preenchidos
a cinzento, enquanto a preto são representados os píxeis gerados a mais pelo algoritmo
Canny edge detector.
(a) Processo de quantização (b) Algoritmo Canny
Figura 4.8: Resultado da utilização do algoritmo Canny edge detector
Estes dois aspetos revelam que a utilização deste algoritmo gera píxeis em volta da
cobertura, este efeito faz com que os edifícios sejam identificados por um contorno à
sua volta, alterando assim a sua localização. O algoritmo [Can86] era um dos principais
algoritmos que nos propusemos a utilizar, com a inviabilização do mesmo foi necessário
seguir outra abordagem.
A nova abordagem inclui a interação com o operador. Este será responsável por de-
terminar visualmente a região com a informação mais significativa dos edifícios. A partir
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dessa região é criada uma máscara que vai ser utilizada para detetar características.
Outro método de definir a máscara pode passar por selecionar a região que tenha a
cor mais próxima de um conjunto previamente estabelecido como cores frequentes na
cobertura de edifícios. Este não foi utilizado, pois no território nacional não existe regu-
laridade definida, globalmente, em termos das cores existentes de coberturas.
A forma mais naïve seria processar todas as máscaras. Este método torna o custo
computacional extremamente elevado, pois obriga a processar o número de máscaras
igual ao número de clusters.
De forma a simplificar o processo recorremos ao operador para indicar quais as re-
giões que pretende processar. Ao efetuar um clique na fotografia segmentada, este indica
a cor pela qual pretende que a máscara seja feita, sendo esta exibida com a opção de
aceitar ou rejeitar.
O operador pode interagir aumentando ou diminuindo o número de cores que pre-
tende na quantização, até obter a máscara ideal. Tem ainda a possibilidade de efetuar
várias máscaras para identificar conjuntos de edifícios que tenham sido classificados em
regiões diferentes. Na figura 4.9 é apresentada uma possível máscara.
Figura 4.9: Máscara
4.1.3.1 Quantização em vários modelos de cor
Conforme já foi referido a quantização tira partido do algoritmo de clustering K-Means,
que gera clusters com base na proximidade das cores. Para efetuar o cálculo, da proxi-
midade de dois píxeis, é determinada a distância entre ambos. O espaço de cores RGB
apresenta um conjunto de limitações, relativamente ao cálculo da distância entre cores,
em relação à perceção humana. Como diferentes espaços de cores possuem métricas di-
ferenciadas, optamos por testar um conjunto de espaços de cores que apresentam uma
melhor afinidade com o modo como o olho humano interpreta a informação.
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Para obter resultados mais consistentes, utilizando este algoritmo, foram analisados
os espaços de cor: HSV, HSI, YUV, CIELab e o espaço de cores apresentado no artigo
[CGZ08], que designamos por pBased. O processo de geração destes resultados inclui:
• Leitura da fotografia no modelo original;
• Conversão para o modelo de cor;
• Aplicação do processo de quantização;
• Conversão da fotografia quantizada para o modelo original;
• Análise do resultado obtido.
Na figura 4.10 são apresentados os resultados da aplicação da quantização nos dife-
rentes modelos de cor selecionados para a análise nesta secção. Para facilitar a visualiza-
ção, as cores que se encontram na cobertura dos edifícios, foi alterada para destacar este
conjunto de píxeis.
(a) Quantização em RGB (b) Quantização em HSV (c) Quantização em HSI
(d) Quantização em Lab (e) Quantização em YUV (f) Quantização em pBased
Figura 4.10: Processo de quantização com dez cores, em diferentes modelos de cor
Conforme podemos verificar o processo aplicado ao modelo RGB cria várias regiões
na cobertura dos edifícios, conforme esperado.
Os modelos HSV e HSI que têm o canal hue separado, proporcionam resultados acei-
táveis, sendo o HSV aquele que apresenta melhores resultados, uma vez que o HSI tende
a esbater os limites dos edifícios.
O modelo Lab não gera resultados muitos diferentes do modelo RGB.
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O modelo YUV era o modelo em que, à partida, nos parecia oferecer maiores vanta-
gens, devido à forma como armazena a informação. Contudo acaba por gerar resultados
muito semelhantes aos do modelo RGB.
O modelo pBased, vocacionado para ser independente da intensidade da ilumina-
ção, apresenta resultados melhores que o modelo RGB, mas inferiores aos modelos mais
simples como o HSV e HSI. Para efetuar o processo deste modelo é necessário realizar a
quantização de todos os píxeis no formato de vírgula flutuante.
4.1.4 Mapa de disparidades
A geração de um mapa de disparidades permite determinar a distância que os objetos
possuem em relação ao plano onde a fotografias foram tiradas. Com esta informação
pretendíamos efetuar a separação, dos objetos elevados em relação ao terreno.
O mapa de disparidades de duas fotografias é calculado somente num dos eixos,
sendo normalmente utilizado o eixos das abscissas.
A disparidade de pontos homólogos, é obtida através da distância entre as coordena-
das foto de dois pontos, em duas imagens.
Para obter esse efeito é necessário efetuar a calibração e retificação/normalização das
câmaras, ficando assim as linhas epipolares paralelas. Este processo garante que o píxel
correspondente, na fotografia destino, se encontra na mesma linha do ponto que preten-
demos.
O processo pode ser realizado píxel a píxel ou por bloco. O OpenCV permite a utiliza-
ção de duas classes que efetuam a correlação de blocos. Nos testes realizados utilizamos
a classe StereoSGBM, que aplica o algoritmo apresentado no artigo [HB05] de 2005.
Após ajustar manualmente os parâmetros é possível chegar a um mapa de disparida-
des conforme o apresentado na figura 4.11. Sendo que os píxeis mais claros se encontram
mais próximos da câmara e os mais escuros o inverso.
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Figura 4.11: Mapa de disparidades
Com este processo obtemos uma representação da profundidade relativa à qual as
superfícies se encontram, quanto mais próximo o objeto se encontrar da câmara mais
clara é a sua representação.
Este processo aplicado a fotografias aéreas é limitado pelo efeito do terreno, conforme
se pode verificar na parte inferior da figura 4.11, devido ao terreno ser mais elevado
acabando por esbater a cor da cobertura dos edifícios, com a elevação do terreno.
O resultado do processo não permite a determinação de valores nas zonas que só exis-
tem numa das fotografias, denominadas ocultações. Estas são facilmente identificadas,
por apresentarem zonas completamente brancas ou pretas.
Nesta dissertação, esta técnica não foi utilizada, pois implicava um estudo muito mais
aprofundado da mesma, devido a existirem dificuldades em separar a profundidade dos
edifícios do terreno, quando existem alterações na superfície terrestre.
4.2 Construção de polígonos
Na segunda fase é necessário transformar, de forma a simplificar, as diversas áreas obti-
das. Para realizar esta transformação, detetamos um conjunto de características, que no
final resultam num conjunto de polígonos em coordenadas foto, presentes na fotografia
origem. Cada polígono representa a linha poligonal fechada da cobertura de um edifício.
Para esse efeito efetuamos a deteção das seguintes características:
• Deteção do contorno de cada área da máscara;
• Deteção das arestas de cada contorno;
• Deteção dos vértices resultantes da interseção das arestas;
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• Construção dos polígonos a partir dos vértices.
O esquema da figura 4.12 representa, de forma sucinta, as etapas que são necessárias
realizar nesta fase do trabalho, especificando o segundo bloco apresentado na figura 4.1,
do processo automático.
Figura 4.12: Esquema da deteção de arestas e vértices
4.2.1 Deteção de contornos
A deteção de contornos recorre a uma função disponibilizada pelo OpenCV, que imple-
menta o algoritmo apresentado no artigo [SA85]. Este permite a deteção dos contornos,
de uma imagem binária, fazendo o percurso que delimita toda a área.
A figura 4.13 representa o resultado da aplicação desta função a uma imagem con-
tendo uma máscara 4.13(a) para a produção do respetivo contorno 4.13(b).
(a) Máscara (b) Contornos
Figura 4.13: Resultado da função de deteção de contornos
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Como dados de saída a função disponibiliza um vector, onde cada índice representa
o contorno de uma área. Com a parametrização que utilizamos não é permitido à fun-
ção gerar contornos interiores a outros contornos. Assim, não existe a necessidade de
verificar se o contorno é externo ou interno a um edifício.
Cada contorno é constituído por um vector de objetos Point. A figura7 4.14 representa
o esquema deste tipo de estruturas.
Figura 4.14: Vector de vectores de objetos Point
Esta forma de armazenar a informação, permite aceder aos contornos diretamente
através do índice e, de seguida, iterar os pontos de cada contorno. Se quisermos visuali-
zar o contorno, efetua-se a ligação de todos os seus pontos.
4.2.1.1 Eliminação de áreas
Na etapa anterior são produzidos contornos, que devido a serem de pequenas dimensões,
não existe interesse no seu processamento.
Segundo as normas de aquisição do IGeoE, apresentadas na secção 2.3.1, não são
adquiridos edifícios com menos de 3 m×3 m ou área equivalente. Para as fotografias
aéreas usadas neste trabalho, uma área de 9 m2 corresponde a um total de 36 píxeis, visto
cada pixel corresponder a uma área de 0,52mx0,52m. Na pratica optamos por definir
um threshold menor, de 25 píxeis, para evitar a geração de falsos negativos. Note-se que
este valor poderá ser ajustado pelo utilizador. Efetuando uma comparação entre a figura
4.13(b), com todos os contornos, e a figura 4.15 que só contém contornos superiores ao
valor determinado, verifica-se que foram eliminados doze contornos.
7Adaptado de http://ycpcs.github.io/cs201-summer2014/notes/javaArrays.html
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Figura 4.15: Eliminação de contornos
4.2.2 Deteção de arestas
A deteção de arestas tem por objetivo extrair, da informação disponibilizada pelo con-
torno, as arestas com maior significado na definição de um polígono. A importância
desta etapa deve-se ao facto dos contornos não serem compostos por segmentos de reta,
mas sim por um conjunto de píxeis que criam uma forma irregular. Assim sendo, existe
a necessidade de efetuar uma transformação da representação raster para uma represen-
tação vetorial.
Inicialmente utilizamos o algoritmo probabilístico da transformada de Hough [MGK98]
para detetar um conjunto de segmentos de reta compatíveis com pequenas secções de
cada contorno. A aplicação deste algoritmo produz um elevado volume de segmentos.
Para mitigar este problema, procedemos à eliminação de segmentos iguais, que tenham
sido produzidos, sendo os restantes simplificados numa etapa de fusão.
A figura 4.16 representa os passos necessários para a deteção de arestas. Esta figura
será utilizada para referenciar aspetos importantes na descrição de cada etapa.
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4.2.2.1 Algoritmo de Hough
Para efetuar a deteção de arestas foi utilizado o algoritmo de Hough, com a seguinte
parametrização8:
• O valor da distância ρ foi definido como 1, sendo a distância mínima do píxel;
• O valor do ângulo θ é variável entre os valores 0o e 90o;
• O valor do threshold, foi definido como sendo 10, escolhido através de uma análise
comparativa entre vários valores possíveis;
• O tamanho mínimo da linha foi definido como 6, pois o GSD é 0.52m logo são
necessários seis píxeis para representar uma aresta de ≈3m;
• O tamanho máximo do espaço entre píxeis da mesma linha foi definido como zero,
pois os contornos são fechados.
O incremento da variação do ângulo θ, é parametrizável. Durante os testes apurámos
que o valor de 0.01 é suficiente para detetar os segmentos de reta principais. A dimi-
nuição deste incremento aumenta o tempo de computação e o número de segmentos
repetidos, sendo que o aumento dos restantes segmentos não é significativo. No Anexo
A apresentamos uma breve análise para a determinação deste valor.
Na figura 4.16(b), encontra-se apresentado o resultado da aplicação do algoritmo de
Hough, relativo à imagem apresentada na figura 4.16(a).
4.2.2.2 Fusão de arestas
Na etapa da fusão de arestas agrupamos os segmentos de acordo com a sua inclinação.
Em cada grupo, caso os segmentos se intersetarem é criado um novo segmento que re-
presenta a orientação genérica do grupo. Esta etapa permite a redução do número de
segmentos mantendo a orientação do grupo.
A figura 4.16(b) representa os segmentos de reta gerados pelo algoritmo de Hough,
enquanto a figura 4.16(c) contém os segmentos fundidos. Apesar de visualmente estas
duas imagens serem bastante semelhantes, a primeira foi construida desenhando 73 seg-
mentos enquanto na segunda só foram utilizados 9. Foram necessários menos 88% da
quantidade inicial de segmentos para representar a ”mesma” informação.
Esta fusão é realizada conforme o algoritmo 1, sendo no final da etapa retornado um
vector com os segmentos fundidos.
De referir que este algoritmo não tem a capacidade de fundir segmentos que sejam
paralelos, devido a não existir interseção entre eles.
8Estes podem ser ajustados alterando o seu valor no ficheiro globals.cpp.
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Algorithm 1 Merge all de lines in the array
1: function MERGELINES(linesVec, angle)
2: size← linesV ec.size.
3: for line← 0 to size do
4: l← linesV ec[line]
5: if l.processed 6= true then
6: for lineSearch← 0 to size do
7: if line 6= lineSearch then
8: ls← linesV ec[lineSearch]
9: if ls.processed 6= true then
10: minAngle← ls.angle()− angle
11: maxAngle← ls.angle() + angle
12: if minAngle < l.angle < maxAngle then
13: interLines← intersection(l, ls)











4.2.2.3 Extensão de arestas
Verificámos que os segmentos produzidos, na etapa anterior, não representavam a in-
formação das arestas como pretendíamos, devido a dois fatores. O primeiro deve-se ao
algoritmo de Hough criar vários segmentos numa mesma aresta, conforme se encontra
representado nos dois segmentos da parte superior da figura 4.16(b) Este comportamento
é expectável, pois não permitimos que o algoritmo de Hough gere segmentos que não se-
jam contínuos na imagem raster.
O segundo é devido aos contornos, na zonas dos cantos dos edifícios, possuírem uma
ligeira curvatura. Este efeito não permite que os segmentos gerados terminem no final
da aresta. Para solucionar estes problemas procedemos à extensão de todos os segmentos
sendo estes, de seguida, novamente fundidos, conforme se encontra na figura 4.16(d).
Os segmentos de reta, em cada um dos lados, crescem mediante um parâmetro, pre-
viamente estabelecido, tendo sido utilizado o valor de seis neste caso particular.
4.2.3 Deteção de vértices
Para todos os pares de segmentos gerados na etapa anterior é determinado o ângulo e
o respetivo ponto de interseção, formados pelas retas resultantes da extensão dos seg-
mentos do par. Se o ângulo estiver compreendido entre os parâmetros de maior e menor
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ângulo, aceites para identificar vértices, este é adicionado ao conjunto de vértices. Como
os contornos dos edifícios são processados individualmente, vértices que se encontrem
fora do retângulo criado para o contorno são eliminados. Quando é instanciada a classe
Contour, o construtor gera os limites do retângulo onde o contorno se encontra inserido,
com uma margem parametrizável. Este serve para efetuar a visualização das caracterís-
ticas detetadas e não permite "desenhar"fora deste. Desta forma a extensão de arestas e a
deteção de vértices acaba por ser limitados por esta margem.
Na parte inferior da figura 4.17(a) podemos verificar que são gerados vértices fora da
área do edifício. Efetuamos a eliminação dos mesmos tendo em atenção a distância que
estes possuem para o contorno.
Na parte superior da figura 4.17(a) assistimos ao gerar de diversos vértices para re-
presentar o mesmo canto do edifício. Pois todos os pares de segmentos, geram vértices
dentro do espaço criado para o contorno. Para simplificar esta informação efetuamos
uma fusão de vértices utilizando a média ponderada do grupo de vértices.
(a) Deteção de vértices (b) Junção de vértices
Figura 4.17: Vértices
A média ponderada tem em consideração, se a interseção ocorreu entre dois segmen-
tos de reta, entre um segmento de reta e uma reta ou entre duas retas. Sendo que aquela
que tem mais peso é a interseção entre dois segmentos.
Para definir se um vértice pertence ao grupo, é necessário ter em atenção que este não
pode ter pertencido a outro grupo, não pode ter sido resultado de uma média ponderada
já realizada e tem que ter uma distância mínima para o vértice que está a ser analisado,
sendo esta parametrizável.
O pseudo código do Algoritmo que efetua a fusão dos vértices, é apresentado no
algoritmo 2
No final da aplicação do algoritmo é retornado um vector com a localização média
dos vértices.
4.2.4 Ordenação de vértices
Após as etapas de deteção de arestas e de vértices realizadas, temos um conjunto de
pontos separados por polígono.
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Algorithm 2 Merge all de corners in the array
1: function MERGECORNERS(cornersVec, minDistanceBetweenCorners)
2: size← cornersV ec.size.
3: for corner ← 0 to size do
4: c← cornersV ec[corner]
5: if c.processed 6= true then
6: count← 1
7: tmpC ← c
8: sumWeigth← tmpC.getWeigth
9: tmpC.setCorner(tmpC × tmpC.getWeigth)
10: for cornerSearch← 0 to size do
11: if corner 6= cornerSearch then
12: cs← linesV ec[cornerSearch]
13: if cs.processed 6= true then
14: distance← calcDistance(c, cs)
15: if distance < minDistanceBetweenCorners then
16: sumWeigth← sumWeigth+ cs.getWeigth
17: c.processed← true
18: cs.processed← true
19: count← count+ 1










30: return mergeCornersV ec
31: end function
Os pontos de cada polígono, neste momento ainda não possuem qualquer tipo de or-
denação. Sendo por isso possível, gerar diferentes polígonos, a partir do mesmo conjunto
de pontos9.
Nesta etapa pretendemos encontrar o polígono que melhor representa um edifício.
Assim os vértices têm que possuir uma ordenação que gere uma linha poligonal fechada
para representar o edifício.
A ordenação dos vértices é feita pela ordem do ponto do contorno10, mais próximo
do vértice. Assim, com os vértices ordenados, a representação do polígono é feita pela
ligação consecutiva de pontos.
9Exceto se o numero de pontos for igual a três
10Num contorno todos os pontos possuem uma ordem.
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4.2.5 Deteção de contornos (Convex hull)
O algoritmo de determinação do Convex hull permite simplificar um contorno efetuando
a sua transformação para um contorno convexo.
A biblioteca OpenCV disponibiliza uma função para transformar um contorno con-
vexo. Na figura 4.18 são representadas as diferenças no processamento, mediante cada
etapa, se os dados de entrada forem o contorno (lado esquerdo) ou o Convex hull (lado
direito) do contorno. Em termos de resultado final esta opção gera polígonos diferentes.
(a) Contorno (b) Algoritmo Hough (c) Fusão de arestas
(d) Extensão de arestas (e) Deteção de vértices (f) Junção de vértices
Figura 4.18: Processamento de contornos e Convex hull
De uma forma geral o processo é simplificado, mas os polígonos que não são convexos
perdem a sua forma. Assim este algoritmo não foi utilizado.
4.3 Determinação de coordenadas terreno
O desenvolvimento das duas fases anteriores incidiu sobre a informação de uma foto-
grafia, efetuando todo o processamento a duas dimensões e com coordenadas foto. Em
termos de dados de saída, pretendemos agora passar essa informação para coordenadas
terreno.
Para esta fase é necessário introduzir a informação radiométrica presente na fotogra-
fia destino, do modelo estereoscópico, assim como os parâmetros de orientação externa.
Para determinar os vértices na fotografia de destino correspondentes aos da fotografia
origem, são utilizados processos de determinação de pontos homólogos, evitando desta
forma a necessidade de repetir as etapas realizadas na fotografia de origem para encon-
trar os vértices do polígono, além de que não haveria qualquer garantia de que fossem
encontrados os mesmos vértices.
Na abordagem inicial pretendia-se utilizar métodos baseados na medição de ângu-
los e distâncias para encontrar os pontos homólogos, conforme será explicado na secção
4.3.6, sendo que estes não obtiveram resultados devidamente precisos para a realização
deste trabalho.
65
4. TRABALHO REALIZADO 4.3. Determinação de coordenadas terreno
Devido à não aplicabilidade da abordagem inicial, passamos a utilizar os princípios
da geometria epipolar e de um coeficiente de correlação para determinar os vértices ho-
mólogos.
O esquema da figura 4.19 representa de forma sucinta as etapas que são necessárias
realizar nesta fase do trabalho, especificando o terceiro bloco apresentado na figura 4.1,
do processo automático.
Figura 4.19: Esquema da determinação de coordenadas terreno
4.3.1 Transformações afins
A utilização de transformações afins, no âmbito deste trabalho tem o intuito de determi-
nar vértices homólogos entre duas fotografias. Em geometria a utilização das transfor-
mações afins advém do facto de existir uma função entre espaços afins11, que preserva a
localização de pontos, segmentos de reta planos e o paralelismos entre segmentos. Mas
não implica que seja possível preservar o ângulo entre segmentos de reta e a distância
entre pontos [FPAW14].
Existe ainda a possibilidade de utilizar estas transformações em forma de matriz,
tendo em atenção que para esta utilização é necessário utilizar coordenadas homogéneas.
Desta forma a representação do vetor (x, y) será transformada em (x, y, 1) para permitir a
sua utilização na multiplicação de matrizes, conforme se encontra representado na equa-
ção 4.1. As coordenadas destino (x′i, y
′
i) são obtidas pela multiplicação da matriz afim
com as coordenadas origem (xi, yi, 1).
11Uma estrutura geométrica que generaliza as propriedades afins de um espaço Euclidiano. Este não
possui ponto de origem definido
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Para obter estas transformações, recorremos a uma função, do OpenCv, para efetuar
o calculo desta matriz afim. Para a sua utilização é somente necessário determinar um
conjunto de pontos homólogos entre as duas fotografias, sendo que no mínimo são ne-
cessários três pontos.
Para a seleção dos três pontos recorremos inicialmente aos pontos correlacionados da
aerotriangulação. Estes eram selecionados pela menor distância ao que seria transfor-
mado e o ângulo interno seria superior a 50◦ entre si. A utilização dos pontos seleciona-
dos por este método gera vários problemas, pois nem sempre é possível encontrar três
pontos que formem um triângulo com estas características.
Para simplificar a seleção dos pontos optou-se então por utilizar a triangulação de
Delaunay, conforme vai ser explicado na secção 4.3.1.1. Esta técnica permite efetuar o
pré-processamento de todos os triângulos e em seguida escolher aquele onde o ponto se
encontra inserido, fazendo a verificação se o ponto se encontra no interior do triângulo.
Devido aos pontos da aerotriangulação estarem distanciados uns dos outros, se os
triângulos gerados possuírem terreno acidentado, no seu interior, isso faria com que esta
técnica apresentasse erros elevados.
Para colmatar a necessidade de pontos correlacionados, optou-se por correlacionar
mais pontos para tornar esta técnica mais precisa. Foram então utilizadas as técnicas de
correlação de pontos SIFT e SURF, que foram abordadas na secção 4.3.2.
A introdução de mais pontos permite criar triângulos mais pequenos e com um menor
erros na determinação do ponto homólogo.
Apesar de esta nova técnica diminuir o erro entre os pontos, devido ao facto de estar
a ser aplicada na superfície terrestre, apresenta de uma forma geral sempre um pequeno
erro na localização do ponto.
Na tabela 4.3 é feita uma breve análise ao comportamento desta técnica.
Tabela 4.3: Análise da técnica da transformação afim
Vantagens
Baseada em princípios matemáticos e geométricos
Após a correlação não necessita da informação radiométrica das fotografias
Encontra sempre um ponto
Desvantagens
Modela o terreno como se estivesse definido por um plano
O ponto encontrado pode não ser o correto
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4.3.1.1 Triangulação Delaunay
Conforme já foi referido, a triangulação de Delaunay, foi utilizada para determinar os
três pontos que se localizavam em volta do ponto que era necessário correlacionar.
Esta técnica matemática permite criar um conjunto de triângulos, no plano, em que
os pontos de um triângulo são os únicos dentro de uma circunferência que passa pelos
três, conforme está representado na figura12 4.20
Figura 4.20: Triangulação de Delaunay e respetivas circunferências
A triangulação de Delaunay caracteriza-se por maximizar o menor ângulo de todos
os triângulos gerados, evitando assim a existência de triângulos com ângulos internos
pequenos, [BCKO08, pp. 196-205].
A biblioteca OpenCV disponibiliza uma classe que efetua todo o processamento da
triangulação de Delaunay. Para a sua utilização é apenas necessário criar um objeto e
inserir todos os pontos correlacionados nas duas fotografias. Após estas ações é possível
aceder a um vector, onde cada índice representa um triângulo.
Cada triângulo encontra-se numa estrutura de dados, da biblioteca OpenCV, do tipo
Vec6f. Esta estrutura guarda os valores x e y de cada um dos pontos.
4.3.2 Identificação de pontos homólogos
Para efetuar a identificação de pontos homólogos foram realizados testes com as técnicas
descritas na secção 3.5. Estas permitem determinar os descritores de pontos, considera-
dos distintos, em cada uma das fotografias.
Ambas as técnicas necessitam de classes diferenciadas para o detetor e extrator.
Para utilizar o SIFT é necessário definir os seguintes parâmetros no detetor:
• contrastThreshold: Serve para remover características em regiões de baixo contraste,
quanto maior o valor menos características são produzidas pelo detetor;
• edgeThreshold: Utilizado para remover características das arestas, neste caso quanto
maior o valor menos características são removidas.
12fonte: http://en.wikipedia.org/wiki/Delaunay_triangulation
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Na classe do extrator é necessário definir o parâmetro ampliação, que determina o
tamanho do descritor, fazendo a multiplicação da escala por este parâmetro.
Na utilização do SIFT foi utilizado o valor de 0.05 no parâmetro de contrastThreshold
e 5.0 no edgeThreshold para o detetor e 1.0 no parâmetro de ampliação do extrator. Estes
valores foram determinados através de testes onde foram apurados aqueles que melhor
se adaptavam às fotografias disponibilizadas. De salientar que o valor do parâmetro de
ampliação não implicou a alteração do número de pontos detetados e que o valor aqui
apresentado é meramente exemplificativo13.
Após verificarmos que as duas técnicas eram válidas, optamos por utilizar os pontos
detetados por ambas, aumentando assim o número de pontos disponíveis. Um exemplo
dos Keypoints identificados foi apresentado na figura 3.14.
4.3.2.1 Correlação de pontos
Após termos um conjunto de pontos identificados em cada uma das fotografias, é ne-
cessário correlacionar os descritores, e identificar os pontos homólogos das fotografias.
Utilizamos o Fast Library for Approximate Nearest Neighbors (FLANN), apresentado no ar-
tigo [ML09], e que já referimos na secção 3.6.
Em termos de implementação, a classe FLANN necessita somente, como parâme-
tros, dos descritores de ambas as fotografias. Os descritores da fotografia origem são
utilizados para construir as estruturas de dados e denomina-se conjunto de treino. Os
descritores da fotografia destino são utilizados para efetuar as consultas.
Como dados de saída esta classe disponibiliza um vector de objetos DMatch. Esta
encapsula a informação:
• Distância entre descritores, do vizinho mais próximo;
• Índice da imagem de treino. Não é aplicável neste caso porque só utilizamos uma
imagem para treino;
• Índice do descritor do conjunto de treino;
• Índice do descritor do conjunto de consulta.
Neste vector de resultados todos os pontos possuem um vizinho mais próximo. Este
facto, isoladamente, não indica que estes sejam pontos homólogos, pois os descritores po-
dem distar bastante uns dos outros. Na figura 4.21 é apresentado o resultado da deteção
de pontos SIFT com a correlação FLANN. Como se pode verificar todos os descritores
na fotografia de origem tem um vizinho mais próximo na fotografia de destino, mas só
estamos interessados naqueles que são homólogos.
Para encontrar os pontos homólogos, foi utilizada a técnica apresentada no tutorial
da página oficial do OpenCV14. Esta consiste em determinar o menor valor de todos
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Figura 4.21: Correlação de pontos com a técnica FLANN
os vizinhos e em seguida só são considerados pontos homólogos, aqueles que têm um
vizinho a duas vezes a distância mínima15.
Na figura 4.22 encontram-se os pontos homólogos encontrados através do FLANN e
pela técnica descrita anteriormente. Na figura 4.22(a) foi utilizada a deteção de caracterís-
ticas SIFT. Comparando este resultado com o da figura 4.21, a diferença entre estes dados
de saída encontra-se na eliminação dos pontos que não são homólogos. Na figura 4.22(b)
é apresentado o mesmo processo com a utilização do detetor de pontos característicos
SURF.
(a) SIFT e Pontos homólogos (b) SURF e Pontos homólogos
Figura 4.22: Pontos homólogos
15O método apresentado pelo autores do artigo, implica o calculo do rácio da distância em o vizinho mais
próximo e o segundo mais próximo.
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4.3.3 Coeficiente de correlação
Com a utilização das transformações afim, encontramos os vértices homólogos, sem ter
em atenção a informação radiométrica disponibilizada pela cor do píxel.
A utilização do coeficiente de correlação permite verificar a semelhança da informa-
ção tendo por base os seus dados. Para que seja utilizado é necessário estabelecer duas
matrizes, a matriz padrão, centrada no píxel que queremos encontrar na fotografia de
origem, e a matriz busca que é centrada no píxel que queremos avaliar na fotografia des-
tino.
Existem diversas fórmulas para efetuar o cálculo deste coeficiente. Nesta disserta-
ção utilizamos o processo do coeficiente de correlação de Pearson ou produto-momento,
conforme apresentado na equação 4.2.
r =
∑n




, −1 ≤ r ≤ 1
p−matriz padrão
b−matriz busca
p̄ ou b̄valor médio de cada uma das matrizes
(4.2)
O valor de r encontra-se compreendido entre -1 e 1 sendo que:
• r=-1 : A correlação negativa, as duas matrizes variam em sentidos opostos;
• r= 0 : Não existe correlação;
• r= 1 : A correlação é perfeita entre as duas matrizes;
Para este caso concreto estamos interessados nos valores compreendidos, entre 0 e 1,
intervalo no qual as semelhanças, da informação radiométrica, das matrizes tendem a
aumentar ou diminuir simultaneamente, na tabela 4.4 encontra-se apresentado uma clas-
sificação proposta em [San07].
Tabela 4.4: Classificação da correlação
Coeficiente de correlação Correlação
r=1 Perfeita Positiva
0.8 ≤ r < 1 Forte Positiva
0.5 ≤ r < 0.8 Moderada Positiva
0.1 ≤ r < 0.5 Fraca Positiva
0 ≤ r < 0.1 Ínfima Positiva
0 Nula
O tamanho da matriz a utilizar, é parametrizável, e foi alvo de teste para determinar,
aquele que melhor resultado apresentava, tendo em atenção que conforme maior for a
matriz, maior será o tempo de processamento.
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Devido à cor das fotografias estar decomposta em três canais, este coeficiente é deter-
minado sobre os valores de cinzento. Existe a possibilidade de aplicar, o coeficiente, em
cada um dos canais separadamente, mas esta técnica não foi utilizada neste trabalho.
Em termos da seleção dos pontos na fotografia de destino, aos quais deve ser deter-
minado o coeficiente de correlação, recorreu-se os princípios de geometria epipolar, mais
concretamente a restrição epipolar[Cyg07, pp.31-36]. Conforme se pode verificar na fi-
gura 4.2316, sabendo a translação e rotação, relativa das duas câmaras, e a localização
do ponto XL, a posição do ponto XR, encontra-se na linha definida por eR − XR. As-
sim é possível verificar os pontos da linha e encontrar o ponto especifico XR através do
coeficiente de correlação. Esta linha denomina-se linha epipolar.
Figura 4.23: Restrição epipolar
Para determinar a linha epipolar é utilizada a matriz fundamental. Esta é uma repre-
sentação algébrica da geometria epipolar, que permite o mapeamento entre um ponto e
a sua respetiva linha epipolar [HZ03].
Para obter a matriz fundamental, que relaciona as fotografias que são utilizadas nesta
dissertação, recorremos ao OpenCV. Este permite o cálculo da matriz, fornecendo como
dados de entrada um conjunto de pontos homólogos, pelas técnicas SIFT e SURF, e o
método de cálculo. Para este trabalho optamos por utilizar o método RANdom SAmple
Consensus que necessita no mínimo de oito pontos. Este método foi selecionado devido a
ter sido concebido para a área cientifica da produção cartográfica, tendo sido apresentado
no artigo [FB81]. Como dados de saída, é produzida uma matriz 3×3, que conjuntamente
com o valor do ponto, servem de dados de entrada para calcular o vector da linha epipo-
lar.
O vector é transformado num segmento de reta, e em seguida criado um iterador de
linha, para percorrer todos os pontos. Para cada píxel da linha é calculado o coeficiente
de correlação, sendo o maior valor encontrado considerado o ponto homólogo.
A utilização desta técnica demonstrou ser bastante fiável, determinando quase sem-
pre o píxel que pretendia-mos.
16fonte: http://en.wikipedia.org/wiki/Epipolar_geometry
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O coeficiente de correlação pode ainda ser aplicado em fotografias retificadas/nor-
malizadas, utilizando o processo que se encontra descrito na secção 4.3.6.3. Desta forma
não é necessário determinar a linha epipolar, podendo a pesquisa ser realizada na linha
horizontal da fotografia de destino. Neste caso como as imagens foram transformadas é
necessário efetuar uma conversão do ponto para o novo sistema, fazer a pesquisa com o
processo do coeficiente de correlação, e para finalizar, converter de volta o ponto encon-
trado para o sistema original da fotografia.
Este processo não foi realizado, pois era necessário efetuar o processamento adicional
de retificação/normalização, que acarreta bastantes custos.
4.3.4 Conjugação de dois métodos
Depois de avaliarmos vários métodos para determinar pontos homólogos, houve neces-
sidade de escolher aquele que mais se apropriava ao objetivo que pretendemos alcançar.




• Coeficiente de correlação;
– Retificação/normalização de fotografias17;
– Geometria epipolar;
Foram testados vários processos para efetuar a correlação de vértices, tendo sido os
mais significativos os seguintes:
• O processo de transformações afins, que apresenta um erro sistemático na localiza-
ção do vértice, mesmo que pequeno, garante que o ponto se encontra compreendido
dentro de um triângulo;
• O processo do coeficiente de correlação que possui uma elevada taxa de êxito na
localização do vértice, mas caracteriza-se por possuir um custo computacional ele-
vado pois tem de analisar uma elevada quantidade de píxeis.
Com a combinação de ambos, podemos complementar as suas propriedades. Utiliza-
mos as transformações afins para diminuir a área de pesquisa e o coeficiente de correlação
para encontrar o vértice.
Foram efetuadas diversas aproximações para aferir qual seria a mais apropriada para
este método.
Inicialmente, foi utilizado o coeficiente de correlação para fazer a pesquisa dentro do
triângulo, conforme o exemplo da figura 4.24(a). Neste caso o triângulo pode conter um
17 Apresentado na secção 4.3.6
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conjunto elevado de píxeis e não utiliza toda a informação disponibilizada pela transfor-
mação afim e restrição epipolar.
(a) Pesquisa no interior do tri-
ângulo
(b) Pesquisa na linha epipolar (c) Pesquisa na região calculada
Figura 4.24: Região de pesquisa
Com o intuito de diminuir a área de pesquisa, a aproximação seguinte foi utilizar o
segmento da linha epipolar que se encontra dentro do triângulo, conforme o exemplo da
figura 4.24(b). O número de píxeis diminui significativamente mas continua a não utilizar
toda a informação da transformação afim. Outro dos fatores para eliminar esta aproxi-
mação deve-se à possibilidade dos pontos homólogos utilizados não terem qualidade,
fazendo com que a linha epipolar possa passar ligeiramente ao lado do ponto18.
A aproximação final foi a de aproveitar a informação total dos dois métodos. Inici-
almente é determinado o ponto (x,y) da linha mais próximo do ponto (a,b) da transfor-
mação afim, conforme apresentado na figura19 4.25(a), e ao redor deste novo ponto (x,y)
criar-se uma área de pesquisa, figura 4.25(b).
(a) Ponto na linha epi-
polares
(b) Área de pesquisa
Figura 4.25: Ponto da linha mais próximo a outro ponto
A área é calculada tendo em consideração a multiplicação da distância (a, b), (x, y),
por um valor constante, que nos garanta uma taxa de êxito, mesmo se a linha epipolar
esteja desviada . No caso desta distância ser zero, a distância considerada, para o efeito
do cálculo da área, é de um, obrigando desta forma a existir sempre pesquisa.
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Existe ainda espaço para melhoramentos neste método, pois este acaba por dar mais
importância ao método da linha epipolar do que ao da transformação. Existem várias
hipóteses, que poderão ser testadas, para possíveis melhoramentos:
• Balancear a área de pesquisa para um dos lados da linha;
• Aumentar ou diminuir a área de pesquisa mediante a forma e área do próprio tri-
ângulo;
• Utilizar um circulo como área de pesquisa, em vez do quadrado.
4.3.5 Equações de colinearidade
Após terem sido realizadas as etapas da localização dos vértices homólogos, obtemos a
localização do ponto na fotografia de origem e na fotografia de destino. Estas são coor-
denadas foto, bidimensionais, sendo necessário transformá-las em coordenadas terreno,
tridimensionais.
Conforme já foi referido, na secção 2.4, vamos utilizar as equações de colinearidade.
Para este efeito, foi implementada uma classe para encapsular todo o cálculo das equa-
ções e executar o processo do método dos mínimos quadrados.
Em termos de parâmetros de orientação interna, existe um construtor que carrega
estes valores para o conjunto de fotografias do bloco que nos foi cedido e utilizado nesta
dissertação, ou então existe a possibilidade de utilizar um construtor onde são definidos
todos estes parâmetros.
As orientações externas, da cada fotografia, têm que ser inseridas através de um mé-
todo próprio, com os parâmetros Ω, φ, κ e coordenada 3D do centro de projeção da foto-
grafia.
Para iniciar o cálculo é necessário utilizar o método compute, com os valores dos pon-
tos homólogos de cada fotografia, em milímetros, e a precisão pretendida no método dos
mínimos quadrados. Em retorno o método devolve uma coordenada terreno.
A mesma classe pode calcular o número de pontos que for necessário, fazendo várias
iterações com o método compute.
Para fazer a importação da informação gerada do método pelo ArcGIS, são criados
dois ficheiros. Um no formato de texto e outro no formato KMZ, ambos com a informa-
ção estruturada em polígonos. Através da ligação existente entre o ArcGIS e a aplicação
de restituição Summit Evolution, os polígonos gerados são visualizados a 3D. Na figura
4.26(b), está representada a projeção gerada pela aplicação Summit Evolution, relativa-
mente ao edifício que se encontra na figura 4.26(a).
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(a) Polígono identificado na fotografia (b) Projeção 3D do polígono
Figura 4.26: Representação do polígono a 2D e 3D
4.3.6 Outros processos
Nesta secção será abordado um conjunto de técnicas que foram testadas, no decorrer
desta dissertação, cujos resultados obtidos não foram os desejados. Alguns devido a não
serem direcionados para este objetivo e outras devido à sua complexidade.
4.3.6.1 Interseção direta
A interseção direta é um processo topográfico, que através de dois pontos conhecidos
calcula a localização de um terceiro ponto.
Na fotografia de origem são selecionados dois pontos e medidos os ângulos para o
ponto P , que pretendemos determinar na fotografia de destino. De seguida é calculado
o azimute para o ponto P , conforme se encontra na figura 4.3.
Figura 4.27: Interseção direta
Através da equação 4.3 é possível determinar a localização do ponto P .
XP = XA +AP sinαAP
YP = YA +AP cosαAP
(4.3)
Este método foi implementado, mas possui dois problemas que o inviabilizam. O
primeiro prende-se com o facto de não ser possível determinar um referencial comum
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para medir o azimute, pois as fotografias possuem translações diferentes. O segundo é
devido à não preservação dos ângulos entre fotografias.
Este método acabou por ser abandonado.
4.3.6.2 Ceviana
Uma Ceviana é um segmento de reta, num triângulo, que passa num vértice e interseta o
lado oposto. O teorema de Ceva20 implica que a interseção das três cevianas concorren-
tes, determinam um único ponto, denominado ponto Ceviano[EWa], podemos visualizar
uma representação destes segmentos de reta e os respetivos pontos no triângulo na figura
4.28.
Figura 4.28: Cevianas
A aproximação implementada para detetar os pontos homólogos, necessita de seleci-
onar o triângulo onde o ponto está inserido, na fotografia de origem. De seguida passa-se
as cevianas por esse ponto. Ao fazermos a interseção entre o segmento de reta da ceviana
e o lado oposto, determinamos os pontos apresentados na figura 4.28, A′, B′ C ′. Com
estes pontos são calculadas as distâncias dos dois segmentos de reta resultantes, em cada
lado do triângulo, eg: AC e B′C.
Na fotografia de destino, seleciona-se o mesmo triângulo e calcula-se a distância do
segmento AC, no triângulo de destino.
Fazendo a relação entre as duas distâncias do segmento AC, nos dois triângulos, e
a distância B′C no triângulo de origem, determina-se o valor de B′C, no triângulo de
destino e a respetiva localização do ponto B′. Este processo é repetido para cada um dos
lados do triângulo.
Basicamente estamos a reconstruir as cevianas, traçadas no triângulo de origem, no
triângulo de destino, fazendo a interseção das três cevianas, determinamos o ponto ho-
mólogo. Se os segmentos não se intersetarem no mesmo ponto, é determinado um triân-
gulo e o seu centro é considerado o ponto homólogo.
Este método utiliza somente distâncias e a relação entre elas, não fazendo recurso ao
cálculo de ângulos, devido a estes não se manterem entre fotografias.
20Provado em 1678 por Giovanni Ceva
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Apesar de ter sido feita a implementação, o método apresentou erros na localização
do ponto homólogo, sobretudo no interior de triângulos onde o terreno era mais aciden-
tado e acabou por ser abandonado antes da fase de testes.
4.3.6.3 Retificação/normalização das fotografias
A retificação/normalização das fotografias, de um modelo estereoscópico, visa uma série
de transformações, em ambas as fotografias, de forma a que os pontos homólogos se
localizem sobre a mesma paralela a um dos eixos.
Quando as fotografias aéreas são tiradas, a câmara não se mantém sobre o mesmo
eixo, as transformações inerentes à retificação/normalização permitem que sejam calcu-
lado um novo par de fotografias, alinhadas sobre o mesmo eixo.
A figura 4.29, apresenta em forma de diagrama, as tarefas necessárias para realizar a
retificação das fotografias do modelo estereoscópico. A verde encontram-se as funções
que o OpenCV disponibiliza, com os respetivos dados de entrada e saída. A azul as ma-
trizes e a laranja os vectores que são necessários determinar. A Branco são representados
os ficheiros.
Para efetuar este processo é inicialmente necessário efetuar a calibração das duas câ-
maras. O OpenCV possui uma função para fazer este cálculo, que necessita como dados
de entrada:
• Pontos homólogos21 origem: vector com a localização dos pontos homólogos na
fotografia de origem;
• Pontos homólogos21 destino: vector com a localização dos pontos homólogos na
fotografia de destino;
• Coordenadas terreno: vector com as coordenadas terreno dos pontos homólogos
das fotografias;
• Matriz da câmara origem: matriz com os parâmetros internos da câmara utilizada
para tirar a fotografia origem;
• Matriz da câmara destino: matriz com os parâmetros internos da câmara utilizada
para tirar a fotografia destino22;
• Distorção da câmara origem: vector com os valores de distorção da câmara ori-
gem23;
• Distorção da câmara destino: vector com os valores de distorção da câmara des-
tino2223;
21Identificados no ISAT.
22Neste caso a câmara é a mesma e estes valores são os mesmos da câmara origem.
23 Os vectores de distorção podem ser ajustados na calibração, e utilizados a partir deste momento.
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Figura 4.29: Diagrama da retificação/normalização fotográfica
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Esta função está adaptada para ser utilizada na captação de fotografias, com duas
câmaras, lado a lado, normalmente utilizadas em projetos de investigação e recentemente
introduzidas na industria automóvel.
Normalmente esta calibração é feita com o recurso a um padrão xadrez, onde são
identificados os pontos homólogos, entre as duas fotografias, e as coordenadas terreno,
encontram-se num plano, perfeitamente definidas24.
No caso das fotografias utilizadas nesta dissertação, as câmaras já se encontram cali-
bradas e as distorções eliminadas. A calibração é executada para ter acesso às matrizes
produzidas por este processo, permitindo assim utilizar a função de retificação/norma-
lização disponível no OpenCV.
No caso concreto deste trabalho houve a necessidade de recorrer aos pontos prove-
nientes da aerotriangulação, para termos acesso às coordenadas terreno. Esta restrição
faz com que todo o processo só possa ser executado nas fotografias completas. Devido a
estas terem um elevado tamanho, este processo é demorado.
O processo de calibração retorna como dados de saída um conjunto de matrizes:
• R: matriz de rotação entre o sistema de coordenadas entre a fotografia origem e
fotografia destino;
• T: vector de translação entre o sistema de coordenadas das câmaras;
• E: matriz essencial;
• F: matriz fundamental.
A retificação/normalização utiliza as matrizes T e R, da calibração, e as matrizes das
câmaras e distorção, como dados de entrada, para produzir uma matriz de retificação/-
normalização e projeção para cada fotografia.
Para além dos pares de matrizes, esta função produz uma matriz para efetuar o ma-
peamento de disparidades com a profundidade.
Com o respetivo conjunto de matrizes, e as matrizes das câmaras e distorção, são
calculadas as transformações geométricas de cada fotografia. Esta função vai calcular
as transformações que são necessárias, para eliminar a distorção e retificar/normalizar a
fotografia.
De seguida é necessário efetuar um mapa de transformação para cada fotografia e o
respetivo mapeamento dos píxeis das fotografias originais, nas novas fotografias retifica-
das/normalizadas e sem distorção.
A retificação/normalização das fotografias facilita a pesquisa de pontos homólogos,
pois neste momento estes encontram-se alinhados com um dos eixos, no entanto surge
o problema da nova localização dos píxeis. Para o solucionar é necessário recorrer a
transformações entre a localização do píxel na fotografia origem para a fotografia origem
retificada, efetuar a pesquisa na fotografia destino retificada, e efetuar a transformação
inversa, para obter o píxel homólogo na fotografia de destino.




Neste capítulo efetuamos a avaliação dos resultados obtidos com a implementação do
método apresentado nesta dissertação, que foi abordado no capítulo 4.
Inicialmente é efetuada uma descrição do tipo de zonas selecionadas, onde é aplicado
o método que propomos, descrevendo as características principais de cada uma delas.
Estas visam representar os as zonas mais comuns encontradas no território nacional.
Em termos de resultados quantitativos, pretendemos avaliar a identificação de edi-
fícios, sobre dois critérios, com o primeiro pretendemos avaliar o número de edifícios
identificados. No segundo avaliamos as áreas identificadas dos edifícios. Em seguida
avaliamos a extração em termos da qualidade apresentada pelos resultados.
A avaliação qualitativa pretende avaliar os resultados obtidos em termos de aceita-
ção, segundos as normas estabelecidas, tendo em atenção a necessidade de efetuar uma
avaliação em termos da qualidade dos polígonos gerados em 2D e 3D.
Os resultados são avaliados em relação a um conjunto de edifícios previamente resti-
tuídos por um operador, na aplicação Summit Evolution, e que consideramos como sendo
os corretos para a elaboração da avaliação do método que apresentamos.
5.1 Áreas avaliadas
As fotografia aéreas que foram fornecidas para a elaboração desta tese, são propriedade
da DGT tendo sido obtidas em 2012 na zona de Braga. Estas fotografias foram tiradas
com a câmara UltraCam Eagle, cujas características podem ser consultadas na tabela 2.1.
Cada fotografia tem uma dimensão de 13080×20010 píxeis, representando aproximada-
mente uma área de 6800 × 10400 m2 e ocupando 750 Mb cada. Para a implementação do
protótipo, são utilizados segmentos destas fotografias, que se caracterizam por conterem
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edifícios diferenciados entre zonas. Desta forma retiramos de cada fotografia original
1% de cada tipo de zona. Assim ficamos com uma fotografia com 1308 ×2001 píxeis,
analisando uma área aproximada de 680 ×1040 m2.
Cada fotografia avaliada, é identificada pela palavra set e uma letra, seguida de dois
algarismos para identificar o tipo de zona e três algarismos para identificar a fotografia
original de onde foi retirado o segmento1. Enquanto que a letra e a identificação da zona
servem somente para organização, os três algarismos da fotografia original, permitem
selecionar os parâmetros de orientação externa que serão utilizados, de forma a aplicar
nas equações de colinearidade. Assim a fotografia seta01534.tif é o primeiro extrato que
representa a zona residencial, esta foi retirada da fotografia original que termina em 534.
No caso de haver a necessidade de selecionar outra zona residencial da fotografia 534 a
letra é incrementada ficando a fotografia com a designação setb01534.tif.
Foram selecionados quatro zonas que representam, zonas residenciais(01), zonas ur-
banas(02), zonas históricas(03) e zonas rurais(04). Para estas foram restituídos todos os
edifícios por um operador de fotogrametria, sendo estes utilizados para efetuar compa-
rações com os resultados deste método. As áreas restituídas são identificadas pela abre-
viatura set, pela letra de identificação e os algarismos da identificação da zona. Na tabela
5.1 apresenta-se o número e a área em m2 dos edifícios de cada zona. Este valores serão
representados nos gráficos por uma linha horizontal a preto.
Tabela 5.1: Número de píxeis em cada máscara
seta01 seta02 seta03 seta04
Número de edifícios 210 101 69 72
Área dos edifícios 38776 96425 191824 11695
Através da tabela 5.1, podemos verificar que a fotografia seta03, que corresponde à
zona histórica, apesar de ser aquela que apresenta o menor número de edifícios restituí-
dos, possui a maior área restituída. Este facto deve-se às normas de aquisição [IGe08],
pois determinam que edifícios que se encontrem juntos são restituídos no mesmo polí-
gono. Estas características também se encontram presentes na fotografia do tipo de zona
urbana seta02.
5.1.1 Zona residencial
Nesta zona pretendemos identificar edifícios caracterizados por possuírem um ou dois
pisos, estando estes separados uns dos outros e com contraste entre a cobertura e o ter-
reno.
A fotografia utilizada desta zona é apresentada na figura 5.1(a).
1Os três algarismos são únicos para cada fotografia
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(a) Ficheiro seta01534.tif (b) Ficheiro seta02534.tif
(c) Ficheiro seta03536.tif (d) Ficheiro seta04585.tif
Figura 5.1: Imagens das zonas avaliadas
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5.1.2 Zona urbana
Nesta zona pretendemos identificar edifícios caracterizados por possuírem mais que dois
pisos, constituindo construções em altura, separados ou juntos uns dos outros e com
baixo contraste entre a cobertura e o terreno.
A fotografia utilizada desta zona é apresentada na figura 5.1(b).
5.1.3 Zona histórica
Nesta zona pretendemos identificar edifícios caracterizados por serem baixos, com liga-
ção entre eles, feita de forma irregular e apresentando bom contraste entre edifícios e o
terreno. Com uma separação entre os enfiamentos dos edifícios reduzida.
A fotografia utilizada desta zona é apresentada na figura 5.1(c).
5.1.4 Zona rural
Nesta zona pretendemos identificar edifícios caracterizados por serem baixos, sem liga-
ção e com contraste entre edifícios e o terreno.
A fotografia utilizada desta zona é apresentada na figura 5.1(d).
5.2 Taxa de identificação
Nesta secção pretendemos analisar a taxa de identificação, que o método possui na iden-
tificação de edifícios, apresentando para este efeito duas abordagens diferenciadas. Na
primeira iremos apresentar o número de edifícios que é possível identificar, não tendo em
atenção a forma ou a quantidade do edifício que é identificado. Na segunda pretendemos
identificar a área que é possível identificar, neste caso já será tomado em consideração a
quantidade do edifício foi identificada.
De forma a verificar qual o melhor espaço de cores, para utilizar neste método, a
análise da taxa de identificação é realizada sobre os seis espaços de cores referidos na
secção 4.1.3.1. No entanto para o espaço HSV utilizamos duas máscaras, a primeira com
o mínimo de cores onde os edifícios estejam separados dos restantes objetos e a segunda
com o máximo de cores que é possível utilizar mas os edifícios não devem ficar em dois
clusters diferentes, ou seja telhados com duas cores.
Recorremos desta forma à aplicação Quantum Geographic Information System (QGIS)
para efetuar a avaliação destes valores. Esta é uma ferramenta open source que permite a
visualização, edição e análise de informação geoespacial.
Os polígonos que representam edifícios são classificados em 3 classes, positivos, falsos
positivos e falsos negativos.
São considerados como positivos todos os polígonos gerados, que intersetem os reais.
Para obter esta informação foi utilizada o comando QGIS apresentado na equação 5.1,
para determinar este valor.
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Positivos = Clip(polígonos gerados,polígonos reais) (5.1)
São considerados como falsos positivos todos os polígonos que façam parte do con-
junto de polígonos gerados mas não intersetem nenhum polígono do conjunto do reais.
Foi utilizada a equação 5.2 para determinar o valor dos falsos positivos. Este são os
polígonos que são gerados pelo método que não existem na realidade, podem ser consi-
derados como aqueles onde o método se ”enganou”.
Falsospositivos = Polígonos gerados− Positivos (5.2)
Os falsos negativos são todos os polígonos que façam parte do conjunto de polígonos
reais que não intersetam nenhum polígono do conjunto dos gerados, estes são calculados
com base na equação 5.3, podendo ser considerados como aqueles que o método ”não
encontrou”
Falsosnegativos = Polígonos reais− Positivos (5.3)
Conforme já foi referido, na análise do número de identificações pretendemos saber
quantos polígonos foram gerados pelo método, que correspondem a edifícios reais. Para
esta análise não temos em consideração o tamanho ou forma do polígono. No entanto
cada polígono só pode identificar um edifício. Se existir um polígono que seja suficien-
temente grande para agrupar dentro de sí dois edifícios, somente é contabilizada uma
identificação.
A análise da área identificada tem em consideração se o polígono gerado tem uma
maior ou menor capacidade de recolher toda a informação do edifício.
Efetuamos a análise de cada zona em separado, colocando nas figuras apresentadas
na secção seguinte, do lado esquerdo encontra-se a classificação da identificação do nú-
mero de edifícios, enquanto do lado direito está a classificação da área identificada em
m2.
5.2.1 Zona residencial
Analisando os resultados apresentados na figura 5.2 podemos verificar que a alteração
do espaço de cores não produz alterações substanciais em relação ao número de edifícios,
mas em termos de área, diferentes espaços de cores produzem alterações.
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Positivos Falsos + Falsos -
(b) Área dos edifícios identificados na fotografia
seta01534.tif
Figura 5.2: Taxa de identificação na fotografia seta01534.tif
Em ambos os casos, a predominância é para os falsos negativos, conforme se apre-
senta na figura 5.3, a segmentação somente identifica os edifícios que se encontram sali-
entadas a vermelho, na figura 5.3(b). Todos os restantes edifícios são considerados falsos
negativos.
(a) Parte da fotografia seta01534 (b) Resultado da etapa de quanti-
zação
Figura 5.3: Extrato e respetiva quantização da fotografia seta01534
Em termos de polígonos classificados como falsos positivos, o seu número e área
acaba por ser reduzida em relação aos que são corretamente identificados. No entanto é
importante salientar o reduzido número de falsos positivos apresentado pelo Lab 9 que
não se verifica em termos de área. Apesar do Lab 9 ter zero falsos positivos em termos de
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número, a área dos falsos positivos não é zero. Isto acontece porque usando este espaço
de cores, o método constrói polígonos maiores que as coberturas dos edifícios, sendo
estas áreas contabilizadas para falsos positivos. Este pode ser um indício para que se-
jam utilizados espaços de cores para detetar o edifício e outros para delimitar a área do
edifício.
Em termos gerais consideramos que o espaço de cores que melhor efetua a identifi-
cação dos edifícios na zona residencial é o HSV com o mínimo de cores possíveis para
efetuar a segmentação dos edifícios. Esta seleção surge da combinação dos valores do
maior número de positivos com o menor número de falsos positivos.
5.2.2 Zona urbana
Analisando os resultados apresentados podemos verificar na figura 5.4, que a alteração
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(b) Área dos edifícios identificados na fotografia
seta02534.tif
Figura 5.4: Taxa de identificação na fotografia seta02534.tif
Em termos do número de identificações positivas, podemos verificar que existe um
valor significativo de polígonos que identificam edifícios. No entanto quando passamos a
analisar as áreas, este valores indicam que a áreas positivas encontra-se muito próximas
das áreas onde o método se ”enganou”. Em termos de restituição, os edifícios que se
encontram juntos são restituídos no mesmo polígono. Nesta zona acontece que alguns
edifícios são identificados por vários polígonos.
Na figura 5.5(b), encontra-se salientado a vermelho os edifícios selecionados, na fase
de segmentação. Em termos de resultados podemos ver na figura 5.5(c), em azul os edifí-
cios que foram restituídos e a vermelho os polígonos que foram gerados. Aqui podemos
verificar que os edifício foram restituídos no mesmo polígono são identificados por um
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ou mais dos polígonos gerados.
Na zona urbana as cobertura dos edifícios passam a possuir cores mais diversificadas.
Na figura 5.5(a), podemos verificar a existência de coberturas cor de laranja e cinzentas.
No processo de quantização. Os edifícios com coberturas cinzentas, ficam no mesmo
cluster das vias, devido à semelhança da sua cor. Se o operador selecionar, para a elabo-
ração da máscara, esta cor, as vias são classificadas como sendo edifícios criando falsos
positivos.
(a) Extrato da fotografia seta02534 (b) Resultado da etapa de quanti-
zação
(c) Resultado da etapa de quan-
tização
Figura 5.5: Extrato e respetiva quantização da fotografia seta02534
Com a incapacidade de efetuar a separação dos objetos, a aplicação deste método
não permite a extração da informação disponibilizada nas fotografias fornecidas. É neste
fator que reside a grande diferença entre o número de edifícios não encontrados e a área.
5.2.3 Zona histórica
Ao analisar a figura 5.6, podemos verificar que os espaços de cores apresentam diferenças
substancias entre si, em termos de número e área. Na zona selecionada, devido às cober-
turas terem cores muito semelhantes e estas encontrarem-se juntas umas das outras, são
criados polígonos que englobam vários edifícios, fazendo com que estes sejam de grande
dimensão. Nos espaços destes polígonos são ainda criados um elevado número de pe-
quenos polígonos, que grande parte das vezes identificam novamente o mesmo edifício.
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(b) Área dos edifícios identificados na fotografia
seta03536.tif
Figura 5.6: Taxa de identificação na fotografia seta03536.tif
Se analisarmos a classificação de falsos positivos, no espaço de cores Lab 3 e PBased 3,
verificamos que estes são relativamente baixos em relação aos outros. No entanto, estes
espaços de cor em termos de área identificada apresentam os valores mais elevados.
Os polígonos são gerados a partir da segmentação da fotografia, se esta não tiver
capacidade para separar os edifícios dos restantes objetos, o método vai apresentar erros.
Na figura 5.7(b), podemos verificar que existe uma rua que atravessa a figura na diagonal,
esta devido a ser estreita, faz com que existam píxeis que unam as duas áreas. Nesta
podemos também verificar que as pequenas áreas que se encontram do lado direito e
em cima, na mesma figura, criam pequenos polígonos que identificam, em termos de
número, este edifício várias vezes.
O efeito encontrado na zona histórica é inverso ao da zona urbana. Aqui temos pre-
sente um elevado número de coberturas de edifícios cor de laranja, que fazem com que
existam vários clusters diferentes com tonalidades semelhantes. Cores menos represen-
tativas com uma piscina, uma viatura ou uma área do solo, ficam no mesmo cluster das
coberturas dos edifícios, se estas não forem excluídas pelo seu tamanho geram falsos
positivos.
Com a análise dos resultados da figura 5.6, que apresentam valores elevados no nú-
mero de identificações e na área identificada e a apresentação da figura 5.7, que possui
um conjunto de áreas muito irregulares, consideramos que este método não possibilita a
aquisição de informação com qualidade no conjunto de fotografias disponibilizadas.
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(a) Extrato da fotografia seta03536 (b) Resultado da etapa de quanti-
zação
Figura 5.7: Extrato e respetiva quantização da fotografia seta03536
5.2.4 Zona rural
Em termos de espaços de cores, aquele que melhores resultados proporciona é o L(ab) 7,
os restantes apresentam valores de falsos positivos elevados em termos de número e área
identificada. Como este tipo de zona possui um baixo número de edifícios e de pequenas
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(b) Área dos edifícios identificados na fotografia
seta04585.tif
Figura 5.8: Taxa de identificação na fotografia seta04585.tif
A área dos polígonos classificados como positivos, têm uma pouca expressão em
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qualquer dos espaços de cor utilizados, sendo o valor de falsos positivos, em compa-
ração, elevada. O L(ab) 7, destaca-se por ter um valor de positivos superior aos falsos
positivos. No entanto, este espaço de cor, para cada conjunto de polígonos positivos gera
50% de falsos positivos, em termos de área identificada.
Devido à pouca representatividade dos edifícios nesta zona, a cor que identifica as co-
berturas, acaba por ser absorvida por outros clustres. Na figura 5.9(b), podemos verificar
que as coberturas dos edifícios se encontram no mesmo cluster dos terrenos envolventes,
este cluster encontra-se salientado a vermelho.
(a) Extrato da fotografia seta04585 (b) Resultado da etapa de quanti-
zação
Figura 5.9: Extrato e respetiva quantização da fotografia seta04585
O facto de existirem poucos píxeis, que representem a cobertura dos edifícios, nesta
zona poderá ser resolvido ”forçando” a cor de um ou vários clusters. É necessário contudo
selecionar a cor para ”forçar” o cluster. Na elaboração deste método não seguimos esta
abordagem devida à dificuldade de encontrar a cor ou intervalo de cores que representam
as coberturas dos edifícios. Desta forma consideramos que o método apresentado não se
encontra adaptado para efetuar a aquisição nestas zonas.
5.3 Análise pelas fases do método
Iremos nesta secção efetuar a análise do resultados apresentados pelo método, para um
espaço de cor. Esta tem por objetivo identificar qual das fases ou etapas deve ser melho-
rada para obter um incremento no número de polígonos, classificados como positivos.
Conforme foi referido na secção anterior, a zona para a qual o método melhor se
adapta é a residencial. Assim selecionamos a quantização realizada com o espaço de cor
HSV e cinco cores para efetuar esta análise. O resultado desta quantização encontra-se
no anexo C na figura C.1, para melhor ser visualizado. Neste anexo é também incluída a
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máscara resultante da fase de segmentação, na figura C.2.
Na fase de segmentação da fotografia são geradas 558 áreas identificadas com a cor
selecionada pelo operador.
Manualmente foi feita a classificação das áreas produzidas pela segmentação, que se
encontram apresentadas na tabela 5.2. Esta teve em atenção que um edifício só pode ser
identificado por uma área da segmentação, existindo assim 71 áreas se não são contabili-
zadas na tabela.
Tabela 5.2: Classificação das áreas da segmentação
Positivos Falsos Positivos Falsos Negativos
Áreas da segmentação 141 346 69
A fase de construção de polígonos inicia-se com a geração de contornos e eliminação,
daqueles que possuem uma área mínima que não pretendemos processar.
Fazendo uma análise aos contornos que são eliminados por área, podemos verificar
na figura 5.10, que a área pela qual o maior número de contornos é eliminada, situa-se
nos valores mais baixos. Tendo a sua maior expressão na eliminação de área com um
píxel.
Para a fase de determinação de arestas e vértices passam um total de 190 contornos,
sendo que 24 são contornos que identificam duas vezes o mesmo edifício e não se encon-
tram na tabela 5.3.
Tabela 5.3: Classificação dos contornos
Positivos Falsos Positivos Falsos Negativos
Contornos eliminados 1 320
Contornos não eliminados 140 26
Total 140 26 70
Com a figura 5.10, pretendemos demonstrar que esta etapa, tem um papel mais rele-
vante na eliminação de ruído, do que propriamente a eliminação de edifícios de pequenas
dimensões. No entanto existe um edifício que é eliminado. Na figura 5.11, apresentamos
este edifício e o seu respetivo contorno. Este edifício no entanto apresenta um contorno
demasiado pequeno para que seja possível gerar um polígono que o identifique correta-
mente.
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Figura 5.10: Contornos eliminados
Figura 5.11: Contorno positivo eliminado
Na figura C.3 que se encontra no anexo C, podem ser consultados todos os contor-
nos, gerados na construção de edifícios. A vermelho encontram-se os contornos que são
eliminados e a azul os restantes.
As etapas relativas à deteção de arestas e vértices produzem os polígonos a 2D, na
fotografia de origem. Durante estas etapas, se não for possível extrair três vértices da in-
formação do contorno, este não dá origem a um polígono, passando a ser contabilizado
como falso negativo. Na figura 5.12, apresentamos dois exemplos, que representam con-
tornos de áreas positivas, mas que não iram dar origem a polígonos positivos, devido a
não se inferir a posição de uma das aresta em falta. Nesta figura, podemos visualizar do
lado esquerdo o contorno, ao centro as arestas detetadas e do lado direito os vértices.
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Figura 5.12: Exemplos de polígonos falsos negativos
Na tabela 5.4, apresentamos a classificação dos polígonos no final da fase de constru-
ção de polígonos. De salientar a redução do número de falsos positivos, que não foram
excluídos na etapa de eliminação de contornos. Apesar de possuírem uma área superior
ao mínimo definido, não têm informação suficiente para que seja possível a deteção de
arestas e vértices, acabando por ser excluídos.
Tabela 5.4: Classificação dos polígonos 2D
Positivos Falsos Positivos Falsos Negativos
Polígonos 114 4 96
Incluímos na figura 5.13, a representação dos quatro falsos positivos que se encontram
mencionados na tabela 5.4, estando ao centro o contorno da área e à direita o polígono
resultante da deteção de arestas e vértices.
Na figura C.4 do anexo C, encontram-se desenhados a vermelho os polígonos que
resultam da fase de construção de polígonos.
Na fase da determinação de coordenadas terreno, existe a possibilidade de haver alte-
rações na classificação dos polígonos. Devido aos vértices homólogos, serem inicialmente
determinados, através de uma transformação afim, que utiliza a triangulação de Delau-
nay. Se os vértices não se encontrarem dentro do interior de um triângulo, estes não são
determinados. Assim, todos os polígonos 2D para os quais não seja possível determinar
três vértices 3D, são excluídos. Apresenta-se a classificação destes polígonos na tabela
5.5, onde são perdidos 13 polígonos positivos.
Tabela 5.5: Classificação dos polígonos 3D
Positivos Falsos Positivos Falsos Negativos
Polígonos 101 4 109
Na figura C.5 do anexo C, a vermelho representamos os polígonos que se encontram
fora da área onde existe triangulação, esta a azul os restantes. Nesta figura as linhas a
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Figura 5.13: Exemplos de polígonos falsos positivos
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branco representam a aplicação do algoritmo de Delaunay.
Para finalizar esta secção apresentamos a tabela 5.6, um resumos das tabelas anteri-
ores. Em azul estão representadas as diferenças em termos da classificação introduzidas
por cada uma das fases.
Tabela 5.6: Classificação dos polígonos
Positivos Falsos Positivos Falsos Negativos
Input da segmentação da foto 0 0 210
Alterações +141 +71 -69
Output da segmentação da foto 141 71 69
Input da construção de polígonos 141 71 69
Alterações -27 -67 +27
Output da construção de polígonos 114 4 96
Input da determinação de
coordenadas terreno 114 4 96
Alterações -13 0 +13
Output da determinação de
coordenadas terreno 101 4 109
Inicialmente o número de falsos positivos é aproximadamente 50% do número de po-
sitivos, sendo este valor reduzido na fase da construção de polígonos. Devido à elimina-
ção de contornos com pequena área e à dificuldade de encontrar arestas nestes contornos.
O número de positivos encontrados na fase da segmentação da fotografia é de apro-
ximadamente 67%, do número total de edifícios. Devido às coberturas dos restantes edi-
fícios não apresentarem as mesmas características radiométricas, não foi possível efetuar
a sua identificação.
A fase responsável por "perder"mais positivos é a da construção de polígonos, esta
não efetuar a análise das caracteristicas recolhidas, sendo assim obrigada a excluir polí-
gonos.
Devido ao método estar limitado à área que possui triangulação, existem polígonos
para os quais não será possível determinar a sua altimetria.
5.4 Taxa de aceitação
A taxa de aceitação tem por objetivo analisar a qualidade dos polígonos criados pelo
método apresentado nesta dissertação. Para aferir os resultados recorremos ao STANAG
[22102], que classifica a informação geográfica para a produção de cartografia. Esta classi-
ficação é realizada, por níveis, estando a informação planimétrica e altimétrica separadas
em termos de classificação, encontrando-se a informação restituída pelo IGeoE no nível
mais elevado.
Para efetuar a comparação dos resultados recorremos à aplicação ArcGIS, da empresa
Environmental Systems Research Institute, esta possui licenciamento, tendo sido permitida
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a sua utilização para a elaboração desta tese.
Foi efetuada a comparação dos edifícios restituídos com os gerados, utilizando o es-
paço de cores HSV com 5 cores, visto ter sido esta a configuração que apresentou os
melhores resultados, em termo de taxa de identificação.
Como nesta análise pretendemos saber quantos seriam os polígonos aceites para a
elaboração de cartografia, a forma é um requisito necessário. Assim, utilizamos para
esta comparação os polígonos gerados que se assemelham com os restituídos, tendo sido
eliminados os restantes. Ficamos com 33 polígonos em ficheiros separados. Nas figuras
D.1 e D.2, podem ser visualizados os polígonos e vértices de cada um dos ficheiros.
Utilizando o ArcGIS, extraímos de cada polígono os seus vértices e as respetivas co-
ordenadas 3D. Em seguida utilizamos o comando spatial join, disponibilizado na toolbox
da aplicação. Este agrupa cada vértice restituído com o vértice mais próximo gerado e
disponibiliza uma tabela com essa informação.
Esta tabela foi exportada para uma folha de cálculo. Nesta foram calculadas as dis-
tâncias dos vértices agrupados, pelos atributos (x, y) e z, sendo de seguida calculada a
média destes valores. A média correspondente à planimetria, foi de 1.7 m. Segundo o
STANAG [22102], esta fica classificada no nível A, o mais elevado. No que diz respeito
à altimetria, o valor da média apurado foi de 3.95 m, fazendo com que esta informação
fique classificada no nível 1, o segundo da classificação. A frequência das distâncias en-
tre vértices, em planimetria e altimetria, encontram-se apresentadas respetivamente nas
figuras 5.14(a) e 5.14(a), a linha vermelha representa a tendência destes valores.
(a) Frequência das diferenças em planimetria (b) Frequência das diferenças em altimetria
Figura 5.14: Frequência das diferenças
Conforme se pode verificar no resultado da média e na frequência dos valores de
distância obtidos, em termos planimétricos os valores estão completamente dentro das
normas2, impostas pelo STANAG [22102].
Em termos altimétricos, estes valores não se encontram no nível de classificação mais
elevado. Quando utilizamos as equações de colineariedade para a determinação das co-
ordenadas 3D, usamos uma coordenada origem, retirada de uma representação vetorial,
2O limite inferior que os valores devem possuir para não passar para o nível de baixo, é de 12.5 m.
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e uma coordenada destino determinada numa representação raster. Enquanto que a pri-
meira é um número decimal a segunda é um número inteiro, Se na coordenada destino
utilizarmos o número x.1 e o x.9, no cálculo das equações de colinearidade, o resultado
é bastante diferente. Sendo que a maior variação acontece no valor do z. No anexo B,
apresentamos um caso concreto desta variação.
Desta forma realizámos uma experiência, que consistiu em gerar três conjuntos de
polígonos. No primeiro com a coordenada destino no centro do píxel, no segundo é
utilizada a parte fracionaria da coordenada de origem e o terceiro a coordenada destino
não utiliza parte fracionaria representando o canto superior esquerdo do píxel, ”inicio”
do píxel. Os valor médios obtidos pelos três conjuntos são apresentado na tabela 5.7.
Tabela 5.7: Localização da coordenada destino
Média das Distâncias de Z
Centro do píxel 3.95
Fracionário 3.79
”Inicio” do píxel 3.06
Como podemos verificar, em termos médios, a não utilização de parte decimal, dimi-
nui a diferencia em termos altimétricos, mas não altera a classificação da qualidade da
informação.
Recorremos assim a outra experiência. Esta tem por objetivo, efetuar a comparação
de vértices, fazendo a alteração da superfície onde estes se inserem, sendo utilizadas três
abordagens. Na primeira calculamos a média da cota de cada polígono gerado, com esse
valor determinamos a distância a cada vértice do polígono restituído e calculamos a mé-
dia destas distâncias. Na segunda colocamos todos os vértices dos polígonos gerados e
restituídos, na cota do vértice mais elevado, calculamos a distância de cada um e fazemos
a média. Na terceira calculamos a média da cota de cada polígono, seja este gerado ou
restituído, e procedemos ao cálculo da média novamente.







Centro do píxel 3.47 2.78 4.01
Fracionário 3.38 2.76 3.92
”Inicio” do píxel 2.56 1.91 3.08
Na tabela 5.8, são apresentados os valores retiradas da segunda experiência. Podemos
verificar que se colocarmos todos os vértices na cota do vértice com maior cota, a média
das distâncias entre os vértices dos polígonos restituídos e gerados apresentam valores
que se permitem a classificação mais elevada segundo o STANAG [22102].
No entanto a utilização de 33 edifícios, não representa uma amostra suficientemente
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grande para que se possam tirar conclusões. De referir que em termos de implementa-
ção só se encontra disponível a abordagem inicial,com o cálculo das equações de coli-
nearidade que utilizam os valor do centro do píxel e sem alterações nas superfícies do
polígono.
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Conclusões e trabalho futuro
Para finalizar a elaboração deste documento, apresentamos as conclusões relativas ao mé-
todo proposto. Este visa efetuar a restituição de edifícios para a produção de cartografia.
Apresentamos ainda um conjunto de procedimentos que podem ser importantes, para
potenciar a obtenção de melhores resultados, em termos de quantidade e qualidade. São
ainda abordadas técnicas que não foram utilizadas mas que, na nossa opinião, podem
de ser relevantes para aumentar a performance e substituir etapas apresentadas nesta
dissertação.
6.1 Conclusões
Nos objetivos apresentados na secção 1.3, propomos-nos a desenvolver um método com a
capacidade de detetar e efetuar a extração de edifícios, com a sua informação altimétrica.
Consideramos que o objetivo foi atingido, demonstrando que existe a possibilidade de
aplicar um método que utiliza a informação do modelo estereoscópico para realizar esta
tarefa, havendo ainda necessidade de explorar outras abordagens no que diz respeito à
identificação de edifícios, para que o método seja utilizado de forma sistemática.
O método constitui uma primeira abordagem a esta temática, cria os fundamentos
para o desenvolvimento de uma ferramenta com a capacidade de diminuir o tempo des-
pendido na restituição de edifícios, com os recursos existentes na cadeia de produção do
IGeoE.
Durante o desenvolvimento, foi ainda possível, verificar que existe a possibilidade
de estender este método para outros objetos, que são necessários para a produção de
cartografia do IGeoE.
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Conforme pretendíamos este método não necessita da informação de modelos digi-
tais, nem outra informação que não esteja presente na cadeia de produção onde se insere.
Verificamos que a utilização do algoritmo de deteção de arestas, referenciado no tra-
balho relacionado, não permitiu a obtenção de resultados satisfatórios, quando da sua
aplicação nas fotografias fornecidas.
A utilização de vários modelos de cores demonstrou, que a forma como a informação
se encontra organizada, contribui para a obtenção de melhores resultados.
O processo de quantização permite efetuar o agrupamento de píxeis, mediante a in-
formação radiométrica, presente na fotografia. No entanto, conforme verificámos não foi
possível aplica-lo, com sucesso, em todos os tipos de zonas.
Foi possível integrar, no método apresentado, procedimentos que não foram criados
com o objetivo para o qual os utilizamos.
Foram exploradas um conjunto de técnicas, que apesar de não se encontrarem neste
relatório, contribuíram para perceber o problema. Nomeadamente os filtros Contrast
stretching e Bilateral, o algoritmo de deteção de cantos Harris e Shi-Tomasi, os operadores
Sobel e Laplace e os algoritmos Watershed e Floodfill.
Em termos de análises realizadas, verificamos que a taxa de identificação, no que diz
respeito ao número de edifícios encontrados é satisfatória para a utilização do método
com a máscara de uma cor. No entanto em termos de área, ainda existe a possibilidade
de melhoramentos. Foi ainda verificado que o método terá algumas dificuldade, em
extrair informação de determinados tipos de zonas:
• Zonas em que os edifícios se encontrem juntos e que exista variação de cor nas
coberturas;
• Zonas onde não exista um equilíbrio, da informação radiométrica.
A taxa de identificação, resultante da aplicação do método, permitiu alcançar o valor
apresentado nas normas, em termos de planimetria. No entanto em altimetria, não foi
possível classificar esta informação no nível mais elevado.
Na análise pelas várias fases, verificamos que a construção de polígonos, requer uma
atenção particular pois é responsável por um decréscimo do número de polígonos posi-
tivos.
6.2 Trabalho futuro
O trabalho futuro que propomos para este trabalho encontra-se divido em aspetos gerais
que são transversais a todo o método e aspetos específicos que incidem sobre de cada
uma das fases abordadas.
6.2.1 Aspetos gerais
A utilização e alteração de parâmetros de todo o método, encontra-se desacoplada da
implementação, este procedimento constitui uma boa prática de programação, sendo a
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nossa intenção, que estes parâmetros, devido ao seu elevado número, devam constituir
um ficheiro de configuração em que o operador, com permissões, tenha a capacidade
dos alterar sem que exista a necessidade de efetuar a compilação da aplicação para estes
produzam os seus efeitos.
Para aumentar a performance em termos de tempo existe a possibilidade que parale-
lizar algumas das etapas do método. Na segmentação é possível paralelizar o processo
de geração da máscara, após a seleção da cor pretendida, na etapa da escrita da imagem
binária. Na deteção de arestas e vértices, os contornos são processados individualmente,
permitindo que possam ser paralelizados. Na determinação de coordenadas terreno, a
identificação do ponto na fotografia de destino e o calculo das equações de colineari-
dade podem ser feitos em paralelo para cada um dos ponto, mas existe a necessidade de
preservar a ordenação dos pontos no polígono.
Este método tem a possibilidade de utilizar informação pré-processada, pois a de-
terminação de pontos homólogos, pela técnica SIFT e SURF, a triangulação dos pontos
homólogos, a matriz afim de cada triângulo e a matriz fundamental, de cada modelo es-
tereoscópico podem ser pré-processados. Pois esta informação pode ser calculada para
cada modelo, independentemente.
6.2.2 Segmentação da imagem
Uma das características presentes no tipo de fotografias que são utilizadas neste método,
é a elevada concentração de informação. Seria benéfico efetuar uma simplificação da
mesma, efetuando a eliminação de conjuntos de cores que não contribuam para o objetivo
que pretendemos alcançar.
Outra forma de selecionar a máscara pode passar por selecionar a região que tenha
a cor mais próxima de um conjunto previamente estabelecido como cores frequentes na
cobertura de edifícios. Esta não foi utilizada pois no território nacional não existe regula-
ridade definida globalmente em termos das cores existentes de coberturas.
Em termos de determinação de proximidade de cores, o algoritmo K-means, utiliza a
distância euclidiana, visto ser esta a forma que está implementada de origem. Os mode-
los de cores CIE, inicialmente utilizaram esta metodologia, para calcular a proximidade
das cores, tendo sido alterada em 2004 pelo standard ISO/CIE 11664-6:2014-02, que se
encontra detalhado no artigo[SWD05].
A quantização de canais selecionados de um espaço de cores, foi apenas utilizada com
o espaço Lab. Existe a possibilidade que outros espaços possam ter resultados semelhan-
tes ou melhores.
Existem indícios suficientes que levam a ponderar a possibilidade da utilização de
mapas de disparidades, para efetuar a seleção das áreas que pretendemos avaliar. Esta
técnica é ligeiramente diferente da que propomos neste método, pois utiliza a informa-
ção presente nas duas fotografias para produzir a segmentação. Esta apresenta como
desvantagem a sua sensibilidade às elevações do terreno.
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6.2.3 Construção de polígonos
Conforme foi referido no capítulo 4 a implementação da classe Contour permite guardar
a informação relativa às várias características, nomeadamente:
• Estrutura para armazenar a informação dos pontos do contorno 6.1(a);
• Estrutura para armazenar as arestas produzidas pelo algoritmo Hough 6.1(b);
• Estrutura para armazenar as arestas fundidas 6.1(c);
• Estrutura para armazenar as arestas estendidas 6.1(d);
• Estrutura para armazenar os vértices (interseção de arestas) 6.1(e);
• Estrutura para armazenar os vértices fundidos 6.1(f).
Em cada uma das alíneas encontra-se a referência para a figura que representa o con-
teúdo destas estruturas.
Este trabalho não efetua a análise de toda a informação, pois o seu objetivo encontra-
se em representar a informação presente nas fotografias e não o de fazer inferências sobre
esta. Esta foi armazenada para facilitar uma possível extensão do trabalho, onde seja feita
a análise, podendo desta forma inferir a localização de características. A titulo de exem-
plo, na sequência de passos da figura 6.1 existe a possibilidade de inferir um segmento
de reta para fechar o polígono, com a informação dos dois vértices da figura 6.1(f) e as
arestas que se encontram paralelas da figura 6.1(c).








(f) Junção de vér-
tices
Figura 6.1: Inferir de arestas
O algoritmo apresentado no artigo [GJMR12], apesar de ter sido publicado recen-
temente, no ano de 2013, apresenta características que podem levar à substituição de
várias etapas apresentadas neste método, nomeadamente deteção de contornos, o algo-
ritmo Hough para detetar arestas, a junção de arestas, extensão e a segunda junção. Desta
forma seria apenas necessário utilizar as etapas referentes à deteção de vértices.
6.2.4 Determinação de coordenadas terreno
Na correlação de pontos é utilizados o exemplo apresentado no tutorial do OpenCV, para
encontrar os pontos, a partir de uma distancia entre vizinhos. Seria relevante utilizar a
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abordagem apresentada no artigo [ML09], de forma a verificar quais as diferenças entre
ambos.
O coeficiente de correlação utilizados neste método efetua todos os cálculos sobre
uma imagem em escala de cinzentos para agregar os canais RBG num valor. Este pro-
cedimento pode ser realizado sobre os canais em separado, tendo em atenção que de
seguida iremos obter três valores, um para cada canal, sendo necessário efetuar a desam-
biguação.
Um possível refinamento na determinação das coordenadas terreno é o de recorrer
à informação altimétrica, que se encontra em volta do vértice identificado. Mediante os
declives existentes ao redor do vértice, existe a capacidade de analisar essa informação
para efetuar a recolocação do mesmo.
Existe ainda a possibilidade de estender este trabalho para a identificação de outros
objetos que se encontram no catalogo do IGeoE. Um dos objetos que mais se evidenciou
durante o trabalho de implementação, foram as piscina, que são catalogados com o sím-
bolo tanque de água. Devido a terem um elevado contraste e radiometria em relação ao
que se encontra à sua volta.
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O algoritmo probabilístico da transformada de Hough, apresentado no artigo [MGK98],permite
extrair dos contornos a informação dos segmentos de reta mais significativos.
Esta função disponibilizada pelo OpenCV, utiliza um parâmetro para definir o ângulo
pelo qual vai ser feita a ”pesquisa” de arestas na imagem. Para esta dissertação foram
utilizados valores que variam entre 0◦ e 90◦.
Para percorrer os diversos ângulos, utilizamos um ciclo que faz o incremento do ân-
gulo segundo um intervalo. Tendo sido selecionados os valores 1, 0.1, 0.01 e 0.001 para
avaliação.
A avaliação foi realizada com a máscara gerada a partir do ficheiro seta01534.tif, sobre
o espaço de cor HSV e cinco cores, estando os valores recolhidos apresentados na tabela
A.1.
Tabela A.1: Algoritmo da transformada de Hough
Tempo (seg) Total de Segmentos No de segmentos não duplicados
Intervalo 1 1.19 12002 2512
Intervalo 0.1 13.69 120830 7438
Intervalo 0.01 166.85 1207638 12502
Intervalo 0.001 2070.84 12072857 16474
A coluna tempo, representa o tempo necessário para executar um ciclo, tendo sido
o valor determinado executando cinco vezes o ciclo para cada intervalo. De seguida
fazemos a média dos três valores intermédios sendo eliminados o primeiro e o último.
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Figura A.1: Relação entre total de segmentos e segmentos não duplicados
Conforme podemos verificar quando o intervalo diminui 10%, o tempo necessário de
processamento aumenta mais de 10 vezes. Este valor não se encontra fora das expeta-
tivas, pois a diminuição do intervalo faz com que cada ciclo tenha que produzir mais
iterações entre os ângulos 0◦ e 90◦.
A coluna total de segmentos representa o número total de segmentos encontrados
pelo algoritmo com os diversos intervalos. Na coluna segmentos não duplicados, foram
eliminados aqueles que se encontravam duplicados, isto porque de um conjunto de píxeis
podem ser extraídas várias arestas se os ângulos forem muito próximos.
Na figura A.1 podemos verificar que o número total de segmentos aumenta aproxi-
madamente 1000% entre intervalos, nos segmentos não duplicados esta tendência não
se verifica. O aumento na percentagem de segmentos não duplicados, na passagem do
valor 1 para 0.1 é na ordem dos 204%, mas nas passagens seguintes são de 72% e 31%,
não havendo assim um aumento tão acentuado, conforme se pode verificar.
Para efetuar uma avaliação visual, dos segmentos não repetidos, foram criadas ima-
gens com os segmentos de cada intervalo, 1, 0.1, 0.01 e 0.001, que correspondem respeti-
vamente às figuras A.2(a), A.3(a), A.4(a) e A.4(b). De seguida foi produzida uma imagem,
com a diferença de duas imagens consecutivas.
A figura A.2(c), representa as diferenças entre a imagem criada com o intervalo 1 e
0.1. Aqui podemos verificar que entre os dois intervalos existe informação acrescentada
pelo intervalo 0.1, teremos de ter em atenção que os 4926 segmentos que a figura A.2(b)
fornece, representam somente 5756 píxeis em relação à figura A.2(a).
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(a) Hough com intervalo 1◦ (b) Hough com intervalo 0.1◦ (c) Diferença visual entre o inter-
valo 1◦ e 0.1◦
Figura A.2: Visualização das diferenças entre os intervalos 1◦ e 0.1◦
A figura A.3(c) representa as diferenças entre as imagens com intervalo 0.1 e 0.01,
sendo esta composta por 3071 píxeis. No entanto a figura A.2(b) tem mais 5064 segmentos
que a figura A.2(a).
(a) Hough com intervalo 0.1◦ (b) Hough com intervalo 0.01◦ (c) Diferença visual entre o inter-
valo 0.1◦ e 0.01◦
Figura A.3: Visualização das diferenças entre os intervalos 0.1◦ e 0.01◦
A figura A.4(c) representa as diferenças entre as imagens com intervalo 0.01 e 0.001,
sendo esta composta por 1383 píxeis. No entanto a figura A.3(b) tem mais 3972 segmentos
que a figura A.2(b). Nesta figura praticamente não se consegue visualizar informação,
devido às figuras A.3(a) e A.3(b) serem bastante semelhantes.
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(a) Hough com intervalo 0.01◦ (b) Hough com intervalo 0.001◦ (c) Diferença visual entre o inter-
valo 0.01◦ e 0.001◦
Figura A.4: Visualização das diferenças entre os intervalos 0.01◦ e 0.001◦
Pretendemos com esta avaliação demonstrar que quanto menor for o intervalo mais
informação é recolhida, mas o tempo que é despendido não compensa o acréscimo for-
necido por esta informação. Assim consideramos que o valor mais apropriado a colocar
neste parâmetro é 0.01 no incremento do intervalo para percorrer o ciclo entre 0◦ e 90◦.
110
B
Análise equações de colineariedade
Neste anexo pretendemos demonstrar, que a determinação da coordenada 3D através
das equações de colinearidade, esta sujeita a alterações com a variação da coordenada de
destino.
Ao fixar as coordenadas origem e efetuar a variação das coordenada destino em 0.1,
iremos obter alterações significativas na coordenada terreno obtida. Para concretizar uti-
lizamos uma coordenada origem fixa com o valor (x, y) = (1083.44, 1921.00) e efetuamos
a variação da coordenada destino com o valor (x, y) = (1059, 1934).
Na tabela B.1, podemos observar que à medida que a coordenada destino vai sendo
incrementada, as coordenada 3d sofrem alterações. Esta alteração é mais significativa no
valor de z









(1059.00, 1934.00) (180637.56, 509019.61, 490.59)
(1059.10, 1934.10) (180637.58, 509019.64, 490.39) -0.01 -0.03 0.20
(1059.20, 1934.20) (180637.59, 509019.67, 490.19) -0.03 -0.06 0.40
(1059.30, 1934.30) (180637.61, 509019.70, 489.99) -0.04 -0.09 0.59
(1059.40, 1934.40) (180637.62, 509019.73, 489.79) -0.05 -0.12 0.79
(1059.50, 1934.50) (180637.63, 509019.76, 489.60) -0.07 -0.15 0.99
(1059.60, 1934.60) (180637.65, 509019.79, 489.40) -0.08 -0.18 1.19
(1059.70, 1934.70) (180637.66, 509019.82, 489.20) -0.10 -0.21 1.39
(1059.80, 1934.80) (180637.67, 509019.85, 489.00) -0.11 -0.24 1.59
(1059.90, 1934.90) (180637.69, 509019.88, 488.80) -0.12 -0.27 1.78
Enquanto a variação de x e y não provocam uma diferença substancial na comparação
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com os valores restituídos, em z a diferença já se encontra na ordem dos metros.
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Imagens da análise por fases
Neste anexo encontram-se figuras que representam aspetos que não foi possível intro-
duzir no decorrer do texto devido a ocuparem um espaço considerável. Estas foram
construidas a partir do processamento da fotografia seta01534.tif sobre o espaço de cores
HSV com cinco cores.
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Figura C.1: Quantização do processamento com HVS 5
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Figura C.2: Máscara do processamento com HVS 5
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Figura C.3: Contornos do processamento com HVS 5
116
C. IMAGENS DA ANÁLISE POR FASES
Figura C.4: Polígonos do processamento com HVS 5
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Imagens da taxa de aceitação
Neste anexo encontram-se figuras dos polígonos utilizados para a elaboração da taxa de
aceitação, que não foi possível introduzir no decorrer do texto devido a ocuparem um
espaço considerável. Estas foram construidas a partir do processamento da fotografia
seta01534.tif sobre o espaço de cores HSV com cinco cores.
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Figura D.1: Polígonos e respetivos vértices restituídos
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Figura D.2: Polígonos e respetivos vértices gerados
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