For expert interfaces, it is not obvious whether providing multiple modes of interaction, each tuned to different sub-tasks, leads to a better user experience than providing a more limited set. In this paper, we investigate this question in the context of air traffic control. We present and analyze an augmented flight strip board offering several forms of interaction, including touch, digital pen and physical paper objects. We explore the technical challenges of adding finger detection to such a flight strip board and evaluate how expert air traffic controllers interact with the resulting system. We find that users are able to quickly adapt to the wide range of offered modalities. Users were not overburden by the choice of different modalities, and did not find it difficult to determine the appropriate modality to use for each interaction.
Introduction
In modern air traffic control centres, paper flight strips continue to be used by air traffic controllers because they provide a tangible interface that aids in the visualization of the aircraft under their control. Flight strips allow easy collaboration and sharing of duties and provide an efficient means of recording communication between pilots and air traffic controllers [16] . However, as the flight strips are paper artifacts, the information they contain cannot be digitally processed to help air traffic controllers perform more efficiently and more safely. For example, with a paper-based system, it is impossible to automatically alert an air traffic controller when a plane is given clearance to descend to a level before that level has been vacated, or to warn the air traffic controller if an aircraft overshoots its assigned flight level. Although computer-based systems exist, controllers have been reluctant to adopt them. This reluctance is in part due to the superior interaction qualities offered by paper. New technologies including multi-touch surfaces, Anoto pens [2] and augmented reality (AR) have led to new interaction techniques that have the potential to bridge the gap between the digital world and paper flight strips, allowing information entered onto flight strips to be recorded digitally, while still allowing air traffic controllers to manipulate the strips in a physical manner. In addition to increasing safety, a digital system can assist the controller, making it easier to locate flight strips and schedule aircraft. For example, when the controller points to an aircraft on the radar screen, the associated flight strip can be highlighted. Similarly, if the controller points to a flight strip, the plane can be highlighted on the radar screen. This has led us to the development of the Strip'TIC augmented flight control system where controllers can fluidly switch between pen and touch interaction on both physical and digital strips. This supports the familiarity and rapid interaction of traditional techniques while providing the safety and collaboration opportunities of digital interaction.
Combining multiple technologies in this way has the potential, however, of burdening users with too much choice. In a given situation, users must determine whether it is better to use a pen on a paper strip, pen on a digital strip, or touch-based manipulation of the paper strips. It is not obvious that this proliferation of input possibilities necessarily leads to a better user experience. We therefore ask the question of whether, in the domain of air traffic control, more options and modalities are helpful, or merely lead to confusion. We are interested in how users deal with the availability of different input techniques: do they take advantage of the numerous options, or do they settle on a smaller subset of the options? And if they use only a subset, do all users choose the same subset, or different ones?
In this paper, we present an interface that combines multi-touch, Anoto pen, tangible objects and augmented reality and investigate the interactions involved in several tasks typically performed by air traffic controllers. For each task, we have developed a variety of possible interaction techniques. The interactions were initially developed based on sessions observing the existing processes used by air traffic controllers at the Toulouse Blagnac Airport and at an air traffic control simulation centre in Toulouse. The interactions were then evaluated by air traffic controllers and modifications were made based on their feedback. The air traffic controllers then completed a scenario based on the task of flight stack management during which we observed the techniques they selected to use. Semi-structured interviews were used to gain further insight into the controllers' actions and their reasons for preferring different types of interactions.
This paper makes two main contributions. First, our technical contribution addresses the complex challenges of combining of paper strips, digital pen and finger tracking. Our implementation is simple, flexible and allows finger, pen orientation and tangible object detection. Second, we have investigated the impact of combining multiple input techniques. We find that users are able to quickly adapt to an interface that offers such a wide range of modalities. The availability of different modalities did not overburden the users and they did not find it difficult to determine the appropriate modality for each interaction.
The paper is organized as follows. We first present related work on technologies and interactions for combining multiple types of input, specifically focusing on those that involve pen and/or paper. Next, we describe air traffic control centres, followed by a description our system that combines multi-touch and pen technology with tangible paper objects and augmented reality. We then present a user study in which air traffic controllers tested and evaluated various interaction techniques, and discuss the results from these sessions. Next, we discuss how combining different modalities impacts the user experience. Finally, we conclude by describing how this work will be used to guide the development of the next iteration of our augmented strip board.
Related Work
Related work comes from two areas. First we look at research into technologies that have been used to create new user interfaces that combine other technologies with pen and paper computing. Following that, we look at research involving the types of interactions that are used with these interfaces.
Paper and Pen Computing
Technologies for interacting with pen and paper can be divided into four broad categories [22] :  Scanning and interpreting the content of paper documents;  Identifying and tracking the location of paper artifacts;  Capturing input; and  Outputting information onto paper Many pen and paper interfaces have been developed that focus solely on capturing input from a digital pen. These applications cover a diverse range of areas such as documenting scientific research [17] , filling out paper forms, composing music [25] , mapping [6] and managing medical records [6] . These applications either record information digitally for later transfer to computer or they may display the data as it is entered, allowing verification and correction in real-time.
Other applications focus on tracking paper artifacts and using gestures to change the information displayed. Paper Windows [11] uses markers to track the locations of several sheets of paper and supports gestures for manipulating the information displayed. Mouse-light [21] uses Anoto technology to track the position of a small projector on engineering drawing and display augmented information. Similarly, a handheld display such as a smart phone can be used to augment information displayed on paper maps [19] . Markers such as ARTags [3] allow the position and orientation of objects, including paper, to be tracked in three-dimensional space. Do-Lenh et al. [7] use a combination of ARTags and touch detection to create multi-finger interactions with paper.
Recent research has investigated techniques for combining pen input with multitouch surfaces by applying transparent Anoto film to an LCD display [10] or a backprojected FTIR touch display [15] . Aitenbichler and Schnelle-Walka [1] describe an architecture for combining Anoto, touch and AR based markers. However in order to detect the markers through the back-projection foil, the authors found that they needed to be constructed using reflective foil for the white portions of the markers.
Despite the wide range of applications and technologies that exist for interacting with pens and/or paper, to the best of our knowledge, no applications exist that combine the identification and tracking of paper artifacts with the capturing of pen input and outputting information onto the paper artifacts. Our Strip'TIC application for managing paper flight strips tracks the position of paper strips using ARTags, allows users to input information by writing directly on the strips, and provides feedback by projecting augmented information directly onto the paper strip. In addition, the paper strips are positioned on a back-projected surface supporting both Anoto and multitouch input.
We next look at the types of interactions that are possible with direct input techniques such as multi-touch, pen input and tangible objects.
Interaction Techniques
Multi-touch surfaces have lead to a wide range of gestures and interactions. For selection and dragging tasks on a table top surface, Forlines et al. [8] show that for a unimanual task, users performed better using indirect mouse input compared to direct touch. However, for symmetrical bi-manual tasks, direct-touch was superior. Ringel et al. describe gestures for rotating, panning and resizing documents on a multi-user interactive surface [20] . Wu et al. present a series of gestures for multi-touch surfaces and discuss guiding principles for designing such gestures [28] . Wigdor expands on this by defining a classification system for gestures based on the number of fingers involved, the number of shapes and the type of movement [27] . Morris et al. explore cooperative gestures, where the system interprets the input of multiple users as contributing to a single command [18] .
Combining pen technology with multi-touch tabletop displays opens up new interactions that combine the expressiveness of touch gestures and interactions with the precision of pen technology. Most research on interaction techniques that combine touch and pen inputs focuses on extending touch surfaces to also support pen input. Yee [29] investigates single touch and pen interactions, suggesting that the finger be used for panning and the pen for drawing. Brandl et al. compare bimanual interactions using two pens, two-handed touch and a combination of pen and touch [4] . They found that the pen-touch combination was superior (faster and fewer errors) to either touch or pen interaction alone. They discuss general design principles for combining pen and touch input and in particular the difference between the roles of the dominant and non-dominant hand. Hinckley et al. [9] identify nine design considerations for combining pen and touch interactions and discuss how people's behaviour when interacting with physical pen and paper relates to touch+pen interactions. They propose a clear distinction between the functionalities of pen and touch: the pen writes and touch manipulates, although they encounter some situations where this rule needs to be ignored; particularly, when interacting with menus, users expected pen and touch to be interchangeable. For information visualization tasks, Walny et al. [26] show similar results, finding that users have clear expectations about what type of interactions should be touch or pen based.
Tangible user interfaces have many advantages over traditional graphical user interfaces [13] . They provide direct haptic feedback as the user is able to manipulate real physical objects and does not need to wait for indirect visual feedback on screen. Tangible objects provide persistence; even if computers fail they still work. They provide a seamless representation of information across physical and digital domains and they tend to encourage two-handed and multi-user interaction.
Pen and paper interfaces form a subset of tangible user interfaces. Users can manipulate paper objects by moving, rotating, stacking and folding them [11] as well as writing and drawing on them and pointing to them with a pen [30] .
Holman [11] describes basic gestures such as holding, collating, flipping, rubbing, stapling, pointing and two-handed pointing for interacting with PaperWindows which can be moved about in three dimensions. Do-Lenh et al. [7] suggest a set of finger gestures suitable for interacting with paper on a touch surface. The finger gestures may either interact with the touch surface or with the paper. As well they define gestures for transforming the paper: moving, rotating and covering.
Yeh [30] divides pen and paper interactions into two categories: drawing and commands (gestures). Within these categories, he suggests that there are four types of interactions: selection, writing, drawing, gestures.
In this paper, we extend this work by investigating how multi-touch, Anoto and augmented paper can be combined in the real world application of air traffic control at an approach control centre. We show how the combination of technologies allows us to leverage the strengths of each technology and point to new interactions that utilize multiple technologies.
The following section describes the different types of air traffic control centres followed by a description of the process of stack management, one of the tasks performed in an approach control centre.
Air Traffic Control Centres
Based on the portion of the flight for which they are responsible, air traffic control centres are divided into three categories: tower, approach, and en-route. The tower control centre is responsible for the plane from the moment it begins take-off until the plane is in the air and appears on the radar screen. At this point, responsibility is passed to the approach centre. The controllers at the approach centre are responsible for the aircraft until it has left the airspace around the airport. At this time, control is passed to an en-route centre. A series of en-route centres will pass control from sector to sector and possibly country to country until the aircraft approaches its destination airport. Control is then passed to the approach centre for the destination airport. The approach centre accepts responsibility for aircraft arriving from multiple directions and must schedule their arrival at the runway to ensure optimal spacing between flights. When the plane has been scheduled for landing and is on final approach to the runway, responsibility is passed to the tower control centre. Our work focuses on the tasks performed at approach control centres. An approach centre will typically have two or three controllers depending on the volume of traffic.
 The planner controller communicates with the en-route centres and accepts responsibility for arriving aircraft. The planner is responsible for scheduling the order in which the aircraft will land.  The radar controller communicates with the pilots and executes the plan developed by the planner controller.  The intermediate approach controller handles the aircraft from the time they pass the final beacon until control is passed to the tower control centre. At smaller airports, this position is not used and the radar controller retains responsibility for the aircraft up until control is passed to the tower. When the volume of air traffic is high, the planner controller, must often organize the arriving aircraft in holding stacks prior to scheduling them for landing. The process of managing these stacks is described in the following section.
Stack Management
Holding stacks are used to delay aircraft when they cannot land, typically due to congestion or weather conditions. Planes fly in horizontal loops as shown in Figure 1 . A large airport typically has multiple holding stacks and the planner controller must coordinate the planes in each stack and time their departure from the stack to provide optimum spacing between the aircraft, ensuring both safety and efficiency. Planes enter the stack at the highest level and are successively given clearance to descend to the next level. When a plane exits the stack, a known and fixed amount of time elapses before the plane lands on the runway. When two stacks are involved, these times are usually different. For example, at the Orly airport when landing eastbound on the QFU 06 runway, the time required when leaving the ODILO stack is 9 minutes and when leaving the MOLBA stack the time is 17 minutes. The air traffic controller must mentally calculate when each plane should leave the stack, interleaving planes from each stack and maintaining a 90 second gap between landings.
As shown in Figure 2 , air traffic controllers organize their flight strips on the strip board to help provide a mental image of the aircraft in the holding stacks. The strips at We next describe our augmented flight strip board and the technical challenges of providing multi-touch capabilities.
Augmented Strip Board
Strip'TIC [12, 14] was developed to bridge the gap between paper flight strips and fully electronic systems. The challenge was to provide all the efficiency and safety of an electronic system while continuing to allow air traffic controllers to interact with and write on paper flight strips. Strip'TIC was initially designed as a pen-driven interface. This allowed controllers to write on the paper strips and have the information recorded electronically. To provide feedback, we needed to track the position of the strips. This was accomplished using AR tags on the bottom of the strips and a camera Stack MOLEK located beneath the strip board. Top projection was added to display the feedback directly on the paper strips. Bottom projection was used to display additional information on the strip board such as a virtual representation of a flight strip when the paper strip was removed from the board, and buttons for selecting different modes of operation and for inputting data. We also wanted the users to be able to interact with both the strip board and the radar screen and thus these surfaces were covered with Anoto film. During initial user testing, it was found that air traffic controllers wanted to be able to use their fingers to interact with either the paper or virtual strips. Thus, we began investigating how to add multi-touch interactions. The next section describes some of the technical challenges in adding touch capabilities to the strip board.
Multi-Touch Technical Challenges with Strip'TIC
The physical shape of the strip board makes multi-touch interaction challenging and makes many of the standard techniques for touch interaction such as Frustrated Total Internal Reflection (FTIR), Diffuse Illumination (DI) and LED frames infeasible.
Instead of a smooth surface as found on typical multi-touch tables, the strip board contains a series of ridges or steps that allow the controllers to easily align the paper strips horizontally and keep them in place. To provide a light source for detecting touches, we shine a layer of infrared light above the surface of the strip board [24] . When the surface of the board is touched, this light is reflected down through the strip board and is detected by a camera beneath the board (see Figure 4 ). The Community Core Vision (CCV) library processes the camera image and outputs finger tracking data. To create the layer of light, a row of 48 infrared LED's was attached slightly above the strip board along the left and right sides of the board as shown in Figure 5 .
Because the paper strips are flat and below the level of the infrared light, they are not detected and do not interfere with touch detection. However, the surface of the strip board itself does cause multiple false touches along the edges of the ridges. Fortunately, the bands where these false touches occur are narrow and are found in areas where the user does not need to touch. Thus, in software, we are able to ignore any touches that originated within one of these bands. 
Pen Orientation Detection
Because the surface of the strip board is covered with transparent Anoto film, users can interact interchangeably with either the Anoto pen or with touch gestures. The Anoto pen uses an infrared LED to illuminate the Anoto pattern on the strip board. Some of the light from the Anoto pen LED is transmitted through the strip board, allowing the camera used for touch detection to interpret it as a touch. Thus, we have two positional inputs from for the pen, one based on the position of the pen relative to the Anoto pattern, and the other from the touch detection. When the pen is in use, we ignore "touches" generated by the pen and use only the Anoto input. One interesting side effect of obtaining both touch and pen positions when using the Anoto pen is that it allows us to determine the orientation of the pen, and from that infer whether the pen is being held in the left or right hand of the user. As shown in Figure 6 , when the pen is held in the right hand (and oriented up and to the right) the light from the pen is detected to the right of the pen tip. When the pen is held in the left hand the light from the pen is detected to the left of the pen tip.
Other research has used techniques such as hand occlusion [5] or pens with Wacom tablets [23] to determine the pen orientation. The light detection from our touch surface provides an additional technique. Fig. 6 . When the pen in held is the right hand the light from the pen is detected to the right of the pen tip. When the pen is held in the left hand the light is detected to the left of the pen tip. 
Tangible Input Devices
The multi-touch surface of the strip board creates the potential for other input devices. We investigated two potential devices for entering flight headings, represented as a value from 0 to 355 rounded to the nearest five degrees. The first device (Figure 7a ) consisted of a raised ring of plastic mounted on the strip board. The position of the user's finger on the ring was used to calculate the heading angle. The second device (Figure 7b ) consisted of three LED's forming an isosceles triangle powered by a ninevolt battery. The device could potentially be placed next to a flight strip to enter the heading for that flight.
Thus we see that in addition to providing finger detection, our touch detection system also allows for the detection of both pen orientation and of other tangible objects.
Interactions with Paper Flight Strips
Our observations at Toulouse Blagnac Airport approach control centre and at the air traffic control simulation centre at École Nationale de l'Aviation Civile in Toulouse confirmed that air traffic controllers at approach centres interact with paper flight strips in a manner similar to air traffic controllers at en-route centres [16] . Air traffic controllers arrange strips using one hand or two hands, and point at strips to indicate issues with or potential conflicts between aircraft. The controllers switch rapidly and frequently between holding a pen to write and using the same hand to manipulate or point to flight strips. The pen is also used to point to locations on the strip board and on the radar screen. In the approach centre, there is a segregation of duties between the planning controller who coordinates with the en-route control centres and passes control of aircraft to and from these sectors and the radar controller who communicates with the pilots to execute the flight plan determined by the planning controller. Frequent collaboration occurs between the two controllers, with the planning controller inserting new strips on the board of the radar controller. The paper flight strip plays a key role in this collaboration. As the strip is passed from one controller's strip board to another, responsibility for that aircraft is implicitly transferred between controllers.
In developing interactions with augmented flight strips, we wanted to preserve as much as possible the existing interactions with paper strips while providing opportunities for increased safety and efficiency that computer based systems have the potential to provide.
As an aircraft descends through multiple levels within the holding stack, the flight strip can become covered with circles and lines. We preserve the same interaction, allowing the controller to write on the flight strip using the Anoto pen. The system recognizes the circles and lines and highlights the last level selected using top projection. In addition, when a flight level clearance is given, a thick white line appears that connects the flight strip to the appropriate level in the stack. When the flight strip is moved on the strip board, the top projected images and the white line follow the strip.
We also created several alternate interactions for entering flight level clearance information into the system, such as buttons projected along the sides of the strip board.
User Study
Our augmented strip board has the advantage of combining traditional paper-based and AR-based digital interaction with flight strips. We wished to address the question of whether users were capable of usefully working with all of these modalities, or whether they led to confusion. To investigate this question, we held design sessions with 10 air traffic controllers with 5 to 35 years experience (average 16 years) from eight different approach centres in France including Paris, Orly, Brest, Marseille and Blagnac. Seven of the participants were male and three were female; eight were right handed and two were lefthanded. Eight of the controllers had previously seen a demonstration of the Strip'TIC system; however, none had used the system. Nine had experience using a touch surface such as an iPad or smart phone and one participant had previously used a digital pen. Each session lasted approximately 45 minutes.
During the sessions, the system was demonstrated to the controllers who were given time to experiment with different interactions and become familiar with the system. The controller was then given a series of tasks to complete using different interaction techniques. Semi-structured interviews were used to obtain the controllers' impressions of the interaction techniques. All of the sessions were videotaped. The tasks performed by the controllers were as follows: Observations
Writing Commands
We now describe our observations of each of the tasks performed in the user study.
Writing Commands on Virtual or Paper Strips
All of the participants found it much easier to circle the flight level on the paper strip than on the virtual strip. With the virtual strip there was always a slight offset between where the participant saw the tip of the pen and where the projected ink marks were displayed. The offset was due to the thickness of the glass and the angle at which the participant viewed the display. The participants were consistently more accurate when entering a flight level directly on the paper.
Freehand Writing on Virtual or Paper Strips
Again, all of the participants preferred writing on the paper strip compared to the virtual strip. Although the position of the pen was not as critical, the lag in the feedback when writing on the virtual strip, made writing more difficult.
Moving Flight Strips
Moving the physical paper strips about the board was found to be the quickest way to reposition strips on the board. However, eight of the ten participants, all of whom had previous experience using a touch surface, found using touch to select and drag the virtual strips about the board nearly as simple and efficient provided that two of the strips did not become overlaid. When this occurred, it was difficult to select the strip that they wanted to move. With the paper strips, it was easy to separate strips that were on top of each other. None of the participants felt that the pen was useful for moving the virtual strips.
Selection Tasks -Interaction Directed
We created an interaction in which the participants could assign a flight level by selecting a bottom-projected button near the edge of the strip board and then selecting one of the flight strips. The interaction was designed so that they could select the button and the strip in either order or simultaneously. They could also use either the pen or their finger for one or both of the touches. In general the controllers, found that touch and pen worked well for pointing tasks such as selecting flight levels. As shown in Figure 8a , four of the ten controllers preferred using the pen, while the remaining six preferred using touch. Fig. 8 . Users indicated a slight preference for touch over pen interactions. However during the unguided scenario, the users were equally divided between using touch, using the pen and using a combination of both modalities
Selection Tasks -Task Directed
Six air traffic controllers completed the final unguided scenario in which they performed selection tasks to assign initial flight levels and to change flight levels. Of these six controllers, two used touch for all the interactions, two used the pen for all the interactions and two used a combination of pen and touch (Figure 8b ).
Scheduling Leaving the Stack
All six of the controllers who completed this task moved the paper strips into the correct position to complete this task. No one attempted to remove the paper strips and move the virtual strips. The feedback from the controllers about the stack management time calculations was uniformly very positive. All six controllers liked how simple it was to move the flight strips and have the times calculated and displayed automatically. They felt that having the times calculated automatically would be quicker and in dense air traffic could be very helpful for the planner.
Devices for Flight Headings
The two devices for entering flight headings (Figure 7) were demonstrated to six of the air traffic controllers. They all had strong opinions about the devices, although there was no consensus. Three of the controllers liked the device with the LED's. They liked the possibility of using the device anywhere on the strip board and that it could be used in either hand. Right-handed controllers did not like the idea of using their left hand to enter the headings with the ring device. One controller, Participant 10, preferred the ring that was mounted on the strip board, but did not like its current location. She felt that adding the LED device was just one too many things. It was ok to have paper and pen and touch, but she did not want another device to pick up. Two controllers did not like either option, with Participant 7 suggesting a form of keypad might be more suitable for entering the headings.
General Comments
The feedback on the system from the air traffic controllers was all very positive. They liked the visual representation of the flight levels at the sides of the strip board and thought it would be good for organizing stacks. The controllers liked the idea of retaining paper strips, especially for passing the strips to another user. They also thought that the idea of a virtual strip was useful commenting "Paper can get lost so a virtual strip underneath could help with that".
Discussion
Strip'TIC was initially designed as a pen-driven interface. However, early user testing indicated that air traffic controllers would also like to be able to use their fingers to interact with either the paper or virtual strips. Thus, we added multi-touch capabilities. Through our user study, we attempted to assess whether this added modality was confusing rather than helpful, and to extract design guidelines for our prototype.
Combining Multiple Modalities
We used our study to address three potential concerns about combining multiple modalities:
Ease of Training: Did having multiple modes for completing a task make it difficult for the air traffic controllers to learn how to use the system? In general, the air traffic controllers had little difficulty in learning to use the system. With less than 20 minutes of training time, they were able to use all the modali-ties and found it straightforward to do so. Air traffic controllers are expert users of their systems, and so 20 minutes of training is a negligible cost.
Cognitive Overhead: Did having multiple modes of completing a task require the air traffic controllers to think about which mode to choose before completing the task?
Having multiple ways of completing the same task can cause users to spend more time thinking about which technique to use to complete the task rather than about the task itself. In general, we found that users quickly selected one mode for completing a task and continued to use that mode for all the tasks. We did see some examples of indecision, for example, when first beginning the task involving assigning flight levels to five flight strips, participant 9 initially reached for the pen. However, he did not pick it up and then used touch interactions to enter all the flight levels.
Confusion:
Were the air traffic controllers confused by the limitations of some of the modalities?
Confusion may arise when an interaction does not work in the same manner on all system features. The current implementation of Strip'TIC has several potential issues of this type:  The pressure of writing with a pen on a paper strip can cause the strip to move, requiring the user to hold the strip in place with the non-dominant hand when writing. However the virtual strip does not move when writing in the centre area of the strip. In contrast, placing a hand on a paper strip will prevent it from moving while writing, but placing a hand on the virtual strip will make the strip move, which is not expected.  Users can touch a virtual strip to select it; however, because the camera used for touch detection is located under the strip board, the camera could not "see" touches on the paper strips. Thus it was not possible for users to select a flight strip by touching the paper strip.  Depending on the location of the buttons for selecting flight levels, there was a difference in the ease of using the pen for assigning flight levels. For a righthanded user, it was easy to select a flight strip using the pen and then use their left hand to select a flight level to the left of the strip. However, if a person used the same approach for selecting a flight level to the right of the strip, he would become cross-handed and the interaction would be awkward. We saw instances of confusion when the participants first used Strip'TIC. For example, participant 10 tried placing her non-dominant hand on the virtual strip to hold it in place when writing on it and participant 1 became cross-handed when using a combination of pen and touch to enter flight levels on the right hand side of the strip board. However, these users quickly adapted and did not display any signs of confusion upon subsequent interactions. We found that all six of the air traffic controllers who completed the final unguided scenario adopted essentially the same workflow and used all of the modalities: pen for writing on strips, touch for selecting strips and flight levels and paper for arranging the flight strips on the strips board. The availability of different modalities did not overburden the users and they did not find it difficult to determine the appropriate modality for each interaction.
8.2

Technical Considerations
The Strip'TIC system addresses a range of complex challenges: combining paper flight strips, digital pen and finger tracking. Our implementation of touch interaction is simple, flexible and allows finger detection, pen orientation and tangible object detection.
Our user study highlighted some of the technical limitations of the system primarily related to the use of Anoto pen technology as well as areas for future implementations and investigations. These are discussed in the following sections.
Anoto Pen:
Our results show that Anoto pens, while suitable for written input on paper surfaces, should not be used for written input on digital surfaces. There are four technical issues that need to be resolved:  Accuracy: Due to a combination of parallax and alignment of the bottom projected image with the Anoto film, there was a slight difference between where the participant saw the tip of the pen and where the tip was detected on the virtual flight strip that made writing on the virtual strip difficult.  Feedback time: When writing on the paper strips, the controllers received instant feedback seeing the physical ink on the paper. However, on the virtual strip, the delay between moving the pen and seeing the virtual ink trail made writing difficult. Surprisingly, the air traffic controllers found the lag more problematic for freehand writing than for circling flight levels.  Pen Angle: The angle of the pen was also an issue when writing on the virtual strips. On paper, the pen functioned well as long as it was held at 35 degrees or more above horizontal. However on the strip board, the pen needed to be held at an angle greater than 45 degrees. Half of the participants initially held the pen at an angle between 35 and 45 degrees and had to adjust their grip of the pen in order to write on the strip board.  Feel: The contact between the pen and glass was not as pleasing as between the pen and paper. The Anoto pens were also not suitable for dragging virtual strips on the strip board. The issues here were due to the design of the strip board and of the virtual strip. First, because the pen could be used for writing on the strip as well as for moving the strip, we designated only the 0.5 cm coloured border at the top of the strip as the region that needed to be selected in order to move the strip. The remainder of the strip was reserved for writing on the strip. The users found that this border at the top of the strip was too narrow to select accurately and they often began writing instead of moving. Second, due to the stepped surface of the strip board, the pen often lost contact with the board when trying to move the strips vertically, requiring the users to try repeatedly before the strip would move up or down to the next row.
The Anoto pens did work well for selection tasks on both the paper flight strips and on the strip board.
Touch Detection:
We found that multi-touch is a natural feature for moving paper and virtual strips and that users valued having this additional modality of interaction.
However, our current implementation is based on a camera located underneath the strip board and cannot detect when a user touches a paper strip. Thus it is not possible for paper flight strips to be selected by pointing at or touching the strip. We plan to investigate whether other technology such as Microsoft's Kinect or a LED light frame might enable this interaction.
Our current touch detection system, does allow for the detection of both pen orientation and tangible input devices. To date, we have not fully explored the range of possibilities afforded by these inputs.
Conclusion
In this paper, we have described our design evolution with the Strip'TIC project. Our technical contribution addresses the complex challenges of combining multi-touch, digital pens and tangible objects. However, it was not obvious whether combining these technologies necessarily leads to a better user experience, and whether more options and modalities would be helpful or merely lead to confusion. Through our user study we found that users adapted quickly to the interface. We found that all the controllers who participated in an unguided interaction scenario adopted essentially the same workflow and used all of the modalities: pen for writing on strips, touch for selecting strips and flight levels and paper for arranging the flight strips on the strips board. The availability of different modalities did not overburden the users and they did not find it difficult to determine the appropriate modality to use for each interaction.
