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SINGULAR PERTURBATIONS OF SELFADJOINT OPERATORS
VLADIMIR DERKACH, SEPPO HASSI, AND HENK DE SNOO
Abstract. Singular ¯nite rank perturbations of an unbounded selfadjoint operator A0 in
a Hilbert space H0 are de¯ned formally as A(®) = A0+G®G
¤, where G is an injective linear
mapping from H = Cd to the scale space H¡k(A0), k 2 N, of generalized elements associated
with the selfadjoint operator A0, and where ® is a selfadjoint operator inH. The cases k = 1
and k = 2 have been studied extensively in the literature with applications to problems
involving point interactions or zero range potentials. The scalar case with k = 2n > 1
has been considered recently by various authors from a mathematical point of view. In this
paper singular ¯nite rank perturbations A(®) in the general setting ranG ½ H¡k(A0), k 2 N,
are studied by means of a recent operator model induced by a class of matrix polynomials.
As an application singular perturbations of the Dirac operator are considered.
1. Introduction
Let A0 be an unbounded selfadjoint operator in a Hilbert space H0 and let H+2(A0) ½
H0 ½ H¡2(A0) be the triplet of Hilbert spaces, where H+2(A0) is domA0 equipped with
the graph inner product and where H¡2(A0) is the corresponding dual space of generalized
elements, cf. [6]. Let G be an injective linear mapping from H = Cd to H¡2(A0). For each
selfadjoint operator ® in H there is a (singular) ¯nite rank perturbation A(®) of A0 formally
given by
A(®) = A0 +G®G
¤:(1.1)
Such perturbations can be found in many areas, especially in the theory of point interactions
or zero range potentials, see [1], [3], [40]. In order to give a meaning to A(®) in (1.1) introduce
a restriction S0 of A0 via
domS0 = domA0 \ kerG¤:(1.2)
Then S0 is a closed symmetric operator with defect numbers (d; d). A natural interpretation
for the perturbationA(®) in (1.1) is now as the selfadjoint extension of S0 corresponding to the
selfadjoint operator ® in H via Kre¸³n's formula [28], [42]. If the operator A0 is semibounded
and ranG ½ H¡1(A0), the (singular) perturbation (1.1) is said to be form-bounded and the
operator A(®) can be constructed directly via the ¯rst representation theorem [32], [36], [42].
For an extension of this approach to the case of a nonsemibounded operator A0, cf. [2],
[20], [24], [26]. More general singular ¯nite rank perturbations of A0 where ranG belongs
to the scale space H¡k(A0), k > 2, of generalized elements have received a lot of attention
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recently. For an extensive list of references, see [3]. Here H¡k(A0), k 2 N, is the dual
space corresponding to the space H+k(A0) = dom jA0jk=2 equipped with the graph norm.
Singular perturbations with k > 2 cannot be treated in terms of the extension theory of
the operator S0 in the original space H0, since now the restriction of A0 to domA0 \ kerG¤
is in general essentially selfadjoint. However, there exists an interpretation for the singular
perturbations A(®) in (1.1), in the general setting where k > 2 and d ¸ 1, as exit space
extensions of an appropriate restriction of A0. These extensions act in a space which is a
¯nite-dimensional extension of H0. They are nonselfadjoint with respect to the underlying
Hilbert space inner product, but become selfadjoint when a suitable Pontryagin space scalar
product is introduced.
Singular rank one perturbations (d = 1) in the case k = 2n+2, n ¸ 1, have been recently
studied in [17], [18], [41]. The approach in these papers is based on a construction involving
the Hilbert space H0, a sequence of vectors in the scale spaces H¡2k(A0), k = 0; 1; : : : ; n+1,
and some auxiliary set of parameters in C. After certain restrictions on these parameters,
a Pontryagin space ¦n is constructed and the operator A0 is lifted (in the notation of the
present paper) to a selfadjoint relation H0 in ¦n. Then a one-dimensional restriction S of H0
in ¦n is introduced. These constructions are related to the model for generalized Nevanlinna
functions in [31]. The Q-functionM of the pair (S;H0) is a generalized Nevanlinna function,
cf. [35], which characterizes this pair up to unitary equivalence; it has a representation of
the form
M = r + q]M0q;(1.3)
cf. [18, Proposition 3.1]. Here q(¸) = (¸ ¡ i)n, q](¸) = q(¹¸)¤, r is a polynomial with real
coe±cients of degree at most 2n¡ 1, and M0 is the Q-function of A0 and a one-dimensional
(densely de¯ned) restriction S0 of A0, so that M0 is an ordinary Nevanlinna function.
In the present paper singular ¯nite rank perturbations of the form (1.1) are considered
with G an injective linear mapping from H = Cd to the space H¡2n¡2(A0) or H¡2n¡1(A0)
with n ¸ 1. These perturbations are interpreted by means of a general operator model
which was given for a class of matrix polynomials in [13], see also [8]. The construction is as
follows. Select an n-th order monic d£ d matrix polynomial q, and de¯ne G0 = q(A0)¡1G.
Then G0 maps H = Cd into H¡2(A0) or H¡1(A0), respectively. Introduce the restriction
S0 of A0 to domA0 \ kerG¤0, so that S0 is a closed symmetric operator in H0 with defect
numbers (d; d). The polynomial q, together with a selfadjoint d£ d matrix polynomial r of
degree at most 2n ¡ 1, determine a matrix polynomial Q of the form
Q =
µ
0 q
q] r
¶
:(1.4)
The function Q gives rise to a model involving a reproducing kernel Pontryagin space HQ
and a corresponding multiplication operator SQ in it, cf. [13]. Via G0 the polynomial q
determines the operator S0 in H0 and the coe±cients of the polynomials q and r serve as
parameters for the model space HQ. The orthogonal coupling of the symmetric operator S0
in the Hilbert space H0 and the symmetric operator SQ in the Pontryagin space HQ leads
to a symmetric extension S of S0 © SQ and its selfadjoint extension H0 in the Pontryagin
space H0 © HQ, such that the corresponding Weyl function M is given by (1.3), cf. [13].
The symmetric operator S associated to M is maximally nondensely de¯ned in the sense
that the dimension of the multivalued part of S¤ is maximal, and the extension H0 is the
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generalized Friedrichs extension of S in the sense of [10]. The selfadjoint parameters ¿ in H
generate selfadjoint extensions H¿ of S in H0©HQ via Kre¸³n's formula relative to S and H0.
The pair (S;H0) in H0©HQ is the lifting of (S0; A0) in H0. The singular perturbations A(®)
of A0 in (1.1) are now \identi¯ed" with those extensions H¿ of S for which the parameter
¿ is a selfadjoint operator in H. The motivation for this identi¯cation is obtained from a
perturbation result for the extended resolvent acting in the rigging of H0 generated by A0
(see Theorem 4.8). Now the singular perturbations A(®) can be seen as exit space extensions
of S0, whose compressed resolvents are characterized by the exit space version of Kre¸³n's
formula. This gives the connection between the singular ¯nite rank perturbations A(®) and
the selfadjoint extensions H¿ as perturbations in H0 © HQ that were studied in [10], [11],
[12]. Since the extensions H¿ are described by means of abstract boundary conditions for
the adjoint S¤ in H0 © HQ as well as via interface conditions for the adjoint S¤0 in H0, the
results in this paper are directly applicable for studying singular ¯nite rank perturbations
of di®erential operators.
In the case of rank one perturbations (d = 1) with q(¸) = (¸ ¡ i)n, the model in this
paper with k = 2n+2 is unitarily equivalent to the model in [18] since the Weyl function M
coincides with the Q-function in [18]. For n = 1 a similar description for the model operator
S, based on abstract boundary conditions, was given in [12, Theorem 3.1]. Therefore the
results in [12] can be used to analyse singular rank one perturbations with ranG ½ H¡3 or
ranG ½ H¡4; see also [38] for a di®erent approach.
The paper is organized as follows. Some preliminary results are given in Section 2. They
include necessary facts concerning boundary triplets, Weyl functions, and generalized re-
solvents of symmetric operators. In addition, the model concerning a class of matrix poly-
nomials from [13] is brie°y recalled. In Section 3 the factorization model from [13] is pre-
sented and the selfadjoint extensions H¿ of the model operator S are de¯ned via abstract
boundary conditions. The compressed resolvents PH0(H¿ ¡ ¸)¡1¹H0, and the corresponding
∙Straus extensions in H0 are described in terms of \interface conditions" which in general are
¸-depending. Singular ¯nite rank perturbations (1.1) of a selfadjoint operator A0 are con-
sidered in Section 4. In the case where ranG ½ H¡1(A0) or ranG ½ H¡2(A0) the boundary
triplets for S¤0 are expressed in terms of G and A0. The general case ranG ½ H¡2n¡j(A0),
j = 1; 2, is reduced to the previous two by replacing G by G0 = q(A0)
¡1G. In Section 5
certain two-dimensional perturbations A0 +G®G
¤ of the Dirac operator A0 = D with
D = ¡ic d
dx
­ ¾1 + (c2=2)­ ¾3; ¾1 =
µ
0 1
1 0
¶
; ¾3 =
µ
1 0
0 ¡1
¶
;
are considered. In the case, where Gh = ±­ h, h 2 C2, an application of Theorem 3.1 leads
to a description of the perturbations A(®) in H¡2(A0),
y 2 domA(®) , y(0+) = ¤y(0¡);
where ¤ is a linear-fractional transformation of ® given by
¤ = (2ic¾1 ¡ ®)¡1(2ic¾1 + ®):
This coincides with the descriptions of A(®) in [1], [2], [3], [5], [21]. The case Gh = ¡ic±0 ­
¾1h + (c
2=2)± ­ ¾3h, h 2 C2, leads to perturbations in H¡4(A0). Then the function y =
PH0(H¿ ¡¸)¡1z is shown to be a solution of a boundary value problem with the ¸-depending
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interface conditions of the form
y(0+) = ¤(¸)y(0¡); ¤(¸) = (2ic¾1 ¡ ¸2¿ )¡1(2ic¾1 + ¸2¿ ):
Some further applications of the model for singular perturbations will be studied elsewhere.
2. Preliminaries
The necessary ingredients for the present paper are brie°y reviewed in this section. They
involve the extension theory of symmetric linear relations in Pontryagin spaces, and the
construction of operator models for a class of polynomials.
2.1. Boundary triplets and abstract Weyl functions. Let H be a Pontryagin space
with negative index ∙, cf. [4]. Let S be a not necessarily densely de¯ned closed symmetric
relation in H with equal defect numbers d+(S) = d¡(S) <1 and let S¤ be the adjoint linear
relation of S. The symmetry of S can be expressed by S ½ S¤. Here and later operators
will be identi¯ed with their graphs. In the rest of this paper [H] stands for the set of all
bounded everywhere de¯ned linear operators in H. If T is a closed linear relation in H, i.e.
T 2 eC(H), then domT , kerT , ranT , and mulT indicate the domain, kernel, range, and
multivalued part of T , respectively. Moreover, ½(T ) denotes the set of regular points of the
linear relation T . Recall (see [23], [7]) that a triplet ¦ = fH;¡0;¡1g of a Hilbert space H
with dimH = n§(S) and two linear mappings ¡j, j = 0; 1, from S¤ to H is called a boundary
triplet for S¤, if ¡ = (¡0;¡1)> : bf ! ( ¡0 bf;¡1 bf )> is a surjective linear mapping from S¤
onto H©H and the abstract Green's identity
(f 0; g)¡ (f; g0) = (¡1 bf;¡0bg)H ¡ (¡0 bf;¡1bg)H = i(¡bg)¤J(¡ bf); J = µ 0 ¡iIHiIH 0
¶
;(2.1)
holds for all bf = ff; f 0g; bg = fg; g0g 2 S¤. The adjoint S¤ of any closed symmetric relation
S with equal defect numbers has a boundary triplet ¦ = fH;¡0;¡1g. Every other boundary
triplet e¦ = fH; e¡0; e¡1g is related to ¦ via a J-unitary transformation W : e¡ = W¡. In
particular, the transposed boundary triplet ¦> = fH;¡>0 ;¡>1 g, is de¯ned by ¡> = iJ¡.
When S is densely de¯ned, S¤ can be identi¯ed with its domain domS¤, in which case the
boundary mappings are interpreted as mappings from domS¤ to H.
Let ¦ = fH;¡0;¡1g be a boundary triplet for S¤. The mapping ¡> : bf ! f¡1 bf ;¡¡0 bf g
from S¤ onto H©H establishes a one-to-one correspondence between the set of all selfadjoint
extensions of S and the set of all selfadjoint linear relations ¿ in H via
A¿ := ker (¡0 + ¿¡1) = f bf 2 S¤ : f¡1 bf;¡¡0 bfg 2 ¿g = f bf 2 S¤ : ¡> bf 2 ¿ g:(2.2)
When the parameter ¿ is an operator in H the equation (2.2) takes the form
¡0 bf + ¿¡1 bf = 0:(2.3)
For ¿ = 1, meaning that ¿¡1 = 0 or ¿ = f0; IHg, the equation in (2.2) reads as ¡1 bf = 0.
More generally, there is a similar interpretation, when ¿ is decomposed orthogonally in terms
of an operator part and a multivalued part. To each boundary triplet ¦ one may naturally
associate two selfadjoint extensions of S by A0 = ker ¡0, A1 (= A1) = ker ¡1, corresponding
to the linear relations ¿ = 0 and ¿ =1 via (2.2).
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Let N¸(S
¤) = ker (S¤ ¡ ¸), ¸ 2 b½(S), be the defect subspace of S and let bN¸(S¤) :=
f ff¸; ¸f¸g : f¸ 2 N¸(S¤) g; here the notations N¸ and bN¸ are used when the context is
clear. Associated with the boundary triplet ¦ are two operator functions
°(¸) = p1(¡0¹ bN¸)¡1(2 [H;N¸]); M(¸) = ¡1(¡0¹ bN¸)¡1 (2 [H]); ¸ 2 ½(A0) (6= ;);(2.4)
which are holomorphic on ½(A0). Here p1 denotes the orthogonal projection onto the ¯rst
component of H©H. The functions ° and M are called the °-¯eld and the Weyl function
of S corresponding to the boundary triplet ¦, cf. [7], [15], [16], [39] (or the Q-function
corresponding to the pair (S;A0), cf. [35]). The °-¯eld °
> and the abstract Weyl function
M> corresponding to the transposed boundary triplet ¦> are related to ° and M via
°>(¸) = °(¸)M(¸)¡1; M(¸)> = ¡M(¸)¡1; ¸ 2 ½(A1) (6= ;):
If H is a Hilbert space, a Weyl function M of S is a so-called Nevanlinna function, that
is, M is holomorphic in the upper halfplane C+, ImM(¸) ¸ 0 for all ¸ 2 C+, and M
satis¯es the symmetry condition M(¸)¤ = M(¹¸) for ¸ 2 C+ [ C¡. In the case where H
is a Pontryagin space of negative index ∙, the Weyl function M of S belongs to the class
Nk, k ∙ ∙, of generalized Nevanlinna functions which are meromorphic on C+ [C¡, satisfy
M(¸)¤ =M(¹¸), and for which the kernel
NM(¸; ¹) =
M(¸)¡M(¹)
¸¡ ¹ ; NM(¸;
¹¸) =
d
d¸
M(¸); ¸; ¹ 2 C+;(2.5)
has k negative squares [35]. When S is simple, that is,
H = span fN¸(S¤) : ¸ 2 ½(A0) (6= ;) g;(2.6)
then S is an operator without eigenvalues. Moreover, in this case the Weyl function M
belongs to the class N∙, so that k = ∙, and the domain of holomorphy ½(M) of M coincides
with the resolvent set ½(A0).
The resolvent of the extension A¿ and its spectrum ¾(A¿ ) can be expressed in terms of ¿
and the Weyl function M via Kre¸³n's formula. In the terminology of boundary triplets the
result can be formulated as follows, see [7], [15], [16].
Proposition 2.1. Let S be a closed symmetric relation in the Pontryagin space H with equal
defect numbers (d; d), d <1, let ¦ = fH;¡0;¡1g be a boundary triplet for S¤ with the Weyl
function M , let ¿ be a linear relation in H connected with A¿ via (2.2). Then the resolvent
of A¿ is given by
(A¿ ¡ ¸)¡1 = (A0 ¡ ¸)¡1 ¡ °(¸)(¿¡1 +M(¸))¡1°(¹¸)¤; ¸ 2 ½(A¿ ) \ ½(A0):(2.7)
Moreover, for every ¸ 2 ½(A0) the following equivalences hold:
(i) ¸ 2 ½(A¿) if and only if ¿¡1 +M(¸) is invertible;
(ii) ¸ 2 ¾p(A¿ ) if and only if ker (¿¡1 +M(¸)) is nontrivial.
In a similar way, for a (generalized) Nevanlinna family e¿ (¸) the function
(A0 ¡ ¸)¡1 ¡ °(¸)(e¿ (¸) +M(¸))¡1°(¹¸)¤;
is the compressed resolvent of an exit space extension of S in a Hilbert (or a Pontryagin)
space, cf. [35], [43], [15], [39], [7], [9].
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2.2. A model for a class of matrix polynomials. The construction of a model for a
class of matrix polynomials as given in [13] is now brie°y reviewed. Let q be a monic d£ d
matrix polynomial of the form
q(¸) = IH¸n + qn¡1¸n¡1 + ¢ ¢ ¢+ q1¸+ q0;(2.8)
and let r be a selfadjoint d£ d matrix polynomial of the form
r(¸) = r2n¡1¸2n¡1 + r2n¡2¸2n¡2 + ¢ ¢ ¢+ r1¸+ r0; rj = r¤j ; j = 0; : : : ; 2n¡ 1:(2.9)
Observe, that the function Q in
Q(¸) =
µ
0 q(¸)
q](¸) r(¸)
¶
;(2.10)
is a 2d £ 2d matrix polynomial whose leading coe±cient is, in general, noninvertible. Let
the n£ n block matrices Bq and Cq be de¯ned by
Bq =
0BBBBB@
q1 q2 : : : qn¡1 IH
q2 : : : qn¡1 IH 0
... 0 0
qn¡1 IH
...
IH 0 0 : : : 0
1CCCCCA ; Cq =
0BBBBB@
0 IH 0 : : : 0
0 0 IH
. . .
...
...
...
. . .
. . . 0
0 0 : : : 0 IH
¡q0 ¡q1 : : : ¡qn¡2 ¡qn¡1
1CCCCCA :(2.11)
De¯ne the operators
B =
µ
0 Bq
Bq] Br
¶
; C =
µCq] C12
0 Cq
¶
; Br = (rj+k+1)n¡1j;k=0; C12 = B¡1q] D;(2.12)
where
D =
0BB@
rn
rn+1
...
r2n¡1
1CCA (q0; q1; : : : ; qn¡1)¡
0BB@
IH
0
...
0
1CCA (r0; r1; : : : ; rn¡1):(2.13)
Denote ¤ = (IH; ¸IH; : : : ; ¸n¡1IH), and de¯ne
¤1 = ¸
n¤ eB(r)B¡1q ; eB(r) =
0BBB@
rn+1 : : : r2n¡1 0
... 0 0
r2n¡1
...
0 0 : : : 0
1CCCA :(2.14)
In terms of these notions the kernel NQ(`; ¸) has the following factorization
NQ(`; ¸) =
µ
L 0
L1 L
¶
B
µ
¤ 0
¤1 ¤
¶¤
;(2.15)
where L and L1 are de¯ned similar to ¤ and ¤1. Hence, Q is a strict generalized matrix
Nevanlinna function with dn negative (and dn positive) squares. The representation (2.15)
leads to an explicit form for the reproducing kernel Pontryagin space H(Q) associated with Q
in (2.10) and the corresponding operator S(Q) of multiplication by the independent variable
in H(Q), cf. [13].
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Theorem 2.2. Let the matrix polynomial Q be given by (2.10) with q and r as in (2.8),
(2.9). Let B and C be given by (2.12). Then:
(i) The reproducing kernel Pontryagin space H(Q) is isometrically isomorphic to the space
HQ = Hn ©Hn (= C2dn) equipped with the inner product h¢; ¢iHQ = (B ¢; ¢).
(ii) The operator C is selfadjoint in HQ. Its restriction SQ to the subspace
domSQ =
½
F =
µ
fef
¶
2 HQ : f1 = ef1 = 0¾
is a closed simple symmetric operator in HQ with defect numbers (2d; 2d), which is
unitarily equivalent to S(Q).
(iii) The adjoint linear relation SQ
¤ of SQ takes the form
SQ
¤ =
½ bF = ½F; CF + B¡1µ'­ e1e'­ e1
¶¾
: F 2 HQ; '; e' 2 H¾ :
(iv) A boundary triplet ¦Q = fH ©H;¡Q0 ;¡Q1 g for SQ¤ can be de¯ned by
¡Q0
bF = µf1ef1
¶
; ¡Q1
bF = µ'e'
¶
; bF 2 SQ¤:
(v) The Weyl function of SQ associated with ¦Q coincides with Q and the corresponding
°-¯eld is given by
°Q(¸)h =
µ
¤> ¤>1
0 ¤>
¶µ
h1
h2
¶
; h1; h2 2 H:
3. Construction of the factorization model
3.1. The model for symmetric operator. Let S0 be a closed symmetric operator in
a Hilbert space H0 with defect numbers (d; d) whose Weyl function is M0. Let SQ be a
symmetric operator in a Pontryagin space HQ with the Weyl function (2.10) where q and
r are d £ d matrix polynomials, q is monic and r is selfadjoint. In [13] a Pontryagin space
symmetric linear relation S was constructed as a coupling of the operators S0 and SQ, such
that the following function is a Weyl function for S:
M(¸) = r(¸) + q](¸)M0(¸)q(¸):(3.1)
Theorem 3.1. ([13, Theorem 4.2]) Let S0 be a closed symmetric operator in the Hilbert
space H0 and let ¦
0 = fH;¡00;¡01g be a boundary triplet for S¤0 with the Weyl function M0
and the °-¯eld °0. Let SQ be the symmetric operator in HQ as de¯ned in Theorem 2.2 with
the boundary triplet ¦Q = fH © H;¡Q0 ;¡Q1 g and with q, r, and Q as in (2.8), (2.9), and
(2.10), respectively. Then:
(i) The linear relation
S =
(½
f0 ©
µ
fef
¶
; f 00 ©
µ
C
µ
fef
¶
+ B¡1
µ
¡00
bf0 ­ e1
0
¶¶¾
2 S¤0 © S¤Q : f1 = ¡
0
1
bf0ef1 = 0
)
is closed and symmetric in H0 © HQ and has defect numbers (d; d).
8 VLADIMIR DERKACH, SEPPO HASSI, AND HENK DE SNOO
(ii) The adjoint S¤ is given by
S¤ =
½½
f0 ©
µ
fef
¶
; f 00 ©
µ
C
µ
fef
¶
+ B¡1
µ
¡00
bf0 ­ e1e'­ e1
¶¶¾
2 S¤0 © S¤Q : f1 = ¡
0
1
bf0e' 2 H
¾
:
(iii) A boundary triplet ¦ = fH;¡0;¡1g for S¤ is determined by
¡0(bf0 © bF ) = ef1; ¡1( bf0 © bF ) = e'; bf0 © bF 2 S¤:
(iv) The corresponding Weyl function M is of the form (3.1) and the °-¯eld ° is given by
°(¸)h = °0(¸)q(¸)h© ((¤>M0(¸)q(¸) + ¤>1 )hu ¤>h); h 2 H:(3.2)
If the operator S0 is densely de¯ned in H0, then S is an operator. When r = 0 the formulas
for S and S¤ in Theorem 3.1 can be simpli¯ed and the Weyl function is factorized as
M(¸) = q](¸)M0(¸)q(¸):(3.3)
Theorem 3.1 was obtained earlier in [12, Section 3] in the special case that d = n = 1 and
q(¸) = ¸¡ ®, ® 2 C. The problem of simplicity of the model operator S was investigated
in [12, 13].
3.2. Selfadjoint extensions of the model operator. The model in Theorem 3.1 leads
to an explicit form for the extension H¿ = ker (¡0 + ¿¡1).
Proposition 3.2. Let the assumptions be as in Theorem 3.1, and let ° and M be given by
(3.2) and (3.1), respectively. Then:
(i) The selfadjoint extensions H¿ of S in H = H0©HQ are in a one-to-one correspondence
with the selfadjoint relations ¿ in H via
H¿ =
(½
f0 ©
µ
fef
¶
; f 00 ©
µ
C
µ
fef
¶
+ B¡1
µ
¡00
bf0 ­ e1e'­ e1
¶¶¾
2 S¤0 © S¤Q : f1 = ¡
0
1
bf0ef1 + ¿ e' = 0
)
:
(ii) The resolvent (H¿ ¡ ¸)¡1 is given by
(H¿ ¡ ¸)¡1 = (H0 ¡ ¸)¡1 ¡ °(¸)(¿¡1 +M(¸))¡1°(¹¸)¤; ¸ 2 ½(H¿ ) \ ½(H0):(3.4)
(iii) For every ¸ 2 ½(H0) the following equivalences hold:
¸ 2 ¾p(H¿) , 0 2 ¾p(¿¡1 +M(¸));
¸ 2 ½(H¿) , 0 2 ½(¿¡1 +M(¸)):
Proof. By part (iii) of Theorem 3.1 the condition bf0 © bF 2 ker (¡0 + ¿¡1) is equivalent
to fe'; ef1g 2 ¡¿ , or to ef1 + ¿ e' = 0, when correctly interpreted if ¿ is multivalued. The
representation of H¿ now follows from (ii) of Theorem 3.1. This proves (i). The form of the
resolvent of H¿ in (ii) is obtained from Proposition 2.1 and Theorem 3.1. The statement
(iii) is immediate from Proposition 2.1.
De¯ne the block matrices
Xn =
0BBB@
0 0 : : : 0
I 0
. . .
...
...
. . .
. . . 0
¸n¡2 ¢ ¢ ¢ I 0
1CCCA ; Xn¡1 =
0@ I : : : 0... . . . ...
¸n¡2 ¢ ¢ ¢ I
1A :(3.5)
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The following properties of the companion matrix Cq are useful and easily checked, e.g. the
last one is a simple corollary of the Frobenius formula.
Lemma 3.3. Let Cq be the companion matrix corresponding to the polynomial q of the
form (2.8). Then:
(i) (Cq ¡ ¸)¤>(n)h = (0; : : : ; 0;¡q(¸)h)> for all ¸ 2 C, h 2 H;
(ii) ¾(Cq) = ¾(q) and ker (Cq ¡ ¸) = f¤>(n)h : h 2 ker q(¸)g;
(iii) (Cq ¡ ¸)Xn = IHn ¡
µ
0 0eq¸Xn¡1 I
¶
; where eq¸ = (q1; : : : ; qn¡2; qn¡1 + ¸);
(iv) For every ¸ 2 C n ¾(q), g 2 Hn,
(Cq ¡ ¸)¡1g = Xng ¡ 1
q(¸)
¤>(n)(gn + eq¸Xn¡1(g1; : : : ; gn¡1)>):(3.6)
Proposition 3.4. Let the assumptions be as in Theorem 3.1 and let H0 = ker¡0 be as in
Proposition 3.2 (with ¿ = 0). Then:
(i) ½(H0) = ½(A0);
(ii) the compression of the resolvent of H0 to the subspace H0 is given by
PH0(H0 ¡ ¸)¡1¹H0 = (A0 ¡ ¸)¡1; ¸ 2 ½(H0);(3.7)
(iii) the subspace L = f0g © Hn © f0g of H = H0 © HQ is maximal neutral and invariant
under the resolvent (H0 ¡ ¸)¡1. It satis¯es (H0 ¡ ¸)¡nL = f0g, ¸ 2 ½(H0).
Proof. (i) Let G = (g0; g; eg)> 2 H and let bf0 = ff0; f 00g 2 S¤0 . By Proposition 3.2 the relation
G 2 ran (H0 ¡ ¸) can be rewritten as a system of equalities8<:
f 00 ¡ ¸f0 = g0;
(Cq] ¡ ¸)f + C12 ef + e'­ en ¡ B¡1q] Br(¡00 bf0 ­ en) = g;
(Cq ¡ ¸) ef + ¡00 bf0 ­ en = eg; f1 = ¡01 bf0; ef1 = 0:(3.8)
Since ef1 = 0 the third identity in (3.8) and Lemma 3.3 (iii) yield
( ef2; : : : ; efn)> = Xn¡1(eg1; : : : ; egn¡1)>;(3.9)
¡00
bf0 = egn + n¡1X
j=1
qj efj+1 + ¸ efn:(3.10)
Clearly, bh0 = bf0¡b°0(¸)¡00 bf0 2 A0. The ¯rst equality in (3.8) implies h00¡¸h0 = f 00¡¸f0 = g0.
This means that fh0; g0g 2 A0¡ ¸, or equivalently, that fg0; h0g 2 (A0¡ ¸)¡1. Now assume
that ¸ 2 ½(A0). Then h0 = (A0 ¡ ¸)¡1g0 and
f0 = (A0 ¡ ¸)¡1g0 + °0(¸)¡00 bf0; f 00 = ¸f0 + g0:(3.11)
The second equality in (3.8) can be rewritten as
(Cq] ¡ ¸)f + e'­ en = k;(3.12)
where k = g ¡ C12 ef + B¡1q] Br(¡00 bf0 ­ en). Using f1 = ¡01 bf0 and applying Lemma 3.3 (i), (iii)
to (3.12) one obtains
(f2; : : : ; fn)
> = Xn¡1(k1; : : : ; kn¡1)> + ¸¤>(n¡1)¡
0
1
bf0;(3.13)
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e' = kn + n¡1X
j=0
q¤jfj+1 + ¸fn:(3.14)
This shows that ¸ 2 ½(H0), and thus ½(A0) ½ ½(H0).
Conversely, assume that ¸ 2 ½(H0). Then with G = (g0; 0; 0)> one obtains from the third
identity in (3.8) and Lemma 3.3 (iii) that ef = 0 and ¡00 bf0 = 0. Now the ¯rst identity in
(3.8) gives ran (A0 ¡ ¸) = H0 and, therefore, ¸ 2 ½(A0). In fact, Lemma 3.3 (i) yields
(H0 ¡ ¸)¡1(g0; 0; 0)> = ((A0 ¡ ¸)¡1g0;¤>(n)¡01 bf0; 0)>:(3.15)
(ii) The equality (3.7) follows immediately from (3.15).
(iii) Clearly, L is a neutral subspace of H0 © HQ and has dimension dn, so that it is
maximal neutral, cf. [4]. Moreover, again using Lemma 3.3 (iii) one obtains from (3.8) that
for G = (0; g; 0)> 2 L,
(H0 ¡ ¸)¡1(0; g; 0)> = (0; Xng; 0)>; (H0 ¡ ¸)¡n(0; g; 0)> = (0;Xnng; 0)> = 0:
A more complete description of the structure of root subspaces in the scalar case can be
found in [12]. The selfadjoint extensionsH¿ = ker (¡0+¿¡1) of S described in Proposition 3.2
can be interpreted as standard range perturbations of the selfadjoint extension H1 = ker¡1
in the Pontryagin space H = H0 © HQ, see [14]; cf. also [27], [29] for the Hilbert space case.
These perturbations can be seen as liftings of the singular perturbations A(®) of A0 from H0
to the extended space H, cf. Corollary 3.6. Various properties of range perturbations in a
Pontryagin space setting were considered in [10], [11], [12]. A more detailed study of this
connection leads to intermediate symmetric extensions of S and their generalized Friedrichs
extensions which can be described by means of so-called extremal boundary conditions, cf.
[14].
3.3. ∙Straus extensions. Let S0 be a closed symmetric operator in H0 and let H be a
selfadjoint extension of S0 in an exit space H (¾ H0). A family fT (¸) : ¸ 2 C g of extensions
of S0 in the original space H0 de¯ned by
T (¸) = f fPH0f; PH0f 0g : ff; f 0g 2 H; f 0 ¡ ¸f 2 H0 g(3.16)
is called the family of ∙Straus extensions of S0 corresponding to the selfadjoint extension H,
cf. [43], [19], [9]. Recall that S0 ½ T (¸) ½ S¤0 for all ¸ 2 C. It follows from (3.16) that the
compressed resolvent of H can be expressed by means of the family T (¸) as follows:
PH0(H ¡ ¸)¡1¹H0 = (T (¸)¡ ¸)¡1; ¸ 2 ½(H):(3.17)
In fact, the family of ∙Straus extensions can be characterized in terms of boundary operators.
Let fH;¡00;¡01g be a boundary triplet for S¤0 and let the extension H of S0 be related to a
generalized Nevanlinna family e¿ via Kre¸³n's formula
PH0(H ¡ ¸)¡1¹H0 = (A0 ¡ ¸)¡1 ¡ °0(¸)(e¿ (¸) +M0(¸))¡1°0(¹¸)¤; ¸ 2 ½(H) \ ½(A0):(3.18)
Then the family T (¸) of ∙Straus extensions is given by the equality
¡0T (¸) =
n
f¡00 bf0;¡01 bf0 g : bf0 2 T (¸)o = ¡e¿ (¸);(3.19)
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see [16], [7].
Theorem 3.5. Let the assumptions be as in Theorem 3.1. Then the compressed resolvent
and the ∙Straus family T¿(¸) of the extension H¿ in Proposition 3.2 are given by
PH0(H¿ ¡ ¸)¡1¹H0 = (A0 ¡ ¸)¡1 ¡ °0(¸)
¡e¿(¸)¡1 +M0(¸)¢¡1 °0(¹¸)¤;(3.20)
and
T¿ (¸) =
n bf0 = ff0; f 00g 2 S¤0 : (¡00 + e¿ (¸)¡01) bf0 = 0o ; ¸ 2 ½(H¿ ) \ ½(A0);(3.21)
where e¿ (¸) = q(¸)(¿¡1 + r(¸))¡1q](¸).
Proof. The resolvent of H¿ is given by (3.4) in Proposition 3.2. In view of the identity (3.7)
and the form of the °-¯eld in (3.2) the compression of this formula to H0 gives
PH0(H¿ ¡ ¸)¡1¹H0 = PH0(H0 ¡ ¸)¡1¹H0 ¡ PH0°(¸)
¡
¿¡1 +M(¸)
¢¡1
°(¹¸)¤¹H0
= (A0 ¡ ¸)¡1 ¡ °0(¸)q(¸)
¡
¿¡1 +M(¸)
¢¡1
q](¸)°0(¹¸)
¤:
Taking into account (3.1) this leads to (3.20) with e¿ = q(¿¡1+r)¡1q]. The second statement
follows now from (3.19), since
T¿ (¸) =
n bf0 2 S¤0 : f¡00 bf0;¡01 bf0 g 2 ¡e¿ (¸)¡1 o ;
and this coincides with (3.21).
The next result gives a connection between the selfadjoint extensions of S in H0©HQ and
the selfadjoint extensions of S0 in H0. A similar result was obtained in [29, Theorem 3.2] in
a simpler situation.
Corollary 3.6. The selfadjoint extensions H¿ of S in H0©HQ and the selfadjoint extensions
Ae¿ of S0 in H0 are connected by
Ae¿ = ker (¡00 + e¿¡01) = f fPH0F;Gg : fF;Gg 2 H¿ ; G 2 H0 g;
where e¿ = q0(¿¡1 + r0)¡1q¤0 and this product is understood in the sense of relations.
Proof. When 0 2 ½(H¿)\ ½(A0) this result follows directly from Theorem 3.5. To prove it in
the general case one can proceed as in the proof of Proposition 3.4. Consider the ¯rst three
equalities in (3.8) with ¸ = 0 and g = eg = 0. Then it follows from the third equality in
(3.8) that ¡00
bf0 = q0 ef1 and ef2 = ¢ ¢ ¢ = efn = 0. Next a simple calculation using (2.12), (2.13)
shows that
k = ¡C12 ef + B¡1q] Br(¡00 bf0 ­ en) = r0 ef1 ­ en:
Now the second equality in (3.8), or equivalently (3.12), implies that Cq]f = (r0 ef1¡ e')­ en.
This gives q¤0f1 = e'¡ r0 ef1 and f2 = ¢ ¢ ¢ = fn = 0. Hence, together with the description of
H¿ in Proposition 3.2, one arrives at the following conditions for bf0:
¡00
bf0 = q0 ef1; q¤0¡01 bf0 = e'¡ r0 ef1; fe'; ef1g 2 ¡¿:
It can be checked that these three conditions are equivalent to
f¡01 bf0;¡00 bf0g 2 ¡q0(¿¡1 + r0)¡1q¤0:
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The linear relation e¿ = q0(¿¡1 + r0)¡1q¤0 (where the products and inverses are to be under-
stood in the sense of relations) is selfadjoint. Therefore, Ae¿ is a selfadjoint extension of S0
and the claim follows.
Of course, when r0 = 0 and q0 = I the \inverse compression" of H¿ in Corollary 3.6 gives
the extension A¿ with precisely the same parameter e¿ = ¿ . In this sense the selfadjoint
extensions H¿ of S can be seen as liftings of the selfadjoint extensions of S0.
According to (3.20) the exit space for S0 is determined by the d £ d matrix functione¿¡1 = q¡](¿¡1 + r)q¡1. This observation yields another construction of the model space
associated with M . Namely, one may use the coupling methods as presented in [9], [25] of
the model spaces corresponding to the sum of two Nevanlinna functions M0 and e¿¡1. Here
the degree of the rational matrix function e¿¡1 is equal to 2n and therefore the corresponding
exit space will have the dimension 2nd. However, it is not clear if the exit spaces He¿¡1 can be
taken to be equal for di®erent values of ¿ 2 eC(H). In the present approach the situation is
di®erent. To see this observe that e¿¡1 = q¡](¿¡1 + r)q¡1 is obtained from Q given in (2.10)
by using a Schur complement and a transposed boundary triplet via the following steps,
Q!
µ
0 q
q] r + ¿¡1
¶
! ¡q(r + ¿¡1)¡1q] ! e¿¡1 = q¡](r + ¿¡1)q¡1:
This shows that for each ¿ the exit space determined by e¿¡1 can be taken to be HQ. Moreover,
the model operator Se¿¡1 for e¿¡1 is a closed symmetric extension of the model operator SQ
in Theorem 2.2 with smaller defect numbers (nd; nd) in HQ.
4. Singular finite rank perturbations
Let A0 be a selfadjoint operator in the Hilbert space H0 and let G be a linear injective
mapping from H = Cd into H0. For a d£ d matrix ® = ®¤ de¯ne the operator A(®) by (1.1)
so that A(®) is a ¯nite rank perturbation of A0, cf. e.g. [32]. Let S0 be the restriction of
A0 de¯ned by (1.2). Then S0 is a closed, symmetric, and nondensely de¯ned operator with
defect numbers (d; d). Its adjoint S¤0 is a closed linear relation, given by
S¤0 = f bf = ff; A0f ¡Ghg : f 2 domA0; h 2 Hg:(4.1)
A boundary triplet for S¤0 can be de¯ned by
H = Cd; ¡00 bf = h; ¡01 bf = G¤f; bf 2 S¤0 ;(4.2)
where ¡00 is well de¯ned, since kerG = f0g. The corresponding °-¯eld and the Weyl function
are given by
°0(¸) = (A0 ¡ ¸)¡1G; M0(¸) = G¤(A0 ¡ ¸)¡1G; ¸ 2 ½(A0):(4.3)
The perturbations A(®) in (1.1) are now selfadjoint operator extensions of S0. The Weyl
function characterizes A0 and S0, up to unitary equivalence, cf. [35]. It also can be used to
describe the spectrum of each perturbation A(®), cf. Proposition 2.1. Such and more general
perturbations have been considered in several recent papers, see e.g. [3], [22], [27], [33], [34],
[42].
The perturbations A(®) in (1.1) with ranG ½ H0 are ordinary (range) perturbations of the
selfadjoint operator A0. To introduce perturbations of A0 of a more general type consider a
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rigging of the Hilbert space H0, generated by the operator jA0j:
H+k ½ ¢ ¢ ¢ ½ H+2 ½ H+1 ½ H0 ½ H¡1 ½ H¡2 ½ ¢ ¢ ¢ ½ H¡k;(4.4)
where H+k = dom jA0jk=2, k 2 N, equipped with the graph inner product and H¡k is the
corresponding dual space, cf. [6]. Here the notation H§k for H§k(jA0j) is used for simplic-
ity. If ranG ½ H¡knH0, the perturbing term G®G¤ becomes unbounded in H0, and the
expression in (1.1) needs an interpretation. In the sequel, interpretations for such (singular)
perturbations will be presented for each of the following cases, respectively:
ranG ½ H¡1; ranG ½ H¡2; ranG ½ H¡k; k > 2:
4.1. Perturbations in H¡1. Let G be an injective linear mapping from H = Cd into H¡1
and denote by G¤ its adjoint operator from H+1 into H. The identity (1.2) gives again rise
to a symmetric operator S0 in H0. Let eA0 be the [H+1;H¡1]-continuation of A0 to all of
H+1. Then the expressions for the °-¯eld °0 and the Weyl function M0 in (4.3) are still well
de¯ned, after A0 is replaced by eA0. The connection of the ¯nite rank perturbations A(®) to
the extension theory in this case can be given in terms of boundary triplets as follows, cf.
[10, Theorem 6.2] for the scalar case.
Theorem 4.1. Let A0 be a selfadjoint operator in the Hilbert space H0 and let eA0 be its
[H+1;H¡1]-continuation. Let G be an injective linear mapping from H = Cd into H¡1 and
de¯ne the restriction S0 of A0 by (1.2). Then:
(i) The operator S0 is closed and symmetric in H0 and has defect numbers (d; d).
(ii) The adjoint linear relation S¤0 of S0 is given by
S¤0 = f bf = ff; eA0f ¡Ghg : f 2 H+1; eA0f ¡Gh 2 H0; h 2 Hg:(4.5)
(iii) A boundary triplet for S¤0 can be de¯ned by (4.2).
(iv) The corresponding °-¯eld and Weyl function are given by
°0(¸) = ( eA0 ¡ ¸)¡1G; M0(¸) = G¤( eA0 ¡ ¸)¡1G:(4.6)
(v) The perturbation
A(®) = f ff; ( eA0 +G®G¤)fg : f 2 H+1; ( eA0 +G®G¤)f 2 H0 g(4.7)
coincides with the selfadjoint extension A¿ = ker (¡
0
0+¿¡
0
1) of S0 with ® = ¿ = ¿
¤ 2 [H]
and the resolvent of A(®) is given by (2.7).
Proof. As a restriction of A0, S0 is symmetric and its closedness follows from the closedness
of kerG¤ in H+1 (¾ H+2). The defect numbers are equal and they cannot be greater than
(d; d), since kerG¤ has co-dimension d in H+1. The continuation eA0 is a selfadjoint operator
from H+1 into H¡1 and, in particular, in the sense of the duality between these spaces, the
equality ( eA0f; g) = (f; eA0g) holds for all f; g 2 H+1, cf. [24]. The resolvent eR¸ = ( eA0¡¸)¡1
of eA0 is a [H¡1;H+1]-continuous operator for ¸ 2 ½(A0). Therefore, it follows from the
de¯nition (1.2) that for all f 2 domS0 and all ¸ 2 ½(A0):
(( eA0 ¡ ¸)¡1Gh; (S0 ¡ ¹¸)f)H0 = (Gh; f )H0 = (h;G¤f )H = 0:(4.8)
Hence, eR¸(ranG) ½ N¸(S¤0) and a dimension argument shows thateR¸(ranG) = N¸(S¤0); ¸ 2 ½(A0):(4.9)
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In particular, the defect numbers of S0 are (d; d), and hence (i) has been proved.
To see (ii), recall the decomposition
S¤0 = A0 +^ bN¸(S¤0); ¸ 2 ½(A0):(4.10)
It follows from (4.9) and (4.10) that every ff; f 0g 2 S¤0 admits the representation
ff; f 0g = ff0 + eRiGh;A0f0 + i eRiGhg = ff; eA0f ¡Ghg;
where f0 2 domA0, h 2 H and, hence,
f = f0 + eRiGh 2 H+1; eA0f ¡Gh 2 H0:
This gives (4.5).
As to (iii), it is clear from (4.5) that the mapping ¡0 : S¤0 !H©H determined by (4.2) is
surjective. With the vectors ff; f 0g = ff; eA0f ¡Ghg 2 S¤0 and fg; g0g = fg; eA0g¡Gkg 2 S¤0
one obtains
(f 0; g)¡ (f; g0) = ( eA0f ¡Gh; g)¡ (f; eA0g ¡Gk) = (G¤f; k)H ¡ (h;G¤g)H;
so that the abstract Green's identity holds.
Each vector bf¸ 2 bN¸(S¤0) admits the representation
ff¸; ¸f¸g = f eR¸Gh; ¸ eR¸Ghg = feR¸Gh; eA0 eR¸Gh¡Ghg:
This implies
¡00
bf¸ = h; ¡01 bf¸ = G¤( eA0 ¡ ¸)¡1G;
which gives (iv) in view of (2.4).
Finally to prove (v), observe that with bf 2 S¤0 ,
¡00
bf + ¿¡01 bf = h+ ¿G¤f:
Thus, bf 2 ker (¡00 + ¿¡01) precisely when h = ¡¿G¤f . Substituting this into (4.5) gives the
representation (4.7) for the extension ker (¡00 + ¿¡
0
1) with ® = ¿ .
If ranG ½ H0, then the statements in Theorem 4.1 clearly reduce to the facts presented in
the introduction of the present section. When ranG ½ H¡1, the operator in the righthand
side of (4.7) will be written shortly as
A(®) = eA0 +G®G¤; ® 2 [H]:
Observe, that if ranG ½ H¡1nH0, then the operator S0 in Theorem 4.1 is densely de¯ned and
its adjoint S¤0 in (4.5) is an operator. In the case where A0 ¸ 0, the operator A(®) is a form-
bounded perturbation of A0 in the sense of [2]. When the operator A0 is not semibounded,
but ranG ½ H¡1nH0, the lifting of the extensions A¿ = ker (¡00 + ¿¡01) to the space triplet
H+1 ½ H0 ½ H¡1 gives rise to a situation where the lifted extensions eA¿ behave like usual
¯nite rank perturbations of A0 in H0 and they give rise to a generalized Friedrichs extension
of S0 in the original space H0. Such results, involving so-called Kac subclasses of Nevanlinna
functions, have been obtained in [24], [26], and then extended in [10] to Pontryagin spaces.
The next results shows that perturbations in H¡1 as described in Theorem 4.1 are additive
with respect to the parameter ® 2 [H].
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Proposition 4.2. For each selfadjoint ¿ 2 [H] the space triplets H+1(A¿ ) ½ H0 ½ H¡1(A¿ )
are (topologically) independent of ¿ and A¿ is a representation of the additive group [H], i.e.
A¿1+¿2 = (A¿1)¿2 ; ¿j = ¿
¤
j 2 [H]; j = 1; 2:(4.11)
Proof. The equality of the domains dom jA¿ j12 for the extensions A¿ = ker (¡00 + ¿¡01) in
(4.7) corresponding to the selfadjoint (operator) parameters ¿ 2 [H] can be proved along
the lines of [24], [29]. It follows then from the closed graph theorem that the norms on the
spaces H§1(A¿ ) are equivalent, and therefore the space triplets H+1(A¿ ) ½ H0 ½ H¡1(A¿ )
for ¿ 2 [H] coincide, up to equivalent inner products.
In view of Theorem 4.1 the extension A¿1 ½ S¤0 , ¿1 2 [H], is given byeA¿1f = eA0f +G¿1G¤f; f 2 H+1;(4.12)
with f 2 domA¿1 if and only if eA0f + G¿1G¤f 2 H0. Now, applying (4.12) again with A¿1
and ¿2 2 [H] yields
( eA¿1)¿2 = eA¿1 +G¿2G¤ = eA0 +G(¿1 + ¿2)G¤ = eA¿1+¿2 ;
and clearly f 2 dom(A¿1)¿2 if and only if f 2 domA¿1+¿2. This proves (4.11).
4.2. Perturbations in H¡2. Let G be an injective linear mapping from H = Cd into H¡2
and let G¤ be its adjoint operator from H+2 into H. The identity (1.2) still gives rise to a
symmetric operator S0 in H0. However, when ranG ½ H¡2 the operator ¡01 in (4.2) is not
well de¯ned anymore, and it has to be regularized. Let eA0 be the [H0;H¡2]-continuation of
A0 to all of H0. The resolvent eR¸ = ( eA0¡ ¸)¡1 of eA0 is an [H¡2;H0]-continuous operator for
¸ 2 ½(A0), see [44]. Then the expression for the °-¯eld °0 in (4.3) is well de¯ned, after A0
is replaced by eA0, but a regularization of the Weyl function M0 is needed.
An operatorR 2 [H¡2;H0] is said to be a regularizing operator of eR¸ if eR¸¡R 2 [H¡2;H+2],
and ( eR¸ ¡R)¤ = eR¹¸ ¡R for ¸ 2 ½(A0). For example, one can take R = 12( eRi + eR¡i) as a
regularizing operator of eR¸, cf. [44]. If R1 and R2 are two regularizing operators of eR¸ then
clearly R2 ¡R1 2 [H¡2;H+2].
Theorem 4.3. Let A0 be a selfadjoint operator in the Hilbert space H0, let eA0 be the
[H0;H¡2]-continuation of A0, and let R be a regularizing operator of eR¸ = ( eA0 ¡ ¸)¡1.
Let G be a linear injective mapping from H = Cd into H¡2 and de¯ne the restriction S0 of
A0 by (1.2). Then:
(i) The operator S0 is closed and symmetric in H0 and has defect numbers (d; d).
(ii) The adjoint linear relation S¤0 of S0 is given by
S¤0 = f bf = ff; eA0f ¡Ghg : f 2 H0; eA0f ¡Gh 2 H0; h 2 Hg:(4.13)
(iii) A boundary triplet for S¤0 can be de¯ned by
H = Cd; ¡00 bf = h; ¡01 bf = G¤ (f ¡RGh) +Bh; bf 2 S¤0 ;(4.14)
where B is a selfadjoint operator in H.
(iv) The corresponding °-¯eld and the Weyl function are given by
°0(¸) = ( eA0 ¡ ¸)¡1G; M0(¸) = G¤(( eA0 ¡ ¸)¡1 ¡R)G+B:(4.15)
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(v) The resolvent of the extension eA¿ = ker (¡0 + ¿¡1), ¿ = ¿¤ 2 eC(H), is given by
(A¿ ¡ ¸)¡1 = (A0 ¡ ¸)¡1 ¡ °0(¸)(¿¡1 +G¤(( eA0 ¡ ¸)¡1 ¡R)G+B)¡1°0(¹¸)¤; ¸ 2 ½(A¿ ) \ ½(A0):
Proof. (i) Observe, that kerG¤ is closed in H+2. This implies that S0 is a closed symmetric
operator in H0 with equal defect numbers which cannot be greater than (d; d), since kerG
¤
has co-dimension d in H+2. The continuation eA0 admits the following symmetry property
(f; eA0g) = (A0f; g)H0 ; f 2 domA0; g 2 H0;
where (¢; ¢) stands for the duality between H+2 and H¡2. Hence, the equality (4.9) follows
from (4.8). In particular, the defect numbers of S0 are (d; d).
(ii) It follows from (4.9) and (4.10) that every ff; f 0g 2 S¤0 admits the representation
ff; f 0g = ff0 + eR¸Gh;A0f0 + ¸ eR¸Ghg; f0 2 domA0; h 2 H; ¸ 2 ½(A0);(4.16)
which, due to the relation eR¸Gh¡RGh 2 domA0, can be rewritten as
ff; f 0g = ff 00 +RGh; eA0(f 00 +RGh)¡Ghg; f 00 2 domA0:
Hence, S¤0 belongs to the left side of (4.13). Conversely, if eA0f ¡Gh 2 H0 for some f 2 H0
and h 2 H, then equivalently f ¡ eR¸Gh 2 domA0. In this case, f = f0 + eR¸Gh for some
f0 2 domA0 and f 0 = eA0f ¡Gh = A0f0 + ¸ eR¸Gh, so that ff; f 0g 2 S¤0 by (4.16).
(iii) It is clear from (4.13) that the mapping ¡0 : S¤0 ! H © H determined by (4.14) is
surjective. Moreover, for every ff; f 0g 2 S¤0 of the form (4.16) and
fg; g0g = fg0 + eR¹¸Gk;A0g0 + ¹¸ eR¹¸Gkg 2 S¤0 ; g0 2 domA0; k 2 H;
one obtains
(f 0; g)¡ (f; g0) = ((A0 ¡ ¸)f0; eR¹¸Gk)¡ ( eR¸Gh; (A0 ¡ ¹¸)g0)
= (f0; Gk)¡ (Gh; g0)
= (G¤f0 +Bh; k)H ¡ (h;G¤g0 +Bk)H
= (G¤(f ¡RGh) +Bh; k)H ¡ (h;G¤(g ¡RGk) +Bk)H:
(iv) Decompose the defect vectors f¸ 2 N¸(S¤0) as follows:
ff¸; ¸f¸g = f eR¸Gh; ¸ eR¸Ghg = feR¸Gh; eA0 eR¸Gh¡Ghg:
Then according to (4.14),
¡00
bf¸ = h; ¡01 bf¸ = G¤ ³ eR¸ ¡R´Gh+Bh;
which in view of (2.4) leads to (4.15).
(v) The statement follows from Proposition 2.1.
The boundary operator ¡01 in Theorem 4.3 depends on a free parameter B 2 [H]. When
this parameter B is ¯xed, the family of perturbations A(®) of A0 can be de¯ned, in analogy
with Theorem 4.1, as the family of selfadjoint extensions
A¿ = ker (¡
0
0 + ¿¡
0
1); ¿ = ¿
¤ 2 eC(H):(4.17)
Some other, but equivalent, forms for de¯ning these perturbations have been given in [22],
[33], [2], [29]. Observe that the resulting family A(®) is not additive in the sense of (4.11).
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Remark 4.4. Comparing the statement (v) in Theorems 4.1 and 4.3 in the case where
ranG ½ H¡1 it is seen that A(®) = A¿ if and only if
¿¡1 ¡G¤RG+B = ®¡1:(4.18)
It follows from (4.18) that the operator ® should be equal to 0 for G satisfying ranG ½ H¡2n
H¡1 and ¿ = ¿¤ invertible. Such \perturbations" A¿ of A0 were called in [33] in¯nitesimal ;
they can be interpreted as selfadjoint extensions of the symmetric operator S0 in Theorem 4.3
and hence they can be parametrized by the resolvent formula (v) in Theorem 4.3 with
¿ = ¿¤ 2 eC(H).
Remark 4.5. If 0 2 ½(A0), one can take eA¡10 2 [H¡2;H0] as a regularizing operator for the
resolvent eR¸. Then the corresponding Weyl function M0 takes the form
M0(¸) = G
¤
³
( eA0 ¡ ¸)¡1 ¡ eA¡10 ´G+B:(4.19)
The case of perturbations in H¡2 is general in the sense that every closed symmetric
operator S with defect numbers (d; d) can be obtained as a restriction of a selfadjoint operator
A0 via (1.2) with some linear injective mapping from H = Cd into H¡2, cf. e.g. [27].
The following lemma gives some formulas which will be useful in Subsection 4.3 in order
to describe the renormalization procedure for the resolvent eR¸ = ( eA0 ¡ ¸)¡1 and the Weyl
function generated by singular perturbations of A0 with ranG ½ H¡k, k > 2.
Lemma 4.6. Let G be a linear injective mapping from H = Cd into H¡1, let q be a scalar
polynomial of degree n 2 N, such that ¾(q) \ ¾(A0) = ;, and let G0 = q( eA0)¡1G. De¯ne the
block matrix T by
T = col (t2n¡1; : : : ; t1; t0); tj = G¤0 eA2n¡1¡j0 G0; j = 0; 1; : : : ; 2n ¡ 1:(4.20)
Then the following identities hold
G¤( eA0 ¡ ¸)¡1G = r(¸) + q](¸)G¤0( eA0 ¡ ¸)¡1G0q(¸);(4.21)
G¤( eA0 ¡ ¸)¡2G = d
d¸
fr(¸) + q](¸)G¤0( eA0 ¡ ¸)¡1G0q(¸)g;(4.22)
where
r(¸) = ¤(2n)(Bq]q ­ I)T; ¤(2n) = (IH; ¸IH; : : : ; ¸2n¡1IH)(4.23)
and Bq]q is the matrix associated with the polynomial q]q via (2.11).
Proof. It follows from
p(¸; z) =
q(¸)]q(¸)¡ q(z)]q(z)
¸¡ z(4.24)
that the corresponding matrix polynomial admits the representation
p(¸; z)IH = ¤(2n)(Bq]q ­ I)Z>(2n) =
2n¡1X
j;k=0
bjk¸
jzkIH;(4.25)
where Z(2n) is de¯ned similar to ¤(2n). Moreover, (4.24) implies that
G¤( eA0 ¡ ¸)¡1G = G¤0p(¸; eA0)G0 + q](¸)G¤0( eA0 ¡ ¸)¡1G0q(¸):
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To prove (4.21), it remains to notice that due to (4.25),
G¤0p(¸; eA0)G0 = 2n¡1X
j;k=0
bjk¸
jG¤0 eAk0G0 = ¤(2n)(Bq]q ­ IH)T:
The identity (4.22) is obtained from (4.21) by di®erentiation.
Remark 4.7. Statements similar to those in Lemma 4.6 are still valid if ranG ½ H¡2. In
this case t0 = G
¤
0
eA2n¡10 G0 is not well de¯ned and the resolvent needs a regularizing term.
Let R be a regularizing operator of eR¸ commuting with eR¸. Then the di®erence
t0 ¡G¤RG = G¤(q]( eA0)¡1 eA2n¡10 q( eA0)¡1 ¡R)G(4.26)
makes sense and by incorporating the regularizing termsG¤RG and q]G¤0RG0q in the formula
(4.21) one arrives at the following identity
G¤( eR¸ ¡R)G = r(¸) + q](¸)q(¸)[G¤0( eR¸ ¡R)G0 +B];(4.27)
where B = G¤0RG0 and the matrix polynomial r(¸) is now given by
r(¸) = ¤(2n)(Bq]q ­ I)T ¡G¤RG:(4.28)
In (4.28) r(¸) is well de¯ned in view of (4.26). Di®erentiation of (4.27) gives again an
expression for G¤( eA0 ¡ ¸)¡2G analogous to (4.22). Notice also that the selection of a regu-
larizing operator R or even two di®erent regularizing operators R1, R2 in (4.27) results in
a di®erence for r and B only by some constant well-de¯ned selfadjoint operators in H, since
R¡Rj 2 [H¡2;H+2], j = 1; 2.
4.3. Perturbations in H¡2n¡1 and H¡2n¡2. In a number of papers singular rank one per-
turbations of A0 generated by ! 2 H¡2n¡2 have been studied by means of exit space ex-
tensions of a symmetric operator S connected with A0, see [41], [17], [18], [38], [37]. In
this subsection a model for ¯nite rank singular perturbations of A0 generated by G with
ranG ½ H¡2n¡j, j = 1; 2, is established also in terms of exit space extensions of A0. Here
the model for such perturbations is derived from a basic assumption that in an extending
inner product space H ¾ H0 the resolvents associated with the perturbations of A0 should
be ¯nite rank perturbations of the resolvent generated in H by (A0¡¸)¡1 (see Theorem 4.8).
First consider the case, where G is a linear mapping from H = Cd into H¡2n¡1 and leteA0 be the [H¡2n+1;H¡2n¡1]-continuation of A0. The adjoint operator G¤ maps H2n+1 into
H. Observe, that if ranG \ H¡2 = f0g, then the identity (1.2) gives rise to an essentially
selfadjoint operator whose closure is equal to A0. Moreover, the vector eR¸Gh = ( eA0 ¡
¸)¡1Gh, h 2 H, ¸ 2 ½(A0), does not belong to the space H0. To give a sense to the vectoreR¸Gh and to the resolvent formula (2.7) one needs to extend the space H0 by adding the
subspaces eA¡10 ranG; : : : ; eA¡n0 ranG;(4.29)
assuming, for simplicity, that 0 2 ½(A0). Then the vector
°(¸)h := eR¸Gh = eA¡10 Gh+ ¢ ¢ ¢+ ¸n¡1 eA¡n0 Gh+ ¸n eR¸ eA¡n0 Gh(4.30)
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can be considered as a vector from an extended inner product space H which contains both
H0 and the subspaces (4.29):
H ¾ span fH0; eA¡j0 ranG : j = 1; : : : ; n g:(4.31)
In this space the continuation eA0 of A0 generates an operator, say H0, for which the operator
function °(¸), ¸ 2 ½(A0), can be interpreted to form its °-¯eld in the sense that
°(¸)¡ °(¹)
¸¡ ¹ = (H0 ¡ ¸)
¡1°(¹); ¸; ¹ 2 ½(A0):(4.32)
This identity implies that
d
d¸
°(¸) = (H0 ¡ ¸)¡1°(¸); ¸ 2 ½(A0):(4.33)
The inner product hu; 'iH in H should coincide with the form (u; ') generated by the inner
product in H0 if the vectors u, ' are in duality, say, u 2 H2(n¡j)+1, ' 2 eA¡j0 ranG. Now, for
the other vectors in (4.31) it will be supposed that the conditionsD eA¡j0 Gh; eA¡k0 GfE
H
= (tj+k¡1h; f)H; j; k = 1; : : : ; n; h; f 2 H;(4.34)
are satis¯ed for some operators tj = t
¤
j 2 [H], j = 1; : : : ; 2n¡ 1. The next result shows that
under such weak conditions on the extending space the structure of perturbed resolvents
becomes already completely ¯xed even under some mild assumptions on H0. This fact yields
an interpretation and a model for singular ¯nite rank perturbations of A0.
Theorem 4.8. Assume that 0 2 ½(A0) and let ranG ½ H¡2n¡1nH¡2n, let G0 = eA¡n0 G, let
H ¾ H0 be (an isometric image of) an inner product space satisfying (4.31), (4.34), and let
H and H0 be selfadjoint linear relations in H such that
(i) ½(H0) = ½(A0);
(ii) °(¸)0 = (H0 ¡ ¸)¡1°(¸) holds for (an isometric image of) °(¸) = ( eA0 ¡ ¸)¡1G, ¸ 2
½(A0);
(iii) (H ¡ ¸)¡1 ¡ (H0 ¡ ¸)¡1 = ¡°(¸)¾(¸)°(¹¸)¤, ¸ 2 ½(H) \ ½(H0);
for some matrix function ¾(¸) holomorphic and invertible for ¸ 2 ½(H0) \ ½(H). Then
¾(¸)¡1 can be represented in the form
¾¡1(¸) = ¯ + t(¸) + ¸2nM0(¸);(4.35)
where ¯ = ¯¤ 2 [H], t(¸) = t1¸ + ¢ ¢ ¢ + t2n¡1¸2n¡1, and M0(¸) = G¤0 eR¸G0 is a Nevanlinna
function in H.
Proof. Denote R¸ = (H0 ¡ ¸)¡1, eR¸ = ( eA0 ¡ ¸)¡1. By assumption (ii)
°(¸)0 = R¸°(¸); [°(¹¸)¤]0 = °(¹¸)¤R¸:(4.36)
Now, di®erentiation of (iii) yields
(H ¡ ¸)¡2 ¡R2¸ = ¡°(¸)¾(¸)0°(¹¸)¤ ¡R¸°(¸)¾(¸)°(¹¸)¤ ¡ °(¸)¾(¸)°(¹¸)¤R¸;(4.37)
which together with (iii) implies that
°(¸)¾(¸)0°(¹¸)¤ = ¡°(¸)¾(¸)°(¹¸)¤°(¸)¾(¸)°(¹¸)¤:(4.38)
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The identity (4.38) can be rewritten (by the assumption of isometry in (ii)) as
d¾¡1
d¸
= °(¹¸)¤°(¸) = ( eR¹¸G)¤(eR¸G):(4.39)
It follows from (4.30) and (4.34) that for every h; f 2 H, j = 1; : : : ; n,D eA¡j0 eR¸Gh; eA¡10 GfE
H
=
DeR¸Gh; eA¡j¡10 GfE
H
;D eR¸Gh; eA¡10 eR¹¸GfE
H
=
D eR2¸Gh; eA¡10 GfE
H
:
Therefore, DeR¸Gh; eR¹¸GfE
H
=
DeR¸Gh; (I + ¹¸ eR¹¸) eA¡10 GfE
H
=
d
d¸
D
¸ eR¸Gh; eA¡10 GfE
H
;(4.40)
and by applying (4.30), with 2n¡ 1 instead of n, and (4.34) one obtainsD
¸ eR¸Gh; eA¡10 GfE
H
= ¸
D eA¡10 Gh; eA¡10 GfE
H
+ ¢ ¢ ¢+ ¸2n¡1
D eA¡2n+10 Gh; eA¡10 GfE
H
+ ¸2n
DeR¸ eA¡2n+10 Gh; eA¡10 GfE
H
= (t(¸)h; f)H + ¸2n(G¤0 eR¸G0h; f)H:
(4.41)
It follows from (4.39), (4.40), and (4.41) that ¾¡1(¸) in (iii) takes the form (4.35), where ¯
is a selfadjoint operator in H and M0(¸) = G¤0 eR¸G0 is a Nevanlinna function since ranG0 ½
H¡1.
Remark 4.9. Observe that one arrives at the same formula (4.35) for ¾¡1(¸) by comparing
(4.39) with (4.22) in Lemma 4.6. Similarly, in the case ¾(q)\¾(A0) = ; one can derive from
Lemma 4.6 the following representation of ¾¡1(¸):
¾¡1(¸) = r(¸) + q](¸)q(¸)M0(¸);(4.42)
where r is given by (4.23). One can extend Theorem 4.8 also to the case where ranG ½
H¡2n¡2. Then the function ¾¡1(¸) in (iii) still has the same form (4.42), but the function
M0(¸) in (4.42) takes the form G
¤
0(
eR¸ ¡R)G0 + B, where R is a regularizing operator ofeR¸, B = B¤, and r with deg r ∙ 2n¡ 1 is given by (4.28); see Remark 4.7.
Remark 4.10. The function r(¸)+ q](¸)q(¸)M0(¸) is the Weyl function of the model Pon-
tryagin space symmetric operator S considered in [13, Theorem 4.2] and does not belong
to the class of Nevanlinna functions. In fact, substituting the formula (4.42) with ¯ = ¿¡1,
¿ = ¿¤ 2 eC(H), for ¾ in (iii) one obtains the resolvent formula (2.7) in Proposition 2.1 with
the Weyl function
M = r + q]M0q:(4.43)
The formulas (4.21) and (4.27) can now be seen as a renormalization procedure for the
Weyl function associated with the °-¯eld °(¸) = ( eA0 ¡ ¸)¡1G. In view of Theorem 4.8
it is natural to identify the family of ¯nite rank singular perturbations A0 + G®G
¤ with
the family of selfadjoint extensions H¿ of the symmetric operator S in a Pontryagin space;
see Theorem 4.12. The formula (4.42) implies also that one cannot ¯nd a Hilbert space
selfadjoint family satisfying the properties (ii) and (iii) in Theorem 4.8. Of course, one can
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still give a description in purely Hilbert space terminology, but then the extensions will not
be selfadjoint anymore (cf. [38], [37]).
A model space H and a selfadjoint relation H0 in H which satisfy the assumptions in
Theorem 4.8 can be constructed directly from A0 and G without using riggings of the Hilbert
space H0 as follows. Let G be an injective linear mapping fromH = Cd into H¡2n¡j, j = 1; 2.
Let q be an n-th order monic d£d matrix polynomial such that ¾(q)\¾(A0) = ; and de¯ne
G0 = q(A0)
¡1G, so that G0 maps H = Cd into H¡1(A0) or H¡2(A0), respectively. The
restriction S0 of A0 to domA0 \ kerG¤0, is a closed symmetric operator in H0 with defect
numbers (d; d). The corresponding Weyl function M0 is as in (4.6), (4.15), or as in (4.19)
if in addition 0 2 ½(A0), with G replaced by G0. Let t0; : : : ; t2n¡1 be arbitrary selfadjoint
d £ d matrices and de¯ne the matrix polynomial r, deg r ∙ 2n ¡ 1, by (4.23) or (4.28).
Parallel to (4.21) or (4.27) depending on ranG ½ H¡2n¡1 or ranG ½ H¡2n¡2, respectively,
the generalized Nevanlinna function M is de¯ned by (4.43). The matrix polynomial Q of
the form (2.10) gives rise to a model involving a reproducing kernel Pontryagin space HQ
and a corresponding multiplication operator SQ in it, see Theorem 2.2. The model for M in
(4.43) is now obtained by applying Theorem 3.1. For simplicity the result is formulated for
the case 0 2 ½(A0) and ranG ½ H¡2n¡1nH¡2n.
Theorem 4.11. Let A0 be a selfadjoint operator in the Hilbert space H0 such that 0 2 ½(A0)
and let G : H = Cd ! H¡2n¡1nH¡2n be injective. Let t0; : : : ; t2n¡1 be arbitrary selfadjoint
d £ d matrices and let the matrix polynomial r, deg r ∙ 2n ¡ 1, be given by (4.23), let
G0 = ( eA0)¡nG, and let S0 be a symmetric restriction of A0 de¯ned by
domS0 = f f 2 domA0 : G¤0f = 0 g:
Let fH;¡00;¡01g be a boundary triplet for S¤0 with the Weyl function M0 and moreover, let the
symmetric operator SQ in HQ and the boundary triplet for S
¤
Q be as in Theorem 2.2. Then
the operator S0 is densely de¯ned in H0 and, moreover, the following statements hold:
(i) The linear relation S de¯ned in Theorem 3.1 is a closed simple symmetric operator in
H = H0 © HQ with defect numbers (d; d).
(ii) The adjoint linear relation S¤ and the boundary triplet for S¤ are as given in parts (ii)
and (iii) of Theorem 3.1.
(iii) The corresponding Weyl function has the form (4.43) where q(¸) = ¸n and M0 is given
by (4.6).
(iv) The linear relations H0 = ker ¡0 and H¿ = ker (¡0 + ¿¡1), ¿ 2 [H], are selfadjoint
extensions of S in H0 © HQ.
(v) The resolvent set ½(H¿ ) of H¿ , ¿ 2 [H], is nonempty, the spectrum ¾(H¿ ) in ½(A0)
coincides with
f¸ 2 ½(A0) : det(I + (r(¸) + ¸2nM0(¸))¿ ) = 0g;
and the compressed resolvent of H0 and H¿ are of the form (3.7) and (3.20).
(vi) The corresponding ∙Straus extensions T¿ , ¿ 2 [H], are given by the \interface conditions"
in (3.21).
The statements of the above theorem follow easily from Theorems 3.1, 3.5, Proposition 3.2,
and [13, Theorem 5.3]. One can state a similar result for the case when ranG ½ H¡2n¡2nH¡2n
and with q an arbitrary polynomial by using the formula (4.28) for the polynomial r and
the formula (4.15) for M0.
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4.4. Completion theorem. Another construction of a model for singular rank one pertur-
bations generated by ! 2 H¡2n, was given in [18] via a completion procedure which resulted
in a symmetric operator in a Pontryagin space whose Q-function was of the form (4.43). Al-
though the model in [18] di®ers from the one given in Theorem 3.1, the corresponding Weyl
functions coincide and, hence, the underlying selfadjoint extensions are unitarily equivalent.
In the next theorem the spaces H0, H, as well as A0, and its lifting H0 in H are connected
to each others after such a completion procedure, when applied to the model in the present
paper.
Theorem 4.12. Let ranG ½ H¡2n¡1nH¡2n and assume that 0 2 ½(A0). Let fH;¡0;¡1g
be a boundary triplet de¯ned by the equality (4.2). Let G0 = eA¡n0 G, let S0 be de¯ned by
domS0 = domA0 \ kerG¤0, let tj be selfadjoint operators in [H] (j = 1; 2; : : : ; 2n ¡ 1), let
Q be as in (2.10), where q(¸) = ¸n and r is of the form (4.23), and let H = H0 © HQ and
H0 = ker¡0 be constructed as in Theorem 3.1. Consider the linear space
Pn = span fH2n; eA¡10 (ranG); : : : ; eA¡2n0 (ranG)g;
and de¯ne the inner product of the vectors eA¡j0 Ghj, hj 2 H, j = 1; : : : ; 2n, by the identi-
ties (4.34) with j; k = 1; : : : ; 2n, where tj = G
¤
0
eA2n¡j¡10 G0 if j ¸ 2n. Then:
(i) the mapping V from Pn to H0 © HQ de¯ned by
V : '+
2nX
j=1
eA¡j0 Ghj 7!
Ã
'+
2nX
j=n+1
eA¡j0 Ghj
!
©
µPn
k=1 fk ­ ekPn
k=1 hk ­ ek
¶
;
where
fk = G
¤
0A
k¡1
0 '+
2nX
i=n+1
tn¡k+ihi; 1 ∙ k ∙ n;
is isometric and ranV is dense in H0 © HQ;
(ii) the closure of the graph of the operator
bA0 : '+ 2nX
j=2
eA¡j0 Ghj 7! A0'+ 2nX
j=2
eA¡(j¡1)0 Ghj; ' 2 H2n+2;
coincides with the linear relation H0 in H0 © HQ under the isometry V .
(iii) V maps ( eA0 ¡ ¸)¡1G, ¸ 2 ½(A0), to the °-¯eld °(¸) in (3.2).
Proof. (i) Let "j = eA¡j0 Ghj, hj 2 H, j = 1; : : : ; 2n. Since for i ∙ n the vector V "i takes the
form
V "i = 0©
µ
0
hi ­ ei
¶
;(4.44)
one obtains for i; j ∙ n
[V "i; V "j] = (Brhi ­ ei; hj ­ ej)H(Q) = (ti+j¡1hi; hj) = h"i; "jiPn :
For j > n the vector V "j takes the form
V "j = "j ©
µPn
k=1 tn¡k+jhj ­ ek
0
¶
;(4.45)
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and hence one obtains for i ∙ n < j ∙ 2n
[V "i; V "j] =
µµ
hi ­ en¡i+1Pn
l=1 ti+l¡1hi ­ ei
¶
;
µPn
k=1 tn¡k+jhj ­ ek
0
¶¶
= (ti+j¡1hi; hj) = h"i; "jiPn :
It follows from (4.45) that
[V "i; V "j] = h"i; "jiPn ; i; j > n:
Finally, the equality
V ' = '©
µPn
k=1G
¤
0A
k¡1
0 '­ ek
0
¶
(4.46)
yields
[V '; V "j] = ('; "j)H0 = h'; "jiPn ; j > n;
and
[V '; V "j] = (G
¤
0A
n¡j
0 '; hj)H =
³
'; eA¡j0 G¤hj´ = h'; "jiPn ; j ∙ n:
Thus, the mapping V is isometric. It follows from (4.44), (4.45), (4.46) also that ranV is
dense in H0 © HQ, since H2n is dense in H.
(ii) It follows from (3.9){(3.13) that
H¡10 V A0f0 = f0 ©
µPn
j=1G
¤
0A
j
0f0 ­ ej
0
¶
= V f0; f0 2 H2n+2:
Therefore, to prove the second statement, it remains to show that
V eA¡(j+1)0 Gh = H¡10 V eA¡j0 Gh; j = 1; : : : ; 2n¡ 1:(4.47)
For j < n it follows from (4.44) and (3.9){(3.13) that
H¡10 V eA¡j0 Gh = 0© µ 0hj ­ ej+1
¶
= V eA¡(j+1)0 Gh:
If j = n one obtains from (3.9){(3.13)
H¡10 V eA¡n0 Gh = ³ eA¡10 G0h´© µPni=1 t2n¡i+1h­ ei0
¶
= V eA¡(n+1)0 Gh:
Similarly, for j > n one obtains from (3.9){(3.13) that
H¡10 V eA¡j0 Gh = ³ eA¡(j+1)0 Gh´© µPni=1 tn+j¡i+1h­ ei0
¶
= V eA¡(j+1)0 Gh:
To see (iii) decompose eR¸G = ( eA0 ¡ ¸)¡1G as in (4.30) with n replaced by 2n. Then
( eA0 ¡ ¸)¡1Gh = "1 + ¢ ¢ ¢+ ¸2n¡1"2n + ¸2n eR¸"2n:
It is easy to see that V maps the sum u1 = "1 + ¢ ¢ ¢ + ¸n¡1"n to the vector (0; 0;¤>h).
Moreover, the image of u2 = ¸
n("n+1 + ¢ ¢ ¢ + ¸n¡1"2n) + ¸n eR¸"2n is of the form V (u2) =
(u2; v; 0). In view of (4.30)
u2 = ¸
n eR¸ eA¡n0 Gh = q(¸)( eA0 ¡ ¸)¡1G0h = q(¸)°0(¸)h:
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The expression for the components of v is obtained after several applications of (4.30) with
di®erent values of n and by taking into account the de¯nition of ¤1 in (2.14). The results is
v = ¸n¤>(G¤0( eA0 ¡ ¸)¡1G0)h+ ¤>1 h = q(¸)¤>M0(¸)h+ ¤>1 h:
Therefore, V ( eR¸G) = °(¸), ¸ 2 ½(A0).
Remark 4.13. An analog of Theorem 4.12 is still true when ranG ½ H¡2n¡2nH¡2n. Then
t2n, the resolvent eR¸ on the left side of (4.30) and the constant term eA¡10 on the right
side of (4.30) should be regularized. If t2n is replaced by t2n = G
¤
0( eA¡10 ¡ R)G0 + B then
V ( eR¸G) = °(¸) is still given by (3.2) with M0(¸) = G¤0( eR¸ ¡ R)G0 + B; here also the
selection R = eA¡10 is allowed since 0 2 ½(A0).
Finally, it is emphasized that the model constructed above for singular perturbations
admits all the properties in Theorem 4.8. The property (i) in Theorem 4.8 was shown in
Proposition 3.4. Part (iii) of Theorem 4.12 shows that the isometric image °(¸) of ( eA0 ¡
¸)¡1G is the °-¯eld associated with H0, so that it satis¯es (4.32) and hence also (4.33):
°(¸)0 = (H0 ¡ ¸)¡1°(¸). (One can check this last identity also directly by applying the
formulas given for (H0¡¸)¡1 in the proof of Proposition 3.4 with G = °(¸).) Moreover, the
property (iii) in Theorem 4.8 was proved in Proposition 3.2).
5. The Dirac operator
As an application of the model constructed in Section 3 some singular perturbations of
the Dirac operator are studied.
5.1. Perturbations in H¡2. Let A0 be the free Dirac operator in H0 = L2(R) © L2(R)
given on the domain W 12 (R)©W 12 (R) by the expression
D = ¡ic d
dx
­ ¾1 + (c2=2)­ ¾3 =
µ
c2
2
¡ic d
dx
¡ic d
dx
¡ c2
2
¶
;(5.1)
where
¾1 =
µ
0 1
1 0
¶
; ¾3 =
µ
1 0
0 ¡1
¶
;
are Pauli matrices in C2 and c > 0 is the velocity of light. The spectrum of A0 coincides
with the set (¡1;¡c2=2] [ [c2=2;1), and the resolvent operator (A0 ¡ ¸)¡1 is given by the
integral kernel
Rk(¸; x¡ x0) = i
2c
µ
³(¸) sgn (x¡ x0)
sgn (x¡ x0) ³(¸)¡1
¶
eik(¸)jx¡x
0j;(5.2)
where
k(¸) =
1
c
p
¸2 ¡ c4=4; Im k(¸) ¸ 0; ³(¸) = ¸ + c
2=2
ck(¸)
:
De¯ne °0 : H = C2 ! H0 by °0(¸) = Rk(¸; x), so that in particular
°0(0) =
1
2c
µ
1 i sgn x
i sgnx ¡1
¶
e¡c=2jxj:(5.3)
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Consider the two-dimensional perturbations of A0,
A(®) = A0 +G0®G
¤
0; ® 2 [H];(5.4)
with the operator G0 : H! H¡2 given by G0h = ±­h, h 2 H. Then G¤0 : H+2 (= domD)!
H is given by G¤0f = f (0). Let S0 be the domain restriction of A0 given by
domS0 = f y = (y1; y2)> 2W 12 (R)©W 12 (R) : y(0) = 0 g;
and let eA0 be the [H0;H¡2]-continuation of A0. Then °0(¸) = ( eA0 ¡ ¸)¡1G0 and according
to Theorem 4.3,
S¤0 = f fy0 + °0(0)h; eA0y ¡ ± ­ hg : y0 2W 12 (R)©W 12 (R); h 2 Hg:(5.5)
The boundary operators ¡00 and ¡
0
1 for S
¤
0 can be given by (4.14). It follows from (5.3) and
(5.5) that
¡00y = h = ¡ic¾1(y(0+)¡ y(0¡));(5.6)
and, for the special choice of B = 1
2c
¾3, that
¡01y = y0(0) +
1
2c
¾3h =
y(0+) + y(0¡)
2
:(5.7)
Due to (4.17) the perturbations A(®) are determined by the selfadjoint extensions A¿ =
ker (¡0 + ¿¡1) with ¿ a selfadjoint 2£ 2 matrix in H. Now bf 2 A¿ can be rewritten as
y(0+) = ¤y(0¡);(5.8)
where ¤ is a ¾1-unitary matrix given by
¤ =
µ
i¾1 ¡ 1
2c
¿
¶¡1µ
i¾1 +
1
2c
¿
¶
:(5.9)
In view of (5.7) the corresponding Weyl function is given by
M0(¸) =
°0+(¸) + °0¡(¸)
2
=
i
2c
µ
³(¸) 0
0 ³(¸)¡1
¶
:
Clearly, limy!1M0(iy) = (i=2c)IH is not selfadjoint and therefore, by [26, Section 2] or
[10, Theorem 4.4], ranG0 ½ H¡2nH¡1. The description (5.8), (5.9) of selfadjoint extensions
A¿ of the operator S0 was given in [5]. In [3] it was shown that the extensions A¿ can be
considered as perturbations of A0. In fact, the de¯nition of A(®) depends on the choice of a
free parameter B. In the present paper the choice B = 1
2c
¾3 is made in order to obtain the
same family A¿ as in [5] and [3], cf. also [30]. For the special cases
¿ =
µ
a 0
0 0
¶
or ¿ =
µ
0 0
0 b
¶
; a; b 2 R;
one obtains the boundary conditions
y2(0+)¡ y2(0¡) = ¡ i
c
ay1(0) or y1(0+)¡ y1(0¡) = ¡ i
c
by2(0);(5.10)
which characterize the one-parameter families Da and Tb of perturbations of A0,
Da = A0 + a± ­ e1(¢ ; ± ­ e1) or Tb = A0 + b± ­ e2(¢ ; ± ­ e2)
respectively, cf. [1] and [21]. Here (f; ±­e1) = f1(0) and (f; ±­e2) = f2(0) for all f 2 domD.
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5.2. Perturbations in H¡4. Now assume that G maps H = C2 into H¡4. For the sake of
simplicity let
Gh = eA0G0h = ¡ic±0 ­ ¾1h + (c2=2)± ­ ¾3h; h 2 H = C2:
Then G¤ : H+4 (= domD2)!H is given by G¤f = (Df)(0). Setting q(¸) = IH¸ one obtains
in the model in Theorem 2.2:
Cq = Cq] = 0; B = ¾1 ­ IH:
According to Theorem 3.1 and [13, Theorem 5.3], the operator
S =
8<:
8<:
0@ y¡01y
0
1A ;
0@S¤0y0
¡00y
1A9=; : y 2 domS¤0
9=; ;(5.11)
is a simple symmetric operator in the Pontryagin space H0 © C4 whose inner product is
determined by IH0 © B. The ¯nite rank perturbations A0 + G®G¤ are identi¯ed with the
selfadjoint extensions H¿ , ¿ 2 [H], of the operator S, as speci¯ed in the following theorem.
It is obtained by applying Theorem 3.1 with the data given above.
Theorem 5.1. Let the operator S in H0 © C4 be de¯ned by (5.11). Then:
(i) The adjoint linear relation S¤ takes the form
S¤ =
8<: bF =
8<:
0@ y¡01yef
1A ;
0@S¤0ye'
¡00y
1A9=; : y 2 domS¤0 ; ef; e' 2 H
9=; :
(ii) The boundary triplet fC2;¡0;¡1g for S¤ and the corresponding Weyl function M , which
has two negative squares, are given by
¡0 bF = ef; ¡1 bF = e'; M(¸) = i¸2
2c
µ
³(¸) 0
0 ³(¸)¡1
¶
; j¸j > c2=2:(5.12)
(iii) The selfadjoint extensions H¿ = ker (¡0 + ¿¡1) are given by
H¿ =
8<:
8<:
0@ y¡01yef
1A ;
0@S¤0ye'
¡00y
1A9=; : y 2 domS¤0 ; ef + ¿ e' = 0
9=; :(5.13)
(iv) The spectrum of H¿ in Cn((¡1;¡c2=2][ [c2=2;1)) is characterized by the equivalence
¸ 2 ¾p(H¿ ), det
µ
I +
i¸2
2c
µ
³(¸) 0
0 ³(¸)¡1
¶
¿
¶
= 0:(5.14)
(v) The compression of the resolvent (H¿ ¡ ¸)¡1 to H0 takes the form
PH0(H¿ ¡ ¸)¡1 = (A0 ¡ ¸)¡1 ¡ ¸2°0(¸)¿
µ
I +
i¸2
2c
µ
³(¸) 0
0 ³(¸)¡1
¶
¿
¶¡1
°0(¹¸)
¤:(5.15)
(vi) The function y = PH0(H¿ ¡ ¸)¡1z is a solution of the boundary value problem with the
¸-depending interface condition
(S¤0 ¡ ¸)y = z; y(0+) = ¤(¸)y(0¡);(5.16)
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where ¤(¸) is given by the formula
¤(¸) = (2ic¾1 ¡ ¸2¿ )¡1(2ic¾1 + ¸2¿ ):(5.17)
By special choices of ¿ 2 [H] it is possible to generate frequently occuring cases. For
instance, if
¿ =
µ
a 0
0 0
¶
or ¿ =
µ
0 0
0 b
¶
; a; b 2 R;
then one obtains the one-parameter families of \perturbations" D
(1)
a or T
(1)
b of A0,
D(1)a = A0 + a!1(¢; !1); !1 =
µ
(c2=2)±
¡ic±0
¶
;
T
(1)
b = A0 + b!2(¢; !2); !2 =
µ
ic±0
(c2=2)±
¶
;
respectively. Here (f; !1) = (c
2=2)f1(0) ¡ icf 02(0) and (f; !2) = icf 01(0) + (c2=2)f2(0) for
all f 2 domD2. Their compressed resolvents are characterized by the following interface
conditions
y2(0+)¡ y2(0¡) = ¡ i
c
¸2ay1(0) or y1(0+)¡ y1(0¡) = ¡ i
c
¸2by2(0);(5.18)
respectively. As is known [1], [5], [21], the perturbations A(¿) in (5.4) are related to the
corresponding nonrelativistic interactions of the SchrÄodinger operator via the nonrelativistic
limit. For perturbations in H¡4 the situation is di®erent. The nonrelativistic limit does not
distinguish the perturbations D
(1)
a . Namely,
lim
c!1
PH0
µ
D(1)a ¡
µ
¸ +
c2
2
¶¶¡1
¹H0 = (¡Aa;1 ¡ ¸)¡1 ­
µ
1 0
0 0
¶
;
where Aa;1 stands for
Aa;1 = f fy;¡D2yg : y 2W 22 (Rnf0g); y(0) = 0g:
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