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Abstract— In this work, a novel, end-to-end motion planning
method is proposed for quadrotor navigation in cluttered
environments. The proposed method circumvents the explicit
sensing-reconstructing-planning in contrast to conventional
navigation algorithms. It uses raw depth images obtained from
a front-facing camera and directly generates local motion
plans in the form of smooth motion primitives that move a
quadrotor to a goal by avoiding obstacles. Promising training
and testing results are presented in both AirSim simulations
and real flights with DJI F330 Quadrotor equipped with Intel
RealSense D435. The proposed system in action can be found
in https://youtu.be/pYvKhc8wrTM.
I. INTRODUCTION
Autonomous navigation of quadrotors necessitates sensing
[1]–[4], planning [5]–[8], and control [9]–[12]. Separation
of these tasks is the medium within the current state-of-
the-art navigation methods. Each task is performed by an
individual module and modularity is attained easily by this
way. Nevertheless, modularity comes with the cost of possi-
ble incompatibility, especially with the presence of erroneous
modules. An erroneous module in the pipeline could easily
cause the other modules to fail as well. Therefore, in this
work, the unification of these tasks is attempted within a
single, reliable module using deep reinforcement learning
(RL) [13]–[16].
The proposed method aims to solve the following navi-
gation problem: A quadrotor is deployed for navigation in
a partially known environment. A rough path to the goal
position is known without any obstacle location information
on it. The quadrotor is supposed to generate local motion
plans using this information and its online sensory data for
safe and quick navigation. To this end, a deep RL agent is
proposed which uses raw depth images from a front-facing
camera to generate desirable motion primitive sequences.
Particularly, a deep Q-network (DQN) with around 75,000
parameters is trained which takes a raw depth image and
relative position information as its input, and yields a motion
primitive selection as its output.
II. APPROACH
In RL, it is critical to design the main elements properly:
state, action, and reward. Each of these elements is explained
in the following subsections while being depicted as the main
elements of the proposed RL system in Fig. 1.
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Fig. 1. Overview of the proposed RL system.
A. State
State is the respective situation of the agent in the environ-
ment. It is designed as a pair of a depth image and relative
position information. The depth image has the size of 32×32
and it is obtained by the front-facing camera. It is included
in the state definition in order to inform the agent about the
obstacles around. The relative position on the other hand is
a 3×1 vector. It is calculated by substracting the quadrotor’s
position vector from the moving setpoint’s position vector,
and transforming the resultant vector into the body frame of
the quadrotor xB , yB , zB . It is included in the state definition
in order to inform the agent about its respective motion along
the rough path towards the goal.
B. Action
Action is the agent’s respective move at each time step
following some policy to increase rewards. It is in the form
of motion primitives whose basis is formed by Be´zier curves.
They are parametric curves based on Bernstein polynomials:
C : [0, 1] −→ R, C(t) =
n∑
i=0
(
n
i
)
PiBn,i(t), (1)
where Pi are control points and Bn,i(t) are Bernstein poly-
nomials of nth degree which are given as:
Bn,i(t) = (1− t)(n−i) ti. (2)
Smooth motion primitives in the position domain are
generated by utilizing the cubic Be´zier curves (n=3) for each
finite time step. At each time step, the agent selects an action
among the action set which consists of 18 different primitives
(Fig. 2). This set is designed on the account that the agent’s
motion would be biased towards forward because its only
exteroceptive sensor is a front-facing depth camera.
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Fig. 2. Motion primitives as action set.
C. Reward
Reward is the signal which assesses the quality of the
agent’s actions. It is designed based upon the quadrotor’s
relative motion with respect to the moving setpoint on the
initial rough path. It is equal to the change in the Euclidean
distance (∆d) between the moving setpoint and the quadrotor
position through a time step, discounted by the Euclidean
distance between the moving setpoint and the quadrotor
position at the end of the current time step (dt). The reward
function also incorporates a primary logic based on excessive
deviations from the initial path and collisions with obstacles.
In this vein, higher rewards are obtained for motions close
to the initial path. Lower rewards are obtained for motions
away from the initial path. Collisions result in a drastic
punishment. Excessive deviations from the initial path (the
ones that are larger than 5m) result in a milder punishment.
This reward logic is designed for the agent to learn obstacle
avoidance and quick navigation towards the goal at the same
time in unknown environments. It is mathematically defined
as:
R =

Rl
dt
, for ∆du < ∆d
Rl + (Ru −Rl) ∆du−∆d∆du−∆dl
dt
, for ∆dl ≤ ∆d ≤ ∆du
Ru
dt
, for ∆d < ∆dl
Rdp, for excessive deviation,
Rcp, for collision.
(3)
The variables Rl and Ru are the reward boundaries, and
they are 0 and 0.5 respectively. The terms ∆dl and ∆du are
the reward saturation bounds on ∆d, and they are -1m and
1m, respectively. The term Rdp is the excessive deviation
punishment and it is equal to -0.5. The term Rcp is the
collision punishment and it is equal to -1. Most of these
parameters are determined by trial-and-error method. In fact,
they are flexible to be modified based upon the case study
of interest.
D. Algorithmic Details
The idea behind many RL algorithms is to estimate the
action-value function Q(s, a). This function can get intricate
in the case of real robots due to extremely high number
of state-action pairs. Therefore, function approximators have
emerged as a common choice to estimate action-value func-
tion by adding a certain level of generalization [17]. In this
work, a DQN is utilized for estimating the complex action-
value function which is given as [17]:
Q(s, a) = E
(
Rt+1 + γmax
a′
Q(st+1, a
′)
∣∣st = s, at = a)
(4)
where st is the current state of the agent at the time step
t. The term at is the action taken by the agent. The term
st+1 is the next state that the agent reaches after taking the
action at. The term Rt+1 is the reward that the agent gets
as a result of its action. The term γ is the discount factor
which determines the present value of future rewards [18].
The DQN considered in this work is a combination of
convolutional and fully connected neural networks which
fuses two different inputs in two main lanes. The first lane
uses hierarchical layers of convolutional filters to reason
about correlations between local spatial portions of the depth
image while the second lane utilizes fully connected layers
to incorporate the relative position information. The archi-
tecture is depicted in detail in Fig. 3. The first convolutional
layer in the first lane takes a 32×32 raw depth image as
the input and convolves it with 10×10 sized 8 filters with
stride 2. It then applies a rectified linear unit (ReLU). The
second and third convolutional layers use 16 filters of size
6×6 and 32 filters of size 3×3 with stride 1, respectively.
They also apply ReLU after convolution. Subsequently, a
fully connected layer of size 800 gets the output of the
third convolutional layer and feeds it to the following fully
connected layers of sizes 64. In the second lane, the relative
position of the moving setpoint with respect to the quadrotor
is fed to fully connected layers in three sub-lanes with sizes
161, 8, 8. They are then fully connected to a single layer
of size 16. Subsequently, the outputs of the first lane (64)
and the second lane (16) are concatenated and fed to the
final fully connected layers of sizes 64, 32, and 18. All
of the fully connected layers in this DQN structure apply
ReLU except from the last one which eventually yields the
Q-value estimation for each motion primitive. This network
is trained using Huber loss [19] through Adam optimizer
[20] in PyTorch with the default settings.
1The first sub-lane is designed to have a larger layer size as compared
to the other two in order to put more emphasis on the relative position
information in xB . This information is possibly more important for suc-
cessful navigation to the goal considering the forward-biased motion of the
quadrotor.
Fig. 3. DQN architecture composed of convolutional and fully connected layers.
III. EXPERIMENTS
The experiments for validating the method consist of train-
ing and testing stages. Firstly, the agent is trained in seven
different environments in AirSim in order to have diversified
retrospective knowledge. Then, it is tested in these seven
environments as well as three other environments which are
unseen during the training stage. Lastly, the agent is also
deployed for preliminary real flight tests to demonstrate the
applicability of the proposed method for real vehicles.
A. Training in AirSim
The training environments in AirSim are depicted in
Fig. 4. The environments are diversified in terms of their
complexity, from obstacle-free environment (Env. 1) and
obstacle-free corridors with different widths (Env. 2, Env.
3) to left-right (Env. 4, Env. 5) and up-down (Env. 6, Env. 7)
slalom environments. All of these environments are merged
in a single AirSim session, and they are visited by the agent
randomly. Merging them together is particularly helpful
because diversification of data samples during learning is
improved by this way, enhancing the data sample efficiency.
Since the main aim in this work is to develop a simple RL
system with relatively early convergence for navigation of
quadrotors, high data sample efficiency can be substantially
useful. In the same vein, it is also attempted to elude the
common need for a large number of interactions in RL
because high fidelity AirSim simulations run on real-time.
In AirSim, it may require weeks or months to obtain the
same amount of data which could have been obtained from
accelerated, simple simulation environments in a single day.
The convergence pace in RL depends on many factors
such as randomized data, network size, ε, γ, learning rate of
the back-propagation algorithm used for DQN, architecture
of DQN, etc. For the sake of brevity, only a single set
Fig. 4. Training environments: obstacle-free, corridor, and slalom tracks.
of hyperparameters is considered which is observed to be
working well throughout the training trials during this work.
The minimum number of episodes required for convergence
is found out by fixing the network structure, ε, and γ for five
training sessions which consist of 100, 200, 500, 1000, and
2000 episodes. In each session, a linear ε decay from 1.0 to
0.1 and a linear γ gain from 0.01 to 0.99 for the first 80% of
total episodes are utilized, while these parameters are kept
constant for the next 20%.
The average rewards obtained for each session are depicted
in Fig. 5. The average reward increases with the increased
maximum number of episodes since the agent has more
chances to interact with the environment and learn more.
During the first training with 100 episodes which takes
around 1-2 hours, the agent can barely reach positive average
reward values. Learning is not visible for this case. In
the second training with 200 episodes, a similar trend is
observed without a visible increment on average rewards. In
the third case with 500 episodes, the reward increment starts
to become visible but there are still relatively lower values
towards the end. In the fourth and fifth cases with 1000 and
2000 episodes respectively, increasing reward trend is quite
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Fig. 5. Average rewards for five different training sessions with maximum
numbers of episodes of 100, 200, 500, 1000, 2000.
prominent. Final average rewards are higher in these cases,
while the agent trained for 2000 episodes has slightly better
performance. The maximum number of episodes is limited
at 2000 because the training takes around 20-22 hours for
this case, beyond which the main motivation of this work (a
practical RL system with early convergence) would be lost.
B. Testing in AirSim
In this section, the performance of the agent trained for
2000 episodes is evaluated through navigation from the
start to the goal in ten different environments in AirSim.
The first seven environments are the same as in training
sessions, where the last three environments are previously
unseen and they are depicted in Fig. 6. While the former
group examines whether the agent is competent on exploring
a desirable policy within training environments, the latter
group challenges the agent in terms of generalization to dif-
ferent environments. They consist of obstacles with different
shapes and sizes, corridors with different widths but the same
length2 of 60m.
The agent is tested in each environment five times to
have generalized evaluative results. Table I states the values
for reward, navigation distance, navigation time, and crash
rate. Although the initial rough path in these environments
(a straight path of 60m from the start to the goal) can be
2The tracks with the same straight length are considered for consistent
benchmarking. However, the proposed method can easily be employed in
different environments with different lengths of straight lines, a concatena-
tion of straight lines, or turns. Once the intermediate goal points are given to
create straight path segments as initial rough paths, it is trivial to utilize the
method in these environments since the underlying RL system is designed
with respect to the quadrotor’s body frame.
TABLE I
EVALUATIVE TEST RESULTS IN AIRSIM.
Env.# Navigation Navigation Crash Totaldistance (m) time (s) reward
Env.1
60.00 57 N 12.15
60.00 57 N 11.89
60.00 57 N 10.94
60.00 58 N 12.66
60.00 57 N 11.51
Env.2
60.00 58 N 11.93
60.00 57 N 12.49
60.00 58 N 12.43
60.00 57 N 12.28
60.00 58 N 11.83
Env.3
60.00 58 N 10.35
60.00 58 N 11.93
60.00 57 N 12.16
60.00 58 N 11.96
60.00 58 N 12.14
Env.4
60.00 79 N 3.82
60.00 71 N 4.44
48.85 120 N 3.61
29.96 42 Y 1.32
28.15 33 Y 1.25
Env.5
60.00 78 N 3.41
60.00 75 N 3.58
60.00 71 N 3.53
21.35 28 Y 0.51
48.57 120 N 3.39
Env.6
60.00 61 N 4.85
44.44 120 N 4.35
60.00 70 N 4.46
60.00 61 N 4.74
60.00 61 N 4.81
Env.7
50.42 120 N 3.26
41.51 58 Y 0.53
15.90 77 Y 0.14
60.00 95 N 3.27
47.33 120 N 3.04
Env.8
60.00 59 N 7.69
60.00 59 N 7.61
45.47 44 Y 5.82
45.39 45 Y 4.52
60.00 58 N 9.01
Env.9
60.00 57 N 9.24
60.00 58 N 9.31
60.00 57 N 8.78
60.00 57 N 8.24
60.00 58 N 8.60
Env.10
60.00 61 N 5.35
60.00 58 N 5.29
60.00 61 N 4.95
60.00 60 N 5.35
60.00 60 N 5.88
navigated within 60s in the obstacle-free configuration, the
maximum number of time steps is set to 120 during the
testing stage in order to account for the desired deviations
from the path for obstacle avoidance.
In the first three environments, the agent is able to learn a
policy which is close to the optimal. Successful navigation
from the start to the goal is observed for each trial in
these relatively simple environments. The navigation time
performance is also desirable as being close to 60s in 1m/s
setting. If the common position controllers of the quadrotor
Fig. 6. Test environments with obstacles of different shapes and sizes.
would have been used without any local motion planning,
they would have taken a similar amount of time for following
the path from the start to the goal. The crash rate is 0% in
these environments, even for the narrow corridor in Env. 3.
Therefore, the agent’s performance is favorable for the first
group.
In the next four environments, the agent’s performance is
little degraded with the added complexity. Still, the agent
successfully reaches the goal position in 67% of the trials.
In terms of safety, the agent completes 73% of the trials
without a crash in these dense environments. Moreover,
there is no single head-on crash. All the crashes occur
when the quadrotor moves towards sides or up-down without
going forward and obstacles are out of sight of the front-
facing camera. This limitation of the proposed method results
from the lack of a history of depth images (which can
be a part of the future work). On the other hand, there
are some trials such as the third one in Env. 4 in which
the agent cannot reach the goal position but does not take
decisions which might yield a crash either. It just keeps its
position around the same particular obstacle-free portion of
the environments in order to maintain safety. Overall, the
agent’s performance is promising considering the density
level of these environments.
In the last three environments, the agent yields better
performance as compared to the former group. It successfully
reaches the goal position in 87% of the trials. The other
13% stands for two trials in Env. 8 in which there is a large
sphere blocking the narrow corridor towards the end. The
agent cannot avoid it fully and the landing gear touches
to the sphere in these two trials. Apart from these two
incidents, the agent is able to avoid obstacles of different
shapes and sizes successfully and reach the goal position
within a decent navigation duration. Therefore, the agent’s
performance can be considered as desirable in terms of
generalizing to previously unseen environments.
C. Testing in Real Flights
For the real flight testing, the agent trained for 2000
episodes is deployed directly on a DJI F330 Quadrotor
equipped with the flight controller PX4 FMU, the companion
computer Nvidia Jetson TX2, and the extrecoptive sensor
Intel RealSense D435. All the planning codes are running
on TX2 utilizing its GPU for DQN in PyTorch with Cuda
option. D435 provides live depth images to DQN while
PX4 is responsible for the low-level control. The odometry
information is obtained using a motion capture system.
Two different environments are created for the real flights:
one as obstacle-free and the other one with two large
rectangular shape obstacles (Fig. 7). Since the lab space is
limited to roughly 3m by 3m area, the initial path of 3.5m is
set diagonally. In order not to cause dangerous movements
of the quadrotor, the approximate speed of the vehicle is
considered as 0.5m/s. Accordingly, the length of the motion
primitives is decreased to a maximum movement of 0.5m in
each axis. The maximum number of time steps are set to 30
in order to account for both the desired deviations from the
initial path and the decreased length of the primitives. The
rest of the parameters are exactly the same as in AirSim.
Table II summarizes the real flight test results.
In the first environment without obstacles, the agent’s
performance is desirable. There is no single crash and the
agent reaches to the goal point with 100% success out of
five trials as can be seen in Table II. The navigation time is
relatively high as compared to the results in AirSim though.
This is due to the motion primitive selections which cause
deviations from the initial path generally in z axis and the
control ability of the quadrotor in the real flights. Regarding
the former, since the agent is getting the depth image from
D435 which yields relatively noisy data as compared to
AirSim, the agent’s task is more difficult in the real flights.
It is supposed to conduct sufficient reasoning by handling
these relatively unclear images implicitly. As regards to the
latter, the PX4’s position controller with default parameters
for DJI F330 Quadrotor is used in order to execute the
motion primitive sequences governed by DQN. As compared
to the ideal conditions in AirSim in which perfect odometry
information without any delay as well as a precise controller
to execute the high-level commands are available without
considering any motor-ESC-propeller efficiency issues, the
real flight control ability is obviously less. Still, the agent
yields adequate end-to-end reasoning and completes the task
with 100% accuracy in the first environment.
In the second environment with two large rectangular
shape obstacles, the agent’s performance is relatively down-
graded in terms of navigation to the goal. It cannot reach
the goal position out of five trials. The furthest navigation
point on the initial rough path is recorded as 1.55m in the
third trial as can be seen in Table II. On the other hand,
the agent yields safe flights for 80% of the trials in this
environment. Only in the second trial, it crashes into the first
obstacle. Again, it is not a head-on crash, the propeller just
touches the obstacle from the side when the obstacle is out
of sight of D435. In the other four trials, the agent avoids the
first obstacle but then maintains its location in obstacle-free
portions of the environment. Therefore, the agent’s response
in this environment can be considered as conservative.
TABLE II
EVALUATIVE TEST RESULTS IN REAL FLIGHTS.
Env.# Navigation Navigation Crash Totaldistance (m) time (s) reward
Env.1
3.50 21 N 0.44
3.50 18 N 0.46
3.50 21 N 0.44
3.50 19 N 0.43
3.50 22 N 0.43
Env.2
0.65 30 N 0.34
1.03 15 Y -0.70
1.55 30 N 0.32
1.38 30 N 0.34
0.80 30 N 0.37
Fig. 7. Real flight environments. Left: Environment without obstacles.
Right: Environment with two large rectangular shape obstacles.
IV. DISCUSSION AND FUTURE WORK
As can be seen from the results, the proposed method
demonstrates sufficient and promising performance for nav-
igation of quadrotors in partially known environments. The
agent yields fairly safe flights with collision-free flight per-
centage of 86% over the trials in AirSim. This number is
90% for real flights with relatively simpler environments.
It reaches the goal point successfully during 88% of these
safe flights in AirSim, while this percentage is 56% for
real flights. Besides, the method caters for generalization
to previously unseen environments which is particularly
important to prove possible employability in a broad class
of environments.
Overall, this work serves as a proof of concept for em-
ploying the proposed end-to-end RL-based motion planning
system for quadrotor navigation in dense environments. It
only includes specific case studies for brevity. Future work
will include a comprehensive benchmarking study by con-
sidering a wider set of hyperparameters, different network
structures, and more extensive experimental tests. Although
the preliminary real flight test results demonstrate relatively
safe navigation, the ultimate aim is to enhance the proposed
method’s performance on navigation to the goal, and present
a simple and useful tool for the robotics community.
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