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D-MODULES, BERNSTEIN-SATO POLYNOMIALS AND
F -INVARIANTS OF DIRECT SUMMANDS
JOSEP ÀLVAREZ MONTANER1, CRAIG HUNEKE2, AND LUIS NÚÑEZ-BETANCOURT3
Abstract. We study the structure of D-modules over a ring R which is a direct sum-
mand of a polynomial or a power series ring S with coefficients over a field. We relate
properties of D-modules over R to D-modules over S. We show that the localization
Rf and the local cohomology module HiI(R) have finite length as D-modules over R.
Furthermore, we show the existence of the Bernstein-Sato polynomial for elements in R.
In positive characteristic, we use this relation between D-modules over R and S to show
that the set of F -jumping numbers of an ideal I ⊆ R is contained in the set of F -jumping
numbers of its extension in S. As a consequence, the F -jumping numbers of I in R form
a discrete set of rational numbers. We also relate the Bernstein-Sato polynomial in R
with the F -thresholds and the F -jumping numbers in R.
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1. Introduction
Direct summands of polynomial rings play an important role in representation theory,
combinatorial algebra, commutative algebra, and algebraic geometry. For instance, rings
of invariants under a linearly reductive group actions, and affine toric rings are direct
summands of polynomial rings. Rings corresponding to Grassmannian, Veronese and
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Segre varieties also belong to this family of rings. If one assumes that the field has
characteristic zero, then the ring associated to the n×m matrices of rank at most t is a
direct summand of a polynomial ring. Since the Hochster-Roberts Theorem [HR74], which
states that direct summands of regular rings are Cohen-Macaulay, it has been expected
that direct summands behave similarly to regular rings in certain aspects. For instance,
direct summands are normal rings [HH89] with rational singularities in characteristic zero
[Bou87] or strongly F -regular singularities in prime characteristic [HH89]. The main goal
of this manuscript is to find structural properties of important D-modules over direct
summands of regular rings, which resemble the situation over regular rings.
We first focus on modules over the ring of K-linear differential operators, DR|K , where
K is a field, and R is a direct summand of a regular K-algebra S. Significant research
has been focused on the finite generation of DR|K for rings of invariants [Kan77, LS95a,
Lev81, Tra06, Sch95, MVdB98, LS95b, PR05], Grassmann varieties [Tra10], and toric
affine algebras [Mus87, Jon94, Mus94, ST01, ST04, ST09]. In addition, the simplicity
of DR|K as a ring and the simplicity of R as DR|K-module have also been a topic of
interest [SVdB97, Smi95, Tra00]. Unfortunately, the rings of differential operators are not
always finitely generated for singular rings, even in characteristic zero [BGG72]. Instead
of focusing on the ring DR|K , we switch gears and study the structure of an important
class of DR|K-modules.
We study the structure of localization and local cohomology modules over direct sum-
mands. For this we recall their finiteness properties over regular rings. Suppose that
S is either K[x1, . . . , xn] or K[[x1, . . . , xn]]. If K has characteristic zero, then the ring
of K-linear differential operators, DS|K , equals the S-algebra generated by the partial
derivatives, S
〈
∂
∂x1
, . . . , ∂
∂xn
〉
. In particular, DS|K is a left and right Noetherian ring. Fur-
thermore, every localization Sf , and therefore every local cohomology module H iI(S), has
finite length as DS|K-module. If K has prime characteristic, DS|K is no longer Noether-
ian. However, Sf and H iI(S) still have finite length as DS|K-modules. These finiteness
properties have a significant impact on the study of local cohomology over regular rings
[Lyu93, Lyu97]. Our first result recovers these properties for direct summands.
Theorem A (see Theorem 3.8). Let K be a field and S be either K[x1, . . . , xn] or
K[[x1, . . . , xn]], and R be a K-subalgebra. Suppose that R is a direct summand of S.
Then Rf and H
i
I(R) have finite length as DR|K-modules for every f ∈ R and any ideal
I ⊆ R. Furthermore,
λDR|K (Rf ) ≤ λDS|K(Sf ) and λDR|K(H iI(R)) ≤ λDS|K(H iIS(S)).
The previous theorem holds for a larger class of modules (see Theorem 3.10), which in-
cludes H i1I1(· · · (H iℓIℓ(R)) · · · ). Lyubeznik introduced a category of DR|K-modules [Lyu00a,
Lyu00b], denoted by C(R,K), to compensate for the lack of the notion of holonomic D-
modules in prime and mixed characteristic at the time. The category C(R,K) resembles
the class of holonomic modules in the sense that both consist of D-modules of finite length
in equal characteristic.
Since its introduction [Ber72, SS72], the Bernstein-Sato polynomial bf (s) has been an
important invariant of a hypersurface in characteristic zero. In fact, bf (s) is an important
object in the study of singularities. For instance, it relates to the theory of vanishing cycles
[Del71], V -filtrations and monodromies [Mal83, Kas83], jumping numbers of multiplier
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ideals [Kol97, ELSV04, BS05], and zeta functions [DL92]. In our second main result, we
develop the theory of the Bernstein-Sato polynomial over a direct summand. To the best
of our knowledge, this is one of the first efforts to extend the theory of the Bernstein-Sato
polynomial for singular rings (see [HM16] for an study of Bernstein-Sato polynomials of
ideals in a normal toric ring).
Theorem B (see Theorem 3.14). Let K be a field of characteristic zero, let S be either
K[x1, . . . , xn] or K[[x1, . . . , xn]], and let R be a K-subalgebra. Suppose that R is a direct
summand of S. Then for every element f ∈ R \ {0}, there exists δ(s) ∈ DR|K [s] and
b(s) ∈ Q[s] such that
(1.0.1) δ(t) · f t+1 = b(t)f t
for every t ∈ Z. As a consequence, Rf is a cyclic DR|K-module.
Under the hypothesis of the previous theorem, we call the Bernstein-Sato polynomial
of f in R, bRf (s), the monic polynomial of smallest degree satisfying the Equation 1.0.1
for some δ(s). As a consequence of the proof of Theorem B, the roots of bRf (s) consists of
negative rational numbers when R is a direct summand of a polynomial ring. We hope
that bRf (s) relates to other invariants that measure singularities of hypersurfaces in direct
summands.
In Remark 3.18, we show how different versions of the Bernstein-Sato theory can be
extended to direct summands, which include the one given by Sabbah [Sab87] and the
one given by Budur, Mustaţaˇ, and Saito [BMS06a]. Very recently, Hsiao and Matusevish
extended and studied Bernstein-Sato polynomials associated to ideals in a normal toric
ring [HM16]. We note that not every K-algebra has Bernstein-Sato polynomials (see
Example 3.19).
We point out that it was previously known that if R is an affine toric ring and I ⊆ R
is a monomial ideal, then H iI(R) has finite length as DR|K module [Hsi12]. In this case,
it was also shown that if f is a monomial, then Rf is a cyclic DR|K-module [Hsi12]. Even
for toric rings, Theorems A and B recover and extend these results, as the monomial
hypothesis is not longer needed.
In the second part of the paper we shift to positive characteristic to study the ring of
differential operators, DR. We show that Rf is generated by 1f as DR-module for direct
summands of regular rings (see Proposition 4.4). We use this fact and the ideas behind the
proof of Theorems A and B to study the F -jumping numbers of R. These invariants are
used to measure singularities in prime characteristic. Specifically, the F -jumping numbers
are the values where the generalized test ideals change [HY03]. The test ideals can be
seen as an analogue, in prime characteristic, of multiplier ideals [Smi97, Smi00, HY03].
In particular, the F -pure threshold, which is the first F -jumping number, serves as the
analogue of the log-canonical threshold [HY03, MTW05]. We recall that multiplier ideals
are defined using resolution of singularities (see [Laz04]). In contrast, test ideals are
defined in terms of tight closure theory [HH90, HH94a, HH94b, HY03] so, a priori, it
is not clear that F -jumping numbers form a discrete set of rational numbers. Since
the introduction of the test ideals [HY03], intense research has been devoted around
this question [BMS08, BMS09, Sch11, BSTZ10, ST14b, CEMS]. Efforts have also been
dedicated to compute these invariants, mainly over regular rings [Her14, ST14b, Her15,
HNBWZ16]. Our main result in this direction is that the set of the F -jumping numbers
of R is a subset of F -jumping numbers of S.
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Theorem C (see Theorem 4.12 and Corollary 4.13). Let S be a regular F -finite domain,
and R be an F -finite ring. Suppose that R ⊆ S and that R is a direct summand of S.
Let I ⊆ R denote an ideal. Then, the set F -jumping numbers of I in R is a subset of
the set F -jumping numbers of IS in S. In particular, the set F -jumping numbers of I in
R is formed by rational numbers and has no accumulation points. As a consequence, the
F -pure threshold of I is a rational number.
The previous result is relevant when the extension R→ S is not finite, since the finite
case follows from the work of Schwede and Tucker [ST14a].
Theorem C gives a set of candidates for the F -jumping numbers in R, which could
potentially give algorithms to compute the invariants for direct summands (see Remark
4.14).
Motivated by the work of Mustaţaˇ, Takagi and Watanabe [MTW05] for smooth com-
plex varieties, we relate our notion of Bernstein-Sato polynomial to invariants in positive
characteristic, namely the F -thresholds and the F -jumping numbers. These invariants
are equal for regular rings [BMS08]; however, they may differ for singular rings. Suppose
that R is a direct summand of a polynomial ring over Q, and f ∈ R. In Theorems 4.20
and 4.21 we show that the truncated base p-expansion of any F -jumping number and any
F -threshold of the reduction of f modulo p is a root of the Bernstein-Sato polynomial
bf (s)modulo p. These type of results have been used to recover roots of the Bernstein-Sato
polynomials via methods in prime characteristic in the regular setting (see [BMS06b]).
2. Background on D-modules
In this section we briefly recall the basics on the theory of rings of differential operators
as introduced by Grothendieck [Gro67, §16.8].
Let R be a Noetherian ring. The ring of differential operators of R is the subring
DR ⊆ HomZ(R,R) whose elements are defined inductively as follows: the differential
operators of order zero are defined by the multiplication by elements ofR, i.e. D0R ∼= R.We
say that δ ∈ HomZ(R,R) is an operator of order less than or equal to m if [δ, r] = δr− rδ
is an operator of order less than or equal to m− 1. We have a filtration D0R ⊆ D1R ⊆ · · ·
given by the order and the ring of differential operators is defined as
DR =
⋃
m∈N
DmR .
If A ⊆ R is a subring, we denote DR|A ⊆ DR the subring of differential operators that
are A-linear. In particular DR = DR|Z. If R contains a field K of characteristic p > 0,
every additive map is Z/pZ-linear and thus DR = DR|Z/pZ. Moreover, let Rp
e ⊆ R
be the subring consisting of pe powers of elements of R and set D(e)R := HomRpe (R,R).
In this case, DR|K ⊆ DR ⊆
⋃
e∈ND
(e)
R . If K is a perfect field, then DR|K = DR and
DR =
⋃
e∈ND
(e)
R when R is F -finite (see [Smi87, Theorem 2.7] and [Yek92, Theorem
1.4.9]).
Example 2.1. Let R be either the polynomial ring A[x1, . . . , xn] or the formal power
series ring A[[x1, . . . , xn]] with coefficients in a ring A. The ring of A-linear differential
operators is:
DR|A = R
〈
1
t!
dt
dxti
| i = 1, . . . , n; t ∈ N
〉
,
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that is, the free R-module generated by the differential operators 1
t!
dt
dxti
. Furthermore, if
A = K is a field of characteristic zero, we have
DR|K = R
〈
d
dx1
, . . . ,
d
dxn
〉
.
Example 2.2. Let S = K[x1, . . . , xn] be a polynomial ring over a field K of characteristic
zero and, given an ideal I ⊆ S, set R = S/I. Then, using the results about differential
operator of quotient rings of polynomials [MR01, Theorem 5.13], the ring of K-linear
differential operators of R is given by
DR|K :=
{δ ∈ DS|K | δ(I) ⊆ I}
IDS|K
It is clear that R is a DR|A module. Several of the results presented in this manuscript
concern to the DR|A-module structure of the localization, Rf at an element f ∈ R, and
the local cohomology modules H iI(R) associated to an ideal I ⊆ R. For this reason, we
recall a few properties and definitions regarding these objects.
• Localization: Let M be a DR|A- module and f ∈ R. Then Mf is also a DR|A-module,
where the action of a differential operator δ ∈ DR|A on vf t ∈ Mf is defined inductively as
follows: If δ ∈ D0R|A has order zero then δ · vf t = δ·vf t . Now, suppose that the action of every
element in DnR|A has been defined. Let δ ∈ Dn+1R|A . Then,
δ · v
f t
=
δ · v − [δ, f t] · v
f t
f t
,
which follows from the fact that [δ, f t] · v
f t
is defined. With this DR|A-module structure
on Mf , the localization map M → Mf is a morphism of DR|A-modules.
• Local cohomology modules: Let I ⊆ R be an ideal generated by a sequence of elements
f = f1, . . . , fℓ ∈ R, and let M be any R-module. The Cˇech complex of M with respect
to f is defined by
Cˇ•(f ;M) : 0→M →
⊕
i
Mfi →
⊕
i,j
Mfifj → · · · →Mf1···fℓ → 0,
where the maps on every summand are localization maps up to a sign. The local coho-
mology of M with support on I is defined by
H iI(M) = H
i(Cˇ•(f ;M)).
One may check that it is independent of the set of generators of I. It follows from this
construction that every local cohomology module over a DR|A-module is again a DR|A-
module.
3. D-modules over direct summands
Let A ⊆ R ⊆ S be an extension of Noetherian rings such that R is a direct summand
of S with splitting morphism β : S → R. Our first aim in this section is to relate dif-
ferential operators on S to differential operators on R using the splitting β. Then we
introduce DR|A-modules that are direct summands of DS|A-modules, for which the differ-
ential structure is compatible. This idea is used to obtain properties of the localizations
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Rf and the local cohomology modules H iI(R) as a DR|A-module from the properties of Sf
and H iIS(S) as a DS|A-module. The same techniques are used in order to develop a theory
of Bernstein-Sato polynomials, even if R is not regular.
3.1. Differentiable direct summands. Let A ⊆ R ⊆ S be Noetherian rings such that
R is a direct summand of S with splitting morphism β : S → R. We start relating
differential operators in DS|A to differential operators in DR|A using the splitting β. We
first show that the order of a differential operator cannot increase when we compose it
with the splitting β. This idea has been used for rings of invariants over a group action
[Sch95]. Namely, there exists a map1 DGS|K → DSG|K . However, this map may not be
surjective [Sch95, Example 5.7]. It is injective for many classes of groups, in particular for
finite groups, but, to the best of our knowledge, the injectivity of this map is not known
in general. For the study of local cohomology modules of SG in characteristic zero as
DGS|K-module, we refer to [Put16].
We point that the following lemma was implicit in Smith’s proof of the statement: S is
a simple DS|Fp-module, then R is also DR|Fp is also simple [Smi95, Proposition 3.1]. We
include this proof for the sake of completeness.
Lemma 3.1. Let A ⊆ R ⊆ S be three Noetherian rings. Let ι : R → S denote the
inclusion and let β : S → R be any R-linear morphism. Then, for every δ ∈ DnS|A, we
have that δ˜ := β ◦ δ|R ∈ DnR|A.
Proof. To avoid heavy notation, we also write δ for δ|R We first note that δ˜ ∈ HomA(R,R).
We proceed by induction on the order n of the differential operator. If n = 0, there exists
g ∈ S such that δ(w) = gw for every w ∈ S. Then,
δ˜(v) = β ◦ δ(v) = β(δ(v)) = β(gv) = vβ(g) = β(g)v.
for every v ∈ R. We now assume the claim for n. Let δ ∈ Dn+1S|A , and f ∈ R. Then,
[δ˜, f ](v) = δ˜(fv)− f δ˜(v)
= β ◦ δ(fv)− f(β ◦ δ(v))
= β(δ((fv))− β(fδ(v))
= β(δ((fv)− fδ(v))
= β([δ, f ](v))
= [˜δ, f ](v)
for all v ∈ R. Then, [δ˜, f ] = [˜δ, f ] ∈ DnR|A by induction hypothesis. Then, δ˜ ∈ Dn+1S|A . 
We now introduce DR|A-modules that are direct summands of DS|A-modules, for which
the differential structure is compatible.
Definition 3.2. Let A ⊆ R ⊆ S let be three Noetherian rings. Suppose that the inclusion
R ⊆ S has a splitting β : S → R. We say that a DR|A-module M , is a differential direct
summand of the DS|A-module N compatible with β, if M ⊆ N and we have a splitting
θ : N →M of R-modules such that
θ(δ · v) = (β ◦ δ|R) · v.
1DG
S|K denotes the ring of equivariant differential operators over the field K.
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for every v ∈ M and δ ∈ DS|A. In this case, we say that θ is a differentiable splitting map
compatible with β.
Lemma 3.3. Let A ⊆ R ⊆ S be three Noetherian rings. Suppose that the inclusion R ⊆ S
has a splitting β : S → R. Let M ⊆ N be differentiable direct summand compatible with
β. Let V,W ⊆M be DR|A-submodules of M . If DS|AV = DS|AW , then V = W.
Proof. We denote by θ : N → M a differential splitting, and β ◦ δ|R by δ˜. Let v ∈ V .
Since DS|AV = DS|AW, there exists δ1, . . . , δℓ ∈ DS|A and w1, . . . , wℓ ∈ W such that
v = δ1w1 + . . .+ δℓwℓ. We apply θ to both sides to obtain
v = θ(v) = θ (δ1w1 + . . .+ δℓwℓ) = θ(δ1w1) + . . .+ θ(δℓwℓ) = δ˜1w1 + . . .+ δ˜ℓwℓ,
where the last step follows from the fact that θ is a differential splitting compatible with
β. Then, v ∈ DR|AW = W. We conclude that V ⊆ W. Likewise, W ⊆ V, which concludes
the proof. 
The main result of this subsection is the following upper bound for the length, as
D-module, of a differential direct summand.
Proposition 3.4. Let A ⊆ R ⊆ S let be three Noetherian rings. Suppose that the
inclusion R ⊆ S has a splitting β : S → R. Let M ⊆ N be differentiable direct summands
compatible with β. Then, λDR|A(M) ≤ λDS|A(N).
Proof. We note that if N does not have finite length as DS|A-modules the claim is clear.
We assume that λDS|A(N) is finite, and proceed by contradiction. Let ℓ = λDS|A(N). Let
0 ( V1 ( . . . ( Vℓ+1 be a strictly increasing chain of DR|A-submodules of M . By Lemma
3.3 0 ( DS|AV1 ( . . . ( DS|AVℓ+1 is a strictly increasing chain of DS|A-submodules of N .
Then, ℓ+ 1 ≤ λDS|A(N), which is a contradiction. 
Definition 3.5. Let A ⊆ R ⊆ S let be three Noetherian rings. Suppose that the inclusion
R ⊆ S has a splitting β : S → R. Given two differentiable direct summands M1 ⊆ N1
andM2 ⊆ N2 with differentiable splittings θ1 : N1 →M1 and θ2 : N2 →M2, we say that a
map φ : M1 → M2 is a morphism of differential direct summands if φ ∈ HomDS|A(N1, N2),
φ(M1) ⊆M2, φ|M1 ∈ HomDR|A(M1,M2), and the following diagram
M1
φ|M1

// N1
φ

θ1
// M1
φ|M1

M2 // N2
θ2
// M2
commutes. For the sake of notation, we often write φ for φ|N1 .
Proposition 3.6. Let A ⊆ R ⊆ S let be three Noetherian rings. Suppose that the
inclusion R ⊆ S has a splitting β : S → R. Let M be a DR|A-module and N be a
DS|A-module. If M is a differential direct summand of N , then Mf is a differential direct
summand of Nf for every element of f ∈ R. Furthermore, the localization maps give a
morphism of differential direct summands.
Proof. Let θ : N → M be a differential splitting compatible with β. For the sake of
notation, we use the same symbols for induced maps in the localization. We now show
that the map Mf → Nf induced by θ is a differential splitting compatible with β.
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Let δ˜ denote the differential operator β ◦ δ|R. We start showing that θ(δ · vfn ) = δ˜ · vfn
for every element v ∈M and δ ∈ DS|A, by induction on the order of δ. If δ has order zero
we have, using the action of δ as given in Section 2, that
θ
(
δ · v
fn
)
= θ
(
δ · v
fn
)
=
1
fn
θ(δ · v) = 1
fn
θ(δ · v) = 1
fn
(δ˜ · v),
where the last equality follows because θ : M → N is a differentiable splitting. Then,
θ
(
δ · v
fn
)
=
1
fn
(δ˜ · v) = δ˜ · v
fn
= δ˜ · v
fn
.
We now assume our claim for differential operators of order equal to or less than n, and
suppose that δ has order n + 1.
θ
(
δ · v
f t
)
= θ
(
δ · v − [δ, fn] · v
f t
f t
)
= θ
(
δ · v
f t
)
− θ
(
[δ, fn] · v
f t
f t
)
=
1
f t
θ (δ · v)− θ
(
[δ, fn] · v
f t
f t
)
=
1
f t
δ˜ · v − θ
(
[δ, fn] · v
f t
f t
)
because θ : M → N is a differentiable spliting
=
1
f t
δ˜ · v −
[˜δ, fn] · v
f t
f t
by induction hypothesis as [δ, fn] ∈ DnA(S);
=
δ˜ · v − [˜δ, fn] · v
f t
f t
=
δ˜ · v − [˜δ, fn] · v
f t
f t
=
δ˜ · v − [δ˜, fn] · v
f t
f t
as a consequence of the proof of Lemma 3.1;
= δ˜ · v
f t
To verify that the localization map M → Mf induces a map of differential direct sum-
mands, we note that all the conditions in Definition 3.5 are satisfied by the usual properties
of localization maps, and the fact that localization maps are D-module morphisms. 
Lemma 3.7. Let A ⊆ R ⊆ S let be three Noetherian rings. Suppose that the inclu-
sion R ⊆ S has a splitting β : S → R. Let M1 ⊆ N1 and M2 ⊆ N2 be differentiable
direct summands with differential splittings θ1 and θ2. Let φ : N1 → N2 be a map of
differentiable direct summands. Then, Ker(φ|M1 ) ⊆ Ker(φ), Im(φ|M1 ) ⊆ Im(φ|M1 ) and
Coker(φ|M1 ) ⊆ Coker(φ) are also differentiable direct summands. Furthermore, the inclu-
sion and projection maps are morphism of differentiable direct summands.
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Proof. Since φ is a map of DS|A modules and φ|M1 is also a map of DR|A-modules, we
note that the induced maps on kernel, images and cokernel are also maps of DS|A and
DR|A-modules respectively. The rest follows from the fact that the diagram
M1
φ|M1

// N1
φ

θ1
// M1
φ|M1

M2 // N2
θ2
// M2
.
commutes, and that θ1, θ2 are differential splittings. 
3.2. Finite length of D-modules over direct summands. Let K be a field and S
be either K[x1, . . . , xn] or K[[x1, . . . , xn]]. One of the main results in the theory of D-
modules is that both the localizations Sf and the local cohomology modules H iI(S) have
finite length as DS|K-modules. If K is a field of characteristic zero, this result follows
from the fact that localizations and local cohomology modules belong to the class of holo-
nomicDS|K-modules (see [Bjö79, Cou95]). These results can be extended to differentiably
admissible K-algebras, which is a larger class or regular rings containing the rational num-
bers (see [MNM91, NB13]). For intance, if (R,m, K) is a ramified regular ring of mixed
characteristic p > 0, then R[1/p] is a differentiably admissible algebra [NB13].
In positive characteristic, these results were proved by Lyubeznik using his theory of
F -finite F -modules [Lyu97]. In fact, he showed that Sf and H iI(S) have finite length as
DS|K-modules for a larger class of Noetherian regular K-algebras of prime characteristic.
Indeed, F -finite F -modules behave quite likely as holonomic modules in characteristic
zero.
Despite the fact that we do not have a theory of holonomic or F -finite F -modules for
direct summands, we are still able to prove the finite length of localization and local
cohomology modules in this setting.
Theorem 3.8. Let K be a field and S be either K[x1, . . . , xn] or K[[x1, . . . , xn]]. Let
K ⊆ R ⊆ S be a subring with a splitting β : S → R. Then Rf and H iI(R) have finite
length as DR|K-modules for every f ∈ R and any ideal I ⊆ R. Furthermore, λDR|K(Rf ) ≤
λDS|K(Sf) and λDR|K (H
i
I(R)) ≤ λDS|K(H iIS(S)).
Proof. Since R ⊆ S is a differential splitting, we have that Rf ⊆ Sf is a differential split-
ting for every f ∈ R by Proposition 3.6. Then we have λDR|K (Rf) ≤ λDS|K(Sf) by Propo-
sition 3.4. Let I = (f1, . . . , fℓ) ⊆ R, and f = f1, . . . , fℓ. We note that Cˇ•(f ;R) ⊆ Cˇ•(f ;S)
is a complex of differential direct summands, and so, the local cohomology, H iI(R) ⊆
H iIS(S), is again a differential direct summand by Lemma 3.7. Then, λDR|K(H
i
I(R)) ≤
λDS|K(H
i
IS(S)) by Proposition 3.4. 
We may extend the property of finite length to other DR|K-modules if we consider the
category C(R,A) introduced by Lyubeznik [Lyu00a, Lyu00b].
Definition 3.9. We denote by C(R,A) the smallest subcategory of DR|A-modules that
contains Rf for all f ∈ R and that is closed under subobjects, extensions and quotients.
The category C(R,A) is also closed under localization and, in some sense, behaves as
well as holonomic or F-finite F-modules. In particular, this category contains iterated local
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cohomology modules H i1I1 · · ·H iℓIℓ(R), and more generally, Lyubeznik functors T defined in
[Lyu93].
Theorem 3.10. Let K be a field and S be either K[x1, . . . , xn] or K[[x1, . . . , xn]]. Let
K ⊆ R ⊆ S let be a subring with a splitting β : S → R. Then, every DR|K-module in
C(R,K) has finite length as DR|K-module.
Proof. This statements follows from Theorem 3.8, since Rf has finite length as DR|K-
module, and every object in C(R,K) is build from localization modules with operations
that preserve the property of having finite length. 
From the previous theorem, we obtain as a corollary a result by the third author
regarding associated primes of local cohomology.
Corollary 3.11 ([NB12]). LetK be a field and S be eitherK[x1, . . . , xn] or K[[x1, . . . , xn]].
Let K ⊆ R ⊆ S let be a subring with a splitting β : S → R. Then, AssRH iI(R) is a finite
set for every ideal I ⊆ R and every integer i.
Proof. We note that a simpleDR|K-module,M 6= 0, has only one associated prime. In fact,
if Q is a maximal element in the set of the associated primes ofM , then AssRH0Q(M) = Q
andH0Q(M) is a nonzeroDR|K-submodule ofM . SinceH
i
I(R) has finite length, there exists
an increasing sequence of DR|K-modules 0 = M0 ⊆ M1 ⊆ . . . ⊆ Mℓ = H iI(R) such that
Mj+1/Mj is a simple DR|K-module. Then, AssRH iI(R) ⊆
⋃ℓ
j=0AssRMj+1/Mj. 
Remark 3.12. There are other structural properties that local cohomology modules
satisfy over regular rings containing a field, which are proved using D-modules. For
instance, local cohomology modules have finite Bass numbers and their injective dimension
is bounded above by the dimension of their support. Both of these properties fail for direct
summands. For instance, R = K[ac, ad, bc, bd] is a direct summand of S = K[a, b, c, d],
H2(ab,ad)(R) is a local cohomology module with an infinite socle [Har68], so not all Bass
numbers are finite. In addition, H2(ab,ad)(R) is a simple DR|K-module [Hsi12] supported at
the maximal ideal (ab, ad, cd, bc)R, which is not an injective R-module, so the injective
dimension can be bigger than the dimension of the support.
3.3. Bernstein-Sato polynomial over direct summands. Let S be either the poly-
nomial ringK[x1, . . . , xn] or the formal power series ringK[[x1, . . . , xn]], where K is a field
of characteristic zero and R ⊆ S a direct summand. We aim to extend the well-known
theory of Bernstein-Sato over S to the direct summand R. We start reviewing the basic
facts.
Recall that DS|K = S
〈
d
dx1
, . . . , d
dxn
〉
is the ring of K-linear differential operators of S.
Let DS|K [s] be the polynomial ring in the indeterminate s and coefficients in DS|K. For
any nonzero element f ∈ S, there exists a polynomial b(s) 6= 0 and a differential operator
δ(s) ∈ DS|K[s] satisfying the following functional equation:
(3.3.1) δ(s) · ff s = b(s)f s.
This is an identity in M [f s] := Sf [s]f s which is the rank one free Sf [s]-module with
generator f s viewed as a formal symbol. After taking the specializations M [f s] → Sf ,
given by f s 7→ f t for t ∈ Z, we obtain the following equation
(3.3.2) δ(t) · f t+1 = b(t)f t.
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The set of all polynomials b(s) for which there exists an operator δ(s) such that Equation
3.3.1 holds forms an ideal ofK[s]. The monic polynomial that generates this ideal is called
the Bernstein-Sato polynomial [Ber72, SS72] and is denoted as bf (s).
A fundamental result states that the roots of bf(s) are negative rational numbers in the
polynomial case2 [Mal75, Kas77]. As a consequence, we may view bf (s) ∈ Q[s].
A key point in this theory is that we can give a DS|K [s]-module structure to M [f s] as
follows: The action of the derivatives on a general element gf s is given by
d
dxi
· gf s =
(
d
dxi
· g + sgf−1 d
dxi
(f)
)
f s,
and the multiplication by s is DS|K-linear. Unfortunately, when we turn our attention to
a non-regular ring R, we are not able to define a DR|K [s]-module structure on Rf [s]f s.
However, it still makes sense to study the existence of an element δ(s) ∈ DR|K [s] and a
polynomial b(s) ∈ Q[s] that satisfy Equation 3.3.2 for every t ∈ Z.
In order to make precise the setup that we introduce the following general definition
that encodes all the Bernstein-Sato data.
Definition 3.13. Let A ⊆ R be two Noetherian rings, and f ∈ R. We consider the
A[s]-module,
B = {(δ(s), b(s)) ∈ DR|A[s]× A[s] | δ(t) · f t+1 = b(t)f t ∀t ∈ Z in Rf} .
Let Bf be the image of B under the projection map on the second entry. If Bf = 0, we
say that f has no Bernstein-Sato polynomial. If Bf 6= 0, we call its monic generator the
Bernstein-Sato polynomial of f , which is denoted by bRAf (s). If the rings R and A are
clear from the context, we just write bf (s).
Our next result shows that Bernstein-Sato polynomials exist for a direct summand,
R ⊆ S, as long as they exist for S.
Theorem 3.14. Let A ⊆ R ⊆ S be three Noetherian rings. Suppose that the inclusion
R ⊆ S has a splitting β : S → R. Let f ∈ R. If bSAf (s) exists, then bRAf (s) also exists.
Furthermore, bRAf (s) divides b
SA
f (s).
Proof. Let δ(s) ∈ DS|A[s] be such that δ(t) · f t+1 = b(t)f t for all t ∈ Z, where the equality
is taken in Sf . Since Rf is a differential direct summand of Sf , we have that
(3.3.3) β ◦ δ(t)|R · f t+1 = b(t)f t
for every t ∈ Z in Rf . Then, bSAf (s) is a multiple of bRAf (s), since this is the monic
polynomial satisfying 3.3.3. 
Corollary 3.15. Let K be a field and S be either K[x1, . . . , xn] or K[[x1, . . . , xn]]. Let
K ⊆ R ⊆ S be a direct summand with an splitting β : S → R. Then the Bernstein-Sato
polynomial exists for every element f ∈ R. Furthermore, in the polynomial case all the
roots of bRKf (s) are negative rational numbers if S is polynomial.
Proof. The Bernstein-Sato polynomial bSKf (s) exists [Ber72, SS72]. If S is polynomial,
bSKf (s) only has negative rational roots [Mal75, Kas77]. 
2 Indeed, this result is also stated in the analytic case (S = C{x1, . . . , xn}).
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Remark 3.16. Theorems 3.8, 3.10, and 3.14 can be extended to direct summands of
differentiably admissibleK-algebras, whereK is a field of characteristic zero (see [MNM91,
NB13]). In particular, we may also consider direct summands of S = C{x1, . . . , xn}, and
the rationality of the roots of the Bernstein-Sato polynomials also holds [Mal75, Kas77].
We now present an example that show that bRf (s) could differ from b
S
f (s). This example
was kindly given to us by Jack Jeffries.
Example 3.17. Let R = Q[xu, yv] and S = Q[x, y, u, v] We note that R = SG, where G
is a torus with coordinates λ1, λ2 acting by
x 7→ λ1λ2x, y 7→ λ1λ−12 y, u 7→ λ−11 λ−12 u, v 7→ λ−11 λ2v.
Consider f = xu− yv. There exists an isomorphism from R to a polynomial ring in two
variables, which sends f to a variable. Thus, bRf (s) = s + 1 and Rf is generated by
1
f
as a DR|K-module. In contrast, bSf (s) = (s + 1)(s + 2), and so, Sf 6= DS|K · 1f [Wal05,
Lemma 1.3]. Furthermore, H if(R) is a simple DR|K-module, but H
1
f (S) is not a simple
DS|K-module.
Remark 3.18. There are several variants and extensions where the theory of Bernstein-
Sato polynomial applies. The results of Theorem 3.14 and Corollary 3.15 can be extended
to these cases:
• Bernstein-Sato polynomial associated to an algebraic variety: Let I ⊆ S be an ideal
generated by a sequence of nonzero polynomials f = f1, . . . , fℓ. Budur, Mustaţă and Saito
[BMS06a] defined the Bernstein-Sato polynomial, bI(s), associated to the ideal I. After
a convenient shifting, bI(s) is also an invariant of the variety V (I). They proved the
existence of a nonzero polynomial b(s) ∈ Q[s], and differential operators δc(s1, . . . , sℓ) ∈
DR|K [s1, . . . , sℓ] satisfying, in our setting, a functional equation
(3.3.4)
∑
c∈Zℓ
∏
i=1,...,ℓ
ci<0
δc(t1, . . . , tℓ) ·
(
ti
ci
) ℓ∏
i=1
f ti+cii = b(t1 + . . .+ tr)
ℓ∏
i=1
f tii ,
for every ti ∈ Z and where the sum varies over finitely many c = (c1, . . . , cℓ) ∈ Zℓ. We
think of this as a functional equation in Sf1···fℓ .
Let R ⊆ S be a direct summand with a splitting β : S → R and assume that fi ∈ R,
i = 1, . . . , ℓ. Then we obtain the analogue of Equation 3.3.4 for R by composing the
differential operators δc(t1, . . . , tℓ) with the splitting β.
• Bernstein-Sato ideal associated to a family of hypersurfaces: Let f = f1, . . . , fℓ be
a sequence of elements in S. Then, there exists a nonzero polynomial b(s1, . . . , sℓ) ∈
Q[s1, . . . , sℓ], and differential operators δ(s1, . . . , sℓ) ∈ DR|K [s1, . . . , sℓ] satisfying, in our
setting, a functional equation
(3.3.5) δ(t1, . . . , tℓ) ·
ℓ∏
i=1
f ti+1i = b(t1, . . . , tℓ)
ℓ∏
i=1
f tii .
for every ti ∈ Z. The ideal in Q[s1, . . . , sℓ] generated by these polynomials b(s1, . . . , sℓ) is
the Bernstein-Sato ideal associated to the sequence f . If R ⊆ S is a direct summand and
fi ∈ R, i = 1, . . . , ℓ, we use the same compose by β again to obtain the equation in R.
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We end this subsection with a example, generously suggested by Jack Jeffries, which
shows that Bernstein-Sato polynomials do not exist in general.
Example 3.19. Let R = C[x, y, z]/(x3 + y3 + z3). We consider R as a graded ring where
every variable has degree 1, and we denote the C-subspace of homogeneous elements of
degree ℓ by [R]ℓ. We note that DR|C is also a graded ring, where a differential operator
has degree ℓ ∈ Z if δg = 0 or deg(δg) = deg(g) + ℓ for every homogeneous element g ∈ R.
We note that this identity extends to any localization of R at a homogeneous element.
The C-subspace of differential operators of degree ℓ is denoted by DR|C(ℓ). In this case,
DR|C =
⊕
ℓ∈ZDR|C(ℓ). Furthermore, DR|C(ℓ) = 0 for every ℓ < 0 [BGG72, Proposition
1]. Let f ∈ R be any element of positive degree u. We now show by contradiction that
f has no Bernstein-Sato polynomial (as in Definition 3.13). Suppose that there exists
δ[s] ∈ DR|C[s] and b(s) ∈ C[s] such that b(s) 6= 0 and δ(t)f t+1 = b(t)f t for every t ∈ Z.
We fix t ∈ Z such that t > 0 and b(t) 6= 0. We set δ = δ(t), and we take δℓ ∈ DR|C(ℓ) such
that δ = δ0 + · · ·+ δk, which is possible because there are no operators of negative degree
[BGG72, Proposition 1]. Then,
b(t)f t = δf t+1 = δ0f
t+1 + · · ·+ δkf t+1 ∈
⊕
ℓ>(t+1)u
[R]ℓ.
As a consequence, tu > (t + 1)u for every ℓ appearing in the equation above, because
b(t)f t is a nonzero homogeneous element of degree tu. This is a contradiction because
u > 0.
Remark 3.20. We note that even in the case where D1R|K has no elements of nega-
tive degree, one can find elements of negative degree in DR|K . For instance, if R =
C[a, b, c, d]/(ad − bc) ∼= C[xy, xz, yu, zu], which is a direct summand of S = C[x, y, z, u]
with splitting β : S → R defined on the monomials by β(xα1yα2zα3uα4) = xα1yα2zα3uα4
if α1 + α4 = α2 + α3 and β(xα1yα2zα3uα4) = 0 otherwise. Since R is a graded ring with
an isolated singularity, there are no elements of order 1 and negative degree [Kan77].
However, β ◦ ∂
∂x
∂
∂y
is a differential operator on R of order 2 and negative degree.
Theorem 3.14 and Example 3.19 motivate the following question.
Question 3.21. What conditions are necessary and sufficient for a K-algebra for the
existence of the Bernstein-Sato polynomial?
4. F -invariants of direct summands
In this section we study different invariants in positive characteristic: F -jumping num-
bers and F -thresholds. We point out that in a regular ring these two families of invariants
are the same. However, over singular rings they usually differ, even for direct summands.
For this reason, we need to study them using different approaches.
We recall that R acquires an structure of R-module by restriction of scalars via the e-th
iteration of the Frobenius map. F e. We denote this module action on R by F e∗R. Namely,
we have r · F e∗x = F e∗ (rpex) ∈ F e∗R for r ∈ R and F e∗x ∈ F e∗R. If R is a reduced ring,
it is a common practice to identify F e∗R with R
1/pe , via the isomorphism of R-modules
F e∗ r 7→ r1/pe .
Throughout this section we consider rings containing a field of positive characteristic
that are F -finite, that is, rings such that F e∗R is a finitely generated R-module.
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4.1. Test ideals of direct summands. In this subsection we prove that the F -jumping
numbers of an ideal I of a direct summand R of a regular ring S are contained in the
F -jumping numbers of the extended ideal IS. This result follows from comparison of rings
of differential operators and Cartier morphisms between R and S. Differential operators
have been used previously to show discreteness and rationality of F -jumping numbers for
regular rings. However, they have not been used in the singular case as far as we know.
We point out that Chiecchio, Enescu, Miller, and Schwede [CEMS] used the fact that
R is a direct summand of the symbolic Rees algebra R = ⊕∞t=0OX(−tKX), to prove
discreteness and rationality of F -jumping numbers in certain cases, given thatR is finitely
generated as R-algebra. From recent results in the minimal model program [BCHM10,
HM10, HX15] (see also [Kol10, Theorem 92]), one could expect thatR is finitely generated
for every strongly F -regular ring, in particular, for direct summands of regular rings.
However, to the best of our knowledge, this question is still open. Furthermore, this
question relates to the longstanding problem of weakly F -regular versus strongly F -regular
[CEMS]. We point out that our strategy differs from theirs by using differential operators
over a singular ring.
Definition 4.1. Let R be an F -finite Noetherian ring.
• We say that R if F -pure if the inclusion map R→ F e∗R splits for all e > 0.
• Assume that R is a domain. We say that R is strongly F -regular if for every r ∈ R
there exists e ∈ N such that the ϕ : R→ F e∗R defined by 1 7→ F e∗ r splits.
Regular rings are strongly F -regular. Moreover, direct summands of strongly F -regular
rings are strongly F -regular by a result of [HH89].
We now introduce the definition and preliminary results regarding Cartier operators
and its relation with differential operators in positive characteristic.
Definition 4.2. Let R be an F -finite ring.
• An additive map ψ : R→ R is a pe-linear map if ψ(rf) = rpeψ(f). Let F eR be the set
of all the pe-linear maps. Then, we have F eR ∼= HomR(R,F e∗R).
• An additive map φ : R→ R is a p−e-linear map if φ(rpef) = rφ(f). Let CeR be the set
of all the p−e-linear maps. Then, we have CeR ∼= HomR(F e∗R,R).
The main examples of pe and p−e-linear maps are the iterated Frobenius and Cartier
morphisms. For this reason, these morphisms are usually referred as Frobenius and Cartier
operators. They have a close relation with differential operators. Recall from Section 2
that for F -finite rings we have
DR =
⋃
e
D
(e)
R .
Since R is reduced, we have D(e)R ∼= HomR(F e∗R,F e∗R). It is natural to consider the
pairing CeR ⊗R F eR −→ D(e)R sending φ⊗ ψ to its composition ψ ◦ φ. If R is a regular ring,
the previous map is an isomorphism of Abelian groups, that is CeR ⊗R F eR ∼= D(e)R . One
concludes, roughly speaking, that it is equivalent to consider differential operators or just
Cartier operators.
In general, for singular rings, we do not have such an isomorphism. However, in the
F -pure case we make an easy observation that relates differential operators with Cartier
maps. This relation is the heart of Lemma 4.10, which is a key part of our strategy
towards Theorem C.
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Remark 4.3. Let R be an F -pure F -finite ring. If γ : F e∗R → R is a splitting, the map
Ψ : HomR(F
e
∗R,F
e
∗R) → HomR(F e∗R,R) defined by δ 7→ γ ◦ δ is surjective. Then, the
corresponding map D(e)R → CeR is also surjective.
Let S be a regular ring. The so-called Frobenius descent, that follows from the isomor-
phism CeS⊗SF eS ∼= D(e)S and Morita equivalence, is a key ingredient to show that Sf = DS · 1f
[ÀMBL05, Theorem 1.1]. This is an important result regarding the D-module structure
of the localization Sf at an element f ∈ S. This result was extended by Takagi and Taka-
hashi [TT08, Corollary 2.10] to the case of graded rings with finite F-representation type.
This class of rings include graded direct summands. In our first result in this section, we
prove that this occurs for all direct summands of F -finite regular domains.
Theorem 4.4. Let S be a regular F -finite domain. Let R ⊆ S be an extension of Noether-
ian rings such that R a direct summand of S. Then Rf is generated by
1
f
as DR-module.
Proof. Since Sf is generated as DS-module by 1f , for every e there exists δ ∈ D
(e′)
S , with
e′ ≥ e, such that δ( 1
f
) = 1
fpe
. Then, by multiplying this equation by f p
e′
, we obtain
δ(f p
e′−1) = f p
e′−pe.
Let β : S → R denote a splitting. Let δ˜ = β ◦ δ. We note that δ˜ ∈ D(e′)R . In addition,
δ˜(f p
e′−1) = f p
e′−pe. Hence, δ˜( 1
f
) = 1
fpe
. We conclude that Rf is generated as DR-module
by 1
f
. 
Test ideals have been a fundamental tool in the theory of tight closure developed by
Hochster and the second author [HH90, HH94a, HH94a]. Hara and Yoshida [HY03] ex-
tended the theory to include test ideals τR(Iλ) associated to pairs (R, Iλ) where I ⊆ R is
an ideal and λ ∈ R is a parameter. A new approach to test ideals3 by means of Cartier
operators was given by Blickle, Mustaţă and Smith [BMS08, BMS09] in the case that R is
a regular ring. Their approach has been extremely useful in order to extended the theory
of test ideals to non-regular rings. We refer to [Sch11, BB11, Bli13] for a more general
setting.
Definition 4.5. Suppose that R is a strongly F -regular ring. Let I ⊆ R be an ideal, and
λ ∈ R>0. The test ideal4 of the pair (I, λ) is defined by
τR(I
λ) =
⋃
e∈N
CeRI⌈p
eλ⌉.
We note that the chain of ideals {CeRI⌈peλ⌉} is increasing [TT08, Proposition 4.4], and
so, τR(Iλ) = CeRI⌈peλ⌉ for e≫ 0.
We now summarize basic well-known properties of test ideals. In the case of strongly
F -regular rings we refer to [TT08, Lemma 4.5]. For the general case of F -finite rings, we
refer [Bli13, Proposition ].
Proposition 4.6. Let R be an F -finite ring, I, J ⊆ R ideals, and λ, λ′ ∈ R>0. Then,
(1) If I ⊆ J, then τR(Iλ) ⊆ τR(Jλ).
3Indeed, they describe the generalization to pairs of the big test ideal considered in [HH94a].
4Precisely, this are the big test ideals. This ideals are equal to the original test ideals for graded rings
[LS99] and Gorenstein rings [LS01].
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(2) If λ < λ′, then τR(I
λ′) ⊆ τR(Iλ).
(3) There exists ǫ > 0, such that τR(I
λ) = τR(I
λ′), if λ′ ∈ [λ, λ+ ǫ).
Therefore, every ideal I ⊆ R is associated to a family of test ideals τR(Iλ) parameterized
by real numbers λ ∈ R>0. Indeed, they form a nested chain of ideals. The real numbers
where the test ideals change are called F -jumping numbers. We now make this precise,
Definition 4.7. Let R be an F -finite ring and let I ⊆ R be an ideal. A real number λ is
an F -jumping number of I if
τR(I
λ) 6= τR(Iλ−ǫ)
for every ǫ > 0.
Remark 4.8. Let R be a strongly F -regular F -finite ring of characteristic p > 0, and
I ⊆ R. If R is either a local ring or a graded K algebra with I homogeneous, then the
F -pure threshold of I is defined in terms of maps R→ F e∗R that split [TW04, Definition
2.1]. Specifically,
fpt(I) := sup{λ | ∀e≫ 0 ∃f ∈ I⌊(pe−1)λ⌋ such that 1 7→ F e∗ f splits}.
Then, fpt(I) is the first F -jumping number of I.
From now on we consider extensions of Noetherian rings R ⊆ S such that R is a direct
summand of S. Our aim is to relate test ideals of an ideal in R with the test ideal of its
extension to S. The first result in this direction shows that the F -pure threshold of an
ideal of R is greater or equal than the F -pure threshold of its extension in S.
Proposition 4.9. Let S be a regular F -finite domain. Let R ⊆ S be an extension of
Noetherian rings such that R is a direct summand of S. Then, τS((IS)
λ) ∩ R ⊆ τR(Iλ)
for every ideal I ⊆ R and λ ∈ R>0. In particular, fptS(IS) ≤ fptR(I).
Proof. Let f ∈ τS((IS)λ) ∩R. Then, there exists e ∈ N such that f ∈ CeS(IS)⌈peλ⌉. Then,
there exist g1, . . . , gℓ ∈ I⌈peλ⌉ and φ1, . . . , φℓ ∈ CSe such that φ1(g1) + . . .+ φℓ(gℓ) = f .
Let β : S → R denote a splitting. Then, β ◦ φi|R ∈ CeR. Thus, β(φi(gi)) ∈ CeRI⌈p
eλ⌉ ⊆
τR(I
λ). Then,
f = φ1(g1) + . . .+ φℓ(gℓ);
= β(φ1(g1) + . . .+ φℓ(gℓ));
= β(φ1(g1)) + . . .+ β(φℓ(gℓ)).
Hence, f ∈ CeR(I⌈peλ⌉) ⊆ τR(Iλ). 
The following results are a key part of our strategy towards Theorem C.
Lemma 4.10. Let R be an F -pure F -finite ring, and I, J ⊆ R ideals. If D(e)R I = D(e)R J ,
then CeRI = CeRJ .
Proof. We have that
CeRI = HomR(F e∗R,R) · F e∗ I by Definition 4.2
= γ(HomR(F
e
∗R,F
e
∗R) · F e∗ I) by Remark 4.3
= γ(HomR(F
e
∗R,F
e
∗R) · F e∗J) by Definition 4.2 and D(e)R I = D(e)R J ;
= HomR(F
e
∗R,R) · F e∗J by Remark 4.3
= CeRJ by Definition 4.2
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
Lemma 4.11. Let R ⊆ S be an extension of Noetherian rings such that R is a direct
summand of S. Let I ⊆ R denote an ideal. If CeS(IS)r = CeS(IS)t for r, t ∈ N, then
CeRIr = CeRI t.
Proof. We assume without loss of generality that r ≤ t. We have CeRI t ⊆ CeRIr, thus we
focus on the other containment. Since CeS(IS)r = CeS(IS)t, we have that
D
(e)
S (IS)
r = (CeS(IS)r)[p
e] =
(CeS(IS)t)[pe] = D(e)S (IS)t.
Then, Ir ⊆ D(e)S (IS)t. Let f ∈ Ir. Then, there exists φ1, . . . , φℓ ∈ D(e)S and g1, . . . , gℓ ∈ I t
such that f = φ1(g1)+ . . .+φℓ(gℓ). Let β : S → R denote a splitting. Then, β ◦φi|R ∈ D(e)R
and β(φi(gi)) ∈ D(e)R I t. It follows that f ∈ D(e)R (I t) since
f = φ1(g1) + . . .+ φℓ(gℓ)
= β(φ1(g1) + . . .+ φℓ(gℓ))
= β(φ1(g1) + . . .+ β(φℓ(gℓ)
= β(φ1(g1)) + . . .+ β(φℓ(gℓ)).
Therefore, Ir ⊆ D(e)R I t. Hence, D(e)R Ir ⊆ D(e)R
(
D
(e)
R I
t
)
= D
(e)
R I
t. We conclude that
D
(e)
R I
r = D
(e)
R I
t, and so, CeRIr = CeRI t by Lemma 4.10. 
We are now ready to prove the main result in this section.
Theorem 4.12. Let S be a regular F -finite domain. Let R ⊆ S be an extension of
Noetherian rings such that R is a direct summand of S. Let I ⊆ R denote an ideal, and
λ1, λ2 ∈ R>0. If τS((IS)λ1) = τS((IS)λ2), then τR(Iλ1) = τR(Iλ2).
Proof. There exists t ∈ N such that for e > N, τS((IS)λ1) = CeS(IS)⌈peλ1⌉ and τS((IS)λ2) =
CeS(IS)⌈peλ2⌉. Then, CeS(IS)⌈peλ1⌉ = CeS(IS)⌈peλ2⌉ for e ≥ t. By Lemma 4.11, we have that
CeRI⌈peλ1⌉ = CeRI⌈peλ2⌉ for e ≥ t. Then,
τR(I
λ1) =
⋃
e∈N
CeRI⌈p
eλ1⌉ =
⋃
e≥t
CeRI⌈p
eλ1⌉ =
⋃
e≥t
CeRI⌈p
eλ2⌉ =
⋃
e∈N
CeRI⌈p
eλ2⌉ = τR(I
λ2).

Corollary 4.13. Let S be a regular F -finite domain. Let R ⊆ S be an extension of
F -finite Noetherian rings such that R is a direct summand of S. Let I ⊆ R denote an
ideal. Then, the set of F -jumping numbers of I in R is a subset of the set of F -jumping
numbers of IS in S. In particular, the set of F -jumping numbers of I in R is formed by
rational numbers and has no accumulation points.
Proof. The first claim follows immediately from the definition of F -jumping numbers and
Theorem 4.12. The second claim follows from the fact that the set of F -jumping numbers
consits of rational numbers and it has no accumulation points for F -finite regular domains
[ST14b, Theorem B]. 
Remark 4.14. The previous result gives candidates to compute the F -jumping numbers
of I. Furthermore, we obtain an algorithm to find the test ideals and F -jumping numbers
of I given that we know the corresponding objects for IS.
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If τS(ISλ) = CeS(IS)⌈peλ⌉ for some e ≫ 0, then τR(Iλ) = CeRI⌈peλ⌉. As a consequence,
we can know whether a F -jumping number of IS is also a F -jumping number of I. To
do this, we need to compute first the next F -jumping number for IS, say λ′. We now
compute where the test ideal of τS(ISλ) and τS(ISλ
′
) stabilize. We use this to compute
the test ideals τR(Iλ) and τR(Iλ
′
). Then, these ideals differ if and only if λ is an F -jumping
number for I in R.
It is natural to ask if the conclusion of Corollary 4.13 holds in characteristic zero.
Question 4.15. Let S = K[x1, . . . , xn] be a polynomial ring over a field of characteristic
zero. Let R ⊆ S be such that R a direct summand of S. Let I ⊆ R denote an ideal. Is
the set of jumping numbers for the multiplier ideals of I in R a subset of the set jumping
numbers for the multiplier ideals of IS in S?
4.2. F -thresholds and Bernstein-Sato polynomials. Mustaţă, Takagi andWatanabe
introduced some asymptotic invariants associated to an ideal a in an F -finite regular
local ring R [MTW05]. Roughly speaking, given any ideal J ⊆ R, the F -threshold cJ(a)
measures the containment of powers of a in the Frobenius powers of J . The set of F -
thresholds when we vary J coincides with the set of F -jumping numbers of a [BMS08,
Corollary 2.30]. Together with the second author, they extended the notion of F -threshold
to all Noetherian rings in prime characteristic [HMTW08]. This definition is given by a
limit, which they showed to exists for F -pure rings. This limit was recently showed to
exist in full generality [DSNBP16, Theorem A]. In this subsection we extend previous
relations between F -threshold, F -jumping numbers, and the Bernstein-Sato polynomial,
previously known only for polynomial rings [MTW05]. For the sake of exposition, we
restrict ourselves to principal ideals and to finitely generated Q-algebras. We start by
recalling this relation in the regular case. Let S = Q[x1, . . . , xn]. Let f denote the class of
f in Fp[x1, . . . , xn], where p is greater any denominator appearing in f . Then, for p≫ 0,
bSf (ν
a
f(p
e)) ≡ 0 mod p
for every ideal a ⊆ Fp[x1, . . . , xn] such that f ∈
√
a [MTW05, Proposition 3.11].
We start by recalling the definition of F -thresholds.
Definition 4.16. Let R be a Noetherian rings, and J, a ⊆ R be ideals such that J ⊆ √a.
Let νaJ(p
e) = max{t | J t 6⊆ a[pe]}. We denote the F -threshold of J with respect to a by
ca(J) = lim
e→∞
νaJ(p
e)
pe
.
It is worth mentioning that, in the singular case, the F -thresholds may differ from the
F -jumping numbers (see [HWY14, Section 6] for a few examples). For this reason, it is
not clear, a priori, that F -thresholds are rational numbers that form a discrete set. We
note that this is the case if R is a direct summand of a regular ring S.
Proposition 4.17. Let S be a regular F -finite domain. Let R ⊆ S be a direct summand
of S. Then, ca(J) is a rational number for every ideal J ⊆ R. Furthermore, the set
{ca(J) | a ⊆ R & J ⊆ √a}
has no accumulation points.
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Proof. We have that ca(J) = caS(JS) [HMTW08, Proposition 2.2(v)]. Every F -threshold,
caS(JS), is an F -jumping number for test ideals of a [BMS08]. Both statements, rational-
ity and discreteness, follows from the fact that the set of F -jumping numbers consists in
rational numbers and it has no accumulation points for F -finite regular domains [ST14b,
Theorem B]. 
We now start relating the Bernstein-Sato polynomial with F -thresholds for direct sum-
mands. For this we need to establish a lemma that allow us to restrict Q-linear differential
operators to Z-linear operators.
Lemma 4.18. Let S = Q[x1, . . . , xn], I ⊆ S be an ideal, and R = S/I. Let SZ =
Z[x1, . . . , xn], J = I ∩ SZ, and RZ = SZ/J . Then, for every δ ∈ DR|Q, there exists c ∈ N
such that cδ(RZ) ⊆ RZ. Furthermore, cδ ∈ DR|Z.
Proof. Recall that
DR|Q =
{∂ ∈ DS|Q | ∂(I) ⊆ I}
IDS|Q
.
Given δ ∈ DR|Q, let ∂ ∈ DS|Q be such that δf = ∂f for every f ∈ R. Since
DS|Q = S
〈
d
dx1
, . . . ,
d
dxn
〉
,
there exists an integer c such that
c∂ ∈ SZ
〈
d
dx1
, . . . ,
d
dxn
〉
.
Furthermore, c∂(SZ) ⊆ SZ and c∂(J) ⊆ J. It follows that cδf = c∂f ∈ RZ for every
f ∈ RZ. Moreover, cδ ∈ DR|Z as c∂ ∈ DSZ|Z. 
Remark 4.19. Let R be a finitely generated Z-algebra. Then, there is a ring morphism
DR|Z → DR⊗ZFp|Fp, defined by δ 7→ δ, where δ ·f = δ · f. Furthermore, this map sends DnR|Z
to DnR⊗ZFp|Fp. We point out that this map may not be surjective [Smi95, Pages 384-385 ].
We now relate the Bernstein-Sato polynomial to F -thresholds.
Theorem 4.20. Let S = Q[x1, . . . , xn], I ⊆ S be an ideal, and R = S/I. Let SZ =
Z[x1, . . . , xn], J = I ∩ SZ, and RZ = SZ/J . Suppose that bRf (s) exists. Then, there exists
m ∈ N, depending only on RZ, such that
bRf (ν
a
f
(pe)) ≡ 0 mod p
for every prime number p > m, and every ideal a ⊆ RZ/pRZ such that f ∈
√
a. In
particular, this holds when R is a direct summand of a polynomial ring over Q.
Proof. We pick a differential operator δ(s) =
∑m
j=1 δjs
j ∈ DR|Q[s] such that
(4.2.1) δ(t)f t+1 = bf (t)f
t
for every t ∈ Z. By Lemma 4.18 we may clean up the coefficients of δ(s) so, without any
loss of generality, we may assume that δ(s) ∈ DR|Z[s] as long as we pick p > c, where c is
as in Lemma 4.18. Moreover, me may multiply both sides of Equation 4.2.1 by the least
common multiple of the denominators of every coefficient of bRf (s). We pick p bigger than
any of this denominators. We may also assume that it is an equation in RZ.
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Now we reduce this equation mod p. By our choice of p, bRf (s) is not the zero polynomial
in Fp[s]. We have the equation
δ(t)f
t+1
= bf (t)f
t
for every t ∈ N.We pick p > maxnj, where nj denotes the order of the differential operator
δj . Then, the order of δ(t) is bounded above by p− 1, so δ(t) ∈ D(1)R = HomR(F∗R,F∗R)
for every t ∈ N. Let a ⊆ RZ/pRZ such that f ∈
√
a. We set ν = νaf (p
e), thus we have
that f
ν+1 ∈ a[pe] and δ(ν + 1)a[pe] ⊆ a[pe]. Then,
bf(ν)f
ν
= δ(ν)f
ν+1 ∈ a[pe].
Since f 6∈ I [pe], we deduce that bf (ν) ≡ 0 mod p. 
We also point out that νaf(p
e) is the e-truncation of the base p-expansion of ca(f). For
a similar result for F -pure thresholds, we refer to [Her12, Key Lemma].
Recall that the set of F -thresholds may differ from the set of F -jumping numbers for
non-regular rings. Our next result shows that we still have an analogous relation between
Bernstein-Sato polynomials and F -jumping numbers.
Theorem 4.21. Let S = Q[x1, . . . , xn], I ⊆ S be an ideal, and R = S/I. Let SZ =
Z[x1, . . . , xn], J = I ∩ SZ, and RZ = SZ/J . Suppose that bRf (s) exists. Then, there exists
m ∈ N, depending only on RZ,
bRf (ν) ≡ 0 mod p
if p > m and CeRZ⊗ZFpf
ν 6= CeRZ⊗ZFpf
ν+1
. In particular, this holds when R is a direct
summand of a polynomial ring over Q.
Proof. As in the proof of Theorem 4.20, for p ≫ 0, we can assume that δ(s) ∈ DR|Z[s].
We can assume that no denominator in any coefficient in bRf (s) becomes zero. Then, b
R
f (s)
is not the zero polynomial in Fp[s]. We have the equation
δ(t)f
t+1
= bf (t)f
t
for every t ∈ N. We can also assume that δ(t) ∈ D(1)R = HomR(F∗R,F∗R) for every t ∈ N.
If bf (ν) 6≡ 0 mod p, f ν ∈ D(1)f ν+1. Then,
D(e)f
ν ⊆ D(e)D(1)f ν+1 = D(e)fν+1.
Since D(e)f
a+1 ⊆ D(e)f ν , we conclude that D(e)f ν = D(e)f ν+1. Then, CeRZ⊗ZFpf
ν
=
CeRZ⊗ZFpf
ν+1
by Remark 4.10, which contradicts our hypothesis. Hence, bf (ν) ≡ 0 mod
p. 
Remark 4.22. Theorem 4.20 and 4.21 also hold for ideals that are not principal if we
consider the Bernstein-Sato polynomial for arbitrary ideals (see Remark 3.18). These
claims can be also extended for any field of characteristic zero. We focused on principal
ideals over finitely generated Q-algebras for the sake of accessibility. The experts would
easily adapt the arguments in the proof to the more general setting.
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