Several approaches based on rough set have been proposed for constructing decision tree in complete information systems. In fact, many information systems are incomplete in practical applications. In this paper, a new algorithm, Decision Tree Construction based on Rough Set Theory under Characteristic Relation (DTCRSCR), is proposed for mining classification knowledge from incomplete information systems. Its idea is that the attribute whose weighted mean roughness under the characteristic relation is the smallest will be selected as current splitting node. Experimental results show the decision trees constructed by DTCRSCR tend to have simpler structures and higher classification accuracy.
Introduction
Data mining, the efficient discovery of previously unknown patterns in large databases, has become a hot topic for decision makers. As an important and popular data mining technique, classification has been widely applied in business, medicine, industry, etc. In the past years, different classification methods have been proposed. None of classification approaches is always superior to the others in terms of classification accuracy. However, there are advantages and disadvantages to the use of each. The KNN technique requires only that the data be such that distances can be calculated. Bayesian classification assumes that the data attributes are independent with discrete values. Thus, although it is easy to use and understand, results may not be satisfactory. Decision tree techniques are easy to understand, but they may lead to overfitting. To avoid this, pruning techniques may be needed [1] .
The ID3 algorithm for building the decision tree is based on the information theory and attempts to minimize the expected number of comparisons [2] . The basic idea of the induction algorithm is that the attribute which has maximum gain value of information entropy will be chosen as the current splitting node. Improvements on it, C4.5 [3] and C5.0 [4], allow the use of missing data and improved techniques for splitting. For example, when a decision tree is built by C4.5, missing data will be simply ignored. That is, the gain ratio is calculated by looking only at the other records that have a value for that attribute. To classify a record with a missing attribute value, the value for that item can be predicted based on what is known about the attribute values for the other records [1] .
The classical rough set theory, proposed by Z. Pawlak in 1982, has been extensively studied in recent years. It is a new mathematical tool to deal with vagueness and uncertainty and has been applied successfully in data mining [5, 6, 8, 9, 10, 11, 12, 13] . For example, the rough set approach was adopted to classify different types of meteorological storm events responsible for summer severe weather in [13] . The rough approximation-based algorithms which can be used to select splitting node in the construction of decision tree were discussed in [8, 12] . However, these approaches are under the assumption that information systems are complete. In order to deal with incomplete data directly, an extension of conventional rough sets, the characteristic relation-based rough sets, was proposed. This extension better reflects the real conditions of incomplete information systems (IIS). A rule induction algorithm, accepting input data with both lost values and "do not care" conditions, is described in [5] . In [6] , a method for incremental updating approximations of a concept in the IIS is proposed under the characteristic relation aiming to a dynamical attribute set.
To overcome the complexity in the structure expression and the difficulty in handling missing data, in this paper, a novel mining algorithm, Decision Tree Construction based on Rough Set Theory under Characteristic Relation (DTCRSCR), is proposed, which firstly compute the weighted mean roughness of every condition attribute under the characteristic relation. Then, the attribute whose weighted mean roughness is the smallest will be selected as the splitting node. Experimental results show that the decision trees constructed by DTCRSCR tend to have simpler structures and higher classification accuracy.
The material of the paper is organized as follows. Section 2 introduces the basic concepts of characteristic relation-based rough sets and their extensions. The DTCRSCR method for constructing decision tree in the IIS under characteristic relations is illustrated in Section 3. Experimental comparison of the proposed method with C5.0 is given in Section 4. Section 5 concludes the research work of this paper.
Preliminaries
The followings are some terms, basic concepts of rough sets under characteristic relation and their extensions.
Definition 2.1 [7] An information system is defined as a pair where U is a non-empty finite set of objects,
is a non-empty finite set of attributes, C denotes the set of condition attributes and denotes the set of decision attributes,
. Each attribute [7] is an IIS if there exists a in , U A < >
A and x in that satisfy that the value is missing. All the missing values are denoted by " " or " ", where the lost value is denoted by " ", "do not care" condition is denoted by " * ".
In [7] , Grzymala-Busse presented that the characteristic set and characteristic relation can be determined by using the idea of blocks of attribute-values pairs which is defined as follow. Definition 2.3 [7] Let be an attribute and be a value of for some cases. If is an attribute-value pair, and , then a block of , denoted , is a set of all cases from U that attribute have value . If there exists a case 
Definition 2.5 [7] Let be a subset of attributes. The characteristic relation, denoted by
The characteristic relation B C is reflexive but not symmetric and transitive. Obviously, it is a generalization of the indiscernibility relation in complete information systems. Definition 2.6 [7] The lower and upper approximation of X with regard to under the characteristic relation are
The weighted mean roughness of X with regard to is defined as:
Where j is the decision class of decision attributes. 
Decision Tree Construction based on Rough Ser Theory under Characteristic Relation
Based on the above definitions, we develop a novel algorithm which combine the characteristic relation-based rough sets theory for mining classification knowledge from incomplete information system in order to support decision-making effectively. It firstly computes the weighted mean roughness of every condition attribute under the characteristic relation. Then, the attribute whose weighted mean roughness is the smallest will be selected as the splitting node. The algorithm is illustrated in Table 1 . 
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Method:
Step1. With respect to sample , firstly compute the lower and upper approximation of every condition attribute with regard to every partition set of decision attribute. Then, calculate the weighted mean roughness of every condition attribute. Step2. The attribute whose weighted mean roughness under the characteristic relation-based rough sets is smallest will be selected as current splitting node.
B
Step3. For every value of the selected attribute , we can obtain a data set Q of corresponding branch by using test .
.
B value v =
Step4. For every branch , if it has not reached the leaf then call .
Step5. return. We have Table 2 to illustrate the above algorithm. Suppose F1 、 F2 、 F3 and F4 are the discrete condition attributes, CLASS is the decision attribute. Then, according to the above algorithm, the process of building decision tree is as follows: Firstly, we compute the lower and upper approximations of every condition attribute with regard to every partition set of decision attribute under the characteristic relation, namely, The weighted mean roughness of F2： 0 9 0 5 1 ( ) 1 14 14 14 14
The weighted mean roughness of F3： 4 9 0 5 160 1 ( ) 14 14 14 10 196
The weighted mean roughness of F4： 0 9 0 5 1 ( ) 1 14 14 14 14
Obviously, the weighted mean roughness of F3 is smaller than that of the others. The attribute F3 is selected as the root of the decision tree. Then, the other attributes (F1, F2, F4) will be tested on every branch of the root respectively. The algorithm continues recursively by adding new subtrees to each branching arc.
Experimental Evaluation
Experimental comparison of DTCRSCR with C5.0 is given in this Section. Experiments are performed on an 864MHz Pentium Server with 512MB of memory, running windows XP server and SQL server 2000. Algorithms are coded in C#. We choose 10 data sets, publicly available from the UC Irvine Machine Learning Database Repository [14] , as benchmark datasets for the performance tests. The descriptions of experimental data are shown in Table 3 Where E: It means the data set contains '?' or '*'. R: It means we randomly replace some data with '?' or '*' in the data set.
The experimental results are listed in Table 4 . From Table 4 , we obtain the following results:
(1) In most of data sets (7 out of 10 data sets), the decision trees (here the number of the leaves and the nodes of the whole tree are listed) constructed by DTCRSCR tend to have simpler structure and higher classification accuracy than C5.0.
(2) Only in the data set "monks-1_test.tab", the decision trees constructed by DTCRSCR have simpler structure and the same classification accuracy than C5.0.
(3) In these 2 data sets "monks-3_test.tab" and "lymphography_tab", the decision tree constructed by DTCRSCR has the more complex structures and the same classification accuracy than C5.0.
Therefore, the decision trees constructed by DTCCRS generally have simpler structure and higher accuracy than that constructed by C5.0. 
Conclusions
Decision tree is one of the most significant classification methods applied in data mining. However, most decision tree algorithms can not handle missing data effectively. In this paper, we presented a new algorithm DTCRSCR based on the characteristic relation-based rough sets for construction of the decision tree. It firstly computes the weighted mean roughness of every condition attribute under the characteristic relation. Then, the attribute whose weighted mean roughness is the smallest will be selected as the splitting node. Experimental results show that the decision trees constructed by DTCRSCR generally tend to have simpler structures and higher classification accuracy than C5.0. In addition, because DTCRSCR may be quite time-consuming to use, an interesting direction of our future work is to study how to improve the DTCRSCR algorithms for better performance.
