In this paper, we propose a general spiked model called the power spiked model in high-dimensional settings. We derive relations among the data dimension, the sample size and the high-dimensional noise structure. We first consider asymptotic properties of the conventional estimator of eigenvalues. We show that the estimator is affected by the high-dimensional noise structure directly, so that it becomes inconsistent. In order to overcome such difficulties in a high-dimensional situation, we develop new principal component analysis (PCA) methods called the noise-reduction methodology and the cross-data-matrix methodology under the power spiked model. We show that the new PCA methods can enjoy consistency properties not only for eigenvalues but also for PC directions and PC scores in high-dimensional settings.
Introduction
The high-dimension, low-sample-size (HDLSS) data situations occur in many areas of modern science such as genetic microarrays, medical imaging, text recognition, finance, chemometrics, and so on. The asymptotic studies of this type of data are becoming increasingly relevant. The asymptotic behavior of eigenvalues of the sample covariance matrix had been studied by several references when the data dimension, d, and the sample size, n, Figure 1 : Estimates of the first fifteen eigenvalues for the microarray data sets. The estimates were given by the noise-reduction estimator. increase at the same rate, i.e. n/d → c > 0, under the assumption that all eigenvalues are just constants (see [7, 8, 13, 14, 17, 18] ). Let us see Table 1 and Fig. 1 . We observed eigenvalues for three well-known microarray data sets by using the three estimators: Conventional estimator,λ oj (Corollary 3.3); noise-reduction estimator,λ oj (Corollary 4.1); and cross-data-matrix estimator,λ oj (Corollary 5.1). The asymptotic properties of the estimators are given in Sections 3-5. The microarray data sets are as follows: Colon cancer data with 2000 genes consisting of colon tumor (40 samples) and normal colon (22 samples) given by Alon et al. [2] ; leukemia data with 7129 genes consisting of ALL (47 samples) and AML (25 samples) given by Golub et al. [11] ; and prostate cancer data with 12600 genes consisting of normal prostate (50 samples) and prostate tumor (52 samples) given by Singh et al. [19] . We obtained the estimates after normalizing the scale of each data set, that is, for instance,λ oj s are the sample eigenvalues of each correlation matrix. We summarized the results for the first three eigenvalues by using the three estimators in Table 1 . We also visualized the first fifteen eigenvalues given by the noise-reduction estimator in Fig. 1 . We observed that each n/d is quite small and the first several eigenvalues are much larger than the rest especially when d is very high. It is crucial to take the facts into account when constructing a model of eigenvalues.
In recent years, substantial work has been done on HDLSS asymptotic theory. Ahn et al. [1] , Hall et al. [12] , and Yata and Aoshima [22] explored several types of geometric representations on HDLSS data. Jung and Marron Table 1 : Estimates of the first three eigenvalues for the microarray data sets. The estimates were given by three methods: Conventional estimator,λ oj ; noise-reduction estimator,λ oj ; and cross-data-matrix estimator,λ oj . [15] investigated consistency properties of the eigenvalues and eigenvectors of the sample covariance matrix. Yata and Aoshima [22] gave consistent estimators of both the eigenvalues and eigenvectors together with the principal component (PC) scores by a method called the noise-reduction methodology. The HDLSS asymptotic theory had been created under the assumption that either the population distribution is Gaussian or the random variables in a sphered data matrix have a ρ-mixing dependency. However, Yata and Aoshima [20] developed the asymptotic theory by assuming neither the Gaussian assumption nor the ρ-mixing condition. Moreover, Yata and Aoshima [21] created a new PCA called the cross-data-matrix methodology that provides consistent estimators of both the eigenvalues and eigenvectors together with PC scores and is applicable to constructing an unbiased estimator in nonparametric settings. Aoshima and Yata [3, 4] developed a variety of highdimensional statistical inference based on the geometric representations by using the cross-data-matrix methodology.
In this paper, suppose we have a d×n data matrix X (d) = [x 1(d) , ..., x n(d) ], where x j(d) = (x 1j(d) , ..., x dj(d) ) T , j = 1, ..., n, are independent and identically distributed (i.i.d.) as a d-dimensional distribution with mean zero and positive definite covariance matrix Σ d . The eigen-decomposition of Σ d is
where Λ d is a diagonal matrix of eigenvalues, λ 1(d) ≥ · · · ≥ λ d(d) (> 0), and H d = [h 1(d) , ..., h d(d) ] is an orthogonal matrix of the corresponding eigenvectors. Let X (d) (d) . Then, Z (d) is a d×n sphered data matrix from a distribution with the identity covariance matrix. Here, we write Z (d) = [z 1(d) , ..., z d(d) ] T and z j(d) = (z j1(d) , ..., z jn(d) ) T , j = 1, ..., d.
Note that E(z ji(d) z j ′ i(d) ) = 0 (j ̸ = j ′ ) and Var(z j(d) ) = I n , where I n is the n-dimensional identity matrix. Hereafter, the subscript d will be omitted for the sake of simplicity when it does not cause any confusion. We assume that the fourth moments of each variable in Z are uniformly bounded. Note that if X is Gaussian, z ij s are i.i.d. standard normal random variables.
We assume the following assumption as necessary:
We consider a factor model as follows:
where Γ = (γ 1 , ..., γ t ) is a d × t matrix for some t ≥ d such that ΓΓ T = ∑ t i=1 γ i γ T i = Σ, E(w ij ) = 0, Var(w ij ) = 1 and E(w ij w i ′ j ) = 0 for i ̸ = i ′ . Here, w ij (i = 1, ..., t; j = 1, ..., n) is the (i, j) element of W . Note that x k = ∑ t i=1 γ i w ik . As for w ij s, we assume that the fourth moments of w ij s are uniformly bounded, E(w 2 pk w 2 qk ) = 1 and E(w pk w qk w rk w sk ) = 0 for all p ̸ = q, r, s (k = 1, ..., n).
See Bai and Saranadasa [5] and Chen and Qin [10] for the details about (1) . On the other hand, Baik and Silverstein [8] and Yata and Aoshima [22] assumed that (A-ii) z jk , j = 1, ..., d (k = 1, ..., n), are independent (or i.i.d. for [8] ), which includes the case that X is Gaussian. We emphasize that (A-i) is milder than (A-ii) from the fact that (1) holds when Γ = HΛ 1/2 and W = Z.
where || · || denotes the Euclidean norm. Namely, if there exists at least one factor having influences on many variates of x k , the first several eigenvalues become significantly large for high-dimensional data.
In Section 2, we propose a new model of eigenvalues, λ j s, called the power spiked model. In the following sections, we rigorously investigate the power spiked model. In Section 3, we show that the conventional estimator,λ j , is affected by the high-dimensional noise structure and the dependency of z ij s directly. In Sections 4-5, we develop the noise-reduction methodology and the cross-data-matrix methodology under the power spiked model, and show that the methods can enjoy the consistency property and the asymptotic normality with respect to the eigenvalues. In Section 6, we verify performances of the methods by using simulation experiments. In Sections 7-8, we also provide consistent estimators of PC directions and PC scores and give their asymptotic properties.
The power spiked model
In this section, we introduce a new spiked model called the power spiked model. The sample covariance matrix is S = n −1 XX T . We consider the n× n dual sample covariance matrix defined by S D = n −1 X T X. Letλ 1 ≥ · · · ≥ λ n ≥ 0 be the eigenvalues of S D . Let us write the eigen-decomposition of S D as S D = ∑ n j=1λ jûjû T j . Note that S D and S share non-zero eigenvalues. Johnstone [13] considered a spiked model as follows: λ j (> 1), j = 1, ..., m, are fixed and λ j = 1 (j = m + 1, ..., d).
(
Here, m (< d) is an unknown and fixed positive integer. Then, the asymptotic behavior of the eigenvalues of the sample covariance matrix was studied by several references when d and n increase at the same rate, i.e. n/d → c > 0. See [7, 13, 14, 18] for Gaussian assumptions, and [8, 17] for non-Gaussian but i.i.d. assumptions as in (A-ii). Paul [18] also considered the asymptotic behavior of the eigenvectors and Lee et al. [17] considered that of the PC scores under (2) . For the latter part in (2) , the condition such as λ m+1 = · · · = λ d = 1 is quite strict. Under a mild condition without assuming λ m+1 = · · · = λ d = 1 in (2), Bai and Ding [6] considered the estimation of the forward eigenvalues. However, we note that the former part in (2) is also a strict condition since the eigenvalues probably depend on d and it is probable that λ j → ∞ as d → ∞ for the first several js (see Table 1 and Fig. 1 ). We also note that the HDLSS context (d >> n) does not accept the convergence rate such as n/d → c > 0. Jung and Marron [15] , Jung et al. [16] and Yata and Aoshima [20, 21, 22] considered different models such as λ j → ∞ as d → ∞ for the first several js when d → ∞ while n is fixed in [15, 16, 22] or n → ∞ in [20, 21, 22] . For example, Yata and Aoshima [20] considered a general spiked model:
Here, a i (> 0), c j (> 0) and α i (α 1 ≥ · · · ≥ α m > 0) are unknown constants preserving the order that λ 1 ≥ · · · ≥ λ d , and m (< d) is an unknown and positive fixed integer. Then, Yata and Aoshima [20] showed that the sample eigenvalues are consistent under some conditions as follows: It holds for j (≤ m) thatλ
under the conditions that (YA-i) d → ∞ and n → ∞ for j such that α j > 1;
(YA-ii) d → ∞ and d 2−2α j /n → 0 for j such that α j ∈ (0, 1].
The condition described by "d → ∞ and n → ∞" in (YA-i) is a mild condition in the sense that one can choose n free from d (e.g., n may be much smaller than d such as n = log d). However, it should be noted that (YA-i)-(YA-ii) heavily depend on the latter (noise) part of (3) in which
Also, note that (3) does not always cover situations in which the first several eigenvalues are relatively large compared to the rest. Now, we propose a new spiked model which develops (3) in order to study consistency properties of PCA in more extensive high-dimensional situations. Let Σ = Σ (1) + Σ (2) , where Σ (1) 
with some unknown and positive fixed integer m (< d). Here, Σ (1) is regarded as an intrinsic part and Σ (2) is regarded as a noise part. Then, if there exists a positive fixed integer k m such that
we call such λ 1 ≥ · · · ≥ λ d the power spiked model. Note that the spiked model given by (3) is one of the power spiked models when k m > 1/α m . Under (5) , it holds that lim d→∞ tr(Σ km Hence, there exists at least one spiked point such as lim d→∞ λ j+1 /λ j = 0 in (5) . Remember that we observed a spiked point in Fig. 1 when d = 12600. Fig. 2 is illustrations of the spiked model. 
such eigenvalues satisfy the power spiked model given by (5) with m = j.
Remark 2. One of the advantages of the power spiked model is the flexibility to adapt to most high-dimensional data sets. One does not need to assume a specific function, such as λ i = a i d α i in (3), of d in the power spiked model. The power spiked model depends only on spiked points such as in Fig. 2 . Also, one can check the validity of the parameter, k m , in (5) by using the cross-data-matrix methodology. See Section 5.2 about the details. [9] for such a situation. However, we emphasize that the first several eigenvalues should naturally depend on d such as λ j → ∞ as d → ∞ for high-dimensional data as observed in Table 1 and Fig. 1 .
Asymptotic properties of the sample eigenvalues
In this section, we consider the sample eigenvalues,λ j s, under the power spiked model in either case of the following for j (≤ m):
In case of (B-i)
We assume the following conditions as necessary:
Now, we consider an asymptotic property of S D . Let us write that
The second term is the noise part. Here, by using Markov's inequality, for any τ > 0 and j (≤ m) satisfying (B-i), one has as
. Let e n = (e 1 , ..., e n ) T be an arbitrary (random) n-vector such that ||e n || = 1. Then, we have that
from the facts that ∑ n k=1 e 4 k ≤ 1 w.p.1 and ∑ n k̸ =k ′ e 2 k e 2 k ′ ≤ 1 w.p.1. Hence, the noise part is consistent in the sense that e T n (n
Then, we have the following results.
under (C-i). In addition, if (C-ii) is satisfied for j (≤ m),λ j s are consistent in the sense of (4).
Remark 5. The asymptotic property in (7) is derived from the geometric representations given by Yata and Aoshima [22] . From (7) , the sample eigenvalues are inconsistent in the sense that lim supλ j /λ j > 1 in probability under (C-i) when lim sup tr(Σ (2) )/(nλ j ) > 0 for j (≤ m) satisfying (B-i).
From Lemma 1 in Appendix, under (A-i), we note that
Then, for j (≤ m) satisfying (B-i), (C-i) holds under (A-i). Hence, we have the following result. Let Var(z 2 jk ) = M j (< ∞) for j = 1, ..., m. We assume for j (≤ m) that λ j has multiplicity one in the following sense:
We also assume for j (≤ m) that
Then, we have the following result.
under (C-iii) and (C-iv). Here, "⇒" denotes the convergence in distribution and N (0, 1) denotes a random variable distributed as the standard normal distribution.
In case of (B-ii)
Here, ∑ d p̸ =q,r̸ =s≥m+1 denotes the summation of p, q, r, s(= m + 1, ..., d) such that p ̸ = q, r ̸ = s. (C-v) and (C-vi) are sufficient conditions to hold (6) in case of (B-ii). See Lemmas 2 and 3 in Appendix for the details. Then, we have the following results.
Theorem 3.3. For j (≤ m) satisfying (B-ii), (4) holds as d → ∞ and n → ∞ under (C-i), (C-ii), (C-v) and (C-vi), and (7) holds as d → ∞ and n → ∞ under (C-i), (C-v) and (C-vi).
From Lemma 1, we note that
Then, (C-v) holds under (A-i) and (C-vi). Hence, we have the following result. 
Corollary 3.3. When the population mean may not be zero, let S
be the eigenvalues of S oD Then, after replacingλ j s withλ oj s, all the results in this section are still justified.
Asymptotic properties of the noise-reduction methodology
Yata and Aoshima [22] proposed a method for eigenvalues estimation called the noise-reduction (NR) methodology that was brought by a certain geometric representation. The NR methodology gives an estimator of λ j bý
Note thatλ j ≥ 0 (j = 1, ..., n−1). Then, Yata and Aoshima [22] showed that λ j has several consistency properties under (3) and (A-ii). In this section, we investigateλ j under the power spiked model. Now, we consider an easy example of (5) when m = 1 and lim d→∞ tr(Σ 2 (2) ) /λ 2 1 = 0. It holds that Var(
. Thus from (7) in Theorem 3.1, we have as d → ∞ and n → ∞ that (1) . Then, from (7) , it holds that
Contrary to Theorem 3.1,λ 1 is consistent with λ 1 as d → ∞ and n → ∞ under (B-i) and (C-i), but without (C-ii).
In general, we have the following results for the NR methodology.
under (C-i).
under (C-i) and (C-iii).
Next, for j (≤ m) satisfying (B-ii), we can claim the following results. 
Corollary 4.1. When the population mean may not be zero, we defineλ
, where S oD and λ oj s are given in Corollary 3.3. Then, after replacingλ j s withλ oj s, all the results of this section are still justified.
Asymptotic properties of the cross-data-matrix methodology

Eigenvalues estimation
Yata and Aoshima [21] provided another method for eigenvalues estimation called the cross-data-matrix (CDM) methodology. Suppose that we divide a data matrix, X = [x 1 , ..., x n ], into X 1 = [x 11 , ..., x 1n 1 ] and X 2 = [x 21 , ..., x 2n 2 ] at random with n 1 = ⌈n/2⌉ and n 2 = n − n 1 , where ⌈x⌉ denotes the smallest integer ≥ x. Note that X 1 and X 2 are independent. Then, Yata and Aoshima [21] 
) as a cross data matrix. Note that S D(1) is an n 1 × n 2 matrix and rank(S D(1) ) ≤ n 2 . The CDM methodology gives an estimator of λ j by the singular value,λ j , of S D (1) . Yata and Aoshima [21] showed thatλ j has several consistency properties under (3) . In this section, we investigateλ j under the power spiked model.
Let (2) ) denotes a unit left-(or right-) singular vector corresponding toλ j (j = 1, ..., n 2 ). Note thatũ j(i) is available as an eigenvector of S D(i) S T D(i) for each i. Then, we adjust the sign ofũ j (2) bỹ u j(2) = Sign(ũ T j(1) S D(1)ũj (2) )ũ j (2) . Now, we consider an easy example when m = 1 and lim d→∞ tr(Σ 2 (2) )/λ 2
Here, by using Markov's inequality, for any τ > 0, one has that
as d → ∞ when n → ∞ or when n is fixed. Let e in i = (e i1 , ..., e in i ) T be an arbitrary (random) n i -vector such that ||e in i || = 1 for i = 1, 2. Then, we have that
from the fact that (1) . Now, let us consider the largest singular value of S D (1) . Noting that ||n
Hence, the singular value,λ 1 , is consistent with
In general, we have the following results for the CDM methodology.
under (C-iii).
As for j (≤ m) satisfying (B-ii), we can claim the following results. (1) . Then, after replacingλ j s withλ oj s, all the results in this section are still justified.
Applications of the cross-data-matrix methodology
In this section, we provide some applications of the CDM methodology. It is crucial to estimate tr(Σ 2 ) in high-dimensional inference. For example, one may refer to Bai and Saranadasa [5] , Chen and Qin [10] , and Aoshima and Yata [3] . Aoshima and Yata [3] gave an unbiased estimator of tr(Σ 2 ) such as tr(S D (1) 
2 i by using the CDM methodology. Note that
As another application, one can check whether lim d→∞ tr(Σ 2 (2) )/λ 2 j = 0 holds or not by using the CDM methodology. We have the following proposition.
for some fixed integers j and j * (≥ j > 0), one can claim lim d→∞ tr(Σ 2 (2) )/λ 2 j = 0 with some fixed m (≥ j), i.e., λ i s hold the power spiked model given by (5) .
Remark 10. When the population mean may not be zero, replace S D(1) andλ j s with S oD (1) andλ oj s given in Corollary 5.1. Then, the result in Proposition 5.1 is still justified.
As for the three microarray data sets in Table 1 , we checked whether lim d→∞ tr(Σ 2 (2) )/λ 2 j = 0 holds or not by using Proposition 5.1 in view of Remark 10. We set j * = 5. In Table 2 , we calculated β j = {tr(S oD (1) 
We observed that all β 1 s and several β 2 s are sufficiently small. Hence, from Proposition 5.1, it is probable that the three data sets have the power spiked model. Also, from Theorem 5.1, for j having sufficiently small β j , one may claim that the CDM estimator,λ j , is probably consistent in the sense of (12) . As for the NR estimator, from Theorem 4.1, λ j is probably consistent in the sense of (10) under (C-i).
Numerical comparisons of eigenvalue estimators
From Theorem 3.1, one needs to choose the sample size, n, depending on the noise, Σ (2) , so that the sample eigenvalue becomes a consistent estimate. On the other hand, the NR methodology allows an experimenter to choose n free from the noise under (A-i) when lim d→∞ tr(Σ 2 (2) )/λ 2 j = 0. See Theorem 4.1 or Remark 8. Moreover, the CDM methodology can claim the same argument without (A-i) (or (C-i)). See Theorem 5.1. It seems that the CDM methodology is promising to give robust estimation for HDLSS data. In this section, we examine their performances with the help of Monte Carlo simulations.
Independent pseudo-random normal observations were generated from N d (0, Σ). Then, (A-i) holds. We considered that Σ (1) = diag(λ 1 , λ 2 , λ 3 , 0, ..., 0) and Σ (2) 
where
Note that tr(Σ 2 (2) ) = O(d) and λ j = O(log d) for some j (≥ 4). Then, this setting satisfies (5) with m = 3. We considered the cases of d = 400(200)1200. We set n = 40 and defined a data matrix as X : d × n = [X 1 , X 2 ] for the calculation of S D and S D (1) . The findings were obtained by averaging the outcomes from 1000 (= R, say) replications. Under a fixed scenario, suppose that the rth replication ends with estimates,λ jr ,λ jr andλ jr (r = 1, ..., R). Let us
We considered six quantities, (λ j /λ j ,var(λ j /λ j )), (λ j /λ j ,var(λ j /λ j )) and (λ j /λ j ,var(λ j /λ j )). Fig. 3 shows the behavior of the six quantities for the first three eigenvalues. By observing the behavior ofλ j /λ j , the sample eigenvalue seems not to give a feasible estimation especially when d is very large. The sample size, n = 40, was not large enough to use the eigenvalues of S D for such a high-dimensional data. On the other hand, in view of the behaviors ofλ j /λ j andλ j /λ j , the NR and CDM methods give reasonable estimates surprisingly for such HDLSS data sets. The NR and CDM methods seem to perform excellently as expected for λ j , j = 1, 2, that satisfy (B-i). It seems that the NR method performs a little better than the CDM method. However, for λ 3 satisfying (B-ii), those two methods do not always give such excellent performances because n = 40 is not large enough to claim the consistency for such a target. As for the sample variances, it seems not to make much difference among the three estimates.
Next, we considered non-Gaussian cases that do not satisfy (A-i). Independent pseudo-random observations were generated from a d-variate tdistribution, t d (0, Σ, ν) with mean zero, covariance matrix Σ and degree of freedom ν. We considered Σ given by (14) . We fixed d = 1000. We set the sample sizes as n = 20 (20) 100. We set ν = 10 and 30. Similarly to Fig. 3 , the findings were obtained by averaging the outcomes from 1000 replications. Fig. 4 shows the behaviors of three quantities,λ j /λ j ,λ j /λ j andλ j /λ j , for the first three eigenvalues. Note that t d (0, Σ, ν) ⇒ N d (0, Σ) as ν → ∞. When ν = 10, the NR method seems not to give a feasible estimation compared to the case of ν = 30. This is probably due to the size of ν = 10 is not large enough for X to satisfy (C-i). On the other hand, the CDM method does not require (A-i) (or (C-i)) in case of (B-i). As observed in Fig. 4 , the CDM method seems to perform excellently even when ν = 10.
Consistency of PC direction vectors
In this section, we consider PC direction vectors under the power spiked model. Jung and Marron [15] and Yata and Aoshima [20] thatĤ T SĤ =Λ havingΛ = diag(λ 1 , · · · ,λ d ). We assume h T jĥ j ≥ 0 for all j without loss of generality. Note thatĥ j can be calculated bŷ h j = (nλ j ) −1/2 Xû j , whereû j is a unit eigenvector of S D corresponding toλ j . Yata and Aoshima [20] showed that the sample eigenvectors are consistent with their population counterparts under (3) as follows: Assume that λ j (j ≤ m) has multiplicity one such as λ j ̸ = λ j ′ for all j ′ (̸ = j). Then,ĥ j is consistent with h j in the sense that
under (3) and (YA-i)-(YA-ii) in Section 1. Note that (15) is equivalent to the consistency in the sense that ||ĥ j − h j || 2 = o p (1).
For the power spiked model, we have the following results. If one cannot assume (C-ii), we have the following result. Remark 13. When the population mean may not be zero, letĥ oj = {(n − 1)λ oj } −1/2 (X − X)û oj , whereû oj is a unit eigenvector of S oD corresponding toλ oj . Here, S oD is defined in Corollary 3.3. Then, after replacingĥ j s witĥ h oj s, the above results are still justified.
Next, we consider PC direction vectors by using the CDM methodology. Leth j(i) = (n iλj ) −1/2 X iũj(i) , i = 1, 2. We assume h T jh j(1) ≥ 0 for all j without loss of generality. We considerh j = (h j(1) +h j(2) )/2 as an estimate of the PC direction vector, h j . Leth j⋆ =h j /||h j ||. Then, we have the following result.
Theorem 7.2. For j (≤ m) satisfying (C-ii) and (C-iii), it holds as d → ∞ and n → ∞ that
Angle(h j⋆ , h j ) = o p (1)(17)
without extra conditions in case of (B-i) or under (C-v) and (C-vi) in case of (B-ii).
Note that (17) is equivalent to ||h j⋆ − h j || 2 = o p (1).
Remark 14.
Note that one can claim (17) (2) ) is a unit left-(or right-) singular vector of S oD(1) corresponding toλ oj . Here, S oD (1) is defined in Corollary 5.1. Then, after replacingh j(i) s withh oj(i) s, the results in Theorem 7.2 and Remark 14 are still justified.
Remark 15. When the population mean may not be zero, leth oj
(i) = {(n i − 1)λ oj } −1/2 (X i − X i )ũ oj(i) , whereũ oj(1) (orũ oj
Consistency of PC scores
The j-th PC score of x k is given by h T j x k = z jk λ 1/2 j (= s jk , say). Note that Var(s jk ) = λ j . Since h j is unknown, one may useĥ j = (nλ j ) −1/2 Xû j instead. The j-th PC score of x k is estimated byĥ T j x k =û jk (nλ j ) 1/2 (=ŝ jk , say), whereû T j = (û j1 , ...,û jn ). Then, Yata and Aoshima [20] evaluated conventional PC scores,ŝ jk s, under (3) as follows: Assume that λ j (j ≤ m) has multiplicity one. Define a sample mean square error of the j-th PC scores by MSE(ŝ j ) = n −1 ∑ n k=1 (ŝ jk − s jk ) 2 . Then, it holds that
under (YA-i)-(YA-ii) in Section 1. In this section, we consider PC scores under the power spiked model.
Conventional PC scores
As forŝ jk s, we have the following results. 
Remark 17.
When the population mean may not be zero, letŝ ojk =û ojk {(n− 1)λ oj } 1/2 , whereλ oj andû T oj = (û oj1 , ...,û ojn ) are given in Corollary 3.3 and Remark 13, respectively. Then, after replacingŝ jk s withŝ ojk s, the above results are still justified.
PC scores by the noise-reduction methodology
When we use the NR methodology,ŝ jk can be modified byû jk (nλ j ) 1/2 (= s jk , say). A sample mean square error of the j-th PC scores is given by MSE(ś j ) = n −1 ∑ n k=1 (ś jk − s jk ) 2 . Then, we have the following results. 
Remark 19.
When the population mean may not be zero, letś ojk =û ojk {(n− 1)λ oj } 1/2 , whereλ oj andû ojk are given in Corollary 4.1 and Remark 17, respectively. Then, after replacingś jk s withś ojk s, the above results are still justified.
PC scores by the cross-data-matrix methodology
When we use the CDM methodology, recall thatũ j (1) (orũ j(2) ) is a unit left-(or right-) singular vector corresponding to the singular value,λ j (j = 1, ..., n 2 ), of S D(1) = (n 1 n 2 ) −1/2 X T 1 X 2 . Letũ T j(i) = (ũ j1(i) , ...,ũ jn i (i) ), i = 1, 2. Then, the j-th PC score of x ik can be estimated byũ jk(i) (n iλj ) 1/2 (=s jk(i) , say). We denotes jk =s jk ′ (i ′ ) with some k ′ , i ′ for k = 1, ..., n, according to the relation that x k = x i ′ k ′ . A sample mean square error of the j-th PC scores is given by MSE(s j ) = n −1 ∑ n k=1 (s jk − s jk ) 2 . Then, we have the following results. 
Remark 21.
When the population mean may not be zero, lets ojk(i) = u ojk(i) {(n i − 1)λ oj } 1/2 , whereλ oj andũ T oj(i) = (ũ oj1(i) , ...,ũ ojn i (i) ) are given in Corollary 5.1 and Remark 15, respectively. Then, after replacings jk(i) s with s ojk(i) s, the above results are still justified.
Appendix A.
Throughout, let e jn = (e j1 , ..., e jn ) T , j = 1, 2, be arbitrary unit random vectors, where ∑ n k=1 e 2 jk = 1. Let M be a uniform bound for the fourth moment of z ij s such that E(z 4 ij ) < M for all i, j. Let us write that
Note that S D = U 1 + U 2 and S D (1) 
Let us write that
In Appendix, we consider the following conditions: 
Lemma 1. It holds that
∑ t s=1 γ T s P γ s = tr(ΣP ) = tr(Σ (2) ). Then, it holds under (A-i) that
On the other hand, we write (
Thus from the fact that tr(Σ 4 (2) ) ≤ tr(Σ 2 (2) ) 2 , it concludes the results.
Lemma 2. It holds as d → ∞ and n → ∞ that
Proof of Lemma 2. For every t (= 1, 2, ...) , we write that
where (\i) excludes number i and (\i, j) excludes numbers i, j. For the second term in (A.1), in a way similar to the proof of Lemma A.1 given in Yata and Aoshima [20] , we can obtain under (D-ii) that
Next, we consider the first term in (A.1). In case of (B-i), by using Markov's inequality for any τ (> 0), one has as d → ∞ that
In case of (B-ii), by using Chebyshev's inequality for any τ (> 0), one has that
under (C-v) and (C-vi). Thus we obtain that
By combining (A.2) and (A.3) with (A.1), we conclude the result.
Proof of Lemma 3. From (5) , there is at least one positive integer t j (≥ 2) satisfying lim d→∞ λ −2 t j j tr(Σ 2 t j (2) ) = 0. Then, by using Markov's inequality, we have for
(2) ) → 0 for any τ > 0. Then, from the fact that
Thus from Lemma 2, we have under (D-ii) that (1) . Similarly, we have under (D-ii) that ||λ −1 j e T 1n U 2(1) || 2 = λ −2 j e T 1n U 2(2) e 1n + o p (1) = o p (1), which concludes the result.
Lemma 4. It holds as d → ∞ and n → ∞ that ||λ
Thus in a way similar to the proofs of Lemmas 2 and 3, we can claim the result. Proof of Lemma 5. By using Markov's inequality, for any τ > 0, one has
It concludes the result. Lemma 6. It holds as d → ∞ and n → ∞ that
Proof of Lemma 6. We consider the first result. One can write that 2) )/n} in case of (B-i). Then, for any τ > 0, by using Schwarz's inequality, one has as d → ∞ and n → ∞ that
In case of (B-ii), note that n 2 E(z 2
from Schwarz's inequality. Then, for any τ > 0, one has under (C-v) and (C-vi) that
Therefore, it concludes the first result. Next, we consider the second result. One can write that z T (1) . For the first term, by using Schwarz's inequality, we have that
under (D-ii) for any τ > 0. Similarly to the first result, we can claim for the second term that (n 1 
Proof of Lemma 7. We consider the first result. One can write that
First, we consider the case of k 1 = k 2 . Note that E(z 2
(2) )/n}. For any τ > 0, one has under (D-ii) that
Next, we consider the case of
In case of (B-i), for any τ > 0, one has as d → ∞ and n → ∞ that
In case of (B-ii), one has under (C-v) and (C-vi) that
from the fact that n 2 E(u 4 k 1 k(1) ) = O{K 2 /n 2 + tr(Σ 2 (2) ) 2 /n 2 } for k ̸ = k 1 , k 2 . From (A.4) and (A.5), it concludes the first result.
Next, we consider the second result. One can write that ||n (1) . Then, similarly to the first result, it concludes the second result.
Lemma 8. It holds as d → ∞ and n → ∞ that
Proof of Lemma 8. We consider the first result. One can write that
Let η = K 1/2 1 /(nλ 2 j ) 1/2 . When η = 0, the result is obvious. We assume η > 0. Note that η → 0 under (C-i). Here, it holds that ∑ n k=1 P (z 2 i ′ k /n 1/2 > 1/η) ≤ M η 2 → 0. Thus it holds that z 2 i ′ k /n 1/2 ≤ 1/η for all k = 1, ..., n with probability going to 1 as η → 0. Then, by noting that E{(u k − κ) 2 
, which concludes the first result.
Next, we consider the second result. One can write that
It concludes the second result.
Lemma 9. Assume that the first m population eigenvalues are distinct in the sense that lim inf d→∞ |λ j ′ /λ j − 1| > 0 for all j ̸ = j ′ = 1, ..., m. Then, it holds as d → ∞ and n → ∞ that
Proof of Lemma 9. Let us note that S D − κI n = U 1 + U 22 . Similarly to the proof of Lemma 5 given in Yata and Aoshima [22] , by using Lemmas 5 and 8, we can claim under (D-i) with j = 1 that
so thatz T 1û 2 = o p (n −1/4 λ 2 /λ 1 ). Thus we have under (D-i) with j = 2 that
Thus similar to the case of λ 1 , we obtain that (λ 2 − κ)/λ 2 = ||n −1/2 z 2 || 2 +o p (n −1/2 ) andû T 2z 2 = 1 + o p (n −1/2 ). Similarly to (A.6), we can claim under (D-i) with j = 3 that
For j ≥ 3, in a way similar to the case of λ 2 , we have that (
It concludes the results. (
Proof of Lemma 10. We consider an example that lim inf d→∞ |λ 2 /λ 1 −1| = 0 and lim inf d→∞ |λ j /λ 3 − 1| > 0 for j(̸ = 3) = 1, ..., m (≥ 3).
We first consider the case that lim d→∞ λ 2 /λ 1 = 1. Note that ||n −1/2 z j || 2 = 1 + o p (1) as n → ∞. We have from Lemma 5 that λ −1 j e T 1n U 22 e 2n = o p (1) under (D-i). Then, it holds for j = 1, 2, and j ′ = 3, ..., m, that λ j ||n −1/2 z j || 2 > λ j ′ ||n −1/2 z j ′ || 2 and λ j ||n −1/2 z j || 2 > e T 1n U 22 e 1n with probability going to 1. Then, we have under (D-i) that
for j = 1, 2. Then, there exist random variables ε 1j , ε 2j , ε 3j ∈ [−1, 1] and a random unit vector y j such thatû j = ε 1jz1 + ε 2jz2(1) + ε 3j y j andz T 1 y j = z T 2(1) y j = 0 for j = 1, 2, wherez
Hence, from Lemma 8, it holds for j = 1, 2, that
Note that λ −1 j ∑ m s=3 λ s ||n −1/2 z j || 2 (y T jz s ) 2 < 1 with probability going to 1 for j = 1, 2. Then, we obtain ε 3j = o p (n −1/4 ), j = 1, 2, from the fact that λ j = max(e T 1n S D e 1n ) with respect to any e 1n , provided that e T 1nû i = 0, i = 1, ..., j − 1. Thus similarly to (A.6), it holds for j = 1, 2, that
Similarly to the proof of Lemma 9, we can claim that (
Hence, we obtain the results by considering the convergent subsequence of |λ 2 /λ 1 − 1|. In general cases, in a way similar to the above and the proof of Lemma 9, we can claim the results.
.., m. Then, it holds as d → ∞ and n → ∞ that δ j = O p (n −1 ) for j (≤ m) under (D-i).
Proof of Lemma 11. Note that tr(S D ) = ∑ d s=1 λ s ∑ n k=1 z 2 sk /n and tr(U 2 ) = ∑ d s=m+1 λ s ∑ n k=1 z 2 sk /n. By using Chebyshev's inequality, for any τ > 0, one has under (C-i) that P (λ −1
Then, it holds that 
Then, it holds that (n/M j ) 1/2 (||n −1/2 1 z 1j || · ||n −1/2 2 z 2j || − 1) ⇒ N (0, 1). Then, by using Lemma 12, the results are obtained straightforwardly.
Proof of Corollary 5.1. In a way similar to the proof of Corollary 2 given in Yata and Aoshima [21] , we can obtain the results.
Proof of Proposition 5.1. We first consider the case that there exists a fixed integer j ′ such that lim sup d→∞ ∑ d s=j ′ +1 λ 2 s /λ 2 j ′ < ∞ and lim d→∞ λ j ′ +1 /λ j ′ = 0. Here, we set m = j ′ . Note that tr(Σ 4 (2) )/λ 4 m ≤ λ 2 m+1 tr(Σ 2 (2) )/λ 4 m = o(1). Then, from Lemma 4, we can claim that e T 1n 1 V 2 e 2n 2 /λ m = o p (1) as d → ∞ and n → ∞ under (A-i), so that e T 1n 1 S D(1) e 2n 2 /λ m = e T 1n 1 V 1 e 2n 2 /λ m + o p (1). (2) . Then, it holds that e T 1n 1 V 1 e 2n 2 /λ m = o p (1), so that all the singular values of V 1 /λ m are of the order o p (1). Then, from the fact that rank( V 1 ) ≤ 2m, it holds that tr( V 1 V T 1 )/λ 2 m = o p (1). Note that E{tr(V 2 V T 2 )} = tr(Σ 2 (2) ). Here, we can claim that Var{tr(V 2 V T 2 ) /tr(Σ 2 (2) )} → 0 under (A-i), so that tr(V 2 V T 2 ) = tr(Σ 2 (2) ){1+o p (1)}. Then, it holds that |tr( V 1 V T 2 )|/λ 2 m ≤ tr( V 1 V T 1 ) 1/2 tr(V 2 V T 2 ) 1/2 /λ 2 m = o p (1). Hence, we obtain for j (≤ m) that
(A.10)
Here, from Lemma 12, it holds thatλ 2 j /λ 2 j = 1 + o p (1) for j ≤ m. On the other hand, we have for j > m thatλ j /λ m =ũ T j(1) V 1ũj(2) /λ m +o p (1) = o p (1) from the fact that rank(V 1 ) ≤ m. Note that tr(S Next, we consider the case that there exists a fixed integer j ′ such that lim d→∞ λ 2 j ′ / ∑ d s=j ′ +1 λ 2 s = 0. We set m = j ′ . Note that tr(Σ 4 (2) )/tr(Σ 2 (2) ) 2 ≤ λ 2 m+1 /tr(Σ 2 (2) ) = o (1) . Then, from Lemma 4, we can obtain under (A-i) that u T j (1) S D(1) tr(Σ 2 (2) ) 1/2 u j(2) = u T j (1) ∑ m−1 s=1 λ s z 1s z T 2s (n 1 n 2 ) 1/2 tr(Σ 2 (2) ) 1/2 u j(2) + o p (1), so thatλ j /tr(Σ 2 (2) ) 1/2 = o p (1) for j ≥ m. Hence, in a way similar to (A.10), we have for any fixed j ≥ m and j * (≥ j) that Let U 22(i) = n −1 i ∑ d s=m+1 λ s z is z T is − κI n i , i = 1, 2. Note that ||h j(i) || 2 = (n iλj ) −1ũT j(i) X T i X iũj(i) . From Lemma 12, we have that under (C-ii), (C-iii) and (D-ii). Note that K 1 /(nλ j ) 2 = O{tr(Σ (2) ) 2 /(nλ j ) 2 } → 0 under (C-ii). In a way similar to the proof of Lemma 8, we can claim that ||(n i λ j ) −1 z T ij U 22(i) || 2 = o p (1) and (n i λ j ) −1 z T ij U 22(i) z ij = o p (1) (A. 13) under (C-ii) and (D-ii). From the fact thatũ T j(i)z ij = 1+ o p (n −1/2 ) in Lemma 12, there exists a random unit vector y i such thatũ j(i) =z ij {1 + o p (n 1/2 )} + y i o p (n 1/2 ) andz T ij y i = 0. From Lemma 5, it holds that λ −1 j n −1 e T in i U 22(i) e in i = o p (1) under (C-ii) and (D-ii). Thus from (A.13), it holds thatũ T j(i) U 22(i)ũj(i) /λ j = o p (1), so that ||h j(i) || 2 = 1 + o p (1) (i = 1, 2). Then, we have that h T jh j = 1 + o p (1) and ||h j || 2 = 1 + o p (1). Thus it concludes the result. 
