We present a generalized 4×4 matrix formalism for the description of light propagation in birefringent stratified media. In contrast to previous work, our algorithm is capable of treating arbitrarily anisotropic or isotropic, absorbing or non-absorbing materials and is free of discontinous solutions. We calculate the reflection and transmission coefficients and derive equations for the electric field distribution for any number of layers. The algorithm is easily comprehensible and can be straight forwardly implemented in a computer program. To demonstrate the capabilities of the approach, we calculate the reflectivities, electric field distributions, and dispersion curves for surface phonon polaritons excited in the Otto geometry for selected model systems, where we observe several distinct phenomena ranging from critical coupling to mode splitting, and surface phonon polaritons in hyperbolic media.
I. INTRODUCTION
Light-matter interaction in complex hybrid nanostructures has become a central problem of modern nanophotonics 1 . Specifically thin films, periodic layered media or other stratified systems have proven to exhibit extensive functionality, for instance in anti-reflection coatings 2,3 , transistors 4,5 , thin-film photovoltaics 6, 7 , or sensing [8] [9] [10] . However, the angle of incidence-dependent calculation of light propagation in a general multilayer structure rapidly becomes cumbersome, especially if optical anisotropy and absorption are taken into account. In order to solve this problem, many authors have presented 4 × 4 matrix approaches [11] [12] [13] [14] [15] [16] [17] based on Maxwell's equations. However, many of these methods consider only special cases of the dielectric tensor 11, 14, 15, 17 or lead to discontinuous solutions 13, 16 . These problems become particularly critical in the mid-and far-infrared Reststrahlen spectral region of polar dielectrics 18 , where surface phonon polaritons (SPhPs) can be excited [19] [20] [21] [22] . Here, the highly dispersive and often strongly anisotropic behavior of the dielectric function precludes the use of formalisms that are restricted to special cases. However, it is exactly in these materials and atomic-scale heterostructures thereof [23] [24] [25] [26] , that SPhPs have very recently been demonstrated to enable many novel phenomena such as hyperbolic superlensing 27, 28 and negative refraction 29, 30 . For instance, hexagonal boron nitride as one of the key components of van der Waals heterostructures 31 , displays many interesting nanophotonic properties due to its naturally hyperbolic character 23, 28, 30, 32, 33 . Therefore, a most general, robust, and easily implementable numera) Fritz-Haber-Institut der Max-Planck-Gesellschaft, Faradayweg 4-6,14195 Berlin, Germany; Electronic mail: passler@fhi-berlin.mpg.de b) Fritz-Haber-Institut der Max-Planck-Gesellschaft, Faradayweg 4-6,14195 Berlin, Germany ical formalism to analyze the optical response in arbitrarily anisotropic multilayer heterostructures is highly desirable.
In this work, we present a comprehensible 4 × 4 matrix formalism, which can be straight-forwardly implemented in a computer program 34 . Our algorithm combines several previous approaches [11] [12] [13] [14] [15] in such a way that numerical instabilities and discontinuous solutions are prevented, to enable a robust treatment of light incident on any number of arbitrarily anisotropic or isotropic, absorbing or non-absorbing layers. In addition to reflection and transmission coefficients, we also calculate the full electric field distributions throughout the heterostructure, which is particularly useful for analysis of polariton modes and their associated local field enhancements. To demonstrate the capabilities of our algorithm, we present simulation results for several model systems where SPhPs can be excited using prism coupling in the Otto geometry 20 : 6H-SiC, GaN/SiC, SiC/GaN/SiC, and α-quartz, covering a number of phenomena such as critical coupling to SPhPs 21, 22 , index-sensing 35 , modesplitting 36 , wave-guiding 37 , and polaritons in hyperbolic media 29, 32 .
II. THEORY A. Matrix Formalism
The incident medium is assumed to be non-absorptive and isotropic, and the magnetic permeability µ is taken as a scalar. The coordinate system is defined such that the multilayer surfaces are parallel to the x-y-plane and the z-direction is orthogonal to the surface, pointing from the incident medium towards the substrate and being zero at the first interface between incident medium and layer i = 1. The layers are indexed from i = 1 to i = N , whereas the incident medium is i = 0 and the substrate i = N + 1. Each layer has an individual thickness d i , and the thickness of the complete multilayer system is D = arXiv:1707.00462v1 [physics.optics] 3 Jul 2017 N i=1 d i . Furthermore, each medium i is characterized by an individual dielectric tensorε i . The incident beam is chosen to propagate in the x-z-plane with a wave vector k i in layer i:
where ξ = √ ε inc sin(θ) is the x-component of k i which is conserved throughout the complete multilayer system, ε inc is the isotropic dielectric constant of the incident medium, θ is the incident angle, and q i is the dimensionless z-component of the wave vector in layer i. For a given diagonal dielectric tensorε with principle dielectric constants ε x , ε y , and ε z , the following transformation allows to rotate the crystal orientation into the lab frame:ε
with the coordinate rotation matrix Ω given by the Euler angles ϑ, ϕ, and ψ (see e.g. Eq. 2 in 15 ). Furthermore, optical activity or the response to a static magnetic field can be incorporated intoε 38 , which then becomes nondiagonal, but this will not be discussed here.
Eigenmodes in Medium i
In general, each layer will have exactly four eigenmodes, i.e. four possible solutions for the propagation of an electromagnetic wave. They differ in polarization and propagation direction and have four different z-components of the wave vector, q ij , with j = 1, 2, 3, 4. In order to obtain these four solutions, we follow the approach by Berreman 11 , where the layer index i is omitted for brevity.
First, the Maxwell equations are written in a 6 × 6-matrix form, where the time derivative has already been performed, assuming monochromatic waves at frequency ω:
If only linear effects are considered, a relation between G and C can be formulated as follows *
whereμ is the permeability tensor, andρ 1 andρ 2 are optical rotation tensors. By combining Eq. 3 and 4, the following spatial wave equation is obtained, where g is the spatial part of G = ge −iωt :
As shown explicitly by Berreman, the normal field projections g 3 = E z and g 6 = H z can be solved in terms of the other four parameters, and thus be eliminated. In short, this yields
where
is the reordered dimensionless field vector. ∆ is exactly defined in terms of M as follows: 
where the elements of a mn are given by
and b is defined by
Note that ∆ and a mn , in contrast to the formulas given by Berreman, do not contain the factor c ω before each ξ, which is because ξ is chosen to be dimensionless here.
The M-matrix of the corresponding material is assumed to be z-independent, i.e. we only consider homogeneous layers (a numerical solution if M depends on z has been given by Berreman 11 ). In the z-independent case, the four eigenvalues q ij of ∆(i), indexed with j for each layer i, represent the z-components of the wave vectors of the four eigenmodes Ψ ij in the material:
Sorting of the Eigenmodes
At this point, the four solutions have to be ordered in an unambiguous manner in order to avoid unstable solutions and discontinuities. The approach presented here is based on the work of Li et al. 12 . First of all, the modes have to be separated into forward propagating (transmitted) and backward propagating (reflected) waves, which is done as follows:
because real wave vectors point in the propagation direction, and complex wave vectors describe an exponentially damped wave. The transmitting waves will be labeled q i1 and q i2 , the reflected waves q i3 and q i4 . Each pair, however, also has to be sorted in order to ensure solutions without discontinuities. For this, the eigenvectors Ψ ij of Eq. 11 of each layer are analyzed by
allowing to finally sort the four eigenvalues as follows:
This means for the four solutions, that q i1 and q i3 describe p-polarized, and q i2 and q i4 s-polarized waves, transmitted and reflected, respectively.
Transfer Matrix with Treatment of Singularities
In previous works 11, 14, 15 , the authors assume fully anisotropic dielectric tensors, and their formalisms suffer from singularities for several special cases, i.e. if the material is isotropic, or even if the dielectric tensor has only diagonal components. These cases have in common that the four solutions of Eq. 11 become degenerate. To resolve this issue, we here follow the solution presented by Xu et al. 13 . We note, however, that the authors only considered non-optical active media with isotropic magnetic permeability, such that in the following we also set µ = µ1 andρ 1 =ρ 2 =0, with1 and0 the unity matrix and the matrix consisting just of zeros, respectively. More general solutions to avoid singularities also without these restrictions are beyond the scope of this work.
To set up the transfer matrix according to Xu et al. 13 using the appropriately sorted q ij , we now write the electric field vectors γ ij of the four eigenmodes in each layer i as follows:
The values of γ ijk , being free of singularities, are then given by the following formulas 13 :
These solutions are finite and continuous for isotropic and anisotropic media, and therefore can be used to formulate a generalized, stable transfer matrix.
For this purpose, the boundary conditions for electric and magnetic fields are applied in order to connect the fields of two adjacent layers i − 1 and i. Formulated for all four modes simultaneously, the boundary conditions in matrix form become:
where A i is calculated in terms of γ ijk by
and E i is the dimensionless 4-component electric field vector of the solution, i.e., representing the field for the full multilayer system. Conveniently, E i is defined as 13 :
where E p(s)
trans and E
p(s)
refl are the in-plane field amplitudes of the transmitted and reflected mode, p-polarized and s-polarized, respectively. By multiplying A −1 i on both sides of eq. 17, the following relation is obtained, where the interface matrix L i is defined implicitly:
By inspection of eq. 18 it becomes clear that the columns of matrix A i resemble the four eigenmodes Ψ ij of the respective layer, however, with the order of the elements being E x , E y , H x , and H y . Therefore, the matrix operation A i E i essentially represents the projection of the solution field vector onto the eigenmodes of the layer, while A −1 i−1 A i projects the eigenmodes in layer i onto the ones of layer i − 1. The different order of the column vector elements as compared to eq. 7 must be accounted for, which will be done conveniently after formulating the transfer matrix of the complete multilayer system.
In order to do so, first the propagation matrix P i , as it was called by Yeh 15 , has to be defined. For the sign convention chosen here, it is given by
With this, the transfer matrix T i of a single layer i, which is composed of parts from the enclosing interface matrices and the propagation matrix, is defined as:
and the transfer matrix T tot of all N layers is then obtained by evaluating
However, T tot on its own is not sufficient to calculate the reflectivity or transmittance of the multilayer system, since for the first and the last interface, i.e. the interfaces with the incident medium i = 0 and the substrate i = N + 1, only half of the interface matrices L 1 and L N +1 are included. The full transfer matrix Γ N is obtained as follows, where different notations are shown in order to clarify the equivalence of the various approaches found in the literature 11, [13] [14] [15] :
The first line is perfectly suited for the implementation in a computer program, and furthermore allows to directly see how the transfer matrix of a single interface (N = 0) is calculated, i.e. Γ 0 = A −1 0 A 1 . The last line, on the other hand, illustrates how systematic the matrix approach solves the propagation of electromagnetic waves in a multilayer medium, simply stringing together interface matrices L i and propagation matrices P i , for each interface and layer, respectively.
From the full transfer matrix Γ N , reflection and transmission coefficients for both s-and p-polarized incident, reflected, and transmitted waves can be calculated, as it has been shown by Yeh 15 , using:
where E − i−1 and E + i denote the fields on both sides of the interface between layer i and i − 1, respectively, see Fig. 1 (a) . However, before writing down the equations, the matrix Γ N has to be transformed such that the order of the field components corresponds to the chosen order of Yeh:
in contrast to the sorting shown in Eq. 19, which the transfer matrix Γ N is built from. Therefore, the transformation
where Λ 1324 is given by
yields the transfer matrix Γ * N that is compatible with the Yeh formalism 15 .
B. Reflectivity and Transmittance
Employing the transformed transfer matrix of the complete multilayer system Γ * N , the reflection and transmission coefficients for s-and p-polarized light, i.e. r ss , r pp , t ss , and t pp , and the mode coupling reflection and transmission coefficients r sp , r ps , t sp , and t ps can be calculated, where the subscripts refer to incoming and outgoing polarization, respectively. The coefficients are given in terms of the matrix elements of Γ * N as follows 15 :
and the reflectivity R and intensity enhancement T for a certain polarization are obtained by calculating the absolute square of the corresponding coefficient, i.e. R kl = |r kl | 2 and T kl = |t kl | 2 with k, l = s, p. Please note that the total transmission of the multilayer stack is distinct from T , where additionally energy conservation needs to be accounted for. In the case of an absorptive substrate, the transmission coefficients represent the magnitude of the in-plane component of the E-field vector in the substrate at the interface with layer N . This particular fact will be clarified in the following, where we calculate the electric field distribution in the multilayer system employing the presented transfer-matrix formalism.
C. Electric Field Distribution
Using the interface and propagation matrices L i and P i , respectively, an electric field vector can be projected to any point in the multilayer system. As a starting point, the transmission coefficients are utilized to formulate the in-plane components of the electric field E
in the substrate at the interface with layer N , see 
where the reflected components are set to zero, since no light source is assumed to be on the substrate side of the multilayer system. Please note that we here conveniently go back to the field sorting according to eq. 19, allowing to directly reuse any interface and propagation matrices that were calculated along the way to the full transfer matrix Γ N . As it is shown in Fig. 1 (a) , the electric field vectors on both sides of an interface are connected by the interface matrix
. Furthermore, the propagation through layer i is given by the propagation matrix P i , which can be evaluated z-dependently:
with 0 < z < d i being the relative z-position in layer i. As it is indicated by the black arrows in Fig. 1 , starting from E + N +1 , interface matrices L i and propagation matrices P i are used to subsequently propagate the wave towards the incident medium. In the reverse direction, the inverse propagation matrix P −1 N +1 allows to calculate the E-fields in the substrate.
By this means, the four in-plane components E , subsequent multiplication of the interface matrices Li and propagation matrices Pi allows to propagate the wave back to the incident medium, and into the substrate. For the case of evanescent waves, the E-field is exemplary sketched in green. (b) In the Otto geometry (not to scale), a highly refractive prism provides the necessary in-plane momentum for resonant coupling to SPhPs, propagating along the interfaces of the multilayer system. Here, the SiC / GaN / SiC heterostructure is sketched, discussed in Sec. 3III C.
Within each layer, there are only two possible shapes of the absolute amplitude of these components: they either describe a (damped) sinusoidal propagating wave, or an exponentially decaying evanescent wave. In order to get the complete field present in the multilayer system, the forward (transmitted) and backward (reflected) components for each polarization have to be added up. This summation of the components is performed as follows:
where the negative signs for E x and E z account for the phase flip during reflection. The out-of-plane component E z has been calculated employing Maxwell's Eq. ∇× H = ε
In the case of evanescent waves, the E field components typically have peaks at the interfaces and valleys inside the layers, which is sketched in Fig. 1 (a) in green. Such evanescent waves can occur for strong absorption in the medium or, alternatively, if the incident angle θ is larger than the critical angle of total internal reflection from the incidence medium to medium i = 1, implying that the refractive indices fulfill n 0 > n 1 . This is the case for resonant excitation of SPhPs in the Otto geometry [20] [21] [22] , being analyzed in section III.
D. Distinction to Previous Algorithms
In the last decades, many authors have provided different 4 × 4 matrix approaches for the calculation of light propagation in anisotropic stratified media, but either they focus on special cases, thus lacking full generality, or the calculation, when implemented in a computer program, leads to numerical instabilities. For instance, the Berreman and Yeh formalisms 11,15 as well as the generalized approach by Lin-Chung and Teitler 14 assume solely fully anisotropic tensors, and hence lead to singularities if the material is isotropic or even if the three main dielectric components coincide with the laboratory coordinate system. A solution to these singularities is given by Xu 13 , who, on the other hand, provides an unstable solution for solving the eigensystem of electric field modes of the multilayer system. Neither of these approaches delivers a robust strategy for uniquely assigning the different modes in each layer, as given by Li et al. 12 . Here, by combining the different approaches, a numerically stable formalism is achieved, which is capable of handling isotropic or anisotropic, as well as absorbing or non-absorbing materials for each layer including the substrate.
Specifically, we calculate the four eigenmodes of each layer as derived by Berreman 11 , which are correctly sorted into forward and backward, s-and p-polarized rays using the approach of Li et al. 12 . The four eigenvalues q ij are used to obtain interface matrices free from discontinuities as shown by Xu et al. 13 . Following the generalized approach of Lin-Chung et al.
14 , we then compose the complete transfer matrix correctly, and finally specify the transformation necessary for the calculation of reflection and transmission coefficients based on the work of Yeh 15 . In addition, we specifically illustrate how to calculate the electric field distribution throughout the full heterostructure. The formalism presented here is tailored for the robust calculation of light propagation in any isotropic or anisotropic stratified medium. Its generalized form is mandatory for the simulations involving highly dispersive and strongly anisotropic dielectric permittivities, as it is the case for SPhPs in polar dielectric heterostructures, being discussed in the following section.
III. SIMULATIONS
In general, the transfer-matrix formalism presented in the previous section can be employed for any wavelength and any number of layers, each described by an arbitrary dielectric tensor. In the following, we focus on SPhPs in polar crystals in the mid-infrared spectral region. These surface modes exist due to negative dielectric permittivity in the Reststrahlen band between the transverse optical (TO) and longitudinal optical (LO) frequencies 20 . All cases discussed in the following are also implemented in the Matlab example code 34 . Specifically, we employ our formalism for the simulation of SPhP resonances in four different model systems: bare 6H-silicon carbide (SiC) in Sec. III A, a thin layer of gallium nitride (GaN) on top of 6H-SiC in Sec. III B, an additional thin SiC layer on top of GaN/SiC in Sec. III C, as sketched in Fig. 1 (b) , and α-quartz in Sec. III D. We chose these model heterostructures built from anisotropic, polar dielectrics in order to briefly demonstrate the variety of SPhP modes than can exist in such stratified systems, as a starting point for future detailed studies of the SPhPs in these and similar structures.
All materials considered here are uniaxial, and for Sections III A, III B, and III C, the crystal axes are chosen to be normal to the sample surface, i.e.ε = (ε ⊥ , 0, 0), (0, ε ⊥ , 0), (0, 0, ε ) with the ordinary and extraordinary dielectric functions, ε ⊥ and ε , respectively, taken from literature 39, 40 . In Sec. III D, we simulate the dispersion of SPhPs for different crystal orientations of α-quartz 41 , being a natural hyperbolic material 29 in the frequency range of 350 − 600 cm −1 . For all schemes, the SPhPs are excited in the Otto geometry 20,21 using KRS5 as a highly refractive coupling medium (n ≈ 2.4). Using p-polarized light at incidence angles above the critical angle of total internal reflection (θ crit ≈ 25
• ), the large in-plane momentum of the evanescent wave in the air gap allows to couple to the SPhP modes in the multilayer structure 22 .
A. Surface Phonon Polariton in 6H-SiC
In a bare SiC sample, a single SPhP mode propagating along the air-SiC interface is known to be accessible at frequencies inside the Reststrahlen region between ω T O,⊥ = 797 cm −1 and ω LO,⊥ = 968 cm −121,22 . In the Otto geometry 42 , the air gap width d gap is a critical coupling parameter in terms of excitation efficiency, while the incidence angle θ allows to select the excitation frequency along the SPhP dispersion 22 . Employing the transfer-matrix formalism, the reflectivity of such a system can be evaluated by means of Eq. 29 as a function of incidence frequency ω, incidence angle θ, and gap width d gap .
Four exemplary reflectivity spectra are shown in Fig. 2  (a) at an incident angle of θ = 30
• . The simulations feature the Reststrahlen band with high reflectivity between TO and LO frequencies, as well as the SPhP resonance at ∼ 910 cm −1 . The amplitude and width of the SPhP dip strongly depend on the air gap width, demonstrating the critical coupling behavior 22 . Furthermore, an anisotropy dip at the axial LO frequency 39 , and the two weak modes arising due to zone-folding along the c-axis in 6H-SiC 43 are reproduced.
In Fig. 2 (b) , the absolute E x -field amplitude is shown as a function of frequency and z-position at θ = 30
• and the corresponding critical gap of d gap = 5.5 µm. The 6H-SiC substrate extends into the z > 5.5 µm half-space, while the prism lies at z < 0, which is not shown in this plot. At the SPhP resonance frequency, a strong E x -field enhancement localized at the air-SiC interface is observed. As illustrated in a previous work 22 , the field enhancement at the interface can be extracted to calculate the enhancement of second harmonic yield at the SPhP resonance in such a configuration. In order to determine the non-linear sources in a more complex structure, the E-field distribution inside the multilayer system is a key tool.
In Fig. 2 (c) , an axis-transformed reflectivity map is shown, exhibiting the SPhP dispersion at wave vectors exceeding the light line (solid blue line). The map is built by evaluating the reflectivity as a function of light frequency ω and incidence angle θ, at the critical coupling gap width d crit for each θ 22 , which is plotted in the inset. For θ smaller than the angle of total internal reflection in the prism, the reflectivity is evaluated for d gap = 0. The numerical simulations perfectly agree with the theoretically calculated single-interface dispersion curve at the air-SiC interface (dashed-dotted blue line) 44 . Following this procedure, our matrix formalism can be employed to predict polariton modes in more complicated structures and analyze their dispersion, as illustrated in the following examples.
B. GaN / 6H-SiC
In the second system we consider, a 2 µm thick film of hexagonal gallium nitride (GaN) is added on top of 6H-SiC, as shown in Fig. 3 . Note that the Reststrahlen band of GaN lies at lower frequencies between ω T O,⊥ = 560 cm −1 and ω LO,⊥ = 742 cm −140 and does not overlap with the SiC Reststrahlen region. In the reflectivity spectra in Fig. 3 (a) , three strong resonances can be observed at (i) ∼ 680 cm −1 , (ii) ∼ 810 cm −1 , and (iii) ∼ 1000 cm Absolute Ex-field amplitude in the air-GaN-SiC system as a function of excitation frequency and z-position. The simulation reveals the spatial localization of each mode: (i) the GaN SPhP mode at ∼ 680 cm −1 is localized at the air-GaN interface, (ii) the index-shifted SiC-SPhP-like mode at ∼ 820 cm −1 extends into the SiC substrate, and (iii) the waveguide-like mode at ∼ 1000 cm −1 peaks at both interfaces, featuring a phase flip inside the GaN layer. (c) Simulated dispersions in the four-layer Otto configuration together with the theoretical two-layer SPhP dispersions of SiC (dashed-dotted blue line) and GaN (dashed blue line). The GaN SPhP dispersion is in excellent agreement with the simulations, indicating no significant modification by the SiC substrate. The SiC SPhP dispersion, on the other hand, is strongly index-shifted to lower frequencies by the presence of the GaN layer.
characteristic critical coupling behavior 21, 22 , although each with a distinct critical gap width. Mode (i) appears clearly in the GaN Reststrahlen band. Mode (ii) is as a red-shifted SiC SPhP, the magnitude of redshifting increasing with increasing GaN layer thickness (not shown), which can be interpreted as index-shifting of the SiC SPhP by the GaN layer 35 . Mode (iii) surprisingly emerges at the upper edge of the SiC high-reflectivity band at ∼ 1000 cm −1 , i.e., outside the spectral region supporting SPhPs, and likely corresponds to a waveguiding mode at small positive ε SiC and large ε GaN at this frequency.
The origin of the modes can be further analyzed by means of the E x -field distribution, which is calculated for d gap = 3.5 µm and shown in Fig. 3 (b) . Resonance (i) is localized at the air-GaN interface and is spectrally broad, since for d gap = 3.5 µm, the excitation is overcoupled with large radiative losses back into the prism 22 . Due to the negative permittivity of the GaN Reststrahlen band, the underlying SiC substrate has no considerable influence on this air-GaN SPhP. For mode (ii), on the other hand, the GaN layer is transparent and the SiC substrate exhibits negative permittivity. This polariton mode has its peak intensity at the air-GaN interface, but extends down into SiC. Mode (iii), on the other hand, has field enhancement peaks at both the air-GaN and the GaN-SiC interface and exhibits a phase flip inside the GaN layer, suggesting the first-order waveguiding nature of the mode.
In the dispersion plot in Fig. 3 (c) , the three polariton branches can be observed on the right-hand side of the light line. As a blue dashed line, the theoretical airGaN SPhP dispersion is shown 44 , coinciding with the lowest-frequency resonance identified as a GaN SPhP. The small deviation of the dispersion from the simulations at large wavenumbers arises due to calculating the map using the critical gap width of SiC (see inset in Fig. 2  (c) ), which is somewhat larger for GaN. The theoretical air-SiC SPhP dispersion is shown again (blue dot-dashed line) in order to demonstrate the large index-red-shift of the polariton mode (ii) due to the GaN layer. In contrast to the typical converging shape of the SPhP dispersion, mode (iii) exhibits an almost linear behavior, following the position of the θ-dependent upper edge of the highreflectivity band 22 . In particular the unusual dispersion of the modes (ii) and (iii) is very interesting, and certainly deserves further systematic study.
On top of the previous system, we here consider an additional 700 nm thick 6H-SiC layer, as sketched in Fig. 1  (b) . In Fig. 4 (a) , the reflectivity spectra of such a system are shown at θ = 30
• , again for the same four different values of d gap . As can be inferred from the critical coupling behavior accompanied by almost-zero reflectivity, the multilayer structure now supports at least five different modes, each with an individual critical gap width.
Analogous to mode (iii) in Sec. III B, a mode (v) appears at ∼ 1000 cm −1 , but here additionally a similar mode (ii) is observed at the upper GaN Reststrahlen edge at ∼ 750 cm −1 . By inspection of the E-field distribution in Fig. 4 (b) , this similar nature of modes (ii) and (v) can be identified, both having field maxima at the interfaces of the GaN and SiC film, respectively, while exhibiting a phase flip inside the respective layer. Interestingly, mode (v), which spectrally appears at the upper SiC Reststrahlen edge, is spatially localized at the interfaces of the GaN layer, while mode (ii) occuring at ∼ 750 cm −1 , i.e. at the upper GaN Reststrahlen edge, is spatially localized at the SiC film interfaces. In consequence, the appearance of both modes can be attributed to a waveguide configuration with refractive indices n 1 /n 2 /n 3 , where n 2 > n 1 , n 3 . Additionally, the GaN SPhP (i) is now strongly modified by the SiC top layer, exhibiting a pronounced red-shift as compared to bare GaN.
The strongest field enhancement at the chosen gap of d gap = 3.5 µm, however, arises from the two resonances around 900 cm −1 in Fig. 4 (b) . These modes (iii) and (iv) are localized at the air-SiC interface, but extend further into the system with a second maximum inside the GaN layer. The field distribution in the SiC top layer suggests assignment to symmetric (iii) and asymmetric (iv) thinfilm modes 45 , with the asymmetric mode (iv) exhibiting a phase flip. However, the second enhancement inside the GaN layer points towards a GaN waveguided mode coupled to these SiC thin film modes. Further systematic studies are required to clarify the exact nature of these modes.
As for the previous systems, in Fig. 4 (c) , the dispersion relations are shown. Clearly, the GaN SPhP, mode (i), is strongly index-shifted by the SiC overlayer owing to the large refractive index of SiC below its Reststrahlen band 39 , as compared to the calculated SPhP on bare GaN (blue, dashed line). In fact, it is shifted so strongly that it is almost pushed out of the Reststrahlen band of GaN. Slightly thicker SiC films (> 850 nm) result in complete quenching of the resonance (not shown). Despite their apparent similarity, modes (ii) and (v) show qualitatively different dispersions, converging for mode (ii) and diverging for mode (v). Possibly, this can be due to the adjacent lower SiC Reststrahlen edge for mode (ii), functioning as a hard upper limit for the dispersion. Finally, the dispersions of modes (iii) and (iv) enclose the single-interface SiC SPhP (blue, dash-dotted line), which is approached by the symmetric mode close to the light line, and by the asymmetric mode for large in-plane momenta. Note that due to the particular multilayer structure, the dispersions are clearly very different from the thin-film modes supported by a free-standing film 45 . The dispersion map shown in Fig. 4 (c) illustrates the rich polariton structure that emerges even for relatively simple multilayer systems. A full analysis of these modes clearly goes beyond the scope of this work, but we here show that our algorithm provides a complete toolset for further studies.
D. Surface Phonon Polaritons in Hyperbolic α-Quartz
The previous examples dealt with materials exhibiting a relatively small anisotropy, where the axial-planar phonon frequency difference is smaller than the TO-LO splitting. There is a number of materials having a large anisotropy instead. For example, h-BN exhibits very large optical phonon anisotropy such that the planar (ordinary) and axial (extraordinary) Reststrahlen bands do not overlap anymore 23, 28, 30, 32, 33 . Similarly, several oxides like α-quartz or sapphire exhibit different numbers of axial and planar infrared-active phonon modes 41, 46 . Both scenarios can lead to infrared spectral regions where the material exhibits a hyperbolic dispersion of its dielectric response, meaning that the real part of its dielectric tensor has both positive and negative principle components 32, 33 . In the spectral regions where only one element is negative, the hyperbolic material is of type I, while for two negative components, it is of type II 32 . As an alternative natural hyperbolic material 29 , we here simulate the polariton dispersions in α-quartz in the region of 350 − 600 cm −1 . A systematic description of all , and (c) show critical-gap reflectivity maps for the crystal orientations with c y, c x, and c z, respectively. The critical gap has been estimated by taking 2dcrit from SiC, accounting for the increased penetration depth of evanescent waves at half the wavelength 22 . Nonetheless, the modes exhibit different critical coupling conditions due to different damping constants. As blue dashed lines, the two-layer SPhP dispersions 20 are shown, being in excellent agreement with the simulations. In (d) and (e), the real part of the ordinary (ε a,b ) and extraordinary (εc) dielectric components are shown, plotted in red and blue for the positive and negative regions, respectively, for better visibility. In yellow and green we highlight the regions where α-quartz is hyperbolic of type I and II, respectively, allowing for direct identification of the modes observed in (a-c).
crystal orientation-dependent SPhP modes was presented by Falge and Otto 20 , whose two-layer dispersion formulas are employed for comparison with our transfer-matrix simulations. In Fig. 5 (a), (b) , (c) we show reflectivity maps in the Otto geometry for three crystal orientations with the c-axis parallel to x, y (both in-plane), and z (out-of-plane), respectively. The blue dashed lines, representing the two-layer dispersions from Ref. 20 , are in excellent agreement with the simulated dispersion curves obtained from the transfer-matrix formalism. In Fig. 5  (d) and (e), the real part of the dielectric function along the ordinary axes (ε a,b ) and along the extraordinary caxis (ε c ), respectively, are shown. In yellow and green, the regions are marked where α-quartz is type I (HPI) and type II (HPII) hyperbolic, respectively.
For c y, the two appearing SPhPs originate from the ordinary dielectric components ε a,b only because of their intrinsic p-polarized nature, and hence are called "ordinary" SPhPs 20 . In the case of an a-cut crystal (c x), on the other hand, one normal SPhP (ε x , ε z < 0) at ≈ 500 cm −1 and two modes in the HPI regions exist. This situation is reversed in a c-cut crystal (c z), where two modes appear in the HPII regions. The upper mode, however, reaches up into the normal SPhP region around 500 cm −1 , thereby changing its character along the dispersion. Note that we here only observe modes for the in-plane dielectric component ε x being negative, while the out-of-plane component can be negative (normal) or positiv (hyperbolic).
In contrast to hBN, α-quartz can be fabricated with any crystal orientation, therefore enabling the possibility of custom-designed polariton resonances. However, its intrinsic hyperbolic nature and the character of the appearing SPhP modes have not yet been investigated in detail. As we have shown, the presented transfer-matrix formalism proves to be an excellent tool for the analysis of the linear response of highly anisotropic materials such as α-quartz, allowing for quantitative predictions for polariton modes.
E. Discussion
We have presented examples of anisotropic multilayer structures made from polar dielectrics reaching into subwavelength dimensions, as well as phonon polariton resonances in hyperbolic materials. Combining these two can lead to effective material properties with yet unexplored functionality and tunability. As the layer thicknesses d are further reduced, extreme optical confinement λ/d > 1000 may be achieved which is typically inaccessible in plasmonics due to the much shorter wavelengths employed 47 . In the ultimate regime of atomicscale heterostructures 25, 26 , one can additionally expect the optical properties to deviate from calculations using bulk parameters of the constituent materials due to microscopic modification of the material properties 25 . As we have shown, the formalism presented here is perfectly suited to simulate the optical response of such systems and could therefore be very useful in future studies of ultrathin-film dielectric heterostructures.
Additionally, our formalism can be straight-forwardly extended into the nonlinear regime with arbitrary distribution of nonlinear optical sources. Notably, nonlinearoptical effects such as second harmonic generation (SHG) or sum-frequency generation are known to be extremely sensitive to the layer arrangements and thicknesses in thin-film heterostructures 17, 48, 49 . For SPhPs, only a few proof-of-concept nonlinear experiments have been performed 22, 50 , demonstrating that the sub-diffractional light localization can lead to drastic enhancement of the SHG yield. It is then obvious that thin-film heterostructures of polar dielectrics would allow tuning of the midinfrared nonlinear properties with yet unexplored level of control and enhancement. The algorithm presented here provides the complete electric field distributions in such structures, enabling predictive studies of the nonlinearoptical response.
IV. CONCLUSION
We have presented a generalized 4×4 matrix formalism allowing to calculate the linear optical response of arbitrarily anistropic or isotropic, absorbing or non-absorbing multilayer structures. The algorithm is comprehensible, robust, free of discontinuous solutions, and can easily be implemented in a computer program 34 . The robustness of the algorithm is achieved by combining previous formalisms such that discontinuities and poles are completely avoided in the different steps of the algorithm. We give the equations for reflection and transmission coefficients, as well as for the full electric field distribution throughout the heterostructure. As a test ground, we applied the algorithm to simulations of SPhPs excited in the Otto geometry for selected anisotropic multilayer samples, where we observed critical coupling behavior, index shifting, mode splitting, wave-guiding, as well as phonon polaritons in hyperbolic materials. Our algorithm holds high promise for predicting SPhP modes in ultrathin films, hyperbolic structures, and atomic-scale heterostructures, as well as their nonlinear-optical response.
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