Abstract: The objective of this paper is to convert the english text into speech. The conversion of english text into speech is done by using a stored speech signal data. Text to speech conversion module is designed by the use of matlab. By the use of microphone the phonemes (alphabets, numbers, words) are recorded using a goldwave software. The recorded .wav (sounds) files are saved as a database separately. The phonemes are extracted from the text file. For text to speech conversion the concatenation method is proposed. The recorded speech are concatenated together to produce the synthesized speech. The resulting speech output is assessed by listening test. The Mean Opinion Score (MOS) value is calculated for the synthesized speech output as the performance measure. In future work, a miniaturized hardware implementation will be developed for helping visually impaired persons in understanding text they come across in day today life.
INTRODUCTION
Language is the ability to communicate one"s thoughts by means of a set of signs (text), gestures, and sounds. Speech is most widely used for communication between people.
Text to speech (TTS) conversion [1] is the process of converting information stored as a data or text into speech. It is useful for blind people as audio reading device. There are many speech synthesizers using complex neural network design.
The important qualities of speech synthesis systems are naturalness and intelligibility. Naturalness describes the output speech sounds similar to human speech and intelligibility is which the output speech sound is understood. There are two types of synthesis speech generations are available, concatenative synthesis and formant synthesis [2] .
Concatenative synthesis is based on the concatenation of segments of recorded speech. Connecting the prerecorded natural utterances [3] is the better way to produce understandable and natural sounding synthesis speech. However, concatenative synthesizers are requires more memory capacity. The most important aspect in concatenative synthesis is to find correct unit length. The selection is trade-off between longer and shorter units. With longer unit high naturalness, less concatenation points are achieved, but the amount of required units and memory is increased. The shorter units less memory are needed, but the sample collection and labeling procedures become difficult and complex. The present systems units used are usually words, syllables and phonemes.
Formant synthesis does not use human speech samples at runtime. The synthesized speech output is created using adaptive synthesis and an acoustic model. This method is also called as rules based synthesis. Formant based synthesizer employs demisyllable concatenation, involves identifying and extracting the formats from an actual speech signal and then using this information to construct demi-syllable segments each represented by a set of filter parameters and a source signal waveform. The basic unit being demi-syllable requires numerous concatenation and hence the speech lacks from continous flow.
The concatenative synthesis approach is used in the proposed Text-to-Speech (TTS) conversion system, where the natural speech output is concatenated to give the resultant speech output. Based on the input, the phoneme(.wav) are selected from the database and concatenated [4],[5] using MATLAB to generate the output speech.
The application of TTS system are telecommunication service, language education, vocal monitoring, aid for handicapped persons, vocal monitoring and mainly for visually impaired persons.
II. PROPOSED SYSTEM
The block diagram of the proposed system is shown in Fig.1 .The concatenative synthesis approach is used in the proposed TTS system.
A. Concatenative Synthesis
In concatenative speech synthesis system there are three subtypes are available. They are namely Unit selection synthesis [6]-[10], Diphone synthesis and Domain specific synthesis. In our work, we used Domain specific synthesis in which , the prerecorded words are stored with corresponding names and maintained in a database. Based on the input text, the phonemes (.wav) are selected from the database and concatenated using MATLAB to create the resultant output.
B. Domain Specific Synthesis
Concatenation of words is performed by domain specific synthesis. It concatenates prerecorded words and phrases to create complete utterances. It is very simple to implement and in viable use for a long time. The domain specific synthesis systems are having limited by the words and phrases in their database so the naturalness of these systems can be high because the varieties of sentence types are limited.
C. Creation of Database
Phonemes are probably the most commonly used units in the speech synthesis because they are the normal linguistic presentation of speech.
There are different factors to be considered while designing a TTS system that will produce understandable speech. The first step in the design of TTS system is to select the most suitable units or segments of speech that results in smooth utterance.
Building the units list consists of three main phases. First, the natural speech must be recorded so that all used units (phonemes) within all possible contexts are included. After this,
the units must be labeled from spoken speech data, and finally, the most suitable units must be chosen. Gathering the samples from natural speech is usually very time-consuming. The implementation of rules to select correct samples for concatenation must also be done very carefully.
Fig. 1. Block diagram of proposed system
The voice which is recorded manually contains some delay. This causes a greater time drop between two repeated utterances. This makes the speech a bit unpleasant and unnatural to listen. Hence there is a need to remove this delay.
D. Implementation Algorithm 1) Character -To -Tone
Let us start text to speech synthesis with a simple character to voice conversion. The database required for character to voice conversion is recorded alphabets (a-z, A-Z), digits (0-9) in the form of wave files (.wav).
The next step in converting text to speech is to create a text file (.txt). Once the file is created, it is opened and read in MATLAB.
In MATLAB all the data is stored in the form of a matrix. For every element read, corresponding wave file is played so as to output the sound of that character.
Algorithm:
STEP 1: Create a database of various wave files. STEP 2: Create a text file (.txt). STEP 3: Open the .txt file in MATLAB. STEP 4: Read the file opened. STEP 5: For each and every Character read and play corresponding wave (.wav) file.
But as said earlier, there exist some delay by default while recording a sound. This delay has to be removed to get a continuous utterance of speech.
2) Word -To -Speech
Character to voice is not a big task. This is because there are only 26 characters in English and each character has a unique pronunciation. However when we have to read lengthy texts, character to voice is not recommended at the user level, as it is difficult to make out a word from the characters read.
As we have played the wave files corresponding to every character read, in character to voice conversion, we can also play the wave files for every word read. To record all the words of a dictionary, the database memory also increased. Hence choosing sound unit with proper length is important, so that the word is natural and understandable when synthesized. Once the text is read, for every word the corresponding wave files are concatenated and played.
Algorithm:
STEP 1: Create a database of various words. STEP 2: Create the text file (.txt). STEP 3: Open the .txt file in MATLAB. STEP 4: Read the file. STEP 5: Concatenate the .wav files accordingly and play them. By using the above algorithm the words are concatenated and played accordingly. The text file contains number of lines. Line by line the words are concatenated and played.
III. RESULTS AND DISCUSSION

A. Character -To -Tone
Input Text: HAPPY Fig.2 . Plot of the sound "H", "A", "P", "P", "Y".
The text has the input as HAPPY. The Fig.2 . shows the each and every character of the input text reads and the corresponding wave file is played. During Character to voice conversion, it is observed that the delays are removed, the natural the output sounds.
B. Word -To -Speech
Input Text: Have a Nice Day
International Fig.3 . Voice Output for the input sentence As the first step to play the word, we started playing individual sounds of the word separately and then concatenated them to form a sentence. The above fig .3 . shows the text to speech output of the sentence "Have a Nice Day". 
C. Input Text File
D. Text to Speech output for the text file
E. Performance Measure
To evaluate the quality of the speech produced by the developed system we passed out proper listening tests. Testing is carried out using subjective test. In subjective tests, individual listeners listen to and rate the heard audio quality of test sentences by both male and female speakers over the communications medium being tested.
Mean Opinion Score is composed of five scores of subjective quality, 1-Bad, 2-Poor, 3-Fair, 4-Good, 5-Excellent. The MOS score of a certain vocoder is the average of all the ranks voted by different listeners of the different voice file used in the experiment, here tests are conducted with twenty students. The tests were conducted in the laboratory environment by playing the speech signals through headphones. Then they were asked to judge the distortion and quality of the speech. 
IV. CONCLUSION
The proposed system gives a very simple approach for text to speech conversion. The limitations considered are, (i)Concatenating the sounds depending on the words, (ii) Sound quality and naturalness of the output speech. The Text to Speech (TTS) conversion is performed using alphabets, numbers and words. The database contains phonemes are limited. For increasing the number of phonemes (.wav) the memory size also increases. The algorithm is checked for both male and female. The performance measure for the concatenative speech is calculated in terms of Mean Opinion Score (MOS). The MOS value for female is 4 and for male is 3.5.The delay is reduced and mismatching of words also reduced. In future work a miniaturized hardware implementation will be developed for helping visually impaired persons in understanding text they come across in day to day life.
