In 11] it is shown that the theory of almost all graphs is rst order complete. Furthermore, in 3] a collection of rst order axioms are given from which any rst order property or its negation can be deduced. Here we show that almost all Steinhaus graphs satisfy the axioms of almost all graphs and conclude that a rst order property is true for almost all graphs if and only if it is true for almost all Steinhaus graphs. We also show that certain classes of subgraphs of vertex transitive graphs are rst order complete. Finally, we give a new class of higher order axioms from which it follows that large subgraphs of speci ed type exist in almost all graphs.
Introduction.
This paper is motivated by 3], 8] and 11]. In 3] and 11] it is shown that any rst order property of graphs is either satis ed by almost all graphs or else almost all graphs do not satisfy the property. Furthermore, axioms are given, each of which almost all graphs satisfy, such that for any rst order property either the property or its negation can be deduced from a nite number of these axioms. In fact we have an axiom for every natural number k.
Axiom k: For any set of 2k distinct vertices fv 1 ; v 2 ; v 3 ; : : : ; v k ; w 1 ; w 2 ; w 3 ; : : : ; w k g, there is a vertex v with vAv i and :vAw i for each 1 i k.
Let us de ne a 0-1 matrix (a i;j ) n i;j=1 as follows. Start with a 0-1 string (a 1;j ) n j=2 . For 1 < i < j n de ne a i;j inductively by a i;j a i?1;j?1 + a i?1;j (mod 2). We complete (a i;j ) 1 i<j n to an n n matrix by de ning a i;i = 0 and a i;j = a j;i for 1 j < i n. This gives an n n symmetric 0-1 matrix A = (a i;j ) n i;j=1 with 0s on the diagonal. The matrix A is the adjacency matrix of some graph. Any graph de ned in this way is called a Steinhaus graph. The string (a 1;j ) n j=2 is called the generating string for the Steinhaus graph. For convenience we identify the vertex set of a Steinhaus graph with the rst n natural numbers, V n = f1; 2; 3; : : : ; ng. It is obvious that there are exactly 2 n?1 labeled Steinhaus graphs of order n. We use the term Steinhaus graph to mean a labeled Steinhaus graph and assume that the vertex set is V n .
We de ne a probability measure on Steinhaus graphs of order n by requiring that Pr(a 1;j = 1) = p n;j where 0 p n;j 1 for each j. We then de ne q n;j = 1 ? p n;j and m n;j = min(p n;j ; q n;j ). Any function f(n) with the properties that for each su ciently large n, 0 < f(n) < 1 and m n;j f(n) for each 2 j n is called a probability bound.
Given a probability bound, we will say that almost all Steinhaus graphs have property P if the probability that a Steinhaus graph of order n has the property approaches one as n approaches in nity. Of course, the concept of \almost all" depends on the probability bound. The simplest case is the constant probability bound of 1 2 . This gives all Steinhaus graphs of order n the same probability.
In 8], Brigham and Dutton conjectured that almost all Steinhaus graphs have diameter two. Diameter two is a special case of Axiom 2. The conjecture was proved in 5]. It is natural to ask if all the rst order axioms for almost all graphs are satis ed by Steinhaus graphs. In Section 2 we show that they are satis ed by Steinhaus graphs, which implies that almost all Steinhaus graphs have the same rst order theory as almost all graphs.
In Section 3 we look at other classes of graphs whose rst order theory is complete. We consider the set of all spanning subgraphs of a xed vertex transitive graph and de ne a measure on that set. We show that with this measure the rst order theory of almost all spanning subgraphs is complete. Furthermore, we show that with a few technical conditions on the allowed subgraphs, the theory of almost all nite subgraphs is complete and the same as the theory of almost all subgraphs with all vertices.
In Section 4 we consider higher order axioms. The rst order axiom scheme described above implies that small structures exist as subgraphs of almost all graphs. The axioms introduced in Section 4 imply the existence of speci ed subgraphs containing all the vertices of the graph for almost all graphs. As a special case, the theorems in Section 4 imply the existence of Hamiltonian cycles in random graphs. Although the probability bounds given in the theorems are not even close to optimal in the case of Hamiltonian cycles, the theorems apply to a large class of subgraphs.
Throughout the paper we use log x to denote natural logarithm.
Steinhaus graphs.
A Steinhaus triangle is simply the adjacency matrix of a Steinhaus graph above the main diagonal. Steinhaus introduced Steinhaus triangles in 14] where he posed the problem of nding generating strings which give Steinhaus triangles with the same number of zeros as ones. This problem was solved by Harborth in 12] , where he constructed such sequences in the cases where there are an even number of entries in the Steinhaus triangle.
Since then others have investigated properties of Steinhaus graphs. For example, the maximum clique size is found in 7], regular Steinhaus graphs are constructed in 1], the girth is studied in 10], and conditions under which Steinhaus graphs are bipartite are given in 9]. In 7] it is shown that the maximum diameter of a nontrivial Steinhaus graph is roughly n 2 . Furthermore, in 5, 6] it is shown that almost all Steinhaus graphs have diameter two. In fact, a slight modi cation of the proof in 5, 6] shows that Axiom 1 is satis ed for almost all Steinhaus graphs. It is therefore natural to ask which of the other axioms in the axiom scheme listed above are satis ed by almost all Steinhaus graphs.
The main purpose of this section is to prove the following result. Proof. In 3] it is shown that for any rst order property of graphs there is a k such that either the property or its negation can be proved with the axioms of graph theory together with Axioms 1{k. Since the same axioms hold for Steinhaus graphs, the proof of a property for almost all graphs is the same as the proof for almost all Steinhaus graphs. Corollary 2.3 states that random graphs look like random Steinhaus graphs from the point of view of the rst order theory. Since Steinhaus graphs are easily generated, perhaps this fact could be exploited by checking algorithm performance on large random Steinhaus graphs rather than large random graphs.
Note that a proof of any true rst order property of graphs requires only a nite number of the listed axioms. Given an upper bound for k, where Axiom k is required in the proof, together with Theorem 2.1 we can obtain a probability bound which implies almost all Steinhaus graphs have the property. As pointed out in 3], there is an algorithm which gives either a proof of a rst order statement or a proof of its negation. Following this algorithm gives an upper bound for k.
Many higher order properties follow from rst order properties. For example, diameter two (a rst order property) implies connected (a second order property). Corollary 2.3 implies the following properties of almost all Steinhaus graphs: diameter two, k-connected for any xed k, contain any xed graph as a subgraph, not planar, and have no embedding in a surface of genus g for a xed g.
Our proof of Theorem 2.1 is based on 5 lemmas.
Lemma 2.4 For any xed 2 k n, let (a i;j ) be the adjacency matrix for a Steinhaus graph with generating string (a 1;j ) given by a 1;r = k;r (1 if r = k, 0 otherwise). Then for any 1 i < j n, a i;j
Proof. This is easily veri ed by induction. We have inductively a i;j a i? For any pair of vertices (v; w) in a Steinhaus graph, we de ne C(v; w) = jv ? wj + 1. Furthermore, for any subset T V n and any v 2 V n we let C T (v) = fC(v; w)jw 2 Tg. By Lemma 2.4, given any Steinhaus graph one can change the adjacency of vertices v and w simply by changing the value of the generating string at position C(v; w). Furthermore, this does not change the adjacency of any pair of vertices (u; z) with C(u; z) > C(v; w). which when changed will change the (v; w) entry in the adjacency matrix for some w 2 T.
Let T V n . We say a sequence v 1 ; v 2 ; : : : ; v r 2 V n is T-independent if for each 1 i r, C T (v i ) \ B T (v j ) = ; for j < i and jC T (v i )j = jTj for each i: Lemma 2.6 Suppose v 1 ; : : : ; v r is a T-independent sequence for some set T V n : Then for any generating string for a Steinhaus graph with n vertices, by changing only the entries in the generating string indexed by C T (v i ) it is possible to attain any combination of adjacencies between v i and the vertices in T: Furthermore, making these changes does not change the adjacencies between v j and the vertices of T for any j < i.
Proof. Let (a 1;j ) be an arbitrary generating string for a Steinhaus graph which gives an adjacency matrix (a i;j ). Label the elements in T by w 1 ; : : : ; w t where C(v i ; w 1 ) > > C(v i ; w t ). It is then clear that by changing the value of a 1;C(v i ;w r ) , the value a v i ;w r changes. Furthermore, changing a 1;C(v i ;w r ) does not change the value of a v i ;w k for k < r, nor does it change the change the value of a v j ;w s for any j < i and any s: Lemma 2.7 Let T = fv 1 ; : : : ; v k ; w 1 ; : : : ; w k g V n and suppose that m n is the probability bound used for Steinhaus graphs. If there is a T-independent sequence of length r then the probability that Axiom k is true for a Steinhaus graph using the set T is at least 1 ? (1 ? m 2k n ) r : Proof. Let z 1 ; : : : ; z r be a T-independent sequence of length r. Note that the generating strings for Steinhaus graphs for which Axiom k fails for z 1 ; : : : ; z j?1 using T, can be partitioned into subsets each of size 2 2k by putting two strings in the same subset if the strings agree in every entry except for positions (1; i) where i 2 C T (z j ): By Lemma 2.6, in each subset there is a sequence whose Steinhaus graph satis es Axiom k using T and z j . Therefore, the probability that a Steinhaus graph satis es Axiom k using z j and T given that it does not satisfy Axiom k using T and any z i with i < j is at least m 2k n . It is then clear that a lower bound that Axiom k is satis ed using T is 1 ? (1 ? m 2k n ) r :
The goal, based on Lemma 2.7, is to nd a long T-independent sequence. The construction of a long T-independent sequence is su cient (although perhaps not necessary) to prove Theorem 2.1. 
:
Taking logarithms and substituting m n > n ? 1 4k(2k+1) + it is easily shown that P n ! 0.
Note that if we use a constant probability bound m n = m then the above estimate of the probability that Axiom k fails is roughly order c an In the special case of m = 1 2 (which means each entry in the generating string has probability 1 2 of being a 1), the probability bound can be improved to roughly c n 8k 2 by using di erent arguments which are outlined below. Unfortunately, these arguments fail for any m < 1 2 : It seems that for m near 1 2 it should be possible to improve the bound given above to make it closer to the better bound in the case where m = 1 2 .
Theorem 2. We do not prove Theorem 2.9, but simply give the essential di erence between the proof of Theorem 2.9 and Theorem 2.1. Instead of looking for a large T-independent set, we look for a large set fv 1 ; : : : ; v r g with the property that the sets C T (v i ) are disjoint and jC T (v i )j = jTj. Obviously it is easier to nd large sets with this property than it is to nd large T-independent sets. In fact, it is not di cult to show there are sets of size at least n?10k 2 +k?1 8k 2 with the stated property. In either proof the values in C T (v i ) are allowed to change in order to estimate a lower bound for the probability that Axiom k is satis ed by v i and T: In Lemma 2.7 it was necessary to assume that the set v 1 ; : : : ; v r is T-independent. The di erence in the case m = 1 2 is that all the combinations of ones and zeros in C T (v i ) are equally likely. This gives independence of the events that Axiom k is satis ed by T and v i for each of the values of i in the set.
Completeness in Vertex Transitive Graphs.
In this section we show that the rst order theories of some families of graphs are complete in the \almost everywhere" sense, although di erent from the rst order theory of random graphs.
To begin we say that M is a master graph if M is a graph with a countable number of vertices v 1 ; v 2 ; v 3 ; : : :. We consider the collection ? of all spanning subgraphs G of M. Let E(M) denote the edge set of M. We make ? a probability space by letting the probability of any edge in M be p. More We call the collection T 1 ; : : : ; T m , together with the corresponding functions ' 1 ; : : : ; ' m , an (n; N)-con guration C n;N . Occasionally we shall refer to the vertex ' j (x i ) as the vertex identi ed with x i , and the set of all the vertices identi ed with some x i as the identi ed vertices.
The purpose of de ning (n; N)-con gurations is to translate logical formulae into con gurations. Roughly speaking, for any formula (x 1 ; : : : ; x n ) there is an N so that for almost all graphs and all choices of v 1 ; : : : ; v n the truth of (v 1 ; : : : ; v n ) is determined by the induced subgraph on the vertex set C G N (v 1 ; : : : ; v n ). A key point is that any possible nite subgraph of M should normally appear in nitely often in a random graph from ?.
Since we assume that M has only nite degree, there are only nitely many C n;N for each n and N. We say that C n;N = T 1 T by an isomorphism sending v toṽ 0 . Clearly the set of good graphs in ? has probability measure 1.
We consider nite sets of (n; N)-con gurations, D n;N = fC 1 n;N ; : : : ; C k n;N g for xed n and N. For any G 2 ? and formula (x 1 ; : : : ; x n ) we say is equivalent to D n;N if rst for every (v 1 ; : : : ; v n ), vertices in G, G j = (v 1 ; : : : ; v n ) if and only if some C j n;N 2 D n;N satis es (v 1 ; : : : ; v n ) in G. We further require that the set D n;N be maximal in the sense that if G j = (v 1 ; : : : ; v n ) and C n;N satis es (v 1 ; : : : ; v n ) then C n;N 2 D n;N . Note that D n;N is closed under isomorphism, that is, if C n;N ; C 0 n;N 2 D n;N are isomorphic and C n;N 2 D n;N then C 0 n;N 2 D n;N : This follows since D n;N is required to be maximal. Thus, we may view D n;N as a set of isomorphism classes of (n; N)-con gurations.
If N < N 0 , and C 0 n;N 0, C n;N are con gurations we say that C n;N is the restriction of C 0 n;N 0 or that C 0 n;N 0 is an extension of C n;N if the con guration obtained from C 0 n;N 0 by taking the induced subgraphs of C 0 n;N 0 consisting of all vertices within a distance of N of at least one of the identi ed vertices is isomorphic with C n;N . For a xed set of con gurations D n;N and N < N 0 we form the N 0 -extension of D n;N by simply including all C 0 n;N 0 which extend some C n;N 2 D n;N . It is easy to see that if (x 1 ; : : : ; x n ) is equivalent to D n;N then (x 1 ; : : : ; x n ) is equivalent to any extension of D n;N .
Theorem 3.1 Let M be a vertex transitive graph of nite degree and ? the corresponding family of graphs. For each formula (x 1 ; : : : ; x n ) there is an N 2 N and D n;N , a set of isomorphism classes of (n; N)-con gurations, such that for all good G 2 ?, is equivalent to D n;N for G.
Proof. We rst give a procedure to construct D n;N which we then show to be equivalent to . We inductively build up the con gurations. As a start assume that is atomic. Suppose (x 1 ; : : : ; x n ) = x i Ax j . We take N = 1 and let D n;1 be the set of (n; 1)-con gurations C n;1 for which x i ; x j are identi ed with verticesṽ i ;ṽ j which are connected by an edge in C n;1 . It is clear that is equivalent to D n;1 . For the other atomic case, x i = x j it is clear that we should take N = 0 and D n;0 to be the set of (n; 0)-con gurations C n;0 for which the vertices identi ed with x i and x j are equal.
Suppose the theorem holds for formulas and giving equivalent con gurations D n;N and D 0 n;N 0 respectively. It is easy to nd the appropriate sets of con gurations for the boolean combinations of and . In particular, for : we simply take all C n;N for which C n;N 6 2 D n;N where is equivalent to D n;N . In the other two cases we simply take the intersection or the union of the equivalent con gurations after forming the appropriate extensions so the N parameters are equal. Note that in the Boolean case we may increase the value of N for one of the con gurations but it is only by a simple extension.
Assume now without loss of generality that (x 1 ; : : : ; x n ) = 9x n+1 (x 1 ; : : : ; x n ; x n+1 ), and let D n+1;N = (C 1 n+1;N ; : : : ; C k n+1;N ) be equivalent to . We letD n;3N be the set of C n;3N satisfying one of the following:
1. C n;3N = T 1 T m and there is a vertexṽ 2 T i for some 1 i m such that v is within 2N ofṽ r for some r and for some 1 j 0 k C j 0 n+1;N is obtained from C n;3N by identifying x n+1 withṽ and then \restricting to N". That is, C j 0 n+1;N = C C n;3N N (ṽ 1 ; : : : ;ṽ n ;ṽ) where x 1 ; : : : ; x n are identi ed withṽ 1 ; : : : ;ṽ n in C n;3N : 2. For some 1 j 0 k, C j 0 n+1;N is such thatṽ n+1 is the only identi ed vertex in some component of C j 0 n+1;N and C n;3N is a 3N extension of the remaining components of C j 0 n+1;N .
We show thatD n;3N is equivalent to ( Assume next that each component of C contains an element of fv 1 ; : : : ; v n g. It follows that v n+1 2 C G 2N (v 1 ; : : : ; v n ): Let C n;3N again be the 3N-con guration realizing (v 1 ; : : : ; v n ) in G. Letṽ n+1 be the vertex corresponding to v n+1 under a xed isomorphism of C n;3N with C G 3N (v 1 ; : : : ; v n ). Note that the restriction of C n;3N to the components of C C n;3N N (ṽ 1 ; : : : ;ṽ n ;ṽ n+1 ) is isomorphic to C n+1;N , an (n; N)-con guration realizing v 1 ; : : : ; v n ; v n+1 . By induction, C n+1;N 2 D n+1;N : Hence C n;3N 2D n;3N by virtue of Case 1.
Next suppose v 1 ; : : : ; v n 2 G are such that someC n;3N 2D n;3N realize v 1 ; : : : ; v n . Suppose rst thatC n;3N 2D n;3N by virtue of Case 1. Fix an isomorphism betweeñ C n;3N and C G 3N (v 1 ; : : : ; v n ). So (ṽ i ) = v i for 1 i n. Letṽ n+1 be the vertex inC n;3N as in Case 1, and let v n+1 = (ṽ n+1 ). Thus, if C n+1;N is the (n+1; N)-con guration obtained fromC n;3N by restrictingC n;3N to C C n;3N N (ṽ 1 ; : : : ;ṽ n ;ṽ n+1 ) then C n+1;N 2 D n+1;N and so by induction G j = (v 1 ; : : : ; v n ; v n+1 ), and hence G j = (v 1 ; : : : ; v n ). Note that we have not yet used the fact that G is good.
Suppose now thatC n;3N 2D n;3N by virtue of Case 2. Let C n+1;N 2 D n+1;N be as in A closer examination of the argument above allows us to obtain more. The fact that our reduction worked on rst order formulae (not just sentences) yields the following assertion. . Since M has nite degree, the probability measure can be restricted to a nite probability space.
Given the vertex transitive master graph M of nite degree, we say a sequence M 1 M 2 M i with M i M is a reduction of M if the following three conditions are satis ed.
1. Each M i is a nite spanning subgraph of M. As an illustration, let Zrepresent the graph whose vertex set is the set of integers and edges consist of consecutive integers. If we let H = Z n = Z Zwe may take M i to be the induced subgraph on the vertices with all coordinates between ?i and i. We are then considering random subgraphs of the lattice graph on (?i; i) (?i; i). It is easily seen that this forms a reduction of H.
Each M i determines a nite probability space using the Bernoulli measure in the usual manner with probability of edge connection p. We say that almost all nite spanning subgraphs (relative to the reduction) satisfy if lim i!1 P(i) = 1, where P(i) is the probability of a graph in M i satisfying . We divide the vertices v above into w(N) sets of (roughly) equal size, and within each set attempt to nd at least one v with C G N (v) isomorphic to the corresponding T. The probability we do not succeed is at most Since c can be taken large compared to N and l, the above probability approaches one. It is interesting to note that in the in nite and nite cases one has the same reduction procedure of to > or ?. In particular, the in nite and the nite cases have the same rst order theory as long as the three conditions are met in the nite case. An example of this is the following assertion.
Corollary 3.5 For any rst order formula in the language of graph theory, almost all spanning subgraphs of Z n satisfy if and only if almost all spanning subgraphs of (?N; N) n satisfy .
Finally we wish to point out that the fact that the master graph has nite degrees is crucial to our argument. It would be interesting to see a proof of Corollary 3.2 which would include the case of in nite degree master graphs. Of course, this proof would then include Corollary 3.2 as well as the fact that the almost all theory of graphs is complete (in this case the master graph is simply the complete graph on the integers).
Higher order axioms.
We consider now some higher order properties of graphs which generalize the rst order axioms given in Section 1. The axioms of Section 1 imply the existence of \local" structures. For example, for any xed graph almost all graphs have a subgraph isomorphic to the xed graph. The axioms of this section imply the existence of \global" structures, such as hamiltonian cycles in almost all graphs. The global structures are constructed according to a \pattern", which is made precise in the de nition of a constructing family. We prove two theorems in this section. Theorem 4.1 asserts the existence of large subgraphs and furthermore allows negative edge requirements. In Theorem 4.4 we only assert the existence of large subgraphs but with improved estimates.
A constructing family of functions = fF (k;l) n g of type (k; l) is a collection of funtions F (k;l) n for each n 2 N such that 1) F (k;l) n has domain tuples (S 0 ; < S 0 ; : : : ; S j ; < S j ; (x 1 ; : : : ; x k ); (y 1 : : : ; y l )) where S i f1; : : : ; ng with jS i j < n for each i, < S i is a linear ordering of a subset of S i for each i, x 1 ; : : : ; x k 2 S j are distinct, and y 1 ; : : : ; y l 2 f1; 2; : : : ; ng ? S j are distinct,
2) F (k;l) n (S 0 ; < S 0 ; : : : ; S j ; < S j ; (x 1 ; : : : ; x k ); (y 1 ; : : : ; y l )) = (S j+1 ; < S j+1 ), where S j+1 = S j fy 1 ; : : : ; y l g, and < S j+1 is a linear ordering of a subset of S j+1 .
The intended meaning of a constructing family is to give a procedure for constructing a large subgraph according to a speci c pattern. For example, to construct a hamiltonian cycle we start with a small cycle and add one vertex at each step. The vertex is chosen to be adjacent with consecutive vertices around the cycle, increasing the length of the cycle by one. This corresponds to a construction family of type (2; 1). In particular, S i is the set of vertices in the cycle in step i while < S i is the order around the cycle starting at any xed vertex. The set S i+1 is the new cycle with the added vertex and < S i+1 is again the order around the newly formed cycle. Note in this case F (k;l) n (S 0 ; < S 0 ; : : : ; S j ; < S j ; (x 1 ; x 2 ); (y 1 )) depends only on (S j ; < S j ; (x 1 ; x 2 ); (y 1 )).
We say that the functions f n : N ! R are bounding functions for fF (k;l) n g if, with the above notation, j eld(< S j )j f n (jS j j). Here eld refers to the set of elements x where either x < S j y or else y < S j x for some y.
The graph in Figure 2a can also be constructed with a (2; 1) family of functions. In this graph we have approximately n 1=16 paths of length n 1=16 which we will refer to as the cycles. We require that the end vertices of each path are not connected (the dotted line in the gure), they are connected as shown, and have attached paths of lengths approximately n 7=8 as shown. In the rst n 3=16 steps we build up a subgraph consisting of all the cycles and attached paths of length n 1=16 . For j in this range we take the eld of < S j to consist of only two vertices. For j n 3=16 the constructing function adds at each step a single vertex to one of the paths. At each step the path chosen is the next one clockwise from the previous one. The eld of S j+1 is simply the next path to be added to. The order < S j+1 is the order along this path. For j > n 3=16 the size of the eld of S j is at least jS j j 1=3 .
We consider the following axiom scheme for a graph G with n vertices. The axioms say that the construction procedure corresponding to F k;l n can be carried out in G. Note that Axiom (k; l) has F (k;l) n as a parameter in its statement. Given a constructing family fF (k;l) n g, it makes sense to ask if a graph G satis es Axiom (k; l). We will show below that for fF (k;l) n g having suitable bounding functions f(n), for each k; l and d; d in Axiom (k; l) holds for \almost all graphs". We interpret almost all as in Bollob as 4], where for each n we let p = p n be a number between 0 and 1. We then make the set of all labeled graphs with n vertices into a probability space by requiring the probability of each possible edge to be p, independent of the other edges. Then we say almost all graphs have any given property P if and only if Pr(G 2 P) ! 1 as n ! 1.
Before verifying the axioms, we remark how they generalize the axioms in Section 1. The axioms of Section 1 implied the existence of \small" structures in G. The Axioms (k; l) imply G possesses \large" (i.e. of size n) structures. As indicated above, Axiom (2; 1) easily implies hamiltonicity of G. Figure 1 illustrates some other structures G must contain given G satis es certain of these axioms (in each case the structure contains all the vertices of G). In Figure 1a Next we let 0 < p n < 1 be a sequence of numbers and de ne q n = 1 ? p n . Finally, let m n = minfp n ; q n g. Theorem 4.1 Let fF (k;l) n g be a constructing family with bounding functions f n satisfying f n (m) > m for all m n , and let p n be the probability of an edge in a labeled graph with n vertices. Suppose that there is an > 0 such that if n is su ciently large then m n > n ? w l ( l 2 ) + if l > 1 and m n > n ?w+ if l = 1. Then almost all graphs satisfy Axiom (k; l).
Before giving the proof we point out the following two lemmas which will be used in the proof of Theorem 4.1. Let Z n represent the integers modulo n.
Lemma 4.2 Let V = Z l Z n . For each 0 i n l and 0 j < n, let T i;j = f(r; j + ri)j0 r < lg V , where the second coordinate is interpreted modulo n. Then for any (i; j) 6 = (k; t) with 0 i; k n l and 0 j; t < n, jT i;j \ T k;t j < 2.
The proof of Lemma 4.2 is straightforward. We call fT i;j ji = i 0 g the i 0 sweep. Note that in each sweep each pair in V occurs exactly once. Next we need a technical lemma which allows us to partition the vertex set of almost all graphs into the the basic building blocks needed in Theorem 4.1. Given a \probabilistic" construction based on a random graph, we say that an edge fv; wg is used if the estimate of the probability that the construction succeeds depends on whether or not fv; wg is an edge in the graph. Otherwise the edge is said to be unused. So, if an edge is unused, the success of the construction is independent of whether or not the graph has the given edge. In the proofs below we will ignore the di erence between terms such as p x and p x] which do not change the calculations in any signi cant manner. Lemma 4.3 Suppose p n , the probability of any given edge in a labeled graph with n vertices, satis es m n > n Proof. Let n 2 N and consider the probability space of all labeled graphs on n vertices. We identify the vertex set of the graphs with V = f1; 2; : : : ; ng. Let V 0 be the last p n vertices of V . We partition the set V 0 into p n r sets of consecutive integers each of size r (with perhaps a few residual vertices). The probability that the induced subgraph on at least one of these subsets is isomorphic with d in is bounded below by 1 ? (1 ? m ( r 2 ) n ) p n r . By taking logarithms and using the fact that w 1 2( r 2 ) , it follows that this probability approaches one as n approaches in nity. Note that in this construction each vertex has at most only r used edges and if fi; jg is used then both i and j are in V 0 . Assuming there is such a subgraph we call it D in . The next step is to partition the rest of the vertices into subsets of size l so the induced graph on each subset is isomorphic with d. If l = 1 then this step is trivial since d consists of just a vertex. So we assume here that l > 1. To this end, we partition the vertices of V 1 = V ? V 0 into two subsets, one consisting of the rst bjV 1 j vertices of V , which we call V 2 , and the other of size (1 ? b)(n ? p n), which we call V 3 , where b = n ?w . We further partition V 3 into two subsets, V 4 with b 2 n = lu vertices and V 5 with jV 3 j ? jV 4 j vertices. We follow the following algorithm until V 5 = ; or for n 1+ w when the induced subgraph is isomorphic with d and a failure is when it is not isomorphic with d). In the case of a success, we add the vertices indexed by S to the set W (which will contain sets of size l each inducing a subgraph isomorphic to d), remove the next l vertices from V 5 and index them by the indices in S. We then proceed to the next step which is to set S to the next set in the list of T i;j and continue as before. Note that the number of T i;j s is O(n 2(1?2w) ) > n 1+ w 2 since w < 1 10 ( ? ) < 2 9 . At each step the probability of a success is bounded below by m ( l 2 ) n n ? w 2 + ( l 2 ) . Since at each step only unused edges are considered, the probability of exhausting V 5 before n 1+ w 2 steps is bounded below by the probability that in n 1+ w 2 independent Bernoulli trials with probability of success m ( l 2 ) n one attains at least O(n) successes. It is clear that this probability approaches 1 as n approaches in nity using, for example Chebychev's inequality n . By taking logarithms it is easy to check this approaches 1 as n approaches in nity.
Next, the remaining vertices in V 2 need to be partitioned into subsets of size l so each induced subgraph is isomorphic to d. We do this by rst partitioning the remaining vertices of V 2 into subsets of size l (with perhaps one of the subsets having size less than l). We then index the subsets in the partition of W with Z l?1 Z n 0 where n 0 = O(n). We de ne T i;j as in Lemma 4.2 and order the T i;j s as before. The subsets in the partition of V 2 are ordered arbitrarily.
Note that T i;j consists of l ? 1 subgraphs each isomorphic to d: We call an index set, T i;j , bad if there is a used edge between two of the subgraphs indexed by T i;j , otherwise the index set is good. We call sweep i 0 acceptable if no more that half of the index sets T i 0 ;j in the sweep are bad. Note that there are at most O(n To each subset Y in the partition of V 2 we associate an acceptable sweep. For each of the rst n w good sets S in that sweep we attempt to repartition the vertices of S and Y into l subsets of size l so that each subset induces a subgraph isomorphic with d: Speci cally we arbitrarily number the vertices in each set of S from 1 to l and number the vertices in Y from 1 to l and then check if the vertices having the same number form a graph isomorphic with d.
It is easy to verify that the probability that we succeed for every Y is bounded below We let S denote the vertices and < S denote the order produced to this point. Since only unused edges were considered in the estimates of probabilities P 1 , P 2 , and P 3 , we get P 1 P 2 P 3 as a lower bound for the probability that the graph satis es A (k;l) given that Lemma 4.3 is satis ed for xed d and d in . Let P 4 be the minimum probability that Lemma 4.3 is satis ed for a graph with n vertices over all d and d in with parameters r; l; k. n (S 0 ; < S 0 ; : : : ; S j ; < S j ; (x 1 ; : : : ; x k ); (y 1 ; : : : ; y l )) = (S j+1 ; < S j+1 ) for some elements n . Suppose that for all c > 0, for all su ciently large n, f n (m) > c log m for all n < m n for some < 1. If p n , the probability of any given edge on a labeled graph with n vertices is bounded below by L (log n) 1 kl for some constant L, then the probability that a graph on n vertices satis esÃ (k;l) tends to 1 as n ! 1. Proof. We x a suitable large c > 0 and only consider n such that f n (m) > c log m for n < m n. Let 0 = 1+ 2 . We exploit a device of 4]. Instead of considering graphs with probability of an edge p n , we consider three graphs with the same vertex set and color the edges in one graph red, one graph blue, and the other graph green. We denote the probability of a red edge by p r , the probability of a blue edge by p b and the probability of a green edge p g : We then de ne the graph G to have the same vertex set as the three graphs and let fv; wg be an edge of G if and only if fv; wg is either a blue, red or green edge. Note that the probability that fv; wg is an edge in G is 1 ? (1 ? p r )(1 ? p b )(1 ? p g ) and the edges are independent. By choosing p r = p b = p g = 1 ?
3 p 1 ? p n we get p n for the probability of each edge in G. (Note that for small p n , the common value of p r = p b = p g is approximately 1 3 p n .) We rst apply Lemma 4.3 using the green graph. (Note that the probability bound in Lemma 4.3 is satis ed.) Let P 0 denote the probability that the green graph satis es Lemma 4.3. We will call each of the subgraphs isomorphic to d a block.
We next partition the rst n 0 blocks of G into n disjoint sets, each of size n 0 ? , say T 0 ; T 1 ; : : :. We start with d in and successively nd a block in T i+1 that can be added to S 0 S 1 S i according to the function F (k;l) using only blue edges. A computation as before yields the following lower bound for the probability of success: Next, we attempt to succesively add the remaining blocks to consecutive vertices already included using only red edges. This gives the following lower bound for the probability of success: It is easy to check that P 0 , P 1 and P 2 all approach one as n approaches in nity. We leave it to the reader to check that if we replace c log n in the statement of Theorem 4.4 with the bound for f n (m) in Theorem 4.1 then one can improve the estimate for p n in Theorem 4.4 to the requirement for p n in Theorem 4.1.
Suppose we x 0 < p < 1 and let p n = p: It is interesting to note that Theorem 4.1 implies that almost all graphs contain the structure a) in Figure 2 and a suitable fF (k;l) n g as described earlier), while Theorem 4.4 implies almost all graphs contain the structure b) (which has only positive requirements). Neither theorem implies almost all graphs contain the graph of c). We do not know if this is the case.
The probability estimates are by no means best possible for any given spanning subgraph. As an example, Hamiltonian cycles exist with probability approaching one in random graphs with p n log n+log log n+!(n) n where !(n) ! 1 as n ! 1 (see for example 4]). The bound from Theorem 4.1 is 1 n 1=10+ for any > 0, which is much larger than log n+log log n+!(n) n . In fact, Theorem 4.1 only asserts the existence of spanning subgraphs when the probability bound is n w for some ?1 < w < 0. However, it is easy to check for p n < 1 n 2=3+ the probability approaches zero that one can partition a random graph on n vertices into n 3 3-cycles. Of course the existence of such a partition follows from Theorem 4.1 with p n > 1 n 1=90 . Although there is a big gap between 2 3 and 1 90 , this example does show that a general theorem asserting the existence of both a Hamiltonian cycle and a partition of the vertices into triangles cannot do better than n w for some ?1 < w < 0.
We wish to thank the referee for useful comments and suggestions for improvements to some of our results. As in Figure 1 , a solid line indicates an edge, a broken line indicates there is no edge, and no line indicates there is no requirement concerning an edge. The graph in a) follows from Theorem 4.1, the graph in b) follows from Theorem 4.4, while the graph in c) does not follow from either theorem.
