computation. On the other hand, for network learning, at least 14-16 bits of precision must be used for the weights to avoid having the training process divert too much from the trajectory of the high precision computation. The paper is devoted to the derivation of the nite precision error analysis techniques for neural network implementations, especially analysis of the back-propagation learning of MLP's. This analysis technique is proposed to be more versatile and to prepare the ground for a wider variety of neural network algorithms: recurrent neural networks, competitive learning networks, and etc. All these networks share similar computational mechanisms as those used in back-propagation learning. For the forward retrieving operations, it is shown that 8-bit weights are sucient to maintain the same performance as using high precision ture of the XOR problem, a soft convergence is good enough for the termination of training. Therefore, at the predicted point of 12-13 bits of weights, the squared dierence curve dives. Another interesting observation is worthwhile to mention: the total nite precision error in a single iteration of weight updating is mainly generated in the nal jamming operators in the computation of the output delta, hidden delta, and weight update. Therefore, even though it is required to have at least 13 to 16 bits assigned to the computation of the weight update and stored as the total weight value, the number of weight bits in the computation of forward retrieving and hidden delta steps of learning can be as low as 8 bits without excessive degradation of learning convergence and accuracy. lations were performed based on the same choices of bit sizes for each component given in Section 3.6 vs. dierent number of bits assigned to fw ij g and f1w ij g. Figure 9 shows the average (of 256 training data) squared dierence between the desired and actual outputs of the 2-D regression problem after the network converges (a hard convergence is usually required in this kind nonlinear regression problem). Note that, at the predicted point (around 15-16 bits of weights), the squared dierence curve dives. That implies the inability to converge to the desired mapping when the number of bits for the weights is less than 16 bits. Similar supporting results are also observed in the XOR classication problem using an MLP with 2 inputs, 3 hiddens, and 1 output (see Figure 10 ). Due to the classication na- 
Simulation Results for Iterative Learning
To verify the theoretical evaluation of the impact caused by the nite precision computation, a simple regression problem is designed, which maps 2-dimensional inputs, fx 1 ; x 2 g, into 1-dimensional outputs, fyg: y = 1 2 (x 1 + x 2 ) 2 1 e 0x 2 1 0x 2 2 +1 (52)
An MLP containing 2 input neurons, 8 hidden neurons, and 1 output neuron, is adopted. There are 256 pairs of randomly selected data for training. Finite precision learning simu-Based on the same practical choices of nite precision bit size given in Section 3.6 vs. the number of bits (say k bits) assigned to the weights fw ij g and weight updates f1w ij g, we can statistically evaluate this ratio at several dierent stages of learning. Figure 7 shows the statistical evaluation values of the nite precision ratio for the weights connecting the neurons between the hidden and the output layers in a 2-layer MLP. 4 dierent values of are used, which represent four dierent stages of learning: early stage ( = 0:0824), middle stage ( = 0:0204), soft convergence stage ( = 0:00497), and hard convergence stage ( = 0:00119). Figure 8 shows the statistical evaluation values of the nite precision ratio for the weights connecting the neurons between the hidden and the input layers for these four dierent values of .
Note that the nite precision ratio curves gradually (along various stages of learning) dive around the region where the number of bits for weights are 12-14 bits for soft convergence stage, 14-16 for hard convergence stage of learning, and then get almost steady when the number of bits is increased further. This dive point indicates the potential strong disturbance to the convergence and accuracy of back-propagation leaning in the long run. Therefore, it gives a good guideline to which number of bits are required for the weights in the learning so as to have similar learning convergence and accuracy as that attained using high precision computation. It is also interesting to note that at the later stage of the learning the impact of the nite precision error is getting larger due to the smaller values of when the network is ne-tuning its weights. search approximation, the real eect to the learning convergence and accuracy due to nite precision computation will be dicult to measure. Therefore, the statistically evaluated average sum of the squares of 1w , by itself, can not determine a network's propensity to learn. 4 
This ratio serves as a useful indicator of the additional impact caused by nite precision computation on top of that caused by the gradient descent approximation of backpropagation learning. The ratio depends not only on the number of bits assigned to the nite precision computation, but on the current stage of learning progress, which can be specied by the distribution of the dierence between the desired and actual output ft j 0x L;j g. More specically,
where we assume that x L;j = t j = 0, since the ability to learn should depend on the ability to learn these nite precision values.
the simulated evaluation of nite precision error introduced in neurons of the rst hidden layer, and the upper dashed curve shows that of the output layer. Both curves match quite consistently with those produced by statistical evaluations. 4 Finite Precision Analysis for Iterative Learning
As discussed in Section 3.1, back-propagation learning involves all four consecutive steps of computations: forward retrieving, output delta computation, hidden delta computation, and weight updating. Therefore, for each weight updating iteration at the presentation of any training pattern, the nite precision errors 1w introduced to f1w l;i;j g given in Eq. (48) is in fact a propagated result of the error generated from the previous three steps.
Therefore, the nal mathematical expression of nite precision error for a single weight updating iteration can be formulated in a straightforward manner based on the existing derivations given in Eqs. (38), (44), (46), and (48). The statistical evaluation value for the average sum of the squares of weight updating error 1w due to the nite precision computation of a single learning iteration can thus be computed. The back-propagation learning discussed above is simply a nonlinear optimization problem based on simple gradient descent search, with an elegant way of computing the gradients using the chain rule on the layers of the network. This gradient descent search updates the weights based only on the rst derivative approximation of the error surface with the updating of each individual weight being independent of the others [6] . Therefore, even if the approach is computationally ecient, it can behave very unwisely and converge very slowly for complex error surfaces. Due to the strong inuence introduced in the gradient descent of the decimal), and then download the well trained nite precision portion (8 bits total, or 4 bits to the right of the decimal) of the weights into the hardware. The performance degradations due to this nite precision conversion is almost negligible.
Prediction: ||{ Simulation: ---- Simulations are also conducted to verify the statistical evaluations. A 2-layer perceptron with 100 inputs, 100 hidden neurons and 100 output neurons is simulated. 100 sets of randomly generated 100-dimensional input data are tested and averaged. All the weights of the network are also randomly generated. The average sum of the squares of the dierences between the nite precision computation and the full precision (64 bits for all the contributing components) computation can thus be obtained. Based on the precision assumptions given in Table ( (49) and (24), due to the nite precision computation of a single step forward retrieving. In these evaluations, for any weight bit number (say k-bits), the weight always contains one sign bit, 3 left-of-decimal bits, and k04 right-of-decimal bits. The lower solid curve shows the statistical evaluation of nite precision error introduced in neurons of the rst hidden layer and the upper solid curve shows that of the second hidden layer (or the output layer in a 2-layer perceptron). Note that the statistical evaluation of errors shows a dive-in at around 8-bit weights. This fact suggests that for the implementation of nite precision hardware for only the forward retrieving purpose, we can train the network using high precision computation (under the constraint of only sign plus 3 bits to the left Finite Precision Error in Forward Retrieving:
The expected forward retrieving error can be calculated for both a single layer of neurons and for multiple layers of neurons by propagating upward the nite precision errors of the lower layers. First, a simplication may be made to Equation (38). The multiply and accumulate steps can be computed without generating any error if enough bits (e.g., 24 bits) are used for each of the intermediate steps, y i3 , and y i+ . In this case, y i3 = y i+ = 0. This is practical since the expense of accumulator precision is very small.
The 3 operator now reduces the nal 24-bit sum to an 8-bit (one sign bit, 3 bits to the left and 4 bits to the right of the decimal) value which is used as the input for the sigmoid look-up table. Equation (38) may now be rewritten as
Before invoking the central limit theorem on the sums, it is necessary to know the distributions of the random variables w ij , w ij , x i , x i , f 0 j , 3 , and f j . Table 1 shows the the statistically evaluated values for each contributing component of Eq. (49) based on the assumptions of bit sizes given above. The evaluation starts with 16-bit weights which are uniformly distributed across the entire range, [08; 8), and weight error comes from truncating 24-bit weights to 16 bits. For an input neuron, x i is an 8-bit value uniformly distributed over [0:0; 1:0) which has been truncated from a 24-bit value. Therefore, x i is the truncation error with r = 08 and q = 16. The distribution of f 0 j is approximated as a function of a normally distributed random variable. 3 is the error generated when the accumulated 24-bit value is jammed to become an 8-bit value, and f j is the error generated in the lookup table which is approximated to be the same as rounding 2 bits at the r = 05 the nite precision error for weight update (see Eq. (9)): y 1w l;i;j = j x i + x i j + j x i + x i y j 3 + 33 (48)
Statistical Evaluation of the Finite Precision Errors
Given the analytical expressions of all the nite precision errors associated with the forward retrieving and back-propagation of an MLP, a statistical evaluation of these errors is undertaken. This evaluation is based on the mean and variance analysis using truncation, jamming, and rounding techniques, and also based on statistical properties of independent random variables, sums of independent random variables, and sums of products of independent random variables discussed in Sections 2.3, 2.4, and 2.5. The rst step is to choose the precision of each component which will be employed at each step in the problem. A practical limited precision implementation of the MLP algorithm might use precisions as follows [2] . Again, to carry out the analytical formula as given in Eq. (9) for the output delta computation of an MLP, the partial derivatives of Eq. (39) are evaluated.
Finite Precision Analysis of Forward Retrieving
Explicitly following the procedure discussed in Section 2.2, the calculation graph of the forward retrieving operation, with simplied notation (see Eq. (29)), in an MLP is shown in Figure ( It has been shown that operations in both the retrieving and the learning phases of most of the neural network models can be formulated as a linear ane transformation interleaved with simple linear or nonlinear scalar operation. In terms of the hardware implementations, all these formulations call for a MAC (multiply and accumulation) processor hardware [4, 5, 1] . Without loss of generality, we will specically discuss the multilayer perceptron neural network model and the back-propagation learning [10, 9].
Forward Retrieving and Back Propagation of an MLP
Given a trained (xed-weight) MLP, the retrieving phase receives the input test pattern, fx 0;i g, and propagates forward through the network to compute the activation values of the output layer, fx L;j g, which will be used as the indicator for classication or regression purposes. On the other hand, in the commonly used learning phase of an MLP, the input training pattern, fx 0;i g, is rst propagated forward through the network and the activation values, fx l;j g, are computed according to the same forward operations used in the retrieving phase. Then the output activation values, fx L;j g, are compared with the target values ft j g, and the value of the output delta, f L;j g, for each neuron in the output layer is derived. These error signals are propagated backward to allow the recursive computation of the hidden delta's, f l;j g, as well as the update values of the weights, f1w l;i;j g, at each layer. While many methods have been proposed to accelerate learning by estimating the local curvature of the training error surface using second order derivative information, the discussion of these methods are beyond the scope of this paper, and can be referred to [3] . a normal curve as N ! 1. For discrete random variables, the probabilities tend to the samples of a normal curve. Normalization can be achieved in a couple of dierent ways. If fx i g are discrete random variables with mean and variance 2 , then the sum x;
x i results in x = N; and 2 x = N 2 (25)
Invoking the central limit theorem, the probability that the sum of the random variables,
x, is equal to the discrete value x k which approaches the sample of a normal curve when N is large.
Sum of Products of Independent Random Variables:
The central limit theorem can be extended to cover the case where the random variable being summed is a product of random variables. Say that for independent random variables fx i g and fy i g, The expected squared error can be written in terms of the mean and variance of the error. Consider a set of errors which are independent random variables, f i g, with mean and variance 2 . Then, the expected value of the average sum of the squares of f i g can be written, 
Central Limit Theorem:
The central limit theorem [7] states that if fx i g are independent random variables, then the density of their sum, properly normalized, tends to For a nonlinear function of a discrete random variable, x, the mean and variance are given by:
Statistical Properties of Independent Random Variables
For two independent random variables, x and y, with means x ; y and variances 2
x ; 2 y , and a constant a, the following properties of mean and variance can be shown [7] .
and the variance is:
where p i = P rfx = x i g is usually assumed to be uniformly distributed. The error generated by jamming is not uniformly distributed as the probability of the error being zero is twice the probability of the error holding any of its Methods include the computation of mean and variance for various functions of random variables, as well as approximations using the central limit theorem. , the resulting value is incremented by 2 r ; otherwise, it remains unchanged [1] .
The error generated by truncating, jamming, or rounding techniques may be considered to be a discrete random variable distributed over a range determined by the specic technique being employed. For a statistical view of the error, it is desirable to know the mean and variance of the error generated by each of these three techniques. For a discrete random variable, x, the mean is given by: 
Error Generation and Propagation by General Compound Operators
The eects of nite precision error at the output of a general system of compound operators with multiple input variables can be calculated through an extension of the previous analysis for successive operators of a single variable [8] . The following steps are employed:
1. Break the computation into a calculation graph (see the example given in Figure (2 (1 11 ( 1 (x))1 1 1) ) (4) and y = y n , theñ . Note that this approximation is equivalent to the approximation already made in the rst order Taylor series.
where we assume that the error product w x is negligible, and a rst order Taylor series approximation is used.
The input errors are propagated through the operators. For example, the multiplication of the two variables with nite precision errors propagates error, i.e., w x + x w . This propagated error along with the generated nite precision multiplication error, 3 , further propagates through the nonlinear operator, resulting in the total nite precision error, y = (w x + x w + 3 ) 0 (wx) + :
The total nite precision error y imposed on y will then become the input nite precision error of variable y for future operations.
Error Generation and Propagation by Successive Operators
A compound operator, y = 8(x), which is produced by successive operators 1 ; 2 ; :::; n , is shown in Figure (1) . Error at the input, x , and error generated in each operator, i , is propagated through the remaining operators to the output. We can approximate the output error, y , in terms of x , i , and i [8] . From Figure (1 ),
x ---?
? ? error equations are derived in Section 3 for each of the operations required in the forward retrieving and error back-propagation steps of an MLP. Statistical analysis and simulation results of the resulting distribution of errors for each individual step of an MLP are also included in this section. These error equations are then integrated, in Section 4, to predict the inuence of nite precision computation on several stages (early, middle, nal stages) of back-propagation learning. Finally, concluding remarks are given in Section 5.
Sources of Error in Finite Precision Computation
For a nite precision computation of a nonlinear operation of multiple variables, several sources of error exist. For example, in the computation of y = (wx), the two input variables, w and x, have input errors w and x , respectively, whose sources are prior nite precision data manipulations. There are errors generated due to the nite precision computation of involved operators. More specically, the nite precision multiplication of the two variables generates one error, 3 . Similarly, the nite precision nonlinear operator generates the other error, . Therefore, the resulting nite precision resultỹ is equal tõ The high speed desired in the implementation of many neural network algorithms, such as back-propagation learning in a multilayer perceptron (MLP), may be attained through the use of nite precision hardware. This nite precision hardware; however, is prone to errors. A method of theoretically deriving and statistically evaluating this error is presented and could be used as a guide to the details of hardware design and algorithm implementation. The paper is devoted to the derivation of the techniques involved as well as the details of the back-propagation example. The intent is to provide a general framework by which most neural network algorithms under any set of hardware constraints may be evaluated. Section 2 demonstrates the sources of error due to nite precision computation and their statistical properties. A general error model is also derived by which an equation for the error at the output of a general compound operator may be written. As an example,
