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Z USAMMENF ASSUNG 
Es wird ein Näherungsverfahren entwickelt, mit dem ruhende stationäre 
magnetohydrodynamische Systeme auf Stabilität untersucht werden kön-
nen. Es handelt sich um ein Störungsverfahren, das die Kenntnis der 
Lösung für ein benachbartes System voraussetzt. 
Die Methode beruht auf der Möglichkeit, das magnetohydrodynamische 
Stabilitätsproblem als Eigenwertproblem zu einern selbstadjungierten 
Operator darzustellen. Dadurch wird es möglich, analog zur quanten-
mechanischen Störungs rechnung zu verfahren. 
Das Verfahren gestattet, die Frequenzquadrate der Normalbewegungen 
als Eigenwerte für das abweichende (gestörte) System zu berechnen. 
Damit wird neben der Stabilitätsfrage, auf die die bisher benutzten Ver-
fahren in erster Linie abzielen, im Falle der Instabilität auch die Frage 
nach der Größe der Anwachszeiten beantwortet, die vor allem für 
Systeme im Pulsbetrieb von Bedeutung ist. 
Mit Hilfe des Verfahrens werden die Stabilitätseigenschaften einiger 
Systeme in der Nachbarschaft des isothermen Plasmazylinders mit 
Oberflächenströmen untersucht. Zur Erläuterung der Methode wird zu-
nächst ein System betrachtet, für welches die exakte Lösung des Stabi-
litätsproblems vorliegt. Es wird verifiziert, daß die Lösungen im Rah-
men der betrachteten Näherung übereinstimmen. 
Der Einfluß kleiner Temperaturgradienten im Plasmazylinder auf die 
Zeitkonstanten wird in erster Näherung diskutiert. Für jede Störung 
einzeln läßt sich das Problem durch Einführung eines geeigneten Tem-
peraturmittelwertes auf den isothermen Fall zurückführen. 
Eine allgemeine Untersuchung der Systeme, die durch Deformation der 
Grenzflächen aus dem Plasmazylinder hervorgehen, ergibt, daß die 
Abweichungen der Eigenwerte von zweiter Ordnung in der Deformations-
amplitude sind. Daraus läßt sich für den deformierten Q-Pinch die 
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Größenordnung der Anwachszeiten abschätzen. Für den Torus ergeben 
sich die Eigenwertabweichungen ebenfalls als von zweiter Ordnung; 
anstelle der Deformationsamplitude tritt hier das Radienverhältnis • 
Für eine Q -Pinch Konfiguration mit kleinem axialem Volumenstrom wer-
den die Eigenwerte ebenfalls in erster Näherung berechnet. Die axiale 
Stromverteilung ist zunächst beliebig; für den Fall konstanter Strom-
dichte wird das Ergebnis eingehend diskutiert. Es ergibt sich ein Stabi-
litätskriterium, welches für Volumenströme unterhalb eines kritischen 
Wertes Stabilität voraussagt. Dabei werden die stabilisierenden Ein-
flüsse von endlicher Länge des Zylinders und endlichen Larmorradien 
der Teilchen durch Ausschaltung bestimmter Störungen berücksichtigt. 
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I. EINLEITUNG 
In fast allen Experimenten, die im Zusammenhang mit dem Problem 
der Energiegewinnung durch kontrollierte Kernfusion diskutiert wer-
den, benötigt man ein von Magnetfeldern eingeschlossenes, heißes, hoch 
ion,isiertes Plasma. Von entscheidender Bedeutung ist dabei die Frage, 
ob es gelingt, das Plasma oberhalb der Zündtemperatur genügend lange 
zusammenzuhalten, oder .op Instabilitäten auftreten, die die gewünschte 
Gleichgewichtskonfiguration zerstören, bevor eine für eine positive Ener-
giebilanz ausreichende Zahl von Kernreaktionen abgelaufen ist. 
Zur Lösung dieses Problems werden seit mehreren Jahren in wachsendem 
Maße theoretische und experimentelle Untersuchungen durchgeführt; im 
Literaturverzeichnis sind einige dieser Arbeiten zusammengestellt. 
In einem großen Teil dieser Arbeiten wird für theoretische Stabilitäts-
betrachtungen das magnetohydrodynamische Modell zugrunde gelegt. 
Stark einschränkende Voraussetzungen für die Gültigkeit dieses Modells 
lassen die Ergebnisse zunächst als nicht sehr relevant erscheinen. 
Neuere Untersuchungen des Stabilitätsverhaltens von Plasmen, die direkt 
von der stoßfreien Boltzmann-Gleichung ausgehen, zeigen jedoch, daß die 
Magnetohydrodynamik gültige hinreichende Stabilitätskriterien liefert 1, 2. 
I 
R 0 sen bl u th -und R 0 s t ok er erhalten für zylindersymmetrische 
Systeme mit skalarem Gleichgewichtsdruck vollständige Übereinstimmung 
zwischen den kinetischen und den magnetohydrodynamischen Stabilitäts-
aussagen. 
Zur magnetohydrodynamischen Stabilitätsuntersuchung wurden bisher im 
wesentlichen zwei Methoden verwandt: Die Methode der Normalbewe-
gungen (normal modes)* , die u.a. von Kruskal und Schwarz schild 3, 
-- 4 5 6' 
Rosenbluth , Taylor , undShafranov zurUntersuchungder 
Pinch-Konfiguration herangezogen wurden, und das Energie - Prinzip 
*~er Ausdru<1k Normalschwingung wird hier vermieden, da wie im fol-
genden ausgeführt wird, neben periodischen auch monotone Bewegungs-
formen auftreten. 
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(B ern s t ein, F r i e III an, Ku I s r ud, K r u s kaI 7 und Hai n, L ü s t , 
89·Sc h I ü te r , R 0 sen bl u t h u. a.) • Die Zeitabhängigkeit der Norlllalbe-
wegungen ergibt sich hier entweder als rein periodisch (Stabilität) oder 
rein exponentiell (Instabilität) • Das Energie-Prinzip sagt aus, daß eine 
Gleichgewichtskonfiguration stabil ist, wenn eine quadratische Forlll po-
sitives Vorzeichen besitzt. Die Forlll ist illl wesentlichen die zweite Va-
riation der potentiellen Energie des Plaslllas bei virtueller Verschiebung, 
de r V olulllenelelllente • 
Beide Methoden werden fast aus schließlich zur Beantwortung der Frage 
benutzt, ob eine Gleichgewichtskonfiguration stabil oder instabil ist. Für 
diese Fragestellung kann die Norlllalbewegungslllethode stark vereinfacht 
werden 1, 5 i~ insbesondere ist es häufig lllöglich, das Plasllla als inkOlll-
pressible Flüssigkeit zu beschreiben. In der Forlllulierung des Energie-
7 
Prinzips durch Be r n s te i n u. a. ist diese Fragestellung ebenfalls aus-
schließlich vorgesehen. 
In praktischen Fällen interessiert jedoch häufig nicht nur die Frage J'stabil 
oder instabil ? ,;~ sondern illl Fall der Instabilität ist ebenfalls die Beant-
wortung der Frage .~ wie instabil? 111 von Interesse. Eine instabile Konfi-
guration, die illl Pulsbetrieb erzeugt werden soll, wird praktisch als 
stabil gelten können, wenn die Anwachszeiten der Instabilitäten wesentlich 
größer als die Pulsdauer sind. Daher ist neben der Kenntnis der Stabili-
tätskriterien auch die Kenntnis der Anwachszeiten (Zeitkonstanten) der 
Instabilitäten erforderlich. 
Zur Bestillllllung der Anwachszeiten ist das Energie-Prinzip (in der For-
lllulierung durch Be rn s t ein u. a. 7) nicht geeignet, denn hier wird das 
Systelll durch ein vereinfachtes ersetzt, das lediglich das gleiche Vor-
zeichen der Energievariation liefert. Bei Verwendung der Norlllalbewe-
gungslllethode lllUß auf die erwähnten Vereinfachungen (z.B. Inkolllpres-
sibilität) verzichtet werden. Daher ist die geschlossene Berechnung 
d~r Anwachszeiten nur für wenige Konfigurationen lllöglich. 
- 5 -
Das Ziel die ser Arbeit ist die Berechnung von Zeitkonstanten für mag-
netohydrodynamische Systeme, die kleine Abweichungen von solchen 
Systemen (Grundsystemen) aufweisen, für die die Eigenbewegungen be-
kannt sind. Die Abweichung vorn Grundsystem soll durch einen Parame-
ter a beschrieben werden können, a == 0 beschreibt das Grundsystem. 
Die Normalbewegungen und ihre Zeitkonstanten sollen aus den Normal-
bewegungen und Zeitkonstanten des Grundsystems mit a stetig hervor-
gehen. 
Be rn s t ein, F r i em an, Kr u s kaI und Ku 1 s ru d 7 haben gezeigt, 
daß das magnetohydrodynarnische Stabilitätsproblem als Eigenwertpro-
blem zu einern selbstadjungierten Differentialoperator F geschrieben 
werden kann: 
F CCS) - A ~ ~ - 0 (1) 
F (~) ist die auf das Plasmavolumen wirkende Kraft, wenn es die vek-
torielle Verschiebung I; erfährt; A ist das Quadrat der reziproken 
Zeitkonstanten. (1) stellt die Bewegungsgleichung des Plasmavolumen-
elementes dar. Wegen der Selbstadjungiertheit des Kraftoperators F 
besteht eine gewisse Analogie zu den quantenmechanischen Eigenwert-
problemen, etwa zur Bestimmung der Energieniveaus eines Atoms aus 
der Schrödingergleichung. Es liegt daher nahe, die Übertragbarkeit der 
für die Quantenmechanik entwickelten Störungsverfahren auf die Magneto-
hydrodynamik zu untersuchen. Die Problemstellung der quantenmecha-
nisehen Störungsrechnung ist gerade die oben geforderte: Berechnung 
der Eigenwertstörung für gestörte Grundsysteme, wobei die Eigenwerte 
und Eigenfunktionen der Grundsysteme bekannt sind. In folgenden Punk-
ten bestehen jedoch Abweichungen des magnetohydrodynamischen Pro-
blems von den üblichen quantenmechanischen Störungsproblemen: 
1. Vektorielle Eigenfunktionen 
2. Randbedingungen im Endlichen 
3. Auftreten von mehreren Gebieten, für die verschiedene Gleichungen 
gelten (z. B. Plasma-Vakuum) . 
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Mit delll üblichen Entwicklungsverfahren (Entwicklung aller relevanten 
Größen nach Potenzen des Störparallleters ot.) gelingt es, die erste 
Näherung für die Eigenwerte zu berechnen. Die Rechnung wird durchge-
führt für zwei Typen von Randbedingungen: 
(A) Das Plasllla ist von einer leitenden starren Wand ulllgeben, 
(B) das Plasllla ist von einelll Vakuulllbereich ulllgeben, der von einer 
leitenden Hülle begrenzt wird. 
Zur weiteren Diskussion elllpfiehlt sich der Übergang von der Differen-
tialgleichung (1) zu einelll Systelll von Integralgleichungen. Dieser Über-
gang wird lllit Hilfe des G r e e n sehen Operators des Prob1ellls durchge-
führt. Es ergibt sich, daß illl Falle hOlllogener Randbedingungen (z. B. 
reine Feldabweichung bei Randbedingungstyp (A)) durch systelllatische 
Iteration höhere Näherungen gewonnen werden können. 
Bei entarteten Grundsystelllen kann auf die übliche Weise (Diagonalisie-
rung derIiStörlllatrixJ~) verfahren werden. 
Systellle, deren Abweichungen VOlll Grundsystelll auch geollletrische Ab-
weichungen der Begrenzungen enthalten, werden auf Systellle ohne Ab-
weichungen der Grenzflächen zurückgeführt. 
Illl IV. Kapitel wird das Verfahren zunächst an einelll Systelll geprüft 
für das die exakte Lösung vorliegt. Dieses Systelll besteht in einelll Plas-
lllazylinder, delll zusätzlich'e Oberflächenströllle überlagert werden. Die 
berechneten Eigenwerte werden lllit den aus der exakten Dispersionsbe-
ziehung sich ergebenden Werten verglichen; es ergibt sich Übereinstilll-
lllung illl Rahmen der betrachteten Näherung. 
Das Verfahren wird dann zur Diskussion der Stabilität des Plaslllazylin-
ders herangezogen, in delll ein radialer Telllperaturgradient besteht. 
(In allen früheren Rechnungen wurde, llleist stillschweigend, konstante 
Telllperatur angenollllllen.) In erster Näherung kann das Systelll auf 
den Fall konstanter Telllperatur zurückgeführt werden, indelll, für jede 
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Störung getrennt, ein geeigneter Temperaturmittelwert eingesetzt wird. 
Auf die Stabilitätsfrage hat der Temperaturgradient keinen Einfluß. 
Eine allgemeine Diskussion von Systemen in der Nachbarschaft des Zylin-
ders, bei denen die Störung in kleinen Abweichungen von der Zylinder-
symmetrie besteht, führt zu dem Ergebnis, daß Abweichungen der Eigen-
werte erst in zweiter Ordnung auftreten. Im Torus sind die Eigenwerte 
bis auf Glieder der Ordnung (r / a)2 (r ist kleiner, a großer Radius) 
o 0 
gleich den entsprechenden Eigenwerten des Zylinders. 
Im Zusammenhang mit Fragen der Stationarität eines Plasmaringes inter-
essiert das Problem der Stabilität eines Plasmazylinders mit azimutalen 
Oberflächenströmen und einern kleinen longitudinalen Volumenstrom. Für 
dieses System werden die Eigenwerte berechnet. Es zeigt sich erwartungs-
10 11 
gemäß (Suydam ,Rosenbluth ), daß der Fall entgegengesetzter 
innerer und äußerer Felder die Stabilität begünstigt. Unter Berücksichti-
gung der endlichen Länge des Systems und einer Abschätzung des höchsten 
vorkommenden azimutalen Index m (nach Pos tu. a. 24 ) wird die 
Existenz von magnetohydrodynamisch stabilen Parameterbereichen des 
Systems gezeigt. 
Als Grundlösungen werden für alle betrachteten Systeme die Lagrange -
Verschiebungen ~., die Vektorpotentiale für den Vakuumbereich Oli 
1 
und die Eigenwerte A.i. des Plasmazylinders mit Oberflächenströmen be-
nötigt. Die~. und Ot~ werden im zweiten Kapitel bereitgestellt; die A~ 
1 
d d h A 4,5,6 b . . f wer en er von me reren utoren angege enen DIspersIons ormel 
des Plasmazylinders entnommen. 
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II. DAS MAGNETOHYDRODYNAMISCHE STABILITÄTSPROBLEM ALS 
EIGENWERTPROBLEM 
1. Formulierung des Eigenwertproblems. 
In diesem Abschnitt werden einige Relationen und Ergebnisse aus der 
magnetohydrodynamischen Stabilitätstheorie zusammengestellt, die für 
die Formulierung des Näherungsverfahrens benötigt werden. Es handelt 
sich im wesentlic~en um Ergebnisse einer Arbeit von Be rn s te in, 
7 
Frieman, Kruskal undKulsrud über das Energieprinzip; diese 
Arbeit wird im folgenden als BFKK zitiert. 
Allen Stabilitätsbetrachtungen wird hier als Modell das magnetohydrody-
namische System zugrunde gelegt. Unter magnetohydrodynamischem 
System soll ein System verstanden werden, das folgendem Satz von Glei-
chungen genügt 
~ ;~ + f~''1).() == -Vp + j,x ß-
t + ,{O)<;ß =- 0 
o~ 









Die Voraussetzungen für die Gültigkeit dieses Systems werden in BFKK 
eingehend diskutiert. Die Forderung nach Isotropie des Drucks und die 
stark vereinfachte Form des Ohmschen Gesetzes (3) erscheinen zunächst 
1 
als sehr einschränkend. Rosenbluth und Rostoker einerseits und 
Kruskal und Obermann 2 andererseits konnten jedoch durch Ver-
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gleich nüt Ergebnissen, die durch Lösung der linearisierten Boltzmann-
gleichung gewonnen wurden, nachweisen, daß die Magnetohydrodynamik 
jedenfalls hinreichende Stabilitätskriterien liefert. Im Fall der Zylinder-
symmetrie und Isotropie des Gleichgewichtsdrucks ergibt sich völlige 
Übereinstimmung. 
Für ein ruhendes stationäres System reduzieren sich die magnetohydro-
dynamisehen Grundgleichungen (2 - 8) auf die Form 
(9) 
(10) 
Lösungen dieses Systems werden im folgenden als stationäre Lösungen 
bezeichnet und zunächst mit dem unteren Index 0 versehen. 
Es ist zweckmäßig, das Magnetfeld in einen stationären Anteil ( Rso ) 
und einen instationären Anteil ( R:r - ß-o ) aufzuspalten und die Rand-
bedingungen für beide Anteile verschieden zu formulieren. Dies geschieh~ 
deshalb, weil ein stationäres Magnetfeld in einern Leiter vorhanden sein 
kann, während genügend schnell veränderliche Felder abgeschirmt wer-
den. 
Es werden zwei Sätze von Randbedingungen betrachtet. 
(A) Das Plasma ist umgeben von einer starren Wand: 
( 11) 
( Nt..- ist die aus dem Plasma herausweisende Normale der Grenz-
fläche) . Die magnetische Feldstärke soll im Gleichgewichtszustand 
parallel zur Wand verlaufen: 
M·.ß.o - 0 ( 12) 
Die Leitfähigkeit der Wand sei so groß, daß während der betrach-
teten instationären Vorgänge im Plasma dauernd 
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M.,../& = 0 (13 ) 
erfüllt bleibt. Weniger exakt formuliert, bedeutet die se Forderung, 
daß die Diffusionszeit des instationären Magnetfeldes t:; - ßo für 
Diffusion durch die Wand groß gegen die charakteristischen Zeiten 
der instationären Vorgänge sein soll. Die Randbedingung für die elek-
trische Feldstärke ergibt sich als Folge. 
(B) Das Plas:ma ist umgeben von einern Vakuumbereich, den eine metal-
lische Hülle von so großer Leitfähigkeit umgibt, daß das instationäre 
Magnetfeld parallel zur Wand verläuft (d. h. nicht eindringt) . An der 
Grenzfläche Plasma Vakuum gilt dann 
[p + l~J =- 0 (14) 
~.[~] :::. 0 (15) 
#x [t] = ~. AD[b] (16) 
#~ [k] == ~o ~ (17) 
[[ q] ] bedeutet den Sprung der Größe q an der Oberfläche in Rich-
tung der Normalen: 
q aUßen - q lnneh ( 18) 
An der metallischen Hülle muß 
o ( 19) 
(20) 
erfüllt sein. 
Für das folgende ist die Einführung der Lagrange-Verschiebung I; des 
Plasmavolumenelementes zweckmäßig. Wie in BFKK wird dabei für 
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den Ort des Plasmavolumenelementes ~ (t) der Ansatz gemacht 
(21) 
Führt man diesen Ansatz in das System der Grundgleichungen (2 - 8) 
ein, so erhält man ein System von Differentialgleichungen mit den unab-
hängigen Variablen tfo und t. Nach Linearisierung in ~ lassen sich die 
Größen I&'!l P und ~ durch ~ und räumliche Ableitungen von ~ aus-
drücken: 
t ~o -1 'lxq, -1 l $ . V ßo ) (23) + - + - \7 X tA° tA o 
A [(\7!).VJx.&o -~o 
p -= po - rpo'7·~ (24) 
~ ~ <So - ~o '1. ~ (25) 
iSo ) i 0) PO) <?o sind reine Ortsfunktionen und beschreiben einen statio-
nären Zustand; V bezieht sich auf die Ortskoordinate tro • Mit diesen 
Größen lautet die Bewegungsgleichung (2) , ebenfalls linearisiert: 
(26) 
(27) 
(26) ist eine lineare Differentialgleichung für ~ mit zeitlich konstanten 
Koeffizienten; sie wird daher durch den Ansatz 
(28) 
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2 gelöst. Mit w ::: il ergibt sich die Eigenwertgleichung 
(29) 
wo ~ jetzt für ~ ( 4"'0) steht. 
Für die Randbedingungen (A) und (B) ergibt sich durch Einführung von ~: 
(A) Grenzfläche PlasITla-Metall: 
M,.. ~ = 0 
{B) Grenzfläche PlasITla - VakUUITl: 
- UPo \7. ~ + ~o ß.o · (or-- + S· Vß-o) 
A A A 
- Fo ~ \ VxOt + ~.\7ce) 
Grenzfläche VakUUITl - Metall: 
A 
~XO\. = 0 





CL ist hier der instationäre Teil des Vektorpotentials iITl VakUUITl 
(34) 
genügt also der Differentialgleichung 
(35) 
Da die Differentialgleichung (35) nur bei den Randbedingungen (B) auf-
tritt, wird sie, falls nicht ausdrücklich ausgenoITlITlen, iITl folgenden for-
ITlal ITlit zu den Randbedingungen gerechnet. 
Gleichung (29) stellt zusaITlITlen ITlit Randbedingungen (A) oder (B) ein 
EigenwertprobleITl zur BestiITlITlung der Eigenwerte At und der Eigenvek-
toren ~. dar. 
1 
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Wie in BFKK gezeigt wird, ist F (~) selbstadjungiert, d.h. es gilt die 
Beziehung 
o (36) 
für Vektorfelder ~ und ~, die den gleichen Randbedingungen genügen 
(hier (A) oder (B) ) . Für beliebige ~ und ~ folgt 
Wenn ~ und ~ beide den Randbedingungen (A) bezw. (B) genügen, ver-
schwindet das Oberflächenintegral, und es ergibt sich (36) • 
Aus (29) folgt mit (36) für die Eigenwerte und Eigenvektoren 
a) I\.~ reell 
b) Orthogonalität (Normierbarkeit voraus ge setzt) : 
t 
~ik (38) 
Die Vollständigkeit des Systems der ~. wird man aus physikalischen Grün-
1 
den folgern können (vgl. BFKK~ • 
Damit ist das Stabilitätsproblem auf die Lösung des Eigenwertproblems (29) 
reduziert. Ein System ist instabil, wenn es positive Eigenwerte gibt; 
das System ist stabil, wenn keine positiven Eigenwerte existieren. Die 
'" Zeitkonstanten ergeben sich als 'L'c = I A. ~ 2:' l 
Im folgenden Abschnitt wird die Lösung des Randwertproblems (29) mit 
Randbedingungen des Typs (B) für den Plasmazylinder mit Oberflächen-
strömen durchgeführt. Die ~. J ot..~ und It\werden für spätere Anwen-
1 
dungen des Näherungsverfahrensals Grundlösungen benötigt. 
t Ein hier anzubringender dimensionsbehafteter Faktor wird wie In 
BFKK unterdrückt. 
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2. Der P1asmazy1inder. 
In diesem Abschnitt soll die Stabilität eines P1asmazylinders mit Ober-
flächenströmen untersucht werden. Im Innern des Zylinders herrscht 
der konstante Druck p und das konstante Magnetfeld (in Zylinderkoordi-
naten) : 
= ( 0, 0, B. ) 
1 
(39) 
Außerhalb des Plasmazyllnders sei 
;ß- = ( 0, BQ' B) (40) 
r o B. und B sind konstant, BQ = B -- ,r ist der Radius des Zylinders, 
1 a 0 r 0 
B der (konstante) Wert von BQ auf der Oberfläche. Bei r = /\ r 
o 0 
befindet sich eine leitende metallische Hülle. Es liegen daher Randbedin-
gungen vorn Typ (B) vor. (14) liefert als Gleichgewichtsbedingung 
p + + (41) 
Diese Gleichgewichtskonfiguration wurde von R 0 sen bl u t h 4 Ta y 1 er 5, 
Shafranow 6 und ein Sonderfall ( 1\ -?> 00, B. = 0) von Jordan und 
12 1 
Schind1er unabhängig auf Stabilität untersucht. Die Rechnung wird 
hier in abgekürzter Form wiederholt, da die Lösungen für die weiteren 
Untersuchungen in der hier gewählten Schreibweise benötigt werden. Für 
Einzelheiten der Rechnung und Diskussion der Ergebnisse muß auf die er-
wähnten Arbeiten verwiesen werden. 
Nach dem vorigen Abschnitt besteht das Problem in der Lösung des Rand-
wertproblems (29) unter Berücksichtigung der Randbedingungen (B) • 
~ besitze in Zylinderkoordinaten die Komponenten U, V, W. Da die Koef-
fizienten in (29) von Q und z unabhängig sind, kann der Ansatz 
U = U (r) e imQ e ikz (42) 
gemacht werden, für V und W entsprechend. Wegen der Periodizität in 
Q -Richtung ist m ganzzahligj k ist reell und für den Fall des unbegrenz-
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ten Zylinders kontinuierlich. Bei endlicher Länge und Randbedingungen, 
die periodische Fortsetzung erlauben (z. B. Identifizierung der Enden), 
wird k ebenfalls diskret. Dieser Fall soll im folgenden behandelt wer-
den. Die Bewegungsgleichung (29) liefert dann die Komponentenglei-
chungen 
" 
d .A. AAl r" d -, l m . I \.. o A U :::- ~p - - - er U) + - v 4- l < vv } qV r clf r- -
(43) 
~ A V = rP ~ [; d~ (r 0) + l~ V + k ~ ] (44) 
- ~ [- 1'\Il.1 ~ C~G) + h1z..\~ + 1./- VJ-t-o r 1 dY yz. v 
~ A ~ - t k rP [ ~ 1y ( r U) + C~ V + L k ~ J (45) 
-<, .... -<, 
Dieses System gewöhnlicher Differentialgleichungen für U, V J W besitzt 
als allgemeine im Nullpunkt stetige Lösungen 
A Aot. \ U == C Tl< I ~ (0<.. r ) A W = C I~(o(r-) 
(46) 
eist Integrationskonstante, die Normierungsbedingung liefert: 
(47) 
Daraus folgt (L ist die Länge des Zylinders) 
1c\2.= 2.TrL~A2'3 
A \.:.2 I I 12. -' *() <j ." T (-1 - A\,(J cX.ro r~c.cXrl1) -I- 0<.)'"11 lVl.-lLoUo) I~ o(r.,- (48) 
-~ (-i - A~~' )(rn'+o{~r;) \ 1",,(0(1'0)\ 2 
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nüt V = p'~l' ] 2 (Schallge s chwindigkeit) 
.A L = [:l; J L (Alfv6ngeschwindigkeit) 
Damit wird ( x :: ar) 
(51) 
Das Vektorpotential Ol genügt der Differentialgleichung 
(52) 
ferner kann 
o (53 ) 
gefordert werden. 
(52) ergibt nach Integration: 
(54) 
wo '{' der Potentialgleichung ~i = 0 genügen muß. 
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Mit dem Ansatz 'f = f (r) elV'rl G+l k z... ergibt sich als Lösung 
( 55) 
Fund G sind Integrationskonstanten. 
(54) zusammen mit der Bedingung (53) liefert die Komponenten von Dt 
zu 
(56) 
Die Konstanten D, E, F, G lassen sich aus den Randbedingungen (31 - 33) 
durch die Konstante C ausdrücken (x = ar ,y = J kIr ): 
o 0 0 0 
J) =- ISo (k'2. + ~l.) I~' (><0) k WI (1\ 10) c ----------~--~---------------~ 
l ko( [k~ (Yo) IV\-\ (;\Yo) - Ih-\ (Yo) I< V\1 (1\ Yo) ] 
(57) 
( k'- (\) I I Bo +yi I~U(o) lI1.1(AYo) c 
\ ko( [khl ( \(0) 1"",(1\ yo) - I~ (Yo ) \<~ (1\ Yo)] E = 
- 18 -
F= = c 
(57) 
G = 
Aus der Bedingung, daß die Determinante des aus den Randbedingungen 
folgenden homogenen liriearen Gleichungssystems für C, D, E, Fund G 
verschwinden soll, ergibt sich die Dispersionsbeziehung: 
- k r<> + (\'Y) +- ; k r?) l 
o 
Yo [k~(Yo)I~(i\Yo)- r~(Yo)l<"",(C(\Yo)J 
I<ra [k~ (Ya) I~ (/\ Yo) - I~[Ya) k~(t\YoD 
(58) 
Diese Beziehung wurde von den oben genannten Autoren 4 ,5,6 auf verschie-
denen Wegen gewonnen. Aus ihr folgt das Stabilitätsverhalten der linearen 
Pinchkonfigurationen. Es ergibt sich, daß für bestimmte Bereiche der 
Parameter 'Ei./Bo) B"l/ßo) /\ die /L -Werte zu allen (zulässigen) m - und 
k - Werten negativ sindi d. h. die Konfiguration ist für diese Parameter-
bereiche stabil. Als notwendige Bedingungen für Stabilität ergibt sich: 
(59) 
Die strornführende Grenzschicht des Zylinders wurde in dieser Rechnung 
als unendlich dünn angenommen. Bei Berücksichtigung einer endlichen 
., 11 
'Ybergangs schicht ergibt sich nach R 0 sen bl u theine zusätzliche Ober-
flächeninstabilität, die von der Orientierung des inneren und äußeren 
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Feldes abhängt (entgegengesetzte Felder stabilisieren) • Auf diese 
Effekte soll jedoch hier nicht weiter eingegangen werden; zumal es frag-
lich erscheint, ob das benutzte Modell auf die Grenzschicht anwendbar 
ist. Ein Fall, in dem ebenfalls die Orientierung der Magnetfelder eine 
Rolle spielt, wird im letzten Kapitel behandelt. 
Die Vektoren ~(r, G, z) , die in (51) berechnet wurden, sind Eigenvekto-
ren des Operators F. Sie sind dreifach zu indizieren: ~ k • Die Indi-
m, ,s 
zes mund k beschreiben die verschiedenen G- und z-Modes, s zählt 
die zu einern bestimmten (m, k) -Paar gehörigen i\. -Werte. (Gl. (58) lie-
fert zu jedem (m, k) -Paar unendlich viele Wurzeln A k .) Über die 
m, ,s 
Randbedingungen gehört zu jedem ~ k eindeutig ein bestimmtes CL; 
m, ,s 
daher wird OLentsprechend indiziert: Oz k • Die Oi. k ,~ k 
m, ,s m, ,s m, ,s 
und 
A k können im Sinne 
m, ,s 
des nächsten Abschnitts als Grundlösungen ver-
wandt werden. 
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III. DAS STÖRUNGSVERFAHREN 
1. Vorbem.erkungen. 
Es wird vorausgesetzt, daß die Lösung des m.agnetohydrodynam.ischen 
Stabilitätsproblem.s für eine Grundkonfiguration bekannt ist; deren Eigen-
werte sollen m.it A. o , die Eigenvektoren m.it l;,. 0 bezeichnet werden. Der 
1 1 
Index i steht gegebenenfalls hier auch für m.ehrere Indizes (s. vorigen 
Abschnitt) • Im. Fall der Randbedingungen (B) treten zu den Eigenfunk-
tionen l;, .0 noch die Vektorpotentiale Ol. o. Die LöJsungen A. o , l;, .0 und 
1 1 1 1 
(hn Fall (B)) 6L. 0 werden zusam.menfas send als Grundlösungen bezeich-
1 
net. 
Es soll die Frage nach den Eigenwerten A. für ein stationäres System 
1 
gestellt werden, das in der Nachbarschaft des Grundsystems liegt. Nach-
barschaft soll hier so verstanden werden, daß alle in Betracht kommen-
den Größen mit einern oder mehreren Parametern stetig in die entspre-
chenden Größen des Grundsystems übergehen. Die Gleichgewichtsgrößen 
des benachbarten Systems werden als bekannt vorausgesetzt. 
Die Abweichung des betrachteten stationären Systems vorn stationären 
Grundsystem. wird hier nicht,wie in der Terminologie der Störungsrech-
nung üblich, als Störung bezeichnet, da dieser Ausdruck in der Stabilitäts-
theorie zur Beschreibung der betrachteten instationären Zustände (ge-
kennzeichnet durch l;, . 0, ~. 0 bezw. l;, ., ot.) benutzt wird; statt dessen 
1 1 1 1 
wird der Ausdruck Abweichung gewählt. 
Es zeigt sich, daß diejenigen Abweichungen ausgezeichnet sind, bei denen 
die Berandungen der Bereiche erhalten bleiben. Bei den hier in Betracht 
gezogenen Randbedingungstypen bedeutet dies, daß die Grenzflächen 
Plasma - Vakuum und die festen Wände unverändert bleiben. Die Abwei-
chung des stationären Systems vorn Grundsystem erscheint daher nur in 
den Feldgrößen ß , ..t, ,p und Q ; solche Abweichungen sollen daher 
o 00 0)0 \ 
als reine Feldabweichungen bezeichnet werden. Eine reine Feldabwei-
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chung liegt z.B. in dem im Abschnitt IV, 4 b~handelten Fall einer 
G - Pinchkonfiguration mit kleinem axialem Volumenstrom vor. Der Fall 
der allgemeinen Abweichung (mit Veränderung der Grenzflächen) läßt 
sich, wie im 4. Abschnitt gezeigt wird, durch eine Transformation der 
Randbedingungen auf den Fall der reinen Feldabweichung zurückführen. 
Daher werden im folgenden zunächst nur reine Feldabweichungen behan-
delt. 
Es ergibt sich die Frage, welche der bekannten Störungsverfahren für das 
vorliegende Problem in Frage kommen. Da es sich um: ein Problem mit 
komplizierten Randbedingungen handelt, empfiehlt sich eine Methode, bei 
der die Lösungen durch Integralgleichungen dargestellt werden. Für die 
Schrödinge rgleichung wurde ein derartiges Verfahren von Mo r s e und 
13 Fes h ba changegeben. Es wird von den Autoren als iteratives Störungs-
verfahren (iterative-perturbation method) bezeichnet. Dieses Ve~fahren 
wird im 3. Abschnitt auf das vorliegende Problem angewandt. 
Im Rahmen der Quantenmechanik ist dieses Verfahren nicht das leistungs-
fähigste. Das Fee nb erg sche Verfahren, bei dem die Eigenwerte aus 
der Säkulardeterminante berechnet werden, besitzt einen grölleren Kon-
vergenzbereich, das Fr e d hol m sche Verfahren setzt die Feenbergsehen 
Lösungen über deren Konvergenzkrei~ hinaus analytisch fort. Unterschie-
de zum iterativen Verfahren ergeben sich jedoch erst ab der 3. Näherung. 
Der beträchtliche Rechenaufwand, der schon für die Berechnung der 
1. Näherung erforderlich ist, läßt es als wenig sinnvoll erscheinen, mit 
dem Verfahren höhere als 2. Näherungen zu berechnen. Daher kann das 
iterative Störungsverfahren als für den vorliegenden Zweck ausreichend 
betrachtet werden. 
Die erste Näherung für die Eigenwerte läßt sich auf direktem Wege durch 
eine Taylor-Entwicklung nach. dem Parameter a, der die Abweichung vom 
Grundsystem beschreibt, herleiten. Dies geschieht im nächsten Abschnitt. 
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2. Die erste Näherung. 
Zur Ermittlung einer ersten Näherung für die Eigenwerte wird auf folgen-
de Weise verfahren: Alle Größen eines Systems mit reiner Feldabwei-
chung von einern bekannten Grundsystem werden nach dem. Abweichungs-
parameter a. in eine Potenzreihe entwickelt. Dabei wird vorausgesetzt, 
daß die betrachtete Abweichung einparametrig ist; im Falle mehrerer 
Parameter können jeweils alle Parameter bis auf einen nullgesetzt und 
die Lösungen superponiert werden. 
Es sei 
'e ...:: ~o ~A ~ ';) +'::. +'" 
usw. 
( 60) 
Für F (I;) ergibt sich damit ein entsprechender Ansatz 
Der obere Index gibt jeweils die zugehörige Potenz des Param.eters a. 
an. Zunächst wird vorausgesetzt, daß das Grundsystem nicht entartet 
ist, d.h. zu jedem AO gibt es jeweils nur ein ~o; entartete Grundsysteme 
werden später betrachtet. 
Die Eigenwertgleichung (29) liefert unter Berücksichtigung der Eigen-
2 
wertgleichung für das Grundsystem. in erster Näherung (Glieder ..... a. 




Für das Grundsystem gilt ( ~ 0 und AO sind reell) 
(62) 
Skalare Multiplikation von (61) mit f,0 jf-und skalare Multiplikation von 
(62) mit f,0 und Subtraktion liefert 
(63) 
Nach Integration über das Grundvolumen erhält man 







Würden f, und f, den gleichen Randbedingungen genügen, so wäre 
1 1 
nach (36) (1 = 0, und A: könnte nach (64) aus bekannten Größen berech-
net werden. Wie folgencle Überlegung zeigt, weichen jedoch die Randbe-
1 0 dingungen für f, von denen für f, ab. 
Die Randbedingungen für f, haben die Form 
CR(~) =0 (67) 
wo ~ ein linearer Operator ist, der auf den Vektor f, wirkt. Mit 
o 1 )\) ?r,o '70 1 f, = f, + f, + ... , und lK = U<. + '"'" + ... wird in erster Näherung 
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( 68) 
während I; 0 auf dem Rande 
b (69) 
erfüllt. 
Wegen der Inhomogenität der Randbedingungen verschwindet 0 1 nicht. 
Es gelingt jedoch, 0 1 durch die Inhomogenitäten - O<."'C'S°) auszu-
drücken. Da diese bekannt sind, kann dann IL 1 aus (64) berechnet wer· 
den. 
1 
Es besteht daher zunächst die Aufgabe, das Integral 0 zu berechnen. 
Nach (37) , (65) und (66) ist 
Q" = G" \ d ~ M,0. {~o~ [ofooV' ~'1_ fO troo. V X (~\ß:) + f· i:xß; ] 
- ~A [0- po" \1. "S. - ~ • .&: \7 )( (s·" $-:J+ $~ i: x.ß-: r} 
(70) 
1 
Die Berechnung von 0 aus (70) erfolgt für die beiden Randbedingungs-
typen getrennt; dabei wird der untere Index 0 der Gleichgewichtsgrö13en 
weggelassen. 
1 (A) Die Randbedingung für I; laute 
(71) 
Im Fall der reinen Feldabweichung, der hier betrachtet wird, ist 
11 = O. Dennoch wird in (71) eine auf dem Rand definierte Funk-
tion 1f (I; 0) berücksichtigt, da dies die Erweiterung auf allgemeinere 
- 25 -
System.e erleichtert, s. Abschnitt 4. Dasselbe trifft für P in (75) 
~ 
und die Ol 0 -Abhängigkeit des Vektors lf' in (74) zu, der bei reiner 
o 
Feldabweichung nur von ~ abhängt. 
1 
Dam.it wird (der untere Index bei n bezeichnet den Randbedingungs-
typ) 




auf die bekannten Funktionen Ir, ~o und die ebenfalls 
bekannten Gleichgewichtsgrößen des Grundsystem.s zurückgeführt. 
1 1 (B) Die Randbedingungen für ~ und Ot ergeben sich aus (31 - 33)/ in 
der Form. (68) geschrieben/wie folgt: 
- Opo \f. !A + ~o f./. [\7 X l ~")( i,.0) + ~-1. V oß-0 J 
- ~ t~. [ V )( 01-1 + ~"- V ~ ] = cP (~o) D1 0 ) f'o (73) 
A -'7l> 
MY)( 01" + Alp· ~ -1 ß.0 _ y ( ~ 0) Ol 0 ) (74) 
(75) 
"" ~ ::7 Die Größen 'f I 1 .) P sind die Inhom.ogenitäten, die durch Übergang 
zum. abweichenden System. auftreten; sie häI}gen von den Koordinaten 
auf der jeweils betrachteten Fläche ab. 
1 
Die Berechnung von n ist hier um.ständlicher als im. Fall (A) und 
wird im. Anhang durchgeführt. Es ergibt sich 




Das erste Integral erstreckt sich über die Grenzfläche Plasma-
Vakuum, das zweite über die Vakuum-Metall-Grenze. 
)A 1 
Aus (64) kann I\. mit Hilfe der Ausdrücke für 0 (72 bezw. 76) berech-
net werden. Im Fall ~"'::: 0 und 0 1 ::r 0 reduziert sich AA im wesentlichen 
auf die Arbeit der Störkraft. Das entspricht dem Ergebnis der quanten-
mechanischen Störungsrechnung, daß sich die -Energie störung in erster 
Näherung als das mittlere Störpotential ergibt. 
~ ~ 
Die inhomogenen Anteile der Randbedingungen, also die Größen TI ) ~/1Jr I P 
hängen nach (71) und (73 - 75) von den Vektoren ~o und Ot des Grund-
systems ab. Setzt man statt dessen in die Inhomogenitäten beliebige Vek-
toren ~ und OL ein, und schreibt man das mit diesen Größen berechnete 
Integral (65) als Ol (~o, ~) so wird 
(77) 
1 
Diese Schreibweise hebt hervor, daß g sich aus bekannten Größen er-
rechnen läßt. 
Der Fall der Entartung kann mit dem, in der Störungs rechnung bekannten 
Säkulardeterminanten-Verfahren behandelt werden. Es kommt hier darauf 
an, diejenigen Li:n.earkombinationen der jeweils zu einem Eigenwert gehö-
rigen Eigenvektoren ~ 0 des Grundsysterns zu finden, aus denen die Ei-
r 
genfunktionen mit a stetig hervorgehen. Die gesuchten Linearkombina-
tionen seien mit bezeichnet: 
(78) 
Mit den Entwicklungen 
(79) 
ergibt sich analog zu (64) 
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Das erste Integral berechnet sich wie früher. Im Fall der Randbedin-
gung (A) tritt jedoch an die Stelle von TT (~o) der Ausdruck 







Die Köeffizientendeterminante dieses homogenen linearen Systems für 
die Ck muß verschwinden: 
(83 ) 
Hieraus lassen sich die Al - Werte berechnen. Liegt keine Entartung 
vor, so reduziert sich (83) auf den Ausdruck (64) • 




L B ist analog zu LA definiert. 
Ist die Matrix LI (~k 0 , ~ r 0) bereits diagonal, so folgt 
(85) 
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" d. h. die Berechnung der "X I{ erfolgt so, als ob keine Entartung vorläge. 
Aus den in diesem Abschnitt hergeleiteten Ausdrücken (64) bezw. (83) 
und (84) können die Eigenwerte in erster Näherung berechnet werden. 
Zur Diskus sion der Möglichkeiten, höhere Näherungen zu gewinnen, wird 
im folgenden Abschnitt das iterative Störungsverfahren 13 auf das vorlie-
gende Randwertproblem angewandt. 
3. Höhere Näherungen. 
Das iterative Störungsverfahren besteht in der Transformation der zu 
lösenden Differentialgleichung mit den zugehörigen Randbedingungen in 
eine Integralgleichung, die zusammen mit einer Gleichung für die Eigen-
werte iterativ gelöst wird. Für das vorliegende Problem, Lösung des 
Eigenwertproblems (29) mit Randbedingungen (A) oder (B) muß der For-
malismus, der für skalare Funktionen mit Randbedingungen im Unendli-
chen vor lie gt 13, für Vektorfunktionen mitRandbedingungen im Endli chen 
umgeschrieben werden. An die Stelle der G r e e n schen Funktion tritt 
14 dabei der G re e n sche Operator . 
Der Übergang zur Integralgleichung wird hier mit Hilfe des Dir a c schen 
11 11 • 15 Bracket - Formahsmus durchgeführt. Dieser Kalkül wird als bekannt 
vorausgesetzt; einige im folgenden benötigte Definitionen und Beziehungen 
sind im Anhang zusammengestellt. 
Den Verschiebungsvektoren ~(1f) und ~ (~) an den Orten -tt und ~ werden 
auf folgende Weise Bra- und Ket - Vektoren zugeordnet: 
(86) 
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Das Skalarprodukt wird festgelegt als 
(87) 
wo sich die Integration über das Plasmavolumen des Grundsystems er-
streckt. Dann gilt die Orthogonalitätsrelation (38) in der Form 
(88) 
Die Eigenwertgleichung (29) erhält die Form 
f\~> - A~\~> - 0 (89) 
Mit der Aufspaltung 
( 90) 
ij q (der Index a bezieht sich auf Abweichung ) wird 
Für das Grundsystem gilt 
o (92) 
Bei entarteten Systemen seien hier bereits die Linearkombinationen -r' 
gewählt, die für alle in er ster Ordnung aufgehobenen Entartungen nach 
dem vorigen Abschnitt berechnet werden können. 
Für das folgende wird der Greensehe Operator G (1.(" ~) benötigtj 
er genüge der Operatorgleichung 
(93) 
"-
Der Operator e (-t.r I 1.r ) steht anstelle der 6 - Funktion bei entspre-
chenden Problemen mit skalaren Lösungsfunktionen. Er ist der Ein-
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heitsoperator mit der zusätzlichen Eigenschaft, das Argument eines 
Vektors ~ von ;r nach..(.f zu verschieben: 
"-
e({fIA?) I~) = \~I / (94) 
für den adjungierten Operator gilt dann 
(95) 
Der Ansatz 
G ( 1r I .tr) = L I ~ ? > G lL< < ~: I (96) 
L, J.< 
liefert, in (93) eingesetzt unter Berücksichtigung von (88) und (92) 
Gl~ -= (97) 
damit wird 
G({f\~) =- (98) 
analog zur Entwicklung der Greensehen Funktion bei skalaren Problemen. 
Für den adjungierten Operator G ( .(.r I if ) ergibt sich 
"'-
~ 15t><~tl 
L 1,0 1 
l f\.l - f\ 
(99) 
Die zu (93) adjungierte Gleichung lautet dann 
( 100) 
Durch Anwendung von G ( <?" \ ~) auf (91) und Anwendung der Operator-
gleichung (100) auf I ~ > ergibt sich nach Subtraktion für 1 ~ > der Aus-
druck 





Mit (99) folgt daraus unter Berücksichtigung von<! tl f1) I~ >=<~I ft>15io> 
( 102) 
Geht man mit Hilfe der Zuordnungen (86) wieder zu den Vektoren I;(~) 
und I; (~) zurück, so erhält man mit (66) : 
( 103) 
Die Berechnung des Integrals 0 (1;.0,1;) erfolgt ganz analog zur Her-
1 1 
leitung von Sl im vorigen Abschnitt; man erhält 
(104) 
A (~ ~ 





Die Größen 1T ( ~) I CP l!1 Öl) I \f Cf, Ot) I P(OL) sind die Inhomogeni-
täten der in der Form (71) und (73 - 75) geschriebenen Randbedingungen 
für ~ und ot . 
Es ist zweckmäßig, von der Summe in (103) den Teil abzuspalten, den ~ 
für a -- 0 annimmt. Dazu wird diejenige Lösung ~ == ~n betrachtet, 
für die 
( 106) 
gilt; (103) kann dann umgeschrieben werden in 
( 107) 
Hier ist der Faktor von ~ 0 gleich 1 gesetzt. Das ist möglich, da dieser 
n 
Faktor sicher nicht verschwindet und da über die Normierung von ~ noch 
nicht verfügt wurde. Diese Bedingung ergibt 
il ~ + \ ~;~ F Cl ( S y, ) cl '"C + Q C~ \10) ~ VI ) (108) 
~ ~ ~ ~ ",0 ~. r V) dT 
Setzt man hier in die Abweichungsgrößen für ~ die nullte Näherung 
n 
ein, so ergibt sich nach Taylor-Entwicklung des Nenners für die erste 
Näherung der Eigenwertabweichung der im vorigen Abschnitt auf direk-
tem Wege gewonnene Ausdruck (64) . 
Zur Ermittlung höherer Näherungen sei zunächst der Fall ~~ 0, ~ ) == 0 
betrachtet. Die k-te Näherung für die Eigenwerte, A. SI<; kannnhier auf 
folgende Weise gewonnen werden. ~ 0 auf der rechten Seite von (107) 
für ~ eingesetzt, liefert die erste ~äherung für ~ , ~ (1) ; ~ (1) ein-
n n n n 
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gesetzt ergibt /;, (2) und so fort. Nach k - 1 Iterationsschritten ist 
( 1) n k- 0 "\ /;, durch die /;,. und den noch unbekannten Eigenwert f\.. ausge-
n 1 (k-1) n 
drückt. Ersetzt man in (108) /;, durch /;, , so erhält man eine 
n n (k) 
Gleichung, in der nur noch}. unbekannt ist. Die Lösung A kann 
n n 
ebenfalls durch Iteration gewonnen werden. 
Die 2. Näherung A (2) ergibt sich nach dieser Vorschrift wie folgt. 
Zunächst ist /;, (1) :us (107) zu berechnen: 
n 
Mit dieser Näherung für /;, ergibt sich aus (108) 
n 
. . d a d HIer Sln F ik un f i~ die Matrixelemente 






:= + ( 112) 
also wieder (64) für n = o. Für die 2. Näherung erhält ITlan 
\" - tt A~ .fh~ r-ni [ ~~ ~i~ - Fi~J (2.) + + L Aot> ~" A.n - ltn l - \'I 
a. 
~ C(. 2- ~ h ( [ i\ 0 f ~ F e<J + ~nVl + 
. A" A. 0 h Ln - in 11: n i - n 
(113 ) 
Die Konvergenz des Iterationsverfahrens wird hier nicht näher unter-
sucht. Als Hinweis können einige zusaITlITlenfassende BeITlerkungen dienen, 
die die Konvergenz des analogen quantenITlechanischen Verfahrens betref-
fen. Die Näherungslösungen, die durch Iteration der Integralgleichungen 
gewonnen werden, konvergieren höchstens bis zu deITljenigen ParaITleter-
wert a , für den die erste Entartung (ZusaITlITlenfallen zweier gestörter 
o 
Eigenwerte) auftritt. Das SäkulardeterITlinantenverfahren konvergiert 
genau bis zu dieseITl Wert. Das Fredhol:msche Verfahren besteht in der 
analytischen Fortsetzung der Näherungslösunge~ über den Konvergenz-
kreis (Radius a ) hinaus. Alle genannten Verfahren liefern für'die be iden 
o 
ersten Näherungen die, gleichen Ausdrücke. Unter der AnnahITle, daß diese 
Aussagen auch für das vorliegende ProbleITl zutreffen, kann also gefolgert 
werden, daß die Ausdrücke (112, 113) die ersten beiden Glieder einer für 
alle a konvergenten Reihenentwicklung darstellen. Fortgesetzte Iterationen 
liefern eine Reihe, die höchstens bis zu deITljenigen Wert von a konvergiert, 
für den zwei Eigenwerte Al zusaITlITlenfallen. 
Die bisher entwickelten Ergebnisse bezüglich höherer Näherungen gelten 
nur für den Fall U = o. Dieser Fall liegt z. B. bei der Randbedingung (A) 
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mit TI = 0 vor (reine Feldabweichung) . Im Fall 0+ 0 erscheinen Ober-
flächenintegrale, die man nur dann in der oben beschriebenen Weise 
iterieren kann, wenn I; und alle in den Inhomogenitäten der Randbedin-
gungen auftretenden Ableitungen von I; auf den Grenzflächen aus (107) 
gliedweise berechnet werden können; das bedeutet, daß die Operation r 
mit Differentialoperationen und der Operation ;~iö (U-o ist Punkt " 
auf der jeweils betrachteten Grenzfläche) vertauschbar sein muß. Fol-
gende Überlegung zeigt jedoch, daß im Fall 0 =f 0 diese Bedingung ver-
letzt sein kann. 0 ist nur dann von 0 verschieden, wenn mindestens eine 
Randbedingung für 1;, inhomogen ist: 
, 0 
Gliedweises Anwenden von ~ auf (107) würde jedoch in jedem Fall 
CA. 0(1;) = 0 liefern, da alle 1;.0 homogene Randbedingungen erfüllen. nie 
1 
Ursache für diese ungleichmäßige Konvergenz auf den Grenzflächen sind 
Unstetigkeiten, die sich bei Lösung von Randwertproblemen mit inhomo-
genen Randbedingungen durch Verwendung Greenseher Funktionen stets 
auf dem Rand ergeben. 
Das beschriebene Iterationsverfahren ist auch für n += 0 anwendbar, 
wenn es gelingt, den unstetigen Anteil der Reihe (107) in geschlossener 
Form abzuspalten 13. I,m Fall der Randbedingungen (B) ist ferner die 
Lösung von (35) mit (74) und (75) für die c:>t (k) erforderlich. 
Diese Komplikationen treten jedoch nur dann auf, wenn Näherungslösun-
gen für 1; berechnet werden. Da zur Ermittlung der ersten Näherung für An 




4. Allgemeine Abweichungen. 
Alle bisher gewonnenen Ergebnis se beziehen sich auf Syste:me :mit reinen 
Feldabweichungen, also Systeme, in denen die Grenzflächen bei:m Über-
gang vorn Grundsyste:m zum abweichenden Syste:m unverändert bleiben. 
In diese:m Abschnitt wird diese Voraussetzung aufgehoben. Es wird nur 
verlangt, daß die Abweichungen der Grenzflächen je durch einen genügend 
oft differenzierbaren Verschiebungsvektor 'Yl beschrieben werden können. 
Für die Quanten:mechanik wurden entsprechende Untersuchungen von 
. . 16 17 18 B r 1 11 0 u 1 n ,F e s h b ach und C 0 1 g s ton ,C a b r e r a und von 
19,20 Was se r ma nn angestellt. Die hier benutzte Methode entspricht 
a:m ehesten der Darstellung von Wa s se r :mann. 
Die Grenzflächen des Grundsyste:ms, z.B. die Fläche Plas:ma-Vakuu:m 
im Fall der Randbedingungen (B), seien gegeben in der For:m 
( 114) 
wo u und v die Para:meter der betrachteten Fläche sind. Auf der Grenz-
fläche sei der Verschiebungsvektor 
definiert, so daß sich die abweichende Grenzfläche als 
ergibt. 
Die Normalen-Vektoren erhält :man daraus wie folgt 20 : 








0((1 2 ' 
01,/ J 
( 118) 
Über das Vorzeichen der Quadratwurzeln wird so verfügt, daß die Nor-
ITlalen die früher festgesetzte Richtung erhalten. 
Wählt ITlan den MaxiITlalwert von \~ \ als AbweichungsparaITleter 
( 119) 
so ergibt sich die NorITlale M.-durch Einführung der Beziehung (116) III 
(118) und Taylor-Entwicklung nach a. in der ForITl 
( 120) 
1 




"0 l.t OV 
Mit Hilfe einer Transform.ation der Randbedingungen gelingt es, das 
Problern rnit abweichenden Grenzflächen auf ein Problem. rnit unveränder-
ten Grenzflächen zurückzuführen, welches luit den in den vorigen Ab -
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schnitten dargestellten Mitteln gelöst werden kann. Die Transforrnation 
wird bewirkt durch Anwendung eines Verschiebungsoperators A.O auf die 
Randbedingungen; AQ ist definiert durch 
= 4 Ur) ( 122) 
wo Cf eine beliebige skalare oder vektorielle Ortsfunktion ist. 1.() erzeugt 
also aus der auf der Grenzfläche des GrundsysteITls genoITlITlenen Funk-
tion q eine Funktion, die" auf der abweichenden Grenzfläche die gleichen 
Werte anniITlmt. Nach (122) ka-nn ,(,() q (trI» als Taylor-Entwicklung von 
q (("0+ yt ') UITl Ar° geschrieben werden, also 
tW t.\. = l.()A -+ ,,{.O'l + . " ) MY' = yt.-V (123) 
Es wird ein GrundsysteITl betrachtet, das durch die Größen 
(124) 
und durch die Eigenvektoren c,.o und die Eigenwerte A .0 charakterisiert 
1 1 
ist; der Index r ist bei 1..(/ angefügt, weil es iITl Fall (B) zwei Grenz-
flächen gibt. 
Für das abweichende SysteITl sollen die stationären Größen 
fv) PI ~) i , Äfy (lA/V) ( 125) 
bekannt sein, wo irr (u, v) gemäß (116) durch ">1 r (u, v) bestimITlt ist. 
Die Aufspaltung (90) ergibt analog ZUITl vorigen Abschnitt 
( 126) 
ITlit den Randbedingungen 
( 127) 
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'"* Die Anwendung des Operators Al) auf die Randbedingungen liefert 
oder 
Die Randbedingungen (127) auf der abweichenden Grenzfläche sind damit 
in eine Randbedingung auf der Grenzfläche des Grundsystems transfor-
miert worden. 
Das Problem (126) mit Randbedingungen vorn Typ (129) auf der Fläche 
-U- 0 (u, v) ist formal ein Fall reiner Fe1dabweichungen, der im vorigen 
r 
Abschnitt eingehend diskutiert wurde. Die Deformation der Grenzflächen 
äußert sich hier nur im Auftreten zusätzlicher Terme auf der rechten 
Seite der Randbedingungen. Da über die Struktur dieser Terme im vorigen 
Abschnitt keine einschränkenden Voraussetzungen gemacht wurden, können 
die Ergebnisse von dort direkt übernommen werden. Die Lösungen für ~ 
und A ergeben sich daher wieder aus (107) und (108) . Die Eigenwerte 
sind in (64) mit (72) bezw. (76) in erster Näherung berechnet. 
Zur Interpretation des Operators 10 in (128) bedarf es noch einer Er-
läuterung bezüglich der in den Randbedingungen erscheinenden Ortskoordi-
naten. A.O wirkt nur auf Funktionen des Ortsvektors, die auch außerhalb 
der Fläche definiert sind (es sind Ableitungen zu bilden, in die nachträg-
lich die Koordinaten der Fläche eingesetzt werden) • Alle Funktionen, die 
nur auf der Oberfläche definiert sind, wie z. B. die Einheitsnormalen, 
werden bei der Anwendung von J..O als Konstanten behandelt; sie sind je-
doch in der Form (120) aufzuspalten. 
Im Abschnitt IV, 3 ist der Fall abweichender Grenzflächen an einern Bei-
spiel erläutert. 
* Die Anwendung von J.() bezieht sich natürlich nicht auf die formal zu 
den Randbedingungen gezählte Differentialgleichung "Yx"VxOl =0. 
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IV. ANWENDUNGEN 
1. Der Plasmazylinder mit zusätzlichen Oberflächen-
strömen. 
Zur Prüfung des Verfahrens soll zunächst eine Konfiguration betrachtet 
werden, für die die exakte Lösung bekannt ist. 
Als Grundsystem wird die Pinchkonfiguration ohne axiale Magnetfelder 
und ohne metallische Hülle ( 1\ -7 cI)) gewählt. Diesem System wird 
ein äußeres Magnetfeld B in axialer Richtung überlagert; die Eigenwerte 
z 
sollen für kleine B in erster Näherung berechnet werden. Abweichungs-
z 
parameter ist a = B • Das stationäre Grundsystem wird beschrieben 
z 
durch die Größen r 0, po, pO, B 0 = B
G 
(r 0) • Nach (41) gilt die Gleich-
o ) 0 - 0 
gewi chts be ziehung 
( 130) 
Die Eigenvektoren I; ,0 und die C\ ~ ergeben sich aus (51) und (56) zu 
1 1 
= C e l~ G + {;'k r":(x) 
-IT I~CX') j IVY\ (X) 1 
(131 ) 
ot~,k,S e ih.1 <9 + I k-z { es m k \I);) ly) = kY 
- E UU k~ Cy) E ~ r I< W1 (y) k 





0( mB 0° I~ L«.t"oO) c 




Die Eigenwerte lassen sich aus der Dispersionsbeziehung (Spezialisie-
rung von (58)) berechnen: 
k r/2.).o ~ 0130 I \Nt (0{ (0 0 J 
0( 130 0 2. 1 ~ (o(Xo 0 ) 
Das abweichende System ist charakterisiert durch r 0' p, ~ 
Be (r ) , B , wo B das zusätzliche äußere Magnetfeld ist. 













Dann liefert (137) auchB o = B . 
o 0 
Es handelt sich um ein Problem mit Randbedingungen vorn Typ (B) ; daher 
- 42 -
ist allgemein nach (64) und (76) 
AA =:0 ) ~07f. F-1 (~o) Q'1 
P 
_ /\.0) ~ ~ ~o*. ~o d'L 
p 
+ f 0 (\f X ot 0);1(, "\f 1 d ~ 
( 139) 
1 1 '" -Es ist daher zunächst die Aufgabe gestellt. die Größen F , ~ • ,..... 1t-
.:=t' 1 01 1 
und .t-' zu berechnen. Da p = 0 und JJ i = O. ist F = 0; ferner ist wegen 
~ = ~ 0 auch ~ 1 = 0 und nach (75) :P = O. 
Die Randbedingung (31) ergibt: 
AZ ~~.V~-- 0 fo 2 ( 140) 
also nach (73) 
rh .A A ~ = F Rr"'·V i. Ot° = ( 142) 






Zur Berechnung von A aus (139) wird folgender Ausdruck benötigt: 
( 146) 
Mit (131) und (132) ergibt sich 
M,. ~ 0 ~ ~ + ~P l \7 X Qo )~( y 
L (: ( ;I( VV\ I 0( I ~ (X 0 )/2 k~ (Yo) 15 0 ~ 1- (147) 
= -
f Q kroll< I k \ C. Yp) 
Da diese Größe nicht rn.ehr von den Koordinaten e und z abhängt, redu-
ziert sich die Integration auf eine Multiplikation rn.it der Oberfläche des 
Zylinders 2 1t r L. CC* ergibt sich aus (48) zu 
o 
cc~ - ( 148) 
ZJrL~5 
S = ~ ('1 - ;~) I q r~ r ~ (XQ) I L + Yo I~ (,Vo) r: (Xo) 
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Dam.it liefert (139) als erste Näherung für die Eigenwerte 
L W"\ k kV\'l(Yo) Bo B-z. 
~()?r;, Y .. I<~,,,l(yo) 
A~ I~ (ro) 
2. 0<: l \12. -I- X" I ~ [y,,) 
( 149) 
Die exakte Lösung wird durch die Dispersionsbeziehung (58) bestim.m.t: 
k r/ it. 0 ~ f-o I~ (~r,) 
cX. :go2 1 ~ (cXr.) 
Durch die Ansätze 
- I [ ) 1 I """ (o<.r.,) = I ~ (Xo) + 1 ~ XQ d. f'"" 
und Linearisierung in Al und B folgt 
z 
LI O.r T (X) I \ (") -/.,) (/0/' (0 I ~ [Yo) 1 
CO} Jo -~ 0 ["111 f AOr
o 
I1.4Uo· 0(""- I\.0_·UC 'l J 
g2""oT '(x) A IIM(t .. ) d O - llik(Yo) 
o V\. _IM 0 
2. V\.\ I<y" ßz: k"", CYo) 
Eoy"k~CYo) ( 151) 
Hieraus ergibt sich für A 1 der gleiche Ausdruck, der m.it Hilfe der 
ßtörungsrechnung gewonnen wurde, GI. (149) • 
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12 
Die Dispersionsbeziehung (150) wurde früher für die Kink-Instabili-
täten (m = 1) ausgiebig diskutiert. 
In den folgenden Abschnitten wird das Stabilitätsverhalten weiterer Syste-
me in der Nachbarschaft des homogenen Zylinders untersucht. 
2. Plasmazylinder mit Temperaturgradient. 
Bei allen bisher vorliegenden Untersuchungen über die Stabilität des Pin-
ches wurde mit konstantem Druck auch konstante Dichte und damit kon-
stante Temperatur vorausgesetzt. Solange nur nach der Stabilität (Vor-
zeichen der Eigenwerte) gefragt ist, bedeutet diese Annahme keine Be-
schränkung der Allgemeinheit. Dies erkennt man bei Anwendung des Ener-
gie-Prinzips aus der Tatsache, daß die Dichteverteilung (bei Abwesenheit 
von Gravitation) in den Ausdruck für öW nicht eingeht 7: 
S \tV = ~ ~ d t" [ ; 0 ~ 1. - i . ~ X ~ -+ 0' P (y. S y- + V· ~ ~. \7 P ] 
P (152) 
+ j d t ZAI' 0 ( V ~ Ot) 1 + ~ .) d (l" (M.. 5') 1 M. [V' ( P + zß ~ ) ] 
Ein (in) stabiles System bleibt also bei beliebiger Abänderung des Dichte-
verlaufs immer (in) stabil, wenn nur der Druck p und die Magnetfeldver-
teilung ungeändert bleiben. Diese Aussage beinhaltet jedoch nicht, daß 
der Übergang zu einem anderen Dichteprofil keinen Einfluß auf die Eigen-
werte hätte, es bleiben lediglich die Vorzeichen erhalten. 
Im Zusamme:nhang mit der eingangs gemachten Bemerkung bezüglich 
11 praktisch stabiler
ll 
Systeme im Pulsbetrieb (instabile Systeme mit ma-
ximalen Anwachszeiten > Pulszeit) ist jedoch auch diese Veränderung 
der Eigenwerte interessant. 
"Die Gleichung (108) liefert für den Fall, daß die betrachtete Abweichung 
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nur III einer Abweichung der Dichtefunktion ~ besteht 
( 153) 
den (exakten) Ausdruck: 
(154) 
In erster Näherung ergibt-sich 
A.: 
:::::: 
.Il + \ ~-1 ~~*. ~; cI'"C" (155 ) 
woraus die /L 1 berechnet werden können. Auch aus (155) ist ersichtlich, 
n 
daß die Dichtefunktion das Vorzeichen von AI'! nicht ändern kann. 
Man gelangt aus (155) zu der Abschätzung 
(156) 
A. 1 (~ ) bedeutet, daß ~ im ganzen Volumen durch seinen Maxi-
n max 1 
malwert ersetzt ist, A (0 .) ist entsprechend definiert. Höhere 
n ') mln 
Näherungen ergeben sich nach Abschnitt III, 3. 
Zusammenfassend kann folgendes gesagt werden: Auf die Stabilität hat 
der Verlauf von ~ keinen Einfluß. Die Eigenfrequenzen werden abgeändert 
und liegen in erster Näherung zwischen den Werten, die man erhält, wenn 
man die Dichte über das betrachtete Volumen konstant annimmt, und ein-
mal den Maximalwert und einmal den Minimalwert einsetzt. 
Der Einfluß der Gravitationskräfte wird in dieser Arbeit durchweg außer 
acht gelassen, da in allen bisher durchgeführten Experimenten mit Hoch-
temperaturplasmen die Lorentz- und Druckkräfte die Schwere weit über-
wiegen. Für Systeme, in denen die Gravitation nicht vernachlässigt wer-
den kann, ist sie durch den Summanden - "1- C ~~) C} in (25) ohne 
weiteres zu berücksichtigen. Die in diesem Abschnitt durchgeführte 
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Abschätzung des Einflusses der Dichteverteilung auf die Eigenwerte ist 
jedoch dann nicht mehr zulässig, da die Dichte dann auch in Fa erscheint 
Es können Instabilitäten auftreten, die den Rayleigh-Taylor-Instabilitäten 
. d h d d k 3,21,22 In er gewö nlichen Hy ro ynami entsprechen • 
3. Systeme mit kleinen Abweichungen von der Zylinder-
symmetrie . 
In diesem Abschnitt werden Systeme betrachtet, deren Grenzflächen von 
den Grenzflächen des Grundsystems abweichen. Als Grundsystem wird 
jeweils eine zylindersymmetrische Konfiguration gewählt. Eine allgemei-
ne Methode zur Behandlung solcher Systeme wurde in Abschnitt III, 4 
entwickelt . 
Zunächst soll diese Methode anhand eines einfachen Beispiels erläutert 
werden; dann werden einige allgemeine Aussagen über die erste Näherung 
für die Eigenwerte gemacht. 
Als Beispiel wird eine Pinchkonfiguration mit Oberflächenströmen ohne 
axiale Magnetfelder und äußere Leiter gewählt. Der Radius des Plasmas 
sei r + E • Das Grundsystem sei eine entsprechende Konfiguration mIt 
o 
gleichem Plasmadruck und dem Radius r • Für beide Systeme liegt die 
o 
exakte Lösung vor; sie wurde in Abschnitt II, 2 berechnet. 
Nach Abschnitt III, 4 ist der Verschiebungsoperator .w auf die Randbe-
dingungen anzuwenden. Die Randbedingungen ergeben sich im vorliegenden 
Fall durch Spezialisierung von (31) und (32) zu 
+ 






Durch Anwendung des Operators .([) , der hier nach (123) zerlegt ist, 
erhält man zwei Randbedingungen auf der Fläche r. :z r : 
o 








Die Normale M.. wird hier nicht var iiert, denn nach (118) ist M..-::: M.-o • 
'A.Q e<.ergibt sich nach (122) aus dem Verschiebungsvektor '1 ' der 
hier nur eine radiale Komponente der Größe E besitzt. In erster Näherung 
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ist daher nach (123) 
( 165) 
Die erste Näherung für die Eigenwerte kann nach (64) und (76) mit 
(163) und (164) berechnet werden. Sie ergibt sich in der Form 
( 166) 
wo H ein Ausdruck ist, der in komplizierter Weise von ar und kr ab-
. 0 0 
hängt. 
Die exakte Lösung ist) durch (136) gegeben, wo r durch r + e zu ersetzen 
o 0 
ist. Durch Linearisierung in e ergibt sich genau der Ausdruck (166) . 
Es soll nun die Gesamtheit aller Systeme betrachtet werden, deren Grenz-
flächen aus denen eines zylindersymmetrischen Grundsystems durch eine 
Verschiebung 'fl erzeugt werden können, wobei die maximale Verschiebung 
klein gegen den Radius bleiben soll. Nach (119) wird der Maximalwert 
von 1 ~ I als Abweichungsparameter gewählt. 
Für die so definierten Systeme besitzt A 1 folgende Eigenschaften. Der 
Verschiebungsvektor ~ ist eine Funktion der Flächenparameter u und v, 
die hier mit den Zylinderkoordinaten G und z identifiziert werden kön-
nen: 
'1 - 1 (e, L) ( 167) 
Durch Fourier-Analyse ergibt sich 
~ lye + (s. Z"TrZ "~e L L ·L,(.s 
r;-~ 
( 168) 
Hier ist wieder ein System der Länge L mit identifizierbaren Enden vor-
ausgesetzt. Da )...1\ in ~ linear ist, liefert jedes Glied dieser Reihe 
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unabhängig einen Beitrag 1 Al .. \ zu 
f\. r s 
(169) 
In der Reihe (169) verschwinden alle Glieder außer dem Term, der von 
der koordinatenunabhängigen Verschiebung herrührt; denn die in den In-
homogenitäten der Differentialgleichung für c;, und der zugehörigen Rand-
1 1 A-. -+ oFt" bedingungen auftretenden Größen F , ~ und rr bezw. ~ , "'\f- ' .t-' 
1 
können zur Berechnung von A ebenfalls nach (169) aufgespalten werden; 
jeder Beitrag enthält dann als Faktor einen Exponentialausdruck der Form 
"LlT -z:. 
L ) 
da sich dieser Faktor bei allen hier in Betracht kommenden algebraischen 
und infinite simalen Operationen in erster Näherung reproduziert. Die 
Integration über die Koordinaten e und z liefert daher 
A'" -= L. Ars Öro ~so -= A.o o 
r, S-
( 170) 
In erster Näherung bringt also nur die mittlere Verschiebung der Ober-
fläche 
"'1. 0 0 ( 171) 
einen Beitrag zu den Eigenwerten. Für alle Abweichungen, die keine mitt-
1 
lere Verschiebung '100 enthalten, ergibt sich A. ::: O. 
Für eine e - Pinch-Konfig~ration mit beliebiger geringer Abweichung von 
der Zylindersymmetrie hat diese Aussage folgende Konsequenz. Eine 
koordinatenunabhängige Verschiebung Yl kann hier nicht zu Instabili-
'( 00 
täten führen, da die e - Pinch-Konfiguration bei jedem Radius stabil bezw. 
indifferent ist. Etwaige Instabilitäten, die durch die Oberflächenkrümmung 
auftreten, besitzen daher Eigenwerte und Anwachszeiten der Ordnung,en 
T - o[ ( 172) 
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In BFKK ist gezeigt, daß für rein rotations symmetrische Abweichungen 
von der Zylinder symmetrie in jedem Fall derartige Instabilitäten auf-
treten. Bei rein stationären Maschinen müssen diese Instabilitäten durch 
zusätzliche Maßnahmen beseitigt werden. Dies ist einer der Gründe, die 
zur Stellarator-Konzeption führten. Für Systeme im Pulsbetrieb ist, WIe 
früher erläutert wurde, das Verhältnis von Anwachszeit l' zu Pulsdauer T 
wesentlich. Für grobe Abschätzungen führt in einfachen Fällen eine Di-
mensionsanalyse in Verblndung mit (17Z) zu einern Ausdruck für T. Für 
den G - Pinch ohne inneres Magnetfeld ergibt sich danach (für unendlich 
lange Zylinder) 
. (173) 
Der Übergang vom Zylinder zum Torus kann im Rahmen dieser Theorie 
nicht direkt durchgeführt werden, da sich auf der Oberfläche des Zylin-
ders kein Verschiebungsvektor definieren läßt, der eine toroidale Ober-
fläche erzeugt und dabei betragsmäßig überall klein gegen den Radius 
bleibt. Außerdem ist hier nicht ohne weiteres ersichtlich, ob die toroidale 
Lösung eindeutig und stetig in die Lösung für den Zylinder überführt wer-
den kann. Sieht man jedoch von dieser hier nicht näher diskutierten Schwie-
rigkeit ab, so kann auf folgende Weise eine Näherungslösung für den Torus 
konstruiert werden. xl' xz' x 3 seien Zylinder-Koordinaten, in denen die 
betrachtete Grenzfläche des Grundsystems (Zylinders) die Koordinaten-
fläche xl = A ist. 
Daneben werden die Koordinaten y l' Y Z' Y 3 betrachtet, in denen die ab-
weichende Fläche (Torusfläche) durch y 1 = A beschrieben wird. Die 
Randbedingungen lauten dann für das Grundsystem 
(174) 
und für das abweichende System 
( 175) 
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Die Indizes x und y bei CR bezeichnen die Variablen, in denen CI:<.aus-
zudrücken ist. Mit ergibt sich 
( 176) 
Ganz analog erscheinen Inhomogenitäten in den Differentialgleichungen 
(29) und (35) • Es läßt sich zeigen, daß alle auftretenden Inhomogenitäten 
mit a gegen 0 gehen, wenn als Abweichungsparameter a das Radienver-
hältnis r /a gewählt wird (a ist großer Radius des Torus) . 
o 
Auf diese Weise entsteht formal wieder ein Problem mit inhomogenen 
Randbedingungen auf den Grenzflächen des Grundsystems, welches mit 
Hilfe der in Irr dargestellten Methode gelöst werden kann. Wegen der neu 
hinzukommenden Inhomogenität von (35) erscheint bei den Randbedingungen 
(B) im Ausdruck für n ein zusätzliches Integral über den Vakuumbereich; 
dieser Fall ist bei der Berechnung von ~ im Anhang berücksichtigt. 
Durch Fourier-Analyse ergibt sich wie oben A I = 0, falls der Plasma-
radius beim Übergang Zum Torus erhalten bleibt. Die Abweichungen der 
Eigenwerte sind also zumindest von der Ordnung (r /a)~ 
o 
4. Der Plasmazylinder mit überlagertem Volumenstrom. 
In diesem Abschnitt wird der Einfluß eines kleinen axialen Volumenstroms 
auf die Stabilität des Plasmazylinders untersucht. Als Grundsystem wird 
der Plasmazylinder mit rein azimutalem Oberflächenstrom gewählt 
(0-Pinch-Konfiguration) • Die Rechnung wird zunächst für eine beliebige 
Volumenstromverteilung durchgeführt; zur Auswertung der Integrale wird 
dann auf homogene Stromverteilung (konstante Stromdichte) spezialisiert. 
Die Überlagerung eines axialen Stromes bietet eine Möglichkeit, die 
8-Pinch-Konfiguration in einem Torus stationär zu halten. Ohne zusätz-
liche Maßnahmen würde das Plasmatoroid mit rein azimutalem Strom ra-
dial nach außen driften (s. Fig. la) und nach etwa der Zeit 
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(177) 
Wandberührung haben. Diese Zeit ist kurz gegenüber der Zeit, die nach 
dem vorigen Abschnitt für das Anwachsen der Krümrnungsinstabilitäten 
zu erwarten ist. Bei Überlagerung eines Stromes in Torus-Richtung ent-
steht bei Anwesenheit einer metallischen Hülle eine rücktreibende Kraft, 
(s. Fig. Ib) die die radiale Bewegung bremst. Die Metallhülle muß dabei 
so angebracht werden, daß einerseits die Induktion des toroidalen und des 
axialen Stromes möglich ist, und daß andererseits die durch die Plasma-
bewegung induzierten Ströme in der Hülle fließen können. Die in Fig. lc 
dargestellte Anordnung erfüllt beide Forderungen: Die Schlitze verhindern 
die Abschirmung der von außen induzierten Felder; die durch die Plasma-
bewegung induzierten Ströme können sich wie skizziert schließen. Diese 
Konfiguration ist jedoch in dieser Form nur dann verwendbar, wenn der 
axiale Strom das Stabilitätsverhalten nicht drastisch beeinträchtigt. 
Zur Abschätzung des Einflusses, den der axiale Strom auf die Stabilität 
ausübt, werden mit Hilfe des Störungsverfahrens die Eigenwerte in erster 
Näherung berechnet, der Abweichungsparameter ist das an der Oberfläche 
erzeugte azimutale Magnetfeld b • Da nach Abschnitt 3 die Krümmung erst 
o 
in der zweiten Näherung erscheint, wird als Grundsystem der Plasmazy-
linder gewählt. 
Der Gleichgewichtszustand des betrachteten Systems ist gekennzeichnet 
durch ein Magnetfeld der Form 
= 
B. und B sind Konstanten, b (r) sei für r = r stetig mit b(r ) = b • 
1 a 0 0 0 
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Die Gleichgewichtsbedingung liefert 
r <r 
o 
r = r : 
o 
p = const. 
2 2 2~ P + B. = Ba . 
o 1 
Der von b herrührende Beitrag ist als quadratisch in b fortgelassen. 
o 
Das Grundsystem ist gekennzeichnet durch das Magnetfeld 
( 178) 
Die Eigenfunktionen ~~, Oltund die Eigenwerte A,i.0 wurden früher be-
l 
rechnet (H, 2) • 
Es sei B. = B O < B = B o. Aus der Gleichgewichtsbedingung 
1 i a a 
( 179) 
folgt dann 
p =- po ( 180) 
Die Abweichung vorn Grundsystem besteht dann nur in dem azimutalen 
12, - Feld 
( 181) 
die zugehörige Stromdichte ist 
( 182) 
. 1 Die Eigenwerte ergeben sich aus der allgemeinen Formel (64) mlt g 
1 A ---"'-gemäß (76) • Die Größen F , ~-1) l.f J 'r J P sind zunächst zu berech-
nen. Für die Abweichung der Kraft F ergibt sich aus (27) 
f" (~o ) ~ i -1 )( q 1) ( ~ 0) - ; 0 R:,. 0)( [ \? )( ~A ( ~ 0) ] 




C ih1~ i-lkz [ '( = e O(A gi I h-l )()) 
( 184) 
und 
= r LW) b u - l k b w - ~ (U 6) ~ b u J L r I or) r-








Mit diesen Ausdrücken ergibt sich aus (183) für {, Off". F 1 (~o) : 
cx 7.. ()] \) - ->x: (, ) r 2 A b 
- kl. -1+A .J- xIWI (x lVl<v L k r2.. 
+ 'LA db 
k. r d r 
~ q b-
+ T (-1-A)qr er) J 
+- \ xl~ G<) I L (1- A) t y'- 1 
Je f berechnet sich nach (48) . 
Wegen ~ = ~ 0 ist ~1 = 0; aus der Randbedingung (33) ergibt sich 
( 188) 
mit (75) , daß P ebenfalls verschwindet. Die Größen <p und q;. ergeben 
sich wie folgt. 
Aus (73) ergibt sich 
""2 A () -1 tn 0 A 0 l g )"" + - kr . "V X VL + - 'e.. \f -fo ~o5 L 
( 189) 
Durch Einsetzen der Größen erhält man 
rh = [_ ~ b Q 0 - ~ B' Q 3.-\ _C Lm -/'0 g~( 11+ ;t1l ) r. h I~ (X )~f 
'i fo 0 z.. ~o \ fo X 0 I"( vz. 0 o~ 
f i~ e + l k z. .:: e ( ~90) 
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hier ist 
h - T.", (Yo) kn,,'(!\yo) - I~(;\Y1»)I<Y\1 (Yo) . . Yo[k~('/o) I~' CA Yo) - I~ (Yo) k~ (/\ Yo)] 
-=;. 
Aus (74) ergibt sich 'f als 
Cf = l 0.) U 60 ) 0 ] 
Damit erhält man den in (76) benötigten Integranden 
Für die Eigenwertabweichung ergibt sich dann nach (64) 
ro 
A' = t S:~ ~ d r { I;,(;<) I~(x ) k b [2 + ~ :' (-1 - A ) 
0(.1 J ' 1t [LA cl 
- kL (I\4-A) + X I~ (x)IV\.tU<) kyL ctT[rb) 
+ - (1\- A) -(-) + X in" (x) tl-A--'f db J I -, \2 ( ) b } k cl v r k y1. 
I'v"Ik'ß'-b [T' -* ) 
- e,Uo ~ A \(0 ~o XO_V\1 (Xo) l~ (Xo)( A + /I 






Dieser Ausdruck beschreibt jedoch nach (IH, 2) nur dann die Eigenwert-
abweichung, wenn keine Entartung vorliegt, oder wenn im Fall der Ent-
artung die L - Matrix diagonal ist. Für das vorliegende Grundsystem 
lautet die Dispersionsbeziehung 
= 
(195 ) 
Hier erscheinen mund k nur im Betrag; es ergibt sich also Entartung 
für die Wertepaare (m, k) ~ (-m, k) , (m, -k), (-m, -k). Diese Entartung 
drückt die unmittelbar anschauliche Tatsache aus, daß wegen der Symme-
trieeigenschaften des Grundsystems weder ein Drehsinn noch eine Lauf-
richtung der Spiralen konstanter Phase mG + kz = const. ausgezeichnet 
ist. 
Das Matrixelement L (I; k' I; • k l ) hat im vorliegenden Fall die Form m, m, 
L zl( • 
(( l (m - h-I') e l (1 . .:- k') L d d 
"-' )) e e e z 
00 ( 196) 
denn die Koordinaten G und z erscheinen nur in den Exponentialfaktoren. 
Es ergibt sich also 
L l 'e I e I k) "'-- ( .... OA. \ ~ , k. \ SI4I, '< ) 5111.. , ' 0 .", ,,~ "< ( 197) 
Die Eigenfunktionen I; k sind also bereits die für die hier betrachtete 
m, ,s 
Abweichung zu wählenden Linearkombinationen, und die A" werden durch 
(194) richtig dargestellt. 
Im Fall B. = 0 ist eine Probe möglich, da das Ergebnis auch auf anderem 
1 
Wege gewonnen werden kann. Mit B. verschwinden in der Differential-
1 
gleichung (27) alle in b linearen Tennej der Volumenstrom geht dann im 
Rahmen dieser Näherung nur über das außerhalb der Entladung erzeugte 
Magnetfeld ein. Daher muß die Annahme, daß der axiale Strom ausschließ-;-
lich in der Oberfläche fließt, zum gleichen Ergebnis führen. Für reinen 
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Oberflächenstrom gilt die Dispersionsbeziehung (58) , die zum Ver-
gleich mit (194) in b zu linearisieren ist. Es ergibt sich 
o 
((=- 2 VV\ I<.yo boBC{h \c(I~Uo)\L 
t'o ~ ~ 
Den gleichen Ausdruck liefert (194) für B. = 0 unter Berücksichtigung 
1 
von (49) . 
( 198) 
Zur Auswertung des Integrals in (194) wird jetzt homogene Stromdichte, 
also 
b = 1:> 0 ~o ) r < ro ( 199) 
angenommen. Für diesen Verlauf von b läßt sich (194) geschlos sen inte-
grieren: 
(0 
~ d r { I ~ Cx) r ~ (x-) k b [l + 
Q 
")-'1 Damit ergibt sich für 1\ 
(201) 
mit 
s = [~ 
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2. Ea. ro' C k '+ ~ l h] I X
o 
I": (Xo) I ~ 
16 i Xo,L 
; ~ ) ( ~ t -t X 0 2) J } J ~ ( Yo) J L 
(202) 
Dem Ausdruck (201) können folgende Eigenschaften abgelesen werden: 
1. Die Entartung bezüglich des Spiraldrehsinns ist aufgehoben: 
Die Feldlinienspirale, die durch B. und b definiert ist, läßt jetzt eine 
1 0 
Orientierung der Störungs spiralen zu. 
2. Das Vorzeichen von Ba/B. geht ein, d. h. die Stabilität wird durch Um-
1 
kehrung des inneren oder des äußeren Feldes beeinflußt. 
3. ':A 1 verschwindet für m = O. 
Der Ausdruck (201) interessiert quantitativ vor allem für kleine kj denn 
in diesem Bereich ist das Grundsystem am wenigsten stabil. Aus der 
Dispersionsbeziehung (58) folgt, daß ~ 0 überall negativ ist; für kleine 
I k I wird j 7L 0 J beliebig klein: 
1.. 
)0 ~ _ k 1.(,1.(.1 + I~ I ~~ h) (203) 
Für kleine J k J muß daher mit Instabilitäten, d. h. mit 
(204) 
gerechnet werden. 
Für das weitere interessiert vor allem der Grenzfall A.::: O. Dabei ent-
2 3 
steht die Frage, ob hier die höheren Ordnungen A. , il usw. noch sinn-
voll vernachlässigt werden können. Nach Abschnitt III, 3 sind für die Kon-
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vergenz des Verfahrens nicht die ). h selbst, sondern die Differenzen 
AnH - A. VI maßgebend. Es wird daher für die Anwendbarkeit der 
ersten Näherung \ 'It h A I C~nH - AI1 ) I «-1 zu fordern sein. Da-
nach ist ein Fehler von der Ordnung [">t \ri-1/().lIIt"'- AI1)J\U erwarten, der 
sich im vorliegenden Fall zu etwa 10 % berechnet. Dieser Fehler er-
scheint im Rahmen des magnetohydrodynamischen Modells als nicht zu 
hoch. 
Unter Berücksichtigung der Potenzreihenentwicklung. bezw. asymptoti-
schen Darstellung für I und K ergibt sich aus (201) für kleine j kj r 
m m 0 
(20S) 
Hier ist 
= F:: Feh-!) = 
z IWlI 
1\ -t -1 
I\llW,l~ 1 (206) 
Man erkennt, daß diejenige Störung, die den gleichen Drehsinn besitzt 
wie das äußere Feld, instabiler ist als die Störung mit umgekehrtem Dreh-
sinn. Dies ist in Übereinstimmung mit Ergebnissen, die sich auf Konfigu-
S 12 
rationen mit reinen Oberflächenströmen beziehen' . Da beliebige An-
fangsstörungen zugelassen sind, muß mit dem ungünstigeren Vorzeichen, 
also mit 
(207) 
gerechnet werden. Für negatives ß ergibt sich ein kleinerer (günstigerer) 
Wert. Antiparallele Felder sind also günstiger als parallele Felder. Dies 
11 
stimmt überein mit einem Ergebnis von R 0 sen b 1 u t h • das den Einfluß 
einer dünnen. jedoch endlichen Übergangsschicht betrifft. Der stabilisie-
rende Einfluß antiparalleler Felder ergibt sich ebenfalls bei S u y d a m 10. 
Der Einfluß der metallischen Hülle ist gering. Schon für A > 3 nimmt 
F für alle m > 1 praktisch den Wert 1, also den Grenzwert für I\~ 00 an. 
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Im Falle der Stabilität muß A> 0 sein. 
Mit ,(203) und (207) ergibt sich danl1 
[ F + (SC,., - I: I ) J < 0 
oder 




gibt daher immer instabile Stö'rungen. Für vorgegebenen azimutalen Index 
m ergibt sich die maximale Anwachsrate w bei der Wellenzahl 
I k I " F + ß> ('1-iWij ) F+ (Sl. (210) 
aus der Beziehung 
{ZU) 
Es gibt Fälle, in denen bestimmte Bereiche der m- und k-Werte auszu-
schließen sind. Besitzt das System endliche Länge, so treten bei geeig-
netem Abschluß nur Wellenzahlen auf, die der Bedingung 
Ik \ =: 2.11 v-L )) = OJ-1 J 2.) .. (212) 
genügen; dies gilt z. B. für eine Ringanordnung, in der die Enden zu iden-
tifizieren sind. Der Fall V :: 0 liefert k :: 0 und damit nach (205) All:: 0; 
*) Daß i\ in b
o 
quadJ;"atisch erscheint, bedeutet keine Inkonsistenz 
im RahmeW'{fer in b linear durchgeführten Rechnung; es läßt sich leicht 
• . 0 
zeigen, daß bei konsequenter Berücksichtigung quadratischer Glieder 
in (211) keine weiteren quadratischen Terme erscheinen würden. 
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da auch ).0 mit k verschwindet, ergibt );l = 0 indifferentes Gleichgewicht. 




24 Folgt man einer Überlegung von Ro sen bl u t h, Pos t u. a., so gibt es 
ebenfalls eine Beschränkung für die zulässigen m-Werte. Hier nimmt man 
an, daß infolge endlicher Gyrationsradien nur solche m-Modes auftreten 
21t ro höchstens gleich dem Ionen-können, deren größte IIWellenlänge" 
m 
gyrationsradius a, also 
ist; der größte m-Wert m
o 
ergibt sich dann als die zu 21t r o/a nächst 
kleinere ganze Zahl. 
(214) 
Für typische Parameterbereiche nimmt A" nach (207) mit 1 kl monoton 
zu und mit J mj monoton ab. Durch Einführen des Minimal- bezw. Maxi-
malwertes für I kj undj mj ergibt sich damit das Stabilitätskriterium 
Fo + ß"2. (215) 
F steht hier für F(m ) • 
o 0 
Auch unter diesen Voraussetzungen sind antiparallele Felder (f3 < 0) gün-
stiger als parallele Felder ( f3 > 0) • Die Funktion 
Fo + ß '2. (216) 
ist für A = 3, in Fig. 2 für einige m -Werte aufgetragen. Man erkennt 
o 
deutlich den Einfluß der Feldrichtung. 
. 10, 11, 23 . d h WIe von mehrer!,!n Autoren gezeIgt wurde, treten bei zylin risc en 
Systemen mit Volumenströmen in den Differentialgleichungen für die Stör-
größen Singularitäten auf, wenn für BQ und B
z 
::j: 0 irgendwo die Be-
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dingung mB + kr B == 0 erfüllt ist. Danach können für den hier betrach-9 z 
teten Fall diese Singularitäten ausgeschlossen werden, wenn die Unglei-
chung 
(217) 
gilt. Im Fall 
ist das Kriterium (215) einschränkender als die Bedingung (217) , d.h. 
für stabile Systeme gibt es keine Singularitäten. Ferner ergibt sich durch 
Spezialisierung der von Su y d a m 10 und R 0 sen bl u t h 11 hergeleiteten 
Stabilitätskriterien, daß im Grenzfall kleiner B g in dtm dort betrachteten 
Systemen durch die Singularitäten keine zusätzlichen Instabilitäten ent-
stehen. 
Das Kriterium (215) läßt sich durch Einführung des Volumenstromes 
21t robo d K klo 0 25 h ob I == in er Form des ru 8 a -Llmlt sc rel en: 
110 
I < (218) 
Für (3 == 0 ergibt sich 
I < 
Dieses Kriterium stimmt mit einem früher angegebenen Kriterium. für 
. 12 
reinen Oberflächenstrom. und m == 1 überein . 
. 0 
Zusam.menfas send kann also gesagt werden. daß die hier betrachtete 
Konfiguration für genügend kleine Volumenströme stabil ist; dabei sind 
die stabilisierenden Einflüsse von endlicher Länge und endlichen Gyra-
tionsradien wesentlich. Falls alle Wellenz,ah1en k zuzulassen sind, er-
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1. Berechnung von n B . 
1 
Unter Berücksichtigung von (73) und (74) kann n Baus (70) wie folgt um-
geformt werden: 
Q~ = ~d S-~ 'f~O~L- ~oi-·yxOC-~o~· (~".'l~)-~J 
-~~ l- ~o i· V X QO*_ ~~ Kr· (So*. V l) J 
~ \ d ~ A1- .~ ~o*[ t1) t· V "O\,' + ~ 0 ~. (~I{. V:e. ) + t ] 
- ~-1 [;ol· V~Olo~ + ~o~· (~O~~~)1\ 
+ )d 0- M.. f t* ~<. V ep + *J -1" 1'07\. '7(p+ lp'J 1 
- 68 _. 
vp 
-+ \ cl (f ~ . i ; 0 U~ )( lv )( O\o~ ) - ~o 01°->:')( (V t ~,,) 1 
VM 
- ) d 6' ~. { ; 0 Cl 1 )l ( V X Ot 0"*) - ~ 0 Cl 0 i{)( (V )( Q 1) 1 
Vh 
VP bedeutet Vakuum- Plasma-Grenze, VM Vakuum-Metall-Grenze. 
Die beiden ersten Integrale ergeben mit dem Gaußschen Satz 
;. )dT {V'X 0[°-1(·\7,01'- C\'.Vx('Y'xDl<rl<) 
- \7 )( Cl" . \7 )( 0{ 0--)( 4- OtQ~ \l X (y X Ü\ '\) ~ 0 
Das dritte Integral liefert mit (75) 
- \d~ f ;0 \7x Ot~· (M.-x 011\) - ~o V X Ot-1· (~x ~o~) 1 
V/1 
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Mit der Identität 
wird unter Berücksichtigung von 
aus dem letzten Integral 
1 
Dami t folgt für 0 B 
-"2 ~fO ) = 0 
- ) d~ {~.~o~o/ + to,Y-· lV Y Ölo)~ 1 
VP 
(A 2.) 
Durch Koordinatentransformationen (s.Abschnitt IV, 3) kann auch in (35) 
eine Inhomogenität auftreten: 
v X \I X Ol."" 
In diesem Fall verschwinden die beiden ersten Integrale in (Al) nicht, 
und es ergibt sich in (A2) der zusätzliche Summand 
v 
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die Integration erstreckt sich über den Vakuum-Bereich. 
2. Zum Dirac-Kalkül. 
Hier sind einige Definitionen und Relationen des Diracschen Bracket-
Kalküls zusammengestellt, die in Abschnitt III, 3 benötigt werden. 
Zwischen einem Bra - Vektor <'AI und einem Ket - Vektor I B) ist 
ein Skalarprodukt <A I B> erklärt. <A I B> ist eine komplexe Zahl, 
und es gilt 
<A I B> 
Auf die Bra- und Ket - Vektoren können lineare Operatoren wirken. 
< ß 1 (S = < B' 1 
Der zu a adjungierte Operator a transformiert <Al in <'B J ' wenn a 
die Transformation a] A> = I B> bewirkt. Es gilt aß = ßa und 
<AI alB'> = < B I a I A>7t- . Vektoren und Operatoren können mit 
Hilfe eines vollständigen Orthogonalsystems I c. '> mit 
1 
wie folgt dargestellt werden: 
<AI = L. <AIC~><CiIJ 113> =!:lci><Cil ß ) 
I l 
Für den Fall, daß die Orthogonalitätsrelation 
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lautet, wo ~ ein selbstadjungierter Operator ist, ergibt sich entspre-
chend 
19/ = l ~ \ C~> < CI ES > 
==- L \ C\ > < Ci I ~ I B> 
i 
0( ~ I \ Ci) < Ci I ~ 0( Y I Cl-< > < CI( I 
I/I..< 
Der Einheitsoperator kann geschrieben werden als 
e = L ~ I c\ >«\./ = ~ \ C > <c·\ ~ 
i 
Für die Begründungen und Einzelheiten muß auf ausführlichere Darstel-
. 15,42 
lungen verWIesen werden . 
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SYMBOLTABELLE 
Hier sind die wichtigsten der benutzten Symbole 'aufgeführt: Bei ab-
weichendem Gebrauch einzelner Symbole ist deren Bedeutung im Text 
jeweils ausdrücklich festgelegt. 
A Abkürzung nach (50) 
a großer Torus-Radius 
Ol Vektorpotential im Vakuum (Störung) 
cx Abweichungsparameter, Abkürzung nach (49) 
;ßy. magnetische Induktion 
b durch Volumenstrom erzeugte azimutale ;ß. -Komponente 
b", b (r ) 
o 




'€ elektrische Feldstärke 
Y1. Verschiebungsvektor auf Grenzflächen 
F Kraftoperator, Abkürzung nach (206) 
G(l\IQ) Greenscher Operator 
7) Verhältnis der spezifischen Wärmen 
modifizierte Besselfunktion : 
6- elektrische Stromdichte 
_ t~Tr 
Ih-\ (x:) _ e 2. 















Abkürzung nach (66) 
Eigenfr equenz 
Druck 
beliebige skalare oder vektorielle Größe 
Abkürzung nach (22) 
Radius eines Plasnnazylinders 






Schallge s chwindigkei t 
Verschiebungsoperator 
Geschwindigkeit 
0( r ) 0<. t o 
Verschiebungsvektor des Plasnnavolunnenelennentes 
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Komponenten von ~ 
Inhomogepitäten der Randbedingungen nach (71) ,(73-75) 
Indizes: 
Bezeichnung der Randbedingungstypen 
Abweichungsgröße 
Abweichungsgröße der Ordnung n, 




Die Integration p)'" dr erstreckt sich über den Plasmabereich., 
($")'" d tr' über dessen Oberfläche. 
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