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QUANTUM TREES WHICH MAXIMIZE HIGHER
EIGENVALUES ARE UNBALANCED
JONATHAN ROHLEDER
Abstract. The isoperimetric problem of maximizing all eigenvalues of the
Laplacian on a metric tree graph within the class of trees of a given average
edge length is studied. It turns out that, up to rescaling, the unique maximizer
of the k-th positive eigenvalue is the star graph with three edges of lengths
2k − 1, 1 and 1. This complements the previously known result that the first
nonzero eigenvalue is maximized by all equilateral star graphs and indicates
that optimizers of isoperimetric problems for higher eigenvalues may be less
balanced in their shape—an observation which is known from numerical results
on the optimization of higher eigenvalues of Laplacians on Euclidean domains.
1. Introduction
Within spectral geometry, isoperimetric problems for eigenvalues have a long
history that reaches back at least as far as to Lord Rayleigh’s famous book The
Theory of Sound [21, 210]. This class of problems deals with finding a shape which
maximizes or minimizes (functions of) eigenvalues of the Laplacian or other differ-
ential operators under a constraint on a geometric quantity such as the volume,
perimeter or diameter of the underlying space. To review just one well-known ex-
ample, consider the Laplacian with Neumann boundary conditions on a bounded
domain Ω ⊂ R2 of area |Ω| and its eigenvalues 0 = µ1(Ω) < µ2(Ω) ≤ µ3(Ω) ≤ . . . .
The unique domain Ω which maximizes the first positive eigenvalue µ2(Ω) under
the constraint |Ω| = 1 is the disc with area one [24], while the maximizer of µ3(Ω)
with |Ω| = 1 is the union of two disjoint discs of area 1/2 each [8]; cf. also [5]. For
higher eigenvalues it is conjectured that the domains maximizing µ4(Ω), µ5(Ω), . . .
are of less simple shape, cf. the numerical observations and pictures in [1]. For
instance, numerics indicates that the maximizer for µ5(Ω) is the disjoint union
of a ball and a larger, non-convex domain with certain symmetries. For a broad
overview on shape optimization problems for eigenvalues of Euclidean domains we
refer the reader to [9].
In the present paper we deal with the Laplacian −∆Γ on a metric graph Γ
with standard (continuity–Kirchhoff) vertex conditions, the natural counterpart
for metric graphs of the Neumann Laplacian on a domain. We refer to Section 2
for its precise definition. We denote by
0 = µ1(Γ) < µ2(Γ) ≤ µ3(Γ) ≤ . . .
the eigenvalues of −∆Γ in nondecreasing order, counted according to their multi-
plicities. Isoperimetric problems for this operator have come into focus in recent
years, where most results deal with µ2(Γ), the so-called spectral gap, and its opti-
mizers within the class of graphs with fixed “volume” (i.e. total length), diameter,
or average edge length. Amongst other results it is known by now that µ2(Γ) is
minimized among all graphs of given total length L by the interval (the graph with
two vertices and one edge of length L connecting the two) [19], see also [15]. If
we restrict ourselves to the class of doubly connected graphs, the minimizers were
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identified to be so-called necklace graphs [2]. As simple examples such as equilat-
eral star graphs show, a maximizer of µ2(Γ) among graphs of fixed length cannot
exist. Instead it turned out that a suitable parameter is the average edge length
A :=
L
E
,
where E is the number of edges of Γ. It was shown in [12] that the only maximizing
graphs of µ2(Γ) for fixed A are equilateral flower graphs and equilateral pumpkins;
see [12, Section 3] for their definitions and further details. If one restricts the
considered class of graphs to trees, i.e. graphs without cycles, then the unique
maximizers of µ2(Γ) are all equilateral star graphs [22]. For further related results
we refer the reader to [2, 3, 4, 6, 10, 11, 13, 16, 18, 20, 23].
While the minimizing result extends to higher eigenvalues, where µk+1(Γ) for
fixed total length is minimized by the equilateral star with k + 1 edges, see [7], to
the best of our knowledge no results are available yet about which graphs maximize
µk+1(Γ) for k ≥ 2 when A is fixed. It is the aim of this paper to characterize these
maximizers within the class of tree graphs—a class of graphs which seems to share
particularly many spectral properties with Euclidean domains. It turns out that the
maximizers suffer a certain lack of balance. More precisely, they are non-equilateral
and their edge lengths get the more unbalanced the higher k gets. Our main result
is the following theorem.
Theorem 1.1. Let k ≥ 2. Among all finite, connected metric trees with E ≥ 3
edges and fixed average length A, µk+1(Γ) is maximal if and only if Γ is a star
graph with 3 edges of lengths
2k − 1
2k + 1
L,
1
2k + 1
L,
1
2k + 1
L,
where L denotes the total length of Γ.
The maximizers of the first few eigenvalues are displayed in Figure 1. Compared
with the known results on µ2(Γ) within the class of metric trees with given average
length A, where any equilateral star is a maximizer, it is remarkable that for higher
eigenvalues only 3-stars with the specified lengths do the job.
Γ3 Γ4
Γ5
Figure 1. The maximizing trees Γj of µj(Γ) for fixed A, j = 3, 4, 5.
Our proof of Theorem 1.1, based on domain monotonicity properties of metric
graph eigenvalues, actually yields an explicit, sharp upper bound for the quantity
µk+1(Γ)A
2 depending only on k,
µk+1(Γ)A
2 ≤
(2k + 1)2pi2
36
see Theorem 3.1. This bound may, however, also be obtained from the spectral
estimates in [3], see Remark 3.2 below for a more detailed discussion. Thus the
present paper confirms the sharpness of the mentioned estimate in [3] for trees.
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2. Metric graphs, the (standard) Laplacian and its eigenvalues
A metric graph Γ is a discrete graph on a vertex set V with edge set E that is
equipped, additionally, with a length function L : E → (0,∞). By parametrizing
each edge e along the interval [0, L(e)] we may identify e with that interval, and
this parametrization induces a natural metric on Γ. We will always assume that Γ
is a finite graph, i.e. V := V (Γ) := |V| and E := E(Γ) := |E| are finite, and that Γ
is connected. We write L := L(Γ) :=
∑
e∈E L(e) for the total length of Γ. By the
finiteness assumption and since we do not allow edges of infinite length, the metric
space Γ is always compact. We also assume that Γ does not contain any loops
(i.e. edges whose both endpoints correspond to the same vertex). Actually, we will
mostly deal with the case that Γ is a tree, i.e. a graph without cycles, anyway.
By a complex-valued function f on a metric graph Γ we mean a collection of
functions fe : (0, L(e)) → C, e ∈ E . In line with this, f belongs to L
2(Γ) if and
only if fe ∈ L
2(0, L(e)) holds for all e ∈ E . Moreover, the Sobolev spaces
H˜k(Γ) :=
{
f ∈ L2(Γ) : fe ∈ H
k(Γ), e ∈ E
}
for k = 1, 2, . . . and
H1(Γ) :=
{
f ∈ H˜1(Γ) : f is continuous at each vertex
}
are natural spaces for the treatment of differential operators on metric graphs;
in the latter definition, continuity at v means that on all edges incident to the
vertex v, f has the same boundary value (or trace) at the endpoint correponding
to v. These spaces have the usual properties; for instance they are compactly
embedded into L2(Γ).
The present text focuses on the Laplacian (i.e. the second derivative operator on
each edge) subject to standard (also called continuity-Kirchhoff) matching condi-
tions at all vertices. For this, at any vertex v, for f ∈ H˜2(Γ) we define
∂νf(v) :=
∑
∂fe(v),
where the sum is taken over all edges incident to v and ∂fe(v) denotes the derivative
of fe at the endpoint of e corresponding to v, taken in the direction towards v.
Definition 2.1. On any finite, connected metric graph Γ the operator −∆Γ in
L2(Γ) defined as
(−∆Γf)e = −f
′′
e , e ∈ E ,
dom(−∆Γ) =
{
f ∈ H˜2(Γ) ∩H1(Γ) : ∂νf(v) = 0 for all v ∈ V
}
,
is called standard Laplacian or just Laplacian on Γ.
Note that at the “loose ends” (i.e. the vertices of degree one) the condition
∂νf(v) = 0 simply is a Neumann boundary condition. It is well known that −∆Γ
is a self-adjoint, non-negative operator. Its lowest eigenvalue is 0 with multiplicity
one, with the corresponding eigenfunctions being constant. When ordering the
eigenvalues non-decreasingly and counting them with their respective multiplicities
(which may be larger than one) we have a sequence
0 = µ1(Γ) < µ2(Γ) ≤ µ3(Γ) ≤ . . . ,
and we just write µj instead of µj(Γ) if the context is clear. In full analogy to the
Neumann Laplacian on an interval or a Euclidean domain, the eigenvalues of −∆Γ
enjoy the variational characterization
µk(Γ) = min
F⊂H1(Γ)
dimF=k
max
f∈F
f 6=0
∫
Γ
|f ′|2dx∫
Γ
|f |2dx
, k = 1, 2, . . . . (2.1)
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It is worth mentioning that vertices of degree two do not matter for all our consid-
erations since they may always be added by splitting an edge e into two edges e′, e′′
each of which is incident to the same (new) vertex of degree two and which satisfy
L(e′) + L(e′′) = L(e). This procedure does neither change the domain of −∆Γ nor
its action, nor, in particular, its eigenvalues.
It has turned out in recent years that eigenvalue inequalities for quantum graphs
may often be proven elegantly by using so-called surgery principles, i.e. by employ-
ing the (often but not always) monotonous behavior of eigenvalues with respect
to surgery operations performed to the metric graph such as adding or removing
edges, joining vertices or transplanting subgraphs; see, e.g., [3, 4, 12, 14, 22, 23].
For the proof of the main result of the present note we only need the following
surgery principle. It has been well known for long that removing “pendant” edges
from a graph has a non-decreasing effect on all eigenvalues; see, e.g., [14, Theo-
rem 2] or [22, Proposition 3.1]. However, for us the following necessary condition
for equality will be crucial; therefore we provide a short proof.
Proposition 2.2. Let Γ be a finite, connected metric graph and let Γ′ be the graph
obtained from Γ by removing a pendant edge e0, i.e. an edge with a vertex of degree
one as one of its endpoints. Then
µk+1(Γ) ≤ µk+1(Γ
′)
holds for k = 1, 2, . . . . If µk+1(Γ) = µk+1(Γ
′) then there exists an eigenfunction of
−∆Γ′ corresponding to the eigenvalue µk+1(Γ
′) which is zero at the vertex v0 of Γ
′
to which e0 is incident in Γ.
Proof. We interpret Γ′ as a subset of Γ. Let k ∈ N, µ := µk+1(Γ
′), and let
f1, . . . , fk+1 be pairwise orthogonal eigenfunctions of −∆Γ′ corresponding to the
eigenvalues µ1(Γ
′), . . . , µk+1(Γ
′). Moreover, let F denote the linear span of these
functions. An easy integration by parts, taking into account the continuity-Kirchhoff
vertex conditions, shows that their derivatives f ′1, . . . , f
′
k+1 are then pairwise or-
thogonal as well. Extending each function f ∈ F constantly on e0 in a way that
f is continuous on Γ, we obtain a (k + 1)-dimensional subspace F˜ of H1(Γ). If
f ∈ F \ {0} is orthogonal to ker(−∆Γ′ − µ) then∫
Γ |f˜
′|2dx∫
Γ
|f˜ |2dx
≤
∫
Γ′ |f
′|2dx∫
Γ′
|f |2dx
< µ
anyway. On the other hand, if each nontrivial f ∈ ker(−∆Γ′ − µ) is nonzero at v0
then for all such f∫
Γ
|f˜ ′|2dx∫
Γ |f˜ |
2dx
=
∫
Γ′
|f ′|2dx∫
Γ′ |f |
2dx+ |f(v0)|2L(e0)
<
∫
Γ′
|f ′|2dx∫
Γ′ |f |
2dx
= µ.
Hence, in this case, by the min-max principle (2.1),
µk+1(Γ) ≤ max
f˜∈F˜
f˜ 6=0
∫
Γ |f˜
′|2dx∫
Γ
|f˜ |2dx
< µ = µk+1(Γ
′),
which proves the proposition. 
We would like to emphasize that the necessary condition for equality given in
the previous proposition is not sufficient. In fact, if one adds a sufficiently long
(compared to the total length of Γ) pendant edge to a given metric graph Γ then
the k-th positive eigenvalue will always decrease strictly.
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3. An isoperimetric inequality for higher eigenvalues of the
Laplacian
In this section we state and proof the main result of this article. In fact, the
following theorem yields, in particular, the statement of Theorem 1.1 in the intro-
duction. Recall that
A = A(Γ) =
L(Γ)
E(Γ)
denotes the average edge length of Γ and that we are assuming throughout that
our trees do not contain vertices of degree two; in particular, Γ is not a path graph.
Theorem 3.1. Let Γ be a finite, connected tree with E ≥ 3 edges. Then
µk+1A
2 ≤
(2k + 1)2pi2
36
(3.1)
holds for all k = 1, 2, . . . . The bound (3.1) is sharp; more precisely, the following
assertions hold.
(i) For k = 1, equality holds if and only if Γ is any equilateral star graph.
(ii) For each k ≥ 2, equality holds if and only if Γ is a 3-star with edge lengths
2k−1
2k+1L,
1
2k+1L, and
1
2k+1L.
Remark 3.2. We emphasize once more that the bound (3.1) itself can also be
derived from [3, Theorem 4.9], which, for the case of trees and standard vertex
conditions, reads
µk+1 ≤
(
k − 1 +
|∂Γ|
2
)2
pi2
L2
, (3.2)
where |∂Γ| denotes the number of vertices of degree one. Especially for each 3-star
this estimate coincides with the one in Theorem 3.1 and, thus, we show that the
estimate (3.2) is sharp for trees. Sharpness of its counterpart for graphs with cycles
was earlier established in [17]. However, our main interest here is in the class of
optimizers of (3.1), and the following proof shows the bound (3.1) and characterizes
all maximizing trees at the same time.
Remark 3.3. The bound (3.1) holds also if we admit vertices of degree two, but no
optimizing trees may have such vertices. In fact, removing a vertex of degree two
(by joining the two incident edges into one edge) does not change the eigenvalues
of −∆Γ, but it strictly increases the average edge length A. Due to this fact, also
the assumption E ≥ 3 in the theorem is not very restrictive; the only trees which
are excluded by this are intervals. However, for the eigenvalues of the Laplacian
with standard (Neumann) vertex conditions on an interval we have, by explicit
calculation, µk+1A
2 = k2pi2, which, by the above theorem, is strictly larger than
the value of µk+1A
2 on any nontrivial metric tree.
Proof of Theorem 3.1. For k = 1 both the estimate and the characerization of
maximizers can be found in [22, Theorem 3.2]. In the following we show the theorem
for k ≥ 2 in seven steps.
Step 1: the estimate (3.1) is true if Γ is a 3-star and k = 2. That is, on any
3-star Γ we have
µ3(Γ) ≤
25
4
pi2
L(Γ)2
. (3.3)
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To prove this, assume that the edges e1, e2, e3 of Γ are ordered such that L(e1) ≥
L(e2) ≥ L(e3). Denote by S the equilateral star graph obtained from Γ by short-
ening e1 and e2 to length L(e3). Then by Proposition 2.2,
µ3(Γ) ≤ µ3(S) =
9pi2
4L(S)2
.
If we set α := L(S)/L(Γ) = 3L(e3)/L(Γ) ≤ 1, it follows
µ3(Γ) ≤
9pi2
4α2L(Γ)2
. (3.4)
On the other hand, if Π denotes the path graph formed by e1 and e2 then again
µ3(Γ) ≤ µ3(Π) =
4pi2
(L(e1) + L(e2))2
=
4pi2
(1 − α3 )
2L(Γ)2
. (3.5)
Now, if 0 < α ≤ 35 then (3.5) yields the bound (3.3). On the other hand, the same
bound follows from (3.4) if 35 ≤ α ≤ 1.
Step 2: among all 3-stars, equality in (3.3) implies that Γ has edge lengths
3
5L,
1
5L, and
1
5L. Indeed, Step 1 of this proof shows that if Γ is a maximizer then
α = 3/5, i.e., the shortest edge e3 satisfies L(e3) = L/5, and at the same time,
all inequality signs in the above estimates are equalities. But equality in (3.5)
implies, by Proposition 2.2, that e3 is attached to the path graph Π at a zero of
the eigenfunction of −∆Π corresponding to µ3(Π). Since these zeroes appear at
the two symmetric points with distance L(Π)/4 to the boundary of Π, it follows
that L(e1) = 3(L(e1) + L(e2))/4. Together with L(e3) = L/5 this yields that each
maximizer Γ has the claimed edge lengths. We will see in Step 7 below that 3-stars
with the specified edge lengths indeed satisfy the desired equality.
Step 3: if Γ is any 3-star then the estimate (3.1) holds for all k. That is, on
any 3-star Γ we have
µk+1(Γ) ≤
(2k + 1)2
4
pi2
L(Γ)2
(3.6)
for k = 2, 3, . . . . We show (3.6) by induction over k. For k = 2 it was already
established in Step 1. Suppose that (3.6) holds for some fixed k and each 3-star.
Let Γ be a 3-star with its edges e1, e2, e3 ordered nonincreasingly according to their
lengths. Our aim is to show that
µk+2(Γ) ≤
(2k + 3)2
4
pi2
L(Γ)2
. (3.7)
First of all, since k + 2 ≥ 4 = E + 1, a comparison with the direct sum of the
decoupled Neumann Laplacians on the separate edges of Γ yields
µk+2(Γ) ≥
pi2
L(e1)2
.
Hence r :=
√
µk+2(Γ) satisfies L(e1) ≥ pi/r. Therefore we may consider the graph
Γ′ obtained from Γ by removing a piece of length pi/r from the “loose end” of
the edge e1. If we denote by ψk+2 an eigenfunction of −∆Γ corresponding to r
2
then its restriction to Γ′ will be an eigenfunction of −∆Γ′ ; in particular, r
2 is an
eigenfunction on Γ′ with the same multiplicity as on Γ,
m := dimker
(
−∆Γ′ − r
2
)
= dimker
(
−∆Γ − r
2
)
.
Our next aim is to show that
r2 = µj(Γ
′) for some j ≤ k + 1. (3.8)
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Assume the converse, i.e., µk+1(Γ
′) < r2. If we denote by I the interval of length pi/r
then the disconnected graph consisting of Γ′ and I as its two connected components
has at least k+1+m+2 = k+m+3 eigenvalues in [0, r2], where we have used that
r2 is the second Neumann eigenvalue of I. On the other hand, the Laplacian on
the disconnected graph is a rank-one perturbation of −∆Γ and the latter operator
has at most k+1+m eigenvalues in [0, r2], a contradiction. We have proved (3.8).1
We may now distinguish two cases. If L(e1) = pi/r then Γ
′ is a path graph and
µk+2(Γ) = r
2 ≤ µk+1(Γ
′) =
k2pi2
L(Γ′)2
=
k2pi2
(L(Γ)− pi/r)2
<
(2k + 1)2
4
pi2
(L(Γ)− pi/r)2
.
Otherwise, Γ′ is still a 3-star and, by the induction hypothesis,
µk+2(Γ) = r
2 ≤ µk+1(Γ
′) ≤
(2k + 1)2
4
pi2
(L(Γ)− pi/r)2
(3.9)
as well. Employing this we obtain
rL(Γ)− pi = r(L(Γ)− pi/r) ≤
(2k + 1)pi
2
and thus
r ≤
(2k + 3)pi
2L(Γ)
,
which is (3.7).
Step 4: among all 3-stars, equality in (3.6) implies that the edges have lengths
as stated in the theorem. We show this by induction over k again. The case k = 2
was treated in Step 2. Suppose that k ≥ 2 is fixed and that equality holds in
(3.6) only for the above-stated choice of edge lengths. Assume further that Γ is a
3-star for which equality holds in (3.7). Then in the reasoning of Step 3 we are in
the case that L(e1) > pi/r and we must have equality in (3.9). But this implies
equality in (3.6) with Γ replaced by Γ′, the 3-star obtained from Γ by removing
a piece of length pi/r from the loose end of e1. In other words, the 3-star Γ
′
maximizes µk+1A
2, and from the induction assumption we obtain that Γ′ has edge
lengths L′(e1) =
2k−1
2k+1L(Γ
′), L′(e2) = L
′(e3) =
1
2k+1L(Γ
′). By construction, the
edge lengths of Γ are then given by
L(e1) = L
′(e1) + pi/r =
2k − 1
2k + 1
(
L(Γ)−
2L(Γ)
2k + 3
)
+
2L(Γ)
2k + 3
=
2k + 1
2k + 3
L(Γ)
and, for j = 2, 3,
L(ej) = L
′(ej) =
1
2k + 1
(
L(Γ)−
2L(Γ)
2k + 3
)
=
1
2k + 3
L(Γ).
Hence among 3-stars any maximizers need to have the lengths specified in the
theorem.
Step 5: the estimate (3.1) holds on arbitrary trees. For this let now Γ be an
arbitrary finite, connected tree with E ≥ 3. Let e1, e2, e3 be three edges such that
L(e1) ≥ L(e2) ≥ L(e3) ≥ L(e) for all e ∈ E , e 6= e1, e2, e3. Within Γ choose the
unique maximal path Π1 which contains e1 and e2 and connects two vertices of
degree one. Let eˆ3 be such that eˆ3 is not contained in Π1 but has maximal length
1A slightly more intuitive argument to prove (3.8) goes as follows: generically, the eigenvalue
µk+2 is simple and its corresponding eigenfunction is a nonzero multiple of cos(rx) on e1 (assuming
e1 is parametrized towards the star vertex) and has exactly k + 1 zeroes in Γ. Cutting away a
piece of length pi/r then leads to an eigenfunction on Γ′ with exactly k zeroes and, hence, it
has to correspond to µk+1(Γ
′). However, the latter argument is less suitable for identifying the
maximizers in the next step, since the eigenfunctions of the latter do not satisfy the generic
property.
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in Γ \ Π1, i.e., L(eˆ3) ≥ e for all edges e not belonging to Π1; if e3 is not part of
Π1 then we choose eˆ3 = e3. Furthermore, let Π2 denote the unique path which
contains eˆ3 and connects a vertex of degree one with a vertex on Π1 without having
any joint edge with Π1. Then S := Π1 ∪ Π2 is a connected subgraph of Γ and it
may, after cutting off all further edges of Γ and then removing all vertices of degree
two, be viewed as a 3-star. Moreover, by construction the longest edges e1, e2, e3
of Γ are contained in S and hence
A(S) =
L(S)
3
≥
L(e1) + L(e2) + L(e3)
3
≥
L(Γ)
E(Γ)
. (3.10)
Consequently, by the result of Step 3 and Proposition 2.2,
µk+1(Γ) ≤ µk+1(S) ≤
(2k + 1)2
36
E(S)2pi2
L(S)2
≤
(2k + 1)2
36
E(Γ)2pi2
L(Γ)2
, (3.11)
which proves (3.1).
Step 6: equality in (3.1) implies that Γ is a 3-star and has the edge lengths
specified in the theorem. Let us therefore assume that Γ is a tree for which equality
holds in (3.1) for some k ≥ 2. It suffices to show that Γ is a 3-star; after that the
lengths property follows from Step 4. First of all, from the equality in (3.1) we
get, in particular, equalities everywhere in (3.10) and (3.11). The first (in)equality
in (3.10) then implies L(e1)+L(e2)+L(e3) = L(S), so that S consists only of e1, e2
and e3; by the construction of S this also yields that e1, e2 and e3 all are incident
to vertices of degree one in Γ. Hence S is the 3-star with e1, e2, e3 as its edges, and
from the equalities in (3.11) we get, furthermore, that S is a maximizer itself and,
by Step 4, has to have edge lengths
L(e1) =
2k − 1
2k + 1
L(S), L(e2) = L(e3) =
1
2k + 1
L(S). (3.12)
It remains to show that Γ = S. In fact, any edge e different from e1, e2, e3 necessarily
would have to satisfy L(e) ≤ 12k+1L(S), and since L(e1) is larger, this would yield
L(Γ)/E(Γ) < L(S)/E(S), in contradiction to the equality in (3.10). Therefore
Γ = S and (3.12) is the desired statement on the edge lengths.
Step 7: each 3-star with edge lengths 2k−12k+1L,
1
2k+1L,
1
2k+1L satisfies
µk+1 = µk+2 =
(2k + 1)2pi2
4L2
(3.13)
and, thus, yields equality in (3.1).
Firstly, note that the expression in (3.13) is indeed an eigenvalue of multiplicity
two since the function cos((2k + 1)pix/(2L)) along the path consisting of the long
and one of the short edges and complemented by zero on the other short edge is an
eigenfunction and we may interchange the roles of the two short (and equally long)
edges.
Secondly, by the estimate (3.1) proven in Step 1 and 3 we have
µk ≤
(2k − 1)2pi2
4L2
<
(2k + 1)2pi2
4L2
, (3.14)
and, on the other hand, the disconnected graph D consisting of a path formed
by e1 and e2 as one connected component and the separated edge e3 as its other
connected component satsifies, by an easy computation,
µk+2(D) =
(2k + 1)2pi2
4L2
<
(k + 1)2(2k + 1)2pi2
4k2L2
= µk+3(D) ≤ µk+3(Γ),
the latter inequality being valid as −∆D is a rank-one perturbation of −∆Γ. To-
gether with (3.14) this yields (3.13) as its only possible conclusion and completes
this proof. 
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Remark 3.4. In Step 7 of the proof of the previous theorem we have seen more
than the theorem claims. Indeed, for the 3-stars which maximize µk+1 we always
have µk+1 = µk+2. This is in line with other results on isoperimetric inequalities,
where for the optimally shaped domains and graphs the eigenvalues in question are
often multiple.
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