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1 Introduction
Many physical phenomena occuring in different areas of science are mathematically
modeled by partial differential equations (PDEs) together with appropriate bound-
ary conditions. Over the last decades the progress in designing discretization schemes
for PDEs, such as the finite element method together with improved computer im-
plementations of these methods, allows an efficient and accurate approximation of
the solution of a PDE. On the other hand, the data required by the mathematical
model, as for instance material parameters, is in practice subject to uncertainty due
to measurement errors or modeling assumptions and the resulting lack of knowledge.
Therefore the idea of uncertainty quantification (UQ) has attracted much interest
in the last few years. The goal is to propagate information on the uncertainty of
input data to the solution of a PDE. Clearly this supports decision-making based
on simulation results.
There are a variety of techniques for UQ, the simplest of which is ignoring most of
the statistical information about the variability of the input data and working with
averaged quantities. In contrast to this approach, which results in a deterministic
model, we consider a stochastic approach, in which all input data are modeled
as random variables, or, more generally, as stochastic processes. This modeling
assumption turns a PDE into a stochastic partial differential equation (SPDE), the
solution of which is also a stochastic process.
The most straightforward method for the approximate solution of a SPDE is the
Monte Carlo method. It generates an ensemble of realizations of the random input
quantities, which in turn serve as input parameters for the PDE model. The resulting
sequence of solutions can be post-processed by statistical procedures, for instance,
to estimate the mean value and variance of the SPDE’s solution.
A more fundamental approach, which we will adopt, computes a useful representa-
tion of the stochastic process directly. In a large part of the literature on stochastic
differential equations, in particular, stochastic ordinary differential equations, the
processes are allowed to have zero correlation, processes known as ‘white noise’ [38].
In contrast to this assumption, we treat processes with significant correlation struc-
ture. Our model problem is a steady-state diffusion problem in primal or mixed
formulation with a stochastic diffusion coefficient or source term. Since the inde-
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pendent variable varies over space, the stochastic processes under consideration are
usually known as random fields [2, 14]. For the approximate solution of the stochas-
tic diffusion problem, we employ a variant of the stochastic finite element method
(SFEM), which was pionered by Ghanem and Spanos [30] and has been analyzed by
Babusˇka, Deb, Oden, Chatzipantelidis, Tempone, Zouraris [20, 6, 7, 8], Matthies and
Keese [43], Schwab and Todor [56]. It is a generalization of the classical finite element
method [15, 10] for the discretization of PDEs. In order to cope with stochastic pro-
cesses instead of deterministic quantities, in the SFEM one uses modified variational
spaces and (bi)linear forms. An important feature of this discretization technique
for SPDEs is the separation of the spatial and stochastic variables. This allows a
reuse of established finite element techniques.
The stochastic discretization, which is independent of the spatial one, results in a
discretization of the range space of a collection of independent random variables,
which are used for the representation of all random fields involved in the model.
Variants of the SFEM differ in this stochastic discretization. Common choices are
piecewise polynomials, and global multivariate polynomials on the range space. The
latter approach, which we will follow, is termed spectral SFEM [30], and the global
polynomials are often referred to as ‘polynomial chaos’ [61].
As in the finite element method, the discretization procedure performed in the
SFEM, results in a linear system of equations, for which we will discuss solution
strategies. In contrast to the finite element method, however, the number of un-
knowns of this linear system is given by the number of unknowns in the deterministic
discretization multiplied by the number of unknowns in the stochastic discretization.
Hence, the linear systems, which we consider, are about 103 up to 104 times larger
than linear systems arising from a deterministic finite element discretization.
Existing solution strategies for these systems can be divided into several groups.
The most important criterion is the location of the randomness in the stochastic
partial differential equation. The case of a stochastic source term (or stochastic
boundary conditions) together with a deterministic diffusion coefficient is known as
additive noise or stochastic right-hand side problem [19]. The discretization yields a
block-diagonal global Galerkin matrix with multiple copies of one matrix of smaller
size on the diagonal, see [43, Section 3]. This decoupled linear system may be solved
using block iterative methods as discussed by Elman, Ernst, O’Leary and Stewart
[24].
A more challenging problem, which is often referred to as multiplicative noise or
stochastic left-hand side problem [19], occurs for a stochastic diffusion coefficient in
the PDE, regardless of the type of source term and boundary conditions, see [43,
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Section 4]. Depending on the type of the random diffusion coefficient and the choice
of the stochastic discretization, the global Galerkin system allows decoupling only in
special cases. If so, the task is to solve a sequence of independent linear systems. In
contrast to the stochastic right-hand side problem, however, the system matrices are
different for each system in the sequence, but every matrix is a linear combination
of a small number of finite element matrices. Therefore, in [21, 36] iterative solvers
based on Krylov subspace recycling techniques [48, 59] are employed for this task.
These methods reuse information generated during the solution of one system in
the sequence in order to improve the convergence behaviour of the next system in
turn. In addition, Jin, Cai and Li [36] propose an algorithm for grouping the linear
systems in order to further improve the solver performance.
If the global Galerkin matrix does not allow for decoupling, indeed a large linear
system has to be solved. The appropriate choice for this task are iterative solution
methods, which require only a matrix-vector product with the system matrix. It has
long been recognized that the global Galerkin matrix associated with a SFEM dis-
cretization possesses a special block structure, which allows efficient matrix-vector
multiplies without assembling the matrix and which allows to store the matrix ef-
ficiently, see Ghanem, Kruger and Pellissetti [29, 49]. The parallelization of the
matrix-vector product is discussed by Keese [37].
In previous work two types of iterative solvers have been applied in the context of
SFEM: (preconditioned) Krylov subspace solvers and multilevel methods. Ghanem,
Kruger and Pellissetti [29, 49] apply the CG method [32] together with a block Jacobi
preconditioner, which was subsequently termed ‘mean-based preconditioner’, since
the global Galerkin matrix is approximated using the stiffness matrix associated
with the PDE, where the random diffusion coefficient has been replaced by its mean
value. Keese [37] also uses block iterative solvers, such as block Jacobi methods
and block Jacobi-preconditioned CG methods. Recently, Powell and Elman [50]
have analyzed the mean-based preconditioner in conjunction with the CG method
for a random diffusion coefficient of special form. In [26] the MINRES method [47]
together with the mean-based preconditioner has been applied to the discretized
mixed formulation of the stochastic steady-state diffusion problem.
For the application of multilevel methods in the SFEM there is more than one strat-
egy. The hierarchy of levels can be built with respect to the spatial (deterministic)
discretization or with respect to the stochastic discretization. The former approach
is considered by Le Maˆıtre, Knio, Debusschere, Najm and Ghanem [39]. In addi-
tion to numerical results, Seynaeve, Rosseel, Nicola¨ı, Vandewalle and Boonen [55, 53]
use local Fourier mode analysis techniques for theoretical investigations on the solver
performance. Elman and Furnival [23] also consider a multilevel method based on
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a hierarchy of spatial grids and prove independence of the multilevel convergence
rate of deterministic and stochastic discretization parameters for a random diffusion
coeffcient of special form. The second approach, which is based on a hierarchy of
stochastic shape functions, is applied by Matthies and Keese [42, 37].
In this thesis we focus on the stochastic left-hand side problem. The random dif-
fusion coefficient is given in terms of a Karhunen-Loe`ve (KL) expansion [2, 30, 14]
or is a nonlinear function of such an expansion. The objective is to study and de-
velop iterative solvers, either for the large fully coupled Galerkin system or for the
sequences of linear systems arising from decoupling the global Galerkin matrix. The
remainder of this thesis is divided into two parts. In Chapters 2 and 3 we discuss
the theoretical aspects of our adopted SFEM method together with aspects of the
stochastic discretization. The Chapters 4 and 5 are devoted to the description and
analysis of Krylov subspace solvers and appropriate preconditioners for the global
Galerkin system.
In Chapter 2 we review the basic discretization steps of the SFEM, which can be
found in full detail in [30, 20, 7]. We include a brief discussion of random field repre-
sentations, which we will use in our models. We begin with the variational formula-
tion of both the primal and mixed formulation of the stochastic steady-state diffusion
problem. Both variational problems have counterparts employed in the (determinis-
tic) finite element method. The Galerkin approximation then follows the scheme of
a deterministic finite element discretization by constructing finite-dimensional varia-
tional spaces. These spaces are tensor product spaces of deterministic finite element
shape functions and global multivariate polynomials (polynomial chaos) in a certain
number of variables. We consider two types of polynomials: restricting their total
degree results in complete polynomials, whereas restricting the separate degree of
a polynomial in each variable results in tensor product polynomials. At the end
of Chapter 2 we list the global Galerkin system that is to be solved for the primal
and mixed formulation. The representation there is independent of the type of the
random diffusion coefficient and the type of global multivariate polynomials.
As part of the global Galerkin system, we define a collection of so called stochastic
Galerkin matrices, which constitute the main difference between a deterministic fi-
nite element discretization and the associated stochastic left-hand side finite element
discretization. In previous works, these stochastic Galerkin matrices have not been
studied extensively. To date there is a result on the eigenvalues of these matrices
by Powell and Elman [50], which was derived in conjunction with the study of the
mean-based preconditioner mentioned above. Therefore, Chapter 3 is devoted to
this aspect of the stochastic discretization. We describe, in which way the choice
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of complete or tensor product polynomials serving as stochastic shape functions,
affects properties of the stochastic Galerkin matrices. In particular, we examine the
question of the simultaneous diagonalization of the ensemble of stochastic Galerkin
matrices. This question is relevant for decoupling the global Galerkin system. Gen-
eral eigenvalue bounds for the stochastic Galerkin matrices complete the first part
of Chapter 3. In the last section we consider the special case of symmetric stochas-
tic shape functions, i.e., shape functions, which are even or odd according to their
total degree. This special case occurs indeed in many applications, for instance for a
Gaussian or lognormal random diffusion coefficient. We examine the sparsity stru-
cuture of the stochastic Galerkin matrices and derive an analytic expression for the
eigenvalues of a specific stochastic Galerkin matrix, a result, which has not been
shown in the SFEM literature to date.
In Chapter 4 we address preconditioning the fully coupled global Galerkin system.
We focus on the primal problem and consider two different preconditioners. First, we
review a result of Powell and Elman [50] on the mean-based preconditioner, which is
applicable for random diffusion coefficients given in terms of a KL expansion. Next,
we propose a (non-mean-based) Kronecker product preconditioner based on the work
of Van Loan and Pitsianis [57] and analyze the spectrum of the preconditioned
global Galerkin matrix where the random diffusion coefficient is given in terms of
a KL expansion. We compare the extremal eigenvalues of both the mean-based
and the proposed preconditioner on small test problems involving a Gaussian and a
lognormal diffusion coefficient, respectively. Finally, we present numerical examples
with lognormal diffusion coefficients. In these examples, the iteration count of the
mean-based preconditioned conjugate gradient (CG) method is up to twice as large
as the iteration count of the non-mean-based preconditioned CG method.
In Chapter 5 we consider again both the primal and mixed formulation of the
stochastic diffusion equation. We assume the random diffusion coefficient to be
given in terms of a KL expansion. Then, choosing tensor product polynomials for
the stochastic discretization, the global Galerkin matrix can be decoupled as already
described above. The task is to solve a sequence of linear systems. We continue our
work on Krylov subspace recycling [21] and combine various recycling methods with
two different approximations to the mean-based preconditioners for the primal and
mixed formulation, respectively. We test the performance of a proposed cheaper ver-
sion of the R-MINRES method [59], and discuss two grouping strategies for ordering
the linear systems in the sequence, one of which was introduced by Jin, Cai and Li
[36]. In our numerical examples, the success of the recycling methods depends on
the ordering and grouping of the linear systems in the sequence as well as the chosen
preconditioner. For both the primal and mixed formulation, recycling does not de-
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crease the average iteration count significantly when applied with a preconditioner
that separates the eigenvalues of the preconditioned system matrices from zero, and
yields a strong clustering of the eigenvalues.
2 The Stochastic Finite Element
Method
Our starting point is the second-order elliptic boundary value problem
−∇· (T ∇ p) = F in D,
p = g on ∂DD 6= ∅,
n · (T ∇ p) = 0 on ∂DN ,
(2.1)
posed on a bounded polygonal domain D ⊂ R2, whose boundary is divided into two
parts, ∂D = ∂DD ∪ ∂DN . This steady-state diffusion problem can be reformulated
by introducing the variable u = −T ∇ p as
T−1u +∇ p = 0,
∇·u = F in D,
p = g on ∂DD,
n · u = 0 on ∂DN .
(2.2)
In the context of groundwater flow modeling the variable p is the hydraulic head and
u is the volumetric flux, respectively. We refer to (2.1) as the primal formulation
and to (2.2) as the mixed formulation of a second-order elliptic boundary value
problem.
Since in many applications only limited information about the diffusion coefficient T
or the source term F is available, we assume T = T (x , ω) (and F = F (x , ω)) to be
random fields, i.e., a family of random variables T (x , ·) with index variable x ∈ D.
Each random variable takes on values in R and is defined on a complete probability
space (Ω,A, P ), where Ω denotes the set of elementary events, A is a σ-algebra on
Ω generated by the random variables T (x , ·) (and F (x , ·)) and P is a probability
measure.
A consequence of the randomness in the diffusion coefficient or source term is that
the output variables p and, if present, u are random fields as well. The primal
formulation (2.1) transforms to the problem of finding a random field p = p(x , ω)
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such that, P -almost surely (P -a.s.),
−∇· (T (x , ω)∇ p(x , ω)) = F (x , ω) in D × Ω,
p(x , ω) = g(x ) on ∂DD × Ω,
n · (T (x , ω)∇ p(x , ω)) = 0(x ) on ∂DN × Ω.
(2.3)
Analogously in the mixed formulation (2.2) we now look for random fields u =
u(x , ω) and p = p(x , ω) such that, P -a.s.,
T−1(x , ω)u(x , ω) +∇ p(x , ω) = 0,
∇·u(x , ω) = F (x , ω) in D × Ω,
p(x , ω) = g(x ) on ∂DD × Ω,
n · u(x , ω) = 0(x ) on ∂DN × Ω.
(2.4)
In this chapter, we review the Stochastic Finite Element Method [30], which we shall
use for the discretization of both the primal and mixed formulation of the stochastic
diffusion problem above. To this end, we describe random field models appropriate
for the use in conjunction with SFEM, and give an overview of all discretization steps
that result in a linear system of equations. We start with the variational formulation
of the respective continuous problems.
2.1 Stochastic variational formulation
In analogy to the deterministic finite element method (FEM), which discretizes a
variational formulation of (2.1) rather than the partial differential equation, we first
review the stochastic variational formulation of the primal problem (2.3), which was
analyzed in detail by Babusˇka, Deb, Oden, Chatzipantelidis, Tempone, Zouraris
[20, 6, 7, 8], Schwab and Todor [56]. The mixed problem (2.4) proceeds analogously.
Its stochastic variational formulation, which has been studied in [26], is given at the
end of this section.
2.1.1 Primal problem
The variational formulation of the deterministic primal problem (2.1), which can
be found for example in [10, Chapter 5], serves as starting point for the stochastic
variational formulation of (2.3). Assuming T ∈ L∞(D) and F ∈ L2(D), we look for
a function p0 ∈ H10 (D), such that
a(p0, q) = (F, q)D − a(pg, q) ∀q ∈ H10 (D), (2.5)
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where p0 = p − pg ∈ H10 (D). The bilinear form a(·, ·) and linear form (F, ·)D are
defined by
a(p, q) :=
∫
D
T ∇ p · ∇ q dx , p, q ∈ H1(D), (F, q)D :=
∫
D
Fq dx , q ∈ L2(D).
The variational space H10 (D) = {q ∈ H1(D) : q|∂DD = 0} is a subspace of the
Sobolev space H1(D). An application of the Lax-Milgram theorem [10, Theorem
2.7.7] shows that problem (2.5) possesses a unique solution, if in addition the dif-
fusion coefficient is almost everywhere (a.e.) positive on D, since in that case the
bilinear form a(·, ·) defines a continuous, self-adjoint and positive definite operator
A : H1(D)→ (H1(D))′ having a continuous inverse.
Since in the stochastic primal problem (2.3) we look for random fields, we have to
modify the deterministic variational formulation with respect to two points, that is,
change the (bi)linear form and choose another variational space. In the SFEM, one
uses the tensor product space H10 (D)⊗ L2, where
L2 := L2(Ω,A, P ) =
X : Ω→ R measurable,
∫
Ω
X2(ω) dP (ω) <∞

denotes the space of all square integrable random variables, which is a Hilbert space
equipped with the inner product
〈XY 〉 :=
∫
Ω
X(ω)Y (ω) dP (ω), X, Y ∈ L2. (2.6)
The tensor product space H10 (D)⊗L2 is the completion of the formal sums P (x , ω) =∑n
k=1 pk(x )p̂k(ω), where pk ∈ H10 (D) and p̂k ∈ L2, k = 1, . . . , n, with respect to the
tensor inner product
〈a(P,Q)〉 :=
n∑
k=1
a(pk, qk) 〈p̂kq̂k〉 ,
where qk ∈ H10 (D) and q̂k ∈ L2, k = 1, . . . , n. Hence it is a Hilbert space. Anal-
ogously, given a right hand side F =
∑n
k=1 fk · f̂k with fk ∈ L2(D) and f̂k ∈ L2,
k = 1, . . . , n, we define a new linear form on the tensor product (Hilbert) space
L2(D)⊗ L2 via
〈(F,Q)D〉 :=
n∑
k=1
(fk, qk)D
〈
f̂kq̂k
〉
,
where qk ∈ L2(D) and q̂k ∈ L2, k = 1, . . . , n. Finally we arrive at the stochastic
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variational formulation of (2.3): Find p0 ∈ H10 (D)⊗ L2 such that
〈a(p0, q)〉 = 〈(F, q)D〉 − 〈a(pg, q)〉 ∀q ∈ H10 (D)⊗ L2. (2.7)
Again we apply the Lax-Milgram theorem to show that problem (2.7) possesses a
unique solution. We only require the diffusion random field T (x , ω) positive and
bounded a.e. in D × Ω, i.e.,
0 < T` ≤ T (x , ω) ≤ Tu <∞ a.e. in D × Ω, (2.8)
in order to ensure both the continuity and coercivity of the bilinear form 〈a(·, ·)〉.
For the source random field we require F ∈ L2(D)⊗ L2.
2.1.2 Mixed problem
First we recall the variational formulation of the deterministic mixed problem (2.2),
that can be found for example in [11, Chapter II]: Find a pair of functions (u , p) ∈
H0(div;D)× L2(D) such that:
c(u , v) + b(v , p) = −(g,n · v)∂DD ∀v ∈ H0(div;D),
b(u , q) = −(F, q)D ∀q ∈ L2(D),
where we have introduced the bilinear forms
c(u , v) :=
∫
D
T−1u · v dx , u , v ∈ (L2(D))2, (2.9)
b(u , q) := −
∫
D
q∇·u dx , u ∈ H(div;D), q ∈ L2(D).
The spaceH(div;D) = {v ∈ (L2(D))2 : ∇· v ∈ L2(D)} and its subspaceH0(div;D) =
{v ∈ (L2(D))2 : ∇· v ∈ L2(D), v · n |∂DN = 0} are frequently used in mixed varia-
tional formulations of the deterministic diffusion equation (2.1).
Proceeding as in the primal problem, we switch to the variational (Hilbert) spaces
H0(div;D)⊗L2 and L2(D)⊗L2 together with the bilinear forms 〈b(·, ·)〉 and 〈c(·, ·)〉.
We look for a pair of functions (u , p) ∈ (H0(div;D)× L2(D))⊗ L2, such that
〈c(u , v)〉+ 〈b(v , p)〉 = −〈(g,n · v)∂DD〉 ∀v ∈ H0(div;D)⊗ L2,
〈b(u , q)〉 = −〈(F, q)D〉 ∀q ∈ L2(D)⊗ L2.
(2.10)
As shown in [26, Section 2], this problem possesses a unique solution provided F ∈
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L2(D)⊗L2 and T is a.e. positive and bounded in D×Ω. Note that this assumption
also implies the reciprocal field T−1 to be strictly positive and bounded, indeed we
have
0 <
1
Tu
≤ T−1(x , ω) ≤ 1
T`
<∞ a.e. in D × Ω. (2.11)
The crucial step is to select an appropriate pair of deterministic spaces. In order to
apply classical arguments from the analysis of deterministic mixed variational for-
mulations as given in [11, Chapter 2], one has to ensure the coercivity of 〈c(·, ·)〉 for
all v ∈ H(div;D)⊗L2 with 〈b(v , q)〉 = 0 ∀q ∈ L2(D)⊗L2, and the inf-sup condition
for 〈b(·, ·)〉 with respect to the norms induced on H(div;D) ⊗ L2 and L2(D) ⊗ L2
by the respective tensor inner products. Both properties can be established once an
admissible pair of deterministic spaces has been chosen.
Before proceeding with the approximation of the stochastic variational formulations,
we deal with the representation of all random fields involved in our problems and
take the diffusion coefficient T as an example, but every representation can also
be utilized for the fields T−1 or F . The discussion in the next section follows the
overview given by Keese [37].
2.2 Random field representation
A random field T , as defined for example in [2, 14], is a measurable mapping T :
D × Ω → R. It is uniquely defined by all finite-dimensional distribution functions
Fx (a) = P (T (x1) < a1, T (x2) < a2). In most applications this information is not
available. A widely used modeling assumption is that T is a second order random
field, that is, for a fixed spatial point x ∈ D, T (x , ·) is a random variable with
finite mean and variance. Then, the statistical moments of T up to order two are
well-defined, namely the mean value t0(x ) = 〈T (x , ·)〉 and the covariance function
CovT (x ,y) = 〈(T (x , ·)− t0(x ))(T (y , ·)− t0(y))〉. Common covariance models in
geostatistics are listed below:
CovT (x ,y) = σ
2 exp
(
−|x1 − y1|
c1
− |x2 − y2|
c2
)
, (2.12a)
CovT (x ,y) = σ
2 exp
(
−r
c
)
, (2.12b)
CovT (x ,y) = σ
2 exp
(
−r
2
c2
)
, (2.12c)
CovT (x ,y) = σ
2
(r
c
)
K1
(r
c
)
, (2.12d)
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where r denotes the Euclidean distance between x ,y ∈ R2; c, c1, c2 > 0 are correla-
tion lengths and K1 denotes the modified Bessel function of second kind and order
one. Note that in all models the variance is constant: CovT (x ,x ) = σ
2, and σ > 0 is
the (constant) standard deviation of the random field. A second order random field
is in general not uniquely defined by a given mean value and covariance function,
unless it is a Gaussian random field.
In the next sections we briefly discuss random field representations popular in the
SFEM. All representations separate the spatial variable x and the stochastic variable
ω and require only second-order information on the respective random fields or are
nonlinear transformations of such fields.
Remark 2.2.1. In our model problems we only consider boundary value problems
in a domain in R2. The random field representations given below are not restricted
to R2 but can be performed for random fields in Rn, n = 1, 2, 3.
2.2.1 Karhunen-Loe`ve expansion
We start with a discussion of the Karhunen-Loe`ve (KL) expansion of a random field.
Details are given for example in [2, 30, 14].
The starting point for a KL expansion of a random field T with given mean value
and bounded, real-valued covariance function is the Fredholm integral operator
K : L2(D)→ L2(D), (Ku)(x ) =
∫
D
CovT (x ,y)u(y) dy , (2.13)
whose kernel function is the covariance function of T . The operator K is symmetric
and positive semi-definite, hence it possesses a countable set of real eigenvalues
λm > 0, m = 1, 2, . . . , with accumulation point zero, [16, Chapter III]. We assume
that these eigenvalues are arranged in decreasing order. The associated normalized
eigenfunctions vm with ||vm||L2(D) = 1, m = 1, 2, . . . , form a complete orthonormal
set in L2(D), and the covariance kernel may be expanded in an L2(D×D) convergent
series [16, Chapter III]
CovT (x ,y) =
∞∑
m=1
λmvm(x )vm(y). (2.14)
In case the covariance function is also continuous, then due to Mercer’s theorem
[16, Chapter III, §5.4], the convergence of (2.14) is absolute and uniform on D×D.
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Now, we define the sequence of random variables
Xm(ω) :=
1√
λm
∫
D
(T (x , ω)− t0(x )) vm(x ) dx , m = 1, 2, . . . .
Then, the KL expansion of T may be stated as:
T (x , ω) = t0(x ) +
∞∑
m=1
√
λmvm(x )Xm(ω). (2.15)
It converges in L2(D × Ω). Above, the random variables Xm have zero mean, unit
variance and are mutually uncorrelated, that is 〈XmXn〉 = δm,n, see [2, 30]. For
a continuous covariance function, the KL expansion converges in the mean square
sense uniformly on D,
lim
M→∞
sup
x∈D
〈(
T (x , ω)− t0(x )−
M∑
m=1
√
λmvm(x )Xm(ω)
)2〉
= 0.
Example 2.2.2. A Gaussian random field G : D × Ω→ R is a random field, such
that G(x , ·) is a Gaussian random variable for every x ∈ D. Gaussian random
fields are completely characterized by their mean value and covariance function [2,
Section 1.6]. The KL expansion of a Gaussian random field is based on mutually
independent instead of merely uncorrelated random variables, because the random
variables therein are again Gaussian.
Remark 2.2.3. In our covariance models, see (2.12), the covariance functions are
always of the form CovT (x ,y) = σ
2ρT (x ,y), where ρT denotes the correlation func-
tion of the random field T . When computing the eigenpairs of the covariance integral
operator K in (2.13), we may therefore extract the constant σ2 from the integrand
and solve the integral eigenproblem with the correlation function serving as kernel
function. The KL expansion then reads
T (x , ω) = t0(x ) + σ
∞∑
m=1
√
νmkm(x )Xm(ω), (2.16)
where (νm, km), m = 1, 2, . . . , are eigenpairs of the correlation integral operator.
Remark 2.2.4. According to the decomposition (2.14) we have the relation
∞∑
m=1
λm =
∫
D
CovT (x ,x ) dx .
Hence the truncation of a KL expansion, which has to be done in an actual compu-
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tation, can be performed in a way such that a specified amount of the random field’s
total variance is captured.
2.2.2 Wiener polynomial chaos expansion
The KL expansion discussed in the previous section involves only terms that are lin-
ear in the underlying random variables. In contrast, the Wiener polynomial chaos
expansion is a representation tool for random fields, containing terms which are in
general nonlinear in the underlying random variables. We shall use it for the repre-
sentation of lognormal random fields, which are popular among modelers since they
satisfy T (x , ω) > 0 a.e. in D×Ω. Details on the Wiener polynomial chaos expansion
are given in [35].
The starting point here is a separable Gaussian Hilbert space H ⊂ L2(Ω,A, P ),
that only contains centered Gaussian random variables and is complete with respect
to the norm induced by the inner product (2.6). The Wiener polynomial chaos
expansion is a representation of a random variable Y ∈ L2(Ω, σ(H), P ), where σ(H)
denotes the σ-algebra generated by H. To this end, we denote the space of all
multivariate polynomials of total degree k by
Pk := {p(X1, . . . , Xm) : p(·) polynomial of degree k,Xi ∈ H, i = 1, . . . ,m <∞} ,
and define the closed subspaces
H:0: := P0, H
:k: := Pk ∩ P⊥k−1, k = 1, 2, . . . ,
where Pk denotes the closure with respect to L
2. Then, we have the orthogonal
decomposition [35, Theorem 2.6]
L2(Ω, σ(H), P ) =
∞⊕
k=0
H:k:,
called Wiener chaos decomposition. Finally one constructs an orthonormal basis
of L2(Ω, σ(H), P ) with the help of multivariate Hermite polynomials. These are
products of (normalized) univariate Hermite polynomials {hn}n∈N0 , cf. (A.2), with
n specifying the degree of hn. Given an orthonormal basis {Xm(ω)}∞m=1 of H, the
multivariate Hermite polynomials are defined as
Hα(X (ω)) :=
∞∏
m=1
hαm(Xm(ω)). (2.17)
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Above, we have introduced the random vectorX := (X1, . . . , Xm, . . . )
T . In addition,
we have labeled the multivariate Hermite polynomials using a multi-index α ∈ I, cf.
Remark 2.2.5.
Remark 2.2.5 (Multi-index notation). A multi-index α ∈ (NN0 )c is a sequence
of non-negative integers α = (α1, α2, . . . , αM , . . . ) with compact support, i.e., only
finitely many indices are non-zero. We define |α| := ∑∞m=1 αm, α! := ∏∞m=1 αm!
and write
I =
(
NN0
)
c
. (2.18)
Since H:k: = span{Hα,α ∈ I, |α| = k} and the polynomials {Hα}α∈I are mutually
orthonormal in L2,
〈HαHβ〉 = δα,β, α,β ∈ I,
a consequence of the orthonormality of the univariate Hermite polynomials {hn}n∈N0
together with the independence of the underlying Gaussian random variables
{Xm(ω)}∞m=1, we can reformulate the Wiener chaos decomposition and state that
every random variable Y ∈ L2(Ω, σ(H), P ) posseses an L2-convergent approxima-
tion in multivariate Hermite polynomials of uncorrelated standard Gaussian random
variables called the Wiener chaos expansion:
Y (ω) =
∑
α∈I
yαHα(X (ω)). (2.19)
If for every x ∈ D, T (x , ·) is a random variable in L2(Ω, σ(H), P ), we choose variable
chaos coefficients tα = tα(x ) and obtain a formal expansion of the random field:
T (x , ω) =
∑
α∈I
tα(x )Hα(X (ω)). (2.20)
A Wiener chaos expansion may be utilized for the representation of a transformed
Gaussian field. Consider the random field model T (x , ω) = f(G(x , ω)), where G is
a Gaussian field and f : R → R is a smooth function in G. Provided we are given
the KL expansion of G,
G(x , ω) = g0(x ) +
∞∑
m=1
√
λmgm(x )Xm(ω),
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we can compute the Wiener chaos coefficients of T as follows:
tα(x ) = 〈T (x , ω)Hα(x , ξ(ω))〉
=
〈
f
(
g0(x ) +
∞∑
m=1
√
λmgm(x )Xm(ω)
)
Hα(x , ξ(ω))
〉
=
1√
α!
〈
Dαf
(
g0(x ) +
∞∑
m=1
√
λmgm(x )Xm(ω)
)〉
=
1√
α!
〈
∂|α|
∂G|α|
f(G)|G=G(x ,ω)
〉 ∞∏
m=1
(√
λmgm(x )
)αm
.
The expression after the third equality sign above is due to [40, Chapter I, Theorem
3.1].
Example 2.2.6. A lognormal random field T is of the form T (x , ω) = exp(G(x , ω)),
where G is a Gaussian random field. Hence every random variable T (x , ·) is a
lognormal random variable. Assuming G is given in terms of its KL expansion, we
follow the derivation above, and obtain the Wiener chaos coefficients of T :
tα(x ) =
1√
α!
〈
∂|α|
∂G|α|
exp(G)|G=G(x ,ω)
〉 ∞∏
m=1
(√
λmgm(x )
)αm
=
〈T 〉√
α!
∞∏
m=1
(√
λmgm(x )
)αm (2.21)
Example 2.2.7. Since for the mixed formulation we require a representation of
the inverse T−1 of the diffusion coefficient, we give the Wiener chaos expansion of
T−1, where T is a lognormal random field of the form T (x , ω) = exp(G(x , ω)) as
in Example 2.2.6. Obviously, T−1(x , ω) = exp(−G(x , ω)) and therefore the Wiener
chaos coefficients t˜α of the inverse of a lognormal field are
t˜α(x ) =
(−1)|α| 〈T−1〉√
α!
∞∏
m=1
(√
λmgm(x )
)αm
. (2.22)
2.3 Galerkin approximation
2.3.1 Finite-dimensional noise
We follow a well-established approach in the SFEM [7, 8, 37, 27, 56] by assuming
that all input random fields can be represented in terms of a finite number M ∈ N
of independent random variables Xm : Ω → Γm, with given probability density
functions ρm : R ⊃ Γm → R+0 , m = 1, . . . ,M . The independence of these random
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variables, which are often referred to as finite-dimensional noise, implies that their
joint probability density function ρ : Γ1 × · · · × ΓM → R+0 is given by
ρ(ξ) = ρ1(ξ1) · · · ρM(ξM), (2.23)
where we have introduced the vector ξ = (ξ1, . . . , ξM)
T ∈ RM . Now, follow-
ing a standard approach in probability theory, we may transport the probabilis-
tic structure from Ω to the range space Γ := Γ1 × · · · × ΓM of the random vec-
tor X = (X1, . . . , XM)
T and identify the space L2(Ω,A, P ), which is part of the
stochastic variational formulation of the primal and mixed problem, with the space
L2ρ (Γ) := L
2(Γ,BM , ρ), where BM denotes the Borel σ-algebra on Γ, defined as
L2ρ (Γ) =
f : Γ→ R measurable,
∫
Γ
f 2(ξ)ρ(ξ) dξ <∞
 . (2.24)
Then, the expectation operator reads
〈X 〉 =
∫
Γ
ξρ(ξ) dξ.
Moreover, the inner product (2.6) on L2(Ω,A, P ) transforms to the inner product
on L2ρ (Γ),
〈f(X )g(X )〉 =
∫
Γ
f(ξ)g(ξ)ρ(ξ) dξ. (2.25)
The finite-dimensional noise assumption implies, in view of the Doob-Dynkin lemma
(cf. [46]), that the output random fields may also be parametrized using the random
vector X or, equivalently, the vector ξ ∈ RM . Therefore we replace the symbol ω,
denoting an elementary event, by ξ in the sequel.
In Section 2.2 we have described random field representations which in general do not
satisfy the finite-dimensional noise assumption. For practical computations, how-
ever, we have to truncate the number of random variables underlying our problems,
as well as the polynomial degree in a chaos expansion.
Does this truncation have an impact on the crucial assumptions of T (or T−1) being
strictly positive and bounded a.e. in D × Ω in order to ensure the well-posedness
of the respective continuous stochastic variational formulations? Following an idea
discussed in detail by Matthies and Keese [43, Section 4.3.2] we will explain (cf.
Remark 2.3.4) that, given a random field represented in terms of an (infinite) KL
or Wiener chaos expansion, where the underlying random variables are assumed
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independent, the truncation does not affect the well-posedness of the (approximate)
stochastic variational formulation on a finite-dimensional variational space, if only
T (or T−1) are strictly positive and bounded a.e. on D×Ω. See also the discussion
by Todor and Schwab [56, Remark 3.3].
Clearly, a lognormal random field is strictly positive a.e. in D × Ω and hence pop-
ular among modelers, but it is unbounded from above. Gaussian random fields are
not bounded away from zero, since the support of the Gaussian probability density
function is unbounded. As Keese [37, Section 2.3.1] points out, the boundedness of
T from above is not an essential property in order for the solution of a stochastic
variational formulation to be well-defined. In contrast, the strict positivity of T is
crucial for ensuring the coercivity of the bilinear form under consideration and thus
stability of the Galerkin approximation.
The second requirement associated with the finite-dimensional noise assumption
is the independence of the underlying random variables. Since random variables
associated with a KL expansion are uncorrelated and not necessarily independent,
we always assume these variables to be mutually independent. Note that, in case of
a Gaussian random field, this additional assumption is unnecessary.
2.3.2 Variational spaces
Following the finite element framework we discretize both the primal and mixed
stochastic variational formulation. We have to construct finite-dimensional sub-
spaces of the respective global variational spaces, which are tensor product spaces,
viz. H10 (D)⊗ L2ρ (Γ) for the primal problem and H0(div;D)⊗ L2ρ (Γ) together with
L2(D)⊗ L2ρ (Γ) for the mixed problem.
In the SFEM the discretization of the deterministic and stochastic parts of the global
variational space takes place independently, which is a great advantage. One can
reuse well-known finite element spaces to discretize H10 (D), H0(div;D) and L
2(D),
respectively.
For the discretization of the stochastic part we have to select a subspace S ⊂ L2ρ (Γ)
of finite dimension Nξ := dim(S) < ∞. To date, three different constructions have
been mainly used in the SFEM,
(a) piecewise polynomials on Γ, in case Γ is bounded, see e.g. [20, 7, 8, 24],
(b) global tensor product polynomials on Γ as defined in (2.27), see e.g. [7, 27, 36,
21, 26],
(c) global complete polynomials on Γ as defined in (2.26), see e.g. [30, 29, 49, 60,
62, 39, 58, 37, 43, 50, 23, 26, 55, 53].
2 The Stochastic Finite Element Method 19
Here we shall use complete or tensor product polynomials
Pd := span {ξα : |α| ≤ d} , (2.26)
Qd := span {ξα : 0 ≤ αm ≤ dm,m = 1, . . . ,M} , (2.27)
where we have introduced the notation ξα := ξα11 ξ
α2
2 . . . ξ
αM
M for ξ ∈ RM and α ∈ NM0 .
The tensor product polynomials in Qd have a maximal separate degree dm in variable
ξm, whereas the complete polynomials in Pd have a maximal total degree equal to
d. The dimension of each subspace is
Nξ =
 dim(Qd) =
∏M
m=1(dm + 1),
dim(Pd) =
(
M+d
M
)
.
(2.28)
The remaining task is the construction of a basis for the spaces S = Pd or S = Qd .
The starting point is the Wiener polynomial chaos expansion for the representation
of a random variable in terms of a set of uncorrelated and thus independent standard
Gaussian random variables, see (2.19) in Section 2.2.2. There, a complete orthonor-
mal basis {Hα(X (ω))}α∈I of L2(Ω, σ(X ), P ) is constructed, where X denotes a
random vector containing standard Gaussian random variables and σ(X ) denotes
the σ-algebra generated by the random variables in X . The multivariate Hermite
polynomial Hα is formed by products of respective univariate Hermite polynomials,
see (2.17). Following this scheme, we define the multivariate polynomials
ψα(X (ω)) :=
∞∏
m=1
ψ(m)αm (Xm(ω)), α ∈ I, (2.29)
where again X = (X1, . . . , Xm, . . . )
T is a random vector containing mutually inde-
pendent random variables having zero mean and unit variance, that need not be
Gaussian random variables. Furthermore, ψ
(m)
0 , ψ
(m)
1 , . . . , ψ
(m)
k denote the first k+ 1
orthonormal polynomials associated with the probability density function ρm of ran-
dom variable Xm, m = 1, 2, . . . . In particular, ψ
(m)
k has exact degree k = 0, 1, 2, . . . ,
and 〈
ψ
(m)
k ψ
(m)
`
〉
= δk,`, k, ` = 0, 1, 2, . . . ,m = 1, 2, . . . .
The set span{ψα(X (ω))}α∈I is called generalized polynomial chaos or Wiener-Askey
polynomial chaos and was introduced by Xiu and Karniadakis [61] for the reason
that the original Wiener polynomial chaos span{Hα(X (ω))}α∈I is suited for the
representation of Gaussian random variables and fields, but may not be the best
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choice for representing random fields with underlying non-Gaussian random vari-
ables. Instead, Xiu and Karniadakis propose the expansion in terms of multivariate
polynomials which are the associated orthonormal polynomials to the probability
density functions of the underlying (independent) random variables of a random
field. For example, in case these variables are uniformly distributed on a bounded
interval in R, then one should use multivariate Legendre polynomials.
Now the construction of a basis for the finite-dimensional subspaces S = Pd or
S = Qd is straightforward. We set
S = span{ψα}α∈IS ,
where
IS :=
{α ∈ I, αm = 0,m > M, |α| ≤ d} , if S = Pd,{α ∈ I, αm = 0,m > M,αm ≤ dm,m = 1, . . . ,M} , if S = Qd . (2.30)
Since |IS| = Nξ <∞, there is a bijection
ι : {1, . . . , Nξ} 7→ IS
that assigns a unique integer j ∈ {1, . . . , Nξ} to each multi-index ι(j) ∈ IS and vice
versa. We will specify the mapping ι for the spaces Qd and Pd in Chapter 3, see
Remark 3.1.1.
Note finally that, by construction, the stochastic shape functions are orthonormal,
indeed we have
〈ψαψβ〉 =
∞∏
m=1
〈
ψ(m)αm ψ
(m)
βm
〉
=
∞∏
m=1
δαm,βm = δα,β, α,β ∈ I. (2.31)
Remark 2.3.1. We assume the random variables Xm, m = 1, 2, . . . , to have zero
mean and unit variance, meaning that in the range spaces Γm we have∫
Γm
ξmρm(ξm) dξm = 0,
∫
Γm
ξ2mρ(ξm) dξm = 1, m = 1, 2, . . . .
Moreover, since the weight function ρm is a probability density function, there holds∫
Γm
ρ(ξm) dξm = 1. Hence the linear univariate basis polynomial is always ψ
(m)
1 (ξm) =
ξm, and the constant univariate basis polynomial is ψ
(m)
0 (ξm) ≡ 1.
Having specified the finite-dimensional deterministic and stochastic subspaces the
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construction of the global subspace is obvious: one forms the tensor product space
of the deterministic finite element space and the space S.
2.3.3 Separable expansion
Having constructed the stochastic shape functions with the help of generalized poly-
nomial chaos basis functions in the previous section, we assume, that all input
random fields T , T−1 and F possess an L2-convergent expansion in terms of these
functions {ψα}α∈I, see (2.29). In addition, we require that such an expansion sepa-
rates the spatial variable x ∈ D and the stochastic variable ξ = (ξ1, . . . , ξm, . . . )T :
T (x , ξ) =
∑
α∈I
tα(x )ψα(ξ), (2.32)
T−1(x , ξ) =
∑
α∈I
t˜α(x )ψα(ξ), (2.33)
F (x , ξ) =
∑
α∈I
fα(x )ψα(ξ). (2.34)
Remark 2.3.2. As by construction, the Wiener polynomial chaos expansion, cf.
Section 2.2.2, satisfies this condition. A KL expansion, cf. Section 2.2.1, also
fits into this scheme, since the random variables therein have zero mean and unit
variance, and the linear univariate stochastic shape function is ξm, m = 1, 2, . . . , cf.
Remark 2.3.1.
Note that, up to now, the set of multi-indices I may be infinite.
2.3.4 Primal problem
We select a finite-dimensional subspace Vh ⊂ H10 (D) and arrive at the discretized
variational formulation of (2.7): Find ph ∈ Vh ⊗ S such that
〈a(ph, qh)〉 = 〈(F, qh)D〉 − 〈a(pg, qh)〉 ∀qh ∈ Vh ⊗ S. (2.35)
Having selected deterministic basis functions with Vh = span{φ1, φ2, . . . , φNx} we
insert the trial function ph =
∑Nx
i=1
∑Nξ
j=1 pi,jφiψι(j) into (2.35). All global basis
functions of the form qh = φkψι(`) serve as test functions in (2.35) and result in the
linear system of equations:
Nx∑
i=1
Nξ∑
j=1
〈
a(φiψι(j), φkψι(`))
〉
pi,j
=
〈
(F, φkψι(`))
〉− 〈a(pg, φkψι(`))〉 , k = 1, . . . , Nx , ` = 1, . . . , Nξ.
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Inserting the expansions (2.32) for T and (2.34) for F , these equations can be refor-
mulated:
∑
α∈I
Nx∑
i=1
Nξ∑
j=1
∫
D
tα∇φi · ∇φk dx
〈
ψαψι(j)ψι(`)
〉
pi,j
=
∑
α∈I
∫
D
(fαφk − tα∇ pg · ∇φk) dx
〈
ψαψι(`)
〉
, k = 1, . . . , Nx , ` = 1, . . . , Nξ.
(2.36)
Remark 2.3.3. As pointed out by Matthies and Keese [43, Remark 17], when in-
serting the representations of T and F , respectively, the expectation operator may
be interchanged with the separable expansion.
The structure of this linear system becomes clearer if we collect the unknowns in
block vectors, where each block vector contains all unknowns that are associated
with one fixed stochastic degree of freedom:
p =

p(1)
p(2)
...
p(Nξ)
 p(j) =

p1,j
p2,j
...
pNx ,j
 , j = 1, . . . , Nξ. (2.37)
Obviously this ordering induces the following block structure of the linear system of
equations: 
A(1,1) A(1,2) · · · A(1,Nξ)
A(2,1) A(2,2) · · · A(2,Nξ)
...
... · · · ...
A(Nξ,1) A(Nξ,2) · · · A(Nξ,Nξ)


p(1)
p(2)
...
p(Nξ)
 =

b(1)
b(2)
...
b(Nξ)
 (2.38)
where every matrix A(j,`) ∈ RNx×Nx is a linear combination of finite element stiffness
matrices:
A(j,`) =
∑
α∈I
Aα
〈
ψαψι(j)ψι(`)
〉
, j, ` = 1, . . . , Nξ, (2.39)
[Aα]i,k =
∫
D
tα∇φi · ∇φk dx , i, k = 1, . . . , Nx . (2.40)
Similarly, every vector b(`) ∈ RNx is a linear combination of finite element load
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vectors:
b(`) =
∑
α∈I
bα
〈
ψαψι(`)
〉
, ` = 1, . . . , Nξ, (2.41)
[bα]k =
∫
D
(fαφk − tα∇ pg · ∇φk) dx , k = 1, . . . , Nx . (2.42)
Remark 2.3.4. Although not obvious from equations (2.36), both sums on the left
and right-hand side are finite. Due to the orthogonality of the stochastic shape
functions, cf. (2.31), the inner product
〈
ψαψι(`)
〉
is nonzero in at most Nξ cases.
Likewise, as already shown by Keese [37, Theorem 4.1] for S = Pd, the inner product〈
ψαψι(j)ψι(`)
〉
is nonzero in only finitely many cases. Indeed, the product ψι(j)ψι(`) of
two stochastic shape functions is a polynomial in only M variables. In addition, since
the factors have a restricted separate or total degree (corresponding to the tensor or
complete polynomial case), so does their product. Hence we have the representation
ψι(j)ψι(`) =
∑
η∈IT
cηψη,
where
IT :=
{α ∈ I, αm = 0,m > M, |α| ≤ 2d}, if S = Pd,{α ∈ I, αm = 0,m > M,αm ≤ 2dm,m = 1, . . . ,M}, if S = Qd, (2.43)
is a finite set of multi-indices. This results in
〈
ψαψι(j)ψι(`)
〉
=
∑
η∈IT
cη 〈ψαψη〉 =
cα, α ∈ IT ,0, α 6∈ IT ,
thus
〈
ψαψι(j)ψι(`)
〉 6= 0 in at most |IT | cases. Henceforth we replace the infinite set
of multi-indices I with the set IT .
Corollary 2.3.5. If the random diffusion coefficient T satisfies (2.8) and possesses
an expansion as in (2.32), then the discretized primal variational problem (2.35) is
well-posed.
Proof.
As already explained in Section 2.1.1, the continuous variational problem (2.7) is
uniquely solvable under the assumption made above. Replacing the associated vari-
ational space H10 (D) ⊗ L2ρ (Γ) by a finite-dimensional subspace Vh ⊗ S retains the
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unique solvability of the discretized variational problem, which in turn is computa-
tionally tractable, since the bilinear form 〈a(·, ·)〉 has to be evaluated only on the
finite-dimensional subspace Vh ⊗ S, which results in a finite sum, see Remark 2.3.4.

To illustrate the truncation issue of T we consider the following example.
Example 2.3.6. We solve the primal problem (2.3) with D = (−0.5, 0.5)2, F = 1,
∂DD = ∂D and g = 0 by means of the SFEM. The spatial discretization uses a
mesh of 8 x 8 square spectral elements with 2 Gauss-Legendre-Lobatto (GLL) nodes
per element [12, Chapter 2] in each spatial direction for the approximation of p,
yielding Nx = 49. The diffusion coefficient T (x , ξ) = exp(G(x , ξ)) is a lognor-
mal random field, whose underlying Gaussian random field G has constant mean
〈G〉 = 0 and covariance function (2.12a), where c1 = c2 = 1 and σ = 2. For the
stochastic discretization we use complete polynomials of maximum total degree d in
M = 4 random variables which captures 78 % of the Gaussian field’s total variance.
The eigenpairs of the integral eigenproblem associated with the operator (2.13) are
available in closed form, since the kernel is separable. Hence the eigenpairs can be
expressed in terms of associated one-dimensional integral eigenproblems the exact
solutions of which are given in [30, pages 27–29].
For the approximation of T we use a (Wiener) polynomial chaos expansion involving
N̂ =
(
M+bdbd ) terms. According to Remark 2.3.4, we must choose d̂ = 2d for a complete
representation of the lognormal field on the space S = Pd, which guarantees the
positive definiteness of the global Galerkin matrix in (2.38). Table 2.1 lists the
extremal eigenvalues of the global Galerkin matrix A for different values of d̂. Note
that the mean stiffness matrix, corresponding to the case d̂ = 0, is always positive
definite. However, for d = 2 and d = 3 and the selected truncation levels N̂ ,
the matrix A is indefinite, except for the case d̂ = 2d. Choosing a value d̂ > 2d
leaves the matrix A unchanged, since the entries
〈
ψαψι(j)ψι(`)
〉
with α 6∈ IT are
zero. Interestingly, for d = 4, the global Galerkin matrix A is positive definite for
a truncation level N̂ = 210, but is again indefinite for N̂ = 330 revealing that the
matrix A may be positive definite for intermediate truncation levels, but this cannot
be guaranteed until we finally choose a truncation level corresponding to d̂ = 2d.
Kronecker product representation
Finally we give a compact representation of the linear system of equations (2.38),
which we will find useful for further discussion. Collecting all expected values ac-
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d d̂ N̂ λmin(A) λmax(A)
2 0 1 2.2498 56.8626
- 1 5 -117.0224 229.4823
- 2 15 -0.7214 540.1558
- 3 35 -53.5973 735.0948
- 4 70 0.1822 921.4508
3 0 1 2.2498 56.8626
- 1 5 -176.0834 288.1094
- 2 15 -19.8582 817.9128
- 3 35 -267.6547 1391.2870
- 4 70 -0.2493 2054.7217
- 5 126 -31.6372 2297.9342
- 6 210 0.0751 2487.7643
4 0 1 2.2498 56.8626
- 1 5 -226.6985 338.4234
- 2 15 -21.0076 1105.4424
- 3 35 -616.1861 2215.3847
- 4 70 -25.2759 3725.6590
- 5 126 -331.5709 4695.8353
- 6 210 0.0485 5573.6396
- 7 330 -10.7146 5792.8019
- 8 495 0.0347 5936.5944
Table 2.1: Example 2.3.6: Extremal eigenvalues of the global Galerkin matrix A for
different truncation levels of the polynomial chaos expansion of T .
cordingly, we define the stochastic Galerkin matrices
[Gα]j,` =
〈
ψαψι(j)ψι(`)
〉
, j, ` = 1, . . . , Nξ, α ∈ IT , (2.44)
along with the vectors
[gα]` =
〈
ψαψι(`)
〉
, ` = 1, . . . , Nξ, α ∈ IT . (2.45)
Then, it is easy to see, that the linear system of equations (2.38) with I = IT takes
on the form (∑
α∈IT
Gα ⊗ Aα
)
p =
∑
α∈IT
gα ⊗ bα, (2.46)
where ⊗ denotes the Kronecker product [34, Definition 4.2.1].
Remark 2.3.7. Starting from the Kronecker product representation (2.46), it is
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interesting to notice, that the discretized primal stochastic variational problem can
be formulated as matrix equation.
We arrange the blocks p(`) and b(`), ` = 1, . . . , Nξ, of the vector p defined in (2.37)
and the right hand side vector b in (2.38), respectively, in matrices
P =
[
p(1) p(2) · · · p(Nξ)
]
B =
[
b(1) b(2) · · · b(Nξ)
]
.
Then, the linear system of equations (2.46) can be rewritten as linear matrix equation
for P , see for example [34, Section 4.3]:∑
α∈IT
AαPGα = B
2.3.5 Mixed problem
Analogously to the discretization of the primal stochastic variational formulation we
select finite-dimensional subspaces Xh ⊂ H0(div;D) and Wh ⊂ L2ρ (Γ) and obtain
the discretized version of the mixed stochastic variational formulation (2.10) (recall
the substitution of L2): Find a pair of functions (uh, ph) ∈ (Xh×Wh)⊗S, such that
〈c(uh, vh)〉+ 〈b(vh, ph)〉 = −〈(g,n · vh)∂DD〉 ∀vh ∈ Xh ⊗ S,
〈b(uh, qh)〉 = −〈(F, qh)D〉 ∀qh ∈ Wh ⊗ S.
Note that the deterministic subspaces Xh and Wh must be chosen in such a way that
the bilinear form b(·, ·) satisfies the inf-sup condition with respect to the subspaces
Xh and Wh.
Proceeding as for the primal formulation we select deterministic basis functions
with Xh = span{ϕ1,ϕ2, . . . ,ϕNux } and Wh = span{φ1, . . . , φNpx }. Inserting the trial
functions uh =
∑Nux
i=1
∑Nξ
j=1 ui,jϕiψι(j) and ph =
∑Npx
i=1
∑Nξ
j=1 pi,jφiψι(j) together with
appropriate test functions of the form vh = ϕkψι(`) and qh = φkψι(`) we arrive at
the linear system of equations:
Nux∑
i=1
Nξ∑
j=1
〈
c(ϕiψι(j),ϕkψι(`))
〉
ui,j +
Npx∑
i=1
Nξ∑
j=1
〈
b(ϕkψι(`), φiψι(j))
〉
pi,j
=− (g,n ·ϕk)∂DD
〈
ψι(`)
〉
, k = 1, . . . , Nux , ` = 1, . . . , Nξ,
Npx∑
i=1
Nξ∑
j=1
〈
b(ϕiψι(j), φkψι(`))
〉
ui,j = −
〈
(F, φkψι(`))
〉
, k = 1, . . . , Npx , ` = 1, . . . , Nξ.
Inserting the expansions (2.33) for T−1 and (2.34) for F we reformulate these equa-
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tions:
∑
α∈I
Nux∑
i=1
Nξ∑
j=1
∫
D
t˜αϕi ·ϕk dx
〈
ψαψι(j)ψι(`)
〉
ui,j −
Npx∑
i=1
Nξ∑
j=1
∫
D
φi∇·ϕk dx
〈
ψι(j)ψι(`)
〉
pi,j
=− (g,n ·ϕk)∂DD
〈
ψι(`)
〉
, k = 1, . . . , Nux , ` = 1, . . . , Nξ,
−
Nux∑
i=1
Nξ∑
j=1
∫
D
φk∇·ϕi dx
〈
ψι(j)ψι(`)
〉
ui,j = −
∑
α∈I
∫
D
fαφk dx
〈
ψαψι(`)
〉
,
k = 1, . . . , Npx , ` = 1, . . . , Nξ.
(2.47)
Collecting the unknowns in block vectors in the same way as for the primal problem,
the block structure of the Galerkin system appears:
C(1,1) (B(1,1))T · · · C(1,Nξ) (B(1,Nξ))T
B(1,1) O · · · B(1,Nξ) O
...
... · · · ...
C(Nξ,1) (B(Nξ,1))T · · · C(Nξ,Nξ) (B(Nξ,Nξ))T
B(Nξ,1) O · · · B(Nξ,Nξ) O


u (1)
p(1)
...
u (Nξ)
p(Nξ)

=

g (1)
f (1)
...
g (Nξ)
f (Nξ)

(2.48)
where every matrix C(j,`) ∈ RNux ×Nux is a linear combination of weighted finite element
mass matrices:
C(j,`) =
∑
α∈I
Cα
〈
ψαψι(j)ψι(`)
〉
, j, ` = 1, . . . , Nξ, (2.49)
[Cα]i,k =
∫
D
t˜αϕi ·ϕk dx , i, k = 1, . . . , Nux . (2.50)
Likewise, every vector f (`) ∈ RNpx is a linear combination of finite element load
vectors:
f (`) =
∑
α∈I
fα
〈
ψαψι(`)
〉
, ` = 1, . . . , Nξ, (2.51)
[fα]k = −
∫
D
fαφk dx , k = 1, . . . , N
p
x . (2.52)
The matrices B(j,`) ∈ RNpx×Nux and vectors g (`) ∈ RNux do not depend on any input
2 The Stochastic Finite Element Method 28
random field and are of the form:
B(j,`) = B
〈
ψι(j)ψι(`)
〉
, j, ` = 1, . . . , Nξ, (2.53)
[B]i,k =
∫
D
φi∇·ϕk dx , i = 1, . . . , Npx , k = 1, . . . , Nux , (2.54)
g (`) =
〈
ψι(`)
〉
g , ` = 1, . . . , Nξ, (2.55)
[g ]k = −
∫
∂DD
gϕk · n ds, k = 1, . . . , Nux . (2.56)
Note that in (2.48) the unknowns are ordered such that at first all flux unknowns
corresponding to the first stochastic degree of freedom are collected followed by the
pressure unknowns corresponding to the respective degree of freedom:
u =

u (1)
u (2)
...
u (Nξ)
 u (j) =

u1,j
u2,j
...
uNux ,j
 , j = 1, . . . , Nξ, (2.57)
p =

p(1)
p(2)
...
p(Nξ)
 p(j) =

p1,j
p2,j
...
pNpx ,j
 , j = 1, . . . , Nξ. (2.58)
Remark 2.3.8. The sums on both the left and right-hand side of equations (2.47)
are finite, for the same reason as already explained in Remark 2.3.4 corresponding
to the primal problem. Therefore we replace the multi-index set I by IT .
Then, following the proof of Corollary 2.3.5, we can establish the unique solvability
of the discretized mixed varitional problem (2.47), provided the inverse T−1 of the
random diffusion coefficient satisfies (2.11) and possesses an expansion as in (2.33).
Kronecker product representation
In analogy to the primal problem there is also a compact representation of the
linear system of equations (2.48), cf. Section 2.3.4. There we have introduced the
stochastic Galerkin matrices Gα, see (2.44) together with the vectors gα, see (2.45).
For ease of presentation, we replace the multi-index α with |α| = 0 by the number
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0. Then, the linear system of equations (2.48) with I = IT can be written in formG0 ⊗
C0 BT
B O
+ ∑
α∈IT ,
|α|>0
Gα ⊗
Cα O
O O


u
p
 = g0 ⊗
g
f0
+ ∑
α∈IT ,
|α|>0
gα ⊗
0
fα
 ,
(2.59)
where again ⊗ denotes the Kronecker product.
3 Stochastic discretization
In the previous chapter we have described the discretization steps associated with the
SFEM. Recall that for the stochastic part we have to select a finite-dimensional sub-
space S of the space L2ρ (Γ) defined in (2.24) together with a basisB = {ψ1, . . . , ψNξ}
of S. The weight function ρ, as defined in (2.23), is the joint probability density
function of a set of M independent random variables X1, X2, . . . , XM , hence ρ is
of the form ρ(ξ) = ρ1(ξ1)ρ2(ξ2) · · · ρM(ξM), where ρm : Γm → R is the probability
density function of the random variable Xm.
In Section 2.3.2 we have presented two popular choices for S, namely the space Pd
of complete polynomials, as defined in (2.26) and the space Qd of tensor product
polynomials, as defined in (2.27). In addition, we shall use a special tensor product
polynomial space
Q?d := span {ξα : 0 ≤ αm ≤ d, m = 1, . . . ,M} , (3.1)
that is, the space of all tensor product polynomials of separate degree at most equal
to d in every variable. Obviously, Pd ⊆ Q?d and for M = 1 the spaces Pd, Q?d and
Qd coincide.
Recall that for both spaces Pd and Qd we have constructed orthonormal basis func-
tions of the form
ψα(ξ) =
∞∏
m=1
ψ(m)αm (ξm), α ∈ I, (3.2)
where ψ
(m)
0 , ψ
(m)
1 , . . . , ψ
(m)
n denote the first n+1 orthonormal polynomials associated
with a certain weight function. In particular,〈
ψ
(m)
k ψ
(m)
`
〉
= δk,` k, ` ≥ 0, m ≥ 1. (3.3)
In this chapter, we discuss properties of the stochastic Galerkin matrices as defined
in (2.44),
[Gα]j,` =
〈
ψαψι(j)ψι(`)
〉
, j, ` = 1, . . . , Nξ, α ∈ IT ,
since these matrices are building blocks of the global Galerkin matrix associated with
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both the primal and mixed problem, cf. equations (2.46) and (2.59), respectively. In
particular, for a stochastic left-hand side problem the stochastic Galerkin matrices
constitute the main difference between a deterministic finite element discretization
and the associated stochastic one. At first sight, these matrices look like standard
finite element mass matrices, but a closer look reveals that we are dealing with
representations of multiplication operators on the space L2ρ (Γ). Indeed, if we define
the projection operator
PS : L
2
ρ (Γ)→ S
PS(ψ) =
∑
γ∈IS
〈ψψγ〉ψγ , ψ ∈ L2ρ (Γ) ,
along with the multiplication operator
Mα : S → L2ρ (Γ)
Mα(ψ) = ψαψ, α ∈ IT , ψ ∈ S,
then it is easy to see, that every matrix Gα with α ∈ IT represents the operator
PS ◦Mα with respect to the basis {ψγ}γ∈IS .
Another important observation concerning the structure of the global Galerkin ma-
trices in (2.46) and (2.59) is that the number of the stochastic Galerkin matrices
Gα present in the respective sums is always finite, see Remark 2.3.4, but depends
on the type of the random diffusion coefficient or its inverse, respectively. For each
stochastic variational space S = Pd or S = Qd we distinguish two cases:
• If the random diffusion coefficient (or its inverse) is linear in the underlying
random variables (e.g. a Gaussian random field or a random field given in
terms of a truncated KL expansion) only M + 1 stochastic Galerkin matrices
Gα in (2.44) labeled with a multi-index α ∈ IT , but with |α| ≤ 1 appear in
the global Galerkin matrix. This means that the first factor ψα in the triple
product of basis polynomials is constant or one of the monic linear polynomials
ξ1, . . . , ξM , see Remark 2.3.1.
• If, on the other hand, the random diffusion coefficient (or its inverse) is non-
linear in the underlying random variables (e.g. a lognormal random field), in
general all stochastic Galerkin matrices in (2.44) labeled with a multi-index
α ∈ IT as defined in (2.43) appear in the global Galerkin matrix.
We refer to the four cases as (CP-lin), (TP-lin), (CP-nonlin) and (TP-nonlin). Now,
the outline of this chapter is as follows.
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For both the complete and tensor polynomial stochastic variational spaces we ex-
amine the structure of the stochastic Galerkin matrices. In particular, we discuss
the special case (CP-lin) and give an alternative proof of a recent structure result
obtained by Powell and Elman, cf. [50, Lemma 3.1].
Next we consider the cases (TP-lin) and (CP-lin), and investigate the question of
simultaneous diagonalization of the corresponding stochastic Galerkin matrices. We
review an idea introduced by Babusˇka, Tempone and Zouraris [7, Section 7] in the
context of SFEM, who utilized a so called doubly orthogonal basis of the space Qd
for decoupling the global Galerkin system. Equivalently, the collection of stochastic
Galerkin matrices can be simultaneously diagonalized in the case (TP-lin). Then,
the global Galerkin matrix becomes block-diagonal, meaning that our remaining
task is the solution of a sequence of smaller (compared to the size of the original
global Galerkin matrix) linear systems of equations. We shall deal with this issue in
detail in Chapter 5. On the other hand, we will show that the case (CP-lin) makes a
decoupling with respect to the stochastic degrees of freedom impossible. This result
has not been shown in the SFEM literature to date.
Based on the matrix structure examinations we derive general eigenvalue bounds for
the stochastic Galerkin matrices that will be useful for studying different types of
preconditioners in Chapter 4.
At the end of this chapter we consider the special case of a symmetric weight func-
tion ρ, the associated basis polynomials of which are called symmetric orthonormal
polynomials. For the univariate case M = 1 we determine an analytic expression
for the complete description of the eigenvalues of Gα with multi-index α = (2),
having identified the matrix Gα with multi-index α = (1) to be the Jacobi matrix
corresponding to the orthonormal polynomials associated with the weight function
ρ, and hence having determined the eigenvalues of this matrix, see for example
[31, 28]. Furthermore we briefly discuss the computation of the matrix entries of
Gα in general, and demonstrate the connection with the problem of linearization
of products of orthogonal polynomials. Finally we give a complete description of
the sparsity structure and derive an sharp upper bound on the number of nonzero
entries of each stochastic Galerkin matrix in case M = 1, a result which might be
useful for estimating the cost of matrix vector multiplies with the global Galerkin
matrix. In the multivariate case M > 1, we give sharp upper bounds on the number
of nonzero entries of a stochastic Galerkin matrix associated with the special cases
(TP-nonlin) and (CP-lin).
Remark 3.0.9 (Notation convention). For convenience we again replace a multi-
index α with |α| = 0 by 0. Likewise, we replace a multi-index α with |α| = 1 and
αm = 1 by m ∈ N.
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3.1 Matrix structure
Before starting the examination of the matrix structure, we need to specify the
numbering of the stochastic shape functions. In addition, we give an instructive
example.
Remark 3.1.1 (Numbering convention). Let α ∈ IS be a multi-index. We use
the following ordering of the stochastic shape functions and the corresponding multi-
indices, respectively:
• S = Qd : The first component α1 varies first from 0 to d1, then the second
component α2 varies from 0 to d2 etc.
• S = Pd: We list the multi-indices in the same way as for S = Q?d except that
we drop multi-indices with |α| > d.
Example 3.1.2. For M = 2, d = 3 there are (1 + 3)2 = 16 basis polynomials for
the space Q?3, but only
(
2+3
2
)
= 10 have a total degree less than four and serve as
basis polynomials for the space P3, see Table 3.1. Note that we omit the superscript
(m).
α ψα Keep ?
(0,0) ψ0(ξ1)ψ0(ξ2) X
(1,0) ψ1(ξ1)ψ0(ξ2) X
(2,0) ψ2(ξ1)ψ0(ξ2) X
(3,0) ψ3(ξ1)ψ0(ξ2) X
(0,1) ψ0(ξ1)ψ1(ξ2) X
(1,1) ψ1(ξ1)ψ1(ξ2) X
(2,1) ψ2(ξ1)ψ1(ξ2) X
(3,1) ψ3(ξ1)ψ1(ξ2) x
(0,2) ψ0(ξ1)ψ2(ξ2) X
(1,2) ψ1(ξ1)ψ2(ξ2) X
(2,2) ψ2(ξ1)ψ2(ξ2) x
(3,2) ψ3(ξ1)ψ2(ξ2) x
(0,3) ψ0(ξ1)ψ3(ξ2) X
(1,3) ψ1(ξ1)ψ3(ξ2) x
(2,3) ψ2(ξ1)ψ3(ξ2) x
(3,3) ψ3(ξ1)ψ3(ξ2) x
Table 3.1: Dropping of basis polynomials for M = 2, d = 3.
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The stochastic Galerkin matrices Gα in (2.44) for the univariate case with multi-
index |α| = n and αm = n, which we shall denote by U (m)n , are given by
[U (m)n ]i,j =
〈
ψ(m)n ψ
(m)
i ψ
(m)
j
〉
, i, j = 0, . . . , dm, m = 1, . . . ,M, n ≥ 0. (3.4)
Remark 3.1.3. According to Remark 2.3.1, we have ψ
(m)
1 (ξm) = ξm. Hence the
matrices U
(m)
1 are Jacobi matrices of order dm + 1 associated with the univariate
orthonormal basis polynomials ψ
(m)
0 , ψ
(m)
1 , . . . , ψ
(m)
dm
.
3.1.1 Tensor product polynomials
The tensor product structure of the space Qd results in a special structure of the
matrices Gα in (2.44) as well:
Lemma 3.1.4 (TP-nonlin). For S = Qd the matrices (2.44) are of the form
Gα = U
(M)
αM
⊗ U (M−1)αM−1 ⊗ · · · ⊗ U (2)α2 ⊗ U (1)α1 , α ∈ IT , (3.5)
where U
(m)
αm ∈ R(dm+1)×(dm+1) is a univariate matrix as defined in (3.4).
Proof.
Because the joint probability density function ρ of the M random variables is sepa-
rable, see (2.23), so is the inner product (2.25), hence
[Gα]β,γ = 〈ψαψβψγ〉 =
M∏
m=1
〈
ψ(m)αm ψ
(m)
βm
ψ(m)γm
〉
=
M∏
m=1
[U (m)αm ]βm,γm .
Note that in (3.5) the leftmost Kronecker factor corresponds to the last random
variable XM and the rightmost Kronecker factor corresponds to the first random
variable X1 according to the numbering convention in Remark 3.1.1.

Corollary 3.1.5 (TP-lin). For |α| = 0 we have Gα = INξ. Moreover for |α| = 1
with αm = 1 we obtain
Gα = IdM+1 ⊗ · · · ⊗ IdM−m+2+1 ⊗ U (m)1 ⊗ IdM−m+1 ⊗ · · · ⊗ Id1+1, (3.6)
where the respective univariate matrix U
(m)
1 from (3.4) is the (M −m+ 1)st factor
(left to right) of the Kronecker product.
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Proof.
The univariate basis polynomials are orthonormal, see (3.3), hence
[U
(m)
0 ]i,j =
〈
1 · ψ(m)i ψ(m)j
〉
= δij, i, j = 0, . . . , dm, m = 1, . . . ,M.

3.1.2 Complete polynomials
For S = Pd the matrices Gα lose their Kronecker product structure (3.5) because
the space Pd is not a tensor product space. Nevertheless we make the following
observations:
Lemma 3.1.6 (CP-nonlin). For S = Pd every matrix Gα in (2.44) is a principal
submatrix of the corresponding matrix (3.5) obtained for the case S = Q?d.
Proof.
This follows immediately from the numbering convention in Remark 3.1.1.

More can be said for the special case (CP-lin). The next result was also obtained
by Powell and Elman, cf. [50, Lemma 3.1].
Lemma 3.1.7 (CP-lin). For |α| = 0 we have Gα = INξ. For |α| = 1 and αm =
1, the matrix Gα is permutation similar to a block-diagonal matrix. Each of the
(d+ 1)M−1 diagonal blocks is a univariate matrix U (m)1 of the form (3.4). All blocks
are of size at most (d+1)×(d+1) and the first block is exactly of size (d+1)×(d+1).
Proof.
Just as in Corollary 3.1.5, Gα = INξ for |α| = 0 follows from assumption (3.3).
Next we show that the matrix G1 (with multi-index |α| = 1 and α1 = 1) is block-
diagonal with blocks as described above. Indeed, in the complete polynomial case un-
der consideration, the matrix G1 is a principal submatrix of the respective matrix G
?
1
corresponding to the tensor product polynomial basis for the space Q?d, see Lemma
3.1.6. But the matrix G?1 is block-diagonal with the matrix U
(1)
1 ∈ R(d+1)×(d+1)
appearing (d+ 1)M−1 times on the diagonal, see Corollary 3.1.5:
G?1 = Id+1 ⊗ · · · ⊗ Id+1 ⊗ U (1)1 = I(d+1)M−1 ⊗ U (1)1 .
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According to the numbering convention in Remark 3.1.1 we have to drop all rows and
columns of G?1 where the corresponding basis polynomials exceed the total degree d.
Clearly the remaining blocks are of size at most (d+ 1)× (d+ 1). But we claim that
every remaining block is a univariate matrix U
(1)
1 of the form (3.4). This means that
we only drop consecutive rows and columns beginning from the end of each block.
This becomes immediately clear when we look at the basis polynomials correspond-
ing to a fixed block before dropping. Only one component of the multi-index α say
αm runs from 0 to d. The remaining components α1, α2, . . . , αm−1, αm+1, . . . , αM are
constant, see for example Table 3.1. Hence if |α| exceeds the given total degree d
for a basis polynomial in the block we have to drop all consecutive polynomials until
we have reached the end of the block.
In the first block the first multi-index component α1 goes from 0 to d and the
remaining components α2, . . . , αM are zero. Hence no row and column belonging to
this block has to be dropped.
Finally, it is easy to see that the remaining matrices Gm, m > 1 (with multi-index
|α| = 1 and αm = 1), are permutation similar to a block-diagonal matrix of the
form described above. We only have to interchange the variables ξm and ξ1 in every
entry of Gm. This corresponds to an interchange of the variables ξm and ξ1 in
the ordered set of basis polynomials. Reorder the set according to the numbering
convention in Remark 3.1.1. Apply the same reordering to the rows and columns of
the intermediate matrix to obtain a block-diagonal matrix in which every block is a
univariate matrix U
(m)
1 of the form (3.4).

3.2 Decoupling the global Galerkin matrix
Up to now we have constructed an orthonormal basis of multivariate polynomials
and examined the structure of the stochastic Galerkin matrices Gα in (2.44) for the
two spaces S = Qd and S = Pd. In both cases the matrix Gα corresponding to
|α| = 0 is diagonal since it is just the Gramian matrix of the orthonormal basis
polynomials. It is natural to ask whether it is possible to choose an orthonormal
basis such that the remaining matrices Gα, |α| > 0, are also diagonal. In case all
Gα are diagonal the global Galerkin matrix is block-diagonal, see (2.46) or (2.59).
Hence a sequence of Nξ linear systems in Nx unknowns has to be solved instead of
the global Galerkin system in Nx ·Nξ unknowns.
We start with an orthonormal basis B = {ψ1, ψ2, . . . , ψNξ} of the spaces S = Qd
or S = Pd, respectively. The goal is to find another orthonormal basis B̂ =
{ψ̂1, ψ̂2, . . . , ψ̂Nξ} together with a basis transformation matrix X ∈ RNξ×Nξ which
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maps B̂ to B such that the transformed matrices Ĝα are diagonal:
Ĝα = X
TGαX. (3.7)
Since we map one orthonormal basis to another one the basis transfomation matrix
X must be orthogonal. We rewrite equation (3.7) using this information:
XTX = INξ , (3.8a)
GαX = XĜα, |α| > 0. (3.8b)
Since Ĝα is diagonal and equation (3.8b) contains the same matrix X for all Gα,
|α| > 0, equation (3.8b) tells us that matrix X contains common eigenvectors of
the matrices Gα, |α| > 0. Therefore the problem of decoupling the stochastic
Galerkin matrices reduces to the question of whether the matrices Gα, |α| > 0,
share common eigenvectors (not necessarily belonging to the same eigenvalue). This
problem is called simultaneous diagonalization of matrices by orthogonal congruence,
see [33, Section 4.5].
3.2.1 Tensor product polynomials
Due to their Kronecker product structure, the matrices Gα can be simultaneously
diagonalized at least for the case (TP-lin) under quite general assumptions.
Lemma 3.2.1 (TP-lin). For S = Qd the matrices Gα with |α| = 1 can be simulta-
neously diagonalized by orthogonal congruence.
Proof.
First, note that the matrices Gα are of the form (3.6). Let U
(m)
1 Vm = VmDm be
the spectral decomposition of the univariate matrices U
(m)
1 , where V
T
mVm = Idm+1,
m = 1, . . . ,M . We define the basis transformation
X = VM ⊗ VM−1 ⊗ · · · ⊗ V2 ⊗ V1,
and find for m = 1, . . . ,M ,
GmX = (IdM+1 ⊗ · · · ⊗ IdM−m+2+1 ⊗ U (m)1 ⊗ IdM−m+1 ⊗ · · · ⊗ Id1+1) · (VM ⊗ · · · ⊗ V1)
= VM ⊗ VM−1 ⊗ · · · ⊗ Vm+1 ⊗ U (m)1 Vm ⊗ Vm−1 ⊗ · · · ⊗ V1
= VM ⊗ VM−1 ⊗ · · · ⊗ Vm+1 ⊗ VmDm ⊗ Vm−1 ⊗ · · · ⊗ V1
= (VM ⊗ · · · ⊗ V1) · (IdM+1 ⊗ · · · ⊗ IdM−m+2+1 ⊗Dm ⊗ IdM−m+1 ⊗ · · · ⊗ Id1+1)
= XD˜m,
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with diagonal matrices D˜m, m = 1, . . . ,M .

Remark 3.2.2. Note that in Lemma 3.2.1 the simultaneous diagonalization can be
performed without assuming all random variables to be identically distributed.
Remark 3.2.3. A result equivalent to Lemma 3.2.1 was introduced in the context of
SFEM by Babusˇka, Tempone and Zouraris [7, Section 7]. There, a doubly orthogonal
basis of the space Qd was constructed for decoupling the global Galerkin system with
respect to the stochastic degrees of freedom.
3.2.2 Complete polynomials
We examine the linear case (CP-lin) for M ≥ 2 and d > 0, since the linear case with
only one random variable or d = 0 is trivial. We first collect further observations on
the stochastic Galerkin matrices Gα.
Lemma 3.2.4 (CP-lin, M ≥ 2). For S = Pd with d > 0 and M ≥ 2 the matrices
Gα with |α| = 1 are always singular.
Proof.
We consider the matrix Gα with |α| = 1 and αm = 1. Because M ≥ 2, there will
always be a basis polynomial ψ ∈ B of the form
ψ(ξ) = ψ
(n)
d (ξn), n 6= m,
which is a polynomial of exact degree d that depends on the nth variable ξn only.
We show that this polynomial is a (nontrivial) element of the kernel of the operator
represented by the matrix Gm. For all basis polynomials ψβ ∈ B we have
〈
ψ
(m)
1 (ξm)ψ
(n)
d (ξn)ψβ(ξ)
〉
=
〈
ψ
(m)
1 (ξm)ψ
(n)
d (ξn)
M∏
`=1
ψ
(`)
β`
(ξ`)
〉
=
〈
ψ
(m)
1 (ξm)ψ
(m)
βm
(ξm)
〉
︸ ︷︷ ︸
(I)
〈
ψ
(n)
d (ξn)ψ
(n)
βn
(ξn)
〉
︸ ︷︷ ︸
(II)
M∏
`=1
`6=n,m
〈
ψ
(`)
β`
(ξ`)
〉
.
At least one of the factors (I) or (II) must vanish: otherwise, suppose both (I)
and (II) are not equal to zero. In this case we must have βm = 1 and βn = d,
hence |β| ≥ d + 1, a contradiction to the restriction of the total degree of all basis
polynomials to d.

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Based on this observation we prove
Theorem 3.2.5 (CP-lin, M ≥ 2). For S = Pd with d > 0 and M ≥ 2 the matrices
Gα with |α| = 1 are not simultaneously diagonalizable by orthogonal congruence.
Proof.
Consider again the matrix Gα with |α| = 1 and αm = 1. In the proof of Lemma 3.2.4
we have seen that ψ
(n)
d , m 6= n, is contained in the null space of the operator rep-
resented by the matrix Gm, meaning that it is an eigenfunction associated with
eigenvalue λ = 0. We show that ψ
(n)
d is not an eigenfunction of the operator repre-
sented by the matrix Gn. Suppose the contrary, i.e., ψ
(n)
d were an eigenfunction of
the operator represented by the matrix Gn. Then there must hold〈
ψ
(n)
1 (ξn)ψ
(n)
d (ξn)ψβ(ξ)
〉
= λ
〈
ψ
(n)
d (ξn)ψβ(ξ)
〉
∀ψβ ∈ B.
In particular, if we choose ψβ = ψ
(n)
d−1 we obtain〈
ψ
(n)
1 (ξn)ψ
(n)
d (ξn)ψ
(n)
d−1(ξn)
〉
= λ
〈
ψ
(n)
d (ξn)ψ
(n)
d−1(ξn)
〉
= λ · 0 = 0. (3.9)
But for the left hand side of (3.9) there holds〈
ψ
(n)
1 (ξn)ψ
(n)
d (ξn)ψ
(n)
d−1(ξn)
〉
> 0,
a contradiction independent of the value of λ. The reason is this: The linear uni-
variate basis polynomial is ψ
(n)
1 (ξn) = ξn, see Remark 3.1.3. Therefore〈
ψ
(n)
1 (ξn)ψ
(n)
d (ξn)ψ
(n)
d−1(ξn)
〉
=
〈
ξnψ
(n)
d (ξn)ψ
(n)
d−1(ξn)
〉
is just the last entry on the first subdiagonal of the Jacobi matrix U
(n)
1 associated with
the univariate orthonormal polynomials ψ
(n)
0 , ψ
(n)
1 , . . . , ψ
(n)
d and the weight function
ρn. This entry is always positive, see [28, Definition 1.30 and Theorem 1.27]. Hence
ψ
(n)
d is not an eigenfunction of the operator represented by the matrix Gn.

Many authors use the space S = Pd for the stochastic discretization, see page 18
in Section 2.3.2, to avoid the so called ‘curse of dimension’: for the space S = Qd
the number of stochastic degrees of freedom grows exponentially with the number
of random variables, see (2.28). On the other hand, in the case (TP-lin), the global
Galerkin system can be decoupled with respect the stochastic degrees of freedom.
Theorem 3.2.5 reveals that the space S = Pd allows no decoupling of the global
Galerkin system in the case (CP-lin).
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3.3 Eigenvalue bounds
For use in Chapter 4, we develop general eigenvalue bounds for the stochastic
Galerkin matrices Gα.
3.3.1 Tensor product polynomials
Lemma 3.3.1 (TP-nonlin). For S = Qd we obtain the following eigenvalue bounds
for the matrices Gα in (2.44):
λmax(Gα) = max
{
M∏
m=1
λm, λm ∈ λ(U (m)αm )
}
=: Θα, (3.10a)
λmin(Gα) = min
{
M∏
m=1
λm, λm ∈ λ(U (m)αm )
}
=: θα. (3.10b)
Proof.
In this case the matrices Gα are of the form (3.5). The eigenvalues of Kronecker
product matrices are the products of the respective eigenvalues of each Kronecker
factor, see [34, Theorem 4.2.12].

Corollary 3.3.2 (TP-lin). For |α| = 1 with αm = 1 we obtain
λmax(Gα) = µ
(m)
dm+1
, λmin(Gα) = µ
(m)
dm+1
,
where µ
(m)
dm+1
and µ(m)
dm+1
denote the largest and smallest zero of the polynomial ψ
(m)
dm+1
,
respectively.
Proof.
Corollary 3.1.5 and Lemma 3.3.1 imply that λmax(Gα) = λmax
(
U
(m)
1
)
and λmin(Gα) =
λmin
(
U
(m)
1
)
. The matrix U
(m)
1 is the Jacobi matrix of order dm + 1 associated with
the univariate basis polynomials ψ
(m)
0 , ψ
(m)
1 , . . . , ψ
(m)
dm+1
, cf. Remark 3.1.3, hence its
eigenvalues are the zeros of the polynomial ψ
(m)
dm+1
, see [31].

3.3.2 Complete polynomials
Lemma 3.3.3 (CP-nonlin). For S = Pd we have the following eigenvalue bounds
for the matrices Gα in (2.44):
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λmax(Gα) ≤ Θ?α, λmin(Gα) ≥ θ?α,
where θ?α and Θ
?
α denote the bounds in (3.10) for the special case S = Q?d.
Proof.
This follows from [33, Theorem 4.3.15] since every matrix Gα in case S = Pd is
a principal submatrix of the corresponding stochastic Galerkin matrix for the case
S = Q?d, see Lemma 3.1.6.

In the special case (CP-lin) we can compute the eigenvalues of the matrices Gα
exactly rather than just give upper and lower bounds. Powell and Elman made the
same observation on this issue, see [50, Lemma 3.1].
Lemma 3.3.4 (CP-lin). For |α| = 1 and αm = 1 the eigenvalues of every cor-
responding matrix Gα are zeros of the univariate orthonormal basis polynomials
ψ
(m)
1 , . . . , ψ
(m)
d+1 corresponding to the weight function ρm.
Proof.
This follows immediately from Lemma 3.1.7. Recall that all matrices Gα with
|α| = 1 and αm = 1 are permutation similar to a block-diagonal matrix, where every
diagonal block is a Jacobi matrix associated with the univariate basis polymonials
ψ
(m)
0 , ψ
(m)
1 , . . . , ψ
(m)
d of order at most equal to d+1, see Remark 3.1.3. The eigenvalues
of a Jacobi matrix of order k, k = 1, . . . , d + 1, are the zeros of the corresponding
orthonormal polynomial ψ
(m)
k , see [31].

Corollary 3.3.5 (CP-lin). For |α| = 1 and αm = 1 we have the following eigenvalue
relations for the matrices Gα:
λmax(Gα) = µ
(m)
d+1, λmin(Gα) = µ
(m)
d+1
,
where µ
(m)
d+1 and µ
(m)
d+1
denote the largest and smallest zero of the polynomial ψ
(m)
d+1,
respectively.
Proof.
Due to Lemma 3.3.4, all eigenvalues of Gm, m = 1, . . . ,M , are zeros of the polyno-
mials ψ
(m)
1 , . . . , ψ
(m)
d+1. The interlacing property of two consecutive orthogonal poly-
nomials, see [28, Theorem 1.20], implies that the largest zero of ψ
(m)
1 , . . . , ψ
(m)
d+1 is
µ
(m)
d+1 and the smallest zero is µ
(m)
d+1
.

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3.4 Symmetric orthonormal polynomials
Throughout this section we assume that the weight function ρ in (2.23) is even and
its support Γ is symmetric about the origin, i.e.,
ρ(ξ) = ρ(−ξ), ξ ∈ Γ. (3.11)
For brevity we refer to situation (3.11) as a symmetric weight function.
Although condition (3.11) does not hold in general, many important probability
density functions are symmetric. The most prominent one is the standard Gaussian
probability density function, see (A.1) for the univariate case M = 1.
Restricting our considerations to symmetric weight functions allows us to determine
an analytic expression for the eigenvalues of the matrix Gα for α = (2). There, the
symmetry of the associated stochastic shape functions is essential.
Proposition 3.4.1. For symmetric weight functions, the associated orthonormal
polynomials ψα are even or odd functions according to whether their total degree |α|
is even or odd. In particular,
ψα(ξ) = (−1)|α|ψα(−ξ), α ∈ I. (3.12)
Proof.
In [28, Theorem 1.17] this relation is established for the monic univariate orthogonal
polynomials. After normalization we have
ψ(m)n (ξm) = (−1)nψ(m)n (−ξm), n ≥ 0, m ≥ 1.
Hence for the multivariate orthonormal polynomials in (3.2) we obtain
ψα(ξ) =
∞∏
m=1
ψ(m)αm (ξm) =
∞∏
m=1
(−1)αmψ(m)αm (−ξm) = (−1)|α|ψα(−ξ).

In addition, the symmetry of the stochastic shape functions affects the eigenvalue
distribution of the stochastic Galerkin matrices.
Corollary 3.4.2. For symmetric weight functions, the eigenvalues of the stochastic
Galerkin matrices Gα, where |α| is odd, are symmetric about the origin.
3 Stochastic discretization 43
Proof.
Let α ∈ IT be a multi-index where |α| is odd, and assume λ is an eigenvalue of Gα
with associated eigenvector v 6= 0 . In particular,
Nξ∑
j=1
[Gα]i,j[v ]j = λ[v ]i, i = 1, . . . , Nξ.
This implies, that −λ is also an eigenvalue of Gα with associated eigenvector w
defined by [w ]j = (−1)|ι(j)|[v ]j, j = 1, . . . , Nξ. Indeed, with (3.12) we obtain
Nξ∑
j=1
[Gα]i,j[w ]j =
Nξ∑
j=1
〈
ψαψι(i)ψι(j)
〉
[w ]j
=
Nξ∑
j=1
(−1)|α|(−1)|ι(i)|(−1)|ι(j)| 〈ψαψι(i)ψι(j)〉 [w ]j
= (−1)|α|(−1)|ι(i)|
Nξ∑
j=1
(−1)|ι(j)| 〈ψαψι(i)ψι(j)〉 (−1)|ι(j)|[v ]j
= (−1)(−1)|ι(i)|
Nξ∑
j=1
〈
ψαψι(i)ψι(j)
〉
[v ]j
= (−1)(−1)|ι(i)|λ[v ]i = −λ[w ]i, i = 1, . . . , Nξ.

3.4.1 The univariate case
First, we discuss the special case of M = 1 random variable ξ underlying the stochas-
tic discretization. Property (3.11) then becomes
ρ(ξ) = ρ(−ξ), ξ ∈ Γ = [−a, a], 0 < a ≤ ∞. (3.13)
Recall that the stochastic Galerkin matrices (2.44) are of the form (3.4). For ease of
presentation we drop the superscript (m) and subscript m throughout this section.
Eigenvalue computation
Under condition (3.13) we calculate the eigenvalues of the matrix U1 using a well-
known result of Golub and Welsch [31] and utilize a similar idea to compute the
eigenvalues of the next matrix in turn, U2.
We collect several results on univariate orthonormal polynomials associated with
symmetric weight functions at the beginning.
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Lemma 3.4.3. The polynomials ψk(ξ), k = 0, 1, 2, . . . , satisfy the three-term recur-
rence relation√
βk+1ψk+1(ξ) = ξψk(ξ)−
√
βkψk−1(x), k = 0, 1, 2, . . . , (3.14)
with constants βk, as defined in [28, Theorem 1.27], and where ψ−1(ξ) ≡ 0.
Proof.
This follows from Theorem 1.29 in [28] together with the symmetry of the polyno-
mials ψk, k = 0, 1, 2, . . . , cf. Proposition 3.4.1.

Corollary 3.4.4. The Jacobi matrix Jd ∈ R(d+1)×(d+1) associated with the polyno-
mials ψ0, ψ1, . . . , ψd is a symmetric tridiagonal matrix with zero diagonal entries:
[Jd]i,j = 〈ξψiψj〉 =

√
βj, i = j + 1, j = i+ 1
0, otherwise.
(3.15)
The eigenvalues of the Jacobi matrix Jd in (3.15) are well-known, see [31]. Below we
state the result and repeat the main idea of proof. Recall that the Jacobi matrix Jd
in (3.15) is just the matrix U1 of size (d+ 1)× (d+ 1) from (3.4), cf. Remark 3.1.3.
Lemma 3.4.5. The eigenvalues of Jd are the roots of the polynomial ψd+1.
Proof.
As suggested in [31] we use the recurrence relation (3.14) in reordered form
ξψk(ξ) =
√
βkψk−1(ξ) +
√
βk+1ψk+1(ξ). (3.16)
We write down this relation for k = 0, . . . , d, and obtain
ξ

ψ0(ξ)
ψ1(ξ)
...
ψd−1(ξ)
ψd(ξ)

= Jd

ψ0(ξ)
ψ1(ξ)
...
ψd−1(ξ)
ψd(ξ)

+

0
0
...
0√
βd+1ψd+1(ξ)

. (3.17)
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Inserting the d+ 1 zeros µkd+1, k = 0, . . . , d, of ψd+1 into equation (3.17) yields
µkd+1

ψ0(µ
k
d+1)
ψ1(µ
k
d+1)
...
ψd−1(µkd+1)
ψd(µ
k
d+1)

= Jd

ψ0(µ
k
d+1)
ψ1(µ
k
d+1)
...
ψd−1(µkd+1)
ψd(µ
k
d+1)

,
which is an eigenvalue-eigenvector relation for the matrix Jd in which the eigenvalues
are equal to the zeros µkd+1, k = 0, . . . , d.

Now we compute the eigenvalues of the Jacobi-like matrix
[U2]i,j = 〈ψ2ψiψj〉 , i, j = 0, . . . , d. (3.18)
For this purpose we first establish a recurrence relation similar to (3.16) for the
product ψ2ψk.
Lemma 3.4.6. For the product ψ2(ξ)ψk(ξ) the five-term recurrence relation
ψ2(ξ)ψk(ξ) = c2
√
βk+2βk+1ψk+2(ξ) + c2
√
βkβk−1ψk−2(ξ)
+ (c2(βk+1 + βk) + c0)ψk(ξ), k = 0, 1, 2, . . . ,
(3.19)
holds, where ψ2(ξ) = c2ξ
2 + c0, and ψk(ξ) ≡ 0 for k = −1,−2.
Proof.
The quadratic orthonormal polynomial can be factorized as follows:
ψ2(ξ) = c2(ξ − λ)(ξ + λ), (3.20)
where λ > 0 is the positive root of ψ2. Recall that ψ2 is an even function. From the
recurrence relation (3.16) we deduce
(ξ + λ)ψk(ξ) =
√
βk+1ψk+1(ξ) + λψk(ξ) +
√
βkψk−1(ξ), (3.21)
(ξ − λ)ψk(ξ) =
√
βk+1ψk+1(ξ)− λψk(ξ) +
√
βkψk−1(ξ). (3.22)
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Utilizing (3.20) together with (3.21) and (3.22) we obtain
ψ2(ξ)ψk(ξ) = c2(ξ − λ)(ξ + λ)ψk(ξ)
= c2(ξ − λ)
(√
βk+1ψk+1(ξ) + λψk(ξ) +
√
βkψk−1(ξ)
)
= c2
√
βk+1
(√
βk+2ψk+2(ξ)− λψk+1(ξ) +
√
βk+1ψk(ξ)
)
+ c2λ
(√
βk+1ψk+1(ξ)− λψk(ξ) +
√
βkψk−1(ξ)
)
+ c2
√
βk
(√
βkψk(ξ)− λψk−1(ξ) +
√
βk−1ψk−2(ξ)
)
= c2
√
βk+2βk+1ψk+2(ξ)
+ c2(βk+1 + βk − λ2)ψk(ξ)
+ c2
√
βkβk−1ψk−2(ξ).
Substituting c0 = ψ2(0) = −c2λ2 establishes (3.19).

Clearly we would like to use the five-term recurrence (3.19) in a similar way as in
the proof of Lemma 3.4.5, so we again write down the recurrence for all polynomials
ψ0, ψ1, . . . , ψd:
ψ2(ξ)

ψ0(ξ)
ψ1(ξ)
...
ψd−1(ξ)
ψd(ξ)

= U2

ψ0(ξ)
ψ1(ξ)
...
ψd−1(ξ)
ψd(ξ)

+

0
...
0
c2
√
βd+1βdψd+1(ξ)
c2
√
βd+2βd+1ψd+2(ξ)

(3.23)
Unfortunately we cannot force the second vector on the right-hand side of (3.23) to
be zero in the last two components at the same time. There are no common roots
of two consecutive orthonormal polynomials, see [28, Theorem 1.20]. In order to
overcome this problem we reorder the polynomials ψ0, ψ1, . . . , ψd in a way that the
matrix U2 becomes block-diagonal.
Theorem 3.4.7. (a) In case d = 2k, k ∈ N0, the eigenvalues of the matrix U2 from
(3.18) are given by
λ(U2) =
{
ψ2(µ
1
d+2), . . . , ψ2(µ
k+1
d+2)
} ∪ {ψ2(µ1d+1), . . . , ψ2(µkd+1)}
where µ1d+2, . . . , µ
k+1
d+2 are the k + 1 positive roots of ψd+2 and µ
1
d+1, . . . , µ
k
d+1 are the
k positive roots of ψd+1.
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(b) In case d = 2k + 1, k ∈ N0, the eigenvalues of the matrix U2 from (3.18) are
given by
λ(U2) =
{
ψ2(µ
1
d+2), . . . , ψ2(µ
k+1
d+2)
} ∪ {ψ2(µ1d+1), . . . , ψ2(µk+1d+1)}
where µ1d+2, . . . , µ
k+1
d+2 are the k + 1 positive roots of ψd+2 and µ
1
d+1, . . . , µ
k+1
d+1 are the
k + 1 positive roots of ψd+1.
Proof.
We consider only the case (a) when d = 2k is even, the case (b) is completely
analogous to (a). The main idea is to reorder the polynomials ψ0, ψ1, . . . , ψd as
ψ0(ξ), ψ2(ξ), ψ4(ξ), . . . , ψd(ξ), ψ1(ξ), ψ3(ξ), . . . , ψd−1(ξ).
After this reordering the matrix equation (3.23) becomes
ψ2(ξ)

ψ0(ξ)
ψ2(ξ)
...
ψd(ξ)
ψ1(ξ)
ψ3(ξ)
...
ψd−1(ξ)

=
U (even)2 O
O U
(odd)
2


ψ0(ξ)
ψ2(ξ)
...
ψd(ξ)
ψ1(ξ)
ψ3(ξ)
...
ψd−1(ξ)

+

0
...
0
c2
√
βd+2βd+1ψd+2(ξ)
0
...
0
c2
√
βd+1βdψd+1(ξ)

.
The reordered matrix U2 is block-diagonal since in the recurrence relation (3.19) for
d even there are only connections with the polynomials ψd+2 and ψd−2 which are
also even polynomials. The same argument holds for d odd, that is, odd polynomials
have only connections to odd ones. Hence the d + 1 = k + 1 + k eigenvalues of U2
are given by the k + 1 eigenvalues of the (1,1)-block U
(even)
2 together with the k
eigenvalues of the (2,2)-block U
(odd)
2 .
For the computation of the eigenvalues of these blocks we consider two independent
problems:
ψ2(ξ)

ψ0(ξ)
ψ2(ξ)
...
ψd(ξ)
 = U (even)2

ψ0(ξ)
ψ2(ξ)
...
ψd(ξ)
+

0
...
0
c2
√
βd+2βd+1ψd+2(ξ)
 (3.24)
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ψ2(ξ)

ψ1(ξ)
ψ3(ξ)
...
ψd−1(ξ)
 = U (odd)2

ψ1(ξ)
ψ3(ξ)
...
ψd−1(ξ)
+

0
...
0
c2
√
βd+1βdψd+1(ξ)
 (3.25)
The polynomial ψd+2 has d+ 2 roots
−µk+1d+2,−µkd+2, · · · − µ1d+2, µ1d+2, . . . , µkd+2, µk+1d+2.
Due to the symmetry of the even polynomials together with the symmetry of ψ2(ξ),
equation (3.24) is not affected by the change of variables ζ = −ξ. Therefore all
eigenvalues of U
(even)
2 are given by the k + 1 positive roots of ψd+2 inserted into
polynomial ψ2(ξ). The polynomial ψd+1 has d+ 1 roots
−µkd+1,−µk−1d+1, · · · − µ1d+1, 0, µ1d+1, . . . , µk−1d+1, µkd+1.
Due to the symmetry of the odd polynomials together with the symmetry of ψ2(ξ),
equation (3.25) is not affected by the change of variables ζ = −ξ. Note further that
we cannot insert the root 0 into equation (3.25) since in this case the corresponding
eigenvector would be the null vector. Hence all eigenvalues of U
(odd)
2 are given by
the k positive roots of ψd+1 inserted into polynomial ψ2(ξ).

Can we proceed in the same way in order to compute the eigenvalues of the next
matrix in turn,
[U3]i,j = 〈ψ3ψiψj〉 , i, j = 0, . . . , d ?
Following the lines of proof of Lemma 3.4.6, it is easy to establish a seven-term
recurrence relation for the product ψ3ψk. In fact, as we will see in Lemma 3.4.9, the
product ψnψk of any two symmetric orthonormal polynomials can be expressed in
terms of the polynomials ψ`, with degree ` satisfying the relation |n−k| ≤ ` ≤ n+k
and n + k + ` is an even integer. Thus, the product ψnψk satisfies a (2n + 1)-term
recurrence relation.
Lemma 3.4.8. For the product ψ3(ξ)ψk(ξ) the seven-term recurrence relation
ψ3(ξ)ψk(ξ) = c3
√
βk+3βk+2βk+1ψk+3(ξ) + c3
√
βkβk−1βk−2ψk−3(ξ)
+ (c3(βk+2 + βk+1 + βk) + c1)ψk+1(ξ)
+ (c3(βk+1 + βk + βk−1) + c1)ψk−1(ξ), k = 0, 1, 2, . . . ,
(3.26)
holds, where ψ3(ξ) = c3ξ
3 + c1ξ, and ψk(ξ) ≡ 0 for k = −1,−2,−3.
3 Stochastic discretization 49
We omit the technical proof and utilize the recurrence relation (3.26) in the by now
well established way:
ψ3(ξ)

ψ0(ξ)
ψ1(ξ)
...
ψd−2(ξ)
ψd−1(ξ)
ψd(ξ)

= U3

ψ0(ξ)
ψ1(ξ)
...
ψd−2(ξ)
ψd−1(ξ)
ψd(ξ)

+

0
...
0
c3
√
βd+1βdβd−1ψd+1(ξ)
c3
√
βd+2βd+1βdψd+2(ξ)
c3
√
βd+3βd+2βd+1ψd+3(ξ) + r(ξ)

, (3.27)
where r(ξ) = (c3(βd+2 + βd+1 + βd) + c1)ψd+1(ξ). To answer the question above,
it is not obvious in which way, if at all, one could use the matrix equation (3.27)
for the eigenvalue computation of U3. The idea of reordering, which was applied
successfully for the eigenvalue computation of U2 allows no decoupling of the matrix
U3. On the contrary, U3 then becomes a block-anti-diagonal matrix. In addition,
when using (3.27), we assume the eigenvectors of U3 to have a special structure.
This ansatz might be misleading.
Matrix entries
In order to compute the entries of the univariate stochastic Galerkin matrices in
(3.4) we have to evaluate expressions of the form
gijn := [Un]i,j = 〈ψnψiψj〉 , i, j = 0, . . . , d, n = 0, 1, 2, . . . . (3.28)
The product of any two polynomials ψi and ψj can be represented as a linear com-
bination of the polynomials ψk of degree at most i+ j:
ψi(ξ)ψj(ξ) =
i+j∑
k=0
gijkψk(ξ). (3.29)
Due to the orthonormality of the polynomials ψ0, ψ1, ψ2, . . . , the coefficients gijk in
(3.29) are exactly the matrix entries of Uk in (3.28).
The problem of computing the coefficients in (3.29) is called linearization of products
in the orthogonal polynomials literature, see [4, Lecture 5]. We give the linearization
coefficients for four common systems of orthonormal polynomials in Appendix A.
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Sparsity structure
In the following we examine the sparsity pattern of the stochastic Galerkin matri-
ces (3.4). We first specialize the linearization formula (3.29) for symmetric weight
functions.
Lemma 3.4.9. The product of any two orthonormal polynomials ψi and ψj associ-
ated with a symmetric weight function can be represented as
ψi(ξ)ψj(ξ) =
i+j∑
k=|i−j|,
i+j+k is even
gijkψk(ξ). (3.30)
Proof.
Following an idea given by Markett [41, Section 1] we deduce a recurrence relation
for the product ψiψj utilizing the reordered three-term recurrence relation in (3.16):
0 = ξψi(ξ)ψj(ξ)− ξψj(ξ)ψi(ξ)
=
√
βiψi−1(ξ)ψj(ξ) +
√
βi+1ψi+1(ξ)ψj(ξ)
−√βjψj−1(ξ)ψi(ξ)−√βj+1ψj+1(ξ)ψi(ξ),
hence
ψiψj =
√
βi√
βj
ψi−1ψj−1 +
√
βi+1√
βj
ψi+1ψj−1 −
√
βj−1√
βj
ψiψj−2. (3.31)
j
i
(i,j)
i−j i−j+2 i+j−2 i+j
Figure 3.1: Visualization of recurrence relation (3.31).
For j = 1, . . . , i the product ψiψj can be traced back to the initial products ψkψ0 =
ψk, k = i− j, i− j+2, . . . , i+ j−2, i+ j, cf. Figure 3.1. In addition the polynomials
ψk on the right-hand side of (3.30) must have the same parity as the product ψiψj,
hence i+ j + k is even in all cases.

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Combining (3.28) and (3.30) we deduce
Corollary 3.4.10. [Un]i,j 6= 0 implies |i− j| ≤ n ≤ i+ j and i+ j + n is even.
Lemma 3.4.11. (a) In case n = 2k, k ∈ N0,
nnz(Un) ≤

(d− n+ 1)(n+ 1) + k2, 0 ≤ n ≤ d,
(d− k + 1)2, d+ 1 ≤ n ≤ 2d,
0, n > 2d.
(b) In case n = 2k + 1, k ∈ N0,
nnz(Un) ≤

(d− n+ 1)(n+ 1) + k2 + k, 0 ≤ n ≤ d,
(d− k + 1)(d− k), d+ 1 ≤ n ≤ 2d,
0, n > 2d.
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nn
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)
d = 30
d = 40
bound
nnz(Un)
Figure 3.2: Number of nonzero entries of Un for a standard Gaussian random variable
and d = 20, 30, 40.
Proof.
We distinguish three cases:
(1) n > 2d: 0 ≤ i, j ≤ d implies i+ j ≤ 2d, hence Un = O ∈ R(d+1)×(d+1).
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(2) d+ 1 ≤ n ≤ 2d: 0 ≤ i, j ≤ d implies |i− j| ≤ d, hence the necessary condition
in Corollary 3.4.10 reduces to n ≤ i+ j and i+ j+n is even. Note that matrix
positions with i+ j = n are admissible since i+ j + n = n+ n = 2n is always
even. We count the number of admissible matrix positions running along the
anti-diagonals of the matrix.
◦ If n = 2k, k ∈ N, is even so is i + j meaning that entries on the main
diagonal of Un are admissible, see Figure 3.4(a):
nnz(Un) ≤
d−k∑
s=0
2s+ 1 = (d− k + 1) + (d− k) (d− k + 1)
= (d− k + 1)2
◦ If n = 2k+ 1, k ∈ N0, is odd so is i+ j meaning that entries on the main
diagonal of Un are not admissible, see Figure 3.4(b):
nnz(Un) ≤
d−k∑
s=1
2s = (d− k) (d− k + 1)
(3) 0 ≤ n ≤ d: As in case (2) matrix positions with i + j = n are admissible.
In addition positions that satisfy |i − j| = n are admissible since i + j + n =
j ± n + j + n = 2j + n ± n is always even. Again we count the number of
admissible matrix positions running along the anti-diagonals of the matrix Un.
◦ If n = 2k, k ∈ N0, is even, entries on the main diagonal of Un are
admissible, see Figure 3.3(a):
nnz(Un) ≤ (d+ 1− n)(n+ 1) +
k−1∑
s=0
2s+ 1 = (d+ 1− n)(n+ 1)
+ k + (k − 1) k = (d+ 1− n)(n+ 1) + k2
◦ If n = 2k + 1, k ∈ N0, is odd, entries on the main diagonal of Un are not
admissible, see Figure 3.3(b):
nnz(Un) ≤ (d+ 1− n)(n+ 1) +
k∑
s=1
2s = (d+ 1− n)(n+ 1) + k2 + k

Remark 3.4.12. The bounds given in Lemma 3.4.11 are sharp, since we count
the exact number of nonzero entries provided that every admissible entry in Un is
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i
j
i+j=n
i=j+n
j=i+n
(a) n even
i
j
i+j=n
j=i+n
i=j+n
(b) n odd
Figure 3.3: Sketch of nonzero entries of Un for 0 ≤ n ≤ d.
i
j
i+j=n
(a) n even
i
j
i+j=n
(b) n odd
Figure 3.4: Sketch of nonzero entries of Un for d+ 1 ≤ n ≤ 2d.
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not zero. This is true, for example, for the standard Gaussian probability density
function (A.1), cf. the coefficients gijn in (A.4). See also Figure 3.2.
3.4.2 The multivariate case
After a detailed examination of entries and number of nonzeros of the respective
univariate matrices Un we return to the multivariate case.
Matrix entries
Lemma 3.4.13. For α ∈ IT and β,γ ∈ IS the entries of Gα in (2.44) can be
computed via
[Gα]β,γ = 〈ψαψβψγ〉 =

∏M
m=1 g
(m)
αmβmγm
, |βm − γm| ≤ αm ≤ βm + γm
and αm + βm + γm is even,
0, otherwise.
where g
(m)
αmβmγm
are the linearization coefficients in (3.28) of the univariate orthonor-
mal basis polynomials associated with the weight function ρm, m = 1, . . . ,M .
Proof.
This follows directly from the ansatz (3.2) together with Lemma 3.4.9.

Sparsity structure
Corollary 3.4.14. For every pair (β,γ) ∈ IS × IS of multi-indices there exists a
multi-index α ∈ IT such that [Gα]β,γ 6= 0.
Proof.
Given β,γ ∈ IS we look for a multi-index α ∈ IT such that gαmβmγm 6= 0 for all
m = 1, . . . ,M . Consider the linearization formula (3.30) for weight function ρm and
associated orthonormal polynomials ψ
(m)
0 , ψ
(m)
1 , ψ
(m)
2 , . . . . There must be at least
one index ηm satisfying |βm − γm| ≤ ηm ≤ βm + γm and βm + γm + ηm is even with
gηmβmγm 6= 0 because βm, γm ≥ 0 and all polynomials that are used to represent the
product ψβmψγm are linearly independent. Choose αm = ηm for every m = 1, . . . ,M .

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Remark 3.4.15. Corollary 3.4.14 reveals that in general every block of size Nx×Nx
of the global Galerkin matrix is occupied by a deterministic finite element matrix for
I = IT . This situation occurs for example for lognormal random diffusion coeffi-
cients.
Corollary 3.4.14 is of no use for the determination of the sparsity structure of each
individual matrix Gα. On the contrary, for α ∈ IT given we have to describe all
pairs of multi-indices in the set
Nα = {(β,γ) ∈ IS × IS : |βm − γm| ≤ αm ≤ βm + γm,
αm + βm + γm is even , m = 1, . . . ,M}
(3.32)
because only these multi-indices can produce nonzero entries in Gα, see Lemma
3.4.13. As in the univariate case, counting all admissible pairs of multi-indices will
provide us at least an upper bound for the number of nonzero entries in a matrix
Gα. We begin the discussion with tensor polynomial shape functions.
Lemma 3.4.16 (TP-nonlin). For S = Qd there holds
nnz(Gα) ≤
M∏
m=1
nnz
(
U (m)αm
)
. (3.33)
Proof.
This follows immediately from Lemma 3.1.4 and properties of the Kronecker product.

Remark 3.4.17. Upper bounds for the univariate factors nnz
(
U
(m)
αm
)
in (3.33) are
given in Lemma 3.4.11. In addition, the bound given in Lemma 3.4.16 is sharp,
since the bounds for the respective univariate factors are sharp, see Remark 3.4.12.
Lemma 3.4.18 (CP-lin). For S = Pd and |α| = 1 there holds
nnz(Gα) ≤ 2
(
M + d− 1
M
)
Proof.
Let αm = 1 and αk = 0 for m 6= k. It is easy to see that the set of admissible pairs
of multi-indices given in (3.32) simplifies to
Nα = {(β,γ) ∈ IS × IS : βk = γk, k 6= m, |βm − γm| = 1}.
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In addition the multi-indices β,γ ∈ IS must satisfy |β| ≤ d and |γ| ≤ d. Consider
the case βm = γm + 1. We obtain all admissible pairs (β,γ) in the following way:
First fix βm = 1 and γm = 0. The remaining M − 1 positions can be filled with all
configurations such that their sum is less than or equal to d − 1, meaning that we
list all polynomials in M −1 variables of total degree not larger than d−1. Next we
choose βm = 2, γm = 1 and list all polynomials in M − 1 variables of total degree
not larger than d− 2 and so on up to βm = d and γm = d− 1. Thus the number of
admissible pairs is
d∑
`=1
(
M − 1 + d− `
d− `
)
=
d−1∑
n=0
(
M − 1 + n
n
)
=
(
M − 1 + d− 1 + 1
d− 1
)
=
(
M − 1 + d
d− 1
)
=
(
M − 1 + d
M
)
The second case γm = βm + 1 generates the same number of admissible pairs by
simply interchanging the role of βm and γm, hence nnz(Gα) ≤ 2
(
M+d−1
M
)
.

4 Preconditioning
In this chapter we consider the problem of solving the respective global Galerkin
systems for both the primal and mixed formulation by iterative methods. Since for
the primal problem the global Galerkin matrix is symmetric and positive definite,
we shall use the conjugate gradient (CG) method [32]. For the mixed formulation
we employ the MINRES method [47], since the global Galerkin matrix is symmetric
and indefinite. In both cases, the global Galerkin matrix is ill-conditioned, not only
with respect to the spatial discretization parameters such as the finite element mesh
size, but in addition with respect to the parameters of the stochastic discretization
such as the number of random variables or the degree of the multivariate stochastic
basis polynomials. See [50, Lemma 3.4] for an instructive example.
We focus on the primal formulation and comment on preconditioning the mixed
problem at the end of this chapter. However, while discussing preconditioning tech-
niques, we should keep in mind that preconditioners for the CG method or the
MINRES method have to be symmetric positive definite matrices.
The structure of the global system for the primal problem has been described in
Section 2.3.4. According to equation (2.46), the global Galerkin matrix, which is
to be approximated, can be written in terms of Kronecker products of deterministic
finite element stiffness matrices as defined in (2.40), and stochastic Galerkin matrices
as defined in (2.44):
A =
∑
α∈IT
Gα ⊗ Aα. (4.1)
Some properties of the stochastic Galerkin matrices have been discussed in detail in
Chapter 3. Recall that for the stochastic discretization we use complete or tensor
product polynomial spaces. In both cases, the first matrix in the Kronecker product
representation of A above is the identiy matrix: G0 = INξ . The first term in the sum
of matrices which form the global Galerkin matrix corresponds to the continuous
problem, where the random diffusion coefficient T (or its inverse T−1) have been
replaced by their respective mean values 〈T 〉 and 〈T−1〉. Therefore it is natural
to approximate the global Galerkin matrix by this first term. This technique is
called mean-based preconditioning. We first summarize known results on this type
of preconditioner before turning to a non-mean-based preconditioner.
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4.1 Mean-based preconditioner for primal problem
For the primal problem (2.46) the mean-based preconditioner is of the form
P0 = INξ ⊗ A0, (4.2)
where A0 ∈ RNx×Nx denotes the mean stiffness matrix as explained above. Due to
the symmetry of A0, the preconditioner P0 is also symmetric. Furthermore, under
assumption (2.8) the matrix A0 is positive definite, hence P0 is positive definite.
Since P0 is a block-diagonal matrix, P
−1
0 x can be computed by grouping the vector x
according to the blocks as demonstrated in (2.37) first and then applying the action
of A−10 to each of these blocks. In other words, P
−1
0 = (INξ ⊗ A0)−1 = INξ ⊗ A0−1.
The idea of mean-based preconditioning for the primal problem in the context of
the SFEM has already been studied by Ghanem, Kruger and Pellissetti [29, 49],
Keese [37], Powell and Elman [50] in conjunction with stochastic shape functions
of bounded total degree (2.26) and random diffusion coefficients that are given by
a truncated KL expansion. For the first time, Powell and Elman list not only
numerical results, but in addition eigenvalue inclusion bounds for the spectrum of
the preconditioned global Galerkin matrix P−10 A are given. We put the findings there
into our general framework. The following spectral bounds are straightforward.
Lemma 4.1.1. For the smallest and largest eigenvalue of the preconditioned global
Galerkin matrix P−10 A there holds
λmin(P
−1
0 A) ≥
∑
α∈IT
min
{
λ · ν, λ ∈ λ (Gα) , ν ∈ λ
(
A−10 Aα
)}
, (4.3a)
λmax(P
−1
0 A) ≤
∑
α∈IT
max
{
λ · ν, λ ∈ λ (Gα) , ν ∈ λ
(
A−10 Aα
)}
. (4.3b)
Proof.
For the smallest eigenvalue of P−10 A we obtain the estimate
λmin(P
−1
0 A) = λmin
(
P
−1/2
0 AP
−1/2
0
)
= min
v∈RNxNξ\{0}
vTP
−1/2
0 AP
−1/2
0 v
vTv
= min
w∈RNxNξ\{0}
wTAw
wTP0w
= min
w∈RNxNξ\{0}
wT
(∑
α∈IT Gα ⊗ Aα
)
w
wT
(
INξ ⊗ A0
)
w
≥
∑
α∈IT
min
w∈RNxNξ\{0}
wT (Gα ⊗ Aα)w
wT
(
INξ ⊗ A0
)
w
=
∑
α∈IT
λmin
(
Gα ⊗ A−10 Aα
)
=
∑
α∈IT
min
{
λ · ν, λ ∈ λ (Gα) , ν ∈ λ
(
A−10 Aα
)}
,
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since the eigenvalues of a Kronecker product of two matrices are the products of
all eigenvalues of the two Kronecker factors, see [34, Theorem 4.2.12]. The upper
bound for λmax
(
P−10 A
)
follows analogously.

For certain special cases, bounds on the eigenvalues of P−1A can be obtained easily.
First we review the case when the diffusion coefficient T is given by a truncated KL
expansion,
T (x , ξ) = t0(x ) + σ
M∑
m=1
√
νmkm(x )ξm, (4.4)
see Remark 2.2.3, where all random variables are assumed independent and dis-
tributed according to symmetric probability density functions as defined in (3.11).
For the stochastic discretization we choose S = Pd. The next corollary generalizes a
result due to Powell and Elman [50, Theorem 1] in a sense that it is applicable not
only for Gaussian random variables underlying the stochastic discretization, but the
proof is directly inspired from their work.
Corollary 4.1.2 (CP-lin, symmetric density). For a random diffusion coefficient of
the form (4.4) with S = Pd and a symmetric density function the eigenvalue bounds
λmin(P
−1
0 A) ≥ 1−
σ
tmin0
M∑
m=1
µ
(m)
d+1
√
νm||km||∞ (4.5a)
λmax(P
−1
0 A) ≤ 1 +
σ
tmin0
M∑
m=1
µ
(m)
d+1
√
νm||km||∞, (4.5b)
hold, where tmin0 := min
x∈D
t0(x ) > 0, and µ
(m)
d+1, m = 1, . . . ,M , denotes the largest zero
of the basis polynomial ψ
(m)
d+1, respectively.
Proof.
First note that for a random diffusion coefficient T of the form (4.4) we consider
only multi-indices α ∈ IT with |α| ≤ 1. According to Remark 3.0.9 we use the
natural numbers m = 0, 1, . . . ,M for labelling the stochastic Galerkin matrices as
well as the diffusion coefficient’s KL eigenfunctions.
In order to utilize the bounds provided by Lemma 4.1.1, we need to estimate the
eigenvalues of the matrices A−10 Am, m = 1, . . . ,M . The spectrum of the matrices
Gm, m = 1, . . . ,M , is characterized in Lemma 3.3.4, and the spectral bounds are
summarized in Corollary 3.3.5. Note that for a symmetric density function we have
µ(m)
d+1
= −µ(m)d+1.
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Bounds on the spectrum of A−10 Am, m = 1, . . . ,M , are obtained in the usual way.
We choose a function q(x ) =
∑Nx
i=1[q ]iψi(x ) ∈ Vh ⊂ H10 (D), q 6= 0, represented in
terms of the deterministic finite element shape functions, and arrive at∣∣∣∣qTAmqqTA0q
∣∣∣∣ = ∣∣∣∣
∫
D
σ
√
νmkm(x )∇ q(x ) · ∇ q(x ) dx∫
D
t0(x )∇ q(x ) · ∇ q(x ) dx
∣∣∣∣ ≤ σ√νm||km||∞
∣∣∫
D
∇ q · ∇ q dx ∣∣
tmin0
∣∣∫
D
∇ q · ∇ q dx ∣∣ ,
yielding
−σ
√
νm||km||∞
tmin0
≤ q
TAmq
qTA0q
≤ σ
√
νm||km||∞
tmin0
, ∀q ∈ RNx\{0}, m = 1, . . . ,M,
that is
λ(A−10 Am) ⊆
[
−σ
√
νm||km||∞
tmin0
,
σ
√
νm||km||∞
tmin0
]
, m = 1, . . . ,M. (4.6)
Utilizing these bounds together with the spectral bounds for Gm, m = 1, . . . ,M ,
and finally, recalling that G0 = INξ , yields the bounds for the spectrum of the
preconditioned matrix P−10 A.

In Chapter 5 we consider solution strategies for random diffusion coefficients of the
form (4.4), but in conjunction with the stochastic variational space S = Qd , since
in this case the matrices Gα with |α| = 1 can be simultaneously diagonalized, see
Lemma 3.2.1. In view of the Kronecker product representation (4.1) for A this
results in a block-diagonal global Galerkin matrix with certain diagonal blocks A(`).
Hence a sequence A(`)x = b(`), ` = 1, . . . , Nξ, of linear systems of size Nx × Nx
has to be solved. Since the preconditioner P0 is also block-diagonal, the eigenvalue
bounds for P−10 A in conjunction with S = Qd given in the next corollary may serve
as worst case bounds for the eigenvalues of the matrices A−10 A
(`), ` = 1, . . . , Nξ.
Corollary 4.1.3 (TP-lin, symmetric density). For a random diffusion coefficient of
the form (4.4) with S = Qd and a symmetric density function the eigenvalue bounds
λmin(P
−1
0 A) ≥ 1−
σ
tmin0
M∑
m=1
µ
(m)
dm+1
√
νm||km||∞ (4.7a)
λmax(P
−1
0 A) ≤ 1 +
σ
tmin0
M∑
m=1
µ
(m)
dm+1
√
νm||km||∞, (4.7b)
hold, where tmin0 := min
x∈D
t0(x ) > 0, and µ
(m)
dm+1
, m = 1, . . . ,M , denotes the largest
zero of the basis polynomial ψ
(m)
dm+1
, respectively.
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Proof.
We can proceed exactly as in the proof of Corollary 4.1.2 above, noting that only
the matrices Gm, m = 1, . . . ,M , must be replaced. According to Corollary 3.3.2,
we have the characterization
λmax(Gm) = µ
(m)
dm+1
, λmin(Gm) = µ
(m)
dm+1
= −µ(m)dm+1, m = 1, . . . ,M.

Practical preconditioners
In our numerical experiments in Section 4.3 as well as in Section 5.4 we shall use
two positive definite matrices approximating the preconditioner P0, namely
P
(chol)
0 = INξ ⊗ cholinc(A0,0), (4.8)
where cholinc(A0,0) denotes an incomplete Cholesky decomposition of A0 with
no fill-in, and
P
(amg)
0 = INξ ⊗ V0. (4.9)
The inverse of V0 is formed by applying one V-cycle of an algebraic multigrid method
(AMG) to the matrix A0.
Remark 4.1.4. (TP-lin) We utilize the mean-based preconditioner P0 = INξ ⊗ A0
(and its practial versions above) for preconditioning the global Galerkin matrix A.
In theory, the shape of A is not relevant. For a practical implementation, however,
if A is a block-diagonal matrix with Nξ blocks A
(`) ∈ RNx×Nx as in case (TP-lin),
then we solve a sequence of Nξ independent linear systems with system matrices A
(`),
` = 1, . . . , Nξ. Since P0 is also block-diagonal (with Nξ blocks of size Nx ×Nx ), the
action of P−10 A is implemented as the action of A
−1
0 A
(`), ` = 1, . . . , Nξ. That is, we
utilize the mean stiffness matrix A0 for preconditioning every linear system in the
sequence.
4.2 Kronecker product preconditioner for primal
problem
In this section we consider again preconditioning the global Galerkin matrix A in
(4.1) of the primal problem. The major advantage of the mean-based preconditioner
P0 = INξ ⊗ A0 discussed in Section 4.1 is its Kronecker product form, since linear
systems with P0 are easy to solve. The inverse P
−1
0 is just the Kronecker product
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of the respective inverse matrices of the two Kronecker factors. In case of P0, this
yields a block-diagonal matrix, since the left Kronecker factor of P0 is the identity
matrix. On the other hand, for this reason no preconditioning with respect to the
stochastic Galerkin matrices Gα takes place. Therefore we look for a preconditioner
of form P = L⊗R with L 6= INξ (and R 6= INx ). In addition, as already alluded to
at the beginning of this chapter, P must be symmetric positive definite.
The work of Van Loan and Pitsianis [57] fits exactly into our requirements. They
approximate a general matrix A by P = L⊗R, such that ||A−L⊗R||F is minimized,
where || · ||F denotes the Frobenius norm [33, Page 291] of a matrix. This is achieved
via a singular value decomposition (SVD) of a certain reordered version of the matrix
A, which preserves the Frobenius norm, see [57, Theorem 1 and Corollary 2]. In
addition they show that, provided A is symmetric positive definite, then there exist
symmetric positive definite matrices L and R minimizing ||A− L⊗R||F . However,
the cost for the construction of these matrices, either by a SVD Lanczos method or
a sequence of linear least squares problems as proposed by Van Loan and Pitsianis,
may exceed the cost for the number of additional CG iterations needed to solve the
global Galerkin system with P0 serving as preconditioner instead of P .
For this reason we consider a simpler problem, which is also solved in the work of
Van Loan and Pitsianis. In [57, Section 4] they study the problem of minimizing
||A − L ⊗ R||F with a fixed left Kronecker factor L of appropriate size and the
problem of minimizing ||A − L ⊗ R||F with a given matrix R of appropriate size.
The solutions of these problems are available in closed form and require the concept
of matrix trace. For A ∈ Rn×n, the trace of A is defined by
tr(A) =
n∑
i=1
[A]i,i.
We recall the findings of Van Loan and Pitsianis without proof.
Lemma 4.2.1 ([57, Theorem 3]). Suppose m = m1m2, n = n1n2, and A ∈ Rm×n.
If R ∈ Rm2×n2 is fixed, then the matrix L ∈ Rm1×n1 defined by
[L]i,j =
tr
(
ATi,jR
)
tr (RTR)
, i = 1, . . . ,m1, j = 1, . . . , n1, (4.10)
minimizes ||A− L⊗ R||F , where Ai,j = A((i− 1)m2 + 1 : im2, (j − 1)n2 + 1 : jn2).
Likewise, if L ∈ Rm1×n1 is fixed, then the matrix R ∈ Rm2×n2 defined by
[R]i,j =
tr
(
ÂTi,jL
)
tr (LTL)
, i = 1, . . . ,m2, j = 1, . . . , n2, (4.11)
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minimizes ||A− L⊗R||F , where Âi,j = A(i : m2 : m, j : n2 : n).
In the context of SFEM, the first part of Lemma 4.2.1 is of particular interest.
Fixing the right Kronecker factor R = A0, and defining the left Kronecker factor L
according to equation (4.10), yields a non-mean-based preconditioner P1 = L⊗ A0.
The remaining question is about the symmetry and positive definiteness of P1. Van
Loan and Pitsianis prove
Lemma 4.2.2 ([57, Theorem 10]). If n = n1n2, A ∈ Rn×n and R ∈ Rn2×n2 are
symmetric positive definite, then there exists a symmetric positive definite matrix
L ∈ Rn1×n1 that minimizes ||A − L ⊗ R||F . Likewise, if A ∈ Rn×n and L ∈ Rn1×n1
are symmetric positive definite, then there exists a symmetric positive definite matrix
R ∈ Rn2×n2 that minimizes ||A− L⊗R||F .
Remark 4.2.3. The proof of Lemma 4.2.2 shows, that the matrices L defined in
(4.10) and R defined in (4.11) are symmetric positive definite provided A and R or
L, respectively, are symmetric positive definite.
Since the Kronecker product of two symmetric positive definite matrices is again
symmetric positive definite [34, Corollary 4.2.13], we can define a symmetric positive
definite preconditioner P1 using the results of Van Loan and Pitsianis. Our starting
point is the global Galerkin matrix A as defined in (4.1). We compute a matrix
G ∈ RNξ×Nξ minimizing ||A−G⊗ A0||F . According to equation (4.10) above with
R = A0, the entries of G are given by
[G]i,j =
tr
(
ATi,jA0
)
tr (AT0A0)
=
tr
((∑
α∈IT [Gα]i,jAα
)T
A0
)
tr (AT0A0)
=
tr
(∑
α∈IT [Gα]i,jA
T
αA0
)
tr (AT0A0)
=
∑
α∈IT
tr
(
ATαA0
)
tr (AT0A0)
[Gα]i,j, i, j = 1, . . . , Nξ,
hence we have
G =
∑
α∈IT
tr
(
ATαA0
)
tr (AT0A0)
Gα, (4.12)
and define our Kronecker product preconditioner
P1 = G⊗ A0. (4.13)
Note that P1 is the nearest Kronecker product matrix to A with respect to the
Frobenius norm of the form L⊗A0. As we have seen above, since P1 is constructed
according to Lemma 4.2.1, we deduce
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Corollary 4.2.4. If the global Galerkin matrix A in (4.1) and the mean stiffness
matrix A0 are symmetric positive definite, then the matrix P1 defined in (4.13) is
symmetric positive definite.
Remark 4.2.5. The matrix P1 can be considered as a perturbation of the mean-based
preconditioner P0. Indeed we have
P1 = G⊗ A0 =
∑
α∈IT
tr
(
ATαA0
)
tr (AT0A0)
Gα ⊗ A0 = INξ ⊗ A0︸ ︷︷ ︸
P0
+
∑
α∈IT ,
|α|>0
tr
(
ATαA0
)
tr (AT0A0)
Gα ⊗ A0.
Remark 4.2.6. In addition to looking at the matrix P1 as a mere perturbation of
P0, we may also interpret the action of P1 as a concatenation of P0 and G ⊗ INx .
Indeed, we have
P1 = G⊗ A0 = (INξ ⊗ A0)(G⊗ INx ) = P0(G⊗ INx ).
It is also interesting to compute the nearest Kronecker product matrix to A of the
form INξ ⊗ R. Using again Lemma 4.2.1, we apply equation (4.11) with L = INξ .
A straightforward calculation gives the entries of the corresponding right Kronecker
factor
[R]i,j =
tr
(
ÂTi,jINξ
)
tr
(
ITNξINξ
) = ∑α∈IT tr (Gα)
Nξ
[Aα]i,j, i, j = 1, . . . , Nx ,
yielding
R =
∑
α∈IT
tr (Gα)
Nξ
Aα. (4.14)
Then, the matrix P2 = INξ ⊗R, minimizes ||A− INξ ⊗R||F .
Remark 4.2.7 (CP-lin, TP-lin, symmetric density). Provided the probability den-
sity function ρ is symmetric, as defined in (3.11), the eigenvalues of the stochastic
Galerkin matrices Gα with |α| = 1 are symmetric about the origin for both the cases
S = Pd and S = Qd , cf. Corollary 3.4.2. Hence their trace is zero, tr(Gα) = 0.
This implies that the matrix R in (4.14) above reduces to R = A0, hence P2 = P0.
Thus the mean-based preconditioner P0 is the nearest Kronecker product matrix to
A of the form INξ ⊗R with respect to the Frobenius norm.
Next we analyze the preconditioner P1 following the lines of Section 4.1.
Lemma 4.2.8. For the smallest and largest eigenvalue of the preconditioned global
4 Preconditioning 65
Galerkin matrix P−11 A there holds
λmin(P
−1
1 A) ≥
∑
α∈IT
min
{
λ · ν, λ ∈ λ (G−1Gα) , ν ∈ λ (A−10 Aα)} , (4.15a)
λmax(P
−1
1 A) ≤
∑
α∈IT
max
{
λ · ν, λ ∈ λ (G−1Gα) , ν ∈ λ (A−10 Aα)} . (4.15b)
Proof.
The proof is completely analogous to the proof of Lemma 4.1.1, where bounds on
the spectrum of P−10 A are established.

Just as in Section 4.1, we consider the special case, where the diffusion coefficient T
is given by a truncated KL expansion, see (4.4), in which all random variables are
assumed independent and distributed according to symmetric probability density
functions. Again, we choose S = Pd.
Corollary 4.2.9 (CP-lin, symmetric density). For a random diffusion coefficient of
the form (4.4) with S = Pd and a symmetric density function the eigenvalue bounds
λmax(P
−1
1 A) ≤
1 + τ1
1− τ2 ,
λmin(P
−1
1 A) ≥
1
1 + τ2
− τ1
1− τ2 , 0 < τ2 < 1,
hold, where
τ1 :=
σ
tmin0
M∑
m=1
µ
(m)
d+1
√
νm||km||∞, (4.17)
τ2 :=
M∑
m=1
µ
(m)
d+1
||Am||F
||A0||F , (4.18)
tmin0 := min
x∈D
t0(x ) > 0, and µ
(m)
d+1, m = 1, . . . ,M , denotes the largest zero of the basis
polynomial ψ
(m)
d+1, respectively.
Proof.
Recall that for a random diffusion coefficient T of the form (4.4) we consider only
multi-indices α ∈ IT with |α| ≤ 1. According to Remark 3.0.9 we use the natural
numbers m = 0, 1, . . . ,M for labelling the stochastic Galerkin matrices as well as
the diffusion coefficient’s KL eigenfunctions.
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In order to utilize the bounds given in Lemma 4.2.8, we first establish eigenvalue
bounds on the matrix G as defined in (4.12), which becomes
G = INξ +
M∑
m=1
tr(ATmA0)
tr(AT0A0)
Gm (4.19)
in our special case. To this end we estimate the coefficients in front of the matrices
Gm, m = 1, . . . ,M, above:∣∣tr (ATmA0)∣∣
tr (AT0A0)
=
∣∣tr (ATmA0)∣∣
||A0||2F
≤ ||Am||F ||A0||F||A0||2F
=
||Am||F
||A0||F ,
hence
tr
(
ATmA0
)
tr (AT0A0)
⊆
[
−||Am||F||A0||F ,
||Am||F
||A0||F
]
. (4.20)
Combining this estimate with (4.19), the eigenvalue bounds for the matrices Gm,
m = 1, . . . ,M, given in Corollary 3.3.5, while noting that for symmetric density
functions we have µ(m)
d+1
= −µ(m)d+1, and the definition of τ2 in (4.18) we deduce
λ(G) ⊆ [1− τ2, 1 + τ2]. (4.21)
The assumption 0 < τ2 < 1 implies 0 < 1− τ2 < 1, hence λ(G−1) ⊆
[
1
1+τ2
, 1
1−τ2
]
and
λ(G−1Gm) ⊆
[
− µ
(m)
d+1
1− τ2 ,
µ
(m)
d+1
1− τ2
]
, m = 1, . . . ,M.
Bounds on the spectrum of A−10 Am, m = 1, . . . ,M are given in (4.6) in the proof of
Corollary 4.1.2. Utilizing Lemma 4.2.8, we obtain bounds on the spectrum of P−11 A
while combining all estimates above.
λmin(P
−1
1 A) ≥
1
1 + τ2
−
M∑
m=1
µ
(m)
d+1
1− τ2
σ
tmin0
√
νm||km||∞ = 1
1 + τ2
− τ1
1− τ2 ,
λmax(P
−1
1 A) ≤
1
1− τ2 +
M∑
m=1
µ
(m)
d+1
1− τ2
σ
tmin0
√
νm||km||∞ = 1 + τ1
1− τ2 .

The bounds on the spectrum of P−11 A in Corollary 4.2.9 are in general worse than
those established for the mean-based preconditioner P−10 A by Powell and Elman,
see Corollary 4.1.2. Recall that the action of P−10 on A relocates the spectrum of A
to the interval [1− τ1, 1 + τ1], see Corollary 4.1.2 and the definition of τ1 in (4.17).
In Corollary 4.2.9 above, the upper bound on λmax(P
−1
1 A) is in general larger than
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1 + τ1. Nonetheless we propose the preconditioner P1, since the bounds derived
in Corollary 4.2.9 are rather pessimistic. For example, it is not easy to give sharp
estimates for the extremal eigenvalues of the left Kronecker factor G in (4.21). See
also Example 4.2.10 below.
Now we compare the mean-based preconditioner P0 with our proposed precondi-
tioner P1. Therefore we reproduce the results of Example 1 in [50].
Example 4.2.10. We consider the primal problem (2.3) with D = (−0.5, 0.5)2.
The spatial discretization uses a mesh of 8 x 8 square spectral elements with 2
Gauss-Legendre-Lobatto (GLL) nodes per element [12, Chapter 2] in each spatial
direction for the approximation of p, yielding Nx = 49. The diffusion coefficient T
is a Gaussian random field with constant mean t0(x ) = 1 and covariance function
(2.12a), where c1 = c2 = 1 and σ = 0.1. The eigenpairs of the integral eigen-
problem associated with the operator (2.13) are available in closed form, since the
kernel is separable. Hence the eigenpairs can be expressed in terms of associated
one-dimensional integral eigenproblems the exact solutions of which are given in
[30, pages 27–29]. For the stochastic discretization we use complete polynomials of
maximum total degree d in M random variables, in accordance with Example 1 in
[50].
Tables 4.1 and 4.2 list the extremal eigenvalues of G and P−11 A, respectively, together
with the bounds given in Corollary 4.2.9. The bounds on the extremal eigenvalues
of G are not sharp, and contribute to the pessimistic bounds on the extremal eigen-
values of P−11 A. In Example 4.2.10 the eigenvalues of G do not change for a fixed
value of d and increasing M = 1, 2, 3, whereas the bounds in (4.20) depend on M .
The estimate ignores cases, where the trace of ATmA0 is zero.
The extremal eigenvalues of P−10 A and P
−1
1 A are listed in Table 4.3. In contrast to
the bounds for P−11 A given in Corollary 4.2.9, we observe that in every case, the
extremal eigenvalues of P−11 A lie closer around one than the extremal eigenvalues of
P−10 A.
Next we repeat the numerical experiments in Example 4.2.10, but now with a log-
normal diffusion coefficient, since this case is our motivation for testing a non-mean-
based preconditioner.
Example 4.2.11. We consider again Example 4.2.10. All discretization parameters
remain unchanged, but now we use a diffusion coefficient of the form T = exp(G).
The Gaussian random field G has constant mean 〈G〉 = 1 and covariance function
(2.12a) with c1 = c2 = 1. In addition we choose σ = 0.01 and σ = 0.3 for G
according to Examples 2 and 3 in [50].
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M d λmin(G) λmax(G) Bounds
1 1 0.9240 1.0760 [0.9238, 1.0762]
- 2 0.8683 1.1317 [0.8680, 1.1320]
- 3 0.8225 1.1775 [0.8221, 1.1779]
- 4 0.7828 1.2172 [0.7823, 1.2177]
2 1 0.9240 1.0760 [0.8940, 1.1060]
- 2 0.8683 1.1317 [0.8164, 1.1836]
- 3 0.8225 1.1775 [0.7526, 1.2474]
- 4 0.7828 1.2172 [0.6972, 1.3028]
3 1 0.9240 1.0760 [0.8642, 1.1358]
- 2 0.8683 1.1317 [0.7648, 1.2352]
- 3 0.8225 1.1775 [0.6830, 1.3170]
- 4 0.7828 1.2172 [0.6120, 1.3880]
Table 4.1: Example 4.2.10: Extremal eigenvalues of G and bounds.
M d λmin(P
−1
1 A) λmax(P
−1
1 A) Bounds
1 1 0.9892 1.0125 [0.8372, 1.1745]
- 2 0.9823 1.0231 [0.7855, 1.2499]
- 3 0.9758 1.0329 [0.7456, 1.3197]
- 4 0.9689 1.0423 [0.7126, 1.3869]
2 1 0.9564 1.0439 [0.7593, 1.2635]
- 2 0.9242 1.0767 [0.6862, 1.3835]
- 3 0.8973 1.1043 [0.6295, 1.5009]
- 4 0.8734 1.1289 [0.5818, 1.6202]
3 1 0.9455 1.0562 [0.6790, 1.3586]
- 2 0.9061 1.0989 [0.5819, 1.5352]
- 3 0.8736 1.1355 [0.5044, 1.7191]
- 4 0.8453 1.1685 [0.4360, 1.9184]
Table 4.2: Example 4.2.10: Extremal eigenvalues of P−11 A and bounds.
Tables 4.4, 4.5, and 4.6 list the extremal eigenvalues of P−10 A and P
−1
1 A for σ = 0.01,
σ = 0.1, and σ = 0.3, respectively. Just as in Example 4.2.10, we observe that in
all cases the extremal eigenvalues of P−11 A lie closer around one than the extremal
eigenvalues of P−10 A. However, for a very small standard deviation σ = 0.01 of the
underlying Gaussian field or even for a larger value σ = 0.1 but with a small total
degree d, the difference in the extremal eigenvalues is not as pronounced as for the
case σ = 0.3. Hence we cannot expect to reduce the number of CG iterations when
applying the preconditioner P1 instead of P0.
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M d λmin(P
−1
0 A) λmax(P
−1
0 A) λmin(P
−1
1 A) λmax(P
−1
1 A)
1 1 0.9155 1.0845 0.9892 1.0125
- 2 0.8536 1.1464 0.9823 1.0231
- 3 0.8027 1.1973 0.9758 1.0329
- 4 0.7585 1.2415 0.9689 1.0423
2 1 0.9125 1.0875 0.9564 1.0439
- 2 0.8484 1.1516 0.9242 1.0767
- 3 0.7957 1.2043 0.8973 1.1043
- 4 0.7500 1.2500 0.8734 1.1289
3 1 0.9106 1.0894 0.9455 1.0562
- 2 0.8452 1.1548 0.9061 1.0989
- 3 0.7914 1.2086 0.8736 1.1355
- 4 0.7447 1.2553 0.8453 1.1685
Table 4.3: Example 4.2.10: Extremal eigenvalues of P−10 A and P
−1
1 A.
For σ = 0.3 and M = 1 the smallest eigenvalue of P−11 A is considerably closer to one
than the smallest eigenvalue of P−10 A. Increasing the number of random variables
while d is fixed, however, yields a decrease of λmin(P
−1
1 A) but no considerable de-
crease of λmin(P
−1
0 A). On the other hand, we observe that for M = 1 and M = 2 the
largest eigenvalue of P−11 A increases less quickly with d than the largest eigenvalue
of P−10 A.
We conclude from these experiments that we can expect a better performance of
our proposed preconditioner compared to the mean-based preconditioner in terms of
iteration counts, although we cannot expect considerable savings in terms of the CG
iteration count for moderate values of σ and the polynomial degree d. In addition,
the computed extremal eigenvalues of P−11 A suggest, that the spectrum of P
−1
1 A
still depends on the stochastic discretization parameters. In the next section, we
test the performance of our proposed preconditioner P1 for more complex problems.
Practical preconditioner
In our numerical experiments in Section 4.3 we shall use an approximation of the
preconditioner P1, namely
P
(amg)
1 = G⊗ V0. (4.22)
The inverse of V0 is formed by applying one V-cycle of an algebraic multigrid method
to the matrix A0.
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M d λmin(P
−1
0 A) λmax(P
−1
0 A) λmin(P
−1
1 A) λmax(P
−1
1 A)
1 1 0.9916 1.0085 0.9988 1.0012
- 2 0.9855 1.0148 0.9980 1.0020
- 3 0.9805 1.0199 0.9973 1.0027
- 4 0.9761 1.0244 0.9967 1.0033
2 1 0.9913 1.0088 0.9956 1.0044
- 2 0.9850 1.0153 0.9925 1.0076
- 3 0.9798 1.0206 0.9898 1.0102
- 4 0.9753 1.0253 0.9876 1.0125
3 1 0.9911 1.0090 0.9945 1.0055
- 2 0.9846 1.0156 0.9905 1.0096
- 3 0.9794 1.0211 0.9872 1.0129
- 4 0.9748 1.0259 0.9843 1.0158
Table 4.4: Example 4.2.11: Extremal eigenvalues of P−10 A and P
−1
1 A for σ = 0.01.
M d λmin(P
−1
0 A) λmax(P
−1
0 A) λmin(P
−1
1 A) λmax(P
−1
1 A)
1 1 0.9190 1.0882 0.9885 1.0116
- 2 0.8638 1.1576 0.9801 1.0202
- 3 0.8210 1.2181 0.9733 1.0273
- 4 0.7855 1.2731 0.9674 1.0336
2 1 0.9162 1.0914 0.9569 1.0441
- 2 0.8594 1.1636 0.9259 1.0770
- 3 0.8153 1.2266 0.8795 1.1284
- 4 0.7789 1.2839 0.8795 1.1284
3 1 0.9145 1.0934 0.9459 1.0562
- 2 0.8567 1.1673 0.9077 1.0987
- 3 0.8118 1.2318 0.8771 1.1346
- 4 0.7748 1.2907 0.8512 1.1663
Table 4.5: Example 4.2.11: Extremal eigenvalues of P−10 A and P
−1
1 A for σ = 0.1.
4.3 Numerical examples
In this section we present numerical results for primal test problems. We use the CG
method together with the AMG version of the mean-based and Kronecker product
preconditoner discussed in Sections 4.1 and 4.2, respectively. The stopping criterion
was a reduction of the Eucledian norm of the initial residual by a factor tol = 10−8.
The reported results were performed using MATLAB 7.4 together with a MATLAB
version of the AMG code HSL_MI20 [9].
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M d λmin(P
−1
0 A) λmax(P
−1
0 A) λmin(P
−1
1 A) λmax(P
−1
1 A)
1 3 0.5541 1.8048 0.9217 1.0840
- 4 0.4854 2.0599 0.9049 1.1037
- 5 0.4313 2.3184 0.8901 1.1215
- 6 0.3872 2.5823 0.8767 1.1379
- 7 0.3505 2.8530 0.8646 1.1533
- 8 0.3193 3.1315 0.8533 1.1679
2 3 0.5427 1.8426 0.7200 1.3272
- 4 0.4733 2.1126 0.6651 1.4052
- 5 0.4189 2.3875 0.6185 1.4760
- 6 0.3746 2.6692 0.5779 1.5415
- 7 0.3379 2.9593 0.5421 1.6026
- 8 0.3069 3.2587 0.5101 1.6602
Table 4.6: Example 4.2.11: Extremal eigenvalues of P−10 A and P
−1
1 A for σ = 0.3.
Example 4.3.1. We consider the primal problem (2.3) with D = (0, 1)2, F = 1,
and g = 0 on ∂DD = ∂D. The spatial discretization uses a mesh of 10 x 10 square
spectral elements with 7 GLL nodes per element [12, Chapter 2] in each spatial
direction for the approximation of p, yielding Nx = 3, 481. The diffusion coefficient
T = exp(G) is a lognormal random field. Its underlying Gaussian random field G
has constant mean 〈G〉 = 1 and covariance function (2.12a), where c1 = c2 = 10.
The KL eigenpairs of G are available in closed form, cf. Example 4.2.10. For the
stochastic discretization we use complete polynomials of maximum total degree d in
M = 5 random variables, which captures 98 % of the Gaussian field’s total variance.
σ d=1 2 3 4 5
0.1 10 12 13 14 14
0.3 14 19 23 26 30
0.5 18 27 36 47 58
0.7 21 36 56 80 111
Table 4.7: Example 4.3.1: Iteration
counts for P (amg)0 preconditioner.
σ d=1 2 3 4 5
0.1 9 9 9 10 10
0.3 10 11 11 12 12
0.5 11 12 14 15 16
0.7 12 14 16 18 20
Table 4.8: Example 4.3.1: Iteration
counts for P (amg)1 preconditioner.
In Table 4.9 we list the number of stochastic degrees of freedom Nξ, the total num-
ber of unknowns Nx · Nξ, and the number of terms |IT | in the Kronecker product
representation of the global Galerkin matrix A in (4.1) corresponding to the total
degree d of stochastic shape functions used. Note that |IT | is chosen such that the
positive definiteness of A is guaranteed, see Remark 2.3.4 and Example 2.3.6 for
further discussion of this point.
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d=1 2 3 4 5
Nξ 6 21 56 126 252
|IT | 21 126 462 1,287 3,003
Nx ·Nξ 20,886 73,101 194,936 438,606 877,212
Table 4.9: Example 4.3.1: Values of Nξ, Nx ·Nξ, and number of terms |IT | in Kronecker
product representation of A.
The Tables 4.7 and 4.8 list the iteration counts for the CG method applied in con-
junction with the mean-based and Kronecker product preconditioner, respectively,
for different values of σ and d. For the mean-based preconditioner P
(amg)
0 we observe
a considerable increase in the number of iterations for increasing d as well as increas-
ing σ, whereas for the proposed preconditioner P
(amg)
1 the iteration count increases
only moderately with d and σ. As the small test problems in Section 4.2 indicate,
the iteration counts differ only slightly for small values of σ and d.
However, in the covariance model chosen for the underlying Gaussian field, the
correlation length is large compared to the size of the spatial domain. In the next
example, we examine a situation where the Gaussian field has a smaller correlation
length, but in conjunction with another covariance function.
Example 4.3.2. Again we consider the primal problem (2.3) with D = (0, 1)2,
F = 1, and g = 0 on ∂DD = ∂D. The spatial discretization is as in Example 4.3.1.
The diffusion coefficient T = exp(G) is a lognormal random field. Its underly-
ing Gaussian random field G has constant mean 〈G〉 = 1 and covariance function
(2.12c) with c1 = c2 = 1. We employ Nystrom method [45] for the approximate
calculation of the KL eigenpairs of G on the same mesh used already for the spa-
tial discretization. For the stochastic discretization we use complete polynomials of
maximum total degree d in M = 4 random variables, which captures 98 % of the
Gaussian field’s total variance.
σ d=1 2 3 4 5 6
0.1 10 12 13 14 14 15
0.3 14 19 22 26 30 34
0.5 18 27 36 47 58 71
0.7 21 36 56 79 109 144
Table 4.10: Example 4.3.2: Iteration
counts for P (amg)0 preconditioner.
σ d=1 2 3 4 5 6
0.1 10 10 11 11 11 12
0.3 12 14 16 18 20 22
0.5 14 19 24 29 33 38
0.7 17 25 34 43 54 65
Table 4.11: Example 4.3.2: Iteration
counts for P (amg)1 preconditioner.
Table 4.12 summarizes the number of stochastic degrees of freedom Nξ, the total
number of unknowns Nx ·Nξ, and the number of terms |IT | in the Kronecker product
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d=1 2 3 4 5 6
Nξ 5 15 35 70 126 210
|IT | 15 70 210 495 1,001 1,820
Nx ·Nξ 17,405 52,215 121,835 243,670 438,606 731,010
Table 4.12: Example 4.3.2: Values of Nξ, Nx ·Nξ, and number of terms |IT | in Kronecker
product representation of A.
representation of the global Galerkin matrix A in (4.1) corresponding to the total
degree d of stochastic shape functions used in Example 4.3.2.
The Tables 4.10 and 4.11 list the iteration counts for the CG method applied in con-
junction with the mean-based and Kronecker product preconditioner, respectively,
for different values of σ and d. For the mean-based preconditioner we again observe
a considerable increase in the number of CG iterations for increasing d as well as
increasing σ, but the difference compared to the iteration counts for the Kronecker
product preconditioner is not as pronounced as for Example 4.3.1. Nonetheless we
can save half of the iterations when applying the P
(amg)
1 preconditioner instead of
the mean-based preconditioner P
(amg)
0 in the best case.
Obviously, saving iterations is in general not equivalent to saving iteration time. As
already alluded to in Remark 4.2.6, the action of P1 can be considered as concate-
nation of the action of P0 and G⊗ INx . Thus the solution of linear systems with the
system matrix P1 is always more expensive than solves with the system matrix P0.
Furthermore, the matrix G⊗ INx is not block-diagonal, hence a little more thought
is required for a feasible implementation of P1.
Recall that in Remark 2.3.7 we have referred to a reformulation of the primal problem
(2.46) as certain matrix equation. The key observation there is that matrix-vector
products of the form y = (L ⊗ R)x can be identified as matrix-matrix products.
The same idea can be utilized for the implementation of both the matrix-vector
product with the global Galerkin matrix A in (4.1) and the action of G−1⊗ INx . We
follow the implementation given in full detail in [44, Section 2] by Moravitz and Van
Loan. Then the action of G−1⊗ INx requires the solution of Nx linear systems in Nξ
unknowns with system matrix G. In our examples we employ MATLAB’s backslash
operator for this task, since the number of stochastic degrees of freedom Nξ was
small. Depending on the number of random variables and the total degree of the
stochastic shape functions this might require a more sophisticated implementation.
In addition the matrix G is in general a dense matrix, cf. Remark 3.4.15.
In our implementation we found the setup costs for both preconditioners to be com-
parable, although the setup costs for P1 depend on the number of terms in the
Kronecker product representation of A, whereas the setup costs for P0 are fixed re-
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gardless of the parameters of the stochastic discretization.
Again, the observations on the two test problems above support the considerations
in Section 4.2, that is, we cannot expect the iteration counts for our proposed precon-
ditioner P1 (and its AMG version) to be independent of the stochastic discretization
parameters, but the Kronecker product preconditioner performs better in terms of
iteration counts than the mean-based preconditioner for large values of σ and d.
However, besides an improved computer implementation of the Kronecker product
preconditioner, further analysis of the spectrum of P−11 A is required to explain the
observations.
4.4 Preconditioning the mixed problem
According to equation (2.59), the global Galerkin matrix, which is to be approxi-
mated, can be written in terms of Kronecker products of deterministic finite element
stiffness matrices as defined in (2.50) and (2.54), and stochastic Galerkin matrices
as defined in (2.44):C BT
B O
 = G0 ⊗
C0 BT
B O
+ ∑
α∈IT ,
|α|>0
Gα ⊗
Cα O
O O
 .
Analogously to the primal problem, the mean-based preconditioner for the mixed
problem is based only on the first term in the sum above,
P˜0 = INξ ⊗
D0 O
O S

where D0 = diag(C0) and S = BD
−1
0 B
T is an approximation to the mean Schur
complement matrix. Note that again we have used the relation G0 = INξ . Under
assumption (2.11) the matrix C0 is positive definite, hence P˜0 is positive definite.
The implementation of P˜0 and its practical variants below in case of a block-diagonal
global Galerkin matrix takes place analogously to the primal problem, see Re-
mark 4.1.4.
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Practical preconditioners
In our numerical experiments in Section 5.4 we apply the preconditioners
P˜
(chol)
0 = INξ ⊗
D0 O
O cholinc(S,0)
 (4.23)
and
P˜
(amg)
0 = INξ ⊗
D0 O
O VS
 (4.24)
The action of V −1S is one single V-cycle of an algebraic multigrid method applied to S.
The preconditioners P˜0 and P˜
(amg)
0 are analyzed in [26] for a random diffusion coef-
ficient of the form (4.4). Their deterministic counterparts have been introduced by
Powell and Silvester, see [51].
5 Solving the decoupled Galerkin
system
In this chapter we assume that the random diffusion coefficient T or its inverse T−1
are given by a (truncated) Karhunen-Loe`ve expansion as described in Section 2.2.1,
i.e., the coefficient random fields of the primal or mixed problem are of the form
T (x , ξ) = t0(x ) +
M∑
m=1
√
λmvm(x )ξm, (5.1)
T−1(x , ξ) = t˜0(x ) +
M∑
m=1
√
λ˜mv˜m(x )ξm. (5.2)
This means that we consider diffusion coefficients which possess an expansion that is
linear in a fixed number of uncorrelated, and, by an additional modeling assumption,
independent random variables. Notice, that we assume the variance of T and T−1
to be constant, cf. Remark 2.2.3.
Remark 5.0.1. Substituting tm(x ) =
√
λmvm(x ), m = 1, . . . ,M , in (5.1) and
t˜m(x ) =
√
λ˜mv˜m(x ), m = 1, . . . ,M , in (5.2) yields the form of the input random
fields as discussed in Section 2.3.3.
In Chapter 3 we have studied the stochastic Galerkin matrices (2.44) in general.
The cases (CP-lin) and (TP-lin), see page 31, apply to our specific situation. In
Section 3.2.1 we have shown, that for the case (TP-lin) the stochastic Galerkin
matrices can be simultaneously diagonalized, hence the global Galerkin system be-
comes block-diagonal. In the context of SFEM, Babusˇka, Tempone and Zouraris [7]
introduced an equivalent formulation of this result, namely the fact, that the space
S = Qd , as defined in (2.27), possesses a doubly orthogonal basis
{
ψ̂ι(1), . . . , ψ̂ι(Nξ)
}
with〈
ψ̂ι(j)ψ̂ι(`)
〉
= δj,`,
〈
ξmψ̂ι(j)ψ̂ι(`)
〉
= cm,`δj,`, j, ` = 1, . . . , Nξ,m = 1, . . . ,M.
(5.3)
Therefore we shall use the space S = Qd , i.e., global multivariate polynomials on Γ
of bounded separate degree, for the stochastic discretization in conjunction with the
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doubly orthogonal basis (5.3). Then, the global Galerkin systems (2.38) or (2.48)
decouple into sequences of independent linear systems given in the next section.
Note that the source random field F still may be nonlinear in the underlying random
variables, since it appears only on the right hand side of the global Galerkin system
and hence is not relevant for decoupling.
5.1 Decoupled Galerkin system
5.1.1 Primal problem
It is easy to see that the global Galerkin system (2.38) transforms to the following se-
quence of linear systems, if we use the doubly orthogonal basis defined by properties
(5.3) for the stochastic discretization:
A(`)p(`) = b(`), ` = 1, . . . , Nξ, (5.4)
where each system matrix A(`) ∈ RNx×Nx is a linear combination of M + 1 finite
element stiffness matrices:
A(`) := A(`,`) = A0 +
M∑
m=1
cm,`Am, ` = 1, . . . , Nξ. (5.5)
The matrices Am, m = 0, . . . ,M , are defined in (2.40) (recall the notation convention
on multi-indices in Remark 3.0.9), and the vectors p(`) and b(`) are defined in (2.37)
and (2.41), respectively.
In view of (5.5), the diffusion coefficient associated with the stiffness matrices A(`)
is given by
a`(x ) = t0(x ) +
M∑
m=1
cm,`
√
λmvm(x ), ` = 1, . . . , Nξ. (5.6)
5.1.2 Mixed problem
Analogously the mixed global Galerkin system (2.48) decouples into the sequence of
linear systems C(`) BT
B O
u (`)
p(`)
 =
g (`)
f (`)
 ` = 1, . . . , Nξ, (5.7)
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where each matrix C(`) ∈ RNux × RNux is a linear combination of M + 1 weighted
(L2(D))2 mass matrices:
C(`) := C(`,`) = C0 +
M∑
m=1
cm,`Cm, ` = 1, . . . , Nξ. (5.8)
The matrices Cm, m = 0, . . . ,M , are defined in (2.50) (recall the notation convention
on multi-indices in Remark 3.0.9), and the matrix B is defined in (2.54). The vectors
u (`), p(`), g (`) and f (`) are defined in (2.57), (2.58), (2.55) and (2.51), respectively.
In view of (5.8), the diffusion coefficient associated with the 1-1 block C(`) is given
by
c`(x ) = t˜0(x ) +
M∑
m=1
cm,`
√
λ˜mv˜m(x ), ` = 1, . . . , Nξ. (5.9)
5.2 Krylov subspace recycling methods
In the following sections we address solving the sequence of linear systems (5.4) and
(5.7), respectively, by preconditioned Krylov subspace iterations. For the primal
problem one can apply the CG method [32] to every linear system in the sequence
independently, as the system matrices in (5.4) are symmetric positive definite by
assumption (2.8). Likewise, for the mixed problem applying the MINRES method
[47] to every system independently is an option, as the system matrices in (5.7) are
symmetric and indefinite by (2.11). Since the system matrices are linear combina-
tions of a small number of fixed finite element matrices in both cases, we expect the
corresponding Krylov subspaces to be similar. Therefore we employ Krylov subspace
recycling methods such as GCROT [48], GCRO-DR [48] and R-MINRES [59] that
reuse information generated during the solve of one linear system for the solution of
the next system in the sequence.
Krylov subspace recycling methods in the context of SFEM have already been stud-
ied in [21] and [36] for the primal SFEM discretization of the stochastic diffusion
problem. In [36] Jin, Cai and Li partition the sequences into several groups and
apply the GCRO-DR method together with additive Schwarz domain decomposi-
tion preconditioners within each group. In [21] we use GCROT with recycling and
GCRO-DR together with the mean-based preconditioner P
(chol)
0 as defined in (4.8).
No particular ordering of the linear systems has been applied. The performance of
the recycling methods was tested for the diffusion problem with fully cross-correlated
random diffusion coefficient and random source. We have observed that subspace re-
cycling results in considerable savings of iteration counts per system. The variation
of the number of stochastic degrees of freedom Nξ was seen to have little influence.
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Decreasing the correlation length of the random fields and adjusting the number of
random variables accordingly, resulted in a modest increase of the average iteration
counts. In this thesis we focus on the question of how a more powerful precondi-
tioner works in combination with recycling and the application of recycling to mixed
SFEM discretizations. After a short review of Krylov subspace recycling methods
we discuss ordering strategies for the sequences of linear systems among which is a
grouping algorithm proposed by Jin, Cai and Li [36].
5.2.1 Preliminary considerations
The GCR algorithm [22] serves as the common basis of all iterative methods under
consideration. Given an initial approximation x0 to the solution of Ax = b it
selects corrections ck ∈ Ck from a k-dimensional correction space, such that ||rk||2 =
||r0 − Ack||2 is minimized among all possible corrections ck ∈ Ck. To this end the
method maintains two bases of the correction space Ck = span{c1, . . . , ck} and
approximation space Wk = span{w1, . . . ,wk} that satisfy
ACk = Wk W
T
k Wk = Ik, (5.10)
where we have introduced the notation
Ck :=
[
c1 · · · ck
]
, Wk :=
[
w1 · · ·wk
]
.
The properties (5.10) imply that rk = (Ik−WkW Tk )r0 solves the minimization prob-
lem. Choosing Krylov correction spaces Ck = Kk(A, r0) = span{r0, Ar0, · · · , Ak−1r0}
results in the GMRES method [54] as a special case of GCR.
The GCRO algorithm [17] combines an outer GCR iteration (with Krylov correction
spaces) and an inner GMRES iteration where the projected residual equation
(I −WkW Tk )Ac = (I −WkW Tk )rk
⇔ (I −WkW Tk )Ac = rk (5.11)
is solved approximately. Then the outer approximation space is extended by the
residual correction that comes from the inner iteration. The basic idea is to keep
the correction space of the inner iteration orthogonal to the approximation space of
the outer iteration in order to utilize the outer approximation vectors for the inner
iteration.
The GCROT algorithm [18] provides in addition a strategy for selecting more than
one vector after an inner iteration to extend the outer approximation space, as well
as a truncation technique for the outer vectors in case their number exceeds a given
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limit. The procedure goes as follows: Having performed m steps of GMRES to solve
(5.11), the Krylov space Km(Ak, rk) is decomposed, namely
Km(Ak, rk) = Ks(Ak, rk)⊕Km−s(Ak, rs),
where Ak := (Ik −WkW Tk )A. Next the canonical angles between the corresponding
approximation spaces AkKs(Ak, rk) and AkKm−s(Ak, rs) are computed, and Wk is
extended by the p1 vectors in AkKs(Ak, rk) having the smallest canonical angles.
In addition, one adds the last p2 basis vectors of AkKm−s(Ak, rs) together with
the residual correction to Wk. If the number of outer vectors exceeds kmax, one
determines a knew-dimensional subspace of Wk having the smallest canonical angles
with the image of the inner correction vectors under A. If orthogonality in the
inner iteration had been maintained only against this subspace in place of Wk, this
strategy would have resulted in the smallest residual.
5.2.2 The idea of recycling
Since for GCR one can choose any pair of approximation and correction spaces
whose k dimensional bases satisfy (5.10), the idea of recycling methods for solving a
sequence of linear systems is now obvious. One solves the first system in the sequence
by GCR or one of its refinements and reuses the corresponding outer correction space
to construct a new pair of (outer) correction and approximation spaces for the next
system in turn. This construction, which we shall denote as recycling in the sequel,
and has been introduced by de Sturler et al. [48], works as follows.
Given two linear systems to solve, A(1)x (1) = b(1) and A(2)x (2) = b(2) together with
a correction space C
(1)
k for the first system, we compute a reduced QR decomposition
QR = A(2)C
(1)
k of the image of C
(1)
k under A
(2). Then, the approximation space for the
second linear system is spanned by the columns of Q, i.e., we set W
(2)
k = Q, and the
associated correction vectors are given via C
(2)
k = C
(1)
k R
−1. This newly created pair
of spaces satisfies the conditions (5.10). Indeed, we have
(
W
(2)
k
)T
W
(2)
k = Q
TQ = Ik
and A(2)C
(2)
k = A
(2)C
(1)
k R
−1 = QRR−1 = Q = W (2)k . Observe that in this way we
have achieved a recycling of the correction space associated with the first system in
the sense that span
{
C
(1)
k
}
= span
{
C
(2)
k
}
.
5.2.3 GCROT-rec. and GCRO-DR
The Krylov subspace recycling methods GCROT-rec. and GCRO-DR have been
introduced by de Sturler et al. [48], and are based on the GCRO algorithm. Both
methods recycle the outer GCR approximation and correction spaces, but the con-
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struction of these spaces follows different approaches. For GCROT-rec. the recycled
spaces Ck and Wk are simply the outer correction and approximation spaces created
by the GCROT algorithm. For GCRO-DR the recycled correction space contains
approximate eigenvectors of the current system matrix. A brief outline of both
recycling methods is given in Sections B.2 and B.1, respectively.
5.2.4 R-MINRES and R-MINRES-mod.
All aforementioned methods do not exploit the symmetry of the system matrix either
for outer or inner iterations. In [59] a Krylov subspace recycling method named R-
MINRES, cf. Section B.3, was introduced. Recall that in GCRO a fixed number n
of (inner) GMRES iterations is performed with the linear operator (I −WkW Tk )A.
This results in the modified Arnoldi decomposition (I−WkW Tk )AVn = Vn+1H˜n. For
symmetric matrices A = AT the inner iteration simplifies since the matrix H˜n is
tridiagonal. Indeed we have
(I −WkW Tk )Ax = (I −WkW Tk )A(I −WkW Tk )x , x ∈W⊥k ,
meaning that (I −WkW Tk )A is symmetric on W⊥k . Consequently there is no need
to store all vectors created during an inner GMRES iteration in case of symmetric
matrices. On the other hand it is impossible to generate a useful recycling space
while discarding most of the Krylov subspace basis vectors at the same time. There-
fore in [59] a fixed number m of outer and inner MINRES iterations is performed,
respectively. The stored Lanczos vectors are utilized together with the outer (re-
cycled) vectors to compute approximate eigenvectors of the current system matrix.
However, in contrast to GCRO-DR, the outer approximation space is never extended
or even updated since this would destroy the short term recurrence relation in the
Lanczos decomposition for the matrix (I −WkW Tk )A.
In addition to the R-MINRES method we will also use a modified version R-
MINRES-mod., cf. Section B.4, that does not recycle approximate eigenvectors
but uses a cheaper approach: at the end of each R-MINRES solve a certain correc-
tion to x0 is added to the outer correction space that is stored for the next linear
system in turn. If the dimension of the outer correction space exceeds m only the
latest k correction vectors are retained.
5.3 Ordering the linear systems
The sequences of linear systems in (5.4) and (5.7) are independent from each other
meaning that we can choose a heuristic ordering that is likely to be useful for the
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Krylov subspace recycling methods. Consider the matrices in (5.5) or the 1-1 block in
(5.8). For both the primal and the mixed formulation the system matrices are linear
combinations of M + 1 finite element matrices and the only thing that changes from
system to system are the coefficients cm,` =
〈
ξmψ̂
2
ι(`)
〉
, m = 1, . . . ,M , ` = 1, . . . , Nξ.
The idea is to divide the linear systems into groups such that a specific subset of
coefficients remains unchanged within one group. All the recycling techniques are
applied only within a group. We consider two grouping strategies.
5.3.1 Grouping strategy (I)
Jin, Cai and Li [36] proposed a grouping algorithm based on the observation that
the coefficients cm,` in (5.5) and (5.8) are weighted by the square roots of λm and
λ˜m, m = 1, . . . ,M , respectively, which form a decreasing sequence, cf. Section 2.2.1.
Hence in general the mth term in the sum of finite element matrices carries more
weight than the (m + 1)st term. Recall that the number of linear systems in a
sequence is Nξ = (d1+1) · · · (dM+1) in case S = Qd , cf. (2.28). Having decided that
the first p eigenvalues are relevant, one divides the sequence into (d1 + 1) · · · (dp + 1)
groups having (dp+1+1) · · · (dM+1) members each such that within a single group the
first p coefficients cm,` in front of the first p eigenvalues remain constant. However, in
[36] there is no specification on the ordering of the systems within one single group,
i.e., the ordering of the coefficients cm,`, m = p + 1, . . . ,M . In our examples we
sort the tuples (c1,`, . . . , cM,`), ` = 1, . . . , Nξ, by radix sort (decreasing order) before
applying a grouping algorithm.
5.3.2 Grouping strategy (II)
Another way to group the linear systems is based on the same observation as before.
Having selected p relevant eigenvalues resulting in (d1+1) · · · (dp+1) groups we know
that within a group only the M − p+ 1 last terms in the sums (5.5) or (5.8) change.
Now consider all first systems in each group. The only thing that changes from the
first system in one group to the first system in the next group is the coefficient c1,`
whereas all other coefficients remain fixed. We apply a kind of reverse grouping now
and decide to collect all first systems of each group into a new group, then collect
all second systems of each group into another new group and so on. This reverse
grouping strategy results in (dp+1 + 1) · · · (dM + 1) groups having (d1 + 1) · · · (dp+ 1)
members each.
Example 5.3.1. To illustrate the idea behind grouping we consider a random diffu-
sion coefficient T given by a truncated KL expansion, see (5.1), in M = 11 uniform
random variables defined on the unit square D = [0, 1]2. The mean value varies on
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D according to t0(x ) = 3 + sin(pix) and the covariance function is given by (2.12c)
with correlation length c = 1 and constant standard deviation σ = 1. For the spatial
discretization of the random field we use a mesh of 10 x 10 square spectral elements
with 7 Gauss-Legendre-Lobatto (GLL) nodes per element [12, Chapter 2] in each
spatial direction. In particular, the integral eigenproblem associated with the oper-
ator K in (2.13) is discretized on this mesh employing the Nystrom method [45].
This example is taken from [36].
The coefficient function a` in (5.6) depends only on the numbers cm,` which in turn
are determined by the separate degree of the tensor product polynomials chosen for
the stochastic discretization.
Suppose we use S = Qd with d = (3, 2, 2, 1, 1, 1, 1, 1, 1, 1, 1), yielding Nξ = 9, 216.
In Figure 5.1 the minimum and maximum of a`, ` = 1, . . . , Nξ, taken over all spatial
mesh points, is plotted. Choosing the grouping strategy (I) with p = 1 results in
4 groups having 2, 304 members each. Note the vertical lines which separate the 4
groups. In view of this picture, the distribution of the minimum and maximum of
a` seems to follow the same rules in every group, except that the curves are shifted
from group to group, which is the motivation for our reverse grouping strategy.
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Figure 5.1: Example 5.3.1: The minimum (red) and maximum (blue) of the diffusion
coefficient a` for grouping strategy (I).
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5.4 Numerical examples
In this section we present numerical results for a primal and a mixed test problem.
We use preconditioned Krylov subspace recyling methods discussed in Section 5.2.
The stopping criterion for all methods was a reduction of the initial residual norm by
a certain factor tol, though the norm used depends on the kind of preconditioning.
For GMRES, GCROT-rec. and GCRO-DR we apply right preconditioning and
measure the Euclidean norm of the residual vector whereas for R-MINRES we use
the P−1-norm. For GCRO-DR and R-MINRES we always recycle harmonic Ritz
vectors corresponding to harmonic Ritz values of smallest magnitude.
We compare the average, minimal and maximal iteration count of all iterative meth-
ods applied together with the AMG version or incomplete Cholesky decomposition
version of the mean-based preconditioners for the primal and mixed problem pre-
sented in Sections 4.1 and 4.4, respectively. The reported results were performed
using MATLAB 7.4 together with a MATLAB version of the AMG code HSL_MI20
[9].
Example 5.4.1. We consider the primal problem (2.3) with D = (0, 1)2, F = 1,
∂DD = ∂D, and g = 0. The spatial discretization uses a mesh of 10 x 10 square
spectral elements with 7 GLL nodes per element [12, Chapter 2] in each spatial
direction for the approximation of p, yielding Nx = 3, 481. The diffusion coefficient
T is given by a truncated Karhunen-Loe`ve expansion in M = 11 uniform random
variables with mean t0(x ) = 3+sin(pix) and covariance function (2.12c), where c = 1
and σ = 1, cf. Example 5.3.1. The maximal degree of the tensor product polynomials
in each variable is d = (3, 2, 2, 1, 1, 1, 1, 1, 1, 1, 1) yielding Nξ = 9, 216. We will also
use M = 4 random variables together with d = (3, 2, 2, 1) yielding Nξ = 72. With
M = 11 random variables we capture 99 % of the random field’s variance and
with M = 4 we have 98 % captured. The integral eigenproblem associated with the
operator K in (2.13) is discretized using the Nystrom method [45] on the same mesh
used for the spatial discretization. This example is taken from [36].
GCRO-DR m = 40, k = 20
GCROT-rec m = 20, s = 10, p1 = 0, p2 = 2, kmax = 18, knew = 0
R-MINRES m = 20, k = 20
Table 5.1: Example 5.4.1: Parameter values for the recycling methods.
In Tables 5.2, 5.3, 5.4 and 5.5 we give the results for Example 5.4.1 with M = 4
and M = 11 random variables, respectively. The stopping tolerance is tol = 10−6.
The parameters of all recycling methods are chosen such that at most 40 vectors
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GMRES GCRO-DR GCROT-rec.
grouping - - (I) (II) - (I) (II)
P
(amg)
0 preconditioner
av. iters 10.5 11.0 10.9 9.9 9.7 9.6 8.3
max iters 17 18 18 15 16 15 12
min iters 7 7 7 6 6 7 4
P
(chol)
0 preconditioner
av. iters 68.6 38.1 40.8 47.7 56.6 56.3 52.7
max iters 83 74 83 71 84 84 79
min iters 48 30 28 28 34 36 16
Table 5.2: Example 5.4.1: Iteration counts for GMRES, GCRO-DR, GCROT-rec. and
M = 4.
MINRES R-MINRES
grouping - - (I) (II)
P
(amg)
0 preconditioner
av. iters 9.0 7.9 7.8 5.6
max iters 14 14 14 8
min iters 6 5 4 2
P
(chol)
0 preconditioner
av. iters 68.3 28.3 31.7 41.1
max iters 82 67 81 71
min iters 48 22 22 27
Table 5.3: Example 5.4.1: Iteration counts for MINRES, R-MINRES and M = 4.
GMRES GCRO-DR GCROT-rec.
grouping - - (I) (II) - (I) (II)
P
(amg)
0 preconditioner
av. iters 11.0 11.3 11.3 10.2 8.4 8.4 8.6
max iters 25 26 26 23 25 25 20
min iters 7 7 7 6 4 4 4
P
(chol)
0 preconditioner
av. iters 69.9 33.5 33.4 45.7 50.7 50.7 53.9
max iters 86 76 84 74 88 88 85
min iters 53 23 23 26 24 24 15
Table 5.4: Example 5.4.1: Iteration counts for GMRES, GCRO-DR, GCROT-rec. and
M = 11.
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MINRES R-MINRES
grouping - - (I) (II)
P
(amg)
0 preconditioner
av. iters 9.3 8.6 8.6 5.9
max iters 21 19 19 14
min iters 6 3 3 2
P
(chol)
0 preconditioner
av. iters 69.7 25.2 25.3 42.3
max iters 86 69 83 73
min iters 53 20 20 24
Table 5.5: Example 5.4.1: Iteration counts for MINRES, R-MINRES and M = 11.
are stored and at most 20 vectors are recycled, cf. Table 5.1. We compare three
grouping strategies for the linear systems: no grouping, strategy (I) above with
p = 1 and strategy (II) with p = 1, cf. Section 5.3. Unlike in [36], where in addition
to the grouping strategy (I) all nearly singular linear systems are singled out into a
separate group, this is not necessary here, because the minimal diffusion coefficient
at the random field’s GLL nodes taken over all linear systems in a sequence is equal
to 0.6748 (M = 4) or 0.0972 (M = 11).
We observe that recycling methods in combination with the P
(amg)
0 preconditioner
do not decrease the average iteration count significantly independent of the number
of random variables used. However, the proposed reverse grouping strategy (II)
performs best in almost every case. This may be due to the fact that this strategy
leads to a large number of small groups. Hence recycling, which is not seen to be
useful in conjunction with P
(amg)
0 , is applied rarely.
In contrast, when using the P
(chol)
0 preconditioner together with GCRO-DR or R-
MINRES we can save half of the iterations in the best case. The grouping strategy
(I) is more successful than reverse grouping (II). Recycling methods applied with the
P
(chol)
0 preconditioner reduce the average iteration count from which we conclude that
useful information is recycled. Since for the grouping strategy (II) we have a larger
number of groups compared to strategy (I), this useful information is discarded.
For GCROT-rec. the reduction is not as large as for the other recycling methods,
whereas GCROT-rec. in combination with P
(amg)
0 performs better than GCRO-DR.
If we compare the grouping strategy (I) and no grouping there is no significant
difference in the average iteration count in all cases. This may be due to the fact
that not enough vectors are recycled.
However, the results suggest that for the P
(amg)
0 preconditioner, GCRO-DR and
R-MINRES seem not to be as helpful as in combination with the P
(chol)
0 precondi-
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tioner. This may be due to the fact, that when using the P
(chol)
0 preconditioner, the
preconditioned system matrices still have eigenvalues that are small in magnitude
compared to the P
(amg)
0 -preconditioned system matrices, see for example Figure 5.2.
Hence recycling methods are not likely to improve the convergence behaviour of
the iterative solvers since the eigenvalues of the preconditioned system matrices for
P
(amg)
0 are already well separated from zero and strongly clustered.
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Figure 5.2: Example 5.4.1: The 50 smallest eigenvalues of the preconditioned system
matrices estimated using MATLAB’s eigs for M = 4.
Example 5.4.2. We consider the mixed problem (2.4) with D = (0, 1)2, F = 0,
∂DD = {0, 1} × [0, 1] and ∂DN = [0, 1]× {0, 1}. We fix n · u = 0 on the horizontal
boundaries and prescribe p = 1 on {0}× [0, 1] and p = 0 on {1}× [0, 1]. The spatial
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discretization uses the lowest order Raviart-Thomas approximation [52] on a 50 x
50 mesh of square elements for the approximation of u and p, respectively, yielding
Nx = 7, 500. The reciprocal field T
−1 is a Gaussian random field with constant mean
t˜0(x ) = 1, standard deviation σ = 0.1, and covariance function (2.12d) with c = 1.
We use M = 5 random variables which captures 97 % of the random field’s total
variance. The maximal degree of the tensor product polynomials in each variable is
d = (3, 3, 3, 3, 3) yielding Nξ = 1, 024. The integral eigenproblem associated with
the operator K in (2.13) is discretized using the Nystrom method [45] on a 16 x
16 mesh of square spectral elements with 4 GLL nodes per element in each spatial
direction.
MINRES R-MINRES R-MINRES-mod.
grouping - - (I) (II) - (I) (II)
P˜
(amg)
0 preconditioner
av. iters 40.5 40.5 40.4 36.1 89.1 76.2 32.5
max iters 46 46 46 46 119 112 46
min iters 35 31 24 21 4 4 6
P˜
(chol)
0 preconditioner
av. iters 247.5 76.4 77.5 175.6 241.3 190.5 194.3
max iters 281 271 271 281 315 315 281
min iters 209 66 65 111 8 8 25
Table 5.6: Example 5.4.2: Iteration counts.
In Table 5.6 we give the results for Example 5.4.2. The stopping tolerance is tol =
10−8. For R-MINRES and R-MINRES-mod. we choose m = 40 and k = 40,
meaning that at most 80 vectors are stored and at most 40 vectors are recycled. We
compare three grouping strategies for the linear systems: no grouping, strategy (I)
with p = 1, and reverse grouping (II) with p = 1, cf. Section 5.3.
For the P˜
(amg)
0 preconditioner in conjunction with recycling methods we observe
no significant reduction of the average iteration count. However, R-MINRES-mod.
applied with reverse grouping (II) performs best. For the P˜
(chol)
0 preconditioner to-
gether with R-MINRES and grouping stategy (I) there is a reduction of the average
iteration count. R-MINRES-mod. or reverse grouping (II) perform worse in that
case, although the smallest minimal iteration count is achieved for R-MINRES-mod.
We have seen that for both the primal and mixed SFEM discretization under con-
sideration recycling does not decrease the average iteration count significantly when
applied with a preconditioner that separates the eigenvalues of the preconditioned
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system matrices from zero, and yields a strong clustering of the eigenvalues. In
combination with a less efficient preconditioner, recycling can save more than half
of the iteration count in the best case. On the other hand, for the AMG version
of the mean-based preconditioner the modified R-MINRES method or our reverse
grouping strategy can outperform other recycling methods. In some cases recycling
techniques can improve the convergence behaviour of the applied iterative solvers,
and sometimes recycling is not helpful.
A Linearization coefficients
A.1 Standard Gaussian distribution
Let hk, k ∈ N0, be the orthonormal polynomials associated with the weight function
ρ(ξ) =
1√
2pi
e−ξ
2/2, ξ ∈ R, (A.1)
i.e., the standard Gaussian probability density function. Since the (univariate) Her-
mite polynomials {Hk}k∈N0 (see for example [28, Section 1.5]) correspond to the
weight function ρ(ξ) = exp(−ξ2) and are not normalized, we arrive at the relation
hk(ξ) =
1√
2kk!
Hk
(
ξ√
2
)
, k = 0, 1, 2, . . . . (A.2)
The linearization coefficients gijn in (3.28) for the polynomials {Hk}k∈N0 are given
e.g. in [25, Chapter XVI, Section 16.5], [4, Lecture 5], and [5], where a link to a
combinatorial problem is established.
Following [40, Chapter I, Section 3.2], we derive the coefficients gijn for the polyno-
mials {hk}k∈N0 using its generating function rather than giving only the formula.
Lemma A.1.1. The generating function corresponding to {hk}k∈N0 is
e
√
2ξt−t2 =
∞∑
k=0
hk(ξ)
(
√
2t)k√
k!
(A.3)
Proof.
The generating function for the Hermite polynomials {Hk}k∈N0 is given by
e2ξt−t
2
=
∞∑
n=0
Hn(ξ)
tn
n!
,
see [13, (2.39) in Chapter V, Section 5.2]. Performing the substitution (A.2) gives
(A.3).

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Lemma A.1.2. The matrix entries (3.28) corresponding to weight function (A.1)
are given by
gijk =

√
i!j!k!
s!(i−s)!(j−s)! , s =
i+j−k
2
, i+ j − k is even and |i− j| ≤ k ≤ i+ j,
0, otherwise.
(A.4)
Proof.
Using the generating function (A.3) we obtain
∞∑
i=0
∞∑
j=0
hi(ξ)hj(ξ)
(
√
2t)i√
i!
(
√
2s)j√
j!
= exp(
√
2tξ − t2 +
√
2sξ − s2)
= exp(
√
2ξ(t+ s)− (t+ s)2 + 2st)
= exp(
√
2ξ(t+ s)− (t+ s)2) exp(2st)
=
∞∑
k=0
hk(ξ)
√
2k(t+ s)k√
k!
exp(2st)
=
∞∑
k=0
∞∑
`=0
hk(ξ)
√
2k(t+ s)k√
k!
s`t`2`
`!
=
∞∑
k=0
∞∑
`=0
k∑
p=0
hk(ξ)
√
2k√
k!
s`t`2`
`!
(
k
p
)
sptk−p
=
∞∑
k=0
∞∑
`=0
k∑
p=0
hk(ξ)
√
2kk!2`
`!(k − p)!p!s
`+pt`+k−p.
Comparing the coefficients of equal powers of s and t yields
hi(ξ)hj(ξ)
(
√
2)i+j√
i!j!
=
∞∑
k=0
∞∑
`=0
k∑
p=0
hk(ξ)
√
2kk!2`
`!(k − p)!p! , (A.5)
where i = ` + k − p and j = ` + p. We use these two conditions on the indices in
form k = i+ j − 2` and p = j − ` and obtain for (A.5)
hi(ξ)hj(ξ)
(
√
2)i+j√
i!j!
=
min(i,j)∑
`=0
√
2i+j
√
(i+ j − 2`)!2`
2``!(i− `)!(j − `)! hi+j−2`(ξ),
hi(ξ)hj(ξ) =
min(i,j)∑
`=0
√
(i+ j − 2`)!i!j!
`!(i− `)!(j − `)! hi+j−2`(ξ),
hence the summand on the right hand side with index ` = i+j−k
2
, where i+ j − k is
even, gives the coefficient gijk. In addition we know that 0 ≤ i+ j − k ≤ 2 min(i, j)
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or equivalently |i− j| ≤ k ≤ i+ j.

A.2 Uniform distribution
Let gk, k ∈ N0, be the orthonormal polynomials associated with the weight function
ρ(ξ) =
1
2
√
3
· 1[−√3,√3](ξ). (A.6)
Utilizing the Legendre polynomials {Pk}k∈N0 (see for example [28, Section 1.5]) we
deduce
gk(ξ) =
√
2k + 1Pk
(
ξ√
3
)
, k = 0, 1, 2, . . . . (A.7)
Lemma A.2.1. The matrix entries (3.28) corresponding to the weight function
(A.6) are given by
gijk =

√
(2i+1)(2j+1)(2k+1)
i+j+k+1
A(s−i)A(s−j)A(s−k)
A(s)
, s = i+j+k
2
, i+ j + k is even and
|i− j| ≤ k ≤ i+ j,
0, otherwise,
(A.8)
where
A(n) =

1·3·5···(2n−1)
n!
, n ≥ 1,
1, n = 0,
0, n < 0.
Proof.
Using the linearization coefficients for the Legendre polynomials given in [1] together
with transformation (A.7) gives the result.

A.3 Beta(1/2,1/2) distribution
Let tk, k ∈ N0, be the orthonormal polynomials associated with the weight function
ρ(ξ) =
1
pi
1√
2− ξ2 · 1(−
√
2,
√
2)(ξ). (A.9)
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We deduce
tk(ξ) =
√
2Tk
(
ξ√
2
)
, k = 1, 2, . . . , and t0(ξ) ≡ 1, (A.10)
where {Tk}k∈N0 are the Chebyshev polynomials of first kind (see for example [28,
Section 1.5]).
Lemma A.3.1. The matrix entries (3.28) corresponding to the weight function
(A.9) are given by
gijk =

1, k = 0, i = j ≥ 0,
1, i = 0, j = k > 0,
1, j = 0, i = k > 0,
1√
2
(δi+j,k + δ|i−j|,k), i, j, k > 0, i+ j − k is even and |i− j| ≤ k ≤ i+ j,
0, otherwise.
(A.11)
Proof.
The product of any two Chebyshev polynomials of first kind can be expressed as
Ti(ξ)Tj(ξ) =
1
2
(
Ti+j(ξ) + T|i−j|(ξ)
)
,
see for example [3, Section 5.1]. Hence the linearization coefficients for the Cheby-
shev polynomials of first kind are given by 〈TiTjTk〉 = 12
(
δi+j,k + δ|i−j|,k
)
, i, j, k ≥ 0.
Transforming the coefficients according to (A.10) gives (A.11).

A.4 Beta(3/2,3/2) distribution
Let uk, k ∈ N0, be the orthonormal polynomials associated with the weight function
ρ(ξ) =
1
2pi
√
4− ξ2 · 1[−2,2](ξ). (A.12)
We deduce the relation
uk(ξ) = Uk
(
ξ
2
)
, k = 0, 1, 2 . . . , (A.13)
where {Uk}k∈N0 are the Chebyshev polynomials of second kind (see for example [28,
Section 1.5]).
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Lemma A.4.1. The matrix entries (3.28) corresponding to the weight function
(A.12) are given by
gijk =
1, i+ j − k is even and |i− j| ≤ k ≤ i+ j,0, otherwise. (A.14)
Proof.
The product of any two Chebyshev polynomials of second kind can be expressed as
Ui(ξ)Uj(ξ) =
min(i,j)∑
`=0
Ui+j−2`(ξ),
see for example [3, Section 5.1]. Thus the linearization coefficients for the Chebyshev
polynomials of second kind are one for i + j − k even and |i − j| ≤ k ≤ i + j and
are zero otherwise. The transformation is a simple change of variables, therefore
the linearization coefficients for the polynomials {uk}k∈N0 are exactly those of the
Chebyshev polynomials of second kind.

B Recycling methods
In this chapter we outline Krylov subspace recycling methods to solve a sequence
of linear systems A(`)x = b(`), ` = 1, . . . , N . We emphasize that the descriptions
below need not to coincide with a computer implementation of these algorithms.
We use the symbol Ck to refer to a subspace spanned by the vectors c1, c2, . . . , ck,
i.e., Ck = span{c1, c2, . . . , ck}, whereas the columns of the matrix Ck contain the
vectors c1, c2, . . . , ck, i.e., Ck = [c1c2 · · · ck].
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B.1 GCRO-DR
Algorithm 1 Outline of GCRO-DR(m,k) to solve A(`)x = b(`)
Choose x
(`)
0 , compute r
(`)
0 = b
(`) − A(`)x (`)0
if ` = 1 then
Perform m steps of GMRES
Generate a ON basis {v (1)1 , . . . , v (1)m } for the Krylov space Km(A(1), r (1)0 )
Solve c = argmin
{
‖r (1)0 − A(1)c‖2, c ∈ Km(A(1), r (1)0 )
}
Update x
(1)
1 = x
(1)
0 + c and r
(1)
1 = r
(1)
0 − A(1)c
Compute harmonic Ritz pairs (θ, z ) of A(1) w.r.t. Km(A
(1), r
(1)
0 )
Select k harmonic Ritz vectors z1, . . . , zk
Form C
(1)
k = span{z1, . . . , zk} and W(1)k = A(1)C(1)k
else if ` > 1 then
Recycle C
(`)
k = span{C(`−1)k } and form W(`)k = A(`)C(`)k
Update x
(`)
1 = x
(`)
0 + C
(`)
k (W
(`)
k )
Tr
(`)
0 and r
(`)
1 = r
(`)
0 −W (`)k (W (`)k )Tr (`)0
end if
while ‖r (`)1 ‖2 > tol do
Perform m− k Arnoldi steps with the linear operator
A
(`)
k :=
(
Ik −W (`)k (W (`)k )T
)
A(`)
Generate a ON basis {v (`)1 , . . . , v (`)m−k} for the Krylov space Km−k(A(`)k , r (`)1 )
Solve c = argmin
{
‖r (`)1 − A(`)c‖2, c ∈ span{c(`)1 , . . . , c(`)k , v (`)1 , . . . , v (`)m−k}
}
Update x
(`)
1 = x
(`)
1 + c
Compute harmonic Ritz pairs (θ, z ) of A(`) w.r.t. Km−k(A
(`)
k , r
(`)
1 )⊕ C(`)k
Select k harmonic Ritz vectors z1, . . . , zk
Update C
(`)
k = span{z1, . . . , zk} and W(`)k = A(`)C(`)k
Update r
(`)
1 = r
(`)
1 − A(`)c
end while
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B.2 GCROT-rec.
Algorithm 2 Outline of GCROT-rec.(m,s,p1,p2,kmax,knew) to solve A
(`)x = b(`)
Choose x
(`)
0 , compute r
(`)
0 = b
(`) − A(`)x (`)0
if ` = 1 then
Perform m steps of GMRES
Generate a ON basis {v (1)1 , . . . , v (1)m } for the Krylov space Km(A(1), r (1)0 )
Solve c = argmin
{
‖r (1)0 − A(1)c‖2, c ∈ Km(A(1), r (1)0 )
}
Update x
(1)
1 = x
(1)
0 + c and r
(1)
1 = r
(1)
0 − A(1)c
Select p1 vectors z1, . . . , zp1 from A
(1)Ks(A
(1), r
(1)
0 )
Select p2 vectors zp1+1, . . . , zp1+p2 from A
(1)Km−s(A(1), r
(1)
s )
k = p1 + p2 + 1
Form W
(1)
k = span{z1, . . . , zp1+p2 , A(1)c}
Form C
(1)
k = span{(A(1))−1z1, . . . , (A(1))−1zp1+p2 , c}
if k > kmax then
Truncate W
(1)
k to W
(1)
knew
and C
(1)
k to C
(1)
knew
end if
else if ` > 1 then
Recycle C
(`)
k = span{C(`−1)k } and form W(`)k = A(`)C(`)k
Update x
(`)
1 = x
(`)
0 + C
(`)
k (W
(`)
k )
Tr
(`)
0 and r
(`)
1 = r
(`)
0 −W (`)k (W (`)k )Tr (`)0
end if
while ‖r (`)1 ‖2 > tol do
Perform m Arnoldi steps with the linear operator
A
(`)
k :=
(
Ik −W (`)k (W (`)k )T
)
A(`)
Generate a ON basis {v (`)1 , . . . , v (`)m } for the Krylov space Km(A(`)k , r (`)1 )
Solve c = argmin
{
‖r (`)1 − A(`)c‖2, c ∈ span{c(`)1 , . . . , c(`)k , v (`)1 , . . . , v (`)m }
}
Update x
(`)
1 = x
(`)
1 + c
Select p1 vectors z1, . . . , zp1 from A
(`)
k Ks(A
(`)
k , r
(`)
1 )
Select p2 vectors zp1+1, . . . , zp1+p2 from A
(`)
k Km−s(A
(`)
k , r
(`)
s )
k = kold + p1 + p2 + 1
Add z1, . . . , zp1+p2 and A
(`)c to W
(`)
kold
.
Add preimages of z1, . . . , zp1+p2 and c to C
(`)
kold
.
if k > kmax then
Truncate W
(`)
k to W
(`)
knew
and C
(`)
k to C
(`)
knew
end if
Update r
(`)
1 = r
(`)
1 − A(`)c
end while
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B.3 R-MINRES
Algorithm 3 Outline of R-MINRES(m,k) to solve A(`)x = b(`)
if ` = 1 then
Proceed with Algorithm 4.
else if ` > 1 then
Recycle C(`) = span{C(`−1)j } and form W(`) = A(`)C(`)
Update x
(`)
1 = x
(`)
0 + C
(`)(W (`))Tr
(`)
0 and r
(`)
1 = r
(`)
0 −W (`)(W (`))Tr (`)0
while ‖r (`)1 ‖2 > tol do
if j = 1 then
Perform m Lanczos steps with the linear operator
A
(`)
k :=
(
Ik −W (`)(W (`))T
)
A(`)
Generate a ON basis {v (`)1,1 , . . . , v (`)m,1} for the Krylov space Km(A(`)k , r (`)1 )
Solve c = argmin
{
‖r (`)1 − A(`)c‖2, c ∈ span{c(`)1 , . . . , c(`)k , v (`)1,1 , . . . , v (`)m,1}
}
Update x
(`)
1 = x
(`)
1 + c
Compute harmonic Ritz pairs (θ, z ) of A(`) w.r.t. Km(A
(`)
k , r
(`)
1 )⊕ C(`)
Select k harmonic Ritz vectors z1, . . . , zk
Form C
(`)
1 = span{z1, . . . , zk} and W(`)1 = A(`)C(`)1 for the next system
Drop all Lanczos vectors except v
(`)
m,1 and v
(`)
m+1,1 and increase j
Update r
(`)
1 = r
(`)
1 − A(`)c
else if j > 1 then
Continue iteration: Perform m Lanczos steps with the linear operator A
(`)
k
Update x
(`)
1 and r
(`)
1 accordingly
Collect Lanczos vectors V
(`)
m,j = span{v (`)1,j , . . . , v (`)m,j}
Compute harmonic Ritz pairs (θ, z ) of A(`) w.r.t. V
(`)
m,j ⊕ C(`)j−1
Select k harmonic Ritz vectors z1, . . . , zk
Update C
(`)
j = span{z1, . . . , zk} and W(`)j = A(`)C(`)j for the next system
Drop all Lanczos vectors except v
(`)
m,j and v
(`)
m+1,j and increase j
end if
end while
end if
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Algorithm 4 Outline of R-MINRES(m,k) to solve the first system A(1)x = b(1)
Choose x
(1)
0 , compute r
(1)
0 = b
(1) − A(1)x (1)0
if j = 1 then
Perform m steps of MINRES
Generate a ON basis {v (1)1,1 , . . . , v (1)m,1} for the Krylov space Km(A(1), r (1)0 )
Solve c = argmin
{
‖r (1)0 − A(1)c‖2, c ∈ Km(A(1), r (1)0 )
}
Update x
(1)
1 = x
(1)
0 + c and r
(1)
1 = r
(1)
0 − A(1)c
Compute harmonic Ritz pairs (θ, z ) of A(1) w.r.t. Km(A
(1), r
(1)
0 )
Select k harmonic Ritz vectors z1, . . . , zk
Form C
(1)
1 = span{z1, . . . , zk} and W(1)1 = A(1)C(1)1 for the next system
Drop all Lanczos vectors except v
(1)
m,1 and v
(1)
m+1,1 and increase j
else if j > 1 then
while ‖r (1)1 ‖2 > tol do
Continue MINRES iteration: Perform m steps
Update x
(1)
1 and r
(1)
1 accordingly
Collect Lanczos vectors V
(1)
m,j = span{v (1)1,j , . . . , v (1)m,j}
Compute harmonic Ritz pairs (θ, z ) of A(1) w.r.t. V
(1)
m,j ⊕ C(1)j−1
Select k harmonic Ritz vectors z1, . . . , zk
Update C
(1)
j = span{z1, . . . , zk} and W(1)j = A(1)C(1)j for the next system
Drop all Lanczos vectors except v
(1)
m,j and v
(1)
m+1,j and increase j
end while
end if
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B.4 R-MINRES-mod.
Algorithm 5 Outline of R-MINRES-mod.(m,k) to solve A(`)x = b(`)
Choose x
(`)
0 , compute r
(`)
0 = b
(`) − A(`)x (`)0
if ` = 1 then
Perform jth step of MINRES
Generate a ON basis for the Krylov space Kj(A
(1), r
(1)
0 )
Solve c(1) = argmin
{
‖r (1)0 − A(1)c‖2, c ∈ Kj(A(1), r (1)0 )
}
Compute r
(1)
1 = r
(1)
0 − A(1)c(1)
if ‖r (1)1 ‖2 > tol then
Continue iteration with j = j + 1
end if
At the end of the iteration
Compute x
(1)
1 = x
(1)
0 + c
(1) and form C
(1)
? = span{c(1)}
else if ` > 1 then
Recycle C(`) = span{C(`−1)? } and form W(`) = A(`)C(`)
Update x
(`)
1 = x
(`)
0 + C
(`)(W (`))Tr
(`)
0 and r
(`)
1 = r
(`)
0 −W (`)(W (`))Tr (`)0
Perform jth Lanczos step with the linear operator
A
(`)
? :=
(
I? −W (`)(W (`))T
)
A(`)
Generate a ON basis for the Krylov space Kj(A
(`)
? , r
(`)
1 )
Solve c(`) = argmin
{
‖r (`)1 − A(`)c‖2, c ∈ Kj(A(`)? , r (`)1 )⊕ C(`)?
}
Compute r
(`)
2 = r
(`)
1 − A(`)c(`)
if ||r (`)2 ||2 > tol then
Continue iteration with j = j + 1
end if
At the end of the iteration
Update x
(`)
1 = x
(`)
1 + c
(`)
Add correction c(`) to outer correction space C
(`)
? = span{C(`), c(`)}
if dim(C
(`)
? ) > m then
Select last k vectors from C
(`)
?
end if
end if
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