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Abstract
In this paper we present a probabilistic non-parametric conditional inde-
pendence test of X and Y given a third variable Z in domains where X, Y ,
and Z are continuous. This test can be used for the induction of the struc-
ture of a graphical model (such as a Bayesian or Markov network) from
experimental data. We also provide an effective method for calculating it
from data. We show that our method works well in practice on artificial
benchmark data sets constructed from a diverse set of functions. We also
demonstrate learning of the structure of a graphical model in a continu-
ous domain from real-world data, to our knowledge for the first time using
independence-based methods and without any distributional assumptions.
1.1 Motivation and Related Work
Conditional independence of X and Y given a third variable Z is defined as
independence of X and Y for every value z of Z almost surely i.e., except
a subset of zero probability (Lauritzen, 1996). In this paper we address
the problem of testing for conditional independence when the variables X,
Y , and Z are continuous. Such a test can be used as a key building block
in a wide range of algorithms, ranging from from simple variable selection
to learning the structure of a graphical model from data. The latter is our
main motivation in this paper. Existing tests depend on strong assumptions
on the underlying distribution, such as linear models with Gaussian errors
(e.g., Spirtes et al. (1993)). There are many real-life cases where these as-
sumptions fail (e.g., stock market prices, biometric variables, weather status,
etc). We do not make such distributional assumptions and thus our test is
non-parametric.
One class of algorithms for learning the structure of graphical models
(such as Bayesian and Markov networks (Pearl, 1997)) from data uses the
fact that it implies that a set of conditional independence statements hold
in the domain it is modeling. They exploit this property by using the out-
come of a set of statistical conditional independence tests to make inferences
about the structure. Assuming no errors in these tests, the idea is to con-
strain, if possible, the set of possible structures that satisfy the conditional
independencies that are present in the data to a singleton, and infer that
structure as the only possible one.1 For this reason these algorithms are
called constraint-based or independence-based.
Testing for conditional independence in discrete domains is straightfor-
ward. Perhaps the most common method is the χ2 (chi-square) test of
independence. In continuous domains, without making distributional as-
sumptions the problem is more difficult. The standard approach is to dis-
cretize the continuous variables and perform a discrete test. However, this
has to be done with care. For example, Fig. 1.1 depicts two very different
situations where X and Y are dependent (left) and independent (right) pro-
duce two very similar histograms. The multi-resolution test of Margaritis
and Thrun (2001), outlined in the next section, has been developed to ad-
dress cases such as this. In this paper we extend it to a conditional version
that carefully discretizes the Z axis, performs an independence test in each
1This is provably correct under certain important assumptions. These are: (a) No
unobserved variables exist in the domain, (b) variables are conditionally independent of
their non-descendants given their parents, and (c) parameters do not take certain zero-
support values that introduce accidental independencies not implied by the structure.
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Figure 1.1: Two very different data sets have similar 3× 3 histograms. Left:
X, Y strongly dependent. Right: X, Y independent by construction.
resulting bin, and combines the results in an appropriate manner.
Work specific to non-parametric conditional independence testing in con-
tinuous domains is scarce. The most relevant work is in the area of discretiza-
tion. Unfortunately, virtually all work in this area has focused on probability
density estimation using histogramming or “binning” (e.g., Scott (1992)). It
is arguable whether a method well-suited for PDF estimation can also per-
form well when applied to independence testing (those tested here did not,
as will be seen in the Experiments section below). Discretization methods
can be categorized as supervised or unsupervised. Since here there exists no
concept of “class,” supervised methods are not applicable. Unfortunately,
these form the bulk of the research in the area (see survey in Dougherty
et al. (1995)). A small number of unsupervised methods exist:
• Sturges’s rule is widely recommended in introductory statistics texts
(Scott, 1992). It dictates that the the optimal number of equal-width
histogram bins is k = 1 + log2 N , where N is the number of points.
• Scott’s rule (Scott, 1979) dictates that the optimal bin width is hˆ =
3.5σˆN−1/(2+d) for multiple dimensions, where σˆ is the sample standard
deviation and d is the number of dimensions.
• Freedman and Diaconis’s rule (Freedman and Diaconis, 1981) is an
improvement over Scott’s rule intended to be more robust to outliers.
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It sets hˆ = 2(IQ)N−1/(2+d), where IQ is the interquartile range (the
distance between the points splitting the data 25%–75% and 75%–
25%).
We compare our approach with all these methods in the experimental sec-
tion.
1.2 Outline of Unconditional Test
In this section we outline the unconditional multi-resolution test of inde-
pendence between two continuous variables X and Y from Margaritis and
Thrun (2001). A central idea is the comparison of two competing statisti-
cal models, MI (the independent model) and M¬I (the dependent model),
according to the data likelihood of a data set consisting of (X, Y ) pairs. For
a given fixed resolution, the test uses a discretized version of the data set
at that resolution (resolution is the size of the histogram or “grid” placed
over the data e.g., 3× 4). The dependent model M¬I corresponds to a joint
multinomial distribution while the independent model MI to two marginal
multinomials along the X- and Y -axes. Margaritis and Thrun (2001) calcu-
late the data likelihoods of each model analytically:
Pr(D |M¬I) =
Γ(γ)
Γ(γ + N)
N∏
i=1
M∏
j=1
Γ(γij + cij)
Γ(γij)
and
Pr(D |MI) =
(
Γ(α)
Γ(α + N)
N∏
i=1
Γ(αi + ci+)
Γ(αi)
) Γ(β)
Γ(β + N)
M∏
j=1
Γ(βj + c+j)
Γ(βj)

 ,
where D denotes the data set and cij are the counts of the N×M histogram.
This closed form is due to the use of a Dirichlet conjugate prior distribution
over the parameters of the multinomials (which are typically unknown).
γij , αi and βj are the parameters of the Dirichlet (hyperparameters). Using
Bayes’ theorem, the posterior of MI is given by
Pr(MI | D) = 1
/[
1 +
1− P
P
·
Pr(D |M¬I)
Pr(D |MI)
]
and Pr(M¬I | D) = 1 − Pr(MI | D). P is the prior probability of the
independent model. In our experiments, the priors are taken to be equal,
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Figure 1.2: Example domain. Top left plot: Ideal case: I is either 0 or 1.
Top right plot: Pr(I = 1 | Z ∈ li), estimated from data, can be anywhere
between 0 and 1. Bottom plots: PDF of Z (left) and estimate (right).
i.e., P = 0.5, which in effect compares the likelihoods of the two hypotheses
with no regard to prior information. To conclude independence or depen-
dence, Margaritis and Thrun (2001) compare the posterior probability with
0.5 by default. (The use of other thresholds reflects a bias of a researcher
toward dependence/independence.) They then use this fixed-resolution test
to develop a multi-resolution test by discretizing the data set at a number of
gradually increasing resolutions. Their approach averages (integrates) over
all possible positions that the histogram boundaries may take. To obtain a
practical implementation, their method employs a maximum-value approx-
imation of the integral. For details, see Margaritis and Thrun (2001). In
this paper we use a simpler (and faster) approximation that splits at the
median along each axis, which achieves comparable results. The details of
this optimization are presented in a forthcoming paper.
1.3 Probabilistic Test of Conditional Independence
Section 1.2 described an unconditional test. We are here interested in a con-
ditional independence test based on a probabilistic measure of conditional
independence. Let us first define a new domain consisting of Z ∈ (−∞, +∞)
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(continuous) and binary variable I:
I =
{
1 if (X ⊥⊥ Y | Z),
0 otherwise.
Our approach can be summarized as follows: (1) discretize the Z axis into
M intervals li, i = 1, . . . , M (in a yet unspecified way), containing ci points
each, (2) calculate the posterior probability Pr(I = 1 | Z ∈ li) at each
bin using the points in it, and (3) combine these into a single probabilistic
measure. Steps (1) and (2) are straightforward; an illustration is shown
in Fig. 1.2. On the left, the ideal I at all Z is shown; on the right is an
estimate for the probability of I = 1 in each bin, calculated from data using
the unconditional test of Section 1.2. It is important to note that these
probabilities can never be exactly 0 or 1 given a finite number of points,
because the likelihood of either model (MI or M¬I) is never zero (given a
non-zero prior). Step (3) and the method used to determine the intervals li
turn out to be crucial, as shown by the results in the experiments section.
The rest of the paper is concerned with them.
The goal of step (3) is a probabilistic test that measures to what extend
I = 1 at all points along Z, a potentially unbounded set. This is not a
straightforward task. Let us look at simple candidate solutions first. Con-
sider the probabilistic average
∫
Pr(I = 1 | Z = z)fZ(z)dz. The problem
with this candidate solution is the fact that, depending on fZ(z), the inte-
gral can be arbitrarily close to 1 (indicating conditional independence) even
when X and Y are conditionally dependent. An example of this is shown
in Fig. 1.2 (left), where X 6⊥⊥ Y | Z due to the [α, β] interval. However,
the integral
∫
Pr(I = 1 | Z = z)fZ(z)dz is close to 1, indicating conditional
independence, due to the small value of fZ(z) within [α, β].
The problem is that the integral is a disjunctive measure, while condi-
tional independence is a conjunctive concept i.e., Pr(I = 1 | Z = z) must be
close to 1 for all points along Z which, informally, corresponds to a product
rather than a sum. This observation motivates our method. Assume a data
set of N points, tj , j = 1, . . . , N , assumed i.i.d. (independent and identically
distributed). Let Z(tj) be the Z value of point tj . The probability of the
event (I = 1 | Z = Z(tj)) (a random event depending on Z(tj)) for every
j = 1, . . . , N , has this property:
Pr

 N∧
j=1
(I = 1 | Z = Z(tj))

 = N∏
j=1
Pr(I = 1 | Z = Z(tj)) (1.1)
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which is a product due to the i.i.d. data set assumption and the fact that
functions of independent variables are independent. Unfortunately as N →
∞, this product goes to 0, except in the singular case when Pr(I = 1 | Z =
z) = 1 everywhere along the Z axis. For example, suppose that Pr(I = 1 |
Z = Z(tj)) = 0.99 for every j = 1, . . . , N . Let the product of Eq. (1.1) for
N samples be p. Adding sample N + 1 makes it 0.99p < p, and eventually
0, even though our measure of conditional independence should be high for
this domain. Therefore it is also unsuitable as a measure of conditional
independence. We can remedy this by noting that the rate that the product
goes to zero as a function of the number of samples can be used for this
purpose. Since convergence to zero is multiplicative with increasing N , the
only sensible definition of rate is the geometric rate
I(N)
def
=

 N∏
j=1
Pr(I = 1 | Z = Z(tj))


1/N
, (1.2)
which is our proposed measure of conditional independence. For example
if Pr(I = 1 | Z = Z(tj)) = 0.5 for all tj , then I(N) = 0.5. In a different
domain with Pr(I = 1 | Z(tk)) = 0 (or very low) for some tk, I(N) becomes 0
(or very low). In other words, Eq. (1.2) has the semantics of a conjunction,
as required. Grouping together the terms in the product that correspond to
the same interval, we obtain
I(N) =
(
M∏
i=1
Pr(I = 1 | Z ∈ li)
ci/N
)
= exp
(
M∑
i=1
ci
N
ln Pr(I = 1 | Z ∈ li)
)
.
(1.3)
We define our measure of conditional independence I as I = limN→∞ I(N).
Convergence in probability is guaranteed by the following theorem, easily
proved.
Theorem 1.
I
def
= lim
N→∞
I(N) = exp
(
M∑
i=1
Pr(Z ∈ li) ln Pr(I = 1 | Z ∈ li)
)
(1.4)
in probability.
Proof. Omitted due to space restrictions.
At the limit M →∞, the sum of Eq. (1.4) becomes an integral.
lim
M→∞
I = exp
(∫
fZ(z) ln Pr(I = 1 | Z = z)dz
)
def
=
∏
z
Pr(I = 1 | Z = z)fZ(z)dz.
(1.5)
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Figure 1.3: Illustration of the piecewise-constant approximation of Pr(I | Z).
The notation of Eq. (1.5) refers to a form of product integral, the analogue
for a product of the integral for a sum.2 It corresponds to the weighted
product of a function over the range of Z. We refer to Fig. 1.3 for an
explanation of Eq. (1.5). As we can see there, since the number of samples
in a neighborhood of z of size dz is proportional to the density fZ(z), the
fraction of the terms in the product contained in an interval of size dz at
location z is approximately equal to fZ(z)dz. As the size of each interval
shrinks, the function Pr(I | Z) can be increasingly better approximated by a
piecewise-constant function, and the product of Eq. (1.3) becomes Eq. (1.5)
at the limit dz → 0.
We can verify that Eq. (1.5) makes sense in certain corner cases where
we know the correct result:
1. There is a point z′ (or a finite region) disallowed by Nature i.e. fZ(z
′) =
0. In this case we neither know nor can ever conclude the value of
Pr(I = 1 | Z = z′) from any natural experiment. Appropriately, these
points (regions) are ignored (have no effect) on I as can be seen in
Eq. (1.5).
2. Pr(I = 1 | Z = z) = 1 for all values of z along the Z axis. Then I
appropriately becomes unity for any distribution fZ(z).
2Information on product integrals, albeit in a different form, can be found in Dollard
and Friedman (1979).
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(I,U) = Recursive-Median(X, Y, Z,D):
if |D| ≤ 1,
return (0.5, 0)
I = Pr(X ⊥⊥ Y | D)
U = Pr({X, Y } ⊥⊥ Z | D)
z∗ = median(D, Z)
D1 = {points j of D such that zj ≤ z
∗}
D2 = {points j of D such that zj > z
∗}
(I1,U1) = Recursive-Median(X, Y, Z,D1)
(I2,U2) = Recursive-Median(X, Y, Z,D2)
f1 = (z
∗ − zmin)/(zmax − zmin) /* f1 ≈ 0.5 */
f2 = (zmax − z
∗)/(zmax − zmin) /* f2 ≈ 0.5 */
I ′ = exp(f1 ln I1 + f2 ln I2)
U ′ = exp(f1 lnU1 + f2 lnU2)
if U > U ′,
return (I,U)
else
return (I ′,U ′)
Figure 1.4: The recursive-median algorithm.
3. Pr(I = 1 | Z = z′′) = 0 for some z′′. Then I = 0, which is correct
since I conceptually represents the conjunction over all z except in
the case when fZ(z
′′) = 0, when Pr(I = 1 | Z = z′′) has no effect (and
cannot be determined empirically—see case 1 above).
Note that the measure of Eq. (1.5) satisfies Lauritzen’s definition: it
remains unaffected by regions of conditional dependence of zero support
(regions where fZ(z) = 0).
A question yet unanswered is how to determine the intervals li i.e., how
to subdivide the Z axis. Intuitively, if we have an unlimited source of points,
the smaller the intervals the better. However, for a finite data set, whenever
some interval contains very few data points the test of independence becomes
unreliable: X and Y appear dependent for almost every data set of that
size. This is addressed in the algorithm presented below by making use of
an auxiliary quantity U that measures how uniform each interval is with
respect to its span along the Z axis. Intuitively, if the joint PDF of X
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and Y given Z does not change with Z within li, I is constant within li;
thus, we can set Pr(I = 1 | Z ∈ li) at every point within li to be equal to
the posterior probability returned by the unconditional independence test
given the points within li (i.e., Pr(I = 1 | Z = z) is a constant function
as in Fig. 1.2 (right)). To measure uniformity within an interval, we define
binary variable U = 1 iff [{X, Y } ⊥⊥ Z | Z]. Theoretically, U is 1 everywhere
along Z, by definition of conditional independence. In practice, we estimate
Pr(U = 1 | Z ∈ li) from data within each li, and combine them using an
analogue of Eq. (1.3), with I replaced by U and I replaced by U . This gives
us a conjunctive measure U , which we call “conditional uniformity.” The
closer this is to 1, the more uniform the PDF of {X, Y } within each interval
is. (The proof of this is simple and relies on the fact that independence of
{X, Y } with Z within an interval logically implies independence within its
two interval halves.)
To accurately estimate I from data, we tried a number of simple ap-
proaches, with varying success (detailed in an forthcoming technical report).
The best results were obtained using the algorithm of Fig. 1.4, called the
recursive-median algorithm. It begins by calculating I and U using a single
interval along the Z-axis that contains the entire data set (i.e., an uncon-
ditional test). It then splits the data set along the Z-axis at the median,
producing in two non-overlapping intervals containing the same number of
points (plus or minus one) and recursively calls itself on each of the two
subsets. When only one point remains, the recursion reaches its base case;
in this case uniformity is zero and 0.5 (the prior) is returned for I, since
both the independent and the dependent model are supported by a single
or no data points equally well. Upon return from the two recursive calls,
the results I1, I2 and U1, U2 are combined into I
′ and U ′ respectively using
Eq. (1.3). The discretization with the greater uniformity is returned, along
with the corresponding conditional independence estimate. At the end of
the run on the entire data set, the value of U returned can be used as a mea-
sure of confidence in the main result (conditional independence), if desired.
In our experiments (see next section), we conclude conditional independence
iff I > 0.5 and U > 0.5.
The algorithm can be readily generalized to higher dimensions: condi-
tioning on a set Z of continuous variables, is done by recursively splitting
at the median of each variable Z ∈ Z in the set. This is used in the experi-
mental section.
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Figure 1.5: Left: Three-dimensional plot of the Meander data set. X ⊥
⊥ Y | Z by construction (see text). Right: Projection of data along Z axis
(XY plane). X 6⊥⊥ Y (unconditionally).
1.4 Experiments
In this section we evaluate the ability of the proposed method to measure
conditional independence and demonstrate its use on learning the structure
of a graphical model.
1.4.1 Artificial Data
A major problem evaluating any independence test on real-world data is the
lack of ground-truth knowledge, i.e., whether the variables of a real-world
data set are in fact conditionally independent or not. We can be certain
of this property only for artificially generated data sets. Therefore, we first
evaluated the consistency of I on the Meander data set, shown in the left
part of Fig. 1.5. It resembles a spiral; it is challenging because the joint
PDF of X and Y given Z = z changes dramatically with z. The data were
generated using the following equations:
Z ∼ 0.75×N(0, 1/5) + 0.25×N(1, 1/3)
X ∼ Z/10 + (1/2) sin(2piZ) + 0.1×N(0, 1)
Y ∼ Z/5 + sin(2piZ + 0.35) + 0.1×N(0, 1)
where N(µ, σ) denotes a normal (Gaussian) distribution with mean µ and
standard deviation σ. According to the these functional descriptions, X and
Y are independent given Z. However, as can be seen in the right part of
Fig. 1.5, they are unconditionally dependent. We generated 20 data sets
of 25,000 examples each, and then ran our algorithm on subsets of each, of
10
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Figure 1.6: Conditional independence indicators: I and U values for the
recursive-median method. Also, p-values of the χ2 test for Sturges’s, Scott’s
and Freedman and Diaconis’s rules (too close to 0 to be seen clearly).
sizes ranging from 1,000 to all 25,000 data points. For each data set size,
we averaged over the 20 data sets of that size to obtain a 95% confidence
interval of our estimates of I and U using the recursive-median algorithm
of Section 1.3.
We compared the recursive-median algorithm with standard methods for
prediscretizing the data using Sturges’s, Scott’s, and Freedman and Diaco-
nis’s rules (see Section 1.1), followed by the χ2 (chi-square) test of indepen-
dence (combining over all Z intervals in the standard way) to produce a
significance (a p-value) in the null hypothesis i.e., conditional independence,
for varying data set sizes. The results are plotted in Fig. 1.6. As can be
seen there, all three prediscretization methods returned a very low confi-
dence (too close to 0 to be seen clearly in the graph), strongly indicating
conditional dependence, with little or no improvement for large data sets.
The recursive-median returns a value of the measure that is much greater
than 0.5 and (slowly) tending to 1 with increasing sample size. This indi-
cates that discretizing in a way that produces intervals along Z such that
the variability of the joint PDF of X and Y is minimized is key to accurate
conditional independence estimation.
In the Meander data set we have X ⊥⊥ Y | Z. We also tested artificial
data sets where we have both X ⊥⊥ Y | Z and X 6⊥⊥ Y | Z. We call the
former “lambda” (3-variable) networks (shaped like a Greek “Λ”: X ←
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Figure 1.7: Top row: “Lambda” networks, results from recursive-median,
Sturges, Scott, and Freedman-Diaconis methods (left to right). Bottom
row: The same for “V” networks.
Functions
f1 x
f2 2 sin(x)
f3 ln |x|
f4 1/(x/5 + 1)
f5 e
x
Table 1.1: Functions used in “lambda” and “V” networks.
Z → Y ) and the latter “V” networks (X → Z ← Y ). We used all pairs
of the functions shown in Table 1.1 as PDFs for the edges, and combined
additively in the case of the “V” networks and added Gaussian noise. The
results for each network are shown in Fig. 1.7, with the top row containing
results for the “lambda” networks, for the recursive-median, Sturges, Scott,
and Freedman-Diaconis methods, and the bottom for “V” networks. As can
be seen, the recursive-median algorithm detects conditional independence
(I > 0.5) in all 15 “lambda” networks as well as conditional dependence
(I ≤ 0.5) in all “V” networks. Local uniformity was at least 0.95 except
for 0.87 in one case (the ex-ex “V” network). 20,000 data points were used
in each experiment. All prediscretization methods were able to capture
conditional dependence (Fig. 1.7, bottom row, 3 rightmost plots) but were
unable to return conditional independence (Fig. 1.7, top row, 3 rightmost
12
plots) in any case. This reinforces the observation that discretization of the
Z axis specifically designed for independence tests is crucial.
Alternative methods of estimating I
In addition to the recursive-median method of estimating I, we also tried
two simpler methods, differing in the method they employ for subdividing
the Z axis:
Uniform-mass: This method produces a subdivision of n intervals, possi-
bly unequal in length, but each containing the same number of points
(plus or minus one). I and U are calculated using Eq. (1.3). The num-
ber n is gradually increased until a user-specified minimum number of
points is reached in some interval. In our experiments this minimum
was 20 points. The subdivision with the maximum estimated value of
U is then chosen and its corresponding I is returned.
Uniform-length: This method produces an even subdivision into n in-
tervals of the span of the data points (maxj(zj) − mink(zk)), j, k =
1, . . . , N along the Z axis i.e. each interval is of the same length. As in
uniform-mass subdivision n is increased until some minimum number
of points is reached in some interval, and the I estimate corresponding
to the discretization of the maximum U is returned. We used 1 point
as our limit.
The reason behind using a different number of minimum points per inter-
val as a stopping criterion for the above two algorithm variations (20 for
uniform-mass vs. 1 for uniform-length) was to avoid excessive running times
for the uniform-mass approach. As we can see in Fig. 1.9, the uniform-mass
discretization is considerably more demanding in terms of computation time
than the other two methods. We note that in all experiments the uniform-
mass algorithm reached a maximum U discretization considerably before the
minimum number of points was reached.
We plot the results of I and U for different sizes of the Meander data
set in Fig. 1.8. As we can see, conditional independence for the recursive
median algorithm goes to 1 as the data set size increases (indicating statis-
tical consistency). Our measure of local uniformity behaves similarly. The
uniform-mass version of the test also does the same although it has consid-
erably less power, needing many more samples to indicate the same level
of independence. The uniform-length version behaves poorly. This is due
to the fact that the data are not really distributed evenly along the Z axis
13
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Figure 1.8: Consistency of the measures of conditional independence (top)
and local uniformity (bottom) as the number of samples increases for the
three different algorithms mentioned in the text, on the Meander data set.
(they are a mixture of two Gaussians), and therefore the outputs of tests
for different intervals are unable to concur (and indicate a high value of the
posterior probability of independence) at any interval length, resulting in a
weighted product that is usually low both in conditional independence and
local uniformity.
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Figure 1.9: Execution times as a function of the number of samples from
the Meander data set for the three different discretization schemes. Top:
Linear execution time scale. Bottom: Log execution time scale, including
prediscretization methods.
1.4.2 Real-World Data
To evaluate real-world performance we used the Boston-housing data set.
It is relatively small, containing 506 data points consisting of 13 contin-
uous and one discrete variable. In our experiments we used the continu-
ous variables only. The data set is available from the StatLib archive at
Carnegie-Mellon University.3
3http://lib.stat.cmu.edu/
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1. CRIM      per capita crime rate by town
2. ZN        percent land zoned for lots
3. INDUS     proportion non−retail business
4. CHAS      located on Charles River
5. NOX       nitric oxides concentration
6. RM        average number of rooms
7. AGE       proportion built prior to 1940
8. DIS       distance to employment centres
9. RAD       accessibility to radial highways
10. TAX      property−tax rate
11. PTRATIO  pupil−teacher ratio
12. B        proportion black
13. LSTAT    percent lower status
14. MEDV     median value of homes
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Figure 1.10: Output of the PC algorithm for the Housing domain. The
model contains bidirected edges (see text).
Bayesian Network Structure Induction
To learn the structure of a graphical model in this domain, we applied the
PC algorithm (Spirtes et al., 1993) using the recursive-median test. The
output of PC is not always a Bayesian network; the structure might con-
tain bidirected edges (indicating the existence of a latent variable) as well
as undirected (undirectable) edges. We used (U > 0.51 and I > 0.51)
(slightly higher than 0.50, the prior) to conclude independence. Although
other choices are possible, this seemed to balance complexity and bias, and
produced a network of comparable complexity as in other studies (e.g., Hof-
mann and Tresp (1996), which uses a user-specified penalty factor). Our
result is shown in Fig. 1.10. This structure implies a set of conditional in-
dependencies, for example that “13” (percent lower status population) is
independent of other variables given “14” (median value of owner-occupied
homes). We note that the resulting network also agrees with the origi-
nal study of the data that concluded that there is no direct link between
“5” (a pollution indicator) with “14” (the median value of owner-occupied
homes)—their dependence is through a number of intermediate relation-
16
ships.
1.5 Conclusion
To the best of our knowledge, this is the first time the learning of structure of
graphical model in continuous domains is demonstrated, using independence-
based methods and without making use of distributional assumptions. This
was facilitated by the probabilistic non-parametric conditional independence
test presented in this paper, together with an effective algorithm (recursive-
median) for estimating it from a finite data set. Our evaluation on both
real and artificial data sets shows that it performs well against alternative
methods drawn from the statistical literature. Experiments on a small (and
therefore challenging) real-world data set show that our proposed test can be
used to learn a graphical model consistent with previous studies of the ap-
plication domain, and that it is able to satisfy a large number of theoretical
properties of the conditional independence relation.
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