New families of classical and quantum optimal negacyclic convolutional codes are constructed in this paper. This optimality is in the sense that they attain the classical (quantum) generalized Singleton bound. The constructions presented in this paper are performed algebraically and not by computational search.
Introduction
Much effort have been paid in order to construct good quantum error-correcting codes (QECC) [4, 9, 22, 24, 25, 36, 44] as well as quantum convolutional codes with good parameters [1-3, 13-16, 27, 37, 38] . On the other hand, the investigation of the class of (classical) convolutional codes and their corresponding properties as well as constructions of maximum-distance-separable (MDS) convolutional codes (i.e., codes attaining the generalized Singleton bound [41] ) have also been presented in the literature [11, 12, 17, 26-34, 39, 41-43] .
In this paper, we utilize the class of negacyclic codes [5-8, 10, 23] in order to construct classical and quantum MDS convolutional codes. More precisely, we apply the famous method proposed by Piret [39] (generalized recently by Aly et al. [2] ), which consists in the construction of (classical) convolutional codes derived from block codes. An advantage of our techniques of construction lie in the fact that all new (classical and quantum) convolutional codes are generated algebraically and not by computational search, in contrast with many works where only exhaustively computational search or even specific codes are constructed.
Our classical convolutional MDS codes constructed here have parameters
• (n, n − 2i + 1, 2; 1, 2i + 2) q 2 , where q ≡ 1 (mod 4) is a power of an odd prime, n = q 2 + 1 and 2 ≤ i ≤ n/2 − 1;
• (n, n − 2i + 2, 2; 1, 2i + 1) q 2 , where q is a power of an odd prime, n = (q 2 + 1)/2 and 2 ≤ i ≤ (n − 1)/2;
• (n, n − 2i + 1, 2; 1, 2i + 2) q 2 , where q ≥ 5 is a power of an odd prime, n = (q 2 + 1)/2 and 2 ≤ i ≤ (n − 1)/2 − 1.
The new convolutional stabilizer MDS codes have parameters
• [(n, n − 4i + 2, 1; 2, 2i + 2)] q , where q ≡ 1 (mod 4) is a power of an odd prime, n = q 2 + 1 and 2 ≤ i ≤ (q − 1)/2;
• [(n, n − 4i + 4, 1; 2, 2i + 1)] q , where q ≥ 7 is a power of an odd prime, n = (q 2 + 1)/2 and 2 ≤ i ≤ (q − 1)/2.
We observe that the order between the degree and the memory are changed when comparing the parameters of classical and quantum convolutional codes. We adopt this notation to keep the same notation utilized in [2] .
The paper is organized as follows. In Sections 2 we review basic concepts on negacyclic codes. In Sections 3 and 4, we review of concepts concerning classical and quantum convolutional codes, respectively. In Section 5, we propose constructions of new families of classical MDS convolutional derived from negacyclic codes. In Section 6 we construct new optimal (MDS) quantum convolutional codes and, in Section 7, a brief summary of this work is described.
Negacyclic codes
The class of negacyclic codes [5-8, 10, 21, 23] have been studied in the literature. This class of codes are a particular class of a more general class of constacyclic codes [8] . In this section we review the basic concepts of these codes.
Throughout this paper, we always assume that q is a power of an odd prime, F q is a finite field with q elements and n is a positive integer with gcd(n, q) = 1. Analogously to cyclic codes, if we consider the quotient ring R n = F q /(x n + 1), then a negacyclic code is a principal ideal of R n under the usual correspondence c = (c 0 , c 1 , . . . , c n−1 ) −→ c 0 +c 1 x+. . .+c n−1 x n−1 (mod(x n +1)). The generator polynomial g(x) of a negacyclic code C satisfies g(x)|(x n + 1). The roots of (x n + 1) are the roots of (x 2n − 1) which are not roots of (x n − 1) in some extension field of F q 2 (since we will work with codes endowed with the Hermitian inner product).
Consider that m = ord 2n (q 2 ) and let β be a primitive 2nth root of unity in F q 2m (so α = β 2 ∈ F q 2m is a primitive nth root of unity). Then the roots of x n + 1 are given by
. . , 2n − 1}; the defining set of a negacyclic code C of length n generated by g(x) is given by Z = {i ∈ O 2n |β i is root of g(x)}. The defining set is a union of q 2 -ary cyclotomic cosets given by C i = {i, iq 2 , . . . , iq 2(mi−1) }, where m i is the smallest positive integer such that iq 2(mi) ≡ i (mod 2n). The minimal polynomial (over
The dimension of C is given by n − |Z|. The BCH bound for Constacyclic codes (see [5, 23] ) asserts that is C is a q 2 -ary negacyclic code of length n with generator polynomial g(x) and if g(x) has the elements {β 2i+1 |0 ≤ i ≤ d − 2} as roots, where β is a primitive 2nth root of unity, then the minimum distance
Classical Convolutional Codes
The class of (classical) convolutional codes is a well-studied class of codes [2, 3, 12, 18, 19, 39] . We assume the reader is familiar with the theory of convolutional codes. For more details, see [19] . Recall that a polynomial encoder matrix
k×n is called basic if G(D) has a polynomial right inverse. A basic generator matrix is called reduced (or minimal [18, 32, 43] ) if the overall constraint length γ = k i=1 γ i , where γ i = max 1≤j≤n {deg g ij }, has the smallest value among all basic generator matrices (in this case the overall constraint length γ will be called the degree of the resulting code).
n generated by a reduced basic matrix
is the free distance of the code.
The Hermitian inner product is defined as
] q block code with parity check matrix H. We split H into
, where each H i has n columns, obtaining the polynomial matrix
where the matricesH i , for all 1 ≤ i ≤ µ, are derived from the respective matrices H i by adding zero-rows at the bottom in such a way that the matrix H i has κ rows in total, where κ is the maximal number of rows among the matrices H i . As it is well known, the matrix G(D) generates a convolutional code. Note that µ is the memory of the resulting convolutional code generated by the matrix G(D). 
Recall that the (classical) generalized Singleton bound [41, Theorem 2.2] of an (n, k, γ; µ, d f ) q convolutional code is given by
If the parameters of a convolutional code C satisfies (1) with equality then C is said maximum-distance-separable (MDS).
Quantum Convolutional Codes
A quantum convolutional code is defined by means of its stabilizer, which is a subgroup of the infinite version of the Pauli group, consisting of tensor products of generalized Pauli matrices acting on a semi-infinite stream of qudits. The stabilizer can be defined by a stabilizer matrix of the form
More precisely, consider a quantum convolutional code C defined by a full-rank stabilizer matrix S(D) given above. Then C is a rate k/n code with parameters [(n, k, µ; γ, d f )] q , where n is the frame size, k is the number of logical qudits per frame, µ = max 1≤i≤n−k,1≤j≤n {max{deg X ij (D), deg Z ij (D)}} is the memory, d f is the free distance and γ is the degree of the code. Similarly as in the classical case, the constraint lengths are defined as γ i = max 1≤j≤n {max{deg X ij (D), deg Z ij (D)}}, and the overall constraint length is defined as
. . ⊗ C q be the Hilbert space and |x be the vectors of an orthonormal basis of C q , where the labels x are elements of F q . Consider a, b ∈ F q and take the unitary operators X(a) and Z(b) in C q defined by X(a)|x =|x + a and Z(b)|x = w tr(bx) |x , respectively, where w = exp(2πi/p) is a primitive p-th root of unity, p is the characteristic of F q and tr is the trace map from F q to F p . Considering the error basis E = {X(a), Z(b)|a, b ∈ F q }, one defines the set P ∞ (according to [3] ) as the set of all infinite tensor products of matrices N ∈ M | M ∈ E , in which all but finitely many tensor components are equal to I, where I is the q × q identity matrix. Then one defines the weight wt of A ∈ P ∞ as its (finite) number of nonidentity tensor components. In this context, one says that a quantum convolutional code has free distance d
The New Convolutional MDS Codes
In this section we propose the construction of new classical convolutional codes. In order to proceed further, let us recall some results shown in the literature: 
In the following theorem we construct a parity-check matrix for negacyclic codes:
Theorem 5.4 Assume that q is a power of an odd prime, gcd(n, q) = 1, and m = ord 2n (q). Let β be a primitive 2nth root of unity in F q m . Let b be an odd positive integer with 1 ≤ b ≤ 2n − 1. Then a parity-check matrix for the BCH negacyclic code C of length n and designed distance δ, generated by the polynomial
where each entry is replaced by the corresponding column of m elements from F q and then removing any linearly dependent rows.
Proof: Assume that c = (c 0 , c 1 , . . . , c n−1 ) ∈ C. Thus we have c(β
.
From Remark 5.3 and from the definition of BCH negacyclic codes, the result follows.
Now we are ready to show one of the main results of this section:
Theorem 5.5 Let n = q 2 + 1, where q ≡ 1 mod 4 is a power of an odd prime and suppose that s = n/2. Then there exist MDS convolutional codes with parameters (n, n − 2i + 1, 2; 1, 2i + 2) q 2 , where 2 ≤ i ≤ n/2 − 1.
Proof: First, note that gcd(n, q) = 1 and ord 2n (q 2 ) = 2. Let β be a primitive 2nth root of unity in F q 2m . Consider that C 2 is the negacyclic BCH code of length n over F q 2 generated by the product of the minimal polynomials
where 2 ≤ i ≤ s − 1. By Theorem 5.4, a parity check matrix of C 2 is obtained from the matrix
by expanding each entry as a column vector (containing 2 rows) with respect to some F q 2 −basis β of F q 4 and then removing one linearly dependent row. From Lemma 5.1, this new matrix H C2 has rank 2i + 1, so C 2 has dimension n− 2i − 1. From the BCH bound for negacyclic codes it follows that the minimum distance d 2 of C 2 satisfies d 2 ≥ 2i + 2. Thus, from the (classical) Singleton bound, one concludes that C 2 is a MDS code with parameters [n, n − 2i − 1, 2i + 2] q 2 and, consequently, its Hermitian dual code has dimension 2i + 1.
Next we assume that C 1 is the negacyclic BCH code of length n over F q 2 generated by the product of the minimal polynomials
Similarly, by Theorem 5.4, C 1 has a parity check matrix derived from the matrix
by expanding each entry as a column vector with respect to some F q 2 −basis β of F q 4 (already done, since H 1 is a submatrix of H 2 ) and then removing one linearly dependent row. From Lemma 5.1, this new matrix H C1 has rank 2i − 1, so C 1 has dimension n − 2i + 1. From the BCH bound for negacyclic codes, the minimum distance
MDS code. Thus, its Hermitian dual code has dimension 2i − 1. Now, let C 0 be the negacyclic BCH code of length n over F q 2 generated by the minimal polynomial M (s+2i) (x). Then C 0 has parameters [n, n − 2, d 0 ≥ 2] q 2 . A parity check matrix H C0 of C 0 is given by expanding the entries of the matrix
with respect to β (already done, since H 0 is a submatrix of H 2 ).
Further, let us construct the convolutional code V generated by the reduced basic (according to Theorem 3.1 Item (a)) generator matrix
whereH C1 = H C1 andH C0 is obtained from H C0 by adding zero-rows at the bottom such thatH C0 has the number of rows of H C1 in total. By construction, V is a unit-memory convolutional code of dimension 2i − 1 and degree δ V = 2. We know that the Hermitian dual V ⊥ h of V has dimension n − 2i + 1 and degree 2. By Theorem 3.1 Item (c), the free distance of V ⊥ h is bounded Proof: It suffices to consider C 2 be the code generated by
, where 2 ≤ i ≤ (n− 1)/2, C 1 be the negacyclic BCH code generated by
) (x) and C 0 be the negacyclic BCH code generated by M (2i−1) (x). Proceeding similarly as in the proof of Theorem 5.5, the result follows. Proof: Consider that C 2 , C 1 and C 0 are negacyclic BCH codes of length n over F q 2 generated, respectively by
, and g 0 (x) = M (n+2i) (x) . Applying the same procedure given in the proofs of Theorems 5.5 and 5.6, the result follows.
New Quantum MDS-Convolutional codes
As in the classical case, the construction of MDS quantum convolutional codes is a difficult task. This task is performed in [3, 13, 14, 16] but only in [3, 14] the constructions are made algebraically. Here, we propose the construction of MDS convolutional stabilizer codes derived from the convolutional codes constructed in Section 5. To proceed further, let us recall some results available in the literature: 
Lemma 6.3 [20] Let n = q 2 + 1, where q ≡ 1 (mod 4) is a power of an odd prime and suppose that s = n/2. If C is a q 2 -ary negacyclic code of length n with defining set
Lemma 6.4 [20] Let n = (q 2 + 1)/2, where q is a power of an odd prime. If C is a q 2 -ary negacyclic code of length n with defining set In the following we present Tables 1 and 2 , containing the parameters of some new convolutional codes and some new quantum convolutional codes, respectively, constructed in this paper. Recall the these codes are optimal in the sense the they attain the classical (quantum) generalized Singleton bound.
Summary
In this paper we have constructed new families of classical and quantum MDSconvolutional codes derived from negacyclic codes. All the constructions presented here are performed algebraically and not by exhaustively computational Table 2 : Quantum MDS New convolutional stabilizer codes [(n, n − 4i + 2, 1; 2, 2i + 2)] q , q ≡ 1( mod 4), n = q 2 + 1, 2 ≤ i ≤ (q − 1)/2 search. The results obtained in this paper show that the class of negacyclic codes is also a good source in the search for optimal codes.
