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Introduction généra~e 
Le travail, exposé dans ce rapport, 
parties. 
se divise en deux 
La première partie a fait l'objet d'un rapport de recherche 
publié en Avril 1984 [Tall]. La deuxième partie résulte d'un 
travail qui sést déroulé de juin 1984 i juin 19~5. 
La première partie contient un exposé sur deux problèmes en 
complexité géométrique. 
Pour produire des images de hautes qualités, on est obligé 
de manipuler des grandes quantités de données. D'où 1' intérêt 
d'étudier des algorithmes et des structures de données efficaces 
pour résoudre ~es problèmes géométriques. On pourra ainsi obtenir 
des méthodes efficaces pour la manipulation de données 
graphiques. 
On peut citer i ce propos, les travaux pionners de SHAMOS 
dans le domaine de la complexité géométrique [Sham]. 
Le deux problèmes abordés ici sont: 
• le calcul de 1' enveloppe convexe d ·un ensemble de 
points. 
·• le calcul 
segments. 
des intersections d'un ensemble de 
Les méthodes a~gorithmiques présentées 
principes généraux de conception d'algorithmes: 
illustrent deux 
• le principe "Divide-and-Conquer". 
• ~e principe du ratissage. 
L'utilisation des types abstraits pour l'élaboration et la 
description des algorithmes présenté nous a permis: 
• un exposé que nous espérons plus clair 
• des preuves simple indépendantes de la 
représentation des données 
• des analyses en complexité pour différentes 
"implémentation" des structures de données 
• de découvrir certaines faibles ses des algorithmes 
exposés dans les premiers articles sur le balayage du 
plan 
• de trouver un algorithmes généralisant une partie 
de ceux connus pour le calcul de l'enyeloppe convexe 
Les travaux de BARBERYE et JOUBERT 
interactif OASIS nous ont indiqués les types 
méthode de spécification d'algorithmes. 
[Barb] sur l'outil 
abstraits comme une 
Le premier chapitre expose un algorithme de calcul 
d'enveloppes convexes géométriques d'un ensemble de n points dans 
le .Plan. 
Cet algorithme est une application du principe récursif 
"Divide-and-conquer". Sa complexité et 0( ICinl, où ICI est le 
nombre de points de l'enveloppe convexe C calculé. 
Cet algorithme propose 
généralisant des algorithmes déjà 
un formalisme 
connus. 
recouvrant et 
Le deuxième algorithme étudié est celui du balayage du plan 
qui est une application du paradigme de ratissage. 
L ·application du 
applications pratiques, 
par ordinateur ... 
balayage du plan a de 
en CAO (par exemple en VLSil, 
nombreuses 
en imagerie 
Il permet d'obtenir des solutions à de nombreux problèmes, 
du types intersections, identifications, renseignements sur la 
topologie de figures formés d'un ensemble de segments de droite. 
La complexité de cet algorithme est en O((n+s)logn), où n 
est le nombre de segments et s le nombre, inconnu initialement, 
des intersections. n mesure, en fait, la taille de la donnée et s 
sa complexité (et la taille des résultats). 
La complexité d2s algorithmes d ·intersections de segments 
est en général en 0 { n ) (test sur chaque paire de ~egments). Le 
plus mauvais cas, pour le balayage du plan·, est O{n logn) ce qui 
le rend ~ première vue peu intéressant. Mais les configurations 
où s=O(n ) sont rares, en pratique s est égal à O{n) pour des 
configurations réalistes. Ce qui donne une complexité en O(nlogn) 
semblable à celle du tri. 
Un exposé, que nous espérons clair, de l'algorithme et de 
ses propriétés est donné dans le chapitre 2. Nous y étudions 
différentes structures de données possibles et les complexités de 
l'algorithme pour chacunes de ces structures.· 
Ces méthodes ont été 
logiciels par MM. MICHELUCCI 
[Mois]. 
employées 
et GANGNET 
avec 
[Gang] 
succès dans des 
et par MOISSINAC 
La deuxième partie contient la description d ·un logiciel 
interactif ·de manipulation de graphes et d'6rdres. 
..• the number of theorem in graph theory that were 
conjonctured as the result of mathematical doodling -
the construction, manipulation, and examination of 
hand-drawn graphs - must surely be extremely large. 
Yet there is a danger in making conjectures from 
hand-drawn figures; small graph may well be atypical 
in their properties, while the drawing and 
manipulation of large graphs is more difficult and 
more prone to error. Hence a very useful adjunct to a 
graph-theorist's tool-kit is a computer program that 
will dis pla y gr a phs on a s cre en a nd permit the ir 
manipulation in various ways." [Read] 
A notre connaissnce, la plus ancienne réalisation de ce 
type de logiciel est le "Graph theory interactive system" de 
WOLFBERG [Wolf]. 
Suivant les travaux de GUIDO sur CABRI (CAhier de BRouillon 
Informatisé), nous desirons offrir un poste de travail sur les 
graphes pour des chercheurs en théorie des graphes. 
CABRI est une bonne approche du problème, mais reste d'un 
emploi malaisé. 
Nous avons donc étudiés de nouveau le problème en nous 
attachant à décrire une meilleure interface utilisateur. Nous 
nous sommes inspirés des travaux sur les logiciels interactif 
existant, comme ceux développés chez XEROX, au PALO-ALTO RESEARCH 
CENTER (Smit] chez NIEVERGELT [Sere]. 
Une prem~ere ébauche de ce programme, écrit en C sur une 
machine UNIXt (SM90), a été réalisé au cours du mois de mai 1985. 
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INTRODUCTION 
QUELQUES MOTS 
SUR 
LES TYPES ABSTRAITS 
1. QUELQUES MOTS SUR LES TYPES ABSTRAITS 
Citons DIJSI<TRA 
"the amount of complexity that the human mind 
can cape with at any instant in time is conside-
rably less that embodied in much of the software 
that one might wish ta build". 
Plusieurs techniques ont été proposées afin de 
réduire la complexité de la mise au point d'algorithmes 
et de programmes, pour permettre de vérifier l'exacti-
tude de ces derniers et pour faciliter la maintenance 
des programmes. Les difficultés et les erreurs viennent 
particulièrement du nombre de paramètres à manipuler 
(dû souvent aux détails d'implémentation), et à l'exis-
tence de cas limites ne rentrant pas dans l·e schéma 
global. 
Parmi ces techniques, citons: 
• la décomposition en 
grammation structurée 
WIRTH [Wir1] [Dahl] 
sous-problèmes et la pro-
introduit par DIJI<STRA et 
• l'abstraction [Hoa*] [Gut*] 
• les langages de 
ploi de langages 
[Bern] 
spécification 
comme MODULA 
[Abri] 
[Wir2] 
et l'em-
ou ADA 
• la programmation logique avec des langages tel 
Prelog. 
La définition de clauses en PROLOG est trés proche 
de la s péci fi ca tian du problème. On peut ci ter comme 
exemple la réalisation d'un programme de coupure des 
mots en fin de ligne d'un texte français [Andr], où les 
2 Types abstraits 
clauses sont la traduction pratiquement directe des 
règles de coupure syllabique données dans le GREVISSE 
(Grev]. Cette méthode n ·est pourtant pas sans risques, 
la définition de la négation d'une clause et l'exhaus-
tivité dans la recherche des solution dans P ROLOG ne 
"colle" pas bien avec les méthodes traditionnelles de 
spécification de problèmes. 
L'emploi de ces techniques permet un exposé plus 
rigoureux, et donc plus clair des algorithmes. Par 
exemple, lorsque l'on trouve un invariant de boucle, on 
a vraiment compris ce que faisait la boucle en ques-
tion, comment l'initialiser et comment l'arrêter. 
Dans les annés 70, un axe de recherche fut le déve-
loppement de la notion de type de données abstrait (in 
english: ADT). 
Un type abtrait a deux aspects: 
• Une spécification 
• Une implémentation 
La spécification définit une ela s se 
abstraits grâce aux opérations valides sur ces 
d'objets 
objets. 
L'implémentation décrit l'équivalence avec d'autres 
types abstraits plus élémentaires et plus proches des 
types manipulés par les langages de programmation. 
Plusieurs méthodes de spécification ont été mises 
au point: 
• La spécification opérationnelle, qui décrit le 
type abstrait par "l'exemple", en termes de 
graphes, d'ensembles et de séquences. Par l'uti-
lisation d'un langage sembla~le aux langages 
informatiques traditionnels, cette méthode est 
proche de l'informaticien. 
• La spécification définitionelle, qui décrit le 
type abstrait par ces propriétés externes grâce 
à des axiomes, par exemple, dans une spécifica-
tion algébrique (algèbre hétérogène (Birk]). 
La première méthode est trop p·roche des langages 
informatiques traditionnels. On confond trop souvent 
types abstraits avec les "modules" de MODULA ou les 
"packages" de ADA. Décrire une pile informatique de 
façon abstraite nést pas spécifier les opérations 
"push" et "pop" par des manipulations d'indices d'un 
tableau, mais plutôt de la décrire comme un objet 
obéissant à la loi "LAST_IN, FIRST_OUT". L'utilisation 
des types abstraits facilite la preuve indépendamment 
de l'implémentation choisie et permet d'appréhender 
souvent toute une classe d'algorithmes en un seul for-
malisme. 
Quelques mots sur les types abstraits 
L'utilisation de la spécification algébrique sim-
plifie le développement des programmes par raffinements 
successifs, en repoussant les détails d'implémentation 
le plus tard possible, et en facilitant la vérification 
de l'exactitude de chaque étape du développement. 
D ·où la préférence dans la sui te, pour une spécifi-
cation du type algébrique plus complexe, mais plus 
souple, puissante et naturelle. 
Une spécification algébrique comporte trois par-
ties: 
• une spécification syntaxique. 
• une spécification sémantique. 
• une spécification des restrictions. 
La spécification syntaxique permet le même genre de 
verification sur les types des données et des resultats 
des opérations que dans les langages genre PASCAL. 
La spécification sémantique consiste en un ensemble 
d'axiomes définissant les opérations par leurs rela-
tions réciproques. 
La spécification des restrictions précise le 
dama ine de validité pour 1' a pp li ca tian des opéra te urs 
et les valeurs rendues en cas d ·erreur. Il est, en 
général, indispensable de spécifier le traitement des 
erreurs, si le type abstrait doit être, un jour, implé-
menté (ce qui est sa raison d'être). 
Si les axiomes ne donnent pas toute l'information 
nécessaire à la définition, la spécification du type 
est dite non complète. On ne peut alors déterminer le 
comportement d'un programme utilisant ces opérations. 
Une spécification algébrique correcte devrait 
prouvée complète et non contradictoire. Ces deux 
blèmes sont généralement inQécidables. 
être 
pro-
L ·emploi de certaines méthodes de construction de 
l'axiomatisation rend possible cette vérification. 
Certains logiciels, comme OASIS [Barb], développé en 
PROLOG au CNET/PARIS-A, dans un but de spécification 
d'auto-commutateurs pour le réseau téléphonique [UgarJ, 
permettent la preuve interactive de spécification. 
Deux sortes d'opérations permettent de construire 
une spécification: 
• De construction d'un objet du type concerné 
• D'interrogation sur un objet du type concerné 
et ayant comme résultat un objet d'un autre 
type; elles permettent de distinguer entre eux 
les objets de la classe 
3 
' · ..... •. ~-
4 Types abstraits 
Toutes les opérations d'interrogation doivent être 
appliquées aux opérations de construction du type con-
cerné. ce qui permet presque de vérifier que la spéci-
fication est complète [Gut1]. 
Dans la suite, les types abtraits seront décrits de 
la man~ere suivante inspirée par l'outil OASIS [Barb], 
actuellement disponible sur le MULTICS du CNET et 
bientôt sur SM 90: 
Nom du type abstrait 
Paramètre : type des objets utilisés dans 
la construction du type abstrait consi-
déré. 
Constante objet utilisé comme origine 
pour la construction du type abstrait. 
(en général, l'ensemble vide). 
Opéra ti ons syntaxe des opéra ti ons avec 
les types sur lesquelles elles s'appli-
quent et les types des résultats. 
Signification ensemble d'axiomes expli-
citant les opérations. 
Précondition : spécifie la validité de 
l'application de chaque opérateur et la 
valeur à retourner en cas d'erreur. 
Certains types abstraits seront considérés comme 
prédéfinis: 
Les 
mu nes 
toutes 
tenant 
reur". 
• type abstrait entier 
• type abstrait booléen 
• type abstrait point 
deux valeurs "erreur" et "indéfini" sont 
à tous les types abstraits. On supposera 
les opérations s'appliquant sur des données 
l'une de ces deux valeurs rendra la valeur 
De même les types de base utilisés dans 
ga ge s d e programma ti on peu ven t être d é cri t s 
spécifications algébriques. L ·implémentation 
abstrait peut donc se décrire algébriquement. 
les 
par 
d'un 
cam-
que 
con-
"er-
lan-
des 
type 
L'implémentation d'une spécification algébrique est 
alors prouvée correcte par l'existence d ·un homomor-
phisme entre l'algèbre de la spécification et l'algèbre 
de l'implémentation. 
Quelques mots sur les types abstraits 
Les spécifications algébriques ne proposent que des 
fonctions sans effet de bord, ni modification des para-
mètres, ce qu'autorisent tous les langag_es de program-
mation classiques par souci d ·efficacité. Ce genre de 
problèmes posés par la s péci fic a tian algébrique sont 
discutés dans [Gut3]. 
La spécification algébrique donne toutes les infor-
mations nécessaires (c.i.d le comportement "extérieur") 
au programmeur pour utiliser les types décrits et pour 
prouver son programme. Elle permet i l'implémenteur 
d'ignorer l'utilisation qui en sera faite. Elle dresse 
une barrière entre utilisation et implémentation. 
De plus, la spécification peut servir de documenta-
tion aux programmes en apportant les informations 
essentielles i leur compréhension, de man~ere plus 
efficace que les langages de programmation traditio-
nels. 
Les algorithmes proposés ont été développés par 
modifications successives (ce qui est une bonne 
méthode, si l'algorithme de base vérifie les propriétés 
essentielles du problème, c.i.d. il ne faut pas 
essayer, entre deux modifications, de construire un 
algorithme différent reposant sur des propriétés diffé-
rentes). Il suffit alors de prouver les transformations 
mathématiques sur les spécifications assoc~ees aux 
modifications (bien souvent des changements de varia-
bles, des compas i tians de fonctions [Abri] l . L ·emploi 
de types abstraits permet d'ajouter de façon simple des 
opérations. donc de rajouter de nouvelles propriétés 
sans revenir sur des détails d'implémentation des 
structures de données. 
La formalisation par les types abstraits permet, en 
outre, d'étudier uniquement les propriétés essentielles 
et indispensables de l'algorithme. 
Elle est peut-être une bonne réponse i la question 
de portabilité des programmes, le choix d'une implémen-
tation étant guidé par l'efficacité que l'on veut 
obtenir et par les possibil~tés offertes par le langage 
de programmation et par la machine hôte. 
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1. INTRODUCTION 
CHAPITRE 1 
ALGORITHMES DE CALCUL 
D'ENVELOPPES CONVEXES 
Le problème de la recherche de l'enveloppe convexe 
de N points, se rencontre dans de nombreuses disci-
plines telles le graphique par ordinateur, 1' automa-
tique, la reconnais sance des formes, la recherche opé-
rationelle, l'analyse numérique, l'analyse de don-
nées .... 
Rappellons que l'enveloppe convexe d'un ensemble S 
de N points dans un espace Rn peut se définir comme 
l'intersection de toutes les régions convexes contenant 
cet ensemble de points. Notons la C. 
Les données du problème sont les coordonnées des N 
points de l'ensemble S dans un repère· orthonormé. 
Les sommets, côtés et f'aces de 1 ·enveloppe convexe 
formeront le résultat. De plus, pour le problème dans 
le plan, les points de l'enveloppe convexe seront 
donnés dans l'ordre trigonométrique. 
De nombreux papiers ont été écrits sur ce 
peut citer le travail de pionnier de GRAHAM 
1972. 
sujet. On 
[Grah] en 
Le principe de l'algorithme proposé par GRAHAM est 
le suivant : 
• la recherche d'un point intérieur à C en temps 
constant 
• puis le tri en O(NlogN) sur les points de S en 
fonction de leurs coordonnées polaires. 
Celles-ci sont calculées en fonction du point 
intérieur trouvé précédemment 
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• puis enfin le parcours de la liste ainsi 
obtenue afin de sélectionner les points de l'en-
veloppe convexe en O(N) 
Ce parcours consiste grossièrement en l'exploration 
des triplets de points a,b,c consécutifs. On élimine b 
si l'angle formé par abc est concave. 
Cet algorithme est donc en O(NlogN). 
Et. un an après, la publication de l'algorithme de 
JARVIS (Jarv]. Il consiste en la recherche d ·un point 
de C, puis dans le parcours de C en recherchant le 
point de S ayant le plus petit angle polaire par rap-
port au dernier point de C trouvé. 
Cet algorithme est en 0( ICINl. 
Nous nous devons de signaler les travaux de SHAMOS 
((Sha1],(Sha2]), premier recueil important sur la géo-
métrie algorithmique, où l'on trouve une étude de la 
complexité du problème et un nouvel algorithme basé sur 
le principe "Divide and Conquer" en O(NlogN). 
Enfin le papier de PREPARATA ET HONG [Prep] en 
1977. L ·algorithme présenté repose aussi sur le prin-
cipe "Di vide and Conquer". L ·ensemble de points est 
séparé en deux domaines convexes d ·intersection vide 
grâce à un tri préalable sur une des coordonnées. Cet 
algorithme est aussi en O(NlogN). 
Dans la même année, W.F.EDDY propose 
un algorithme inspiré de la méthode de 
(Sedg]. 
dans [Eddy], 
tri QUICKSORT 
Dans [Yao], paru en 1981, est prouvé la validité de 
la borne inférieure pour un modèle t·olérant les fonc-
tions quadratiques. Cette borne est Q(NlogN). AVIS 
(Avis] propose en 1982 une autre démonstration de cette 
borne en utilisant un arbre linéaire de décision (i.e. 
en chaque sommet de l'arbre, on peut évaluer une fonc-
tion linéaire de la donnée). 
2. ENVELOPPES CONVEXES DANS LE PLAN. 
On présente ci-après un formalisme généralisant des 
algorithmes déjà connus comme celui de EDDY ou de 
JARVIS. Il permet de calculer ·1' enveloppe convexe C, 
triée dans l'ordre trigonométrique, de N points dans le 
plan en 0 ( N 1 C 1 ) • 
Le coeur de cet algorithme est la fonction que nous 
avons appellée "convex", qui est décrite dans le para-
graphe suivant. 
Enveloppes convexes dans le plan. 
2.1. LA FONCTION CONVEX 
On définit une fonction, appelée convex, qui a pour 
données: 
• Un segment s d'extrémités A et B, orienté de A 
vers B. 
• Un ensemble P constitué de points p stricte-
ment "au-dessus"t du segment AB. 
Elle donne comme résultat une ligne polygonale L 
joignant A à B. Cette ligne polygonale ajoutée au seg-
ment AB forme l'enveloppe convexe de Pu {A,B}. Cette 
ligne polygonale est décrite de A vers B. 
• Remarque On peut noter que le calcul de convex en 
dimension un revient au calcul du maximum d'un ensemble 
de n nombres. 
Cette fonction est basée sur le paradigme algorith-
mique "Divide and Conquer". 
Pour calculer L, joignant A à B, on détermine un 
sous-ensemble de points de L, ce qui permet de trouver 
une ligne polygonale L' sans boucle joignant A à B. 
Chaque segment s. de 
~ déterminer un sous-ensemble 
P au-dessus de s .. 
~ 
cette ligne L' 
P. formé par les 
l. 
permet de 
points de 
Récursivement, 
chaque segment s. 
d'obtenir la lignê 
la fonction convex est appliquée sur 
de L' et le sous-ensemble P.· afin 
polygonale L. (voir figure 2. 1~ 1). 
~ 
La simple concaténation des L., permet d'obtenir L. 
~ 
On peut interpréter aussi l'algor~thme comme l'éla-
boration· d'approximations successives par les lignes 
polygonales L' de l'enveloppe cherchée, le nombre de 
points situés à l'extérieur diminuant à chaque niveau 
de récursivité. 
On va définir plus précisement les objets manipulés 
par l'algorithme. 
Un point est défini par 
x(point) -+ réel; 
y(point) -+ réel; 
t "au-dessus" est défini pal' le 
à 1 'ol'ientation du segment AB. 
. 
demi-plan positif g!'ace 
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Un segment est défini par 
origine(segment) ~ point; 
fin(segment) ~ point; 
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Un ensemble de points P est décrit par le type 
abstrait P_structure. 
Enveloppes convexes dans le plan. 
P_structure(point) 
constante : P_structure_vide P_structure; 
opérations: 
insérer(P_structure, point) ~ P_structure; 
élément(P_structurel ~point + {indéfini}; 
vide(P_structure) ~ booléen; 
au_dessus(P_structure,segment) ~ P_structure; 
définitions: 
P: P_structure; p,p1 ,p2: point; s: segment; 
élément(insérer(P,p)) ~ p; 
vide(P_structure_vide) ~ vrai; 
vide(insérer(P,p)) ~faux; 
au_dessus(P_structure_vide,s)~P_structure_vide; 
au_dessus(insérer(P,p) ,s) 
~ si distance(p,s)>O 
alors insérer(au_dessus(P,sl ,p) 
sinon au_dessus(P,sl; 
préconditions: 
P=P structure_vide => élément(P)~indéfini; 
~Remarque Cette P_structure suppose 
fonction "distance(p,A,8)", o~ p,A 
points, rendant un réel représentant 
p et la droite passant par A et 8 et 
8. 
On définit une structure de liste: 
l'existence d'une 
et B sont des 
la distance entre 
dirigée de A vers 
1 1 
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Liste(éleml 
constante : Liste_vide(élem) Liste(élem); 
opérations: 
insérer(Liste(éleml ,élem) ~ Liste(élem); 
sup_premier(Liste(élem)) ~ Liste(élem); 
premier(Liste(élem)) ~ élem + {indéTini}; 
concaténer(Liste(élem) ,Liste(élem)) ~ Liste(élem); 
vide(Liste(élem)) ~booléen; 
déTinitions: 
L,L1 ,L2: Liste(élem); 
s: élem; 
sup_prem(Liste_vide(élem) J ~ Liste_vide(élem); 
sup_prem(insérer(L,s)) 
~ si vide(L) 
alors Liste_vide(élem) 
sinon sup_premier(L); 
concaténer(L,Liste_vide(élem)) ~ L; 
concaténer(L1 ,insérer(L2,s)) 
~ insérer (concaténer ( L 1, L2), s); 
premier(insérer(L,s)) 
~ si vide(L) 
alors s 
sinon premier(L); 
vide(Liste_vide(élem)) ~vrai; 
vide(insérer(L,s)) ~Taux; 
préconditions: 
L=Liste_vide(élem) => premier(L)~indéTini; 
Une ligne polygonale 
"Liste(segment)". 
sera décrite par une 
points_extremCP_structure,p 1 ,p 2 >~Liste(segment) Tournit la ligne polygonale L', orientée de P 1 à p 2 Tormée par un sous-ensemble de points de la ligne 
recherchée L. Nous verrons dans le paragraphe suivant 
comment la réaliser. 
diviser(P_structure,Liste(segment))~Liste(P_structu 
re) construit à partir d'une P _structure P, une lis te 
de P_structures Pi' chaque Pi étant Tormée du sous-en-
semble de points ce P au-dessus du ième segment de la 
liste de segments. 
Enveloppes convexes dans le plan. 
JQD~~i.QD convex(P: P_structure; AB :segment) 
: Liste(segment); 
s : segment; 
P1 P-structure; 
LP Liste(P_structurel; 
L' Liste(segment); 
g.§f>.!.l~ 
~j vide(Pl Ë19X~ 
convex ~ insérer(Liste_vide(segment) ,ABl; 
(* AB appartient à L *) 
~i.DQD 
g.§.QJ.l~ 
L' ~ points_extrem(P,origine(AB) ,finCAB) l; 
LP ~ diviser(P,L'): 
convex ~ Liste_vide(segment); 
~~D~ gJ.l§ DQD vide(L') S~i.X§ 
g.§.QJ.l~ 
s ~ premier(L' l; 
L' ~ sup_premier(L' l; 
P1 ~ premier(LP); 
LP ~ sup_premier(LPl; 
convex ~ concaténer(L,convex(P1 ,s) l; 
SlD...i 
SlD...i 
Si.D ... 
Algorithme 2.1.1 
Nous utilisons la propriété suivante bien connue 
Propriété 2.1.1 
Soit P un ensemble de N points du plan. 
Soit k points de l'enveloppe convexe de 
p. 
Alors les points situés à l'intérieur (strictement) 
du polygone ( p 1 , .... pk l n ·appartiennent pas à l' enve-loppe convexe de P. 
Et, s.i. P. est un sous-ensemble de points situé à 
l'extérieur Je ce polygone et strictement au dessus du 
segment pip(i+,lmod(k) alors nPiPj=0, Hi"k, 1"j~k. 
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Théorème 2.1.1 
L'algorithme 2.1.1 calcule la fonction convex. 
Démonstration · 
L'algorithme 2.1 .1 se termine car il trouve au 
moins un nouveau point de la ligne polygonale à chaque 
appel (en effet, dans les appels récursifs de convex, 
P1 ne contiendra plus ce point). 
La démonstration se fait par induction sur le nom-
bre de points contenus dans la P_structure P. 
Si P est vide, alors AB est bien la ligne polygo-
nale cherchée. 
Si P n ·est pas vide, "diviser" donne une liste de 
P_structures. Chacune de ces P structures P. est for-
mées par l'ensemble des points ;u_dessus de c~aque seg-
ment de L' . 
Etudions la boucle "tant que". 
L'invariant de cette boucle sera 
- à l'étape i, on traite le segment 
points au-dessus de s. L représente 
la ligne polygonale cherché entre A 
de s. 
s de L · et P 1 , 
le morceau de 
et l'extrémité 
Cet invariant est vérifié lors de l'initialisation 
de la boucle. 
Par hypothèse d'induction, convex avec comme don-
nées le segment s et la P _structure ~ 1 ( 1 P 1 1 < 1 P 1 • donc 
l'hypothèse peut s'appliquer) donne, une ligne polygo-
nale L1 entre l'origine et l'extrémité de s. 
L 1 est bien le morceau de 
l'origine et l'extrémité de s 
la ligne cherchée 
(propriété 2.1.1). 
entre 
Par concaténation deL avec L1, 
cherchée entre A et l'extrémité de 
vers l'extrémité de s. 
on obtient la ligne 
s et orientée de A 
Le segment s est alors supprimé de L' 
La boucle se termine sur le traitement du segment s 
finissant en B, L est donc bien la ligne cherchée entre 
A et B et orientée de A vers B. 0 
Enveloppes convexes dans le plan. 
2.2. OPERATION "POINTS_EXTREM" 
La difinition de l'opiration "p6ints_extrem" 
influence fortement le comportement de l'algorithme. 
Rappelons la difinition de cette opération. 
Elle fournit une ligne polygonale 
8. dont les points sont choisis parmi 
loppe convexe. 
L · joignant A à 
ceux de 1' enve-
Au moins deux solutions existent pour trouver un 
point de L': 
• Choisir le point p le plus éloigné du segment 
AB parmi les points de la P_structure. Cela peut 
être rialisi en 0 ( 1 P 1 ) • 
• Choisir le point 
le plus grand angle 
en OCIPI>. 
p de la 
(p,A,B). 
P structure formant 
La complexité est 
Dans les deux cas. L · sera fermi par la liste de 
segments (Ap,pB). 
La première solution permet d'obtenir un algorithme 
proche de celui de EDDY (voir figure 2.2.2). 
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La deuxième solution aboutit à un algorithme sem-
blable à celui 9e JARVIS (voir figure 2.2.3). 
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Cette so~ution permet une simp~ification de ~·a~go­
rithme, en remarquant que ~a P_structure au-dessus de 
Ap est vide. 
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D'autres fonctions points_extrem pourraient être 
envisagées, aboutissant à des a~gorithmes différents. 
Une fonction points_extrem permettant d'obtenir 
trois points pourrait être construite en associant ~es 
deux so~utions précédentes. Le po~ygone ainsi formé 
aura une p~us grande surface que ~e triang~e précédem-
ment obtenu avec un seu~ point, et on peut espérer que 
~e nombre de points é~iminés à chaque étape soit p~us 
grand. 
Une étude à ~a manière de ~·analyse fine de 
QUICKSORT faite par Sedgewick [Sed~J - du comportement 
d'un a~gorithme ayant une fonction points_extrem s'a-
daptant à ~a répartition des points dans ~e p~an est en 
cours. 
En conc~usion, ~e forma~isme proposé permet d'en-
g~ober deux a~gorithmes différents ainsi que ~eurs 
généra~isations. 
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2.3. ANALYSE EN COMPLEXITE. 
Les lignes polygon·ales sont représentées par des 
listes de segments. Les insertions et les concaténa-
tions se faisant en fin de listes se font en 0(1). 
L'opération diviser fournit k sommets appartenant à 
l'enveloppe convexe à chaque niveau de récursivité. 
Dans les deux implémentations proposées k=2, pour notre 
analyse nous supposerons k constant. 
A chaque niveau de récursivité, l'opération diviser 
est en O(kjPj). 
Les N points sont stockés dans un tableau; chaque 
P _structure sera re prés entée par un sous -ta ble au con-
nexe, c.à.d par deux indices de début et de fin. 
L'opération diviser sur une P_structure P par rap-
port aux k segments de L' et l'obtention des k 
P_structures peut se faire en O{kiPI ), en utilisant une 
version généralisée de l'algorithme du drapeau hollan-
dais de DIJKSTRA (voir annexe 1). 
Hormis les k appels récursifs, la procédure convex 
est en O(kiPil. 
Comme on trouve k nouveaux points de L à chaque 
niveau de récursivité, la fonction est en O(IPIILI). 
Bien sûr, tous les points de P peuvent appartenir à 
1' enveloppe co;rvexe et dans ce cas, la complexité est 
alorsdeOCIPI ). 
Cette complexité est atteinte pour un cas comme 
celui de la figure 2.3.4, où tous les·points appartien-
nent à l'enveloppe. convexe, et où le partitionnement de 
P donne deux P _structures, P 1 et P2, telles que 1 P 1 1 = 0 
et IP2I=IPI-1. 
2.4. ALGORITHME D'ENVELOPPE CONVEXE 
Cette fonction "convex" permet d'obtenir l'algo-
rithme 2.4.2 pour calculer l'enveloppe convexe. 
A partir de deux points de 1' enveloppe convexe, on 
applique la fonction "convex" sur le segment AB et 
1' ensemble de point au-dessus de AB, et sur le segment 
BA et l'ensemble de points au-dessous. L'enveloppe con-
vexe est obtenu par concaténation, dans le bon ordre, 
des deux lignes polygonales trouvées. 
La détermination de deux points de l'enveloppe con-
vexe peut être faite d'au moins 2 façons: 
1 7 
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P,P1,P2 P_structures; 
C : L_structure; 
A,B : points; 
(* initialisation de la P_structure *) 
P ~ P_structure_vide; 
~QYI ~b~gy§ point p i~~I§ 
P ~ insérer(P,p); 
(* calcul de l'enveloppe convexe *) 
\ 
\ )> 
/ 
/ 
/ 
1 
A,B ~ 2 points de l'enveloppe convexe de P; 
P1 ~ au_dessus(P,AB); 
P2 ~ au_dessus(P,BA); 
C ~ concaténer(Convex(P1 ,AB), Convex(P2-.BA)); 
(* obtention de l'enveloppe convexe par la *) 
(* L_structure C et l'opération élément *) 
tin. 
Algorithme 2.4.2 
Enveloppes convexes dans le plan. 
• calcul d'une 
projection des 
enveloppe 
N points 
convexe 
sur une 
en 1 D de la 
droite quel-
conque. 
• calcul par 
loppe convexe 
JARVIS [Jarv]. 
l'emploi d'un algorithme d'enve-
en 2 0 déjà connu comme celui de 
La démonstration de cet algorithme est évidente et 
emploie les mêmes arguments que la précédente. 
Analyse en complexité 
L'initialisation de la P_structure se fait en O(N). 
Le calcul des deux points extrêmaux peut être fait 
en O(N). La concaténation est en 0(1), et chaque appel 
de fonction coûte respectivement 0 ( 1 P 1 1 1 L 1 1 ) et 
O(IP2IIL2Il. 
Or IP1I+IP2I=N et IL1l+IL2I=ICI, donc la complexité 
de l'algorithme est donc en O(ICIN). 
Pour. analyser les performances en moyenne, on a 
besoin d'une estimation de 1 C 1. pour certaines distri-
butions dans une région fermée. Des résultats de ce 
type peuvent être trouvés en géométrie stochastique 
(voir [Sant] ,p.22) .Nous ne rappelerons que quelques 
résultats sur ICI. 
Soit l une région fermée avec 
classe C , et de courbure K ( s) et 
vexe de n points donnés au hasard 
le nombre v de points de H , on a 
n 
une frontière aK de 
H l'enveloppe con-
dà'ns K, alors, pour 
E(v) ~ r(5/3) (2/3) 113 (F- 1 1 3 1/3 n 
où F est la surface de K et 
Si K est un polygone convexe avec r sommets, on a : 
E ( v ) -r r = 2/3r(log n + C) + 2/3log(F H1fi) + 0(1) 
où ·c=0,5772 .. est la constante d'Euler, Fla surface de 
K et f 0 la surface du triangle A. 1 A. A 0 avec A. 
notant \es sommets ordonnés de K. ~- ~ ~+ 1 ' ~ 
On a donc 
• ICI = O(N 112 l pour N points choisis uniformé-
ment dans un cercle. 
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• 1 c 1 = 0 ( logN) pour N points choisis uniformé-
ment dans un polygone convexe. 
Ce qui donne pour complexité en moyenne: 
• 0 ( N413 ) pour calculer l'enveloppe de N points 
répartis uniformément dans un cercle. 
• O(NlogN) pour calculer l'enveloppe de N points 
répartis uniformément dans un polygone. 
Ces complexités sont à comparer avec celles en 
O(NlogN), dans le plus mauvais cas, des algorithmes de 
GRAHAM et de PREPARATA/HONG. 
2.5. CAS DE DEGENERESCENCE. 
On dira que l'enveloppe convexe est dégénérée si au 
moins trois points de cette enveloppe sont alignés. 
Si l'opérateur "au-dessus" rend les points stricte-
ment au-dessus du segment, le resultat sera une enve-
loppe convexe comportant uniquement les points néces-
saires. 
Au contraire, si la comparai son est faite au sens 
large, l'enveloppe pourra contenir des points alignés. 
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CHAPITRE 2 
BALAYAGE DU PLAN 
1. INTRODUCTION 
Le calcul des intersections de segments dans le 
plan et l'obte~tion d'une structure de graphe planaire 
à partir d'un dessin formé de seg_ments sont des pro-
blèmes fréquemment rencontrés lors de l'élaboration 
d'algorithmes sur le traitement et la synthèse de des-
sins [Gang] [Mois]. 
Un algorithme naif consiste à tester tous les cou-
ples de segments et à calculer lÎurs intersections. Cet 
algorithme est évidemment en 9(n ) pour une donnée de n 
segments. 
Dans ce chapitre, nous allons définir un ordre sur 
les segments du plan, et expliciter l'algorithme uti-
lisé pour calculer celui-ci. Cet ordre est utilisé pour 
obtenir un algorithme de calcul d!intersections en 
O((n+k)logn) ou k est le nombre d'intersections. 
Cet algori.thme, du type "ratissage", est basé sur 
le balayage du plan, "de droite à gauche", par une 
ligne de référence, sautant d'un point au suivant. 
D'une po si ti on à une autre de la ligne de référence, 
des structures de données bien choisies permettent de 
maintenir sans trop de calculs un ordre partiel local 
sur les segments. 
Nous reviendrons sur le principe de cette méthode 
dans l'annexe 1 sur le paradigme du ratissage. 
Shamos et Hoey ont introduit la technique du 
balayage du plan dans [Sha2] afin d'obtenir un algo-
rithme optimal pour tester l'existence d'un point d'in-
tersection parmi un ensemble de segments du plan. 
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BentJ.ey et Ottman proposent dans [Sent] une modifi-
cation da J'algorithme précédent pour calculer tous les 
points d'intersection. 
Enfin, Nievergel.t et Prepara ta exposent dans 
(Nier], deux nouvelles applications de la méthode de 
balayage du plan, pour la décomposition d'un polygone 
croisé et pour l'intersection de 2 cartes planaires 
convexes. 
Cette méthode a été utilisé par Gangnet et 
Michelucci [Gang], pour la réalisation d'un logiciel. de 
saisie de plans architecturaux et d'esquisses à partir 
du dessin à main levie sur un table à numériser. 
Le paragraphe 2 de ce papier se propose de donner 
un exposé clair (hum!) et propre (re-hum!) de la 
méthode de balayage du plan, valable dans tous les cas 
de figures ( c. à. d. segments colinéaires, intersection 
formée de plus de 2 segments, ... ) , et mettant en évi-
dence les structures de données et les opérateurs asso-
ciés suffisants pour implémenter l'algorithme. 
Le problème de l'intersection de segments est déve-
loppé dans le paragraphe 3. On rappelle les bornes 
inférieures obtenues par Shamos. On remarque, au pas-
sage, que l'on peut alors obtenir J.a structure de gra-
phe planaire sous-jacente à cet ensemble de segments. 
On étudie aussi un problème simpli-fié, où on ne consi-
dère plus que des ensembles de segments ay·ant unique-
ment un nombre fixé de directions possibles. Cet algo-
rithme est optimal. 
Le paragraphe 4 expose une propriété nécessaire à 
l'extension du balayage à d'autres objets géométriques. 
2. ORDRE SUR LE PLAN ET PRINCIPE DU BALAYAGE 
Nous allons donc définir un ordre sur les segments 
du plan, et expliciter l' al.gorithme utilisé pour l.e 
calculer. Cet ordre et cet algorithme seront utilisés 
dans le paragraphe suivant pour résoudre le probl.ème du 
calcul des intersections de segments. 
2.1. DEFINITION DE L'ORDRE SUR LES SEGMENTS 
Définition 2.-1.·1 
Considérons S un ensemble de n segments distincts 
du plan. 
Considérons une droite 8 du plan appelée droite de 
référence ou axe de référence. 
Ordre sur le plan et principe du balayage 
Nous la choisirons de telle sorte qu'il n'existe 
aucun segment de S parallèle à B. 
Orientons B. (i.e. nous définissons un ordre total 
•a sur les points de B) 
Cet ordre s'étend à S de la manière suivante: 
S ,S e: S 
s <=> s'nB <•a s"nB 
ou s ·na = s · ·nb 
et <B,s'> < <B,s"> 
ou s ·nB = s · ·nB 
et <B,s'> = <B,s"> 
et longueur de s' < longueur de s 
•Remarque <B,s> est l'angle formé par B et s. 
Sauf cas particulier, 
partiel sur S. 
En effet, il existe 
dans la figure 2.1.1, on 
A3 n'est pas comparable à 
A3<TC A2 et A4<TC A3 
Définition 2.1.2 
est une relation d'ordre 
des segments incomparables, 
a A1 <To 8 _A 2 et A1 <T 8 A0 , mais A1 , n~ a A 2 pour B ma~s on a 
Faisons passer en chaque extrémit~ ou intersection 
de S une droite parallèle à B. Nous avons ainsi au plus 
2n+k droites B 0 parallèles à B, s ·il y a k intersec-
~ tions. 
Ces 2n+k droites divisent le plan en au plus, 
2n+k+1 morceaux que nous appelerons régions. 
Propriété 2.1.1 
T est invariant pour toute translation de B à l'in~érieur d'une région ( bord droit non compris ) 
On peut facilement en conclure que pour une direc-
tion B et pour un ensemble de n segments se coupant en 
k points, il y a, au plus, 2n+k+1 régions où •s soit 
différent. 
Toutes les droites B 0 sont orientées de la meme 
manière que B. Chacune de~ces droites sépare le plan en 
deux demi-plans, à "gauche" et à "droite". 
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On numérote de façon naturelle, J.es droites 
gauche à droite. On fait de même pour J.es régions 
figure 2.1.2). 
B. de 
( ~ . vo~r 
2f2· STRUCTURES DE DONNEES ET ALGORITHME 
1 
' 
Nous allons décrire un algorithme qui calcule suc-
cessivement J.es 2n+k+1 relations d'ord_.re TB pour un axe 
de référence B. 
Grossièrement, l.' algorithme "balaye" le plan, cal-
cule TB sur chaque région successivement en remarquant 
qu'au passage de J.a frontière entre deux régions, il. 
est facile et peu coûteux de transformer l'ordre sur S: 
1 - On supprime tous J.es segments finissant sur 
l.a ligne de référence considérée. 
2 - On insére 
cette ligne, à 
tous les segments commençant 
leur place dans TB. 
sur 
3 - Tous les segments se coupant en un point sur 
cette droite voient leur places s'inverser dans 
l'ordre. 
On peut considérer l.' ensemble des points, origines, 
extrémités, intersections et segments comme un graphe 
planaire G=(V,E) où V est constitué de toutes J.es ex-
trémités et intersections et E par J.es morceaux de seg-
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Chaque point sera écl.até en autant de sommets que 
son degré dans le graphe G. 
Le choix de cette représentation, différente de 
celle utilisé dans [Bent] et (Nier], permet de simpl.i-
fier l'algorithme, comme nous pourràns le voir plus 
loin, en supprimant le traitement particulier associé 
aux points d'intersection. 
Les lignes de références seront décrites par les 
opérations suivantes: 
axe_de_référence+nouvel_axe_de_référence(); 
axe_de_référence+passant_par(coordonnées); 
La première opération fournit un axe de référence 
passant par -oo 
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Les segments seront dicrits p~r trois opirations: 
segment~nouveau_segment(coordonnies,coordonnies); 
coordonnies~origine(segment); 
coordonnies~extrimiti(segment); 
A chaque sommet, sera associi ses coordonnies, son 
type, et J.e segment auquel il est J.ii. 
sommet~ nouveau_sommet(coordonnées,type,segment); 
coordonnies ~ coord(sommet); 
type~ typ(sommet); 
segment~ seg(sommet); 
Le type d'un point, "origine" ou "extrimité", sera 
défini par: 
Soit . un segment s et soient 
extrémités de ce segment 
J.es deux 
On a P 1 e: Bi et p 2 e: B., B. et B. axes de réfé-
rence, et de plus i*j (~ar ~ypoth~se) 
1 
p 1 est l1origine' des et p 2 est l'extrémiti des s~ i<j et vice-versa. 
Ainsi, l'algorithme 
structure ordonnée qui 
s i g ni fi c'a ti v e d e T B , 
Cette structure sera 
maintient dynamiquement une 
contient uniquement J.a partie 
i.e. les segments comparables. 
appel.ie Y_structure (ou seg-
ment_structure). 
Les opirations nicessaires à cette Y-structure sont 
les deux opérations de construction, insérer et sup-
primer un segment, ceci afin de maintenir l'ordre sur 
les segments. 
Nous rajouterons l'opération min(Y_structure), qui 
permettra de distinguer entre eux J.es éléments de la 
classe Y_structure; on pourra grâce à elle obtenir 
l'ordre des segments de J.a Y_structure. 
Une deuxième structure, appell.ée X_structure (ou 
point_structure) contiendra tous les sommets difinis ci-
dessus, sommets pour lesquels une modification de 
l'ordre des segments est nécessaire (propriété 2.1.1). 
Ordre sur le plan et principe du balayage 
Les sommets seront classés dans la X structure par 
l'ordre induit par la ligne de balayage. 
Soient p 1 et p 2 1 2 sommets 
Il existe 2 droites B. et B. telles que 
~ J p 1 € Bi et p 2 € Bj 
p1<p2 <=> i<j 
ou si i=j alors type(p 1 l=extrémité 
et type(p 2 l=origine 
ou si type(p 1 l=type(p 2 J 
alors segment(p 1 l < segment(p 2 l 
La X_structure sera munie des opérations d' inser-
tion d'un point afin de l'initialiser. Les opérations 
d'obtention et de suppression du point minimum permet-
trons la simulation du balayage. On devra aussi pouvoir 
tester si cette structure est vide. 
~Remarque On suppose tous les segments distincts (ce qui 
se vérifie facilement en O(n)). 
Le maintien de la Y_structure suppose que la 
X_structure contienne tous les sommets correspondant à 
des points d'intersection. 
On expose une propriété nécessaire 
d ·intersections de segments en relation 
défini en 2.2.1. sur les segments. 
Propriété 2.2.2 
à l'existence 
avec 1 ·ordre 
Si les segme~ts s l 1 s 2 1 ...... 1 s l se coupen~ _en un point L, alors ~l ex~ste une dro~te B. de reference 
pour laquelle ces segments sont contigus~ 
Démonstration 
On note S={s 1 ~s 2 1 •••••• ls 1 } (voir fig.2.2.3). 
Supposons qu'il existe un segment qui brise la con-
tiguité de S pour la droite de référence passant_ en P. 
Ce segment ne passe pas par L. Il est situé entre s. et 
s . 1 donc il coupe obligatoirement soit s. 1 soit s .. ~ 
J ~ J 
Donc P n'est pas le point le plus proche de LI d'où 
contradiction. 0 
Cet te propriété exprime une candi ti on nécessaire à 
l'existence d'un point d'intersection. 
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Pour trouver les points d'intersection, l'algo-
rithme devra tester toutes les nouvelles adjacences 
entre segments apparaissant lors des transformations de 
l'ordre pour chaque région. 
1 
Pour tester les adjacences entre segments, on aura 
besoin de deux opérations d~ plus 13ur la Y_structure, 
au_dessus et en_dessous, donnant respectivement le seg-
ment apris et avant un segment donné dans l'ordre de la 
x_structure. 
Un problime: l'algorithme peut 
fois la même intersection entre les 
(voir fig.2.2.4). 
trouver 
2 memes 
plusieurs 
segments 
Si ces points 
ne pourra plus 
Y_structure. 
sont 
être 
insérés sans 
correctement 
précaution, l'ordre 
maintenu dans la 
D'où le besoin de rajouter à la X_structure la pos-
sibilité de vérifier l'existence d'un sommet avant 
de l'insérer. 
On trouvera plus loin la description des 
structures à l'aide de types abstraits. 
deux 
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~er 1 l fois 
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l 
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Figure 2.2.4 
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Les points d ·intersection seront insérés dans la 
X_structure au fur et à mesure de leur découverte, cela 
pour les points appartenant à une ligne de balayage 
supérieure à la ligne de balayage courante (ceux qui 
sont inférieurs n'interviendrons plus pour le maintien 
de l'ordre des segments). 
La mise à jour de la X_structure sera faite de la 
manière suivante: 
Soit i, les coordonnées du point d'intersection, 
s 1 et s 2 , les deux segments concernés On définit: 
3 1 
x_structure +-
mise_à_jour(X_structure,coordonnées,segment,segment); 
mise_à_jour(S,i,s 1 .s 2 l ~ 
si i * extrémitérs 1 l 
alors p +- nouveau_sommet(i,origine,s 1 ) si non existe(S,p) alors insérer(S,p) 
p +- nouveau_sommet(i,extrèmité,s ) 
si non existe(S,p) alors insérerls,p) 
si i * extrémité<s 2 J 
alors p +- nouveau_sommet(i,origine,s 2 J si non existe(S,p) alors insérer(S,p) 
p +- nouveau_sommet(i,extrèmité,s ) 
si non existe(S,p) alors insérertS,p) 
32 
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l'on n'insère pas un sommet confondu 
d'un segment. 
Balayage du plan 
telle manière que 
avec une extrémité 
On dispose aussi d'une fonction de calcul d'inter-
section: 
intersection(segment,segment) ~point+ {indéfini}; 
•Remarque La procédure d'intersection n'est pas décrite. 
On peut trouver une description de toutes les bonnes 
méthodes dans [Luca]. En particulier on peut utiliser 
des conditions nécessaires à partir de la notion de 
boite englobante, ceci accélère grandement le temps de 
calcul. 
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paramètres segment 
constante 
axe de ré-férence 
Y_structure_vide Y_structure 
opérations 
insérer(Y_structure,segment,axel~Y_structure 
supprimer(Y_structure,segment,axel~Y_structure 
min(Y_structure,axel~segment + {indéi'ini} 
max(Y_structure~axel~segment + {indéi'ini} 
vide(Y_structurel~booléen 
au_dessus(Y_structure,segment,axe)~segment 
+ {indéi'ini} 
au_dessus(Y_structure,segment,axel~segment 
signi-fication : 
S=Y_structure; 
s,s =segment; 
1 • • B=axe de re-ference; 
+ {indéi'ini} 
supprimer(Y_structure_vide,sl~Y_structure_vide; 
supprimer ( in s é r·e r ( S . s 1 1 B ) . s 1 B ) ~ si s=s
1 
alors S 
s~non insérer(supprimer(S,s,B) ,s1,B); 
vide(insérer(S,s,B))~i'aux; 
vide(Y-structure_vide)~vrai; 
min(insérer(S,s,B),B) 
~ si vide(Sl 
alors s 
sinon si min(S,Bl > s alors s 
ma x ( in s é rer ( S , s 1 B l , B ) 
~ si vide(S) 
alors s 
sinon min(S,B); 
sinon si max(S,B) < s alors s 
sinon max(S 18); 
au_dessus(S~s~Bl 
~ si min (S,B)<T 8 s 
alors au_dessus(supprimer(S~min{S,Bl~Bl~s~Bl 
sinon min(supprimer(S,s,B) ,8); 
en_dessous(S,s~Bl 
~ si max (S,B)>T 8 s 
alors en_dessous(supprimer(Simax(S,Bl ,8) 1s1Bl 
sinon max(supprimer(S,s,Bl ,B); 
précondition : 
S=Y_structure_vide => min(S)~indéi'ini; 
S=Y_structure_vide => max(S)~indéfini; 
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paramètre sommet 
constante X structure_vide X_structure 
opérations 
insérer(X_structure,sommet)~X_structure 
suppmin(X_structure,sommet)~X_structure 
min(X_structure)~sommet + {indéfini} 
vide(X_structure)~booléen 
existe(X_structure,sommet)~booléen 
signification : 
S=X_structure; 
p 1 ,p 2 =sommet; 
suppmin(X_structure_vide)~X_structure; 
suppmin(insérer(S,p 1 )) ~si p 1=min(insérer(S,p 1 )) alors S 
sinon suppmin(S); 
min(insérer(S,p 1 l> ~si vide(S) alors p 1 
sinon si min(S) > p 1 alors P 1 
sinon min(S); 
vide(insérer(S,p 1 l )~faux; vide(X_structure_vide)~vrai; 
existe(X_structure_vide,p 1 ) ~faux; 
existe(insérer(S,p 1 l.p 2 l. ~ si p =p alors vra~ 1 2 
sinon existe(S,p 2 l; 
précondition : 
S=X_structure_vide => min(S)~indéfini; 
Théorème 2.2.1 
L'algorithme 2.2.1 calcule bien les TBi' 
Démonstration 
L'algorithme se termine 
vide. Chaque tour de boucle 
nombre de sommets est fini. 
qua nd la x_s tru ct ure est 
supprime un sommet, et le 
La démonstration se fait par récurrence. 
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n segments différents 
p: sommet; 
B,BP axes de référence; 
s 1 , s 2 . ma x s , mins segments; 
(* INITIALISATION *) 
Y_structure ~ Y_structure_vide; 
X_structure ~ X_structure_vide; 
~2~I chaque segment s JBii& 
.9&.!?~.!-
p ~ nouveau_sommet(origine(s) ,origine,s); 
X_structure ~ insérer(X_structure,p); 
p ~ nouveau_sommet(extrémité(s) ,extrèmité,s) 
X_structure ~ insérer(X_structure,p); 
JiD..i 
(* BALAYAGE DU PLAN *) 
B ~ nouvel_axe_de_référence; 
.!-BD.!- g~§ D2D vide(X_structure) JBii& 
.9&.!?~.!-
p ~ min(X_structurel; 
~i passant_par(coord(p) J * B 
JL1-2.1'..? 
.9..!?.!?~.!-( * On a ici l'ordre sur les segments ( * comparabl_es pour la région compris ( * entre BP et B, 8 non compris que ( * l'on peut obtenir grace aux ( * opérations min et vide sur la ( * y structure 
-
BP ~ B; 
B ~ passant_par(coord(p) J; 
JiD..i 
..?~i~BD.!- typ(p) JBii& 
origine .9..!?.!?~.!-
Y_structure ~ 
insérer(Y_structure,seg{p) ,BJ; 
s 1 ~ 
*) 
* J 
* ) 
*) 
*) 
*) 
au-dessus(Y_structure,seg(pJ .BJ 
s2 ~ 
en-dessous ( Y_structure, seg ( p), B J 
..?i s1 * indéfini 
2l-2I..? 
.9&.!?~.!-
i ~ intersection(s1,seg(p)); 
..?i i non indéfini et i > p 
21.2I..? 
X_structure ~ 
mise_à_jour(X_structure,i,s1 ,seg(p) J 
JiD..i 
..?i s2 * indéfini 
21.2I..? 
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.9.ê.P..\L~ 
i ~ intersection(s2,seg(p)) 
~j i non indéfini et i > p 
21-.91'~ 
x_structure ~ 
mise_à_jour(X_structure,i,s2,seg(p) 
.fJD...i 
.fJD...i 
extrémité : .9~9~! 
sl ~ au-dessus(Y_structure,seg(p),B); 
s2 ~ en-dessous(Y_structure,seg(p) ,8) 
~j sl * indéfini et s2 * indéfini 
21-.91'~ 
.9~.9~! 
i ~ intersection(sl,s2); 
~j i non indéfini et i > p 
21-.91'~ 
x_structure ~ 
mise_à_jour(X_structure,i,s1 ,s2) 
.fJD...i 
Y_structure ~ 
supprimer(Y_structure,seg(p) ,BPl 
.fJn.:.;, 
X_structure ~ suppmin(X_structurel; 
.fl.D...ï 
.fJD...i 
Algorithme 2.2.1 
L'ordre est correct pour la 
ci ne contenant aucun segment 
initialisée à vide. 
première région, celle-
et la Y_structure étant 
hypothèse 
L'ordre 
région i-1, 
pris. 
est 
bord 
correct 
gauche 
dans la Y_structure 
compris et bord droit 
On va en déduire l'ordre pour la région i. 
On change de droite de référence. 
Soit B. la droite séparant les deux régions. 
~ 
pour la 
non corn-
Soit P l ·ensemble des sommets de type origine et 
extrémité appartenant à B. 
~ 
Les sommets de P sont traités l · un après l · autre , 
suivant leur type, d ·abord les sommets de type extré-
mité, puis les sommets de type origine et dans l'ordre 
de la ligne de balayage de "bas en haut" (voir la défi-
nition du paragraphe 2.2.1). 
Ordre sur le plan et principe du balayage 
2 cas sont à considérer: 
1 .pest un sommet de type origine (fig.2.2.5) 
.1\ 
-
1 
------L ~------
1 
1 s. 
1 1 
Figure 2.2.5 
Soit s, le segment commencant en p. 
t 8i+l 
Ce segment n'appartient pas à la Y-structure. Si p est 
un point d'intersection, alors p a été traité avant 
comme point de type extrémité, donc s a été supprimé, 
sinon on n'a jamais rencontré s. On ·insère ce segment 
dans la Y_structure pour l'axe de référence B .. Il sera 
~ dans le bon ordre pour la région i. 
I 1 y a un changement d'adjacence. On tes te les inter-
sections entre s 0 et s et entre s et s , et on insére 
ces points si ils exis\ent, sont s1upérilurs à la ligne 
de balayage courante (c.à.d à p) et n'ont pas déjà été 
insérés. 
2.p est un sommet de type extrémité (fig.2.2.6) 
Soit s, le segment finissant en p. 
On supprime ce segment dans la Y_structure pour l'axe 
de référence 8. (c.a. d 1' axe précédent 8. ) , 1' ordre 
sur 8. étant dfi1érent de celui de la régioft i-1 (voir 
la détinition des régions). On peut remarquer que tous 
les segments finissant sur 8. coupent obligatoirement 
8. _ 1 et qu ·ils appartiennenf donc à la Y_structure 
<toujours par hypothèse de récurrence). 
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! 
B. 
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Balayage du plan 
Il y a un changement d'adjacence. On teste l'intersec-
tion entre s 0 et s 2 et on insére ce point si il existe, 
est supérieur à la ligne de balayage courante (c.à.d à 
p) et n'a pas déjà été inséré. 
•Remarque 8 1 ne contient que des points de type origine, 
on n'utilisera donc. jamais 8 0 , qui est à -~. 
Il est évident que lorsque P a été entièrement 
traité, on cannait l'ordre sur la région i. 
Soit 
t-il un 
8. 1 ? . ~+ 
B. la droite de référence suivante, existe-
p1>lh't d ·intersection non trouvé entre 8. et 
~ 
Soit p un tel point. 
Il est l' intersectio.n de l segments s.1 , s 2 , ... , s 1 . Tous ces segments coupent 8. et sont adJacents dans 
l'ordre T 8 , sinon il existeraft: 
- soit un point extrémité entre 8. et p ce qui 
~ 
est impossible 
- soit un point d'intersection auquel cas, on 
applique une seconde fois le raisonnement sur ce point. 
Donc p aurait été découvert et inséré dans la 
Y_structure. 
'·.·.: 
Ordre sur le plan et principe du balayage 
o·o~ la contradiction 
"Remarque L'existence de segments colinéaires d'inter-
section non nulle ne modifie en rien l'algorithme car 
elle ne modifie pas l'ordre de la Y_structure pendant 
le balayage. 
Donc à la fin de l'algorithme, pour chaque région, 
on cannait l'ordre TB qui lui est associé. 0 
Analyse en complexité 
Il est évident que la Y_structure et la X_structure 
peuvent être implémentées sous, au moins, trois formes: 
- liste ordonnée. 
- liste ordonnée associé à un arbre équilibré en 
hauteur (AVL). 
-tas ou queue de priorité (heap). 
On cannait les résultats 
comparaisons entre éléments, 
ments (voir tableau 2.2.1). 
suivants, sur le nombre de 
pour un ensemble de n élé-
tabl.eau 2.2.1 
liste triée liste+AVL tas 
' Insertion O(n) O(log(n)) O(log(n)) 
Suppression 0 ( n) O(log(n)) 0 ( n) 
Min 0 ( 1 ) O(log(nll 0 ( 1 ) 
Vide 0 ( 1 ) 0 ( 1 ) 0 ( 1 ) 
Suppmin 0 ( 1 ) O(log(n)) O(log(n)) 
au_dessus 0 ( 1 ) 0 ( 1 ) 0 ( n) 
En _dessous 0 ( 1 ) 0 ( 1 ) O(n) 
Existence 0 ( n ) O(log(n)) O(n) 
Les opérations au_dessus" et "en_dessous" sur la 
Y_structure peuvent se faire en un temps constant que 
ce soit pour une liste triée ou pour un arbre AVL dont 
toutes les feuilles sont doublement chainées dans 
l'ordre ( c. à. d une structure où une liste triée est 
associée à un AVL). 
Soit n le nombre de segments et k le nombre d'in-
tersections 
39 
40 Balayage du plan 
Lemme 
Le nombre 
x_structure est 
total de 
au maximum 
sommets contenus dans la 
2(3(2n+k)-7) = 14n +6k -14. 
Démonstration 
En effet, 
ments comme 
arêtes. 
on 
un 
peut considérer 1' ensemble des n seg-
graphe planaire à 2n+k sommets et m 
[.d. = 2m <= 2(3(2n+k)-7) par la formule d'Euler 
~ ~ 
où d. 
• L 
eclate 
est le degré du sommet i et 
dans la X-structure autant 
degré. 
Il y a 
x_structure. 
donc, 
0 
au plus 12n+6k-14 
chaque point 
de fois que 
sommets dans 
La Y_structure contient au maximum n segments. 
est 
son 
la 
La première boucle du programme est formée de 2n 
insertions dans la x_structure. 
La deuxième boucle 
Elle génère, au maximum, 
-12n+6k-14 vide 
-12n+6k..:.14 min 
est exécutée 
donc: 
12n+6k-14 
-12n+6k-14 suppmin sur la X_structure 
-12n+6k-14 insertion/supression 
-12n+6k-14 au_dessus 
-12n+6k-14 en dessous 
-2(12n+6k-14) mise_à_jour sur la Y_structure 
-2(12n+6k-14) intersection entre deux segments 
L'opération de mise à jour comporte: 
- 4 appels à existence dans la X_structure 
- 4 appels à insérer dans la x_structure 
fois. 
Le calcul d'une intersection entre deux segments se 
fait en temps constant. 
On en déduit la complexité en nombre de comparai-
sons entre segments: 
Ordre sur le plan et principe du balayage 
X_structure et Y_structure s~s forme de liste triée 
0( (n+k) ) 
X_structure sous forme de tas et 
Y_structure sous /orme d' AVL 
0( (n+k) ) 
X_structure et Y_structure sous forme d'AVL 
0( (n+k)log(n+k)) 
On teste, au maximum, 
boucle. La complexité en 
tian est en O(n+k). 
2 intersections 
nombre de calcul 
par tour de 
d'intersec-
3. INTERSECTIONS DE SEGMENTS DANS LE PLAN 
Nous commencerons par étudier 1' application de la 
méthode de balayage du plan à 1' intersection de seg-
ments dans le plan et à l'obtention du graphe planaire 
sous-jacent à cet ensemble de segments. 
Les données du problème sont n segments données par 
les coordonnées de leurs extrémités dans un repére 
orthonormé·. Le re' sultat sera les coordonnées des k 
points d'intersection avec les segments associés. 
3 •. 1. BORNE INFERIEURE 
Comme d'ha bi tude, il y a deux types de problèmes, 
existence et calcul. 
1 
1 
So~ent n segments 
P1: Existent-t-il au moins deux segments parmi n, 
ayant une intersection non vide ? 
P2: Rechercher tous les points d'intersection de 
cet ensemble de segments. 
Une borne inférieure sur le nombre de comparaisons 
pour P1, à partir du problème en dimension 1, est 
donnée dans [Sha1J p.123. 
La technique employée 
inférieure est celle de la 
blèmes. 
pour établir cette borne 
T-réductibilité entre pro-
On rappelle les définitions de Shamos[Sha1]. 
Soient deux problèmes A et B. 
1 . les données de A sont transformées en 
nées correctes pour B. 
2 . le problème B est résolu. 
3 . les résultats de B sont transformés en 
résultats corrects pour A. 
des don-
des des 
4 1 
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Si les transformations et 3 sont faites en 
O(T(n)), alors on dit que A est T(n)-réductible à B et 
on note: 
A <<T(n) B 
Cette relation de préordre, qui est un cas particu-
lier de la réduction polynômiale utilisée dans la 
théorie P-NP, semble être un outil intéressant pour une 
ela s si f ica tian précise des problèmes polynômi aux. mal-
gré quelques difficultés de notations et de mise en 
oeuvre. Sur ces difficultés, on peut consulter les tra-
vaux de HABIB. HAMROUN, JEGOU [Habi]. 
On a la propriété suivante: 
Propriété 3.1.3 
Si le 
A <<R(n) B. 
problème B peut être résolu en T(n) 
alors A peut être résolu en T(ni+O(R(n)). 
et 
Pour ce qui suit, afin de ne pas rentrer dans les 
détails de notations, nous admettrons que ce préordre 
permet de trans mettre aussi les bornes inférieures. 
Nous avons alors le théorème suivant: 
Théorème 3.1.2 [ Shamos ] 
O(nlognl comparaisons sont nécessaires et suffi-
santes pour déterminer si n intervalles sont disjoints, 
si uniquement le calcul de fonctions polynômiales des 
données est autorisé. 
La preuve repose sur 1' équivalence entre P 1 et le 
problème de l'unicité d'un élément dans une famille de 
cardinal n. 
unicité d'un élément << intervalles disjoints 
n 
D'autre part, il est évident que 
P1 << P2 
n 
De plus, si on note Pi le 
ensemble de segments en dim~nsion 
démontrer (par projection) que 
problème P1 pour un 
i, il est trivial de 
pi << pi+1 1 n 1 
de meme 
pi << pi+1 2 n 2 
Intersections de segments dans le plan 
On en déduit une borne inférieure pour P 1 sur un 
ensemble de n segments dans le plan 
Q(nlogn) 
et pour P2 
Q(nlogn + k) 
où k est le nombre d'intersections trouvé. 
3.2. CALCUL DES INTERSECTIONS 
Shamos et Hoey montrent dans [Sha2] que le balayage 
du plan donne un algorithme optimal pour P1. 
Bentley et Ottman proposent dans [Bent] une modifi-
cation de l'algorithme précédent pour résoudre le pro-
blème P2 lorsqu'on suppose qu ·en un point, au plus 2 
segments se coupent. Cet algorithme est annoncé en 
0( (n+k)log(n+k)). 
Brown dans [Brow], propose une amélioration pour la 
complexité en place mémoire. 
0 a n s [ B e nt J , i 1 e s t re co mm a nd é d ' ut il i s er un ta s 
pour la X_structure. Malheureusement, l'opération 
"existence", qui est indispensable au bon fonctionne-
ment de l'algorithme, demande alors O(n) opératio2s 
élémentaires. Cela aboutit à un algorithme en 0( (n+k) ) 
contrairement a la complexité en 0( (n+k)log(n+k)) 
annoncée dans ces articles. 
i 
1 L'algorithme permet, .sans modification, d'obtenir 
tous les points d'intersection, ceci pour tous les cas 
de figure (intersection en un point .d'un nombre quel-
conque de ,segments, segments colinéaires, ... l. 
Il permet, par conséquent, d'obtenir aussi la 
représentation de l'ensemble des segments sous forme de 
graphe planaire dont les sommets sont les extrémités et 
les intersections. 
La complexité de cet algorithme est O((n+k)log(n)). 
L'algorithme n ·est donc pas optimal pour la borne 
inférieure donnée dans le paragraphe 3.1. 
Ceci provient de 1' insertion dans la X_s tructure 
des points d'intersection trouvés. On peut, peut-être, 
se passer de faire cette opération. Le paragraphe sui-
vant montre que. l'on peut atteindre cette borne pour 
certains cas particuliers (ensemble de segments n'ayant 
que deux directions). 
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3.3. UN AUTRE PRINCIPE SANS CALCUL D'INTERSECTION 
Ce paragraphe expose un autre algorithme de calcul 
d'intersections ne reposant pas sur .le balayage du 
plan, mais sur les algorithmes de génération de seg-
ment, point par point, dans une "mémoire d'image". 
I.l est inspiré des algorithmes de tri sans compa-
raisons comme Radix-sorting. 
De nombreux algorithmes de tracé de segment sur une 
grille ex-istent: algorithme de Bresenham, de Stockton, 
de Lucas, de Earnshaw entre autres. 
Le problème est de trouver .les points .les plus 
proches du segment à tracer. Arrivé en un point donné, 
ces algorithmes choisissent .le point suivant parmi les 
huits voisins possibles. Ce point est alors "allumé" 
dans .la mémoire d'image. 
Trouver les points d'intersection consiste alors à 
tracer .les segments .les uns après .les autres en testant 
pour chaque point choisi si celui-ci a déjà été allumé. 
Une mémoire d'image munie de plusieurs plans permet 
en plus de mémoriser à quel segment appartient chaque 
point allumé et ainsi de trouver tous .les points d'in-
tersection et .les segments concernés. 
Cet algorithme calcule évidemment .les points d'in-
tersection avec une précision dépendante de la préci-
sion de la console de visualisation. 
Si .l'on choisit pour opération élémentaire .le test 
d'un point de .la grille d'affichage, la complexité est 
proportionnelle à .la somme des .longueurs de tous les 
segments. E.l.le n'est évidemment pas comparable à ce.l.le 
de .l'algorithme 2.2.1, .les opérations de base comptées 
n'étant plus .les mêmes, en particulier .la borne infé-
rieure ne s'applique pas. 
3.4. CAS PARTICULIER 
De nombreuses applications n'ont à traiter que des 
ensembles de segments dont .le nombre de directions est 
connu. Par exemple, pour .la gestion d'un multifenêtrage 
ou de tableurs, .les segments n'ont que deux directions: 
horizontale et verticale. De même, pour .le traitement 
de plan d'architecte ou une application de e.A.O. en 
VLSI, i.l y a peu de directions différentes. 
3.4.1. Ensemble de segments avec deux directions 
On considère, dans 
ments ayant seulement 
deux directions seront 
.la suite, un ensemble de 
deux directions possibles. 
notées D1 et D2 . 
seg-
Ces 
Intersections de segments dans le plan 
Une opération, direction(segment), sera ajoutée à 
la définition des segments. 
Le but est de trouver toutes les intersections 
entre les segments de direction 0 1 et ceux de direction 
02. 
L ·axe de référence sera choisi de direction 0 1 (on peut aussi ch.oisi_r 0 2 , mais il faut bien prendre une décision l. Grace a ce cho~x, les points d'intersection 
trouvés seront situés sur la ligne de balayage courante 
et n'auront pas à être triés. L'algorithme pourra ainsi 
être optimal. 
On définit plus précisément les X_structure et 
Y_structure employées par l'algorithme. 
La Y_structure contiendra tous les segments (et 
seulement ceux-ci) de direction 02, coupés par la ligne 
de balayage et dans l'ordre décrit dans le paragraphe 
2 . 
Les opérations seg_sup et seg_inT généralisent 
au_dessus et en_dessous, acceptant comme donnée un 
point appartenant à l'axe de référence plutôt qu'un 
segment. 
seg_sup(Y_structure,point,axe)~segment 
seg_sup(S,p,Bl 
~ si min(S,BlnB <T 8 . P 
alors seg_suè(supp~imer(S,min(S,B) ,8) ,p,B) 
sinon min ( S ,· B ) ; i 
1 
seg_inf(Y_structure,point,axe)~segment 
seg_inf(S,p,B) 
~ si max(S,BlnB >•a· p 
alors seg_int(supprimer(S,max(S,Bl ,8) ,p,B) 
sinon max(S,Bl; 
La X_structure contient tous les points origine et 
extrémité des segments de direction o2 , ceci pour main-tenir la Y_structure. Elle contiendra a us si les points 
origine des segments de direction 0 1 . 
On définit maintenant l'ordre de ces points dans la 
X_structure. 
Les droites de référence sont classées comme au 
paragraphe 1 de droite à gauche. On partitionne l'en-
semble des points suivant leur appartenance à une 
droite de référence 8.; et on classe ces partitions 
notées P. dans le même ~rdre que B .. 
~ ~ 
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A 1' intérieur de chaque sous-ensemble. les points 
seront classés par: 
d'abord les points origine des segments 0 2 
- puis les points origine des segments 0 1 
- enfin les points extrémité des segments 0 2 
A l'intérieur de ces classes, l'ordre est celui des 
points sur l'axe de référence, les cas d'égalité étant 
partagés par la longueur des segments. 
La composition de ·ces ordres donnent l'ordre dans 
la x_structure. 
L'algorithme travaillera suivant la méthode sui-
vante. Lorsque la ligne de balayage rencontre un seg-
ment s de direction 0 1 . on extrait de la Y_structure tous les segments compris entre l'origine et l' extré-
mité de s, segments qui coupent obligatoirement le seg-
ments (voir fig.3.4.1.7). · 
' 
1 t 
' f 1 1 
1 
1 
l 
l 
1 
1 
L ·ordre défini 
remarque suivante: 
tersection, il faut 
me~ts o2 _ commencant vo~r ret~rer aucuns 
de balayage. 
1 A A 
• 
1 
• 
1 
1 
1 
1 
1 
1 
i 
~ 
Figure 3.4.1.7 
pour les points est inspiré par la 
pour trouver tous les points d ·in-
d'abord avoir insérer tous les seg-
sur la ligne de balayage, et n'a-
segments 0 2 finissant sur la ligne 
Intersections de segments dans le plan 
99DD~~~ n1 segments différents dans la direction 01. 
n2 segments différents dans la direction 02. 
I~~~~S2S~~ tous les couples formés d'un segment 01 et 
d'un segment 02 se coupant. 
s,segmin,segmax:segment; 
p,pp:point; 
B:axe de référence; 
{* INITIALISATIONS *) 
Y_structure~Y_structure_vide; 
x_structure~x_structure_vide; 
~9~I chaque segment s 12JI~ 
9~..9~S 
~~JY2DS direction(s) 12JI~ 
D 1: 9~1>~S 
p~nouveau_sommet 
1JD 
{coord{origine(s)) ,origine,s); 
X_structure~inserer{X_structure,p) 
1JD..i 
D2: 9~1>~S 
p~nouveau_sommet 
(coord{origine(s)) ,origine,s); 
X_structure~inserer{X_structure,p); 
p~nouveau_sommet 
(coord{extrémité(s)) ,extrémité,s); 
X_structure~inserer(X_structure,p); 
1iD 
(* BALAYAGE DU PLAN *) 
B ~ nouvel_axe_de_référence; 
S2DS ~~~ D9D vide(X_structure) 12ii~ 
9~..9~S 
p~min{X_structure); 
~J passant_par(coord{p)) ~ B 
2~9I~ B ~ passant_par(coord(p)); 
~~iY2DS direction(seg(p)) J2ii~ 
D 1: 9~1>~S 
pp~fin(seg(p)); 
segmin~seg_sup(Y_structute,p,B); 
segmax~seg_inf{Y_structure,pp,B); 
s~segmin; 
i~intersection{s,segment(p)); 
S2DS ~~~ s ~ segmax J2ii~ 
9~..9~S 
s~au_dessus(Y_structure,s,Bl; 
i~intersection(s,segment(pl); 
iiD 
JiD..i 
02: ~j typ(p)=origine 
2~9I~ 
Y_structure~inserer{Y_structure,s,B) 
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~j..(l.Q.(l 
Y_structure<~supprimer(Y_structure,s,B); 
X_structure~suppmin(X_structure); 
.fj..D...i 
.fj..(l 
Algorithme 3.4.1.2 
Théorème 3.4.1.3 
L'algorithme 3.4.1 .2 
d'intersection entre les 
les segments de direction 
trouve bien 
segments de 
02. 
tous les points 
directions 0 1 et 
DémonstJ"at 1 on 
La première boucle consiste en l'insertion d'un 
nombre fini de points dans la X_structure. 
La deuxième et 
passage un point 
celle-ci est vide. 
dernière boucle supprime à 
d a n s 1 a x_ s t ru ct ure et fini t 
Donc l'algorithme se termine toujours. 
chaque 
quand 
Lors du traitement d'un point origine d'un segment 
0 1 , ~a Y structure contient bien tous les segments o2 coupes par l'axe de référence. 
On peut remarquer que, de plus ,J.;es segments dont 
l'origine est sur l'axe de référence ont été insérés 
avant le traitement du point origine du segment 0 1 , et que ceux qui finissent sur l'axe de référence n'ont pas 
encore été supprimés, ce qui permet de trouver les 
points d'intersection confondus avec les extrémité de 
segments. 0 
Le traitement d'un point origine 0 consiste à 
trouver tous les segments 0 2 , . appartenant à la Y_structure, dont les intersections avec l'axe de réfé-
rence sont compris entre l'origine et l'extrémité du 
segment 0 1 . 
segmin et segmax prennent respectivement les 
valeurs des segments de la Y_structure immédiatement au-
dessus de l'origine et immédiatement en-dessous de 
l'extrémité du segment 0 1 (on ne traite pas les seg-
ments réduits à un point). 
Intersections de segments dans le plan 
La variable s est initialisée avec la valeur du 
segment segmin. 
Tous les segments sont trouvés par une boucle tant 
que. L'invariant de cette boucle est " tous le segments 
appartenant à la Y_structure compris entre segmin et s 
ont été trouvés". 
La variable s prend la valeur du segment au dessus 
de s dans la Y_structure. Si s est égal à segmax, alors 
on a bien trouvé tous le segments compris entre segmin 
et segmax, sinon l'invariant est toujours vrai. 
Le segment 0 1 etant con-fondu 
renee, on trouve bien toutes les 
bles. 0 
avec l'axe de ré-fé-
intersections possi-
Analyse en complexité 
Soit n 1 le nombre de segments de direction 01 . 
Soit n2 le nombre de segments de direction 02. 
Soit k le nombre d'intersections entre segments o, 
et 02. 
L'initialisation de la x _structure comporte: 
n 1 + 2(n 2 ) insertions 
Le balayage du plan est réalisé par une boucle sur 
les (n 1 + 2n 2 ) points de la X_structure.Il y aura donc: 
n 2 insertions 
n 2 suppressions k au_dessus 
n 1 seg_s up 
n 1 seg_in-f sur la Y_structure 
min 
suppmin sur la X_structure 
k calcul d'intersection 
Les opérations seg_sup et seg_in-f de la Y_structure 
s'e-f-fectuent en O(log(n)) pour un AVL. 
La X_ s truc ture contient ( n 1 + 2 n 2 l points et 1 a Y_structure, au maximum, n 2 segments. 
La complexité est donc: 
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donc 
Le nombre d'intersections calculé est en 0(k). 
Théorème 3.4.1.4 
L'algorithme 3.4.1.2 est donc optimal pour le nom-
bre de comparaisons et pour le nombre de calculs d'in-
tersection. 
3. 4. 2. Généralisation à un nombre constant de direc-
tions 
On peut -facilement étendre l'algorithme 3. 4. 1. 2 à 
un nombre h de direction par (h-1) balayages . 
Soit d 1 , d 2 , de segments. 
. , dh, les h directions de 1' ensemble 
Le ième bal a y age. f'ai t avec un ligne de ré-férence 
de direction d. et sur les segments de direction d., 
1 . . 1 d. 1 dh, permet de calculer les 1ntersect1ons 
efïtré les segments de direction d. et les segments de 
1 
direction di+ 1 . di+Z' ... dh. 
Soit k., le nombre d'intersection entre les seg-
1 . . 
ments de d1rect1on d ., J~i. 
J 
Soit n., le nombre de segments de direction d .. 
1 1 
On a: 
o~ k est le nombre tota1 d'intersections 
o~ n est le nombre total de segments 
La complexité est alors en: 
< (h-1)nlogn + k 
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4. EXTENSIONS DU BALAYAGE DU PLAN A D'AUTRES OBJETS 
GEOMETRIQUES 
!~ serait intéressant d'étendre ~e ba~ayage du p~an 
à d'autres objets que ~es segments. 
I~ semb~e que ces objets doivent avoir au moins ~a 
propriété essentie~~e suivante. 
Propriété 4.4 
Pour obtenir un ordre sur ~a ~igne de 
~'intersection de l'objet avec ~a ligne de 
doit être réduite à un point et un seu~. 
ba~ayage, 
balayage 
On peut appliquer ainsi les algorithmes décrits à 
des figures comportant des arcs de cerc~es. Au cour 
d'un prétraitement, ces arcs de cercle devront être 
divisés au niveau des points tangents à la direction de 
la droite de balayage, ceci afin de former des morceaux 
d'arcs de cerc~e ne pouvant couper la ~igne de balayage 
qu en un seu~ point. 
On peut, en fait, app~iquer cette méthode à de 
nombreuses courbes continues à condition de pouvoir 
calcu~er les points tangents à la doite de balayage. 
5. CONCLUSIONS. 
Les a~gorithmes sur des prob~èmes géométriques 
deviennent très complexes dès que l'on s'attache à 
traiter tous les cas limites étant susceptible de se 
produire. 
L'utilisation des types abstraits permet une sim-
p~ification de l'énoncé des algorithmes ainsi que de 
~eur démonstration. En mettant en lumiere ~es pro-
priétés fondamentales des structures de données 
employées, el~e permet de choisir l'implémentation 
minimale la p~us efficace. 
On peut ci ter 
faite en candi tian 
tures pouvant être 
ba~ayage. 
[Gang], à ce propos, pour l'étude 
réel~e sur les différentes struc-
employés dans l' imp~émentation du 
L'algorithme de balayage peut s'appliquer à beau-
coup d'autres problèmes géométriques qui n'ont pas été 
abordés ici: calcul de l'union et de l'intersection de 
figures, remp~issage de figures par des couleur, etc ... 
Un des intérêts du balayage du plan est la 
fication des objets manipulés. Un dessin formé 
ments que~conques peut être transformé en un 
de sommets et d'arêtes ne se coupant pas deux 
On obtient ainsi, à partir d'un dessin formé 
simp~i­
de seg-
ensemble 
à deux. 
de seg-
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ments, un représentation en terme de graphe planaire 
(voir [Mois]). On peut ainsi simplifier des traitements 
ultérieurs sur le dessin comme le fenêtrage. 
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ANNEXE 1 
GENERALISATION DE 
L'ALGORITHME DU DRAPEAU HOLLANDAIS 
Nous exposons une généralisation triviale de 1' al-
gorithme du drapeau hollandais de DIJKSTRA ([Dijk] 
p.111-116), à un nombre C fixé de couleurs. 
Soit une rangée de boites numérotées de 
donne: 
P1: chaque boite contient un caillou. 
a N. On 
P2: chaque caillou a une couleur choisie parmi 
C, C~N. 
Le but est de 
des couleurs de 1 
tions suivantes: 
réarranger 
à C avec 
les cailloux dans l'ordre 
seulement les deux opéra-
échanger(i,j) 1~i~N. 1~j~N 
si i=j on ne fait rien; 
si i*j on échange les deux cailloux des boites 
i et j; 
c,ouleur(i) 
donne la couleur du caillou de la boite i; 
On distingue C+1 catégories de cailloux: 
- C catégories E. de cailloux de couleur i déjà 
triés. ~ 
- 1 catégorie X de cailloux non triés. 
L'ordre des différentes catégories est le suivant: 
. Ec avec k=IC/ 
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Pour repérer les frontières entre ces catégories, 
on dispose d'un tableau IND de c indices: 
1"i<IND[1] ... i est dans la première catégorie 
IND[1]"i<IND[2] ... i est dans la deuxième catégorie 
-+ i est dans la dernière catégorie 
Dans 1' état initial, tous les cailloux seront dans 
la zone X, le tableau IND sera donc initialisé par: 
IND[iJ=1 pour 1"i"IC/2I 
IND[i]=N pour IC/2I+1"i"N 
Cet ordre sur les zones et le tableau IND repré-
sente, en fait, l'invariant de l'algorithme. 
Dans l'état final, la zone X sera vide donc on aura 
IND[IC/2IJ = IND[jC/21+1] 
qui sera le test d'arrêt. 
L'état final se produit de façon obligatoire, soit 
en augmentant IND[IC/2IJ, soit en décrementant 
IND(IC/21+1] de un à chaque tour de boucle. 
L'algorithme est décrit dans la suite. 
Algorithme du drapeau hollandais 
gg~x i ~ 1 ~ lctzl J~jx~ INDCiJ ~ 1; 
gg~x i ~ IC/21+1 ~ N J~jx~ INDCiJ ~ N; 
~~D~ g~~ IND[jC/2IJ < IND[IC/21+1] J~jx~ 
.fl.ê.9~~ 
coul ~ couleur(IND[IC/2IJl; 
_?j coul~IC/21 
~.J..9X.? g_ê_Q~~ 
i~ IC/21; 
x.êg_ê~~x 
échanger ( IND[i-1] + 1, IND[iJ); 
IND(i] ~ IND[i]+1; 
i ~ i-1; 
j~_?g~~~ i+1=coul; 
JjD 
.?jD.QD 9.ê.9~.!: 
JjD...i 
i ~ IC/21+1; 
x.êg.ê~~x 
éch·anger( IND[i-1 ]+1, IND[i]); 
IND[iJ ~ IND[i]-1; 
i ~ i+1; 
j~_?g~~~ i-1=coul; 
JjD...i 
Algorithme .1 
Pour prouver cet algorithme, il suffit de 
que l'invariant décrit ci-dessus est conservé 
boucle principale. 
prouver 
par la 
La boucle externe est exécuté N fois et pour chaque 
tour il ya au pire 1 C/21 échanges. La complexité est 
donc en 0 ( CN) pour le nombre d ·echanges. Il y a N 
appels à la fonction couleurs. 
Cet algorithme ·peut implémenter l'opération diviser 
en remplaçant les cailloux par des points de la 
P_structure et la couleur par le segment au-dessus 
duquel se trouve chaque point. 
Si k est le nombre de segments rendus par la fonc-
tion points_extrem et P le nombre de point de la 
P _structure, alors la "couleur" d ·un point se calcule 
en O(k). La complexité de l'opération diviser est donc 
en 0 ( k 1 P 1 ) • 
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ANNEXE 2 
LE PARADIGME DU RATISSAGE 
De nombreuses méthodes peuvent aider à la décou-
verte et à l'écriture d'algorithmes et de leurs 
preuves. 
On peut raisonner par induction en deçomposant un 
problème en sous-problèmes de même type. Il s'agit 
alors du principe "Oivide-and-Conquer". 
On peut aussi établir une induction plus simple 
dite du ratissage. 
Les éléments de la donnée à traiter so_nt classés 
suivant un ordre que nous appellerons ordre d'explora-
tion et l'on établit l'équation de récurrence qui 
permet lorsque les i premiers élements ont été 
explorés, de traiter le i+1ième 
L'algorithme du tri par insertion, 
landais de DIJKSTRA, le balayage du 
cette catégorie. 
du drapeau hal-
plan entre dans 
On peut aussi citer aussi un problème posé par 
BENTLEY: 
La donnée est un vecteur de N nombres réels; le 
résultat est la somme maximum trouvée pour tous 
les sous-v!cteurs contigus. L'algorithme trivial 
est en O(N ). 
Il. est à noter cependant que BENTLEY mentionne 
avoir cherché avec l.' aide de SHAMOS une borne infé-
rieure en Q ( nlogn), après avoir trouvé un algorithme 
basé sur "Divide-and-Conquer" de l.a même complexité. 
Exposé quelque temps plus tard à un séminaire, à 
Carnegie-Mel.l.on, ce problème fut résolu en une minute 
par Jay KADANE, qui fournit une solution optimale en 
O(N) en appliquant le principe de ratissage. Et pour-
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tant SHAMOS est l'inventeur du balayage du plan! 
DEUXIEME PARTIE 
SUR LA MANIPULATION INTERACTIVE 
DE GRAPHES ET D'ENSEMBLES ORDONNES 

INTRODUCTION 
UN OUTIL DE MANIPULATION DE GRAPHES 
1. HISTORIQUE ET MOTIVATIONS 
Les outils traditionnels du théoricien des graphes 
sont le crayon et la feuille de papier. L'élaboration 
de la plupart d•s conjectures et des théorémes dans ce 
domaine passent par une étape de va et vient entre des 
dessins de graphes et des calculs sur ceux-ci. 
La taille et le nombre de graphe qu'il est possible 
de traiter à la main lorsqu'on manipule des objets émi-
nemment combinatoires (tel par exemple un polynôme 
chromatique de graphe) est limitée. Or travailler sur 
les tous premiers exemples d'une conjecture peut être 
insuffisant pour se faire une intuition solide sur 
cette conjecture. Constatant en outre que de nombreux 
combinatoristes travaillent maintenant à l'aide de 
micro-ordinateurs, il semble tout naturel de fournir à 
ces théoriciens un outil informatique, qui leur per-
mette de manipuler des objets plus grands et de pro-
fiter d'un environnement informatique. 
Il s'agit donc de réaliser un logiciel qui permette 
les manipulations et calculs sur des objets combina-
toires, tels que 1' on peut le faire sur un cahier de 
brouillon traditionnel ou un bloc- notes et qui sera 
destiné aux chercheurs de ce domaine, chercheurs qui ne 
sont pas obligatoirement informaticiens. 
Nous avons choisi comme domaine d'application les 
graphes et les ensembles ordonnés, car nous y avons une 
certaine expérience de recherche et qu'au sein de notre 
équipe ce sujet est toujours d'actualité. 
L'idée d'un tel outil est déjà relativement 
ancienne. Nous avons trouvé une thise décrivant un tel 
systéme publiée en 1969 [Wolf]. On peut citer aussi le 
"Graph Manipulation Package" de R.C.REAO [Read] en 
1975. 
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Plus récemment. une équipe 
Belgrade a développé un logiciel 
un démonstrateur de théorèmes et 
bibliographique [Cvet]. 
Introduction 
de l'Université de 
ambitieux comprenant 
une base de données 
Notre travail se situe dans le prolongement d'une 
réalisation plus récente de l'équipe du professeur 
M.CHEIN au Centre de Recherche en Informatique de 
Montpellier [Bord] , [Gu id]. Ce dernier logiciel, 
appellé CABRI, est un CAhier de BRouillon Informatisé. 
Il est à remarquer que le travail, pionnier en 
France, de 1' équipe de Montpellier et en particulier 
celui de Y.GUIDO nous a été d'une grande aide et a lar-
gement motivé notre réalisation. De même, le travail de 
Y.GUIDO a influencé d'autres projets similaires qui 
viennent aussi de démarrer en 1984, au Mans (BOUCHET, 
FOUQUET) et à Grenoble (LABORDE, Laboratoire LSD) sur 
Macintosh et Lisa. 
En outre les besoins des chercheurs pour de tels 
logiciels se sont manifestement accrus, depuis quelques 
temps [Laza]. L'équipement des laboratoires en traite-
ment de textes sur micro-ordinateur a habitué les 
scientifiques à être présents un bon nombre d'heures 
devant un terminal, et les réticences vis à vis de 
l'informatique se sont un peu estompées. 
Ce logiciel sera appellé dans la suite KABRI pour 
le distinguer de CABRI, développé à Montpellier. 
2. PLAN DU RAPPORT 
Les points suivants seront plus particulièrement 
abordés: 
• Chapitre 1 : Dével.oppement de l.ogiciel.s inte-
ractifs 
• Chapitre 2: Description de KABRI 
• Chapitre 3: Concl.usions et perspectives. 
En étudiant, indépendamment des fonctionnalités 
pouvant être offertes, le modèl.e d'interaction pour 
KABRI, nous avons suivi les conseils de spécialistes en 
réalisation de systèmes interactifs, créateurs de STAR 
de XEROX dont sont tirés tous les concepts existants 
dans les très populaires micro-ordinateurs LISA et sur-
tout MACINTOSH de APPLE. 
Plan du rapport 
"l.Je have learned from Star the importance of 
formulating the fundamental concepts (the user·s 
conceptual model) before software is written, 
rathel" than tacldng on a usel" interface 
afterward. Xerox devoted about thirty work-years 
to the. design of Star• usel" interface. It was. 
designed before the functionality of the system 
was ful.ly decided. It was designed before the 
computer hardware was buil.t. l•Je wol"ked for two 
yeal"S before we wrote a single line of actual 
product software. Jonathan Seybold put it this 
way,"Most system design efforts start with 
hardware specifications, follow this with a set 
of functional specifications for the software, 
then try to figure out a logical user interface 
and command structure. The Star project started 
the other way around: the paramount concern was 
to define a conceptual model of how the user 
would relate to the system. Hardware and 
software followed from this"CSeybJ" (tiré de 
CSmitJ). 
Le chapitre décrit ce qui a donc été la première 
étape de notre réflexion. 
Il contient une méthode de développement d'une 
interface de communication homme-machine. Cette méthode 
est caractérisée par trois étapes : 
• Analyse des tâches dans l'environnement tradi-
tionnel (non informatique) de l'utilisateur. 
• Description sémantique des tâches dans un 
~nvironnement informatique. Il s'agit de la 
description du modèle d'utilisation du logiciel. 
• Description syntaxique constituée par la 
représentation externe des données et des résul-
tats et la syntaxe de chaque commande. 
Les références des documents qui nous ont guidés 
dans cette réflexion sur ce modèle peuvent être trou-
vées dans la bibliographie commentée en annexe. 
La réalisation d ·un logiciel interactif exclut a 
priori une spécification complète et exacte de tout le 
logiciel. 
On adopte donc en général une démarche expérimen-
tale procédant par la réalisation de prototypes succes-
sifs et leurs validations auprès des utilisateurs. 
Cette démarche expérimentale demande une implanta-
tion modulaire, garantissant l'indépendance entre les 
fonctionnalités, l'interface de communication et les 
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périphériques employés afin de faciliter les modifica-
tions nécessaires demandées par l'utilisateur. 
L'interactivité implique aussi des possibilités 
d'extension pour qu'un utilisateur puisse adapter lui-
même le logiciel à ses problèmes spécifiques. 
Plusieurs solutions sont proposées et discutées 
pour réaliser un logiciel extensible : défini ti on de 
macro-opérations, incorporation de programmes écrits 
par l'utilisateur soit grâce à un éditeur de liens 
dynamique, soit par communication entre processus, ... 
Dans le premier paragraphe du chapitre 2, nous 
reprenons une analyse du prototype CABRI et nous propo-
sons un autre modèle d'interaction pour KABRI, basé sur 
l'analyse des tâches du chercheur en théorie des gra-
phes. 
Le chapitre 2 contient donc l'analyse du travail 
d'un théoricien des graphes. 
Les différents types de travaux sont: 
• dessin de graphes géométriques 
• calcul de propriétés et d'invariants 
• écrit.ure de notes, d ·idées, de texte d' arti-
cles 
• démonstration de nouvelles propriétés 
Nos effort ont été portés essentiellement sur la 
partie "construction de graphes géométriques", par l'é-
tude d'un éditeur de dessins de graphes. 
Le domaine de la théorie 
et en constante évolution. 
KABRI devait être extensible 
ceci même par un utilisateur 
Deux choix ont été faits: 
des graphes est très large 
Pour assurer sa survie, 
et aisément modifiable, et 
non spécialiste. 
• l'implantation du cahier de brouillon sera 
faite dans un langage interprété (en l'occurence 
Lisp) plutôt que compilé. 
• les fonctions de calcul spécifiques à un uti-
lisateur, seront réalisées sous forme de "pro-
cessus indépendants" de Kabri. 
Le chapitre 3 contient un rappel des idées impor-
tantes soulevées par cette réalisation ainsi que des 
idées d'extensions possibles dans un stade .de dévelop-
pement ultérieur. 
Plan du rapport 
Le logiciel KABRI n'est actuellement qu'un proto-
type de logiciel de manipulation de graphes et d ·en-
sembles ordonnés. 
Ainsi, la version actuelle. réalisée avec le con-
cours de M. Dao et J. P Richard du CNET, a permis de 
tester une implantation rudimentaire en C [Kern] sous 
UNIX (nous ne disposons pas actuellement de la version 
graphique de Le_Lisp nécessaire). Cette version utilise 
un système de multifenêtrage expérimental, APOTRE. Ici 
commencent les problèmes. APOTRE n ·est dis po nible que 
avec une version modifiée UNIX (qui s'appelle MPX) qui 
n'est pas celle employée au département informatique de 
l'Ecole des Mines. Le développement s'est donc déroulé 
en vacation avec les deux systèmes. APOTRE ne dispose 
pas de bibliothèques de programmes pour le graphique. 
Le graphique a donc été réalisé par une bibliothèque 
indépendante écrite en assembleur. 
Cette version a été présentée aux troisièmes ren-
contres de la R.C.P. 698 (18-20 avril 1985) sur "Les 
ensembles ordonnés et leurs applications". 
Une communication et une démonstration ont été pro-
posées pour les "Journées SM90" organisées conjointe-
ment par le CNET (Centre National d ·Etude des 
Télécommunication), l'INRIA (Institut National de 
Recherche en Informat.ique et en Automatique) et l'ADI 
(Agence De l'Informatique), le 4,5,6 décembre 1985 à 
Versailles. 
Aujourd'hui, l'intérêt autour de CABRI a pris de 
l'ampleur. D'autres équipes de recherche se sont asso-
ciées, entre autres le Laboratoire Structures Discrètes 
(UA 393) de l'IMAG (Institut de Mathé.matiques 
Appliquées de Grenoble). Un projet national est en 
cours de rédaction dans le cadre du PRC "Mathématiques 
et Informatique", regroupant éventuellement les équipes 
de Combinatoire d'Orsay (LRI-UA410) et de Paris (ER 
193), du centre de recherche en Informatique du Mans 
(UA 1099) (Voir l'annexe 3). 
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CHAPITRE 1 
DEVELOPPEMENT DE LOGICIELS INTERACTIFS 
1. ETUDE DU CABRI DE MONTPELLIER 
La première réalisa ti on de CABRI (CAhier de 
BRouillon In-formatisé) et son analyse et critique ont 
été le sujet de la thèse de troisième cycle de Y.GUIDO 
[Guid]. 
Les défauts de cette réalisation, analysés par 
Y.GUIDO, apparaissent dès les premières utilisations de 
ce logiciel. 
Le dialogue est réalisé à travers un 
menus hiérarchisé selon la décampa si ti on 
programme: 
• fonction d'édition de graphes 
• fonction de calcul sur ces graphes 
système 
modulaire 
de 
du 
• fonction de gestion et de sauvegarde de ces 
graphes 
Ce choix rend certaines manipulations, que l'on 
voudrait courantes, malaisées, par exemple ·dans le pas-
sage du module de calcul au module d'édition de gra-
phes. Or il apparaît à l'usage que l'utilisateur veut 
modifier son graphe rapidement entre deux calculs. 
Nous remarquons ainsi que la structuration d'une 
interface calquée sur la décomposition fonctionnelle du 
logiciel n'est pas obligatoirement très eff'icace, les 
buts poursuivis dans les deux cas n'étant certainement 
pas les mêmes. 
Y. GUI DO propose pour résoudre ce problème une nou-
velle répartition des commandes, c'est à dire d'un côté 
les commandes de gestion de la mémoire et de l'autre 
les commandes d'édition et de calcul en un seul niveau, 
ne suivant plus le découpage modulaire du logiciel. 
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Cette hiérachisation des menus interdit à l'utili-
sateur d'automatiser l'enchainement de fonctions exis-
tantes et donc d'en fabriquer de nouvelles sans avoir à 
modfier CABRI lui-même. 
Un logiciel tel que CABRI ne peut se contenter d'un 
nombre restreint de fonctions de calcul et d'édition, 
le domaine de l'algorithmique des graphes et des ordres 
étant en constante évolution. 
De plus, chaque utilisateur doit pouvoir utiliser 
facilement des fonctions personnelles. La possibilité 
d'étendre CABRI est donc indispensable à son utilisa-
tion et à son développement. Celle-ci doit pouvoir être 
réalisée de man~ere simple et souple. On ne peut 
demander à chaque utilisateur d'être un spécialiste de 
l'informatique et de CABRI. On doit pouvoir accepter 
différentes formes de programmes (langages, structure 
de données, .. ) avec le minimum de modification. Y.GUIDO 
signale ce problème qu ·il lie à un insuffisance logi-
cielle du Pascal UCSD, mais il ne propose apparemment 
pas de solution. 
Y. GUI DO souligne le manque général d'or ga ni sa ti on 
et de puis sance de la gestion des graphes et signale 
qu'elle devrait évoluer vers un genre de base de don-
nées, permettant ainsi à l'utilisateur une gestion des 
graphes par propriétés, qui serait en effet plus 
adaptée. 
Cette thèse met l'accent sur les difficultés soule-
vées par une telle réalisation. Celles-ci sont dues en 
partie au choix de l'implémentation sur micro-ordina-
teur CTHEMIS, Apple II, .. ). Ces machines n'offrent pas 
en général un environnement logiciel (ici Pascal UCSD) 
et matériel agréable pour accueillir un tel projet, 
réalisé par un non-spécialiste des systèmes d'exploita-
tion informatiques. 
Ainsî, les moyens de saisie et d ·affichage dispo-
nibles pour CABRI sont trop inconfortables et peu sou-
ple (écran à mémoire type Tektronix, trop grand usage 
du clavier alphanumérique par manque de périphérique de 
désignation tel que souris,joystick 1 •• ). 
La suite du chapitr.e contient la description d ·une 
nouvelle approche destinée à diminuer ces inconvé-
nients. 
Interface homme-machine 
2. INTERFACE HDHHE-HACHINE 
La réussite du développement d'un logiciel dépend 
d'une bonne estimation de ses performances. 
Les performances en temps et en mémoire sont en 
général bien estimées. Mais on oublie trop souvent de 
tenir compte des performances de l'interface de commu-
nication avec l'utilisateur. 
Nous appelerons interface utilisateur, tous les 
aspects du logiciel en contact avec l'utilisateur, phy-
siquement et conceptuellement. Les autres aspects du 
logiciel, qui sont cachés à l'utilisateur, sont ce que 
l'on peut considérer comme l'implantation. 
Cette séparation théorique n'est pas en général 
aussi claire dans la pratique; souvent des aspects de 
l'implantation que le programmeur pense cachés, réappa-
raissent dans l'interface. 
Les performances d'une interface peuvent itre mesu-
rées suivant plusieurs critères: 
• rapidité d'exécution d'une tâche 
• gravité des erreurs de manipulation 
• étendue du domaine des tâches pouvant itre 
réalisées 
• durée d'apprentissage 
• facilité de mémorisation des manipulations 
pour l'utilisateur 
• accord avec les habitudes de travail de l'uti-
lisateur 
Cette liste n'est pas exhaustive. De plus, on doit 
tenir compte de l'expérience de l'utilisateur dans l'u-
tilisation d'un système informatique. 
Plusieurs auteurs, comme MORAN [Mora] ou GREEN 
[Gree], ont mis au point des méthodes de spécification 
formelle d'interfaces. Mais le comportement et la psy-
chologie des utilisateurs semble résister à toutes for-
malisations. Il n'y a donc pas actuellement de méthode 
systématique pour créer la meilleure interface po s si-
ble. Les concepteurs font en général confiance à leur 
intuition. 
Plusieurs approches sont en général utilisées: 
• On examine les logiciels déjà existants, afin 
d'obtenir une liste de leurs caractéristiques. 
On fabrique alors une interface à partir des 
meilleures de celles-ci. 
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• On spécifie les fonctions une par 
implante chacunes de celles-ci en 
une commande pour l'invoquer. 
une, et on 
définissant 
Ces deux approches fournissent en général des 
interfaces inconsistantes, c ·est à dire sans 
logique d'ensemble. Une autre approche peut être : 
• On 
et on 
tant. 
implante 
élabore 
un 
un 
ensemble 
langage 
complet de fonctions 
de commandes consis-
Cette dernière approche peut donner naissance à 
des concepts et abstractions inaccessibles à l'uti-
lisateur moyen. 
Pourtant un logiciel, dont 1' interface utilisateur 
est mal construite, peut perdre tout intérêt car son 
apprentissage est trop compliqué. Dans le pire des cas, 
il peut être inutilisable meme par des gens expéri-
mentés. Les utilisateurs en sont amenés à suivre des 
"recettes de cuisines" sans pouvoir comprendre le sens 
de leurs manipulations et ils ne pourront jamais uti-
liser toutes les possibilités du logiciel meme si 
celles-ci sont immenses. 
D'où l'importance d'essayer d'élaborer une nouvelle 
stratégie pour guider la réflexion sur le développement 
d'une interface et d'éviter les erreurs les plus 
graves. 
Cette stratégie comporte trois étapes. 
Toutes les approches, énumérées ci-dessus, omettent 
une étape essentielle qui est 1' ana1yse des tâches et 
de 1' environnement de travail habituels de l'utilisa-
teur. 
Cette analyse comporte les points suivants: 
• quels utilisateurs? 
• quelles sont les tâches à accomplir? 
• de quelles informations a-t-on besoin? 
• quelles informations sont générées? 
• quelles méthodes sont employées? 
De cette analyse, on détermine une structuration du 
domaine des tâches en sous-tâches. 
Elle induit une description des objets manipulés 
par l'utilisateur. 
Cette analyse est un processus difficile à mener à 
bien. Elle doit se faire en collaboration avec des 
experts du domaine visé. KABRI s'est développé au sein 
de l'équipe "Algorithmique et Programmation", qui com-
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prenait durant cette période des chercheurs en théorie 
des graphes et des ensembles ordonnées, ainsi que des 
praticiens réalisant des applications algorithmiques. 
L'étape suivante est .la description sémantique de 
.l'interface. 
Ce niveau représente ce que beaucoup d'auteurs 
appelle "mental. user' s madel.". Elle représente 1' en-
semble des entités et des opérations sur ces entités 
permettant à l'utilisateur d'accomplir les tâches 
répertoriées au niveau précédent 1 dans 1' environnement 
informatique. 
Il est important de s'assurer de .la consistance de 
cette description avec .l'analyse des tâches. Pour 
chaque tâche répertoriée dans .le domaine, on doit pou-
voir trouver une méthode de réalisation en termes d'o-
pérations atomiques. Cette description devra tenir 
compte des impératifs de complexité d'exécution d'une 
tâche (plus la méthode de réalisation sera complexe, 
moins .l'interface sera efficace). 
C'est une étape importante. Ce modèle, expliqué à 
1' utilisateur, lui permettra d'anticiper le comporte-
ment du système. Il sera donc utile dans la rédaction 
des manuels d'utilisation. 
On passe ensuite à .la description syntaxique de 
.l'interface. 
Elle est constituée par .la représentation externe 
des données, la descrition de .l'affichage (écho, mes-
sage d'erreur, ... l et par l.a description précise de 
chaque commande. 
Elle représente l'aspect concret du modèle d'inter-
face. 
La représentation des données doit être aussi 
fidèle (c'est .le principe WYGIWYS "What You Get Is What 
You See") et économique que possible. Toutes les 
actions effectuées doivent avoir un effet visible et 
cohérent afin que l'utilisateur puisse prévoir la pro-
chaine commande. Cette représentation doit être fidèle 
économique et non ambiguë. On trouvera beaucoup d'idées 
sur la représentation des données dans (Oer1] (Ber2]. 
Un exemple de représentation ambiguë est celle 
employée dans la version de "MAKE" 1 utilitaire UNIX de 
maintenance de logiciel,dont nous disposons à l'école 
des mines 1 pour .lequel tabulation et blancs ont des 
significations différentes malgré qu'ils ne soient pas 
différents une fois affichés. 
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Ce n'est qu'a~ors que ~·on difinit le sty~e de dia-
~ogue en reliant chaque commande à des actions physi-
ques. Le choix de ce style est fortement influenci par 
le type d'uti~isateur du logicie~ (novice ou expert) et 
doit s'accorder à ses habitudes de travai~. 
Ce dia~ogue doit être consistant (les mêmes actions 
doivent toujours avoir les memes risultats), demander 
~e minimum d'effort (les commandes les plus employies 
doivent être les p~us simples), sur (~es commandes dan-
gereuses doivent soit demander une con-firmation, soit 
être réversib~es). 
Si l'environnement le permet, cette description 
peut être une simulation des outils habitue~s (non 
in-formatiques) de l'utilisateur. 
Les avantages de cette stratégie sont les suivants: 
• Le concepteur du logicie~ dirige son attention. 
sur le système vu par l'utilisateur. 
• E~le permet d'assurer un certaine consistance 
et simpliciti. Elle sert d'outil pour faci~iter 
l'implémentation, la rédaction de manue~s d'uti-
lisation. 
• Pour une ana~yse des tâches, ~e concepteur a 
~a possibi~iti de dicrire plusieurs modèles pour 
~'utilisateur ou p~usieurs syntaxes d' interac-
tion. E~le autorise donc une ana~yse des perfor-
mances de l'inter-face (temps d'apprentissage, 
rapidité d'execution, .. ) grâce aux travaux en 
ergonomie et en psychologie app~iquie [Car3]. 
Grâce à l'approche descendante ~ue cette stratigie 
priconise, ce~~e-ci permet d'attirer l'attention du 
concepteur sur ~e domaine des tâches que doit supporter 
le ~ogicie~ et sur le modèle conceptuel, qu'aura ~·uti­
lisateur, de ce logiciel. 
Trop porter l'at ten tian sur le s ty~e d' interaction 
p~ut cacher ~·importance du modèle sous-jacent du ~sgi­
cie~. L' é~aboration de ce modè~e nous semb~e le point 
le p~us important de ~a stratégie proposie. Sans ce~ui­
ci. le logiciel peut devenir inuti~isab~e soit par une 
trop grande complexité et un manque d'uniformiti (uti-
lisation style recette de cuisine), soit à cause de la 
di-f-ficu~té d'apprentissage et de mémorisation. 
Comme on peut le voir, 
être une verrue rajoutée à 
mais doit être prise en 
une bonne inter-face ne peut 
un programme déjà existant, 
compte dés le dibut de la 
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réflexion. 
Cette stratégie reste informelle; elle n'offre ni 
langage de spécification, ni méthode de vérification de 
consistance et d'efficacité. Une telle étude sortirait 
du domaine de ce rapport. 
La description de l'interface de KABRI suivra cette 
stratégie. 
3. MODULARITE 
Le développement d'un logiciel interactif est, pour 
une part, une activité expérimentale (dans l'état 
a ct uel des connaissances) comme nous 1' a v ons signalé 
dans l'introduction. 
On doit donc fa ci li ter les mo di f ica ti ons du logi-
ciel durant son cycle de vie, grâce à une décomposition 
bien choisie séparant fonctionnalités et interface, 
afin de permettre une adaptation au type d'utilisateur. 
On peut ainsi préférer une interface basée sur un sys-
tème de menus pour des utilisateurs occasionnels à une 
interface de type langage de commande préférée par des 
experts informaticiens. 
L'adaptation à des environnements physiques diffé-
rents suppose aussi une séparation entre interface et 
périphériques. De nouveaux périphériques, de plus en 
plus sophistiqués apparaissent de jour en jour (bitmap 
couleur, synthétiseur et analyseur de la parole, ... ). 
Ces périphériques sont souvent disponibles sur des 
micro-ordinateurs. La plupart du temps, les systèmes 
d'exploitation ne permettent d'utiliser uniquement des 
terminaux vidéos avec des claviers QWERTY. La gestion 
de terminaux possédant des protocoles plus sophistiqués 
est assurée par le logiciel d'application. 
De manière traditionnelle, les logiciels sont 
décomposés en modules, qui chacun réalise une ou un 
ensemble de fonctions. Une telle approche tend à 
ignorer l'importance de l'interface de communication 
avec l'utilisateur. Si chacun des modules est réalisé 
par un programmeur différent, l'interface aura des 
chances d'être inconsistante. Si un module est modifié 
sans toucher aux autres, Il risque d'arriver la même 
mésaventure et que l'interface devienne incohérente. 
Les protocoles nécessaires au contrôle des termi-
naux sophistiqués ne sont pas, en général, soutenus par 
les systèmes d'exploitation, mais par le logiciel 
d'application lui-même. Chaque type de terminaux ayant 
son propre protocole, le logiciel devient de plus en 
plus complexe s'il doit fonctionner dans plusieurs 
environnements. Cela restreint fortement les possibi-
lités d'amélioration de l'interface grâce à un matériel 
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plus sophistiqui. 
On propose une autre dicomposition tenant compte de 
l'interface, diffirente de la dicomposition fonctio-
nelle. 
Un logiciel est dicoupi en modules, entre autre, 
dans le but de minimiser les effets d'une modification 
locale, sur le logiciel tout entier. 
Les interfaces entre modules doivent être difinies 
clairement et de façon ginirale pour ne pas avoir à 
être modifiies par la sui te. On peut employer à cet 
effet la mithode de spicification par types abstraits 
(Gutt] que nous avons dicrit dans la première partie de 
ce rapport. Un module est alors difini en termes d'ob-
jets et d'opirations sur ces objets. 
Trois aspects d'un logiciel interactif sont amenis 
à être modifiis : 
• l'ensemble des fonctionnalitis, soit par la 
modification d'une fonctionnaliti dijà exis-
tante, soit par l'ajout d'une nouvelle fonction-
naliti. 
• l'interface de communication, soit pour l'a-
dapter à de nouvelles fonctionnalitis, soit pour 
l' amiliorer, soit pour l'adapter à un nouveau 
type d'utilisateur (novice ou expert). 
• les piriphiriques utilisis. 
La dicomposition proposie est donc la suivante 
Modularité 
APPLICATION 
module fonctionel 1 
module fonctionel 2 
' 
module 
GESTION INTERFACE 
module 
GESTION TERMINAL VIRTUEL 
L'implantation de KABRI suivra cette décomposition 
modulaire. 
4. EXTENSIBILITE 
4.1. INTRODUCTION 
Il est évident que l'extensibilité et la possibi-
lité de modifications de l'environnement est une carac-
téristique des logiciels interactifs. L'utilisateur 
doit être le moins possible limité par les décisions 
des implémenteurs du logiciel. 
Ce problème se pose de manière aiguë dans KABRI. En 
effet, le domaine de l'algorithmique des graphes et des 
ordres est trop large pour espérer inclure dans un seul 
logiciel les principales applications actuell~s. En 
outre il est illusoire d'espérer maitriser toutes les 
applications possibles. Pour que KABRI puisse vivre et 
évoluer, il lui faudra l'aide des utilisateurs pouvant 
développer et insérer de nouvelles fonctionnalités. 
Ainsi, KABRI est 
tive de manipulation 
graphes. 
une 
de 
structure logicielle interac-
graphes et d'algorithmes de 
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Le problème d'extensibilité se pose essentiellement 
dans deux tâches : 
• le dessin de graphes 
• les calculs de propriétés sur les graphes 
Dans la fabrication de dessins de graphes, le 
chercheur doit pouvoir utiliser des opérations plus 
complexes que l'ajout, la suppression ou le déplace-
ment. Par exemple, substituer à un noeud A un graphe G 
avec certaines règles de connexion entre les sommets 
voisins de A et les sommets de G. 
Le nombre sans cesse croissant d'algorithmes décou-
verts (consulter par e,xemple le thèse de M. HAMROUN 
[Hamr]) dans le domaine des graphes et des ensembles 
ordonnés impose à KABRI la capacité d'accepter de nou-
velles fonctions de calcul. L'idéal est de pouvoir 
aussi insérer des programmes déjà écrits avec le 
minimum de modifications. 
Deux méthodes différentes, 
d e s s in d e g ra ph e s et. 1 ' a ut re 
graphes sont proposées. 
une 
pour 
pour l'édition de 
le calcul sur les 
4.2. EXTENSIBILITE DANS L'EDITION DE DESSIN 
De la même façon que dans des logiciels du type 
EMACS ou VI, qui sont de~ éditeurs de texte, l'utilisa-
teur peut définir des macro-opérations à partir des 
fonctions d'identification d'ajout et de suppression de 
sommets ou d'arcs. 
4.3. EXTENSIBILITE DANS LES r1FONCTIONS DE CALCUL 
L'utilisateur ctoit pouvoir disposer d'un ensemble 
de "bibliothèques~ de fonctions de calcul. Chacune 
d'entre elles contiendra un nombre limité de fonctions 
différentes. Elles pourront être chargées dynamiquement 
quand le besoin s ·en fait sentir. Ces bibliothèques 
devront pouvoir être fabriquées facilement à partir de 
programmes de provenances diverses. 
Lors du chargement·, il y a redéfinit ion des noms de 
fonctions déjà connues. On permet ainsi à l'utilisateur 
de redéfinir à sa guis·e certaines fonctions, et d'en 
employer de plus performantes. 
Un système écrit en PASCAL, ou un autre langage 
compilé. ne peut pas avoir cette possibilité. Il devra 
être modifié et recompilé et une extension deviendra 
alors une version sépar.ée. L'utilisateur devra alors 
choisir, avant de travailler la version qui lui con-
vient, avec l'impossibilité de combiner des fonctionna-
lités de deux versions différentes. De plus, l'extensi-
bilité n'est plus possible dynamiquement pendant une 
Extensibilité 
session de travail. 
Une solution est l'écriture du système grâce à un 
langage interprété du type LISP, APL ou SNOBOL. Données 
et fonctions ont alors la meme forme (la forme des 
S-expres sions pour LISP, par exemple), et les données 
peuvent être exécutées comme des programmes. Les fonc-
tions, à charger dynamiquement doivent alors être 
écrites dans ce même langage ou, sinon, être intégrées 
dans dans le corps même de l'interprète et l'on revient 
à l'impossibilité précédente. 
Il est aussi possible d'utiliser un éditeur de 
liens dynamique. 
Mais un éditeur de liens dynamique est un programme 
compliqué à construire, lourd d'emploi et il y en a peu 
de disponibles (le seul que nous connaissons est celui 
disponible sur le système MULTICS). Aucun éditeur de ce 
type n'est disponible actuellement dans l'environnement 
logiciel UNIX dont nous disposons. 
La solution que nous avons finalement retenue, est 
celle de 1' exécution des fonctions par des processus 
indépendants crees dynamiquement au cours de l' exécu-
tion. Les données et résultats sont transmis par commu-
nication entre ces processus. Des facilités de ce type 
sont offertes par UNIX (voir annexe 3). 
Les fonctions de calcul seront des programmes 
écrits dans un langage quelconque, ceci indépendamment 
de KABRI. 
Un ensemble de procédures d'accès aux objets mani-
pulés et à leur affichage sera disponible pour le créa-
teur de ces nouvelles fonctions, cela pour chaque lan-
gage employé pour écrire ces fonctio~s. Ainsi l'utili-
sateur pourra ajouter des fonctionnalités à KABRI sans 
avoir à connaitre sa structure interne. 
Le type abstrait suivant décrit le genre de procé-
dures pour accéder à un graphe de KABRI. 
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type graphe 
paramètre noeud. 
constante graphe_vide graphe(noeud). 
opérations 
aj_noeud(graphe(noeud) ,noeud) ~ graphe(noeud) 
aj_arc(graphe(noeud),noeud,noeud) ~ graphe(noeud) 
enl_noeud(graphe(noeud),noeudl ~ graphe(noeud) 
enl_arc(graphe(noeud),noeud,noeud) ~ graphe(noeud) 
existe_noeud(graphe(noeud) ,noeud) ~ booleen 
existe_arc(graphe(noeud) ,noeud,noeud) ~ booleen 
vide(graphe(noeud)) ~booleen 
nbre_noeud(graphe(noeud)) ~entier 
nbre_arcs(graphe(noeud)) ~entier 
significations : 
enl_noeud(graphe_vide,N) ~ graphe_vide 
enl_noeud(aj_noeud(G,N1) ,N2) ~ 
si N1 = N2 
alors G 
sinon aj_noeud(enl_noe~d(G,N2l,N1) 
enl_arc(graphe_vide,N1 ,N2) ~ graphe_vide 
enl_arc(aj_arc(G,N1 ,N2) ,N3,N4) ~ 
si N1 = N3 et N2 = N4 
alors G 
sinon aj_arc(enl_arc(G,N3,N4) ,N1 ,N2) 
existe_noeud(graphe_vide,Nl ~ faux 
existe_noeud(aj_noeud(G,N1),N2) ~ 
si N1 = N2 
alors G 1 
sinon aj_noeud(existe(G,N2l .~1) 
existe_arc(graphe_vide,N1 ,N2) ~ fauxi 
existe_arc(aj_arc(G,N1 ,N2) ,N3,N4l ~ 
si N1 = N2 et N1 = N4 
alors G 
sinon aj_arc(existe_arc(G,N3,N4),N1 ,N2l 
nbre_noeud(graphe_vide) ~ 0 
nbre_noeud(aj_noeud(G,Nll ~ nbre_noeud(G) + 
nbre_arc(graphe_vide) ~ 0 
nbre_arc(aj_arc(G,N1,N2)) ~ nbre_arc(G) + 1 
Extensibilité 
Lors de la reconnaissance d'une fonction par KABRI, 
il y a création d ·un processus fils, par la primitive 
du système FORK, chargé de l'exécution de cette fonc-
tion, grâce àla primitive EXEC, la transmission des 
données et résultats se faisant par des tubes de commu-
nication (voir annexe 3). 
Les avantages de cette méthode tiennent à la faci-
lité d'ajout d'une fonctionnalité à KABRI à partir d'un 
programme quelconque déjà existant. 
Passons aux désavantages : 
• Le manque de rapidité dÛ à l'utilisation des 
tubes qui obligent à deux transformations: 
structure 
dynamique 
<=> structure 
statique 
dans l'état actuel de UNIX qui ne tolère pas que 
plusieurs processus partagent des variables. 
• L'utilisation répétée de FORK et EXEC ralen-
tira l'interprète. En un premier temps, nous 
avons décidé d'utiliser la primitive FORK une 
seule fois à l'initialisation de KABRI. Chaque 
fonction est par la suite, lancé grâce à la pri-
mitive EXEC par la fonction précedente. Ceci est 
réalisé en imposant à toute fonction de com-
·porter comme dernière instruction, un appel à 
une procédure FIN. Cette procédure restera blo-
quée jusqu'à la demande par KABRI d'une exécu-
tion, puis écrasera son code par celui de la 
nouvelle fonction grâce à EXEC. 
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CHAPITRE 2 
DESCRIPTION DE KABRI 
1. ANALYSE DES TACHES ET DES BESOINS 
Le but poursuivi est d ·analyser le travail d'un 
chercheur en théorie des graphes. 
1.1. DEFINITIONS DES PRINCIPAUX TERMES 
Nous définissons les principaux termes utilisés 
dans la suite de cette section. 
graphe: 
Un graphe G=(X,U) est le couple constitué: 
a) par un ensemble de sommets 
X={x1,x2, ... ,xn} 
b) par une famille d · arcs U = ( u 1 , u 2 , ... um) 
d'éléments du produit cartésien 
X x X = { ( x , y ) 1 xe: X , ye: Y } ; 
dessin de graphe 
Un dessin de graphe est un schéma plan constitué 
par un ensemble {fini) de points, qui seront les 
sommets, et par ensemble de courbes simples du 
plan, orientées à l'aide d'une flêche, qui 
seront les arcs, reliant chacune deux de ceux-
ci. 
La forme des arcs et des sommets dessinés peut 
varier suivant les auteurs. Un nom et un nombre 
(poids) peuvent être associés à chacun des som-
mets et arcs. Des commentaires (texte) sont sou-
vent associé à ce graphe. 
La pas i tian des sommets est chais ie, soit par 
une esthétique. soit par une propriété que l'on 
veut visualiser (les sommets d'un circuit seront 
21 
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dessinés sur un cercle, 
sins peuvent donc aussi 
calcul (par exemple un 
d'un graphe planaire). 
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par exemple). Ces des-
être le résultat d ·un 
programme d'affichage 
Pour certaines propriétés non orientées" d ·un 
graphe, la direction des flèches importe peu. Il 
n ·y a alors que deux sommets reliés par une 
courbe, qui représentera une arête. 
notes de travail 
Ces notes sont formées par un ensemble de textes 
non structuré. Elles sont liées aux dessins de 
graphes et aux calculs effectués. 
Le notes et dessins sont "archivés" 
chercheur pour pouvoir être réutilisés 
suite pour l'écriture d'un texte final. 
par 
dans 
le 
la 
texte scientifique : 
Il s'agit d'un texte imprimé, mise en page sui-
vant certaines règles (celles de la revue où 
doit être publié le texte, par exemple). 
Ce texte comporte généralement des dessins de 
graphes et des formules mathématiques. 
1.2. TACHE PRINCIPALE 
Buts: 
- Elaborations de conjectures. 
Démonstrations de théorèmes. 
- production de textes scientifiques (rapports. 
articles, ... ). 
Données: 
Les données de ce travail sont informelles. Il 
s'agit d'idées, d'intuitions, de problèmes posés 
par d'autres chercheurs.... Le chercheur tra-
vaille sur des dessins de graphes, calcule les 
propriétés de ces graphes, sur ses notes de tra-
vail, sur des articles et des livres. 
Resultats: 
- Conjectures. 
- Théorèmes démontrés. 
- Notes de travail, commu.ni ca bles à des collè-
gues. 
- Rapports de recherche, articles comprenant à 
la fois dessins de graphes et formules scienti-
Analyse des tâches et des besoins 
fiques. 
Méthodes: 
a) dessins de graphes sur une feuille de papier. 
b) calculs sur ces graphes dessinés. 
c) écriture de notes de travail sur un calepin. 
d) archivage de ces dessins et de ces notes. 
e) élaboration des théorèmes et de leurs 
démonstrations formelles à partir des trois 
étapes a, b, c et d. 
f) écriture du texte à partir de e. 
•Remarque Les étapes a, b, c et d se déroulent en 
général dans un ordre quelconque et de manière discon-
tinue dans le temps .. 
On obtient ainsi une division en six sous-tâches 
que nous allons décrire dans les paragraphes suivants. 
1.3. MANIPULATION DE DESSINS DE GRAPHES 
Buts: 
Le chercheur construit des dessins de graphes 
sous un forme lui permettant de visualiser les 
propriétés de ce graphe. 
Données: 
- des ~euilles, des crayons, une gomme 
- un ou plusieurs graphes déjà dessinés ou non 
dont on peut connaitre certaines propriétés déjà 
calculées. 
Résultats: 
Un ou plusieurs dessins de graphes dont cer-
taines caractéristiques seront visibles et qui 
seront utilisés pour les calculs de propriétés 
ou d ·invariants et pour l'écriture d'un texte. 
Ils sont donc en général archivés. 
Méthodes: 
a) Ajout, suppression et déplacement de sommets, 
d'arcs ou d'arêtes ou des opérations plus com-
plexes (fusion, joint, ... ) pouvant s'exprimer 
sous forme d'ajout et de suppression. 
b) Mi se en évidence visuelle (commenta ires, 
formes, couleurs, .. ) de certaines parties 
(classes de sommets, ... ) de ces graphes. 
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1 . 4. CALCUL 
GRAPHES 
DE PROPRIETES ET D'INVARIANTS SUR CES 
Buts: 
Déterminer une ou les propriétés d'un ou plu-
sieurs graphes. 
Données: 
- Un ou plusieurs graphes la plupart du temps 
sous Tormes de dessins. 
- Des paramètres utiles au calcul (par exemple 
deux sommets A et B pour calculer le plus court 
chemin entre A et 8). 
Résultats: 
- Un ou plusieurs graphes. Les objets de type 
circuits, chemins, composantes, peuvent s'in-
terpréter comme des graphes. Ces graphes peuvent 
être sous la Torme de dessins. 
- Un invariant sous TOrme d'entiers ou de réels. 
- Un propriété sous Torme de booléen (vraie ou 
fausse). 
Méthodes: 
On applique les algorithmes connus ou venant 
d'être inventés "i la main". Dans le cas d'algo-
rithmes exhaustifs, on essaye de se persuader 
d'avoir considéré tous les cas possibles. 
1.5. ECRITURE DE NOTES DE TRAVAIL. 
Buts: 
Ecrire des notes consultables par soi-même ou 
communicables i un autre chercheur. 
Garder la trace d'un certain travail. 
Données: 
- Des graphes, des dessins, des proprietés de 
ces graphes. 
- D'autres notes déji archivées. 
Résultats: 
Des notes manuscrites. 
Analyse des tâches et des besoins 
Méthodes: 
En général, le chercheur utilise des feuilles de 
papier, liées parfois par des trombones 
1.6. ARCHIVAGE DES DESSINS, DES NOTES ET DES PROPRIETES 
Buts: 
Notes, dessins de graphes et propriétés sont 
reliés et archivés afin pouvoir les consulter 
dans la suite du travail et pour la rédaction de 
rapports. 
Données: 
- notes de travail 
- dessins de graphes 
- resultats de calcul sur des graphes 
un critére de sélection 
Résultats: 
- notes et dessins de graphe correspondant au 
critére 
Méthodes: 
Cette recherche se fait en lisant le contenu des 
papiers où se trouve dessins et notes. 
1~7. FABRICATION DE TEXTES DE RAPPORT 
Buts: 
Créer une version propre et définitive d'un 
texte résultant d'un travail. 
Données: 
- Dessins de graphes. 
- Propriétés et résultats de calculs. 
- Notes de travail. 
Résultats: 
Un ensemble de textes mis en page 
comportant formules mathématiques et 
graphes. 
Méthodes: 
et imprimés 
dessins de 
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a) Fabrication d'un texte manuscrit. 
b) Fabrication de dessins. 
c) Mise en page des résultats de a et b grace à 
une machine à écrire, des ciseaux, de la colle. 
d) Si nécessaire, correction et retour à l'étape 
a . 
2. QUELQUES REMARQUES 
On peut noter la forte connexion entre les ré sul-
tats et les données de ces différentes tâches. En 
effet, les tâches de dessins, de calcul et de prise de 
notes se déroulent en parallèle dans le travail du 
chercheur. 
L'écriture du texte 
en un seul temps, mais 
amassé précédement. 
est plutôt une tâche effectuée 
elle utilise tout le matériel 
· L'utilisation d'un système de multifenêtrage per-
mettra de conserver ce parallélisme. Chaque tâche est 
associé à une fenêtre sur l'écran du poste de travail. 
Passer d'une tâche à une autre se résume à la designa-
tion de la bonne fenêtre. Ainsi d'un seul coup d'oeil, 
l'utilisateur considère le fonctionnement de plusieurs 
tâches qui vont lui permettre une prise de décision. 
Par exemple, plusieurs fenêtres, qui peuvent éventuel-
lement se recouvrir, permettront l'édition de plusieurs 
graphes en même temps, chaque fenêtre étant considérée 
comme une feuille de papier sur un bureau. 
La description du modèle de KABRI fera donc inter-
venir la notion de fenêtre. 
Pour obtenir la même souplesse qu'avec un cahier de 
brouillon traditionnel, où aucune opération de modifi-
cation n'est catastrophique (sauf la destruction d'une 
feuille de ce cahier), 1' utilisateur devra, soit être 
prévenu du danger de la manipulation qu'il va effec-
tuer, soit pouvoir défaire la dernière modification. 
3. DESCRIPTION SEMANTIQUE 
3.1. MODELE POUR L'UTILISATEUR 
On décrit ici le modèle conceptuel de KABRI. Il 
s'agit d'abord de recenser les objets et opérations qui 
seront utilisés pour la réalisation des tâches détermi-
nées par l'analyse, dans l'environnement informatique. 
Ce modèle décrit pour l'instant 
tâches d'édition de dessins de graphes. 
seulement les 
Description sémantique 
3.1.1. Description des objets manipulés par KABRI 
Deux types d'objets seront manipulés par l'utilisa-
teur: 
• Les objets intinsiques i la tiche (par exemple 
les dessins de graphes). 
• Les objets de contrôle servant i la manipula-
tion du logiciel (les menus. les fenêtres, ... ) . 
3.1.1.1. Objets intrinsiques 
Dessins de graphes : 
Un dessin de graphe est un schéma plan constitué 
par un ensemble de symboles (disques, carré, .. ) , 
qui seront les sommets, et par un ensemble de 
courbes, qui seront les arcs. reliant chacune 
deux de ceux-ci. Il est dessiné par 1' utilisa-
teur· dans une fenêtre d'édition (voir ci-des-
sous). 
On appelle graphe actif, le graphe associé i la 
fenêtre active. Il y en a au plus un sur lequel 
portera les commandes décrites ci-dessous. 
Chaque dessin est associé i un nom donné par 
l'utilisateur. 
La forme des arcs et des sommets dessinés sera 
'ftixée par 1' utilisateur. Un nom et un nombre 
dpoids) peuvent être associés i chacun des som-
mets et' arcs. Des commentaires sont souvent 
associés i ce graphe. 
Noeud identifié 
Un noeud identifié passe en inverse vidéo. Il 
sera l'argument de la prochaine commande. 
Arc ou arête identifié 
Idem que ci-dessus. 
Classe de sommets 
Il s'agit d'un ensemble de sommets identifié. 
Ils seront les arguments de la prochaine com-
mande. 
Classe d'arcs ou d'arêtes : 
Idem que ci-dessus. 
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3.1.1.2. Objets de contr6le 
Fenêtres 
Une surface rectangulaire de 1' écran. Les c6tés 
de ces fenêtres sont parallèles au bord de l'é-
cran. Elles sont utilisées pour afficher texte 
et graphique. Les fenêtres peuvent se superposer 
comme des feuilles de papier sur un bureau. Un 
ordre total est donc défini sur ces fenêtres. 
Fenêtres d'édition de dessins de graphes 
Ces fenêtres sont utilisées pour dessiner des 
graphes. On peut donc leur appliquer toutes les 
opérations de construction de graphes. On peut 
en créer un nombre quelconque. mais une seule 
est active à la fois. 
Il n'y a qu'un graphe associé à chaque fenêtre. 
Fenêtre active : 
La fenêtre sur laquelle 
commandes explicitées 
qu'une fenêtre active à 
est située au-dessus de 
peuvent s'appliquer les 
ci-dessous. Il n'y a 
chaque instant. Celle-ci 
toute les autres. 
Surface sélectionnée : 
Menus 
Une portion de la surface de la 
tion de dessin de graphe active. 
lisée pour déterminer l'endroit 
d'un graphe à afficher. 
fenêtre d'édi-
Elle est uti-
et la taille 
Un menu est une fenêtre cons ti tué d'un certain 
nombre de lignes de texte, chacune correspon-
dante à une commande autorisée. 
Curseur : 
Un curseur indique à chaque instant un point de 
l'écran sélectionné par l'utilisateur. Sa forme 
est caractéristique de la fenêtre à laquelle 
appartient ce point ou de l'opération en cours. 
3.1.2. Description des opérations 
On décrit ici toutes les opérations portant sur les 
objets définis ci-dessus. 
Description sémantique 
3.1.2.1. Opérations sur les objets intrinsèques 
Sélection d'un sommet, d'un arc ou d'une arête 
On sélectionne un de ces trois objets en posi-
tionant le curseur à proximité. L'objet sélec-
tionné passe en inverse vidéo. Cette sélection 
permet d'indiquer l'argument de la prochaine 
commande. 
Cette sélection n'est valable que sur le graphe 
acti-f. 
Sélection d'une classe de sommets, d'arcs ou d'arêtes 
On sélectionne plusieurs objets d'un même type 
(sommets, arcs ou arêtes) L'ensemble des objets 
sélectionné pas se en in ver se vidéo. Ils seront 
l'argument de la prochaine commande. Cette 
classe est perdue après l'exécution de la com-
mande. 
Cette sélection n'est valable que sur le graphe 
acti-f. 
Sélection d'un dessin de graphe : 
On peut sélectionner un dessin de graphe par son 
nom. Cette sélection permet d'indiquer 1' argu-
ment de la prochaine commande. 
Ajout d'un arc ou d"u~e arête : 
On spéci-fie 
l'arc. Cette 
être 
l'origine, 
origine et 
puis 
cette 
- soit un sommet sélectionné. 
l'extrémité de 
extrémité peut 
- soit un point quelconque à 1' intérieur de 
la fenêtre d'édition. Un nouveau sommet est 
alors créé. 
- soit un arc 
l'ar~ est coupé 
sommet crée. 
Ajout d'un sommet, 
sélectionné. Dans 
en de,ux par le 
ce cas, 
nouveau 
L'ajout d'un sommet est équivalent à la création 
d'un arc dont l'origine et l'extrémité sont con-
-fondues. On ne peut pas créer un sommet sur un 
point de l'écran déjà occupé par un sommet. 
L'ajout d'un sommet sur un arc coupe celui-ci en 
deux. 
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Suppression d'un sommet, d'un arc, ou d'une arête 
On peut supprimer un sommet, un arc ou une arête 
sélectionné. La suppression d'un sommet entraine 
la suppression de tous les arcs ou arêtes adja-
cents. 
Déplacement d'un sommet : 
Le sommet sélectionné est déplacé à la nouvelle 
position indiquée par l'utilisateur. 
Si cette nouvelle position est occupée par un 
sommet, il y a fusion des deux sommets. Si elle 
est occupée par un arc ou une arête, celui-ci ou 
celle-ci est coupée en deux par le sommet. 
Ajout d'un nom , d'un poids ou d'un commentaire : 
Un nom, un poids ou un 
ajouté à un sommet, un 
mets ou d'arcs qui a 
tionnée. 
Opérations sur une classe : 
commentaire peuvent être 
arc ou une classe de som-
été précédemment sélec-
On peut supprimer ou déplacer une classe de som-
mets. On peut supprimer une classe d'arcs ou 
d'arêtes. 
Opérations sur un graphe : 
Un nom peut être associé à un dessin de graphe. 
On peut ajouter un dessin · de graphe déjà 
construit au graphe associé à la fenêtre active. 
La position de ce dessin est donnée par la 
sélection d'une surface rectangulaire sur la 
fenêtre et d'un dessin par son nom. 
On peut déplacer un dessin entier dans les 
limites de la fenêtre.· 
Opération défaire 
Cette opération permet de revenir sur la der-
nière modification effectuée sur le graphe. 
L'opération "défaire" peut elle-même être 
défaite. 
3.1.2.2. Opérations sur les objets de contrôle 
Description sémantique 
Création d'une fenêtre d'édition de graphe 
Une nouvelle fenêtre est créée de la dimension 
et à l'emplacement indiqué par l'utilisateur. 
Elle est associée à un dessin de graphe déjà 
existant ou vide. Cette fenêtre devient la 
fenêtre active et elle recouvre toutes les 
autres. 
Suppression d'une fenêtre d'édition de graphe : 
La fenêtre disparait de l'écran et son contenu 
est perdu. Les fenêtres cachées réapparaissent. 
Déplacement d'une fenêtre d'édition de graphe : 
La fenêtre indiquée est déplacée à un 
po si ti on de l'écran. Elle devient la 
active et recouvre toutes les autres. 
Activation d'une fenêtre d'édition de graphe 
nouvelle 
fenêtre 
La fenêtre désignée devient la fenêtre active et 
elle est placée au-dessus de toutes les autres. 
Selection d'une surface sur une fenêtre d'édition : 
Une surface peut être sélectionnée à l'intérieur 
d ·une fenêtre d'édition d.e dessin, en désignant 
deux coins opposés. 
Sélection dans un menu 
Chacune de des lignes du me~u corre~pond à une 
commande pouvant être désignée. Avant la sélec-
tion, la commande désignée ·est affichée en 
inverse vidéo. Après la sélection, le menu dis-
parait de l'écran. 
4. DESCRIPTION SYNTAXIQUE 
4.1. REPRESENTATION DES DONNEES 
Ce paragraphe décrit comment les objets manipulés 
sont présentés à l'utilisateur. 
4.1.1. Objets intrinsèques 
Un dessin de graphe est représenté comme une image 
noir et blanc. Les noeuds sont représentés sous diffé-
rentes formes (cercle, carré rectangle) de plusieurs 
tailles. Les arcs sont représen·tés sous la forme de 
segments avec une flêche indiquant la direction. Les 
arêtes sont representées par des segments. Ces segments 
peuvent avoir deux styles continu et pointillé. 
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Un noeud identifié est remp~i en b~a ne. Un a re ou 
une arête identifié est tracé en doub~e. 
4.1.2. Objets de contrô~e 
Une fenêtre est montrée comme un recta ng~e. E~~e 
possède une zone d'affichage et une zone titre. 
ZONE TITRE 
ZONE AFFICHAGE 
Figure 4.1.2.1 
Une 
tion du 
fenêtre 
fenêtre d'édition de dessin a pour titre "édi-
graphe" suivi du nom du dessin du graphe. La 
de ca~cu~ a pour titre "ca~cul". 
La fenêtre active est distinguée des autres par sa 
zone titre en inverse vidéo. 
Quand une fenêtre 
suit ~e mouvement du 
fini, la fenêtre est 
emp~acement. 
est déplacée, seu~e la bordure 
curseur. Quand le déplacement est 
effacée et réaffichée au nouve~ 
Une surface sélectionnée est montrée comme un rec-
tang~e aux bords parallèles aux côtés de la fenêtre. 
Un menu est une fenêtre constituée d'une zone titre 
désignant le type d'opérations et d'un ensemble de 
lignes, une pour chaque commande. La commande désignée 
passe en inverse vidéo. 
Description syntaxique 
Un curseur est affiché continuellement. 
mouvements de la souris. Son aspect change 
fenêtre dans laquelle il se trouve. 
Il suit les 
suivant la 
la 
au 
Lors 
forme 
début 
de la création d'une arête, le curseur 
d'un ligne elastique dont l'origine est 
de l'arc et l'extrémité à la position 
prend 
fixée 
de la 
souris. 
Lors du déplacement d'un sommet, le curseur prend 
la forme du noeud déplacé et de l'ensemble des arcs 
adjacents. Ces arcs deviennent élastiques et suivent 
les déplacement de la souris. 
Lors de la sélection d'une surface, le curseur 
prend la forme d'un rectangle élatique dont l'un des 
coins est fixe et le coin opposé suit les mouvements de 
la souris. 
4.2. DESCRIPTION 
UTILISATIONS 
DES PERIPHERIQUES ET DE LEURS 
Nous décrivons dans ce paragraphe l'ensemble des 
périphériques du poste de travail utilisé pour la com-
munication entre l'utilisateur et le logiciel. 
L'affichage se fait sur un bitmap haute résolution 
(780x1024 point) 
Un bitmap est composé de trois éléments: 
• une mémoire, appellée mémoire 
contient l'image affichée sous 
matrice d'intensité 
• un moniteur vidéo 
d'image,! qui 
forme d'une 
• un controleur, qui transforme, environ 50 fois 
par seconde, le contenu de la mémoire d'image en 
un signal vidéo accepté par le moniteur 
Un clavier traditionel (type QWERTY) permet à l'u-
tilisateur déntrer ces textes et commandes. 
Le système de mul ti fenêtrage permet de simuler un 
ensemble de terminaux graphiques sur le bitmap, chaque 
fenêtre peut être considérée comme un terminal. Les 
entrées au clavier sont adressées à la fenêtre dans 
laquelle se trouve le curseur. S'il n'y a qu'une fenê-
tre présente sur l'écran, les entrées sont dirigées 
obligatoirement sur cette fenêtre. 
Le poste de travail comporte aussi une souris munie 
de trois boutons. Cette souris sert à la désignation et 
au tracé. 
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La souris est une petite bai te repos a nt sur une 
bille. Elle a été mise au point au Stanford Research 
Institute. Quand la souris est déplacée sur une surface 
plane, son mouvement dans les deux directions orthogo-
nales est transmis à l'ordinateur par la rotation de la 
bille. Trois boutons, qui seront désignés par les nom 
droite, milieu et gauche, sont montés sur le dessus de 
la souris et l'utilisateur peut les actionner tout en 
déplaçant la souris. La souris est un outil de désigna-
tion très efficace comme le prouve diverses expérimen-
tations [Car1]. 
Le déplacement du curseur sur l'écran est asservi à 
celui de la souris. 
La souris permet de réaliser les opérations sui-
vantes: 
- Positionner le curseur sur un point de l' é-
cran. 
- Sélectionner un sommet, un arc ou une arête 
d'un dessin de graphe en positionnant le curseur 
à proximité. 
- Sélectionner une commande dans un menu en 
positionnant le curseur sur la commande en en 
appuyant sur n'importe quel bouton. 
- Tracer un 
appuya nt sur 
souris, puis 
arc en positionnant la souris, 
le bouton gauche. en déplaçant 
en relachant le bouton. 
en 
la 
- désigner un surface re!=tangulaire. il désigne 
d'abord un coin du rectangle, puis en maintenant 
un des trois boutons enfoncé, il déplace la 
souris. Un rectangle élastique se dessine, le 
coin diagonalement opposé suivant les déplace-
ment de la souris. Le rectangle est fixé quand 
on relâche le bouton. 
4.3. DESCRIPTION DES COMMANDES 
La syntaxe de chaque commande sera décrite sous la 
forme 
nom de la commande 
description informelle 
1) entrée numéro 1 et état 1 ~ effet 
2) entrée numéro 2 et état 2 ~ effet 
Description syntaxique 
Nous en décrirons 
alourdir le texte. 
Ajout d'un sommet 
qu'une partie pour ne pas 
On déplace le curseur jusqu· à l'endroit désiré 
et on appuie et relâche le bouton gauche de la 
souris. Un noeud est alors crée. Si le noeud est 
po si ti on né sur un a re, celui- ci est coupé en 
deux. 
créer un sommet en (x,y) 
1) déplacer la souris jusqu'en (x, y) et appuyer 
et relâcher le bouton gauche 
~ si le point (x,y) appartient à la fenêtre 
d'édition active 
alors 
si on identifie un noeud en (x,y) 
alors fini 
sinon 
si on identifie un arc AB passa~t par 
(x 1 y) 
alors 
début 
on supprime l'arc AB 
dans le graphe actif 
et on efface AB 
on crée un sommet C 
dans le graphe actif 
et on affiche C 
on crée l'arc AC dans le graphe actif 
et on affiche AC 
on crée l'arc CB dans le graphe actif 
et on affiche AC 
fin 
sinon on crée le sommet A 
dans le graphe actif 
et on affiche A. 
sinon fini 
Ajout d'un arc : 
On déplace le curseur jusqu· à l'endroit désiré 
pour l'origine de l'arc. On appuie sur le bouton 
gauche puis en mai tenant le bouton enfoncé, on 
déplace la souris la souris jusqu· à l'endroit 
desiré pour l'extrémité. Pendant le déplacement, 
un ligne élastique est créé entre l'origine de 
l'arc et la position de la souris. 
créer un arc entre (x1,y1) et (x2,y2) 
1) déplacer la souris jusqu'en (x1,y1) et 
appuyer sur le bouton gauche. 
-+si (x1,y1) appartient à la fenêtre d'édition 
35 
36 Description de KABRI 
active 
alors on crée un sommet A en (x1,y1). 
2) répéter , déplacer la souris en (xi, yi) dans 
la fenêtre active 
~ effacer le ligne élastique et la réafficher 
entre (x1,x2) et (xi,yi) 
3) relâcher le bouton en (x2,y2) 
~ si (x2,y2) appartient à la fenêtre d'édition 
active 
alors 
début 
on crée un sommet Ben (x2,y2). 
on crée l'arc AB dans le graphe actif 
et on affiche AB 
fin 
Suppression d'un sommet : 
On déplace la souris jusqu'à proximité du sommet 
et on appuie et on relâche le bouton du milieu. 
le sommet et les arcs adjacents à ce sommet sont 
alors supprimés. 
Supprimer le sommet en (x,yi 
1) déplacer la souris jusqu'en (x,y) et appuyer 
et relâcher le bouton du milieu 
~si (x,y) appartient à la fenêtre d'édition 
active 
alors 
si on identifie un sommet A en (x,y) 
alors 
début 
supprimer le sommet A· 
dans le graphe actif 
supprimer tous les arcs adjacent à A 
effacer le graphe actif 
afficher le graphe actif 
fin 
sinon fini 
sinon fini 
Toutes les autres commandes décrites dans le paragraphe 
précédent peuvent être aussi formalisée de cette façon. 
Description syntaxique 
5. ENVIRONNEMENT LOGICIEL D'IMPLANTATION 
Le prototype de KABRI est réalisé sur 
muni d'un micro-processeur 68000, et ayant 
tème d'exploitation MPX, developpé au CNET, 
"UNIX-like". 
une SM90, 
comme sys-
qui est un 
Cette machine est munie d'un bitmap haute-résolu-
tion (780x1024 pixel) noir et blanc NUMELEC EHR90 et 
d'une souris possédant trois touches de fonction. 
KABRI utilise un système prototype de multi-fenê-
trage, appellé APOTRE, développé au CNET, dans le cadre 
du projet CONCERTO de développement d'un poste de tra-
vail scientifique. 
Actuellement, ce système ne possède pas de biblio-
thèque graphique. Cette absence nous a empéché de déve-
lopper un prototype KABRI opérationnel. 
Le programme utilise donc un bibliothèque de pro-
grammes graphiques, écrit en assembleur 68000, n ·ayant 
aucune rel a tian avec le système de mul ti fenêtrage. Ce 
programme d'essai est écrit en C. Il n ·a pour but que 
de tester certains aspects de l'interface. 
Mais, nous avons choisi LISP, plus précisement le 
système Le_Lisp de l'INRIA [Chai], pour le futur dével-
lopement de KABRI. Pourquoi? Plusieurs éléments de 
réponse se trouvent dans le paragraphe suivant. 
6. POUR UNE VERSION LISP DE KABRI 
LISP a été mis au point par J. Mac CARTHY, dans les 
années 1958-1960, c'est à dire quand les langages s'ap-
pelaient FORTAN II, et que ALGOL sortë;lit à peine de la 
phase de spécification. 
LISP a, depuis, continué à exister sans modifica-
tion et a profité de vingt ans d'usage de la part d'une 
partie des informaticiens, particulièrement des cher-
cheurs en Intelligence Artificielle. Ceux-ci cher-
chaient la plus grande souplesse et puissance d'expres-
sion possible dans les manipulations symboliques, que 
ne possédaient pas les langages du type FORTRAN. Mais 
rien n ·empêche de le sortir de ce cadre. Les systèmes 
LISP actuellememt disponibles sont devenus des environ-
nements de programmation très puissants, comme 
INTERLISP pour ne citer qu'un exemple. 
LISP possède les avantages de la plupart des autres 
langages comme PASCAL ou C: 
- outils de mise au point de programmes 
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LISP fournit des outils de suivi d'exécution de 
fonction, ainsi que des outils de "déverminage· 
symbolique et dynamique (on arrête l'exécution, sur 
une erreur par exemple, on examine toutes les 
variables grace à leur nom symbolique, on les 
modifie au besoin et on repart dans l'exécution à 
partir du point d'arrêt). 
- fonctions d'accès au noyau du système 
En l'occurence, les systèmes LISP permettent 
d' accèder en général, à toutes les fonctionnalités 
disponibles du noyau du système d'exploitation sur 
lequel ils ont été implantés: création de pro-
cessus, communication entre processus, envoi de 
signaux, entrée-sortie de bas niveau, gestion des 
terminaux spécialisés comme les bitmaps. 
LISP offre, en plus, tous les avantages des lan-
gages interprétés plus quelques autres que nous allons 
énumérer. Il possède, bien entendu des défauts que nous 
aborderons à la fin de ce paragraphe. 
Mais voyons d'abord ses qualités: 
- facilité de mise au point des programmes. 
Comme tous les langages présenté sous forme c~n­
versationnelle, LISP permet le passage instantané 
entre le mode exécution et le mode édition. 
De plus, les systèmes LISP comprennent en 
général des environnements puissants, comme le 
fameux DWIM de INTERLISP qui est un programme de 
correction automatique d'erreurs (Do What I Mean), 
ou CEYX de Le_Lisp qui permet une programmation de 
type objets et donnant la possibilité de définir 
des structures de plus en plus complexes sous forme 
de classes et sous-classes d'autres structures, et 
ceci d'une manière proche de la définition des 
types abstraits. 
- traitement des erreurs par le programmeur. 
En FORTRAN, PASCAL ou C, le programmeur doit lui-
même vérifier l'entière validité des données, sous 
peine d'erreur fatale pour le programme. 
LISP propose une approche différente. Le pro-
grammeur laisse le système LISP détecter lui-même 
l'erreur (de man~ere plus efficace l, qui ne sera 
plus fatale. Cette erreur déclenche alors une fonc-
tion choisie suivant le type d'erreur parmi une 
liste de fonctions de traitement d'erreurs décrite 
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par le programmeur. 
Prenons un exemple. Plutôt que de vérifier sys-
tématiquement que les arguments d'une fonction sont 
bien numériques, on lais se 1 ·erreur se produire. 
LISP déclenche alors une fonction écrite par le 
programmeur lié à l'erreur "argument non numé-
rique". Suivant le type de l'argument passé et la 
procédure où s'est produite l'erreur, on pourra 
remplacer cet argument par un autre licite et 
reprendre l'instruction interrompue, ou déclencher 
une nouvelle erreur qui sera alors traitée à un 
niveau supérieur. 
Ces facilités sont indispensables dans la réali-
sation d ·un logiciel interactif, aussi bien pour 
traiter les erreurs de l'utilisateur que pour des 
comma nd es qui doivent être a cc es s ible à n'importe 
quel moment (comme la commande pour sortir du sys-
tème) . 
- possibilité de redéfinir les fonctionnalités 
de LISP lui-même 
Parce que LISP est défini à partir du noyau très 
simple que sont les paires pointées et les fonc-
tions de création et d'accès à celles-ci (les défi-
nitions peuvent être trouvées dans un ouvrage sur 
LISP, par exemple [Gira]) et à partir de LISP lui-
même, on peut redéfinir toutes les fonctionnalité 
du langage. même la fonction EVAL qui est le coeur 
de l'interprète. Ceci est impossible en PASCAL ou 
C, à. moins de modifier le compilateur. 
- donnés et programmes sont identiques. 
Données et programmes sont représentés sous la 
meme forme: les S-expressions ( S pour Symbolique), 
d'où la possibilité de faire manipuler des pro-
grammes LISP par un programme LISP. 
- absence de déclaration des types de variables 
Dans un langage compilé, le type de chaque 
variable ou structure doit être spécifié dans tous 
les modules l'utilisant. Chaque modifi~ation 
devient alors de plus en plus compliquée à effec-
tuer. 
En LISP, toute variable peut posséder quel type 
et la plupart des fonctions sont génériques. On 
permet ainsi une plus grande souplesse dans la 
modification de programmes. 
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- gestion des variables 
Contrairement aux langages compilés, dans les-
quels le nom des variables est perdu au moment de 
l'exécution, LISP les mémorise et permet ainsi la 
modification dynamique des variables globales pour 
s'adapter à l'utilisateur ou à l'environnement phy-
sique. 
Dans les langages 
n'est connue que dans 
elle a été déclarée. 
traditionnels, 
la construction 
une variable 
syntaxique où 
Lisp emploie la 
Donnons un exemple. 
liaison dynamique de 
Soit deux fonctions 
variables. 
(de A (x) b) 
(de B () (+x 2)) 
Supposons l'existence d'une variable globale x 
de valeur 1. Si la fonction A est appellé avec un 
paramètre valant 5, elle rendra la valeur 7. 
L'appel de la fonction a caché la valeur de x comme 
variable globale la lie à la valeur 5. Pour B, x 
vaut toujours 5 et non 1. Ce n ·est qu'à la fin de A 
que x retouvera sa valeur 1. 
Ceci est totalement 
exemple. Pourtant cette 
mique a des avantages. 
interdit 
méthode 
avec PASCAL, par 
de liaison dyna-
Soit une fonction A, qui lie la variable VAR, 
appelle la fonction 8, qui ell~-même appelle la 
fonction C utilisant VAR. Dans un langage compilé, 
A devra passer la valeur de VAR comme argument à B, 
ainsi que 8 à C. Si la variable VAR faisait partie 
d'une modification de A et C, on est alors obligé 
de modifier 8, et de récrire tous les appels à B. 
En LISP, la fonction 
aura accès, tous cela 
fonctions que A et C. 
B ignorera VAR, 
sans modification 
mais C y 
d'autres 
LISP est donc un des langages idéaux pour déve-
lopper des prototypes comme le sont en général les sys-
tèmes interactifs, ou des logiciels dont le coût de 
développement est largement supérieur au coût d'utili-
sation. Ce point est important, si l'on note, comme 
J.BENTLEY dans Communication of the ACM de février 
1985, qu'un programmeur produit en moyenne 2000 lignes 
de programme justes et documentées par an quelque soit 
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le langage employé. 
Mais rien n'étant parfait, les problèmes de LISP 
viennent essentiellement des temps d'exécution et de 
1' encombrement mémoire. problèmes plus sensibles qu'en 
PASCAL ou C. 
Les temps d'exécution peuvent, en partie, être 
réduit par l'utilisation d'un compilateur LISP. comme 
celui de Le_Lisp (avec un gain de 10 à 20). Mais ils 
restent supérieur à ceux d'un langage compilé. 
L'encombrement mémoire est un problème plus délicat 
à régler. LISP offre des possibilités de modification 
physique des contenus des structures de données, mais 
avec tous les problèmes que cela peut poser. 
Le dernier problème, et non le moindre, est celui 
de la portabilité entre systèmes LISP. Malgré la sim-
plicité du LISP "pur et dur", qui permet en théorie de 
résoudre tous les problèmes, les différents systèmes 
LISP offrent heureusement de nombreuses (plus de 800 
pour INTERLISP) fonctions plus puissantes. 
Malheureusement, toutes ces fonctions diffèrent d'un 
système à l'autre, ce qui rend difficilement portable 
un programme LISP. Heureusement, on trouve en général 
des fonctionnalités équivalentes (au nom et nombre 
d'arguments près). 
On peut noter d'autre part, que la 
langages plus traditionnel tel FORTRAN 
loin d'être évidente (voir à ce propos, 
de Y.GUIDO dans sa th~se [Guid]). 
porta bi li té de 
ou PASCAL, est 
les réflexions 
On pourra consulter le livre de J.J Girardot [Gira] 
qui constitue une bonne introduction à LISP. 
Notre but étant de construire un logiciel 
rimentation, notre choix s'est donc porté 
Nous y voyons, en outre, l'intérêt de mener 
rience de programmation d'un autre type. 
par expé-
sur LISP. 
une expé-
4 1 
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CHAPITRE 3 
CONCLUSIONS 
Nous avons décrit dans 
spécification d'un logicièl 
KABRI. 
cette deuxième partie la 
interactif, en 1' occurence 
De cet te réflexion sur l.' interactivité, nous a vans 
tirés certains enseignements 
~ une méthodologie de développement de l'inter-
face de communication homme-machine à partir 
d'une analyse des tâches à accomplir. 
• décomposition modulaire garantissant l'indé-
pendance fonctionnalité, interface de communica-
tion, gestion des périphériques, permettant un 
modification rapide du logiciel pour l.' adapter 
aux désirs de l'utilisateur. 
Le développement d'un logiciel., durant sa période 
de vie, ne dépend pas uniquement du créateur, mais 
aussi des utilisateurs. Nous avons donc proposé une 
solution à l'extensibilité par la création de processus 
communicants. 
Ces idées sont générales et nous espérons les uti-
liser dans l.a suite du· développement de KABRI, ainsi 
que sur d'autres logiciels, comme l.e projet INGRES 
[HabiJ. INGRES sera un poste de travail. pour la pl.ani-
f ica ti on de réseaux de télé commun ica ti on. Ce logiciel. 
devrait servir aux planificateurs dans l.es régions 
(DTRN, .. ) , aux gestionnaire de réseaux publics 
{ TRANSPAC, ... ) ou privés (banques, grosses entre-
prise, .. ) . 
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ANNEXE 1 
COMMUNICATIONS ENTRE PROCESSUS 
AVEC UNIX 
Les trois primitives FORK, EXEC et PIPE servent à 
créer et à faire communiquer des processus entre eux. 
Nous donnons dans cet te annexe quelques explica tians 
sur ces mécanismes. Pour avoir des renseignements plus 
complets, se rapporter à une documentation UNIX par 
exemple [Unix]. 
Soit le processus P, représentant l'exécution d'un 
programme p. 
Supposons qu'au moment où nous le considérons, il 
soit en train d'exécuter un appel à la primitive F9RK. 
Cette primitive système a pour effet de dupliquer 
intégralement le processus P, qui sera dorénavant le 
père, en un nouveau pro ces sus fils P: indépendant. Les 
données, le code, le compteur ordinal et les descrip-
teur des fichiers ouverts du père sont recopiés pour le 
processus fils. 
La seule différence entre les deux processus est la 
valeur rendue par la primitive FORK: 
- le fils reçoit la valeur 0 
- le père reçoit une valeur différente de 0 
Si l'on s ·en tient là, les deux processus vont 
continuer de s'exécuter en parallèle avec le même 
code et les mêmes données, à partir de l'intruction 
suivant l'appel à FORK. 
C'est là qu'intervient la primitive EXEC 
Si l'on veut que dans le fils 
programme différent de celui du père, 
sûr faire un test du type : 
se déroule un 
On peut bien 
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si fork()=O alors {programme du fils } 
sinon { programme du père } 
mais on peut aussi faire appel à la primitive EXEC. 
Cette commande aura pour effet d'écraser le code et 
les données du processus fils par ceux du programme 
passé en paramètre. Le contrôle d'exécution est 
alors passé au point d'entrée du nouveau programme. 
Seuls les fichiers ouverts par le processus père 
restent accessibles à ce processus fils. 
La primitive PIPE permet, elle, d'établir des 
"tubes" de communication entre processus d'une mime 
famille (au sens de FORK). Les processus peuvent 
réaliser sur un tube les mimes opérations de lec-
ture et d'écriture que sur les fichiers. 
PIPE, lors de son appel, crée une entrée en lec-
ture et en écriture sur un tube. Lorsque qu'un 
programme n forke n (fourche) 1 on obtient deux pro-
cessus pou va nt lire et écrire sur le meme tube, 
d one pou va nt communiquer. Il faut remarquer que la 
primitive EXEC préserve les accès aux fichiers 
ouverts, et donc au tube de communication. De plus, 
un tube peut itre partagé entre plus de deux pro-
cessus. 
Un message écrit dans un tube par un seul ordre 
d'écriture est assuré de ne pas itre découpé par 
d'autres méssages écrits au meme instant par d'au-
tres processus connectés au mime tube. 
Ces communications sont du type bloquant (écri-
ture sur un tube plein, lecture sur un tube vide). 
UNIX propose un autre moyen de communication 
basé sur les signaux d'interruption envoyés par la 
primitive KILL. Ce signal est recu par le processus 
indiqué en paramètre et par tous ces fils. 
permet à un 
sera sont 
signal 
procédure 
La primitive SIGNAL 
diquer au sytème quel 
l'arrivée d'un certain 
traiter en indiquant une 
suicider). 
processus d'in-
comportement à 
(l'ignorer, le 
de gestion, se 
Un fils créé par FORK hérite des traitements des 
signaux de son père. Lors d ·un EXEC, le nouveau 
processus ne posséde plus les procédure de gestion 
des signaux (écrasement du code). 
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Oecember 1983, North-Holland Publishing Company, 
19 84. 
Le document décrivant un prototype de cahier de 
brouillon sur SM90 et sous UNIX: 
[Kata] S. KATOSSKY, B. SEZNEC, Un cahier de brouillon sur 
SM90, Mémoire de Travail Personnel d'Option, Ecole 
des Mines de St-Etienne, juillet 1984. 
La référence sur le langage C: 
[Kern] B.W. KERNIGHAN, O. RITCHIE. The C programming lan-
guage, Prentice-Hall Software Series, 1978. 
Une application des langages orientés objet dans la 
simulation: 
[Klah] P. KLAHR, O. McARTHUR, S. NARIAN, SWIRL: An 
Object-Oriented Air Battle Simulator, Proc. AAAI-82, 
Pittsburgh, August 1982. 
Ce texte est un annexe au rappaort de la commission 
présidée par M.J. Yoccoz consacrée aux besions de la 
recherche en matière d'équipements.informatique. 
[Laza] O. LAZARO, Les besoins de la recherche mathématique 
en moyens informatiques, Gazette des Mathématiciens, 
Société Mathématique de France, N°27, Mars 1985. 
Les auteurs décrivent dans ce livre, l'élaboration 
et l'expérimentation d'un assistant à la programma-
tion tenant compte plus de l'utilisateur que des 
programmes: 
[Ledg] H. LEOGARO, A. SINGER, J. WHITESIDE, Directions in 
human factors for interactive systems, Lecture Notes 
in computer Sciences, N° 103, 1981, Springer Verlag 
ed. 
Le développement du poste de travail STAR à Xerox 
PARC repose sur la notion d'acteur: 
53 
54 Annexe 2 
[Lipk] O.E. LIPKIE, S.R. EVANS, J.K. NEWLIN, R.L. WEISSMAN, 
Star Graphies: An Object-Oriented Implementation, 
ACM computer graphies, Vol.16, N°3, July 1982. 
Cas typique du livre traitant uniquement 
phique et pas de l'interactivité malgrés son 
du gra-
titre: 
[Luca] M. LUCAS, La réalisation des logiciels 
interactifs, CEA-EOF-INRIA, Ecole d'été 
tique, Eyrolles, Juillet 1979. 
graphiques 
d'informa-
Cette thèse essaye de formaliser sous forme de types 
abstraits les langages graphiques et l' interacti-
vité: 
[Hall] W. R. MALLGREN, Formal specification of interactive 
graphies programming languages, An ACM distinguished 
dissertation 1982, The MIT Press. 
Ces 6 articles traitent d'un langage de description 
de réseaux (NEOLAN) intéressant car il permet à l'u-
tilisateur de définir son réseau avec une syntaxe à 
la BNF: 
[Mar1] N. MAROVAC, A single data-display structure: A new 
view on interactive computer graphies in CAO, The 
Computer Journal, Vol.16, N°2, May 1973, pp.15~-156. 
1 
[Mar2] N. MAROVAC, A method for defining general ne!twork 
for CAO, using interactive computer graphies!' The 
Computer Journal, Vol.17, 1974, pp._332-336. 
[Mar3] N. MAROVAC, The structures of the network definition 
language NEOLAN. Its use in defining ne.tworks in CAO 
using interactive computer graphies; Comput. & 
Graphies, Vol.2, 1976, pp.23-39. 
[Mar4] N. MAROVAC, W. S. ELLIOT, A network-oriented lan-
guage - a new approach to network design using inte-
ractives graphies, Comput. & Graphies, Vol.2, 1977, 
pp.235-239. 
[Mar5] N. MAROVAC, A 
ture: Networks 
Graphies, Vol.5, 
network oriented informa ti;on struc-
semantics and structure, Comput. & 
1980, pp.41-52. 
[ Mar 6 ] N . MAR 0 V AC , W . S . EL L I 0 T , I nt er a ct ive computer aide d 
design using computer graphies, Comput. & Graphies, 
Vol.7, 1983, pp.177-187. 
Ces écrits contiennent la documentation du fameux 
Bibliographie sur l'interactivité 
logiciel CREDO: 
[Mep1] J.M. MEPUIS, CREDO: un cont'igurateur de réseaux de 
données, L'écho des recherches, N.110, Octobre 1982. 
[Mep2] J.M. MEPUIS, CREDO-version CR1, 
réseaux de données, CNET, Tome 
NT/PAA/ATR/RIP/929, Mars 1983. 
Cont'igurateur de 
1 : Note technique 
[Mep3] M.LESK, J.M. MEPUIS, J.P. RICHARD, CREDO-version 
CR1, Cont'igurateur de réseaux de données, CNET, Tome 
2: Note technique NT/PAA/ATR/RIP/873, Décembre 1982 
Tome 3: Note technique NT/PAA/ATR/RIIP/930, Mars 
1983. 
[Meye] 
Une étude sur les représentations graphiques des 
structures de données: 
B.A. MEYER, Incense: 
structures, Computer 
1983, pp.115-125. 
a system 
Graphies, 
t'or displaying 
Vol.17, N°3, 
data 
July 
Une des premières études sur l'intérêt de l'utilisa-
tion de 1' interactivité pour la résolution de pro-
blèmes NP-complets: 
[Mich] O. MICHIE, J.G. FLEMING, J.V. OLDFIELD, A comparison 
of' heuristic, interactive, and unaided methods t'or 
solving a shortest-route problem, Machine 
Intelligence 3, edi ted by 0. Mi chie, N. Y. American 
Elsevier Publishing Company Inc, 1968, Edinburgh 
University Press. 
Il s'agit de la description d'un langage de spécit'i-
cation de l'aspect utilisateur de l'intert'ace de 
logiciels interactit's, du point de vue linguistique, 
psychologique et constructif': 
[Mora] T.P. MORAN, The Command Language Grammar: a repre-
sentation t'or the user intert'ace of' interactive com-
puter system, Int. J. Man-Machj.ne Studies, n°15, 
1981, pp.3-50. 
Un classique et une rét"érence: 
[Newm] W. NEWMAN, R.F. SPROULL, Principles of' Interactive 
Computer Graphies, 2nd ed., Mc Graw-Hill, New-York, 
1979. 
Une étude des réalisations de logiciels interactit's 
dans le domaine de l'enseignement assisté par ordi-
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nateur: 
[Niev] J. NIEVERGELT, A 
ware design, IEEE 
pp. 7-21. 
pragmatic 
Computer, 
introduction 
Vol.13, N°9, 
ta course-
Sep.1980, 
Une critique de l'interface homme-machine du système 
d'exploitation UNIX: 
[ Norm] D. A. NORMAN, The trouble wi th UNI X, Da ta ma tian, 
Nov.1981, pp.139-150. 
[Pamm] 
(Pike] 
(Read] 
Rapport sur la réalisation d'interfaces sur la SM90 
muni d'un bitmap et de UNIX: 
K.G. PAMMET, Mouse-driven menu 
ware tools on a bitmap unix 
recherche N°310, INRIA, 1984. 
interfaces for soft-
system, Rapport de 
Un article sur des algorithmes liés à la gestion de 
plusieurs fenêtres sur un écran bitmap: 
R. PIKE, 
Computer 
356. 
Graphies 
Graphies, 
in overlapping bitmap 
Vol.17, N°3, July 1983, 
layers, 
pp.331-
Reflexions d'un théoricien des graphes sur l'utili-
sation des ordinateurs dans son travail: 
R.C. READ, Some 
theory, Beineke, 
pp.417-444. 
applications 
Wilson Edt, 
of computer in 
Academie Press, 
graph 
1978, 
L ·animation par ordinateur est proche des concepts 
des systèmes basés sur la notion d'acteur: 
( Reyn] C. U. R EYNOL OS, Computer Anima tian wi th Scripts and 
Actors, Proc. of ACM SIGGRAPH Conference, July 1982. 
(Seyb] 
Les deux références suivantes 
des principes utilisés pour 
de la machine STAR de Xerox. 
MACINTOSH de Apple: 
présentent l'ensemble 
construire l'interface 
modèle de LISA et de 
J. SEYBOLD, Xerox' s 
Seybold Publication, 
"Star", The 
Vol.10, 
Seybold 
N ° 1 6, 
Report, 
Media, 
Pennsylvania, 1981. 
Bib~iographie sur ~·interactivité 
[Smit] D.C. SMITH, C. IRBY, R.KIMBALL, 
HARSLEM, Designing the Star User 
Magazine, Vo~.7. N°4, Apri~ 1982. 
B. VERPLANK E. 
Interface, BYTE 
[Sta~] 
[Teit] 
Emacs est un éditeur de texte écrit en LISP, permet-
tant ainsi ~·adaptation à l'uti~isateur: 
R. M. S T AL LMAN, EMACS: The exten s ib~e 
se~f-documenting disp~ay editer, MIT, 
Cambridge, Mass., June 1979. 
customizab~e. 
AI Memo 519a, 
Un éditeur présentant les programmes sous une forme 
structurée par ~a syntaxe du ~angage de programma-
tion emp~oyé: 
T. TEITELBAUM, 
Synthesizer: A 
Environment, Comm. 
pp.563-573. 
T. REPS, The Cornel~ Program 
Syntax-directed Programming 
of ACM, Vo~.24, N°9, Sept.1981, 
Une des mei~~eures réalisations dans ~e domaine des 
systèmes interactifs, décrit un environnement de 
programmation LISP: 
[Tei1] W. TEITELMAN et a~., Inter~isp Reference Manua~. 
Xerox Palo Alto Research Center, Dec. 1975. 
[Tei2] W. A Disp~ay 
Assistant, Xerox Pa~o Alto 
19 77. 
TEITELMAN, Oriented 
Research 
Programmer's 
Center, March 
[Unix] 
Le fameux système d'exp~oitation: 
Unix Time-Sharing System, numéro spécia~ 
revue: The Be~~ System Technica~ Journal, 
N°6, Part.2, 1978. 
Ce livre présente une col~ection d' artic~es 
disciplinaires, informaticiens, psychologue, 
nieurs : 
de ~a 
Vol. 57, 
inter-
ingé-
[Veer] G.C. van der VEER, M.J. TAUBER, T.R.G. GREEN, P. 
GORNY, Readings on Cognitive Ergonomies - Mind and 
Computer, Proc. of the 2nd European Conference, 
Austria, September 1984, Springer-Verlag, Lecture 
Notes in Computer Science. 
LEG est un ~angage extensible de programmation d'a~­
gorithme de graphes: 
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[Vero] D.VEROVE, Un langage extensible de programmation 
[Wate] 
d'algorithme de graphes, Thèse de 3e cycle, 
Université de Bordeaux I, Mars 1979. 
De l'utilité de plusieurs représentations du meme 
objet: 
R. C. WATERS, Program 
text oriented commands, 
No7, July 1982. 
editors should not abandon 
ACM SIGPLAN Notices, Vol.17, 
L'interactivité comme mise en forme de l'imaginaire: 
(Wei 1] J. L. WEI SSBERG, Une nouvelle ingéniérie de 1' imagi-
naire, Terminal 19/84, N°16, Oct 1983. 
(Wei2] J.L. WEISSBERG, L'interactivité comme rapport 
social, Terminal 19/84, N°19-20, mai-juin 1984. 
La plus vielle référence sur la réalisation d'un 
logiciel interactif de manipulation de graphe: 
[Wolf] M.S. WOLFBERG, An interactive graph theory system, 
Ph.D, University of Pennsylvania, 1969. 
Deux thèses sur un langage de traitement de graphes, 
LANGRAF, pour l'évaluation des structures de données 
associées: 
[ Zege] F. ZEGEL, Structures de données pour un 
traitement de graphes, Thèse 3ème èycle, 
Paris VI, Décembre 1975. 
langage de 
Université 
[Zine] J.J. ZINETTI, Définition d'un langage de traitement 
de graphes, Thèse 3ème cycle, Université Paris VI, 
Décembre 1975. 
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ANNEXE 3 
PROJET CABRI 

Un Outil d'aide à la recherche et à l'enseignement 
dans le domaine de la théorie des graphes 
Responsables 
;\'fichet Habib 
Jean-Marie Laborde 
Participants 
C. Benzaken 
N. Balachef 
R. Bonnet 
J. Bordier, 
O. Botta 
A. Bouchet 
M. Deléglise 
P. Duchet 
J .L. Fouquet 
A. Germa 
M. Guillerault 
M. Habib 
J.-M. Laborde 
M. Mollard 
B. Peroche 
M. Pouzet 
D. Tallot 
N.H. Xuong. 
et des ensembles ordonnés 
(Département d'Informatique, 
Ecole des Mines de St Etienne) 
(Lab. Structures Discrètes (Uv1.AG) Grenoble). 
Grenoble 
Grenoble 
Lyon 
Grenoble 
Lyon 
Le Mans 
Lyon 
Paris 
Le Mans 
Orsay 
Grenoble 
st Etienne 
Grenoble 
Grenoble 
Orsay. S'Etienne.. 
Lyon 
St Etienne 
Grenoble 
Ils relèvent principalement des formations suivantes 
-Laboratoire Structures Discrètes (llvfAG) -UA 393 
-Département d'Informatique de l'Ecole des iYUnes de St Etienne- UA 815 
-Equipe Combinatoire (Paris) -ER 193 
-Centre de Recherche en Informatique (Le Mans)- UA 1099 
-Equipe Combinatoire (LRI)- UA 410 
Motivations 
Dans les domaine de la théorie des graphes ou des ensembles ordonnnés comme 
dans celles qui en font usage, il arrive très fréquemment que l'on ait recourt à la 
réalisation de "petits dessins" , formés essentiellement de sommets et d'arêtes; 
cela dans le but de les· manipuler, de leur appliquer concrètement certaines 
transformations ne serait-ce que pour vérifier telle ou telle propriété, conforter 
ou infirmer une idée, une conjecture. 
Malheureusement cette pratique menée sur un brouillon ordinaire souffre de 
limitations, dûes par exemple à la taille relativement limitée des exemples que 
l'on peut traiter à la main ou encore au fait que la vérification d'une propriété 
peut être fort longue (comme c'est la cas, par exemple, lors de l'examen d'une 
"criticalité"); enfin la vérification, souvent, n'est au mieux, que faiblement 
garantie. 
L'iaèe est donc naturelle de 'louloir élargir les possibilités d'exploration par la 
mise à disposition des chercheurs du domaine (et d'étudiants) d'un outil graphique 
où le traditionnel cahier de brouillon serait remplacé par l'écran 
interactif d'un terminal associé à toute la puissance de calcul et de 
mémorisation de l'ordinateur. 
C'est la réalisation d'un tel outil, sensé être d'accès aussi facile que possible 
pour être utilisé, pour partie, par des non informaticiens, qui constitue l'essence 
du projet CABRI. 
Quelques choix 
Si l'on réfléchit à un tel projet son caractère ambitreux saute immédiatement aux 
yeux: en effet il met en jeu des compétences variées, tout d'abord dans le 
domaine propre des théories mathématiques concernées, essentiellement la 
théorie des graphes et celles des ensembles ordonnées.· Mais se posent 
évidemment aussi au niveau informatique des problèmes importants et actuels : 
-conception de logiciel de taille importante, non entièrement spécifié et à 
caractère expérimental et évolutif (Génie Logiciel); 
-développement d'interfaces graphiques interactives prenant en compte des 
aspects ergonomiques (Interface Homme-Machine); 
-construction progressive au fur et à mesure des sessions d'utilisation du 
système, de bases de données, accessibles par différents utilisateurs (Bases de 
Données Relationnelles); 
-maîtrise d'environnements informatiques spécifiques, matériels et 
logiciels (aspects Système). 
Vu l'ampleur du projet et si l'on prend en considération le nombre relativement 
faible de "programmeurs" il apparaît comme évident que nous ne nous fixons par 
pour objectif la réalisation d'un véritable produit mais plutôt ce!le d'un prototype 
évolutif, lié à un grand nombre de problèmes de recherche. 
Il apparaît donc aussi comme inévitable qu'un certain nombre de choix soient 
faits pour restreindre les champs de recherche posés par un tel projet, pour 
partager, au nivau des différents équipes y concourrant, les différents axes de 
recherche et de même la réalisation des prototypes ... 
Initialement le projet, né dans l'environnement de la RCP "Ensembles ordonnés 
et applications" s'était surtout développé dans l'environnement du Centre de 
Recherche en Informatique de Montpellier, en particulier au travers de la 
réalisation d'un première maquette sur micro-ordinateur destinée à tester la 
faisabilité de l'ensemble, mais aujourd'hui il est largement repris pour tout un 
ensemble d'équipes mentionnées en tête de ce document. 
Grands axes de recherche 
L'activité du projet CABRI se trouve aujourd'hui essentiellement concentré 
autour des équipes mentionnées qui ont toutes, compte tenu de la puissance 
actuelle des micro et ~ini, en vitesse comme en stockage, opté pour une solution 
sur ces derniers types de matériel. c'est ainsi que les différent matériels sur 
lesquels nous travaillons sont par exemple 
la SM 90 qui permet d'envisager la réalisation d'un véritable poste de travail 
CABRI·, . 
Macintosh qui présente l'avantage d'être une machine déjà assez puissante 
et très répandue dans les universités, 
le BFM 86 qui représente une certaine forme de compatibilité avec les 
micros 8-16 bits genre IBM-PC, 
le VAX qui allie une grande puisssance à de bonnes possibilités de 
communications (avec la SM 90 par exemple) via UNIX. 
Parmi les problèmes que le groupe se propose d'aborder on peut relever 
-l'étude d'un cahier de brouillon sous- UNIX-utilisant une SM 90 et un écran 
"bitmapé", avec en particulier la réalisation d'un poste de tïavail intégrant un 
traitement de texte scientifique (St Etienne); 
-le développement des possibilités de communication, via TRANS P AC, 
entre les différentes équipes utilisatrices de CABRI, ou le développant, leur 
permettant de partager certaines bases de données; 
-la définition d'un langage interprété ouvrant à l'utilisateur la possibilité d' 
opérateurs puissants, recursifs ou itératifs (Grenoble); de ce point de vue 
l'expérience acquise, à Paris lors de la conception de LANGRAF [1], et à Bordeaux 
avec la définition du langage LEG [2], devrait se montrer profitable 
-la réalisation d'un système d'aide à la démonstration dans le domaine de !a 
combinatoire (St Etienne-Lyon) 
-la mise au point d'un générateur aléatoire de certaines structures 
combinatoires paramétrées par des propriétés (Grenoble). Dans la même direction 
la réalisation d'un système de production des plus petits objets d'une classe non 
vide d'objets combinatoires 
-le développement d'outils permettant de manipuler des représentations 
graphiques de réseaux (de communication, de processeUrs, ... ). 
Applications 
Elles se déduisent naturellement de ce qui précéde et on en tcuvera ci-dessous 
une explicitation 
disponible à cours terme : 
-un poste de travaii pour théoricien des graphes ou des ensembies ordonnés; 
-un outil d'aide à l'enseignement (niveau universitaire) dans les domaines de 
l'algorithmique et des théories déjà mentionnées; on peut noter que les 
maquettes logicielles existantes (SM 90, Macintosh) ont déjà été utilisées à des 
fins d'enseignement (Grenoble, St Etienne); 
à plus long terme : 
-la réalisation d'un système, déduit de CAB R 1, mais manipulant 
essentiellement les éléments d'une figure de géométrie de l'enseignement 
secondaire, avec deux objectifs: 
-mettre à la disposition des chercheurs en didactique un outil 
d'investigation spécifique 
-fournir, dans le cadre de l'enseignement secondaire, un outil 
nouveau pour l'enseignement de la géométrie, dont les performances seront 
incomparables à ceiles des sewls crayons, règles et compas. 
À ce D_iveau il p_roqablement intéressant de sigoal~r ____ _ _ _ _ 
-l'idée de la réalisation d'une conférence répartie (de type COSAC) sur. et à 
plus long terme avec, CABRI 
-la volonté d'entretenir des rapports étroits avec d'autres recherches du 
même genre de recherche à l'étranger, dans l'état de nos connaissances, 
essentiellement le projet Darwin, un système expert en combinatoire, développé 
à I'UQAM (Montréal) et le projet GRAPH de Belgrade. 
Moyens demandés 
Les membres du groupe disposent à l'heure actuelle d'un certain nombre de 
matériels dont une SM 90, une BFM 86, quelques Macintoshs; mais le 
dévelopement actuel du projet nécessite une évidente extension. Seraient en 
particulier nécessaires 
-une mémoire d'image (BitMap) (Numelec EHR 90) 
-deux Maclntoshs 
-un disque dur 60 Moctets 
35 KF 
50 KF 
60 KF. 
Il nous serait d'un grand secours que le PRC Mathématiques et Informatique 
puisse nous aider à acquérir certains. de ces matériels. 
Le développement de notre projet nécessite aussi un certain nombre de 
rencontres, dont nous estimons le coût à environ 20x1 000 F soit 20 KF. Là encore 
les moyens de nos formations respectives ne sont pas suffisants et un aide serait 
la bienvenue. 
Bibliographie (chronologique) 
[1] projet LANGRAF 
-F. Zegel Structures de données pour un langage de traitement de 
graphes, Thèse de 3ème cycle , 1975 Paris VI 
-J.-J. Zinetti Définition d'un langage pe Traitement de graphes, Thèse 
de 3ème cycle, 1975 Paris VI : 
[2] projet LEG 
-0. Verove Un Langage Extensible de progràmmation d'algorithmes de 
Graphes, Thèse de 3ème cycle, 1979 Bordeaux 1 
[3] prototype CABR 1 
Y. Guido C.A. B. R.f. Un Cahier de Brouillon Informatisé popu l'étude de la 
théories des graphes, Thèse de 3ème cycle, 1984 Montpellier 
[4] O. Cvetkovics, L. Kraus "GRAPH" an expert system for the classification 
and the extension of the· Knowledge in the field of Graph Theory, 1983, 
Faculté de Génie Electrique, Université de Belgrade - --- -- - - - ----
[5] F. Jaeger & J.-M. Laborde Interprétation de dessins de graphes, soumis au 
congrès AFCET de Reconnaissance des Formes et Intelligence 
Artificielle · 
[6] O. Tallot Quelques propositions pour la mise en œuvre d'algorithmes 
combinatoires, Thèse de 3ème cycle, 1985 St Etienne 


QUELQUES PROPOSITIONS POUR LA HISE EN OEUVRE 
D'ALGORITHMES COMBINATOIRES 
ANNEE : 1985 
NOM DE L'AUTEUR : Didier TALLOT 
UNIVERSITE DES SCIENCES ET TECHNIQUES OU LANGUEDOC 
(MONTPELLIER Il) 
n° d'ordre: 
RESUHE 
Le travail exposé dans ce rapport est composé de deux 
parties. 
La première partie est constituée de l'étude de deux 
problèmes de géométrie algorithmique: 
• le calcul de l'enveloppe convexe d'un ensemble de 
points 
• la méthode de balayage' du plan 
Dans la deuxième partie, nous nous intéressons a la 
réalisation d'un logiciel interactif et extensible de 
manipulation de graphes et d ·ensembles ordonnés: KABRI. On y 
trouve la description de l'interface de ce logiciel ainsi que de 
son architecture. 
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