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CYCLES GE´OME´TRIQUES RE´GULIERS
GUILLAUME BULTEAU
Abstract. Soit pi un groupe de pre´sentation finie. Pour une classe
d’homologie h non nulle dans Hn(pi;Z), Gromov a e´nonce´ (dans [Gro83],
§6) l’existence de cycles ge´ome´triques qui repre´sentent h, de volume
systolique relatif aussi proche que l’on veut de celui de h, pour lesquels
on dispose d’un controˆle sur le volume des boules dont le rayon est plus
petit qu’une fraction de la systole relative du cycle. L’objectif de cette
note est d’expliquer ce re´sultat et d’en pre´senter une de´monstration
comple`te.
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2 GUILLAUME BULTEAU
1. Introduction
1.1. Le cadre et le but. Dans la suite π de´signera un groupe de pre´senta-
tion finie et n > 2 est un entier. Conside´rons l’espace d’Eilenberg-MacLane
K(π, 1) et prenons une classe d’homologie h dans Hn(π;Z) qui, par de´fini-
tion, est le groupe d’homologie Hn(K(π, 1);Z). Rappelons que K(π, 1) est
un CW-complexe connexe tel que π1(K(π, 1)) = π et πi(K(π, 1)) = 0 pour
tout i > 2 entier. Un tel espace est unique a` type d’homotopie pre`s (voir
[Hat02]).
On appellera cycle ge´ome´trique repre´sentant h un triplet (V, f, g) ou`
• V est une pseudo-varie´te´ orientable de dimension n;
• f : V → K(π, 1) est un application continue telle que
f∗[V ] = h, [V ] e´tant la classe fondamentale de V et
f∗ : Hn(V ;Z)→ Hn(π;Z)
e´tant l’application induite par f au niveau des groupes
d’homologie;
• g une me´trique riemannienne lisse par morceaux sur V .
Les de´finitions pre´cises des objets qui interviennent ci-dessus sont rap-
pele´es au paragraphe 1.3. Une repre´sentation (V, f, g) de h sera dite normale
lorsque f induit au niveau des groupes fondamentaux un e´pimorphisme. On
peut noter que toute classe entie`re est repre´sentable par un cycle ge´ome´trique
et cette repre´sentation peut eˆtre normalise´e (voir [Bab06]).
Soient (V, f, g) un cycle ge´ome´trique repre´sentant h et v ∈ V . On note
systv(V, f, g) la longueur du plus petit lacet c de point initial v dans V tel
que le lacet f ◦ c soit non contractile dans K(π, 1). On de´finit encore la
systole relative de (V, f, g) par :
syst(V, f, g) = inf
v∈V
systv(V, f, g)
Le volume systolique relatif de (V, f, g) est alors :
σ(V, f, g) =
vol(V, g)
syst(V, f, g)n
.
Cela permet de de´finir le volume systolique de h note´e σ(h), qui est
l’infimum des σ(V, f, g) lorsque (V, f, g) de´crit la collection des cycles ge´o-
me´triques qui repre´sentent h.
Lorsque h 6= 0, selon Gromov (voir [Gro83], § 6), on a σ(h) > 0. Cepen-
dant on ne sait pas si cet infimum est re´alise´, ni quelle est la structure des
pseudo-varie´te´s qui le re´alisent e´ventuellement. Dans le cas ou` la classe h est
re´alisable par une varie´te´, on sait qu’il co¨ıncide avec le volume systolique de
n’importe quelle repre´sentation normale par une varie´te´ de h, voir [Bab06],
[Bab08] et [Bru08]. Rappelons que le volume systolique d’une varie´te´ com-
pacte M de dimension n est donne´ par :
σ(M) = inf
g
vol(M,g)
syst(M,g)n
,
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ou` l’infimum est pris sur toutes les me´triques riemanniennes sur M et ou`
syst(M,g) de´signe la longueur du plus petit lacet non contractile dans (M,g).
On sait aussi, d’apre`s un re´sultat de Babenko et Balacheff (voir [BB10]), que
toute classe entie`re h dans Hn(π;Z) admet une repre´sentation normale par
une pseudo-varie´te´ admissible V (i.e. telle que tout e´le´ment de π1(V ) peut
eˆtre repre´sente´ par un lacet qui ne rencontre pas le lieu singulier de V ) et
qu’alors le volume systolique de h est donne´ par :
σ(h) = inf
g
vol(V, g)
syst(V, f, g)n
,
ou` l’infimum est pris sur toutes les me´triques polye´drales sur V .
Pour un panorama de la ge´ome´trie systolique, on peut consulter [Kat07].
Le but de ce texte est de proposer une de´monstration de´taille´e du re´sultat
suivant, duˆ a` Gromov (voir [Gro83] page 71), dont la preuve existante est
tre`s lacunaire.
The´ore`me A. Soient π un groupe de pre´sentation finie et h une classe
d’homologie entie`re non nulle dans Hn(π;Z). Pour tout ε ∈]0,
1
2syst(V, f, g)[,
il existe un cycle ge´ome´trique (V, f, g) repre´sentant h tel que :
(1) σ(V, f, g) 6 σ(h) + ε.
(2) Pour R ∈ [ε, 12 syst(V, f, g)], les boules B(R) de rayon R dans V
ve´rifient :
vol(B(R)) > AnR
n (1)
pour une certaine constante universelle An, qui ne de´pend que de la
dimension de h.
Un tel cycle ge´ome´trique est dit ε-re´gulier.
Pour illustrer de manie`re e´le´mentaire ce the´ore`me A, donnons une ide´e de
la manie`re dont l’ine´galite´ (1) sur le volume des boules permet de pre´ciser
la topologie des cycles ge´ome´triques ε-re´guliers.
Soit (V, f, g) un cycle ε-re´gulier qui repre´sente une classe d’homologie
non triviale dans Hn(π;Z). Conside´rons un syste`me maximal B1, . . . , BN
de boules ouvertes disjointes de V de rayon R0 =
1
2 syst(V, f, g). Les boules
concentriques 2B1, . . . , 2BN de rayon 2R0 recouvrent V . Appelons N le nerf
de ce recouvrement. Il s’agit du complexe simplicial construit de la manie`re
suivante :
• Les sommets p1, . . . , pN de N sont identifie´s avec les
boules du recouvrement ;
• Deux sommets pi et pj sont relie´s par une areˆte lorsque
2Bi ∩ 2Bj 6= ∅;
• Les sommets pi0 , . . . , pip forment un simplexe de dimen-
sion p de N lorsque :
2Bi0 ∩ · · · ∩ 2Bip 6= ∅.
On peut alors borner le nombre Nk de simplexes de dimension k de N en
fonction du volume systolique σ(h) de la classe h. Par exemple, on a
vol(V, g) >
N0∑
i=1
vol(Bi) > N0AnR
n
0 ,
4 GUILLAUME BULTEAU
ce qui permet de borner le nombre de sommets N0 de N en fonction de σ(h).
Gromov utilise le the´ore`me A afin de relier des proprie´te´s topologiques de
h au volume systolique. Plus pre´cise´ment, ces cycles re´guliers permettent a`
Gromov d’obtenir des ine´galite´s entre le volume systolique et deux invariants
topologiques importants de la classe h, qui sont :
• La hauteur simpliciale hs(h) de h ∈ Hm(π;Z), qui est le nombre
minimal de simplexes de toute dimension d’un cycle ge´ome´trique
qui repre´sente h;
• Le volume simplicial ||h||∆, de´fini comme l’infimum des sommes
∑
|ri|
sur toutes les repre´sentations de h par des cycles singuliers re´els∑
riσi.
Gromov a notamment obtenu les re´sultats suivants (voir [Gro83], the´ore`me
6.4.C” et the´ore`me 6.4.D’ et [Gro96], paragraphe 3.C.3).
The´ore`me 1 (Gromov). Soit π un groupe de pre´sentation finie, h ∈ Hm(π;Z),
une classe d’homologie non nulle de dimension m > 2.
(1) Il existe deux constantes positives Cm et C
′
m, qui ne de´pendent que
de m, telles que :
σ(h) > Cm
hs(h)
exp(C ′m
√
lnhs(h))
.
(2) Il existe une constante positive C ′′m qui ne de´pend que de la dimension
m telle que :
σ(h) > C ′′m
||h||∆
(ln(2 + ||h||∆))
m
.
Le the´ore`me A a notamment encore e´te´ utilise´ dans [Sab06], page 168, afin
de de´terminer une borne supe´rieure sur laH-entropie de ces cycles. Avant de
donner le re´sultat obtenu, pre´cisons la de´finition de la H-entropie d’un cycle
ge´ome´trique (V, f, g) qui repre´sente une classe d’homologie non triviale dans
Hn(π;Z). L’application f induit un morphisme f∗ : π1(V ) → π au niveau
des groupes fondamentaux. On note H le noyau de f∗ et on conside`re le
reveˆtement galoisien V˜ → V associe´ au sous-groupe distingue´ H de π1(V ).
Notons encore g˜ la me´trique induite par celle de V sur V˜ et fixons v0 dans
V . Soit v˜0 un releve´ de v0 dans V˜ . L’entropie volumique de (V, f, g) associe´e
a` H (ou H-entropie) est alors :
EntH(V, f, g) = lim
R→+∞
1
R
log volg˜(B(v˜0, R)).
Sabourau a e´tabli le re´sultat suivant.
The´ore`me 2 (Sabourau). Pour tout cycle ge´ome´trique (V, f, g) ε-re´gulier
qui repre´sente une classe d’homologie non triviale dans Hn(π;Z), on a :
EntH(V, g) 6
1
β syst(V, f, g)
log
(
σ(V, f, g)
Anαn
)
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ou` α > ε, β > 0, 4α+ β < 12 et la constante An est donne´e par le the´ore`me
A.
1.2. Ide´e ge´ne´rale de la de´monstration. Pour de´montrer le the´ore`me A,
on suivra la proce´dure donne´e par Gromov dans [Gro83], qui est la suivante.
On part d’un cycle ge´ome´trique (V, f, g) repre´sentant la classe d’homologie
h dans Hn(π;Z) tel que, pour ε1 > 0, on ait :
σ(V, f, g) 6 σ(h) + ε1.
Le but est alors de couper les “mauvaises boules” dans ce cycle. Mais il n’y
a pas de proce´dure constructive pour faire cela. On va, dans un premier
temps, plonger V dans un espace K(V ) (appele´ extension du cycle V ) qui
posse`de de belles proprie´te´s :
• On y controˆle la systole relative de certains cycles ge´o-
me´triques qui repre´sentent h ;
• Les cycles dans K(V ) ve´rifient une bonne ine´galite´ iso-
pe´rime´trique (voir the´ore`me 5), qui est une conse´quence
de l’ine´galite´ de remplissage de Gromov dans les espaces
de Banach (voir [Gro83], [Wen08] ou [Gut06]).
La premie`re partie de ce texte est consacre´e a` la construction de l’espace
K(V ). Rappelons que si X est un espace me´trique compact, l’application
x 7→ dist(., x) est un plongement isome´trique de X dans l’espace de Ba-
nach B(X, IR) des fonctions borne´es sur X, muni de la norme de la conver-
gence uniforme (c’est le plongement de Kuratowsky). La construction de
l’image V ′ de V dans K(V ) est une variante de ce plongement. Cependant
l’extension K(V ), qui est compacte, permettra beaucoup plus de souplesse
que de travailler dans B(V, IR).
La suite de la de´monstration consiste a` montrer le re´sultat interme´diaire
suivant.
The´ore`me B. Soient h une classe d’homologie non nulle dans Hn(π;Z),
ε > 0 et (V, f, g) un cycle ge´ome´trique de dimension n > 2 qui repre´sente h
tel que σ(V, f) 6 σ(h) + ε. Soit a dans ]0, 12 syst(V, f, g)[. Il existe une suite
de cycles ge´ome´triques (Vi, fi, gi) dans K(V ) qui repre´sentent h tels que :
(1) vol(Vi) −→
i→+∞
vol[V ′] (ou` V ′ est l’image de V dans K(V ));
(2) Pour R ∈ [a, 12 syst(V, f, g)], les boules B(R) de rayon R dans chaque
Vi ve´rifient :
vol(B(R)) > An(R− a)
n
pour une certaine constante universelle An qui ne de´pend que de la
dimension de h.
Pour de´montrer ce re´sultat, on conside`re une suite minimisante, pour le
volume homologique de V ′, de pseudo-varie´te´s dans K(V ). De cette suite,
par un argument de compacite´, on montre que l’on peut en extraire la suite
de cycles ge´ome´triques (Vi, fi, gi) du the´ore`me B.
Pour terminer la de´monstration du the´ore`me A, il ne reste plus qu’a` rem-
placer, dans le second point du the´ore`me B, syst(V, f, g) par syst(Vi, fi, gi).
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1.3. Pseudo-varie´te´s et volumes des chaˆınes. Avant de commencer,
rappelons rapidement la signification de quelques notions utilise´es dans ce
texte. Pour plus de pre´cisions, on peut consulter [Spa95].
Une pseudo-varie´te´ de dimension n est un complexe simplicial fini K tel
que :
• dimK = n;
• Chaque simplexe dans K est face d’un simplexe de dimension n
(homoge´ne´ite´ de la dimension);
• Chaque simplexe de dimension n − 1 est face d’exactement deux
simplexes de dimension n (pas de bifurcation);
• De`s que σ et τ sont deux simplexes distincts de dimension n dans
K, il existe une suite σ1 = σ, . . . , σp = τ de simplexes de dimen-
sion n dans K tels que pour tout i dans {1, p − 1} les simplexes σi
et σi+1 aient une face de dimension n−1 commune (forte connexite´).
Il est e´quivalent de dire qu’un complexe simplicial K est une pseudo-
varie´te´ de dimension n lorsque K est de dimension n et lorsqu’il existe un
sous-complexe Σ ⊂ K ve´rifiant les trois proprie´te´s suivantes :
• dimΣ 6 n− 2;
• K \ Σ est une varie´te´ topologique de dimension n dense dans K;
• L’espace K \Σ est connexe.
Dans la suite, toutes les pseudo-varie´te´s conside´re´es sont suppose´es orienta-
bles.
De´finissons maintenant la notion de me´trique riemannienne sur un polye`-
dre. On suit pour cela [Bab06] ou [Bab02]. Soit P un polye`dre (espace
topologique muni d’une triangulation) fini. Une me´trique riemannienne sur
P est une famille de me´trique (gσ)σ∈Σ, ou` Σ est l’ensemble des simplexes de
P , qui ve´rifie :
• Chaque gσ est une me´trique riemannienne lisse a` l’inte´rieur
de σ ;
• De`s que σ1 et σ2 sont dans Σ, on a l’e´galite´
gσ1 |σ1∩σ2= gσ2 |σ1∩σ2 .
Un polye`dre riemannien est alors un espace de longueur pour la distance
induite par cette famille de me´triques. Pour simplifier les notations, on
de´signera par une seule lettre g la famille (gσ)σ∈Σ et on dira que g est une
me´trique riemannienne lisse par morceaux sur P . Le volume vol(P, g) est
alors correctement de´fini de manie`re e´vidente.
On aura besoin aussi de de´finir une notion de volume pour les cycles
(lipschitziens) dans un espace me´trique (X,dist) (voir [Gro83], page 11).
On note ∆q ⊂ IRq+1 le q-simplexe standard de IRq+1.
De´finition 1. Soit σ : ∆q → X un simplexe (lipschitzien) dans X. Le
volume de σ dans (X,dist) est l’infimum des volumes de ∆q muni d’une
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me´trique riemannienne G telle que σ soit une contraction de (∆q,distG) sur
(X,dist), ou` distG est la distance induite par G.
Lorsque c =
∑
i∈I
kiσi est une q-chaˆıne singulie`re (I est une partie finie de
IN, les ki sont des e´le´ments de Z), le volume de c dans (X,dist) est alors :
vol(c) =
∑
i∈I
|ki| vol(σi).
Remarque 1. (1) Lorsque A ⊂ X, si c est une chaˆıne dans A alors son
volume dans (X,dist) et dans (A,distA) co¨ıncident, ou` distA est la
restriction a` A2 de dist.
(2) Supposons que X soit un polye`dre, dist e´tant la distance induite
par une me´trique riemannienne g sur X. Pour un cycle lipschitzien
σ : ∆q → X, le volume de σ dans (X,dist) est alors vol(σ) =
vol(∆, σ∗g) = vol(σ, g), ou` σ∗g est la me´trique “tire´e en arrie`re”
sur ∆q (rappelons que σ est presque partout diffe´rentiable).
Remarque essentielle 2. La de´finition 1 permet de de´finir le volume vol(c)
d’une chaˆıne c dans (IRN , || ||∞). Pour des sous-varie´te´s de IR
N cette no-
tion de volume co¨ıncide avec le volume hyper-euclidien, appele´ aussi volume
riemannien inscrit (voir [Gro83] page 32). Pre´cisons cela.
Soit V une sous-varie´te´ de dimension q de IRN . Le volume hyper-euclidien
de V est de´fini par :
volhe(V ) = inf
g
vol(V, g),
l’infimum e´tant pris sur toutes les me´triques riemanniennes g sur V telles
que, sur chaque espace tangent, on ait || ||g > || ||∞ (ou` || ||g est la norme
euclidienne induite par g). Il existe d’ailleurs une unique me´trique ghe sur
V pour laquelle cet infimum est atteint (voir par exemple [Iva09]). Ainsi
volhe(V ) = vol(V, ghe).
Si maintenant σ : ∆q → V est un simplexe diffe´rentiable dont le jacobien
est de rang maximum, alors son volume dans (IRN , || ||∞) n’est autre que
vol(σ, ghe). Puis la classe fondamentale de V peut eˆtre repre´sente´e par un
cycle cV =
p∑
i=1
σi ou` σ1, . . . , σp sont les simplexes de dimension q de V , et il
vient :
vol(cV ) =
p∑
i=1
vol(σi) =
p∑
i=1
vol(σi, ghe) = vol(V, ghe).
Cela est encore vrai lorsque V est une pseudo-varie´te´.
Dans la suite, on ne conside´rera que des cycles c dans IRN , pour un certain
N fixe´, et vol(c) de´signera le volume de c dans (IRN , || ||∞).
2. Extension des cycles ge´ome´triques
2.1. Complexes cubiques. On va d’abord de´finir la notion de complexe
cubique, que l’on utilisera pour la construction de l’extension K(V ) du cycle
ge´ome´trique (V, f, g). On conside`re un ensemble non vide X, ainsi que
l’espace de Banach (B(X, IR), || ||∞) des fonctions borne´es sur X.
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De´finition 2. On appellera cube standard sur X l’ensemble :
Cube(X) = {ϕ ∈ B(X, IR) | (∀x ∈ X) (0 6 ϕ(x) 6 1)}
Pour x dans X les faces associe´es a` x sont les parties suivantes de Cube(X):
F 0x = {ϕ ∈ Cube(X) | ϕ(x) = 0} et F
1
x = {ϕ ∈ Cube(X) | ϕ(x) = 1} .
Remarquons que si X est de cardinal 1 alors Cube(X) est isome´trique a`
[0, 1] et si X est de cardinal N , Cube(X) est isome´trique a` [0, 1]N . On peut
de´finir une notion plus ge´ne´rale de face pour cube(X) de la manie`re suivante.
Par exemple, pour x dans X, il existe une isome´trie ψx : Cube(Y ) → F
0
x
ou` Y = X \ {x}. Les images par ψx des faces de Cube(Y ) seront encore
appele´es faces de Cube(X). On peut d’ailleurs ite´rer cette de´finition tant
que Y est de cardinal supe´rieur a` 1.
De´finition 3. Soit E un espace me´trique. Lorsque X est un ensemble, un
cube sur X dans E est une partie K de E telle qu’il existe une isome´trie
ψ : Cube(X) → K; les faces de K sont alors les images par ψ des faces de
cube(X). On dira encore que E est un complexe cubique lorsque l’on peut
e´crire
E =
⋃
i∈I
Ki
ou` les Ki (appele´s briques de E) sont des cubes sur un certain ensemble Xi
qui ve´rifient la contrainte suivante : pour i 6= j l’intersection Ki ∩ Kj est
soit une face (au sens ge´ne´ralise´) commune a` Ki et Kj , soit le vide.
Un sous-complexe cubique d’un complexe cubique K est un complexe cu-
bique inclus dans K dont les briques sont des faces de K.
Exemple 1. (1) Soient m un entier relatif, X un ensemble et x ∈ X.
L’ensemble K des ϕ ∈ B(X, IR) telles que 0 6 ϕ(x) 6 1 et m 6
ϕ(y) 6 m+1 pour tout y dans X \ {x} est un cube sur X. En effet,
c’est l’image isome´trique de Cube(X) via l’application Φ : ϕ 7→ ψ ou`
ψ(x) = ϕ(x) et ψ(y) = ϕ(y) +m pour tout y dans X \ {x}.
(2) [0, 1]×{0} est un cube sur Y = 0 dans IR2 et c’est une face du cube
(sur X = {∗,}) [0, 1]2.
(3) Soit X un ensemble non vide. Pour x dans X, l’ensemble F des
ϕ ∈ B(X, IR) telles que ϕ(x) = 0 et m 6 ϕ(y) 6 m+ 1 pour tout y
dans X \ {x} est une face de Cube(X).
(4) IRN est un complexe cubique sur tout ensemble X de cardinal N . . .
(5) Pour tout ensemble X, B(X, IR) est un complexe cubique sur X : la
famille d’hyperplans affines ({ϕ ∈ B(X, IR) | ϕ(x) = m})(x,m)∈X×Z
de´coupe B(X, IR) en cubes sur X.
(6) Lorsque X est un espace topologique, toutes les constructions pre´ce´-
dentes sont encore valables si on remplace le Banach (B(X, IR), || ||∞)
par le Banach (L∞(X), || ||∞) des fonctions bore´liennes borne´es sur
X.
Remarque 3. Dans la suite, quelque soit le complexe cubique inclus dans un
espace L∞ conside´re´, on supposera qu’il est muni de la me´trique de longueur
associe´e a` la distance induite par || ||∞. En particulier, pour ϕ et ψ dans un
tel complexe cubique, on a aura ||ϕ− ψ||∞ 6 dist(ϕ,ψ).
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On aura besoin par la suite du re´sultat suivant.
The´ore`me 3. Soit ε dans ]0, 12 [. Pour tout complexe cubique K, il existe
une application affine par morceaux Rε : K → K qui envoie le ε-voisinage
de tout sous-complexe cubique K ′ de K sur K ′.
De´monstration. Regardons ce qui se passe pour le complexe cubique [0, 1].
On prend l’application rε : [0, 1] → [0, 1] dont le graphe est donne´ par la
figure 1.
0
x
y
ε 1− ε
1
1
Figure 1. L’application rε
Si maintenantK est le cube [0, 1]N , on prendRε(x) = (rε(x1), . . . , rε(xN )).
De manie`re plus ge´ne´rale, si X est un ensemble non vide et si K = Cube(X),
on prend
Rε : ϕ 7→ rε ◦ ϕ.
Dans le cas le plus ge´ne´ral ou` K =
⋃
i∈I
Ki, on note ψi : Ki → cube(Xi) une
isome´trie. De`s que ϕ ∈ Ki, on pose alors : Rε(ϕ) = rε ◦ ψi(ϕ). 
2.2. Des complexes cubiques particuliers. On conside`re un cycle ge´o-
me´trique (V, f, g) ainsi qu’une partie finie V0 = {v1, . . . , vN} de V . Pour
tout i dans {1, . . . , N} on conside`re l’application xi : V → [0, 1] de´finie par :
xi(v) = min(dist(v, vi), 1)
ainsi que l’application I0 : V → IR
N de´finie par :
I0(v) = (x1(v), . . . , xN (v))
Remarque 4. Pour η > 0, on peut trouver V0 suffisamment dense dans V tel
que, pour tout (v, v′) ∈ V 2 avec dist(v, v′) < 12 , on ait :
dist(v, v′)− η 6
∣∣∣∣I0(v)− I0(v′)∣∣∣∣∞ 6 dist(v, v′).
Lorsque V est une varie´te´ riemannienne, on peut conclure (voir [Gut06]) que
:
(1− η)dist(v, v′) 6
∣∣∣∣I0(v)− I0(v′)∣∣∣∣∞ 6 dist(v, v′).
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Construisons maintenant un complexe cubique a` partir de V et d’une
partie finie V0 de V de cardinal N . Pour tout v dans V notons K(v) la face
de plus petite dimension de [0, 1]N qui contient Rε ◦ I0(v). Par exemple si
N = 3, en notant J = Rε ◦ I0 on a :
• Si J(v) = (∗, 0, 0) avec ∗ ∈ [ε, 1−ε] alors K(v) = [0, 1]×
{0} × {0}.
• Si J(v) = (∗, ∗′, 0) avec ∗ ∈ [ε, 1 − ε] et ∗′ ∈ [ε, 1 − ε]
alors K(v) = [0, 1] × [0, 1] × {0}.
On prend maintenant l’union de toutes ces faces K(v), pour v de´crivant
V .
De´finition 4. Le sous-complexe cubique de [0, 1]N constitue´ de l’union de
tous les cubes K(v) pour v de´crivant V s’appelle une extension du cycle
ge´ome´trique (V, f, g). Ce complexe cubique sera note´ K(V ) :
K(V ) =
⋃
v∈V
K(v).
Remarque 5. Ce complexe cubique K(V ) de´pend de V , mais aussi de V0 et
ε < 12 . Il sera inte´ressant lorsque V0 est α-dense dans V pour α suffisam-
ment petit, ou` α-dense signifie que tout point de V se trouve a` une distance
infe´rieure a` α d’un point de V0.
Lorsque V0 = {v1, . . . , vN} est suffisamment dense dans V , K(v) est un
complexe (cellulaire) de dimension au plus N − 1.
Plus pre´cise´ment, pour i dans {1, . . . , N}, notons Ki le cube de´fini par
xi = 0 i.e. :
Ki =
{
(x1, . . . , xN ) ∈ [0, 1]
N | xi = 0
}
.
Chaque Ki contient J(vi). Si maintenant V0 est α-dense dans V avec α 6
ε, pour tout v dans V il existe alors j dans {1, . . . , N} tel que dist(v, vj) 6 ε.
Il en re´sulte que J(v) ∈ Kj et ainsi :
K(V ) ⊂
N⋃
i=1
Ki.
L’espaceK(V ) est donc inclus dans une union de faces de dimension N−1
de [0, 1]N . Mieux, sous les conditions pre´ce´dentes, de`s que m est un point
de K(V ), m admet au moins une coordonne´e nulle.
Remarque 6. (1) Avec les notations ci-dessus, si v et v′ dans V sont
tels que J(v) et J(v′) vivent dans un meˆme cube Ki, pour un cer-
tain i dans {1, . . . , N}, alors on a dist(v, v′) 6 2ε et, en particulier,
dist(v, v′) < 1.
En effet, puisque J(v) et J(v′) sont dans Ki, on a
rε
(
min(1,dist(v, vi))
)
= 0 = rε
(
min(1,dist(v′, vi))
)
,
ce qui impose dist(v, vi) 6 ε et dist(v
′, vi) 6 ε; il vient alors
dist(v, v′) 6 2ε < 1.
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(2) Lorsque V0 est une partie infinie de V , la meˆme construction s’adapte.
Pour v dans V , K(v) est alors la plus petite face de Cube(V0)
qui contient J(v). Dans ce cas K(V ) est une union de faces de
Cube(V0) ⊂ B(V0, IR), et, lorsque V0 est suffisamment dense dans V ,
chaque K(v) est contenu dans une face F 0w pour un certain w dans
V0 (pour les notations, voir la de´finition 2 page 8).
Remarque 7. Dans [Gro83] § 6.2, Gromov a introduit la notion de δ-complexe
cubique pour δ > 0 : dans la de´finition de I0, on remplace xi(v) par
min(dist(v, vi), δ). Le complexe cubique obtenu Kδ(V ) ⊂ [0, δ]
N de´pend
alors en plus du choix de δ.
2.3. Plongement d’un cycle ge´ome´trique dans son extension. Con-
side´rons maintenant l’application J : V → K(V ) de´finie par
J = Rε ◦ I0 (2)
On peut noter que J est lipschitzienne de rapport
1
1− 2ε
.
Exemple 2. Prenons pour V un cercle de pe´rime`tre 1 et V0 =
{
1
4 ,
1
2 ,
3
4
}
.
Ainsi V0 est α-dense dans V pour α =
1
4 . La figure 2 montre alors J(V ) en
gras ainsi que K(V ) qui est hachure´, pour ε = 14 .
0
v1 =
1
4
v2 =
1
2
v3 =
3
4
b
b
b
b
x1
1
1
1
x2
x3
Figure 2. Plongement du cercle V de pe´rime`tre 1 dans K(V ).
En prenant pour V un cercle de pe´rime`tre 2 et V0 =
{
0, 23 ,
4
3
}
on obtient
alors la figure 3, ou` l’image de V et K(V ) sont confondues (avec ε = 13).
x1
1
1
1
x2
x3
bb
b
b
b b
J(0)J( 1
3
)
J( 2
3
)
J(1)
J( 4
3
)
J( 5
3
)
Figure 3. Plongement du cercle V de pe´rime`tre 2 dans K(V ).
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Ces exemples e´le´mentaires sugge`rent que J : V → K(V ) est un plonge-
ment, lorsque V0 est suffisamment dense dans V .
The´ore`me 4. Pour ε suffisamment petit et V0 suffisamment dense dans V ,
l’application J est injective.
De´monstration. Soient v et v′ dans V . Remarquons que, si J(v) = J(v′),
alors, pour tout i dans {1, . . . , N} tel que dist(v, vi) ∈ [ε, 1 − ε], on a
dist(vi, v) = dist(vi, v
′). Supposons que dist(v, v′) > 2ε. Il existe vi dans V0
tel que dist(vi, v) 6 α. Si 0 < α < ε <
1
2 on a imme´diatement dist(v
′, vi) > ε
et ainsi rε(xi(v)) = 0 6= rε(xi(v
′)). Il en re´sulte que J(v) 6= J(v′).
Supposons maintenant que V soit un simplexe euclidien de dimension n et
qu’il existe deux points distincts v et v′ dans V qui ve´rifient J(v) = J(v′). Si
w est un point de V0 tel que dist(v,w) ∈ [ε, 1−ε] on a dist(v,w) = dist(v
′, w),
donc tous les points de V0 situe´s a` une distance comprise entre ε et 1 − ε
de v appartiennent alors a` l’hyperplan me´diateur de v et v′. C’est une
contradiction lorsque ε est suffisamment petit et V0 suffisamment dense dans
V .
b
b
bc bc bc bc bc bc bc
bc bc bc bc
bc
◦ : points de V0
v
v
′
Figure 4. Plongement d’un simplexe.
Supposons maintenant que V soit un polye`dre euclidien. Soient v et v′
deux points distincts dans V qui ve´rifient dist(v, v′) 6 2ε. Appelons σ un
simplexe de dimension n contenant v. L’ensemble des points w de σ tels
que dist(v,w) = dist(v′, w) est de dimension infe´rieure a` n− 1. Ainsi, si on
peut trouver w dans σ tel que dist(w, v) = 3ε et B(w, 2ε) ∩ σ soit non vide,
pour V0 suffisamment dense dans V , il y aura dans cette boule un point de
V0 qui distinguera v et v
′. Mais pour ε suffisamment petit, on peut toujours
trouver une telle boule.
Enfin, par exemple d’apre`s [CMS84], lorsque V est quelconque on peut
l’approcher par des polye`dres euclidiens tout en gardant systole relative et
volume aussi proche que l’on veut. 
Remarque essentielle 8. De´signons par ψ : V ′ → V l’home´omorphisme re´-
ciproque de J : V → V ′ = J(V ). On a alors, au niveau des groupes
d’homologie de dimension n :
f∗ ◦ ψ∗[V
′] = h.
CYCLES GE´OME´TRIQUES RE´GULIERS 13
Ainsi, si g0 est la me´trique sur V
′ fournie par la remarque 2, (V ′, f ◦ ψ, g0)
est un cycle ge´ome´trique qui repre´sente h.
V ′
ψ
//
f ′ ##●
●●
●●
●●
●●
V
f
{{✇✇
✇✇
✇✇
✇✇
✇
K(π, 1)
Notons, pour la suite, f ′ = f ◦ ψ.
2.4. Une ine´galite´ isope´rime´trique dans K(V ). Les cycles des com-
plexes cubiques satisfont a` une ine´galite´ isope´rime´trique remarquable, qui
jouera un roˆle essentiel dans la de´monstration du re´sultat principal. Avant
d’e´noncer ce re´sultat, il est ne´cessaire de pre´ciser certaines notions.
Lorsque z est un cycle de dimension n dans un espace me´trique, le volume
de remplissage de z dans X (comparer a` [Gro83] page 12) est :
Vol Remp(z ⊂ X) = inf {vol(c) | c chaˆıne de dimension n+ 1 dans X de bord z}
The´ore`me 5. Soit K(V ) une extension d’un cycle ge´ome´trique (V, f, g).
Il existe deux constantes αn et βn telles que tout cycle z dans K(V ) de
dimension n et de volume vol(z) 6 αn soit le bord d’une chaˆıne c dans
K(V ) de dimension n+ 1 qui ve´rifie :
(1) vol(c) 6 βn (vol z)
n+1
n donc Vol Remp(z) 6 βn (vol z)
n+1
n .
(2) c est contenue dans le voisinage tubulaire de rayon εn = βn (vol z)
1
n
de z.
De´monstration. Soit z un cycle singulier de dimension n dans K(V ) ⊂ IRN .
Un re´sultat de Gromov (voir [Gro83] 4.2 et 4.3), dont une preuve de´tail-
le´e se trouve dans dans [Gut06], assure l’existence d’une constante Cn (ne
de´pendant que de la dimension du cycle z) et d’une chaˆıne c1 dans IR
N telle
que ∂c1 = z qui ve´rifie :
(1) vol(c1) 6 Cn (vol z)
n+1
n ;
(2) c1 est contenue dans le voisinage tubulaire Tube(z, εn)
de rayon εn = (n+ 1)Cn (vol z)
1
n de z dans IRN .
On peut aussi comparer ce re´sultat a` l’e´nonce´ donne´ dans [Gro99] page
266. Soit αn > 0 tel que la relation vol(z) 6 αn implique que ε = εn =
(n+ 1)Cn (vol z)
1
n < 14 . On peut prendre par exemple :
αn =
1
4n (n+ 1)nCnn
(3)
On peut alors conside´rer la re´traction Rε du the´ore`me 3, pour le complexe
cubique IRN , qui fournit une chaˆıne c2 = Rε(c1) de dimension n + 1 dans
K(V ). Mais on a ∂Rε(c1) = Rε(∂c1) = Rε(z), donc cette chaˆıne ne convient
pas tout a` fait.
Notons que, pour tout t dans IR, on a |rε(t)− t| 6 ε. Ainsi, pour tout x
dans IRn, ||Rε(x)− x|| 6 ε. On conside`re, pour tout x dans z, le segment
sx de IR
N d’extre´mite´s x et Rε(x) : ce segment est de longueur infe´rieure
a` ε. De plus, si x est dans une face de K(v) alors Rε(x) est dans cette
meˆme face : il en va donc de meˆme du segment sx. On conside`re alors le
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cylindre C constitue´ par z, Rε(z), ainsi que les segments sx, pour x de´crivant
z. Ce cylindre est une chaˆıne de dimension n + 1 dans K(V ) dont le bord
est ∂C = z −Rε(z). Son volume ve´rifie l’ine´galite´ grossie`re :
vol(C) 6 ε(vol(z) + vol(Rε(z))).
On pose maintenant c = c2 + C. C’est une chaˆıne de dimension n + 1 dans
K(V ). On a :
∂c = ∂c2 + ∂C = z.
De plus, Rε e´tant lipschitzienne de rapport
1
1−2ε 6 2, il vient :
vol(c) 6 2n+1vol(c2) + vol(C)
6 Cn(vol z)
n+1
n + (n+ 1)Cn(vol z)
1
n (vol z + 2nvol z)
6 Cn
(
2n+1 + (n+ 1)(1 + 2n)
)
(vol z)
n+1
n .
Ainsi vol(c) 6 βn (vol z)
n+1
n , ou`
βn = Cn
(
2n+1 + (n+ 1)(1 + 2n)
)
(4)
Enfin, tout point de C est a` distance infe´rieure a` ε de z. Si maintenant x
est dans c1 alors :
dist(Rε(x), z) 6 dist(Rε(x), x) + dist(x, z)
6 ε+ ε = 2ε = 2Cn(vol z)
1
n
6 βnvol(z)
1
n
Il en re´sulte que c est contenu dans le voisinage tubulaire de rayon ε =
βn(vol z)
1
n de z dans K(V ). 
Remarque 9. Le meˆme type de de´monstration s’applique a` un complexe
cubique quelconque.
3. Lien avec les systoles relatives
3.1. Une autre de´finition de la systole relative. Avant de poursuivre,
on a besoin de quelques pre´cisions sur les reveˆtements. On conside`re toujours
un cycle ge´ome´trique (V, f, g) ainsi que le reveˆtement galoisien p : V˜ → V
associe´ au sous-groupe distingue´ ker f∗, ou` f∗ : π1(V )→ π est l’application
induite par f au niveau des groupes fondamentaux (pour plus de de´tails, voir
[Hat02]). Notons q : K˜(π, 1) → K(π, 1) le reveˆtement universel de K(π, 1);
l’application f : V → K(π, 1) est recouverte par une application continue
f˜ : V˜ → K˜(π, 1) telle que le diagramme suivant commute.
V˜
f˜
−−−−→ K˜(π, 1)
p
y yq
V −−−−→
f
K(π, 1)
On notera Γ = G(V˜ ) le groupe des automorphismes de ce reveˆtement, que
l’on peut conside´rer comme un sous-groupe de π, puisqu’isomorphe a` Imf∗.
Il existe une unique distance d˜ist sur V˜ pour laquelle Γ agit par isome´trie
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sur V˜ et telle que f soit une isome´trie locale (voir [BBI01] page 84). On a
alors le re´sultat suivant.
The´ore`me 6. Avec les notations ci-dessus :
syst(V, f, g) = inf
{
d˜ist(v˜, γ · v˜) | v˜ ∈ V˜ et γ ∈ Γ \ {1Γ}
}
(5)
De´monstration. Prenons v˜ ∈ V˜ et γ dans Γ \ {1Γ}. On pose v = p(v˜).
Prenons c˜ un chemin minimisant entre v˜ et γ · v˜. On a donc :
d˜ist(v˜, γ · v˜) = long(c˜) = long(c)
ou` c est le lacet p ◦ c˜ de point base v. Montrons alors que f ◦ c n’est pas
homotope a` un point dans K(π, 1). Le lacet f ◦ c n’est autre que le lacet
q ◦ f˜ ◦ c˜. Mais c˜(1) = γ · v˜ donc, f˜ e´tant e´quivariante :
f˜(γ · v˜) = γ · f˜(v˜).
Comme γ 6= 1Γ, on a f˜(v˜) 6= γ · f˜(v˜) donc f ◦ c n’est pas homotope a` un
point.
Soit maintenant c un lacet dans V tel que long(c) = syst(V, f, g). On
pose v = c(0) et on prend un releve´ v˜ de v dans V˜ . Il existe alors un unique
chemin c˜ : [0, 1]→ V˜ tel que c˜(0) = v˜ et p ◦ c˜ = c. En notant γ l’e´le´ment de
Γ tel que v˜ · γ = c˜(1), on obtient :
d˜ist(v˜, γ · v˜) 6 long(c˜) = syst(V, f, g),
ce qui ache`ve la preuve de (5) puisque γ 6= 1Γ. 
Remarque 10. Ce the´ore`me permet de de´finir la notion de systole relative
dans un cadre plus large. Soient V ′ une pseudo-varie´te´ et f ′ : V ′ → K(π, 1).
Lorsque V ′ est munie d’une me´trique de longueur d′, la systole relative
syst(V ′, f ′, d′) a alors un sens. Supposons maintenant que V ′ soit incluse
dans K(V ). Notons d∞ la distance de longueur induite sur V
′ par la norme
|| ||∞. Notons encore d
′ la me´trique de longueur induite par la me´trique
riemannienne lisse par morceaux sur V ′ fournie par la remarque 2. On a
alors d∞ 6 d
′ et ainsi syst(V ′, f ′, d∞) 6 syst(V
′, f ′, d′).
3.2. Systole relative des cycles ge´ome´triques dans K(V ). On sup-
pose construite une extension K(V ) du cycle ge´ome´trique (V, f, g) pour
laquelle J : V → K(V ) est un plongement, a` partir d’une partie V0 suff-
isamment dense de V , et on note comme pre´ce´demment V ′ = J(V ). On
va montrer que l’on peut controˆler la systole relative de certains cycles
ge´ome´triques inclus dans K(V ) et qui repre´sentent h. On conside`re un
cycle ge´ome´trique (V, f, g). Quitte a` multiplier la me´trique initiale g par
une constante, on peut supposer que syst(V, f, g) = 2 (ce qui ne change pas
σ(V, f, g)), et on fait cette hypothe`se dans toute la suite. On consid-
e`re maintenant l’application f˜ : V˜ → K˜(π, 1), ou` K˜(π, 1) → K(π, 1) est le
reveˆtement universel de K(π, 1). On note V˜0 le releve´ de V0 a` V˜ .
Regardons quelques conse´quences de l’hypothe`se syst(V, f, g) = 2. Sup-
posons que v˜ et w˜ dans V˜ ve´rifient d˜ist(v˜, w˜) 6 1. On a alors, pour tout
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γ 6= 1Γ dans Γ :
2 6 d˜ist(v˜, γ · v˜) 6 d˜ist(v˜, γ · w˜) + d˜ist(γ · w˜, γ · v˜),
Mais Γ agit par isome´tries sur V˜ : d˜ist(γ · w˜, γ · v˜) = d˜ist(w˜, v˜). Il vient
donc :
d˜ist(v˜, γ · w˜) > 1.
Une conse´quence est la suivante. Supposons que v˜, w˜ dans V˜ et α dans
Γ ve´rifient d˜ist(v˜, α · w˜) 6 1. Pour tout β 6= 1Γ dans Γ, on a donc d˜ist(v˜, β ·
(α · w˜)) > 1. Prenons maintenant γ 6= α dans Γ. Avec β = γα−1 (qui est
diffe´rent de 1Γ) on obtient :
d˜ist(v˜, γ · w˜) > 1.
Pour ψ ∈ L∞(V˜0) et γ ∈ Γ, on conside`re l’e´le´ment γ ·ψ de L
∞(V˜0) de´fini,
pour tout w˜ ∈ V˜0, par :
γ · ψ(w˜) = ψ(γ−1 · w˜).
On de´finit ainsi une action de Γ sur L∞(V˜0).
Appelons maintenant D˜ un domaine fondamental (connexe) de l’action
de Γ sur V˜ . Pour v˜ ∈ D˜, on conside`re l’application :
I˜0(v˜) : V˜0 → IR
de´finie par : I0(v˜)(w˜) =
{
min(1,dist(p(v˜), p(w˜))) si w˜ ∈ D˜ ∩ V˜0;
1 sinon.
.
Lorsque γ ∈ Γ \ {1γ}, on pose encore : I˜0(γ · v˜) = γ · I˜0(v˜), de sorte que
I˜0 : V˜ → L
∞(V˜0) est une application Γ-e´quivariante.
Exemple 3. Illustrons cette construction avec un exemple e´le´mentaire (voir
figure 5). On prend pour V le cercle [0, 2]/0 ∼ 2. On note [x] la classe de x
dans V et on prend V0 =
{
[0], [23 ], [
4
3 ]
}
. On a ici Γ = Z, V˜ = IR et V˜0 =
2
3Z.
On choisit D˜ = [0, 2[. L’application I˜0(0) est de´finie par :
I˜0(0)(x) =

0 si x = 0
2
3 si x =
2
3
1 sinon
.
A titre d’exemple, par de´finition, pour x re´el, on a : I˜0(2)(x) = I˜0(0)(x−2).
Revenons a` la construction ge´ne´rale. Prenons v dans V et conside´rons le
cube K(v) ⊂ L∞(V0) (voir § 2.2). Pour ϕ dans K(v), on de´finit un e´le´ment
ϕ˜ de L∞(V˜0) (de la meˆme manie`re que pour I˜0 ci-dessus) en posant, pour
w˜ ∈ D˜ ∩ V˜0 et γ dans Γ \ {1γ} :
ϕ˜(w˜) = ϕ(p(w˜)) et ϕ˜(γ · w˜) = 1.
Lorsque v˜ est dans D˜ et ve´rifie p(v˜) = v, on note K˜(v˜) l’ensemble des ϕ˜
dans L∞(V˜0) ainsi construites a` partir des e´le´ments ϕ de K(v), et, pour γ
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2
3
0− 2
3
4
3
2 8
3
[0] = [2]
[2
3
]
[4
3
]
b
b
b
Figure 5. Un exemple e´le´mentaire
dans Γ, on pose :
K˜(γ · v˜) = γ · K˜(v˜).
Remarque 11. Soit v˜ dans V˜ . Pour ϕ˜ dans K˜(v˜), il existe toujours deux
e´le´ments w˜ et w˜′ de V˜0 tels que ϕ˜(w˜) = 0 et ϕ˜(w˜
′) = 1. En effet, l’application
ϕ˜ est construite a` partir d’un e´le´ment ϕ d’un certain cube K(v) de K(V ),
et on a vu (voir remarque 6) que l’une des coordonne´es de ϕ est nulle.
Notons maintenant R˜ε la re´traction du complexe cubique L
∞(V˜0) fournie
par le the´ore`me 3. On peut construire, de la meˆme manie`re que pour V , une
extension K(V˜ ) = K(V˜ , V˜0, ε) de V˜ , a` partir de l’application J˜ = R˜ε ◦ I˜0.
Avec les notations ci-dessus, pour tout v˜ dans V˜ , le cube minimal K(v˜)
de L∞(V˜0) qui contient J˜(v˜) n’est autre que le cube K˜(v˜).
Lemme 1. Le groupe Γ agit sans point fixe et totalement discontinuˆment
sur K(V˜ ), de sorte que :
pr : K(V˜ )→ K(V˜ )/Γ = K(V )
est un reveˆtement re´gulier.
De´monstration. Soit ϕ˜ dans K(V˜ ). On conside`re la boule ouverte
U =
{
ψ˜ ∈ K(V˜ ) | dist(ϕ˜ − ψ˜) < 12
}
.
Prenons γ dans Γ \{1Γ}. Raisonnons par l’absurde et supposons que γ ·U ∩
U 6= ∅. Il existe alors ψ˜ ∈ U telle que
∣∣∣∣∣∣ϕ˜− γ · ψ˜∣∣∣∣∣∣
∞
< 12 (voir remarque 3
page 8). Par ine´galite´ triangulaire, on obtient :∣∣∣∣∣∣ψ˜ − γ · ψ˜∣∣∣∣∣∣
∞
< 1. (6)
La fonction ψ˜ appartient a` un certain cube K(v˜). Supposons que v˜ ∈ D˜. Il
existe w˜ dans V˜0∩D tel que ψ˜(w˜) = 0 (voir remarque 11). Or ψ˜(γ
−1 ·w˜) = 1,
de sorte que
∣∣∣ψ˜(w˜)− γ · ψ˜(w˜)∣∣∣ = 1, ce qui contredit (6). Si maintenant
v˜ /∈ D˜, on dispose de α ∈ Γ, de v˜′ dans D˜ et de ψ˜0 dans K˜(v˜
′) tels que
ψ˜ = α · ψ˜0. L’ine´galite´ (6) implique alors, pour tout w˜ ∈ V˜0 :∣∣∣ψ˜0(w˜)− ψ˜0(γ−1 · w˜)∣∣∣ < 1,
18 GUILLAUME BULTEAU
et on peut conclure a` une absurdite´ de la meˆme fac¸on. Ainsi l’action de Γ
sur K(V˜ ) est sans point fixe et totalement discontinue.
Enfin, pour ϕ˜ dans K(V˜ ), la classe pr(ϕ) est repre´sente´e par un e´le´ment
ϕ˜0 d’un certain cube K(v˜) de K(V˜ ) ou` v˜ est dans D˜. Notons v = p(v˜) ∈ V .
Alors pr(ϕ˜0) n’est autre que l’e´le´ment ϕ0 de K(v) de´fini, pour w ∈ V0, par :
ϕ0(w) = ϕ˜0(w˜),
ou` w˜ ∈ D˜ ∩ p−1(w). On a ainsi K(V˜ )/Γ = K(V ). 
On peut noter que l’application J˜ : V˜ → K(V˜ ) est encore lipschitzienne
de rapport 11−2ε et que le diagramme suivant est commutatif :
V˜
J˜
−−−−→ K(V˜ )
p
y ypr
V −−−−→
J
K(V )
Lemme 2. Soient v˜ et v˜′ des points dans V˜ . On note K1 = K(v˜) et
K2 = K(v˜
′).
Si pour m > 1 entier on a d˜ist(v˜, v˜′) > m alors :
dist(K1,K2) > m.
De´monstration. Rappelons que K1 et K2 sont les cubes minimaux dans
K(V˜ ) qui contiennent respectivement J˜(v˜) et J˜(v˜′).
On proce`de par re´currence sur m > 1. Montrons le re´sultat pour m = 1.
On suppose que d˜ist(v˜, v˜′) > 1. On choisit un point w˜ de V˜0 suffisamment
proche de v˜, de sorte que J˜(v˜)(w˜) = 0 et J˜(v˜′)(w˜) = 1. Par minimalite´
de K1 et K2, pour tout ϕ˜ dans K1 et tout ψ˜ dans K2, on a ϕ˜(w˜) = 0 et
ψ(w˜) = 1, donc
1 =
∣∣∣∣∣∣ψ˜ − ϕ˜∣∣∣∣∣∣
∞
6 dist(ψ˜, ϕ˜).
Il en re´sulte que dist(K1,K2) > 1.
Supposons maintenant le re´sultat vrai pour un certain entier naturel m.
Soient v˜ et v˜′ dans V˜ tels que d˜ist(v˜, v˜′) > (m+1). On prend un plus court
chemin dans K(V˜ ) entre les cubes K1 et K2 et on prend un point x˜ sur ce
chemin pour lequel dist(x˜,K1) = 1. Ce point x˜, par construction de K(V˜ ),
appartient a` un certain cube minimal K(w˜) pour un certain point w˜ de V˜ .
Comme 1 = dist(K1, x˜) 6 dist(J˜(v˜), x˜) on a :
dist(K1,K2) = dist(K1, x˜) + dist(x˜,K2) > 1 + dist(K(w˜),K2). (7)
De plus d˜ist(w˜, v˜) 6 1 (puisque dist(K1,K(w˜)) 6 1). Ainsi on a
d˜ist(w˜, v˜′) > d˜ist(v˜, v˜′)− d˜ist(w˜, v˜) > d˜ist(v˜, v˜′)− 1 = m.
Le re´sultat e´tant suppose´ vrai au rang m, on a dist(K2,K(w˜)) > m. On
peut donc conclure, via (7), que le re´sultat est vrai pour m+ 1. 
Lemme 3. L’application f ′ : V ′ → K(π, 1) (voir 8) se prolonge en une
application continue F : K(V )→ K(π, 1).
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De´monstration. Soit V˜ ′ le releve´ de V ′ a` K(V˜ ). Notons f˜ ′ : V˜ ′ → K˜(π, 1)
l’application e´quivariante qui rele`ve f ′ : V ′ → K(π, 1) :
V˜ ′
f˜ ′
−−−−→ K˜(π, 1)
pr|˜V ′
y yq
V ′ −−−−→
f ′
K(π, 1)
Soit ∆ une partie de K(V˜ ) qui contient exactement un repre´sentant de
chaque orbite de l’action de Γ sur K(V˜ ), et qui est d’intersection non vide
avec V˜ ′. Puisque K˜(π, 1) est simplement connexe, la restriction de f˜ ′ a`
∆∩ V˜ ′, se prolonge en une application continue f˜ ′1 : ∆∪ V˜
′ → K˜(π, 1). On
prolonge alors cette application f˜ ′ en une application e´quivariante
F˜ : K(V˜ )→ K˜(π, 1),
en posant, F˜ (γ · v˜′) = γ · f˜ ′1(v˜
′). Cette application F˜ induit alors une
application continue
F : K(V )→ K(π, 1)
telle que le diagramme suivant commute, ou` q : K˜(π, 1) → K(π, 1) est la
projection canonique.
K(V˜ )
F˜
−−−−→ K˜(π, 1)
pr
y yq
K(V ) −−−−→
F
K(π, 1)
Cette dernie`re application F prolonge f ′. 
Soit maintenant V ′′ une pseudo-varie´te´ de dimension n plonge´e dans
K(V ). Sa classe fondamentale est repre´sente´e par un cycle cV ′′ =
m∑
i=1
σi
ou` {σ1, . . . , σm} est l’ensemble des simplexes de dimension n qui repre´sen-
tent V ′′. Ce cycle peut aussi bien se conside´rer comme une chaˆıne singulie`re
de K(V ), qui est clairement un cycle. On confondra par la suite cV ′′ et V
′′.
De´finition 5. On dira que les pseudo-varie´te´s V ′ = J(V ) et V ′′ sont homo-
logues dans K(V ) lorsque les cycles cV ′ et cV ′′ repre´sentent la meˆme classe
dans Hn(K(V );Z).
On munit V ′′ de la me´trique riemannienne g′′ fournie par la remarque 2,
page 7. On a vu que (V ′, f ′, g′) est un cycle ge´ome´trique qui repre´sente la
classe h dans Hn(π;Z) et que l’application f
′ : V ′ → K(π, 1) se prolonge en
une application continue F : K(V ) → K(π, 1). Notons f ′′ la restriction de
F a` V ′′.
The´ore`me 7. Soit V ′′ une pseudo-varie´te´, homologue a` V ′ dans K(V ). Le
cycle ge´ome´trique (V ′′, f ′′, g′′) repre´sente la classe h. Si de plus le cycle
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(V, f, g) est normalise´, i.e. lorsque Imf∗ = π, ou` f∗ : π1(V )→ π, alors :
syst(V ′′, f ′′, g′′) > syst(V, f, g),
De´monstration. Rappelons que l’on a suppose´ syst(V, f, g) = 2. Notons f ′∗ :
Hn(V
′;Z) → Hn(π;Z), f
′′
∗ : Hn(V
′′;Z) → Hn(π;Z) et F∗ : Hn(K(V );Z) →
Hn(π;Z) les morphismes induits au niveau des groupes d’homologie. On a
alors :
f ′′∗ [V
′′] = F∗[cV ′′ ] = F∗[cV ′ ] = f
′
∗[V
′] = h.
En effet, montrons que F∗[cV ′′ ] = f
′′
∗ [V
′′] (la seconde e´galite´ re´sultant du
fait que V ′′ est homologue a` V ′ dans K(V )). Pour cela, regardons ce qui se
passe au niveau des complexes de chaˆınes. Rappelons que le cycle cV ′′ , qui
repre´sente la classe fondamentale [V ′′] dans Hn(V
′′;Z), peut eˆtre conside´re´
comme un cycle de K(V ). Nous mettrons ♯ en indice pour les applications
induites au niveau des complexes de chaˆınes. De´signons par C une chaˆıne
(cycle) de dimension n dans K(π, 1) qui repre´sente la classe h′′ = f ′′∗ [V
′′]. Il
existe C′ chaˆıne de dimension n+1 dans K(π, 1) telle que f ′′♯ (cV ′′) = C+∂C
′.
Comme F prolonge f ′′ a` K(V ), on a F♯(cV ′′) = f
′′
♯ (cV ′′) et ainsi :
F♯(cV ′′) = C + ∂C
′.
Il en re´sulte que F♯(cV ′) est homologue a` C donc F∗[cV ′′ ] = f
′′
∗ [V
′′].
Passons a` l’ine´galite´ concernant les systoles relatives. On se rappelle tout
d’abord que
syst(V ′′) = inf
{
d˜ist(v˜′′, γ · v˜′′) | v˜′′ ∈ V˜ ′′ et γ ∈ G(V˜ ′′) \
{
1
G(V˜ ′′)
}}
,
ou` V˜ ′′ → V ′′ est le reveˆtement associe´ au sous-groupe ker f ′′∗ de π1(V
′′)
et G(V˜ ′′) est le groupe des automorphismes de ce reveˆtement. Soit v˜′′ ∈
V˜ ′′ ⊂ K(V˜ ), cette dernie`re inclusion re´sultant du fait que (V, f, g) est un
cycle normalise´. Pour γ dans G(V˜ ′′) \
{
1
G(V˜ ′′)
}
, on choisit un cube K1 de
K(V˜ ) qui contient v˜′′. Par construction de K(V˜ ), il existe v˜ dans V˜ tel que
K1 contienne J˜(v˜). Le cube K2 = γ · K1 contient alors γ · v˜
′′, ainsi que
γ · J˜(v˜) = J˜(γ · v˜). Il vient ainsi :
d˜ist(v˜′′, γ · v˜′′) > dist(K1,K2).
Comme syst(V, f, g) = 2 6 d˜ist(v˜, γ · v˜), on obtient, d’apre`s le lemme 2
applique´ a` m = 2, dist(K1,K2) > syst(V, f, g). Ainsi :
d˜ist(v˜′′, γ · v˜′′) > syst(V, f, g).
Cette dernie`re ine´galite´ e´tant valable pour tout v˜′′ dans V˜ ′′, on obtient le
re´sultat souhaite´, via le the´ore`me 6. 
Remarque 12. On peut toujours supposer, et ce sera le cas dans la suite, que
le cycle ge´ome´trique initial (V, f, g) est normalise´ : voir [Bab06].
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4. Preuve des the´ore`mes A et B
4.1. La preuve du the´ore`me B. On part d’un cycle ge´ome´trique (V, f, g)
(normalise´, voir remarque ci-dessus et the´ore`me 7) qui repre´sente h tel que
syst(V, f, g) = 2. On choisit une partie V0 de V , suffisamment dense dans
V , ce qui permet de construire, pour ε > 0 suffisamment petit, le complexe
cubique K(V ) ainsi que la pseudo-varie´te´ V ′ = J(V ) de K(V ) (voir la re-
marque 8).
Introduisons maintenant une notion particulie`re de volume d’une classe
d’homologie a dans Hn(K(V );Z). Pour a dans Hn(K(V );Z), on conside`re
l’ensemble C(a) des pseudo-varie´te´s de dimension n incluses dans K(V ) qui
repre´sentent a. On pose :
vol(a) = inf {vol(c) | c ∈ C(a)} .
Notons, par abus, [V ′] la classe d’homologie de cV ′ dans K(V ). On ap-
pellera suite minimisante (pour vol[V ′]) une suite ci de pseudo-varie´te´s dans
K(V ), homologues a` V ′, telle que :
vol(ci) −→
+∞
vol[V ′].
Si une suite minimisante (ci) converge au sens de Hausdorff vers une partie
compacte W de K(V ), on dira que W est minimale lorsqu’aucune partie
propre de W (i.e. aucune partie incluse dans W et distincte de W ) n’est
limite de Hausdorff d’une autre suite minimisante c′i dans K(V ).
Rappelons aussi ce qu’est la distance de Hausdorff. Soit (X,dist) un
espace me´trique. Notons K(X) l’ensemble de toutes les parties compactes
de X. Pour A ⊂ X et ε > 0, on pose :
tube(A, ε) = {x ∈ X | dist(x,A) < ε}
Pour A et B dans K(X), la distance de Hausdorff entre A et B est :
distH(A,B) = inf {ε > 0 | A ⊂ tube(B, ε) et B ⊂ tube(A, ε)}
On sait alors que (K(X),distH) est un espace me´trique, qui de plus est
compact lorsque X l’est. On utilisera dans la suite les re´sultats suivants
(voir [BBI01]).
R1. Si (Ap) est une suite dans K(X) telle que Ap −→
+∞
A ∈
K(X), pour distH, alors A est exactement l’ensemble des lim-
ites des suites convergentes (xp) dans X telles que xp ∈ Ap
pour tout p ∈ IN.
R2. Si (Ap) est une suite de´croissante (pour l’inclusion)
dans K(X), alors elle converge pour distH vers
⋂
p∈IN
Ap dans
K(X).
Lemme 4. On peut choisir une suite minimisante (Vi) de pseudo-varie´te´s
dans K(V ) qui converge pour la distance de Hausdorff vers une partie com-
pacte minimale, note´e W∞, de K(V ).
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De´monstration. Soit W l’ensemble des parties compactes de K(V ) qui sont
limites de Hausdorff de suites minimisantes, muni de la relation d’ordre
partielle ⊂. On montre que c’est un ensemble inductif au sens suivant :
toute partie totalement ordonne´e de W admet un minorant dans W. Le
lemme de Zorn fournira alors un e´le´ment minimal W∞ de W.
Soit W0 une partie totalement ordonne´e de W. On e´crit W0 = (Wα)α∈A.
On conside`re :
K∞ =
⋂
α∈A
Wα.
C’est une partie compacte de K(V ). On montre alors qu’il existe une
suite (Wi)i∈IN dans W0, de´croissante pour l’inclusion, telle que :
K∞ =
⋂
i∈IN
Wi.
En effet, pour i dans IN, notons Ui le voisinage tubulaire ouvert de K∞
de rayon 2−i dans K(V ). Fixons i dans IN. Le comple´mentaire Fi de Ui
dans K(V ) est un ferme´ de K(V ) : c’est donc un compact. De plus, comme
K∞ ⊂ Fi, on a :
Fi ⊂
⋃
α∈A
Oα,
ou` Oα est le comple´mentaire de Wα dans K(V ). Par compacite´, il existe
une partie finie Bi de A telle que :
Fi ⊂
⋃
β∈Bi
Oβ.
Ainsi,
⋂
β∈Bi
Wβ ⊂ Ui.
Comme Bi est une partie finie de A, l’ensemble {Wβ}β∈Bi admet un plus
petit e´le´ment, que l’on note Wi. On a alors Wi ∈ W0 et K∞ ⊂Wi ⊂ Ui.
Il en re´sulte que : K∞ =
⋂
i∈IN
Wi. Comme on peut de plus imposer
Bi ⊂ Bi+1 pour tout i ∈ IN, la suite (Wi)i∈IN est de´croissante.
Montrons maintenant que K∞ ∈ W. Pour j ∈ IN, chaque Wj est dans W
: il existe donc une suite minimisante (cji )i∈IN telle que :
cji
H
−→
i→+∞
Wj.
Pour tout j dans IN, il existe kj ∈ IN tel que pour tout i > kj on ait :∣∣∣vol(cji )− vol[V ′]∣∣∣ 6 2−j.
Puis, comme cji
H
−→ Wj, il existe ℓj ∈ IN tel que, pour tout i > ℓj , on ait :
distH(c
j
i ,Wj) 6 2
−j (8)
On construit alors une suite minimisante (c′j) en posant, pour tout j dans
IN : c′j = c
j
ij
ou` ij = max(kj , ℓj). Il s’agit bien d’une suite minimisante
puisque pour tout j entier naturel on a :∣∣vol(c′j)− vol[V ′]∣∣ 6 2−j.
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Puis, on sait que Wi
H
−→ K∞ (c’est la proprie´te´ R2). Ainsi, pour tout
ε > 0, il existe j0 entier tel que, pour tout j > j0, on ait :
distH(Wj,K∞) 6 ε.
D’apre`s (8) on a : distH(c
′
j ,Wj) 6 2
−j . Pour j > j1 convenable, on a
donc :
distH(c
′
j ,K∞) 6 ε.
Ainsi, pour j > max(j0, j1), il vient, par ine´galite´ triangulaire :
distH(c
′
j ,K∞) 6 distH(c
′
j ,K∞) + distH(K∞,Wj) 6 2ε
ce qui prouve que la suite (c′j) converge au sens de Hausdorff vers K∞. Il
en re´sulte que K∞ est un minorant dans W de W0. 
On peut noter qu’il n’y a pas force´ment unicite´ de la partie minimale
compacte W∞ de K(V ). On aura besoin, pour la suite, des deux re´sultats
suivants.
Lemme 5. Soient 0 6 α 6 β et c > 0 des re´els, ainsi que a : [α, β] → IR∗+
et v : [α, β]→ IR+ des fonctions. On suppose que :
H1. Pour tout R ∈ [α, β] on a v(R) >
∫ R
α
a(t) dt;
H2. Pour tout R ∈ [α, β] on a v(R) 6 c[a(R)]
n
n−1 .
Alors, pour tout R dans [α, β], on a : v(R) >
1
cn−1nn
(R− α)n.
De´monstration. Pour tout R dans [α, β], on pose A(R) =
∫ R
α
a(t) dt. Pour
tout t dans [α, β], selon H1 et H2, on a : A(t) 6 c[A′(t)]
n
n−1 , ce qui ame`ne :
A′(t)
A(t)
n−1
n
>
(
1
c
)n−1
n
.
En inte´grant, pour R dans [α, β], on obtient :
n
[
A(R)
1
n −A(α)
1
n
]
>
(
1
c
)n−1
n
(R− α).
Comme A(α) > 0, il vient, pour tout R ∈ [α, β] : A(R) >
1
nncn−1
(R− α)n.
On utilise alors H1 pour conclure. 
The´ore`me 8 (Ine´galite´ d’Eilenberg). Soient X un espace me´trique et z un
cycle de dimension n dans X. Il existe une constante En, qui ne de´pend que
de la dimension n, telle que pour toute application 1-lipschitzienne f : X →
IR on ait :
vol(z ∩ {f 6 r}) >
∫ r
0
vol(z ∩ {f = t})dt,
pour presque tout r dans IR. De plus, z∩{f = r} est un cycle de dimension
n− 1 pour presque tout r ∈ IR.
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Pour ce re´sultat, je renvoie a` [Gro83] page 21 et [BZ88] page 101. On
va utiliser ce re´sultat avec X = K(V ) et la fonction f = dist(∗, .) ou` ∗
est une partie de K(V ). L’hypothe`se H1 du lemme 5 est en fait l’ine´galite´
d’Eilenberg.
Le lemme 4 nous autorise a` prendre une suite minimisante (Vi) (pour
vol[V ′]) de pseudo-varie´te´s dans K(V ), qui converge pour la distance de
Hausdorff vers une partie compacte minimale W∞ de K(V ).
Fixons maintenant a ∈]0, 1[ et ρ > 0. On va alors de´montrer le re´sultat
suivant.
Lemme 6. Il existe une constante re´elle An > 0 (inde´pendante de a et ρ),
et une extraction ϕ : IN→ IN telle que, pour tout i dans IN, pour tout v dans
Vϕ(i) et tout R dans [a, 1] on ait :
vol(cϕ(i)(R)) > An(R− a)
n
ou` ci(R) = Vi ∩ Tube(Bi(v,R), ρ), Tube(Bi(v,R), ρ) de´signant le voisinage
tubulaire de rayon ρ de la boule Bi(v,R) de Vi dans K(V ).
On raisonne par l’absurde. On suppose donc que :
(P) Pour tout re´el A > 0, il existe i0 ∈ IN tel que, pour tout
i > i0, on ait l’existence de vi dans Vi et de Ri ∈ [a, 1] pour
lesquels :
vol(ci(Ri)) < A(Ri − a)
n
ou` ci(Ri) = Vi ∩ Tube(Bi(v,Ri), ρ).
Pour aboutir a` une contradiction, on va construire une suite minimisante
de cycles pour le volume de la classe d’homologie [V ′] qui va converger vers
une partie propre de W∞, ce qui contredira le caracte`re minimal de W∞.
Pour simplifier la lecture de ce qui suit, notons, pour tout t > 0 et i > i0
dans IN :
ci(t) = Vi ∩ Tube(Bi(vi, t), ρ) et zi(t) = ∂ci(t).
Fixons provisoirement A > 0. Comme la proprie´te´ (P) est suppose´e vraie,
il existe une suite (ri) dans [a,Ri] telle que :
vol(ci(ri)) >
(
1
Ann
) 1
n−1
vol(zi(ri))
n
n−1 (9)
ou` zi(ri) = ∂ci(ri). En effet, cela re´sulte du lemme 5, applique´ aux re´els
α = a, β = Ri et aux fonctions a(t) = vol(zi(t)) et v(t) = vol(ci(t)).
Il vient alors :
vol(zi(ri)) <
(
(Ann)
1
n−1 vol(ci(ri))
)n−1
n
6 A
1
nn vol(ci(ri))
n−1
n 6 A
1
nn vol(ci(Ri))
n−1
n
6 A
1
nn A
n−1
n R
n−1
n
i 6 An.
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Supposons maintenant que :
An 6 αn−1, (10)
ou` αn−1 est une des deux constantes de´finies par le the´ore`me 5 (voir page
13).
En vertu de ce the´ore`me, il existe, pour tout i > i0, une chaˆıne Ci de
dimension n dans K(V ), dont le bord est zi(ri), qui est contenue dans le
voisinage tubulaire de rayon εi = βn−1 vol(zi(ri))
1
n−1 et qui ve´rifie :
vol(Ci) 6 βn−1vol(zi(ri))
n
n−1 (11)
On conside`re maintenant la suite de cycles :
V ′i = Vi − ci(ri) + Ci (i > i0).
On va de´montrer qu’il s’agit d’une suite minimisante pour le volume de la
classe d’homologie [V ′] qui (a` une extraction pre`s) converge (pour la distance
de Hausdorff) vers une partie propre de W∞.
Tout d’abord, pour i > i0 et pour A petit, les V
′
i sont homologues a` V
′.
En effet, pour tout i > i0, ∂ci(ri) = ∂Ci = zi(ri) donc Ci−ci(ri) est un cycle
de dimension n dans K(V ). Puis on a pour i > i0, en vertu de la proprie´te´
(P) page 24, vol(ci(ri)) 6 A. Ainsi, pour i > i0 :
vol(Ci − ci(ri)) 6 vol(ci(ri)) + vol(Ci) 6 A+ βn−1vol(zi(ri))
n
n−1
6 A+ βn−1 (An
n)
1
n−1 vol(ci(ri)) 6 A+ βn−1(An)
n
n−1 .
Pour
A+ βn−1(An)
n
n−1 6 αn, (12)
Ci − ci(ri) est un bord selon le the´ore`me 5.
Lemme 7. Pour un choix convenable de la constante A, on a :
lim
i→+∞
vol(V ′i ) = vol[V
′].
De´monstration. Montrons tout d’abord que :
vol(ci(ri))−Vol Remp
(
zi(ri) ⊂ K(V )
)
−→
i→+∞
0.
On raisonne par l’absurde. Supposons que, quitte a` extraire, on ait, pour
tout i > i0, vol(ci) − Vol Remp
(
zi(ri) ⊂ K(V )
)
> γ > 0. On conside`re la
suite de cycles V ′′i = Vi−ci(ri)+Wi, ou`Wi est une chaˆıne de K(V ) telle que
vol(Wi) 6 Vol Remp
(
zi(ri) ⊂ K(V )
)
+ γ2 et ∂Wi = zi. On peut d’ailleurs
supposer que vol(Wi) 6 vol(ci(ri))
Pour i > i0, chaque V
′′
i est encore homologue a` V
′, a` condition que A
soit suffisamment petit. En effet, pour i > i0, Wi − ci(ri) est un cycle de
dimension n dans K(V ), et on a (graˆce a` la proprie´te´ (P)):
vol(Wi − ci(ri)) 6 vol(ci(ri)) + vol(Wi) 6 2A.
Ainsi, toujours par le the´ore`me 5, le cycle Wi − ci(ri) est un bord de`s que :
A 6
αn
2
. (13)
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Or
vol(V ′′i ) 6 vol(Vi − ci(ri)) + vol(Wi)
6 vol(Vi)− vol(ci(ri)) + Vol Remp
(
zi(ri) ⊂ K(V )
)
+ γ2
6 vol(Vi)− γ +
γ
2 6 vol(Vi)−
γ
2 .
Il en re´sulte que, pour i grand, vol(V ′′i ) < vol[V
′], ce qui contredit la de´fini-
tion de vol[V ′]. On a donc :
vol(ci(ri))−Vol Remp
(
zi(ri) ⊂ K(V )
)
−→
i→+∞
0 (14)
Puis, pour tout i > i0, on a :
vol(ci(ri))−Vol Remp
(
zi(ri) ⊂ K(V )
)
>
1
(Ann)
1
n−1
vol(zi(ri))
n
n−1 − βn−1vol(zi(ri))
n
n−1
>
( 1
Ann
) 1
n−1
− βn−1
 vol(zi(ri)) nn−1 .
On se demande alors s’il est loisible de choisir A de sorte que (10), (12)
et (13) soient vraies avec la contrainte :(
1
Ann
) 1
n−1
− βn−1 > 0.
Mais on a :(
1
Ann
) 1
n−1
− βn−1 > 0⇔
1
Ann
> βn−1n−1 ⇔
1
βn−1n−1n
n
> A.
Ainsi, on peut choisir A tel que
(
1
Ann
) 1
n−1
−βn−1 > 0 de sorte que (10),
(12) et (13) soient vraies. Or, pour tout i > i0, on a :
vol(ci(ri))−Vol Remp
(
zi(ri) ⊂ K(V ))
)
>( 1
Ann
) 1
n−1
− βn−1
 vol(zi(ri)) nn−1 > 0.
Par sandwich, avec (14), on obtient vol(zi(ri)) −→
+∞
0.
Selon (11), on obtient vol(Ci) −→
+∞
0 et Vol Remp
(
zi(ri) ⊂ K(V )
)
−→
+∞
0.
Selon (14), on peut conclure que vol(ci(ri)) −→
+∞
0. 
Lemme 8. Ou pourquoi il n’y a pas de doigt. Quitte a` extraire, la suite
(V ′i ) converge pour la distance de Hausdorff vers une partie compacte propre
W1 de W∞.
De´monstration du lemme 8. Quitte a` extraire, la suite (V ′i ) converge pour
la distance de Hausdorff vers une partie compacte W1 de K(V ). On exhibe
alors un point w ∈W∞ qui n’est limite d’aucune suite (wi) telle que wi ∈ V
′
i
pour tout i > i0. Rappelons que ci(ri) = Vi ∩ Tube
(
B(vi, ri), ρ
)
, de sorte
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que, pour tout i > i0, on a dist(vi, zi(ri)) > ρ, ou` “dist” de´signe la distance
dans K(V ).
zi(ri)
vi
zi(ri)
ci(ri)
vi w
b b b
b


Cette partie
de W0 n’est pas
dans W1
zi(ri)
Vi
zi(ri)
Vi
b
Figure 6. Couper les doigts
Quitte a` ne´gliger une nouvelle extraction, on peut supposer que l’on a :
vi −→
+∞
w ∈W∞.
Conside´rons une suite (wi) telle que, pour tout i > i0, on ait wi ∈ Ci.
Rappelons nous aussi que Ci est contenue dans le voisinage tubulaire de
rayon εi = βn−1vol(zi(ri))
1
n−1 de zi(ri) et que l’on a εi −→
+∞
0.
A partir d’un certain rang, on aura donc dist(wi, w) >
ρ
2 , puisque l’on a
dist(zi(ri), vi) > ρ. En effet :
dist(zi(ri), vi) 6 dist(zi(ri), wi) + dist(wi, w) + dist(w, vi)
et dist(zi(ri), wi) −→
+∞
0, dist(w, vi) −→
+∞
0.
Le point w ne peut eˆtre limite d’une suite (wi) telle que wi ∈ Ci pour tout
i > i0. Mais, pour tout w
′
i ∈ V
′
i \ Ci, on a dist(vi, w
′
i) > ρ : ainsi w ne
peut eˆtre limite d’une suite (wi) telle que wi ∈ V
′
i a` partir d’un certain rang.
Selon le re´sultat R1 (page 21), w /∈W1.
Montrons enfin que W1 ⊂ W∞. Soit w1 ∈ W1. Il existe alors une suite
(v′i) dans K(V ) telle que v
′
i −→+∞
w1 et v
′
i ∈ V
′
i a` partir d’un certain rang.
Supposons, qu’a` partir d’un certain rang, on ait v′i /∈ Ci. Le point w1 est donc
dans W∞, d’apre`s le re´sultat R1. Sinon, quitte a` extraire, on peut supposer
que v′i ∈ Ci a` partir d’un certain rang. Dans ce cas, dist(zi(ri), v
′
i) −→+∞
0. Il
existe donc une suite (xi) dansK(V ) telle que xi ∈ zi(ri) et dist(xi, v
′
i) −→+∞
0.
Par compacite´, quitte a` extraire, on peut supposer que xi −→
+∞
x. D’apre`s le
re´sultat R1, x ∈ W∞. Mais, par ine´galite´ triangulaire, on obtient v
′
i −→+∞
x.
Par unicite´ de la limite, il vient w1 ∈W∞.
En conclusion, W1 est une partie compacte propre de W∞ qui est limite
d’une suite minimisante de pseudo-varie´te´s, ce qui contredit le caracte`re
minimal de W∞. 
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Le lemme 6 est alors prouve´. Ce lemme e´tant vrai pour ρ arbitrairement
petit, le the´ore`me B est alors de´montre´, la me´trique riemannienne lisse par
morceaux sur les pseudo-varie´te´s Vi e´tant celle fournie par la remarque 2
page 7. L’application fi e´tant e´gale a` la restriction de F a` chaque Vi (voir,
pour les notations, le lemme 3 et la page 19).
4.2. La de´monstration du the´ore`me A. Fixons ε > 0. On prend
un cycle ge´ome´trique normalise´ (V1, f1, g1) tel que syst(V1, f1, g1) = 2 et
σ(V1, f1, g1) 6 σ(h) + ε1 ou` ε1 > 0 est petit. Pour ε2 > 0, suffisamment
petit, et V0 une partie suffisamment dense de V1, on peut construire le com-
plexe K(V1), ainsi que le plongement V
′ = Rε2 ◦ I0(V1) de V1 dans K(V1).
L’application Rε2 ◦ I0 e´tant lipschitzienne de rapport
1
1− 2ε2
, on a :
vol(V ′) 6
(
1
1− 2ε2
)n
vol(V1, g1).
Puis, le the´ore`me B nous donne, pour tout a fixe´ dans ]0, 1], une suite
(Vi, fi, gi) de cycles ge´ome´triques, qui repre´sentent la classe d’homologie h,
telle que :
(1) vol(Vi) −→
+∞
vol[V ′] ;
(2) Pour R ∈ [a, 1], les boules B(R) de rayon R dans chaque
Vi ve´rifient :
vol(B(R)) > An(R− a)
n (15)
Comme vol[V ′] 6 vol(V ′, g0), il vient vol[V
′] 6
(
1
1− 2ε2
)n
vol(V1, g1).
Soit ε3 > 0. Pour i suffisamment grand, puisque vol(Vi) −→
+∞
vol[V ′], on a :
vol(Vi) 6 (1 + ε3)
(
1
1− 2ε2
)n
vol(V1, g1) (16)
Or vol(Vi, gi) = vol(Vi), et, d’apre`s le the´ore`me 7, on a :
2 = syst(V1, f1, f1)) 6 syst(Vi, fi, gi).
Il en re´sulte que :
σ(Vi, fi, gi) 6 (1 + ε3)
(
1
1− 2ε2
)n
σ(V1, f1, g1)
6 (1 + ε3)
(
1
1− 2ε2
)n
(σ(h) + ε1).
Un choix judicieux de ε1, ε2 et ε3 permet d’obtenir, pour i suffisamment
grand :
σ(Vi, fi, gi) 6 σ(h) + ε.
Puis on a σ(h) 6
vol(Vi, gi)
syst(Vi, fi, gi)n
, donc, en utilisant l’ine´galite´ σ(V1, f1, g1) 6
σ(h) + ε1, on obtient :
σ(V1, f1, g1)− ε1 6 σ(h) 6 σ(Vi, fi, gi).
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Cela ame`ne :
vol(V1, f1, g1)− 2
nε1 6
2n
syst(Vi, fi, gi)n
vol(Vi, gi).
A partir d’un certain rang, on obtient finalement, en utilisant l’ine´galite´
(16),
syst(Vi, fi, gi)
n 6 2n
vol(Vi, gi)
vol(V1, f1, g1)− 2nε1
6 2n(1 + ε4),
pour tout ε4 > 0 fixe´ a` l’avance.
Techniquement, on a donc prouve´ que, pour tout ε > 0, a > 0 et b > 0
petits, il existe un cycle ge´ome´trique (V, f, g) repre´sentant h tel que
σ(V, f, g) 6 σ(h) + ε et vol(B(R)) > An(R− a)
n
pour tout R ∈ [a, 12syst(V, f, g)− b], ce qui ache`ve la preuve du the´ore`me A.
5. Autour du the´ore`me A et de sa de´monstration
Je vais, dans ce paragraphe, donner quelques conse´quences imme´diates du
the´ore`me A et commenter quelques notions rencontre´es, notamment donner
une de´finition alternative des cycles re´guliers.
5.1. Quelques conse´quences du the´ore`me A. La premie`re conse´quence
concerne le volume systolique d’une classe d’homologie non nulle dans
Hn(π;Z), lorsque π est un groupe de pre´sentation finie.
The´ore`me 9. Soient π un groupe de pre´sentation finie et n > 1. Il existe
une constante Cn > 0, qui ne de´pend que de n, telle que pour toute classe
d’homologie non nulle h dans Hn(π;Z) on ait :
σ(h) > Cn.
De´monstration. Soit h ∈ Hn(π;Z). Fixons provisoirement ε > 0. Il ex-
iste alors, selon le the´ore`me A, un cycle ge´ome´trique ε-re´gulier (V, f, g) qui
repre´sente la classe h. Soit v ∈ V . On a alors :
vol(V, g) > vol
(
B(v, 12syst(V, f, g)
)
>
An
2n
syst(V, f, g)n.
Il en re´sulte que σ(V, f, g) >
An
2n
. Ainsi :
σ(h) + ε >
An
2n
.
En faisant tendre ε vers 0, on obtient le re´sultat souhaite´, avec Cn =
An
2n
. 
On peut alors en de´duire une preuve de l’ine´galite´ systolique de Gromov.
Ine´galite´ systolique de Gromov. Il existe une constante Cn > 0 telle
que pour toute varie´te´ essentielle et orientable M de dimension n on ait :
σ(M) > Cn.
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De´monstration. SoitM une varie´te´ essentielle orientable de dimension n, de
groupe fondamental π. Il existe une application f :M → K(π, 1), unique a`
homotopie pre`s, telle que f∗[M ] = h 6= 0, ou`
f∗ : Hn(M ;Z)→ Hn(π;Z)
est le morphisme induit en homologie. D’apre`s le the´ore`me 9, on a σ(h) >
Cn, pour une constante universelle Cn > 0 qui ne de´pend que de n. Mais
(M,f) est une repre´sentation normalise´e admissible de h : selon [BB10], on
a σ(M) = σ(h). 
5.2. Cycles re´guliers et remplissage. Conside´rons un complexe L, muni
d’une me´trique riemannienne lisse par morceaux, dans lequel les cycles ve´ri-
fient une ine´galite´ isope´rime´trique semblable a` celle du the´ore`me 5. Plus
pre´cise´ment on suppose que la proprie´te´ suivante est ve´rifie´e dans L.
Ine´galite´ isope´rime´trique dans L. Pour tout cycle z de dimension n
dans L, il existe une constante cn telle que :
Vol Remp(z ⊂ L) 6 cn[vol(z)]
n+1
n . (17)
De´finition 6. Soit (V, f, g) un cycle ge´ome´trique inclus L, g e´tant la me´trique
induite par celle de L. Soit ε ∈]0, 12syst(V, f, g)[. On dira que (V, f, g) est a`
remplissage ε-re´gulier lorsque pour tout R dans [ε, 12syst(V, f, g)[, les boules
BV (R) de rayon R dans V ve´rifient :
vol(BV (R)) 6 (1 + ε)Vol Remp(∂BV (R) ⊂ L) (18)
Remarque 13. Comparer avec la de´finition donne´e en [Gro83], 6.4 page 70.
The´ore`me 10. Soit (V, f, g) un cycle ge´ome´trique a` remplissage ε-re´gulier
dans L. Pour tout R dans [ε, 12syst(V, f, g)[, Les boules BV (R) de rayon R
dans V ve´rifient :
vol(BV (R)) > Cn(R − ε)
n,
pour une certaine constante Cn qui ne de´pend que de n.
De´monstration. Soit R ∈ [ε, 12syst(V, f, g)[. On pose z(R) = ∂BV (R), qui
est un cycle de dimension n− 1 dans L. Avec les ine´galite´s (17) et (18), on
obtient :
vol(BV (R)) 6 (1 + ε)Cn[vol(∂BV (R))]
n+1
n .
Le lemme 5 assure alors que :
vol
(
BV (R)
)
>
1
(1 + ε)n−1Cn−1n (n)n
(R− ε)n,
ce qui est le re´sultat souhaite´ avec Cn =
1
(2cn)n−1(n)n
. 
Remarque 14. Assurer l’existence de cycles a` remplissage ε-re´gulier dans le
complexe K(V ) pourrait permettre de de´montrer le the´ore`me A. Mais une
telle existence n’est pas plus facile a` e´tablir que la de´marche propose´e ici
dans la preuve du the´ore`me A.
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