Abstract-A transmission scheme based on the Alamouti code, which we call the Li-Jafarkhani-Jafar (LJJ) scheme, was recently proposed for the 2 × 2 X-network [i.e., two-transmitter (Tx) two-receiver X-network] with two antennas at each node. This scheme was claimed to achieve a sum degrees of freedom (DoF) of 8/3 and also a diversity gain of two when fixed finite constellations are employed at each Tx. Furthermore, each Tx required the knowledge of only its own channel unlike the Jafar-Shamai scheme which required global CSIT to achieve the maximum possible sum DoF of 8/3. In this paper, we extend the LJJ scheme to the 2 × 2 X-network with four antennas at each node. The proposed scheme also assumes only local channel knowledge at each Tx. We prove that the proposed scheme achieves the maximum possible sum DoF of 16/3. In addition, we also prove that, using any fixed finite constellation with appropriate rotation at each Tx, the proposed scheme achieves a diversity gain of at least four.
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I. INTRODUCTION
T HE capacity region of Gaussian interference networks has been open for decades except for a few special cases [1] , [2] . The pursuit of capacity region of Gaussian interference networks have yielded approximations of capacity regions (see for example, [3] ) and sum-capacities. A popular way of approximating the sum-capacity of a Gaussian interference network is using the concept of degrees of freedom (DoF). The sum DoF of a Gaussian interference network is said to be d if the sum-capacity can be written as d log 2 SNR + o(log 2 SNR) [4] . A K × J MIMO X-Network is a Gaussian interference network where each of the J receivers (Rx) require one independent message from each of the K transmitters (Tx) [5] . Henceforth, a K × J MIMO X-Network with M antennas at each node shall be abbreviated as (K , J, M) X-Network. The sum DoF of (2, 2, M) X-Network was studied in [4] and [6] . In [6] , it was shown that a sum DoF of 4M 3 is achievable in a (2, 2, M) X-Network while the work in [4] shows that a sum DoF of 4M 3 is achievable. Furthermore, be an outerbound on the sum DoF of (2, 2, M) X-Network [4] . The transmission scheme in [4] that achieved this sum DoF was based on the idea of interference alignment (IA). We shall henceforth call this scheme as the Jafar-Shamai (JS) scheme. The concept of IA for M > 1 involved linear precoding using a 3-symbol extension of the channel in such a way that the interference subspaces at the receivers overlap while being linearly independent of the desired signal subspace. This assumed constant channel matrices and knowledge of all the channel gains at both the transmitters (i.e., global CSIT). The desired signals were retrieved by simple zero-forcing.
In a recent work by Li et al. [7] , an IA scheme for (2, 2, 2) X-Network using the Alamouti code and appropriate channel dependent precoding was proposed. In this scheme, each transmitter needs the knowledge of the channel from itself to both the receivers (i.e., local CSIT) whereas, in the JS scheme, global CSIT is needed. This scheme, which we call the LJJ scheme, claimed to achieve the sum DoF of (2, 2, 2) X-Network which is equal to 8 3 . However, [7] assumed the channel gains to be independently distributed as circularly symmetric complex Gaussian. Also, the proof of achievability of the sum DoF of (2, 2, 2) X-Network is incomplete. We present a complete proof in Section III-B of this paper with the assumption that the real and imaginary parts of the channel gains are distributed independently according to an arbitrary continuous distribution like in the JS scheme. Further, the LJJ scheme also achieves a diversity gain of two with node-to-node symbol rate of 2 3 complex symbols per channel use (cspcu) where, the complex symbols are assumed to take values from a fixed finite constellation.
In this work, we extend the LJJ scheme to (2, 2, 4) X-Network using Srinath-Rajan (SR) space-time block code (STBC) which was proposed for the asymmetric 4 × 2 single user MIMO system [8] . The SR code possesses a repetitive Alamouti structure upto scaling by a constant. This makes it convenient to adapt the LJJ scheme to (2, 2, 4) X-Network. We prove that the proposed scheme achieves the sum DoF of (2, 2, 4) X-Network which is equal to 16 3 . This scheme also requires only local CSIT like the LJJ scheme. Furthermore, under a more practical scenario of fixed finite constellation inputs, we prove that the proposed scheme achieves a diversity gain of at least four.
The contributions of the paper are summarized below.
• We provide a complete proof of achievability of sum DoF of 8 3 by the LJJ scheme (Theorem 3 in Section III-B).
• We extend the LJJ scheme to (2, 2, 4) X-Network using the SR STBC. It is proved that this scheme achieves a sum DoF of scheme requires only local CSIT while the JS scheme requires global CSIT to achieve the same sum DoF.
• We prove that the proposed scheme also achieves a diversity gain of at least four (Theorem 4 in Section IV) when fixed finite constellations are employed at the transmitters. Simulation results show that the diversity gain of the proposed scheme is strictly greater than four. The paper is organized as follows. Section II formally introduces the system model. A brief overview of the JS scheme for (2, 2, 4) X-Network and the LJJ scheme for (2, 2, 2) X-Network along with a complete proof of the sum DoF achieved by the LJJ scheme is given in Section III. Extension of the LJJ scheme for (2, 2, 4) X-Network based on the SR STBC is described in Section IV. Simulation results comparing the proposed scheme with the JS scheme and the time division multiple access (TDMA) scheme are presented in Section V. We conclude the paper with Section VI.
Notations: The set of complex numbers is denoted by C. The notation CN (0, σ 2 ) denotes the circularly symmetric complex Gaussian distribution with mean zero and variance σ 2 . For a complex number x, the notation x denotes the conjugate of x. The real and imaginary parts of a complex number a are denoted by a (R) and a (I ) respectively. The trace of a matrix A is denoted by tr(A). For an invertible matrix A, the notation A −H denotes the Hermitian of the matrix A −1 . The i th row, j th column element of a matrix A is denoted by a i j . The i th row and the i th column of a matrix A are denoted by A (i,:) and A (:,i) respectively. Scalars are represented by lowercase alphabets unless mentioned otherwise. Vectors and matrices are represented by uppercase alphabets unless mentioned otherwise. The Frobenius norm of a matrix A is denoted by ||A||. The identity matrix of size n×n is denoted by I n . The Kronecker product of two matrices A and B is denoted by A ⊗ B. A diagonal matrix with diagonal entries given by a 1 , a 2 , . . . , a n is denoted by diag(a 1 , a 2 , . . . , a n ). The notation vec(A) denotes the vectorized version of the matrix A.
II. SYSTEM MODEL
The (2, 2, M) X-Network is shown in Fig. 1 . Each transmitter Tx-i has an independent message W i j for each receiver Rx-j , where i, j = 1, 2. The message generated by Tx-i for Rx-j is denoted by W i j . The input symbols and the output symbols over T time slots are related as
where, Y j ∈ C M×T denotes the output matrix at Rx-j , X i ∈ C M×T denotes the input matrix at Tx-i such that E tr X X H ≤ T M, H i j ∈ C M×M denotes the channel matrix between Tx-i and Rx-j , N j ∈ C M×T denotes the noise matrix whose entries are distributed as i.i.d. CN (0, 1). As in [4] , we assume that the entries of all the channel matrices are independent and take values from arbitrary continuous probability distribution 1 so that they are almost surely 1 We consider a complex random variable to have a continuous probability distribution if its real and imaginary parts are independent and distributed according to some continuous distribution. full rank. Specifically, for the diversity gain evaluations, we assume that the channel matrix entries are distributed as i.i.d. CN (0, 1). The channel gains are assumed to be a constant over the transmitted codeword length. All the channel gains are assumed to be known to both the receivers (i.e., global CSIR), and this will not be specifically mentioned henceforth. The average power constraints at both the transmitters are assumed to be equal to P. The achievable rates and sum DoF of (2, 2, M) X-Network are defined in the conventional sense [4] .
III. BACKGROUND -JS SCHEME AND LJJ SCHEME In the first sub-section we shall briefly review the JS scheme from [4] and in the second sub-section we shall review the LJJ scheme from [7] .
A. Review of JS Scheme for (2, 2, 4) X-Network
The JS scheme for (2, 2, 4) X-Network aligns the interference symbols by precoding over a 3-symbol extension of the channel, i.e., T = 3. Each transmitter transmits 4 complex symbols to each receiver over 3 channel uses so that a sum DoF of 16 3 is achieved. The input-output relation over a 3-symbol extension of the channel is given by
where, Y j ∈ C 12×1 denotes the received symbol vector at Rx-j over 3 channel uses, V ik ∈ C 12×4 denotes the precoding matrix, X ik ∈ C 4×1 denotes the symbol vector generated by Tx-i meant for Rx-k, N j ∈ C 12×1 denotes the Gaussian noise vector whose entries are distributed as i.i.d. CN (0, 1), and the matrix
denotes the effective channel matrix between Tx-i and Rx-j over 3 channel uses. The entries of X ik take values from a set such that E X ik X H ik = I 4 . The precoders V ik are chosen as given below.
where, E F ∈ C 12×12 denotes a matrix whose columns are the eigen vectors of the matrix
With the above choice of precoders, the interference symbols are aligned and (2) can be re-written as
It is proved in [4] that the above scheme achieves a sum DoF of 16 3 in the (2, 2, 4) X-Network almost surely when the channel matrix entries take values from a continuous probability distribution.
B. Review of LJJ Scheme
In the LJJ transmission scheme for (2, 2, 2) X-Network, every transmitter transmits two superposed Alamouti codes with appropriate precoding in three time slots, i.e., T = 3. Each Alamouti code corresponds to the symbols meant for each receiver. The transmitted symbols are given by
where, x k i j takes values from a set such that E x k
The matrices X i j , as defined above, correspond to the symbols generated by Tx-i meant for Rx-j . The matrix entries x k i j denote the k th symbol generated by Tx-i for Rx-j . The precoders V i j are chosen as .
The terms in the square roots above ensure that the transmitters meet the average power constraints. Note that all the channel matrices and the precoders are 2×2 matrices. The above choice of precoders and the usage of Alamouti codes concatenated with all zero columns align the interference symbols while ensuring that the interference subspace is linearly independent of the signal subspace. We briefly describe how this happens at Rx-1. The output symbol matrix at Rx-1 is now given by 
Similarly, define the matrix N 1 obtained from N 1 . The processed output symbols at Rx-1 (i.e., Y 1 ) can be written as
where, I 1 = ax 1 12 +bx 1 22 and I 2 = ax 2 12 +bx 2 22 , andĥ i j andĝ i j denote the entries of the matricesĤ andĜ respectively. Note that, whenĥ i j andĝ i j are non-zero, the interference symbols I 1 and I 2 are aligned in a subspace linearly independent of the signal subspace. So, pre-multiplying the matrix Y 1 (defined in (6)) by the zero-forcing matrix given by 
yields
Now, note that decoding the symbols in (8) is similar to decoding symbols in a two user MAC with double antenna transmitters and a double antenna receiver. Hence, [7] makes use of the interference cancellation procedure for MAC [9] to achieve low complexity symbol-by-symbol decoding. This procedure is described below. Denote the sub-matrices of R, defined in (8) , bỹ
Denote the first two entries and the last two entries of the 4×1 vector FY 1 byỹ 1 andỹ 2 respectively. Similarly, denote first two entries and the last two entries of the 4 × 1 vector F N 1 byñ 1 andñ 2 respectively. Let
Note that the matrixH defined above also has an Alamouti structure and hence, x 1 11 and x 2 11 are symbol-by-symbol decodable. Similarly, x k 21 is decoded at Rx-1, and x k 12 and x k 22 are symbol-by-symbol decodable at Rx-2, for k = 1, 2. The following theorem, given as Theorem 1 in [7] , states the diversity gain achieved for each symbol.
Theorem 1: [7] A diversity gain of 2 is achieved for
A sum DoF of 8 3 is achieved in the (2, 2, 2) X-Network with probability one if the effective channel matrix R defined in (8) and a similar effective channel matrix at Rx-2 are full rank almost surely. The following theorem, given as Theorem 2 in [7] , claims that matrix R is almost surely full rank.
Theorem 2: [7] When the entries of H i j are i.i.d. distributed as CN (0, 1), the matrix R defined in (8) is almost surely full rank. The proof given in [7] for the above theorem goes as follows.
"The equivalent channel vectors for x 1 i1 and x 2 i1 are orthogonal, i.e., the first two columns of R are orthogonal to each other and so are the last two columns of R. Further, the equivalent channel vectors of x k 11 (i.e., first two columns of R) depend on the matrices H 11 and H 12 , while those of x k 21 (i.e., the last two columns of R) depend on H 21 and H 22 . Almost surely, the equivalent channel vectors of each data stream are linearly independent and separable at Rx-1 (i.e., the matrix R is full rank almost surely)."
Note that the matrix R is full rank iff the subspaces spanned by the first two and the last two columns of R do not intersect. We find that it is not obvious from the facts mentioned in the proof of Theorem 2 in [7] that these subspaces do not intersect almost surely. This is because the random variables in the first two columns are dependent and so are the random variables in the last two columns. So, it is not clear what distribution the determinant of R follows or specifically whether it is continuously distributed or not. Further, note that the JS scheme assured a sum DoF of 8 3 when the entries of the channel matrices are distributed i.i.d. according to some continuous distribution and not necessarily CN (0, 1). We now re-state Theorem 2 and also provide a complete proof.
Theorem 3: When the entries of H i j are distributed i.i.d. according to some continuous distribution, the matrix R defined in (8) is almost surely full rank.
Proof: The proof is given in Appendix A. 2 We propose an extension of the LJJ scheme to (2, 2, 4) X-Network in the next section.
IV. SR STBC BASED TRANSMISSION SCHEME FOR (2, 2, 4) X-NETWORK In this section, the LJJ scheme is extended to (2, 2, 4) X-Network by exploiting a repetitive Alamouti structure (upto scaling by a constant) in the SR STBC. This transmission scheme is proved to achieve the sum DoF of (2, 2, 4) X-Network, and a diversity gain of at least four when fixed finite constellations are used at the transmitters. The SR STBC proposed for 4 × 2 single user MIMO system in [8] is given by (12) (at the top of the next page) where, s i denotes the i th complex symbol generated by the transmitter, and θ ∈ (0, 2π). Note that 8 complex symbols are transmitted in 4 channel uses.
If 8 complex symbols are transmitted from each transmitter to every receiver in 6 channel uses in the (2, 2, 4) X-Network then, a total of 16 3 complex symbols per channel use is transmitted. This is done using the SR STBC as follows. The transmitted symbols are given by
where, the matrices X i1 and X i2 are given in (13) and (14) respectively, for i = 1, 2, and x k i j take values from a set such that E x k i j 2 = 1. The matrices X i j correspond to the symbols generated by Tx-i meant for Rx-j . The matrix entries x k i j denote the k th symbol generated by Tx-i for Rx-j . The choice of precoders V i j is the same as in the LJJ scheme, i.e., given by (4), where the channel matrices H i j are 4 × 4 matrices. The output symbol matrix at Rx-1 is now given by
+ j x
− j x
where, Y 1 ∈ C 4×6 . Note that the third and the sixth columns of V 11 X 11 and V 21 X 21 are zero columns. This shall be exploited for interference cancellation as follows. Define a matrix Y 1 ∈ C 4×4 obtained by processing Y 1 as follows. 
Note that, in (15) and (16), the first and the fourth columns of Y 1 are retained without further processing because they are interference free. These are interference free because the first and fourth columns of X i2 are zero, for i = 1, 2.
In (17)- (20), the interference term associated with the second column of Y 1 is canceled using the third column of Y 1 . Similarly, in (21)-(24), the interference term associated with the fifth column of Y 1 is canceled using the sixth column of Y 1 . Note that the conjugation and scaling of terms in the R.H.S. of (17)- (24) involve only the third and the sixth columns of Y 1 . This interference cancellation procedure does not affect the desired symbols because the third and the sixth columns of V 11 X 11 and V 21 X 21 are zero. Note that the LJJ scheme for (2, 2, 2) X-Network also involves similar interference cancellation procedure though it was explained through zero-forcing of aligned interference in Section III-B.
Now, the matrix Y 1 can be re-written as
where, X i1 is given by (26) (at the top of the next page), for i = 1, 2, and N 1 ∈ C 4×4 is a Gaussian noise matrix whose first and third column entries are distributed as i.i.d. CN (0, 1) while the second and fourth column entries are distributed as i.i.d. CN (0, 2). The matrices X i2 is defined in a similar way as X i1 , for i = 1, 2. We now evaluate the diversity gain achieved by the above scheme when fixed finite constellation inputs are used at the transmitters. Towards that end, we have the following definition from [11] . Definition 1: [11] The Coordinate Product Distance (CPD) between any two signal points u = u (R) + ju (I ) 
and the minimum of this value among all possible pairs is defined as the CPD of S. We assume that each symbol x k i j takes values from a finite constellation whose CPD is non-zero, for all i, j, k. As observed in [11] , if a finite constellation has a zero CPD, it can always be rotated appropriately so that the resulting constellation has a non-zero CPD. Now, define the difference matrix X i j k 1 ,k 2 by
where, X i j k 1 and X i j k 2 denote two different realizations (i.e.,
The following lemma shall be useful in establishing the diversity gain of the proposed scheme.
Lemma 1: There exists θ such that the difference matrix X i j k 1 ,k 2 is full rank for all k 1 = k 2 and for all i, j .
Proof:
The proof is given in Appendix B. Henceforth, we shall assume that θ is chosen so that the difference matrix X i j k 1 ,k 2 is full rank for all k 1 = k 2 and for all i, j . We shall assume that joint ML decoding of X 11 and X 21 is done from (25) and joint ML decoding of X 12 and X 22 is done from a similar processed received symbol matrix at Rx-2. The joint ML decoding rule at Rx-1 is given by
arg min . 3 The diversity gain of the proposed scheme can be obtained from the following theorem.
Theorem 4: When the entries of H i j are distributed as i.i.d. CN (0, 1), using the joint ML decoding rule in (27), the average pair-wise error probability P e for the pairs of codewords
for some constant c > 0. Proof: The proof is given in Appendix C. Hence, using the union bound on the average probability of error given that a particular symbol is transmitted and using Theorem 4, we obtain that joint ML decoding of X 11 and X 21 from (25) gives a diversity gain of four.
We shall now evaluate the DoF achievable using the proposed scheme. For the DoF evaluation we do not assume any restriction on the value of θ .
Theorem 5: When the entries of H i j are distributed i.i.d. according to some continuous distribution, the proposed scheme can achieve a node to node DoF of 4 3 and hence, a sum DoF of 16 3 with symbol-by-symbol decoding. Proof: The proof is given in Appendix D. Thus, the proposed scheme achieves the sum DoF of (2, 2, 4) X-Network using local CSIT while the JS scheme requires global CSIT.
In the following section, we shall present some simulation results comparing the probability of error performance of the proposed scheme with other schemes using finite constellation inputs.
V. SIMULATION RESULTS
In this section, we present some simulation results that include comparing the error performance of the proposed scheme for (2, 2, 4) X-Network with that of a TDMA scheme, and the JS scheme. In the TDMA scheme, the channel is used half the time by one transmitter while the other switches off. When Tx-i is switched on, half the time is allocated to transmit to each of the receivers. To ensure a fair comparison, we assume TDMA with CSIT and the symbol vectors meant to be transmitted are precoded using the full diversity precoders proposed in [12] for single user MIMO system with square QAM constellation inputs.
We shall briefly review the precoding technique proposed in [12] for single user MIMO system. We shall call the precoder as SR Precoder. Consider a single user MIMO system with M transmit and M receive antennas. Full CSIT and CSIR are assumed. The channel is assumed to be quasi-static and all the channel gains are distributed as i.i. d. CN (0, 1) . The channel model is given by
where, Y ∈ C M×1 denotes the output symbol vector, H ∈ C M×M denotes the channel matrix, Q ∈ C M×M denotes the precoder matrix, X ∈ C M×1 denotes the transmitted symbol vector, and N ∈ C M×1 denotes the Gaussian noise vector with the entries distributed as i. 
The precoding matrix Q is given by Q = V Q where, Q ∈ C M×M . Multiplying the received vector Y by U H we have, 
where, q i jk denotes the j th row, k th column element of the matrix Q i given by
The values of τ i , ψ i , and θ i are selected based on the matrix D.
The selection of values of these variables is involved and hence, the readers are referred to [12] for details. Similarly, for M = 2, the matrix Q is given by
cos ψ 3 cosθ 3 −cos ψ 3 sinθ 3 sin ψ 3 sinθ 3 sin ψ 3 cosθ 3 .
Among the class of precoders having a real matrix P, the above choice of P was shown to be approximately optimal in maximizing the minimum Euclidean distance metric [12] . Further, the precoders were proven to achieve full diversity. We first compare the bit error probability performance 4 of the LJJ scheme with the TDMA scheme using SR Precoder in the (2, 2, 2) X-Network. Such a comparison was not done in [7] . The value of SNR in the SR precoder is set as 2P to account for time sharing. In the LJJ scheme we perform joint ML decoding of the symbols directly from the processed receive symbol vector FY 1 given in (8) rather than symbol-bysymbol decoding as described in Section III-B. The transmitted symbols in the LJJ scheme are decoded using the sphere decoder [13] . Since each transmitter achieves a rate of 4 3 cspcu and 1 cspcu in the LJJ scheme and the TDMA scheme respectively, we use 8-QAM constellation 5 input for the LJJ scheme and 16-QAM constellation input for the TDMA scheme using SR Precoder so that the spectral efficiency achieved is 4 bits/sec/Hz per transmitter. Fig. 2 compares the Bit Error Rate (BER) of the LJJ scheme with 8-QAM input with that of the TDMA scheme using SR Precoder with 16-QAM input. The TDMA scheme using SR Precoder clearly outperforms the LJJ scheme in spite of the higher constellation size because the former has a diversity gain of 4 while the latter has a diversity gain that is strictly greater than 2 but lesser than 3. Thus, the sum DoF optimality of the LJJ scheme does not translate to a better BER performance compared to the TDMA scheme with finite constellation inputs, even at low values of P.
A similar result is observed with the proposed scheme for the (2, 2, 4) X-Network. Here, the TDMA scheme achieves a rate of 2 cspcu per transmitter. Sphere decoder is used to decode the transmitted symbols from (25) in the proposed scheme. We simulate the TDMA scheme using SR Precoder with 16-QAM input and the proposed scheme with 8-QAM input so that the achieved spectral efficiency is 8 bits/sec/Hz per transmitter. We have set θ = π 4 in the proposed scheme, and the constellations are rotated by an angle φ =
to ensure a non-zero CPD [11] . It was shown in [8] that the difference matrices of the SR STBC are full rank with θ = and φ = tan −1 (2) 2 using 8-QAM input. Hence, like in the LJJ scheme, the sum DoF superiority of the proposed scheme for (2, 2, 4) X-Network over the TDMA scheme doesn't translate to superiority in terms of BER when finite constellation inputs are used, even at low values of P. Note that the diversity gain offered by the TDMA scheme using SR Precoder is 16 whereas the proposed scheme with θ = has an assured diversity gain of only 4. Fig. 3 however shows that the diversity gain offered by the proposed scheme with θ = π 4 and φ =
is strictly greater than 4. The precoding technique in [12] however applies only to square QAM constellations which can be written as a Cartesian product of two PAM constellations. Also, optimizing the precoder to maximize the minimum Euclidean distance metric for a single user MIMO system while assuring a particular diversity gain for arbitrary constellations is an open problem. In such a scenario, there is no guarantee that TDMA with some precoding would surely outperform the LJJ scheme for (2, 2, 2) X-Network or the proposed scheme for (2, 2, 4) X-Network at all values of P. Moreover, the TDMA scheme achieves integer rates of 1 cspcu and 2 cspcu per transmitter in the (2, 2, 2) X-Network and the (2, 2, 4) X-Network respectively whereas the LJJ scheme and the proposed scheme achieve fractional rates of Figs. 2 and 3 . Further, the decoding complexity, even with sphere decoding, is enormous for higher constellation sizes for the LJJ scheme and the proposed scheme. Hence, it is not feasible to compare the BER performance of the LJJ scheme and the proposed scheme with the TDMA scheme using SR Precoding with higher QAM sizes. It should also be noted that fractional rates like 16 3 bits/sec/Hz per transmitter cannot be achieved using the TDMA scheme and hence, a fair comparison of the TDMA scheme with the LJJ scheme or the proposed scheme is not possible at all spectral efficiencies.
We now compare the BER performance of the proposed scheme with the JS scheme. We shall also observe the importance of selection of θ so that X i j k 1 ,k 2 is full rank for all k 1 , k 2 and for all i, j . Let us call the scheme that uses θ = 0 as the Alamouti repetition (AR) scheme. It is easy to observe that, with the same constellation used for all the symbols and when θ = 0, Hence, as noted in [14] sphere decoder can be used when QAM constellations are employed. is found to offer a diversity gain that is strictly greater than 4. For additional clarity, the proposed scheme with θ = π 4 and φ = tan −1 (2) 2 is plotted using BPSK inputs in Fig. 5 which also shows that the diversity gain is strictly greater than 4. Intuitively, the proposed scheme with θ = achieves full receive diversity while the transmit diversity is affected because of precoding. versus AR scheme and JS scheme with QPSK input at a spectral efficiency of 16 3 bits/sec/Hz per transmitter. The dashed red line marked by a P −4 is plotted for some positive real number a. with BPSK input at a spectral efficiency of 8 3 bits/sec/Hz per transmitter. The dashed red line marked by a P −4 is plotted for some positive real number a.
It is important to note that joint ML decoding of X i1 from (25) is highly complex because the ML metric needs to be minimized over |S| 16 possible realizations of the input where, all the symbols take values from the finite constellation S. In fact, following the definition of ML decoding complexity in [8] and using conditional ML decoding [8] , it can be easily shown that the joint ML decoding complexity is given by |S| 13 . Such a complexity is prohibitive and hence, a lowcomplexity joint ML decoder like sphere decoder needs to be used. The complexity of a sphere decoder depends on the radius of the search sphere called the sphere radius. The sphere radius can be selected so that the ML point lies inside the search sphere [15] . But, for such a choice of sphere radius, the number of points that lie within the sphere radius is more for higher constellation sizes. So, for higher order QAM constellations, it is practically infeasible to use the proposed scheme with joint ML decoding due to difficulty in choosing the sphere radius. Hence, the design of STBCs for (2, 2, M) X-Network also needs to incorporate low decoding complexity as a criterion, much like low complexity STBC design for single user MIMO systems [11] . This adds a greater challenge to the design of STBCs that achieve the sum DoF of (2, 2, M) X-Network with lesser CSIT requirement compared to the JS scheme along with full receive diversity gain when finite constellation inputs are used.
VI. CONCLUSION
A new transmission scheme based on the SR STBC was proposed for the (2, 2, 4) X-Network as an extension of the LJJ scheme for the (2, 2, 2) X-Network. The proposed transmission scheme was proven to achieve the sum DoF of the (2, 2, 4) X-Network which is equal to 16 3 . In comparison with the JS scheme, the proposed scheme has reduced CSIT requirements. Moreover, the proposed scheme was proven to achieve a diversity gain of four when finite constellation inputs are used. Simulation results confirmed that the proposed scheme performs better in terms of BER when compared with the Jafar-Shamai scheme.
An interesting question that remains to be addressed is -what is the maximum diversity gain achievable at a sum rate of 8 3 cspcu and 16 3 cspcu in the (2, 2, 2) X-Network and (2, 2, 4) X-Network respectively? Though diversity gain reflects in the BER performance at moderate values of SNR as demonstrated by the BER plots, it is primarily an asymptotic metric. At moderate SNR, coding gain is known to play a crucial role in the BER performance [16] . Design of STBCs with improved coding gain needs to be attempted for the (2, 2, 2) X-Network and (2, 2, 4) X-Network. On a similar note, since DoF is an asymptotic metric, design of algorithms for sum-rate maximization at finite SNR (on the lines of [17] ) remains to be attempted for the (2, 2, M) X-Network with local CSIT.
APPENDIX A
PROOF OF THEOREM 3
Proof: We do not attempt a direct proof for showing that the matrix R is full rank as the determinant expression is complicated. Instead, we shall prove it using some information theoretic inequalities and exploit the interference cancellation procedure given in (11) . First, note that the entries of the noise vector F N 1 in (8) are i.i.d. with the first and last entries being distributed as CN (0, 1), and the second and third entries being distributed as CN (0, 2). We now consider a modified system model where, a Gaussian noise vector N 1 is added to (8) so that the entries of the effective noise vector in (8) (11) is also assumed to be derived from the vector in (8) = 0.
This necessitates that h 22 22 = 0 as h 22 12 = 0 almost surely. However, h 22 22 = 0 almost surely. Thus, v 21 11 cannot be equal to zero with non-zero probability. Hence,ĝ 11 is also non-zero almost surely. Lemma 3: If at least one of the entries in both the matrices H (defined in (11)) andG (defined in (29)) are non-zero then, the matrix R is full rank.
Proof: Note thatH andG are Alamouti matrices. If at least one of the entries in both these matrices are non-zero then, both the matrices are full rank. Using chain rule for mutual information and data processing inequality, for any fixed value of channel matrices, we have Assume that the symbols x 1 11 , x 2 11 , x 1 21 , and x 2 21 are distributed as i.i. d. CN (0, 1) . Note that the covariance matrix of the noise vectorsG ;ỹ = 2 log(P) + o(log(P)), and
Suppose that the matrix R is not full rank. Then, following the same steps in Section 3.2 of [18] we have,
where, d = rank(R) is strictly less than 4. However, from (31) and (32) we have, I x 1 11 , x 2 11 , x 1 21 , x 2 21 ; FY 1 ≥ 4 log(P) + o(log(P)). This contradicts (33) which states that I x 1 11 , x 2 11 , x 1 21 , x 2 21 ; FY 1 grows as d log(P), where d < 4. Hence, the matrix R is full rank.
Lemma 3 states that, in order to prove Theorem 3, it is sufficient to show that both the matricesH andG contain at least one non-zero entry almost surely. We shall prove this statement only forH and the proof forG is similar.
SinceG 1 is an Alamouti matrix, its columns form a basis for the two dimensional vector space C 2 over the field of complex numbers. Hence, the first column ofH 1 can be written as a linear combination of the columns ofG 1 . The entries of the first column ofG H 1H 1 are equal to the dot product of the two columns ofG 1 with the first column of H 1 . Hence, the first column ofG H 1H 1 is a non-zero vector iffG 1 andH 1 are both non-zero matrices. From Lemma 2, this is true almost surely. Let 7
where, a =ĝ 11ĥ11 +ĝ 12ĥ12 , and b =ĝ 11ĥ12 −ĝ 12ĥ11 . Since the first column ofG H 1H 1 is a non-zero vector almost surely, one of the following must be true almost surely:
We now consider the case a = 0, b = 0 to prove thatH contains at least one non-zero entry almost surely. (34) 6 The effective channel matrices used while following the steps in Section 3.2 of [18] should be , where 1 and 2 are the covariance matrices of the noise vectors associated withH andG respectively. 7 Note that the set of Alamouti matrices are closed with respect to matrix multiplication [9] .
Clearly, if a = 0 then, at least one among the coefficients of h (R) 11 11 , h (I ) 11 11 , h (R) 11 12 , h (I ) 11 12 in (34) is non-zero. Without loss of generality, consider the coefficient of h (R) 11 11 to be non-zero. Now, letG The first row, first column entry ofH is given by
2 . Note that a depends on the random variable h (R) 11 11 while c depends on another independent set of random variables h
, and h (I ) 11 22 . Since h (R) 11 11 is continuously distributed and independent of other random variables involved in (34) and (35),
2 is non-zero almost surely. Hence, the first row, first column entry ofH is non-zero almost surely conditioned on the fact that a = 0. Similarly it can be proved for the other cases, i.e., a = 0, b = 0, and a = 0, b = 0, that at least one entry ofH is non-zero almost surely. The proof that at least one entry ofG is non-zero almost surely is similar to that forH . Thus, at least one entry of the matricesH andG are non-zero almost surely. Hence, from Lemma 3, the matrix R is also full rank.
APPENDIX B PROOF OF LEMMA 1
Proof: We shall prove the statement for X i j , 8 for i = j = 1, and the proof for other indices (i, j ) are similar. Define the sub-matrices of X 11 by
so that X 11 = A B C D . Now, consider the difference matrices X 11 such that A = 0, B = 0, C = 0, and D = 0. The determinant of X 11 can be written as 1 a 3 a 5 + a 2 a 4 a 5 − a 1 a 4 a 6 + a 2 a 3 a 6 −a 1 a 4 a 5 + a 2 a 3 a 5 − a 1 a 3 a 6 − a 2 a 4 a 6  a 1 a 4 a 5 − a 2 a 3 a 5 + a 1 a 3 a 6 + a 2 a 4 The above equation is quadratic in e 2 j θ since C A −1 B = 0. Therefore, X 11 can be equal to zero for at most two distinct values of e 2 j θ . Since there are infinite possible choices for e 2 j θ while there are only a finite number of difference matrices, there always exists θ such that X 11 = 0. Now, consider the difference matrices X 11 k 1 ,k 2 such that at least one among the difference sub-matrices A, B, C, and D is a zero matrix, for k 1 = k 2 . Since we assumed that each symbol x k 11 takes values from finite constellations whose CPD is non-zero, A = 0 iff D = 0, and B = 0 iff C = 0 [11] . If A = D = 0 then, X 11 k 1 ,k 2 is full rank as k 1 = k 2 implies that B = 0, and C = 0. Similarly
APPENDIX C
PROOF OF THEOREM 4
Proof: Consider a modified system where a Gaussian noise matrix is added to (25) so that the entries of the effective noise matrix in (25) are distributed as i.i. d. CN (0, 2) . The average pair-wise error probability for this modified system is given by
where,
and P = 3 P 4 . Note that either X 11 = 0, X 21 = 0 or X 11 = 0, X 21 = 0 or X 11 = 0, X 21 = 0. We shall prove the statement of the theorem only for the case 
(see [19, p. 62 and some straight-forward techniques involved in evaluating diversity as in [16] , we obtain (57)(a). Now, note that the eigen values of V T
11
H V T
11
are given by
where, λ j (H 12 ) denote the eigen values of H T 12 H T H 12 in nonincreasing order from j = 1 to j = 4. Thus, λ j (V 11 ) can be lower bounded as
For j = 1, the above lowerbound is equal to 1 4 , and for j = 2, 3, 4 the above lowerbound is in turn trivially lowerbounded by 0. Hence, we obtain the inequality in (57)(b), and the approximation in (57)(c) holds good at high values of P, where the constant c = .
APPENDIX D PROOF OF THEOREM 5
Proof: We shall employ an interference cancellation procedure similar to that used in the LJJ scheme in Section III-B to achieve symbol-by-symbol decoding. The symbols x k i j are assumed to be distributed as i.i. d. CN (0, 1) . We now need to decode X 11 and X 21 from (25) with symbol-by-symbol decoding. We shall decode the first two and the last two columns of X i1 independently.
Consider a modified system where a Gaussian noise matrix N 1 is added to (25) so that the entries of the effective noise matrix in (25) are distributed as i.i. d. CN (0, 2) We however avoid it for the sake of brevity. We now prove that
, and x 6 i1 can be recovered using interference cancellation as follows.
The interference cancellation is performed in three steps.
Step 1: Define the symbols obtained by eliminating the symbols x 1 21 and x 2 21 from (59) by 14 (74) +e −iθ |e 1 | 2 + |e 2 | 2 v 11 11 v 11 13 .
If p is non-zero then, clearly H 3 is a non-zero Alamouti matrix and hence, ||H 3 (1,:) || 2 is also non-zero. We now have the following useful lemmas.
Lemma 4: At least one among e 1 and e 2 (considered now as random variables) are non-zero almost surely.
Proof:
It is easy to prove that .
Note that the entries of H = 4. Thus, for any value of θ , (78) evaluates to −e − j θ and −2e − j θ for the two chosen values of H 22 . Hence, for any value of θ , the expression in (78) is a non-constant rational polynomial function in the entries of H 22 .
Lemma 5: The random variable p defined in (74) is nonzero almost surely.
