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Abstract
A general formulation of classical relativistic particle mechanics is presented, with
an emphasis on the fact that superluminal velocities and nonlocal interactions
are compatible with relativity. Then a manifestly relativistic-covariant formula-
tion of relativistic quantum mechanics (QM) of fixed number of particles (with
or without spin) is presented, based on many-time wave functions and the space-
time probabilistic interpretation. These results are used to formulate the Bohmian
interpretation of relativistic QM in a manifestly relativistic-covariant form. The
results are also generalized to quantum field theory (QFT), where quantum states
are represented by wave functions depending on an infinite number of spacetime
coordinates. The corresponding Bohmian interpretation of QFT describes an in-
finite number of particle trajectories. Even though the particle trajectories are
continuous, the appearance of creation and destruction of a finite number of par-
ticles results from quantum theory of measurements describing entanglement with
particle detectors.
1Chapter 8. of the book Applied Bohmian Mechanics: From Nanoscale Systems to Cosmology,
edited by X. Oriols and J. Mompart (Pan Stanford Publishing, 2012).
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8.1 Introduction
The following chapter somewhat differs from the previous ones, in the sense that
this chapter does not deal with an application to a specific practical physical prob-
lem. Instead, the main goal of this chapter is to develop a generalized formulation
of Bohmian mechanics, such that effects of relativistic quantum mechanics (QM)
and quantum field theory (QFT) can also be incorporated into it.
Since this chapter deals with a general formulation of the theory, the practical
utility of it may not be obvious. Nevertheless, we believe that the results of this
chapter may lead to practical applications as well. For example, many physicists
argue that the most practical result that emerged from the original Bohm refor-
mulation of QM was the famous Bell theorem that revealed fundamental nonlocal
nature of QM.2 The Bell’s result is valid independently on validity of the Bohm re-
formulation, but to obtain this result Bell was significantly guided and inspired by
the Bohm reformulation in which nonlocality of QM is particularly manifest.3 In a
similar way, although our primary motivation lying behind the results of this chap-
ter is to make the Bohmian formulation compatible with relativity and QFT, this
motivation led us to some new fundamental results on relativistic QM and QFT
valid even without the Bohmian interpretation. In our quest towards relativistic
Bohmian mechanics, as a byproduct we realize that even non-Bohmian relativistic
QM and QFT should be first made “more relativistic” than they are in the usual
formulation, i.e., that time and space should be treated more symmetrically. First,
the usual single-time wave function should be generalized to the many-time wave
function, such that each particle has its own spacetime coordinate. Second, |ψ|2
should be reinterpreted as a probability density in spacetime, rather than that in
space. Eventually, this byproduct may turn out to be even more useful than the
relativistic Bohmian formulation itself.4
The primary motivation lying behind this chapter has very much to do with
nonlocality of QM. One of the most frequent questions related to nonlocality is
how can it be compatible with relativity? If entangled particles communicate
instantaneously, is it in contradiction with the relativistic rule that no information
can travel faster than light? Since communication instantaneous in one Lorentz
frame cannot be instantaneous in any other Lorentz frame, does it mean that
there exists a preferred Lorentz frame which violates (the spirit of) relativity?
2Some even argue that the Bell theorem is the most important discovery in physics of the
20th century.
3Today many physicists still misinterpret the Bell theorem as a proof that the Bohmian
interpretation cannot be right. It cannot be overemphasized that just the opposite is true. Bell
theorem proves that no local hidden variable theory can be compatible with QM, so that any
hidden variable theory compatible with QM must necessarily be nonlocal. Since the Bohmian
interpretation is a nonlocal hidden variable theory, the Bell theorem gives further credit to it.
Indeed, Bell himself had a very positive opinion on the Bohmian interpretation and significantly
contributed to the popularization of it.
4For example, the many-time formalism with spacetime probability density can be used to
avoid the black-hole information paradox [1, 2].
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In this chapter we offer an answer to these and many other questions regarding
relativity, nonlocality, quantum mechanics, and Bohmian mechanics. In particular,
by developing the Bohmian interpretation of QFT, we also explain how continuous
particle trajectories can be made compatible with phenomena of particle creation
and destruction.
Of course, due to the lack of space, this chapter is not intended to be a general
pedagogic introduction to relativistic QM and QFT. Instead, we assume that the
reader is already familiar with some basics of those, as well as with some basics
of special relativity in classical mechanics. (A knowledge of some basics of general
relativity may also be useful, but is not necessary.) With these assumptions, we can
pay more attention to aspects that are not widely known to experts in relativistic
QM and QFT.
Our presentation is to a large extent based on the recent papers [3, 4, 5, 6], but
some results from less recent papers [7, 8, 9, 10] are also used.
8.2 Classical relativistic mechanics
8.2.1 Kinematics
Our point of departure is a 4-dimensional spacetime with coordinates xµ, µ =
0, 1, 2, 3, and the Minkowski metric ηµν , where η00 = 1, ηij = −δij , η0i = 0, for
i = 1, 2, 3. We work in units in which the velocity of light is c ≡ 1. At some
places we also use the notation xµ = (t,x), where t = x0 is the time coordinate
and x = (x1, x2, x3) represents the space coordinates.
The physical objects that we study are particles living in spacetime. By a
particle we mean a material point in space. More precisely, since the concept of
space is not a well-defined entity in relativity, a better definition of a particle is
a curve in spacetime. Thus, the particle is a 1-dimensional object living in the
4-dimensional spacetime.
The simplest way to specify a curve is through a set of 4 equations
xµ = Xµ(s), (8.1)
where s is an auxiliary real parameter and Xµ(s) are some specified functions of
s. Each s defines one point on the curve and the set of all values of s defines the
whole curve. In this sense, the curve can be identified with the functions Xµ(s).
The parameter s is a scalar with respect to Lorentz transformations or any other
transformations of the spacetime coordinates xµ. In this sense, the parametric
definition of the curve (8.1) is covariant. However, non-covariant definitions are
also possible. For example, if the function X0(s) can be inverted, then the inverse
s(X0) can be plugged into the space components X i(s(X0)) ≡ X˜ i(X0). This leads
to the usual nonrelativistic view of the particle as an object with the trajectory
xi = X˜ i(X0), where X0 is time.
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A priori, the auxiliary parameter s does not have any physical interpretation.
It is merely a mathematical parameter that cannot be measured. In fact, a trans-
formation of the form
s→ s′ = f(s) (8.2)
does not change the curve in spacetime.5 This means that the functions Xµ(s)
and X˜µ(s) ≡ Xµ(f(s)) represent the same curve.
Since the curve is a 1-dimensional manifold, the parameter s can be viewed as a
coordinate on that manifold. The transformation (8.2) is a coodinate transforma-
tion on that manifold. One can also define the metric tensor h(s) on that manifold,
such that h(s)ds2 is the (squared) infinitesimal length of the curve. Since the man-
ifold is 1-dimensional, the metric tensor h has only 1 component. It is important
to stress that this is an intrinsic definition of the length of the curve that may
be defined completely independently on the spacetime metric ηµν . This intrinsic
length is not measurable so one can freely choose the metric h(s). However, once
h(s) is chosen, the metric in any other coordinate s′ is defined through
h(s)ds2 = h′(s′)ds′2. (8.3)
We say that the curve at a point s is timelike if the spacetime vector tangent
to the curve at this point is timelike. Spacelike and lightlike parts of the curve
are defined analogously. Thus, the part of the curve is timelike if X˙µX˙µ > 0,
spacelike if X˙µX˙µ < 0, and lightlike if X˙
µX˙µ = 0, where X˙
µ = dXµ(s)/ds.6
A timelike trajectory describes a particle that moves slower than light, a lightlike
trajectory describes a particle that moves with the velocity of light, and a spacelike
trajectory describes a particle that moves faster than light. Contrary to what one
might expect, we see that relativistic kinematics allows particles to move even
faster than light. As we shall see in the next subsection, it is relativistic dynamics
that may (or may not!) forbid motions faster than light, depending on details of
the dynamics.
For a timelike trajectory, there exists one special choice of the parameter s.
Namely, one can choose it to be equal to the proper time τ defined by
dτ 2 = dXµdXµ. (8.4)
For such a choice, we see that
X˙µX˙µ = 1. (8.5)
In this case it is convenient to choose the metric on the trajectory such that
h(τ) = 1, so that the intrinsic length of the curve coincides with the proper time,
which, by definition, is equal to the extrinsic length defined by the spacetime metric
ηµν . Yet, such a choice is by no means necessary.
5The only restriction on the function f(s) is that df(s)/ds > 0.
6Here AµBµ ≡ ηµνAµBν and the summation over repeated vector indices µ, ν is understood.
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Finally, let us briefly generalize the results above to the case of many parti-
cles. If there are n particles, then they are described by n trajectories Xµa (sa),
a = 1, . . . , n. Note that each trajectory is parameterized by its own parameter sa.
However, since the parameterization of each curve is arbitrary, one may parameter-
ize all trajectories by the same parameter s, so that the trajectories are described
by the functions Xµa (s). In fact, the functions X
µ
a (s), which describe n curves in
the 4-dimensional spacetime, can also be viewed as one curve on a 4n-dimensional
manifold with coordinates xµa .
8.2.2 Dynamics
Dynamics of a relativistic particle is described by an action of the form
A =
∫
dsL(X(s), X˙(s), s), (8.6)
where X ≡ {Xµ}, X˙ ≡ {X˙µ}. We require that the Lagrangian L should be a
scalar with respect to spacetime coordinate transformations. This means that all
spacetime indices µ must be contracted. We also require that the action should
be invariant with respect to reparameterizations of the form of (8.2). From (8.3),
we see that this implies that any ds should by multiplied by
√
h(s), because such
a product is invariant with respect to (8.2). To restrict the dependence on s
as much as possible, we assume that there is no other explicit dependence on s
except through the dependence on h(s). To further restrict the possible forms of
the action, we require that L should be at most quadratic in the velocities X˙µ(s).
With these requirements, the most general action can be written in the form
A = −
∫
ds
√
h(s)

 1
2h(s)
dXµ
ds
dXν
ds
Cµν(X) +
1√
h(s)
dXµ
ds
Cµ(X) + C(X)

 . (8.7)
The functions C(X), Cµ(X), and Cµν(X) are referred to as scalar potential, vector
potential, and tensor potential, respectively.
What is the dynamical role of the function h(s)? Requiring that h(s) is a
dynamical variable, the dynamical equation of motion δA/δh(s) = 0 leads to
h−1Cµν(X)X˙
µX˙ν = 2C(X). (8.8)
Viewed as an equation for h, it can be trivially solved as h = CµνX˙
µX˙ν/2C. How-
ever, since h is not a physical quantity, this solution does not bring an important
physical information. Nevertheless, Eq. (8.8) does play an important physical role,
as we shall see soon.
Eq. (8.8) determines h(s) only when the coordinate s is chosen. Thus, h(s) can
still be changed by changing the coordinate. In particular, from (8.3) we see that
the coordinate transformation of the form s′(s) = const
∫
ds
√
h(s) makes h′(s′)
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a constant. Thus, omitting the prime, we can fix
√
h(s) = m−1, where m is a
positive constant. For convenience, we choose s to have the dimension of time and
Cµν to be dimensionless. Then the action (8.7) implies that m has the dimension
of mass (recall that we work in units c = 1). Hence, we can rewrite (8.7) as
A = −
∫
ds
[
m
2
Cµν(X)X˙
µX˙ν + Cµ(X)X˙
µ +
C(X)
m
]
. (8.9)
Now m is no longer a dynamical quantity, but Eq. (8.8) rewritten as
Cµν(X)X˙
µX˙ν =
2C(X)
m2
(8.10)
should be added to (8.9) as an additional constraint.
Now we are ready to study the physical role of the potentials C, Cµ and Cµν .
By writing Cµ(x) ≡ eAµ(x), one recognizes that the second term in (8.9) looks
just like the action for the particle with the charge e moving under the influence
of the external electromagnetic potential Aµ(x) (see, e.g., [11]). Similarly, by
writing Cµν(x) ≡ gµν(x), one recognizes that the first term in (8.9) looks just
like the action for the particle moving in a gravitational background described by
the curved metric tensor gµν(x) (see, e.g., [12]). Since the physical properties of
electromagnetic and gravitational forces are well known, we shall not study them
in further discussions. Instead, from now on we assume Cµ(x) = 0, Cµν(x) = ηµν .
Therefore, introducing the notation U(X) ≡ C(X)/m, Eqs. (8.9) and (8.10) reduce
to
A = −
∫
ds
[
m
2
X˙µX˙µ + U(X)
]
, (8.11)
X˙µX˙µ =
2U(X)
m
. (8.12)
We see that the scalar potential U(X) has the dimension of energy. The dynamical
equation of motion for Xµ(s) is δA/δXµ(s) = 0. Applying this to (8.11), one
obtains a relativistic Newton equation
m
d2Xµ(s)
ds2
= ∂µU(X(s)), (8.13)
where ∂µ ≡ ηµν∂/∂Xν . The constraint (8.12) implies that the sign of X˙µX˙µ is
equal to the sign of U . Thus, we see that the particle moves slower than light if
U > 0, with the velocity of light if U = 0, and faster than light if U < 0. Since
U(X) may change sign as X varies, we see that the particle may, e.g., start motion
with a velocity slower than light and accelerate to a velocity faster than light.
At first sight, one may think that acceleration to velocities faster than light is
in contradiction with the well-known “fact” that the principle of relativity does
not allow particles to accelerate to velocities faster than light. However, there is
no contradiction because this well-known “fact” is valid only if some additional
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assumptions are fulfilled. In particular, if all forces on particles are either of the
electromagnetic type (vector potential) or of the gravitational type (tensor poten-
tial), then acceleration to velocities faster than light is forbidden. Indeed, as far
as we know, all relativistic classical forces on particles that exist in nature are of
those two types. Nevertheless, the principle of relativity allows also relativistic
forces based on the scalar potential, which, as we have seen, does allow accelera-
tion to velocities faster than light. Such classical forces have not yet been found in
nature, but it does not imply that they are forbidden. More precisely, they may be
forbidden by some additional physical principle taken together with the principle
of relativity, but they are not forbidden by the principle of relativity alone.
Physics defined by (8.11)-(8.12) can also be described by introducing the canon-
ical momentum
Pµ =
∂L
∂X˙µ
, (8.14)
where
L(X, X˙) = −m
2
X˙µX˙µ − U(X). (8.15)
This leads to
P µ = −mX˙µ. (8.16)
The canonical Hamiltonian is
H(P,X) = PµX˙
µ − L = −P
µPµ
2m
+ U(X). (8.17)
Note that this Hamiltonian is not the energy of the particle. In particular, while
particle energy transforms as a time-component of a spacetime vector, the Hamil-
tonian above transforms as a scalar. This is a consequence of the fact X˙µ is not a
derivative with respect to time x0, but a derivative with respect to the scalar s.
The constraint (8.12) now can be written as
P µPµ = 2mU(X). (8.18)
In relativity, it is customary to define the invariant mass M through the identity
P µPµ ≡M2. This shows that the mass depends on X as
M2(X) = 2mU(X). (8.19)
Since U(X) may change sign as X varies, we see that the particle may, e.g., start
motion as an “ordinary” massive particle (M2 > 0) and later evolve into a tachyon
(M2 < 0). The usual proof that an “ordinary” particle cannot reach (or exceed)
the velocity of light involves an assumption that the mass is a constant. When
mass is not a constant, or more precisely when M2 can change sign, then particle
can reach and exceed the velocity of light.
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The existence of the Hamiltonian allows us to formulate classical relativistic
mechanics with the relativistic Hamilton-Jacobi formalism. One introduces the
scalar Hamilton-Jacobi function S(x, s) satisfying the Hamilton-Jacobi equation
H(∂S, x) = −∂S
∂s
. (8.20)
Comparing (8.18) with (8.17), we see that the constraint (8.18) can be written as
H(P,X) = 0. (8.21)
The constraint (8.21) implies that the right-hand side of (8.20) must vanish, i.e.,
that S(x, s) = S(x). Hence (8.20) reduces to H(∂S, x) = 0, which in an explicit
form reads
− (∂
µS)(∂µS)
2m
+ U(x) = 0. (8.22)
The solution S(x) determines the particle momentum
P µ = ∂µS(X), (8.23)
which, through (8.16), determines the particle trajectory
dXµ(s)
ds
= −∂
µS(X(s))
m
. (8.24)
Now, let us briefly generalize all this to the case of many particles. We study
the dynamics of n trajectories Xµa (s), a = 1, . . . , n, parameterized by a single
parameter s. In the general action (8.7), the velocity-dependent terms generalize
as follows
X˙µCµ →
n∑
a=1
X˙µaCaµ, (8.25)
X˙µX˙νCµν →
n∑
a=1
n∑
b=1
X˙µa X˙
ν
bCabµν . (8.26)
Since the scalar potential is our main concern, we consider trivial vector and tensor
potentials Caµ = 0 and Cabµν = caδabηµν , respectively, where ca are constants.
Thus, Eqs. (8.11)-(8.12) generalize to
A = −
∫
ds
[
n∑
a=1
ma
2
X˙µa X˙aµ + U(X1, . . . , Xn)
]
, (8.27)
n∑
a=1
maX˙
µ
a X˙aµ = 2U(X1, . . . , Xn), (8.28)
where ca are dimensionless and ma = mca. The relativistic Newton equation (8.13)
generalizes to
ma
d2Xµa (s)
ds2
= ∂µaU(X1(s), . . . , Xn(s)). (8.29)
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In general, from (8.29) we see that the force on the particle a at the spacetime
position Xa(s) depends on positions of all other particles for the same s. In other
words, the forces on particles are nonlocal. Nevertheless, since s is a scalar, such
nonlocal forces are compatible with the principle of relativity; the nonlocal equation
of motion (8.29) is relativistic covariant. Thus we see that relativity and nonlocality
are compatible with each other. Even though for each s there may exist a particular
(s-dependent) Lorentz frame with respect to which the force between two particles
is instantaneous, such a Lorentz frame is by no means special or “preferred”.
Instead, such a particular Lorentz frame is determined by covariant equations of
motion supplemented by a particular choice of initial conditions Xµa (0). (Of course,
the initial velocities X˙µa (0) also need to be chosen for a solution of (8.29), but the
initial velocities can be specified in a covariant manner through the equation (8.33)
below.)
Note also that the phenomena of nonlocal forces between particles and particle
motions faster than light are independent of each other. The force (8.29) becomes
local when
U(X1, . . . , Xn) = U1(X1) + · · ·+ Un(Xn), (8.30)
in which case (8.29) reduces to
ma
d2Xµa (s)
ds2
= ∂µaUa(Xa(s)). (8.31)
Thus we see that particle motions faster than light (Ua < 0) are possible even
when the forces are local. Similarly, U(X1, . . . , Xn) may be such that particles
move only slower than light, but that the forces are still nonlocal.
The Hamilton-Jacobi formalism can also be generalized to the many-particle
case. In particular, Eqs. (8.22) and (8.24) generalize to
−
n∑
a=1
(∂µaS)(∂aµS)
2ma
+ U(x1, . . . , xn) = 0, (8.32)
dXµa (s)
ds
= −∂
µ
aS(X1(s), . . . , Xn(s))
ma
, (8.33)
respectively. In the local case (8.30), the solution of (8.32) can be written in the
form
S(x1, . . . , xn) = S1(x1) + · · ·+ Sn(xn), (8.34)
so (8.33) reduces to
dXµa (s)
ds
= −∂
µ
aSa(Xa(s))
ma
. (8.35)
Finally, let us give a few conceptual remarks on the physical meaning of the
parameter s. As discussed in more detail in [6], its role in the equations above
is formally analogous to the role of the Newton absolute time t in nonrelativistic
Newtonian mechanics. In particular, even though s cannot be measured directly,
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it can be measured indirectly in the same sense as t is measured indirectly in
Newtonian mechanics. Namely, one measures time by a “clock”, where “clock” is
nothing but a physical process periodic in time. Hence, if at least one of the 4n
functions Xµa (s) is periodic in s, then the number of cycles (which is a measurable
quantity) can be interpreted as a measure of elapsed s. Thus, it is justified to
think of s as an absolute time in relativistic mechanics.
The parameter s is also related to the more familiar relativistic notion of proper
time τ . As discussed in more detail in [6], s can be thought of as a generalization
of the notion of proper time.
8.3 Relativistic quantum mechanics
8.3.1 Wave functions and their relativistic probabilistic in-
terpretation
Let us start with quantum mechanics of a single particle without spin. The basic
object describing the properties of the particle is the wave function ψ(x). We
normalize the wave function such that∫
d4xψ∗(x)ψ(x) = 1. (8.36)
More precisely, to avoid a divergence, the integral
∫
d4x is taken over some very
large but not necessarily infinite 4-dimensional region. (For most practical pur-
poses it is more than sufficient to take a region of the astronomical size.) If the
integral (8.36) happens to converge even when the boundary of the region is at
infinity, then an infinite 4-dimensional region is also allowed.
The probability of finding the particle in the (infinitesimal) 4-volume d4x is
postulated to be
dP = |ψ(x)|2d4x, (8.37)
which is compatible with the normalization (8.36), as |ψ|2 ≡ ψ∗ψ. At first sight,
(8.37) may seem to be incompatible with the usual probabilistic interpretation in
3-space7
dP(3) ∝ |ψ(x, t)|2d3x. (8.38)
Nevertheless, (8.37) is compatible with (8.38). If (8.37) is the fundamental a
priori probability, then (8.38) is naturally interpreted as the conditional probability
corresponding to the case in which one knows that the particle is detected at time
t. More precisely, the conditional probability is
dP(3) =
|ψ(x, t)|2d3x
Nt
, (8.39)
7To our knowledge, the first version of probabilistic interpretation based on (8.37) rather than
(8.38) was proposed in [13].
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where
Nt =
∫
d3x|ψ(x, t)|2 (8.40)
is the normalization factor. If ψ is normalized such that (8.37) is valid, then (8.40)
is also the marginal probability that the particle will be found at t. Of course,
in practice a measurement always lasts a finite time ∆t and the detection time t
cannot be determined with perfect accuracy. Thus, (8.39) should be viewed as a
limiting case in which the fundamental probability (8.37) is averaged over a very
small ∆t. More precisely, if the particle is detected between t−∆t/2 and t+∆t/2,
then (8.39) is the probability of different 3-space positions of the particle detected
during this small ∆t.
Can the probabilistic interpretation (8.37) be verified experimentally? In fact,
it already is! In practice one often measures cross sections associated with scatter-
ing experiments or decay widths and lifetimes associated with spontaneous decays
of unstable quantum systems. These experiments agree with standard theoretical
predictions. Our point is that these standard theoretical predictions actually use
(8.37), although not explicitly. Let us briefly explain it. The basic theoretical
tool in these predictions is the transition amplitude A. Essentially, the transition
amplitude is the wave function (usually Fourier transformed to the 3-momentum
space) at t → ∞, calculated by assuming that the wave function at t → −∞ is
known. Due to energy conservation one obtains
A ∝ δ(Ein − Efin), (8.41)
where Ein and Efin are the initial and final energy, respectively. Thus, the transition
probability is proportional to
|A|2 ∝ [δ(Ein − Efin)]2 = T
2π
δ(Ein − Efin), (8.42)
where T =
∫
dt = 2πδ(E = 0) and we work in units h¯ = 1. Since T is infinite,
this transition probability is physically meaningless. The standard interpretation
(see, e.g., [14] for the nonrelativistic case or [15, 16] for the relativistic case),
which agrees with experiments, is that the physical quantity is |A|2/T and that
this quantity is (proportional to) the transition probability per unit time. But
this is essentially the same as our equation (8.37) which says that
∫
d3x|ψ|2 is not
probability itself, but probability per unit time. Although the interpretation of
|A|2/T as probability per unit time may seem plausible even without explicitly
postulating (8.37), without this postulate such an interpretation of |A|2/T is at
best heuristic and cannot be strictly derived from other basic postulates of QM,
including (8.38). In this sense, the standard interpretation of transition amplitudes
in terms of transition probabilities per unit time is better founded in basic axioms
of QM if (8.37) is also adopted as one of its axioms.
Now let us generalize it to the case of n particles. Each particle has its own space
position xa, a = 1, . . . , n, as well as its own time coordinate ta. Therefore, the wave
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function is of the form ψ(x1, . . . , xn), which is a many-time wave function. (For an
early use of many-time wave functions in QM see [17]). Then (8.37) generalizes to
dP = |ψ(x1, . . . , xn)|2d4x1 · · · d4xn. (8.43)
Hence, if the first particle is detected at t1, second particle at t2, etc., then
Eq. (8.39) generalizes to
dP(3n) =
|ψ(x1, t1, . . . ,xn, tn)|2d3x1 · · · d3xn
Nt1,...,tn
, (8.44)
where
Nt1,...,tn =
∫
|ψ(x1, t1, . . . ,xn, tn)|2d3x1 · · · d3xn. (8.45)
The many-time wave function contains also the familiar single-time wave func-
tion as a special case
ψ(x1, . . . ,xn; t) = ψ(x1, t1, . . . ,xn, tn)|t1=···=tn=t. (8.46)
In this case (8.44) reduces to the familiar expression
dP(3n) =
|ψ(x1, . . . ,xn; t)|2d3x1 · · · d3xn
Nt
, (8.47)
where Nt is given by (8.45) calculated at t1 = · · · = tn = t.
Finally, let us generalize all this to particles that carry spin or some other
additional discrete degree of freedom. For one particle, instead of one wave function
ψ(x), one deals with a collection of wave functions ψl(x), where l is a discrete label.
Similarly, for n particles with discrete degrees of freedom we have a collection
of wave functions of the form ψl1...ln(x1, . . . , xn). To simplify the notation, it is
convenient to introduce a collective label L = (l1, . . . , ln), which means that the
wave function for n particles can be written as ψL(x1, . . . , xn). Now all equations
above can be easily generalized through the replacement
ψ∗ψ →∑
L
ψ∗LψL. (8.48)
In particular, the joint probability for finding particles at the positions x1, . . . , xn
is given by a generalization of (8.43)
dP =
∑
L
ψ∗L(x1, . . . , xn)ψL(x1, . . . , xn)d
4x1 · · · d4xn. (8.49)
Another useful notation is to introduce the column ψ = {ψL} and the row ψ† =
{ψ∗L}, i.e.,
ψ =


ψ1
ψ2
...

 , ψ† = ( ψ∗1 ψ∗2 · · · ) . (8.50)
With this notation, (8.49) can also be written as
dP = ψ†(x1, . . . , xn)ψ(x1, . . . , xn)d
4x1 · · · d4xn. (8.51)
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8.3.2 Theory of quantum measurements
Let ψ(x) be expanded as
ψ(x) =
∑
b
cbψb(x), (8.52)
where ψb(x) are eigenstates of some hermitian operator Bˆ on the Hilbert space
of functions of x. Let ψb(x) be normalized such that
∫
d4xψ∗b (x)ψb(x) = 1. As-
sume that one measures the value of the observable B described by the hermitian
operator Bˆ. In a conventional approach to QM, one would postulate that |cb|2 is
the probability that B will take the value b. Nevertheless, there is no need for
such a postulate because, whatever the operator Bˆ is, this probabilistic rule can
be derived from the probabilistic interpretation in the position space discussed in
Sec. 8.3.1.
To understand this, one needs to understand how a typical measuring appa-
ratus works, i.e., how the wave function of the measured system described by the
coordinate x interacts with the wave function of the measuring apparatus described
by the coordinate y. (For simplicity, we assume that y is a coordinate of a single
particle, but essentially the same analysis can be given by considering a more real-
istic case in which y is replaced by a macroscopically large number N of particles
y1, . . . , yN describing the macroscopic measuring apparatus. Similarly, the same
analysis can also be generalized to the case in which x is replaced by x1, . . . , xn.)
Let the wave function of the measuring apparatus for times before the interaction
be E0(y). Thus, for times x
0 and y0 before the interaction, the total wave function
is ψ(x)E0(y). But what happens after the interaction? If ψ(x) = ψb(x) before
the interaction, then the interaction must be such that after the interaction the
total wave function takes the form ψb(x)Eb(y), where Eb(y) is a macroscopic state
of the measuring apparatus, normalized so that
∫
d4y E∗b (y)Eb(y) = 1. The state
Eb(y) is such that one can say that “the measuring apparatus shows that the re-
sult of measurement is b” when the measuring apparatus is found in that state.
Schematically, the result of interaction described above can be written as
ψb(x)E0(y)→ ψb(x)Eb(y). (8.53)
Of course, most interactions do not have the form (8.53), but only those that do
can be regarded as measurements of the observable Bˆ. The transition (8.53) is
guided by some linear differential equation (we study the explicit linear dynam-
ical equations for wave functions in the subsequent sections), which means that
the superposition principle is valid. Therefore, (8.53) implies that for a general
superposition (8.52) we have
∑
b
cbψb(x)E0(y)→
∑
b
cbψb(x)Eb(y) ≡ ψ(x, y). (8.54)
The states Eb(y) must be macroscopically distinguishable. In practice, it means
that they do not overlap (or more realistically that their overlap is negligible), i.e.,
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that
Eb(y)Eb′(y) ≃ 0 for b 6= b′, (8.55)
for all values of y. Instead of asking “what is the probability that the measured
particle is in the state ψb(x)”, the operationally more meaningfull question is “what
is the probability that the measuring apparatus will be found in the state Eb(y)”.
The (marginal) probability density for finding the particle describing the measuring
apparatus at the position y is
ρ(y) =
∫
d4xψ∗(x, y)ψ(x, y). (8.56)
Using (8.54) and (8.55), this becomes
ρ(y) ≃∑
b
|cb|2|Eb(y)|2. (8.57)
Now let suppEb be the support of Eb(y), i.e., the region of y-space on which Eb(y)
is not negligible. Then, from (8.57), the probability that y will take a value from
the support of Eb(y) is
pb =
∫
suppEb
d4y ρ(y) ≃ |cb|2. (8.58)
In other words, the probability that the measuring apparatus will be found in the
state Eb(y) is (approximately) equal to |cb|2.
8.3.3 Relativistic wave equations
In this subsection we consider particles which are free on the classical level, i.e.,
particles classically described by the action (8.11) with a constant scalar potential
U(X) =
m
2
. (8.59)
The constraint (8.18) becomes
P µPµ −m2 = 0, (8.60)
implying that m is the mass of the particle.
In QM, the momentum Pµ becomes the operator Pˆµ satisfying the canonical
commutation relations
[xµ, Pˆν ] = −iηµν , (8.61)
where we work in units h¯ = 1. These commutation relations are satisfied by taking
Pˆν = i∂ν . (8.62)
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8.3.3.1 Single particle without spin
Let us start with a particle without spin. The quantum analog of the classical
constraint (8.60) is
[Pˆ µPˆµ −m2]ψ(x) = 0, (8.63)
which is nothing but the Klein-Gordon equation
[∂µ∂µ +m
2]ψ(x) = 0. (8.64)
From a solution of (8.64), one can construct the real current
jµ =
i
2
ψ∗
↔
∂µψ, (8.65)
where
ψ1
↔
∂µψ2 ≡ ψ1(∂µψ2)− (∂µψ1)ψ2. (8.66)
Using (8.64), one can show that this current is conserved
∂µj
µ = 0. (8.67)
By writing ψ = ReiS, where R and S are real functions, the complex Klein-Gordon
equation (8.64) is equivalent to a set of two real equations
∂µ(R2∂µS) = 0, (8.68)
− (∂
µS)(∂µS)
2m
+
m
2
+Q = 0, (8.69)
where (8.68) is the conservation equation (8.67) and
Q =
1
2m
∂µ∂µR
R
. (8.70)
It is easy to show that the equations above have the correct nonrelativistic
limit. In particular, by writing
ψ =
e−imt√
m
ψNR (8.71)
and using |∂tψNR| ≪ m|ψNR|, |∂2t ψNR| ≪ m|∂tψNR|, from (8.65) and (8.64) we find
the approximate equations
j0 = ψ
∗
NRψNR, (8.72)
− ∇
2
2m
ψNR = i∂tψNR, (8.73)
which are the nonrelativistic probability density and the nonrelativistic Schro¨din-
ger equation for the evolution of the wave function ψNR, respectively.
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Note that (8.71) contains a positive-frequency oscillatory function e−imt and not
a negative-frequency oscillatory function eimt. If we took eimt in (8.71) instead,
then we would obtain −i∂tψNR on the right-hand side of (8.73), which would be a
Schro¨dinger equation with the wrong sign of the time derivative. In other words,
even though (8.64) contains solutions with both positive and negative frequencies,
only positive frequencies lead to the correct nonrelativistic limit. This means that
only solutions with positive frequencies are physical, i.e., that the most general
physical solution of (8.64) is
ψ(x) =
∫
d3k a(k)e−i[ω(k)x
0−kx], (8.74)
where a(k) is an arbitrary function and
ω(k) =
√
k2 +m2 (8.75)
is positive. More precisely, this is so if the particle is not charged, i.e., if the
particle is its own antiparticle. When particles are charged, then ψ with positive
frequencies describes a particle, while ψ with negative frequencies describes an
antiparticle.
8.3.3.2 Many particles without spin
Now let us generalize it to the case of n identical particles without spin, with equal
masses ma = m. The wave function ψ satisfies n Klein-Gordon equations
(∂µa∂aµ +m
2)ψ(x1, . . . , xn) = 0, (8.76)
one for each xa. Therefore, one can introduce n real 4-currents
jµa =
i
2
ψ∗
↔
∂µa ψ, (8.77)
each of which is separately conserved
∂µa jaµ = 0. (8.78)
Equation (8.76) also implies(∑
a
∂µa∂aµ + nm
2
)
ψ(x1, . . . , xn) = 0, (8.79)
while (8.78) implies ∑
a
∂µa jaµ = 0. (8.80)
Next we write ψ = ReiS, where R and S are real functions. Equation (8.79) is
then equivalent to a set of two real equations∑
a
∂µa (R
2∂aµS) = 0, (8.81)
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−
∑
a(∂
µ
aS)(∂aµS)
2m
+
nm
2
+Q = 0, (8.82)
where
Q =
1
2m
∑
a ∂
µ
a∂aµR
R
. (8.83)
Eq. (8.81) is equivalent to (8.80).
In the nonrelativistic limit we have n equations of the form of (8.73)
− ∇
2
a
2m
ψNR = i∂taψNR, (8.84)
where ψNR = ψNR(x1, t1, . . . ,xn, tn) is the nonrelativistic many-time wave function.
The single-time wave function is defined as in (8.46), so we see that
∑
a
∂taψNR(x1, t1, . . . ,xn, tn)|t1=···=tn=t = ∂tψNR(x1, . . . ,xn; t). (8.85)
Therefore (8.84) implies the usual many-particle single-time Schro¨dinger equation
[∑
a
−∇
2
a
2m
]
ψNR(x1, . . . ,xn; t) = i∂tψNR(x1, . . . ,xn; t). (8.86)
8.3.3.3 Single particle with spin 1
2
A relativistic particle with spin 1
2
is described by a 4-component wave function
ψl(x), l = 1, 2, 3, 4 (see, e.g., [16]). Each component satisfies the Klein-Gordon
equation
[∂µ∂µ +m
2]ψl(x) = 0. (8.87)
Introducing the column
ψ =


ψ1
ψ2
ψ3
ψ4

 , (8.88)
known as Dirac spinor, (8.87) can also be written as
[∂µ∂µ +m
2]ψ(x) = 0. (8.89)
However, the 4 components of (8.89) are not completely independent. They also
satisfy an additional constraint linear in the spacetime derivatives, known as the
Dirac equation
[iγµ¯∂µ −m]ψ(x) = 0. (8.90)
Here each γµ¯ is a 4 × 4 matrix in the spinor space. These matrices satisfy the
anticommutation relations
γµ¯γ ν¯ + γ ν¯γµ¯ = 2ηµ¯ν¯ . (8.91)
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In fact, by multiplying (8.90) from the left with the operator [−iγµ¯∂µ − m] and
using (8.91), one obtains (8.89). This means that the Klein-Gordon equation (8.89)
is a consequence of the Dirac equation (8.90). Note, however, that the opposite is
not true; one cannot derive (8.90) from (8.89).
The matrices γµ¯ are known as Dirac matrices. Even though they carry the
index µ¯, they do not transform as vectors under spacetime transformations. In
fact, this is why µ¯ has a bar over it, to remind us that it is not a spacetime vector
index.8 Instead, µ¯ is only a label. More precisely, since γµ¯ does not carry any
spacetime index like µ, it is a scalar with respect to spacetime transformations.
Similarly, the spinor ψ also does not carry spacetime indices, so it is also a scalar
with respect to spacetime transformations.9
Nevertheless, there is a way to introduce a matrix γµ that transforms as a true
vector [12, 18]. At each point of spacetime, one introduces the tetrad eµα¯(x), which
is a collection of four spacetime vectors, one for each α¯ = 0, 1, 2, 3. The tetrad is
chosen so that
ηα¯β¯eµα¯(x)e
ν
β¯(x) = g
µν(x), (8.92)
where gµν(x) is the spacetime metric (which, in general, may depend on x) and ηα¯β¯
are components of a matrix equal to the Minkowski metric. The spacetime-vector
indices are raised and lowered by gµν(x) and gµν(x), respectively, while α¯-labels are
raised and lowered by ηα¯β¯ and ηα¯β¯, respectively. Thus, (8.92) can also be inverted
as
gµν(x)eα¯µ(x)e
β¯
ν (x) = η
α¯β¯ . (8.93)
Now from the constant Dirac matrices γα¯ we define
γµ(x) = eµα¯(x)γ
α¯. (8.94)
The spinor indices carried by matrices γα¯ and γµ(x) are interpreted as indices
of the spinor representation of the internal group SO(1,3). Just like ψ(x), ψ†(x)
is also a scalar with respect to spacetime coordinate transformations. It is also
convenient to define the quantity
ψ¯(x) = ψ†(x)γ 0¯, (8.95)
which is also a scalar with respect to spacetime coordinate transformations. Thus
we see that the quantities
ψ¯(x)ψ(x), ψ†(x)ψ(x), (8.96)
8 In most literature, like [16], the bar is omitted and the Dirac matrices are denoted by γµ.
In our opinion, such a notation without a bar causes a lot of confusion.
9 In most literature, like [16], the spinor ψ transforms in a rather complicated and unintuitive
way under Lorentz transformations of spacetime coordinates. Even worse, it turns out that such
a complicated transformation of spinors cannot be generalized to arbitrary transformations of
spacetime coordinates. This is why it is more convenient to adopt a more intuitive formalism
in which ψ is a scalar with respect to spacetime transformations [12, 18]. Nevertheless, as
long as only Lorentz transformations of physically measurable quantities are concerned, the two
formalisms turn out to be physically equivalent.
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are both scalars with respect to spacetime coordinate transformations, and that
the quantities
ψ¯(x)γµ(x)ψ(x),
i
2
ψ†(x)
↔
∂µψ(x), (8.97)
are both vectors with respect to spacetime coordinate transformations.
Note that in the flat Minkowski spacetime, there is a particular global Lorentz
frame of coordinates in which
γµ(x) = γµ¯. (8.98)
Indeed, this is why Eq. (8.90) makes sense. However, (8.98) is not a covariant
expression, but is only valid in one special system of coordinates. In other global
Lorentz frames we have
γ′µ = Λµνγ
ν , (8.99)
where Λµν are the matrix elements of the Lorentz transformation. Since Λ
µ
ν do
not depend on x, it follows that the vector γµ is x-independent in any Lorentz
frame. Therefore, in an arbitrary Lorenz frame, (8.90) should be replaced by a
truly Lorentz-covariant equation
[iγµ∂µ −m]ψ(x) = 0. (8.100)
The two quantities in (8.97)
jµDirac = ψ¯(x)γ
µψ(x), (8.101)
jµ =
i
2
ψ†(x)
↔
∂µψ(x), (8.102)
are referred to as Dirac current and Klein-Gordon current, respectively. They are
both conserved
∂µj
µ
Dirac = 0, ∂µj
µ = 0. (8.103)
The first conservation is a consequence of (8.100), while the second conservation
is a consequence of (8.89).
8.3.3.4 Many particles with spin 1
2
The wave function for n particles with spin 1
2
has the form ψl1...ln(x1, . . . , xn), where
each la is a spinor index. It satisfies n Dirac equations. A convenient way to write
them is
[iγµa∂aµ −m]ψ = 0, (8.104)
where γµa is a “matrix” with 2n indices
(γµa )l1...lnl′1...l′n = δl1l′1 · · · (γµ)lal′a · · · δlnl′n . (8.105)
In the more abstract language of direct products, we can also write (8.105) as
γµa = 1⊗ · · · ⊗ γµ ⊗ · · · ⊗ 1. (8.106)
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Similarly, the wave function satisfies also n Klein-Gordon equations
[∂µa∂aµ +m
2]ψ = 0. (8.107)
Consequently, there are n conserved Klein-Gordon currents
jµa =
i
2
ψ†
↔
∂µa ψ, (8.108)
∂µa jaµ = 0, (8.109)
which imply a single conservation equation
∑
a
∂µa jaµ = 0. (8.110)
A similar generalization of the Dirac current also exists, but we shall not need it.
8.3.3.5 Particles with spin 1
The case of spin 1 is much simpler than the case of spin 1
2
. Consequently, we shall
only briefly outline how spin 1 particles are described.
A 1-particle wave function is ψα(x) and carries one vector index α. It satisfies
4 equations (see, e.g., [19])
∂αFαβ +m
2ψβ = 0, (8.111)
where
Fαβ = ∂αψβ − ∂βψα. (8.112)
By applying the derivative ∂β on (8.111), one finds
∂βψ
β = 0. (8.113)
Therefore, (8.111) implies 4 Klein-Gordon equations
[∂µ∂µ +m
2]ψα(x) = 0. (8.114)
However, (8.111) implies that not all 4 components ψα are independent. For ex-
ample, the time-component can be expressed in terms of other components as
ψ0 = −∂αFα0/m2. Therefore, the most general positive-frequency solution of
(8.111) can be written in the form
ψα(x) =
∫
d3k
3∑
l=1
ǫαl (k)al(k)e
−i[ω(k)x0−kx], (8.115)
which can be thought of as a generalization of (8.74). Here al(k) are arbitrary
functions, while ǫαl (k) are fixed polarization vectors [19]. Thus, a wave function is
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completely determined by 3 independent functions al(k), l = 1, 2, 3. This implies
that the system can also be described by a 3-component wave function
ψl(x) =
∫
d3k al(k)e
−i[ω(k)x0−kx], (8.116)
where all 3 components are independent. Since each component of (8.116) also
satisfies the Klein-Gordon equation, the Klein-Gordon current
jµ =
i
2
∑
l
ψ∗l
↔
∂µψl (8.117)
is conserved
∂µj
µ = 0. (8.118)
In the case on n particles the wave function ψl1...ln(x1, . . . , xn) carries n polar-
ization labels. It satisfies n Klein-Gordon equations
[∂µa ∂aµ +m
2]ψl1...ln(x1, . . . , xn) = 0, (8.119)
so (8.117) and (8.118) generalize to
jµa =
i
2
∑
l1,...,ln
ψ∗l1...ln
↔
∂µa ψl1...ln , (8.120)
∂µj
µ
a = 0, (8.121)
which implies ∑
a
∂aµj
µ
a = 0. (8.122)
The case m = 0 is special, because this case describes a photon, the wave
function of which contains also a gauge symmetry. Namely, the (1-particle) wave
function satisfies the free Maxwell equation
∂αFαβ = 0, (8.123)
which is invariant with respect to gauge transformations
ψα(x)→ ψ′α(x) = ψα(x) + ∂αΛ(x), (8.124)
where Λ(x) is an arbitrary function. This gauge freedom can be partially removed
by imposing the Lorentz-gauge condition (8.113). However, when the gauge free-
dom is removed completely, then only 2 independent physical (transverse) polar-
izations remain. Consequently, the equations above involving l-labels modify such
that l takes only 2 values l = 1, 2. A gauge transformation can be reduced to a
change of the polarization vectors ǫαl (k). Thus, unlike ψα(x), the wave function
ψl(x) is gauge invariant.
Finally note that, in the massless case, the wave function ψα(x) is not the
electromagnetic vector potential Aα(x). The latter is real (not complex), so is
represented by a superposition of positive and negative frequencies. The former is
a superposition of positive frequencies only, so it cannot be real at all x.
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8.3.4 Bohmian interpretation
Now we are finally ready to deal with the Bohmian interpretation of relativistic
QM. Of course, the Bohmian interpretation could also be introduced without a lot
of the background described in the preceding sections, but with this background
the Bohmian interpretation is very natural and almost trivial.
We start from the observation that the quantum equation (8.69) has the same
form as the classical equation (8.22), provided that we make the replacement
U(x)→ m
2
+Q(x). (8.125)
The first term on the right-hand side of (8.125) is the classical potential (8.59),
while the second term is the quantum potential.10 This suggests the Bohmian
interpretation, according to which (8.69) is the quantum Hamilton-Jacobi equation
and the particle has the trajectory given by (8.24)
dXµ(s)
ds
= −∂
µS(X(s))
m
. (8.126)
From (8.126), (8.69), and the identity
d
ds
=
dXµ
ds
∂µ, (8.127)
one finds a quantum variant of (8.13)
m
d2Xµ(s)
ds2
= ∂µQ(X(s)). (8.128)
But is such motion of quantum particles consistent with the probabilistic pre-
dictions studied in Secs. 8.3.1 and 8.3.2? We first observe that (8.126) can be
written as
dXµ
ds
=
jµ
mψ∗ψ
, (8.129)
where jµ is given by (8.65). It is convenient to eliminate the factor 1/m by rescaling
the parameter s, so that (8.129) becomes
dXµ
ds
= V µ, (8.130)
where
V µ =
jµ
ψ∗ψ
. (8.131)
10Recall that we work in units h¯ = 1. In units in which h¯ 6= 1, it is easy to show that (8.70)
attains an additional factor h¯2, showing that the quantum potential Q vanishes in the classical
limit.
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Second, we observe that (8.67) can be written as
∂µ(|ψ|2V µ) = 0. (8.132)
Since ψ(x) does not explicitly depend on s, we also have a trivial identity ∂|ψ|2/∂s =
0. Therefore (8.132) can be written as
∂|ψ|2
∂s
+ ∂µ(|ψ|2V µ) = 0. (8.133)
This implies that the trajectories satisfying (8.130) are consistent with the proba-
bilistic interpretation (8.37). Namely, if a statistical ensemble of particles has the
distribution (8.37) of spacetime particle positions for some “initial” s, then (8.133)
guarantees that this statistical ensemble has the distribution (8.37) for any s.
This shows that particles have the same distribution of spacetime positions as
predicted by the purely probabilistic interpretation of QM. But what about other
measurable quantities? For example, what about the space distribution of particles
described in purely probabilistic QM by (8.39)? Or what about the statistical
distribution of particle velocities? In general, in the Bohmian interpretation all
these other quantities may have a distribution totally different from those predicted
by purely probabilistic QM. In particular, the Bohmian velocities of particles may
exceed the velocity of light (which occurs when the right-hand side of (8.125)
becomes negative11), while purely probabilistic QM does not allow such velocities
because the eigenstates e−ipµx
µ
of the velocity operator pˆµ/m are not solutions
of (8.64) for pµpµ < 0. Yet, when a quantity is measured, then the two theories
have the same measurable predictions. Namely, since the Bohmian interpretation
is compatible with (8.37), the probability that the measuring apparatus will be
found in the state Eb(y) in (8.54) is given by (8.58), which is the same as that in
the purely probabilistic interpretation.
Now the generalization to n particles without spin is straightforward. Essen-
tially, all equations above are rewritten such that each quantity having the index µ
receives an additional index a. In particular, Eqs. (8.126), (8.128), (8.130), (8.131),
(8.133) generalize to
dXµa (s)
ds
= −∂
µ
aS(X1(s), . . . , Xn(s))
m
, (8.134)
m
d2Xµa (s)
ds2
= ∂µaQ(X1(s), . . . , Xn(s)), (8.135)
dXµa
ds
= V µa , (8.136)
V µa =
jµa
ψ∗ψ
, (8.137)
11Chapter 9. studies a possible cosmological relevance of such faster-than-light velocities.
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∂|ψ|2
∂s
+
n∑
a=1
∂aµ(|ψ|2V µa ) = 0, (8.138)
respectively. In general, particles have nonlocal influences on each other, in exactly
the same way as in classical relativistic mechanics studied in Sec. 8.2.2.
Now let us generalize these results to particles with spin. When spin is present,
the analogy with the classical Hamilton-Jacobi equation is less useful. The crucial
requirement is the consistency with the purely probabilistic interpretation (8.51).
This is achieved by generalizing (8.136) and (8.137) to
dXµa
ds
= V µa , (8.139)
V µa =
jµa
ψ†ψ
, (8.140)
where jµa is a conserved current given by (8.108) for spin
1
2
particles and (8.120) for
spin 1 particles. The compatibility with (8.51) is provided by the generalization
of (8.138)
∂ψ†ψ
∂s
+
n∑
a=1
∂aµ(ψ
†ψV µa ) = 0. (8.141)
8.4 Quantum field theory
8.4.1 Main ideas of QFT and its Bohmian interpretation
So far, we have been considering systems with a fixed number n of particles. How-
ever, in many physical systems the number of particles is not fixed. Instead,
particles may be created or destroyed. To describe such processes, a more general
formalism is needed. This formalism is known as quantum field theory (QFT).
The simplest way to understand the kinematics of QFT is as follows. Let H(n)
denote the Hilbert space associated with quantum mechanics of a fixed number n
of particles, where n ≥ 1. An element of this Hilbert space is a quantum state of n
particles, denoted abstractly by |n〉. In fact, the case n = 0 can also be included,
by defining a new trivial 1-dimensional Hilbert space H(0). This trivial space has
only 1 linearly independent element denoted by |0〉, which represents the vacuum,
i.e., the state with no particles. From all these Hilbert spaces one can construct a
single Hilbert space H containing all of them as subspaces, through a direct sum
H =
∞⊕
n=0
H(n) ≡ H(0) ⊕H(1) ⊕H(2) ⊕ · · · . (8.142)
QFT is nothing but the theory of states in the Hilbert space H. A general state
in this space is a linear combination of the form
|Ψ〉 =
∞∑
n=0
cn|n〉. (8.143)
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QFT is the theory of states (8.143).12
As a simple example, consider a QFT state of the form
|Ψ〉 = |1〉+ |2〉, (8.144)
which is a superposition of a 1-particle state |1〉 and a 2-particle state |2〉. For
example, it may represent an unstable particle for which we do not know if it has
already decayed into 2 new particles (in which case it is described by |2〉) or has not
decayed yet (in which case it is described by |1〉). However, it is known that one
always observes either one unstable particle (the state |1〉) or two decay products
(the state |2〉). One never observes the superposition (8.144). Why?
To answer this question, let us try with a Bohmian approach. One can associate
a 1-particle wave function Ψ1(x1) with the state |1〉 and a 2-particle wave function
Ψ2(x2, x3) with the state |2〉, where xA is the spacetime position of the particle
labeled by A = 1, 2, 3. Then the state (8.144) is represented by a superposition
Ψ(x1, x2, x3) = Ψ1(x1) + Ψ2(x2, x3). (8.145)
However, the Bohmian interpretation of such a superposition will describe three
particle trajectories. On the other hand, we should observe either one or two
particles, not three particles. How to explain that?
The key is to take into account the properties of the measuring apparatus. If
the number of particles is measured, then instead of (8.145) we actually have a
wave function of the form
Ψ(x1, x2, x3, y) = Ψ1(x1)E1(y) + Ψ2(x2, x3)E2(y). (8.146)
The detector wave functions E1(y) and E2(y) do not overlap. Hence, if y takes
a value Y in the support of E2, then this value is not in the support of E1, i.e.,
E1(Y ) = 0. Consequently, the motion of the measured particles is described by
the conditional wave function Ψ2(x2, x3)E2(Y ). The effect is the same as if (8.145)
collapsed to Ψ2(x
2, x3).
Now, what happens with the particle having the spacetime position x1? In
general, its motion in spacetime may be expected to be described by the relativistic
Bohmian equation of motion
dXµ1 (s)
ds
=
i
2
Ψ∗
↔
∂µ1 Ψ
Ψ∗Ψ
. (8.147)
12In such a view of QFT, the fundamental physical objects are particles, while fields only play
an auxiliary role. There is also a different view of QFT in which fields play a more fundamental
role than particles. An example of such a different view is presented in Chapter 9. However, in
the context of Bohmian interpretation, there are at least two problems when fields are viewed as
being more fundamental. First, it is not known how to make the Bohmian equations of motion
for bosonic fields relativistic covariant. Second, it is not known how to include the fermionic
fields. Various proposals for solving these two problems exist, but none of them seems completely
satisfying. On the other hand, we shall see that such problems can be solved in a simple and
natural way when the Bohmian interpretation is based on particles.
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However, if the absence of the overlap between E1(y) and E2(y) is exact, then
the effective wave function does not depend on x1, i.e., the derivatives in (8.147)
vanish. Consequently, all 4 components of the 4-velocity (8.147) are zero. The
particle does not change its spacetime position Xµ1 . It is an object without an
extension not only in space, but also in time. It can be thought of as a pointlike
particle that exists only at one instant of time X01 . It lives too short to be detected.
Effectively, this particle behaves as if it did not exist at all.
Now consider a more realistic variation of the measuring procedure, taking into
account the fact that the measured particles become entangled with the measuring
apparatus at some finite time T . Before that, the wave function of the measured
particles is really well described by (8.145). Thus, before the interaction with the
measuring apparatus, all 3 particles described by (8.145) have continuous trajec-
tories in spacetime. All 3 particles exist. But at time T , the total wave function
significantly changes. Either (i) y takes a value from the support of E2 in which
case dXµ1 /ds becomes zero, or (ii) y takes a value from the support of E1 in which
case dXµ2 /ds and dX
µ
3 /ds become zero. After time T , either the particle 1 does not
longer change its spacetime position, or the particles 2 and 3 do not longer change
their spacetime positions. The trajectory of the particle 1 or the trajectories of
the particles 2 and 3 terminate at T , i.e., they do not exist for times t > T . This
is how relativistic Bohmian interpretation describes the particle destruction.
Unfortunately, the mechanism above works only in a very special case in which
the absence of the overlap between E1(y) and E2(y) is exact. In a more realistic
situation this overlap is negligibly small, but not exactly zero. In such a situation
neither of the particles will have exactly zero 4-velocity. Consequently, neither
of the particles will be really destroyed. Nevertheless, the measuring apparatus
will still behave as if some particles have been destroyed. For example, if y takes
value Y for which E1(Y ) ≪ E2(Y ), then for all practical purposes the measuring
apparatus behaves as if the wave function collapsed to the second term in (8.146).
The particles with positions X2 and X3 also behave in that way. Therefore, even
though the particle with the position X1 is not really destroyed, an effective wave-
function collapse still takes place. The influence of the particle with the position
X1 on the measuring apparatus described by Y is negligible, which is effectively
the same as if this particle has been destroyed.
Of course, the interaction with the measuring apparatus is not the only mech-
anism that may induce destruction of particles. Any interaction with the envi-
ronment may do that. Or more generally, any interactions among particles may
induce not only particle destruction, but also particle creation. Whenever the
wave function Ψ(x1, x2, x3, x4, . . .) does not really vary (or when this variation is
negligible) with some of xA for some range of values of xA, then at the edge of
this range a trajectory of the particle A may exhibit true (or apparent) creation
or destruction.
In general, a QFT state may be a superposition of n-particle states with n
ranging from 0 to ∞. Thus, Ψ(x1, x2, x3, x4, . . .) should be viewed as a function
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that lives in the space of infinitely many coordinates xA, A = 1, 2, 3, 4, . . . ,∞.
In particular, the 1-particle wave function Ψ1(x1) should be viewed as a function
Ψ1(x1, x2, . . .) with the property ∂
µ
AΨ1 = 0 for A = 2, 3, . . . ,∞. It means that
any wave function in QFT describes an infinite number of particles, even if most
of them have zero 4-velocity. As we have already explained, particles with zero
4-velocity are dots in spacetime. The initial spacetime position of any particle may
take any value, with the probability proportional to |Ψ1(x1, x2, . . .)|2. In addition
to one continuous particle trajectory, there is also an infinite number of “vacuum”
particles which live for an infinitesimally short time.
The purpose of the remaining subsections of this section is to further elabo-
rate the ideas presented in this subsection and to put them into a more precise
framework.
8.4.2 Measurement in QFT as entanglement with the en-
vironment
Let {|b〉} be some orthonormal basis of 1-particle states. A general normalized
1-particle state is
|Ψ1〉 =
∑
b
cb|b〉, (8.148)
where the normalization condition implies
∑
b |cb|2 = 1. From the basis {|b〉} one
can construct the n-particle basis {|b1, . . . , bn〉}, where
|b1, . . . , bn〉 = S{b1,...,bn}|b1〉 · · · |bn〉. (8.149)
Here S{b1,...,bn} denotes the symmetrization over all {b1, . . . , bn} for bosons, or an-
tisymmetrization for fermions. The most general state in QFT describing these
particles can be written as
|Ψ〉 = c0|0〉+
∞∑
n=1
∑
b1,...,bn
cn;b1,...,bn|b1, . . . , bn〉, (8.150)
where the vacuum |0〉 is also introduced. Now the normalization condition implies
|c0|2 +∑∞n=1∑b1,...,bn |cn;b1,...,bn|2 = 1.
Now let as assume that the number of particles is measured. It implies that
the particles become entangled with the environment, such that the total state
describing both the measured particles and the environment takes the form
|Ψ〉total = c0|0〉|E0〉+
∞∑
n=1
∑
b1,...,bn
cn;b1,...,bn |b1, . . . , bn〉|En;b1,...,bn〉. (8.151)
The environment states |E0〉, |En;b1,...,bn〉 are macroscopically distinct. They de-
scribe what the observers really observe. When an observer observes that the
environment is in the state |E0〉 or |En;b1,...,bn〉, then one says that the original
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measured QFT state is in the state |0〉 or |b1, . . . , bn〉, respectively. In particular,
this is how the number of particles is measured in a state (8.150) with an uncertain
number of particles. The probability that the environment will be found in the
state |E0〉 or |En;b1,...,bn〉 is equal to |c0|2 or |cn;b1,...,bn|2, respectively.
Of course, (8.150) is not the only way the state |Ψ〉 can be expanded. In general,
it can be expanded as
|Ψ〉 =∑
ξ
cξ|ξ〉, (8.152)
where |ξ〉 are some normalized (not necessarily orthogonal) states that do not
need to have a definite number of particles. A particularly important example
are coherent states (see, e.g., [20]), which minimize the products of uncertainties
of fields and their canonical momenta. Each coherent state is a superposition of
states with all possible numbers of particles, including zero. The coherent states are
overcomplete and not orthogonal. Yet, the expansion (8.152) may be an expansion
in terms of coherent states |ξ〉 as well.
Furthermore, the entanglement with the environment does not necessarily need
to take the form (8.151). Instead, it may take a more general form
|Ψ〉total =
∑
ξ
cξ|ξ〉|Eξ〉, (8.153)
where |Eξ〉 are macroscopically distinct. In principle, the interaction with the en-
vironment may create the entanglement (8.153) with respect to any set of states
{|ξ〉}. In practice, however, some types of expansions are preferred. This fact can
be explained by the theory of decoherence [21], which explains why states of the
form of (8.153) are stable only for some particular sets {|ξ〉}. In fact, depending
on details of the interactions with the environment, in most real situations the en-
tanglement takes either the form (8.151) or the form (8.153) with coherent states
|ξ〉. Since coherent states minimize the uncertainties of fields and their canonical
momenta, they behave very much like classical fields. This explains why exper-
iments in quantum optics can often be better described in terms of fields rather
than particles (see, e.g., [20]). In fact, the theory of decoherence can explain under
what conditions the coherent-state basis becomes preferred over basis with definite
numbers of particles [22, 23].
Thus, decoherence induced by interaction with the environment can explain
why do we observe either a definite number of particles or coherent states that
behave very much like classical fields. However, decoherence alone cannot explain
why do we observe some particular state of definite number of particles and not
some other, or why do we observe some particular coherent state and not some
other. Instead, a possible explanation is provided by the Bohmian interpretation.
8.4.3 Free scalar QFT in the particle-position picture
The purpose of this subsection is to see in detail how states of free QFT without
spin can be represented by wave functions. They include wave functions with
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definite number of particles (discussed in Sec. 8.3), as well as their superpositions.
Consider a free scalar hermitian field operator φˆ(x) satisfying the Klein-Gordon
equation
∂µ∂µφˆ(x) +m
2φˆ(x) = 0. (8.154)
The field can be decomposed as
φˆ(x) = ψˆ(x) + ψˆ†(x), (8.155)
where ψˆ and ψˆ† can be expanded as
ψˆ(x) =
∫
d3k f(k) aˆ(k)e−i[ω(k)x
0−kx],
ψˆ†(x) =
∫
d3k f(k) aˆ†(k)ei[ω(k)x
0−kx]. (8.156)
Here
ω(k) =
√
k2 +m2 (8.157)
is the k0 component of the 4-vector k = {kµ}, and aˆ†(k) and aˆ(k) are the creation
and destruction operators, respectively (see, e.g., [24]), satisfying the commutation
relations [aˆ(k), aˆ(k′)] = [aˆ†(k), aˆ†(k′)] = 0, [aˆ(k), aˆ†(k′)] ∝ δ3(k−k′). The function
f(k) is a real positive function which we do not specify explicitly because several
different choices appear in the literature, corresponding to several different choices
of normalization. All subsequent equations will be written in forms that do not
explicitly depend on this choice.
We define the operator
ψˆn(xn,1, . . . , xn,n) = dnS{xn,1,...,xn,n}ψˆ(xn,1) · · · ψˆ(xn,n). (8.158)
The symbol S{xn,1,...,xn,n} denotes the symmetrization, reminding us that the expres-
sion is symmetric under the exchange of coordinates {xn,1, . . . , xn,n}. (Note, how-
ever, that the product of operators on the right hand side of (8.158) is in fact auto-
matically symmetric because the operators ψˆ(x) commute, i.e., [ψˆ(x), ψˆ(x′)] = 0.)
The parameter dn is a normalization constant determined by the normalization
condition that will be specified below. The operator (8.158) allows us to define
n-particle states in the basis of particle spacetime positions, as
|xn,1, . . . , xn,n〉 = ψˆ†n(xn,1, . . . , xn,n)|0〉. (8.159)
The normalization function f(k) in (8.156) can be chosen such that all states
of the form (8.159) at a fixed common time x0n,1 = · · · = x0n,n = t, together
with the vacuum |0〉, form a complete and orthogonal basis in the Hilbert space
of physical states. For example, for 1-particle states the orthogonality relation
reads 〈x; t|x′; t〉 = δ3(x − x′), and similarly for n-particle states. However, for
such a choice of f(k), the operators (8.156) are not Lorentz invariant. Thus, it is
more appropriate to sacrifice orthogonality by choosing f(k) such that (8.156) are
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Lorentz invariant. In the rest of the analysis we assume such a Lorentz-invariant
normalization of (8.156).
If |Ψn〉 is an arbitrary (but normalized) n-particle state, then this state can be
represented by the n-particle wave function
ψn(xn,1, . . . , xn,n) = 〈xn,1, . . . , xn,n|Ψn〉. (8.160)
We also have
〈xn,1, . . . , xn,n|Ψn′〉 = 0 for n 6= n′. (8.161)
We choose the normalization constant dn in (8.158) such that the following nor-
malization condition is satisfied∫
d4xn,1 · · ·
∫
d4xn,n |ψn(xn,1, . . . , xn,n)|2 = 1. (8.162)
However, this implies that the wave functions ψn(xn,1, . . . , xn,n) and ψn′(xn′,1, . . . , xn′,n′),
with different values of n and n′, are normalized in different spaces. On the other
hand, we want these wave functions to live in the same space, such that we can
form superpositions of wave functions describing different numbers of particles. To
accomplish this, we define
Ψn(xn,1, . . . , xn,n) =
√
V(n)
V ψn(xn,1, . . . , xn,n), (8.163)
where
V(n) =
∫
d4xn,1 · · ·
∫
d4xn,n, (8.164)
V =
∞∏
n=1
V(n), (8.165)
are volumes of the corresponding configuration spaces. In particular, the wave
function of the vacuum is
Ψ0 =
1√V . (8.166)
This provides that all wave functions are normalized in the same configuration
space as ∫
D~x |Ψn(xn,1, . . . , xn,n)|2 = 1, (8.167)
where we use the notation
~x = (x1,1, x2,1, x2,2, . . .), (8.168)
D~x =
∞∏
n=1
n∏
an=1
d4xn,an . (8.169)
Note that the physical Hilbert space does not contain non-symmetrized states,
such as a 3-particle state |x1,1〉|x2,1, x2,2〉. It also does not contain states that do not
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satisfy (8.157). Nevertheless, the notation can be further simplified by introducing
an extended kinematic Hilbert space that contains such unphysical states as well.
Every physical state can be viewed as a state in such an extended Hilbert space,
although most of the states in the extended Hilbert space are not physical. In this
extended space it is convenient to denote the pair of labels (n, an) by a single label
A. Hence, (8.168) and (8.169) are now written as
~x = (x1, x2, x3, . . .), (8.170)
D~x =
∞∏
A=1
d4xA. (8.171)
Similarly, (8.165) with (8.164) is now written as
V =
∫ ∞∏
A=1
d4xA. (8.172)
The particle-position basis of this extended space is denoted by |~x) (which should
be distinguished from |~x〉 which would denote a symmetrized state of an infinite
number of physical particles). Such a basis allows us to write the physical wave
function (8.163) as a wave function on the extended space
Ψn(~x) = (~x|Ψn〉. (8.173)
Now (8.167) takes a simpler form∫
D~x |Ψn(~x)|2 = 1. (8.174)
The unit operator on the extended space is
1 =
∫
D~x |~x)(~x|, (8.175)
while the scalar product is
(~x|~x′) = δ(~x− ~x′), (8.176)
with δ(~x− ~x′) ≡ ∏∞A=1 δ4(xA − x′A). A general physical state can be written as
Ψ(~x) = (~x|Ψ〉 =
∞∑
n=0
cnΨn(~x). (8.177)
It is also convenient to write this as
Ψ(~x) =
∞∑
n=0
Ψ˜n(~x), (8.178)
where the tilde denotes a wave function that is not necessarily normalized. The
total wave function is normalized, in the sense that∫
D~x |Ψ(~x)|2 = 1, (8.179)
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implying
∞∑
n=0
|cn|2 = 1. (8.180)
Next, we introduce the operator
✷ =
∞∑
A=1
∂µA∂Aµ. (8.181)
From the equations above (see, in particular, (8.154)-(8.160)), it is easy to show
that Ψn(~x) satisfies
✷Ψn(~x) + nm
2Ψn(~x) = 0. (8.182)
Introducing a hermitian number-operator Nˆ with the property
NˆΨn(~x) = nΨn(~x), (8.183)
one finds that a general physical state (8.177) satisfies the generalized Klein-Gordon
equation
✷Ψ(~x) +m2NˆΨ(~x) = 0. (8.184)
We also introduce the generalized Klein-Gordon current
JµA(~x) =
i
2
Ψ∗(~x)
↔
∂µAΨ(~x). (8.185)
From (8.184) one finds that, in general, this current is not conserved
∞∑
A=1
∂AµJ
µ
A(~x) = J(~x), (8.186)
where
J(~x) = − i
2
m2Ψ∗(~x)
↔
NˆΨ(~x), (8.187)
and Ψ′
↔
NˆΨ ≡ Ψ′(NˆΨ)−(NˆΨ′)Ψ. From (8.187) we see that the current is conserved
in two special cases: (i) when Ψ = Ψn (a state with a definite number of physical
particles), or (ii) when m2 = 0 (any physical state of massless particles).
Finally, let us rewrite some of the main results of this (somewhat lengthy)
subsection in a form that will be suitable for a generalization in the next subsection.
A general physical state can be written in the form
|Ψ〉 =
∞∑
n=0
cn|Ψn〉 =
∞∑
n=0
|Ψ˜n〉. (8.188)
The corresponding unnormalized n-particle wave functions are
ψ˜n(xn,1, . . . , xn,n) = 〈0|ψˆn(xn,1, . . . , xn,n)|Ψ〉. (8.189)
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There is a well-defined transformation
ψ˜n(xn,1, . . . , xn,n)→ Ψ˜n(~x) (8.190)
from the physical Hilbert space to the extended Hilbert space, so that the general
state (8.188) can be represented by a single wave function
Ψ(~x) =
∞∑
n=0
cnΨn(~x) =
∞∑
n=0
Ψ˜n(~x). (8.191)
8.4.4 Generalization to interacting QFT
In this subsection we discuss the generalization of the results of the preceding
subsection to the case in which the field operator φˆ does not satisfy the free Klein-
Gordon equation (8.154). For example, if the classical action for the field is
S =
∫
d4x
[
1
2
(∂µφ)(∂µφ)− m
2
2
φ2 − λ
4
φ4
]
, (8.192)
then (8.154) generalizes to
∂µ∂µφˆH(x) +m
2φˆH(x) + λφˆ
3
H(x) = 0, (8.193)
where φˆH(x) is the field operator in the Heisenberg picture. (From this point of
view, the operator φˆ(x) defined by (8.155) and (8.156) and satisfying the free Klein-
Gordon equation (8.154) is the field operator in the interaction (Dirac) picture.)
Thus, instead of (8.189) now we have
ψ˜n(xn,1, . . . , xn,n) = 〈0|ψˆnH(xn,1, . . . , xn,n)|Ψ〉, (8.194)
where |Ψ〉 and |0〉 are states in the Heisenberg picture. Assuming that (8.194) has
been calculated (we shall see below how in practice it can be done), the rest of the
job is straightforward. One needs to make the transformation (8.190) in the same
way as in the free case, which leads to an interacting variant of (8.191)
Ψ(~x) =
∞∑
n=0
Ψ˜n(~x). (8.195)
The wave function (8.195) encodes the complete information about the properties
of the interacting system.
Now let us see how (8.194) can be calculated in practice. Any operator OˆH(t)
in the Heisenberg picture depending on a single time-variable t can be written in
terms of operators in the interaction picture as
OˆH(t) = Uˆ
†(t)Oˆ(t)Uˆ(t), (8.196)
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where
Uˆ(t) = Te
−i
∫ t
t0
dt′Hˆint(t
′)
, (8.197)
t0 is some appropriately chosen “initial” time, T denotes the time ordering, and
Hˆint is the interaction part of the Hamiltonian expressed as a functional of field
operators in the interaction picture (see, e.g., [25]). For example, for the action
(8.192) we have
Hˆint(t) =
λ
4
∫
d3x : φˆ4(x, t) :, (8.198)
where : : denotes the normal ordering. The relation (8.196) can be inverted, leading
to
Oˆ(t) = Uˆ(t)OˆH(t)Uˆ
†(t). (8.199)
Thus, the relation (8.158), which is now valid in the interaction picture, allows us
to write an analogous relation in the Heisenberg picture
ψˆnH(xn,1, . . . , xn,n) = dnS{xn,1,...,xn,n}ψˆH(xn,1) · · · ψˆH(xn,n), (8.200)
where
ψˆH(xn,an) = Uˆ
†(x0n,an)ψˆ(xn,an)Uˆ(x
0
n,an
). (8.201)
By expanding (8.197) in powers of
∫ t
t0
dt′Hˆint, this allows us to calculate (8.200)
and (8.194) perturbatively. In (8.194), the states in the Heisenberg picture |Ψ〉
and |0〉 are identified with the states in the interaction picture at the initial time
|Ψ(t0)〉 and |0(t0)〉, respectively.
To demonstrate that such a procedure leads to a physically sensible result, let
us see how it works in the special (and more familiar) case of the equal-time wave
function. It is given by ψ˜n(xn,1, . . . , xn,n) calculated at x
0
n,1 = · · · = x0n,n ≡ t. Thus,
(8.194) reduces to
ψ˜n(xn,1, . . . ,xn,n; t) = dn〈0(t0)|Uˆ †(t)ψˆ(xn,1, t)Uˆ(t) · · · Uˆ †(t)ψˆ(xn,n, t)Uˆ(t)|Ψ(t0)〉.
(8.202)
Using Uˆ(t)Uˆ †(t) = 1 and
Uˆ(t)|Ψ(t0)〉 = |Ψ(t)〉, Uˆ(t)|0(t0)〉 = |0(t)〉, (8.203)
the expression further simplifies
ψ˜n(xn,1, . . . ,xn,n; t) = dn〈0(t)|ψˆ(xn,1, t) · · · ψˆ(xn,n, t)|Ψ(t)〉. (8.204)
In practical applications of QFT in particle physics, one usually calculates the
S-matrix, corresponding to the limit t0 → −∞, t → ∞. For Hamiltonians that
conserve energy (such as (8.198)) this limit provides the stability of the vacuum,
i.e., obeys
lim
t0→−∞, t→∞
Uˆ(t)|0(t0)〉 = e−iϕ0 |0(t0)〉, (8.205)
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where ϕ0 is some physically irrelevant phase [24]. Essentially, this is because the
integrals of the type
∫∞
−∞ dt
′ · · · produce δ-functions that correspond to energy
conservation, so the vacuum remains stable because particle creation from the
vacuum would violate energy conservation. Thus we have
|0(∞)〉 = e−iϕ0 |0(−∞)〉 ≡ e−iϕ0 |0〉. (8.206)
The state
|Ψ(∞)〉 = Uˆ(∞)|Ψ(−∞)〉 (8.207)
is not trivial, but whatever it is, it has some expansion of the form
|Ψ(∞)〉 =
∞∑
n=0
cn(∞)|Ψn〉, (8.208)
where cn(∞) are some coefficients. Plugging (8.206) and (8.208) into (8.204) and
recalling (8.158)-(8.161), we finally obtain
ψ˜n(xn,1, . . . ,xn,n;∞) = eiϕ0cn(∞)ψn(xn,1, . . . ,xn,n;∞). (8.209)
This demonstrates the consistency of (8.194), because (8.207) should be recognized
as the standard description of evolution from t0 → −∞ to t → ∞ (see, e.g.,
[25, 24]), showing that the coefficients cn(∞) are the same as those described by
standard S-matrix theory in QFT. In other words, (8.194) is a natural many-time
generalization of the concept of single-time evolution in interacting QFT.
8.4.5 Generalization to other types of particles
In Secs. 8.4.3 and 8.4.4 we have discussed in detail scalar hermitian fields, cor-
responding to spinless uncharged particles. In this subsection we briefly discuss
how these results can be generalized to any type of fields and the corresponding
particles.
In general, fields φ carry some additional labels which we collectively denote
by l, so we deal with fields φl. For example, spin 1 field carries a polarization label
(see Sec. 8.3.3.5), fermionic spin 1
2
field carries a spinor index, non-Abelian gauge
fields carry internal indices of the gauge group, etc. Thus Eq. (8.158) generalizes
to
ψˆn,Ln(xn,1, . . . , xn,n) = dnS{xn,1,...,xn,n}ψˆln,1(xn,1) · · · ψˆln,n(xn,n), (8.210)
where Ln is a collective label Ln = (ln,1, . . . , ln,n). The symbol S{xn,1,...,xn,n} denotes
symmetrization (antisymmetrization) over bosonic (fermionic) fields describing the
same type of particles. Hence, it is straightforward to make the appropriate gen-
eralizations of all results of Secs. 8.4.3 and 8.4.4. For example, (8.178) generalizes
to
Ψ~L(~x) =
∞∑
n=0
∑
Ln
Ψ˜n,Ln(~x), (8.211)
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with self-explaining notation.
To further simplify the notation, we introduce the column Ψ ≡ {Ψ~L} and the
row Ψ† ≡ {Ψ∗~L}. With this notation, the appropriate generalization of (8.179) can
be written as ∫
D~x ∑
~L
Ψ∗~L(~x)Ψ~L(~x) ≡
∫
D~xΨ†(~x)Ψ(~x) = 1. (8.212)
8.4.6 Probabilistic interpretation
The quantity
DP = Ψ†(~x)Ψ(~x)D~x (8.213)
is naturally interpreted as the probability of finding the system in the (infinitesi-
mal) configuration-space volume D~x around a point ~x in the configuration space.
Indeed, such an interpretation is consistent with our normalization conditions such
as (8.179) and (8.212). In more physical terms, (8.213) gives the joint probability
that the particle 1 is found at the spacetime position x1, particle 2 at the spacetime
position x2, etc.
As a special case, consider an n-particle state Ψ(~x) = Ψn(~x). It really depends
only on n spacetime positions xn,1, . . . xn,n. With respect to all other positions xB,
Ψ is a constant. Thus, the probability of various positions xB does not depend on
xB; such a particle can be found anywhere and anytime with equal probabilities.
There is an infinite number of such particles. Nevertheless, the Fourier transform
of such a wave function reveals that the 4-momentum kB of these particles is
necessarily zero; they have neither 3-momentum nor energy. For that reason, such
particles can be thought of as “vacuum” particles. In this picture, an n-particle
state Ψn is thought of as a state describing n “real” particles and an infinite number
of “vacuum” particles.
To avoid a possible confusion with the usual notions of vacuum and real par-
ticles in QFT, in the rest of the paper we refer to “vacuum” particles as dead
particles and “real” particles as live particles. Or let us be slightly more precise:
We say that the particle A is dead if the wave function in the momentum space
Ψ(~k) vanishes for all values of kA except kA = 0. Similarly, we say that the particle
A is live if it is not dead.
The properties of live particles associated with the state Ψn(~x) can also be
represented by the wave function ψn(xn,1, . . . , xn,n). By averaging over physically
uninteresting dead particles, (8.213) reduces to
dP = ψ†n(xn,1, . . . , xn,n)ψn(xn,1, . . . , xn,n) d
4xn,1 · · ·d4xn,n, (8.214)
which involves only live particles. In this way, the probabilistic interpretation is
reduced to the probabilistic interpretation of relativistic QM with a fixed number
of particles, which is studied in Sec. 8.3.1.
Now let us see how the wave functions representing the states in interacting
QFT are interpreted probabilistically. Consider the wave function ψ˜n(xn,1, . . . , xn,n)
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given by (8.194). For example, it may vanish for small values of x0n,1, . . . , x
0
n,n, but
it may not vanish for their large values. Physically, it means that these particles
cannot be detected in the far past (the probability is zero), but that they can be
detected in the far future. This is nothing but a probabilistic description of the
creation of n particles that have not existed in the far past. Indeed, the results
obtained in Sec. 8.4.4 (see, in particular, (8.209)) show that such probabilities
are consistent with the probabilities of particle creation obtained by the standard
S-matrix methods in QFT.
Having developed the probabilistic interpretation, we can also calculate the
average values of various quantities. In particular, the average value of the 4-
momentum P µA is
〈P µA〉 =
∫
D~xΨ†(~x)Pˆ µAΨ(~x), (8.215)
where Pˆ µA = i∂
µ
A is the 4-momentum operator. Eq. (8.215) can also be written as
〈P µA〉 =
∫
D~x ρ(~x)UµA(~x), (8.216)
where
ρ(~x) = Ψ†(~x)Ψ(~x) (8.217)
is the probability density and
UµA(~x) =
JµA(~x)
Ψ†(~x)Ψ(~x)
. (8.218)
Here JµA is given by an obvious generalization of (8.185)
JµA(~x) =
i
2
Ψ†(~x)
↔
∂µAΨ(~x). (8.219)
The expression (8.216) will play an important role in the next subsection.
8.4.7 Bohmian interpretation
In the Bohmian interpretation, each particle has some trajectory XµA(s). Such
trajectories must be consistent with the probabilistic interpretation (8.213). Thus,
we need a velocity function V µA (~x), so that the trajectories satisfy
dXµA(s)
ds
= V µA (
~X(s)), (8.220)
where the velocity function must be such that the following conservation equation
is obeyed
∂ρ(~x)
∂s
+
∞∑
A=1
∂Aµ[ρ(~x)V
µ
A (~x)] = 0. (8.221)
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Namely, if a statistical ensemble of particle positions in spacetime has the distri-
bution (8.217) for some initial s, then (8.220) and (8.221) will provide that this
statistical ensemble will also have the distribution (8.217) for any s, making the
trajectories consistent with (8.213). The first term in (8.221) trivially vanishes:
∂ρ(~x)/∂s = 0. Thus, the condition (8.221) reduces to the requirement
∞∑
A=1
∂Aµ[ρ(~x)V
µ
A (~x)] = 0. (8.222)
In addition, we require that the average velocity should be proportional to the
average momentum (8.216), i.e.,
∫
D~x ρ(~x)V µA (~x) = const×
∫
D~x ρ(~x)UµA(~x). (8.223)
In fact, the constant in (8.223) is physically irrelevant, because it can always be
absorbed into a rescaling of the parameter s in (8.220). Thus we fix const = 1.
As a first guess, Eq. (8.223) with const = 1 suggests that one could take
V µA = U
µ
A. However, it does not work in general. Namely, from (8.217) and (8.218)
we see that ρUµA = J
µ
A, and we have seen in (8.186) that J
µ
A does not need to be
conserved. Instead, we have
∞∑
A=1
∂Aµ[ρ(~x)U
µ
A(~x)] = J(~x), (8.224)
where J(~x) is some function that can be calculated explicitly whenever Ψ(~x) is
known. Therefore, instead of V µA = U
µ
A we must take
V µA (~x) = U
µ
A(~x) + ρ
−1(~x)[eµA + E
µ
A(~x)], (8.225)
where
eµA = −V−1
∫
D~xEµA(~x), (8.226)
EµA(~x) = ∂
µ
A
∫
D~x′G(~x, ~x′)J(~x′), (8.227)
G(~x, ~x′) =
∫ D~k
(2π)4ℵ0
ei
~k(~x−~x′)
~k2
, (8.228)
and ℵ0 =∞ is the cardinal number of the set of natural numbers. It is straightfor-
ward to show that Eqs. (8.227)-(8.228) provide that (8.225) obeys (8.222), while
(8.226) provides that (8.225) obeys (8.223) with const = 1.
We note two important properties of (8.225). First, if J = 0 in (8.224), then
V µA = U
µ
A. In particular, since J = 0 for free fields in states with a definite number
of particles (it can be derived for any type of particles analogously to the derivation
of (8.187) for spinless uncharged particles), it follows that V µA = U
µ
A for such states.
Second, if Ψ(~x) does not depend on some coordinate xµB , then both U
µ
B = 0 and
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V µB = 0. [To show that V
µ
B = 0, note first that J(~x) defined by (8.224) does not
depend on xµB when Ψ(~x) does not depend on x
µ
B. Then the integration over dx
′µ
B
in (8.227) produces δ(kµB), which kills the dependence on x
µ
B carried by (8.228)].
This implies that dead particles have zero 4-velocity.
Having established the general theory of particle trajectories by the results
above, now we can discuss particular consequences.
The trajectories are determined uniquely if the initial spacetime positionsXµA(0)
in (8.220), for all µ = 0, 1, 2, 3, A = 1, . . . ,∞, are specified. In particular, since
dead particles have zero 4-velocity, such particles do not really have trajectories
in spacetime. Instead, they are represented by dots in spacetime. The spacetime
positions of these dots are specified by their initial spacetime positions.
Since ρ(~x) describes probabilities for particle creation and destruction, and
since (8.221) provides that particle trajectories are such that spacetime positions
of particles are distributed according to ρ(~x), it implies that particle trajectories
are also consistent with particle creation and destruction. In particular, the tra-
jectories in spacetime may have beginning and ending points, which correspond
to points at which their 4-velocities vanish. For example, the 4-velocity of the
particle A vanishes if the conditional wave function Ψ(xA, ~X
′) does not depend
on xA (where ~X
′ denotes the actual spacetime positions of all particles except the
particle A).
One very efficient mechanism of destroying particles is through the interaction
with the environment, such that the total quantum state takes the form (8.151).
The environment wave functions (~x|E0〉, (~x|En;b1,...,bn〉 do not overlap, so the parti-
cles describing the environment can be in the support of only one of these environ-
ment wave functions. Consequently, the conditional wave function is described by
only one of the terms in the sum (8.151), which effectively collapses the wave func-
tion to only one of the terms in (8.150). For example, if the latter wave function is
(~x|b1, . . . , bn〉, then it depends on only n coordinates among all xA. All other live
particles from sectors with n′ 6= n become dead, i.e., their 4-velocities become zero
which appears as their destruction in spacetime. More generally, if the overlap
between the environment wave functions is negligible but not exactly zero, then
particles from sectors with n′ 6= n will not become dead, but their influence on
the environment will still be negligible, which still provides an effective collapse to
(~x|b1, . . . , bn〉.
Another physically interesting situation is when the entanglement with the
environment takes the form (8.153), where |ξ〉 are coherent states. In this case, the
behavior of the environment can very well be described in terms of an environment
that responds to a presence of classical fields. This explains how classical fields may
appear at the macroscopic level, even though the microscopic ontology is described
in terms of particles. Since |ξ〉 is a superposition of states with all possible numbers
of particles, trajectories of particles from sectors with different numbers of particles
coexist; there is an infinite number of live particle trajectories in that case.
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8.5 Conclusion
The usual formulation of Bohmian mechanics is not relativistic covariant because
it is based on standard QM which is also not relativistic covariant. Thus, to make
Bohmian mechanics covariant, one needs first to reformulate the standard QM in
a covariant way, such that time is treated on an equal footing with space. More
specifically, it means the following. First, the space probability density should
be generalized to the spacetime probability density. Second, the single-time wave
function should be generalized to the many-time wave function. When standard
QM is generalized in that way, then the construction of a relativistic-covariant
version of Bohmian mechanics is straightforward.
To make the Bohmian mechanics of particles compatible with QFT and particle
creation and destruction, one needs to do the following. First, QFT states should
be represented by wave functions that depend on an infinite number of coordinates.
Second, one needs to use the quantum theory of measurements, which then leads
to an effective collapse into states of definite number of particles.
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