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Es bezeichne C” den Raum aller auf der reellen Achse R(- cc < x < co) 
komplexwertigen, beliebig oft differenzierbaren Funktionen. 
In [5] wurde folgender Satz iiber die asymptotische Approximation samt- 
lither Ableitungen der Funktionen aus C” durch die entsprechenden Ablei- 
tungen ganzer Funktionen bewiesen. 
SATZ I. Zu jeder Funktion f E C”, jeder auf R positiven, stetigen Funktion 
h und jeder Folge reeller Zahlen c, mit 0 < c, < c,+~ (n = 0, 1, 2,...) und 
km,,, c, = co gibt es eine in der ganzen komplexen z-Ebene (z = x + iy) 
analytische Funktion g so, daJfiir alle n = 0, 1, 2,... gilt 
j f’“‘(x) - g’“‘(x)1 < h(x) (I x i 2 c,). (1) 
Ist f auf R positiv, so kann hierbei such die Funktion g auf R positive gewiihlt 
werden. 
Dieser Satz verschlrft insbesondere den 1927 von Carleman [I] bewiesenen 
Approximationssatz, da13 zu jeder auf R stetigen Funktion f und jeder auf R 
positiven, stetigen Funktion h eine ganze Funktion g mit 
existiert. 
I f(x) - dx)l < h(x) Cx E R) 
Neuere Beweise dieses Carlemanschen Satzes wurden in 13, 6, 91 gegeben. 
In [4] wurde ein entsprechender Satz iiber die asymptotische Approximation 
durch ganze Dirichlet-Reihen bewiesen. 
Beziiglich Satz 1 kann man vermuten, daD sich an die approximierende 
ganze Funktion g und ihre samtlichen Ableitungen noch zusatzlich zu der 
Bedingung (1) gewisse Interpolationsforderungen stellen lassen. 
Wir beweisen in dieser Arbeit als wesentliche Verscharfung von Satz 1 den 
folgenden Approximations- und Interpolationssatz. 
SATZ 2. Zu,jeder Funktion f E P, jeder auf R positiven, stetigen Funktion 
h, ,jeder Folge reeller Zahlen c, nut 0 < c, < c,,.l (n = 0, 1, 2 ,... ), 
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h-b,, c, = co und zu jeder Folge verschiedener reeller Zahlen x&m = 
0, I, 2,...) ohne endlichen Haufungspunkt gibt es eine ganze Funktion g so, 
daJfiir alle n = 0, 1, 2,... gilt 
I f’“‘(X) - g’“‘(x)1 < h(x) (I x I 3 cn) (2) 
und 
.P%J = f’“‘(&L> (fur alie m mit / x,,, i 3 c,). (3) 
Mit der in dieser Arbeit bent&ten Beweismethode Ia& sich entsprechend 
fur die endlich oft differenzierbaren Funktionen der folgende Satz zeigen. 
SATZ 3. Zu jeder k-ma1 stetig dtfferenzierbaren Funktion f auf R, jeder 
positiven, stetigen Funktion h auf R und zu jeder Folge verschiedener reeller 
Zahlen x,(m = 0, 1, 2,...) ohne endlichen H&fungspunkt gibt es eine ganze 
Funktion g so, da&If& n = 0, I,..., k gilt 
I f’“‘(x) - g’“‘(x)1 < h(x) 
und 
g”“‘(X,) = fyx,,,) (x E R; m = 0, I, 2 ,... ), 
Zum Beweis von Satz 2 benutzen wir die folgenden drei Hilfssatze. 
LEMMA (a). Es sei {zm}(m = 0, 1, 2,...) eine Forge verschiedener komplexer 
Zahlen ohne endlichen Haujiingspunkt, und es sei,jedem m = 0, 1, 2,... eine 
ganze Zahl k, 3 0 zugeordnet. Dunn gibt es zu beliebig vorgegebenen kom- 
plexen Zahlen w,,,,~ (0 < I ,< k, ; m = 0, 1, 2,...) eine game Funktion C$ mit 
+(zYzwL) = Wm., (0 < I < k, ; m = 0, 1, 2 ,... ). (4) 
Lemma (a) ist als Spezialfall eines allgemeineren Interpolationssatzes in 
[8, Theorem 15.15 S. 2981 enthlaten. 
Urn zusatzlich zu der Interpolationseigenschaft (4) eine in gewissem Sinne 
von den Werten w,,,, unabhangige Abschatzung fir die Ableitungen +(r)(z) 
in der ganzen z-Ebene zu erhalten, verschlrfen wir Lemma (a) in folgender 
Weise. 
LEMMA (b). Es sei 0 < c, < c,+~ (n = 0, 1,2 ,...) mit Zim,,, c, = co, es sei 
(z,)(m = 0, 1,2,...) eine Folge verschiedener komplexer ZahIen ohne endlichen 
Hiiufungspunkt, und es seien k, 3 0 (m = 0, 1, 2,...) ganze Zahlen. Ferner 
seien B, (m = 0, 1, 2,...) positive Zahlen. Dunn existiert eine in der ganzen 
z-Ebene positive, stetige Funktion D mit folgender Eigenschaftt: Zu allen 
komplexen Zahlen w,,~ (0 < I < k,, ; m = 0, 1, 2,...) mit 
I wm,z I < &n (0 < I < k, ; m = 0, 1,2,...) (5) 
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gibt es eine ganze Funktion C# so, daJ fiir ale m, n = 0, 1,2,... gilt 
vwz?7J = WV?,2 (0 < I < k,,) (6) 
und 
j 4’“‘(Z)i < D(Z) (I z I E kn > c n+J; 0 < I < k,). (7) 
Die abschatzende Funktion D in Lemma (b), die wesentlich von den 
Schranken B, abhangt, ist also bei Gtiltigkeit von (5) unabhangig von der 
Wahl der w,,~ . 
Beweis. Zu jedem i, j (0 <j < ki ; i = 0, I, 2 ,...) wahlen wir nach 
Lemma (a) eine ganze Funktion bisj mit 
1 (m = i; 1 = j) 
bi(f;.(z,) = 
1 
0 (m=i;O<I<k,;Z#,j) (8) 
0 (nz f i; 0 < I < k,) 
fur alle m = 0, 1, 2 ,.... . 
Wir bestimmen zu i = 0, 1, 2,... Zahlen ci > 0 so klein, dab die Reihe 
z. 6iBi jio I biAz)l (9) 
in jeder kompakten Teilmenge der z-Ebene gleichmabig konvergiert. 
Ferner bestimmen wir nach Lemma (a) eine ganze Funktion E mit der 
Eigenschaft 
E’“(z,) = I;‘“” (I = 0; n1 = 0, 1, 2,...) 
(1 <l<kk,; nz == 0, 1) 2 )... ). 
(10) 
Als Funktion D wahlen wir nun eine in der ganzen z-Ebene positive, stetige 
Funktion so, dab fur alle n = 0 1 2,... gilt 
D(z) > J%(Z) (I z I E [cn 2 c?z+d) (11) 
mit 
K,(z) = 2”” ; / E’“‘(z)/ ; (f eiBi ; 1 b;“j(z),), 
V==O IL=0 i=o j=O 
wobei die Konvergenz der unendlichen Reihen K,(z) aus (9) folgt. 
Zu gegebenen komplexen Zahlen w,, r mit der Eigenschaft (5) bilden wir 
d(z) = E(z) Q(z) (12) 
mit 
Q(Z) = f ei 2 wi,j b,,Jz). 
i=O j=O 
(13) 
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Nach (5) und (9) sind Q und 4 ganze Funktionen. Aus (8), (lo), (12), und (13) 
folgt fiir 4 die Interpolationseigenschaft (6). 
Ferner ergibt sich aus (5), (1 l), (12), und (13) fiir alle n = 0, 1, 2,.. . 
I #'"'(z>l < io (I) IE'"'(z)l I Q'z-"'(z)I 
< 2”” ; 1 ~'"'(z)j ; / Q(@)(z)1 
V=O IL=0 
< Kc(z) < D(z) (i z 1 E [c, , c,+,l; 0 < 1 < kJ. 
Damit erhalten wir die Abschatzung (7), so daD Lemma (b) bewiesen ist. 
LEMMA (c). Es sei 0 < c, < c,+~ (n = 0, 1, 2 ,...) mit lim,,, c, = co 
und d,, > 0 (n = 0, 1, 2,...). Dann gibt es zu jeder auf Rpositiven, stetigen 
Funktion h eine ganze, auf R positive Funktion b so, daJ u(x) = I/[b(x)] ftir 
alle n = 0, 1, 2,... die Ungleichung erfiillt 
I u 
(1) 
u(x) & < h(x) I (I x I 3 c, ; 0 < 1 < n>. (14) 
Beweis. Ersetzt man u durch l/b, so hat (14) die Gestalt 
I[&]“’ / [b(x)]‘- < h(x) (I x j 3 c, ; 0 < 1 < II). (15) 
Durch Ausdifferenzieren von l/b in (15) folgt nach Satz 1 sehr leicht, daIJ es 
zum Beweis von Lemma (c) geniigt, die Existenz einer auf R positiven Funk- 
tion b E C” mit der Eigenschaft (15) zu zeigen, da nach Satz 1 dann alle in 
(15) auftretenden Ableitungen von b so gut asymptotisch durch die ent- 
sprechenden Ableitungen einer ganzen, auf R positiven Funktion approxi- 
miert werden kiinnen, daD (15) such fiir diese ganze Funktion gilt. Somit 
geniigt es also, die Existenz einer auf R positiven Funktion u E C” mit der 
Eigenschaft (14) zu zeigen. Dieses ist jedoch, wie man leicht zeigt, mit dem 
Nachweis gleichwertig, dal3 zu beliebigen positiven Zahlen d, , zu beliebigen 
natiirlichen Zahlen k, (n = 0, 1, 2,...) und zu jeder auf R positiven, stetigen 
Funktion h eine auf R positive Funktion u E C” mit 
I u (2) (x) [u$)]% < h(x) (x) I (Ixl~b,n+ II;0 <l<k,) (16) 
fiir alle n = 0, 1, 2 ,... existiert. 
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Jeder Term der Gestalt ~(~)(x)/[u(x)~+*](v = 
la& sich als eine endliche Summe schreiben 
konstante Faktoren von der Gestalt 
0, 1, 2,...) mit einem q > 0 
deren Summanden bis auf 
sind mit positiven qi und natiirlichen mi , wie sich leicht durch Jnduktion 
nach u bei Differentiation von u(0)(x)/[u(x)l+~] nach der Quotientenregel 
ergibt. 
Daher geniigt es zum Beweis von (16) zu zeigen da13 zu beliebigen natiir- 
lichen Zahlen k, und b, (n = 0, 1,2,...), zu beliebigen positiven Zahlen 
dn,i (0 < i < 6, ; IZ = 0, 1, 2,...) und zu jeder auf R positiven, stetigen 
Funktion h eine auf R positive Funktion u E C” mit 
(1) 
< h(x) ( .yiE[n,n+l];O~/Ikk,;O.~i~bb,) 
(17) 
fur alle n = 0, 1, 2 ,... existiert. 
Wir wahlen zunachst die spezielle Funktion 5 E C” mit 
(0 < I < I), (18) 
wobei p(t) = exp(-l/t - l/(1 - t))(O < t < I), p(0) = p(1) = 0, 
c = Sip(t) dt gesetzt wird, und exp die Exponentialfunktion bedeutet. 
Wir setzen ferner 
fur alle m = 0, 1, 2 ,..., wobei wir positive Konstanten ym so groB wahlen, da13 
yrrAn+l,i - knr-tl > 0 (0 < i G bm+d (20) 
gilt, und hinreichend kleine Zahlen E, > 0 mit ~,,,+r < E, noch so zu 
bestimmen haben, daB (17) fur die Funktion u aus (19) erftillt ist. 
Aus (18) und (19) folgt l/u E C” und somit such u E C”, da l/u auf R 
positiv ist. 
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Offensichtlich lassen sich die Zahlen E, in (19) einerseits so klein wtihlen, 
da13 die Ungleichung (17) fur alle Intervalle [n, PZ + I] mit geradem n = 2m 
gilt. 
Fur die Intervalle [n, n + l] mit n = 2m + 1 ergeben sich andererseits 
nach (19) die Ableitungen (l/[u(x)] dn r (I) a s endliche Summe von Termen, die .-I 1 
bis auf Faktoren aus Konstanten und Ableitungen von 5 die Gestalt haben 
Alle Terme der Gestalt (21) konnen daher wegen (20) durch geeignete Wahl 
der E, dem Betrage nach so klein gemacht werden, dab die Ungleichung 
(17) gilt. 
Damit ist Lemma (c) bewiesen. 
Beweis z~1 Satz 2. Es sei u eine Funktion aus C” mit u(x) > 1 (x E R) 
und mit der Eigenschaft, da13 b = l/u eine ganze Funktion ist, wobei wir u 
im weiteren noch mit zusatzlichen Eigenschaften nach Lemma (c) festlegen 
werden. 
Wir bestimmen zu gegebenem f~ Cm nach Satz 1 eine ganze, von u ab- 
hangige Funktion ~,4~‘ so, daf3 
I(ufp)(x) - $:)(x)1 < 1 (I x I E L&L 7cn+J; 0 G 1 G fl> (22) 
fiir alle 12 = 0, 1, 2 ,... ist. 
In Lemma (b) setzen wir B,,, = 1 (m = 0, I, 2,...) und wahlen zu jedem m 
die ganzzahligen k, so, dal3 k, 3 m und k, gri%er als der gr(il3te Index n 
mit 1 X, 1 E [c, , c,+J ist. Wir setzen aul3erdem 
N’,,*z = tup(&) - g?(X?d (0 < l < km), 
so da13 die Eigenschaft 1 w,,~ 1 < B, (0 < I < k,,) nach (22) fur diese w,,~ 
unabhangig von der Wahl von u erfiillt ist. Nach Lemma (b), (6) und (7) 
gibt es daher eine in der ganzen z-Ebene positive, stetige Funktion D, die 
unabhangig von u ist, sowie eine von u abhangige ganze Funktion $,, so, 
da13 fur alle n = 0, I, 2,... gilt 
~t?)h> = (uf>%m> - &%G,J (I xv, IE [c,, c,-,I; 0 e I< ~71, (23) 
; &)(x)1 < D(x) (I x I E [cn > c n+J; 0 < I < ?I>. (24) 
Wir bilden die von u abhangige ganze Funktion g, , die auf R gegeben ist 
durch 
(25) 
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Aus (23) folgt 
@&)“‘(&n) = w>(zY%n> (I XWL I E L&z 3 c,+11; 0 < l G 4, 
woraus man durch Induktion nach I leicht mit einer einfachen Rechnung 
die in Satz 2, (3) behauptete Interpolationseigenschaft 
s?!3xm> = f “‘(&A (I x,,, i E [c, , f-&l; 0 e 1 < n) 
herleitet. Wir erhalten aus (22), (24), und (25) 
IWP’(4 - G%J% < I &%)I + 1 < D(x) + 1 
(~.~IE[C,, c,+,l; 0 e I ,( n) 
und hieraus durch Ausdifferenzieren des Produktes uf und Anwendung der 
Dreiecksungleichung 
1 fyx) - g(&)l < “‘:I;‘& l -+ AZ 7f I pyX) - g;f’(x)j 1 u(z-‘)(x)l 
j=O u(x) 
(I x 1 6 [cn > c n+J; 0 < 1 < n) (26) 
mit nur von 1, nicht aber von u abhangigen Konstanten AL , wobei die Summe 
auf der rechten Seite von (26) im Falle I = 0 durch 0 zu ersetzen ist. 
Da der Summationsindex ,j auf der rechten Seite von (26) nur bis I - 1 
lauft, labt sich die Ungleichung (26) sukzessiv nach allen Termen 
! p’(X) - gqx)I 26 (0 < j ,< 11) 
au&en, und man erhalt durch Induktion nach 1 aus (26) mit einfachen 
Abschatzungen 
2+1 
wobei die Konstanten B, nur von I abhlngen. 
Wegen der Summationsbedingung p. + *.. 
j - (CL0 + *** + l-4 
folgt bei Beachtung von u(x) > 1 aus (27) 
I P’(x) - g%di -c GP(4 + 1 I ^ 1 
+ p1 < j und somit 
21 
n 
l-I Ii 
u(“)(x) “9 1 
u<u,.....u,<n+1 v=o 44 
u(x)l/(“i+l) 1 
uo+...+u,<n+l 
(I x I E [c, , c,+,l; 0 ,< 1 e ~1 (28) 
mit nur von n abhgngigen Konstanten C, . 
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Nach Lemma (c), (14) kann schlierjlich die ganze Funktion b = l/u und 
damit u so gewahlt werden, dat3 alle Faktoren 1 u(“)(x)/[u(x)]~~~[u(x)]-~~(“+~’ in 
(28) hinreichend klein werden, urn insgesamt die Abschatzung 
I f ‘“‘w - g3x)l < h(x) (I .y / E EC, 3 c n+11; 0 < 1 < n> 
fur alle n = 0, 1, 2,... zu erreichen. Da wir ohne Beschrankung der All- 
gemeinheit die Monotonieeigenschaft h(x,) < h(x,) fir 1 x2 I > 1 x1 1 anneh- 
men diirfen, ist damit such die Ungleichung (2) und somit Satz 2 in allen 
Teilen bewiesen. 
Der Beweis zu Satz 3 ergibt sich als vereinfachte Modifikation des Beweises 
zu Satz 2. 
Es sei noch darauf hingewiesen, da13 neuere Ergebnisse iiber die simultane 
Approximation und Interpolation durch ganze Funktionen kiirzlich in [2] 
und [7] verijffentlicht wurden. 
LITERATUR 
1. T. CARLEMAN, Sur un theoreme de Weierstrass, Ark. Mat. Astronom. Fys. 20B (1927), 
l-5. 
2. P. GAUTHIER AND W. HENGARTNER, Simultaneous complex approximation and inter- 
polation on closed sets, erscheint in Kiirze. 
3. L. HOISCHEN, A note on the approximation of continuous functions by integral func- 
tions, J. London Math. Sot. 42 (1967), 351-354. 
4. L. HOISCHEN, Asymptotische Approximation stetiger Funktionen durch ganze Dirichlet- 
Reihen, J. Approximation Theory 3 (1970), 293-299. 
5. L. HOISCHEN, Eine Verscharfung eines Approximationssatzes von Carleman, J. Ap- 
proximation Theory 9 (1973), 272-277. 
6. W. KAPLAN, Approximation by entire functions, Michigan Math. J. 3 (1955-1956), 
43-52. 
7. L. A. RUBEL AND S. VENKATESWARAN, Uniform approximation by splines of polynomials 
and of entire functions, erscheint in Kiirze. 
8. W. RUDIN, “Real and Complex Analysis,” McGraw-Hill, New York, 1966. 
9. A. SINCLAIR, A general solution for a class of approximation problems, PaciJc J. Math. 
8 (1958), 857-866. 
