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<< Il vaut mieux savoir tout chercher que chercher a` tout savoir. >>
[P. Mendelson]
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Introduction
Le calcul formel a pour objet d’e´tudier les manipulations symboliques effectives
d’objets mathe´matiques. Il se situe ainsi naturellement a` l’interface des mathe´matiques,
de l’informatique et de diffe´rents domaines d’applications. La recherche dans ce do-
maine a pour ambition le de´veloppement des outils mathe´matiques pour la conception
et l’analyse des algorithmes pour la solution efficace des proble`mes informatiques.
Il s’ave`re ne´cessaire de s’interroger sur la corre´lation entre le domaine du calcul
formel et de l’alge`bre matricielle : les matrices structure´es (tel que Toeplitz, Hankel,
Frobenius, Sylvester, Be´zout, Vandermonde, . . . ) [62] sont omnipre´sentes en calcul
nume´rique et alge´brique dans les domaines des sciences, de l’inge´nierie, de la commu-
nication et des statistiques.
Ma the`se intitule´e ”Alge`bre matricielle rapide en calcul formel et calcul
nume´rique”, sous la direction du Prof. H. LOMBARDI (Universite´ de Franche-
Comte´), Prof. A. BEN ABDA (Universite´ de Tunis El Manar) et Prof. M. JAOUA
(Universite´ de Nice Sophia-Antipolis) a pour objectif essentiel : la conception de
nouveaux algorithmes rapides en calcul formel et calcul nume´rique [25, 62] via les
matrices structure´es.
Notre contribution consiste essentiellement a` concevoir et de´velopper diffe´rents
types d’algorithmes rapides en rapport direct avec les matrices de Toeplitz/Hankel.
La pre´sentation de notre recherche et son analyse sera structure´e de la manie`re
suivante :
Nous commenc¸ons notre me´moire par la pre´sentation des diffe´rentes notations et
terminologies utilise´es par la suite.
Le Chapitre 1 contient quelques me´thodes classiques couramment utilise´es pour
calculer l’inverse d’une matrice triangulaire de Toeplitz dans une approche exacte :
l’Algorithme 1.3.1 : Algorithme d’inversion via substitution requiert environ n (n+ 1)
ope´rations arithme´tiques et la me´thode d’inversion via division polynomiale qui se fait
graˆce a` une inversion dans un anneau de de´veloppement limite´ ne´cessite O(n log(n))
ope´rations (environ 10 transforme´es de Fourier rapides de n-vecteurs : FFT(n)). Nous
pre´sentons aussi les diffe´rents travaux the´oriques et empiriques portant sur le calcul
de l’inverse d’une matrice triangulaire de Toeplitz dans une approche approximative :
l’Algorithme 1.4.1 : Algorithme de Fu-Rong Lin, Wai-Ki Ching et M. K. Ng [60] base´
sur l’interpolation polynomiale trigonome´trique ne´cessite 2 transforme´es de Fourier
rapides de 2n-vecteurs : FFT(2n) et une transformation rapide de cosinus de 2n-
vecteurs : DCT(2n), l’Algorithme 1.4.2 : Algorithme de Bini [21] et enfin l’Algorithme
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1.4.3 : Algorithme de Bini re´vise´ ame´liore´ par Fu-Rong Lin, Wai-Ki Ching et M. K.
Ng ne´cessite 2 transforme´es de Fourier rapides de 2n-vecteurs : FFT(2n) (environ
2 exe´cutions de l’algorithme de Bini et 4
5
de l’algorithme via Interpolation), la plus
efficace de point de vue pre´cision et rapidite´.
Dans le Chapitre 2, nous conside´rons un algorithme de diagonalisation par blocs
approche´e d’une matrice carre´e re´elle de Hankel H dans laquelle la matrice de passage
A est triangulaire supe´rieure. Cette diagonalisation nous donne une matrice diagonale
par blocs
D = tAHA =

lH1
lH2
. . .
lHn

ou` chaque bloc lHj, pour j = 1, 2, ..., n est une matrice triangulaire infe´rieure de
Hankel. Nous nous inte´ressons au proble`me de la factorisation par blocs approche´e
d’une matrice re´elle de Hankel. Ce proble`me a e´te´ e´tudie´ par Phillips [67], Rissanen
[68], Kung [57], Gragg et Lindquist [46], Pal et Kailath [64], Bini et Pan [25], Bul-
theel et Van Barel [28] et re´cemment par Ben Atti et Diaz-Toca [20]. Bien que les
algorithmes cite´s ci-dessus semblent eˆtre rapides, ils pre´sentent quelques proble`mes
d’efficacite´s nume´riques. En effet, quand nous perturbons la matrice de Hankel, la
diagonalisation par blocs donne des blocs 1× 1 au lieu des blocs m×m ; Ainsi, nous
cherchons dans un voisinage de la matrice de Hankel (qui a subi une perturbation) une
matrice qui a une diagonalisation par blocs capable de se faire avec des matrices de
passage triangulaire de de´terminant pas trop grand. Afin d’atte´nuer cette difficulte´,
il est donc ne´cessaire d’introduire le concept de diagonalisation par blocs approche´e
de la matrice de Hankel. Cette diagonalisation nous donne la matrice diagonale par
blocs approche´e
Dε =
tAHA =

lH1 Θ1,2 · · · Θ1,n
Θ2,1 lH2
. . .
...
...
. . . . . . Θn−1,n
Θn,1 · · · Θn,n−1 lHn

ou` chaque bloc lHj est une matrice triangulaire infe´rieure de Hankel (par rapport a`
l’anti-diagonale) approche´e pour j = 1, 2, ..., n, chaque matrice Θj,k est tre`s proche
de la matrice nulle pour j, k = 1, 2, ..., n et j 6= k et A est une matrice triangulaire
supe´rieure approche´e. Nous pre´sentons une nouvelle me´thode (Algorithme 2.2.2) ins-
pire´e de [20] et base´e sur le calcul approche´ de l’inverse de la matrice triangulaire
supe´rieure de Toeplitz via les techniques du Chapitre 1 en O(n2) ope´rations. Nous
pre´sentons e´galement une variante rapide (Algorithme 2.3) de factorisation approche´e
par blocs d’une matrice re´elle de Hankel base´e sur le comple´ment de Schur [25, 45, 62].
Des exemples nume´riques ont e´te´ pre´sente´s afin de mettre en e´vidence les avantages
potentiels de la nouvelle diagonalisation par blocs approche´e par rapport a` la me´thode
classique de factorisation approche´e, en terme d’efficacite´s nume´riques et en terme de
temps.
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Le Chapitre 3 est consacre´ a` l’application de l’algorithme de diagonalisation par
blocs approche´e, pre´sente´ dans [6], a` la matrice de Hankel associe´e a` deux polynoˆmes
premiers entre eux u et v. Soient
u(x) =
n∑
k=0
ukx
k et v(x) =
m∑
k=0
vkx
k
deux polynoˆmes dans R [x] avec deg (u (x)) = n et deg (v (x)) = m et m < n. L’al-
gorithme d’Euclide classique applique´ a` u(x) et v(x) ge´ne`re une suite des quotients
{qk (x)} et des restes {rk (x)} , de la manie`re suivante :
r−1 (x) = u(x), r0 (x) = v(x)
rk−2 (x) = rk−1 (x) qk(x)− rk (x) , deg (rk) < deg (rk−1) , k = 1, . . . , K
ou` −rk (x) est le reste de la division de rk−2 (x) par rk−1 (x) et rK (x) est le Plus Grand
Commun Diviseur (PGCD) de u(x) et v(x). La question du calcul de la suite des quo-
tients et des restes a e´te´ e´tudie´e par Habicht, Collins et Brown (voir [47, 34, 31, 32])
via des me´thodes efficaces base´es sur des variantes de l’algorithme Euclide. Naturelle-
ment, l’algorithme classique s’ave`re inefficace lorsqu’il est applique´ a` des polynoˆmes de
de´part perturbe´s. Afin d’e´viter ce proble`me, Noda et Sasaki (voir [71, 59]) sont parmi
les premiers a` introduire des versions nume´riques efficaces de l’algorithme d’Euclide.
Plusieurs articles ont e´te´ consacre´s a` de´crire la relation naturelle entre l’algorithme
d’Euclide classique et la factorisation par blocs des matrices de Hankel. En effet,
Bini et Gemignani (voir [25, 22, 43, 23]) ont calcule´ la suite des quotients et des
restes apparue durant l’exe´cution de l’Algorithme d’Euclide applique´ a` u(x) et v(x)
via la factorisation LU par blocs (voir [46, 49]) de la matrice de Hankel H (u, v) ,
associe´e a` u(x) et v(x). Re´cemment, Ben Atti et Diaz-Toca [39] ont calcule´ la suite
des quotients et des restes via une approche diffe´rente de la version classique base´e
sur la factorisation LU par blocs de la matrice de Hankel H (u, v) [20].
Naturellement, la belle relation entre l’algorithme d’Euclide classique et la dia-
gonalisation par blocs LU des matrices de Hankel H (u, v) semble eˆtre e´gare´e quand
les polynoˆmes de de´part sont perturbe´s. A vrai dire, on se heurte a` un proble`me
de conditionnement. C’est pourquoi une nouvelle notion de diagonalisation par blocs
approche´e de la matrice de Hankel H (u, v) est introduite dans ce chapitre en s’inspi-
rant des techniques de [6]. Nous proposons aussi un algorithme re´vise´ qui permet de
pre´server la belle relation entre l’algorithme d’Euclide classique et la factorisation par
blocs des matrices de Hankel en ge´ne´rant la suite des quotients et des restes. Enfin,
nous illustrons notre approche par un exemple.
Le chapitre 4 est consacre´ a` l’analyse de la diagonalisation par blocs approche´e des
matrices de Hankel et de Be´zout associe´es a` deux polynoˆmes u(x) et v(x) dans R [x]
(deg (u (x)) = n, deg (v (x)) = m et m < n) et de leurs connexions avec l’Algorithme
d’Euclide. En effet, Bini et Gemignani [25, 22, 43, 23] introduisent un algorithme
paralle`le pour la diagonalisation par blocs de la matrice de Be´zout JB (u, v) J et
ge´ne`rent la suite des quotients et des restes apparue durant l’exe´cution de l’Algorithme
d’Euclide applique´ a` u(x) et v(x). Cette diagonalisation par blocs de JB(u, v)J peut
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eˆtre obtenue a` partir de la diagonalisation par blocs de H(u, v) et vice versa en se
basant sur la relation suivante [58] :
B(u, v) = B(u, 1)H(u, v)B(u, 1).
Naturellement, quand les polynoˆmes de de´part sont perturbe´s, la belle relation
entre l’algorithme d’Euclide (ou la diagonalisation par blocs de H(u, v)) et la diago-
nalisation par blocs des matrices de Be´zout JB (u, v) J est conserve´e. Par conse´quent,
une nouvelle notion de diagonalisation par blocs approche´e de la matrice de Be´zout
JB(u, v)J , inspire´e des travaux de Bini et Gemignani [25, 22, 43, 23], a e´te´ intro-
duite et sa relation avec l’algorithme d’Euclide ainsi que la diagonalisation par blocs
approche´e des matrices de Hankel a e´te´ ve´rifie´e dans ce chapitre. Des comparaisons
nume´riques montrent l’efficacite´ des algorithmes.
La technique conside´re´e pour parvenir a` la mise en œuvre pertinente des algo-
rithmes du Chapitre 2 est utilise´e dans le Chapitre 5 afin de concevoir deux nou-
velles variantes de diagonalisation par blocs d’une matrice de Hankel a` coefficients
complexes. Bien que les algorithmes de´crites dans le Chapitre 2 semblent eˆtre les
premiers a` e´tudier le cas approche´, ils pre´sentent encore des proble`mes d’efficacite´s
nume´riques. En effet, quand les coefficients de la matrice de Hankel perturbe´ sont
complexes, nous ne pre´servons pas la diagonalisation par blocs de la matrice de Han-
kel. Par conse´quent, nous e´tudions ce proble`me dans le cas complexe en proposant
deux algorithmes : Algorithme 5.1.2 et Algorithme 5.2.1. Nous montrons ensuite que
les algorithmes sont inte´ressants du point de vue empirique. Enfin, nous pre´sentons
un exemple qui permet de pre´server la relation e´troite entre l’Algorithme d’Euclide
et la diagonalisation par blocs de la matrice de Hankel dans le cas complexe.
L’un des buts de cette the`se est de certifier the´oriquement les algorithmes pre´sente´s
dans les pre´ce´dents chapitres (cela veut dire que, dans le voisinage des donne´es
de´fini par la pre´cision, les blocs sont optimaux (i.e. les plus gros possibles) et que
d’autres calculs donnant des blocs trop petits entraˆıneraient ine´vitablement des er-
reurs grossie`res dues a` des divisions par des nombres trop petits). Nous n’avons pas
pu aboutir a` notre but, parce que ce proble`me s’est re´ve´le´ e´norme´ment plus diffi-
cile qu’on pensait a` priori. Le´gitimement, nous pre´sentons dans le Chapitre 6 une
e´tude expe´rimentale conse´quente de la propagation des erreurs dans les e´tapes in-
terme´diaires des algorithmes issus de cette the`se. Nous comparons plus particulie`rement
l’efficacite´ base´e sur une e´tude statistique sur le comportement de l’erreur absolue
applique´e a` une vingtaine de matrices de de´part ”exactes”, re´elles, complexes mal-
conditionne´es que l’on perturbe ale´atoirement 500 fois. Nous comparons par la suite la
stabilite´ nume´rique des algorithmes de diagonalisation par blocs de la matrice de Han-
kel. De plus, nous examinons les diffe´rents algorithmes en terme de temps de calculs
(en seconde). Nous e´tudions e´galement l’influence d’appliquer l’inversion approche´e
d’une matrice triangulaire de Toeplitz au lieu de l’inversion exacte dans les e´tapes
interme´diaires des algorithmes de diagonalisations par blocs de matrices de Hankel.
Nous comparons aussi l’approche fonde´e sur Hankel avec celle base´e sur des matrices
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de Be´zout tant pour leur efficacite´ que pour leur stabilite´ nume´rique. Enfin, nous ana-
lysons le roˆle de ε dans l’exe´cution des algorithmes, en mesurant le nombre des blocs
au moyen de notre me´thode et la me´thode du comple´ment de Schur, avec et sans la
technique SVD. Notre apport expe´rimental constitue une tentative de the´oriser les
calculs sur ordinateur (efficacite´ et stabilite´ nume´rique) et leurs temps d’exe´cution.
Dans l’Annexe A nous faisons quelques rappels d’alge`bre matricielle nume´rique
et donnons, un aperc¸u de´taille´ des diffe´rentes me´thodes utilise´es pour calculer la
transforme´e de Fourier rapide, FFT (Fast Fourier Transform) et de la transforme´e en
cosinus discre`te, DCT (Discrete Cosine Transform) [2, 25, 1, 26].
L’Annexe B contient les codes Matlab des algorithmes expe´rimente´s. Nous avons
choisi le logiciel de Calcul Nume´rique Matlab essentiellement pour des raisons de
commodite´. Le langage de programmation qui lui est rattache´ est proche de celui de
nombreux autres langages classiques, permettant de de´finir et de pre´senter de manie`re
lisible et efficace les algorithmes conside´re´s. Les autres langages de calcul nume´rique
ge´ne´ralistes auraient pu aussi bien faire l’affaire. Il n’y aura d’ailleurs aucun mal a`
imple´menter dans un de ces langages les algorithmes pre´sente´s dans cette the`se.
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Notations et pre´liminaires
Une matrice de Hankel est une matrice (pas ne´cessairement carre´e) H = (hij)
dont les coefficients sont constants sur les diagonales montantes : hij = hpq si i+ j =
p+ q.
Les matrices de Hankel fournissent un exemple de matrices structure´es. L’autre
exemple le plus important est celui des matrices de Toeplitz T = (tij), celles dont les
coefficients sont constants sur les diagonales descendantes : tij = tpq si i− j = p− q.
Remarquons qu’une matrice de Hankel carre´e d’ordre n est une matrice syme´trique
et que les produits HJn et JnH d’une matrice de Hankel H carre´e d’ordre n par la
matrice de Hankel particulie`re Jn (qu’on appelle aussi anti-unite´ : comporte seule-
ment des uns sur l’anti-diagonale) sont des matrices de Toeplitz. Cette matrice de
permutation d’ordre n permet de renverser l’ordre des n colonnes (respectivement
des n lignes) d’une matrice lorsque celle-ci est multiplie´e a` droite (respectivement a`
gauche) par la matrice Jn : c’est pourquoi on l’appelle matrice de renversement ou
encore matrice d’arabisation du fait qu’elle permet d’e´crire de droite a` gauche les
colonnes que l’on lit de gauche a` droite et inversement.
Inversement, les produits TJn et JnT d’une matrice de Toeplitz T carre´e d’ordre
n par la matrice Jn sont des matrices de Hankel.
Une matrice structure´e est de´termine´e par la donne´e de beaucoup moins de coef-
ficients qu’une matrice ordinaire de meˆme taille. Par exemple une matrice de Han-
kel (respectivement de Toeplitz) de type (n, p) est de´termine´e par la donne´e de
(n+ p− 1) coefficients : ceux des premie`res lignes et dernie`res (respectivement premie`res)
colonnes.
Cela rend ces matrices particulie`rement importantes pour les grands calculs d’alge`bre
matricielle.
Dans tous ce qui suit nous de´signons par :
– K = R ou C.
– H (S) ∈ Kn×n la matrice de Hankel associe´e a` une liste S de taille (2n− 1) .
C’est-a`-dire la premie`re ligne est donne´e par les n premiers termes de S et la
dernie`re colonne est donne´e par les n derniers termes de S.
– lH (S) ∈ Kn×n la matrice triangulaire infe´rieure de Hankel (par rapport a` l’anti-
diagonale) associe´e a` une liste S telle que la dernie`re colonne est de´finie par S.
– H (S;m;n) ∈ Km×n la matrice de Hankel associe´e a` une liste S de taille
(m+ n− 1) . La premie`re ligne est donne´e par les n premiers termes de S et la
dernie`re colonne est donne´e par les m derniers termes de S.
– T (S;m;n) ∈ Km×n la matrice de Toeplitz associe´e a` une liste S de taille
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(m+ n− 1) . La premie`re ligne est donne´e par les m premiers termes de S
et la dernie`re colonne est donne´e par les n derniers termes de S.
– uT (S) ∈ Kn×n la matrice triangulaire supe´rieure de Toeplitz associe´e a` une
liste S telle que la premie`re ligne est de´finie par S.
– Soit Zn ∈ Kn×n. La matrice Zn = uT (0, 1, 0, . . . , 0) de shift vers le haut, c’est-
a`-dire;
Zn =

0 1 0 · · · 0
0
. . . . . . . . .
...
...
. . . . . . 0
...
. . . 1
0 · · · · · · 0 0
 .
est nilpotente.
– Soit p ∈ N. Soit Σp ∈ Kp×p, Σp = [εj,k]pj,k=1 , ou` toutes les entre´es de Σp sont
ze´ro sauf que εj+k,j = εk avec j + k = 1, 2, ..., p;
Σp =

0 · · · · · · · · · 0
ε1
. . .
...
ε2
. . . . . .
...
...
. . . . . . . . .
...
εp−1 · · · ε2 ε1 0
 .
– Soit p ∈ N. Soit Σ ∈ Kp×p, Σ = [εj,k]pj,k=1 , ou` toutes les entre´es de Σ sont ze´ro
sauf pour εj+k,j avec j + k = 1, 2, ..., p;
Σ =

0 · · · · · · · · · 0
ε2,1
. . .
...
ε3,1 ε3,2
. . .
...
...
. . . . . . . . .
...
εp,1 · · · εp,p−2 εp,p−1 0
 .
– Jp = lH(1, 0, ..., 0︸ ︷︷ ︸
p−1
), p ∈ N.
– Soit P ∈ Kn×m, P˜ = J tmPJn.
– T (S;m;n) = JmH (S;m;n) .
– uT (S) = JllH(S), ou` l est la taille de L.
– Soit a ∈ R. Soit µ > 0, V (a, µ) = ]a− µ; a+ µ[ est un voisinage de a.
Chapitre 1
Inversion rapide des matrices
triangulaires de Toeplitz
1.1 Introduction
Il s’agit dans ce chapitre de de´crire et d’analyser certaines me´thodes, plus ou moins
classiques, pour calculer l’inverse des matrices triangulaires de Toeplitz. Il existe deux
approches afin de calculer l’inverse des matrices triangulaires de Toeplitz : inversion
exacte [24], [37] et inversion approche´e [21], [25], [60]. Une me´thode simple pour trou-
ver l’inverse d’une matrice triangulaire de Toeplitz base´e sur la substitution, requiert
environ n (n+ 1) ope´rations arithme´tiques. Une autre me´thode d’inversion exacte
d’une matrice triangulaire de Toeplitz se fait graˆce a` une inversion dans un anneau de
de´veloppement limite´ ne´cessite O(n log(n)) ope´rations. Plus spe´cifiquement, environ
10 transforme´es de Fourier rapides de n-vecteurs : FFT(n) [37], [25].
Dans ce chapitre, nous nous allons traiter le proble`me de calcul de l’inverse d’une
matrice triangulaire infe´rieure (ou supe´rieure) de Toeplitz dans une approche ap-
proximative. Les techniques utilise´es sont purement nume´riques mais en meˆme temps
utilisent la division polynomiale, qui est un outil fondamental dans le calcul formel et
aussi e´quivalent a` l’inversion de la matrice triangulaire de Toeplitz. Les algorithmes
propose´s ont des techniques similaires a` celles des algorithmes dans [65, 66] base´s sur
la division polynomiale.
Ainsi, l’objectif recherche´ est de comparer ces algorithmes et de de´gager le meilleur
possible, c’est a` dire le plus rapide the´oriquement et pratiquement, occupant le moins
d’espace possible afin d’appliquer cette technique dans le Chapitre 2.
1.2 Origine des matrices de Toeplitz
Dans plusieurs domaines scientifiques, la mode´lisation mathe´matique de divers
proble`mes conduit, e´ventuellement apre`s une e´tape de discre´tisation, ou de line´arisation
pour les proble`mes non line´aires, a` la re´solution nume´rique de syste`mes line´aires de
tre`s grande taille. Cette taille peut atteindre des milliers d’e´quations (par exemple
lors de la re´solution par discre´tisation des e´quations aux de´rive´es partielles a` partir
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des phe´nome`nes physiques). Pour cela, il est naturel de concevoir des algorithmes
rapides, efficaces et stables.
Il existe plusieurs algorithmes de re´solution de syste`mes line´aires qui ne´cessitent
O(n3) ope´rations arithme´tiques pour une matrice quelconque d’ordre n [45, 1]. En ef-
fet, nous abordons seulement des syste`mes line´aires correspondant a` des matrices
posse´dant une structure particulie`re qui peuvent eˆtre traite´s par des algorithmes
plus rapides. Cette structure spe´ciale conduit a` la naissance des matrices structure´es
(syme´trique, bande, circulante, Toeplitz, Hankel, Be´zout, Frobenius, Sylvester, Van-
dermonde, . . . ) [62]. Spe´cifiquement, les matrices de Toeplitz sont omnipre´sentes
dans plusieurs proble`mes des sciences, de l’inge´nierie (par exemple, le traitement de
signal et d’image [38]).
En exploitant la structure de la matrice de Toeplitz, la complexite´ des algorithmes
de re´solution de syste`mes line´aires et/ou d’inverser la matrice de Toeplitz peut eˆtre
re´duite de O(n3) a` O(n2) ope´rations arithme´tiques (voire O(n log(n)) ope´rations pour
les algorithmes de type divide-and-conquer).
Dans ce qui suit, nous introduisons des me´thodes rapides pour calculer l’inverse
de la matrice triangulaire supe´rieure de Toeplitz
Tn =

t0 t1 · · · tn−1
t0
. . .
...
. . . t1
t0
 ,
avec tj ∈ R, pour j = 0, 1, ..., n− 1 et t0 6= 0.
Ainsi, nous introduisons quelques proprie´te´s d’une matrice triangulaire supe´rieure
de Toeplitz.
Proprie´te´ 1.2.1 Chaque matrice triangulaire supe´rieure de Toeplitz est repre´sente´e
comme une combinaison line´aire des puissances de matrices de shift vers le
haut :
Tn = uT (t0, t1, . . . , tn−1) = t0I + t1Zn + t2Z2n + · · ·+ tn−1Zn−1n .
Proprie´te´ 1.2.2 Pour toute matrice triangulaire supe´rieure de Toeplitz Tn, nous
de´finissons le polynoˆme :
τn (z) =
n−1∑
j=0
tjz
j = t0 + t1z + · · ·+ tn−1zn−1. (1.1)
Le de´veloppement en se´rie de Maclaurin de τ−1n (z) est donne´ par
τ−1n (z) =
∞∑
j=0
bjz
j = b0 + b1z + · · ·+ bn−1zn−1 + · · · . (1.2)
Alors
T−1n =

b0 b1 · · · bn−1
b0
. . .
...
. . . b1
b0
 . (1.3)
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Ainsi afin d’obtenir T−1n , nous avons besoin seulement de calculer les coefficients
bj pour j = 1, 2, ..., n− 1.
Proprie´te´ 1.2.3 Remplac¸ant z dans (1.1) et (1.2) par ρz, nous obtenons
τn,ρ (z) = τn (ρz) =
n−1∑
j=0
(
tjρ
j
)
zj et τ−1n,ρ (z) = τ
−1
n (ρz) =
∞∑
j=0
(
bjρ
j
)
zj .
De plus,
t0 ρt1 · · · ρn−1tn−1
t0
. . .
...
. . . ρt1
t0

−1
=

b0 ρb1 · · · ρn−1bn−1
b0
. . .
...
. . . ρb1
b0
 .
Nous pouvons choisir ρ ∈ ]0, 1[ tel que
∞∑
j=0
(
bjρ
j
)
<∞. (1.4)
Proprie´te´ 1.2.4 L’inverse de la sous-matrice principale dominante Tn (1 : p, 1 : p)
est e´gale a` la sous-matrice principale dominante T−1n (1 : p, 1 : p) pour 1 ≤ p ≤ n.
1.3 Inversion exacte d’une matrice triangulaire de
Toeplitz
1.3.1 Inversion via substitution d’une matrice triangulaire de
Toeplitz
Nous rappelons, dans cette partie, un algorithme d’inversion de la matrice tri-
angulaire de Toeplitz base´ sur la substitution, requiert environ n (n+ 1) ope´rations
arithme´tiques [45].
Ainsi, l’algorithme de cette me´thode est de´crit comme suit :
Algorithme 1.3.1 (Inversion via substitution d’une matrice triangulaire de
Toeplitz) On donne une liste t = [t0, t1, . . . , tn−1], cet algorithme permet de cal-
culer l’inverse d’une matrice triangulaire supe´rieure (ou infe´rieure) de Toeplitz
s par la me´thode de substitution.
1. Poser n = taille(t) et s = zeros(n, 1)
2. Poser s(1) = 1
t(1)
3. Pour k = 2 : n
s(k : n) = s(k : n) + s(k − 1) ∗ t(2 : n− k + 2)
s(k) = −s(k)/t(1)
FinPour
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1.3.2 Inversion via division polynomiale d’une matrice trian-
gulaire de Toeplitz
Une autre me´thode d’inversion exacte d’une matrice triangulaire de Toeplitz se
fait graˆce a` une inversion dans un anneau de de´veloppement limite´s [25], ce qui revient
a` une division de 1 par un autre polynoˆme dans K [x] selon les puissances croissantes
et sans tenir compte des puissances trop grandes. Une telle inversion dans l’anneau
des de´veloppements limite´s est nettement plus rapide qu’une inversion ge´ne´rale de
matrice. Pre´cise´ment :
Lemme 1.3.2 Si T = uT (α1, . . . , αm) avec α1 6= 0, T−1 = uT (µ1, . . . , µm) , en
posant
S (x) = α1 + α2x+ · · ·+ αmxm−1 =
m∑
k=1
αkx
k−1,
Q (x) = µ1 + µ2x+ · · ·+ µmxm−1 =
m∑
k=1
µkx
k−1,
on obtient S (x)Q (x) = 1 mod xm. Autrement dit Q (x) est le quotient dans
la division suivant les puissances croissantes de 1 par S (x) a` l’ordre (m− 1) :
Q = 1/S mod xm.
Preuve. La de´monstration est dans le livre [25].
1.4 Inversion approche´e d’une matrice triangulaire
de Toeplitz
1.4.1 Inversion via interpolation d’une matrice triangulaire
de Toeplitz
Dans cette partie, nous pre´sentons l’algorithme de Fu-Rong Lin, Wai-Ki Ching et
M. K. Ng [60] qui permet de calculer l’inverse d’une matrice triangulaire de Toeplitz
base´ sur l’interpolation polynomiale trigonome´trique. Cette me´thode ge´ne`re l’inverse
d’une matrice triangulaire a` haute pre´cision et a` faible couˆt (ne´cessite deux FFT et
une transformation rapide de cosinus (DCT) de 2n-vecteurs).
En remplac¸ant z par eix, avec i2 = −1 et x ∈ R, alors τn (eix) est un polynoˆme
trigonome´trique. Par conse´quent, pour re´cupe´rer les bj, nous pensons directement a`
calculer les coefficients de Fourier de 1/τn (e
ix) :
bj =
1
2pi
∫ 2pi
0
1
τn (eix)
eixdx pour j = 1, 2, ..., n− 1. (1.5)
Malheureusement, il est difficile de calculer bj efficacement en utilisant la formule
ci-dessus car le calcul explicite de τ−1n est ge´ne´ralement inconnu. Conse´quemment,
nous conside´rons d’interpoler τ−1n (1.2) via l’interpolation polynomiale trigonome´trique.
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Nous notons qu’il est difficile de calculer bj via l’interpolation polynomiale alge´brique
car les matrices de Vandermonde d’ordre e´leve´e sont tre`s mal-conditionne´es. Nous
posons
τρ (θ) ≡ τn,ρ
(
e−iθ
)
=
n−1∑
j=0
(
tjρ
j
)
e−ijθ = τ (r)ρ (θ) + iτ
(i)
ρ (θ) , (1.6)
avec τ
(r)
ρ (θ) et τ
(i)
ρ (θ) sont les parties re´elles et imaginaires de τρ (θ) , respectivement.
Plus pre´cise´ment, en utilisant (1.2), nous avons
hρ (θ) ≡ τ−1ρ (θ) =
∞∑
j=0
(
bjρ
j
)
e−ijθ.
En particulier, la partie re´elle de hρ (θ) est donne´e par
h(r)ρ (θ) =
∞∑
j=0
(
bjρ
j
)
cos (jθ) =
τ
(r)
ρ (θ)(
τ
(r)
ρ (θ)
)2
+
(
τ
(i)
ρ (θ)
)2 . (1.7)
Nous avons h
(r)
ρ (θ) est une fonction paire et 2pi-pe´riodique. Pour obtenir des va-
leurs approche´es b̂j de bj pour j = 0, 1, ..., n−1, nous interpelons h(r)ρ par une fonction
de l’ensemble Πn−1, ou` Πm est l’ensemble de tous les polynoˆmes trigonome´triques
paires de degre´ ≤ m. Nous utilisons les points e´quidistants suivants :
θj =
2j − 1
2n
pi, j = 1, ..., n
comme des nœuds d’interpolation. Ainsi, l’avantage d’utiliser ces points d’interpola-
tion est, d’une part, b̂j peut eˆtre calcule´ efficacement via une transformation rapide
de cosinus (DCT) et, d’autre part, le polynoˆme d’interpolation trigonome´trique peut
approximer efficacement la fonction de de´part.
Soit
Pn−1 (θ) =
n−1∑
j=0
cj cos (jθ)
est le polynoˆme d’interpolation de h
(r)
ρ (θ) . En utilisant les conditions d’interpolation
Pn−1 (θj) = h
(r)
ρ (θj) , j = 1, ..., n, nous avons
C

c0
c1
...
cn−1
 =

h
(r)
ρ (θ1)
h
(r)
ρ (θ2)
...
h
(r)
ρ (θn)
 (1.8)
avec C = (cjk)j,k=1,2,...,n tel que cjk = cos
(
(k−1)(2j−1)pi
2n
)
, j, k = 1, 2, ..., n.
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Notons que C = (Φc)′D, avec Φc est la matrice de transformation discre`te de
cosinus et
D = diag
(√
n,
√
n
2
In−1
)
=

√
n √
n
2
. . . √
n
2
 ,
nous remarquons que si les valeurs de h
(r)
ρ (θj) , j = 1, 2, ..., n sont donne´es, alors cj
peut eˆtre obtenu en utilisant une DCT de n-vecteurs (DCT(n)). Finalement, b̂j peut
eˆtre obtenu en O (n) divisions via b̂j = cjρ
−j, j = 0, 1, ..., n− 1.
Regardons maintenant l’efficacite´ du polynoˆme d’interpolation Pn−1. Nous avons∥∥Pn−1 − h(r)ρ ∥∥∞ ≤ (2 + 2pi log (n)
)
En−1
(
h(r)ρ
)
,
avec Em (hr) = min
P∈Πm
‖P − hr‖∞ est l’erreur de la meilleure approximation dans Πm
[27, 69].
Lemme 1.4.1 Soit f de classe Cp alors Em−1 (f) ≤ pi2
(
1
m
)p ∥∥f (p)∥∥∞ .
Preuve. La preuve est base´e sur le the´ore`me de Jackson (voir [35]).
Ainsi, nous proposons le the´ore`me suivant pour de´terminer l’efficacite´ de b̂j, j =
0, 1, ..., n− 1.
The´ore`me 1.4.1 Soient
∞∑
j=0
(bjρ
j) zj le de´veloppement en se´rie de Maclaurin de
τ−1n (ρz) et ρ ∈ ]0, 1[ tel que
∞∑
j=0
|bjρj| <∞. Soit Pn−1 (θ) =
n−1∑
k=0
ck cos (kθ) le po-
lynoˆme d’interpolation de h
(r)
ρ (θ) avec les points d’interpolation sont θj =
2j−1
2n
pi,
j = 1, ..., n et b̂k = ckρ
−k, k = 0, 1, ..., n− 1. Alors,
b̂0 = b0 +
∞∑
m=1
(−1)m ρ2mnb2mn,
b̂k = bk +
∞∑
m=1
(−1)m (ρ2mnb2mn+k + ρ2(mn−k)b2mn−k) , k = 1, 2, ..., n− 1.
(1.9)
Preuve. On conside`re le polynoˆme d’interpolation de cos (kθ) avec points d’in-
terpolation θj, j = 1, 2, ..., n et k ∈ N. Soient m ∈ N et k ∈ N, nous avons pour
j = 1, 2, ..., n,
cos
(
(2mn± k) 2j − 1
2n
pi
)
= (−1)m cos
(
(2j − 1) k
2n
pi
)
.
En particulier, cos ((2mn± k) θj) = (−1)m et cos ((2m+ 1)nθj) = 0. Ainsi, les po-
lynoˆmes d’interpolation de cos (2mnθ) , cos ((2m+ 1)nθ) et cos ((2mn± k) θ) sont
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(−1)m , 0 et (−1)m cos (kθ) , respectivement. Ceci nous permet de conclure
b̂0 = b0 +
∞∑
m=1
(−1)m ρ2mnb2mn,
ck = ckρ
k + ρk
∞∑
m=1
(−1)m (ρ2mnb2mn+k + ρ2(mn−k)b2mn−k) , k = 1, 2, ..., n− 1.
Finalement, en remplac¸ant ck par b̂kρ
k, nous concluons (1.9).
D’apre`s (1.9), nous remarquons lorsque ρ est petit, b̂k est proche de bk, k =
0, 1, ..., n − 1. En effet, mettant dans (1.9) ρ2n en facteur (on peut choisir ρ tel que
ρ2n est tre`s proche de 0), nous obtenons
b̂0 = b0 + ρ
2n
∞∑
m=1
(−1)m ρmb2mn ≈ b0,
b̂k = bk +
∞∑
m=1
(−1)m (ρ2mnb2mn+k + ρ2(mn−k)b2mn−k)
= bk + ρ
2n
∞∑
m=1
(−1)m ρmb2mn+k +
∞∑
m=1
(−1)m ρ2(mn−k)b2mn−k
≈ bk + ρ2(n−k)
(−b2n−k + ρ2nb4n−k − ρ4nb6n−k + · · · )
≈ bk − ρ2(n−k)b2n−k = bk − ρ2(n−k)bn+(n−k), k = 1, 2, ..., n− 1.
Nume´riquement, nous ne pouvons pas mettre ρ tre`s petit car ck/ρ
k ne peut pas
eˆtre calcule´ pour k tre`s large. Si ρ est tre`s proche de 1, b̂k peut eˆtre une bonne
approximation de bk pour k petit car ρ
2(n−k) est tre`s proche de ze´ro. De plus, b̂k n’est
pas une bonne approximation de bk pour k proche de n (par exemple, b̂n−1 − bn−1 ≈
−ρ2bn+1).
Pour confirmer les re´sultats du The´ore`me 1.4.1, Figure 1.4.1 repre´sente les erreurs
de calcul de l’inverse d’une matrice triangulaire de´finie par :
tk =
1
(k + 1)2
, k = 0, 1, . . . , 511, ρ = 1 et ρ = 2−36/512.
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Figure 1.4.1. log10(|̂b− b|) pour tk = 1/ (k + 1)2 , k = 0, 1, . . . , 511,
ρ = 1 (figure gauche) et ρ = 2−36/512 (figure droite).
b repre´sente la premie`re ligne de l’inverse de la matrice Tn obtenu par la me´thode
de substitution (Algorithme 1.4.1) et b̂ est la premie`re ligne de l’inverse approche´ de
la matrice Tn obtenu par la me´thode d’interpolation.
Nous observons qu’avec un bon choix de ρ, la solution approche´e est efficace,
spe´cifiquement, pour k loin de n. Ce qui ve´rifie que les re´sultats nume´riques co¨ıncident
bien avec les re´sultats the´oriques.
Pour ame´liorer l’efficacite´ des re´sultats nume´riques, nous pouvons interpoler h
(r)
ρ
par un polynoˆme trigonome´trique de degre´ n + n0, n0 > 0. Dans la suite, nous
remplac¸ons n0 par n.
Ainsi, l’algorithme de cette me´thode est le suivant :
Algorithme 1.4.1 (Inversion via interpolation d’une matrice triangulaire
de Toeplitz) Soit [tj]
n−1
j=0 la premie`re ligne de la matrice triangulaire de Toeplitz
Tn, cet algorithme permet de calculer la premie`re ligne b̂ =
[
ck/ρ
k
]n−1
k=0
de (Tn)
−1 .
1. Choisir ρ et calculer t˜k = ρ
ktk pour k = 0, 1, ..., n− 1.
2. Calculer τρ (θj) =
n−1∑
l=0
t˜le
−ilθj , avec θj = (2j − 1) pi/4n pour j = 0, 1, ..., n− 1.
3. Calculer hj = h
(r)
ρ (θj) = τ
(r)
ρ (θj) /((τ
(r)
ρ (θj))
2 + (τ
(i)
ρ (θj))
2) pour j = 1, ..., 2n.
4. Re´soudre C

c0
c1
...
c2n−1
 =

h0
h1
...
h2n
 , avec C = (cjk)j,k=1,2,...,n tel que cjk =
cos
(
(k−1)(2j−1)pi
4n
)
, j, k = 1, 2, ..., 2n.
5. Calculer b̂ =
[
ck/ρ
k
]n−1
k=0
.
Pour conclure cette section, nous discutons la complexite´ de l’Algorithme 1.4.1.
En effet, on a
τρ (θ2j) =
n−1∑
l=0
t˜le
−ilθ2k =
n∑
l=1
(
t˜le
−3pii(l−1)/4n) e−2pii(l−1)(j−1)/2n.
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Alors, les valeurs de τρ (θ2j) pour j = 1, . . . , n sont calcule´es via FFT(2n) . De meˆme,
τρ (θ2j−1) pour j = 1, . . . , n sont calcule´es via FFT(2n) . La complexite´ de l’e´tape 4
et l’e´tape 5 de l’Algorithme 1.4.1 est DCT(2n) . D’ou`, la complexite´ de l’Algorithme
6 ne´cessite environ deux FFT(2n) et une DCT(2n) . Les essais nume´riques montrent
que ρ = 2−18/n est un meilleur choix.
1.4.2 Inversion via Bini d’une matrice triangulaire de Toe-
plitz
Pour calculer rapidement et efficacement l’inverse de la matrice triangulaire supe´rieure
de Toeplitz, Bini [21] a propose´ une me´thode approche´e. Soit Zn = [zjk]
n
j,k=1 , avec
toutes les entre´es de Zn sont nulles sauf pour zj+1,j = 1, j = 1, 2, ..., n−1. Nous avons
Tn =
n−1∑
j=0
tjZ
j
n.
L’ide´e de Bini est d’approximer Zn par Z
(ε)
n =
[
z
(ε)
jk
]n
j,k=1
, ou` z
(ε)
jk = zjk quand
(j, k) 6= (1, n) et z(ε)1n = εn (ε est un petit nombre positif) et pour calculer efficacement
l’inverse de
T (ε)n =
n−1∑
j=0
tj
(
Z(ε)n
)j
.
en utilisant la transformation de Fourier rapide.
L’inverse de T
(ε)
n peut eˆtre calcule´ rapidement en utilisant la diagonalisation de
Fourier
(T (ε)n )
−1 = (D(ε)n )
−1F ∗nD
−1
n FnD
(ε)
n , (1.10)
ou` D
(ε)
n = diag(1, ε, ..., n−1), Dn = diag (d) avec d =
√
nFnD
(ε)
n [tj]
n−1
j=0 et Fn est la
matrice de Fourier de taille n× n.
Voici l’Algorithme de Bini:
Algorithme 1.4.2 (Inversion via Bini d’une matrice triangulaire de Toe-
plitz) Soit [tj]
n−1
j=0 la dernie`re colonne de la matrice triangulaire de Toeplitz
Tn et soit ε ∈ (0; 1), cet algorithme permet de calculer la dernie`re colonne
µ˜(ε) =
[
µ
(ε)
j
]n−1
j=0
de (T
(ε)
n )−1.
1. Calculer t˜j = tjε
j pour j = 0, 1, ..., n− 1
2. Calculer d = (
√
nFn)
[
t˜j
]n−1
j=0
3. Calculer d = [cj]
n−1
j=0 = [1/dj]
n−1
j=0
4. Calculer f = (F ∗n/
√
n)c
5. Calculer [bj]
n−1
j=0 = [fj/ε
j]
n−1
j=0 .
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Il n’est pas difficile de ve´rifier que pour k = 0, 1, . . . , n− 1,
∞∑
j=0
(
b
()
j 
j
)
e−2piijk/n =
( ∞∑
j=0
(
tj
j
)
e−2piijk/n
)−1
=
1
τ (2pik/n)
, (1.11)
avec τ est de´finie par (1.6). Ceci nous permet de conclure que l’Algorithme de Bini
est e´quivalent a` interpoler 1/τ par un polynoˆme d’interpolation trigonome´trique de
degre´ infe´rieur a` n avec θk = 2kpi/n, k = 1, . . . , n sont les points d’interpolation.
Similairement du The´ore`me 5, nous proposons le the´ore`me suivant concernant l’erreur
obtenu par b().
The´ore`me 1.4.2 Soient
∞∑
j=0
(bj
j) zj le de´veloppement en se´rie de Maclaurin de
τ−1n (z) et  ∈ ]0, 1[ tel que
∞∑
j=0
|bjj| < ∞. Soit b() est la premie`re ligne de
l’inverse approche´ de la matrice triangulaire de Toeplitz obtenue via l’Algo-
rithme de Bini. Alors b
()
j − bj = O (n) , j = 0, 1, . . . , n− 1. C’est-a`-dire,
b
(ε)
j = bj + ε
n
∞∑
k=1
ε(k−1)nbj+kn, j = 0, 1, ..., n− 1. (1.12)
Preuve. La preuve est similaire au The´ore`me 1.4.1.
The´oriquement, lorsque ε est tre`s petit, l’inverse approche´ est plus pre´cis. D’autre
part, si ε est proche de ze´ro, D
(ε)
n sera tre`s mal-conditionne´e pour n grand. Par
conse´quent, nous devons choisir un ε approprie´.
Nous illustrons l’effet des erreurs d’arrondis par un simple exemple. Soit Tn la
matrice triangulaire infe´rieure de Toeplitz de´finie par sa dernie`re colonne :
t0 = 1, t1 = −1, tj = 0 pour j = 2, . . . , n− 1.
Figure 1.4.2. log10
(∣∣∣˜b(ε) − b∣∣∣) pour t0 = 1, t1 = −1, tj = 0 avec j = 2, 3, . . . , 511,
 = (0.5× 10−8) 1n (figure gauche) et  = (1.0× 10−10) 1n (figure droite).
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Ainsi, la dernie`re colonne de (Tn)
−1 est donne´e par bj = 1 pour j = 0, 1, . . . , n− 1
et la dernie`re colonne de (T
(ε)
n )−1 est donne´e par b
(ε)
j =
1
(1−n) pour j = 0, 1, . . . , n−1.
C’est-a`-dire, b
(ε)
j − bj = 
n
(1−n) ≈ n pour tout j. Les re´sultats nume´riques des
erreurs de b˜(ε) de l’algorithme de Bini pour  = (0.5× 10−8) 1n et  = (1.0× 10−10) 1n
sont repre´sente´es dans la Figure 1.
D’apre`s la Figure 1.4.2, nous montrons que b˜(ε) est moins pre´cis pour j proche de
n.
1.4.3 Inversion via Bini re´vise´e d’une matrice triangulaire de
Toeplitz
En se basant sur les discussions ci-dessus, Lin, Ching et Ng [60] ont re´vise´ l’al-
gorithme de Bini pour obtenir une inversion approche´e plus pre´cise en incluant la
matrice triangulaire de Toeplitz d’ordre n dans une autre matrice triangulaire de
Toeplitz d’ordre 2n. Ce qui donne un re´sultat plus pre´cis par rapport aux inversions
approche´es et encore plus rapide par rapport aux inversions exactes. L’algorithme
peut eˆtre e´nonce´ comme suit :
Algorithme 1.4.3 (Inversion via Bini re´vise´e d’une matrice triangulaire de
Toeplitz) Soit [tj]
n−1
j=0 la dernie`re colonne de la matrice triangulaire de Toeplitz
Tn et soit ε ∈ ]0, 1[ , cet algorithme permet de calculer la dernie`re colonne
µ˜(ε) =
[
µ
(ε)
j
]n−1
j=0
de (T
(ε)
n )−1.
1. Calculer t˜j = tjε
j pour j = 0, 1, ..., n− 1
2. Poser t˜j = 0 pour j = n, n+ 1, . . . , 2n− 1
3. Calculer d = (
√
nF2n)
[
t˜j
]2n−1
j=0
4. Calculer c = [cj]
2n−1
j=0 = [1/dj]
2n−1
j=0
5. Calculer f = (F ∗2n/
√
2n)c
6. Calculer [bj]
n−1
j=0 = [fj/ε
j]
n−1
j=0 .
Il est e´vident que la complexite´ de l’algorithme de Bini re´vise´ soit environ deux
FFT(2n). Les essais nume´riques montrent que  = (0.5× 10−8) 1n et  = 10− 5n sont
des meilleurs choix pour l’algorithme de Bini et l’algorithme de Bini re´vise´, respecti-
vement.
Remarque 1.4.3 L’algorithme de Bini peut eˆtre de´duit a` partir des algorithmes
[65, 66] base´s sur la division polynomiale. Nous de´crivons brie`vement leur ide´e.
On de´finit deux polynoˆmes
T (z) =
n−1∑
j=0
tn−1−jzj et B (z) =
n−1∑
j=0
bn−1−jzj,
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associe´ a` la premie`re ligne de Tn et (Tn)
−1 , respectivement. On peut ve´rifier
facilement que
R (z) = z2n−2 − T (z)B (z)
est un polynoˆme de degre´ infe´rieur a` n−1. Ainsi, B (z) et R (z) sont le polynoˆme
quotient et le polynoˆme reste de la division de deux polynoˆmes, z2n−2 par T (z) .
1.5 Exemples nume´riques
Dans cette section, nous examinons l’efficacite´ et l’exactitude de l’algorithme de
Bini, l’algorithme de Bini re´vise´ et l’algorithme via Interpolation, pour six se´quences
diffe´rentes des matrices triangulaires infe´rieures de Toeplitz :
(i) tj =
1
(j+1)3
, j = 0, . . . , n− 1 (Table 1.5.1),
(ii) tj =
1
(j+1)2
, j = 0, . . . , n− 1 (Table 1.5.2),
(iii) tj =
1
(j+1)
, j = 0, . . . , n− 1 (Table 1.5.3),
(iv) tj =
1
log(j+2)
, j = 0, . . . , n− 1 (Table 4),
(v) t0 = 1, t1 = 1, tj = 0 pour j = 2, . . . , n− 1 (Table 1.5.5),
(vi) t0 = 1, t1 = −2, t2 = 1, tj = 0 pour j = 3, . . . , n− 1 (Table 1.5.6).
Nous notons que les se´quences de (1)−(iv) sont bien-conditionne´es (pour n = 4096,
le conditionnement de ces se´quences sont 1.4, 2.3, 16.8 et 799.5, respectivement),
la se´quence (v) a comme inverse µj = (−1)j et la se´quence (vi) a comme inverse
µj = j + 1, j = 0, . . . , n− 1. Dans les tables suivantes, nous estimons l’erreur relative
de l’inverse approche´
‖µ˜− µ‖1
‖µ‖1
,
ou` µ˜ est l’inverse approche´ de la dernie`re colonne et µ est l’inverse exact de la dernie`re
colonne. La deuxie`me ligne et la troisie`me ligne des tables repre´sentent l’exactitude
des inverses calcule´s par l’algorithme de Bini et l’algorithme de Bini re´vise´, respecti-
vement. Pour les se´quences de (i)−(iv), les inverses exacts sont inconnus, ainsi nous
pouvons juste placer µ a` la premie`re colonne de l’inverse calcule´ au moyen de l’Algo-
rithme 1.3.1.
Table 1.5.1.
n 128 256 512 1024 2048 4096
Bini 1.0e-8 1.9e-8 2.5e-8 3.8e-8 5.0e-8 7.0e-8
Bini re´vise´e 4.5e-12 9.0e-12 1.2e-11 1.9e-11 3.3e-11 4.6e-11
Interpolation 2.7e-11 3.1e-11 4.6e-11 7.5e-11 1.2e-10 1.6e-10
Table 1.5.2.
n 128 256 512 1024 2048 4096
Bini 9.5e-9 1.4e-8 2.5e-8 3.3e-8 5.6e-8 7.6e-8
Bini re´vise´e 5.5e-12 8.5e-12 1.3e-11 2.1e-11 3.1e-11 4.2e-11
Interpolation 2.3e-11 2.6e-11 4.4e-11 7.2e-11 8.9e-11 1.5e-10
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Table 1.5.3.
n 128 256 512 1024 2048 4096
Bini 5.0e-9 2.0e-8 2.9e-8 4.2e-8 5.6e-8 8.2e-8
Bini re´vise´e 7.3e-12 1.2e-12 1.7e-11 2.3e-11 3.3e-11 4.7e-11
Interpolation 2.0e-11 3.7e-11 4.8e-11 6.6e-11 9.8e-11 1.6e-10
Table 1.5.4.
n 128 256 512 1024 2048 4096
Bini 1.5e-8 2.1e-8 3.5e-8 6.4e-8 1.1e-7 1.9e-7
Bini re´vise´e 7.2e-12 1.8e-11 3.4e-11 4.8e-11 7.4e-11 1.3e-11
Interpolation 2.2e-11 3.7e-11 7.6e-11 1.1e-10 1.7e-10 3.4e-10
Table 1.5.5.
n 128 256 512 1024 2048 4096
Bini 5.2e-9 5.7e-9 5.3e-9 5.7e-9 5.9e-9 9.2e-9
Bini 1.0e-10 1.0e-10 1.0e-10 1.0e-10 1.0e-10 9.7e-11
Interpolation 1.4e-12 7.0e-12 5.8e-12 8.9e-12 1.1e-11 7.4e-11
Table 1.5.6.
n 128 256 512 1024 2048 4096
Bini 1.4e-8 1.5e-8 1.7e-8 2.3e-8 6.0e-8 1.1e-7
Bini re´vise´e 5.0e-10 5.0e-10 5.0e-10 4.7e-10 4.0e-10 9.2e-10
Interpolation 6.8e-12 1.7e-11 2.8e-11 1.0e-10 9.7e-10 4.0e-9
1.6 Conclusion
Nous avons propose´ une e´tude comparative e´tendue afin de calculer l’inverse d’une
matrice triangulaire de Toeplitz base´ sur la transforme´e de Fourier rapide (FFT). Nous
remarquons que l’algorithme de Bini re´vise´ et l’algorithme via Interpolation sont plus
pre´cis par rapport a` l’algorithme de Bini. De plus, l’algorithme de Bini re´vise´ ne´cessite
deux FFT(2n) (environ deux exe´cutions de l’algorithme de Bini et 4
5
de l’algorithme
via Interpolation). Ainsi, l’approche via Bini re´vise´e est un re´sultat a` haute pre´cision
et a` faible couˆt (plus pre´cis par rapport aux inversions approche´es et plus rapide par
rapport aux inversions exactes).
Le prochain objectif consiste a` re´pondre a` la proble´matique principale de re-
cherche, a` savoir la diagonalisation approche´e de la matrice de Hankel. Nous re´aliserons
ce travail base´ sur les techniques d’inversion rapide des matrices triangulaires de Toe-
plitz dans le Chapitre 2.
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Chapitre 2
Diagonalisation par blocs de la
matrice de Hankel
2.1 Introduction
Dans ce chapitre, nous conside´rons un algorithme de diagonalisation par blocs
approche´e d’une matrice carre´e re´elle de Hankel H dans laquelle la matrice de passage
A est triangulaire supe´rieure. Cette diagonalisation nous donne une matrice diagonale
par blocs
D = tAHA =

lH1
lH2
. . .
lHn
 (2.1)
ou` chaque bloc lHj, pour j = 1, 2, ..., n est une matrice triangulaire infe´rieure de
Hankel.
Ce proble`me a e´te´ e´tudie´ par Phillips [67], Rissanen [68], Kung [57], Gragg et
Lindquist [46], Pal et Kailath [64], Bini et Pan [25], Bultheel et Van Barel [28] et
re´cemment par Ben Atti et Diaz-Toca [20].
Phillips [67] et Rissanen [68] sont les premiers a` traiter ce proble`me. Ensuite,
Kung [57] ainsi que Gragg et Lindquist [46] ont conside´re´ (2.1) dans le contexte des
proble`mes de re´alisation partielle. Plusieurs relations entre les matrices de Hankel et
les re´alisations partielles ont e´te´ aborde´es dans [50, 56, 46]. Ces techniques sont en
connexion directe avec la the´orie des moments [3], qui a des applications dans divers
domaines, y compris la ge´ome´trie algorithmique [44]. De plus, Pal et Kailath [64]
ont conside´re´ la factorisation des matrices de Hankel (2.1) comme une application
particulie`re : le calcul du ”rank profil” et de l’inertie [61]. Re´cemment, Ben Atti et
Diaz-Toca [20] ont pre´sente´ l’algorithme (2.1), qui donne une preuve alge´brique simple
du the´ore`me de Frobenius, lequel donne la signature d’une matrice de Hankel re´elle
a` partir des signes des mineurs principaux dominants.
Bien que les algorithmes cite´s ci-dessus semblent eˆtre rapides, ils pre´sentent quelques
proble`mes d’efficacite´s nume´riques. En effet, quand nous perturbons la matrice de
Hankel, la diagonalisation par blocs donne des blocs 1× 1 au lieu des blocs m×m ;
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Ainsi, nous cherchons dans un voisinage de la matrice de Hankel (qui a subie une
perturbation) une matrice qui a une diagonalisation par blocs capable de se faire avec
des matrices de passage triangulaire de de´terminant pas trop grand.
Pour re´soudre ce proble`me, il est donc ne´cessaire d’introduire la notion de diago-
nalisation par blocs approche´e de la matrice de Hankel. Cette diagonalisation nous
donne la matrice diagonale par blocs approche´e
Dε =
tAHA =

lH1 Θ1,2 · · · Θ1,n
Θ2,1 lH2
. . .
...
...
. . . . . . Θn−1,n
Θn,1 · · · Θn,n−1 lHn
 (2.2)
ou` chaque bloc lHj est une matrice triangulaire infe´rieure de Hankel (en ce qui
concerne l’antidiagonal) approche´e pour j = 1, 2, ..., n, chaque matrice Θj,k est tre`s
proche de la matrice nulle pour j, k = 1, 2, ..., n et j 6= k et A est une matrice
triangulaire supe´rieure approche´e.
Cette nouvelle me´thode est inspire´e de [20] et base´e sur le calcul approche´ de l’in-
verse de la matrice triangulaire supe´rieure de Toeplitz via les techniques du Chapitre
1 en O(n2) ope´rations.
Nous proposons ensuite une variante rapide de la factorisation par blocs approche´e
base´e sur le comple´ment de Schur [25, 45, 62] d’une matrice carre´e re´elle de Hankel.
Une comparaison nume´rique a e´te´ e´labore´e pour mettre en e´vidence les avantages
potentiels de la nouvelle diagonalisation par blocs approche´e en ce qui concerne la
me´thode classique de la factorisation approche´e, en termes d’efficacite´ nume´rique et
en termes de couˆt informatique. Enfin, des re´sultats nume´riques ont illustre´ l’efficacite´
de nouvelle approche.
Il est a` noter qu’une version abre´ge´e en anglais de ce chapitre a fait l’objet d’un
article intitule´ << A fast method to block-diagonalize a Hankel matrix >> publie´ dans
la revue ”Numerical Algorithms”, (voir [6]) et de nombreuses communications dans
des congre`s internationaux, (voir [15, 16, 17, 18]).
2.1.1 Exemple et Pre´liminaires
Dans l’exemple 2.1.1, nous introduisons la premie`re e´tape d’une diagonalisation
par blocs approche´e de la matrice de Hankel a` coefficients re´els au moyen d’une
matrice de changement de base Toeplitz-supe´rieure.
Exemple 2.1.1 Conside´rons la matrice de Hankel a` coefficients re´els d’ordre 5 sui-
vante :
h = H (0, 0, 1, 1, 2, 2, 3, 4, 11) =

0 0 1 1 2
0 1 1 2 2
1 1 2 2 3
1 2 2 3 4
2 2 3 4 11
 =

0 0 1
0 1 1
1 1 2
1 2
2 2
2 3
1 2 2
2 2 3
3 4
4 11
 .
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Nous perturbons h (en rajoutant, par exemple, 10−13 a` chaque composante de
h), nous obtenons :
h˜ =

10−13 10−13 1 1 2
10−13 1 1 2 2
1 1 2 2 3
1 2 2 3 4
2 2 3 4 11
 =

10−13 10−13 1
10−13 1 1
1 1 2
1 2
2 2
2 3
1 2 2
2 2 3
3 4
4 11
 .
Nous construisons a` partir de h une matrice triangulaire supe´rieure de Toeplitz
t :
t = uT (1, 1, 2, 2, 3) =

1 1 2 2 3
0 1 1 2 2
0 0 1 1 2
0 0 0 1 1
0 0 0 0 1
 =

1 1 2
0 1 1
0 0 1
2 3
2 2
1 2
0 0 0
0 0 0
1 1
0 1
 .
L’inverse de t est alors :
t−1 = uT (1,−1,−1, 1, 0) =

1 −1 −1 1 0
0 1 −1 −1 1
0 0 1 −1 −1
0 0 0 1 −1
0 0 0 0 1

=

1 −1 −1
0 1 −1
0 0 1
1 0
−1 1
−1 −1
0 0 0
0 0 0
1 −1
0 1
 .
Nous utilisons t−1 comme matrice de changement de base pour h˜ et nous obte-
nons :
h′ =

1.000e-13 1.000e-13 1
1.000e-13 1 −1
1 −1 − 1
0 9.992e-14
1.0003e-13 −1.0003e-13
−1.0003e-14 −9.992e-14
0 9.992e-14 −9.992e-14
9.992e-14 −9.992e-14 −9.992e-14
9.9838e-27 1
1 5
 .
Ainsi, nous obtenons une re´duction de la matrice perturbe´e de Hankel :
– Le premier bloc diagonal est une matrice triangulaire infe´rieure approche´e
suivant l’anti-diagonale.
– Le deuxie`me bloc diagonal est une matrice de Hankel approche´e.
– Les coefficients de h′ sont de´termine´s de manie`re exacte si nous inversons la
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matrice triangulaire supe´rieure de Toeplitz d’ordre 7 suivante :
T = uT (1, 1, 2, 2, 3, 4, 11) =

1 1 2
0 1 1
0 0 1
2 3 4 11
2 2 3 4
1 2 2 3
0 0 0
0 0 0
0 0 0
0 0 0
1 1 2 2
0 1 1 2
0 0 1 1
0 0 0 1

.
Nous trouvons :
T−1 = uT (1,−1,−1, 1, 0,−1, 5) =

1 −1 −1
0 1 −1
0 0 1
1 0 −1 5
−1 1 0 −1
−1 −1 1 0
0 0 0
0 0 0
0 0 0
0 0 0
1 −1 −1 1
0 1 −1 −1
0 0 1 −1
0 0 0 1

.
Nous voyons donc que les coefficients du deuxie`me bloc Hankel approche´ sont
obtenus a` partir des 4 derniers coefficients de la premie`re ligne de T−1 a` un
signe (−) pre`s.
Dans la suite, nous allons montrer que l’Exemple 2.1.1 se ge´ne´ralise.
Lemme 2.1.1 Soient n ∈ N∗, h = H (h1, ..., h2n−1) est une matrice re´elle de Hankel
n × n. Supposons que hj = εj tel que εj ∈ V (0, µ) pour j = 1, 2, ..., p − 1 et
hp /∈ V (0, µ). Alors
h = H (ε1, ..., εp−1, hp, ..., h2n−1) =
(
h11 h12
h21 h22
)
, (2.3)
ou`
h11 = lH (hp, ..., h2p−1) + JpΣp, h22 = H (h2p+1, ..., h2n−1) ,
h12 = H (hp+1, ..., hn+p−1; p;n− p) , h21 = th12.
Nous construisons successivement a` partir de h les deux matrices suivantes :
– Une matrice triangulaire infe´rieure (suivant l’anti-diagonale)H d’ordre (2n− p) ,
H = lH (hp, ..., h2n−1) =
 0 0 H130 h11 h12
H31
th12 h22
 , (2.4)
ou` H31 = H13 = lH(hp, ..., hn−1)
– Une matrice carre´e triangulaire supe´rieure de Toeplitz T,
T = J2n−pH =uT (hp, ..., h2n−1) =
 t11 t12 t130 t22 t23
0 0 t33
 , (2.5)
ou` t11 = t33 = uT (hp, ..., hn−1) , t22 = Jph11, t13 = Jn−ph22, t12 = Jn−pth12, et
t23 = Jph12.
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Lemme 2.1.2 Soit T une matrice triangulaire supe´rieure, non singulie`re avec un co-
efficient diagonal non nul. Alors T−1 = uT (µ1, ..., µ2n−p) et admet la de´composition
par blocs suivante :
T−1 =
 (T−1)11 (T−1)12 (T−1)130 (T−1)22 (T−1)23
0 0 (T−1)33
 =
 t−111 P˜ Q0 t−122 P
0 0 t−111
 , (2.6)
ou`
P = T (µ2, ..., µn; p;n− p) , P˜ = Jn−ptPJp,
t22P + t23t
−1
11 = 0(p,n−p), h11P +Mt
−1
11 = 0(p,n−p)
t11P˜ + t12t
−1
22 = 0(n−p,p), t11Q+ t12P + t13t
−1
11 = 0(n−p,n−p).
Preuve. Il suffit de remarquer que T est Toeplitz-supe´rieure avec un coefficient
diagonal non nul. Elle est re´gulie`re et a pour inverse une matrice de meˆme type. Pour
les plus amples de´tails, voir [19].
2.2 Diagonalisation par blocs approche´e de la ma-
trice de Hankel via Toeplitz
2.2.1 Re´duction au moyen d’une matrice triangulaire supe´rieure
de Toeplitz
Nous commenc¸ons la pre´sentation d’un re´sultat interme´diaire qui me`ne a` l’algo-
rithme de diagonalisation par blocs approche´e de la matrice de Hankel via Toeplitz
(Algorithme 2.2.2).
The´ore`me 2.2.1 Soit h = H (ε1, ..., εp−1, hp, ..., h2n−1) , ou` εj ∈ V (0, µ)
pour j = 1, 2, ..., p− 1 avec hp /∈ V (0, µ) et
T = uT (hp, ..., h2n−1) , T−1 = uT (µ1, ..., µ2n−p) ,
t = uT (hp, ..., hn+p−1) , t−1 = uT (µ1, ..., µn) .
Alors
h′ = t
(
t−1
)
ht−1 =
(
h′11 
′
t (′) h′22
)
, (2.7)
ou`
h′11 = lH (µ1, ..., µp) +
t
(
t−122
)
JpΣpt
−1
22 , (2.8)
h′22 = −H (µr+2, ..., µ2p−r) + tPJpΣpP, (2.9)
′ = t
(
t−122
)
JpΣpP. (2.10)
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Preuve. Nous remarquons que t est une sous-matrice de la matrice T car
T =
(
t11 t12 t13
0 t
)
avec t =
(
t22 t23
0 t11
)
.
Alors,
t
(
t−1
)
ht−1 =
(
t
(
t−122
)
0
tP t
(
t−111
) )( h11 h12
h21 h22
)(
t−122 P
0 t−111
)
=
(
t
(
t−122
)
0
tP t
(
t−111
) )( h11t−122 h11P + h12t−111
h21t
−1
22 h21P + h22t
−1
11
)
et comme TT−1 = I et T = JH, nous avons :
h11t
−1
22 = Jp (Jph11) t
−1
22 = Jp (Σp + t22) t
−1
22 = JpΣpt
−1
22 + Jp,
h11P + h12t
−1
11 = J
(
(Jh11)P + Jh12t
−1
11
)
= J
(
(Σp + t22)P + Jh12t
−1
11
)
= J (ΣpP ) + J
(
t22P + Jh12t
−1
11
)
= JpΣpP,
h21t
−1
22 = J (Jh21) t
−1
22 = Jt12t
−1
22 = −Jt11P˜ ,
h21P + h22t
−1
11 = J
(
Jh21P + Jh22t
−1
11
)
= J
(
t12P + t13t
−1
11
)
= −Jt11Q.
Ainsi,
t
(
t−1
)
ht−1 =
(
t
(
t−122
)
0
tP t
(
t−111
) )( JpΣpt−122 + Jp JpΣpP
−Jt11P˜ −Jt11Q
)
=
(
t
(
t−122
) (
Jp + JpΣpt
−1
22
)
t
(
t−122
)
JpΣpP
tP
(
JpΣpt
−1
22 + Jp
)− t (t−111 ) Jt11P˜ tPJpΣpP − t (t−111 ) Jt11Q
)
.
Comme
t
(
t−122
) (
Jp + JpΣpt
−1
22
)
= t
(
t−122
)
Jp +
t
(
t−122
)
JpΣpt
−1
22
= t(t−122 )Jp +
t
(
t−122
)
JpΣpt
−1
22 ,
tP
(
JpΣpt
−1
22 + Jp
)− t (t−111 ) Jt11P˜ = tPJp − t (t−111 ) Jt11P˜ + tPJpΣpt−122
=
(
tPJp − Jt−111 t11J tPJ
)
+ tPJpΣpt
−1
22
= tPJpΣpt
−1
22 ,
tPJpΣpP − t
(
t−111
)
Jt11Q =
tPJpΣpP − JQ,
et on a alors
t
(
t−1
)
ht−1 =
(
t
(
t−122
)
Jp +
t
(
t−122
)
JpΣpt
−1
22
t
(
t−122
)
JpΣpP
tPJpΣpt
−1
22 −JQ+ tPJpΣpP
)
.
De plus,
t−122 = uT (µ1, ..., µp) , Q = T (µp+2, ..., µ2n−p) .
D’ou`,
t
(
t−122
)
Jp = uH (µ1, ..., µp) et − JQ = −H (µp+2, ..., µ2n−p) .
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Exemple 2.2.1 Considerons la liste S suivante de taille 17 qui de´finit une matrice
de Hankel h :
S = [0, 1
3
, −1
3
, −1
9
, 5
9
, −11
27
, −4
9
, 89
81
, 7
81
, −584
243
, −104
243
, 12667
1458
, 1018
243
, −193345
4374
, −36133
2187
,
3042241
13122
, 853193
26244
].
h =

0 1
3
−1
3
−1
9
5
9
−11
27
−4
9
89
81
7
81
1
3
−1
3
−1
9
5
9
−11
27
−4
9
89
81
7
81
−584
243−1
3
−1
9
5
9
−11
27
−4
9
89
81
7
81
−584
243
−104
243−1
9
5
9
−11
27
−4
9
89
81
7
81
−584
243
−104
243
12667
1458
5
9
−11
27
−4
9
89
81
7
81
−584
243
−104
243
12667
1458
1018
243−11
27
−4
9
89
81
7
81
−584
243
−104
243
12667
1458
1018
243
−193345
4374−4
9
89
81
7
81
−584
243
−104
243
12667
1458
1018
243
−193345
4374
−36133
2187
89
81
7
81
−584
243
−104
243
12667
1458
1018
243
−193345
4374
−36133
2187
3042241
13122
7
81
−584
243
−104
243
12667
1458
1018
243
−193345
4374
−36133
2187
3042241
13122
853193
26244

.
La matrice de passage exacte et la matrice diagonale par blocs exacte sont respecti-
vement les suivantes :
t−1exacte =

3 3 4 0 0 1 0 −5 1
0 3 3 4 0 0 1 0 −5
0 0 3 3 4 0 0 1 0
0 0 0 3 3 4 0 0 1
0 0 0 0 3 3 4 0 0
0 0 0 0 0 3 3 4 0
0 0 0 0 0 0 3 3 4
0 0 0 0 0 0 0 3 3
0 0 0 0 0 0 0 0 3

,
h′exacte =

0 3 0 0 0 0 0 0 0
3 3 0 0 0 0 0 0 0
0 0 0 0 −1 0 5 −1 −25
0 0 0 −1 0 5 −1 −25 21/2
0 0 −1 0 5 −1 −25 21/2 124
0 0 0 5 −1 −25 21/2 124 −81
0 0 5 −1 −25 21/2 124 −81 −609
0 0 −1 −25 21/2 124 −81 −609 545
0 0 −25 21/2 124 −81 −609 545 11873/4

.
La matrice h est perturbe´e (rajouter ε = 1.0e-13 a` toutes ces composantes). Nous ob-
tenons alors la nouvelle liste perturbe´e S = [0.000000000000001, 0.003333333333334,
-0.003333333333332, -0.001111111111110, 0.005555555555557, -0.004074074074073, -
0.004444444444443, 0.010987654320989, 0.000864197530865, -0.024032921810699, -
0.004279835390946, 0.086879286694103, 0.041893004115227, -0.442032464563328, -
0.165217192501142, 2.318427831123306, 0.325100213382107].
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En utilisant le The´ore`me 2.2.1, nous obtenons les re´sultats suivants :
t−1 =

3 3 4 −6.6e-16 −1.3e-15 1 −2.3e-15 −5 1
0 3 3 4 −6.6e-16 −1.3e-15 1 −2.3e-15 −5
0 0 3 3 4 −6.6e-16 −1.3e-15 1 −2.3e-15
0 0 0 3 3 4 −6.6e-16 −1.3e-15 1
0 0 0 0 3 3 4 −6.6e-16 −1.3e-15
0 0 0 0 0 3 3 4 −6.6e-16
0 0 0 0 0 0 3 3 4
0 0 0 0 0 0 0 3 3
0 0 0 0 0 0 0 0 3

,
Ainsi,
h′ =

9e-13 3
3 3
1.2e-12 0 −8.8e-16 3e-13 0 −1.5e-12 3e-13
1.2e-12 −8.8e-16 −8.8e-16 3e-13 0 −1.5e-12 3e-13
1.2e-12 1.2e-12
−1.6e-16 −1.6e-16
0 0
3e-13 3e-13
0 0
−1.5e-12 −1.5e-12
3e-13 3e-13
1.6e-12 1.1e-15 −1 4e-13 5 −1 −25
1.1e-15 −1 1.8e-15 5 −1 −25 21/2
−1 2.7e-15 5 −1 −25 21/2 124
4e-13 5 −1 −25 21/2 124 −81
5 −1 −25 21/2 124 −81 −609
−1 −25 21/2 124 −81 −609 545
−25 21/2 124 −81 −609 545 11873/4

.
Observons que la re´duction converge au cas exacte (c.a`.d. sans rajouter ε = 1.0e-13
a` toutes les composantes de la matrice de Hankel):
h′ '
(
lH (0, 3, 3) 0
0 −H(0, 0, 1, 0,−5, 1, 25,−21
2
,−124, 81, 609,−545,−11873
4
)
)
.
Dans cet exemple, nous utilisons l’inversion de Matlab (qui n’est autre que
la me´thode de la substitution) pour calculer l’inverse de la matrice triangulaire
supe´rieure de Toeplitz t. Pour minimiser le couˆt de la me´thode, nous proposons de cal-
culer cette inversion par le biais de la me´thode rapide de Bini re´vise´e (voir Chapitre
1) en O (n2) ope´rations arithme´tiques. Ainsi, nous conside´rons l’algorithme rapide
suivant pour calculer la re´duction (2.7) :
Algorithme 2.2.1 (Re´duction approche´e via Toeplitz d’une matrice de Han-
kel) Soit S = [ε1, ..., εp−1, hp, ..., h2n−1] une liste ou` εj ∈ V (0) pour j = 1, 2, ..., p−
1 et hp /∈ V (0, µ), cet algorithme calcule la re´duction approche´e d’une matrice
de Hankel via la matrice triangulaire supe´rieure de Toeplitz.
1. On de´finie une matrice de Hankel h = H (ε1, ..., εp−1, hp, ..., h2n−1)
2. On de´finie une matrice triangulaire supe´rieure de Toeplitz t = uT (hp, ..., hn+p−1)
3. Calculer t−1via l’Algorithme 1.4.3 (Bini re´vise´e)
4. Calculer h′ = t (t−1)ht−1
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5. Poser h′11 = h
′(1 : p, 1 : p) et h′22 = h
′(p+ 1 : n, p+ 1 : n).
Pour re´ite´rer l’Algorithme 2.2.1, nous devons avoir h′22 une matrice de Hankel, or
−H (µr+2, ..., µ2p−r) est une matrice de Hankel et tPJpΣpP est seulement une matrice
syme´trique. Nous imposons, alors
h′22 = −H (µr+2, ..., µ2p−r) + Θ (2.11)
ou` Θ est une matrice de Hankel construite a` partir de la premie`re colonne et la
dernie`re ligne de tPJpΣpP .
2.2.2 Diagonalisation par blocs au moyen de matrices trian-
gulaires supe´rieures
Lorsque nous re´ite´rons les e´tapes de l’Algorithme 2.2.1 avec la matrice de Hankel
approche´e h′22 (2.11), nous obtenons la matrice diagonale par blocs approche´e Dε (2.2)
ou` chaque bloc est une matrice triangulaire infe´rieure de Hankel et nous conside´rons
l’agorithme suivant :
Algorithme 2.2.2 (Diagonalisation par blocs approche´e de la matrice de
Hankel) Soit S = [ε1, ..., εp−1, hp, ..., h2n−1] une liste ou` εj ∈ V (0, µ) pour
j = 1, 2, ..., p − 1 et hp /∈ V (0, µ), cet algorithme calcule la diagonalisation par
blocs approche´e d’une matrice de Hankel via la matrice triangulaire supe´rieure
de Toeplitz
1. On de´finie une matrice de Hankel h = H (ε1, ..., εp−1, hp, ..., h2n−1)
2. Tanque (taille(S) ≥ 2) faire
On appelle l’Algorithme 2.2.1
Si (n > p)
Poser S = [h′(p+ 1, p+ 1 : n) h′(n, p+ 2 : n)]
Fin Si
Fin Tanque.
Exemple 2.2.2 Nous proposons d’utiliser les meˆmes hypothe`ses de l’exemple 2.1.1.
Ainsi, ce processus donne le re´sultat suivant (D1, D2, D3 et D4 repre´sentent les
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blocs de la diagonalisation approche´e) :
Step 1: 
 
D1 = 
 
       9e-013            3   
            3            3   
 
H22 = 
 
  1.6011e-012  1.3323e-015           -1 -6.0704e-012            5           -1          
  6.6613e-016           -1 -1.2942e-011            5           -1          -25         10.5
           -1 -1.2943e-011            5           -1          -25         10.5          124
 -6.0698e-012            5           -1          -25         10.5          124          
       5            -1          -25         10.5          124          -81         
           -1          -25         10.5          124          -81         -609          545
          -25         10.5          124          -81         -609          545       2968.3
 
Step 2: 
 
D2 = 
 
  1.6011e-012  1.3323e-015           -1 
  1.3323e-015           -1 -6.0292e-010 
 -1           -6.0292e-010           -5 
 
H22 = 
 
  3.3125e-012          0.5  5.4729e-009           -1 
  0.5           5.626e-009           -1  2.6364e-008 
  5.4729e-009           -1  2.6359e-008         -1.5 
 -1            2.6364e-008         -1.5         10.5 
 
Step 3: 
 
D3 = 
 
   1.325e-011            2   
            2 -2.1892e-008 
 
H22 = 
 
  1.9308e-007          -14 
          -14           42 
 
Step 4: 
 
Set 
  
D4= 
 
  1.9308e-007          -14 
          -14           42 
 
End STOP. 
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2.3 Diagonalisation par blocs approche´e par la me´thode
de Schur
La me´thode usuelle de Schur est l’une des plus ce´le`bres techniques pour calculer
la de´composition
h = LDtL (2.12)
d’une matrice de Hankel enO (n2) ope´rations ([46], [25], [28] et [73]). Dans cette partie,
nous donnons une version de cette factorisation dans un point de vue ”approximatif”.
Avant d’e´noncer la nouvelle factorisation approche´e d’une matrice re´elle de Hankel
via le comple´ment de Schur, nous rappelons le cas ”exact” applique´e a` une matrice
quelconque.
De´finition 2.3 Conside´rons une matrice partitionne´e en quatre blocs
M =
(
A B
C D
)
ou` la sous-matrice A est carre´e et inversible. Le comple´ment de Schur de A dans
M, note´ (M/A) , est la matrice
(M/A) = D − CA−1B.
Remarque 2.3 Quand la matrice M est carre´e, la notion de comple´ment de Schur
est relie´e a` l’e´limination de Gauss par blocs
M =
(
A B
C D
)
=
(
I 0
CA−1 I
)(
A B
0 (M/A)
)
.
De plus, on a la formule de Schur
detM = detA. det (M/A) .
Voir [73] pour plus de de´tails sur le comple´ment de Schur.
The´ore`me 2.3 Soit h une matrice re´elle syme´trique ve´rifiant la partition suivante
h =
(
h11
th21
h21 h22
)
(2.13)
ou`
h11 = lH (h1, ..., hp) + JpΣp, h21 ∈ R(n−p)×p et h22 ∈ R(n−p)×(n−p),
on conside`re le comple´ment de Schur de h11
hsc = h22 − h21 (lH (h1, ..., hp))−1 th21
et la matrice d’e´limination
l =
(
Ip×p 0p×(n−p)
h21 (lH (h1, ..., hp))
−1 I(n−p)×(n−p)
)
.
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Alors
h′ = l−1h
(
l−1
)t
=
(
h′11 
′
t (′) h′sc
)
(2.14)
ou`
h′11 = h11, 
′ = −JpΣpt
(
h21 (lH (h1, ..., hp))
−1) ,
h′sc = hsc +
(
h21 (lH (h1, ..., hp))
−1) JpΣpt (h21 (lH (h1, ..., hp))−1) .
Preuve. Nous allons montrer que
h = lh′tl.
On a
lh′ =
(
Ip×p 0p×(n−p)
h21 (lH (h1, ..., hp))
−1 I(n−p)×(n−p)
)(
lH (h1, ..., hp) + JpΣp 
′
(′)t h′sc
)
=
(
lH (h1, ..., hp) + JpΣp 
′
h21 + h21 (lH (h1, ..., hp))
−1 JpΣp + t (′) h21 (lH (h1, ..., hp))
−1 ′+h′sc
)
=
(
lH (h1, ..., hp) + JpΣp 
′
h21 h21 (lH (h1, ..., hp))
−1 ′+h′sc
)
=
(
lH (h1, ..., hp) + JpΣp 
′
h21 hsc
)
.
Ainsi
(lh′) tl =
(
h11 
′
h21 hsc
)(
Ip×p
(
(lH (h1, ..., hp))
−1)t ht21
0(n−p)×p I(n−p)×(n−p)
)
=
(
h11
th21 + JpΣp
t
(
h21 (lH (h1, ..., hp))
−1) th21 + ′
h21 h21
t
(
(lH (h1, ..., hp))
−1) th21 + h21 (lH (h1, ..., hp))−1 ′+h′sc
)
=
(
h11
th21
h21 h21
t
(
(lH (h1, ..., hp))
−1) th21+h′sc
)
.
Exemple 2.3 Nous conside´rons les meˆmes hypothe`ses de l’exemple 2.1.1. Alors, le
re´sultat suivant a e´te´ e´labore´
h11 =
(
1e-13 1
3
1
3
−1
3
)
,
h22 =

5
9
−11
27
−4
9
89
81
7
81
−584
243
−104
243−11
27
−4
9
89
81
7
81
−584
243
−104
243
12667
1458−4
9
89
81
7
81
−584
243
−104
243
12667
1458
1018
243
89
81
7
81
−584
243
−104
243
12667
1458
1018
243
−193345
4374
7
81
−584
243
−104
243
12667
1458
1018
243
−193345
4374
−36133
2187−584
243
−104
243
12667
1458
1018
243
−193345
4374
−36133
2187
3042241
13122−104
243
12667
1458
1018
243
−193345
4374
−36133
2187
3042241
13122
853193
26244

,
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et
h12 = h
t
21 =
( −1
3
−1
9
5
9
−11
27
−4
9
89
81
7
81−1
9
5
9
−11
27
−4
9
89
81
7
81
−584
243
)
.
Ainsi,
hsc =

0 5.5e-17 −0.11111 0.11111 0.59259 −0.85185 −2.716
5.5e-17 −0.11111 0.22222 0.48148 −1.4444 −1.8642 7.7716
−0.11111 0.22222 0.51852 −1.4815 −2.0617 8.0556 8.1564
0.11111 0.48148 −1.4815 −2.0123 8.8951 7.1029 −46.92
0.59259 −1.4444 −2.0617 8.8951 6.5267 −46.245 −19.896
−0.85185 −1.8642 8.0556 7.1029 −46.245 −20.713 239.46
−2.716 7.7716 8.1564 −46.92 −19.896 239.46 33.734

,
l =

1 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0
−1.3333 −1 1 0 0 0 0 0 0
1.3333 −0.33333 0 1 0 0 0 0 0
0.44444 1.6667 0 0 1 0 0 0 0
−2.5556 −1.2222 0 0 0 1 0 0 0
1.963 −1.3333 0 0 0 0 1 0 0
3.5556 3.2963 0 0 0 0 0 1 0
−6.9506 0.25926 0 0 0 0 0 0 1

,
et
h′11 =
(
1e-13 1
3
1
3
−1
3
)
,
′ =
(
1.3e-13 −1.3e-13 −4.4e-14 2.6e-13 −2e-13 −3.6e-13 7e-13
−1.1e-16 2.3e-17 4.4e-16 2.8e-16 −2.7e-15 −7.5e-16 1.3e-14
)
,
h′sc =

1.8e-13 −1.8e-13 −0.11111 0.11111 0.59259 −0.85185 −2.716
−1.8e-13 −0.11111 0.22222 0.48148 −1.4444 −1.8642 7.7716
−0.11111 0.22222 0.51852 −1.4815 −2.0617 8.0556 8.1564
0.11111 0.48148 −1.4815 −2.0123 8.8951 7.1029 −46.92
0.59259 −1.4444 −2.0617 8.8951 6.5267 −46.245 −19.896
−0.85185 −1.8642 8.0556 7.1029 −46.245 −20.713 239.46
−2.716 7.7716 8.1564 −46.92 −19.896 239.46 33.734

.
Cet exemple utilise l’inversion de Matlab pour calculer l’inverse de la matrice
triangulaire infe´rieure de Hankel lH (h1, ..., hp). Afin de minimiser le couˆt de cette
me´thode, nous proposons de calculer cette inversion par le biais de la me´thode ra-
pide de Bini re´vise´e (voir Chapitre 1) en O (n2) ope´rations arithme´tiques en utilisant
(lH (h1, ..., hp))
−1 = (uT (h1, ..., hp))
−1 Jp. Ainsi, nous conside´rons l’algorithme rapide
suivant pour calculer la diagonalisation par blocs :
Algorithme 2.3 (Diagonalisation par blocs approche´e via Schur pour une
matrice de Hankel) Soit h une matrice syme´trique de´finie comme (2.13), cet
algorithme calcule la diagonalisation par blocs approche´e de h via Schur.
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1. De´finir une matrice syme´trique h ve´rifiant (2.13)
2. Poser lh11 = lH (h1, ..., hp) et ut11 = uT (h1, ..., hp)
3. On appelle l’Algorithme 1.4.3 (Bini re´vise´e) pour calculer (ut11)
−1
4. Calculer (lh11)
−1 = (ut11)
−1 Jp
5. Poser h11 = h(1 : p, 1 : p), h21 = h(p+1 : n, 1 : p) and h22 = h(p+1 : n, p+1 : n)
6. Calculer hsc = h22 − h21 (lh11)−1 th21
7. Poser l = [I (p, p) , h21 (lh11)
−1 ; 0 (n− p, p) , I (n− p, n− p)]
8. Calculer h′ = l−1ht (l−1)
9. Poser h′11 = h
′(1 : p, 1 : p) et h = h′sc = h
′(p+1 : n, p+1 : n) et revenir a` l’e´tape
1.
Exemple 2.4 Nous proposons d’utiliser de nouveau l’exemple 2.1.1. Ainsi, le nou-
veau processus via Schur affiche le re´sultat suivant (D1, D2, D3 et D4 repre´sentent
les blocs de la diagonalisation approche´e) :
Step 1: 
 
D1 = 
 
       1e-013      0.33333 
      0.33333     -0.33333 
 
Sc1 = 
 
 -1.9784e-013 -6.5892e-014     -0.11111      0.11111      0.59259     -0.85185       -2.716 
 -6.5892e-014     -0.11111      0.22222      0.48148      -1.4444      -1.8642       7.7716 
     -0.11111      0.22222      0.51852      -1.4815      -2.0617       8.0556       8.1564 
      0.11111      0.48148      -1.4815      -2.0123       8.8951       7.1029       -46.92 
      0.59259      -1.4444      -2.0617       8.8951       6.5267      -46.245      -19.896 
     -0.85185      -1.8642       8.0556       7.1029      -46.245      -20.713       239.46 
       -2.716       7.7716       8.1564       -46.92      -19.896       239.46       33.734 
 
Step 2: 
 
D2 = 
 
 -1.9784e-013 -6.5892e-014     -0.11111 
 -6.5892e-014     -0.11111      0.22222 
     -0.11111      0.22222      0.51852 
 
Sc2 = 
 
  1.3899e-011     0.055556    -0.055556     -0.40741 
     0.055556     -0.11111     -0.35185      0.94444 
    -0.055556     -0.35185      0.81481       2.0617 
     -0.40741      0.94444       2.0617      -5.9321 
 
Step 3: 
 
D3 = 
 
  1.3899e-011     0.055556 
     0.055556     -0.11111 
 
Sc3 = 
 
 -8.5885e-010     -0.38889 
     -0.38889       1.9444 
 
Step 4: 
 
D4 = 
 
 -8.5885e-010     -0.38889 
     -0.38889       1.9444 
 
49
2.4 Comparaison
Nous clarifions la corre´lation entre la me´thode approche´e classique et la nouvelle
me´thode de diagonalisation par blocs approche´e.
 
ourA =  
            3            3           -4 -1.6381e-012          -20            6 -1.0659e-010            8  1.0278e-007 
            0            3           -3           -4          -15          -34            6          -71            8 
            0            0           -3           -3          -19          -24          -34          -45          -71 
            0            0            0           -3           -3          -38          -24         -110          -45 
            0            0            0            0           -3           -6          -38          -36         -110 
            0            0            0            0            0           -6           -6          -50          -36 
            0            0            0            0            0            0           -6           -6          -50 
            0            0            0            0            0            0            0           -6           -6 
            0            0            0            0            0            0            0            0           -6 
 
 
Aschur = 
 
            1            0      -1.3333       1.3333      0.44444      -2.5556        1.963       3.5556      -6.9506 
            0            1           -1     -0.33333       1.6667      -1.2222      -1.3333       3.2963      0.25926 
            0            0            1            0            0           -4      -1.6667         27.5      -1.4444 
            0            0            0            1            0      -6.3333       2.3333       32.111      -21.056 
            0            0            0            0            1           -1      -5.3333       7.6667       24.444 
            0            0            0            0            0            1            0      -8.3333       2.3333 
            0            0            0            0            0            0            1           -1      -7.3333 
            0            0            0            0            0            0            0            1            0 
            0            0            0            0            0            0            0            0            1 
 
ourD =  
 
       9e-013            3  -1.199e-012  1.0214e-014 -6.0334e-012 -1.3545e-012  2.7812e-011  2.2001e-010  1.8433e-009 
            3            3 -1.1884e-012 -2.8422e-014 -7.6088e-012  2.6461e-011  2.5171e-010  2.0634e-009  1.1777e-007 
 -1.1984e-012  -1.188e-012  1.6002e-012  1.5543e-015           -1 -3.1894e-012 -1.2079e-013  -6.418e-012  3.3623e-011 
  9.6589e-015 -2.8977e-014  2.4425e-015           -1 -7.8981e-013 -1.2079e-013 -1.6112e-012  3.3623e-011  9.2884e-010 
 -6.0318e-012 -7.6052e-012           -1 -8.0336e-013           -5 -1.7647e-011  3.3158e-011  8.9656e-010 -3.2657e-009 
 -1.3496e-012  2.6461e-011 -3.2006e-012 -1.2368e-013 -1.7618e-011  3.8418e-012            2 -1.5824e-010  1.5469e-010 
  2.7816e-011   2.517e-010 -1.3345e-013 -1.6123e-012  3.3203e-011            2 -3.2741e-010  1.5487e-010   -4.22e-010 
  2.2001e-010  2.0634e-009 -6.3889e-012  3.3629e-011  8.9694e-010 -1.5831e-010  1.5591e-010  8.2989e-012          -14 
  1.8434e-009  1.1777e-007  3.3608e-011  9.2885e-010 -3.2656e-009  1.5553e-010 -4.2163e-010          -14           42 
 
 
Dschur = 
 
       1e-013      0.33333  1.3334e-013 -1.3334e-013 -4.4409e-014 -9.9754e-014  1.0014e-013 -1.3212e-013  1.3106e-013 
      0.33333     -0.33333  1.9784e-013  6.5947e-014 -3.2979e-013  1.1212e-012 -1.3194e-012  2.3411e-012 -2.6037e-012 
  1.3338e-013  1.9778e-013   1.775e-013 -1.7712e-013     -0.11111 -2.2149e-013 -1.3618e-012 -5.2913e-013 -2.5704e-012 
 -1.3335e-013  6.6026e-014 -1.7757e-013     -0.11111      0.22222 -1.9854e-012  1.3456e-013 -5.9903e-012  2.4727e-012 
 -4.4368e-014 -3.2987e-013     -0.11111      0.22222      0.51852 -1.4504e-012  4.1767e-012 -1.5881e-012  8.9599e-012 
 -9.9951e-014  1.1215e-012 -2.1952e-013 -1.9862e-012 -1.4555e-012  1.0655e-013     0.055556   7.671e-011 -2.0956e-011 
  9.9917e-014  -1.319e-012 -1.3626e-012  1.3483e-013  4.1835e-012     0.055556     -0.11111  8.0302e-012  3.4204e-011 
 -1.3478e-013  2.3421e-012 -5.2657e-013 -6.0009e-012 -1.6001e-012  7.6692e-011  8.0635e-012   1.742e-013     -0.38889 
  1.3438e-013 -2.6064e-012 -2.5753e-012  2.4763e-012  8.9862e-012 -2.0953e-011  3.4203e-011     -0.38889       1.9444 
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Une e´tude comparative de l’Algorithme via Toeplitz par rapport a` l’Algorithme
via Schur a e´te´ e´tablie :
– Dans les e´tapes interme´diaires des deux approches, la dimension et la structure
infe´rieure de Hankel du bloc ont e´te´ conserve´es.
– Dans la premie`re e´tape des deux algorithmes, le bloc h′11 de´fini dans (2.11) et
(2.14) de la me´thode via Toeplitz est la premie`re sous-matrice principale de h
de de´terminant non nul et le bloc h′11 de la me´thode via Schur est l’inverse de
la premie`re sous-matrice principale de h de de´terminant non nul.
– Les deux approches ne´cessitent le calcul de la matrice de passage, de´finie par
(2.2), pour obtenir la matrice diagonale par blocs.
– Dans les e´tapes interme´diaires, la me´thode via Toeplitz calcule la re´duction de
h par une seule inversion de la matrice triangulaire de Toeplitz compare´e de
deux inversions, dans les e´tapes 3 et 8 de l’Algorithme via Schur, de la matrice
triangulaire de Toeplitz. Ainsi, la me´thode via Toeplitz est plus rapide que la
me´thode via Schur.
– Dans [46], nous trouvons un re´sultat affirmant qu’une matrice de Hankel est
LU-e´quivalente a` une matrice diagonale par blocs si les matrices triangulaires
supe´rieures comme en (2.2), ont des 1 sur les diagonales principales. Ainsi,
la matrice triangulaire supe´rieure de´finie comme en (2.2) est LU-e´quivalente
”approche´e” a` une matrice diagonale par blocs.
– Puis, nous faisons la meˆme observation que dans le papier [20]. En effet, nous
pouvons stocker des uns dans les diagonales des matrices triangulaires supe´rieures
(2.2) en les multipliant par diag(((A)11)
−1 , ((A)22)
−1 ,
. . . , ((A)nn)
−1) ou` (A)jj sont les entre´es sur la diagonale principale A de´finie
comme en (2.2). Ainsi, le fait d’avoir des uns sur la diagonale me`ne a` introduire
une nouvelle de´finition d’une approche LU-e´quivalence ”approche´e”.
2.5 Exemples nume´riques
Dans cette section, nous proposons de mettre en e´vidence les avantages potentiels
de notre diagonalisation par blocs approche´e en ce qui concerne la me´thode classique
de factorisation approche´e, en termes d’efficacite´ nume´rique et en termes de temps.
– Tous les algorithmes ont e´te´ imple´mente´s sur Matlab 7.0.4.287 (R2007A) et
ont e´te´ exe´cute´s sur un ordinateur portable Intel(R) Core(TM)2 CPU T5600
avec un processeur 1.83 GHz et 2046 Mb de RAM.
– ε = (1.0× 10−10) 1n et ε = (0.5× 10−8) 1p sont les meilleurs choix (voir Chapitre
1) pour l’Algorithme re´vise´ de Bini de l’approximation de Toeplitz et l’approxi-
mation de Schur, respectivement.
– Dans les exemples, nous introduisons la matrice de Hankel a` partir d’une per-
turbation (rajouter k×10−13 ou` k est choisi ale´atoirement dans [−1, 1] pour tous
les coefficients de la matrice de Hankel ”exacte”), dont les blocs (de diffe´rentes
tailles) de la matrice de Hankel ”exacte” sont connues.
– L’erreur relative de la me´thode via le comple´ment de Schur et la me´thode via
51
Toeplitz sont de´finis, respectivement par :
ErrorSchur approche´e =
‖DSchur approche´e −DSchur exacte‖1
‖DSchur exacte‖1
, (2.15)
et
ErreurToeplitz approche´e =
‖DToeplitz approche´e −DToeplitz exacte‖1
‖DToeplitz exacte‖1
. (2.16)
2.5.1 Efficacite´
Nous pre´sentons quelques re´sultats nume´riques illustrant l’efficacite´ de l’algo-
rithme via Toeplitz en ce qui concerne l’algorithme via Schur pour 7 exemples de
matrices de Hankel comme en (2.3). En effet, nous de´voilons les erreurs relatives de
notre algorithme (2.15) et l’algorithme de comple´ment de Schur (2.16) respectivement.
Les re´sultats de ces expe´riences sont donne´s dans les tableaux suivants :
n ‖DToeplitz exacte‖1 ‖DToeplitz approche´e‖1 ErrorToeplitz approche´e
9 56 56.00000000626214 1.119218685983936e-10
12 11 10.99999999999135 1.695132023798473e-8
25 6 6.00000000000213 6.869035939271882e-6
38 6 6.00000000001302 4.416662500537031e-6
54 22 22.00000000003274 3.557926557557788e-5
75 7 7.00000000078459 2.632791201223558e-7
100 7 7.00000000113276 2.694290060522763e-7
n ‖DSchur exacte‖1 ‖DSchur approche´e‖1 ErrorSchur approche´e
9 2.33333333333327 2.33333333299368 4.578777833076956e-10
12 0.56250000000000 0.56250000000000 5.640961041485247e-8
25 0.87695312500000 0.87696422784116 1.258481465590000e-3
38 0.62500000000000 0.62500000108309 9.125857869527466e-5
54 14.86111111111165 14.88540173365934 1.634509180780000e-3
75 0.95312500000000 0.95312500001764 8.816858555558903e-5
100 0.95312500000000 0.95312500001764 8.816858555558903e-5
Nous proposons de meˆme de perturber les matrices de Hankel pour savoir le com-
portement des erreurs d’arrondi et leur effet sur le rendement. Nous conside´rons
S = [0,
1
3
,−1
3
,−1
9
,
5
9
,−11
27
,−4
9
,
89
81
,
7
81
,−584
243
,−104
243
,
12667
1458
,
1018
243
,
− 193345
4374
,−36133
2187
,
3042241
13122
,
853193
26244
]
et nous rajoutons 10−k pour toutes les entre´es de matrice de Hankel avec k = 7, . . . , 27.
Nous donnons alors le tableau suivant pour montrer l’efficacite´ de l’algorithme via
Toeplitz et de l’algorithme via le comple´ment de Schur.
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k ErrorSc approximate ErrorOur approximate
8 1.2824e-005 6.9946e-005
9 1.4636e-005 7.0289e-006
10 1.5323e-005 7.2427e-007
11 1.5390e-005 6.1916e-008
12 1.5399e-005 2.9813e-008
13 1.5399e-005 4.2168e-008
14 1.5398e-005 2.0506e-008
15 1.5398e-005 2.5140e-008
16 1.5398e-005 2.2178e-008
17, . . . ,27 1.5399e-005 2.6585e-008
Les matrices par blocs exactes via Toeplitz et par l’interme´diaire du comple´ment
de Schur ont e´te´ traite´es via le The´ore`me 2.1 et le The´ore`me 2.2 respectivement pour
εj = 0.
Ainsi,
DToep exacte =

0 3 0 0 0 0 0 0 0
3 3 0 0 0 0 0 0 0
0 0 0 0 −1 0 0 0 0
0 0 0 −1 0 0 0 0 0
0 0 −1 0 −5 0 0 0 0
0 0 0 0 0 0 2 0 0
0 0 0 0 0 2 0 0 0
0 0 0 0 0 0 0 0 −14
0 0 0 0 0 0 0 −14 42

,
et
DSchur exacte =

0 1
3
0 0 0 0 0 0 0
1
3
1
3
0 0 0 0 0 0 0
0 0 0 0 −1
9
0 0 0 0
0 0 0 −1
9
2
9
0 0 0 0
0 0 −1
9
2
9
14
27
0 0 0 0
0 0 0 0 0 0 1
18
0 0
0 0 0 0 0 1
18
−1
9
0 0
0 0 0 0 0 0 0 0 − 7
18
0 0 0 0 0 0 0 − 7
18
35
18

.
Dans l’exemple ci-dessus, nous remarquons que les deux algorithmes sont effi-
caces a` partir d’un certain rang k = 8 (pour k = 1, . . . , 7 nous ne gardons pas la
diagonalisation par blocs de la matrice de Hankel).
Par la suite, nous proposons de donner une e´tude conse´quente afin de prouver l’ef-
ficacite´ de la diagonalisation par blocs approche´e des matrices de Hankel. Ainsi, nous
confirmons ”nume´riquement” que les deux approches sont efficaces et la perturbation
ci-dessus pre´serve le re´sultat a` partir d’une certaine tole´rance additive.
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1. n = 12
k ErrorSc approximate ErrorOur approximate
8 0.028008 5.2062e-005
9 0.0024594 5.1776e-006
10 0.00024071 5.0560e-007
11 2.8203e-005 3.2538e-008
12 3.2080e-006 2.5582e-009
13 1.8040e-007 3.3921e-008
14 6.6724e-007 2.7802e-009
15 4.2572e-007 5.3467e-009
16 1.9281e-007 2.4491e-009
17 5.6468e-008 2.1702e-008
18, . . . ,27 5.6410e-008 2.1706e-008
2. n = 25
k ErrorSc approximate ErrorOur approximate
8 1.0615 9.9076
9 1.1322 14.366
10 0.22833 0.056658
11 0.006935 0.0057348
12 0.0043216 0.00057443
13 0.0030606 5.7743e-005
14 0.00106 6.4048e-006
15 0.00019381 1.1168e-006
16 0.0002444 1.0467e-006
17 0.001273 1.1245e-006
18 0.0012589 1.0913e-006
19 0.001257 1.0783e-006
20, . . . ,27 0.0012585 1.0786e-006
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3. n = 54
k ErrorSc approximate ErrorOur approximate
8 0.96872 1.3969
9 1.1848 0.81142
10 0.028001 0.19966
11 0.0022468 0.015705
12 0.0013586 0.0015361
13 0.0007464 0.00015355
14 0.0006854 1.5148e-005
15 0.0001409 1.3452e-006
16 0.00053803 4.1316e-007
17 0.0011497 3.8677e-007
18 0.0016119 2.6140e-007
19 0.0016121 2.0456e-007
20 0.001608 2.0311e-007
21 0.0016333 2.0358e-007
22 0.0016333 2.0344e-007
23 0.0016345 2.0333e-006
24, . . . ,27 0.0016345 2.0357e-006
4. n = 75
k ErrorSc approximate ErrorOur approximate
8 5.5232 0.094507
9 0.23497 0.008876
10 0.00047249 0.00088254
11 4.55850e-005 8.8144e-005
12 1.18120e-005 8.7425e-006
13 1.15270e-005 1.0422e-006
14 8.62350e-006 4.0980e-007
15 3.96300e-006 4.3134e-007
16 4.36230e-006 2.3560e-007
17 1.03582e-005 5.7684e-007
18 9.38140e-006 6.5964e-007
19 6.77500e-006 6.3389e-007
20 6.77210e-006 6.3579e-007
21 6.77210e-006 6.3523e-007
22, . . . ,27 6.77210e-006 6.3678e-007
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5. n = 100
k ErrorSc approximate ErrorOur approximate
8 0.55409 0.038271
9 417.42 0.004102
10 0.00042123 0.00041318
11 8.3883e-005 4.1261e-005
12 0.00012432 3.6762e-006
13 0.00014097 1.0226e-006
14 0.00011841 4.5262e-007
15 5.7383e-005 1.0547e-006
16 5.7170e-005 7.4818e-007
17 0.00014047 7.6256e-007
18 0.00012606 4.7645e-007
19, . . . ,27 8.8169e-005 5.7163e-007
2.5.2 Temps de calcul
Il est clair que les deux me´thodes de diagonalisation par blocs ne´cessitent O (n2)
ope´rations. Par conse´quent, il s’ave`re inte´ressant de savoir le temps d’exe´cution ne´cessaire
pour chaque me´thode. Dans le tableau suivant, nous examinons les temps de calculs
(en sec) de notre diagonalisation approche´e par blocs et de la me´thode approche´e de
comple´ment de Schur pour 7 tailles diffe´rentes de matrices de Hankel.
n TempsSchur approche´e TempsOur approche´e
9 0.015353 0.008857
12 0.010140 0.005759
25 0.008062 0.006055
54 0.017775 0.009857
75 0.019114 0.017255
100 0.034030 0.029891
200 0.102005 0.108442
512 1.296836 1.076396
750 4.356359 3.311806
1024 9.074938 7.480839
Ainsi, nous observons que le diagonalisation classique par blocs de comple´ment de
Schur ne´cessite plus de temps que l’approche via Toeplitz.
2.6 Conclusion
Nous avons tente´ d’exposer dans ces quelques pages, le concept central de cette
the`se, a` savoir la diagonalisation par blocs approche´e de la matrice de Hankel a`
coefficients re´els. Nous avons compare´ la nouvelle approche par la me´thode usuelle du
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comple´ment de Schur. Des re´sultats nume´riques ont montre´s l’efficacite´ et la rapidite´
des algorithmes.
Une application de la diagonalisation par blocs approche´e de la matrice de Hankel
a` coefficients re´els a` l’algorithme d’Euclide sera re´alise´e dans le Chapitre 3.
Chapitre 3
Diagonalisation par blocs de la
matrice de Hankel et algorithme
d’Euclide
Soient
u(x) =
n∑
k=0
ukx
k et v(x) =
m∑
k=0
vkx
k (3.1)
deux polynoˆmes dans R [x] avec deg (u (x)) = n et deg (v (x)) = m et m < n. L’al-
gorithme d’Euclide classique applique´ a` u(x) et v(x) ge´ne`re une suite des quotients
{qk (x)} et des restes {rk (x)} , de la manie`re suivante :
r−1 (x) = u(x), r0 (x) = v(x)
rk−2 (x) = rk−1 (x) qk(x)− rk (x) , deg (rk (x)) < deg (rk−1 (x)) k = 1, . . . , K
(3.2)
ou` −rk (x) est le reste de la division de rk−2 (x) par rk−1 (x) et rK (x) est le Plus
Grand Commun Diviseur (PGCD) de u(x) et v(x).
La question du calcul de la suite des quotients et des restes a e´te´ e´tudie´e par
Habicht, Collins et Brown (voir [47, 34, 31, 32]) via des variantes de l’algorithme
d’Euclide. Dans ces algorithmes, l’objectif est de pre´server tous les calculs dans l’an-
neau des coefficients des polynoˆmes u(x) et v(x), tout en maˆıtrisant la taille des objets
interme´diaires. Naturellement, l’algorithme classique s’ave`re inefficace lorsqu’il est ap-
plique´ a` des polynoˆmes de de´part perturbe´s. Afin d’e´viter ce proble`me, Noda et Sasaki
(voir [71, 59]) sont parmi les premiers a` introduire des versions nume´riques efficaces
de l’algorithme d’Euclide.
Plusieurs articles ont e´te´ consacre´s a` de´crire la relation naturelle entre l’algorithme
d’Euclide classique et la factorisation par blocs des matrices de Hankel. En effet, Bini
et Gemignani (voir [25, 22, 43, 23]) ont calcule´ les coefficients des polynoˆmes (3.2)
via une approche re´vise´e en se basant sur la factorisation LU par blocs (voir [46, 49])
de la matrice de Hankel H (u, v) , associe´e a` u(x) et v(x). Re´cemment, Ben Atti et
Diaz-Toca [39] ont calcule´ tous les coefficients des polynoˆmes (3.2) via une approche
diffe´rente de la version classique base´e sur la factorisation LU par blocs de la matrice
de Hankel H (u, v) [20].
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Naturellement, la belle relation entre l’algorithme d’Euclide classique et la diago-
nalisation par blocs LU des matrices de Hankel H (u, v) semble eˆtre e´gare´e quand les
polynoˆmes de de´part (3.1) sont perturbe´s. A vrai dire, on se heurte a` un proble`me
de conditionnement. C’est pourquoi une nouvelle notion de diagonalisation par blocs
approche´e de la matrice de Hankel H (u, v) est introduite dans ce chapitre en s’inspi-
rant des techniques de [6]. Nous proposons aussi un algorithme re´vise´ qui permet de
pre´server la belle relation entre l’algorithme d’Euclide classique et la factorisation par
blocs des matrices de Hankel en ge´ne´rant la suite des quotients et des restes. Enfin,
nous illustrons l’approche au moyen de toeplitz par un exemple.
Nous tenons a` signaler enfin qu’une version abre´ge´e en anglais de ce chapitre a fait
l’objet d’un article intitule´ << Block factorization of a Hankel matrix and Euclidean
Algorithm >> accepte´ pour publication dans la revue ”Mathematical Modelling of
Natural Phenomena”, (voir [7]) et de nombreuses communications dans des congre`s
internationaux, (voir [12, 13, 14]).
3.1 Matrice de Hankel associe´e a` deux polynoˆmes
u(x) = unx
n+un−1xn−1 + · · ·+u1x+u0 et v(x) = vmxm+vm−1xm−1 + · · ·+v1x+v0
sont deux polynoˆmes dans R [x] de degre´ n et m, respectivement, telle que 0 < m < n.
La se´rie formelle R (x) associe´e a` la fonction v(x)
u(x)
est donne´e par :
R (x) =
v(x)
u (x)
=
∞∑
k=0
hkx
−k. (3.3)
De´finition 3.1 On appelle matrice de Hankel associe´e a` deux polynoˆmes u(x) et
v(x), la matrice carre´e d’ordre n, de´finie par H (h1, h2, . . . , h2n−1) et note´e par
H (u, v) = (hi+j−1)1≤i,j≤n :
H (u, v) =

h1 h2 · · · hn
h2 h3 · · · hn+1
...
...
. . .
...
hn hn+1 · · · h2n−1
 .
Plusieurs publications ont de´taille´ la structure des matrices de Hankel ainsi obte-
nues et leurs proprie´te´s (voir par exemple [51, 25, 62, 40, 5]).
Re´ciproquement, toute matrice de Hankel re´gulie`re, peut eˆtre conside´re´e comme
e´tant la matrice de Hankel associe´e a` deux polynoˆmes premiers entre eux :
Proposition 3.1 Pour toute matrice re´gulie`re de Hankel H d’ordre n, il existe deux
polynoˆmes u(x) et v(x) premiers entre eux, deg(u) = n, deg(v) = m et m < n,
tels que H = H (u, v) . Les polynoˆmes u(x) et v(x) sont en relation avec H par
les e´quations suivantes :
tH (u0, . . . , un−1) = −unt (hn+1, . . . , h2n) ,
t (vn−1, . . . , v0) = lT (h1, . . . , hn) t (un, . . . , u1)
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ou` h2n est un nombre fixe´ dans R et lT (h1, . . . , hn) est une matrice triangulaire
infe´rieure de Toeplitz de´finie par la liste d’e´le´ments [h1, . . . , hn] .
Preuve. La de´monstration est dans l’article [22].
Ceci nous permet de conclure l’algorithme suivant :
Algorithme 3.1 (Construire la matrice de Hankel H a` partir de deux po-
lynoˆmes) Soit u(x) et v(x) deux polynoˆmes dans R [X] premiers entre eux, tel
que deg(u) = n, deg(v) = m et 0 < m < n, cet algorithme construit la matrice
de Hankel H (u, v) a` partir de deux polynoˆmes.
1. On stock u(x) et v(x) dans deux matrices lignes de taille 1× n, respectivement
U = [u0, . . . , un−1, un] et V = [v0, . . . , vm−1, vm]
2. Poser V = [V zeros(1, n−m− 1)]
3. Poser U0 = U(1), U = U(2 : n) et n = taille(U)
4. Poser H = zeros(1, 2n− 1) et H(1) = V (n)/U(n)
5. Pour i = 2 : n
H(i) = (V (n− i+ 1)−H(1 : i− 1)tU(n− i+ 1 : n− 1))/U(n)
Fin.
6. Poser U = [U0 U ]
7. Pour i = 1 : n− 1
H(n+ i) = −(H(i : i+ n− 1) ∗ tU(1 : n))/U(n+ 1)
Fin.
Exemple 3.1 Soient
u(x) = x4 + 13x3 + 23x2 + 21x− 1,
v(x) = x2 + 12x+ 10.
La matrice de Hankel associe´e a` u(x) et v(x) est la suivante :
H (u, v) =

0 1 −1 0
1 −1 0 2
−1 0 2 −4
0 2 −4 5
 .
Supposons qu’on connait tous les coefficients de la matrice de Hankel H et tous
les coefficients du polynoˆme u(x), l’algorithme suivant ge´ne`re tous les coefficients du
polynoˆme v(x) :
Algorithme 3.2 (Construire v(x) a` partir de u(x) et la matrice de Hankel
H) Soit H une matrice de Hankel et u(x) =
∑n
k=0 ukx
k un polynoˆme dans
R [x] de degre´ n, cet algorithme ge´ne`re tous les coefficients du polynoˆme v(x) =∑m
k=0 vkx
k.
1. Poser H = [hn−m+2, . . . , hn−1] et U = [u0, . . . , un−1, un]
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2. Poser n = taille(U), U0 = U(1) et U = U(2 : n)
3. Poser n = taille(U)
4. Calculer U = Jn ∗ tU
5. Calculer V = t(Jn ∗ lT (H(1, 1 : n)) ∗ U).
Remarque 3.1 Conside´rons la matrice de Hankel infe´rieure :
H = lH (hn, ..., h2n−1) .
La Proposition 3.1 nous permet de conclure,
vn−1
vn−2
...
v0
 =

0 · · · 0
...
. . .
...
0 · · · 0
hn · · · 0


un
un−1
...
u1
 =

0
...
0
hnun
 .
Ainsi, v(x) est une constante de R. Si on prend v(x) = 1 alors v0 = 1 et un =
1/hn. Ainsi, H repre´sente une matrice de Hankel associe´e a` u(x) et v(x) = 1 :
H = H (u, 1) .
Il est important de signaler que les matrices de Hankel sont e´troitement lie´es aux
matrices de Be´zout et ceci a e´te´ prouve´ dans la litte´rature.
3.2 Algorithme d’Euclide approche´
Rappelons que l’algorithme d’Euclide classique pour le calcul du polynoˆme PGCD
est comme suit. Soient
u(x) =
n∑
k=0
ukx
k et v(x) =
m∑
k=0
vkx
k
deux polynoˆmes dans R [x] tels que deg(u(x)) = n, deg(v(x)) = m et m < n. L’al-
gorithme d’Euclide classique applique´ a` u(x) et v(x) ge´ne`re une suite des quotients
polynomiales {qk (x)} et des restes polynomiales {rk (x)} , de la manie`re suivante :
r−1 (x) = u(x), r0 (x) = v(x)
rk−2 (x) = rk−1 (x) qk(x)− rk (x) , deg (rk (x)) < deg (rk−1 (x)) k = 1, . . . , K
ou` −rk (x) est le reste de la division de rk−2 (x) par rk−1 (x) . L’algorithme s’arreˆte
quand le reste rK+1 (x) = 0 ; alors rK (x) est le Plus Grand Commun Diviseur (PGCD)
de u(x) et v(x).
L’algorithme d’Euclide dans le cas approche´ peut eˆtre reformule´ par la simple
conversion de tous les ”petits” coefficients par 0 apre`s chaque division polynomiale
(ou` les ”petits” coefficients sont des coefficients dont la valeur absolue est plus petite
qu’une tole´rance fixe´e presque nulle). Malheureusement, cette me´thode na¨ıve est tre`s
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instable comme il a e´te´ prouve´ dans [71]. Cependant, il est possible de concevoir des
versions stables base´es sur l’approche d’Euclide.
L’un des premiers travaux dans cette direction a e´te´ donne´ dans [59], ou` Noda
et Sasaki introduisent une re`gle de normalisation sur les restes et calculent le PGCD
approche´ comme suit :
Algorithme 3.3.1 (Algorithme d’Euclide approche´) Soient u(x) et v(x) deux
polynoˆmes dans R [x] tels que deg(u(x)) = n, deg(v(x)) = m et m < n, cet
algorithme calcule la suite des polynoˆmes quotients approche´s et des polynoˆmes
restes approche´s avec une tole´rance infe´rieure a` un petit nombre positif , 0 <
 1.
1. Calculer qk comme le quotient de la division de rk−1 par rk.
2. Poser rk−1 = qkrk + max {1, ‖qk‖∞} .rk+1.
3. Appliquer re´cursivement l’Algorithme 3.3 pour k = 0, 1, . . . , K et on s’arreˆte
quand le polynoˆme reste |rK+1| < .
Remarque 3.3.1
Il convient de souligner que toute variante de l’algorithme d’Euclide approche´e (voir,
par exemple, [52, 53]) peut eˆtre utilise´e. Nous proposons d’imple´menter l’Algo-
rithme 3.3 pour faire une comparaison avec la me´thode au moyen de Toeplitz
(voir section 3.5).
3.3 Diagonalisation par blocs approche´e de H (u, v)
Dans le Chapitre 2, nous avons prouve´ que l’Algorithme 2.2 nous permet de ge´ne´rer
une matrice diagonale par blocs approche´e Dε telle que :
Dε =
tAHA =

lH1 Θ1,2 · · · Θ1,n
Θ2,1 lH2
. . .
...
...
. . . . . . Θn−1,n
Θn,1 · · · Θn,n−1 lHn

ou` chaque bloc lHj est une matrice triangulaire infe´rieure de Hankel (en ce qui
concerne l’antidiagonale) approche´e pour j = 1, 2, ..., n, chaque matrice Θj,k est tre`s
proche de la matrice nulle pour j, k = 1, 2, ..., n et j 6= k et A est une matrice
triangulaire supe´rieure approche´e.
3.3.1 Re´duction approche´e de H (u, v)
Nous introduisons, dans cette partie, la corre´lation entre l’algorithme d’Euclide
approche´ applique´ a` deux polynoˆmes u(x) et v(x) et la diagonalisation par blocs
approche´e de H (u, v).
A partir de la Remarque 3.1 et (2.7), nous re´e´crivons le The´ore`me 2.2.1 applique´
a` une matrice de Hankel associe´e a` u(x) et v(x) comme le suivant :
62
The´ore`me 3.3.2 Soit H (u, v) = H (ε1, ..., εn−m−1, hn−m, ..., h2n−1) une matrice per-
turbe´e (approche´e) de Hankel associe´e a` deux polynoˆmes premiers entre eux
dans R [x] , u(x) =
∑n
k=0 ukx
k et v(x) =
∑m
k=0 vkx
k, tels que deg(u(x)) = n,
deg(v(x)) = m et m < n. Soient
T = uT (hn−m, ..., h2n−1) , T−1 = uT (µ1, ..., µn−m) ,
t = uT (hn−m, ..., h2n−m−1) , t−1 = uT (µ1, ..., µn) .
Alors
t
(
t−1
)
H (u, v) t−1 =
(
H˜ (q, 1) ′
(′)t H˜ (v, r)
)
, (3.4)
ou`
H˜ (q, 1) = H (q, 1) + t
(
t−122
)
Jn−mΣn−mt−122 ,
H˜ (v, r) = H (v, r) + tPJn−mΣn−mP, ′ = t
(
t−122
)
Jn−mΣn−mP,
q(x) et r(x) sont le polynoˆme quotient et reste de la division de u(x)
v(x)
.
Preuve. H (u, v) est de´finie par les (2n− 1) premiers termes de
v (x)
u (x)
=
∞∑
k=0
hkx
−k
et de plus (uT (hn−m, ..., h2n−1) )
−1 est donne´e par les (n−m) premiers termes de
u(x)
v(x)
= µ1x
n−m + · · ·+ µn−m+1 +
∞∑
k=1
µn−m+1+kx−k = q(x)− r (x)
v (x)
.
Alors,
h′11 = lH (µ1, ..., µn−m) +
t
(
t−122
)
Jn−mΣn−mt−122 (The´ore`me 2.2.1 (Chapitre 2))
= H (q, 1) + t
(
t−122
)
Jn−mΣn−mt−122 (Remarque 3.2).
h′22 = −H (µn−m+2, ..., µn+m) + tPJn−mΣn−mP (The´ore`me 2.2.1 (Chapitre 2))
= H (v, r) + tPJn−mΣn−mP .
En re´ite´rant le The´ore`me 3.3.2, nous obtenons l’algorithme suivant qui calcule
la suite des quotients approche´s et des restes approche´s apparaissant au cours de
l’exe´cution de l’Algorithme 3.3 :
Algorithme 3.3.2 (Diagonalisation par blocs approche´e de H (u, v)) Soient
u(x) =
∑n
k=0 ukx
k et v(x) =
∑m
k=0 vkx
k deux polynoˆmes dans R [x] de degre´ n
et m, respectivement, ou` m < n, cet algorithme calcule la suite des quotients et
des restes approche´s apparus au cours de l’exe´cution de l’Algorithme 3.3 avec
une tole´rance infe´rieure a` un petit nombre positif , 0 <  1.
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1. On appelle l’Algorithme 3.1 pour construireH = H (ε1, ..., εn−m−1, hn−m, ..., h2n−1)
(La premie`re e´tape : ε1 = · · · = εn−m−1 = 0)
2. De´finir la matrice triangulaire supe´rieure de Toeplitz
t = uT (hn−m, ..., h2n−m−1) pour hn−m >> 
3. Calculer t−1 via l’Algorithme 1.4.3 (Bini re´vise´e).
4. Calculer h′ = t (t−1)Ht−1.
5. Poser h′11 = h
′(1 : n−m, 1 : n−m) et h′22 = h′(n−m+ 1 : n, n−m+ 1 : n).
6. On re´cupe`re tous les coefficients du polynoˆme quotient a` partir de l’e´tape 3.
7. On re´cupe`re tous les coefficients du polynoˆme reste a` partir de l’Algorithme 3.2
en utilisant les e´tapes 1. et 5.
8. On exe´cute re´cursivement l’Algorithme 3.3.2 avec
H = H (h′22 (1 : m, 1) h
′
22 (m, 1 : m)) ,
afin d’obtenir tous les coefficients apparus dans le processus d’Euclide.
Remarque 3.3.2 Nous observons dans le The´ore`me 3.3.2 que u(x) et v(x) sont pre-
miers entre eux. Nous pouvons pre´server la ge´ne´ralite´ sans cette hypothe`se. En
effet, si rK (x) = -PGCD(u(x), v(x))
1 est un polynoˆme de degre´ positif alors la
suite des polynoˆmes restes {rk (x)} peut eˆtre re´cupe´re´e via la suite polynoˆmiale
{r˜k (x)} ge´ne´re´e de l’algorithme d’Euclide approche´ applique´ a` u(x)/rk (x) et
v(x)/rk (x) .
3.4 Exemple Nume´rique
Nous utilisons ici l’exemple de [39].
Soient
u(x) = 6x9 + 24x8 + 44x7 + 162x6 + 60x5 + 273x4 + 32x3 + 193x2 − 70x− 10,
v(x) = 2x7 + 6x6 + 6x5 + 40x4 − 28x3 + 65x2 − 19x− 2.
L’Algorithme 3.1 construit la matrice de Hankel suivante :H (u, v) = H(0, 0.33333,
−0.33333,−0.11111, 0.55556,−0.40741,−0.44444, 1.0988, 0.08642,−2.4033,−0.42798,
8.6879, 4.1893, −44.203, −16.522, 231.84, 32.51). Nous introduisons les polynoˆmes de
de´parts a` partir de la perturbation (rajouter k.10−13 pour tous les coefficients des
1 Soit p et q des polynoˆmes de degre´s respectifs n et m et soit  un nombre positif. On appelle :
– -diviseur (ou diviseur approche´) : tout diviseur des polynoˆmes perturbe´s p̂ et q̂ ve´rifiant
deg p̂ 6 n, deg q̂ ≤ m, ‖p− p̂‖ ≤  et ‖q − q̂‖ ≤ .
– -PGCD (PGCD approche´ [42, 41]) : un -diviseur de degre´ maximum.
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polynoˆmes de de´part ”exacte” avec k est ale´atoirement de´finit dans ]0, 1[) des po-
lynoˆmes de de´part ”exacts” (les polynoˆmes quotients et les polynoˆmes restes sont
de´finis ”exactement”).
Les erreurs de la suite des quotients et des restes entre l’algorithme d’Euclide
approche´ et la me´thode de diagonalisation par blocs approche´e de la matrice de
Hankel sont note´es respectivement par :
ErrorAQ = ‖Qapprox EA −QOur approx‖1 et ErrorAR = ‖Rapprox EA −ROur approx‖1 .
De plus, les erreurs de la suite des quotients ”exactes” et des restes ”exactes” entre
l’algorithme d’Euclide approche´ et la me´thode de diagonalisation par blocs approche´e
de la matrice de Hankel sont note´es respectivement par :
ErrorQ = ‖Qexact −QOur approx‖1 et ErrorR = ‖Rexact −ROur approx‖1 .
Dans ce qui suit, nous montrons le paralle´lisme entre la diagonalisation par blocs
approche´e de H (u, v) et l’algorithme d’Euclide approche´ (pour tous les e´tapes).
Etape 1 : Diagonalisation par blocs approche´e de H (u, v)
H (q1, 1) = H(0,3,3),
H (v, r1) = H(−5.6e-15, 1.2e-14, −1, 2.2e-13, 5, −1, −25, 10.5, 124, −81, −609, 545,
2968.2),
q1 (x) = 3x
2 + 3x+ 3.9999,
r1 (x) = −2.0000x4−5.9999x3 + 3.9999x2−12x+1.9999
Etape 1 : Algorithme d’Euclide approche´
r−1 (x) = r0 (x) q1 (x)− r1 (x) , q1 (x) = 2.9999x2 + 3x+ 3.9999,
r1 (x) = −2.0000x4−5.9999x3 + 3.9999x2−11.9999x+ 2.0000
Etape 2 : Diagonalisation par blocs approche´e de H (u, v)
H (q2, 1) = H(−5.6e-15, 1.2e-14,−1,−2.2e-13,−5),
H (r1, r2) = H(−2.3e-11, 0.5, −3.2e-10, −1, −5.3e-9, −1.5, 10.5),
q2 (x) = −0.9999x3−2.2019e-13x2−4.9999x+0.9999,
r2 (x) = −1.0000x2−3.0000x+ 3.9999
Etape 2 : Algorithme d’Euclide approche´
r0 (x) = r1 (x) q2 (x)−r2 (x) , q2 (x) = −0.9999x3+3.7334e-11x2−4.9999x+0.9999,
r2 (x) = −0.9999.x2−2.9999x+ 3.9999
Etape 3 : Diagonalisation par blocs approche´e de H (u, v)
H (q3, 1) = H (−9.5-11,2,1.2e-9),
H (r2, r3) = H(−2.6e-8, −14, 42),
q3 (x) = 1.9999x
2 + 1.2842e-9x+ 3.9999, r3 (x) = 13.9999
Etape 3 : Algorithme d’Euclide approche´
r1 (x) = r2 (x) q3 (x) − r3 (x) , q3 (x) = 1.9999x2 − 3.5625e-8x + 3.9999, r3 (x) =
13.9999
Nous pre´sentons e´galement dans la Table 3.1, les erreurs entre la me´thode de dia-
gonalisation par blocs approche´e de la matrice de Hankel et l’algorithme d’Euclide
approche´ et les erreurs entre la me´thode de diagonalisation par blocs approche´e de la
matrice de Hankel et la suite des quotients ”exactes” et des restes ”exactes”.
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Table 3.1 : L’efficacite´ de l’algorithme de diagonalisation par blocs de la matrice de
Hankel
Etapes ErrorAQ Error
A
R ErrorQ ErrorR
1 4.88498130× 10−15 8.54649684× 10−13 4.35207425× 10−14 5.87818682× 10−12
2 2.36009367× 10−09 4.35233378× 10−08 2.30907670× 10−09 4.08386090× 10−08
3 6.24723485× 10−07 2.14263267× 10−06 7.72895518× 10−06 2.64003742× 10−05
3.5 Conclusion
Dans ce chapitre, nous avons calcule´ la suite des restes approche´e et la suite
des quotients approche´e apparues au cours de l’exe´cution de l’algorithme d’Euclide
approche´ applique´ a` deux polynoˆmes, dans R [x] , u(x) et v(x) de degre´s n et m,
respectivement, m < n via une nouvelle approche base´e sur les techniques du Chapitre
1.
Nous allons e´tudier dans le chapitre suivant un algorithme de diagonalisation par
blocs approche´e de la matrice de Be´zout JB (u, v) J via la me´thode de comple´ment de
Schur afin de calculer la suite des restes approche´e et la suite des quotients approche´e
apparues au cours de l’exe´cution de l’algorithme d’Euclide approche´.
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Chapitre 4
Diagonalisation par blocs des
matrices de Hankel et de Be´zout :
connexion avec l’algorithme
d’Euclide
Ce chapitre est consacre´ a` l’analyse de la diagonalisation par blocs approche´e des
matrices de Hankel et de Be´zout associe´es a` deux polynoˆmes u(x) et v(x) dans R [x]
(deg (u (x)) = n, deg (v (x)) = m et m < n) et de leurs connexions avec l’Algorithme
d’Euclide.
En effet, Bini et Gemignani [25, 22, 43, 23] introduisent un algorithme paralle`le
pour la diagonalisation par blocs de la matrice de Be´zout JB (u, v) J et ge´ne`rent la
suite des quotients et des restes apparue durant l’exe´cution de l’Algorithme d’Euclide
applique´ a` u(x) et v(x). Cette diagonalisation par blocs de JB(u, v)J peut eˆtre obte-
nue a` partir de la diagonalisation par blocs de H(u, v) et vice versa en se basant sur
la relation suivante (la preuve est dans [58] page 475) :
B(u, v) = B(u, 1)H(u, v)B(u, 1).
Naturellement, quand les polynoˆmes (3.1) sont perturbe´s, la belle relation entre
l’algorithme d’Euclide (ou la diagonalisation par blocs de H(u, v)) et la diagonali-
sation par blocs des matrices de Be´zout JB (u, v) J est conserve´e. Par conse´quent,
une nouvelle notion de diagonalisation par blocs approche´e de la matrice de Be´zout
JB(u, v)J , inspire´e des travaux de Bini et Gemignani [25, 22, 43, 23], a e´te´ in-
troduite et sa relation avec l’algorithme d’Euclide ainsi que la diagonalisation par
blocs approche´e des matrices de Hankel a e´te´ ve´rifie´e dans ce chapitre. De plus, des
expe´rimentations nume´riques illustrent l’efficacite´ des me´thodes.
Nous tenons a` signaler enfin que ce chapitre a fait l’objet de nombreuses commu-
nications dans des congre`s internationaux, (voir [12, 13, 14]).
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4.1 Matrice de Be´zout associe´e a` deux polynoˆmes
De´finition 4.1 On appelle matrice de Be´zout associe´e a` deux polynoˆmes u(x) et
v(x), la matrice syme´trique
B (u, v) =
 c0,0 · · · c0,n−1... ...
cn−1,0 · · · cn−1,n−1
 , (4.1)
ou` les ci,j sont de´finis par l’expression de Cayley :
b (x, y) =
u (x) v (y)− u (y) v (x)
x− y ,
telle que la fraction rationnelle b (x, y) est une fonction a` deux variables qui
s’e´crit de la manie`re suivante :
b (x, y) =
n−1∑
i,j=0
ci,jx
iyj.
Remarque 4.1 A partir de la Remarque 3.1 (v (x) = 1), nous observons que la
matrice B (u, 1) est une matrice triangulaire supe´rieure de Hankel :
B (u, 1) = uH (u1, . . . , un) .
Nous pre´sentons par la suite quelques proprie´te´s essentielles de la matrice de
Be´zout :
The´ore`me 4.1 Nous avons les proprie´te´s suivantes :
1. B(u, v) est une matrice syme´trique d’ordre n.
2. B(u, v) = −B(v, u).
3. B(u, v) est line´aire par rapport a` u et v :
B (αu+ βf, v) = αB (u, v) + βB (f, v) ,
B (u, αv + βg) = αB (u, v) + βB (u, g) ,
pour tout f et g deux polynoˆmes et pour tout α et β deux scalaires.
Dans la suite, nous proposons diffe´rentes repre´sentations de la matrice de Be´zout.
Proposition 4.1 (Repre´sentation matricielle) La matrice de Be´zout est repre´sente´e
par :
B (u, v) = uH (u1, . . . , un)uT (v0, . . . , vn−1)− uH (v1, . . . , vn)uT (u0, . . . , un−1)
telle que pour m < n les coefficients vm+1, . . . , vn sont suppose´s nuls.
Preuve. (Voir [58]).
Comme conse´quence de la proposition 4.1 :
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Proposition 4.2 (Formule re´cursive) Les composantes de la matrice de Be´zout
B (u, v) sont re´cursivement calcule´es avec l’e´quation suivante :
bi,j+1 = bi+1,j + uivj − ujvi
tels que bn+1,k = b0,k = 0 pour tout i, j et vm+1 = · · · = vn = 0 (Proposition
3.1).
Dans le reste de ce paragraphe, nous de´voilons la liaison entre la matrice de Be´zout
et de Hankel.
Proposition 4.3 La formule qui relie les matrices de Be´zout et de Hankel est la
suivante :
B (u, v) = B (u, 1)H (u, v)B (u, 1) .
The´ore`me 4.2 Nous avons les proprie´te´s suivantes :
1. rang(B(u, v)) = rang(H(u, v))
2. sig(B(u, v)) = sig(H(u, v))
3. deg(PGCD(u, v)) = i ⇐⇒ rang(H(u, v)) = n− i
4. B (u, 1)−1 = H (u, 1) .
Dans ce qui suit, nous de´signons par u (x) et v (x) deux polynoˆmes premiers entre
eux de R [x] . Nous proposons dans la section suivante d’affirmer la relation intime
entre la diagonalisation par blocs approche´e de H (u, v) et l’algorithme d’Euclide
approche´.
4.2 Diagonalisation par blocs approche´e de JB (u, v) J
Nous explorons, dans cette section, la me´thode approche´e de diagonalisation par
blocs de la matrice JB(u, v)J , base´e sur les re´sultats de Bini et Gemignani [25, 22,
43, 23].
4.2.1 Re´duction approche´e de JB (u, v) J
La proposition suivante explique comment les polynoˆmes ge´ne´re´s par l’algorithme
d’Euclide approche´ peuvent eˆtre obtenue par le biais de la me´thode de comple´ment
de Schur applique´e a` la matrice de permutation de Be´zout approche´e JB (u, v) J :
The´ore`me 4.2.1 Soit
u(x) =
n∑
k=0
ukx
k et v(x) =
m∑
k=0
vkx
k
deux polynoˆmes de R [x] tels que deg(u(x)) = n, deg(v(x)) = m et m < n.
Soit H une matrice de Hankel de´finie comme dans le The´ore`me 2.1 et soit
0 = m0 < m1 < · · · < ml = n des entiers naturels tels que det (Hmi) /∈ V (0, µ)
pour i = 1, . . . , l et det (Hk) ∈ V (0, µ) sinon. Soient
Pmi = (JB(u, v)J)mi et P˜mi = Pmi + JΣ.
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Alors det
(
P˜mi
)
/∈ V (0, µ) pour i = 1, . . . , l et det
(
P˜k
)
∈ V (0, µ) sinon. De
plus, si Smi est le comple´ment de Schur de Pmi et S˜mi est le comple´ment de
Schur de P˜mi dans JB(u, v)J , nous avons les relations suivantes :
Smi = Y −XP−1mi tX = JB(ri, ri+1)J ,
S˜mi = Smi +
(
tXP−1mi
)
JΣt
(
tXP−1mi
)
,
ou` {ri(x)}1,...,l est la suite des polynoˆmes restes obtenue via l’algorithme d’Eu-
clide applique´ a` u(x) et v(x).
Preuve. La preuve est pratiquement la meˆme que dans l’article [22].
The´ore`me 4.2.2 Sous les hypothe`ses du The´ore`me 4.2.1, on a
JB(u, v)J =
(
P˜mi
tX
X Y
)
=
(
I 0
XP−1mi I
)(
P˜mi Θ
tΘ S˜mi
)(
I P−1mi
tX
0 I
)
=
(
T 0
XP−1mi T I
)(
JB(u(i), v(i))J + JΣ Θ˜
tΘ˜ S˜mi
)(
tT tTP−1mi
tX
0 I
)
ou`
Smi = Y −XP−1mi tX = JB(ri, ri+1)J,
S˜mi = Smi +
(
tXP−1mi
)
JΣt
(
tXP−1mi
)
,
T = lT (un, . . . , un−mi+1)
(
B(u(i), 1)
)−1
J,
Θ = −JΣt (XP−1mi ) , Θ˜ = T−1Θ,
et les polynoˆmes u(i) (x) , v(i) (x) ve´rifient
H (u, v)mi = H
(
u(i), v(i)
)
.
Preuve. La preuve est de´duite a` partir de l’article [22] et le The´ore`me 4.2.1.
A partir du The´ore`me 4.2.2, nous pre´sentons un algorithme paralle`le pour une
diagonalisation par blocs approche´e de JB(u, v)J.
Comparons cette me´thode avec la me´thode de diagonalisation par blocs approche´e
de la matrice de Hankel. Nous commenc¸ons le calcul du premier bloc de matrice
diagonale (une matrice de Hankel infe´rieure). Nous notons par DBe´zout la matrice
diagonale par blocs de JB(u, v)J. Soit D11 le premier bloc. Alors
m1 = n−m, h11 = H (u, v)n−m = lH (un−m, . . . , u2n−2m−1)
et, a` partir de la Remarque 4.1, nous choisissons v(1) (x) = 1 tel que
H (u, v)n−m = H
(
u(1), 1
)
.
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Ainsi,
P˜mi = JB(u
(1), v(1))J + JΣ = JB(u(1), 1)J + JΣ
= JH(u(1), 1)−1J + JΣ = Jh−111 J + JΣ
= JB(q1, 1)J + JΣ.
Donc,
D11 = JB(q1, 1)J + JΣ.
Successivement, nous obtenons une matrice supe´rieure approche´e ABe´zout et DBe´zout
tels que
tABe´zoutJB(u, v)JABe´zout = DBe´zout.
De plus, les matrices successive B(ri, ri+1) ge´ne`rent directement la suite des restes
approche´es. Finalement, nous obtenons les meˆmes blocs Dii pour les deux me´thodes
base´es sur les matrices de Be´zout et de Hankel, a` l’exception du dernier.
Remarque 4.2.1 Nous observons dans le The´ore`me 4.2.2 que u(x) et v(x) sont pre-
miers entre eux. Nous pouvons pre´server la ge´ne´ralite´ sans cette hypothe`se. En
effet, si rK (x) = -PGCD(u(x), v(x))
1 est un polynoˆme de degre´ positif alors la
suite des polynoˆmes restes {rk (x)} peut eˆtre re´cupe´re´e via la suite polynoˆmiale
{r˜k (x)} ge´ne´re´e de l’algorithme d’Euclide approche´ applique´ a` u(x)/rk (x) et
v(x)/rk (x) .
4.3 Expe´rimentation nume´rique
Tous les algorithmes de ce chapitre ont e´te´ implante´s sous Matlab 7.0.4.287
(R2007A) et ont e´te´ exe´cute´s sur un ordinateur portable Intel(R) Core(TM)2 CPU
T5600 avec un processeur 1.83 GHz et 2046 Mb de RAM ainsi applique´s a` plusieurs
polynoˆmes couple (ge´ne´re´es ale´atoirement) (u(x), v(x)) de degre´s (n, m), ou` m < n.
Dans les exemples, nous introduisons les polynoˆmes de de´part a` partir de la pertur-
bation (rajouter k.10−13 pour tous les coefficients des polynoˆmes de de´part ”exacte”
avec k est ale´atoirement de´fini dans ]0, 1[) des polynoˆmes de de´part ”exacte” (les
polynoˆmes quotient et les polynoˆmes reste sont de´finis ”exactement”).
– deg : repre´sente le degre´ des polynoˆmes quotients approche´s et/ou restes ap-
proche´s. Ce re´sultat est particulie`rement inte´ressant lorsque le degre´ du po-
lynoˆme quotient approche´ et/ou le polynoˆme reste approche´ est tre`s sensible au
choix de la tole´rance .
– Echec : quand l’algorithme ne reconnaˆıt pas le degre´ du polynoˆme quotient
”exacte” ou le degre´ du polynoˆme reste ”exacte”.
1 Soit p et q des polynoˆmes de degre´s respectifs n et m et soit  un nombre positif. On appelle :
– -diviseur (ou diviseur approche´) : tout diviseur des polynoˆmes perturbe´s p̂ et q̂ ve´rifiant
deg p̂ 6 n, deg q̂ ≤ m, ‖p− p̂‖ ≤  et ‖q − q̂‖ ≤ .
– -PGCD (PGCD approche´ [42, 41]) : un -diviseur de degre´ maximum.
72
4.3.1 Comparaison des algorithmes
Nous utilisons ici l’exemple de [39].
Soient
u(x) = 6x9 + 24x8 + 44x7 + 162x6 + 60x5 + 273x4 + 32x3 + 193x2 − 70x− 10,
v(x) = 2x7 + 6x6 + 6x5 + 40x4 − 28x3 + 65x2 − 19x− 2.
L’Algorithme 3.1 construit la matrice de Hankel suivante :
H (u, v) =

0 0 0.33333 −0.11111 0.55556 −0.40741 −0.44444 1.0988 0.08642
0 0.33333 −0.11111 0.55556 −0.40741 −0.44444 1.0988 0.08642 −2.4033
0.33333 −0.11111 0.55556 −0.40741 −0.44444 1.0988 0.08642 −2.4033 −0.42798
−0.11111 0.55556 −0.40741 −0.44444 1.0988 0.08642 −2.4033 −0.42798 8.6879
0.55556 −0.40741 −0.44444 1.0988 0.08642 −2.4033 −0.42798 8.6879 4.1893
−0.40741 −0.44444 1.0988 0.08642 −2.4033 −0.42798 8.6879 4.1893 −44.203
−0.44444 1.0988 0.08642 −2.4033 −0.42798 8.6879 4.1893 −44.203 −16.522
1.0988 0.08642 −2.4033 −0.42798 8.6879 4.1893 −44.203 −16.522 231.84
0.08642 −2.4033 −0.42798 8.6879 4.1893 −44.203 −16.522 231.84 32.51

.
De plus,
JB (u, v) J =

0 12 36 36 240 −168 390 −114 −12
12 84 180 384 792 −282 1446 −468 −48
36 180 324 963 932 150 2006 −744 −68
36 384 936 1544 4992 −2722 8628 −2726 −264
240 792 932 4992 −1960 6756 16 −984 −60
−168 −282 150 −2722 6756 −8908 9041 −2447 −146
390 1446 2006 8628 16 9041 5037 −2714 −344
−114 −468 −744 −2726 −984 −2447 −2714 539 264
−12 −48 −68 −264 −60 −146 −146 264 −50

.
Dans ce qui suit, nous pre´sentons l’exe´cution des algorithmes des trois me´thodes :
diagonalisation par blocs approche´e de H (u, v) et de JB (u, v) J ainsi qu’Euclide
approche´.
Etape 1 : Algorithme d’Euclide approche´
r−1 (x) = r0 (x) q1 (x)− r1 (x) , avec
qE1 (x) = 2.9999x
2 + 3x+ 3.9999
rE1 (x) = −2 .0000x4−5 .9999x3 + 3 .9999x2−11 .9999x+ 2 .0000
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Etape 1 : Diagonalisation par blocs approche´e de H (u, v)
tt−11 H (u, v) t
−1
1 =
(
H˜ (q1, 1) 1
t1 H˜ (v, r1)
)
t−11 =

3 3 4 2.6096e-12 −1.1019e-10 1 −1.4518e-10 −5 1
0 3 3 4 2.6096e-12 −1.1019e-10 1 −1.4518e-10 −5
0 0 3 3 4 2.6096e-12 −1.1019e-10 1 −1.4518e-10
0 0 0 3 3 4 2.6096e-12 −1.1019e-10 1
0 0 0 0 3 3 4 2.6096e-12 −1.1019e-10
0 0 0 0 0 3 3 4 2.6096e-12
0 0 0 0 0 0 3 3 4
0 0 0 0 0 0 0 3 3
0 0 0 0 0 0 0 0 3

.
H˜ (q1, 1) =
(
0 3
3 3
)
,
H˜ (v, r1) =

−2.6e-12 1.1e-11 −1 1.4e-10 5 −1 −25
1.1e-11 −1 1.4e-10 5 −1 −25 21/2
−1 1.4e-10 5 −1 −25 21/2 124
1.4e-10 5 −1 −25 21/2 124 −81
5 −1 −25 21/2 124 −81 −609
−1 −25 21/2 124 −81 −609 545
−25 21/2 124 −81 −609 545 2968.3

,
qH1 (x) = 3x
2 + 3x+ 3.9999
rH1 (x) = −2 .0000x4−5 .9999x3 + 3 .9999x2−12x +1 .9999
Etape 1 : Diagonalisation par blocs approche´e de JB (u, v) J
tb−11 JB (u, v) Jb
−1
1 =
(
H˜ (q1, 1) 1
t1 H˜ (v, r1)
)
b−11 =

2 6 6 40 −28 65 −19 −2 6.6e-16
0 2 6 6 40 −28 65 −19 −2
0 0 1 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0
0 0 0 0 1 0 0 0 0
0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 1

.
JB˜ (q1, 1) J =
(
0 3
3 3
)
,
JB˜ (v, r1) J =

−9.2e-9 7.8e-9 −4 −12 8 −24 4
7.8e-9 −4 −24 −28 1.9e-7 −68 12
−4 −24 −40 −36 −44 −60 12
−12 −28 −36 −340 230 −506 76
8 1.9e-7 −44 230 −228 298 −68
−24 −68 −60 −506 298 −772 138
4 12 12 76 −68 138 −62

,
qB1 (x) = 2.9999x
2 + 3.0000x+ 3.9999
rB1 (x) = −2 .0000x4−5 .9999x3 + 3 .9999x2−11 .9999x +2 .0000
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Etape 2 : Algorithme d’Euclide approche´
r0 (x) = r1 (x) q2 (x)− r2 (x) , avec
qE2 (x) = 0.9999x
3 + 3.7334e-11x2−4.9999x+ 0.9999
rE2 (x) = −1 .0000x2−2 .9999x+ 3 .9999
Etape 2 : Diagonalisation par blocs approche´e de H (u, v)
t
(
t−12
)
H (v, r1) t
−1
2 =
(
H˜ (q2, 1) 
′
2
t (′2) H˜ (r1, r2)
)
t−12 =

−1 −1.4517e-10 −5 1 1.6254e-8 −0.4998 2.5116e-7
0 −1 −1.4517e-10 −5 1 1.6254e-8 −0.4998
0 0 −1 −1.4517e-10 −5 1 1.6254e-8
0 0 0 −1 −1.4517e-10 −5 1
0 0 0 0 −1 −1.4517e-10 −5
0 0 0 0 0 −1 −1.4517e-10
0 0 0 0 0 0 −1

..
H˜ (q2, 1) =
 −2.6099e-12 1.1019e-11 −11.1019e-11 −1 −1.0079e-11
−1 −1.0079e-11 −5
 ,
H˜ (r1, r2) =

−1.6367e-8 0.5 −2.5107e-7 −1
0.5 −2.5107e-7 −1 −3.8538e-6
−2.5107e-7 −1 −3.8538e-6 −1.5
−1 −3.8538e-6 −1.5 10.5
 ,
qH2 (x) = −0.9999x3 − 8.2589e-11x2−4.9999x+ 0.9999
rH2 (x) = −1 .0000x2−2 .9999x+ 3 .9999
Etape 2 : Diagonalisation par blocs approche´e de JB (u, v) J
tb−12 JB (v, r1) Jb
−1
2 =
(
JB˜ (q2, 1) J 1
t1 JB˜ (r1, r2) J
)
b−12 =

−2 −6 4 −12 2 5.6e-14 1.7e-15
0 −2 −6 4 −12 2 3.1e-14
0 0 −2 −6 4 −12 2
0 0 0 1 0 0 0
0 0 0 0 1 0 0
0 0 0 0 0 1 0
0 0 0 0 0 0 1

.
JB˜ (q2, 1) J =
 0 0 −10 −1 −3.5e-8
−1 −3.5e-8 −5
 ,
JB˜ (r1, r2) J =

−1.1e-5 2 6 −8
2 12 10 −24
6 10 −48 18
−8 −24 18 −42
 ,
qB2 (x) = −0.9999x3 − 3.5625e-8x2−4.9999x+ 0.9999
rB2 (x) = −1 .0000x2−2 .9999x+ 3 .9999
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Etape 3 : Algorithme d’Euclide approche´
r1 (x) = r2 (x) q3 (x)− r3 (x) , avec
qE3 (x) = 1.9999x
2 − 3.5625e-8x+3.9999
rE3 (x) = 13 .9999
Etape 3 : Diagonalisation par blocs approche´e de H (u, v)
t
(
t−13
)
H (r1, r2) t
−1
3 =
(
H˜ (q3, 1) 
′
2
t (′2) H˜ (r2, r3)
)
t−13 =

2 1.0043e-6 4 1.9432e-5
0 2 1.0043e-6 4
0 0 2 1.0043e-6
0 0 0 2
 .
H˜ (q3, 1) =
( −6.5468e-8 2
2 1.0043e-6
)
,
H˜ (r2, r3) =
( −1.9694e-5 −14
−14 42
)
,
qH3 (x) = 1.9999x
2 + 6.4096e-7x+3.9999
rH3 (x) = 13 .9999
Etape 3 : Diagonalisation par blocs approche´e de JB (u, v) J
tb−13 JB (r1, r2) Jb
−1
3 =
(
JB˜ (q3, 1) J 1
t1 JB˜ (r2, r3) J
)
b−13 =

−1 −3 4 −3.7356e-15
0 −1 −3 4
0 0 1 0
0 0 0 1

JB˜ (q3, 1) J =
(
0 1.9999
1.9999 4.9382e-5
)
JB˜ (r2, r3) J =
( −8.7452e-4 −13.9992
−13.9992 −42.0007
)
qB3 (x) = 1.9999x
2 − 4.9382e-5x+ 3.9997
rB3 (x) = 13 .9991
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ל,+, × représentent les racines des polynômes quotients approchés (bleu) et des polynômes restes approchés (rouge) 
par l’algorithme d’Euclide, et la diagonalisation par blocs approchée de H(u,v) et de B(u,v), respectivement. 
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4.3.2 Sensibilite´ des degre´s par rapport a` la tole´rance
Soient u(x) et v(x) deux polynoˆmes, ge´ne´re´s ale´atoirement, de degre´s 54 et 40,
respectivement. L’algorithme d’Euclide approche´e nous permet de ge´ne´rer la suite des
restes et des quotients approche´es en 4 e´tapes. Les degre´s des polynoˆmes quotients
”exacte” {deg (q1) , deg (q2) , deg (q3) , deg (q4)} et les degre´s des polynoˆmes restes
”exacte” {deg (r1) , deg (r2) , deg (r3) , deg (r4)} sont {14, 13, 12, 14} et {27, 15, 1, 0},
respectivement. Ainsi, nous illustrons les degre´s des polynoˆmes quotients et restes
approche´s pour diffe´rentes tole´rances .
Etape 1
 deg qB1 deg q
H
1 deg q
E
1 deg r
B
1 deg r
H
1 deg r
E
1
10−2, . . . , 10−9 14 14 14 27 27 27
10−10, . . . , 10−15 14 14 14 27 27 Echec
10−16, . . . , 10−20 14 14 14 27 27 Echec
Etape 2
 deg qB2 deg q
H
2 deg q
E
2 deg r
B
2 deg r
H
2 deg r
E
2
10−2, . . . , 10−8 13 13 13 15 15 15
10−9, . . . , 10−11 13 13 13 15 Echec Echec
10−12, . . . , 10−20 13 Echec Echec 15 Echec Echec
Etape 3
 deg qB3 deg q
H
3 deg q
E
3 deg r
B
3 deg r
H
3 deg r
E
3
10−2, . . . , 10−6 12 12 12 1 1 1
10−7, . . . , 10−9 12 12 12 1 1 Echec
10−10, . . . , 10−20 12 Echec Echec 1 Echec Echec
Etape 4
 deg qB4 deg q
H
4 deg q
E
4 deg r
B
4 deg r
H
4 deg r
E
4
10−2, . . . , 10−6 14 14 14 0 0 0
10−7, 10−8 14 14 14 0 0 Echec
10−9, . . . , 10−20 14 Echec Echec 0 Echec Echec
Les re´sultats montrent que la me´thode base´e sur Be´zout et la me´thode base´e sur
Hankel sont plus efficaces par rapport a` la me´thode d’Euclide approche´e.
4.3.3 Comparaison des racines
Nous comparons les racines des polynoˆmes quotients approche´s et des polynoˆmes
restes approche´s avec une tole´rance  ∈ ]10−6, 10−2[ .
Figure 4.3.3 repre´sente les racines des polynoˆmes quotients approche´s et po-
lynoˆmes restes approche´s par les trois me´thodes.
4.4 Conclusion
Dans ce chapitre, nous avons calcule´ la suite des restes approche´s et la suite
des quotients approche´s apparues au cours de l’exe´cution de l’algorithme d’Euclide
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approche´ applique´ a` deux polynoˆmes, dans R [x] , u(x) et v(x) de degre´s n et m,
respectivement, m < n via une nouvelle approche base´e sur les techniques du Chapitre
1. Nous avons conc¸u aussi un algorithme de diagonalisation par blocs approche´e de la
matrice de Be´zout JB (u, v) J via la me´thode de comple´ment de Schur afin de calculer
la suite des restes approche´s et la suite des quotients approche´s apparues au cours de
l’exe´cution de l’algorithme d’Euclide approche´.
Les re´sultats de ce chapitre nous permettent d’e´tendre l’approche de [12, 13, 14, 11,
10] dans le cas de polynoˆmes de de´part a` valeurs dans C [x] . Dans cette direction, nous
obtenons la suite des restes approche´e et la suite des quotients approche´e apparues au
cours de l’exe´cution de l’algorithme d’Euclide approche´ applique´ a` deux polynoˆmes,
dans C [x] , u(x) et v(x) de degre´s n et m, respectivement, m < n. Nous re´aliserons
ce travail dans le Chapitre 5.
Chapitre 5
Diagonalisation par blocs de la
matrice de Hankel a` coefficients
complexes
Une matrice n× n de Hankel est de la forme :
H =

h1 h2 · · · hn
h2 h3 · · · hn+1
...
...
. . .
...
hn hn+1 · · · h2n−1
 , (5.1)
dont tous les e´le´ments dans les meˆmes anti-diagonale sont identiques. Cette ma-
trice est syme´trique (mais pas Hermitienne si elle est complexe). Tout au long de ce
chapitre, la notation tM de´signe la transpose´e de M et non le conjugue´.
Les matrices de Hankel a` coefficients complexes jouent un roˆle important en trai-
tement du signal [54]. En effet, les scalaires de´finis par (5.1) repre´sentent un signal
ge´ne´re´ par une somme d’un nombre fini d’exponentielles r
hk =
r∑
l=1
λkl dl, k = 1, ..., 2n− 1
ou` λl et dl sont les sous-jacents modes et poids, respectivement. Lorsque le signal est
alte´re´ par le bruit, des matrices de Hankel ”perturbe´es” sont produites.
Dans ce chapitre, nous introduisons le proble`me de diagonalisation par blocs de
la matrice de Hankel ”perturbe´e” et e´tudions le cas complexe. Il existe une vaste
litte´rature sur la diagonalisation par blocs d’une matrice syme´trique de Hankel ; pour
certaines re´fe´rences, voir Phillips [67], Rissanen [68], Kung [57], Gragg et Lindquist
[46], Pal et Kailath [64], Bini et Pan [25], Bultheel et Van Barel [28], Ben Atti et
Diaz-Toca [20] et re´cemment par Belhaj [6].
Bien que l’algorithme de´crit dans [6] semble eˆtre le premier a` e´tudier le cas
approche´, il ne pre´serve pas la meˆme taille des blocs dans le cas complexe. Par
conse´quent, nous reprenons ce proble`me dans le cas complexe.
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Le nouvel algorithme est une variante du Chapitre 2. Nous comparons e´galement
l’approche de diagonalisation par blocs approche´e de la matrice de Hankel par rapport
a` une variante base´e sur le comple´ment de Schur (voir re´fe´rences [46], [25] et [28] par
exemple) adapte´e a` une matrice n×n de Hankel a` coefficients complexes. Enfin, nous
pre´sentons un exemple qui permet de pre´server la relation e´troite entre l’algorithme
d’Euclide et la me´thode de diagonalisation par blocs approche´e de la matrice de
Hankel dans le cas complexe.
Nous tenons a` signaler enfin qu’une version abre´ge´e en anglais de ce chapitre a fait
l’objet d’un article intitule´ << Computing the block factorization of complex Hankel
matrices >>, publie´ dans la revue ”Computing”, (voir [8]) et une communication dans
la 16th International Linear Algebra Society (ILAS) Conference, (voir [9]).
5.1 Diagonalisation par blocs approche´e d’une ma-
trice de Hankel complexe via Toeplitz
Dans le Chapitre 2, nous avons montre´ que l’Algorithme 2.2.2 nous permet de
ge´ne´rer une matrice diagonale par blocs approche´e Dε telle que :
Dε =
tAHA =

lH1 Θ1,2 · · · Θ1,n
Θ2,1 lH2
. . .
...
...
. . . . . . Θn−1,n
Θn,1 · · · Θn,n−1 lHn
 (5.2)
ou` chaque bloc lHj est une matrice triangulaire infe´rieure de Hankel (en ce qui
concerne l’antidiagonal) approche´e pour j = 1, 2, ..., n, chaque matrice Θj,k est tre`s
proche de la matrice nulle pour j, k = 1, 2, ..., n et j 6= k et A est une matrice
triangulaire supe´rieure approche´e.
Nous introduisons ainsi une variante de cette factorisation pour une matrice de
Hankel complexe.
5.1.1 L’algorithme pour une matrice complexe de Hankel via
Toeplitz
Nous proposons une version re´vise´e du The´ore`me 2.2.1 (Chapitre 2) afin de mettre
en place un algorithme de diagonalisation par blocs approche´e d’une matrice complexe
de Hankel.
The´ore`me 5.1.1 Soit h = H (ε1, ..., εp−1, hp, ..., h2n−1) , ou` εj = ε
(r)
j + iε
(i)
j , ε
(r)
j ∈
V (0, µ) et ε
(i)
j ∈ V (0, µ) pour j = 1, 2, ..., p− 1 avec hj /∈ V (0, µ) et
T = uT (hp, ..., h2n−1) , T−1 = uT (µ1, ..., µ2n−p) ,
t = uT (hp, ..., hn+p−1) , t−1 = uT (µ1, ..., µn) .
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Alors
h′ = t
(
t−1
)
ht−1 =
(
h′11 
′
t (′) h′22
)
, (5.3)
ou`
h′11 = lH (µ1, ..., µp) +
t
(
t−122
)
JpΣpt
−1
22 ,
h′22 = −H (µp+2, ..., µ2n−p) + tPJpΣpP,
′ = t
(
t−122
)
JpΣpP.
Preuve. Nous appliquons la meˆme de´monstration de [6].
Pour calculer la diagonalisation par blocs approche´e d’une matrice complexe de
Hankel, nous appliquons l’algorithme suivant afin de re´cupe´rer la taille des blocs
de´finie dans (2.2).
Algorithme 5.1.1 (Compteur de la taille des blocs) Soit S = [ε1, ..., εp−1, hp, ..., h2n−1]
ou` εj = ε
(r)
j + iε
(i)
j , ε
(r)
j ∈ V (0, µ) et ε(i)j ∈ V (0, µ) pour j = 1, 2, ..., p − 1 avec
hp /∈ V (0, µ), cet algorithme compte la taille des blocs c de´finie dans (2.2) avec
une tole´rance infe´rieure a` un petit nombre positif  (0 <  1).
1. Poser c = 0
2. Pour k = 1 : taille(S)
Si (|real (S(k))| ≤  et |Im (S(k))| ≤ )
c = c+ 1
Sinon
Sortir
FinSi
FinPour
Remarque 5.1.1 Algorithme 5.1.1 permet d’e´viter l’utilisation de la technique SVD
[45] pour compter la taille des blocs, qui ne´cessite plus d’ope´rations arithme´tiques
a` l’e´gard a` notre processus.
Ainsi, nous proposons l’algorithme rapide pour le calcul de la factorisation par
blocs approche´e comme suit :
Algorithme 5.1.2 (Algorithme de diagonalisation par blocs approche´e d’une
matrice de Hankel complexe via Toeplitz) Soit S = [ε1, ..., εp−1, hp, ..., h2n−1]
ou` εj = ε
(r)
j + iε
(i)
j , ε
(r)
j ∈ V (0, µ) et ε(i)j ∈ V (0, µ) pour j = 1, 2, ..., p − 1 avec
hp /∈ V (0, µ), cet algorithme calcule la diagonalisation par blocs approche´e d’une
matrice de Hankel complexe via Toeplitz.
1. Chercher p via Algorithme 5.1.1
2. De´finir une matrice triangulaire de Toeplitz t = uT (hp, ..., hn+p−1)
3. Calculer t−1 via Lemme 1.3.2 (Division polynomiale, Chapitre 1)
4. Calculer h′ = t (t−1)ht−1
5. Poser h′11 = h
′(1 : p, 1 : p) et h′22 = h
′(p+ 1 : n, p+ 1 : n)
6. Appliquer re´cursivement Algorithme 5.1.2 a` S = [h′22 (1 : n− p, 1) h′22 (n− p, 1 : n− p)],
afin de re´cupe´rer (5.3).
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5.2 Diagonalisation par blocs approche´e d’une ma-
trice de Hankel complexe via Schur
La me´thode usuelle de Schur est l’une des plus ce´le`bres techniques pour calculer
la de´composition
h = LDtL
d’une matrice de Hankel en O (n2) ope´rations ([46], [25] et [28]). Dans cette par-
tie, nous de´voilons une nouvelle me´thode de cette factorisation dans une approche
approximative.
5.2.1 L’algorithme pour une matrice complexe de Hankel via
Schur
Nous avons le re´sultat suivant.
The´ore`me 5.2.1 Soit h une matrice syme´trique complexe ve´rifiant la partition sui-
vante
h =
(
h11
th21
h21 h22
)
(5.4)
ou`
h11 = lH (h1, ..., hp) + JpΣp, h21 ∈ C(n−p)×p et h22 ∈ C(n−p)×(n−p),
on conside`re le comple´ment de Schur de h11
hsc = h22 − h21 (lH (h1, ..., hp))−1 th21
et la matrice d’e´limination
l =
(
Ip×p 0p×(n−p)
h21 (lH (h1, ..., hp))
−1 I(n−p)×(n−p)
)
.
Alors
lh′tl = h ou` h′ =
(
h′11 
′
(′)t h′sc
)
(5.5)
ou`
h′11 = h11, 
′ = −JpΣpt
(
h21 (lH (h1, ..., hp))
−1) ,
h′sc = hsc +
(
h21 (lH (h1, ..., hp))
−1) JpΣpt (h21 (lH (h1, ..., hp))−1) .
Preuve. Nous appliquons la meˆme de´monstration de [6].
La re´ite´ration du The´ore`me 5.2.1 de´finit la matrice diagonale par blocs approche´e
Dε (5.2) ou` chaque bloc est une matrice triangulaire approche´e de Hankel. Ainsi, nous
proposons l’algorithme suivant :
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Algorithme 5.2.1 (Diagonalisation par blocs approche´e via Schur pour une
matrice de Hankel) Soit h une matrice syme´trique complexe de´finie par (5.4),
cet algorithme calcule la diagonalisation par blocs approche´e de h via Schur.
1. De´finir la matrice syme´trique complexe de h
2. Poser lh11 = lH (h1, ..., hp) et ut11 = uT (h1, ..., hp)
3. Calculer (ut11)
−1 via Lemme 1.3.2 (Division polynomiale, Chapitre 1)
4. Calculer (lh11)
−1 = (ut11)
−1 Jp
5. Poser h11 = h(1 : p, 1 : p), h21 = h(p+ 1 : n, 1 : p) et h22 = h(p+ 1 : n, p+ 1 : n)
6. Calculer hsc = h22 − h21 (lh11)−1 th21
7. Poser l = [I (p, p) , h21 (lh11)
−1 ; 0 (n− p, p) , I (n− p, n− p)]
8. Poser invl = [I (p, p) ,−h21 (lh11)−1 ; 0 (n− p, p) , I (n− p, n− p)]
9. Calculer h′ = (invl)ht (invl)
10. Poser h′11 = h
′(1 : p, 1 : p) et h′sc = h
′(p+ 1 : n, p+ 1 : n).
5.3 Exemples Nume´riques
Un exemple nume´rique est pre´sente´ dans cette section pour montrer l’exe´cution
des e´tapes interme´diaires des processus. Nous proposons e´galement des exemples
nume´riques qui illustrent l’efficacite´ et le couˆt faible de la diagonalisation par blocs
approche´e au moyen de Toeplitz par rapport a` la me´thode classique de factorisation
approche´e de Schur.
– Tous les algorithmes ont e´te´ imple´mente´s sur Matlab 7.0.4.287 (R2007A) et
ont e´te´ exe´cute´s sur un ordinateur portable Intel(R) Core(TM)2 CPU T5600
avec un processeur 1.83 GHz et 2046 Mb de RAM.
– Dans les exemples, nous introduisons la matrice de Hankel a` partir d’une per-
turbation (rajouter
(
k(r) + ik(i)
)×10−13 ou` k(r), k(i) sont choisis ale´atoirements
dans [−1, 1]) pour tous les coefficients de la matrice de Hankel ”exacte”), dont
les blocs (de diffe´rents tailles) de la matrice de Hankel ”exacte” sont connus.
– L’erreur relative de la me´thode via le comple´ment de Schur et la me´thode via
Toeplitz sont de´finie, respectivement par :
ErrorSc =
‖DSc approx −DSc‖1
‖DSc‖1
, ErrorOur =
‖DOur approx −DOur‖1
‖DOur‖1
. (5.6)
5.3.1 Comparaison des algorithmes
Nous comparons l’approche au moyen de Toeplitz par rapport a` la diagonalisation
par blocs approche´e classique de la matrice complexe de Hankel (Algorithme 4.3).
Nous de´crivons e´galement les diffe´rences et les similarite´s entre ces deux me´thodes
par le biais d’un exemple.
On conside`re la liste S suivante de taille 13 qui de´finie la matrice de Hankel :
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S = [0, 1
6
− 1
6
i, −1
6
+ 1
6
i, 1
6
+ 4
9
i, −1
6
− 19
18
i, −103
108
+ 59
108
i, −143
45
+ 49
45
i, −3911
1620
− 173
45
i,
−10892
2025
+ 6889
900
i, 815831
48600
− 242717
48600
i, −5083067
243000
− 4592431
243000
i, − 9589
13500
+ 42814517
729000
i, 496841
6750
− 7561091
121500
i].
Figures 5.3.1 et 5.3.2 de´crivent toutes les e´tapes exe´cute´es avec l’Algorithme 5.1.1
et Algorithme 5.2.1 respectivement. Dans la Figure 5.3.3, nous proposons les matrices
diagonales par blocs ainsi que les matrices triangulaires (5.2), obtenues par les deux
me´thodes.
Ainsi, toutes les proprie´te´s du Chapitre 1 des deux me´thodes applique´es a` une
matrice de Hankel coefficients re´els sont ve´rifie´es pour une matrice de Hankel a` coef-
ficients complexes.
5.3.2 Efficacite´
Quelques re´sultats nume´riques sont pre´sente´s pour illustrer l’efficacite´ de notre
algorithme a` l’e´gard de l’algorithme de Schur approche´ pour 11 diffe´rentes se´quences
de´finissant les matrices de Hankel (5.4).
Ainsi, l’erreur relative de notre algorithme et celle de l’algorithme du comple´ment
de Schur (5.6) sont donne´es dans les tableaux suivants :
n ‖DOur‖1 ‖DOur approx‖1 ErrorOur
7 8.4852813742385700 8.4852813742339990 5.706774496276349e-13
14 23.000000000000000 23.000000221676345 9.697543542689079e-09
28 23.000000000000000 23.000000192887367 8.393834710724900e-09
56 10.000000000003041 10.000000003571856 2.729703512635876e-08
112 12.000000000000000 12.000000000082560 3.166115405614226e-08
224 15.000000000000000 15.000000000104892 5.453164647193843e-06
336 23.236067977499783 23.236068029831394 3.982568713893646e-08
448 23.236067977499783 23.236068720381791 3.475003625625449e-07
672 12.000000000000000 12.000000000003219 3.739884346894936e-06
896 12.000000000000000 12.000000000334289 9.270214916390855e-07
1120 13.000000000000000 13.000000053823175 9.069382833634979e-06
n ‖DSc‖1 ‖DSc approx‖1 ErrorSc
7 310.9203966784305 310.92039667837630 2.213926888702992e-13
14 36.00000000000000 36.000000000122682 2.192140674609713e-08
28 8.000000000000000 8.0000000000226170 1.179146052406410e-09
56 7.228045704137195 7.2280457034719530 6.270644695469078e-08
112 138.0665927567458 138.06659276952500 2.809358098521050e-08
224 92.00000000000000 92.000000003949523 1.858406019570196e-06
336 3.000000000000000 3.0000000000011880 1.716036350304927e-07
448 5.500000000000000 5.5000000000201320 9.448631662438197e-07
672 1161.000000000000 1160.9756804024230 4.563332870795622e-05
896 1161.000000000000 1161.0275947690960 3.972672785950243e-05
1120 63.00000000000000 63.000000095200178 1.611067508970338e-05
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En outre, une e´tude expe´rimentale de l’efficacite´ du proble`me confirme ”nume´riquement”
que les deux approches sont efficaces et la perturbation ci-dessus (pour k = 1, ..., 13,
nous ne pre´servons pas les diagonalisation par blocs) ne diverge pas le re´sultat a` partir
une certaine tole´rance additive.
5.3.3 Temps de calcul
Il s’ave`re inte´ressant de savoir le temps d’exe´cution ne´cessaire pour chaque me´thode.
Dans le tableau suivant, nous illustrons les temps de calculs (en sec) de notre dia-
gonalisation approche´e par blocs et de l’approche approximative de comple´ment de
Schur pour 11 diffe´rentes matrices complexes perturbe´es de Hankel.
n TimeSc approximate TimeOur approximate
7 0.011534 0.008796
14 0.004748 0.002351
28 0.013804 0.002813
56 0.012679 0.011248
112 0.037908 0.035668
224 0.268646 0.249651
336 0.880709 0.816654
448 1.593345 1.580948
672 6.347841 6.006527
896 14.153723 14.048224
1120 28.963264 28.857474
D’ou`, nous concluons que la factorisation via Schur ne´cessite un peu plus de temps
par rapport a` l’approche au moyen de Toeplitz.
5.3.4 Application a` l’algorithme d’Euclide
Soient u(x) = 2ix7 + (6i − 7)x6 − (17 + 5i)x5 − (64 + 21i)x4 − (211i + 93)x3 −
(329 + 334i)x2 − (490 + 645i)x− 751, and v(x) = 2ix5 + (−1 + 6i)x4 + (1 + 30i)x3 +
(15 + 42i)x2 + (44 + 76i)x+ 67.
Alors, H (u, v) = H(0, 1, -3i, 2,-39i, -94, -1-152i, -1502+10i, 50+2837i, -8069-140i,
-171+55458i, 76781+58i, 2920+(765777/2)i).
Dans ce qui suit, nous montrons la connexion entre la diagonalisation par blocs ap-
proche´e de H (u, v) et l’algorithme d’Euclide (pour toutes les e´tapes).
Etape 1 : Diagonalisation par blocs de H (u, v)
H (q1, 1) = H(0, 1, 3i),
H (v, r1) = H((−9.6809 − 6.3949i)e-13, (1 + 5.5397i)e-13, (−4.8404 −3.1974i)e-12,
−8.6832e-17, (9.6875 + 6.3949i)e-013, −3.011e-13 + 2.5686e-12i, −2 + 8.0178e-11i,
−1− 4.7778e-10i, 12− 0.5i),
q1 (x) = 1x
2 + (−1.5e-13 + 3i)x− 11− 4.7398e-13i,
r1 (x) = (3.4904e-12 + 2i)x
3 + (3 + 4i)x2 + (6 + 10i)x+14 + 2.555e-11i.
Etape 1 : Algorithme d’Euclide
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r−1 (x) = r0 (x) q1 (x)− r1 (x) ,
q1 (x) = 1x
2 + (−1.501e-13 + 3i)x− 11− 4.7606e-13i,
r1 (x) = (1.1227e-11 + 2i)x
3 + (3 + 4i)x2 + (6 + 10i)x+ 14− 3.1896e-11i.
Etape 2 : Diagonalisation par blocs de H (u, v)
H (q2, 1) = H(8.4427e-12− 4.4421e-11i, 1− 1.5502e-10i, 1 + 2i),
H (r1, r2) = H(8.4427e-12 − 4.4421e-11i, 1 − 1.5502e-10i, 4.2213e-11 −2.221e-10i,
8.4427e-11− 4.4421e-10i, −1.8705e-10− 0.5i),
q2 (x) = (1 + 3.1296e-12i)x
2 + (1 + 2i)x+ 5 + 3.1296e-12i,
r2 (x) = (2.8121e-10− 2i)x− 3− 4.7869e-10i.
Etape 2 : Algorithme d’Euclide
r0 (x) = r1 (x) q2 (x)− r2 (x) ,
q2 (x) = (1 + 5.5633e-12i)x
2 + (1 + 2i)x+ 5 + 9.468e-12i
r2 (x) = (2.8301e-11− 2i)x− 3 + 2.693e-11i.
Etape 3 : Diagonalisation par blocs de H (u, v)
H (q3, 1) = H (8.4427e-12− 4.4421e-11i, 1− 1.5502e-10i, 2− 5.2256e-10i),
H (r2, r3) = H(1 + 5.147e-10i),
q3 (x) = (1− 6.6174e-11i)x2 + (2− 3.4487e-10i)x+ 5− 7.694e-10i,
r3 (x) = 1 + 5.147e-10i.
Etape 3 : Algorithme d’Euclide
r1 (x) = r2 (x) q3 (x)− r3 (x) .
q3 (x) = (1− 1.9764e-11i)x2 + (2− 2.6777e-11i)x+ 5− 1.3356e-11i,
r3 (x) = 1− 1.4282e-10i.
5.4 Conclusion
Ce chapitre propose une nouvelle me´thode pour factoriser une matrice carre´e com-
plexe de Hankel. Notre approche est compare´e a` la factorisation par blocs approche´e
classique d’une matrice carre´e complexe de Hankel. Une e´tude nume´rique montre que
les algorithmes sont efficaces.
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Chapitre 6
Une e´tude expe´rimentale
L’un des buts de cette the`se est de certifier les algorithmes pre´sente´s dans les
pre´ce´dents chapitres. En effet, une e´tude the´orique pour des algorithmes nume´riques
est incontestablement beaucoup plus pousse´e, cela doit prendre en compte les ques-
tions de pre´cisions aussi bien dans les donne´es que dans les calculs : Avec quelle
pre´cision les donne´es devraient eˆtre connues ? Avec quelle pre´cision les calculs de-
vraient eˆtre faits ? Ici certifier un re´sultat, cela veut dire que, dans le voisinage des
donne´es de´fini par la pre´cision, les blocs sont optimaux (C’est-a`-dire, les plus gros pos-
sibles) et que d’autres calculs donnant des blocs trop petits feraient ine´vitablement
des erreurs grossie`res dues a` des divisions par des nombres trop petits. Nous n’avons
pas pu aboutir a` notre but, parce que ce proble`me s’est re´ve´le´ e´norme´ment plus
difficile qu’on pensait a` priori.
Dans les chapitres pre´ce´dents, nous avons de´veloppe´ des heuristiques sans pouvoir
les certifier the´oriquement. Nous analysons donc la propagation des erreurs dans les
e´tapes interme´diaires des algorithmes e´labore´s au moyen d’une e´tude expe´rimentale
conse´quente qui le´gitime nos heuristiques dans une certaine mesure. D’une part, nous
comparons l’efficacite´ des diffe´rents algorithmes et nous proposons une e´tude statis-
tique applique´es a` une vingtaine de matrices de Hankel re´elles ou complexes per-
turbe´es d’une manie`re ale´atoire ; C’est-a`-dire, nous additionnons
(
k(r) + ik(i)
)×10−15
(k(i) = 0, dans le cas re´el) a` chaque composante de la matrice de Hankel ”exacte” :
les blocs (de diffe´rentes tailles) de la matrice diagonale sont pre´cise´ment connues,
avec k(r), k(i) sont choisis ale´atoirement dans [−1, 1]. D’autre part, nous comparons
la stabilite´ nume´rique des algorithmes de diagonalisation par blocs de la matrice de
Hankel ; De toute e´vidence, il s’agit d’un calcul en virgule flottante. Nous examinons
par la suite les diffe´rents algorithmes en terme de temps (en seconde). Nous e´tudions
e´galement l’influence d’appliquer l’inversion approche´e d’une matrice triangulaire de
Toeplitz au lieu de l’inversion exacte dans les e´tapes interme´diaires de l’algorithme de
diagonalisations par blocs de matrices de Hankel. Nous comparons encore l’approche
fonde´e sur les matrices de Hankel avec celle base´e sur les matrices le Be´zout tant
pour leur efficacite´ et leur stabilite´ nume´rique. Enfin, nous analysons le roˆle de ε dans
l’exe´cution des algorithmes.
Ce chapitre a e´te´ e´value´ en tenant compte des points suivants :
– Tous les algorithmes ont e´te´ imple´mente´s sous Matlab 7.0.4.287 (R2007A) et
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ont e´te´ exe´cute´s sur un ordinateur portable Intel(R) Core(TM)2 CPU T5600
avec un processeur 1.83 GHz et 2046 Mb de RAM.
– L’erreur relative de la me´thode via le comple´ment de Schur et la me´thode via
Toeplitz sont de´finie, respectivement par :
ErrorRSc =
‖HSc approx −HSc exact‖1
‖HSc exact‖1
, ErrorROur =
‖HOur approx −HOur exact‖1
‖HOur exact‖1
.
(6.1)
– L’erreur absolue de la me´thode via le comple´ment de Schur et la me´thode via
Toeplitz sont de´finie, respectivement par :
ErrorASc = ‖DSc approx −DSc‖1 , ErrorAOur = ‖DOur approx −DOur‖1 . (6.2)
– Bn et Mv repre´sentent le nombre de perturbations Bonnes et Mauvaises sur
les 500 perturbations choisies au hasard, respectivement.
– Echec : quand le nombre des blocs ne co¨ıncide pas avec le nombre des blocs
”exacte”.
6.1 Efficacite´
Nous tirons au hasard des perturbations en grand nombre, de diverses tailles, afin
de donner des re´sultats statistiques sur le comportement des diffe´rents algorithmes de
diagonalisations par blocs approche´es de la matrice de Hankel. Nous ferons cela pour
une vingtaine de matrices de de´part ”exactes”, re´els, complexes mal-conditionne´es
que nous les perturbons 500 fois. Le teste effectue´ mesure la diffe´rence des matrices
diagonales par blocs au moyen du comple´ment de Schur et Toeplitz, respectivement
donne´e par (6.2) par rapport a` une tole´rance fixe ε = 10−5.
Figure 6.1.1 : log10
(
ErrorAOur
)
(Figure gauche) et log10
(
ErrorASc
)
(Figure droite)
pour une matrice de Hankel d’ordre 9.
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Figure 6.1.2 : log10
(
ErrorAOur
)
(Figure gauche) et log10
(
ErrorASc
)
(Figure droite)
pour une matrice de Hankel d’ordre 12.
Figure 6.1.3 : log10
(
ErrorAOur
)
(Figure gauche) et log10
(
ErrorASc
)
(Figure droite)
pour une matrice de Hankel d’ordre 25.
Figure 6.1.4 : log10
(
ErrorAOur
)
(Figure gauche) et log10
(
ErrorASc
)
(Figure droite)
pour une matrice de Hankel d’ordre 54.
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Figure 6.1.5 : log10
(
ErrorAOur
)
(Figure gauche) et log10
(
ErrorASc
)
(Figure droite)
pour une matrice de Hankel d’ordre 56.
Figure 6.1.6 : log10
(
ErrorAOur
)
(Figure gauche) et log10
(
ErrorASc
)
(Figure droite)
pour une matrice de Hankel d’ordre 75.
Figure 6.1.7 : log10
(
ErrorAOur
)
(Figure gauche) et log10
(
ErrorASc
)
(Figure droite)
pour une matrice de Hankel d’ordre 100.
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Figure 6.1.8 : log10
(
ErrorAOur
)
(Figure gauche) et log10
(
ErrorASc
)
(Figure droite)
pour une matrice de Hankel d’ordre 112.
Figure 6.1.9 : log10
(
ErrorAOur
)
(Figure gauche) et log10
(
ErrorASc
)
(Figure droite)
pour une matrice de Hankel d’ordre 150.
Figure 6.1.10 : log10
(
ErrorAOur
)
(Figure gauche) et log10
(
ErrorASc
)
(Figure droite)
pour une matrice de Hankel d’ordre 200.
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Figure 6.1.11 : log10
(
ErrorAOur
)
(Figure gauche) et log10
(
ErrorASc
)
(Figure droite)
pour une matrice de Hankel d’ordre 242.
Figure 6.1.12 : log10
(
ErrorAOur
)
(Figure gauche) et log10
(
ErrorASc
)
(Figure droite)
pour une matrice de Hankel d’ordre 336.
Figure 6.1.13 : log10
(
ErrorAOur
)
(Figure gauche) et log10
(
ErrorASc
)
(Figure droite)
pour une matrice de Hankel d’ordre 400.
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Figure 6.1.14 : log10
(
ErrorAOur
)
(Figure gauche) et log10
(
ErrorASc
)
(Figure droite)
pour une matrice de Hankel d’ordre 448.
Figure 6.1.15 : log10
(
ErrorAOur
)
(Figure gauche) et log10
(
ErrorASc
)
(Figure droite)
pour une matrice de Hankel d’ordre 500.
Figure 6.1.16 : log10
(
ErrorAOur
)
(Figure gauche) et log10
(
ErrorASc
)
(Figure droite)
pour une matrice de Hankel d’ordre 672.
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Figure 6.1.17 : log10
(
ErrorAOur
)
(Figure gauche) et log10
(
ErrorASc
)
(Figure droite)
pour une matrice de Hankel d’ordre 750.
Figure 6.1.18 : log10
(
ErrorAOur
)
(Figure gauche) et log10
(
ErrorASc
)
(Figure droite)
pour une matrice de Hankel d’ordre 896.
Figure 6.1.19 : log10
(
ErrorAOur
)
(Figure gauche) et log10
(
ErrorASc
)
(Figure droite)
pour une matrice de Hankel d’ordre 912.
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Figure 6.1.20 : log10
(
ErrorAOur
)
(Figure gauche) et log10
(
ErrorASc
)
(Figure droite)
pour une matrice de Hankel d’ordre 1024.
Les Figures 6.1.1-20 repre´sentent le comportement d’erreurs
1 = log10
(
ErrorAOur
)
et 2 = log10
(
ErrorASc
)
pour des matrices de Hankel ”exacte” par rapport aux 500 perturbations tire´es au
hasard :
3 =
(
k(r) + ik(i)
)× 10−15
(k(i) = 0, dans le cas re´el), avec k(r), k(i) sont choisis ale´atoirement dans [−1, 1] .
Nous de´taillons par la suite le comportement de 1 et 2, par rapport au 500
perturbations tire´es au hasard : 3 et par rapport a` une tole´rance  ale´atoire, pour
une matrice de Hankel d’ordre 100.
 ...,10−13 10−12 10−11 10−10, ...
1
Bn
Mv
0
500
1
499
70
430
500
0
 ...,10−13 10−12 10−11 10−10 10−9, ...
2
Bn
Mv
0
500
1
499
11
489
311
189
500
0
Nous faisons la meˆme chose pour plus d’une vingtaine de matrices de Hankel. Ainsi,
la conclusion tire´e est la suivante : Sur 500 perturbations ale´atoires :
– Pour || > 10−10 : Notre diagonalisation approche´e par blocs et la diagonalisa-
tion approche´e par blocs via le comple´ment de Schur sont souvent bonnes par
rapport a` l’exacte ;
– Pour 10−13 < || < 10−10 : Notre diagonalisation approche´e par blocs et la
diagonalisation approche´e par blocs via le comple´ment de Schur sont souvent
assez bonnes par rapport a` l’exacte ;
– Au dela` de  = 10−13 : Notre diagonalisation approche´e par blocs et la diagona-
lisation approche´e par blocs via le comple´ment de Schur sont souvent mauvaises
par rapport a` l’exacte.
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6.2 Stabilite´
Pour e´tudier la stabilite´ nume´riques des diffe´rents algorithmes, nous donnons dans
le Tableau 6.2.1.1 l’erreur relative (6.1), en arithme´tique flottante a` 15 chiffres, ap-
plique´e a` plusieurs matrices de Hankel.
n ErrorRSc Error
R
Our
9 1.510307622052787e-012 5.109279845177994e-010
12 4.809398388692218e-012 5.764191878422235e-011
25 1.747953348257615e-009 7.421166662905649e-012
54 1.233053124848335e-006 6.109332631185916e-011
75 1.309215931690797e-009 1.282297161691120e-010
100 3.670817931625318e-010 2.299119730115441e-010
150 1.237035121810071e-009 1.401548852003868e-012
200 2.253404023014869e-010 2.616922818264540e-011
400 5.567600917584636e-012 1.459114304302858e-012
512 9.208559684775261e-011 4.559640870404542e-012
750 5.592250775411315e-010 3.950105207782781e-009
912 3.868641897579982e-011 1.025429171691832e-011
1024 1.698861841529736e-009 3.734510428892953e-012
Table 6.2.1.1 : l’erreur relative (6.1), en arithme´tique flottante a` 15 chiffres, pour des
matrices de Hankel.
Ainsi, nous remarquons que la me´thode au moyen de Toeplitz et la me´thode du
comple´ment de Schur sont nume´riquement stables.
Nous repre´sentons par la suite le comportement de la stabilite´ pour les coefficients
de quelques matrices de Hankel (Figure 6.2.1.1-13).
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Figure 6.2.1.1 : Erreur relative (+ : Schur, ∗ : Toeplitz)
pour une matrice de Hankel d’ordre 9.
Figure 6.2.1.2 : Erreur relative (+ : Schur, ∗ : Toeplitz)
pour une matrice de Hankel d’ordre 12.
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Figure 6.2.1.3 : Erreur relative (+ : Schur, ∗ : Toeplitz)
pour une matrice de Hankel d’ordre 25.
Figure 6.2.1.4 : Erreur relative (+ : Schur, ∗ : Toeplitz)
pour une matrice de Hankel d’ordre 54.
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Figure 6.2.1.5 : Erreur relative (+ : Schur, ∗ : Toeplitz)
pour une matrice de Hankel d’ordre 75.
Figure 6.2.1.6 : Erreur relative (+ : Schur, ∗ : Toeplitz)
pour une matrice de Hankel d’ordre 100.
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Figure 6.2.1.7 : Erreur relative (+ : Schur, ∗ : Toeplitz)
pour une matrice de Hankel d’ordre 150.
Figure 6.2.1.8 : Erreur relative (+ : Schur, ∗ : Toeplitz)
pour une matrice de Hankel d’ordre 200.
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Figure 6.2.1.9 : Erreur relative (+ : Schur, ∗ : Toeplitz)
pour une matrice de Hankel d’ordre 400.
Figure 6.2.1.10 : Erreur relative (+ : Schur, ∗ : Toeplitz)
pour une matrice de Hankel d’ordre 512.
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Figure 6.2.1.11 : Erreur relative (+ : Schur, ∗ : Toeplitz)
pour une matrice de Hankel d’ordre 750.
Figure 6.2.1.12 : Erreur relative (+ : Schur, ∗ : Toeplitz)
pour une matrice de Hankel d’ordre 912.
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Figure 6.2.1.13 : Erreur relative (+ : Schur, ∗ : Toeplitz)
pour une matrice de Hankel d’ordre 1024.
6.3 Temps de calcul
Table 6.3.1.1 et Table 6.3.1.2 examinent les temps de calcul (en seconde) de la
diagonalisation approche´e par blocs au moyen de Toeplitz et la diagonalisation ap-
proche´e par blocs via le comple´ment de Schur, respectivement, pour des matrices de
Hankel avec et sans la SVD par rapport a` une tole´rance fixe ε = 10−5.
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n TempsSVDOur appr Temps
SVD
Our exact TempsOur exact TempsOur appr
7 0.013784 0.015731 0.012106 0.013959
9 0.005041 0.009369 0.006737 0.003778
12 0.003694 0.006646 0.006274 0.003319
14 0.018998 0.008483 0.010342 0.015461
25 0.010001 0.016168 0.011962 0.006746
28 0.048379 0.035011 0.051968 0.026789
54 0.040909 0.038674 0.021410 0.023656
56 0.043103 0.068067 0.054062 0.056698
75 0.065573 0.066932 0.044845 0.048835
100 0.116058 0.120270 0.072986 0.069949
112 0.185891 0.149440 0.293679 0.176010
150 0.261549 0.255269 0.181619 0.157348
200 0.476486 0.401817 0.281143 0.271091
242 1.149094 0.760889 1.366672 0.936976
336 9.680564 4.092368 2.030033 1.863021
400 5.901191 3.818207 1.151003 1.134041
448 10.276467 5.903743 4.589068 4.801048
500 6.790398 4.590035 2.183397 2.180653
672 105.021364 56.535336 12.354240 12.138629
750 30.372912 22.561397 5.527707 5.387997
896 125.227031 75.885985 30.199463 26.784229
912 53.094547 41.047456 9.046823 9.584548
1024 57.091103 46.090088 12.966118 12.959254
1120 152.067646 102.173770 55.338688 54.851836
Table 6.3.1.1 : Temps de calcul (en sec) de notre diagonalisation approche´e par
blocs pour des matrices de Hankel.
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n TempsSVDSchur appr Temps
SVD
Schur exact TempsSchur exact TempsSchur appr
7 0.014190 0.016560 0.018965 0.011146
9 0.004275 0.006533 0.005034 0.002154
12 0.022002 0.005399 0.005536 0.002173
14 0.013738 0.012452 0.049608 0.005168
25 0.006538 0.008040 0.005822 0.003169
28 0.029112 0.050293 0.016122 0.008922
54 0.034352 0.033973 0.015061 0.010197
56 0.051475 0.057963 0.010327 0.011143
75 0.046530 0.423010 0.017437 0.015490
100 0.058025 0.043565 0.026248 0.024111
112 0.170153 0.601587 0.056575 0.061901
150 0.473925 0.457818 0.049533 0.045800
200 0.249735 0.216793 0.086301 0.082909
242 2.405415 1.868428 0.191766 0.333824
336 9.198089 4.424583 0.894088 0.907123
400 4.894257 4.292934 0.558503 0.861849
448 10.045758 6.004023 1.477244 1.771594
500 3.637118 3.507734 1.096444 1.274711
672 107.695967 59.327398 5.156941 6.529818
750 29.304004 21.330485 3.435513 3.421549
896 127.460937 79.220462 14.839375 14.031458
912 49.795891 41.798264 5.266518 5.131951
1024 53.911682 44.731867 7.040860 7.442701
1120 155.248917 104.534042 27.831622 27.363059
Table 6.3.1.2 : Temps de calcul (en sec) de la diagonalisation approche´e par blocs
via le comple´ment de Schur pour des matrices de Hankel.
D’ou`, nous observons que le temps d’exe´cution ne´cessaire par notre me´thode est
meilleure par rapport a` la me´thode de comple´ment de Schur.
Nous comparons par la suite le comportement du temps de calcul, re´pe´te´ 20 fois,
des diffe´rents algorithmes applique´s a` quelques matrices de Hankel (Figure 6.3.1.1-10).
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Figure 6.3.1.1 : Temps de calcul (+ : Schur , ♦ : Toeplitz)
(— : Sans SVD, · · · : Avec SVD) pour une matrice de Hankel d’ordre 7.
Figure 6.3.1.2 : Temps de calcul (+ : Schur , ♦ : Toeplitz)
(— : Sans SVD, · · · : Avec SVD) pour une matrice de Hankel d’ordre 12.
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Figure 6.3.1.3 : Temps de calcul (+ : Schur , ♦ : Toeplitz)
(— : Sans SVD, · · · : Avec SVD) pour une matrice de Hankel d’ordre 25.
Figure 6.3.1.4 : Temps de calcul (+ : Schur , ♦ : Toeplitz)
(— : Sans SVD, · · · : Avec SVD) pour une matrice de Hankel d’ordre 56.
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Figure 6.3.1.5 : Temps de calcul (+ : Schur , ♦ : Toeplitz)
(— : Sans SVD, · · · : Avec SVD) pour une matrice de Hankel d’ordre 75.
Figure 6.3.1.6 : Temps de calcul (+ : Schur , ♦ : Toeplitz)
(— : Sans SVD, · · · : Avec SVD) pour une matrice de Hankel d’ordre 112.
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Figure 6.3.1.7 : Temps de calcul (+ : Schur , ♦ : Toeplitz)
(— : Sans SVD, · · · : Avec SVD) pour une matrice de Hankel d’ordre 150.
Figure 6.3.1.8 : Temps de calcul (+ : Schur , ♦ : Toeplitz)
(— : Sans SVD, · · · : Avec SVD) pour une matrice de Hankel d’ordre 200.
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Figure 6.3.1.9 : Temps de calcul (+ : Schur , ♦ : Toeplitz)
(— : Sans SVD, · · · : Avec SVD) pour une matrice de Hankel d’ordre 400.
Figure 6.3.1.10 : Temps de calcul (+ : Schur , ♦ : Toeplitz)
(— : Sans SVD, · · · : Avec SVD) pour une matrice de Hankel d’ordre 448.
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6.4 Influence d’inverser les Toeplitz-supe´rieures
Nous allons maintenant expliquer l’influence d’appliquer l’inversion approche´e
d’une matrice triangulaire de Toeplitz au lieu de l’inversion exacte dans les e´tapes
interme´diaires de l’Algorithme 2.2.2 de diagonalisation par blocs de matrices de Han-
kel.
Nous e´tudions ainsi le comportement de la matrice diagonale par blocs approche´e
par rapport a` l’exacte en repre´sentant, dans les Figures 6.4.1-10, l’erreur absolue au
moyen de trois inversions : Bini, Matlab et Substitution donne´es respectivement par :
log10(‖DBini −Dexacte‖1), log10(‖DMatlab −Dexacte‖1), log10(‖DSub −Dexacte‖1)
tels que DBini, DMatlab et DSub sont les matrices diagonales par blocs, 50 fois per-
turbe´es ale´atoirement, au moyen de Bini, Matlab et Substitution, respectivement et
Dexacte est la matrice diagonale par blocs exacte (Sans perturber les donne´es initiales).
Nous rappelons que cette comparaison a e´te´ applique´e a` quelques matrices de
Hankel.
Figure 6.4.1.1 : Efficacite´ de l’inversion des Toeplitz-supe´rieurs de l’Algorithme 2.2.2
(♦ : Bini, + : Substitution, ∗ : Matlab) pour une matrice de Hankel d’ordre 54.
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Figure 6.4.1.2 : Efficacite´ de l’inversion des Toeplitz-supe´rieurs de l’Algorithme 2.2.2
(♦ : Bini, + : Substitution, ∗ : Matlab) pour une matrice de Hankel d’ordre 75.
Figure 6.4.1.3 : Efficacite´ de l’inversion des Toeplitz-supe´rieurs de l’Algorithme 2.2.2
(♦ : Bini, + : Substitution, ∗ : Matlab) pour une matrice de Hankel d’ordre 100.
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Figure 6.4.1.4 : Efficacite´ de l’inversion des Toeplitz-supe´rieurs de l’Algorithme 2.2.2
(♦ : Bini, + : Substitution, ∗ : Matlab) pour une matrice de Hankel d’ordre 150.
Figure 6.4.1.5 : Efficacite´ de l’inversion des Toeplitz-supe´rieurs de l’Algorithme 2.2.2
(♦ : Bini, + : Substitution, ∗ : Matlab) pour une matrice de Hankel d’ordre 200.
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Figure 6.4.1.6 : Efficacite´ de l’inversion des Toeplitz-supe´rieurs de l’Algorithme 2.2.2
(♦ : Bini, + : Substitution, ∗ : Matlab) pour une matrice de Hankel d’ordre 400.
Figure 6.4.1.7 : Efficacite´ de l’inversion des Toeplitz-supe´rieurs de l’Algorithme 2.2.2
(♦ : Bini, + : Substitution, ∗ : Matlab) pour une matrice de Hankel d’ordre 512.
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Figure 6.4.1.8 : Efficacite´ de l’inversion des Toeplitz-supe´rieurs de l’Algorithme 2.2.2
(♦ : Bini, + : Substitution, ∗ : Matlab) pour une matrice de Hankel d’ordre 750.
Figure 6.4.1.9 : Efficacite´ de l’inversion des Toeplitz-supe´rieurs de l’Algorithme 2.2.2
(♦ : Bini, + : Substitution, ∗ : Matlab) pour une matrice de Hankel d’ordre 912.
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Figure 6.4.1.10 : Efficacite´ de l’inversion des Toeplitz-supe´rieurs de l’Algorithme 2.2.2
(♦ : Bini, + : Substitution, ∗ : Matlab) pour une matrice de Hankel d’ordre 1024.
Nous remarquons alors que l’utilisation de la me´thode d’inversion approche´e de
la matrice triangulaire de Toeplitz pre´serve le re´sultat final et n’a pratiquement pas
d’influence sur les e´tapes interme´diaires.
6.5 Comparaison par rapport a` l’approche via Be´zout
Nous comparons l’approche fonde´e sur la diagonalisation par blocs approche´e des
matrices de Hankel H(u, v) associe´e a` deux polynoˆmes
u(x) =
n∑
k=0
ukx
k et v(x) =
m∑
k=0
vkx
k
avec deg (u (x)) = n et deg (v (x)) = m et m < n, avec celui base´ sur les matrices le
Be´zout JB(u, v)J tant pour leur efficacite´ et leur stabilite´ nume´rique.
L’objectif essentiel de cette partie est d’ame´liorer la stabilite´ nume´rique de la
diagonalisation par blocs approche´e au moyen de la matrice de Be´zout parce que les
coefficients de la matrice de Be´zout sont borne´s par Φ = 2nµν (avec ‖u‖∞ ≤ µ et
‖v‖∞ ≤ ν) et les coefficients de la matrice de Hankel H(u, v) peuvent s’accroˆıtre
d’une manie`re exponentielle.
De plus, si u et v sont a` coefficients entiers, les calculs dans les e´tapes interme´diaires
peuvent eˆtre pre´serve´s en nombres entiers. Pour plus de de´tails, voir [25].
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6.5.1 Efficacite´
Nous mesurons la diffe´rence des matrices diagonales par blocs au moyen de Be´zout
et Hankel, donne´e par (6.2) pour une tole´rance fixe ε = 10−5. Nous ve´rifions cela pour
plusieurs matrices de Hankel H(u, v) et Be´zout JB(u, v)J associe´es a` deux polynoˆmes
u et v perturbe´s 50 fois.
Nous repre´sentons alors l’efficacite´ de la diagonalisation par blocs approche´e au
moyen de la matrice de Hankel H(u, v) et Be´zout JB(u, v)J dans les Figures 6.5.1.1-8.
Figure 6.5.1.1 : ErrorAHankel (Figure gauche) et Error
A
Be´zout (Figure droite) pour n = 1024.
Figure 6.5.1.2 : ErrorAHankel (Figure gauche) et Error
A
Be´zout (Figure droite) pour n = 1224.
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Figure 6.5.1.3 : ErrorAHankel (Figure gauche) et Error
A
Be´zout (Figure droite) pour n = 1424.
Figure 6.5.1.4 : ErrorAHankel (Figure gauche) et Error
A
Be´zout (Figure droite) pour n = 1624.
Figure 6.5.1.5 : ErrorAHankel (Figure gauche) et Error
A
Be´zout (Figure droite) pour n = 1824.
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Figure 6.5.1.6 : ErrorAHankel (Figure gauche) et Error
A
Be´zout (Figure droite) pour n = 2048.
Figure 6.5.1.6 : ErrorAHankel (Figure gauche) et Error
A
Be´zout (Figure droite) pour n = 2448.
6.5.2 Stabilite´
Nous donnons dans le Tableau 6.6.1 l’erreur relative (6.1), en arithme´tique flot-
tante a` 15 chiffres, applique´e a` des matrices de Hankel H(u, v) et Be´zout JB(u, v)J
associe´es a` deux polynoˆmes u et v de de´part exactes.
n ErrorROur Hankel Error
R
Sc Be´zout
1024 5.784074308862707e-012 1.086190389822859e-008
1224 7.377238376056904e-007 1.503623817980172e-007
1424 1.229383772472314e-007 5.902898664239044e-012
1624 1.402838670935590e-006 4.631154488009333e-007
1824 1.552356261630665e-007 8.760591568775624e-008
2048 1.482326667465912e-005 1.042891806603727e-009
2448 3.863794639419495e-008 1.162851904025527e-008
Table 6.2.1.1 : l’erreur relative (6.1), en arithme´tique flottante a` 15 chiffres, pour des
matrices de Hankel.
D’ou`, l’approche de diagonalisation par blocs au moyen des matrices de Hankel
et Be´zout sont nume´riquement stables, voir la me´thode fonde´e sur les matrices de
Be´zout semble eˆtre plus stable quand la taille des matrices n augmente.
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Nous repre´sentons dans les Figures 6.2.2.1-7 le comportement de la stabilite´ pour
les coefficients de la matrice de Hankel obtenus au moyen des deux me´thodes.
Figure 6.5.2.1 : Erreur relative (∗ : Hankel, + : Be´zout) pour n = 1024.
Figure 6.5.2.2 : Erreur relative (∗ : Hankel, + : Be´zout) pour n = 1224.
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Figure 6.5.2.3 : Erreur relative (∗ : Hankel, + : Be´zout) pour n = 1424.
Figure 6.5.2.4 : Erreur relative (∗ : Hankel, + : Be´zout) pour n = 1624.
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Figure 6.5.2.5 : Erreur relative (∗ : Hankel, + : Be´zout) pour n = 1824.
Figure 6.5.2.6 : Erreur relative (∗ : Hankel, + : Be´zout) pour n = 2048.
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Figure 6.5.2.7 : Erreur relative (∗ : Hankel, + : Be´zout) pour n = 2448.
6.6 Sensibilite´ par rapport a` la tole´rance 
Nous analysons le roˆle de ε dans l’exe´cution des algorithmes. En effet, le teste
effectue´ mesure le nombre des blocs des matrices diagonales par blocs au moyen de
la me´thode du comple´ment de Schur et notre me´thode par rapport a` une tole´rance ε
ale´atoire, avec et sans la SVD.
1. n = 9, nSV DDexact = 4.
 nSVDDSc approx nDSc approx nDour approx n
SVD
Dour approx
, . . . ,10−12 Echec Echec Echec Echec
10−11, . . . ,10−04 4 4 4 4
10−03 Echec 4 4 4
10−02 Echec 4 4 Echec
Table 6.6.1 : Le nombre des blocs au moyen de notre me´thode et de la me´thode du comple´ment de Schur pour
une matrice de Hankel d’ordre 9.
2. n = 12, nSV DDexact = 5.
 nSVDDSc approx nDSc approx nDour approx n
SVD
Dour approx
, . . . ,10−16 Echec Echec Echec Echec
10−15, . . . ,10−12 Echec 5 5 Echec
10−11, . . . ,10−4 5 5 5 5
10−3,10−2 Echec 5 5 Echec
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Table 6.6.2 : Le nombre des blocs au moyen de notre me´thode et de la me´thode du comple´ment de Schur pour
une matrice de Hankel d’ordre 12.
3. n = 25, nSV DDexact = 6.
 nSVDDSc approx nDSc approx nDour approx n
SVD
Dour approx
, . . . ,10−11 Echec Echec Echec Echec
10−10, . . . ,10−4 6 6 6 6
10−3,10−2 Echec 6 6 Echec
Table 6.6.3 : Le nombre des blocs au moyen de notre me´thode et de la me´thode du comple´ment de Schur pour
une matrice de Hankel d’ordre 25.
4. n = 54, nSV DDexact = 6.
 nSVDDSc approx nDSc approx nDour approx n
SVD
Dour approx
, . . . ,10−11 Echec Echec Echec Echec
10−10, . . . ,10−5 6 6 6 6
10−4, . . . ,10−2 Echec 6 6 Echec
Table 6.6.4 : Le nombre des blocs au moyen de notre me´thode et de la me´thode du comple´ment de Schur pour
une matrice de Hankel d’ordre 54.
5. n = 56, nSV DDexact = 4.
 nSVDDSc approx nDSc approx nDour approx n
SVD
Dour approx
, . . . ,10−11 Echec Echec Echec Echec
10−10, . . . ,10−8 4 4 4 4
10−7, . . . ,10−2 Echec 4 4 Echec
Table 6.6.5 : Le nombre des blocs au moyen de notre me´thode et de la me´thode du comple´ment de Schur pour
une matrice de Hankel d’ordre 56.
6. n = 75, nSV DDexact = 6.
 nSVDDSc approx nDSc approx nDour approx n
SVD
Dour approx
, . . . ,10−11 Echec Echec Echec Echec
10−10, . . . ,10−6 6 6 6 6
10−5, . . . ,10−2 Echec 6 6 Echec
Table 6.6.6 : Le nombre des blocs au moyen de notre me´thode et de la me´thode du comple´ment de Schur pour
une matrice de Hankel d’ordre 75.
7. n = 100, nSV DDexact = 6.
 nSVDDSc approx nDSc approx nDour approx n
SVD
Dour approx
, . . . ,10−11 Echec Echec Echec Echec
10−10, . . . ,10−5 6 6 6 6
10−4, . . . ,10−2 Echec 6 6 Echec
Table 6.6.7 : Le nombre des blocs au moyen de notre me´thode et de la me´thode du comple´ment de Schur pour
une matrice de Hankel d’ordre 100.
A partir de ces expe´rimentations, l’utilisation de la SVD ne garantit pas la taille
des blocs initiale. Ainsi, la technique utilise´e pour la recherche des blocs paraˆıt plus
efficace.
Chapitre 7
Ge´ne´ralisations et perspectives
La the`se est de´stine´e a` concevoir des algorithmes rapides en rapport direct avec
les matrices structure´es, plus particulie`rement les matrices de Toeplitz et Hankel.
D’une part, plusieurs algorithmes sont se´rieusement ame´liore´s dans cette the`se.
Spe´cifiquement, la the`se comprend :
1. L’analyse des diffe´rents travaux the´oriques et empiriques portant sur le calcul
de l’inverse d’une matrice triangulaire de Toeplitz.
2. Un algorithme rapide de diagonalisation par blocs approche´e d’une matrice de
Hankel a` coefficients re´els via la matrice triangulaire supe´rieure de Toeplitz
3. Un algorithme rapide de diagonalisation par blocs approche´e d’une matrice de
Hankel a` coefficients re´els via le comple´ment de Schur.
4. Un algorithme rapide, base´ sur la diagonalisation par blocs approche´e d’une
matrice de Hankel via la matrice triangulaire supe´rieure de Toeplitz, qui calcule
la suite des quotients et la suite des restes apparues dans l’algorithme d’Euclide
approche´.
5. Un algorithme rapide, base´ sur la diagonalisation par blocs approche´e d’une
matrice de Be´zout via le comple´ment de Schur, qui calcule la suite des quotients
et la suite des restes apparus dans l’algorithme d’Euclide approche´.
6. Une variante de l’algorithme rapide de diagonalisation par blocs approche´e d’une
matrice de Hankel via la matrice triangulaire supe´rieure de Toeplitz dans le cas
complexe.
7. Une variante de l’algorithme rapide de diagonalisation par blocs approche´e d’une
matrice de Hankel via le comple´ment de Schur dans le cas complexe.
D’autre part, l’un des buts de cette the`se estt de certifier the´oriquement les al-
gorithmes pre´sente´s. On n’a pas pu aboutir a` notre but, parce que ce proble`me s’est
re´ve´le´ e´normement plus difficile qu’on pensait a` priori. Ceci est remplace´ par une e´tude
expe´rimentale conse´quente qui le´gitime nos heuristiques dans une certaine mesure.
Ainsi, les perspectives de cette the`se :
– Une e´tude rigoureuse de la propagation des erreurs : En arithme´tique exacte, la
propagation des erreurs de troncature introduites a` chaque e´tape de la re´cursivite´,
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et, si l’arithme´tique a` virgule flottante est utilise´e, une analyse des erreurs d’ar-
rondi.
– Il serait agre´able d’avoir une ide´e sur la fac¸on dont ces erreurs se propagent
dans les e´tapes interme´diaires au moyen du comple´ment de Schur.
– Comment mesurer the´oriquement la qualite´ des algorithmes de factorisation par
rapport a` ces deux objectifs :
1. Avoir des matrices de passage qui n’aient pas des coefficients trop grands.
2. Donner de bonnes approximations de matrices par blocs Hankel-infe´rieures.
– Chercher une diagonalisation par blocs approche´e de la matrice de Hankel en
se basant sur des divisions polynomiales approche´es (ce qui e´vitera d’inverser
la matrice triangulaire de Toeplitz).
– Concevoir une version de cette diagonalisation par blocs approche´e pour une
matrice de Hankel par blocs et de Toeplitz par blocs.
– Il serait bien de trouver des applications ou` ces de´compositions approche´es
peuvent eˆtre utiles.
Annexe A : Notions fondamentales
Dans cette section, nous allons faire les rappels ne´cessaires qui seront tre`s utiles
pour cette the`se. Cependant les bases de l’alge`bre line´aire seront suppose´es acquises.
Pour plus de de´tails, se reporter, par exemple, a` [2, 25, 1, 26].
A.1 Conditionnement et stabilite´
A.1.1 Conditionnement d’un proble`me
Soit f une fonction de ED dans ES ou` ED et ES sont, respectivement, deux espaces
vectoriels des donne´es et des solutions sur le corps des nombres re´els ou complexes.
Conside´rons le proble`me du calcul suivant
y = f (x)
tel que x repre´sente les donne´s. Un proble`me nume´rique sera donc de´fini comme
e´tant une fonction f (implicite ou explicite) de connexion entre un e´le´ment x d’entre´e
(x ∈ ED) et un e´le´ment x de sortie (f (x) ∈ ES). Un e´le´ment dans ES ou ED peut
eˆtre un nombre, un point de l’espace euclidien, une matrice, ou n’importe quelle entite´
mathe´matique plus complique´e.
En pratique, les donne´es sont tre`s souvent tire´es de mesures physiques ou d’autres
calculs. Elles sont ge´ne´ralement d’une pre´cision limite´e. Une question importante qui
se pose alors est de savoir dans quelle mesure les re´sultats du calcul seront sensibles a`
de le´ge`res modifications des donne´es. Si une petite perturbation des donne´es induit un
changement important des re´sultats, il est douteux que les re´sultats obtenus puissent
eˆtre fiables. On parle alors de proble`me mal-conditionne´.
Le conditionnement mesure la de´pendance de la solution d’un proble`me nume´rique
par rapport aux donne´es du proble`me, ceci afin de controˆler la validite´ d’une solution
calcule´e par rapport a` ces donne´es. Il s’agit le plus souvent d’une quantite´ nume´rique,
parfois appele´e nombre de conditionnement.
De fac¸on plus ge´ne´rale, on peut dire le nombre de conditionnement associe´ a`
un proble`me est une mesure de la difficulte´ de calcul nume´rique du proble`me. Un
proble`me posse´dant un nombre de conditionnement bas est dit bien-conditionne´ et
un proble`me posse´dant un nombre de conditionnement e´leve´ est dit mal-conditionne´.
131
132
A.1.2 Stabilite´ nume´rique
Le conditionnement d’un proble`me, ne faisant aucune mention de l’algorithme
de re´solution utilise´, est donc une proprie´te´ purement mathe´matique du proble`me,
qui n’a rien a` voir avec l’arithme´tique finie de l’ordinateur, ni avec l’algorithme de
re´solution utilise´. Il est inde´pendant de tout algorithme choisi pour le re´soudre, et
s’e´value en arithme´tique exacte. Il existe dans le proble`me avant meˆme que celui-ci
soit re´solu nume´riquement. C’est pourquoi d’ailleurs on l’appelle parfois la stabilite´
mathe´matique du proble`me.
La stabilite´ nume´rique est une proprie´te´ des algorithmes nume´riques. La de´finition
pre´cise de la stabilite´ de´pend du contexte, mais elle concerne l’exactitude des re´sultats
fournis par un algorithme. Elle de´crit comment les erreurs dans les donne´es d’entre´e
sont propage´es a` travers un algorithme.
Parfois un calcul peut eˆtre re´alise´ de plusieurs manie`res, lesquelles sont toutes
alge´briquement e´quivalentes et donnent the´oriquement le meˆme re´sultat, mais dans
la pratique elles donnent des re´sultats diffe´rents car elles ont diffe´rents niveaux de
stabilite´ nume´rique. Une des taˆches communes de l’analyse nume´rique est d’essayer
de trouver les algorithmes les plus robustes, c’est-a`-dire ayant la meilleure stabilite´
nume´rique.
Dans une me´thode stable, les erreurs restent minimes et les re´sultats produits
sont conformes a` ceux attendus. Dans une me´thode instable, les erreurs de calcul
sont amplifie´es par le traitement et alte`rent le re´sultat final. Des me´thodes instables
produisent rapidement des re´sultats aberrants et sont inutiles pour le traitement
nume´rique.
A.2 Normes et distances
A.2.1 Normes vectorielles
Soit E un espace vectoriel sur C. On appelle norme toute application de E dans
R, qui a` tout x ∈ E, associe le nombre re´el ‖x‖ (appele´ norme de x) qui ve´rifie les
trois conditions suivantes
1. ‖x‖ ≥ 0 et ‖x‖ = 0 si et seulement si x = 0 ∈ E,
2. ‖λx‖ = |λ| . ‖x‖ , ∀λ ∈ C,
3. ‖x+ y‖ ≤ ‖x‖+ ‖y‖ , ∀x, y ∈ E.
Comme c’est le cas pour la valeur absolue, une norme sert a` mesurer la distance
‖x− y‖ entre deux e´le´ments. Sur un espace vectoriel, il se peut que l’on puisse de´finir
plusieurs normes. Cependant, si l’espace est de dimension finie, toutes les normes
sont e´quivalentes c’est-a`-dire qu’il existera des ine´galite´s entre elles. Par conse´quent
si deux e´le´ments sont voisins au sens d’une certaine norme (et en particulier si une
suite converge pour une certaine norme), il en sera de meˆme pour une autre norme.
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Prenons maintenant le cas E = Cn. Soit x = (x1, . . . , xn)T un vecteur. Les quan-
tite´s suivantes s’appellent normes de Ho¨lder d’indice k
‖x‖k =
(
|x1|k + · · ·+ |xn|k
)1/k
, k = 1, 2, . . . ,
‖x‖∞ = max1≤i≤n |xi| .
Parmi ces normes, les plus utilise´es sont ‖x‖1 , ‖x‖∞ et ‖x‖2 . On les de´signe
souvent respectivement sous les termes de norme l1, l∞ et l2. Cette dernie`re repre´sente
la longueur du vecteur x au sens euclidien du terme ; elle s’appelle norme euclidienne.
A.2.2 Normes matricielles
Une norme de matrice peut eˆtre de´finie a` partir d’une norme pour les vecteurs
(mais cela n’est pas obligatoire). Soit A ∈ Cn×m une matrice. La quantite´
‖A‖ = sup
x6=0
‖Ax‖
‖x‖
est une norme pour la matrice A. Puisque l’on peut, dans cette de´finition, remplacer
x par αx, ou` α est un scalaire, on peut toujours choisir x de norme 1 et l’on a donc
e´galement
‖A‖ = sup
‖x‖=1
‖Ax‖ .
Ces normes de matrice ve´rifient les trois proprie´te´s des normes mais, en plus, il existe
deux autres proprie´te´s qui nous serons tre`s utiles
‖Ax‖ ≤ ‖A‖ . ‖x‖
et
‖AB‖ ≤ ‖A‖ . ‖B‖ .
On appelle multiplicative toute norme ve´rifiant cette dernie`re ine´galite´.
Les normes de matrices les plus utilise´es sont celles qui sont relie´es a` une norme
de Ho¨lder pour les vecteurs, c’est-a`-dire
‖A‖k = sup
x6=0
‖Ax‖k
‖x‖k
ou` ‖.‖k est la norme de vecteur de Ho¨lder d’indice k.
Les normes de matrices semblent eˆtre difficiles a` calculer en pratique puisqu’elles
font intervenir une borne supe´rieure. Cependant, on connaˆıt leurs expressions exactes
dans trois cas pour les normes de Ho¨lder
‖A‖1 = max1≤j≤m
n∑
i=1
|aij| ,
‖A‖∞ = max1≤j≤n
m∑
i=1
|aij| ,
‖A‖2 =
√
ρ (ATA),
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ou` ρ
(
ATA
)
de´signe le rayon spectral de la matrice ATA ∈ Cm×m, c’est-a`-dire sa plus
grande valeur propre puisque, ATA e´tant syme´trique de´finie positive, celles-ci sont
re´elles et positives. cette dernie`re norme s’appelle aussi norme spectrale.
Si les matrices conside´re´es sont carre´es (m = n).
On de´montre que, quelle que soit la norme,
ρ (A) ≤ ‖A‖ .
Si A est syme´trique, ‖A‖2 = ρ (A) .
On utilise aussi parfois la norme de Frobenius car elle est facile a` calculer. Elle est
de´finie par
‖A‖F =
(
m∑
i,j=1
|aij|2
)1/2
.
Pour cette norme, on a e´galement
‖AB‖F ≤ ‖A‖F . ‖B‖F .
De plus
‖A‖2F = tr
(
tAA
)
,
ou` tr de´signe la trace d’une matrice, c’est-a`-dire la somme des e´le´ments de sa diago-
nale.
A.3 Conditionnement d’une matrice
Soit A ∈ Cn×n. Pour toute norme de Ho¨lder, on a∥∥AA−1∥∥ = ‖I‖ ≤ ‖A‖ .∥∥A−1∥∥ .
Or, la norme de la matrice identite´ est e´gale a` 1 d’apre`s la de´finition. Il s’en suit que
l’on a l’ine´galite´ (l’indice k est sous-entendu)
k (A) = ‖A‖ .∥∥A−1∥∥ ≥ 1.
Ce nombre k (A) s’appelle de conditionnement de A.
On a les proprie´te´s suivantes
1. k (λA) = k (A) , ∀λ 6= 0,
2. k (A−1) = k (A) puisque A et A−1 jouent les roˆles syme´triques dans la de´finition
de k (A),
3. 0 < 1‖A−1‖ ≤ ‖Ax‖‖x‖ ≤ ‖A‖ , ∀x.
La notion de conditionnement d’une matrice est absolument fondamentale pour
les me´thodes de re´solution des syste`mes d’e´quations line´aires. On dit que la matrice
A est bien conditionne´e si k (A) est ”voisin” de 1. Si k (A) est ”grand” par rapport a`
1, on dit que A est mal conditionne´e. Naturellement les adjectifs ”voisin” et ”grand”
sont subjectifs. Si la pre´cision de l’ordinateur avec laquelle on travaille est de 10−7 un
conditionnement de 105 sera conside´re´ comme ”grand”. Par contre, si la pre´cision est
de 10−16, un tel conditionnement sera ”petit”.
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Remarque A.3 On fait souvent l’erreur de croire qu’une matrice dont le de´terminant
est tre`s voisin de ze´ro est mal-conditionne´e et cela parce qu’elle est proche d’une
matrice singulie`re. Il n’en est rien. En effet, conside´rons la matrice diagonale de
dimension n dont tous les termes sont e´gaux a` un nombre . son de´terminant
vaut n alors que son conditionnement est e´gal a` 1.
A.4 SVD et rang approche´
En mathe´matiques, le proce´de´ d’alge`bre line´aire de de´composition en valeurs sin-
gulie`res (ou SVD, de l’anglais : Singular Value Decomposition) d’une matrice est un
outil important de factorisation des matrices rectangulaires re´elles ou complexes. Ses
applications s’e´tendent du traitement du signal aux statistiques, en passant par la
me´te´orologie.
Cette technique est l’outil principal de l’analyse nume´rique pour de´terminer le
rang d’une matrice en pre´sence de perturbations (rang approche´).
La re´fe´rence classique de la SVD est [45]. Nous rappelons la de´finition et quelques
proprie´te´s de base, qui se re´ve´le utile.
The´ore`me A.4.1 Soit A ∈ Cm×n. Alors, il existe deux matrices unitaires U ∈ Cm×m
et V ∈ Cn×n et une matrice diagonale D = diag(σ1, σ2, . . . , σp) ∈ Cm×n, avec
p = min {m,n} , telles que
A = UDHV, (7.1)
ou` σ1 ≥ σ2 ≥ . . . ≥ σp ≥ 0.
La factorisation de (7.1) est appele´ la de´composition en valeurs singulie`res de A
et les σj sont les valeurs singulie`res. Les colonnes u1, . . . , um de U sont les vecteurs
singuliers a` gauche de A, alors que les colonnes v1, . . . , vm de V sont les vecteurs
singuliers a` droite de A.
La SVD permet de donner plusieurs informations sur une matrice A. Si A =
UDV H et r est un parame`tre tels que
σ1 ≥ σ2 ≥ . . . ≥ σr+1 = · · · = 0,
alors
rang(A) = r,
ker(A) =< vr+1, . . . , vn >,
Im(A) =< u1, . . . , ur > .
De plus, A s’e´crit
A =
r∑
i=1
σiui
Hvi.
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The´ore`me A.4.2 Soit A ∈ Cm×n. S’il existe deux matrices unitaires U ∈ Cm×m
et V ∈ Cn×n et une matrice diagonale D = diag(σ1, σ2, . . . , σp) ∈ Cm×n, avec
p = min {m,n} , telles que A = UDV H . Poser k < r = rang(A) et
Ak =
k∑
i=1
σiui
Hvi,
alors
min
rang(B)=k
‖A−B‖2 = ‖A− Ak‖2 = σk+1.
Autrement dit, la distance entre A et la matrice ”approche´e” de A de rang k
est σk+1.
Ceci est un re´sultat important pour le calcule du rang approche´ ou nume´rique
d’une matrice, ce qui est fondamentale dans le calcul de la suite des restes et des
quotients ainsi que le PGCD. Ainsi, le rang approche´ de A est r tels que les dernie`res
(n− r) valeurs singulie`res de A sont plus petits que µ ‖A‖2, ou` µ est la pre´cision
machine.
Un raisonnement similaire applique´ a` la matrice A perturbe´e (rajouter  a` toutes
ces composantes). Dans ce cas, il est logique de calculer le -rang de A : nous disons
que rang (A, ) si
σ1 ≥ σ2 ≥ . . . ≥ σr >  ≥ σr+1 ≥ . . . ≥ σp.
A.3.1 SVD des matrices de Be´zout et de Hankel
Soit B (u, v) ∈ Cn×n une matrice de Be´zout associe´e a` deux polynoˆmes u (x) et
v (x) et rang(B) = k, alors n − k = deg (PGCD (u, v)) .Cette proprie´te´ est valable
pour une matrice de Hankel H (u, v) ∈ Cn×n, associe´e a` deux polynoˆmes u (x) et
v (x) .
Il est claire que la notion du rang approche´ est importante losque nous migrons
ce re´sultat dans le cas ”approximatif”. En effet, le degre´ d’un -PGCD de B (u, v)
ou H (u, v) n’est pas trivial. Toutefois, nous introduisons deux lemmes de calcule des
bornes d’erreurs. Nous supposons ‖u (x)‖2 = ‖v (x)‖2 = 1.
Lemme A.4.1 Soient u(x) et v(x) deux polynoˆmes de degre´s respectivement n et
m, avec n ≥ m. Supposons que ‖u (x)‖2 = ‖v (x)‖2 = 1. Soit  > 0, û(x) et v̂(x)
deux polynoˆmes de degre´s respectivement n et m ve´rifiant ‖u (x)− û(x)‖2 ≤ ,
‖v (x)− v̂(x)‖2 ≤  alors, pour une approximation de premier ordre :
‖B (u, v)−B (û, v̂)‖2 ≤ 4n.
Preuve. Soient a(x) = û(x) − u(x) et b(x) = v̂(x) − v(x), ou` ‖a (x)‖2 ≤  et
‖b (x)‖2 ≤ . D’apre`s la line´arite´ de la matrice de Be´zout, nous avons
B (û, v̂) = B (u, v) +B (u, b) +B (a, v) +B (a, b) .
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Ainsi, pour une approximation de premier ordre, nous obtenons
B (u, v)−B (û, v̂) , B (u, b) +B (a, v) .
De plus
‖B (u, v)−B (û, v̂)‖2 ≤ ‖B (u, b)‖2 + ‖B (a, v)‖2 .
Or,
‖B (u, b)‖2 ≤ 2n ‖u (x)‖2 ‖b (x)‖2 ≤ 2n
‖B (a, v)‖2 ≤ 2n ‖a (x)‖2 ‖v (x)‖2 ≤ 2n.
d’ou` le re´sultat.
Lemme A.4.2 Supposons que -PGCD de degre´ k. Soit σ1 ≥ . . . ≥ σN sont les
valeurs singulie`res de B (u, v) . Alors,
σn−k+1 ≤ 4n+O
(
2
)
.
Preuve. Soient û(x) et v̂(x) deux polynoˆmes de meˆme degre´s ve´rifiant ‖u (x)− û(x)‖2 ≤
, ‖v (x)− v̂(x)‖2 ≤ , et k = PGCD(û, v̂) . De plus, la matrice B (û, v̂) est de rang
n − k. Ainsi, a` partir du The´ore`me A.3.2, nous avons σn−k+1 ≤ ‖B (û, v̂)‖2 . Lemme
A.3.1 nous montre ‖B (û, v̂)‖2 ≤ 4n.
Remarque A.4.1 En utilisant la Proposition 3.2.3 du Chapitre 3, il est naturel
d’appliquer tous les re´sultats de cette section a` une matrice de Hankel H (u, v) ∈
Cn×n, associe´e a` deux polynoˆmes u (x) et v (x) avec n ≥ m.
A.5 FFT
La transforme´e de Fourier rapide, FFT (Fast Fourier Transform), est l’un des algo-
rithmes dont la publication a provoque´ une ve´ritable re´volution dans le calcul. C’est,
sans doute, l’algorithme le plus important en mathe´matiques applique´es et inge´nierie.
Charles Van Loan a e´crit dans son livre [72] : ”The fast Fourier transform is one of
the truly great computational developments of this century. It has changed the face of
science and engineering so that it is not an exaggeration to say that life as we know
it would be very different without FFT ”. L’importance de la FFT provient de deux
facteurs distincts : sa pre´sence dans une ple´thore d’applications, dans presque tout
les secteurs de la technologie informatique, et la disponibilite´ d’algorithmes rapides et
pre´cis pour la calculer. Il est associe´ aux noms de James Cooley et John Tuckey qui
ont publie´ cet algorithme en 1965. Il calcule rapidement la transformation de Fourier
discre`te et il a e´te´ rede´couvert plusieurs fois depuis Gauss, et surtout par Danielson et
Lanczos en 1942. La FFT permet de ramener le calcul de la transformation de Fourier
discre`te de O(n2) flops a` O(nlogn) flops. Voir [48] pour une histoire plus de´taille´e sur
la FFT.
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De´finition A.5.1 La matrice de Fourier d’ordre n est la matrice Fn suivante :
Fn =
1√
n

1 · · · · · · 1
1 ωn · · · ωn−1n
...
. . . . . .
...
1 ωn−1n · · · ω(n−1)
2
n
 = 1√n (ωijn )0≤i,j≤n−1 .
S’il y a pas de confusion on utilise F a` la place de Fn.
De´finition A.5.2 La transformation de Fourier discre`te d’un vecteur v = (v0, ..., vn−1)T
est le vecteur Fv ; il sera note´ par la suite v = t(v̂0, ..., v̂n−1).
Proposition A.4.1 La matrice F est syme´trique et unitaire.
Preuve. La syme´trie est e´vidente. Ecrivons FF ∗ = (aij)0≤i,j≤n . Comme
HF =
1√
n
(ω−ijn )0≤i,j≤n−1 , alors
aij =
1
n
n∑
k=1
ω(i−1)(j−1)n ω
−(k−1)(j−1)
n =
1
n
n∑
k=1
ω(i−j)(k−1)n .
Ainsi, si i = j alors ai,i =
1
n
∑n
k=1 1 = 1 et si i 6= j alors ai,j = 0 comme somme des
exposants d’une racine nie`me de l’unite´.
Remarque A.5.1 La matrice de Fourier Fn est la matrice de Vandermonde associe´e
au vecteur (1, ωn, ..., ω
n+1
n ). Donc, si on associe au vecteur v le polynoˆme v(x) =∑n−1
i=0 vix
i alors v̂ est simplement le vecteur dont les composantes correspondent
a` l’e´valuation de v(x) aux racines nie`me de l’unite´.
Proposition A.5.2 (Algorithme FFT). Si n est une puissance de 2, alors on peut
calculer v̂ en 3
2
nlogn flops.
Preuve. On pose n = 2m, et v[0] = (v0, v2, . . . , vn−2)
T , v[1] = (v1, v3, . . . , vn−1)
T ;
notons v̂[0], v̂[1] les transformations de Fourier discre`tes de taille m de v[0] et v[1]
respectivement. Pour j variant de 0 a` n− 1, on a :
v̂j =
n−1∑
k=0
vkω
jk
n
=
m−1∑
k=0
v2kω
2jk
2m +
m−1∑
k=0
v2k+1ω
2j(k+1)
2m
=
m−1∑
k=0
v2kω
jk
2m + ω
j
2m
m−1∑
k=0
v2k+1ω
jk
m
car ω2jk2m = e
2ipi.2jk/2m = e2ipi.jk/m = ωjkm . Donc{
v̂j = v̂
[0]
j + ω
j
nv̂
[1]
j si 0 ≤ j ≤ m− 1
v̂j = v̂
[0]
j−m + ω
j
nv̂
[1]
j−m si m ≤ j ≤ n− 1
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Ainsi pour calculer la transformation de Fourier d’un vecteur de taille n, il suffit de
calculer la transformation de Fourier de deux vecteurs de taille n/2 chacun, de faire
n/2 multiplications et n additions. En effet, pour m ≤ j ≤ n−1, v̂j = v̂[0]j−m+ωjnv̂[1]j−m =
v̂
[0]
j−m + ω
j−m
n v̂
[1]
j−m, or le nombre ω
j−m
n v̂
[1]
j−m est de´ja` calcule´, donc pour m ≤ j ≤
n− 1 il suffit de faire une addition. Si c(n) est le nombre d’ope´rations arithme´tiques
ne´cessaires pour calculer la transformation de Fourier d’un vecteur de taille n, alors
c (n) = 2c (n/2) + 3n/2
Par re´currence et en remarquant que c(1) ne demande aucune ope´ration, on a donc
c(n) =
3
2
nlogn.
A.6 DCT
La Transforme´e en cosinus discre`te, DCT (Discrete Cosine Transform), est une
transformation proche de la transforme´e de Fourier discre`te (DFT). Le noyau de
projection est un cosinus et ge´ne`re donc des coefficients re´els, contrairement a` la
DFT, dont le noyau est une exponentielle complexe et qui ge´ne`re donc des coefficients
complexes. On peut cependant exprimer la DCT en fonction de la DFT, qui est alors
applique´e sur le signal syme´trise´. Voir [33] pour une histoire plus de´taille´e sur la DCT.
La variante la plus courante de la transforme´e en cosinus discret est la DCT type-
II, souvent simplement appele´e ”la DCT”. Son inverse, qui correspond au type-III est
souvent simplement appele´e ”IDCT”.
La DCT est une fonction line´aire inversible RN −→ RN ou de manie`re e´quivalente
une matrice carre´e N ×N inversible. Il existe plusieurs le´ge`res variantes de la DCT.
Voici les quatre types les plus connus.
A.6.1 DCT-I
Xk =
1
2
(
x0 + (−1)k xN−1
)
+
N−2∑
n=1
xn cos
[
pi
N − 1nk
]
On peut rendre cette transforme´e orthogonale (a` une constante multiplicative pre`s)
en multipliant x0 et xN−1 par
√
2 et re´ciproquement X0 et XN−1 par 1/
√
2. Cette
normalisation casse toutefois la correspondance avec une DFT.
On peut noter que la DCT-I n’est pas de´finie pour N ≤ 2, contrairement aux
autres types qui sont de´finis pour tout N positif.
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A.6.2 DCT-II
Xk =
N−1∑
n=0
xn cos
[
pi
N
n
(
k +
1
2
)]
Cette variante DCT est la plus courante et la plus utilise´e. Elle est ge´ne´ralement
simplement appele´e ”la DCT”. De la meˆme manie`re que pour la DCT-I, on peut
rendre cette transformation orthogonale en multipliant X0 par 1/
√
2. Cette forme
normalise´e est tre`s utilise´e en pratique mais casse la correspondance avec la DFT.
A.6.3 DCT-III
Xk =
1
2
x0 +
N−1∑
n=1
xn cos
[
pi
N
(
n+
1
2
)
k
]
La DCT-III est la transforme´e inverse de la DCT-II. Elle est plus connue sous le
nom de ”DCT Inverse” et son acronyme (anglais) ”IDCT”.
De la meˆme manie`re que pour la DCT-I, on peut rendre cette transformation
orthogonale en multipliant X0 par 1/
√
2. Cette forme normalise´e est tre`s utilise´e en
pratique mais casse la correspondance avec la DFT.
A.6.4 DCT-IV
Xk =
N−1∑
n=0
xn cos
[
pi
N
(
n+
1
2
)(
k +
1
2
)]
.
La DCT-IV est une matrice orthogonale.
A.5.5 Applications
1. La DCT, et en particulier la DCT-II est tre`s utilise´e en traitement du signal
et de l’image, et spe´cialement en compression. La DCT posse`de en effet une
excellente proprie´te´ de ”regroupement” de l’e´nergie : l’information est essentiel-
lement porte´e par les coefficients basses fre´quences. Pour les images naturelles,
la DCT est la transformation qui se rapproche le plus de la transforme´e de
Karhunen-Loe`ve qui fournit une de´corre´lation optimale des coefficients pour
un signal markovien. En pratique, les proce´de´s de compression font donc l’hy-
pothe`se qu’une image naturelle peut eˆtre mode´lise´e comme la re´alisation d’un
processus markovien et approximent la transforme´e de Karhunen-Loe`ve, trop
complexe en calcul et de´pendante des donne´es, par une DCT. Seuls un petit
nombre de coefficients sont non-nuls, et peuvent eˆtre utilise´s pour reconstruire
l’image par transforme´e inverse (IDCT) lors de la de´compression. Le gain en
termes de compression vient de la suppression des coefficients nuls ou proches
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de ze´ro. Ce genre de me´canisme est utilise´ dans les standards JPEG et MPEG,
qui utilisent une DCT 2D sur des blocs de pixels de taille 8×8 (pour des raisons
de complexite´).
2. Les formats de compression de son avec perte AAC, Vorbis et MP3 utilisent une
version modifie´e de cette technique, la transforme´e en cosinus discre`te modifie´e,
TCDM (MDCT en anglais).
3. La DCT est aussi employe´e pour la re´solution de syste`mes d’e´quations diffe´rentielles
par des me´thodes spectrales.
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Annexe B : Codes Matlab
Nous pre´sentons, dans les pages qui suivent, les codes Matlab des algorithmes
expe´rimente´s. Ces programmes et la liste des matrices de Hankel ”exacte”, construite
au moyen d’un fichier Maple re´cupe´re´ de Diaz-Toca [20] sont te´le´chargables et utili-
sables librement via le lien suivant http ://sbelhaj.mac125.net.
B.1 Les programmes communs
B.1.1 DCT-II
function y = dct2(x)
n = length(x) ;
y(2 :2 :2*n,1) = x ;
y = [y ; zeros(2*n,1)] ;
y = real( fft(y) ) ;
y = y(1 :n) ;
B.1.2 Calcul du rang approche´
function [k] = e rank(B,epselon)
n=length(B) ;
s v d=svd(B) ;
i=0 ;
k=0 ;
while (i<length(s v d))
if (s v d(i+1)>4*n*epselon)
k=k+1 ;
end
i=i+1 ;
end
B.1.3 Compteur des blocs
function r = count(S,epselon)
r=0 ;
for k=1 :length(S)
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if((abs(real(S(k)))<=epselon)&&(abs(real(S(k)))>=0)&&(abs(imag(S(k)))<=epselon)&&(abs(imag(S(k)))>=0))
r=r+1 ;
else
break ;
end
end
if (r>=length(S))
r=(length(S)-1)/2 ;
end
B.1.4 Compteur des blocs via SVD
function [p] = countBlocks(B,epselon)
n=length(B) ;
p=0 ;
for i=1 :n
p=p+1 ;
if (e rank(B(1 :i,1 :i),epselon) < length(B(1 :i,1 :i)))
else
break ;
end
B.1.5 Construction d’une matrice de Hankel via deux po-
lynoˆmes
function [H] = POLYtoHANKEL(U,V)
n=length(U) ;
m=length(V) ;
V=[V zeros(1,n-m-1)] ;
U0=U(1) ;
U=U(2 :n) ;
n=length(U) ;
H=zeros(1,2*n-1) ;
H(1)=V(n)/U(n) ;
for i = 2 :n
H(i)=(V(n-i+1)-H(1 :i-1)*U(n-i+1 :n-1).’)/U(n) ;
end
U=[U0 U] ;
for i = 1 :n-1
H(n+i)=-(H(i :i+n-1)*U(1 :n).’)/U(n+1) ;
end
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B.1.6 Construction d’une matrice de Be´zout via deux po-
lynoˆmes
function [B] = POLYtoBEZOUT(U,V)
H=POLYtoHANKEL(U,V) ;
m=length(H) ;
n=(m+1)/2 ;
c=H(1 :n) ;
r=H(n :m) ;
H=Hankel(c,r) ;
c=U(2 :n+1) ;
Bu1=Hankel(c) ;
J=hankel([zeros(1,n-1) 1]) ;
B=Bu1*H*Bu1 ;
B=J*B*J ;
B.1.7 Transformation de deux polynoˆmes en une matrice de
Hankel
function [V] = HANKELtoPOLY(U,H)
n=length(U) ;
U0=U(1) ;
U=U(2 :n) ;
n=length(U) ;
J=hankel([zeros(1,n-1) 1]) ;
U=J*U’ ;
V=(J*tril(toeplitz(H(1,1 :n)))*U).’ ;
B.1.8 Transformation de deux polynoˆmes en une matrice de
Be´zout
function [V] = BEZOUTtoPOLY(U,B)
n=length(U) ;
c=U(2 :n) ;
Bu1=Hankel(c) ;
J=hankel([zeros(1,length(B)-1) 1]) ;
H=inv(Bu1)*J*B*J*inv(Bu1) ;
V = HANKELtoPOLY(U,H) ;
V=V(1 :length(V)-count(H(1, :),1e-6)) ;
B.1.9 Euclide de deux polynoˆmes
function [Mq,Mr,q,r 1] = euclide(U,V,epselon)
n=length(U) ;
m=length(V) ;
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JU=hankel([zeros(1,n-1) 1]) ;
U=U*JU
JV=hankel([zeros(1,m-1) 1]) ;
V=V*JV
temp=0 ;
temp2=0 ;
r=0 ;
i=1 ;
Mq=zeros(n) ;
Mr=zeros(n) ;
while (temp2==0)
r 1=r ;
[q,r]=deconv(U,V) ;
temp=V ;
c=0 ;
for j=1 :length(r)
if (r(j)>=-epselon && r(j)<=epselon)
c=c+1 ;
end
end
if (c==length(r))
temp2=1 ;
break ;
else
temp2=0 ;
end
if(length(q)>length(V))
V=[zeros(1,length(q)-length(V)) V] ;
else
if (length(q)<length(V))
q=[zeros(1,length(V)-length(q)) q] ;
end
end
r=[zeros(1,length(V)+length(q)-1-length(r)) r] ;
U=temp ;
U=U(count(U,epselon)+1 :length(U)) ;
q=q(count(q,epselon)+1 :length(q)) ;
r=r(count(r,epselon)+1 :length(r)) ;
V=r ;
Mq(i,1 :n) = [Mq(i,1 :n-length(q)) q] ;
Mr(i,1 :n) = [Mr(i,1 :n-length(r)) r] ;
i=i+1 ;
end
end
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B.2 Les programmes d’inversion de matrices supe´rieures
de Toeplitz
B.2.1 Inversion via FFT Division
function u = div fft(f,g)
n=length(f) ;
m=length(g) ;
k=n-m+1 ; % length of u=f/g
least c m=lcm(n,m) ;
f pad=[zeros(1,least c m-n) f] ;
g pad=[zeros(1,least c m-m) g] ;
threshold=1e-10 ;
ff=fft(f pad) ;
gg=fft(g pad) ;
if min(abs(gg))<threshold
u=lsdiv(f,g) ;
else
uu=ff./gg ;
uuu=ifft(uu) ;
u=zeros(1,k) ;
u(k)=uuu(1) ;
u(1 :k-1)=uuu(least c m-k+2 :least c m) ;
end
B.2.2 Inversion via Least Square Division
function u = lsdiv(f,g)
n=length(f)-1 ;
m=length(g)-1 ;
k=n-m ;
g=fliplr(g).’ ;
f=fliplr(f).’ ;
C=zeros(n+1,k+1) ;
for i=1 :k+1
C(i :i+m,i)=g ;
end
u=fliplr(lsqr(C,f,1e-10,50).’) ;
B.2.3 Inversion via substitution
function x = recurrent(a)
n = length(a) ;
x = zeros(n,1) ;
x(1) = 1/a(1) ;
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for i = 2 :n
x(i :n) = x(i :n) + x(i-1)*a(2 :n-i+2) ;
x(i) = -x(i)/a(1) ;
end
B.2.4 Inversion via interpolation
function f = interpolation(a,x)
n = length(a) ;
t = zeros(2*n,1) ;
t(1 :n) = a.*x ;
t = fft(t) ;
b = t(1 :n) ;
c = real(b) ; d = imag(b) ;
e = B./(B.ˆ2+d.ˆ2) ;
f = dct2(e)/sqrt(n/2) ;
f(1) = f(1) /sqrt(2) ;
B.2.5 Inversion via Bini
function b = bini(a,d)
n = length(a) ;
D = d.ˆ(0 :n-1) ;
D = D’ ;
a = a.*D ;
b = fft(a) ;
b = 1./b ;
b = ifft(b) ;
b = b./D ;
B.3 Les programmes de factorisation de matrices de
Hankel
B.3.1 Re´duction de la matrice de Hankel re´elle via Toeplitz
function [n,p,D,H,tprim,hprim] = reductionViaToeplitz Bini(S,epselon)
N=length(S) ;
p=count(S,epselon)+1 ;
n=(N+1)/2 ;
c=S(1 :n) ;
r=S(n :N) ;
H=Hankel(c,r) ;
T=triu(Toeplitz(S(p :N))) ;
B=bini([S(p :N) zeros(1,(N-p+1))]’,(1.0e-10)ˆ(1/(n))) ;
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t=triu(Toeplitz(S(p :n+p-1))) ;
b=real(B(1 :n)) ;
tprim=triu(Toeplitz(b)) ;
hprim=tprim’*H*tprim ;
D=[hprim(1 :p,1 :p),zeros(p,n-p) ;zeros(n-p,p),eye(n-p)] ;
B.3.2 Re´duction de la matrice de Hankel complexe via Toe-
plitz
function [n,p,D,H,tprim,hprim] = reductionViaToeplitz recurrent(S,epselon)
p=count(S,epselon)+1 ;
n=(N+1)/2 ;
c=S(1 :n) ;
r=S(n :N) ;
H=Hankel(c,r) ;
t=recurrent(S(p :n+p-1).’) ;
tprim=triu(Toeplitz(t)) ;
hprim=tprim.’*H*tprim ;
D=[hprim(1 :p,1 :p),zeros(p,n-p) ;zeros(n-p,p),eye(n-p)] ;
B.3.3 Re´duction de la matrice de Hankel re´elle via Schur
function [n,p,A11,A21,A22,L,S,liste] = SchurComplement Bini(A,epselon)
n=length(A) ;
liste=A(1,1 :n) ;
p=count(liste,epselon)+1 ;
A11=A(1 :p,1 :p) ;
J=hankel([zeros(1,p-1) 1]) ;
T11=J*A11 ;
B=bini([T11(1,1 :p) zeros(1,p*p)]’,(0.5e-8)ˆ(1/(p))) ;
b=real(B(1 :p)) ;
invT11=triu(Toeplitz(b)) ;
invH11Bini=invT11*J ;
x=[zeros(1,p-1) A11(p,1)]’ ;
y=A11(p,1 :p) ;
A11exact=hankel(x,y) ;
A21=A(p+1 :n,1 :p) ;
A22=A(p+1 :n,p+1 :n) ;
L11=eye(p,p) ;
L21=A21*invA11exact ;
L12=zeros(p,n-p) ;
L22=eye(n-p,n-p) ;
S=A22-A21*invA11exact*A21’ ;
A11=[A(1 :p,1 :p),zeros(p,n-p) ;zeros(n-p,p),eye(n-p)] ;
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L=[L11,L12 ;L21,L22] ;
invL=[L11,L12 ;-L21,L22] ;
B.3.4 Re´duction de la matrice de Hankel complexe via Schur
function [n,p,A11,A21,A22,L,S,liste] = SchurComplement recurrent(A,epselon)
n=length(A) ;
liste=A(1,1 :n) ;
p=count complexe(liste,epselon)+1 ;
A11=A(1 :p,1 :p) ;
J=hankel([zeros(1,p-1) 1]) ;
T11=J*A11 ;
t=recurrent(T11(1,1 :p).’) ;
invT11=triu(Toeplitz(t)) ;
x=[zeros(1,p-1) A11(p,1)].’ ;
y=A11(p,1 :p) ;
A11exact=hankel(x,y) ;
invA11exact=invT11*J ;
A21=A(p+1 :n,1 :p) ;
A22=A(p+1 :n,p+1 :n) ;
L11=eye(p,p) ;
L21=A21*invA11exact ;
L12=zeros(p,n-p) ;
L22=eye(n-p,n-p) ;
S=A22-A21*invA11exact*A21.’ ;
A11=[A(1 :p,1 :p),zeros(p,n-p) ;zeros(n-p,p),eye(n-p)] ;
L=[L11,L12 ;L21,L22] ;
invL=[L11,L12 ;-L21,L22] ;
B.3.5 Diagonalisation par blocs de Hankel-re´elle via Toeplitz
function [A,D] = BlockDiagoHankel new(S,epselon)
p=count(S,epselon)+1 ;
N=(length(S)+1)/2 ;
m=length(S) ;
n=(m+1)/2 ;
S=S ;
X=eye(N) ;
DBlock=eye(N) ;
while (length(S)>=3)
[n,p,D,H,tprim,hprim] = reductionViaToeplitz Bini(S,epselon)
if(length(tprim)<N)
tprim=[eye(N-length(tprim)),zeros(N-length(tprim),length(tprim)) ; zeros(length(tprim),N-length(tprim)),tprim] ;
end
if (length(D)>=1)&&(length(D)<N)
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D=[eye(N-length(D)),zeros(N-length(D),length(D)) ; zeros(length(D),N-length(D)),D] ;
end
if(n==p)
D=[eye(N-length(H)),zeros(N-length(H),length(H)) ; zeros(length(H),N-length(H)),H] ;
DBlock=DBlock*D ;
break ;
else
if(n<p)
sprintf(’%s’,’Veillez changer la tole´rance’) ;
break ;
else
S=[hprim(p+1,p+1 :n) hprim(n,p+2 :n)] ;
end
end
X=X*tprim ;
DBlock=DBlock*D ;
end
A=X ;
D=DBlock ;
B.3.6 Diagonalisation par blocs de Hankel-complexe via Toe-
plitz
function [A,D] = BlockDiagoHankel complexe(S,epselon)
p=count(S,epselon)+1 ;
N=(length(S)+1)/2 ;
m=length(S) ;
n=(m+1)/2 ;
S=S ;
X=eye(N) ;
DBlock=eye(N) ;
while (length(S)>=2)
[n,p,D,H,tprim,hprim] = reductionViaToeplitz complexe(S,epselon) ;
if(length(tprim)<N)
tprim=[eye(N-length(tprim)),zeros(N-length(tprim),length(tprim)) ; zeros(length(tprim),N-length(tprim)),tprim] ;
end
if (length(D)>=1)&&(length(D)<N)
D=[eye(N-length(D)),zeros(N-length(D),length(D)) ; zeros(length(D),N-length(D)),D] ;
end
if(n==p)
D=[eye(N-length(H)),zeros(N-length(H),length(H)) ; zeros(length(H),N-length(H)),H] ;
DBlock=DBlock*D ;
break ;
else
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if(n<p)
sprintf(’%s’,’Changer la tolerance’) ;
break ;
else
S=[hprim(p+1,p+1 :n) hprim(n,p+2 :n)] ;
end
end
X=X*tprim ;
DBlock=DBlock*D ;
end
A=X ;
D=DBlock ;
B.3.7 Diagonalisation par blocs de Hankel-re´elle via Schur
function [A,D] = BlockDiagoHankel Schur Bini(S,epselon)
p=count(S,epselon)+1 ;
M=length(S) ;
N=(length(S)+1)/2 ;
n=(M+1)/2 ;
c=S(1 :n) ;
r=S(n :M) ;
A=Hankel(c,r) ;
S=A ;
liste=S ;
X=eye(N) ;
DBlock=eye(N) ;
while (length(liste)>=2)
[n,p,A11,A21,A22,L,S,liste] = SchurComplement Bini(S,epselon) ;
if(length(L)<N)
L=[eye(N-length(L)),zeros(N-length(L),length(L)) ; zeros(length(L),N-length(L)),L] ;
else
L=L ;
end
if (length(A11)>=1)&&(length(A11)<N)
A11=[eye(N-length(A11)),zeros(N-length(A11),length(A11)) ; zeros(length(A11),N-length(A11)),A11] ;
end
X=X*L ;
DBlock=DBlock*A11 ;
if(n==p)
A11=[eye(N-length(A22)),zeros(N-length(A22),length(A22)) ; zeros(length(A22),N-length(A22)),A22] ;
DBlock=DBlock*A11 ;
break ;
end
end
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A=X ;
D=DBlock ;
B.3.8 Diagonalisation par blocs de Hankel-complexe via Schur
function [A,D] = BlockDiagoHankel Schur complexe(S,epselon)
p=count complexe(S,epselon)+1 ;
M=length(S) ;
N=(length(S)+1)/2 ;
n=(M+1)/2 ;
c=S(1 :n) ;
r=S(n :M) ;
A=Hankel(c,r) ;
S=A ;
liste=S ;
X=eye(N) ;
DBlock=eye(N) ;
while (length(liste)>=2)
[n,p,A11,A21,A22,L,S,liste] = SchurComplement recurrent(S,epselon) ;
if(length(L)<N)
L=[eye(N-length(L)),zeros(N-length(L),length(L)) ; zeros(length(L),N-length(L)),L] ;
else
L=L ;
end
if (length(A11)>=1)&&(length(A11)<N)
A11=[eye(N-length(A11)),zeros(N-length(A11),length(A11)) ; zeros(length(A11),N-length(A11)),A11] ;
end
X=X*L ;
DBlock=DBlock*A11 ;
if(n==p)
A11=[eye(N-length(A22)),zeros(N-length(A22),length(A22)) ; zeros(length(A22),N-length(A22)),A22] ;
DBlock=DBlock*A11 ;
break ;
end
end
A=X ;
D=DBlock ;
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Résumé 
 
Dans cette thèse, nous visons l’amélioration de quelques algorithmes en algèbre matricielle 
rapide et plus spécifiquement les algorithmes rapides sur les matrices structurées en calcul 
formel et numérique. Nous nous intéressons en particulier aux matrices de Hankel et de 
Toeplitz. Nous introduisons un nouvel algorithme de diagonalisation par blocs approchée de 
matrices réelles de Hankel. Nous décrivons la relation naturelle entre l'algorithme d'Euclide et 
notre factorisation par blocs approchée pour les matrices de Hankel associées à deux 
polynômes, ainsi que pour les matrices de Bézout associées aux mêmes polynômes. Enfin, 
dans le cas complexe, nous présentons un algorithme révisé de notre diagonalisation par blocs 
approchée des matrices de Hankel, en calculant la suite des restes et la suite des quotients 
apparues au cours de l’exécution de l’algorithme d’Euclide. 
 
Mots clés : matrice de Toeplitz, matrice de Hankel, matrice de Bézout, complément de 
Schur, diagonalisation par blocs, Algorithme d’Euclide 
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Abstract 
 
We introduce a new algorithm for the approximate block factorization of real Hankel 
matrices. We then describe the natural relationship between the Euclidean algorithm and our 
approximate block factorization, not only for Hankel matrices associated to two polynomials 
but also for Bézout matrices associated to the same polynomials. Finally, in the complex case, 
we present a revised algorithm for our approximate block factorization of Hankel matrices by 
calculating the approximate polynomial quotients and remainders appearing in the Euclidean 
algorithm. 
 
Keywords : Toeplitz matrix, Hankel matrix, Bézout matrix, Schur complementation, 
block factorization, Euclidean Algorithm 
