Abstract. Much attention has been paid in the literature to total-variation-diminishing (TVD) numerical processes in the solution of nonlinear hyperbolic differential equations. For special RungeKutta methods, conditions on the stepsize were derived that are sufficient for the TVD property; see, e.g., Shu and Osher [J. Comput. Phys., 77 (1988), pp. 439-471] and Gottlieb and Shu [Math. Comp., 67 (1998), pp. 73-85]. Various basic questions are still open regarding the following issues: 1. the extension of the above conditions to more general Runge-Kutta methods; 2. simple restrictions on the stepsize which are not only sufficient but at the same time necessary for the TVD property; and 3. the determination of optimal Runge-Kutta methods with the TVD property.
1. Introduction.
1.1. The purpose of the paper. In this paper we shall address some natural questions arising in the numerical solution of certain partial differential equations (PDEs). In order to formulate these questions, we consider an initial value problem for a system of ordinary differential equations (ODEs) of the form d dt U (t) = F (U (t)) (t ≥ 0), U (0) = u 0 . (1.1)
We assume that (1.1) results from an application of the method of lines to a Cauchy problem for a PDE of the form ∂ ∂t u(x, t) + ∂ ∂x f (u(x, t)) = 0 (t ≥ 0, −∞ < x < ∞).
Here f stands for a given (possibly nonlinear) scalar function, so that the PDE is a simple instance of a conservation law; cf., e.g., Kröner (1997) and LeVeque (2002) . The solution U (t) to (1.1) stands for a (time dependent) vector in R ∞ = {y : y = (. . . , η −1 , η 0 , η 1 , . . .) with η j ∈ R for j = 0, ±1, ±2, . . .}. The components U j (t) of U (t) are to approximate the desired true solution values u(j∆x, t) (or cell averages thereof); here ∆x denotes a (positive) mesh-width. Furthermore, F stands for a function from R ∞ into R ∞ ; it depends on the given function f as well as on the process of semidiscretization being used. Finally, u 0 ∈ R ∞ depends on the initial data of the original Cauchy problem.
Any Runge-Kutta method, when applied to problem (1.1), yields approximations u n to U (n∆t), where ∆t > 0 denotes the time step and n = 1, 2, 3, . . . . Since d dt U (t) = F (U (t)) stands for a semidiscrete version of a conservation law, it is desirable that the (fully discrete) process be total-variation-diminishing (TVD) in the sense that u n T V ≤ u n−1 T V ; (1.2) here the function . T V is defined by y T V = +∞ j=−∞ |η j − η j−1 | (for y ∈ R ∞ with components η j ).
For an explanation of the importance of the TVD property, particularly in the numerical solution of nonlinear conservation laws, see, e.g., Harten (1983) , Laney (1998) , Toro (1999) , LeVeque (2002) , and Hundsdorfer and Verwer (2003) . By Shu and Osher (1988) (see also, e.g., Gottlieb, Shu, and Tadmor (2001) and Shu (2002) ) a simple but very useful approach was described for obtaining (high order) Runge-Kutta methods leading to TVD numerical processes. They considered explicit m-stage Runge-Kutta methods, written in the special form y 1 = u n−1 ,
[λ ij y j + ∆t · µ ij F (y j )] (2 ≤ i ≤ m + 1), (1.3) u n = y m+1 .
Here λ ij , µ ij are real coefficients specifying the Runge-Kutta method, and y i are intermediate vectors in R ∞ , depending on u n−1 , used for computing u n (for n = 1, 2, 3, . . .). Theorem 1.1 will state one of the conclusions formulated in the three papers just mentioned. It applies to the situation where the semidiscretization of the conservation law has been carried out in such a manner that the forward Euler method, applied to d dt U (t) = F (U (t)), yields a fully discrete process which is TVD, when the stepsize ∆t is suitably restricted, i.e., v + ∆t F (v) T V ≤ v T V (whenever 0 < ∆t ≤ τ 0 and v ∈ R ∞ ). (1.4) Furthermore, in the theorem it is assumed that λ i1 + λ i2 + · · · + λ i,i−1 = 1 (2 ≤ i ≤ m + 1), (1.5a) λ ij ≥ 0, µ ij ≥ 0 (1 ≤ j < i ≤ m + 1), (1.5b) and the following notation is used: c ij = λ ij /µ ij (for µ ij = 0), c ij = ∞ (for µ ij = 0), (1.6a) c = min i,j c ij . (1.6b) Theorem 1.1 (Shu and Osher) . Assume (1.5), and let c be defined by (1.6). Suppose (1.4) holds, and 0 < ∆t ≤ c · τ 0 .
(1.7)
Then process (1.3) is TVD; i.e., (1.2) holds whenever u n is computed from u n−1 according to (1.3).
It was remarked, notably in Shu and Osher (1988) and Gottlieb, Shu, and Tadmor (2001) , that, under the assumptions (1.5), (1.6), the above theorem can be generalized. Let V be an arbitrary linear subspace of R ∞ and let . denote any corresponding seminorm (i.e., u + v ≤ u + v and λv = |λ| · v for all λ ∈ R and u, v ∈ V). A straightforward generalized version of Theorem 1.1 says that if F : V → V and v + ∆tF (v) ≤ v (whenever 0 < ∆t ≤ τ 0 and v ∈ V), (1.8) then (1.7) still implies that u n ≤ u n−1 , (1.9) when u n is computed from u n−1 ∈ V according to (1.3). In the last mentioned paper, time discretization methods for which a positive constant c exists such that (1.7), (1.8) always imply (1.9) were called strong-stability-preserving (SSP). Property (1.9) is important, also with seminorms different from . T V , and also when solving certain differential equations different from conservation laws-see, e.g., Dekker and Verwer (1984) , LeVeque (2002) , and Hundsdorfer and Verwer (2003) .
Clearly, it would be awkward if the factor c, defined in (1.6), would be so small that (1.7) would reduce to a stepsize restriction which is too severe for any practical purposes-in fact, the less restrictions on ∆t, the better. One might thus be tempted to take the magnitude of c into account when comparing the effectiveness of different Runge-Kutta processes (1.3), (1.5) to each other. However, it is evident that such a use of c, defined by (1.6), could be quite misleading if, for a given process (1.3), (1.5), the conclusion in Theorem 1.1 would also be valid with some factor c which is (much) larger than the one given by (1.6).
For any given method (1.3) satisfying (1.5), the question thus arises what is the largest factor c, not necessarily defined via (1.6), such that the conclusion in Theorem 1.1 is still valid. Moreover, a second question is of whether there exists a positive constant c such that (1.4), (1.7) imply (1.2), also for methods (1.3) satisfying (1.5a) but violating (1.5b). Two analogous questions arise in connection with the generalized version of Theorem 1.1, related to the SSP property, mentioned above.
The purpose of this paper is to propose a general theory which allows us to answer the above questions, as well as related ones.
1.2. Outline of the rest of the paper. In section 2 we present our general theory, just mentioned at the end of section 1.1. Section 2.1 contains notations and definitions which are basic for the rest of our paper. We review here the concept of monotonicity, which generalizes the TVD-property (1.2) in the context of arbitrary vector spaces V, with seminorms . , and of general Runge-Kutta schemes (A, b). Furthermore, we introduce the notion of a stepsize-coefficient for monotonicity, which formalizes and generalizes the property of the coefficient c as stated in Theorem 1.1. In section 2.2 we recall the concept of irreducibility for general Runge-Kutta schemes (A, b), and we review the crucial quantity R(A, b), introduced by Kraaijevanger (1991) . In section 2.3 we present (without proof) our main result, Theorem 2.5. This theorem can be regarded as a variant to a theorem, on contractivity of Runge-Kutta methods, of Kraaijevanger (1991) . Theorem 2.5 is relevant to arbitrary irreducible RungeKutta schemes (A, b); it tell us that, in the important situations specified by (2.9), (2.10), (2.11), respectively, the largest stepsize-coefficient for monotonicity is equal to R(A, b).
In section 3 we apply Theorem 2.5 to a generalized version of process (1.3). After the introductory section 3.1, we clarify in the sections 3.2 and 3.3, respectively, the questions raised at the end of section 1.1 regarding the TVD and SSP properties of process (1.3). Section 3.4 gives two examples illustrating the superiority of the quantity R(A, b) (to the factor c, given by (1.6)) as a guide to stepsize restrictions for the TVD and SSP properties.
Section 4 is mainly devoted to explicit Runge-Kutta schemes which are optimal, in the sense of their stepsize-coefficients for monotonicity. After the introductory section 4.1, we review, in section 4.2, conclusions of Kraaijevanger (1991) regarding the optimization of R(A, b), in various classes of explicit Runge-Kutta schemes (A, b). Combining these conclusions and our Theorem 2.5, we are able to extend and shed new light on (recent) results in the literature about the optimization of c defined by (1.6). In section 4.3 we describe an algorithm for computing R(A, b), which may be useful in determining further optimal Runge-Kutta methods. Section 4.4 contains a brief discussion of a few important related issues.
In order to look at our main result in the right theoretical perspective, we give in the final section, section 5, not only the formal proof of Theorem 2.5, but we present a short account of related material from Kraaijevanger (1991) as well. In section 5.1 we review Kraaijevanger's theorem mentioned above, and we compare it with our Theorem 2.5. In section 5.2 we give the proof of our main result.
We have framed our paper purposefully in the way just described: the reader who is primarily interested in our Theorem 2.5 and its applications (rather than in the underlying theory) will not be hampered by unnecessary digressions when reading sections 2, 3, and 4.
2. A general theory for monotonic Runge-Kutta processes.
2.1. Stepsize-coefficients for monotonicity in a general context. We want to study properties like (1.2) and (1.9) in a general setting. For that reason, we assume that V is an arbitrary real vector space, and that F (v) is a given function, defined for all v ∈ V, with values in V. We consider a formal generalization of (1.1),
where u 0 and U (t) stand for vectors in V.
The general Runge-Kutta method with m stages, (formally) applied to the abstract problem (2.1), provides us with vectors u 1 , u 2 , u 3 , . . . in V (see, e.g., Dekker and Verwer (1984) , Butcher (1987) , and Hairer and Wanner (1996) ). Here u n is related to u n−1 by the formula
where the vectors y j in V satisfy
In these formulas, ∆t > 0 denotes the stepsize and b j , a ij are real parameters, specifying the Runge-Kutta method. We always assume that Let . denote an arbitrary seminorm on V (i.e., u + v ≤ u + v and λv = |λ| · v for all real λ and u, v ∈ V). The following inequality generalizes (1.2) and (1.9):
We shall say that the Runge-Kutta method is monotonic (for the stepsize ∆t, function F , and seminorm . ) if (2.3) holds whenever the vectors u n−1 and u n in V are related to each other as in (2.2). Our use of the term "monotonic" is nicely in agreement with earlier use of this term, e.g., by Burrage and Butcher (1980) , Dekker and Verwer (1984, p. 263) , Spijker (1986) , Butcher (1987, p. 392) , and Hundsdorfer, Ruuth, and Spiteri (2003) . Property (2.3) is related to what sometimes is called practical stability or strong stability; see, e.g., Morton (1980) and Gottlieb, Shu, and Tadmor (2001) .
In order to study stepsize restrictions for monotonicity, we start from a given stepsize τ 0 ∈ (0, ∞). We shall deal with the situation where F is a function from V into V, satisfying
The last inequality implies, for 0 < ∆t
Consequently, (2.4) is equivalent to the following generalized version of (1.4) and (1.8):
Let a Runge-Kutta method (A, b) be given. We shall study monotonicity of the method under arbitrary stepsize restrictions of the form
Definition 2.1 (stepsize-coefficient for monotonicity). A value c ∈ (0, ∞] is called a stepsize-coefficient for monotonicity (with respect to V and . ) if the RungeKutta method is monotonic, as in (2.3), whenever F is a function from V to V satisfying (2.4), and ∆t is a (finite) stepsize satisfying (2.5).
It is easily verified that this definition is independent of the above value τ 0 : if c is a stepsize-coefficient for monotonicity, with respect to V and . , using one particular value τ 0 > 0, then c will have the same property when using any other value, say τ
The concept of a stepsize-coefficient as introduced in the above definition, corresponds to what is sometimes called a CFL coefficient in the context of discretizations for hyperbolic problems; see, e.g., Gottlieb and Shu (1998) and Shu (2002) .
In subsection 2.3 we shall give maximal stepsize-coefficients for monotonicity with respect to various spaces V and seminorms . .
Irreducible
Runge-Kutta schemes and the quantity R(A, b). In this subsection we give some definitions which will be needed when we formulate our results, in subsection 2.3, about maximal stepsize-coefficients c. We start with the fundamental concepts of reducibility and irreducibility. (i) There exist nonempty, disjoint index sets M, N with M ∪ N = {1, 2, . . . , m} such that b j = 0 (for j ∈ N ) and a ij = 0 (for i ∈ M , j ∈ N ); (ii) there exist nonempty, pairwise disjoint index sets M 1 , M 2 , . . . , M r , with 1 ≤ r < m and M 1 ∪ M 2 ∪ · · · ∪ M r = {1, 2, . . . , m}, such that k∈Mq a ik = k∈Mq a jk whenever 1 ≤ p ≤ r, 1 ≤ q ≤ r, and i, j ∈ M p . In case the above statement (i) is true, the vectors y j in (2.2) with j ∈ N have no influence on u n , and the Runge-Kutta method is equivalent to a method with less than m stages. Also in case of (ii), the Runge-Kutta method essentially reduces to a method with less then m stages; see, e.g., Dekker and Verwer (1984) or Hairer and Wanner (1996) . Clearly, for all practical purposes, it is enough to consider only Runge-Kutta schemes which are irreducible.
Next, we turn to a very useful characteristic quantity for Runge-Kutta schemes introduced by Kraaijevanger (1991) . Following this author, we shall denote his quantity by R(A, b), and in defining it, we shall use, for real ξ, the notations
Here −T stands for transposition after inversion, I denotes the identity matrix of order m, and e stands for the column vector in R m , all of whose components are equal to 1. We shall focus on values ξ ≤ 0 for which
The first inequality in (2.6) should be interpreted entrywise, the second and the third ones componentwise. Similarly, all inequalities for matrices and vectors occurring below are to be interpreted entrywise and componentwise, respectively. Definition 2.3 (the quantity R(A, b)). Let (A, b) be a given coefficient scheme. In case A ≥ 0 and b ≥ 0, we define R(A, b) = sup{r : r ≥ 0 and (2.6) holds for all ξ with −r ≤ ξ ≤ 0}.
In case (at least) one of the inequalities A ≥ 0, b ≥ 0 is violated, we define R(A, b) = 0. Definition 2.3 suggests that it may be difficult to determine R(A, b) for given coefficient schemes (A, b). However, in section 4 we shall see that (for explicit RungeKutta methods) a simple algorithm exists for computing R(A, b). Moreover, Kraaijevanger (1991, p. 497) For ξ close to zero, we have
From these two expressions, one easily sees that there exists a positive r, with
2 is not true, we conclude that the last inequality is equivalent to b > 0.
We note that, in Kraaijevanger (1991) , one can find various other interesting properties related to R(A, b), among them characterizations different from Definition 2.3.
2.3. Formulation of our main theorem. In this subsection we shall determine maximal stepsize-coefficients (Definition 2.1) with respect to general spaces V and seminorms . . Moreover, we shall pay special attention to the particular (semi)norms
Furthermore, for integers s ≥ 1 and vectors y ∈ R s with components η j (1 ≤ j ≤ s), we shall focus on the (semi)norms
(where s j=2 |η j − η j−1 | = 0 for s = 1). In our Theorem 2.5, the following inequality will play a prominent part:
Here is our main theorem, about stepsize-coefficients of irreducible Runge-Kutta schemes (Definitions 2.1 and 2.2).
Theorem 2.5 (relating monotonicity to R(A, b)). Consider an arbitrary irreducible Runge-Kutta scheme (A, b). Let c be a given value with 0 < c ≤ ∞. Choose one of the three (semi)norms . ∞ , . 1 , or . T V , and denote it by . . Then each of the following three statements is equivalent to (2.8).
c is a stepsize-coefficient for monotonicity, with respect to all vector spaces (2.9) V and seminorms . on V; c is a stepsize-coefficient for monotonicity, with respect to the special space (2.10) V = {y : y ∈ R ∞ and y < ∞} and seminorm . = . ;
c is a stepsize-coefficient for monotonicity, with respect to the finite (2.11) dimensional space V = R s and seminorm . = . for s = 1, 2, 3, . . . .
Clearly, (2.9) is a priori a stronger statement than (2.10) or (2.11). Accordingly, the essence of Theorem 2.5 is that the (algebraic) property (2.8) implies the (strong) statement (2.9), whereas already either of the (weaker) statements (2.10) or (2.11) implies (2.8).
The above theorem highlights the importance of Kraaijevanger's quantity R(A, b). Theorem 2.5 shows that, with respect to each of the three situations specified in (2.9), (2.10), and (2.11), the maximal stepsize-coefficient for monotonicity is equal to R(A, b).
The above theorem will be compared with a theorem on nonlinear contractivity of Kraaijevanger (1991) in section 5.1, and it will be proved in section 5.2.
3. The application of our main theorem to the questions raised in subsection 1.1.
3.1. The equivalence of (a generalized version of ) process (1.3) to method (2.2). In section 3 we study time stepping processes producing numerical approximations u n ∈ R ∞ to U (n∆t) (for n ≥ 1), where U (t) ∈ R ∞ satisfies (1.1). We focus on processes of the form
Here λ ij , µ ij are arbitrary real coefficients with
Clearly, if λ ij = µ ij = 0 (for j ≥ i), the above process reduces to algorithm (1.3). Moreover, process (3.1) is sufficiently general to also cover other algorithms, such as the one in Gottlieb, Shu, and Tadmor (2001, p. 109) , which was considered recently for solving (1.1).
In order to relate (3.1) to a Runge-Kutta method in the standard form (2.2), we define λ ij = µ ij = 0 (for i = 1 and 1 ≤ j ≤ m), and we introduce the (m + 1) × m matrices L = (λ ij ), M = (µ ij ). The m × m submatrices composed of the first m rows of L and M , respectively, will be denoted by L 0 and M 0 . Furthermore, the last rows of L and M -that is, (λ m+1,1 , . . . , λ m+1,m ) and (µ m+1,1 , . . . , µ m+1,m ), respectivelywill be denoted by
We assume that
We shall now show that the relations (3.1) imply (2.2), with matrix A = (a ij ) and column vector b = (b i ) specified by
We denote the entries of the matrix (I − L 0 ) −1 by γ ij , and note that the relations (3.1a), (3.1b) can be rewritten as
where δ jk is the Kronecker index and F k = ∆t · F (y k ). Multiplying (3.4) by γ ij and summing over j = 1, 2, . . . , m, we obtain, for 1 ≤ i ≤ m, the equality y i = (
In view of (3.2a), the first sum in the right-hand member of the last equality is equal to 1; hence (2.2b) holds with (a ij ) = (I − L 0 ) −1 M 0 . Furthermore, in view of (3.1c), we easily arrive at (2.2a) with
Similarly to the above, the relations (2.2), (3.3) can be proved to imply (3.1), so that the following conclusion is valid.
Lemma 3.1. Let λ ij and µ ij be given coefficients satisfying (3.2a), (3.2b), (3.2c). Define the Runge-Kutta scheme (A, b) by (3.3). Then the relations (3.1) are equivalent to (2.2).
In the following subsections, we shall use this lemma for relating the monotonicity properties of process (3.1) to those of the corresponding Runge-Kutta scheme (A, b) given by (3.3).
3.2. The total-variation-diminishing property of process (3.1). Our following Theorem 3.2 gives a stepsize restriction guaranteeing the TVD-property for the general process (3.1). Since (3.1) is more general than process (1.3), our theorem is highly relevant to (1.3). In the theorem, we shall use the notation
where . T V has the same meaning as in subsection 1.1. We shall deal with functions
and with stepsize restrictions of the form
Theorem 3.2 (optimal stepsize restriction for the TVD-property in process (3.1)). Let λ ij and µ ij be given coefficients satisfying (3.2a), (3.2b), (3.2c). Define the matrix A and the vector b by (3.3), and suppose that the coefficient scheme
, and let ∆t be a (finite) stepsize satisfying (3.6).
Then, process (3.1) is TVD; i.e., the inequality (1.2) holds whenever u n−1 , u n ∈ R ∞ T V are related to each other as in (3.1).
Proof. We apply Lemma 3.1, and consider the Runge-Kutta scheme (A, b) specified by the lemma. Next, we apply Theorem 2.5: choosing c = R(A, b), we have (2.8) so that (2.10) must be fulfilled with . = . T V . An application of Definition 2.1 completes the proof of the theorem.
Remark 3.3. The above theorem has a wider scope than Theorem 1.1. The class of numerical methods (3.1) satisfying (3.2a), (3.2b), (3.2c) encompasses all processes (1.3) satisfying (1.5a), as well as other (implicit) procedures. Specifically, unlike Theorem 1.1, the above Theorem 3.2 is relevant to processes (1.3) satisfying (1.5a) but violating (1.5b)-see Example 3.7 in subsection 3.4 for an illustration.
Remark 3.4. The above theorem, when applied to any process (1.3) satisfying (1.5a), (1.5b), gives a stronger conclusion than Theorem 1.1. By Theorem 2.5, property (2.10) with . = . T V implies inequality (2.8). Therefore the coefficient c, given by Theorem 1.1, satisfies c ≤ R (A, b) ; this means that the stepsize restriction (3.6) of Theorem 3.2 is, in general, less severe than the restriction (1.7) of Theorem 1.1-see Example 3.8 in subsection 3.4 for an illustration.
Remark 3.5. Theorem 3.2 gives a stepsize restriction which is optimal in that the conclusion of the theorem would no longer be valid if the factor R(A, b) in (3.6) would be replaced by any factor c > R (A, b) . This follows again from Theorem 2.5.
3.3. The strong-stability-preserving property of process (3.1). Let V be an arbitrary linear subspace of R ∞ , and let . denote any seminorm on V. For functions
we shall consider process (3.1) under a stepsize restriction of the form
Following the terminology of Gottlieb, Shu, and Tadmor (2001) , already reviewed in subsection 1.1, we shall say that process (3.1) is strong-stability-preserving (SSP) if a positive constant c exists (only depending on λ ij and µ ij ) such that (1.9) holds whenever (3.1), (3.7), (3.8) are fulfilled.
Theorem 3.6 (criterion for the SSP property of process (3.1)). Let λ ij and µ ij be given coefficients satisfying (3.2a), (3.2b), (3.2c). Define the matrix A and vector b by (3.3), and suppose that the coefficient scheme (A, b) is irreducible (Definition 2.2). Then process (3.1) is SSP if and only if (2.7) holds.
Proof. By Lemma 3.1 and Theorem 2.5, process (3.1) is SSP if and only if R(A, b) > 0. According to Theorem 2.4, the last inequality is equivalent to (2.7).
It is clear that the above Theorem 3.6, similarly as Theorem 3.2, is highly relevant to all numerical processes (1.3) satisfying (1.5a); see Examples 3.7 and 3.8 below for illustrations.
3.4. Illustrations to Theorems 3.2 and 3.6. We give two examples illustrating Theorems 3.2 and 3.6. Since µ 31 < 0, condition (1.5b) is violated; therefore Theorem 1.1 does not apply.
For the corresponding matrix A = (a ij ) and vector b = (b i ) (see (3.3)), we have a ij = 0 (j ≥ i), a 21 = 1, a 31 = a 32 = 1/4 and b 1 = b 2 = 1/6, b 3 = 2/3, respectively. It is very easy to see that (2.7) holds; by virtue of Theorem 3.6, the numerical process is thus SSP. Moreover, according to Kraaijevanger (1991, Theorem 9.4) , for this process we have R(A, b) = 1. By Theorem 3.2 we conclude that the process is TVD, under the assumption (3.5) if 0 < ∆t ≤ τ 0 . We note that essentially the same numerical process was presented earlier by Shu and Osher (1988) ; we shall come back to it in section 4.2 (Remark 4.4; m = p = 3).
Example 3.8. Consider process (1.3), with m = 2 and
The conditions (1.5a), (1.5b) are neatly fulfilled, but the coefficient c, defined by (1.6), is equal to 0. For the corresponding Runge-Kutta scheme (A, b), defined by (3.3), we have a ij = 0 (j ≥ i), a 21 = 1/2 and b 1 = b 2 = 1/2. Clearly, (2.7) is fulfilled, guaranteeing the SSP property (see Theorem 3.6). Moreover, according to Kraaijevanger (1991, Theorem 9 .2), we have R(A, b) = 2. Therefore, by Theorem 3.2, the numerical process is TVD, under assumption (3.5), if 0 < ∆t ≤ 2 · τ 0 . We note that the same method was presented by ; we shall come back to it in section 4.2 (Remark 4.4; m = 2, p = 1). classical) order of accuracy at least p. Considerable attention has been paid, in the literature, to identifying methods of class E m,p of the special form (1.3), (1.5) which are optimal in the sense of the coefficient c given by (1.6); see notably Shu and Osher (1988) , Gottlieb and Shu (1998) , , Shu (2002) , and . Independently of this work, Kraaijevanger (1991) dealt with the optimization, in the full class E m,p , of his quantity R(A, b). Our theory (section 2) can be used to relate his conclusions to the work just mentioned about optimization of c defined in (1.6).
Optimal
In section 4.2 we shall briefly review some of Kraaijevanger's conclusions so as to arrive at extensions and completions of the material, referred to above, on optimality in the sense of c (1.6). Furthermore, we shall consider scaled stepsize-coefficients which reflect the efficiency of the methods better than the unscaled coefficients; in Table 4 .1 we shall display optimal scaled stepsize-coefficients. Next, in section 4.3, we shall focus on an algorithm for computing R (A, b) ; the authors feel that it can be useful in (future) calculations for determining, numerically, optimal Runge-Kutta methods. Finally, in section 4.4 we touch upon a few important related issues.
Optimal methods in the class
E m,p . We start with the following fundamental lemma, which gives a simple upper bound for R(A, b) in the class E m,p .
Lemma 4.1 (Kraaijevanger (1991, p. 517) ). Let 1 ≤ p ≤ m, and consider an arbitrary Runge-Kutta method (A, b) of class E m,p . Then R(A, b) ≤ m − p + 1.
Remark 4.2. Ruuth and Spiteri (2002, Theorem 3.1) showed that, for RungeKutta methods in class E m,p of the special form (1.3), (1.5), the coefficient c defined by (1.6) satisfies c ≤ m−p+1. Clearly, a combination of the above lemma and our theory (section 2) yields an extension and improvement over the last bound on c: for any Runge-Kutta method of class E m,p , any stepsize-coefficient for monotonicity, say c ′ , and any of the situations covered by (2.9), (2.10), or (2.11), we have c ′ ≤ m − p + 1. The following theorem specifies methods (A, b) for which the upper bound R(A, b) ≤ m − p + 1 of Lemma 4.1 becomes an equality. ( 1 ≤ i ≤ 3). Remark 4.4. Essentially the same methods as specified in the above theorem, for m = p = 2 and m = p = 3, were already found by Shu and Osher (1988) in a search for methods in E m,p , of the special type (1.3), (1.5), with maximal c (defined in (1.6)); Gottlieb and Shu (1998) proved optimality for these two methods with respect to c, (1.6). In an analogous search, arrived at all other methods specified by the theorem, and proved optimality in the sense of c, (1.6). Similarly as in Remark 4.2, our theory (section 2) can be used here to conclude that all methods given in Theorem 4.3 are optimal (with respect to their stepsize-coefficients for monotonicity) in a stronger sense, and over a larger class of Runge-Kutta methods, than can be concluded from the three papers just mentioned.
Kraaijevanger ( Spijker (1983) , and our Theorem 2.5, one can conclude that R(A, b) < m − p + 1 also for all (A, b) in E m,p with p = 4, m ≥ 6. A combination of these conclusions and our theory (section 2) amounts to a far-reaching extension of related results obtained in . Kraaijevanger (1991, pp. 522-523) constructed numerically an explicit 5-stage method (A, b) of order 4, with R(A, b) ≈ 1.508. It is interesting to note that the same method was found by in a numerical search within the class of methods (1.3) satisfying (1.5). By a similar search, the last authors also found a 5-stage method of order 3 with c ≈ 2.651 (given by (1.6)). In view of Kraaijevanger (1986, Theorem 5. 3), Spijker (1983) , and our Theorem 2.5, we can conclude that this method has a value R(A, b) ≈ 2.651, and is optimal in a stronger sense and over a larger class of methods than follows from .
Clearly, when comparing two explicit Runge-Kutta methods to each other, one cannot simply say that the one with the largest value R(A, b) is the most efficient one. However, assuming that the stepsize ∆t, used for solving (1.1) over some interval [0, T ] , is governed by monotonicity (TVD) demands, it seems reasonable to use the quantity m·T /R(A, b) as a measure of the amount of computational labor of a RungeKutta method (A, b) with m stages-cf. Jeltsch and Nevanlinna (1981) , Kraaijevanger (1986) , and for related considerations. In line with the terminology in the first two of these papers, we shall refer to the ratio R(A, b)/m as a scaled stepsize-coefficient. The above mentioned measure, for the amount of computational labor, is inversely proportional to R(A, b)/m, so the scaled stepsizecoefficient is a more realistic guide than R(A, b) for comparing the efficiency of different methods to each other.
In Table 4 .1 we display scaled stepsize-coefficients of Runge-Kutta methods (A, b), which were reviewed above and are optimal in E m,p with respect to R (A, b) .
From the table, one may conclude that, for given p, it is advantageous to use optimal methods with relatively large m. Clearly, this conclusion is (only) justifiable under the above assumption about ∆t being determined by monotonicity demands. For related numerical experiments, see, e.g., Gottlieb and Shu (1998) and . is an irreducible Runge-Kutta scheme of class E m,p . The following lemma plays a fundamental role in the algorithm.
Lemma 4.5 (Kraaijevanger (1991, pp. 497-498) ). Let (A, b) be an irreducible coefficient scheme and r a positive real number. Then R(A, b) ≥ r if and only if A ≥ 0 and the conditions (2.6) are fulfilled at ξ = −r.
It was noted by Kraaijevanger (1991) that the above lemma simplifies calculating R(A, b) if A ≥ 0: for checking the conditions (2.6) on the whole of an interval [−r, 0] , it is sufficient to consider only the left endpoint ξ = −r.
Let Test1 and Test2(x) be boolean functions defined by 
Final remarks.
For completeness, we note that Gottlieb and Shu (1998) , Shu (2002) , and gave useful results regarding the optimization of c, (1.6), over classes of low-storage schemes of the (special) form (1.3), (1.5). Furthermore, Kennedy, Carpenter, and Lewis (2000) obtained interesting related results regarding the optimization of R(A, b) over general classes of low-storage schemes (A, b). Clearly, our theory (section 2) is fit to put also this work in a wider perspective.
Above, in section 4, we dealt exclusively with explicit Runge-Kutta schemes. However, in Kraaijevanger (1991) also (a few) results were obtained, regarding the size of R(A, b), relevant to implicit schemes-see below. A combination of these results with our Theorem 2.5 immediately leads to interesting conclusions about stepsizecoefficients for monotonicity.
For arbitrary (possibly implicit) schemes (A, b) of order p, the following general results were obtained in Kraaijevanger (1991, pp. 514, 516) : if p ≥ 2, then R(A, b) < ∞; and if p ≥ 7, then R(A, b) = 0. Moreover (on p. 516 of that article), a notable implicit method (A, b) was given, with a value R(A, b) exceeding the upper bound of Lemma 4.1: the method with m = 2, a 1,1 = a 1,2 = 0, a 2,1 = a 2,2 = 3/8, b 1 = 1/3, b 2 = 2/3 is of order p = 2 and has a value R(A, b) = 8/3. The last value is considerably larger than the optimal value m − p + 1 = 1, which can be achieved in E 2,2 (cf. section 4.2); but this advantage should of course be balanced against the additional amount of work per step due to the implicitness of the method.
We think that it would be very useful to perform a systematic search for implicit methods which are optimal, for given m and p, in the sense of R (A, b) . Because such a search is beyond the scope of our present work, we do not go further into this matter here.
Finally, we note that our algorithm in section 4.3 can easily be adapted so as to compute R(A, b) also for methods (A, b), of order at least 2, which are implicit: we still base the algorithm on Lemma 4.5, and (instead of using Lemma 4.1) we start with LeftExtr = ξ, where ξ is a negative value at which (2.6) is violated; in view of the bound R(A, b) < ∞, such a ξ can be found, e.g., by a simple doubling process.
5. Kraaijevanger's theory and our proof of Theorem 2.5. 5.1. A theorem of Kraaijevanger on contractivity. Kraaijevanger (1991) presented an interesting theory, relevant to method (2.2) in the situation where F is a function from R s into R s , and . is a norm on R s . The focus in his paper is on numerical processes which, for given F , . , and ∆t, are contractive in the sense that ũ n − u n ≤ ũ n−1 − u n−1 (5.1) whenever both the vectors u n−1 , u n and the vectorsũ n−1 ,ũ n are related to each other as in (2.2). Kraaijevanger studied property (5.1) for functions F satisfying
Here ρ is a positive constant; in the literature on numerical ODEs one often refers to (5.2) as a circle condition (with radius ρ) on the function F -cf. Kraaijevanger (1991) .
In order to be able to reformulate one of Kraaijevanger's main results in such a way that it can easily be compared to our Theorem 2.5, we consider stepsize-restrictions of the form
Furthermore, adapting our Definition 2.1 to the situation at hand, we arrive at the following definition.
Definition 5.1 (stepsize-coefficient for contractivity). A value c ∈ (0, ∞] is a stepsize-coefficient for contractivity (with respect to R s and . ) if the Runge-Kutta method is contractive, as in (5.1), whenever F : R s → R s satisfies (5.2) and ∆t is a (finite) stepsize satisfying (5.3).
The subsequent theorem is an easy consequence of Kraaijevanger (1991, Theorem 5.4); it relates stepsize-coefficients for contractivity to the inequality
Theorem 5.2 (relating contractivity to R (A, b) ). Consider an arbitrary irreducible Runge-Kutta scheme (A, b) . Let c be a given value with 0 < c ≤ ∞. Then both of the following statements are equivalent to (5.4):
c is a stepsize-coefficient for contractivity, with respect to R s and (5.5)
. for each s ≥ 1 and each norm . on R s ;
c is a stepsize-coefficient for contractivity, with respect to R s and (5.6) the special norm . ∞ for each s ≥ 1.
Since condition (5.2) is equivalent to requiring that the forward Euler method with stepsize τ 0 = 1/ρ is contractive, there is a close resemblance between (5.2) and (2.4) (with V = R s ). Accordingly, one might think that (part of) our Theorem 2.5 is a simple consequence of Theorem 5.2. However, the following three remarks indicate that the relation between the two theorems is far from being that simple.
Remark 5.3. Let c be as in statement (2.11), with seminorm . = . 1 or . = . T V . Theorem 2.5 claims that this coefficient c must satisfy c ≤ R(A, b). This claim cannot be expected to follow from the above Theorem 5.2; at best, it might follow from a version of that theorem in which the norm . ∞ (in (5.6)) would simply be replaced by . 1 or . T V . However, it is not known whether such a version is actually valid-Kraaijevanger's proof, underlying Theorem 5.2 as formulated above, makes an essential use of a specific (geometric) property of the norm . ∞ which is not valid for . 1 or . T V ; cf. Kraaijevanger (1991, p. 505 ) and Schönbeck (1967, Theorem 2.4) for more details.
Remark 5.4. Let c be as in (2.11), with . = . ∞ . Even in this more convenient situation, it is not evident how the inequality c ≤ R(A, b), claimed by Theorem 2.5, could follow from Theorem 5.2. The fact is that (2.11) (with . = . ∞ ) does not imply (5.6), because, in general, monotonicity does not imply contractivity.
Remark 5.5. Suppose c ≤ R(A, b). Then Theorem 2.5 claims that (2.9) is valid so that c would certainly be a stepsize-coefficient for monotonicity, with respect to R s and any norm on R s . Even this last property of c does not follow from a simple application of Theorem 5.2, because it is no obvious consequence of (5.5)-note that (2.4) (with V = R s ) does not imply (5.2) (with ρ = 1/τ 0 ). The above three remarks make clear that our Theorem 2.5 can be viewed as a variant of Theorem 5.2 covering essentially new situations.
5.2. The proof of Theorem 2.5. 5.2.1. Preliminaries. Throughout this section 5.2 we assume, unless specified otherwise, that (A, b), c, and . are as explained at the beginning of Theorem 2.5. With no loss of generality, we assume that c is finite. Below we shall prove the theorem by showing that the following five implications are valid: (2.8) =⇒ (2.9), (2.9) =⇒ (2.10), (2.10) =⇒ (2.11), [(2.11) with . = . T V ] =⇒ [(2.11) with . = . 1 ], and finally [(2.11) with . = . 1 or . ∞ ] =⇒ (2.8).
The first implication will be proved in section 5.2.2, using arguments which are analogous to arguments for proving that (5.4) implies (5.5) (see Kraaijevanger (1991, pp. 502-504) ).
The second implication is trivial, whereas the third and fourth implication will be proved in section 5.2.3. The proofs, in this section, are not related to arguments used in Kraaijevanger (1991) , but are based on Lemma 5.6. This lemma gives a general framework in which the property of c being a stepsize-coefficient for monotonicity can be carried over from a space Y with seminorm . Y to another space X with seminorm . X .
The proof of the fifth implication will be given in section 5.2.4. In that section we shall first deal with a linear variant of process (2.2). Lemma 5.7 tells us that a monotonicity property of that variant implies (2.8); the lemma is relevant to the norms . p , with p = 1 and p = ∞. This lemma, with value p = ∞, was used implicitly by Kraaijevanger (1991, pp. 507-508) in a proof related to the implication (5.6) =⇒ (5.4) (cf. Theorem 5.2).
Next, we shall give Lemma 5.8, which states that property (2.11), with . = . p and p = 1 or p = ∞, implies the monotonicity property of the linear variant considered in Lemma 5.7. A combination of Lemmas 5.7 and 5.8 proves the fifth implication. Our proof of Lemma 5.8 has no relation to arguments in Kraaijevanger (1991) ; it makes use, among other things, of arguments employed earlier in Spijker (1986) .
For completeness we mention that no counterpart of Lemma 5.8 is known to the authors which is relevant to contractivity with respect to R s and . 1 -cf. Remark 5.3 and Kraaijevanger (1991, p. 505) .
5.2.2. Statement (2.8) =⇒ statement (2.9). We start this subsection by introducing some notation relevant to the vector space V. For any vectors v 1 , v 2 , . . . , v m in V, we shall denote the vector in V m with components v j by
Furthermore, for any (real) l × m matrix B = (b ij ), we define a corresponding linear operator
Here, the addition and multiplications occurring in the last three left-hand members stand for the usual algebraic operations for matrices, whereas the addition and multiplications in the right-hand members apply to linear operators. The last three equalities will underlie part of our subsequent calculations.
Assume (2.8), and let F be a function from V to V satisfying (2.4). We have to prove that c is a stepsize-coefficient for monotonicity; i.e., 0 < ∆t ≤ c · τ 0 implies u n ≤ u n−1 whenever u n and u n−1 are related to each other by (2.2).
Assuming (2.2), with 0 < ∆t ≤ c · τ 0 , we obtain
where w j = ∆tF (y j ). Putting γ = ∆t/τ 0 , we have w i +cy i = γ (c/γ)y i +τ 0 F (y i ) ≤ γ{(c/γ − 1) y + y i + τ 0 F (y i ) }. Therefore, in view of (2.4),
, and e = (1, . . . , 1) T ∈ R m , we can rewrite (5.7) as 
Using (5.9a), (5.10), we obtain
Since ϕ(−c) ≥ 0, b(−c) ≥ 0, and (5.8), (5.11) are valid, we see from the last expression for u n that
This completes the proof of (2.9).
5.2.3. Statement (2.10) =⇒ statement(2.11); and statement (2.11) with . = . T V =⇒ statement (2.11) with . = . 1 . We start this subsection by giving Lemma 5.6. The lemma deals with a general situation where X and Y are vector spaces, with seminorms . X and . Y , respectively, (5.12a) S : X → Y is a linear operator, (5.12b) Sx = 0 only for x = 0, and (5.12c)
Lemma 5.6. Assume (5.12) and let c be a stepsize-coefficient for monotonicity, with respect to Y and . Y . Then c is also a stepsize-coefficient for monotonicity, with respect to X and . X .
Proof. Let ∆t be a stepsize with 0 < ∆t ≤ c · τ 0 , and let F : X → X with
Suppose the relations (2.2) are fulfilled. We have to prove that
We define the subspace Y 0 = {y : y = Sx for some x ∈ X} and we introduce a linear transformation T , from Y 0 onto X, by T y = x (for y = Sx ∈ Y 0 ).
In view of (2.2), the vector v n = Su n is generated from v n−1 = Su n−1 by applying the Runge-Kutta method to the function G 0 : Y 0 → Y 0 , defined by G 0 (y) = SF T (y) (for y ∈ Y 0 ). Using (5.12d) and (5.13a), one easily sees that y
We define G : Y → Y by G(y) = G 0 (y) (for y ∈ Y 0 ) and G(y) = 0 (for y ∈ Y\Y 0 ). Clearly y + τ 0 G(y) Y ≤ y Y (for all y ∈ Y). Moreover, the vector v n can be viewed as being generated from v n−1 by applying the Runge-Kutta method, with stepsize ∆t, to the function G. Consequently, v n Y ≤ v n−1 Y . Combining this inequality and (5.12d), we arrive at (5.13b). Now assume (2.10). We shall prove (2.11) by applying Lemma 5.6. We define X = R s , Y = {y : y ∈ R ∞ , and y < ∞}, and x X = x , y Y = y (for x ∈ X and y ∈ Y, respectively). Furthermore, we introduce the operator S by
With these definitions, the conditions (5.12) are fulfilled. In view of (2.10), we can apply Lemma 5.6 so as to conclude that (2.11) holds.
Finally assume (2.11) with . = . T V . Let s ≥ 1 and X = R s , x X = x 1 (for x ∈ X). We want to prove that c is a stepsize-coefficient for monotonicity with respect to X and . X .
In order to be able to apply Lemma 5.6 to the situation at hand, we define Y = R s+1 , y Y = y T V (for y ∈ Y). Furthermore, for x = (x 1 , x 2 , . . . , x s ) ∈ X we define Sx = (y 1 , . . . , y s+1 ) with y 1 = 0 and y i = x 1 +x 2 +· · ·+x i−1 (for 2 ≤ i ≤ s+1).
One easily sees that, with the above definitions, all assumptions of Lemma 5.6 are fulfilled. Hence, c has the required property.
5.2.4. (2.11) with . = . 1 or . ∞ =⇒ (2.8). Throughout this subsection we shall use, for p = 1, ∞ and s × s matrices G, the notation G p = max Gv p / v p , where the maximum is over all nonzero vectors v in R s . Furthermore, we shall denote the s × s identity matrix by I.
Let G 1 , G 2 , . . . , G m be given s × s matrices. We consider a linear variant of (2.2) (with n = 1, u 0 ∈ V = R s ) in which all vectors F (y j ) are replaced by G j y j . Furthermore, we consider the following linear variant of condition (2.4):
Choose ∆t = c τ 0 and write Z i = ∆tG i . Then the above linear variants of (2.2) and (2.4), respectively, can be written in the form
In the following we shall focus on ordered m-tuples Z = (Z 1 , Z 2 , . . . , Z m ), where the Z i are s × s matrices, such that (5.15) holds and the system of equations (5.14b) has a unique solution y 1 , y 2 , . . . , y m . The set consisting of all of these Z will be denoted by  D p (c, s) .
For any Z in D p (c, s), the vector u 1 in (5.14) depends uniquely and linearly on u 0 ; we denote the s × s matrix transforming u 0 into u 1 by K(Z). We thus have u 1 = K(Z)u 0 whenever Z ∈ D p (c, s) and u 0 , u 1 ∈ R s satisfy (5.14). (5.16)
The inequality K(Z) p ≤ 1 (for all Z ∈ D p (c, s) and s ≥ 1) (5.17) amounts to a monotonicity condition on process (5.14). It will be related to (2.8) and to (2.11) in Lemmas 5.7 and 5.8, respectively.
Lemma 5.7. Consider an arbitrary irreducible Runge-Kutta scheme (A, b), and let p = 1 or p = ∞. Let 0 < c < ∞, and assume condition (5.17) is fulfilled. Then c satisfies (2.8).
Proof. In Kraaijevanger (1991) this lemma was proved (implicitly) for p = ∞. The proof in that paper is long and technical but is presented in a very clear way. Therefore, we do not repeat it here but note that the actual proof (given on pp. 507-508 of the paper) consists in a combination of conclusions regarding absolute monotonicity (on pp. 485-496) with Lemma 5.10 (on p. 505). The conclusions stated on pp. 485-496 are independent of the norm in R s , whereas Lemma 5.10 is tuned to the special norm . ∞ . It is not difficult to adapt the proof of the last mentioned lemma to the norm . 1 so as to conclude that Lemma 5.10 is verbatim valid for . 1 as well. As a result, the arguments in Kraaijevanger (1991, pp. 507-508) prove our Lemma 5.7 also for p = 1.
A combination of the following lemma and Lemma 5.7 immediately leads to the desired implication ((2.11) with . = . 1 or . ∞ =⇒ (2.8)).
Lemma 5.8. Consider an arbitrary irreducible Runge-Kutta schema (A, b), and let p = 1 or p = ∞. Let 0 < c < ∞, and assume (2.11) with . = . p . Then condition (5.17) is fulfilled.
Proof. The proof will be given in three steps.
Step 1 Choose any τ 0 > 0, and define F : R s → R s by F (v) = (cτ 0 ) −1 Z i y i (for v = y i ) and F (v) = 0 (for all other v ∈ R s ). In view of (5.15), the function F satisfies (2.4) with V = R s , . = . p . Furthermore, we see from (5.14), (5.16) that the vector K(Z)u 0 is generated from u 0 by applying the Runge-Kutta method with stepsize ∆t = cτ 0 to the function F . By virtue of (2.11) (with . = . p ), we conclude that (5.20) holds.
Step 2. Due to the restriction (5.19) in Step 1, the proof of ( 5.17) is not yet complete. Below, in Step 3, we shall get rid of this restriction by using ( Choosing λ sufficiently small, we conclude that γ i , η i exist satisfying (5.21).
Step 3 
