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Resumo
As Estruturas de Dados Distribu´ıdas (DDSs) constituem uma abordagem ao Armaze-
namento Distribu´ıdo adequada a aplicac¸o˜es com requisitos de elevada capacidade de ar-
mazenamento, escalabilidade e disponibilidade. Ao mesmo tempo, a disponibilizac¸a˜o de
interfaces simples e familiares permite encurtar o ciclo de desenvolvimento de aplicac¸o˜es.
Num ambiente de cluster, caracterizado pela co-existeˆncia de grande variedade de apli-
cac¸o˜es e utilizadores com requisitos dinaˆmicos e de gerac¸o˜es de equipamento com desem-
penhos diferenciados (tanto ao n´ıvel do poder de ca´lculo, como das comunicac¸o˜es e do
armazenamento), a necessidade de operac¸a˜o conjunta e eficiente de mu´ltiplas DDSs pelas
aplicac¸o˜es constituiu um desafio cient´ıfico e tecnolo´gico que esta tese se propoˆs superar.
Esta tese apresenta as propostas e os resultados alcanc¸ados durante o estudo e desenvolvi-
mento dos modelos e da plataforma de suporte a` arquitectura Domus para a co-operac¸a˜o
de mu´ltiplas Tabelas de Hash Distribu´ıdas (DHTs) em clusters partilhados e heteroge´neos.
A plataforma contempla va´rias classes de atributos e operac¸o˜es sobre DHTs permitindo,
entre outras possibilidades, a definic¸a˜o administrativa de limites a` expansa˜o/contracc¸a˜o,
o recurso a diferentes tecnologias de armazenamento e a suspensa˜o/retoma dinaˆmica da
operac¸a˜o. Numa outra vertente, para responder aos requisitos impostos pela execuc¸a˜o
simultaˆnea de mu´ltiplas e diferenciadas aplicac¸o˜es, foram formulados e desenvolvidos me-
canismos de balanceamento dinaˆmico de carga que visam a optimizac¸a˜o e rentabilizac¸a˜o
dos recursos computacionais/comunicacionais e de armazenamento dispon´ıveis no cluster.
Na base da abordagem esta˜o modelos que da˜o uma resposta qualificada aos problemas do
particionamento de uma DHT e da localizac¸a˜o das suas entradas. Em relac¸a˜o ao particio-
namento, sa˜o propostos modelos para definic¸a˜o do nu´mero de entradas de cada no´ de uma
DHT, suportando variac¸a˜o dinaˆmica do nu´mero total de no´s; os modelos asseguram uma
distribuic¸a˜o o´ptima do nu´mero de entradas, nos quatro cena´rios que resultam da combi-
nac¸a˜o de Hashing Esta´tico ou Dinaˆmico, com Distribuic¸a˜o Homoge´nea ou Heteroge´nea;
com Hashing Dinaˆmico, a qualidade da distribuic¸a˜o e´ parametriza´vel e, com Distribuic¸a˜o
Homoge´nea, o esforc¸o de re-particionamento e´ de ordem O(1) face ao total de no´s da DHT.
No que toca a` a` localizac¸a˜o, definiram-se algoritmos de encaminhamento acelerado para
localizac¸a˜o distribu´ıda em topologias DeBruijn e Chord, que respondem a` descontinui-
dade das partic¸o˜es das DHTs geradas pelos modelos de particionamento. Para o efeito,
explorou-se a poss´ıvel coexisteˆncia em cada no´ de uma DHT de mu´ltiplas tabelas de en-
caminhamento, para tentar aproximar do custo, de refereˆncia, sobre grafos esparsos em
que os ve´rtices sa˜o no´s da DHT, ao custo da localizac¸a˜o sobre grafos completos, em que os
ve´rtices sa˜o entradas da DHT, tendo-se obtido valores de 70% a 90% do custo de refereˆncia.
Abstract
Distributed Data Structures (DDSs) as an approach to Distributed Storage are adequate
to applications that require high storage capacity, scalability and availability. At the same
time, DDSs present simple and familiar interfaces that allow shorter development cycles.
In a cluster environment, shared by multiple users and applications with dynamic requisi-
tes, and built on different hardware generations (with different computing, communication
and storage power), the need to simultaneously and efficiently operate several DDSs by
user applications presents the scientific and technological challenge embraced by this thesis.
This thesis presents the proposals and the results achieved during the study of the models
and development of the platform that supports the Domus architecture for the co-operation
of multiple Distributed Hash Tables (DHTs) in shared and heterogeneous clusters.
The platform supports several classes of attributes and operations on DHTs allowing,
among other possibilities, the administrative definition of per DHT node boundaries and
storage technologies, or the deactivation/reactivation of DHTs. In addition, Domus DHTs
are managed by dynamic load balancing mechanisms which ensure certain service levels
(like storage space or access performance) and optimize the utilization of cluster resources.
The architecture builds on specific models for the partitioning and lookup of a DHT address
space. The partitioning models ensure optimal distribution of the number of DHT buckets
per node, for a dynamic number of DHT nodes, and support the different scenarios that
arise from the combination of Static/Dynamic Hashing, with Homogeneous/Heterogeneous
Distributions. The quality of the distribution is tuneable under Dynamic Hashing, and
repartitioning involves O(1) nodes of the DHT under Homogeneous Distributions.
With regard to the lookup problem, a set of accelerated routing algorithms were designed
for distributed lookup, both for DeBruijn and Chord topologies, in order to deal with
the discontinuous DHT partitions generated by our partitioning models. The algorithms
explore the availability of multiple routing tables per DHT node with the aim of reducing
the lookup cost with full graphs, in which the vertexes are all the DHT buckets, towards
the reference lookup cost with sparse graphs, in which the vertexes are all the DHT nodes.
The best lookup algorithms ensure a lookup cost of 70% to 90% of the reference cost.
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Cap´ıtulo 1
Introduc¸a˜o
A evoluc¸a˜o constante na capacidade de processamento dos microprocessadores (de que sa˜o
testemunho o surgimento recente de CPUs com va´rios nu´cleos [ABC+06]), em conjunc¸a˜o
com a introduc¸a˜o de tecnologias de rede local cada vez mais ra´pidas (como Myrinet,
Infiniband e 10G-Ethernet [BFP06]), aliada a` generalizac¸a˜o de ferramentas e standards
de programac¸a˜o paralela/distribu´ıda (como MPI e OpenMP [Qui03]), teˆm contribu´ıdo
para o reforc¸o da importaˆncia do paradigma de computac¸a˜o baseada em clusters [ACP95].
Mais recentemente, a computac¸a˜o em Grid [FK03] apresenta-se como um salto evolutivo
daquele paradigma, tendo como objectivo aproveitar as capacidades conjuntas de mu´ltiplos
clusters, geograficamente dispersos e pertencentes a diferentes domı´nios administrativos.
A computac¸a˜o baseada em clusters tem sido usada na resoluc¸a˜o de problemas com requi-
sitos de elevado poder de ca´lculo e/ou de manipulac¸a˜o de grandes quantidades de dados.
O suporte a grandes volumes de dados inclui o tratamento de questo˜es ligadas quer a`
viabilizac¸a˜o do seu armazenamento, quer a` necessidade de garantir um acesso eficiente
aos mesmos. Neste contexto, as vantagens do ambiente de execuc¸a˜o paralelo/distribu´ıdo
fornecido pelos clusters sa˜o bem conhecidas: i) elevada capacidade de armazenamento,
pela combinac¸a˜o de recursos de armazenamento de va´rios no´s; ii) elevado poder de pro-
cessamento dos dados, potenciado pela possibilidade de acesso e processamento paralelos.
Tradicionalmente, o armazenamento paralelo/distribu´ıdo em ambiente cluster e´ fornecido
por Sistemas de Ficheiros ou Bases de Dados paralelos(as)/distribu´ıdos(as). As Estrutu-
ras de Dados Distribu´ıdas (DDSs), entendidas como verso˜es distribu´ıdas de estruturas de
dados cla´ssicas (listas, a´rvores, tabelas de hash, etc.), representam uma abordagem alter-
nativa, capaz de fornecer a`s aplicac¸o˜es clientes propriedades como elevado desempenho,
escalabilidade, disponibilidade e durabilidade, para ale´m de elevada capacidade de arma-
zenamento. Ao mesmo tempo, a disponibilizac¸a˜o de interfaces simples e familiares pelas
DDSs aos programadores, permite encurtar o ciclo de desenvolvimento de aplicac¸o˜es.
No aˆmbito desta tese, estamos essencialmente interessados nas questo˜es ligadas a um tipo
espec´ıfico de DDSs: Tabelas de Hash Distribu´ıdas (DHTs), como abordagem a` realizac¸a˜o
de Diciona´rios Distribu´ıdos (DDs), assumindo-se o cluster como ambiente de operac¸a˜o.
Um diciona´rio e´ um tipo abstracto de dados que pode ser visto como uma colecc¸a˜o de
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registos de esquema <chave, dados>, indexados pelo campo chave, e suportando ope-
rac¸o˜es de inserc¸a˜o, consulta e remoc¸a˜o de registos. Para certas classes de aplicac¸o˜es, o
“paradigma” dos Diciona´rios Distribu´ıdos e´ particularmente adequado. Por exemplo, num
indexador Web paralelo/distribu´ıdo, estruturas como i) a cache de DNS ou ii) as listas de
URLs visitados (ou a visitar), podem ser realizados a` custa de Diciona´rios Distribu´ıdos.
A assunc¸a˜o do cluster como ambiente alvo da nossa investigac¸a˜o implicou uma maior
aproximac¸a˜o dos nossos modelos a DHTs de uma primeira gerac¸a˜o, formuladas pela co-
munidade de investigac¸a˜o de SDDSs (Scalable Distributed Data Structures), do que a um
conjunto mais recente de abordagens, de segunda gerac¸a˜o, especialmente orientadas para
ambientes distribu´ıdos P2P (Peer-to-Peer). Todavia, como veremos, estas abordagens
ofereceram contribuic¸o˜es importantes no projecto das nossas DHTs orientadas ao cluster.
Aplicac¸o˜es como o indexador Web acima referido personificam tambe´m uma classe de apli-
cac¸o˜es duradouras, cujo regime de execuc¸a˜o e´ cont´ınuo ou exige longos per´ıodos de tempo;
para a execuc¸a˜o de aplicac¸o˜es desse tipo e´ deseja´vel a existeˆncia de mecanismos que tolerem
a co-execuc¸a˜o dinaˆmica de outras aplicac¸o˜es no cluster e assegurem, nessas circunstaˆncias,
a melhor rentabilizac¸a˜o dos seus recursos, designadamente por parte das DDSs/DHTs
que servem as aplicac¸o˜es; adicionalmente, a possibilidade de libertar temporariamente o
cluster para outras aplicac¸o˜es e de, posteriormente, retomar a execuc¸a˜o de uma aplicac¸a˜o
duradoura, beneficia de eventuais funcionalidades de checkpointing embutidas nas DHTs.
1.1 Motivac¸o˜es da Investigac¸a˜o
A rentabilizac¸a˜o permanente dos recursos do cluster pressupo˜e a conscieˆncia da heteroge-
neidade i) f´ısica e ii) lo´gica do seu ambiente de execuc¸a˜o. A heterogeneidade f´ısica resulta
da poss´ıvel co-existeˆncia de no´s computacionais e/ou tecnologias de comunicac¸a˜o de ge-
rac¸o˜es/espe´cies diferentes, podendo ter na sua origem: i1) o crescimento progressivo do
cluster a partir de uma instalac¸a˜o inicial; i2) a especificidade de certas tarefas a reali-
zar (e.g., no´s de armazenamento com acesso directo a uma SAN, no´s de processamento
gra´fico/vectorial munidos de GPUs, etc.). A heterogeneidade lo´gica resulta da utilizac¸a˜o
espec´ıfica e dinaˆmica que as aplicac¸o˜es fazem dos recursos do cluster, sendo incontorna´vel.
Assim, uma motivac¸a˜o de fundo para a nossa investigac¸a˜o foi a constatac¸a˜o, no seu in´ıcio,
de um suporte ausente/incipiente a` heterogeneidade do ambiente de execuc¸a˜o, por parte
das abordagens de refereˆncia de enta˜o, a Tabelas de Hash Distribu´ıdas [LNS93a, Dev93,
HBC97, VBW98, GBHC00]. Na maior parte dessas abordagens, a redistribuic¸a˜o de uma
DHT tinha causas endo´genas, relacionadas apenas com a optimizac¸a˜o da utilizac¸a˜o dos
recursos de armazenamento: a DHT sofria uma expansa˜o/contracc¸a˜o automa´tica, um no´
de cada vez, em resposta ao maior/menor consumo de recursos de armazenamento. Menos
frequentemente, a expansa˜o/contracc¸a˜o administrativas podiam tambe´m ser suportadas
[GBHC00], assim como a migrac¸a˜o automa´tica de partes (de gra˜o mais fino) da DHT
para balanceamento dinaˆmico da carga de acesso a` DHT [VBW98] (mas sem qualquer
tentativa de o fazer tendo em conta outras aplicac¸o˜es executando no cluster). Em suma,
os modelos previstos eram inapropriados a` instanciac¸a˜o em clusters partilhados, onde e´
admiss´ıvel a partilha dos no´s por mais de uma tarefa. O suporte a um regime de explorac¸a˜o
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partilhado permite a) aumentar a utilizac¸a˜o dos recursos e b) diminuir o tempo de retorno
(turnaround time); no entanto, carece de mecanismos de gesta˜o de carga mais sofisticados.
Precisamente, num ambiente desse tipo, em que va´rias aplicac¸o˜es co-executam, operando
uma ou mais DHTs (como o indexador Web ja´ referido), a rentabilizac¸a˜o dos recursos
do cluster beneficiara´ de uma gesta˜o conjunta das va´rias DHTs a´ı instanciadas. Nesta
perspectiva, por exemplo, as deciso˜es de balanceamento dinaˆmico relativas a cada DHT
na˜o devem ser tomadas isoladamente das outras DHTs o que, a acontecer, pode contribuir
para a sub-utilizac¸a˜o do cluster e/ou a instabilidade dos mecanismos de balanceamento.
Assim, outra motivac¸a˜o do nosso trabalho foram as questo˜es (quase ignoradas nas ditas
abordagens de refereˆncia) ligadas a` operac¸a˜o conjunta de mu´ltiplas DHTs, entendida como
“instanciac¸a˜o, gesta˜o e explorac¸a˜o de mu´ltiplas DHTs em simultaˆneo, realizada de forma
integrada e cooperativa, pela mesma colecc¸a˜o de servic¸os distribu´ıdos”. Neste contexto,
para ale´m do contributo de tal operac¸a˜o conjunta, para a rentabilizac¸a˜o permanente dos
recursos do cluster, surge tambe´m, de forma natural, a motivac¸a˜o para suportar a possi-
bilidade de cada DHT exibir propriedades diferentes em func¸a˜o de requisitos aplicacionais
espec´ıficos (ou seja, a motivac¸a˜o para suportar um certo grau de heterogeneidade de DHTs).
1.1.1 Objectivos da Investigac¸a˜o
No seguimento do exposto, definimos como objectivo estrate´gico do nosso trabalho a de-
finic¸a˜o de “uma arquitectura de co-operac¸a˜o de mu´ltiplas DHTs para ambientes do tipo
cluster, em regime de explorac¸a˜o partilhado”, capaz de dar resposta aos seguintes requisitos:
1. requisitos de desempenho: explorac¸a˜o eficiente do cluster por DHTs cientes da hete-
rogeneidade do ambiente de execuc¸a˜o e auto-ajusta´veis a`s suas condic¸o˜es dinaˆmicas;
2. requisitos de convenieˆncia: fornecimento de abstracc¸o˜es adequadas ao suporte inte-
grado de mu´ltiplas DHTs e a` sua configurac¸a˜o de acordo com requisitos aplicacionais.
1.2 Contribuic¸o˜es Principais
As principais contribuic¸o˜es te´cnico-cient´ıficas da tese sa˜o, abreviadamente, as seguintes:
1. modelos de distribuic¸a˜o o´ptima do contradomı´nio de func¸o˜es de hash por no´s com-
putacionais, suportando i) nu´mero varia´vel de no´s, ii) hashing esta´tico ou dinaˆmico,
iii) distribuic¸a˜o homoge´nea ou heteroge´nea, e iv) qualidade de distribuic¸a˜o afina´vel;
2. algoritmos para encaminhamento acelerado, adequados a localizac¸a˜o distribu´ıda em
topologias DeBruijn [dB46] e Chord [SMK+01]; aplicados a grafos completos, permi-
tem um custo me´dio de localizac¸a˜o de ate´ 50% face ao obtido com encaminhamento
convencional; o mesmo custo me´dio representa ainda entre 70% a 90% do custo
me´dio de localizac¸a˜o com encaminhamento convencional sobre grafos esparsos;
1.3 Organizac¸a˜o da Dissertac¸a˜o 4
3. a arquitectura Domus que, integrando as contribuic¸o˜es anteriores, suporta a instan-
ciac¸a˜o, explorac¸a˜o e gesta˜o de mu´ltiplas DHTs, realizada de forma cooperativa, e
regulada por dois mecanismos de balanceamento dinaˆmico ortogonais (um centrado
na qualidade de servic¸o das DHTs, outro na optimizac¸a˜o dos recursos do cluster);
4. um proto´tipo de co´digo aberto, que realiza parte substancial da arquitectura Domus.
1.2.1 Publicac¸o˜es Principais
A maior parte dos principais resultados obtidos em cada etapa da investigac¸a˜o foram pu-
blicados e validados em confereˆncias internacionais. Os artigos publicados, que traduzem
a cronologia de algumas das contribuic¸o˜es cient´ıficas mais relevantes, sa˜o os seguintes:
1. Toward a Dynamically Balanced Cluster-oriented DHT [RPAE04b]
→֒ definic¸a˜o de um modelo (centralizado) para a distribuic¸a˜o pesada de uma DHT
atrave´s de um conjunto de no´s computacionais, com uma“qualidade da distribuic¸a˜o”
parametriza´vel; inclui a apresentac¸a˜o de resultados de va´rias simulac¸o˜es ao modelo;
2. A Cluster-oriented Model for Dynamically balanced DHTs [RPAE04a]
→֒ descric¸a˜o de uma variante distribu´ıda do modelo anterior [RPAE04b], na qual o
processo de repartic¸a˜o e evoluc¸a˜o da DHT e´ menos dependente de informac¸a˜o global;
inclui a apresentac¸a˜o de simulac¸o˜es ao modelo e a sua comparac¸a˜o com o anterior;
3. Domus - An Architecture for Cluster-oriented Distributed Hash Tables [RPAE05]
→֒ descric¸a˜o de uma primeira iterac¸a˜o da arquitectura Domus, para a composic¸a˜o
de DHTs; inclui a descric¸a˜o dos va´rios subsistemas e das suas interacc¸o˜es.
4. pDomus: a Prototype for Cluster-oriented Distributed Hash Tables [RPAE07b]
→֒ primeira apresentac¸a˜o do proto´tipo pDomus da arquitectura Domus; inclui i) a
avaliac¸a˜o exaustiva do desempenho das plataformas de armazenamento suportadas
e ii) a definic¸a˜o de me´tricas de aux´ılio a` selecc¸a˜o de tecnologias de armazenamento.
5. Full-Speed Scalability of the pDomus platform for DHTs [RPAE07a]
→֒ segunda apresentac¸a˜o do pDomus, baseada na avaliac¸a˜o exaustiva da sua escala-
bilidade, com diferentes tecnologias de armazenamento e estrate´gias de localizac¸a˜o.
§ As publicac¸o˜es 1, 3, 4 e 5 encontram-se indexadas no portal ISI Web of Knowledge.
A publicac¸a˜o 2 encontra-se indexada no portal IEEE Xplore.
1.3 Organizac¸a˜o da Dissertac¸a˜o
Os artigos associados a` dissertac¸a˜o constituem documentos que, embora veiculem algumas
das principais ideias preconizadas, sa˜o de abrangeˆncia e profundidade limitadas, pelo que
a sua leitura na˜o substitui a da dissertac¸a˜o. Relativamente a esta, a organizac¸a˜o adoptada
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tem como propo´sito uma apresentac¸a˜o de conceitos mais completa, coerente e integradora,
remetendo para segundo plano a cronologia dos artigos e dos trabalhos desenvolvidos.
Assim, no cap´ıtulo 2 contextualiza-se o trabalho desenvolvido, no quadro de um levanta-
mento de abordagens e tecnologias relacionadas com os temas aprofundados na dissertac¸a˜o.
Em paralelo, introduzem-se conceitos importantes a` compreensa˜o dos cap´ıtulos seguintes.
Estes terminam, em geral, num confronto com abordagens referenciadas no cap´ıtulo 2.
No cap´ıtulo 3 apresentam-se modelos capazes de assegurar distribuic¸a˜o o´ptima do contra-
domı´nio de uma func¸a˜o de hash, por um conjunto de no´s computacionais. Os modelos
cobrem os va´rios cena´rios que emergem considerando a combinac¸a˜o de Distribuic¸o˜es Ho-
moge´neas ou Heteroge´neas, com a utilizac¸a˜o de Hashing Esta´tico ou Hashing Dinaˆmico. A
nossa abordagem e´ tambe´m comparada com o Hashing Consistente, a fim de se apreender
o real significado da qualidade da distribuic¸a˜o (superior) alcanc¸a´vel pelos nossos modelos.
No cap´ıtulo 4 descrevem-se mecanismos de posicionamento e localizac¸a˜o compat´ıveis com
os mecanismos de distribuic¸a˜o do cap´ıtulo anterior. Os mecanismos de localizac¸a˜o (dis-
tribu´ıda) exploram grafos DeBruijn bina´rios e grafos Chord completos, com algoritmos de
encaminhamento acelerado; estes, tirando partido de va´rias fontes de informac¸a˜o topolo´-
gica dispon´ıveis em cada no´ de uma DHT, diminuem o esforc¸o de localizac¸a˜o (nu´mero de
saltos na topologia) face ao uso de encaminhamento convencional. Descreve-se tambe´m a
interacc¸a˜o entre os mecanismos de posicionamento e localizac¸a˜o na evoluc¸a˜o das DHTs.
No cap´ıtulo 5 introduz-se a arquitectura Domus de suporte a` co-operac¸a˜o (operac¸a˜o con-
junta e integrada) de mu´ltiplas DHTs independentes, vistas como um servic¸o distribu´ıdo
do cluster, orientado ao armazenamento de grandes diciona´rios. Sa˜o apresentadas as enti-
dades e relac¸o˜es da arquitectura, incluindo i) a ana´lise em detalhe dos seus componentes
e subsistemas e ii) a definic¸a˜o dos atributos e invariantes que regulam as suas relac¸o˜es.
No cap´ıtulo 6 descrevem-se, de forma aprofundada, os dois mecanismos complementares
de gesta˜o dinaˆmica de carga, previstos na arquitectura Domus (um mecanismo centrado
na optimizac¸a˜o de n´ıveis de servic¸o das DHTs, outro na rentabilizac¸a˜o dos recursos do
cluster). A descric¸a˜o desses mecanismos gira em torno do papel que desempenham nos
momentos fundamentais da evoluc¸a˜o das DHTs. Concomitantemente, descrevem-se os
atributos e as medidas em que os mecanismos se apoiam para tomar as suas deciso˜es.
O cap´ıtulo 7 descreve os aspectos mais relevantes de um proto´tipo da arquitectura Domus:
i) os seus componentes de software e a sua relac¸a˜o com os componentes da arquitectura,
ii) os mecanismos de caracterizac¸a˜o e monitorizac¸a˜o do cluster, iii) o acesso a`s funcionali-
dades do proto´tipo por programadores e administradores. O cap´ıtulo termina com a apre-
sentac¸a˜o e discussa˜o dos resultados de dois conjuntos de testes de avaliac¸a˜o do proto´tipo.
No cap´ıtulo 8 discutem-se as contribuic¸o˜es da tese e as perspectivas de trabalho futuro.
O apeˆndice A conte´m o resumo das principais publicac¸o˜es associadas a` dissertac¸a˜o. O
apeˆndice B fornece conceitos ba´sicos de Hashing Na˜o-Distribu´ıdo (Esta´tico e Dinaˆmico),
complementando o cap´ıtulo 2. Em apoio ao cap´ıtulo 4, o apeˆndice C sintetiza conceitos
ba´sicos de Teoria de Grafos, e o apeˆndice D conte´m demonstrac¸o˜es formais de propriedades.




Neste cap´ıtulo contextualiza-se o trabalho desenvolvido e introduzem-se alguns conceitos
importantes a` compreensa˜o do restante texto, no quadro de um levantamento das abor-
dagens e tecnologias relacionadas com os principais temas aprofundados na dissertac¸a˜o.
2.1 Pro´logo
No que se segue na˜o se pretende sintetizar, de forma exaustiva, toda a investigac¸a˜o externa
com ligac¸o˜es ao nosso trabalho, mas ta˜o somente um conjunto referencial de abordagens
e tecnologias, algumas das quais marcaram opc¸o˜es efectuadas ao longo do percurso que
conduziu a` escrita da dissertac¸a˜o. Assim, 1) resumimos o essencial das abordagens conven-
cionais ao armazenamento paralelo/distribu´ıdo, 2) introduzimos o conceito de Estrutura
de Dados Distribu´ıda (DDS) como alternativa, 3) efectuamos um estudo comparativo das
principais DHTs de primeira gerac¸a˜o, nascidas a` luz do conceito de DDS, 4) referenciamos
brevemente, numa perspectiva evolutiva, as principais aproximac¸o˜es de segunda gerac¸a˜o
e, por fim, 5) fazemos refereˆncia a diversas abordagens a` resoluc¸a˜o dos va´rios problemas
espec´ıficos que atacamos na tese. Ao longo do cap´ıtulo introduzem-se tambe´m conceitos
importantes; em complemento, o apeˆndice B fornece um resumo dos principais conceitos
associados ao Hashing Na˜o-Distribu´ıdo, nas suas modalidades Esta´tica ou Dinaˆmica.
2.2 Armazenamento Paralelo/Distribu´ıdo Convencional
Tradicionalmente, o armazenamento paralelo/distribu´ıdo de grandes volumes de dados
em ambiente cluster socorre-se de uma das seguintes abordagens: i) Sistemas de Fichei-
ros Paralelos/Distribu´ıdos ou ii) Bases de Dados Paralelas/Distribu´ıdas. Nesta secc¸a˜o
resumem-se alguns dos conceitos principais associados, preparando o terreno para a des-
cric¸a˜o subsequente das Estruturas de Dados Distribu´ıdas como abordagem alternativa.
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2.2.1 Bases de Dados Paralelas/Distribu´ıdas
Um Sistema de Gesta˜o de Bases de Dados (DBMS) garante persisteˆncia e consisteˆncia
dos dados, designadamente propriedades ACID (Atomicity, Consistency, Isolation, and
Durability), derivadas do uso de transacc¸o˜es [Gra81]. Todavia, garantir estas proprieda-
des incorre em custos elevados, em termos de complexidade e desempenho pelo que, na
pra´tica, algumas dessas propriedades sa˜o por vezes relaxadas. Por outro lado, e´ tambe´m
a` custa de maior complexidade de implementac¸a˜o, e do inerente impacto no desempenho,
que um DBMS e´ capaz de oferecer um elevado grau de independeˆncia relativamente aos
tipos de dados armazena´veis, permitindo desacoplar a visa˜o lo´gica que os utilizadores teˆm
dos dados, da disposic¸a˜o f´ısica dos mesmos nos suportes de armazenamento. Esse desaco-
plamento permite, por exemplo, grande versatilidade na interacc¸a˜o com a base de dados,
atrave´s da realizac¸a˜o de interrogac¸o˜es limitadas apenas pela expressividade de linguagens
como o SQL. Tal versatilidade (assente em complexidade adicional) limita o desempenho e
a paralelizac¸a˜o do acesso a` base de dados, problemas agravados num ambiente distribu´ıdo.
Uma Base de Dados Distribu´ıda (DDBS) pode ser definida como “uma colecc¸a˜o de bases
de dados logicamente inter-relacionadas, distribu´ıda por uma rede computadores” [OV99].
Neste contexto, um Sistema de Gesta˜o de Bases de Dados Distribu´ıdas (DDBMS) sera´
“o software que suporta a gesta˜o da DDBS e torna a distribuic¸a˜o transparente aos seus
clientes”. Numa DDBS, cada no´ da rede executa localmente o mesmo tipo de DBMS, para
gerir a base de dados local, sendo da responsabilidade do DDBMS a coordenac¸a˜o do acesso
a` base de dados “virtual” representada pela DDBS; por exemplo, uma interrogac¸a˜o pode
ser paralelizada/distribu´ıda, sendo da responsabilidade do DDBMS a sua coordenac¸a˜o.
Uma Base de Dados Paralela (PDBS) pode ser vista como uma variante de uma DDBS
em que a primazia e´ dada ao desempenho. Este e´ optimizado atrave´s da paralelizac¸a˜o das
operac¸o˜es mais pesadas, atrave´s de va´rios no´s, como sejam i) o carregamento de dados, de
Disco para RAM, ii) a construc¸a˜o de ı´ndices, iii) o processamento de interrogac¸o˜es, etc.
Se uma DDBS pode surgir motivada apenas pela necessidade de explorar capacidade de
armazenamento distribu´ıda, ja´ uma PDBS surge, na esseˆncia, por razo˜es de desempenho.
2.2.2 Sistemas de Ficheiros Paralelos/Distribu´ıdos
Em termos de interface, os Sistemas de Ficheiros (SFs) expo˜em funcionalidades de baixo
n´ıvel e de reduzida independeˆncia dos dados: um sistema de ficheiros e´ organizado como
uma hierarquia de directo´rios, com ficheiros, sendo estes simples sequeˆncias de bytes, de
dimensa˜o varia´vel; estes elementos ba´sicos (directo´rios, ficheiros e bytes) sa˜o directamente
expostos aos clientes do sistema de ficheiros, sendo da responsabilidade dos clientes a
estruturac¸a˜o dos dados aplicacionais com base naqueles elementos. Relativamente a` con-
sisteˆncia, os SFs obedecem, em geral, a modelos mais relaxados que as Bases de Dados.
Os Sistemas de Ficheiros Distribu´ıdos (DFSs) sa˜o tambe´m conhecidos por Sistemas de
Ficheiros de Rede. Tipicamente, possibilitam o acesso concorrente a partes dos sistemas
de ficheiros, de um ou mais sistemas servidores, partilhados por um conjunto de clientes,
atrave´s de uma rede computadores. Sistemas como o NFS [SGK+85] oferecem garantias
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fracas de consisteˆncia e sa˜o pouco escala´veis; outros, como o AFS [HKM+88], garantem
uma imagem coerente dos sistema de ficheiros, e na˜o dependem de servic¸os centralizados.
Num Sistema de Ficheiros Paralelo (PFS) os blocos dos ficheiros sa˜o espalhados (e por vezes
replicados) por mu´ltiplos sistemas interligados em rede, sendo esse processo transparente
para os clientes do PFS. O objectivo dessa dispersa˜o e´ melhorar o desempenho no acesso,
utilizando estrate´gias semelhantes a`s usadas pelos sistemas RAID, mas num ambiente
distribu´ıdo. Tal como os DFSs descritos anteriormente, a robustez e escalabilidade dos
PFSs varia consoante as implementac¸o˜es (e.g., sistemas como o GFS [SEP+97, Pea99] sa˜o
considerados mais maturos, robustos e escala´veis do que outros, como o PVFS [CLRT00]).
2.3 Estruturas de Dados Distribu´ıdas
As Estruturas de Dados Distribu´ıdas (DDSs), entendidas como verso˜es distribu´ıdas de
estruturas de dados cla´ssicas e centralizadas (listas, a´rvores, tabelas de hash, etc.), repre-
sentam um paradigma diferente e mais recente que as abordagens convencionais anteriores.
Assim [GBHC00], o interface apresentado por uma DDS e´ mais estruturado, e de n´ıvel
mais elevado, que o fornecido pelos sistemas de ficheiros, dado que o gra˜o da operac¸a˜o e´ o
registo da estrutura de dados, e na˜o uma sequeˆncia de bytes arbitra´ria; por outro lado, o
conjunto de operac¸o˜es suportado por uma DDS, exposto pelos me´todos da sua API, e´ fixo
e mais limitado, quando comparado com o permitido por uma linguagem de interrogac¸a˜o
a bases de dados, como o SQL; espera-se, todavia, um melhor desempenho da DDS, dado
que nesta na˜o tem lugar o processamento necessa´rio a` interpretac¸a˜o e optimizac¸a˜o das
interrogac¸o˜es a` base de dados. Em suma, uma DDS situa-se num n´ıvel de abstracc¸a˜o
interme´dio, entre um Sistema de Ficheiros Distribu´ıdo e uma Base de Dados Distribu´ıda;
e, embora, o interface de acesso a` DDS na˜o seja ta˜o flex´ıvel como o de linguagens como o
SQL, e´ suficientemente rico para a construc¸a˜o de servic¸os robustos e sofisticados [GBHC00].
Em complemento a` caracterizac¸a˜o anterior de Griblle et al. [GBHC00], Martin et al.
[MNN01] identificam um conjunto relevante de questo˜es fundamentais a resolver no de-
senho de DDS(s), designadamente, a necessidade de: 1) desenvolver DDSs com interface
de programac¸a˜o familiar (semelhante ao das verso˜es convencionais/centralizadas) e que
consigam isolar o programador dos problemas t´ıpicos de um ambiente distribu´ıdo (e.g., fa-
lha ou indisponibilidade de no´s/servic¸os); 2) identificar os servic¸os ba´sicos/nucleares (e.g.,
protocolos de gesta˜o de grupos, de consisteˆncia, etc.), necessa´rios a` construc¸a˜o de DDSs,
bem como de descortinar os mecanismos necessa´rios para a partilha correcta desses servi-
c¸os por mu´ltiplas DDSs; 3) desenvolver mecanismos de balanceamento dinaˆmico capazes
de lidar simultaneamente com mu´ltiplas DDSs, de forma a evitar deciso˜es de balancea-
mento contradito´rias que causem instabilidade no ambiente de explorac¸a˜o; 4) suportar
uma plataforma de computac¸a˜o dinaˆmica, na qual e´ poss´ıvel acrescentar/retirar (admi-
nistrativamente) no´s a`/da DDS; 5) suportar mecanismos de checkpointing (para maior
fiabilidade) e de desactivac¸a˜o/reactivac¸a˜o (por convenieˆncia); 6) suportar alguma varie-
dade de requisitos aplicacionais (diferentes n´ıveis de persisteˆncia, consisteˆncia, etc.). Em
particular, Martin et al. [MNN01] reforc¸am a dificuldade que a resoluc¸a˜o de todas estas
questo˜es podera´ ter num quadro de operac¸a˜o integrada e cooperativa com mu´ltiplas DDSs.
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2.3.1 Estruturas de Dados Distribu´ıdas e Escala´veis (SDDSs)
Um sistema diz-se escala´vel se a adic¸a˜o de mais recursos ao sistema tem como efeito
o aumento linear (aproximadamente) do seu desempenho. Dito de outra forma, se os
recursos associados duplicarem, o desempenho do sistema tambe´m deve duplicar. A` luz
desta definic¸a˜o, uma estrutura de dados escala´vel cumprira´ os seguintes requisitos [Kar97]:
1) o tempo de acesso aos registos, para operac¸o˜es nucleares (escrita, leitura, remoc¸a˜o)
e´ constante, i.e., independente do nu´mero de registos armazenados pela estrutura; 2)
a estrutura comporta qualquer quantidade de dados, sem degradac¸a˜o de desempenho;
3) a expansa˜o ou contracc¸a˜o da estrutura ocorre incrementalmente, sem necessidade de
reorganizac¸a˜o total, e suportando o acesso cont´ınuo (online) dos clientes aos registos.
O conceito de SDDSs foi introduzido no contexto da abordagem LH* [LNS93a] ao Hashing
Dinaˆmico Distribu´ıdo; abordagens que se lhe seguiram, como a EH* [HBC97] e a DDH
[Dev93], sa˜o tambe´m classifica´veis de SDDSs (a secc¸a˜o 2.4 descreve as treˆs abordagens).
Uma SDDS e´ uma Estrutura de Dados Distribu´ıda (DDS) que respeita treˆs propriedades
fundamentais [LNS93a]: P1) a expansa˜o da DDS para novos no´s deve acontecer suavemente
(de forma graciosa) e apenas quando os no´s actuais estiverem eficientemente ocupados;
P2) o processo de localizac¸a˜o dos registos na˜o deve depender de informac¸a˜o centrali-
zada; P3) as primitivas de acesso e gesta˜o da DDS na˜o devem necessitar da actualizac¸a˜o
simultaˆnea (ato´mica) de informac¸a˜o de estado em mu´ltiplos no´s (servidores e clientes).
A primeira propriedade parte do princ´ıpio de que a utilizac¸a˜o inicial de demasiados no´s
pode ser contra-producente para o desempenho da SDDS. Assim, dado que i) o nu´mero
ideal de no´s pode ser desconhecido a` partida, e ii) esse nu´mero ideal pode ate´ ser dinaˆmico,
enta˜o conve´m que a SDDS disponha de um mecanismo de expansa˜o/contracc¸a˜o graciosa.
O cumprimento do segundo requisito (propriedade P2) e´ essencial por diversas razo˜es: i)
melhora a fiabilidade da DDS, ao evitar “pontos u´nicos de falha”; ii) melhora o desempenho
da DDS, ao evitar “pontos quentes”. O processo de localizac¸a˜o dos registos da DDS deixa
assim de ficar dependente da disponibilidade de um u´nico servic¸o/no´, bem como da sua
capacidade de processamento, necessariamente limitada (e portanto limitante do desem-
penho global da DDS). No que toca a este requisito (P2), Karlson [Kar97] fornece uma
descric¸a˜o mais precisa. Assim: a) a DDS na˜o deve depender de uma directoria centralizada;
b) cada cliente da DDS deve manter uma imagem o mais actual poss´ıvel da distribuic¸a˜o
da DDS, devendo essa imagem ser corrigida sempre que ha´ erros de enderec¸amento; c)
quando ha´ um erro de enderec¸amento, a DDS deve i) efectuar o redireccionamento das
mensagens para o destino correcto e ii) garantir a correcc¸a˜o da imagem do cliente.
A terceira propriedade (P3) esta´ relacionada com a necessidade de evitar que clientes e ser-
vidores da DDS tenham de se conhecer (na totalidade) uns aos outros. Se na˜o for poss´ıvel
respeitar esse requisito, a escalabilidade da DDS podera´ ser seriamente comprometida.
2.4 DHTs de Primeira Gerac¸a˜o
Nesta secc¸a˜o reveˆem-se abordagens seminais que entabularam a nossa investigac¸a˜o: DHTs
de uma primeira gerac¸a˜o, baseadas em Hashing Dinaˆmico Distribu´ıdo e concebidas para
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Armazenamento Distribu´ıdo em ambiente cluster; neste contexto, a arquitectura dessas
DHTs assume, em geral, a) um ambiente de execuc¸a˜o fia´vel, b) um nu´mero pequeno (face
a padro˜es actuais) de no´s, c) garantias de execuc¸a˜o determin´ısticas e, por vezes, d) certos
servic¸os centralizados [Abe01]. Na sua maioria, as abordagens representam uma evoluc¸a˜o
de antecessoras Na˜o-Distribu´ıdas, resumidas na secc¸a˜o B.4 do apeˆndice B, a ter presente.
Conve´m ainda vincar, antes de prosseguir, diferenc¸as fundamentais entre a primeira e uma
segunda gerac¸a˜o de DHTs, mais recente, que emergiu no contexto dos sistemas Peer-to-
Peer. Assim, nas DHTs de primeira gerac¸a˜o, a preocupac¸a˜o fundamental e´ a rentabilizac¸a˜o
dos recursos de armazenamento dos no´s: as DHTs tendem a ser criadas com base num
conjunto mı´nimo de no´s e a integrac¸a˜o/remoc¸a˜o de no´s na/da DHT ocorre progressiva-
mente, a` medida das necessidades efectivas de armazenamento; este processo, que pode
ser automa´tico ou administrativo, e´ agilizado atrave´s da utilizac¸a˜o de Hashing Dinaˆmico.
As DHTs de segunda gerac¸a˜o seguem uma filosofia de evoluc¸a˜o diferente, suportando a
adic¸a˜o/remoc¸a˜o dinaˆmica de no´s por questo˜es que podem ser independentes do arma-
zenamento; com efeito, as primeiras abordagens desta gerac¸a˜o foram introduzidas para
resolver, essencialmente, problemas de localizac¸a˜o distribu´ıda, com base num paradigma
de Hashing Consistente, que e´ essencialmente Esta´tico (o nu´mero de bits da func¸a˜o de
hash e´ elevado, mas basicamente fixo). Em suma, nas DHTs de primeira gerac¸a˜o, “e´ a
DHT que, dinamicamente, procura/liberta no´s“; nas de segunda, “sa˜o os no´s que, dinami-
camente, entram/saiem da DHT”, o que pode ocorrer com frequeˆncia elevada; esta filosofia
diferente, conjugada com ambientes de operac¸a˜o d´ıspares, distancia as duas gerac¸o˜es.
2.4.1 Paraˆmetros de Caracterizac¸a˜o
A nossa descric¸a˜o das DHTs de primeira gerac¸a˜o recorre a paraˆmetros de caracterizac¸a˜o
definidos de seguida. Os mesmos paraˆmetros sera˜o usados numa ana´lise comparativa final.
2.4.1.1 Estrate´gia de Evoluc¸a˜o
Nas abordagens a analisar, a expansa˜o/contracc¸a˜o automa´tica das DHTs pode ser feita de
forma a) s´ıncrona e centralizada (uma entrada/contentor de cada vez, sob coordenac¸a˜o de
um no´ especial), ou b) ass´ıncrona e distribu´ıda (va´rias entradas/contentores em simultaˆneo,
por iniciativa auto´noma dos no´s da DHT, e sem necessidade de coordenac¸a˜o centralizada).
2.4.1.2 Paridade Funcional dos No´s
Os no´s de uma DHT podem ou na˜o ser pares entre si nas func¸o˜es desempenhadas. Por
definic¸a˜o, uma Estrate´gia de Evoluc¸a˜o centralizada socorre-se de pelo menos um no´ coorde-
nador. Note-se, pore´m, que uma Estrate´gia de Evoluc¸a˜o distribu´ıda na˜o implica automa-
ticamente a paridade funcional dos no´s (ver o paraˆmetro Simetria do Acesso). Em geral,
com no´s d´ıspares a escalabilidade e a toleraˆncia a faltas das DHTs sera˜o mais limitados.
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2.4.1.3 Simetria do Acesso a` DHT
Se o acesso a uma DHT tiver de atravessar uma primeira linha de no´s/servic¸os especiais
(de frontend), o acesso e´ assime´trico; se uma entidade cliente da DHT puder contactar
directamente qualquer dos no´s/servic¸os da DHT, o acesso e´ sime´trico. Em ambos os
cena´rios, o pedido original da entidade cliente tera´ de ser redireccionado ate´ ao no´/servic¸o
final, responsa´vel, em u´ltima instaˆncia, pela realizac¸a˜o da operac¸a˜o solicitada pelo cliente.
O recurso a no´s/servic¸os de frontend e´ u´til, por exemplo, quando se pretende que entidades
externas a um cluster possam aceder a uma DHT realizada neste; em tal caso, os no´s de
frontend assumem, tipicamente, func¸o˜es de balanceamento da carga do acesso, redireccio-
nando os pedidos para qualquer um dos no´s que sustentam efectivamente a DHT, ou seja,
transformando um acesso assime´trico num acesso sime´trico. Quando as entidades clientes
esta˜o confinadas ao cluster, o acesso sime´trico e´ a` partida via´vel e, em geral, suficiente.
2.4.1.4 Posicionamento e Localizac¸a˜o de Entradas
Numa DHT, o posicionamento de uma entrada/contentor refere-se a` definic¸a˜o do no´ hos-
pedeiro correspondente, ou seja, refere-se a` definic¸a˜o de uma correspondeˆncia “entrada 7→
no´”. Por seu turno, a localizac¸a˜o de uma entrada refere-se a` reconstituic¸a˜o dessa corres-
pondeˆncia. Os mecanismos de posicionamento e localizac¸a˜o actuam de forma conjugada.
Sob Hashing Dinaˆmico, o nu´mero de correspondeˆncias “entrada 7→ no´” e´ varia´vel, uma vez
que o nu´mero de entradas da DHT e´ varia´vel. As correspondeˆncias em si podera˜o ser fixas
ou muta´veis; no primeiro caso, a associac¸a˜o de uma a um no´ e´ permanente, durante a vida
da DHT; no segundo, a entrada pode ser reatribu´ıda a outro no´, e.g., em resultado i) de
mecanismos de balanceamento dinaˆmico de carga1 ou ii) por razo˜es administrativas.
2.4.1.5 Informac¸a˜o de Posicionamento/Localizac¸a˜o
O conjunto global das correspondeˆncias “entrada 7→ no´” define a informac¸a˜o de posicio-
namento/localizac¸a˜o2 de uma DHT, podendo ser registada de forma i) centralizada ou ii)
distribu´ıda. O registo centralizado corresponde a` manutenc¸a˜o e explorac¸a˜o de um tabela
global, armazenada num so´ no´, bem conhecido. O registo distribu´ıdo pode seguir diversas
modalidades: i) replicac¸a˜o na totalidade, ii) replicac¸a˜o parcial3 ou iii) particionamento4.
A distribuic¸a˜o permite balancear a carga de acesso a` informac¸a˜o bem como os recursos ne-
cessa´rios ao seu armazenamento. O particionamento e´ a variante mais escala´vel (na carga
de acesso e na quantidade de informac¸a˜o guardada por no´) mas exige um mecanismo de
navegac¸a˜o apropriado, que tambe´m devera´ ser escala´vel, incluindo o nu´mero de mensa-
gens necessa´rias para descobrir uma correspondeˆncia “entrada 7→ no´”; concretamente, esse
1O que esta´ em causa e´ a migrac¸a˜o de uma entrada para outro no´, sem relac¸a˜o com um evento de
subdivisa˜o (spliting) (tais eventos implicam sempre o reposicionamento de uma das entradas resultantes).
2As formas informac¸a˜o de posicionamento e informac¸a˜o de localizac¸a˜o sa˜o usadas de forma indistinta.
3O que admite sobreposic¸o˜es, entre diferentes re´plicas.
4O que implica a divisa˜o em porc¸o˜es/partic¸o˜es mutuamente exclusivas.
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mecanismo considera-se escala´vel se na˜o necessitar de visitar mais de log2N no´s (sendo N
o nu´mero total de no´s da DHT), para reconstituir uma correspondeˆncia “entrada 7→ no´”.
2.4.1.6 Suporte a Distribuic¸o˜es Heteroge´neas
Uma caracter´ıstica dos clusters e´ a relativa homogeneidade do hardware e do sistema de
explorac¸a˜o dos seus no´s. Todavia, a utilizac¸a˜o partilhada dos no´s por diversas aplica-
c¸o˜es e/ou utilizadores, provoca flutuac¸o˜es dinaˆmicas na disponibilidade dos seus recursos.
Assim, sob o ponto de vista de uma aplicac¸a˜o distribu´ıda, como e´ o caso de uma DHT,
torna-se deseja´vel ajustar dinamicamente a contribuic¸a˜o de cada no´ para essa aplicac¸a˜o.
O Suporte a Distribuic¸o˜es Heteroge´neas de DHTs assenta, em primeiro lugar, na possibili-
dade de definir, de forma independente e pesada, para cada no´, o seu nu´mero de entradas
da DHT. Idealmente, essa definic¸a˜o deve ser dinaˆmica, acompanhando de perto a evoluc¸a˜o
das condic¸o˜es do ambiente de execuc¸a˜o. Cumulativamente, o suporte ao reposicionamento
dinaˆmico das entradas representa um n´ıvel acrescido de ajustamento a essa evoluc¸a˜o.
2.4.1.7 Toleraˆncia a Falhas
A administrac¸a˜o centralizada, o relativo isolamento e a utilizac¸a˜o de mecanismos de ali-
mentac¸a˜o ele´ctrica redundante fazem dos clusters ambientes esta´veis que na˜o sa˜o, pore´m,
imunes a falhas. Neste contexto, se for necessa´rio garantir uma elevada disponibilidade
dos registos armazenados numa DHT, o recurso a` replicac¸a˜o dos registos e´ uma opc¸a˜o.
Esta, podera´ ser conjugada com outras, destinada a garantir elevada toleraˆncia a faltas.
2.4.1.8 Suporte a Distribuic¸o˜es Na˜o-Uniformes
Numa situac¸a˜o ideal, a func¸a˜o de hash de uma DHT e´ capaz de dispersar os registos inse-
ridos, uniformemente pelo seu contra-domı´nio. Se isso na˜o acontecer, a DHT deve dispor
de mecanismos capazes de continuar a assegurar uma utilizac¸a˜o eficiente dos recursos de
armazenamento, em tais circunstaˆncias. Neste contexto, e´ particularmente u´til a possibi-
lidade dos contentores se poderem subdividir de forma independente. Assim, o Suporte a
Distribuic¸o˜es Na˜o-Uniformes esta´ directamente associado a` Estrate´gia de Evoluc¸a˜o.
2.4.1.9 Suporte a` Operac¸a˜o de Mu´ltiplas DHTs
A operac¸a˜o de mu´ltiplas DHTs pode caracterizar-se por diferentes n´ıveis/gradac¸o˜es de
integrac¸a˜o. A classificac¸a˜o seguinte traduz uma perspectiva pessoal dessa problema´tica.
Assim, a um n´ıvel mais ba´sico, cada DHT e´ suportada por um conjunto de servic¸os ex-
clusivamente dedicados a` DHT; tais servic¸os na˜o necessitam de conhecer a existeˆncia de
outras DHTs e seus servic¸os; para que as aplicac¸o˜es possam aceder, de forma separada, a
cada DHT, e´ necessa´rio o equivalente a um directo´rio ou servic¸o de directoria que fornec¸a
pontos (servic¸os) de entrada nas DHTs e identificadores globais u´nicos para as DHTs.
2.4 DHTs de Primeira Gerac¸a˜o 14
Num n´ıvel interme´dio, um servic¸o pode participar em va´rias DHTs (que partilham os
recursos dos no´s hospedeiros), mas ainda na˜o existe balanceamento de carga entre servic¸os.
A um n´ıvel mais avanc¸ado, os servic¸os sa˜o capazes de cooperar entre si, no aˆmbito de um
mecanismo de balanceamento global, que procura assegurar n´ıveis de QoS a cada DHT
em particular e, ao mesmo tempo, optimizar a utilizac¸a˜o dos recursos do cluster em geral.
2.4.2 Hashing Linear Distribu´ıdo (LH*)
O Hashing Linear Distribu´ıdo (LH*) [LNS93b, LNS93a] representa a versa˜o distribu´ıda
do Hashing Linear de Litwin (LH) [Lit80] (ver secc¸a˜o B.4.3). Na abordagem LH a tabela
de hash regista uma evoluc¸a˜o linear: cresce/decresce por adic¸a˜o/remoc¸a˜o de um contentor
de cada vez, sendo os contentores alinhados contiguamente no suporte de armazenamento;
esse alinhamento permite um acesso directo e dispensa uma directoria; essa dispensa na˜o
e´ via´vel na abordagem LH*, pois e´ necessa´rio registar correspondeˆncias “contentor 7→ no´”.
Numa primeira versa˜o [LNS93b], o LH* assegura o crescimento suave e incremental da
DHT, um contentor de cada vez, mas depende de um servic¸o coordenador, designado por
split coordinator. Numa segunda versa˜o [LNS93a, LNS96], o LH* dispensa essa entidade,
mas a` custa de surtos de operac¸o˜es de subdivisa˜o de contentores (cascading splits), como
forma de prevenc¸a˜o da sua sobrecarga, o que configura uma evoluc¸a˜o intermitente da DHT.
Para a gesta˜o das correspondeˆncias “contentor 7→ no´” sa˜o propostos dois mecanismos: a) o
primeiro, compat´ıvel com ambas as verso˜es do LH*, e´ baseado numa tabela total/esta´tica
que identifica todos os no´s do cluster e e´ replicada em todos os no´s da DHT; a tabela
e´ usa´vel por qualquer no´ para posicionar/localizar da mesma forma qualquer entrada da
DHT5; b) o segundo e´ baseado numa tabela incremental/dinaˆmica, mantida pelo split
coordinator e actualizada durante a subdivisa˜o de contentores; neste caso, cada no´ escolhe
autonomamente o no´ com quem vai dividir o contentor e informa o coordenador da escolha;
apenas o coordenador necessita de manter a totalidade das correspondeˆncias “contentor
7→ no´”; os restantes servidores manteˆm apenas as relativas aos contentores que criaram.
Os dois esquemas de enderec¸amento permitem aceder a um contentor com um nu´mero
inferior de mensagens (3), face ao nu´mero logar´ıtmico de abordagens como a DDH e EH*.
Cada no´ da DHT aloja um so´ contentor, na˜o existindo suporte a distribuic¸o˜es heteroge´neas.
2.4.3 Hashing Dinaˆmico Distribu´ıdo de Devine (DDH)
O Hashing Dinaˆmico Distribu´ıdo de Devine (DDH) [Dev93] e´ uma versa˜o distribu´ıda do
Hashing Dinaˆmico de Larson [Lar78] (ver secc¸a˜o B.4.1). Basicamente, na aproximac¸a˜o na˜o-
distribu´ıda, os contentores (buckets) da tabela de hash sa˜o enderec¸ados com base numa
trie de bits; o enderec¸o (lo´gico) de um contentor e´ definido pela sequeˆncia de bits da raiz
da trie ate´ uma certa folha. A trie permite assim que cada contentor seja enderec¸ado com
um nu´mero de bits espec´ıfico, que cresce/decresce quando o contentor se divide/funde. A
divisa˜o/fusa˜o de um contentor e´ uma decisa˜o que depende apenas da sua taxa de ocupac¸a˜o.
5Por exemplo, o no´ a atribuir a` h’e´sima entrada da DHT podera´ ser o h’e´simo no´ da tabela.
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Na abordagem DDH, a transposic¸a˜o do esquema anterior para um ambiente distribu´ıdo, em
que um no´ e´ responsa´vel por um ou mais contentores, permite que cada no´ tome deciso˜es
auto´nomas sobre a evoluc¸a˜o dos contentores a` sua guarda. Por sua vez, esta autonomia
permite que os no´s sejam pares em termos funcionais e que a DHT possa evoluir atrave´s de
mu´ltiplas operac¸o˜es de criac¸a˜o/fusa˜o de contentores, de forma ass´ıncrona e em paralelo.
Exige-se, todavia, que cada no´ da DHT conhec¸a a lista (um conjunto ordenado) de todos
os no´s potenciais da DHT (e na˜o apenas a lista dos no´s actuais). Este requisito e´ imposto
pelo recurso a um esquema determin´ıstico de distribuic¸a˜o de contentores – ver a seguir.
As correspondeˆncias “contentor 7→ no´” sa˜o enta˜o definidas atrave´s de uma pol´ıtica Round-
Robin (RR), que afecta novos contentores a todos os no´s potenciais, de forma rotativa.
Aplicada de forma independente por cada servidor, essa pol´ıtica resulta numa distribuic¸a˜o
homoge´nea da DHT pelos seus no´s. Uma pol´ıtica RR pesada permitira realizar uma
distribuic¸a˜o heteroge´nea, mas de tipo esta´tico, uma vez que func¸a˜o de distribuic¸a˜o e´ fixa.
Inicialmente, clientes e servidores conhecem apenas o responsa´vel pelo contentor 0 (zero),
para quem todos os pedidos de acesso a` DHT sa˜o direccionados; a` medida que os erros de
enderec¸amento va˜o sendo corrigidos, clientes e servidores constroem uma visa˜o parcial da
distribuic¸a˜o da DHT; a informac¸a˜o de posicionamento mantida e´ suficiente para garantir
que qualquer erro de enderec¸amento pode ser corrigido visitando, no pior caso, os no´s
responsa´veis por log2#B contentores, para um nu´mero actual #B de contentores da DHT.
Devine argumenta ainda que, embora a sua abordagem seja realiza´vel sobre conexo˜es
WAN, estas sa˜o inadequadas a`s operac¸o˜es de divisa˜o/fusa˜o de contentores, que podem
movimentar grandes quantidades de dados. Este argumento posiciona claramente, no ter-
rito´rio do ambiente cluster, as DHTs usadas para armazenamento distribu´ıdo, em contraste
com DHTs de segunda gerac¸a˜o, usadas para localizac¸a˜o distribu´ıda em ambientes P2P.
2.4.4 Hashing Extens´ıvel Distribu´ıdo (EH*)
O Hashing Extens´ıvel Distribu´ıdo (EH*) [HBC97] e´ uma versa˜o distribu´ıda do Hashing
Extens´ıvel (EH) [FNPS79] (ver secc¸a˜o B.4.2). Na abordagem EH, os contentores sa˜o ende-
rec¸ados com base numa tabela, designada por directoria, que faz a correspondeˆncia entre
os enderec¸o lo´gicos (sequeˆncia de bits) dos contentores e os seus enderec¸os f´ısicos (posic¸o˜es
de memo´ria). Todos os enderec¸os lo´gicos usam, num primeiro n´ıvel, o mesmo nu´mero de
bits, nu´mero que define a profundidade (split-level) global da tabela. E´ ainda poss´ıvel que
va´rios enderec¸os lo´gicos correspondam ao mesmo enderec¸o f´ısico, de um mesmo contentor,
o que significa que apenas uma parte dos bits dos enderec¸os lo´gicos e´ relevante; o nu´mero
desses bits define a profundidade local do correspondente contentor. A profundidade global
da directoria podera´ crescer, a` medida que os contentores esgotam a sua capacidade, sendo
necessa´rio criar novos contentores, e portanto deitar ma˜o de mais bits para enderec¸a´-los
sendo que, por cada bit adicional, o nu´mero de entradas da directoria sera´ duplicada.
Uma transposic¸a˜o directa do esquema de enderec¸amento anterior, para um ambiente dis-
tribu´ıdo, no qual cada no´ participante aloja um ou mais contentores, exigiria re´plicas da
directoria em cada no´. Esta abordagem simples teria pelo menos dois inconvenientes: i)
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necessidade de sincronizac¸a˜o das re´plicas; ii) desperd´ıcio de recursos de armazenamento,
representado pelas entradas, em cada directoria, que referenciam o mesmo contentor. A
abordagem EH* procura precisamente combater estes problemas, atrave´s de CacheTables.
Assim, cada no´ mante´m uma CacheTable, com um subconjunto das correspondeˆncias en-
tre enderec¸os lo´gicos e f´ısicos (estes correspondem agora a` identificac¸a˜o do no´ que aloja o
contentor). Essa colecc¸a˜o fornece uma visa˜o parcial (e possivelmente desactualizada) da
evoluc¸a˜o da DHT mas, tal como na abordagem DDH, e´ suficiente para assegurar o en-
caminhamento dos pedidos de acesso aos contentores da DHT, para os no´s correctos, em
na˜o mais de log2#B passos, sendo #B o nu´mero total de contentores da DHT. Mais espe-
cificamente [HBC97]: uma CacheTable usa uma gama de profundidades globais; quando
se tenta associar o enderec¸o lo´gico do contentor a um no´ recorre-se, em primeiro lugar a`s
entradas da tabela com a menor profundidade; havendo erros de enderec¸amento recorre-se,
sucessivamente, a entradas com maior profundidade; a CacheTable acaba por ser actua-
lizada com a informac¸a˜o resultante da aprendizagem de novas correspondeˆncias, o que
configura um mecanismo do tipo lazy update, similar ao usado pela abordagem DDH.
A localizac¸a˜o de contentores com CacheTables fornece a flexibilidade necessa´ria para que
cada no´ possa tomar, de forma auto´noma, deciso˜es sobre a sua evoluc¸a˜o (divisa˜o/fusa˜o).
Consequentemente, os no´s sa˜o pares em termos funcionais e a DHT suporta mu´ltiplas
operac¸o˜es sobre os contentores, despoleta´veis ass´ıncronamente e realiza´veis em paralelo.
Na descric¸a˜o original desta abordagem [HBC97] na˜o sa˜o especificados os crite´rios que
definem a escolha de um no´ computacional, em concreto, para alojar um certo contentor.
A` partida, podem ser usados esquemas similares aos definidos pela abordagem DDH. De
igual forma, o suporte a` poss´ıvel heterogeneidade dos no´s tambe´m na˜o e´ discutido, mas os
esquemas utilizados pela abordagem DDH parecem ser, mais uma vez, compat´ıveis.
2.4.5 Hashing Dinaˆmico Distribu´ıdo de Gribble
Gribble [GBHC00] propo˜e uma abordagem a DHTs especialmente orientadas ao suporte de
servic¸os Internet (e.g., servidores/caches WWW, servidores de ficheiros/aplicac¸o˜es, etc).
Os clientes sa˜o assim entidades externas ao cluster, que acedem a`(s) DHT(s) atrave´s de
no´s/servic¸os de frontend; estes redireccionam os pedidos para servic¸os de armazenamento,
designado por storage bricks6, que embora possam co-existir com os de frontend, residira˜o
tipicamente em no´s separados, de backend. O acesso a` DHT e´ portanto assime´trico e a
configurac¸a˜o t´ıpica assenta na disparidade funcional dos no´s que suportam a(s) DHT(s).
O reforc¸o da capacidade global de armazenamento e´ uma operac¸a˜o administrativa, que
consiste na criac¸a˜o de novos storage bricks, em no´s do cluster disponibilizados para o
efeito. Um storage brick e´ partilha´vel por va´rias DHTs e tem uma capacidade limitada.
Quando essa capacidade esgota, e´ necessa´rio movimentar parte dos registos de uma ou mais
DHTs para outro storage brick e actualizar a directoria da(s) DHT(s) de forma apropriada.
O mecanismo de distribuic¸a˜o aproxima-se do usado pelas abordagens DDH e EH*, no
sentido de que, tal como nestas, a base e´ a existeˆncia de uma directoria que regista as
6Capazes de suportarem, de forma individualizada, o armazenamento de registos de DHTs diferentes.
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correspondeˆncias“entrada 7→ no´”; todavia, ao contra´rio do que se passa nessas abordagens,
na de Gribble existe a preocupac¸a˜o de manter uma re´plica total e o mais actualizada
poss´ıvel, da directoria, em cada no´ de backend. Os no´s de frontend tambe´m guardam
re´plicas da directoria, mas a sua actualizac¸a˜o rege-se por mecanismos do tipo lazy.
A abordagem prosseguida recorre a` replicac¸a˜o7 dos registos como forma de aumentar i) a
fiabilidade e ii) o desempenho dos acessos de leitura (os predominantes, no cena´rio alvo). A
utilizac¸a˜o de replicac¸a˜o tem reflexos importantes nos mecanismos de distribuic¸a˜o usados.
Mais especificamente, a directoria desdobra-se em duas estruturas de dados: a) uma trie
que define os hashes va´lidos actuais da DHT; b) uma tabela que define, para cada hash,
a lista dos storage bricks que armazenam as re´plicas dos registos associados ao hash.
Embora de forma esta´tica, e´ suportada uma forma rudimentar de distribuic¸a˜o heteroge´nea:
o nu´mero de storage bricks criados em cada no´ do cluster e´ igual ao seu nu´mero de CPUs.
A abordagem oferece um suporte interme´dio (rever secc¸a˜o 2.4.1.9) a mu´ltiplas DHTs:
sa˜o utilizados identificadores espec´ıficos para cada DHT e cada storage brick e´ capaz de
armazenar registos de DHTs diferentes. Suporta ainda a durabilidade das DHTs, atrave´s
de uma operac¸a˜o administrativa de checkpointing, similar a uma operac¸a˜o de desactivac¸a˜o.
2.4.6 Ana´lise Comparativa
A tabela 2.1 sintetiza a caracterizac¸a˜o das abordagens ao Hashing Dinaˆmico Distribu´ıdo
que acabamos de descrever, com base nos paraˆmetros definidos na secc¸a˜o 2.4.1. A tabela
inclui tambe´m a caracterizac¸a˜o da abordagem Domus, desenvolvida ao longo desta dis-
sertac¸a˜o, permitindo desde logo confronta´-la com as restantes abordagens e antecipar a
aproximac¸a˜o utilizada a` resoluc¸a˜o de certos problemas. Assim, considerando apenas as
abordagens de refereˆncia anteriores (LH*, DDH, EH* e Gribble), pode-se concluir que:
• a Estrate´gia de Evoluc¸a˜o maiorita´ria e´ a distribu´ıda, potencialmente mais escala´vel;
• a Paridade Funcional dos No´s da DHT e´ suportada pela maioria das abordagens;
• o Acesso sime´trico a` DHT, mais escala´vel, predomina na maioria das abordagens;
• o Posicionamento das Entradas e´ fixo (e, por vezes, r´ıgido) em todas as abordagens;
• as abordagens DDH e EH* prosseguem as aproximac¸o˜es mais escala´veis a` gesta˜o da
Informac¸a˜o de Posicionamento (mas o custo, em mensagens, da LH*, e´ menor);
• so´ a abordagem de Gribble fornece suporte (esta´tico) a distribuic¸o˜es heteroge´neas;
• apenas a abordagem de Gribble suporta um n´ıvel mı´nimo de toleraˆncia a falhas;
• o suporte a Distribuic¸o˜es Na˜o-Uniformes e´ generalizado, mas com limitac¸o˜es na LH*;
• apenas a abordagem de Gribble oferece suporte (interme´dio) a mu´ltiplas DHTs.
7Na˜o sa˜o definidos, todavia, os crite´rios para o estabelecimento do nu´mero de re´plicas, nem os que
presidem a` selecc¸a˜o dos storage bricks que va˜o armazenar as re´plicas.
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Abordagens
/ LH* DDH EH* Gribble Domus
Paraˆmetros
Estrate´gia centralizada [LNS93b]; distribu´ıda distribu´ıda distribu´ıdaa centralizada
de Evoluc¸a˜o distribu´ıda[LNS93a];
Paridade Fun- na˜o [LNS93b]; sim sim na˜o flexibilidade
cional dos No´s sim [LNS93a] funcionalb
(Simetria do) sime´trico sime´trico sime´trico assime´trico sime´trico
Acesso a` DHT
Posicionamento fixo fixo fixo fixo dinaˆmico
das Entradas (ordenado) (rotativo)
Informac¸a˜o distribu´ıda; total distribu´ıda; distribu´ıda; distribu´ıda; distribu´ıda;
de ou parcialmente parcial/ parcial/ total/ particionada
Localizac¸a˜o replicada replicada replicada replicada (grafo Chord)
Distribuic¸o˜es na˜o na˜o na˜o suporte suporte
Heteroge´neas suportadas suportadas suportadas parcial avanc¸ado
Toleraˆncia na˜o na˜o na˜o replicac¸a˜o na˜o
a Falhas de registos
Distribuic¸o˜es suporte suportadas suportadas suportadas na˜o;
Na˜o-Uniformes parcialc suportadasd
Suporte a Mu´l- na˜o na˜o na˜o suporte suporte
tiplas DHTs interme´dio avanc¸ado
Tabela 2.1: Comparac¸a˜o de Abordagens ao Hashing Dinaˆmico Distribu´ıdo.
aMas limitada pela necessidade de sincronizac¸a˜o de re´plicas da Informac¸a˜o de Posicionamento.
bA abordagem explora o facto de os no´s poderem assumir diferentes func¸o˜es, de forma dinaˆmica.
cA subdivisa˜o por uma ordem fixa/linear pode atrasar a subdivisa˜o de contentores em sobrecarga.
dMas facilmente suporta´veis atrave´s de fragmentac¸a˜o dos registos – ver secc¸a˜o ??.
Em resumo, das abordagens analisadas, nenhuma consegue reunir, em simultaˆneo, todas
as propriedades deseja´veis, tendo em conta os paraˆmetros de caracterizac¸a˜o escolhidos,
emboras as abordagens DDH e EH* parec¸am ser as mais satisfato´rias, em termos globais.
Finalmente, a comparac¸a˜o anterior faz emergir as motivac¸o˜es essenciais da nossa inves-
tigac¸a˜o, relacionadas com a auseˆncia de abordagens capazes de dar resposta satisfato´ria
i) a` heterogeneidade do ambiente de execuc¸a˜o e ii) a` problema´tica da operac¸a˜o conjunta
de DHTs. Precisamente, contrapondo a abordagem Domus com as restantes da tabela,
as mais valias principais da nossa residem no suporte avanc¸ado a` resoluc¸a˜o desses dois
problemas. Essa resoluc¸a˜o beneficia tambe´m de outras qualidades, como a flexibilidade
funcional dos no´s, a simetria do acesso a`s DHTs e a opc¸a˜o por uma estrate´gia distribu´ıda
e particionada para a gesta˜o da informac¸a˜o de posicionamento. Por outro lado, uma es-
trate´gia de evoluc¸a˜o centralizada (dependente de um servic¸o coordenador, como forma de
atingir um balanceamento mais preciso) e uma menor toleraˆncia a falhas (em boa parte
devido a` estrate´gia de evoluc¸a˜o centralizada), representam pontos menos fortes do Domus.
2.5 DHTs de Segunda Gerac¸a˜o
A necessidade de esquemas de localizac¸a˜o (distribu´ıda) de objectos, adequados a`s especifi-
cidades dos sistemas Peer-to-Peer (P2P) [MKL+02, BKK+03, LCP+04, SAB+05, SW05],
2.6 Estrate´gias de Particionamento 19
fez emergir uma segunda gerac¸a˜o de DHTs, de que se podem considerar fundadores abor-
dagens como o Chord [SMK+01], o CAN [RFH+01], o Pastry [RD01] e o Tapestry [ZKJ01].
Assim, em ambientes P2P estruturados, a localizac¸a˜o de objectos socorre-se de uma topo-
logia (um grafo) de n´ıvel aplicacional (overlay network), sobreposta ao encaminhamento
IP convencional, unindo as diversas partes (partic¸o˜es) de uma DHT; a DHT e´ utilizada
para guardar a localizac¸a˜o de objectos (i.e., usada como mecanismo de indirecc¸a˜o) ou para
guardar os pro´prios objectos (i.e., usada como sistema de armazenamento distribu´ıdo).
As DHTs de segunda gerac¸a˜o sa˜o portanto orientadas a um domı´nio de aplicabilidade
bastante diferente do das suas precursoras de primeira gerac¸a˜o, caracterizado por i) nu´mero
potencialmente muito elevado de no´s, ii) elevado dinamismo na composic¸a˜o do sistema (em
no´s e objectos), iii) ambiente de operac¸a˜o prop´ıcio a desconexo˜es dos no´s / falhas dos canais
de comunicac¸a˜o, iv) elevada variabilidade de largura de banda, vi) elevada heterogeneidade
dos no´s, vii) eventuais requisitos de seguranc¸a/privacidade das interacc¸o˜es, etc. Em geral,
estas propriedades/requisitos esbatem-se (ou assumem valor dual) nos ambientes do tipo
cluster/NOW, que contextualizaram a concepc¸a˜o das abordagens de primeira gerac¸a˜o, e
que representam, precisamente, o tipo de ambiente ao qual se orientou a nossa investigac¸a˜o.
Actualmente, contudo, o conceito de DHT continua intimamente ligado aos sistemas P2P.
Usado, ao n´ıvel mais fundamental, para localizac¸a˜o distribu´ıda, o “paradigma DHT” ori-
entou aplicac¸o˜es em a´reas ta˜o diversas como i) sistemas de armazenamento/ficheiros dis-
tribu´ıdos (e.g., OceanStore [KBCC00], PAST [DR01a], CFS [DKKM01], Ivy [Mut02]) ii)
partilha de ficheiros (e.g., Azureus [azu, FPJ+07], eMule [emu, SBE07]), iii) web caching
e distribuic¸a˜o de conteu´dos e (e.g., Squirrel [IRD02], Codeen [WPP+04], Coral [FFM04]),
v) indexac¸a˜o e pesquisa da Web (e.g., Herodotus [Bur02], Apoidea [SSLM03], [ZYKG04]).
No aˆmbito desta dissertac¸a˜o, a importaˆncia da segunda gerac¸a˜o de DHTs reside, essenci-
almente, na possibilidade de confronto com e/ou de reutilizac¸a˜o das suas aproximac¸o˜es a`
resoluc¸a˜o de questo˜es fulcrais como i) particionamento, ii) posicionamento e iii) localizac¸a˜o.
Assim, no cap´ıtulo 3, teremos oportunidade de confrontar a nossa pro´pria estrate´gia de
particionamento, com a estrate´gia do Hashing Consistente [KLL+97], substrato de muitas
das DHTs de segunda gerac¸a˜o. Posteriormente, no cap´ıtulo 4, acoplamos mecanismos de
localizac¸a˜o distribu´ıda baseados na abordagem Chord [SMK+01], aos mecanismos de par-
ticionamento do cap´ıtulo 3, e desenvolvemos mecanismos de posicionamento compat´ıveis.
Ao contra´rio da opc¸a˜o seguida para as DHTs de primeira gerac¸a˜o, na˜o se apresenta, neste
cap´ıtulo, um estudo comparativo, auto-contido, das DHTs de segunda gerac¸a˜o (consultar,
para o efeito, documentos de refereˆncia da a´rea [BKK+03, LCP+04, SAB+05]). Em alter-
nativa, as principais soluc¸o˜es preconizadas a` resoluc¸a˜o das questo˜es fundamentais acima
referidas (particionamento e localizac¸a˜o) sera˜o apresentadas ao longo das secc¸o˜es seguintes.
2.6 Estrate´gias de Particionamento
No contexto de uma DHT, particionamento refere-se a` subdivisa˜o completa do contrado-
mı´nio H da func¸a˜o de hash, em subconjuntos disjuntos, designados por partic¸o˜es. Uma
partic¸a˜o e´ pois um subconjunto de hashes de H (ou, equivalentemente, de entradas da
DHT); esses hashes na˜o sa˜o necessariamente cont´ıguos, i.e., uma partic¸a˜o na˜o e´ necessari-
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amente um subintervalo de H. O resultado do particionamento e´ a atribuic¸a˜o de um certo
nu´mero de partic¸o˜es, com um certo nu´mero de hashes concretos, a cada no´ da DHT.
Se a definic¸a˜o do nu´mero e da identidade dos hashes de um no´ forem processos indepen-
dentes, enta˜o faz sentido falar em estrate´gias de distribuic¸a˜o e posicionamento, respectiva-
mente; uma estrate´gia de posicionamento implica a opc¸a˜o por uma certa forma de registo
das correspondeˆncias “hash 7→ no´”, com influeˆncia na estrate´gia de localizac¸a˜o a utilizar.
2.6.1 Particionamento em DHTs de Primeira Gerac¸a˜o
Nas DHTs de primeira gerac¸a˜o, o recurso a Hashing Dinaˆmico viabiliza uma Estrate´gia de
Evoluc¸a˜o que, como antes se referiu (ver secc¸a˜o 2.4.1.1), permite o crescimento/decresci-
mento incremental do nu´mero de entradas/contentores da DHT de forma que, num deter-
minado instante, a) o nu´mero de contentores corresponde ao mı´nimo absolutamente ne-
cessa´rio e b) podera˜o co-existir contentores identificados por hashes com diferente nu´mero
de bits (como resposta a distribuic¸o˜es na˜o-uniformes de registos – rever secc¸a˜o 2.4.1.8).
O domı´nio de particionamento (i.e., o conjunto global de hashes/entradas) e´ portanto
dinaˆmico, acompanhando as necessidades de armazenamento da DHT. Ale´m disso, a mai-
oria das abordagens estudadas na secc¸a˜o 2.4 suportam apenas distribuic¸o˜es homoge´neas,
assentes na atribuic¸a˜o de uma so´ entrada/contentor a cada no´ (rever secc¸a˜o 2.4.1.6). Em
contraponto, as DHTs de segunda gerac¸a˜o recorrem tipicamente a Hashing Esta´tico8, na
forma de Hashing Consistente (ver a seguir) e o particionamento do contradomı´nio da
func¸a˜o de hash resulta na atribuic¸a˜o de va´rias entradas (cont´ıguas ou na˜o) a cada no´ da
DHT (independentemente da distribuic¸a˜o de registos pelas entradas ser uniforme ou na˜o).
2.6.2 Particionamento em DHTs de Segunda Gerac¸a˜o
2.6.2.1 Hashing Consistente Original
A abordagem do Hashing Consistente (HC) [KLL+97] foi inicialmente aplicada em balan-
ceamento de carga, para Web Caching cooperativo [KSB+99]. Posteriormente, viria a ser
adoptada (e adaptada) pelo Chord [SMK+01], uma abordagem de localizac¸a˜o distribu´ıda
de objectos, baseada no paradigma DHT, concebida para ambientes Peer-to-Peer (P2P)9.
Sob Hashing Consistente, o contradomı´nio H de inteiros, de uma func¸a˜o de hash esta´tica10
e´ aplicado no intervalo circular [0, 1) de reais, orientado no sentido dos ponteiros do relo´gio.
Depois, a cada no´ da DHT, faz-se corresponder um ou mais pontos nesse intervalo, de forma
que um no´ sera´ responsa´vel pelos pontos que antecedem os seus: basicamente, cada ponto
de um no´ define um subintervalo (partic¸a˜o cont´ınua) de pontos a associar ao no´.
Atribu´ındo-se apenas um ponto/partic¸a˜o do c´ırculo [0, 1) a cada no´ da DHT, a distribuic¸a˜o
tera´ um desiquil´ıbrio de ordem O(logN ) [KLL+97], face a uma distribuic¸a˜o homoge´nea,
sendo N o nu´mero total de no´s da DHT11. Complementarmente, se forem atribu´ıdos
8Usando-se func¸o˜es de hash suficientemente prol´ıficas, como SHA-1 [sha95], de 160 bits.
9Na realidade, boa parte das DHTs para esses ambientes assentam em variantes do Hashing Consistente.
10Mas com um nu´mero elevado de bits (160 bits, na definic¸a˜o original).
11Note-se que o nu´mero de pontos de cada intervalo e´ aleato´rio.
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k× log2N pontos/partic¸o˜es, a distribuic¸a˜o sera´ tanto mais homoge´nea quanto maior for k.
E´ importante realc¸ar que a criac¸a˜o de partic¸o˜es em nu´mero suficientemente elevado permite
na˜o so´ uma distribuic¸a˜o de H relativamente homoge´nea, como ainda suportar convenien-
temente distribuic¸o˜es na˜o-uniformes de registos da DHT, situac¸a˜o em que estes tendem
a concentra-se num nu´mero reduzido de partic¸o˜es. Se as partic¸o˜es forem pequenas e su-
ficientemente dispersas pelos no´s computacionais, enta˜o e´ maior a probabilidade de uma
distribuic¸o˜es na˜o-uniformes de registos ser afectada de forma uniforme aos no´s da DHT12.
A atribuic¸a˜o de mu´ltiplos pontos/partic¸o˜es do c´ırculo [0, 1) a cada no´ computacional
socorre-se de um simples artif´ıcio conceptual: e´ como se, por cada no´ computacional,
houvesse mu´ltiplos no´s virtuais, com pseudo-identificadores deriva´veis do identificador do
no´, aos quais a aplicac¸a˜o da func¸a˜o de hash permite associar outros tantos pontos de [0, 1).
A grande vantagem do Hashing Consistente e´ o impacto limitado e distribu´ıdo da jun-
c¸a˜o/remoc¸a˜o de um no´ computacional a` DHT: por cada no´ virtual v desse no´, e´ apenas
preciso trocar registos com o sucessor de v no c´ırculo (no sentido dos ponteiros do relo´gio).
Basicamente, e´ esta a propriedade que qualifica como consistente a abordagem em causa.
2.6.2.2 Hashing Consistente Pesado
Originalmente, o Hashing Consistente e o Chord sa˜o orientados a distribuic¸o˜es homoge´-
neas. Uma extensa˜o o´bvia a distribuic¸o˜es heteroge´neas, e´ a definic¸a˜o independente do
nu´mero de no´s virtuais por cada no´, proporcionalmente a uma certa capacidade (esta´tica
ou dinaˆmica) do no´. A aplicac¸a˜o dessa abordagem e´ ilustrada no CFS [DKKM01, Dab01],
um Sistema de Ficheiros Distribu´ıdo (Write-once-Read-many), para ambientes WAN/P2P.
Embora permitam distribuic¸o˜es balanceadas, mu´ltiplos no´s virtuais por no´ computacional
sa˜o inadequados se o nu´mero de no´s computacionais for muito elevado, pelo efeito multipli-
cativo sobre a quantidade de informac¸a˜o de localizac¸a˜o necessa´ria (complexidade espacial
acrescida), e sobre o esforc¸o necessa´rio a` localizac¸a˜o (complexidade temporal acrescida).
Neste aˆmbito, Karger et al. [KR04], introduzem uma abordagem que suporta va´rios no´s
virtuais por no´, mas apenas permite a “activac¸a˜o” de um no´ virtual de cada vez, escolhido
no quadro de uma estrate´gia de balanceamento dinaˆmico de carga (ver secc¸a˜o 2.8.2).
Posteriormente, Godfrey et al. [GS05] propo˜em a abordagem Y0 (derivada do Chord) para
distribuic¸o˜es heteroge´neas, assente na concentrac¸a˜o dos no´s virtuais (ou melhor, das par-
tic¸o˜es) de cada no´ numa zona cont´ıgua de [0, 1), pressupondo uma distribuic¸a˜o uniforme
de carga13; dessa forma, a complexidade espacial e temporal da localizac¸a˜o continua a
ser de ordem O(logN ), mesmo com O(logN ) no´s virtuis por no´ (com no´s virtuais dis-
persos, a complexidade seria O(log2N )). Adicionalmente, observam que em distribuic¸o˜es
heteroge´neas, o esforc¸o de localizac¸a˜o e´ inferior (<50%) ao de distribuic¸o˜es homoge´neas.
Schindelhauer et al. [SS05] revisitam o Hashing Consistente para distribuic¸o˜es hetero-
ge´neas, propondo um Me´todo Linear e um Me´todo Logar´ıtmico de ca´lculo de distaˆncias
no c´ırculo [0, 1) que leva em conta uma certo peso/capacidade de um no´ computacional,
12Este racioc´ınio parte do princ´ıpio de que a dimensa˜o dos registos e´ relativamente uniforme.
13Requisito desnecessa´rio quando a partic¸o˜es associadas aos no´s virtuais sa˜o dispersas em [0, 1).
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quando se calcula a distaˆncia do seu ponto no c´ırculo um outro ponto qualquer. Ambos os
me´todos assentam na criac¸a˜o de O(logN ) partic¸o˜es de [0, 1), por cada no´ da DHT (para
um total de N no´s) para se atingir uma distribuic¸a˜o equilibrada, sendo que oMe´todo Loga-
r´ıtmico oferece melhor qualidade da distribuic¸a˜o. O Me´todo Linear tem a particularidade
de ter sido aplicado, com sucesso, no encaminhamento em redes sem fios had-hoc [SBR04].
2.6.3 Particionamento para SANs
A definic¸a˜o de estrate´gias de particionamento adequadas representa um problema tambe´m
recorrente em outras a´reas, como acontece no contexto das SANs (Storage Area Networks).
Brinkman [BSS00], por exemplo, investigou o particionamento de dados para cena´rios ho-
moge´neos (discos de igual capacidade) e heteroge´neos (discos de capacidade arbitra´ria),
apresentando estrate´gias de posicionamento com: 1) boa qualidade da distribuic¸a˜o (dis-
tribuic¸a˜o o mais equitativa/proporcional poss´ıvel); 2) localizac¸a˜o eficiente (no tempo e no
espac¸o) dos dados; 3) boa adaptabilidade a` adic¸a˜o/remoc¸a˜o de discos ou blocos de dados14.
A abordagem de Brinkman [BSS00] partilha semelhanc¸as com o Hashing Consistente (HC)
original [KLL+97]: sendo U = {1, ..., p} os inteiros sequenciais dispon´ıveis para indexar
blocos de dados (com p arbitrariamente grande), o recurso a uma func¸a˜o de hash per-
mite estabelecer a correspondeˆncia entre elementos de U e o intervalo de reais [0, 1]; num
dado instante, apenas um subconjunto dos ı´ndices de U correspondera´ a blocos efectiva-
mente instanciados; uma estrate´gia de assimilac¸a˜o permite particionar [0, 1] em intervalos
cont´ıguos e atribu´ı-los a discos da SAN de forma a cumprir os requisitos acima enunciados.
As estrate´gias de assimilac¸a˜o propostas usam algoritmos determin´ısticos de movimentac¸a˜o
de blocos, que permitem reconstruir todas as movimentac¸o˜es efectuadas desde um esta´gio
inicial, de forma a calcular-se a localizac¸a˜o actual de um bloco. Desta forma, evita-se o
recurso a uma tabela de localizac¸a˜o dos blocos que, em ambiente SAN (com mu´ltiplos
discos, com muitos blocos cada), poderia ter dimenso˜es enormes. Pore´m, as estrate´gias
propostas implicam a participac¸a˜o de todos os discos da SAN em qualquer adic¸a˜o/remoc¸a˜o.
Em comparac¸a˜o com a abordagem do Hashing Consistente (HC) original [KLL+97], a
abordagem de Brinkman [BSS00] incorre num custo temporal de localizac¸a˜o de ordem
O(log(n)) (no nu´mero de blocos) face ao custo de ordem O(1) da abordagem HC (com
tabela global); todavia, esta incorre num custo espacial de ordem O(nlog2(n)) (em nu´mero
de bits), face a um custo inferior de O(log(n)), na abordagem de Brinkman [BSS00].
2.6.4 Modelo Balls-into-Bins
Brinkman estendeu a abordagem anterior, para um cena´rio de distribuic¸a˜o de objectos num
sistema distribu´ıdo [BSS02]. Nessa reformulac¸a˜o, adopta-se e adapta-se o modelo “balls-
into-bins”(de atribuic¸a˜o aleato´ria de balls a bins15 [ABKU94, RS98]), fazendo corresponder
14Notar que a adic¸a˜o/remoc¸a˜o de um disco e´ compara´vel a` adic¸a˜o/remoc¸a˜o de um no´ a/de uma DHT, e
a adic¸a˜o/remoc¸a˜o de um bloco de dados e´ compara´vel a` inserc¸a˜o/remoc¸a˜o de um registo em/de uma DHT.
15O modelo formaliza um tipo de jogos em que se atiram bolas, aleatoriamente, para dentro de um
conjunto de cestos; na sua formulac¸a˜o cla´ssica, os cestos sa˜o escolhidos de forma independente e uniforme.
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objectos a balls, e servidores a bins de certa capacidade; admitindo a variac¸a˜o dinaˆmica do
nu´mero de objectos, servidores e capacidades destes, o modelo procura distribuir objectos
por servidores de forma cumprir os requisitos acima definidos. A distribuic¸a˜o partilha
semelhanc¸as com o Hashing Consistente, pois envolve um conceito de distaˆncia entre cada
objecto (ball) e cada servidor (bin), para se decidir a que servidor atribuir o objecto.
Czumaj et al. [CRS03] investigaram esquemas que permitem distribuic¸o˜es homoge´neas
perfeitas (ver definic¸a˜o a seguir), assentes na escolha de um de dois servidores seleccionados
aleatoriamente (o servidor ao qual se atribui um objecto e´ o servidor menos sobrecarregado
dos dois); essa escolha configura a aplicac¸a˜o do paradigma power-of-two-choices [MRS01],
como uma forma simples de usar a aleatoriedade para atingir distribuic¸o˜es balanceadas.
2.6.4.1 Distribuic¸o˜es Perfeitas e O´ptimas
Sob o modelo “balls-into-bins”, uma distribuic¸a˜o homoge´nea perfeita e´ aquela em que,
dados m objectos (balls) e n servidores (bins), a carga de qualquer servidor nunca excede
(m/n) + 1 nem e´ inferior a (m/n) [CRS03]. Esta definic¸a˜o e´ extens´ıvel a qualquer cena´rio
onde se distribua uma grandeza discreta, de forma homoge´nea, por um conjunto de no´s.
Para cena´rios heteroge´neos onde se consegue o melhor ajustamento poss´ıvel (medido com
base numa certa me´trica de qualidade da distribuic¸a˜o) a`s diferentes proporc¸o˜es previstas
para cada no´, o termo o´ptimo e´ mais apropriado para classificar a distribuic¸a˜o conseguida.
2.7 Estrate´gias de Localizac¸a˜o
Tipicamente, uma estrate´gia de particionamento tem impl´ıcita a utilizac¸a˜o de uma certa
estrate´gia de localizac¸a˜o (embora haja quem, tal como no´s, advogue uma separac¸a˜o entre
as duas questo˜es [Man04]); esta, como definido na secc¸a˜o 2.4.1.4, diz respeito aos modelos e
mecanismos que permitem reconstituir as correspondeˆncias “entrada 7→ no´” de uma DHT.
2.7.1 Localizac¸a˜o em DHTs de Primeira Gerac¸a˜o
Como ressalta do estudo comparativo da secc¸a˜o 2.4, e´ ja´ poss´ıvel encontrar, nalgumas
DHTs de primeira gerac¸a˜o (designadamente nas abordagens DDH [Dev93] e EH* [HBC97]),
mecanismos de localizac¸a˜o relativamente evolu´ıdos, de tipo distribu´ıdo. Basicamente, esses
mecanismos assentam numa visa˜o local e parcial, em trie, sobre a evoluc¸a˜o global da DHT,
mantida por cada no´ ou cliente da DHT; diferentes entidades tera˜o viso˜es independentes,
com eventuais sobreposic¸o˜es; mensagens de correcc¸a˜o de erros de enderec¸amento permitem
actualizar/corrigir, progressivamente, as tries locais, na tentativa de assegurar a sua con-
sisteˆncia com uma trie virtual global; esta corresponde ao verdadeiro esta´gio de evoluc¸a˜o
em que se encontra a DHT, por via da aplicac¸a˜o de Hashing Dinaˆmico e ocorreˆncia de divi-
sa˜o/fusa˜o de contentores. Grac¸as a` visa˜o em trie, o esforc¸o de acesso a` DHT (no nu´mero de
no´s visitados) e´ de ordem O(logN ), sendo N o nu´mero total de no´s/contentores da DHT.
Noutras abordagens de primeira gerac¸a˜o, as aproximac¸o˜es prosseguida sa˜o menos escala´-
veis, pelo recurso a` replicac¸a˜o total da informac¸a˜o de posicionamento [LNS93b, GBHC00].
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2.7.2 Localizac¸a˜o em DHTs de Segunda Gerac¸a˜o
2.7.2.1 Localizac¸a˜o Distribu´ıda (Multi-HOP)
No Hashing Consistente original [KLL+97], os mecanismos de posicionamento e de loca-
lizac¸a˜o baseiam-se numa tabela global, que regista o no´ (computacional) hospedeiro de
cada partic¸a˜o de [0, 1), permitindo acesso directo (1-HOP) aos no´s adequados; saber a que
no´ computacional n se associou um hash h implica determinar 1) a correspondeˆncia entre
h e um ponto c do c´ırculo [0, 1), 2) a que partic¸a˜o p pertence c, 3) a que no´ virtual v foi
associada a partic¸a˜o p e, finalmente, 4) a que no´ computacional n pertence o no´ virtual v.
Pore´m, uma tabela global16, sendo suficiente para um conjunto de no´s (computacio-
nais/virtuais) relativamente reduzido e esta´tico, e´ inadequada num ambiente P2P, com
milho˜es de no´s e composic¸a˜o dinaˆmica. E, como ja´ se referiu, foi precisamente a necessi-
dade de mecanismos de localizac¸a˜o escala´veis, adequados a esses ambientes, que motivou
o desenvolvimento de estrate´gias de localizac¸a˜o distribu´ıda, assentes no paradigma DHT.
A filosofia base dessas estrate´gias de localizac¸a˜o e´ semelhante: as partic¸o˜es da DHT sa˜o
unidas num grafo (overlay network), de forma que, por cada partic¸a˜o, e´ registada a locali-
zac¸a˜o (no´ computacional hospedeiro) de um conjunto de outras partic¸o˜es, correspondente
a` sua vizinhanc¸a (topolo´gica); dado um hash h, um no´ e´ responsa´vel pela partic¸a˜o que
conte´m h ou enta˜o sabe determinar qual o no´ (da sua vizinhanc¸a) mais pro´ximo de h,
para onde encaminhara´ qualquer pedido de localizac¸a˜o de h; o me´todo de definic¸a˜o da vi-
zinhanc¸a e a medida de proximidade entre no´s/hashes, sa˜o espec´ıficos de cada abordagem.
Cada abordagem procura atingir, a` sua maneira, o melhor compromisso entre dois factores
antago´nicos: a necessidade de rotas curtas versus a necessidade de vizinhanc¸as pequenas,
no grafo subjacente, i.e., recorrendo a conceitos ba´sicos de Teoria de Grafos (ver apeˆndice
C), esta´ em causa a minimizac¸a˜o simultaˆnea do diaˆmetro do grafo e do grau dos ve´rtices.
Assim, nas DHTs de segunda gerac¸a˜o, o diaˆmetro e o grau do grafo de localizac¸a˜o comec¸am
por ser ambos de ordem logar´ıtmica, face ao nu´mero total de ve´rtices (no´s virtuais ou
computacionais) do grafo; e´ o caso das abordagens Chord [SMK+01] (descendente do
Hashing Consistente original [KLL+97]), Pastry [RD01] e Tapestry [ZKJ01] (descendentes
do trabalho de Plaxton et al. [PRR97]), e Kademlia [MM02] (baseada numa me´trica
XOR de distaˆncia); a abordagem CAN [RFH+01] representa uma excepc¸a˜o, assegurando
diaˆmetro de ordem O(dN 1/d) e grau de ordem O(d), para um espac¸o a d dimenso˜es17.
Posteriormente, as abordagens Viceroy [MNR02], Koorde [KK03] e D2B [FG03] conseguem
graus de ordem O(1), mantendo diaˆmetro de ordem O(logN ). O Viceroy adopta e adapta
a topologia butterfly, usada em sistemas paralelos [Sie79], utilizando-a de forma conjugada
com o Chord, para obter grau 7. O Koorde e o D2B exploram ambos grafos DeBruijn
[dB46], sendo ambos capazes de virtualizar os ve´rtices necessa´rios a um grafo DeBruijn
completo, de grau 2; em particular, o Koorde combina grafos DeBruijn com grafos Chord.
A preocupac¸a˜o em minimizar mais o diaˆmetro encontrou eco na descoberta de
16Na˜o necessariamente centralizada: num cena´rio de Web Caching admitem-se re´plicas dessincronizadas.
17Embora, quando d = logN , o diaˆmetro e o grau do grafo passem a ser de ordem O(logN ).
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O(logN/loglogN ) como limite mı´nimo teo´rico, para um grau de ordem O(logN ) [Xu03].
Essa descoberta foi corroborada atrave´s de abordagem Ulysses [KMXY03], baseada, tal
como a Viceroy, na topologia butterfly; todavia, o Ulysses suporta um nu´mero varia´vel
de ve´rtices e evitam situac¸o˜es de congesta˜o (em que certos ve´rtices/arestas do grafo sa˜o
particularmente sobrecarregados em relac¸a˜o aos restantes). Importa ainda referir que, au-
mentando o grau para O(logN ), o Koorde tambe´m suporta diaˆmetro O(logN/loglogN ).
Das abordagens anteriormente referenciadas, sa˜o-nos particularmente relevantes os grafos
Chord e DeBruijn, como representantes de duas estirpes diferentes (de diaˆmetro comum,
igual a O(logN ), mas grau O(logN ) nos grafos Chord, e O(1) nos DeBruijn), capazes de
assegurar localizac¸a˜o distribu´ıda de forma compat´ıvel com a operac¸a˜o dos nossos meca-
nismos de particionamento e posicionamento. Nesse contexto, o cap´ıtulo 4 e´ dedicado a`
explorac¸a˜o desses grafos, relegando-se para esse aˆmbito uma descric¸a˜o sua mais detalhada.
2.7.2.2 Localizac¸a˜o Directa (1-HOP)
Contrariando a linha de investigac¸a˜o seguida ate´ enta˜o, Gupta et al. [GLR03] re-analisam a
viabilidade e a(s) consequeˆncia(s) da manutenc¸a˜o de informac¸a˜o total sobre a composic¸a˜o
de um sistema P2P com N / 106 no´s. A motivac¸a˜o sa˜o as lateˆncias elevadas (mesmo
com diaˆmetro de ordem O(logN )), devido ao desfasamento entre os grafos de localizac¸a˜o
(topologias de n´ıvel aplicacional) e a as redes f´ısicas18. A abordagem prosseguida passa
pela sobreposic¸a˜o de uma estrutura hiera´rquica (dissemination tree) sobre um anel Chord.
Com base em valores observados do dinamismo do sistema Gnutella [], concluem enta˜o
da viabilidade da encaminhamento 1-HOP: para valores de N entre 105 e 106, os no´s
responsa´veis pela propagac¸a˜o de alterac¸o˜es a` composic¸a˜o do sistema necessitam entre 35
Kbps a 350 Kbps de largura de banda garantida. Posteriormente, para sistemas com
N ≫ 106 no´s, Gupta et al. [GLR04] propo˜em um esquema 2-HOP, com encaminhamento
em dois saltos e informac¸a˜o de posicionamento de ordem O(N 1/2) por cada no´ da DHT.
Na senda do trabalho de Gupta, Rodrigues [RB04], demonstra que o recurso a localizac¸a˜o
distribu´ıda / multi-hop apenas compensa para sistemas que apresentam, em simultaˆneo, 1)
nu´mero muito elevado de no´s (pelo menos da ordem das dezenas de milho˜es), e 2) elevado
dinamismo na sua composic¸a˜o; para cena´rios diferentes, advogam-se esquemas 1-HOP.
Posteriormente, Monnerat et al. [MA06] propo˜em a abordagem D1HT para uma DHT com
localizac¸a˜o 1-HOP, capaz de 1) diminuir consideravelmente (em pelo menos uma ordem de
magnitude) os requisitos de largura de banda da abordagem de Gupta et al. [GLR04] (3
Kbps por no´, para 106 no´s) e 2) suportar elevado dinamismo na composic¸a˜o do sistema.
Mais recentemente, Brown et al. [BBK07] apresentam a abordagem Tork, adequada a
sistemas P2P heteroge´neos, com elevada variabilidade de largura de banda: no´s com ele-
vada largura de banda (necessa´ria a` manutenc¸a˜o de informac¸a˜o total actualizada sobre a
composic¸a˜o do sistema), utilizam localizac¸a˜o 1-HOP; no´s com pouca largura recorrem a
localizac¸a˜o multi-hop, de desempenho (no de saltos) ajusta´vel a` heterogeneidade dos no´s.
18Esse desfasamento motivou desde cedo, nas DHTs de segunda gerac¸a˜o, a preocupac¸a˜o em minimizar
a lateˆncia durante a construc¸a˜o da topologia, como acontece no Tapestry [ZKJ01] e no Pastry [RD01].
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No contexto do nosso trabalho, designadamente na arquitectura Domus (descrita a partir
do cap´ıtulo 5) a localizac¸a˜o directa (1-HOP) surge como me´todo de localizac¸a˜o poss´ıvel,
no quadro de uma estrate´gia de localizac¸a˜o que permite a combinac¸a˜o de va´rios me´todos,
incluindo a localizac¸a˜o distribu´ıda (multi-hop) “cla´ssica” e recurso a caches de localizac¸a˜o.
2.8 Balanceamento Dinaˆmico de Carga
As estrate´gias de particionamento e localizac¸a˜o anteriormente referenciadas esta˜o associa-
das, impl´ıcita ou explicitamente, a certas estrate´gias de balanceamento de carga19. Nesta
secc¸a˜o referimos algumas das mais representativas. Comum a todas e´ o facto de o balan-
ceamento se centrar na DHT (procurando assegurar certas Qualidades de Servic¸o (QoS)
aos seus clientes) e menos na optimizac¸a˜o global dos recursos do sistema distribu´ıdo. Apli-
cando a classificac¸a˜o gene´rica de Li et al [LL04], o balanceamento centrado na DHT e´ de
n´ıvel aplicacional (Application-level), ao passo que o segundo e´ de n´ıvel sistema (Sytem-
level); no mesmo contexto, a terminologia de Zaki et al [ZLP96] permite classificar o balan-
ceamento centrado na DHT como orientado-a`-aplicac¸a˜o (application-driven) ou a` medida.
2.8.1 Balanceamento Dinaˆmico em DHTs/DDSs de Primeira Gerac¸a˜o
Nas DHTs de primeira gerac¸a˜o [LNS93a, Dev93, HBC97, GBHC00] procura-se unifor-
mizar o consumo que a DHT faz dos recursos de armazenamento do sistema distribu´ıdo
(tipicamente cluster/NOW). Nessas DHTs a raza˜o primordial para a contracc¸a˜o/expansa˜o
do nu´mero de entradas ou contentores (buckets) e´ a folga/esgotamento da capacidade de
armazenamento associada a`s entradas (de capacidade pre´-definida e igual para todas).
O facto de as entradas/contentores poderem evoluir (subdividindo-se ou fundindo-se) de
forma independente umas das outras soluciona, de forma natural, dois problemas distintos:
i) distribuic¸a˜o na˜o-uniforme do nu´mero de registos (rever secc¸a˜o 2.4.1.8), que pode con-
centrar muitos registos em poucos contentores; ii) distribuic¸a˜o na˜o-uniforme da dimensa˜o
de registos, pela qual poucos registos podem esgotar a capacidade de um contentor.
Ao balanceamento da carga de armazenamento, a abordagem de Griblle et al. [GBHC00]
acrescenta ainda suporte a um primeiro n´ıvel de balanceamento da carga de acesso, base-
ado na replicac¸a˜o dos registos da DHT, que permite dispersar a carga de leitura. Pore´m,
o n´ıvel de replicac¸a˜o e´ esta´tico (fixo durante a vida da DHT) e os registos na˜o sa˜o migra´-
veis para no´s mais folgados (como resposta a sobrecargas de acesso). Neste contexto, a
abordagem SNOWBALL [VBW98] ao armazenamento de um Diciona´rio Distribu´ıdo para
servic¸os WWW e´ paradigma´tica, pois complementa o balanceamento da carga de arma-
zenamento com o da carga de acesso; para o efeito, a abordagem preveˆ: i) mecanismos de
monitorizac¸a˜o e migrac¸a˜o da carga que operam em va´rias granularidades (registos, con-
junto de registos, etc.) e de forma incremental (migrac¸a˜o imediata, incremental, etc.); ii)
19A problema´tica do balanceamento dinaˆmico de carga tem sido amplamente investigada pela comuni-
dade da Computac¸a˜o Paralela e Distribu´ıda [SHK95, ZLP96, XL97]. No contexto desta tese, interessam-nos
apenas as questo˜es ligadas a` aplicabilidade de te´cnicas gene´ricas (e.g., load-stealing, load-shedding, suporte
a distribuic¸o˜es heteroge´neas, monitorizac¸a˜o de carga e de recursos) ao contexto espec´ıfico das DHTs.
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suporte a` migrac¸a˜o de registos em simultaˆneo com o seu acesso (o que e´ mais facilmente
exequ´ıvel para registos (quase-)apenas de leitura, como e´ o caso de documentos da Web).
2.8.2 Balanceamento Dinaˆmico em DHTs de Segunda Gerac¸a˜o
No sistema CFS [DKKM01, Dab01] (ja´ referido na secc¸a˜o 2.6.2.2), um no´ sobrecarregado
(em termos de armazenamento), pode aliviar carga (load-shedding) removendo (ou melhor,
atribuindo a outro no´) alguns dos seus no´s virtuais; todavia, uma aplicac¸a˜o descuidada
desta abordagem simples podera´ originar situac¸o˜es de thrashing, em que a carga atribu´ıda
a outro no´ sobrecarrega-o de imediato e tem de ser de novo transferida para um outro no´.
Rao et al. [RLS+03] investigaram esquemas de balanceamento dinaˆmico de carga, tam-
be´m no contexto do Chord, com definic¸a˜o independente do nu´mero de no´s virtuais por
no´ (computacional). Assim, comec¸am por salientar uma vantagem importante da admis-
sa˜o de mu´ltiplos no´s virtuais por no´: a transfereˆncia de no´s virtuais entre no´s permite
transferir facilmente carga entre no´s na˜o adjacentes no c´ırculo [0, 1)20. Tendo por objec-
tivo o balanceamento dinaˆmico de um so´ tipo de recurso, propo˜em enta˜o treˆs esquemas
de balanceamento dinaˆmico: 1) one-to-one load-stealing (cada no´ subcarregado selecci-
ona aleatoriamente um no´ sobrecarregado, a quem pede um no´ virtual); 2 one-to-many
load-shedding (cada no´ sobrecarregado selecciona um no´ subcarregado, a quem cede um
no´ virtual; a selecc¸a˜o assenta na inspecc¸a˜o de directorias distribu´ıdas, com a carga de no´s
leves); 3) many-to-many (esquema centralizado que, de uma so´ vez, considera todos os
no´s da DHT, e redistribui a carga dos sobrecarregados pelos subcarregados). Os esquemas
anteriores exibem (pela sua ordem de apresentac¸a˜o), autonomia decrescente, requisitos de
informac¸a˜o crescentes e uma efica´cia crescente (de 85% a 95% do valor o´ptimo21).
Godfrey et al. [GLS+04] extendem a abordagem anterior, de Rao et al. [RLS+03], com
suporte a um sistema altamente dinaˆmico, com i) inserc¸a˜o/remoc¸a˜o cont´ınua de registos, ii)
entrada/sa´ıda cont´ınua de no´s, iii) distribuic¸a˜o na˜o-uniforme dos registos no c´ırculo [0, 1),
iv) distribuic¸a˜o na˜o-uniforme da dimensa˜o dos registos. Em particular, usa-se o algoritmo
many-to-many para balanceamento global perio´dico, com base em informac¸a˜o de carga
mantida em uma ou mais directorias distribu´ıdas, reduzindo essencialmente o problema
do balanceamento distribu´ıdo ao de um balanceamento centralizado por cada directoria;
adicionalmente, usa-se o algoritmo one-to-many load-shedding para balanceamentos locais
de emergeˆncia. Um resultado interessante e´ o de que, com no´s computacionais heteroge´-
neos, o balanceamento da carga exige menos no´s virtuais do que com no´s homoge´neos.
Como referido previamente (na secc¸a˜o 2.6.2.2), Karger et al. [KR04] conceberam uma
abordagem que suporta va´rios no´s virtuais por no´ computacional mas apenas permite
a “activac¸a˜o” de um no´ virtual de cada vez. Essa abordagem suporta dois esquemas
de balanceamento dinaˆmico com diferentes objectivos: 1) balanceamento do espac¸o de
enderec¸amento da DHT (i.e., particionamento homoge´neo), em que cada no´ computacional
assume obrigatoriamente um dos seus O(logN ) no´s virtuais; 2) balanceamento dos registos
da DHT, em que um no´ computacional pode assumir qualquer no´ virtual do sistema (e.g.,
20Com um so´ no´ virtual por no´ computacional, a transfereˆncia de carga ocorreria entre no´s adjacentes.
21Ver a secc¸a˜o 2.6.4.1 para uma definic¸a˜o de distribuic¸a˜o perfeita ou o´ptima.
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aquele onde a concentrac¸a˜o de registos e´ maior), com base numa estrate´gia de load-stealing.
Byers et al. [BCM03] exploram o paradigma power-of-two-choices [MRS01] no contexto
da abordagem Chord, demonstrando que e´ poss´ıvel alcanc¸ar melhor balanceamento de
carga do que com a utilizac¸a˜o (convencional) de va´rios no´s virtuais por no´ computacional;
a abordagem proposta baseia-se na utilizac¸a˜o de d ≥ 2 func¸o˜es de hash que, para cada
registo, permitem determinar d no´s hospedeiros poss´ıveis; o registo sera´ enta˜o armazenado
no no´ com menos registos e os d − 1 no´s restantes guardam indirecc¸o˜es para ele; desta
forma evitam-se d localizac¸o˜es (que poderiam ate´ ocorrer em paralelo) por cada acesso a
um registo, uma vez que pode ser usada qualquer uma das d func¸o˜es de hash para iniciar a
busca (embora seja de (d−1)/d a probabilidade de essa busca comportar o passo adicional
representado por uma indirecc¸a˜o); a abordagem pressupo˜e que os registos teˆm dimensa˜o
semelhante, mas admite frequeˆncias de acesso varia´veis, o que clama por alguma forma
de balanceamento dinaˆmico; neste contexto, a explorac¸a˜o conveniente do mecanismo de
indirecc¸o˜es viabiliza a utilizac¸a˜o de te´cnicas de load-stealing e load-shedding, bem como de
replicac¸a˜o (esta como forma de dispersar carga e assegurar alguma toleraˆncia a faltas).
Aberer et al. [ADH03, ADH05] desenvolvem mecanismos que, no contexto da abordagem
P-Grid [Abe01, AHPS02] a um Diciona´rio Distribu´ıdo, permitem balancear, simultanea-
mente, 1) carga de armazenamento e 2) carga de replicac¸a˜o. Na abordagem P-Grid, o
Diciona´rio Distribu´ıdo configura-se numa trie bina´ria virtual, onde cada no´ e´ responsa´vel
por uma sequeˆncia de bits, de dimensa˜o varia´vel. Adicionalmente, na˜o ha´ qualquer relac¸a˜o
(e.g., de distaˆncia topolo´gica, como no Hashing Consistente e derivados) entre o identifi-
cador do no´ e a sequeˆncia de bits de que ele e´ responsa´vel, facilitando a re-atribuic¸a˜o dessa
sequeˆncia a outro no´, sem necessidade de indirecc¸o˜es (que introduzem sempre ineficieˆn-
cias). Em conjunto, estas propriedades permitem a adaptac¸a˜o dinaˆmica da trie virtual a
distribuic¸o˜es na˜o-uniformes, bem como uma estrate´gia de replicac¸a˜o das partic¸o˜es que, de
forma diferente de outras, determina o nu´mero de re´plicas dinaˆmica e permanentemente.
2.8.3 Balanceamento Dinaˆmico Ciente dos Recursos
Para ale´m de estrate´gias de balanceamento centradas na(s) DHT(s) (de n´ıvel aplicacional
ou orientado-a`-aplicac¸a˜o), interessam-nos tambe´m, no contexto desta dissertac¸a˜o, a sua
combinac¸a˜o com estrate´gias de n´ıvel sistema e cientes-dos-recursos (resource-aware); estas,
assentes num conhecimento relativamente preciso dos recursos dispon´ıveis no ambiente de
execuc¸a˜o e da sua taxa de utilizac¸a˜o, viabilizam um balanceamento de carga mais efectivo.
Uma abordagem compat´ıvel com este tipo de requisitos e´ fornecida pelo modelo DRUM
(Dynamic Resource Utilization Model) [Fai05, TFF05], em cooperac¸a˜o com as platafor-
mas NWS [WSH99] e Zoltran [DBH+02]. Em particular, esta combinac¸a˜o tolera a co-
execuc¸a˜o de outras aplicac¸o˜es no cluster, ao mesmo tempo que balanceia dinamicamente
as que executam sob o seu controlo; estas correspondem, essencialmente, a tarefas de
ca´lculo/computac¸a˜o cient´ıfica. O DRUM assenta numa visa˜o hiera´rquica, em a´rvore, do
ambiente de execuc¸a˜o, na qual as folhas sa˜o no´s de computac¸a˜o e os outros n´ıveis sa˜o ocu-
pados por no´s de rede (encaminhadores, comutadores, repetidores, etc.); essa visa˜o suporta
a definic¸a˜o de uma me´trica linear de “poteˆncia”, de granularidade varia´vel (i.e., aplica´vel a
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no´s computacionais ou a (sub)a´rvores); a “poteˆncia” de um no´ (ou de uma (sub)a´rvore) e´
uma soma pesada de certas capacidades esta´ticas (medidas por benchmarks especializados,
ou benchmarks gene´ricos da suite LINPACK [lin]) e taxas de utilizac¸a˜o dinaˆmicas (moni-
torizadas por agentes pro´prios ou pelo sistema NWS); essa soma (entre 0 e 1) representa
a percentagem da carga (workload) global a atribuir ao no´ (ou (sub)a´rvore). De facto,
o DRUM na˜o efectua, por si so´, balanceamento dinaˆmico; antes participa nesse processo
atrave´s da produc¸a˜o de me´tricas sinte´ticas que, alimentando plataformas standard de par-
ticionamento de carga (como o Zoltran), permitem o particionamento (dinaˆmico) de um
problema de forma coerente a heterogeneidade (dinaˆmica) dos no´s computacionais.
A definic¸a˜o dinaˆmica de capacidades computacionais em clusters heteroge´neos e partilha-
dos, com base num modelo linear, pode tambe´m ser encontrada na abordagem de Sinha et
al. [SP01] ao balanceamento dinaˆmico de aplicac¸o˜es AMR (Adaptive Mesh Refinement).
Como no DRUM, o foco incide no balanceamento de tarefas de ca´lculo cient´ıfico (embora
num contexto mais espec´ıfico) e conta-se com os bons of´ıcios do sistema NWS [WSH99] de
monitorizac¸a˜o distribu´ıda de recursos; todavia, a abordagem de Sinha et al. leva tambe´m
em conta a disponibilidade de memo´ria principal, para ale´m de CPU e largura de banda.
2.9 Dissociac¸a˜o Enderec¸amento-Armazenamento
Genericamente, podemos encontrar na arquitectura de qualquer DHT componentes ou
subsistemas associados a` resoluc¸a˜o de questo˜es de Enderec¸amento e de Armazenamento.
No caso do Enderec¸amento, esta´ em causa a prossecuc¸a˜o de determinadas estrate´gias
de particionamento do espac¸o de enderec¸amento da DHT e de localizac¸a˜o das partic¸o˜es
resultantes, de que sa˜o exemplos as referenciadas nas secc¸o˜es anteriores. No caso do
Armazenamento, esta˜o em causa as questo˜es mais directamente ligadas a` salvaguarda de
dados/registos na DHT (estruturas de dados / reposito´rios, n´ıvel de persisteˆncia, etc.).
Um aspecto arquitectural relevante no contexto desta dissertac¸a˜o e´ o suporte a` dissociac¸a˜o
entre o Enderec¸amento e o Armazenamento de uma mesma partic¸a˜o. Numa situac¸a˜o de
associac¸a˜o, o no´ da DHT em que desemboca a localizac¸a˜o de uma partic¸a˜o (no´ de ende-
rec¸amento) e´ tambe´m o responsa´vel pelo armazenamento de todos os registos da partic¸a˜o
(no´ de armazenamento); numa situac¸a˜o de dissociac¸a˜o, o uso de indirecc¸o˜es permite refe-
renciar um no´ de armazenamento diferente, a partir do no´ de enderec¸amento de partic¸a˜o.
Nas DHTs de primeira gerac¸a˜o (orientadas ao armazenamento distribu´ıdo) a situac¸a˜o mais
frequente e´ a associac¸a˜o Enderec¸amento-Armazenamento. A abordagem de Gribble et al.
[GBHC00] exibe, pore´m, uma certa forma de dissociac¸a˜o, consubstancida pela existeˆncia de
no´s de frontend, que redireccionam pedidos de acesso a` DHT para no´s de armazenamento.
Nas DHTs de segunda gerac¸a˜o (orientadas a ambientes P2P), a dissociac¸a˜o Enderec¸amento-
Armazenamento e´ suportada naturalmente, atrave´s de indirecc¸o˜es [CNY03]; de facto, tais
DHTs surgiram, inicialmente, como mecanismo de localizac¸a˜o distribu´ıda, relegando-se
para um plano mais secunda´rio a co-assumc¸a˜o de func¸o˜es de armazenamento pelos no´s da
DHT. Por exemplo, em sistemas P2P de partilha de ficheiros e´ vulgar existir um “nu´cleo
duro” de no´s de enderec¸amento (superpeers), que participam activamente na localizac¸a˜o
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distribu´ıda e na˜o assumem func¸o˜es de armazenamento; por outro lado, um no´/cliente re-
gular, que partilha ficheiros (referenciados pelos no´s de enderec¸amento), pode assumir, de
forma volunta´ria, func¸o˜es de enderec¸amento (transformando-se assim num superpeer).
A dissociac¸a˜o Enderec¸amento-Armazenamento e´ poss´ıvel porque envolve o tratamento
de questo˜es mais ou menos independentes. Essa independeˆncia e´ por vezes extens´ıvel a
um n´ıvel mais microsco´pico da arquitectura de uma DHT. Por exemplo, Manku [Man04]
demonstra, na sua arquitectura Dipsea para uma DHT modular, que particionamento e lo-
calizac¸a˜o (sub-problemas do Enderec¸amento), podem ser atacados de forma independente.
2.10 Paradigmas de Operac¸a˜o de DHTs
Sob o ponto de vista das suas aplicac¸o˜es clientes, a operac¸a˜o de uma DHT pode seguir
duas abordagens completamente distintas: 1) a DHT apresenta-se como mais um servic¸o
distribu´ıdo, com o qual podem interactuar, simultaneamente, mu´ltiplas aplicac¸o˜es clientes;
2) a DHT e´ embebida no seio da aplicac¸a˜o paralela/distribu´ıda que dela usufrui, aplicac¸a˜o
que e´ a u´nica responsa´vel pela operac¸a˜o (instanciac¸a˜o, explorac¸a˜o e gesta˜o) da DHT.
A primeira abordagem, correspondente a` “visa˜o de uma DHT como um servic¸o”, preconiza
uma separac¸a˜o estrita entre o co´digo das aplicac¸o˜es e o da DHT; a realizac¸a˜o de uma DHT
e´ feita a` custa de uma colecc¸a˜o de servic¸os que se apresenta como uma “caixa preta”; a`s
aplicac¸o˜es e´ oferecido um interface relativamente limitado (confinado a`s operac¸o˜es usuais
sobre diciona´rios), mas a partilha de uma DHT por va´rias aplicac¸o˜es e a co-operac¸a˜o de
va´rias DHTs sa˜o facilitadas. Esta filosofia, que esta´ na base das DHTs de primeira gerac¸a˜o
(e que encontra na abordagem de Gribble et al. [GBHC00] o seu expoente ma´ximo – rever
secc¸a˜o 2.4.5), e´ tambe´m a prosseguida pela nossa arquitectura Domus (ver cap´ıtulo 7).
Karp et al. [KRRS04] caracterizam a segunda abordagem, correspondente ao que os au-
tores designam de “visa˜o de uma DHT como uma biblioteca”. Assim, a co-localizac¸a˜o de
co´digo aplicacional juntamente com o co´digo da DHT permite a uma aplicac¸a˜o aceder
ao estado local da DHT ou receber upcalls dela (porque ambas fazem parte do mesmo
processo, ou recorrendo a RPCs locais). Esta aproximac¸a˜o tem vantagens importantes,
sendo a principal o facto de permitir a realizac¸a˜o de operac¸o˜es mais complexas / a`-medida
em cada no´ da DHT, para la´ de simples inserc¸o˜es, remoc¸o˜es e consultas de registos (e.g.,
range-queries ou outro tipo de processamento de um (sub)conjunto de registos locais da
DHT). Neste contexto, Karp et al. distinguem dois tipos de operac¸o˜es: a) per-hop opera-
tions – as operac¸o˜es sa˜o realizadas por todos os no´s ao longo de um certo percurso / rota
na topologia da DHT; b) end-point operations – as operac¸o˜es sa˜o apenas executadas no no´
terminal de uma rota. Por outro lado, a abordagem em causa apresenta certas desvanta-
gens: a) requer um conhecimento mais aprofundado do co´digo da DHT; b) necessita que
o co´digo de todas as operac¸o˜es complexas a realizar esteja presente na aplicac¸a˜o, a priori,
pois pode na˜o ser poss´ıvel inserir co´digo em tempo de execuc¸a˜o; c) limita a utilidade de
uma DHT a` aplicac¸a˜o hospedeira, dificultando a partilha de DHTs por va´rias aplicac¸o˜es.
A explorac¸a˜o de DHTs como bibliotecas encontra bastantes exemplos de aplicac¸a˜o no
contexto das DHTs de segunda gerac¸a˜o [KBCC00, DR01b, SAZ+02, CDK+03, HCH+05].
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A caracterizac¸a˜o anterior da segunda abordagem surge no aˆmbito de uma descric¸a˜o da
plataforma OpenHash; esta, com ra´ızes no Pastry [RD01] (uma das abordagens seminais
a DHTs de segunda gerac¸a˜o), disponibiliza o acesso a uma DHT gene´rica, de interface
simples, oferecida como um servic¸o pu´blico e aberto, com o objectivo de agilizar o desen-
volvimento de aplicac¸o˜es baseadas no “paradigma DHT”22. Karp et al. propo˜em enta˜o
um mecanismo de redirecionament (ReDiR) que permite dotar a plataforma OpenHash
(que oferece uma “DHT como servic¸o”) da possibilidade de invocar co´digo residente em
no´s externos, no contexto de operac¸o˜es end-point (ver acima), basicamente definindo uma
ponte entre os dois paradigmas de operac¸a˜o de DHTs (“como biblioteca” e “como servic¸o”).
Mais recentemente, no contexto do desenvolvimento de um sistema de posicionamento
geogra´fico, Chawathe et al. [CRR+05] investigaram tambe´m a possibilidade de construir,
sobre DHTs gene´ricas, aplicac¸o˜es com requisitos mais sofisticados que as operac¸o˜es ba´-
sicas sobre diciona´rios. Para o efeito, recorreram a` plataforma OpenDHT [RGK+05] (a
re-encarnac¸a˜o mais recente da plataforma OpenHash anteriormente referida), sobre a qual
acomodaram uma trie distribu´ıda, apropriada a range-queries. Se, por um lado, se confir-
mou a viabilidade da re-utilizac¸a˜o de uma plataforma padra˜o de DHTs no desenvolvimento
da ferramenta pretendida, por outro o desempenho alcanc¸ado foi sub-o´ptimo face ao que
seria poss´ıvel de conseguir com uma DHT a`-medida (i.e., embebida na pro´pria ferra-
menta). A abordagem prosseguida por Chawathe et al. assenta numa visa˜o por camadas,
da arquitectura da ferramenta de localizac¸a˜o geogra´fica desenvolvida. No n´ıvel mais baixo
dessa arquitectura, encontra-se a plataforma OpenDHT, a` qual se fez o outsourcing da
instanciac¸a˜o e gesta˜o de uma DHT, cabendo a` ferramenta de localizac¸a˜o a sua explorac¸a˜o.
2.11 Operac¸a˜o (Conjunta) de Mu´ltiplas DHTs
A “operac¸a˜o conjunta de mu´ltiplas DHTs” (ou, mais simplesmente, a “co-operac¸a˜o23 de
DHTs”) pode-se realizar com diferentes objectivos e de forma mais ou menos integrada.
No nosso caso, o objectivo final e´ sempre o suporte ao armazenamento distribu´ıdo e a
integrac¸a˜o pretendida corresponde ao n´ıvel avanc¸ado, definido na secc¸a˜o 2.4.1.9. Noutras
abordagens, os objectivos perseguidos e os n´ıveis de integrac¸a˜o podera˜o ser diferentes.
A co-explorac¸a˜o de mu´ltiplas DDSs/DHTs e´ suportada explicitamente, pela primeira vez,
na abordagem de Gribble [GBHC00] (rever secc¸a˜o 2.4.5); nessa abordagem, o conceito de
namespaces (contextos de identificac¸a˜o) permite individualizar o acesso a cada DHT e as
DHTs partilham os recursos de servic¸os dedicados ao armazenamento (storage bricks).
Posteriormente, Martin et al. [MNN01] identificam, de forma sistema´tica, uma se´rie de
questo˜es fulcrais ligadas ao desenho de DDSs24 (rever secc¸a˜o 2.3), entre as quais a necessi-
dade de suporte adequado a` operac¸a˜o simultaˆnea de mu´ltiplas instaˆncias; neste contexto,
preconiza-se i) a possibilidade de cada DDS possuir atributos configura´veis, de forma a
responder aos requisitos das aplicac¸o˜es clientes e ii) a necessidade de que eventuais meca-
22Ou seja, o enfoque na˜o e´ colocado no desempenho final da abordagem (pois os clientes acedem ao
servic¸o com base em conexo˜es WAN), mas na possibilidade de prototipagem ra´pida de aplicac¸o˜es leves.
23Co-operac¸a˜o tem portanto a semaˆntica de“operac¸a˜o em conjunto”e na˜o de“operac¸a˜o em colaborac¸a˜o”.
24Refira-se, a propo´sito, que parte dos requisitos ja´ eram cumpridos na abordagem de Gribble [GBHC00].
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nismos de balanceamento dinaˆmico operem de forma concertada sobre as va´rias DDSs.
Com DHTs de segunda gerac¸a˜o, a necessidade/convenieˆncia de co-operac¸a˜o de DHTs surge
numa diversidade maior de situac¸o˜es (no quadro da operac¸a˜o em ambientes P2P), para la´
do cena´rio mais convencional da primeira gerac¸a˜o (limitado a armazenamento distribu´ıdo).
Por exemplo, o conceito de namespaces usado na abordagem de Griblle et al. [GBHC00]
volta a aparecer, desta feita na plataforma OpenHash [KRRS04], mais especificamente no
contexto do mecanismo ReDiR (rever secc¸a˜o 2.10). Neste caso, o objectivo e´ suportar
va´rias DHTs virtuais a` custa da DHT real (e gene´rica) fornecida de base; como parte do
mecanismo ReDiR, as aplicac¸o˜es podem registar no´s externos a` DHT real, univocamente
identificados num certo domı´nio de nomeac¸a˜o comum (namespace); esses no´s externos pas-
sam a fazer parte de uma DHT virtual, juntamente com os no´s internos que os referenciam.
Na abordagem SkipNet [HJS+03] (uma generalizac¸a˜o distribu´ıda de Skip-Lists [Pug90])
preveˆ-se a possibilidade de um mesmo no´ participar em va´rias DHTs que, todavia, na˜o
sa˜o completamente independentes umas das outras, podendo-se sobrepor ou aninhar; as
DHTs organizam-se numa hierarquia de nomeac¸a˜o e cada no´ que participa em va´rias DHTs
ocupa, simultaneamente, lugares diferentes nessa hierarquia; o objectivo da abordagem e´
o de conseguir confinar o i) posicionamento, a ii) a localizac¸a˜o e o iii) balanceamento de
carga de certos dados/registos a certos domı´nios administrativos (pertencentes a` referida
hierarquia), sem que isso implique perda de conectividade com outros domı´nios; para o
efeito, a nomeac¸a˜o das entidades e´ feita com base em sequeˆncias de caracteres que reflectem
a hierarquia administrativa/organizacional; essa nomeac¸a˜o implica, por exemplo, que o
identificador de um objecto/registo inclua o identificador da sua DHT e no´ hospedeiro.
Nesta tese, todavia, prossegue-se uma estrate´gia de suporte a` co-operac¸a˜o de DHTs que,
em alternativa a` virtualizac¸a˜o de va´rias DHTs sobre uma DHT de base, assume a co-
existeˆncia de DHTs independentes, realiza´veis sobre um substrato comum de servic¸os.
Precisamente, as abordagens referenciadas de seguida sa˜o ja´ enquadra´veis nessa filosofia.
Assim, no aˆmbito da utilizac¸a˜o de DHTs de segunda gerac¸a˜o para encaminhamento em
redes sem fios (domı´nio aplicacional recente), as abordagens de Heer et al. [HGRW06] e
Cheng et al. [COJ+06] preveˆm a co-existeˆncia de va´rias DHTs (uma por cada ce´lula/zona
da rede) e, sobre estas, a realizac¸a˜o de operac¸o˜es de fusa˜o (combinac¸a˜o de va´rias DHTs
numa so´) ou de partic¸a˜o (subdivisa˜o de uma DHT em duas ou mais DHTs). As abodagens
de Heer et al. e Cheng et al. recorrem, respectivamente, a topologias Chord e CAN; mais
recentemente, Cheng et al. estendem a sua abordagem de forma a suportar DHTs baseadas
em diferentes topologias e com propriedades espec´ıficas (e.g., func¸o˜es de hash e dimensa˜o
(nu´mero de bits) do hash) [CJO+07]; a possibilidade de bridging para a interacc¸a˜o entre
no´s de DHTs vizinhas, sem necessidade de fusa˜o, e´ tambe´m investigada por Cheng et al.
As abordagens P2P encontraram tambe´m terreno fe´rtil em ambientes Grid, contribuindo
para a descentralizac¸a˜o de certos servic¸os. Talia et al. [TTZ06], por exemplo, propo˜em
uma arquitectura para a descoberta de recursos em ambiente Grid, baseada na operac¸a˜o
de mu´ltiplas DHTs25. Mais especificamente, a arquitectura assume a categorizac¸a˜o dos
25No pressuposto de que, para ale´m de interrogac¸o˜es baseada em correspondeˆncia exacta (exact-match-
queries), as DHTs usadas tambe´m suportam interrogac¸o˜es que cobrem gamas de valores (range-queries).
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recursos da Grid em classes (e.g., recursos computacionais, de armazenamento, de rede,
de software, de dados, de instrumentac¸a˜o, etc.), sendo cada classe composta por va´rios
atributos (e.g., para a classe de recursos computacionais, atributos poss´ıveis sa˜o“OS name”,
“CPU Speed”, “Free memory”, etc.); preveˆem-se enta˜o um conjunto de planos virtuais,
um para cada classe de recursos e, para cada plano/classe, e´ constru´ıda uma DHT por
cada atributo esta´tico26; desta forma, cada no´ da Grid participa em mu´ltiplas DHTs (em
nu´mero dado pela soma do nu´mero de atributos, para todas as classes); uma DHT gene´rica,
interligando todos os no´s da Grid, e´ tambe´m usada para a difusa˜o global de mensagens.
2.12 Ambientes de Explorac¸a˜o e de Desenvolvimento
No que toca ao ambiente de explorac¸a˜o (e tendo como pano de fundo o mundo UNIX),
a computac¸a˜o em ambientes cluster de tipo Beowulf27 [beo] representou o nosso ambi-
ente alvo de investigac¸a˜o. Actualmente, existem diversas plataformas de qualidade, que
simplificam bastante a instalac¸a˜o, manutenc¸a˜o e utilizac¸a˜o desse tipo de clusters [Slo04].
Considerando apenas as baseadas exclusivamente em co´digo aberto, o ROCKS [roc] e o
OSCAR [osc] representam duas abordagens de refereˆncia28, mas diferentes na sua filosofia.
Assim, o ROCKS e´ uma distribuic¸a˜o Linux completa29, suportando diversos i) modelos
de execuc¸a˜o (partilha, trabalho em lotes, Grid), ii) tecnologias de comunicac¸a˜o de alto de-
sempenho (Myrinet, Infiniband, etc.), iii) bibliotecas de passagem de mensagens (PVM,
MPICH, etc.), assim como iv) facilidades avanc¸adas de administrac¸a˜o e gesta˜o do cluster
(monitorizac¸a˜o de recursos, instalac¸a˜o automa´tica de no´s, etc). Enquanto que o ROCKS e´
uma soluc¸a˜o de tipo “chave-na-ma˜o”, o OSCAR prossegue uma filosofia diferente, consis-
tindo num conjunto de pacotes de software, de funcionalidade semelhante a` oferecida pelo
ambiente ROCKS, mas agno´sticos relativamente a` distribuic¸a˜o (de Linux) hospedeira.
No desenvolvimento do proto´tipo da nossa arquitectura Domus, o recurso ao ambiente
ROCKS e a` linguagem Python [pyt] revelou-se crucial, permitindo acelerar o processo
de desenvolvimento e teste. Embora se possa advogar que a linguagem Python, sendo
interpretada, na˜o e´ adequada para computac¸a˜o com maiores requisitos de desempenho,
a verdade e´ que existe uma considera´vel dinaˆmica de utilizac¸a˜o nesse contexto [Lan04,
sci, Hin07], incluindo esforc¸os no sentido de aproximar a eficieˆncia de co´digo Python a` de
linguagens de mais baixo n´ıvel [psy, Rig04, Lus07]. O futuro da linguagem Python no
desenvolvimento de aplicac¸o˜es paralelas/distribu´ıdas parece ser assim bastante promissor.
2.13 Ep´ılogo
Este cap´ıtulo passou em revista os principais temas abordados nesta dissertac¸a˜o. Ao longo
dos pro´ximos cap´ıtulos, os to´picos abordados sera˜o revisitados, a` medida que apresentar-
mos as nossas pro´prias contribuic¸o˜es e as confrontarmos com outras da mesma a´rea.
26Considera-se que, para atributos dinaˆmicos, o custo da actualizac¸a˜o das suas DHTs seria proibitivo.
27Essencialmente clusters que, na sua arquitectura mais simples, sa˜o constru´ıdos com base em hardware
vulgar (commodity-hardware), executam sistemas de explorac¸a˜o e software (tipicamente) de co´digo aberto e
recorrem a bibliotecas de passagem de mensagens para a prossecuc¸a˜o de computac¸a˜o paralela/distribu´ıda.
28Ver http://www.cro-ngi.hr/index.php?id=1400&L=1 para um lista que inclui outras possibilidades.
29Baseada no CentOS [cen], uma versa˜o comunita´ria do Red Hat Enterprise Linux [rhe] para ambientes




Neste cap´ıtulo apresentamos modelos capazes de assegurar distribuic¸o˜es o´ptimas1 do con-
tradomı´nio de uma func¸a˜o de hash, por um conjunto de no´s computacionais. Os modelos
cobrem os va´rios cena´rios que emergem considerando a combinac¸a˜o de Distribuic¸o˜es Ho-
moge´neas ou Heteroge´neas, com a utilizac¸a˜o de Hashing Esta´tico ou Hashing Dinaˆmico. A
nossa abordagem e´ tambe´m confrontada com o Hashing Consistente, a fim de se apreender
o real significado da qualidade da distribuic¸a˜o (superior) alcanc¸a´vel pelos nossos modelos.
3.1 Pro´logo
Os modelos apresentados neste cap´ıtulo da˜o uma resposta ao problema do particionamento,
na definic¸a˜o do nu´mero de partic¸o˜es por no´, e do nu´mero de entradas por partic¸a˜o; a
definic¸a˜o da identidade das entradas de cada partic¸a˜o, segundo uma certa estrate´gia de
posicionamento, e´ tratada apenas no cap´ıtulo 4, juntamente com a questa˜o da localizac¸a˜o.
3.2 Conceitos Ba´sicos
3.2.1 Entradas de um No´
Seja f : K 7→ H uma func¸a˜o de hash que produz hashes h ∈ H de chaves k ∈ K, e seja N
o conjunto dos no´s computacionais que, num dado instante, suportam a DHT associada.
Dada a equivaleˆncia entre os hashes deH e as entradas da DHT associada, convencionamos
denotar por H(n) o subconjunto das entradas da DHT atribu´ıdas ao no´ n ∈ N do cluster.
Um subconjunto H(n) corresponde a uma partic¸a˜o de H, ou seja: 1) a cada no´ n sera´
1Ou mesmo perfeitas (estando em causa o conceito de distribuic¸a˜o o´ptima ou perfeita da secc¸a˜o 2.6.4.1).
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atribu´ıdo um subconjuntoH(n) diferente do atribu´ıdo aos outros no´s e 2) nenhuma entrada
de H ficara´ por atribuir, restric¸o˜es que podem ser formalizadas pelas seguintes expresso˜es:
⋂
n∈N
H(n) = ⊘ (3.1)
⋃
n∈N
H(n) = H (3.2)
As expresso˜es anteriores traduzem o particionamento deH em #N subconjuntos disjuntos.
3.2.2 Quota (Real) de um No´
Sendo H o total de entradas da DHT, 1/H corresponde a` quota (real) da DHT, associada




,∀n ∈ N (3.3)





3.2.3 Qualidade da Distribuic¸a˜o
A definic¸a˜o de uma distribuic¸a˜o de entradas atrave´s de um conjunto de no´s comporta, em
primeira instaˆncia, a definic¸a˜o do nu´mero de entradas a atribuir a cada no´. Nos nossos
modelo, esse nu´mero e´ suficiente para alimentar uma me´trica de qualidade da distribuic¸a˜o.
Ora, a qualidade de uma certa distribuic¸a˜o pode ser veiculada por qualquer me´trica esta-
t´ıstica que indique, directa ou indirectamente, o grau de aproximac¸a˜o entre a quota real
de cada no´ e uma sua quota ideal, que convencionamos designar por Qi(n) e obedece a:
∑
n∈N
Qi(n) = 1 (3.5)
A quota ideal de um no´ corresponde a uma certa fracc¸a˜o do nu´mero de entradas da DHT
que o no´ e´ suposto gerir. Como as entradas da DHT sa˜o, por definic¸a˜o, indivis´ıveis, enta˜o
a fracc¸a˜o efectivamente gerida (a quota real), podera´ ser diferente da fracc¸a˜o pretendida
(a quota ideal). Um modelo de distribuic¸a˜o que tenha como objectivo maximizar, per-
manentemente, a qualidade da distribuic¸a˜o, tera´ de minimizar, permanentemente, e em
simultaˆneo para todos os no´s, a discrepaˆncia entre as suas quotas ideais e as reais.
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3.3 Modelo M1: Dist. Homoge´nea com Hashing Esta´tico
Considere-se uma DHT operada sob Hashing Esta´tico (ou seja, com H constante) mas em
que se admite a variac¸a˜o do nu´mero de no´s que suportam a DHT (ou seja, N pode variar).
3.3.1 Quota Ideal de um No´
Assumindo uma participac¸a˜o homoge´nea de no´s computacionais no suporte a uma DHT,
enta˜o todos teˆm direito a` mesma fracc¸a˜o da DHT, donde a quota ideal comum a todos, e´:
Qi(n) = Q(n) =
1
N
,∀n ∈ N (3.6)
Esta quota na˜o e´ esta´tica, variando em func¸a˜o do nu´mero efectivo de no´s da DHT, N .
3.3.2 Me´tricas de Qualidade
Neste contexto, a qualidade da distribuic¸a˜o de uma DHT pode ser, numa primeira aproxi-






∆[Q(n)] = Qr(n)−Q(n),∀n ∈ N (3.8)
A Soma dos Desvios Absolutos (SDA)2 representa uma medida intuitiva de dispersa˜o, mas
a sua manipulac¸a˜o matema´tica pode ser complicada, pela utilizac¸a˜o de valores absolutos.
Neste sentido, o Desvio Quadra´tico Me´dio ou ate´ mesmo o Desvio Padra˜o, constituem
me´tricas de utilizac¸a˜o mais disseminada, dado que evitam os referidos problemas [GC97].












Frequentemente, recorre-se tambe´m ao Desvio Padra˜o Relativo3, obtido pela divisa˜o do
Desvio Padra˜o Absoluto pela Me´dia. Esta medida tem a vantagem de permitir comparar
a dispersa˜o de se´ries de natureza eventualmente diferente, face a`s suas Me´dias individuais.
Tendo em conta que Q(n) assume, no caso presente, o papel de Me´dia, enta˜o o Desvio





2Ou o Desvio Absoluto Me´dio (DAM), dado pela divisa˜o de SDA pela dimensa˜o da amostra.
3Mais rigorosamente designado de Coeficiente de Variac¸a˜o/de Variabilidade de Pearson [GC97].
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3.3.3 Func¸a˜o Objectivo
Informalmente, o objectivo do modelo M1 e´ “maximizar a qualidade da distribuic¸a˜o, man-
tendo H constante e permitindo a variac¸a˜o de N”. A qualidade da distribuic¸a˜o sera´ tanto
maior quanto menor for o valor de SDA[Q(n)], σ[Q(n)] ou σ[Q(n)]. Estas me´tricas sa˜o,
por definic¸a˜o, correlacionadas. Todavia, tendo em conta os me´ritos do uso do Desvio
Padra˜o Relativo, fixa-se a “minimizac¸a˜o de σ[Q(n)]” para func¸a˜o objectivo do modelo M1.
3.3.4 Procedimento de (Re)Distribuic¸a˜o
No modelo M1 de distribuic¸a˜o homoge´nea, o nu´mero de entradas da DHT atribu´ıdo a
cada no´ n ∈ N e´ enta˜o definido de forma a minimizar σ[Q(n)]. Essa definic¸a˜o ocorre, a
primeira vez, durante a criac¸a˜o da DHT, com base num valor inicial de N , mas tem de ser
refeita sempre que o valor N se altera, ou seja, sempre que a DHT ganhar ou perder um
ou mais no´s. Assim, i) sempre que a DHT ganhar um no´, este tera´ de receber entradas,
cedidas de um ou mais dos outros no´s; ii) complementarmente, sempre que a DHT perder
um no´, as entradas deste no´ tera˜o de ser redistribu´ıdas, por um ou mais dos outros no´s.
3.3.4.1 Definic¸a˜o do Nu´mero Espec´ıfico de Entradas por No´
Genericamente, o Procedimento de (Re)Distribuic¸a˜o do modelo M1 reparte, o mais equi-
tativamente poss´ıvel, as entradas da DHT (em nu´mero H), pelos seus no´s (em nu´mero
N 4), respeitando a indivisibilidade das entradas. Assim, numa primeira fase, atribuem-se
Hdiv(n) = H div N entradas a cada no´ (em que div representa a divisa˜o inteira), do que
resulta a atribuic¸a˜o de um total de entradas Hdiv = Hdiv(n)×N ; depois, atribuem-se as
Hmod = H −Hdiv entradas remanescentes, uma a uma, a outros tantos no´s. Este acerto
pode explorar uma certa ordem (lexicogra´fica, baseada na identificac¸a˜o dos no´s, ou tem-
poral, baseada no instante da sua junc¸a˜o a` DHT) para determinar os no´s beneficiados. No
final do processo, o conjunto de no´s N sera´ divis´ıvel em dois subconjuntos: um, em que
cada no´ tem Hdiv entradas; outro, em que cada no´ tem Hdiv+1 entradas; ou seja: sera´ de
uma unidade a diferenc¸a ma´xima entre o nu´mero entradas de qualquer par de no´s, o que
faz da distribuic¸a˜o alcanc¸ada uma distribuic¸a˜o perfeita, pela definic¸a˜o da secc¸a˜o 2.6.4.1.
3.3.4.2 Transfereˆncias de Entradas entre No´s
O procedimento acima descrito apenas define o nu´mero final (total) de entradas por cada
no´, de forma a maximizar a qualidade da distribuic¸a˜o. De facto, o procedimento na˜o inclui
a definic¸a˜o 1) da identidade dos no´s que teˆm de ceder/receber entradas, nem 2) do nu´mero
individual de entradas que cada no´ deve ceder/receber. No primeiro caso, ja´ se deu a
entender (rever secc¸a˜o 3.2.1) que identidade das entradas a movimentar e´ irrelevante. No
segundo caso, a definic¸a˜o em causa pode socorrer-se de uma tabela de distribuic¸a˜o (TD),
de esquema < n,H(n) >, que regista o nu´mero de entradas H(n) de cada no´ n ∈ N .
Assim, a comparac¸a˜o da versa˜o da TD anterior e posterior a` aplicac¸a˜o do Procedimento
de (Re)Distribuic¸a˜o, permite identificar quais os no´s que devem ceder/receber entradas e
4N corresponde ao valor final do nu´mero de no´s, apo´s a adic¸a˜o ou remoc¸a˜o de um ou mais no´s.
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em que quantidade. Depois, resta definir os actores de cada transfereˆncia a realizar, ou
seja, associar cada no´ doador a um ou mais no´s beneficia´rios; essa associac¸a˜o pode ser i)
definida de forma centralizada por um no´ coordenador, ou ii) inferida de forma auto´noma e
determin´ıstica por qualquer no´ da DHT (o que exige que cada um deles disponha das duas
verso˜es da TD e aplique um crite´rio comum (predefinido) de ordenac¸a˜o dessas tabelas).
Idealmente, as movimentac¸o˜es de entradas deveriam realizar-se em paralelo, apenas com a
intervenc¸a˜o dos no´s afectados, e tolerando acessos a` DHT por parte de aplicac¸o˜es clientes.
As metodologias que acabamos de definir para a transfereˆncia de entradas entre no´s, no
aˆmbito do modelo M1, sa˜o tambe´m aplica´veis aos restantes modelos apresentados neste
cap´ıtulo, pelo que nos iremos abster de retomar o tema aquando da sua apresentac¸a˜o.
3.3.5 Qualidade da Distribuic¸a˜o
Número de Nós
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Figura 3.1: σ[Q(n)] para N ≤ H e a) H ∈ {128, 256, ..., 1024}, b) H ∈ {2, 4, ..., 64}.
As figuras 3.1.a) e 3.1.b) apresentam resultados da simulac¸a˜o do modelo M1, expressos na
me´trica σ[Q(n)], para valores de H ∈ {2, 4, 8, ..., 1024} e de N ≤ H. Os resultados foram
separados em duas figuras para melhor visualizac¸a˜o dos valores obtidos para H ≤ 64.
Para cada valor de H, parte-se de uma situac¸a˜o com apenas um no´ (ou seja, todas as
entradas da DHT esta˜o concentradas num so´ no´), e va˜o-se acrescentando5 no´s, um-a-um,
ate´ que N = H (i.e., cada no´ comporta uma so´ entrada). A` medida que se acrescentam
no´s, e´ aplicado o procedimento da secc¸a˜o 3.3.4.1, para minimizar σ[Q(n)]. Assim, as figuras
apresentam, para cada valor de H e de N , o valor correspondente da me´trica σ[Q(n)].
Da observac¸a˜o das figuras resulta a identificac¸a˜o de i) uma gama de variac¸a˜o, e de ii) um
padra˜o de evoluc¸a˜o, comuns para os va´rios valores de H. De facto, σ[Q(n)] oscila entre
um mı´nimo de zero, e um ma´ximo de ≈ 0.35 (ou, equivalentemente, de 35%); o mı´nimo e´
obtido quando H e´ divis´ıvel por N o que, sendo H uma poteˆncia de 2, acontece apenas
quando N e´ tambe´m uma poteˆncia de 2; o ma´ximo e´ obtido aproximadamente a meio do
intervalo entre dois mı´nimos consecutivos. Este padra˜o repete-se para valores H > 1024.
5Apresentam-se so´ resultados para a adic¸a˜o de no´s. A remoc¸a˜o exibe uma evoluc¸a˜o inversa sime´trica.
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Outra conclusa˜o relevante, que se extrai da observac¸a˜o das figuras, pela comparac¸a˜o dos
resultados obtidos para um mesmo valor de N e va´rios valores de H, e´ a de que quanto
maior for H, menor e´ σ[Q(n)], ou seja, melhor e´ a qualidade da distribuic¸a˜o. Esta ob-
servac¸a˜o encontra justificac¸a˜o na seguinte argumentac¸a˜o, de cara´cter intuitivo: para o
mesmo nu´mero de no´s, um maior nu´mero total de entradas permite ajustar, de forma
mais precisa, as quotas reais a`s ideais. Desta forma, a fixac¸a˜o de um valor de H revela-se
contra-producente, quer sob o ponto de vista da limitac¸a˜o natural que impo˜e ao grau de
distribuic¸a˜o da DHT (pois N ≤ H e´ um invariante intr´ınseco de qualquer DHT), quer pelo
facto de, para valores de N pro´ximos de H, a qualidade da distribuic¸a˜o tender a piorar6.
3.4 Modelo M2: Dist. Homoge´nea com Hashing Dinaˆmico
A secc¸a˜o anterior concluiu pela apresentac¸a˜o de argumentac¸a˜o que, indirectamente, parece
favorecer a opc¸a˜o por abordagens baseadas em Hashing Dinaˆmico, em vez de Hashing
Esta´tico. Com efeito, se H na˜o for fixo, enta˜o poderemos tentar varia´-lo, em func¸a˜o de
N , de forma a assegurar permanentemente bons n´ıveis da qualidade da distribuic¸a˜o. Por
exemplo, no contexto da figura 3.1.a), com H = 512, a qualidade da distribuic¸a˜o deteriora-
se substancialmente quando N ultrapassa 256; uma hipo´tese de resolver o problema seria
enta˜o a duplicac¸a˜o do nu´mero de entradas H, de 512 para 1024; de facto, a curva para
H = 1024, e´ bem mais favora´vel no intervalo 256 < N < 512 do que a curva para H = 512.
Note-se que a quadriplicac¸a˜o (etc.) de H permitiria obter ainda melhores resultados ...
O racioc´ınio anterior, que advoga o aumento do nu´mero de entradas da DHT (por dupli-
cac¸a˜o, quadriplicac¸a˜o, etc.), configura uma abordagem de Hashing Dinaˆmico em que H
cresce por antecipac¸a˜o, na tentativa de manter elevados n´ıveis da qualidade da distribui-
c¸a˜o (tipicamente, o Hashing Dinaˆmico segue uma abordagem mais simples, baseada em
duplicac¸o˜es sucessivas de H, que ocorrem por necessidade, i.e., quando N ultrapassar H).
Duplicando-se o nu´mero de entradas apenas quando N ultrapassar H (em vez de H/2,
ou H/4, etc.) e aplicando-se o mesmo Procedimento de (Re)Distribuic¸a˜o do modelo M1,
obteˆm-se os resultados apresentados pela figura 3.2, tambe´m expressos na me´trica σ[Q(n)].
Como se pode observar, a figura 3.2 tem uma relac¸a˜o directa com as figuras 3.1.a) e 3.1.b):
a figura 3.2 obte´m-se considerando, para cada uma das 10 curvas das figuras 3.1.a) e 3.1.b),
apenas o pulso de pico mais elevado, sendo que, para um certo valor deH, esse pulso ocorre
para H/2 < N ≤ H. Por exemplo, i ) para 512 < N ≤ 1024, os valores da figura 3.2
correspondem aos valores da curva H = 1024 da figura 3.1.a); ii) para 256 < N ≤ 512, os
valores da figura 3.2 correspondem aos valores da curva H = 512 da figura 3.1.a); iii) etc.
Os valores de σ[Q(n)] da figura 3.2 continuam pois a oscilar entre o mesmo mı´nimo (de
zero) e ma´ximo (de 0.35) registados para o nosso modelo com H constante, o que indica
claramente que a simples opc¸a˜o por uma estrate´gia de Hashing Dinaˆmico na˜o e´ suficiente
para melhorar a qualidade da distribuic¸a˜o, sendo necessa´rias mecanismos complementares.
Neste contexto, e´ tambe´m preciso garantir que a um no´ sa˜o atribu´ıdas, permanentemente,
entradas suficientes para assegurar a qualidade da distribuic¸a˜o desejada (ver a seguir).
6Excepto para valores de N vizinhos de poteˆncias de 2, bem como de outros mı´nimo locais espora´dicos.
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Número de Nós
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Figura 3.2: σ[Q(n)] para N ≤ H e H ∈ {2, 4, 8, ..., 1024}.
A fixac¸a˜o de um nu´mero mı´nimo de entradas da DHT, que deve ser assegurado a qualquer
um dos seus no´s, permite a prossecuc¸a˜o de uma abordagem de Hashing Dinaˆmico em que
H cresce por antecipac¸a˜o, com o objectivo de manter σ[Q(n)] entre limites parametriza´veis.
Esta abordagem configura o modelo M2 de distribuic¸a˜o homoge´nea, descrito de seguida.
3.4.1 Nu´mero Mı´nimo de Entradas por No´
Seja Hmin(n) um paraˆmetro do modelo M2, que define o “nu´mero mı´nimo admiss´ıvel de
entradas da DHT, a garantir para qualquer no´”. Assim, para um nu´mero total de no´s N ,
deve-se ter H ≥ N ×Hmin(n). Como H tem que ser uma poteˆncia de 2 (por definic¸a˜o),
enta˜o H deve ser a poteˆncia de 2 mais pro´xima de N ×Hmin(n), por excesso, ou seja:
H = 2L com L = ceil(log2[N ×Hmin(n)]) (3.11)
, em que ceil(x) e´ x se x for inteiro, ou e´ o inteiro mais pro´ximo de x por excesso. Por
exemplo: i) com N = 3 e Hmin(n) = 1 temos que H = 2
ceil(log2(3)) = 2ceil(1.58) = 22 = 4;
ii) ja´ com N = 3 e Hmin(n) = 2 temos que H = 2
ceil(log2(6)) = 2ceil(2.58) = 23 = 8 ; iii) etc.
3.4.2 Procedimento de (Re)Distribuic¸a˜o
Sempre que se adicionar um no´ a` DHT7, calcula-se H atrave´s da fo´rmula 3.11. Se o novo
valor de H coincidir com o valor anterior, aplica-se o Procedimento de (Re)Distribuic¸a˜o
do modelo M1, para minimizar σ[Q(n)]. Caso contra´rio, sendo o novo H o dobro do
7Considera-se apenas o crescimento da DHT, sendo que o decrescimento prossegue uma lo´gica sime´trica.
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anterior8, duplica-se o nu´mero de entradas da DHT e so´ depois se aplica o Procedimento
de (Re)Distribuic¸a˜o. Esta duplicac¸a˜o implica a subdivisa˜o de todas as entradas em duas,
passando a ser necessa´rio mais um bit para definir a identidade das entradas da DHT, o
que configura uma abordagem de Hashing Dinaˆmico (embora com diferenc¸as relevantes
sobre abordagens de refereˆncia, com as quais fazemos o devido confronto na secc¸a˜o 3.9).
3.4.3 Qualidade da Distribuic¸a˜o
A figura 3.3 ilustra o efeito de diferentes valores Hmin(n) ∈ {1, 2, 4, 8} sobre a me´trica
σ[Q(n)], a` medida que se acrescentam novos no´s a` DHT, ate´ ao ma´ximo de N = 1024.
Número de Nós
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. . .
Figura 3.3: σ[Q(n)] para N ≤ H e Hmin(n) ∈ {1, 2, 4, 8}.
Para Hmin(n) = 1, a curva resultante coincide com a da figura 3.2, como era esperado.
Para Hmin(n) > 1 verifica-se que a me´trica σ[Q(n)] vai reduzindo sensivelmente para
metade (em termos me´dios), a` medida que Hmin(n) duplica, atrave´s dos valores {2, 4, 8}.
Na pra´tica, cada vez que Hmin(n) cresce, antecipa-se o instante em que H duplica, o que
contribui para minimizar mais o valor de σ[Q(n)], para um mesmo nu´mero de no´s, N .
3.4.4 Nu´mero Ma´ximo de Entradas por No´
Se Hmin(n) for poteˆncia de 2, da conjunc¸a˜o dessa restric¸a˜o com a fo´rmula 3.11 resulta a
definic¸a˜o de Hmax(n) = 2×Hmin(n) como nu´mero ma´ximo de entradas de qualquer no´.
8Note-se que H so´ cresce por duplicac¸a˜o sucessivas (bem como so´ decresce por subdiviso˜es sucessivas).
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3.4.5 Evoluc¸a˜o de H e do Nu´mero Espec´ıfico de Entradas por No´
Tendo em conta a restric¸a˜o Hmin(n) ≤ H(n) ≤ Hmax(n), e o Procedimento de (Re)Distri-
buic¸a˜o acima definido, a evoluc¸a˜o de H e de H(n), a partir de N = 1, segue um padra˜o:
• com N = 1, H(n) = H e a fo´rmula 3.11 dita H = Hmin(n) (que e´ poteˆncia de 2);
• na transic¸a˜o de N = 1 para N = 2, a mesma fo´rmula dita a duplicac¸a˜o de H,
para 2 × Hmin(n) (u´nica forma de garantir pelo menos Hmin(n) entradas por cada
um dos 2 no´s); assim, imediatamente antes da atribuic¸a˜o de entradas ao segundo
no´, o primeiro dete´m, momentaneamente, Hmax(n) = 2×Hmin(n) entradas; apo´s a
atribuic¸a˜o, o nu´mero de entradas regressa ao valor mı´nimo de Hmin(n), para ambos;
• na passagem de N = 2 para N = 3, a fo´rmula 3.11 dita de novo a duplicac¸a˜o de H
(pois e´ a u´nica forma de garantir pelo menos Hmin(n) entradas por cada um dos 3
no´s); donde, imediatamente antes da atribuic¸a˜o de entradas ao terceiro no´, os dois
no´s anteriores ficam, momentaneamente, com Hmax(n) = 2 × Hmin(n) entradas,
cada; apo´s essa atribuic¸a˜o, havera´ no´s com menos de Hmax(n) entradas, pois houve
no´s antigos que tiveram de ceder entradas ao novo9; complementarmente, havera´ no´s
com mais de Hmin(n) entradas, pois o nu´mero total de no´s, N , ainda na˜o e´ suficiente
para garantir a repartic¸a˜o perfeita entre eles, do total de entradas, H;
• na passagem de N = 3 para N = 4, o nu´mero global de entradas, H, ainda e´
suficiente para garantir Hmin(n) entradas por no´; como N = 4 e´ uma poteˆncia de 2,
enta˜o N divide H (divisa˜o inteira perfeita), donde resulta H(n) = Hmin(n),∀n ∈ N ;
• o padra˜o evolutivo anterior repete-se, entre dois valores consecutivos de H.
3.4.6 Evoluc¸a˜o do Nu´mero Me´dio de Entradas por No´
As figuras 3.4.a) e 3.4.b) ilustram o padra˜o evolutivo do “nu´mero me´dio de entradas por
no´”, H(n) = H/N , para Hmin(n) = 8. A figura 3.4.b) amplia a figura 3.4.a), para N ≤ 32.
Verifica-se assim que: i) Hmin(n) = 8 ≤ H(n) < Hmax(n) = 16 ∀N ∈ {1, 2, ..., 1024}; ii)
o valor ma´ximo da me´dia H(n) converge para Hmax(n) a` medida que N vai crescendo.
A convergeˆncia do ma´ximo de H(n) para Hmax(n) deduz-se facilmente: sendo N uma
poteˆncia de 2, enta˜o H(n) = Hmin(n); imediatamente antes da adic¸a˜o de mais um no´, H
duplica e H(n) = Hmax(n); existira˜o assim H = N × Hmax(n) entradas, a repartir por
N + 1 no´s, sendo que o novo H(n) sera´ [N ×Hmax(n)]/[N + 1], correspondente ao valor
ma´ximo neste novo esta´gio da evoluc¸a˜o da DHT; ora, a` medida que N aumenta, e´ evidente
que raza˜o [N ×Hmax(n)]/[N +1] converge para Hmax(n), como se pretendia demonstrar.
9Note-se que, para um nu´mero pequeno de no´s, todos tera˜o que contribuir com entradas para um novo
no´; com um nu´mero maior, apenas um subconjunto tera´ que contribuir; posteriormente, veremos que esse
subconjunto e´ de tamanho limitado, o que contribui para a escalabilidade do modelo M2.
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Figura 3.4: H(n) para Hmin(n) = 8 e a) N ≤ 1024, b) N ≤ 32.
3.4.7 Invariantes do Modelo M2
As restric¸o˜es e o padra˜o evolutivo anteriores sa˜o sintetiza´veis nos seguintes invariantes:
I1: o nu´mero espec´ıfico de entradas de qualquer no´, H(n), varia entre os limites mı´nimo
Hmin(n) e ma´ximo Hmax(n), comuns a todos os no´s, com Hmax(n) = 2×Hmin(n):
Hmin(n) ≤ H(n) ≤ Hmax(n) = 2×Hmin(n),∀n ∈ N (3.12)
I2: em qualquer instante, o total de entradas da DHT, H, obedece a` fo´rmula 3.11;
I3: Hmin(n) e´ poteˆncia de 2 (donde Hmax(n) = 2×Hmin(n) e´ tambe´m poteˆncia de 2);
I4: sempre que N for poteˆncia de 2, enta˜o deve-se ter H(n) = Hmin(n),∀n ∈ N .
Os invariantes I1 e I3 aplicam-se tambe´m ao nu´mero me´dio de entradas por no´, H(n).
3.4.8 Breve Ana´lise de Escalabilidade
Nesta secc¸a˜o finalizamos a introduc¸a˜o do modelo M2, analisando a evoluc¸a˜o de grandezas
que fornecem indicac¸o˜es sobre a escalabilidade do modelo face a` adic¸a˜o de no´s a` DHT10.
Nu´mero de No´s Doadores: Comecemos por analisar a evoluc¸a˜o do “nu´mero de no´s
doadores”, N−(n+), correspondente ao nu´mero de no´s que, face a` adic¸a˜o de um no´ n+ a`
DHT, tera˜o que ceder a n+ pelo menos uma entrada. As figuras 3.5.a) e 3.5.b), mostram a
evoluc¸a˜o de N−(n+) para Hmin = 8. A figura 3.5.b) amplia a figura 3.5.a) para N ≤ 32.
A evoluc¸a˜o de N−(n+) atravessa treˆs esta´gios diferentes, mais evidentes na figura 3.5.b):
10Os resultados obtidos sa˜o tambe´m aplica´veis, por simetria, a` remoc¸a˜o de no´s.
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Figura 3.5: N−(n+) para Hmin(n) = 8 e a) N ≤ 1024, b) N ≤ 32.
1. esta´gio 1 (1 ≤ N ≤ Hmin(n)) em que N
−(n+) = N − 1: havendo menos no´s que o
nu´mero mı´nimo de entradas por no´ enta˜o, quando se adiciona o N ’e´simo no´, todos
os N − 1 no´s anteriores contribuira˜o com uma ou mais entradas para o novo no´;
2. esta´gio 2 (Hmin(n) < N ≤ Hmax(n)) em que N
−(n+) ' Hmin(n): apenas um
subconjunto de aproximadamente Hmin(n) ' 8 no´s cedera´ entradas a cada novo no´;
3. esta´gio 3 (N > Hmax(n)) em que Hmin(n) ≤ N
−(n+) < Hmax(n): apo´s N atin-
gir Hmax(n) (que e´ poteˆncia de 2), N
−(n+) diminui de um ma´ximo, pro´ximo de
Hmax(n), para o mı´nimo Hmin(n), quando N atinge a pro´xima poteˆncia de 2; este
padra˜o evolutivo de N−(n+) repete-se entre poteˆncias de 2 consecutivas para N .
Resumindo, N−(n+) escala linearmente com N no esta´gio 1, mante´m-se mais ou me-
nos constante durante o esta´gio 2 e, no esta´gio 3, permanece delimitado entre Hmin(n) e
Hmin(n)
11. Assim, a` excepc¸a˜o do esta´gio 1, os valores de N−(n+) sa˜o de ordem O(1) rela-
tivamente a N , o que denota uma excelente escalabilidade (traduzida pelo facto de, apo´s
o esta´gio 1, e a` medida que N aumenta, a raza˜o N−(n+)/N diminuir exponencialmente).
Nu´mero de Entradas Transferidas Para ale´m do nu´mero de no´s chamados a intervir
sempre que se altera o conjunto de no´s da DHT (N−(n+)), e´ tambe´m importante estimar
a carga adicional em que incorrem. O “nu´mero total de entradas transferidas dos no´s
doadores para um novo no´”, H−[N−(n+)], fornece uma indicac¸a˜o indirecta dessa carga12.
A figura 3.6 mostra a evoluc¸a˜o de H−[N−(n+)], de novo para Hmin = 8, mas agora
apenas para N ≤ 32. Ainda na mesma figura, representa-se tambe´m i) a evoluc¸a˜o de
N−(n+), tal como apresentada previamente na figura 3.5.b), bem como ii) a evoluc¸a˜o do
nu´mero me´dio de entradas por no´, H(n), representada previamente pela figura 3.4.b).
11A utilizac¸a˜o de outros valores Hmin(n) preserva, naturalmente, o mesmo tipo de escalabilidade.
12Note-se que a re-associac¸a˜o de entradas da DHT a outro no´ podera´ ter implicac¸o˜es para ale´m da mera
transfereˆncia de registos. Por exemplo, dependendo da estrate´gia (centralizada ou distribu´ıda) usada para
a localizac¸a˜o das entradas, podera´ ser necessa´rio actualizar informac¸a˜o de localizac¸a˜o noutros no´s para
ale´m dos directamente envolvidos na transfereˆncia. Esta problema´tica sera´ tratada no pro´ximo cap´ıtulo.
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Figura 3.6: H−[N−(n+)], H(n) e N−(n+), para N ≤ 32 e Hmin(n) = 8.
A evoluc¸a˜o de H−[N−(n+)] e´ categoriza´vel nos mesmos esta´gios da evoluc¸a˜o de N−(n+):
ate´ meados do esta´gio 2, tem-se H−[N−(n+)] > N−(n+), donde cada no´ doador cede,
em termos me´dios, mais de uma entrada; o valor me´dio da cedeˆncia, que denotamos por
H
−
[N−(n+)], e´ de ≈ 2.75 entradas, por cada no´ doador; a partir da segunda metade
do esta´gio 2, tem-se H−[N−(n+)] = N−(n+), i.e., ja´ ha´ no´s suficientes para que todo e
qualquer no´ doador ceda apenas uma entrada. A relac¸a˜o entre H−[N−(n+)] e N−(n+)
permite deduzir paraH−[N−(n+)] o mesmo tipo de escalabilidade deduzida para N−(n+).
Por fim, e´ de registar a proximidade dos valores de H(n) e H−[N−(n+)], coerente com os
valores reduzidos da me´trica de qualidade σ[Q(n)]. Assim, o nu´mero de entradas atribu´ıdo
a um novo no´, H−[N−(n+)], anda pro´ximo do nu´mero me´dio de entradas dos outros no´s,
H(n), embora tenda a ser ligeiramente inferior, devido ao facto de algoritmo usado na
simulac¸a˜o do Procedimento de (Re)Distribuic¸a˜o favorecer os no´s mais antigos, no acerto
final do nu´mero de entradas por no´ (uma das possibilidades previstas na secc¸a˜o 3.3.4.1).
3.5 Modelo M3: Dist. Heteroge´nea com Hashing Esta´tico
O modelo M3 de Distribuic¸a˜o Heteroge´nea com Hashing Esta´tico, e´ o sucessor directo do
modelo M1 de Distribuic¸a˜o Homoge´nea. O modelo M3 assenta num conceito de no´ virtual.
3.5.1 Quota Ideal de um No´
No contexto do modelo M3 de distribuic¸a˜o heteroge´nea, a participac¸a˜o de um no´ numa
DHT mede-se 1) em termos reais, por unidades de gra˜o fino, correspondentes a`s entradas da
DHT e 2) em termos ideais, por unidades de gra˜o grosso, correspondentes a no´s virtuais13.
13Existem razo˜es histo´ricas para a escolha desta designac¸a˜o, que sera˜o esclarecidas na secc¸a˜o 3.8.
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No primeiro caso, o facto de um no´ n ser responsa´vel por H(n) entradas da DHT equivale
a dizer que o no´ dete´m uma quota real Qr(n) = H(n)/H (rever expressa˜o 3.3) da DHT.










3.5.2 Conceito de No´ Virtual
Em conjunto, as grandezas V(n) reflectem o me´rito dos va´rios no´s de N para a realizac¸a˜o
da DHT: quanto maior for o nu´mero de no´s virtuais de um no´, V(n), maior devera´ ser o
nu´mero de entradas da DHT atribu´ıdo ao no´, H(n). Dito de outra forma: os valores V(n)
reflectem a eventual heterogeneidade dos no´s da DHT, a` luz de determinados crite´rios de
caracterizac¸a˜o dos no´s, considerados relevantes sob o ponto de vista da realizac¸a˜o da DHT.
No contexto do modelo M3, essa heterogeneidade assume-se dinaˆmica, ou seja, parte-se do
princ´ıpio de que a variac¸a˜o das grandezas V(n) e´ arbitra´ria e independente para cada no´.
Consequentemente, as quotas ideais esta˜o tambe´m sujeitas a variac¸o˜es dinaˆmicas, pois a
modificac¸a˜o de um valor V(n) afecta todas as quotas Qi(n) (note-se que adic¸a˜o/remoc¸a˜o
de no´s continua a provocar a redefinic¸a˜o das quotas Qi(n), como acontecia no modelo M1).
3.5.2.1 Definic¸a˜o do Nu´mero de No´s Virtuais de um No´ Computacional
A definic¸a˜o de valores concretos para V(n) (e, por consequeˆncia, para V) pode obedecer a
lo´gicas diversas: 1) por exemplo, esses valores podem reflectir ta˜o somente a eventual he-
terogeneidade f´ısica dos no´s do cluster, sendo as diferentes capacidades de base (em termos
de recursos de hardware) dos no´s que ditam diferentes n´ıveis de participac¸a˜o (esta´ticos)
numa DHT; 2) ou enta˜o, podem levar em conta (cumulativamente ou na˜o) os n´ıveis de
utilizac¸a˜o (dinaˆmicos) dos recursos; 3) outra hipo´tese, e´ definir V de forma satisfazer-se um
requisito de capacidade de armazenamento global da DHT (o que pressupo˜e associar uma
certa capacidade a cada no´ virtual), ou de paralelismo potencial no acesso a` DHT (sendo
V ≤ N , o paralelismo ma´ximo ocorre quando N = V); na pra´tica, qualquer lo´gica que
dite a necessidade de uma distribuic¸a˜o heteroge´nea da DHT, e que seja acompanhada de
crite´rios para a definic¸a˜o dos diferentes n´ıveis de participac¸a˜o dos no´s, e´ compat´ıvel com o
conceito de no´ virtual; posteriormente, nos cap´ıtulos 5 e 6 esta problema´tica e´ revisitada.
3.5.3 Me´trica de Qualidade
Com base na definic¸a˜o anterior de no´ virtual, uma primeira me´trica de qualidade do
modelo M3 seria a Soma dos Desvios Absolutos (SDA), tal como definida pela fo´rmula 3.7,
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tendo em conta que a quota real de cada no´ continua a fornecida pela fo´rmula 3.3, mas a
definic¸a˜o da quota ideal e´ agora dada pela fo´rmula 3.13. Todavia, a expressa˜o resultante
para SDA[Q(n)] na˜o se enquadra no conceito cla´ssico de Soma dos Desvios Absolutos
[GC97], em que se mede a distaˆncia de cada um dos valores de uma u´nica se´rie Z face
a um u´nico valor de refereˆncia z′, ou seja, SDA[Z, z′] =
∑
z∈Z |z − z
′|. Com efeito, no
contexto da fo´rmula 3.7, existem agora mu´ltiplos valores de refereˆncia, Qi(n), um para cada
no´ n, em vez de um so´, como acontecia com uma distribuic¸a˜o homoge´nea. Contudo, essa
assimetria na˜o impede a definic¸a˜o de grandezas equivalentes ao Desvio Padra˜o Absoluto
e ao Desvio Padra˜o Relativo, deitando-se ma˜o, para o efeito, do conceito de Variaˆncia
Amostral Ponderada [GC97]. De facto, no cena´rio heteroge´neo, faz sentido pesar, para
cada no´ n, a aproximac¸a˜o de Qr(n) a` Me´dia espec´ıfica Qi(n). As fo´rmulas 3.15 e 3.16














∆[Q(n)] = Qr(n)−Qi(n),∀n ∈ N (3.17)
Assim, na fo´rmula de σ[Q(n)], cada factor |∆[Q(n)|2 e´ pesado por Qi(n), em que Qi(n) e´
a quota ideal de n, sendo que, por definic¸a˜o,
∑
n∈N Q
i(n) = 1. Adicionalmente, na fo´rmula




E´ de realc¸ar que as fo´rmulas 3.15 e 3.16 sa˜o tambe´m aplica´veis ao modelo M1. De facto,
estas fo´rmulas representam a generalizac¸a˜o das fo´rmulas 3.9 e 3.10 a um cena´rio hetero-
ge´neo. A demonstrac¸a˜o desta asserc¸a˜o e´ simples. Assim, sendo um cena´rio homoge´neo

































, o que demonstra a correspondeˆncia efectiva da fo´rmula 3.16 com a fo´rmula 3.10.
14Quando todos os no´s teˆm o mesmo nu´mero de no´s virtuais, Qi(n) = V(n)/V = V(n)/[V(n)×N ] = 1/N .
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3.5.4 Func¸a˜o Objectivo
Prosseguindo uma lo´gica semelhante a` usada pelo modelo M1, a func¸a˜o objectivo continua
a ser a “minimizac¸a˜o de σ[Q(n)]”, sendo que agora σ[Q(n)] e´ calcula´vela pela fo´rmula 3.16.
3.5.5 Procedimento de (Re)Distribuic¸a˜o
No modelo M3 de distribuic¸a˜o heteroge´nea, o Procedimento de (Re)Distribuc¸a˜o distri-
bui as H entradas da DHT pelos seus N no´s, proporcionalmente ao nu´mero de no´s
virtuais destes. O procedimento tira partido de uma tabela de distribuic¸a˜o (TD) de
esquema < n,H(n),V(n) >, semelhante a` preconizada pelo modelo M1 (rever secc¸a˜o
3.3.4.2), mas que agora tambe´m regista o nu´mero de no´s virtuais V(n) por cada no´ n ∈ N .
Assim, numa primeira fase do procedimento, (re)define-se H(n) = Hdiv(n) = [H div V]×
V(n) = int [Qi(n) × H], para todos os n ∈ N (com int denotando a parte inteira de um
real). Desta iterac¸a˜o resulta i) a distribuic¸a˜o de um nu´mero total de entradas Hdiv =∑
n∈N Hdiv(n) e ii) um certo nu´mero total de entradas, Hmod = H−Hdiv, por atribuir.
Numa segunda fase, consideram-se os no´s ordenados por ∆[Q(n)] = Qr(n) − Qi(n), a
diferenc¸a entre a quota real e a ideal (rever fo´rmula 3.17). Se ∆[Q(n)] > 0, os no´s em
causa apresentam um excesso de entradas, face ao nu´mero ideal de entradas a que teˆm
direito; se ∆[Q(n)] = 0, os no´s n deteˆm o nu´mero de entradas exactamente previsto
pela sua quota ideal; se ∆[Q(n)] < 0, os no´s n exibem um de´bito de entradas. As Hmod
entradas remanescentes sa˜o enta˜o distribu´ıdas pelos no´s em de´bito, proporcionalmente ao
valor absoluto de ∆[Q(n)]; cada no´ recebera´ um nu´mero de entradas adicionais, Hmod(n).
Numa terceira fase, a execuc¸a˜o do algoritmo 3.1 garante a minimizac¸a˜o efectiva de σ[Q(n)]15:
Algoritmo 3.1: Modelo M3: Algoritmo de Miminizac¸a˜o de σ[Q(n)].
1. ordenar os no´s da TD pelo valor ∆[Q(n)]
2. atribuir uma entrada do no´ com maior ∆[Q(n)], ao no´ com menor ∆[Q(n)]
3. calcular o valor de σ[Q(n)] e compara´-lo com o valor anterior ao passo 1:
(a) se o novo valor de σ[Q(n)] e´ menor, prosseguir no passo 1;
(b) caso contra´rio, assumir a distribuic¸a˜o (TD) anterior ao passo 2 e terminar;
Este algoritmo comporta um nu´mero reduzido de iterac¸o˜es, dado que o ponto de partida
e´ uma distribuic¸a˜o que, na maior parte das vezes, e´ o´ptima ou ja´ muito pro´xima de o ser.
Por fim, uma vez definida a nova distribuic¸a˜o da DHT, a fase da Transfereˆncia de En-
tradas entre no´s, que conduz a` efectivac¸a˜o da distribuic¸a˜o, prosseguiria uma metodologia
semelhante a` inicialmente apresentada no contexto do modelo M1 (rever secc¸a˜o 3.3.4.2).
15Na realidade, este algoritmo seria suficiente para produzir a nova versa˜o da tabela de distribuic¸a˜o,
garantindo a minimizac¸a˜o de σ[Q(n)], sem necessidade de se realizar a primeira e segunda fases em separado;
todavia, a realizac¸a˜o pre´via desses fases permite que o nu´mero de iterac¸o˜es da terceira fase seja residual.
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3.5.6 Qualidade da Distribuic¸a˜o
O facto de cada no´ ter direito a va´rias entradas (uma, pelo menos) da DHT, por cada no´
virtual, contribuira´, por si so´, para melhorar a qualidade da distribuic¸a˜o, face a um cena´rio
homoge´neo regulado pelo modelo M1, em que cada no´ reclama apenas uma entrada16 (vide
resultados apresentados na figura 3.2, e na figura 3.3 para Hmin(n) = 1). Com efeito, ja´
verificamos que quanto maior for o nu´mero total de entradas, H, para um mesmo nu´mero
de no´s, N , maior tende a ser a qualidade da distribuic¸a˜o (rever figuras 3.1.a) e 3.1.b)).
Ora, a utilizac¸a˜o de no´s virtuais contribui precisamente para o aumento do nu´mero global
de entradas (H) necessa´rias para um mesmo nu´mero global de no´s (N ): i) por definic¸a˜o
de no´ virtual, tem-se necessariamente V ≥ N (i.e., ha´ pelo menos um no´ virtual por no´);
ii) por definic¸a˜o de no´ virtual, cada no´ virtual confere o direito a pelo menos uma entrada,
donde H ≥ V ≥ N ; iii) logo o nu´mero de entradas necessa´rias para distribuir a DHT por
V no´s virtuais, dado por H(V) = 2ceil(log2(V)), e´ pelo menos igual ou maior que o nu´mero
de entradas necessa´rias para distribuir a DHT por N no´s, dado por H(N ) = 2ceil(log2(N )).
3.6 Modelo M4: Dist. Heteroge´nea com Hashing Dinaˆmico
Nesta secc¸a˜o faz-se a extensa˜o do modelo M2 de Distribuic¸a˜o Homoge´nea com Hashing
Dinaˆmico, para o modelo equivalente M4 de Distribuic¸a˜o Heteroge´nea. Adicionalmente, o
modelo M4 apoia-se no conceito de no´ virtual introduzido na descric¸a˜o do modelo M3.
3.6.1 Nu´mero Mı´nimo de Entradas por No´ Virtual
No modelo M4, a manutenc¸a˜o da qualidade da distribuic¸a˜o (neste caso, heteroge´nea) en-
tre determinados limites assenta num paraˆmetro Hmin(v), que define “o nu´mero mı´nimo
admiss´ıvel de entradas da DHT, a garantir a qualquer no´ computacional, por cada um dos
seus no´s virtuais”. Desta forma, o nu´mero (dinaˆmico) de entradas da DHT, H, e´ dado por
H = 2L com L = ceil(log2[V ×Hmin(v)]) (3.20)
, tendo em conta queH deve ser a poteˆncia de 2 mais pro´xima de V×Hmin(v), por excesso.
Note-se que v e´ apenas um artefacto notacional do modelo M4, permitindo descreveˆ-lo de
forma similar ao modelo M2; o conceito de “identificador de no´ virtual”, na˜o faz sentido a`
luz do conceito de no´ virtual usado ate´ agora (“no´ virtual como nu´mero de entradas”).
3.6.2 Invariantes do Modelo M4
O pro´ximo passo e´ estabelecer que Hmin(v) e´ tambe´m poteˆncia de 2, apo´s o que se pode
definir o seguinte conjunto de invariantes, semelhantes aos definidos para o modelo M2:
16Embora depois possa receber mais, por via dos acertos necessa´rios.
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I1: o nu´mero me´dio de entradas por no´ virtual, H(v), varia entre Hmin(v) e Hmax(v):
Hmin(v) ≤ H(v) ≤ Hmax(v) = 2×Hmin(v) (3.21)
I2: Hmin(v) e´ poteˆncia de 2 (donde Hmax(v) = 2×Hmin(v) e´ tambe´m poteˆncia de 2);
I3: em qualquer instante, o total de entradas da DHT, H, obedece a` fo´rmula 3.20;
I4: sempre que V for poteˆncia de 2, enta˜o deve-se ter H(v) = Hmin(v).
3.6.3 Evoluc¸a˜o de H e do Nu´mero Me´dio de Entradas por No´ Virtual
A evoluc¸a˜o do nu´mero global de entradas da DHT, H, e´ governada pelos invariantes
anteriores: sempre que V se altera (seja por modificac¸a˜o do nu´mero de no´s virtuais de
um ou mais no´s da DHT, seja por adic¸a˜o/remoc¸a˜o de no´s a`/da DHT) recalcula-se H pela
fo´rmula 3.20; seH se mantiver, e´ aplicado de imediato o Procedimento de (Re)Distribuic¸a˜o
do modelo M3, adequado a distribuic¸o˜es heteroge´neas (rever secc¸a˜o 3.5.5); caso contra´rio,
duplica-se/divide-se H e so´ depois se executa o referido Procedimento de (Re)Distribuic¸a˜o.
O nu´mero me´dio de entradas por no´ virtual, H(v), e´ dado por H/V. A evoluc¸a˜o de H(v),
segue um padra˜o semelhante a` evoluc¸a˜o de H(n) sob o modelo M2 (rever secc¸a˜o 3.4.6).
3.6.4 Qualidade da Distribuic¸a˜o
A me´trica de qualidade da distribuic¸a˜o do modelo M4 e´ igual a` do M3 (rever fo´rmula 3.16).
A figura 3.7 exibe, no contexto do modelo M4, o efeito de diferentes valores Hmin(v) ∈
{1, 2, 4, 8} sobre σ[Q(n)]. Para cada valor Hmin(v), a me´trica σ[Q(n)] e´ calculada a` medida
que a DHT ganha no´s computacionais, ate´ que o total de no´s virtuais, V, ultrapasse 1024;
o nu´mero de no´s virtuais de cada no´, V(n), e´ aleato´rio, extra´ıdo do intervalo {1, 2, ..., 8}.
Embora a figura resulte de uma distribuic¸a˜o heteroge´nea espec´ıfica, verificou-se experimen-
talmente que outras distribuic¸o˜es, geradas em resultado de outras sequeˆncias aleato´rias de
V(n), exibem o mesmo comportamento oscilato´rio para σ[Q(n)], enquadrado por limites
semelhantes, com a diferenc¸a de que os valores de pico para σ[Q(n)] sa˜o atingidos para
diferentes nu´meros de no´s, N , o que encontra explicac¸a˜o no facto de o nu´mero global de
no´s virtuais, V, progredir de forma diferente, para diferentes sequeˆncias aleato´rias de V(n).
O comportamento da me´trica σ[Q(n)] sob M4 segue um padra˜o similar ao observado no
cena´rio homoge´neo de M2 (rever figura 3.3). Assim, a duplicac¸a˜o dos valores de Hmin(v)
provoca a divisa˜o, para aproximadamente metade, dos valores de σ[Q(n)], sendo que a
duplicac¸a˜o dos valores deHmin(n), no contexto da figura 3.3, tinha a mesma consequeˆncia.
Adicionalmente, os valores que delimitam σ[Q(n)] sa˜o coerentes com os observados para o
cena´rio homoge´neo de M2, na figura 3.3. Com efeito, tendo-se registado, no cena´rio hetero-
ge´neo simulado, um nu´mero me´dio de no´s virtuais por no´ de V(n) ≈ 4.5, enta˜o esperava-se
que a qualidade da distribuic¸a˜o fosse melhor que a fornecida no cena´rio homoge´neo com
Hmin(n) = 4. Ora, como se pode comprovar observando a figura 3.8, os valores de σ[Q(n)]
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H min(v) = 1
H min(v) = 2
H min(v) = 4
Hmin(v) = 8
. . .
Figura 3.7: σ[Q(n)] comN ≤ 256, V ' 1024, V(n) = random(1, 8) eHmin(v) ∈ {1, 2, 4, 8}.
da figura 3.7 apresentam-se em geral inferiores aos da figura 3.3 para Hmin(n) = 4.
Número de Nós






















H min(v) = 1 com V min(n)=4.5
H min(n) = 4 com nós homogéneos
Figura 3.8: σ[Q(n)] para Hmin(n) = 4 (figura 3.3) versus Hmin(v) = 1 (figura 3.7).
3.7 Modelo M4’: Modelo Alternativo ao Modelo M4
Nesta secc¸a˜o apresenta-se o modelo M4’, como modelo de Distribuic¸a˜o Heteroge´nea com
Hashing Dinaˆmico, alternativo ao modelo M4. Basicamente, o modelo M4’ e´ uma reformu-
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lac¸a˜o do M4, baseada no refinamento do conceito de no´ virtual introduzido no modelo M3.
Esse refinamento representa uma re-aproximac¸a˜o conceptual aos modelos de Distribuic¸a˜o
Homoge´nea (M1 e M2). De facto, nesse modelos, cada no´ persegue uma mesma quota
(ideal) da DHT e, como veremos, o mesmo se passa no modelo M4’, para cada no´ virtual.
Basicamente, o modelo M4’ serve para demonstrar a flexibilidade do conceito de no´ virtual.
Na pra´tica, o modelo M4 e´ prefer´ıvel: ambos geram o mesmo nu´mero de entradas por no´,
mas o Procedimento de (Re)Distribuic¸a˜o de M4 e´ mais simples/eficiente que o de M4’.
3.7.1 No´ Virtual como Conjunto de Entradas
Nos modelos M3 e M4 de distribuic¸a˜o heteroge´nea, cada no´ n da DHT tem direito a um
certo nu´mero total de entradas, H(n), por virtude de exibir um certo nu´mero total de no´s
virtuais, V(n). Na pra´tica, e´ como se, por cada um dos seus V(n) no´s virtuais, um no´ n
tivesse direito a um certo nu´mero de entradas que, em termos me´dios, sera´ H(n)/V(n);
esta me´dia local sera´ semelhante a` me´dia global H/V, uma vez que o Procedimento de
(Re)Distribuic¸a˜o atribui entradas aos no´s proporcionalmente ao seu nu´mero de no´s virtuais.
Em suma, os modelos M3 e M4 assentam na visa˜o do“no´ virtual como nu´mero de entradas”.
Uma visa˜o refinada, deriva´vel da anterior, e´ a do “no´ virtual como (sub)conjunto de en-
tradas”. Em termos globais, esta visa˜o corresponde a considerar que o conjunto global
das entradas da DHT, H, e´ particionado em V subconjuntos (um por cada no´ virtual),
com um nu´mero me´dio de entradas de H/V; em termos locais, equivale a considerar que o
conjunto local das H(n) entradas atribu´ıdas a um no´ n e´ particionado em V(n) subconjun-
tos, com um nu´mero me´dio de H(n)/V(n) entradas. Os subconjuntos de entradas sa˜o no´s
virtuais que, a` luz do seu novo conceito, necessitam de alguma forma de identificac¸a˜o17;
neste contexto, passa tambe´m a ser l´ıcito fazer refereˆncia a`s “entradas de um no´ virtual”.
H= {    0    1    2       3    4   5        6   7   8        9   10   11       12   13   14   15    }
H(n0)
H[v0(n0)] H[v1(n0)] H[v0(n1)] H[v1(n1)] H[v2(n1)]
H(n1)
Figura 3.9: Particionamento de H em No´s Virtuais.
A figura 3.9 ilustra a aplicac¸a˜o do novo conceito de no´ virtual e apoia a introduc¸a˜o de
notac¸a˜o adequada. Assim, comec¸amos por convencionar o uso da notac¸a˜o vi(n) (com i =
0, 1, ...,V(n)− 1) para identificar individualmente os no´s virtuais de um no´ computacional
n, com V(n) no´s virtuais; neste contexto, o conjunto dos no´s virtuais de n e´ V (n) =
{v0(n), v1(n), ..., vV(n)−1(n)}. O conjunto global dos no´s virtuais, V , e´ enta˜o dado por
⋃
n∈N
V (n) = V (3.22)
17Ao contra´rio do conceito anterior, que a dispensava – rever secc¸a˜o 3.6.1.
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, relac¸a˜o que complementa a definida anteriormente pela expressa˜o 3.14: V =
∑
n∈N V(n).
Prosseguindo, denotamos por H[v(n)] o conjunto de entradas associadas ao no´ virtual v
do no´ n, e por H[v(n)] o nu´mero de entradas correspondente. Neste contexto, e com base
na notac¸a˜o ja´ introduzida, podemos exprimir de imediato uma se´rie de relac¸o˜es ba´sicas:
R1: a unia˜o das entradas dos no´s virtuais de um no´, corresponde a`s entradas do no´⋃
v(n)∈V (n)
H[v(n)] = H[V (n)] = H(n),∀n ∈ N (3.23)
R2: a soma do cardinal dos no´s virtuais de um no´, e´ igual ao nu´mero de entradas do no´∑
v(n)∈V (n)
H[v(n)] = H[V (n)] = H(n),∀n ∈ N (3.24)
R3: a intersecc¸a˜o das entradas de todos os no´s virtuais de um no´ e´ o conjunto vazio⋂
v(n)∈V (n)
H[v(n)] = ⊘,∀n ∈ N (3.25)








H(n) = H (3.26)








H(n) = H (3.27)
R6: a intersecc¸a˜o das entradas dos no´s virtuais de todos os no´s e´ o conjunto vazio⋂
v(n)∈V (n),n∈N
H[v(n)] = ⊘ (3.28)
Por exemplo, na figura 3.9, temos H(n0) = H[v0(n0)] ∪H[v1(n0)] = {0, 1, 2} ∪ {3, 4, 5} =
{0, ..., 5} e, correspondentemente, H(n0) = H[v0(n0)] +H[v1(n0)] = 3 + 3 = 6. Adicional-
mente, H = H(n0)∪H(n1) = {0, ..., 5}∪{6, ..., 15} com H = H(n0)+H(n0) = 6+10 = 16.
Conve´m ainda referir que, no contexto da figura 3.9, as entradas da DHT que constituem
cada no´ virtual sa˜o inteiros sequenciais por uma questa˜o de simplificac¸a˜o da representac¸a˜o.
De facto, na˜o ha´ qualquer exigeˆncia de contiguidade dessas entradas18, podendo um no´
virtual v ser constitu´ıdo por quaisquer entradas da DHT, desde que em nu´mero H(v), e
respeitando todas as relac¸o˜es e restric¸o˜es definidas pelas fo´rmulas anteriores (3.24 a 3.26).
As relac¸o˜es R1 e R3 garantem o particionamento de H(n) em V(n) subconjuntos.
Equivalentemente, R4 e R6 asseguram o particionamento de H em V subconjuntos.
18Embora, como veremos no cap´ıtulo 5, a contiguidade possa surgir na distribuic¸a˜o inicial de uma DHT,
em resultado de um algoritmo que permite a qualquer no´ inicial deduzir, de forma auto´noma, a distribuic¸a˜o.
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3.7.2 Quota Real e Ideal de um No´ Virtual









Assim, num determinado instante, um no´ virtual v ∈ V comporta a fracc¸a˜o Qr(v) das
entradas de H, quando deveria, idealmente, comportar a fracc¸a˜o Qi(v), igual para todos.
A definic¸a˜o de Qi(v) e´ conceptualmente semelhante a` de Qi(n) para os modelos M1 e M2.
3.7.3 Quota Real e Ideal de um No´ Computacional
As quotas de um no´ podem ser expressas em func¸a˜o das quotas dos seus no´s virtuais, da


























, tendo em conta a fo´rmula 3.24 que estabelece queH(n) = H[V (n)] =
∑
v(n)∈V (n)H[v(n)].
3.7.4 Me´trica de Qualidade
O grau de aproximac¸a˜o entre quotas reais e ideais, dos no´s virtuais, pode-se medir atrave´s
de me´tricas semelhantes a`s desenvolvidas anteriormente, para os modelos M1 e M2. Assim,
o facto de Qi(v) ser igual para todos os no´s virtuais (pois Qi(v) coincide com a Me´dia






∆[Q(v)] = Qr(v)−Q(v),∀v ∈ V (3.34)
Neste contexto, definimos o Desvio Padra˜o Absoluto, correspondente a SDA[Q(v)], como


















De forma coerente com as definic¸o˜es anteriores, o objectivo do modelo M4’ e´ a“minimizac¸a˜o
de σ[Q(v)]”. Esse objectivo e´ concilia´vel com o do modelo M4 (“minimizac¸a˜o de σ[Q(n)]”).
3.7.6 Procedimento de (Re)Distribuic¸a˜o
O Procedimento de (Re)Distribuic¸a˜o do modelo M4’ e´ um misto do usado pelos modelos
M4 e M1; as afinidades com o procedimento de M4 devem-se ao uso de no´s virtuais; as
afinidades com o de M1 devem-se a` distribuic¸a˜o equitativa de entradas pelos no´s virtuais.
Assim, sempre que V se alterar (por modificac¸a˜o do nu´mero de no´s virtuais de um ou
mais no´s, ou por adic¸a˜o/remoc¸a˜o de no´s a`/da DHT) recalcula-se H pela fo´rmula 3.20;
mantendo-se H constante, executa-se de imediato o resto do procedimento, semelhante ao
do modelo M1; caso contra´rio, essa execuc¸a˜o e´ precedida da duplicac¸a˜o/subdivisa˜o de H.
O resto do procedimento, semelhante ao do modelo M1, procura repartir o mais equitativa-
mente poss´ıvel as H entradas da DHT pelos V no´s virtuais, conservando a indivisibilidade
das entradas. Assim, numa primeira fase, atribuem-se Hdiv(v) = H div V entradas a cada
no´ virtual, sendo que Hdiv(v) = Hmin(v), igualdade que e´ uma consequeˆncia dos invarian-
tes do modelo M4. Desta iterac¸a˜o resulta i) a distribuic¸a˜o de um nu´mero total de entradas
Hdiv =
∑
v∈V Hdiv(v), ii) um nu´mero total de entradas Hmod = H −Hdiv por atribuir e
iii) a atribuic¸a˜o a cada no´ de um total proviso´rio de Hdiv(n) = Hdiv(v)× V(n) entradas.
Numa segunda fase, as Hmod entradas sa˜o atribu´ıdas, uma a uma, a outros tantos no´s
virtuais, (de forma que V acaba por ser divis´ıvel em dois subconjuntos, um em que cada
no´ virtual tem Hdiv(v) entradas, e outro em que cada no´ virtual tem Hdiv(v)+1 entradas).
Este procedimento e´ suficiente para minimizar a me´trica σ[Q(v)] do modelo M4’, mas
na˜o garante a minimizac¸a˜o da me´trica σ[Q(n)] do modelo M4; uma forma de o conseguir
sera´ escolher criteriosamente quais os no´s virtuais beneficia´rios das Hmod entradas, em vez
de atribuir essas entradas de forma indiscriminada (ou seja, considerando os no´s virtuais
ano´nimos, desligados de no´s computacionais, situac¸a˜o em que qualquer no´ virtual pode ser
beneficia´rio); os beneficia´rios devem ser no´s virtuais (quaisquer) dos no´s computacionais
com maior de´bito de entradas, pelo crite´rio usado na segunda fase do Procedimento de
(Re)Distribuic¸ao do modelo M3 (rever secc¸a˜o 3.5.5); aplicando esse crite´rio e o algoritmo
de ajuste associado, garante-se a minimizac¸a˜o de σ[Q(n)], ale´m da minimizac¸a˜o de σ[Q(v)].
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3.7.7 Comparac¸a˜o das Me´tricas de Qualidade dos Modelos M4 e M4’
Uma vez que o modelo M4’ pretende ser alternativa ao modelo M4, importa verificar se as
func¸o˜es objectivo dos dois modelos sa˜o compat´ıveis, ou seja, se a qualidade da distribuic¸a˜o
produzia por M4’ em resultado da “minimizac¸a˜o de σ[Q(v)]” esta´ correlacionada com a
qualidade da distribuic¸a˜o produzida por M4 em resultado da “minimizac¸a˜o de σ[Q(n)]”.
Embora a minimizac¸a˜o de σ[Q(v)] na˜o garanta, por si so´, a minimizac¸a˜o de σ[Q(n)], a sua
evoluc¸a˜o segue o mesmo padra˜o. A figura 3.10 ilustra um caso particular dessa evoluc¸a˜o.
Número de Nós Virtuais






















σ [Q (n)] x 10
Figura 3.10: σ[Q(v)] versus σ[Q(n)], para Hmin(v) = 8 e V ≤ 1024.
Assim, a figura reproduz a evoluc¸a˜o de σ[Q(n)] paraHmin(v) = 8 da figura 3.7, permitindo
compara´-la com a evoluc¸a˜o de σ[Q(v)] calculada nas mesmas condic¸o˜es. Para facilitar a
comparac¸a˜o, os valores de σ[Q(n)] foram ampliados 10 vezes em relac¸a˜o aos da figura
3.7. As me´tricas sa˜o apresentadas em func¸a˜o do nu´mero total de no´s virtuais (V) da
DHT, medido apo´s a adic¸a˜o de cada no´. A tendeˆncia global de evoluc¸a˜o das me´tricas e´
semelhante, mas os seus valores pontuais apresentam tendeˆncias relativamente sime´tricas.
A figura 3.11 fornece uma visa˜o alternativa da evoluc¸a˜o dos valores da figura 3.10: para
cada V, a figura 3.11 apresenta a me´dia (acumulada) de todos os valores das me´tricas an-
teriores a V (inclusive). Graficamente, e´ evidente a correlac¸a˜o entre as me´dias acumuladas
σ[Q(n)] e σ[Q(n)] (analiticamente, essa correlac¸ao e´ de ≈ 0.83). Indirectamente, a figura
3.11 comprova a existeˆncia de uma correlac¸a˜o na evoluc¸a˜o das me´tricas σ[Q(v)] e σ[Q(n)].
3.8 Comparac¸a˜o com Hashing Consistente
Tendo em vista a compreensa˜o da relevaˆncia da qualidade da distribuic¸a˜o assegurada pelos
nossos modelos, e´ necessa´ria a sua comparac¸a˜o com outras abordagens ao particionamento,
tendo-se elegido a abordagem do Hashing Consistente (HC) [KLL+97] para esse efeito.
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Número de Nós Virtuais




































σ [Q (n)] x 10
Figura 3.11: σ[Q(v)] versus σ[Q(n)], para Hmin(v) = 8 e V ≤ 1024.
Para ale´m do facto de ser uma abordagem de refereˆncia da literatura, o Hashing Con-
sistente e´ tambe´m representativo de uma classe em que se explora a aleatoriedade na
tentativa de obter uma distribuic¸a˜o balanceada da DHT, o que reforc¸a o interesse da sua
comparac¸a˜o com os nossos modelos, os quais, de certa forma, se situam num extremo
oposto, pelo facto de prosseguirem me´todos essencialmente determin´ısticos para se atingir
o mesmo objectivo. Adicionalmente, a investigac¸a˜o realizada no aˆmbito da tese contem-
plou tambe´m a tema´tica da localizac¸a˜o distribu´ıda, tendo-se desenvolvido algoritmos de
localizac¸a˜o agregada para grafos Chord (ver cap´ıtulo 5), o que representa uma motivac¸a˜o
acrescida para a ana´lise do Hashing Consistente, antecessor directo da abordagem Chord.
3.8.1 Mecanismo Base
Antes da comparac¸a˜o propriamente dita, recuperarmos e complementamos a descric¸a˜o
do HC fornecida na secc¸a˜o 2.6.2.1, recorrendo a um dialecto mais pro´ximo do usado na
descric¸a˜o dos nossos modelos. Em particular, e sem perda de generalidade, baseamos a
descric¸a˜o que se segue num contradomı´nio circular H = {0, 1, ..., 2Lf −1), em vez do c´ırculo
[0, 1).
Sob HC, o contradomı´nio H da func¸a˜o de hash esta´tica f , de Lf bits, e´ particionado num
certo nu´mero bem definido de subconjuntos, com um nu´mero aleato´rio de entradas cada.
Depois, a cada no´ que suporta a DHT, e´ atribu´ıdo um certo nu´mero bem definido desses
subconjuntos: para um total de N no´s que suportam a DHT, a abordagem HC advoga
que cada no´ deva receber pelo menos k × log2N subconjuntos, para que os no´s suportem
uma quota semelhante da DHT, ou seja, a atribuic¸a˜o de mu´ltiplos subconjuntos da DHT
a cada no´ e´ feita na tentativa de assegurar uma distribuic¸a˜o homoge´nea da DHT. De facto,
atribuindo-se va´rios subconjuntos a cada no´, a probabilidade de obter uma distribuic¸a˜o
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equitativa da DHT, entre os va´rios no´s, e´ maior do que a correspondente a` atribuic¸a˜o
de um so´ subconjunto a cada no´. Adicionalmente, a abordagem HC permite controlar a
qualidade da distribuic¸a˜o atrave´s do paraˆmetro k: o aumento de k traduz-se no aumento
do nu´mero (me´dio) de entradas da DHT por no´, o que aumenta a qualidade da distribuic¸a˜o.
Mais especificamente, o particionamento e´ realizado considerando que, para cada no´ nj , sa˜o
deduz´ıveis k×log2N pseudo-identificadores vi(nj), designados por no´s virtuais; a aplicac¸a˜o
de uma func¸a˜o de hash f a cada no´ virtual vi(nj) gera um hash f(vi(nj)); a colecc¸a˜o
de todos os hashes f(vi(nj)) (de todos os no´s virtuais, de todos os no´s computacionais),








f (v0(n0)) = 0
f (v0(n1)) = 1
f (v1(n0)) = 3
f (v0(n2)) = 4
f (v1(n1)) = 5









Figura 3.12: Visa˜o do Hashing Consistente com No´s Virtuais.
A figura 3.12 ilustra a aplicac¸a˜o do particionamento do HC ao contradomı´nioH={0, 1, ..., 7),
orientado no sentido do ponteiros do relo´gio, para um cena´rio em que i) a DHT e´ supor-
tada por N = 3 no´s computacionais, correspondentes a N = {n0, n1, n3}, e ii) k = 1 (pelo
que sa˜o necessa´rios k × log2(N ) = log2(3) ≈ 2 no´s virtuais por cada no´ computacional).
Na figura, cada hash f(vi(nj)) corresponde a um ponto do c´ırculo H, e define um sector
(intervalo): operando-se no sentido dos ponteiros do relo´gio, o sector inicia-se (exclusive)
no hash f(v′i(n
′
j)) imediatamente anterior, e termina (inclusive) no pro´prio hash f(vi(nj)).
Assim, o no´ virtual responsa´vel por um hash h e´ simplesmente o no´ virtual v cujo valor
f(v) e´ o mais pro´ximo de h (em distaˆncia euclidiana), no sentido dos ponteiros do relo´gio.
Saber a que no´ computacional se associou um hash h implica determinar 1) a que intervalo
pertence o hash h, 2) a que no´ virtual pertence o intervalo e, finalmente, 3) a que no´
computacional pertence o no´ virtual (assumindo-se que o identificador do no´ computacional
pode ser deduzido do identificador do no´ virtual, convenciona-se denotar essa deduc¸a˜o por
vi(nj) → nj, em que nj representa o no´ computacional hospedeiro do no´ virtual vi(nj)).
A figura inclui uma tabela que sintetiza o posicionamento resultante do particionamento.
O conceito de no´ virtual, aplicado no contexto do particionamento de DHTs, surge pela
primeira vez na abordagem HC e, embora seja entendido, em primeira instaˆncia, como um
pseudo-identificador, a sua associac¸a˜o un´ıvoca a uma partic¸a˜o de H permite que tambe´m
possa ser visto, de forma equivalente, como partic¸a˜o/subconjunto de entradas; essa visa˜o
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representa uma aproximac¸a˜o ao conceito de no´ virtual dos nossos modelos (aproximac¸a˜o
mais forte no caso do modelo M4’), viabilizando a sua comparac¸a˜o; note-se, todavia, que
sob HC o nu´mero de entradas por no´ virtual e´ aleato´rio, ao passo que, nos nossos modelos,
o Procedimento de (Re)Distribuic¸a˜o procura homogeneizar esse nu´mero para todos os
no´s virtuais (sendo que, no caso espec´ıfico do modelo M4, esse nu´mero e´ entabulado entre
limites bem definidos –Hmin(v) eHmax(v) –, derivados a partir de paraˆmetros do modelo).
3.8.2 Qualidade da Distribuic¸a˜o
A qualidade de uma distribuic¸a˜o originada sob Hashing Consistente pode ser medida re-
correndo a`s me´tricas que definimos neste cap´ıtulo, designadamente no aˆmbito dos modelos
M3 e M4 de distribuic¸a˜o heteroge´nea. Com efeito, esses modelos assentam num conceito
de no´ virtual compat´ıvel com o preconizado pelo Hashing Consistente. Adicionalmente,
a me´trica de qualidade utilizada por esses modelos (fo´rmula 3.16) e´ tambe´m aplica´vel a
uma distribuic¸a˜o homoge´nea, o tipo de distribuic¸a˜o almejada pelo Hashing Consistente.
Para medir a qualidade de uma distribuic¸a˜o originada sob HC, recorrendo a` fo´rmula 3.16,
e´ necessa´rio definir de forma adequada as quotas ideais e reais de cada no´ da DHT. Como
se pretende uma distribuic¸a˜o homoge´nea, enta˜o as quotas ideais sa˜o comuns a todos os
no´s, sendo dadas por Qi(n) = 1/N ,∀n ∈ N . As quotas reais (dadas genericamente pela
fo´rmula 3.3), podera˜o diferir entre no´s, em resultado da distribuic¸a˜o aleato´ria de entradas.
Adicionalmente, e de forma a permitir uma comparac¸a˜o mais justa com os nossos modelos
baseados em Hashing Dinaˆmico, o nu´mero total de entradas da DHT e´ recalculado para
cada valor de N . Basicamente, o ca´lculo procura fazer respeitar o invariante base do
Hashing Consistente, segundo o qual cada no´ deve receber pelo menos Vmin(n) = k×log2N
no´s virtuais; sendo necessa´ria pelo menos uma entrada da DHT por cada no´ virtual, enta˜o
cada no´ devera´ receber pelo menos Hmin(n) = Vmin(n) entradas, donde a DHT devera´
ter pelo menos Hmin = N ×Hmin(n) entradas; por fim, o nu´mero efectivo de entradas da
DHT, H, obte´m-se arredondando Hmin a` poteˆncia de 2 mais pro´xima, c.f. a fo´rmula 3.37:
H = 2L com L = ceil[log2(Hmin)] e Hmin = N × k × log2N (3.37)
Os valores de H assim calculados ficara˜o muito aque´m do valor fixo previsto pelo HC com
base em Hashing Esta´tico, correspondente a 2160 (devido a` utilizac¸a˜o da func¸a˜o de hash
SHA-1, de 160 bits). Ora, sendo verdade que um menor valor deH prejudicara´ a qualidade
da distribuic¸a˜o do HC, tambe´m e´ verdade que tal limitac¸a˜o afectara´ os nossos modelos.
A figura 3.13 apresenta σ[Q(n)], calculado pela fo´rmula 3.16, como medida da qualidade
de distribuic¸o˜es geradas por Hashing Consistente, para va´rios valores de k e de N . Assim,
para cada k e para cada N , calculou-se H pela fo´rmula 3.37 e repetiu-se o seguinte pro-
cedimento 10 vezes: 1) particionou-se H em N × Vmin(n) no´s virtuais; 2) atribu´ıram-se
Vmin(n) no´s virtuais a cada no´; 3) calculou-se a me´trica σ[Q(n)]. Cada valor σ[Q(n)]
apresentado no gra´fico corresponde a` me´dia dos valores σ[Q(n)] do passo 3). A figura
evidencia ainda a melhoria da qualidade da distribuic¸a˜o que resulta do aumento de k19.
19Recorde-se que, quanto menor for o valor de σ[Q(n)], melhor e´ a qualidade da distribuic¸a˜o.
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0,35 HC : k = 1
HC : k = 2
HC : k = 4
HC : k = 8
M4 : Hmin (v)=1 e k = 1
M4 : Hmin (v)=1 e k = 2
M4 : H
min (v)=1 e k = 4
M4 : Hmin (v)=1 e k = 8
Figura 3.13: σ[Q(n)] para Hashing Consistente e M4, com k ∈ {1, 2, 4, 8} e 1 ≤ N ≤ 1024.
3.8.3 Comparac¸a˜o com o Modelo M4
Comparamos agora a qualidade da distribuic¸a˜o fornecida pelo Hashing Consistente, com
a fornecida pelo modelo M4. Para que a comparac¸a˜o seja justa, as condic¸o˜es de avaliac¸a˜o
de M4 teˆm de ser aproximadas, o mais poss´ıvel, a`s da avaliac¸a˜o do Hashing Consistente.
Assim, 1) definimos o nu´mero de no´s virtuais por no´ como V(n) = k × log2N ,∀n ∈ N
e 2) fixamos o nu´mero mı´nimo de entradas por no´ virtual como Hmin(v) = 1,∀v ∈ V
20.
Depois, para cada k e para cada N , calcula-se H pela fo´rmula 3.37 (o que garante que o
nu´mero (me´dio) de entradas por no´ – H(n) – sera´ igual sob HC e M4) mas depois aplica-se
o Procedimento de (Re)Distribuic¸a˜o do modelo M4, igual ao do M3 (rever secc¸a˜o 3.5.5).
A qualidade da distribuic¸a˜o, resultante da aplicac¸a˜o do modelo M4 nas condic¸o˜es ante-
riores, e´ tambe´m apresentada na figura 3.13, permitindo o seu confronto com o Hashing
Consistente. Como se pode observar, a qualidade oferecida pelo modelo M4 e´ substanci-
almente melhor, para os mesmos valores de k e de N . E´ ainda vis´ıvel o diferente tipo de
impacto que a duplicac¸a˜o de k tem na qualidade da distribuic¸a˜o, para ambos os modelos.
Assim, no Hashing Consistente, a duplicac¸a˜o de k traduz-se em decre´scimo sucessivos de
≈ 30%, ao passo que, no modelo M4, essa duplicac¸a˜o se traduz em decre´scimos de ≈ 50%.
3.8.4 Comparac¸a˜o com o Modelo M2
Uma outra forma de comparar o Hashing Consistente com os nossos modelos e´ verificar a
hipo´tese de ser poss´ıvel alcanc¸ar uma qualidade igual ou superior a` do Hashing Consistente,
mas com um nu´mero inferior de entradas por no´. Esta questa˜o e´ particularmente relevante,
20Ao passo que, no contexto das simulac¸o˜es que deram origem a` figura 3.7, 1’) definimos V(n) aleatori-
amente, como V(n) = random(1, 8) e 2) fizemos variar Hmin(v) no intervalo {1, 2, 4, 8}.
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porquanto um maior nu´mero de entradas por no´ acarreta uma maior sobrecarga associada
a` gesta˜o do seu armazenamento e do seu enderec¸amento (ver cap´ıtulo 5). Neste contexto,
realizamos uma comparac¸a˜o com o nosso modelo M2, exclusivamente vocacionado para
distribuic¸a˜o homoge´nea. Neste modelo, recorde-se, o conceito de no´ virtual esta´ ainda
ausente, pelo que o nu´mero (me´dio) de entradas por no´ tende a ser menor, face a` utilizac¸a˜o
de no´s virtuais. O modelo M2 suporta, todavia, a definic¸a˜o de um nu´mero mı´nimo de
entradas por no´, dado pelo paraˆmetro Hmin(n), o qual pode ser usado para aumentar a
qualidade da distribuic¸a˜o, a` custa, pore´m, de um aumento do nu´mero global de entradas.
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min (n) = 8
b)
Figura 3.14: H(n) para a) HC com k ∈ {1, 2, 4, 8} e b) M2 com Hmin(n) ∈ {1, 2, 4, 8}.
Assim, comec¸amos por apresentar, na figura 3.14, a evoluc¸a˜o do nu´mero me´dio de entradas
por no´ – H(n) –, para a) o Hashing Consistente (e M421) e para b) o modelo M2. Como se
pode observar, M2 exibe valores consideravelmente inferiores aos do Hashing Consistente.
Todavia, resta saber se a qualidade da distribuic¸a˜o assegurada pelo modelo M2 e´ sufici-
entemente competitiva (como a de M3) com a do Hashing Consistente. Neste contexto, a
comparac¸a˜o gra´fica dos valores para M2 (previamente apresentados na figura 3.3), com os
valores para o Hashing Consistente (apresentados na figura 3.13), na˜o e´ suficientemente
elucidativa, dado que as curvas dos gra´ficos respectivos se sobrepo˜em. Alternativamente, a
comparac¸a˜o pode ser feita de forma anal´ıtica, atrave´s de uma me´trica que combine ambos
os factores i) nu´mero de entradas por no´ e ii) qualidade da distribuic¸a˜o, permitindo enta˜o
definir qual a abordagem mais atractiva (se Hashing Consistente, se M2). Uma me´trica








R(m′,m′′,N ) pesa o quociente da qualidade alcanc¸ada, multiplicando-o pelo quociente do
nu´mero de entradas necessa´rias (note-se que se aplica´ssemos esta me´trica a` comparac¸a˜o
de HC com M4, ter´ıamos simplesmente21 R(m′,m′′,N ) = σ[Q(m
′,N )]
σ[Q(m′′,N )] ; neste caso, todavia,
a comparac¸a˜o de HC com M4 (na qualidade da distribuic¸a˜o), pode ser feita de forma
qualitativa, atrave´s da figura 3.13, na˜o sendo necessa´rio enveredar pela via anal´ıtica).
21Uma vez que, nas condic¸o˜es em que M4 e HC se simularam, H(n) e´ igual para os dois modelos.
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 M2 : Hmin (n) = 8 versus HC : k=1
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d)
Figura 3.15: R para 1 ≤ N ≤ 1024, k ∈ {1, 2, 4, 8} e Hmin(n) = a) 1, b) 2, c) 4 e d) 8.
A figura 3.15 mostra o resultado da aplicac¸a˜o da me´trica R(m′,m′′,N ) a m′ =M2 (com
Hmin(n) ∈ {1, 2, 4, 8}) e m
′′=HC (com k ∈ {1, 2, 4, 8}), para 1 ≤ N ≤ 1024. Os resultados
foram divididos em quatro gra´ficos; cada gra´fico diz respeito aos resultados da comparac¸a˜o
de M2 com um certo valor de Hmin(n), relativamente ao HC com todos os valores de k.
Os gra´ficos revelam que, salvo algumas excepc¸o˜es, a me´trica R(m′,m′′,N ) mante´m-se
abaixo da unidade, sinal de que M2 oferece, em geral, o melhor compromisso entre nu´mero
de entradas por no´ e qualidade da distribuic¸a˜o. Adicionalmente, a` medida que Hmin(n)
cresce, o valor me´dio acumulado (na˜o apresentado) da me´trica R(m′,m′′,N ) permanece
mais ou menos constante, dado que o aumento progressivo do nu´mero de entradas por no´
(exibido na figura 3.14) e´ anulado pela melhoria da qualidade da distribuic¸a˜o (observa´vel
na figura 3.3). Este resultado significa que, numa o´ptica de minimizac¸a˜o do nu´mero de
entradas por no´ e maximizac¸a˜o simultaˆnea da qualidade da distribuic¸a˜o, e´ suficiente definir
Hmin(n) = 1 para o modelo M2. Ana´logamente, para o modelo M4, os resultados da figura
3.13 sugerem que Hmin(v) = 1 e´ ja´ suficiente para um compromisso da mesma categoria.
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3.9 Relac¸a˜o com Outras Abordagens
Nas abordagens cla´ssicas ao Hashing Dinaˆmico Distribu´ıdo (HDD), a expansa˜o ou contrac-
c¸a˜o do nu´mero de entradas da DHT e´ motivada pela necessidade de subdividir (operac¸a˜o
split) ou fundir (operac¸a˜o merge) entradas. Nesse contexto, as entradas teˆm uma certa
capacidade de armazenamento associada, designando-se de contentores; a subdivisa˜o de
um contentor implica a atribuic¸a˜o de metade do conteu´do a um novo contentor, podendo
ser necessa´rio integrar um novo no´ na DHT, para gerir o novo contentor; a fusa˜o de dois
contentores permite dispensar um no´ da guarda de um deles, podendo esse no´ sair da
DHT se na˜o for responsa´vel por mais contentores. Assim, e´ a gesta˜o da capacidade dos
contentores que esta´ na base da evoluc¸a˜o dinaˆmica do nu´mero global de entradas da DHT
e, indirectamente, do seu nu´mero de no´s: em func¸a˜o da taxa de ocupac¸a˜o dos contentores
da DHT, podem ser necessa´rios novos no´s, ou podem ser dispensados no´s antigos da DHT.
Os modelos M2 e M4 descritos neste cap´ıtulo configuram tambe´m a utilizac¸a˜o de uma
estrate´gia de Hashing Dinaˆmico Distribu´ıdo. Todavia, na˜o assumem causas espec´ıficas
para a adic¸a˜o/remoc¸a˜o de no´s a`/da DHT (ou no´s virtuais, no caso de M4). Assim, esses
eventos podem ocorrer i) pelas mesmas razo˜es que as subjacentes a`s abordagens cla´ssicas
de HDD (essencialmente ligadas a` gesta˜o de recursos de armazenamento), ou por outros
motivos, tais como ii) razo˜es de cara´cter administrativo (e.g., necessidade de retirar um
no´ do cluster, da DHT, para associa´-lo a outra tarefa), iii) gesta˜o do paralelismo potencial
no acesso a` DHT (tanto maior quanto maior for o nu´mero de no´s da DHT), etc. E´ enta˜o
em func¸a˜o do nu´mero de no´s22 que se define o nu´mero global de entradas da DHT, sendo
a principal preocupac¸a˜o dos nossos modelos a manutenc¸a˜o do equil´ıbrio das distribuic¸o˜es.
Outro aspecto importante que distingue os nossos modelos de distribuic¸a˜o de DHTs, das
abordagens cla´ssicas de HDD, e´ a forma como se processa a evoluc¸a˜o estrutural da DHT.
Assim, a estrate´gia prosseguida pelos modelos M2 e M4 implica que, em certos esta´gios
da evoluc¸a˜o da DHT, todas as entradas tenham que ser subdivididas/fundidas, a fim de
manter a qualidade da distribuic¸a˜o dentro de certos limites23. Ora, se as subdiviso˜es/fuso˜es
forem realizadas no quadro de uma u´nica operac¸a˜o colectiva, por todos os no´s da DHT, tal
exigira´ sincronizac¸a˜o global o que pode constituir um entrave a` escalabilidade da DHT24.
Nas estrate´gias cla´ssicas de HDD, cada entrada pode-se subdividir/fundir de forma inde-
pendente. Pore´m, tal na˜o garante, por si so´, a escalabilidade da abordagem. Por exemplo,
numa primeira variante do LH* (secc¸a˜o 2.4.2), um split coordinator coordena o processo
de subdivisa˜o/fusa˜o e, numa segunda versa˜o, o prec¸o pago pela sua auseˆncia e´ uma maior
variaˆncia na carga dos contentores (e logo dos seus no´s, algo que pretendemos evitar nos
nossos modelos). Outro exemplo ainda e´ o fornecido pela abordagem de Gribble [GBHC00]
(secc¸a˜o 2.4.5) que, apesar de ser baseada em EH* [HBC97] (secc¸a˜o 2.4.4), e por isso per-
mitir a evoluc¸a˜o independente das entradas da DHT segundo uma configurac¸a˜o em trie,
peca depois pela manutenc¸a˜o de informac¸a˜o total de localizac¸a˜o das entradas, que tem de
22E, eventualmente, de invariantes complementares, espec´ıficos de cada modelo.
23Dados, indirectamente, pelos paraˆmetro Hmin(n) e Hmin(v) , dos modelos M2 e M4, respectivamente.
24Teoricamente, no quadro dos nossos modelos M2 ou M4, um no´ poderia adiar a subdivisa˜o efectiva das
suas entradas, ate´ que fosse necessa´rio cedeˆ-las a outro(s) no´(s); todavia, a co-existeˆncia de dois ou mais
n´ıveis de subdivisa˜o, teria de ser suportada convenientemente pelos mecanismos do cap´ıtulo 4.
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ser replicada pelos va´rios no´s sempre que ha´ alterac¸o˜es; ora, como veremos no pro´ximo
cap´ıtulo, e´ poss´ıvel acoplar aos nossos modelos certos esquemas de localizac¸a˜o distribu´ıda,
que permitem a cada no´ da DHT (uma vez instru´ıdos em colectivo para tal) a actualizac¸a˜o
auto´noma da sua informac¸a˜o (parcial) de localizac¸a˜o, sem troca adicional de mensagens.
Acresce ainda que, embora o requisito da subdivisa˜o/fusa˜o global possa, como ja´ referimos,
prejudicar a escalabilidade dos nossos modelos, exige, por outro lado, menos informac¸a˜o
de estado: e´ apenas necessa´rio manter um n´ıvel de subdivisa˜o (splitlevel) global, em vez
de um n´ıvel de subdivisa˜o por cada entrada da DHT. Ale´m disso, a` medida que o nu´mero
de entradas global da DHT cresce, sa˜o cada vez menos frequentes os eventos globais de
subdivisa˜o, dado que no pro´ximo evento tera˜o de intervir o dobro dos no´s (ou no´s virtuais).
Abordagens de Hashing Consistente Pesado, em que o nu´mero de no´s virtuais por no´ com-
putacional se relaciona com certas qualidades esta´ticas/dinaˆmicas dos no´s, foram previa-
mente referenciadas na secc¸a˜o 2.6.2.2 [DKKM01]. No nosso caso, a semaˆntica do conceito
de no´ virtual e´ mais rica, como deixam entender as va´rias possibilidades enunciadas na
secc¸a˜o 3.5.2.1, e aprofundadas na secc¸a˜o 5.5. Adicionalmente, a sobrecarga espacial (em
informac¸a˜o de posicionamento) e temporal (em esforc¸o de localizac¸a˜o) acrescida, derivada
dos mu´ltiplos no´s virtuais por no´ computacional, podendo ser elevada numa DHT para
ambiente P2P (rever secc¸a˜o 2.6.2.2), sera´ diminuta numa DHT realizada num cluster. Por
exemplo, no contexto dos nossos modelos M3 ou M4, uma tabela de distribuic¸a˜o para 1024
no´s consumira´ apenas 1024 ∗ (4+ 4+ 4) = 12 Kbytes de espac¸o (em ma´quinas de 32 bits).
A filosofia base do Procedimento de (Re)Distribuic¸a˜o do nosso modelo M4’ e´ semelhante a`
da estrate´gia de assimilac¸a˜o para discos heteroge´neos da abordagem de Brinkman [BSS00],
proposta no quadro do Particionamento para SANs (rever secc¸a˜o 2.6.3). De facto procura-
se, em ambos os casos, transformar o problema da obtenc¸a˜o de uma distribuic¸a˜o heteroge´-
nea de boa qualidade, no da obtenc¸a˜o de uma distribuic¸a˜o homoge´nea de boa qualidade.
Esse mesmo estratagema e´ tambe´m aplicado por Brinkman [BSS02] a` distribuic¸a˜o de ob-
jectos num sistema distribu´ıdo, com base no modelo balls-into-bins (rever secc¸a˜o 2.6.4),
sendo referidas vantagens da replicac¸a˜o de uma estrutura capacity distribution, equivalente
a`s nossas tabelas de distribuic¸a˜o (cuja poss´ıvel replicac¸a˜o tem vantagens interessantes, e.g.,
agilizando a transfereˆncia de entradas entre no´s da DHT, como referido na secc¸a˜o 3.3.4.2).
Precisamente, e´ do contexto das estrate´gias de particionamento assentes no modelo balls-
into-bins, concretamente da abordagem de Czumaj [CRS03], que importamos a definic¸a˜o
de distribuic¸a˜o (homoge´nea) perfeita (ver secc¸a˜o 2.6.4.1), aplica´vel aos modelos M1 e M2.
3.10 Ep´ılogo
A questa˜o da definic¸a˜o da identidade das entradas associadas a cada no´ aborda-se no
pro´ximo cap´ıtulo, no aˆmbito da definic¸a˜o de estrate´gias de posicionamento e localizac¸a˜o. O
modelo M4 de Distribuic¸a˜o Heteroge´nea com Hashing Dinaˆmico e´ o modelo de distribuic¸a˜o
adoptado pela arquitectura Domus, descrita a partir do cap´ıtulo 5; no contexto dessa
arquitectura, a semaˆntica do no´ virtual e´ enriquecida, pelo desacoplamento das func¸o˜es
de enderec¸amento e de armazenamento da DHT. Posteriormente, no cap´ıtulo 6, procede-
se a` definic¸a˜o rigorosa dos mecanismos que ditam i) a definic¸a˜o inicial do nu´mero de no´s




Neste cap´ıtulo descrevem-se mecanismos de posicionamento e localizac¸a˜o compat´ıveis com
os mecanismos de distribuic¸a˜o do cap´ıtulo anterior. Os mecanismos de localizac¸a˜o (dis-
tribu´ıda) exploram grafos DeBruijn bina´rios e grafos Chord completos, com algoritmos de
encaminhamento acelerado; estes, tirando partido de va´rias fontes de informac¸a˜o topolo´-
gica dispon´ıveis em cada no´ de uma DHT, diminuem o esforc¸o de localizac¸a˜o (nu´mero de
saltos na topologia) face ao uso de encaminhamento convencional. Descreve-se tambe´m a
interacc¸a˜o entre os mecanismos de posicionamento e localizac¸a˜o na evoluc¸a˜o das DHTs.
4.1 Pro´logo
Os modelos de distribuic¸a˜o do cap´ıtulo 3 concentram-se na definic¸a˜o do nu´mero de en-
tradas de cada no´ de uma DHT, de forma a assegurar uma distribuic¸a˜o que respeite, o
mais poss´ıvel, a quota desejada (ideal) de cada no´. Este cap´ıtulo incide sobre questo˜es
ligadas a` gesta˜o da identidade das entradas atribu´ıdas aos no´s, incluindo: 1) a definic¸a˜o
das correspondeˆncias “entrada 7→ no´” na criac¸a˜o de uma DHT (posicionamento inicial),
2) a reconstituic¸a˜o dessas correspondeˆncias durante a operac¸a˜o da DHT (localizac¸a˜o dis-
tribu´ıda) e 3) o suporte a` eventual redefinic¸a˜o de correspondeˆncias (re-posicionamento).
4.2 Conceitos Ba´sicos
4.2.1 Identidade de uma Entrada
Seja f : K 7→ H uma func¸a˜o de hash de L bits eH = {0, 1, ..., 2L−1} o conjunto dos hashes;
a tabela de hash associada tem H = #H = 2L entradas, de ı´ndices h = 0, 1, ..., 2L − 1; a
identidade de cada entrada da tabela de hash e´ dada pelo ı´ndice correspondente a` entrada;
por sua vez, o ı´ndice corresponde a um hash; neste contexto, os conceitos de entrada, ı´ndice
ou hash confundem-se, sendo usados, ao longo da dissertac¸a˜o, com o mesmo significado.
67
4.3 Filosofia do (Re-)Posicionamento 68
4.2.2 Posicionamento e Localizac¸a˜o de Entradas
Seja N o conjunto dos no´s que suportam uma DHT. Enta˜o, denotamos por n(h) o no´
responsa´vel pela entrada h, com n(h) ∈ N e h ∈ H. Recordando o definido na secc¸a˜o
2.4.1.4: o posicionamento de uma entrada h corresponde a` definic¸a˜o de n(h), ou seja, ao
estabelecimento de uma correspondeˆncia h 7→ n(h); a localizac¸a˜o de uma entrada h corres-
ponde a` descoberta da correspondeˆncia h 7→ n(h); o colectivo de todas as correspondeˆncias
desse tipo define a informac¸a˜o de posicionamento / informac¸a˜o de localizac¸a˜o da DHT.
4.2.3 Propriedades Relevantes dos Grafos de Localizac¸a˜o
Na sua esseˆncia, a localizac¸a˜o distribu´ıda em DHTs assenta na utilizac¸a˜o de grafos direc-
cionados (digrafos). Em tal contexto, as caracter´ısticas mais relevantes dos grafos sa˜o:
1. diaˆmetro (dmax): distaˆncia ma´xima entre qualquer par de ve´rtices
1, a minimizar;
2. distaˆncia me´dia (d): distaˆncia me´dia entre qualquer par de ve´rtices2; note-se que,
na perspectiva dos clientes de uma DHT, a minimizac¸a˜o da distaˆncia me´dia no grafo
subjacente sera´ mais importante do que a minimizac¸a˜o da distaˆncia ma´xima3;
3. grau (K): em grafos K-regulares, todos os ve´rtices teˆm K vizinhos; K influencia di-
rectamente a dimensa˜o da tabela de encaminhamento (ver secc¸a˜o 4.4.4), a minimizar;
4. algoritmo base de navegac¸a˜o: garante o percurso mais curto entre dois ve´rtices; em
cada ve´rtice do percurso, selecciona o sucessor apropriado, de entre K poss´ıveis.
O apeˆndice C complementa esta caracterizac¸a˜o, fornecendo conceitos ba´sicos de Teoria de
Grafos. Adicionalmente, utilizaremos o termo “grafo” de forma equivalente a “digrafo”.
4.3 Filosofia do (Re-)Posicionamento
4.3.1 Posicionamento Inicial de Entradas
Na criac¸a˜o de uma DHT, a aplicac¸a˜o dos modelos de distribuic¸a˜o do cap´ıtulo anterior
resulta na atribuic¸a˜o de um certo nu´mero de entradas, H(n), a cada no´ n inicial da DHT.
Esse nu´mero e´ registado numa tabela de distribuic¸a˜o (TD), de esquema < n,H(n) > ou
< n,H(n),V(n) >, c.f. esteja em causa uma distribuic¸a˜o homoge´nea (modelos M1 e M2)
ou heteroge´nea (modelos M3, M4 e M4’). Segue-se que, com base na tabela TD, ordenada
segundo um determinado crite´rio pre´-definido (e.g., ordem lexicogra´fica dos identificadores
1A distaˆncia d(x, y) entre x e y e´ o nu´mero de arestas ou saltos, do caminho mais curto entre x e y.
2Dada pela fo´rmula C.3 do apeˆndice C.
3De facto, e´ ate´ poss´ıvel reduzir o diaˆmetro de um grafo e, ao mesmo tempo, aumentar a distaˆncia
me´dia [Xu03], compromisso pouco interessante para a qualidade da experieˆncia do acesso a` DHT.
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n dos no´s da DHT), a definic¸a˜o do posicionamento inicial pode ser feita de forma tri-
vial, assente numa atribuic¸a˜o i) cont´ınua, ii) rotativa (Round Robin), iii) pseudo-aleato´ria,
etc. Por exemplo, tendo-se inicialmente H = 8, H = {0, 1, ..., 7}, N = {n0, n1, n2} e a
TD ordenada dada por {(n1, 3), (n3, 2), (n2, 3)} enta˜o i) de um posicionamento inicial
cont´ınuo resultaria H(n1) = {0, 1, 2}, H(n3) = {3, 4} e H(n2) = {5, 6, 7} e ii) de um posi-
cionamento inicial rotativo resultaria H(n1) = {0, 3, 6}, H(n3) = {1, 4} e H(n2,5) = {2, 7}.
Face a um posicionamento inicial cont´ınuo, um posicionamento inicial rotativo tem a van-
tagem de assegurar uma maior dispersa˜o (a maior poss´ıvel) de H por N ; dessa forma, uma
eventual distribuic¸a˜o na˜o-uniforme de registos da DHT tera´ maior probabilidade de afec-
tar uniformemente os no´s da DHT4. Por outro lado, um posicionamento cont´ınuo permite
construir grafos de localizac¸a˜o com menos ve´rtices5, mas a verdade e´ que a continuidade
desse posicionamento na˜o e´ garantida durante a vida das nossas DHTs (ver secc¸a˜o 4.3.2).
O facto do posicionamento inicial ser determin´ıstico permite que, na posse da TD inicial6,
os no´s da DHT deduzam e implementem, de forma auto´noma, a distribuic¸a˜o inicial da
DHT. Cumulativamente, cada um desses no´s podera´ construir, autonomamente, as tabelas
de encaminhamento que representam a sua participac¸a˜o num grafo de localizac¸a˜o distri-
bu´ıda. Note-se pore´m que, se a distribuic¸a˜o inicial da DHT for definitiva (ou seja, se a
DHT for esta´tica, com correspondeˆncias “entrada 7→ no´” fixas), a TD e´ suficiente para
deduzir a localizac¸a˜o de qualquer entrada da DHT, permitindo acesso directo (1-HOP) a`
DHT. Nesse caso, mecanismos de localizac¸a˜o distribu´ıda seriam, obviamente, dispensa´veis.
4.3.2 Re-Posicionamento de Entradas
O re-posicionamento de uma ou mais entradas (ou seja, a sua atribuic¸a˜o a um outro no´, tra-
duzida na redefinic¸a˜o da correspondeˆncia “entrada 7→ no´” respectiva) e´ uma consequeˆncia
da modificac¸a˜o do nu´mero de entradas de um ou mais no´s; por seu turno, essa modificac¸a˜o
pode resultar da adic¸a˜o/remoc¸a˜o de no´s computacionais a`/da DHT ou, com distribuic¸o˜es
heteroge´neas, da alterac¸a˜o do nu´mero de no´s virtuais dos no´s computacionais actuais.
Em qualquer caso, os modelos do cap´ıtulo anterior determinam, com base nos Procedi-
mentos de (Re)Distribuic¸a˜o, os protagonistas (no´s computacionais ou virtuais) das trans-
fereˆncias, assim como o nu´mero de entradas a transferir entre eles. Quanto a` selecc¸a˜o das
entradas concretas a transferir (ou seja, quanto a` definic¸a˜o da sua identidade), os modelos
sa˜o omissos, mas a verdade e´ que e´ suficiente uma escolha aleato´ria das entradas a transfe-
rir, de entre as entradas dispon´ıveis na(s) fonte(s) das transfereˆncias. De facto, mesmo que
a escolha determinasse a cedeˆncia apenas de entradas cont´ınuas na(s) fonte(s), isso na˜o
seria suficiente para garantir a contiguidade de todas as entradas do(s) destino(s), dado
que estes, ao longo da vida da DHT, acabara˜o por receber entradas de fontes diferentes.
Desta forma, mesmo que se optasse por uma posicionamento inicial cont´ınuo, bastariam
alguns eventos de re-distribuic¸a˜o e consequente re-posicionamento, para quebrar a conti-
4Este mesmo argumento e´ usado pelo Hashing Consistente / Chord para atribuir va´rias partic¸o˜es (que,
embora cont´ınuas, sa˜o pequenas e dispersas), em vez de uma so´, a cada no´ da DHT – rever secc¸a˜o 2.6.2.1.
5Em que os ve´rtices seriam no´s da DHT e na˜o os seus hashes – ver secc¸a˜o 4.4.2
6Embora o conhecimento das verso˜es posteriores possa tambe´m ser vantajoso – rever secc¸a˜o 3.3.4.2.
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nuidade das partic¸o˜es de H detidas pelos no´s da DHT e fazer com que a sua composic¸a˜o
parec¸a aleato´ria. Esta caracter´ıstica separa claramente os nossos modelos de particiona-
mento dos baseados em Hashing Consistente (que garante partic¸o˜es cont´ınuas) e influencia
decisivamente a forma como se constro´i o grafo de localizac¸a˜o distribu´ıda (ver secc¸a˜o 4.4.2).
Note-se ainda que, a` semelhanc¸a de um posicionamento inicial rotativo, um posicionamento
que tende a ser aleato´rio continua a ser adequado a distribuic¸o˜es na˜o-uniformes de registos.
4.4 Especificidades da Localizac¸a˜o Distribu´ıda
4.4.1 Adequabilidade a Ambientes Cluster
Em ambiente cluster, o nu´mero de no´s dispon´ıveis para instanciar uma DHT e´ inferior, em
va´rias ordens de grandeza, ao nu´mero de no´s que, tipicamente, participam num sistema
P2P (dezenas/centenas contra milhares/milho˜es). Desde logo, essa diferenc¸a de escala
sugere que a informac¸a˜o de posicionamento de uma DHT instanciada em cluster devera´ ser
suficientemente pequena (da ordem dos Kbytes ou Mbytes) para que a sua totalidade seja
comporta´vel por qualquer no´. Este argumento favorece a utilizac¸a˜o de localizac¸a˜o baseada
num registo centralizado da informac¸a˜o de localizac¸a˜o (ou ate´ mesmo com replicac¸a˜o total
– rever secc¸a˜o 2.4.1.5). Outro argumento que vem ao encontro do anterior e´ o facto de,
em ambiente cluster, o conjunto de no´s que suportam DHT apresentar maior estabilidade.
Todavia, se admitirmos 1) a possibilidade de se instanciarem mu´ltiplas DHTs no cluster,
em simultaˆneo e 2) de estas estarem sujeitas a um mecanismo de balanceamento dinaˆmico7,
enta˜o a aplicac¸a˜o de mecanismos de localizac¸a˜o distribu´ıda faz sentido. No primeiro caso,
interessa balancear a carga de armazenamento da maior quantidade de informac¸a˜o de
localizac¸a˜o, das va´rias DHTs. No segundo caso, a redistribuic¸a˜o de uma ou mais DHTs8
acarreta a necessidade de actualizar a sua informac¸a˜o de localizac¸a˜o; essa actualizac¸a˜o
pode ser mais ou menos abrangente, dependendo da percentagem redistribu´ıda; com a
informac¸a˜o de localizac¸a˜o distribu´ıda, o esforc¸o de actualizac¸a˜o e´ distribu´ıdo por va´rios no´s,
e o nu´mero de no´s envolvidos na actualizac¸a˜o e´ proporcional a` dimensa˜o da redistribuic¸a˜o.
4.4.2 Necessidade de Grafos Completos em H
Quando o particionamento de H origina partic¸o˜es cont´ınuas (intervalos), e´ suficiente cons-
truir um grafo GN (ou GV ) para localizac¸a˜o distribu´ıda, tomando como ve´rtices os no´s
computacionais (ou virtuais) da DHT. Por exemplo, no Chord [SMK+01], cada no´ tem
correspondeˆncia com um hash em H = {0, 1, ..., 2L − 1) (com func¸a˜o de hash de L bits),
pelo que apenas um certo nu´mero de hashes, inferior a H = 2L, e´ usado para construir o
grafo; este grafo e´ pois “esparso no domı´nio dos hashes” e “completo no domı´nio dos no´s”.
Ora, como referido na secc¸a˜o 4.3, a aplicac¸a˜o dos nossos modelos de distribuic¸a˜o e posi-
7Pressupostos que, entre outros, esta˜o na base da arquitectura Domus, discutida no cap´ıtulo 5.
8A redistribuic¸a˜o traduz-se na transfereˆncia de entradas entre um ou mais no´s, podendo envolver apenas
os no´s actuais da DHT, ou no´s que abandonam/ingressam a/na DHT.
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cionamento resulta em partic¸o˜es descont´ınuas (com hashes dispersos). Essa particulari-
dade impo˜e a construc¸a˜o de grafos GH , completos no domı´nio dos hashes; ou seja, sendo
H = {0, 1, ..., 2L−1), um grafo GH tera´H = 2L ve´rtices, correspondentes a todos os hashes
de H. O grafo GH sera´ particionado, de forma impl´ıcita, atrave´s dos no´s da DHT: cada
no´ sera´ responsa´vel pelos ve´rtices correspondentes aos hashes da(s) sua(s) partic¸a˜o(o˜es).
A necessidade de um grafo GH em vez de GN (ou GV ) parece ser uma menos valia impor-
tante dos nossos modelos, dado que GH assenta num maior nu´mero (o ma´ximo poss´ıvel) de
ve´rtices. Veremos, no entanto, que e´ poss´ıvel desenvolver algoritmos de encaminhamento
acelerado, que permitem que a localizac¸a˜o distribu´ıda em GH tenha um custo semelhante
(e ate´ inferior) ao custo em GN . Ale´m disso, comparando o custo da localizac¸a˜o em GH
com o custo num grafo GV (em que os ve´rtices sa˜o no´s virtuais, como acontece no Chord9),
constata-se que as diferenc¸as no esforc¸o de localizac¸a˜o podem ser marginais (ver a seguir).
Número de Nós da DHT (N )










N               =  | V (GCN ) |
V (Chord) =  | V (GCV (HC)) |
H (Chord) =  | V (GCH (HC)) |
H (M2)      =  | V (GCH (M2)) |
a)
Número de Nós da DHT (N )









 d (GCN )
 d (GCV (HC))
 d (GCH (HC))
 d (GCH (M2))
b)
Figura 4.1: a) Nu´mero de Ve´rtices e b) Distaˆncia Me´dia, p/ va´rias classes de grafos Chord.
A figura 4.1.a) representa o nu´mero de ve´rtices de grafos Chord de diferentes classes, em
func¸a˜o do nu´mero de no´s N de uma DHT: 1) para a classe GN , os ve´rtices correspondem
a no´s computacionais; 2) para as classes GV (HC) e GH(HC), os ve´rtices correspondem
aos no´s virtuais e a`s entradas, respectivamente, de uma DHT em que o total de no´s
virtuais, V(HC), e de entradas, H(HC), e´ gerado de acordo com o procedimento descrito
na avaliac¸a˜o do Hashing Consistente (HC) da secc¸a˜o 3.8 (com paraˆmetro k = 1); 3) para a
classe GH(M2), os ve´rtices correspondem a`s entradas de uma DHT em queH e´ gerado pela
fo´rmula 3.11 do modelo M2 de distribuic¸a˜o homoge´nea (com paraˆmetro Hmin(n) = 8
10).
A relativa proximidade do nu´mero de ve´rtices dos grafos GV (HC) e GH(HC), deixa
adivinhar que a navegac¸a˜o nesses grafos tera´ um custo semelhante. Esse custo e´ dado
9Sendo baseado em Hashing Consistente, cada no´ virtual e´ associado a uma partic¸a˜o cont´ınua. A
comparac¸a˜o com o Chord e´ importante, pois e´ grac¸as a` utilizac¸a˜o de mu´ltiplos no´s virtuais por cada no´
computacional que o Chord assegura distribuic¸o˜es balanceadas, sejam homoge´neas, sejam heteroge´neas.
10A escolha de k = 1 e Hmin(n) = 8 assegura que o valor de H e´ semelhante sob Chord e M2, o que acaba
por favorecer o Chord na comparac¸a˜o; de facto, valores Hmin(n) inferiores sa˜o suficientes para garantir a
M2 uma qualidade da distribuic¸a˜o superior a` do Chord (como se demonstrou na avaliac¸a˜o da secc¸a˜o 3.8);
como valores inferiores de Hmin(n) se traduzem em valores inferiores de H(M2) enta˜o, sob o modelo M2, o
grafo GH correspondente poderia teria, se pretendido, menos ve´rtices que os representados na figura 4.1.a).
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pela distaˆncia me´dia11, d, representada na figura 4.1.b). A evoluc¸a˜o logar´ıtmica de d
torna menos vincadas as diferenc¸as entre os grafos, em especial entre GV (HC) e GH(HC).
4.4.3 Conceito de Encaminhamento Acelerado
Realizada segundo o algoritmo base de navegac¸a˜o (rever conceito na secc¸a˜o 4.2.3) do grafo
GH , a localizac¸a˜o distribu´ıda (ou, equivalentemente, o mecanismo de encaminhamento
que a suporta) e´ convencional: progride entrada-a-entrada e pode resultar na visita repe-
tida de um mesmo no´ da DHT. Alternativamente, a ana´lise conjunta das va´rias tabelas
de encaminhamento detidas por cada no´ da DHT permite realizar um encaminhamento
acelerado, que progride no´-a-no´, apresentando por isso menor nu´mero de saltos em GH .
Ao evitar a visita repetida de um mesmo no´ computacional, o encaminhamento acelerado
procura compensar o facto de a localizac¸a˜o distribu´ıda assentar num grafo GH em vez de
GN . O objectivo e´ assim o de tentar aproximar, o mais poss´ıvel, o esforc¸o de localizac¸a˜o
(i.e., a distaˆncia me´dia d da secc¸a˜o 4.2.3) em GH ao esforc¸o de localizac¸a˜o em GN . A
figura 4.1.b) contextualiza este racioc´ınio, considerando a utilizac¸a˜o de grafos Chord.
O encaminhamento acelerado devera´ pois reduzir a distaˆncia me´dia d(GH) pelo menos ate´
ao valor d(GN ) e, se poss´ıvel, abaixo dele, fazendo uma utilizac¸a˜o inteligente do conjunto
de informac¸a˜o de localizac¸a˜o dispersa pela va´rias tabelas de encaminhamento de cada no´.
4.4.4 Tabelas de Encaminhamento
A navegabilidade no grafo GH (da qual depende, em u´ltima instaˆncia, o mecanismo de
localizac¸a˜o distribu´ıda) requer a manutenc¸a˜o, por cada hash h deH, de uma tabela de enca-
minhamento, TE(h). Genericamente, se qualquer hash h ∈ H tiver K sucessores no grafo,
enta˜o TE(h) guardara´ 1) a identidade dos K sucessores (suc(h, k), com k = 0, 1, ...,K− 1)
e 2) para cada sucessor, a identificac¸a˜o12 do seu no´ hospedeiro (n(suc(h, k))). Um no´ n
responsa´vel por uma partic¸a˜o H(n), alojara´ H(n) = #H(n) tabelas de encaminhamento.
4.4.5 A´rvores de Encaminhamento
Para realizar encaminhamento acelerado de forma eficiente, todas as tabelas de encami-
nhamento de cada no´ de uma DHT sa˜o concentradas numa estrutura de dados local. Ge-
nericamente, designamos essa estrutura por a´rvore de encaminhamento. Tendo em conta o
seu propo´sito, uma a´rvore de encaminhamento deve satisfazer um conjunto de proprieda-
des relevantes: 1) suportar a adic¸a˜o/remoc¸a˜o eficiente de tabelas de encaminhamento, 2)
assegurar acesso eficiente a tabelas individuais (no ma´ximo, acesso de ordem logar´ıtmica,
face ao nu´mero total de tabelas), 3) permitir a travessia eficiente da totalidade das tabelas.
11Para um grafo Chord gene´rico, G, com um certo nu´mero |V (G)| de ve´rtices, a distaˆncia ma´xima e´
dmax(G) ≈ log2|V (G)| e a distaˆncia me´dia e´ d(G) ≈ dmax(G)/2 [LKRG03] (ver tambe´m secc¸a˜o 4.6.1).
12O tipo de identificac¸a˜o dependera´ do mecanismo escolhido para a Troca de Mensagens entre no´s.
4.5 Localizac¸a˜o Distribu´ıda com Grafos DeBruijn Bina´rios 73
A escolha do tipo de a´rvore podera´ variar em func¸a˜o do tipo de grafo e das necessida-
des espec´ıficas dos respectivos algoritmos de encaminhamento. Posteriormente, veremos
que tries compacta [Mor68] sa˜o apropriadas para encaminhamento acelerado com grafos
DeBruijn, ao passo que AVLs [AVL62] ou Red-Black Trees [GS78] o sa˜o para grafos Chord.
4.4.6 Grafos para Localizac¸a˜o Distribu´ıda
Tendo em vista a utilizac¸a˜o de mecanismos de localizac¸a˜o distribu´ıda, compat´ıveis com os
nossos modelos de particionamento, o estudo de va´rias abordagens13 determinou a adopc¸a˜o
de grafos DeBruijn14 e grafos Chord, por se encaixarem bem nas especificidades daqueles
modelos, designadamente na necessidade de grafos completos em H; tais grafos gozam,
todavia, de qualidades complementares, a levar em conta no nosso cena´rio de aplicac¸a˜o, em
que H varia: com grafos Chord, a distaˆncia me´dia e´ menor que com grafos DeBruijn; por
outro lado, estes requerem tabelas de encaminhamento de dimensa˜o inferior e constante.
4.5 Localizac¸a˜o Distribu´ıda com Grafos DeBruijn Bina´rios
Os grafos DeBruijn [dB46] sa˜o dos melhores exemplos conhecidos de grafos que minimizam
o diaˆmetro, para um nu´mero de ve´rtices e grau fixos. Essa propriedade torna-os especial-
mente atractivos no desenho de Redes de Computadores ou Multicomputadores onde, ao
mesmo tempo que se pretende aumentar o nu´mero de no´s interligados, e´ deseja´vel conter
o grau de cada no´ e o diaˆmetro da rede [II81, F.T91]. Transpostas para a localizac¸a˜o
distribu´ıda em DHTs, essas qualidades revelam tambe´m a´ı as suas vantagens [LKRG03].
4.5.1 Grafos DeBruijn para um Alfabeto Gene´rico
Seja A um alfabeto com #A s´ımbolos. As sequeˆncias de L = log#A|V (GB)| s´ımbolos de
A definem os V (GB) ve´rtices de um grafo DeBruijn, GB , de diaˆmetro L e grau #A. Os
arcos de GB representam a transformac¸a˜o da sequeˆncia de s´ımbolos de um ve´rtice, na
sequeˆncia de outro, atrave´s de operac¸o˜es de deslocamento (shift). Genericamente, dados
os s´ımbolos s e p, e a sequeˆncia de s´ımbolos x1x2 . . . xL, todos do mesmo alfabeto, enta˜o:
• s e´ um sufixo unita´rio15 do deslocamento a` esquerda x1x2 . . . xL → x2 . . . xLs;
• p e´ um prefixo unita´rio do deslocamento a` direita x1x2 . . . xL → px1 . . . xL−1.
Os sucessores de um ve´rtice obteˆm-se atrave´s de um deslocamento a` esquerda; recipro-
camente, os predecessores sa˜o obtidos com um deslocamento a` direita. Dado um ve´rtice
v = v1v2 . . . vL, o seu sucessor de sufixo s, denotado por suc(v, s), e´ dado pela sequeˆncia
suc(v, s) = v2v3 . . . vL−1s (4.1)
13As mais representativas, na altura em que ocorreu a investigac¸a˜o ligada a este cap´ıtulo da dissertac¸a˜o.
14Se com estes se assumir a utilizac¸a˜o de um alfabeto bina´rio, como foi nossa opc¸a˜o – ver secc¸a˜o 4.5.2.
15Ou seja, com apenas um s´ımbolo do alfabeto A.
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Neste contexto, o conjunto dos sucessores de v, denotado por Suc(v), pode-se definir como
Suc(v) = {suc(v, s) : s ∈ A} (4.2)
Qualquer sucessor pode ainda ser obtido recorrendo a` seguinte expressa˜o, na base 10:
suc(v, s) = (#A× v + s) mod |V (GB)| com s = 0, 1, ...,#A − 1 (4.3)
A definic¸a˜o de predecessor – pred(v, p) – e de conjunto de predecessores – Pred(v) – e´ dual.
A navegac¸a˜o entre ve´rtices segue um algoritmo simples, que aplica um ma´ximo de L
operac¸o˜es de deslocamento de s´ımbolos, sempre na mesma direcc¸a˜o. Genericamente, o
caminho mais curto entre os ve´rtices x = x1x2 . . . xL e y = y1y2 . . . yL, constru´ıdo a` base
de sucessores, corresponde a` transformac¸a˜o progressiva de x em y, atrave´s da injecc¸a˜o em
x de um ma´ximo de L sufixos unita´rios (um por cada aresta/salto do trajecto no grafo):
x1 . . . xL → x2 . . . xLy1 → x3 . . . xLy1y2 → . . .→ y1 . . . yL
O me´todo de definic¸a˜o de sucessores (e, dualmente, de predecessores) qualifica um grafo
GB como conexo e K−regular, com K = #A (i.e., grau de partida=grau de chegada=#A,
para todos os ve´rtices); todavia, o grafo GB na˜o e´ simples, uma vez que nele ocorrem lac¸os.
4.5.1.1 Distaˆncias entre Ve´rtices
Segue-se que, a distaˆncia d(x, y) entre dois ve´rtices x e y corresponde “ao nu´mero de
deslocamentos a` esquerda (unita´rios) que e´ preciso aplicar a x para o transformar em y”.
Como o nu´mero ma´ximo desses deslocamentos e´ L, o diaˆmetro de um grafo GB e´ L:
dmax(GB) = L (4.4)
Para a distaˆncia me´dia, na˜o existe uma fo´rmula gene´rica, mas conhecem-se limites [BLS93]:
dmin(GB) ≤ d(GB) ≤ dmax(GB) (4.5)
com








|V (GB)| − 1
(4.6)
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|V (GB)| − 1
(4.7)
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4.5.2 Grafos DeBruijn para o Alfabeto Bina´rio
A secc¸a˜o anterior sintetiza o essencial de grafos DeBruijn para qualquer alfabeto A de #A
s´ımbolos. Todavia, estamos apenas interessados em grafos DeBruijn “bina´rios”, baseados
no alfabeto A = {0, 1}, nos quais os ve´rtices correspondem a todas as sequeˆncias de um
certo nu´mero de bits, ou seja, “grafos DeBruijn completos em H” . Nesses grafos, que
denotamos por GHB (L), existem 2
L ve´rtices/hashes, o diaˆmetro e´ L e o grau e´ K = #A=2.
Especializando a expressa˜o 4.3, para os sucessores de um ve´rtice/hash, na base 10, resulta:

















Figura 4.2: Representac¸a˜o do grafo GHB (3).
A figura 4.2 representa GHB (L = 3), que tem 2
3 = 8 ve´rtices/hashes e diaˆmetro 3; os
ve´rtices representam-se por c´ırculos e os arcos por setas; em cada ve´rtice e´ inscrito o
respectivo hash (entre pareˆntesis e´ tambe´m apresentado o valor respectivo na base 10).
4.5.3 Distaˆncias entre Ve´rtices/Hashes
Informalmente, a distaˆncia d(x, y) entre os ve´rtices x e y e´ calcula´vel assim: encontrar o
maior valor l ≤ L, tal que os l bits menos significativos de x coincidem com os l bits mais
significativos de y; d(x, y) e´ o nu´mero de bits que na˜o coincidem, dado por L − l; d(x, y)
representa enta˜o o nu´mero de bits a injectar em x, pela direita, para o transformar em y.
Computacionalmente, d(x, y) (com x e y na base 10), e´ calcula´vel pelo algoritmo 4.2, em
que & denota uma conjunc¸a˜o bit-a-bit, e≫ denota um deslocamento a` direita de um bit.
Por exemplo, para o grafo GHB (3), tem-se d(4, 6) = 3 e d(5, 6) = 2, como pode ser com-
provado pela observac¸a˜o da figura 4.2. As distaˆncias euclidianas correspondentes, dadas
respectivamente por 6− 4 = 2 e 6− 5 = 1 sa˜o, neste caso (e geralmente) diferentes.
Sendo #A = 2 e |V (GHB (L))| = 2
L, o minorante e o majorante para a distaˆncia me´dia sa˜o:
dmin[G
H




4.5 Localizac¸a˜o Distribu´ıda com Grafos DeBruijn Bina´rios 76
Algoritmo 4.2: Ca´lculo da distaˆncia entre dois ve´rtices/hashes num grafo GHB (L).
Entrada: dois ve´rtices x e y (na base 10)
Sa´ıda: distaˆncia d entre os ve´rtices x e y
d← 0
enquanto d < L fazer
x′ ← x & (2L−d − 1)
y′ ← y ≫ d











Estas expresso˜es representam especializac¸o˜es das expresso˜es 4.6 e 4.7 para A = {0, 1}.
4.5.4 Trie de Encaminhamento
A nossa abordagem a` localizac¸a˜o distribu´ıda com recurso a grafos GHB (L) pressupo˜e que,
em cada no´ de uma DHT, todas as tabelas de encaminhamento locais sejam reunidas numa
trie16, que designamos por trie de encaminhamento: basicamente, para cada entrada local
da DHT, identificada por uma certa sequeˆncia de bits, existira´ uma folha nessa trie, com
a tabela de encaminhamento da entrada; na trie, o percurso descendente, da ra´ız a uma
folha, corresponde a percorrer a sequeˆncia de bits espec´ıfica da folha o que, por opc¸a˜o17, e´
feito dos bits menos significativos (a` direita) para os mais significativos (a` esquerda). Com
hashes (entradas) de L bits, a profundidade ma´xima da trie de encaminhamento sera´ L.
Para minimizar o nu´mero de bifurcac¸o˜es e n´ıveis, a trie de encaminhamento e´ compacta
[Mor68]: apenas se criam bifurcac¸o˜es quando e´ necessa´rio distinguir duas sequeˆncias di-
ferentes (enquanto numa trie normal, cada folha exigiria um nu´mero de bifurcac¸o˜es igual
ao nu´mero de bits da folha). Uma trie compacta tem a vantagem de necessitar de menos
recursos de armazenamento do que uma trie normal, o que e´ importante pelo facto de,
cada no´ de uma DHT, poder alojar va´rias tabelas de encaminhamento18; ale´m disso, sendo
o nu´mero de n´ıveis tendencialmente menor, a navegac¸a˜o na trie tende a ser mais eficiente.
A figura 4.3 ilustra uma trie de encaminhamento compacta, que aloja treˆs tabelas de
encaminhamento, para uma DHT em que, correntemente, os hashes sa˜o de L = 5 bits; o
s´ımbolo X (“don’t care”) significa que o valor do bit subjacente e´, no contexto da folha,
16Rever a secc¸a˜o B.4.1.1 para recuperar o conceito de trie e a sua primeira aplicac¸a˜o no contexto da tese.
17As implicac¸o˜es (vantagens) desta opc¸a˜o sera˜o vis´ıveis na discussa˜o do algoritmo EA-L (secc¸a˜o 4.5.5.3).
18A importaˆncia dessa economia e´ ainda maior se o no´ puder participar em mu´ltiplas DHTs ...
















Figura 4.3: Uma trie de encaminhamento, para L = 5.
irrelevante; o u´ltimo n´ıvel da trie e´ l = 4 (menor que L = 5, grac¸as a` “compactac¸a˜o”).
A opc¸a˜o por uma estrutura do tipo trie, como diciona´rio local das tabelas de encaminha-
mento de um no´, deve-se essencialmente ao facto de a mesma permitir realizar encami-
nhamento acelerado, na variante EA-L (ver secc¸a˜o 4.5.5.3), de forma bastante eficiente.
4.5.5 Algoritmos de Encaminhamento
Apresentam-se agora va´rios algoritmos de encaminhamento que tiram partido da trie de
encaminhamento. Neste contexto, denotamos por t (target) a entrada (de uma certa DHT)
cuja localizac¸a˜o se pretende determinar, por c (current) a entrada escolhida como destino
do anterior salto de encaminhamento e por n (next) a entrada escolhida como destino do
pro´ximo salto de encaminhamento. Os algoritmos sa˜o descritos em linguagem informal.
4.5.5.1 Encaminhamento Convencional (EC)
Algoritmo 4.3: Algoritmo EC (Encaminhamento Convencional).
1. procurar a entrada c na trie do no´ actualmente visitado
2. calcular as sucessoras de c (fo´rmula 4.8) e a distaˆncia delas a t (algoritmo 4.2)
3. definir n como a sucessora de c que minimiza a distaˆncia a t
4. determinar o no´ hospedeiro de n na tabela de encaminhamento de c
5. se n = t enta˜o terminar a localizac¸a˜o (o hospedeiro de n e´ o hospedeiro de t)
6. sena˜o reencaminhar o pedido de localizac¸a˜o de t para o hospedeiro de n fim se
O encaminhamento convencional (algoritmo 4.3), analisa apenas uma tabela de encami-
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nhamento. Neste contexto, a trie de encaminhamento ainda e´ u´til, porque concentra todas
as tabelas de encaminhamento de um no´, permitindo o acesso expedito a cada uma delas.
4.5.5.2 Encaminhamento Melhorado (EM)
Algoritmo 4.4: Algoritmo EM (Encaminhamento Melhorado).
1. procurar a entrada t na trie do no´ actualmente visitado
2. se t existir enta˜o terminar a localizac¸a˜o (o no´ actual e´ o hospedeiro de t)
3. sena˜o executar o Algoritmo EC fim se
No encaminhamento melhorado (algoritmo 4.4), verifica-se primeiro se a entrada t ja´ faz
parte da trie local, sendo seguro que c (que corresponde ao n definido pela decisa˜o de
encaminhamento anterior) fara´ parte; se t na˜o pertencer a` trie, o pro´ximo salto, n, ainda
e´ calculado apenas com base na tabela de encaminhamento de c, atrave´s do algoritmo EC.
A pesquisa local de t tenta evitar que o no´ hospedeiro de t seja visitado duas vezes: uma,
pelo facto de alojar uma entrada interme´dia da cadeia de encaminhamento convencional, e
outra pelo facto de alojar a entrada final (t) dessa cadeia . O algoritmo EM oferece assim
um encaminhamento melhorado, face ao encaminhamento convencional, mas que ainda
na˜o e´ acelerado, por basear as suas deciso˜es de encaminhamento apenas na tabela de
encaminhamento de c. Com encaminhamento acelerado, veremos que e´ poss´ıvel assegurar
que, qualquer no´ da DHT (mesmo os que na˜o alojam t) e´ visitado, no ma´ximo, uma vez.
4.5.5.3 Encaminhamento Acelerado, variante L (EA-L)
Com encaminhamento acelerado, a trie e´ pesquisada, em busca da folha b (best) que, de
todas as folhas da trie, minimiza a distaˆncia a t. Na variante L (algoritmo 4.5), a procura
realiza-se evitando a inspecc¸a˜o exaustiva de todas as folhas. Para tal, tira-se partido da
organizac¸a˜o estrutural escolhida para a trie, designadamente do facto do trajecto da ra´ız
a`s folhas se realizar dos bits menos significativos das folhas, para os mais significativos.
Assim, o algoritmo EA-L desce a trie um ma´ximo de L− 1 vezes; por cada descida, tenta
encontrar uma folha b a` distaˆncia m de t (o que corresponde a tentar encontrar uma
folha b para a qual os l = L −m bits menos significativos coincidem com os l bits mais
significativos de t19); havendo va´rias dessas folhas, e´ eleg´ıvel uma qualquer. Na primeira
descida, m = 120; nas seguintes, m vai aumentando, uma unidade, ate´ ao ma´ximo de L−1.
Ao contra´rios dos algoritmos anteriores, em EA-L na˜o faz sentido falar de uma entrada
actual (c) da cadeia de encaminhamento. De facto, a localizac¸a˜o distribu´ıda prossegue
19Esta lo´gica foi introduzida previamente na secc¸a˜o 4.5.3.
20E na˜om = 0, como expecta´vel a` primeira vista; de facto, o algoritmo consegue resolver uma localizac¸a˜o
sem ser necessa´rio visitar o no´ que aloja t, sendo esse o u´nico no´ onde faria sentido m = 0. Note-se que,
pela mesma ordem de razo˜es se explica o facto de se aceder a` trie, no ma´ximo, L− 1 vezes, e na˜o L vezes.
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Algoritmo 4.5: Algoritmo EA-L (Encaminhamento Acelerado, variante L).
1. m← 1
2. enquanto m ≤ L− 1 fazer
• procurar uma entrada b na trie do no´ actual, a` distaˆncia m de t
• se b existir enta˜o break fim se
• m← m+ 1
fim enquanto
3. calcular as sucessoras de b (fo´rmula 4.8) e a distaˆncia delas a t (algoritmo 4.2)
4. definir n como a sucessora de b que minimiza a distaˆncia a t
5. determinar o hospedeiro de n na tabela de encaminhamento de b
6. se n = t enta˜o terminar a localizac¸a˜o (o hospedeiro de n e´ o hospedeiro de t)
7. sena˜o reencaminhar o pedido de localizac¸a˜o de t para o hospedeiro de n fim se
agora de no´-em-no´: quando se reencaminha um pedido de localizac¸a˜o para o no´ hospedeiro
de n, na˜o e´ com a intenc¸a˜o de, nesse no´, consultar apenas a tabela de encaminhamento de
n, mas sim de realizar encaminhamento acelerado com todas as tabelas residentes no no´.
4.5.5.4 Encaminhamento Acelerado, variante all (EA-all)
Algoritmo 4.6: Algoritmo EA-all (Encaminhamento Acelerado, variante all).
1. m← L
2. para cada folha f na trie do no´ actual fazer
• se d(f, t) < m enta˜o b← f e m← d(f, t) fim se
fim para
3. a 7.: igual aos passos 3. a 7. do Algoritmo 4.5
Na variante all do encaminhamento acelerado (algoritmo 4.6), todas as folhas da trie sa˜o
analisadas, em busca da folha b que minimiza a distaˆncia a t (note-se que, havendo va´rias
folhas a` mesma distaˆncia mı´nima de t, e´ considerada a primeira encontrada). O papel que
se atribui ao algoritmo EA-all, e´ apenas o de evidenciar a competitividade do algoritmo
EA-L: como veremos, este consegue reduzir as cadeias de encaminhamento com a mesma
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efica´cia do algoritmo EA-all, mas sem a necessidade de uma pesquisa exaustiva da trie21.
O desempenho do algoritmo EA-all pode variar consideravelmente em func¸a˜o de certas
opc¸o˜es de realizac¸a˜o. Por exemplo, uma sub-variante EA-all-list, que parte do princ´ıpio de
que as folhas da trie sa˜o unidas numa lista ligada, permite uma pesquisa mais ra´pida, em
comparac¸a˜o com uma sub-variante EA-all-traverse, que efectua uma travessia cla´ssica
(depth-first, por exemplo) da trie, dado que a travessia encontra outros no´s (raiz e no´s
interme´dios) para ale´m das folhas; por outro lado, a sub-variante EA-all-traverse tem a
vantagem de se adaptar automaticamente a mudanc¸as estruturais na trie (provocadas pelo
ganho ou perda de folhas); nessa situac¸a˜o, a sub-variante EA-all-list e´ confrontada com a
necessidade de operac¸o˜es adicionais, destinadas a manter a conectividade da lista ligada.
Por esta ordem de razo˜es, nas simulac¸o˜es efectuadas a opc¸a˜o recaiu pela simulac¸a˜o da
variante EA-all-traverse, variante doravante impl´ıcita na designac¸a˜o mais geral EA-all.
Por fim, importa ainda discutir o impacto das diferentes estrate´gias usadas pelos algoritmos
EA-L e EA-all, quando confrontados com va´rias folhas b, a` mesma distaˆncia mı´nima de
t; no primeiro caso, recorde-se, foi assumida implicitamente uma selecc¸a˜o aleato´ria; no
segundo caso, ja´ referimos a escolha da primeira folha encontrada nessas condic¸o˜es. Em
resumo, aplicados sobre a mesma trie, os algoritmos podem resultar na escolha de folhas
b diferentes. Ora, se por um lado essas folhas se encontram a` mesma distaˆncia topolo´gica
(nu´mero de saltos entre entradas) de t, por outro lado essa distaˆncia pode ser diferente no
nu´mero de no´s do cluster que e´ necessa´rio visitar ate´ localizar t (dado que o caminho mais
curto entre cada folha b e o alvo t pode atravessar no´s diferentes e em nu´mero diferente).
4.6 Localizac¸a˜o Distribu´ıda com Grafos Chord Completos
Os grafos Chord [SMK+01] teˆm ra´ızes no Hashing Consistente [KLL+97, KSB+99], que
ja´ confrontamos com os nossos modelos de distribuic¸a˜o22. No que se segue introduzimos,
de forma breve, o essencial dos grafos Chord na sua formulac¸a˜o original (“grafos Chord
esparsos em H”), seguida da descric¸a˜o da nossa variante (“grafos Chord completos em H”).
4.6.1 Grafos Chord Esparsos em H
Os grafos Chord viabilizam a aplicac¸a˜o do paradigma do Hashing Consistente
(HC) num ambiente descentralizado, ao proporcionar localizac¸a˜o distribu´ıda de hashes/
partic¸o˜es, em alternativa a` tabela global/centralizada do Hashing Consistente original.
Tomando como ponto de partida a figura 3.12, baseada na utizac¸a˜o de no´s virtuais, a
figura 4.4 faz a sua extensa˜o a` visa˜o preconizada pelo Chord; note-se que a utilizac¸a˜o de
no´s virtuais na˜o representa perda de generalidade: com apenas no´s computacionais, os
mecanismos de localizac¸a˜o distribu´ıda sa˜o semelhantes, com a diferenc¸a de que os grafos
Chords sa˜o mais esparsos em H e as distaˆncias me´dias nesses grafos sera˜o menores.
21Como se pode comprovar na secc¸a˜o 4.9.4.2, pela ana´lise aos resultados das simulac¸o˜es dos algoritmos.
22Rever secc¸a˜o 3.8.








f (v0(n0)) = 0
f (v0(n1)) = 1
f (v1(n0)) = 3
f (v0(n2)) = 4
f (v1(n1)) = 5
f (v1(n2)) = 7
suc (v1(n0),0) = v0(n2) n2
suc (v1(n0),1) = v1(n1) n1
suc (v1(n0),2) = v1(n2) n2
Tabela de Encam. de v1(n0)
Figura 4.4: Visa˜o do Hashing Consistente no Chord (com no´s virtuais).
Por cada no´ virtual v, existe uma tabela de encaminhamento com L = log2H entradas, de
ı´ndices l = 0, 1, ...,L−1; a entrada de ı´ndice l conte´m suc(v, l), o identificador do l’e´simo no´
virtual sucessor de v, num grafo que liga todos os no´s virtuais da DHT; descobrir suc(v, l)
equivale a descobrir o no´ virtual responsa´vel pelo l’e´simo hash sucessor de f(v); esse hash e´
suc(f(v), l) = [f(v)+ 2l] mod H; na figura, e´ representada a tabela de encaminhamento de
v1(n0); as setas pontilhadas conduzem aos hashes suc[f(v1(n0)), l]; os no´s virtuais (e, por
deduc¸a˜o, os no´s computacionais) hospedeiros desses hashes constam da tabela de v1(n0)).
Para se descobrir o no´ computacional responsa´vel por um hash h, a partir de um no´
virtual v, basta: i) calcular o maior l tal que suc(f(v), l) ≤ h; ii) reencaminhar o pedido
de localizac¸a˜o para o no´ virtual responsa´vel por suc(f(v), l), ou seja, para o no´ virtual
suc(v, l) (dado pela l’e´sima entrada da tabela de encaminhamento de v); iii) repetir os
passos i) e ii). Este algoritmo garante a localizac¸a˜o de qualquer hash h visita na˜o mais de
log2V no´s virtuais da DHT. Note-se que o reencaminhamento de pedidos de localizac¸a˜o
entre no´s virtuais envolve a passagem de mensagens entre os seus no´s computacionais.
Um grafo GVC , para uma func¸a˜o de hash de L = log2H bits, e´ um grafo conexo, K−regular
(de grau K = L, pois todos os ve´rtices teˆm L sucessores) e de diaˆmetro dmax ≈ log2#V ,
sendo tambe´m poss´ıvel provar [SMK+01, LKRG03] que a distaˆncia me´dia e´ d ≈ dmax/2.
4.6.2 Grafos Chord Completos em H
A nossa abordagem a` utilizac¸a˜o de grafos Chord adopta como ve´rtices todas as entradas/
hashes H de uma DHT. O grafo resultante, GHC (L), e´ um “grafo Chord completo em H”
(no que se segue, a forma abreviada“grafo Chord completo” e´ usada com igual significado).
Em GHC (L), o conjunto dos sucessores e o l’e´simo sucessor de um hash h sa˜o dados por
Suc(h) = {suc(h, l) : l = 0, 1, ...,L − 1} (4.11)
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suc(h, l) = (h+ 2l) mod 2L , com l = 0, 1, ...,L − 1 (4.12)
A definic¸a˜o de predecessor – pred(h, l) – e de conjunto de predecessores – Pred(h) – e´ dual.
Para se realizar um grafo GHC (L) e´ enta˜o necessa´rio manter, por cada hash/entrada da
DHT, uma tabela de encaminhamento, que regista o no´ (virtual ou computacional) res-
ponsa´vel por cada um dos L hashes sucessores. Para se descobrir o no´ responsa´vel por um
hash h, com base na tabela de encaminhamento de um hash h′ 6= h, e´ necessa´rio repetir
o seguinte algoritmo (convencional) por cada hash visitado: i) calcular o maior l tal que
suc(h′, l) ≤ h; ii) reencaminhar o pedido de localizac¸a˜o para o no´ hospedeiro de suc(h′, l)
(indicado pela l’e´sima entrada da tabela de encaminhamento de h′). O algoritmo garante
que a localizac¸a˜o de qualquer hash h visita na˜o mais de log2H = L entradas da DHT
23.
A figura 4.5 e´ uma representac¸a˜o do grafo GHC (3). A representac¸a˜o afasta-se da configura-
c¸a˜o habitual em c´ırculo/anel, de forma a permitir uma comparac¸a˜o com o grafo DeBruijn
GHB (3), sendo evidente a malha de arestas mais densa de G
H

















Figura 4.5: Representac¸a˜o do grafo GHC (3).
4.6.2.1 Distaˆncias entre Ve´rtices/Hashes
Num grafo GHC (L), a distaˆncia d(x, y) entre os ve´rtices x e y corresponde a uma distaˆncia
exponencial, ou seja, o nu´mero mı´nimo de “saltos exponenciais” necessa´rios para chegar de
x a y. Esse nu´mero e´ facilmente calcula´vel a partir da distaˆncia euclidiana entre x e y:
deuc(x, y) =
{
y − x se x ≤ y
2L − (x− y) se y < x
(4.13)
23E como existem, geralmente, va´rias entradas por no´, a localizac¸a˜o de uma entrada pode visitar o mesmo
no´ repetidas vezes, algo que os algoritmos de localizac¸a˜o acelerada pretendem, precisamente, evitar.
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A distaˆncia d(x, y) corresponde simplesmente ao nu´mero de bits 1 no valor da distaˆncia
deuc(x, y). Dados x e y na base 10, o algoritmo 4.7 pode ser usado para calcular d(x, y)
24:
Algoritmo 4.7: Ca´lculo da distaˆncia entre dois ve´rtices num grafo GHC (L).
Entrada: dois ve´rtices x e y (na base 10)
Sa´ıda: distaˆncia d entre os ve´rtices x e y
d← 0
deuc ← deuc(x, y)
l← L− 1
fazer
d← d+ (deuc div 2
l)
deuc ← deuc mod 2
l
l← l − 1
enquanto deuc > 0
retornar d
Basicamente, o algoritmo procura factorizar deuc(x, y) numa soma de factores de amplitude
exponencial 2l, com l ∈ {0, 1, ...,L − 1}); o nu´mero desses factores corresponde a d(x, y).
Para as distaˆncias ma´xima e me´dia, as seguintes expresso˜es sistematizam o definido antes:
dmax(G
H





4.6.2.2 Relac¸o˜es entre Ve´rtices
Para evitar ambiguidades na designac¸a˜o das relac¸o˜es entre os ve´rtices, define-se ainda que:
• um ve´rtice x diz-e anterior a um ve´rtice y se “x ocorre antes de y no c´ırculo H”;
• um ve´rtice x diz-se posterior a um ve´rtice y se “x ocorre apo´s y no c´ırculo H”;
• um ve´rtice x diz-se predecessor de um ve´rtice y se d(x, y) = 1;
• um ve´rtice x diz-se sucessor de um ve´rtice y se d(y, x) = 1.
No seguimento destas definic¸o˜es, o conjunto dos anteriores, e cada anterior em si, sa˜o:
Ant(v) = {ant(v, a) : a = 1, 2, ..., 2L − 1} (4.16)
24Em http://infolab.stanford.edu/˜manku/bitcount/bitcount.html analisam-se va´rios algoritmos
de contagem de bits 1; o mais eficiente e´ quase 30 vezes mais ra´pido que o menos eficiente (semelhante ao
da figura 4.13); nas simulac¸o˜es que deram origem a` secc¸a˜o 4.9 utilizamos o algoritmo mais eficiente.
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ant(v, a) = (v − a) mod 2L , com a = 1, 2, ..., 2L − 1 (4.17)
A definic¸a˜o de posterior – post(v, p) – e de conjunto de posteriores – Post(v) – e´ dual. Estas
definic¸o˜es sa˜o u´teis na fundamentac¸a˜o do Encaminhamento Euclidiano (secc¸a˜o 4.6.5).
4.6.3 AVL/RBTree de Encaminhamento
Na localizac¸a˜o distribu´ıda com grafos GHC (L), a a´rvore de encaminhamento mantida por
cada no´ computacional n da DHT e´ uma a´rvore bina´ria balanceada, designada generica-
mente por avl de encaminhamento. Cada no´ (raiz, interme´dio ou folhas) da avl preserva
uma tabela de encaminhamento, espec´ıfica de um hash da partic¸a˜o H(n) associada ao no´







Figura 4.6: Uma avl de encaminhamento, para L = 5.
A figura 4.6 representa uma avl de encaminhamento com treˆs tabelas de encaminhamento;
essas tabelas correspondem a`s mesmas entradas da DHT, que as tabelas da trie da figura
4.3, se assumirmos que os bits enta˜o denotados a X teˆm o valor indicado a sublinhado, na
figura 4.6; o u´ltimo n´ıvel da avl e´ l = 1 ≤ L = 5, ao passo que, na trie, o u´timo n´ıvel era
l = 4, o que transmite a ideia de uma maior profundidade me´dia das tries face a`s avls.
Na figura 4.6 e´ ainda poss´ıvel observar uma ligac¸a˜o da tabela mais a` direita (correspondente
ao maior hash/entrada atribu´ıdo ao no´ computacional), para a tabela mais a` esquerda
(correspondente ao menor hash); em rigor, essa ligac¸a˜o na˜o e´ um requisito numa AVL ou
estrutura afim mas, a ser suportada, torna mais eficiente os algoritmos de encaminhamento
acelerado, nos quais a “circularidade”do espac¸o dos hashes deve ser levada em conta; ainda
no contexto desses algoritmos, uma funcionalidade igualmente importante e´ o suporte a
pesquisas por proximidade, que permite obter o no´ da avl mais pro´ximo (por defeito, ou
por excesso) de um certo no´ inexistente na avl; na realidade, ambas as funcionalidades sa˜o
oferecidas numa biblioteca de Red-Black Trees de co´digo aberto [Ive03], que acabou por
ser utilizada na avaliac¸a˜o da localizac¸a˜o distribu´ıda com grafos GHC (L) (ver secc¸a˜o 4.9); no
essencial, as Red-Black Trees sa˜o tambe´m a´rvores balanceadas, mas mais eficiente que as
AVLs, para o padra˜o espec´ıfico de acessos gerados nas nossas simulac¸o˜es [Pfa04]. Assim,
no que se segue, a designac¸a˜o rbtree (de encaminhamento) sera´ usada preferencialmente.
25Operando-se com no´s virtuais, H(n) e´ a unia˜o das partic¸o˜es associadas a cada no´ virtual de n.
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4.6.4 Algoritmos de Encaminhamento
Na senda do que se fez para grafos DeBruijn bina´rios, apresentamos de seguida va´rios al-
goritmos de encaminhamento para grafos Chord completos, capazes de explorar de forma
adequada uma rbtree de encaminhamento. Neste contexto, seguimos as mesmas convenc¸o˜es
anteriormente definidas, para designar as entradas da DHT envolvidas numa localizac¸a˜o
distribu´ıda: i) t (target) denota uma entrada/hash cuja localizac¸a˜o se pretende, ii) c (cur-
rent) denota a entrada escolhida como destino do anterior salto de encaminhamento e iii)
n (next) denota a entrada escolhida como destino do pro´ximo salto de encaminhamento.
4.6.4.1 Encaminhamento Convencional (EC)
Algoritmo 4.8: Algoritmo EC (Encaminhamento Convencional).
1. procurar a entrada c na rbtree do no´ actualmente visitado
2. calcular as sucessoras de c (fo´rmula 4.12) e a distaˆncia delas a t (algoritmo 4.7)
3. definir n como a sucessora de c que minimiza a distaˆncia a t
4. determinar o no´ hospedeiro de n na tabela de encaminhamento de c
5. se n = t enta˜o terminar a localizac¸a˜o (o hospedeiro de n e´ o hospedeiro de t)
6. sena˜o reencaminhar o pedido de localizac¸a˜o de t para o hospedeiro de n fim se
O algoritmo 4.8 e´ ideˆntico ao algoritmo 4.3 para grafos DeBruijn bina´rios, com excepc¸a˜o do
passo 2., onde a fo´rmula 4.12 e o algoritmo 4.7 sa˜o espec´ıficos dos grafos Chord completos.
4.6.4.2 Encaminhamento Melhorado (EM)
Algoritmo 4.9: Algoritmo EM (Encaminhamento Melhorado).
1. procurar a entrada t na rbtree do no´ actualmente visitado
2. se t existir enta˜o terminar a localizac¸a˜o (o no´ actual e´ o hospedeiro de t)
3. sena˜o executar o Algoritmo EC fim se
O algoritmo 4.9 e´ similar ao algoritmo 4.4 para grafos DeBruijn bina´rios, com excepc¸a˜o
do passo 3., onde se invoca o algoritmo 4.8 para grafos Chord completos. O sentido de
um encaminhamento melhorado foi ja´ discutido, no aˆmbito da descric¸a˜o do algoritmo 4.4.
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Algoritmo 4.10: Algoritmo EA-all (Encaminhamento Acelerado, variante all).
1. m← L
2. para cada no´ h na rbtree do no´ actual fazer
• se d(h, t) < m enta˜o b← h e m← d(h, t) fim se
fim para
3. calcular as sucessoras de b (fo´rmula 4.12) e a distaˆncia delas a t (algoritmo 4.7)
4. definir n como a sucessora de b que minimiza a distaˆncia a t
5. determinar o hospedeiro de n na tabela de encaminhamento de b
6. se n = t enta˜o terminar a localizac¸a˜o (o hospedeiro de n e´ o hospedeiro de t)
7. sena˜o reencaminhar o pedido de localizac¸a˜o de t para o hospedeiro de n fim se
4.6.4.3 Encaminhamento Acelerado, variante all (EA-all)
O algoritmo 4.10 e´ semelhante ao algoritmo 4.6 para grafos DeBruijn bina´rios, com ex-
cepc¸a˜o do passo 2., que descreve agora a visita a todos os no´s h de uma rbtree (em vez da
visita a todas as folhas f de uma trie), em busca do no´ b que minimiza a distaˆncia a t.
Tal como ja´ foi referido para o algoritmo 4.6, ha´ pelo menos dois tipos de estrate´gias, EA-
all-list e EA-all-traverse, para visitar todas as tabelas locais, cada qual representando
um compromisso diferente entre desempenho e adaptabilidade ao dinamismo estrutural
da a´rvore de encaminhamento. Retomando a argumentac¸a˜o enta˜o utilizada (em favor
da adaptabilidade) os resultados das simulac¸o˜es a apresentar posteriormente reflectem a
opc¸a˜o pela variante EA-all-traverse, impl´ıcita doravante na designac¸a˜o mais geral EA-all.
4.6.4.4 Encaminhamento Acelerado, variantes Euclidianas (EA-E-1, EA-E-L)
Os algoritmos EA-E-L e EA-E-1 desempenham um papel semelhante ao do algoritmo EA-
L para grafos DeBruijn bina´rios, ou seja, procuram realizar encaminhamento acelerado
sem recorrer a` ana´lise exaustiva de todas das tabelas de encaminhamento locais. Para o
efeito, os algoritmos EA-E-L e EA-E-1 (que comportam esforc¸os diferentes) baseiam as
suas deciso˜es nos resultados da procura de um sub-conjunto de entradas, em cada rbtree.
Assim, o algoritmo EA-E-L (algoritmo 4.11) envolve L pesquisas na rbtree, c.f. o ciclo
do passo 2.; para cada pesquisa l = 0, 1, ...,L − 1, busca-se a entrada p mais pro´xima
(anterior ou igual a) de pred(t, l), em distaˆncia euclidiana; no final do ciclo, a entrada b,
com a menor distaˆncia exponencial a t, e´ escolhida em resultado da ana´lise das tabelas de
encaminhamento de c e das entradas encontradas em cada uma das L pesquisas efectuadas.
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Algoritmo 4.11: Algoritmo EA-E-L (Enc. Acelerado, variante Euclidiana-L).
1. b← c
2. para l← 0, 1, ...,L − 1 fazer
• p← rbtree search MinEuclidianDistance(pred(t, l))
• se d(p, t) < d(b, t) enta˜o b← p fim se
fim para
3. a 7.: igual aos passos 3. a 7. do Algoritmo EA-all
Algoritmo 4.12: Algoritmo EA-E-1 (Enc. Acelerado, variante Euclidiana-1).
1. p← rbtree search MinEuclidianDistance(pred(t, 0))
2. se d(p, t) < d(c, t) enta˜o b← p sena˜o b← c fim se
3. a 7.: igual aos passos 3. a 7. do Algoritmo EA-all
O algoritmo EA-E-1 (algoritmo 4.12) procura, na rbtree, a entrada p mais pro´xima (an-
terior ou igual a) de pred(t, 0), em distaˆncia euclidiana; depois, de entre p e c, elege a
entrada b com a menor distaˆncia exponencial a t (ver passos 1. e 2. do algoritmo).
Na pra´tica os algoritmo EA-E-1 e EA-E-L podem ser vistos como casos particulares de uma
classe de algoritmos EA-E-(l+1), com l = 0, 1, ...,L− 1; para cada valor de l, o algoritmo
resultante efectua l + 1 pesquisas na rbtree, em busca das entradas p mais pro´ximas dos
predecessores pred(t, 0), pred(t, 1), ..., pred(t, l+ 1); nesta perspectiva, os algoritmos EA-
E-2, EA-E-3,..., EA-E-(L − 1) (cujo desempenho na˜o investigamos), representam outras
possibilidades, com esforc¸os crescentes para a tomada da decisa˜o de encaminhamento, mas
tambe´m com resultados (na minimizac¸a˜o da distaˆncia a t) tendencialmente melhores26.
Anteriormente (secc¸a˜o 4.6.3), referiu-se a convenieˆncia de uma implementac¸a˜o de avls/
rbtrees capaz de suportar, convenientemente, i) a “circularidade” do espac¸o dos hashes e
ii) pesquisas por proximidade. E´ precisamente no contexto dos algoritmos de Encaminha-
mento Euclidiano, mais especificamente na busca das entradas mais pro´ximas de pred(t, l),
que se revela a utilidade dessas funcionalidades; na realidade, o resultado ideal dessa busca
seria encontrar os pro´prios pontos pred(t, l), dado que estes esta˜o a` distaˆncia exponencial
mı´nima (de um salto apenas) do alvo t; todavia, na auseˆncia de um ou mais desses pontos
ideais, a tabela de encaminhamento dos pontos anteriores mais pro´ximos, pode ainda ser
explorada com proveito, para tomar uma decisa˜o de encaminhamento melhor informada;
na secc¸a˜o seguinte elaboramos sobre a lo´gica subjacente ao Encaminhamento Euclidiano.
26Num contexto de balanceamento dinaˆmico de carga, a possibilidade de afinar o esforc¸o e os resultados
produzidos configuram uma mais valia dos algoritmo euclidianos.
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4.6.5 Distaˆncia Euclidiana versus Distaˆncia Exponencial
A lo´gica subjacente ao Encaminhamento Euclidiano derivou do estudo da relac¸a˜o entre
a distaˆncia euclidiana e a distaˆncia exponencial nos grafos Chord completos. No que se
segue, apresentam-se os resultados principais da investigac¸a˜o realizada em torno do tema.
Basicamente, a distaˆncia euclidiana, deuc(x, y), entre os hashes x e y, mede o nu´mero de
hashes que separam x de y, no “c´ırculo Chord”, no sentido dos ponteiros do relo´gio; por
sua vez, a distaˆncia exponencial, d(x, y), entre x e y, mede o nu´mero mı´nimo de saltos
exponenciais, de amplitude 2l (com l = 0, 1, ...,L − 1), que separam x de y; como ja´ se
referiu, deuc(x, y) pode-se factorizar numa soma de factores do tipo 2
l (sem repetic¸o˜es27).
Para verificar se a minimizac¸a˜o da distaˆncia euclidiana entre dois ve´rtices/hashes contribui
para mininizar a distaˆncia exponencial, e´ u´til comparar a monotonia de dois tipos de se´ries:
• S =<d(Ant(h), h)>: distaˆn. exponenciais, dos anteriores de qualquer hash h, a h.
• Seuc =<deuc(Ant(h), h)>: dist. euclidianas, dos anteriores de qualquer hash h, a h;
A tabela 4.1 apresenta as se´ries S e Seuc, para L = 1, 2, 3, 4, 5; o alinhamento vertical
da tabela permite emparelhar facilmente, para o mesmo hash anterior de h, os valores
correspondentes, nas se´ries S e Seuc, mesmo para valores diferentes de L; em cada se´rie, o
s´ımbolo












... 1 2 2 3>
Seuc= <1
... 2 3




... 1 2 2 3
... 1 2 2 3 2 3 3 4>
Seuc= <1
... 2 3
... 4 5 6 7




... 1 2 2 3
... 1 2 2 3 2 3 3 4
... 1 2 2 3 2 3 3 4 2 3 3 4 3 4 4 5>
Seuc= <1
... 2 3
... 4 5 6 7
... 8 9 10 11 12 13 14 15
... 16 . . . >
Tabela 4.1: Se´ries Seuc =<deuc(Ant(h), h)> e S =<d(Ant(h), h)> para L = 1, 2, 3, 4, 5.
Contrariamente a`s se´ries Seuc (que sa˜o, por definic¸a˜o, progresso˜es aritme´ticas (estrita-
mente) crescentes, de raza˜o 1), as se´ries S na˜o teˆm monotonia (ora crescem, ora decres-
cem). Quer isto dizer que “minimizar a distaˆncia euclidiana” na˜o implica necessariamente
“minimizar a distaˆncia exponencial”. Atente-se, por exemplo, no caso dos pontos ant(h, 11)
e ant(h, 12), cujas distaˆncias euclidianas e exponenciais a h, sa˜o representadas a negrito,
27O que, basicamente, recorda a conversa˜o de um nu´mero na base 10 para a base 2.
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na secc¸a˜o L = 4 da tabela: ora, por um lado tem-se deuc(ant(h, 11), h) = 11 < 12 =
deuc(ant(h, 12), h) mas, por outro, tem-se d(ant(h, 11), h) = 3 > 2 = d(ant(h, 12), h).
S
euc









Figura 4.7: Se´ries S e Slocal em func¸a˜o de Seuc.
A figura 4.7 complementa a tabela 4.1, representando a se´rie S em func¸a˜o da se´rie Seuc,
para o caso particular L = 5; o trac¸o vertical, picotado, divide a figura nas mesmas zonas
(com os mesmos 2l nu´meros em cada uma) que as geradas pela notac¸a˜o
... na tabela.
Observa-se assim que: i) quando a distaˆncia euclidiana, Seuc (eixo horizontal) e´ poteˆncia de
2, a distaˆncia exponencial, S, exibe mı´nimos locais de 1; tal significa que o ponto anterior
a h, que esta´ a` distaˆncia euclidiana em causa, e´ tambe´m um ponto predecessor; ii) entre
um mı´nimo local e o pro´ximo, a distaˆncia euclidiana continua a aumentar linearmente e a
tendeˆncia e´ tambe´m para o incremento da distaˆncia exponencial, mas de forma irregular;
neste contexto, ganha relevaˆncia a grandeza Slocal, que representa a me´dia acumulada de S,
entre dois mı´nimos locais consecutivos; da observac¸a˜o da evoluc¸a˜o de Slocal, conclui-se que,
quanto mais pro´ximos de um mı´nimo local (na direcc¸a˜o de h28), maior sera´ a probabilidade
de se minimizar a distaˆncia exponencial; precisamente, e´ esta a lo´gica que justifica a
tentativa, por parte dos algoritmos de Encaminhamento Euclidiano, de procurarem, nas
rbtrees, os pontos predecessores e, na auseˆncia destes, os seus anteriores mais pro´ximos.
Para grafos DeBruijn bina´rios, o mesmo tipo de ana´lise na˜o demonstrou a existeˆncia de
uma relac¸a˜o entre a monotonia da distaˆncia euclidiana e a monotonia da distaˆncia entre
ve´rtices, justificando a auseˆncia de Encaminhamento Euclidiano para esse tipo de grafos.
28Ou seja, da direita para a esquerda, na figura.
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4.7 Suporte a` Duplicac¸a˜o/Subdivisa˜o de Entradas
A aplicac¸a˜o dos modelos de distribuic¸a˜o do cap´ıtulo anterior (concretamente de M2 e
M4, que operam sob Hashing Dinaˆmico) conduz, em determinados momentos da evoluc¸a˜o
de uma DHT, a` duplicac¸a˜o do nu´mero total de entradas, H, ou, equivalentemente, a`
subdivisa˜o de cada entrada em duas. Essa duplicac¸a˜o/subdivisa˜o representa a transic¸a˜o
entre um esta´gio anterior da evoluc¸a˜o da DHT, em que eram relevantes L bits de entre os
produzidos pela func¸a˜o de hash, para um novo esta´gio, em que sa˜o relevantes L+ 1 bits.
A duplicac¸a˜o de H tem implicac¸o˜es diversas, denotando um ponto de sincronizac¸a˜o global,
a ultrapassar de forma eficiente. No que diz respeito ao suporte a` localizac¸a˜o distribu´ıda, e´
necessa´rio derivar o grafo GHB (L+1) ou G
H
C (L+1), a partir deG
H
B (L) ou G
H
C (L), c.f. o tipo
de grafo adoptado; na pra´tica, essa derivac¸a˜o passa pela duplicac¸a˜o do nu´mero de tabelas
de encaminhamento, seguida da sua actualizac¸a˜o; idealmente, despoletada a duplicac¸a˜o, i)
cada no´ da DHT deveria ser capaz de actualizar as novas tabelas de encaminhamento de
forma auto´noma, sem necessidade de trocar mensagens para o efeito; adicionalmente, ii) e´
deseja´vel que a simples duplicac¸a˜o de H na˜o acarrete a transfereˆncia de entradas entre no´s
da DHT29; de seguida descrevem-se os mecanismos que permitem atingir estes objectivos.
4.7.1 Relac¸o˜es Genealo´gicas
Sempre que se duplica H, cada hash/entrada de L bits e´ subdividida em duas entradas de
L + 1 bits. A` primeira entrada convencionamos designa´-la por ascendente e a`s segundas
por descendentes. Dos L + 1 bits usados para identificar cada descendente, L bits sa˜o
herdados da entrada ascendente, como e´ usual em esquemas de Hashing Dinaˆmico. O
(L+1)’e´simo bit sera´ prefixo ou sufixo dos L bits anteriores, c.f. o tipo de grafo adoptado.
Assim, para grafos DeBruijn bina´rios, o bit adicional actuara´ como prefixo e, para grafos
Chord completos, o bit adicional actuara´ como sufixo. Estas opc¸o˜es correspondem a
assumir que i) com grafos GHB (L), sa˜o relevantes os L bits menos significativos do hash
(logo um bit adicional sera´ prefixo dos anteriores) e ii) com grafos GHC (L), sa˜o relevantes os
L bits mais significativos do hash (donde um bit adicional sera´ sufixo dos bits anteriores).
As opc¸o˜es anteriores, para o papel do bit adicional, permitem i) a actualizac¸a˜o auto´noma
das tabelas de encaminhamento e ii) a repartic¸a˜o dos registos da entrada ascendente,
pelas descendentes, sem troca de mensagens; a primeira propriedade sera´ demonstrada na
secc¸a˜o 4.7.3; a segunda decorre naturalmente do facto de, na subdivisa˜o, os registos de uma
entrada ascendente se repartirem pelas suas descendentes30, sendo que, imediatamente a
seguir a` subdivisa˜o, as descendentes sa˜o alojadas no mesmo no´ hospedeiro da ascendente.
Seguidamente, formalizamos convenientemente as relac¸o˜es genealo´gicas. Antes pore´m,
29Ou seja, a duplicac¸a˜o em si na˜o deve ser uma causa dessa transfereˆncia. Na realidade, o nexo de
causalidade e´ inverso: tipicamente, a duplicac¸a˜o de H e´ necessa´ria quando ja´ na˜o ha´ entradas suficientes
para alimentar novos no´s da DHT, ou no´s cuja capacidade aumentou; nesses cena´rios, apo´s a duplicac¸a˜o de
H, havera´ necessariamente transfereˆncia (migrac¸a˜o) de entradas, para responder precisamente aos requisitos
que originaram a duplicac¸a˜o de H; o impacto gene´rico das transfereˆncias e´ discutido na secc¸a˜o 4.8.
30Ja´ que a sequeˆncia de bits de uma entrada descendente extende em um bit a sequeˆncia da ascendente.
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introduz-se alguma notac¸a˜o. Assim, sendo h um certo hash/entrada na base 10, tem-se
• h|L|: notac¸a˜o para h no n´ıvel L;
• h〈L〉: notac¸a˜o para a sequeˆncia de L bits que representa h na base 2.
4.7.1.1 Relac¸o˜es Genealo´gicas com Grafos GHB (L)
Dada a entrada h〈L〉 = hL−1hL−2 . . . h0, a descendente de n´ıvel L+1 e prefixo p ∈ {0, 1} e´
desc(h〈L〉, p) = ph〈L〉 = phL−1hL−2 . . . h0 (4.18)
O conjunto das descendentes de h〈L〉, denotado por Desc(h〈L〉), pode enta˜o definir-se como
Desc(h〈L〉) = {desc(h〈L〉, p) : p = 0, 1} (4.19)
Trabalhando na base 10 e no n´ıvel L enta˜o para cada h|L| ∈ {0, 1, ..., 2
L − 1} tem-se
desc(h|L|, p) = h|L| + (p × 2
L) = h+ (p× 2L) (4.20)
De forma dual, dada uma entrada h〈L+1〉 = hLhL−1 . . . h0, a sua ascendente de n´ıvel L e´
asc(h〈L+1〉) = h〈L〉 = hL−1hL−2 . . . h0 (4.21)
Na base 10, tem-se h|L+1| ∈ {0, 1, ..., 2
L+1−1}, bem como h〈L+1〉 = hLh〈L〉 = ph〈L〉, donde
asc(h|L+1|) = h|L+1| − (p× 2
L) (4.22)
4.7.1.2 Relac¸o˜es Genealo´gicas com Grafos GHC (L)
Dada a entrada h〈L〉 = h0h1 . . . hL−1, a descendente de n´ıvel L+ 1 e sufixo s ∈ {0, 1} e´
desc(h〈L〉, s) = h〈L〉s = h0h1 . . . hL−1s (4.23)
O conjunto das descendentes de h〈L〉, denotado por Desc(h〈L〉), define-se agora como
Desc(h〈L〉) = {desc(h〈L〉, s) : s = 0, 1} (4.24)
Trabalhando na base 10, enta˜o para cada entrada h|L| ∈ {0, 1, ..., 2
L − 1} tem-se agora
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desc(h|L|, s) = 2× h|L| + s = 2× h+ s (4.25)
Para uma entrada h〈L+1〉 = h0 . . . hL−1hL, a sua ascendente de n´ıvel L e´ agora dada por
asc(h〈L+1〉) = h〈L〉 = h0 . . . hL−2hL−1 (4.26)
Na base 10, tem-se h|L+1| ∈ {0, 1, ..., 2
L+1−1}, bem como h〈L+1〉 = h〈L〉hL = h〈L〉p, donde
asc(h|L+1|) = (h|L+1| − s) div 2 (4.27)
4.7.2 Representac¸a˜o em Trie da Evoluc¸a˜o da DHT
Uma abstracc¸a˜o do tipo trie e´ particularmente adequada a` representac¸a˜o da evoluc¸a˜o
por esta´gios das nossas DHTs31. Assim, quando o grafo subjacente a` DHT e´ GHB (L) ou
GHC (L), denotamos por T
H
B (L) ou T
H
C (L), respectivamente, a trie que representa todas as
subdiviso˜es de entradas da DHT, ocorridas ate´ n´ıvel de subdivisa˜o (ou profundidade) L.
Neste contexto, as figuras 4.8.a) e 4.8.b) representam THB (L) e T
H
C (L) para L = 1, 2, 3.
Cada trie estrutura-se em n´ıveis (delimitados por linhas horizontais), correspondentes aos
va´rios esta´gios que a DHT subjacente atravessou; os 2L no´s/hashes de uma trie, em cada
n´ıvel L, representam as 2L entradas da DHT, no seu esta´gio de evoluc¸a˜o L; cada no´/hash
de uma trie, e´ identificado pela sequeˆncia de bits correspondente ao trajecto da raiz (R),
ate´ ao no´ (entre pareˆntesis, e´ representado o valor da sequeˆncia, na base 10); para tries
THB (L), esse trajecto corresponde a construir o identificador do no´/entrada, do bit menos
significativo (lsb) para o mais significativo (msb), ocorrendo o inverso para tries THC (L).
As linhas a tracejado denotam relac¸o˜es de descendeˆncia entre uma entrada de um certo
n´ıvel, e um par de entradas do n´ıvel seguinte. O bit mais/menos significativo de cada
entrada, a negrito, representa assim um dos prefixos/sufixos poss´ıveis (de valor 0 ou 1)
que, aplicado a uma entrada ascendente, permite obter a entrada descendente em causa.
Precisamente, o papel diferente (de prefixo ou sufixo) atribu´ıdo ao bit adicional, na pas-
sagem de um n´ıvel ao pro´ximo, revela-se na diferente sequeˆncia dos hashes que se pode
observar, da esquerda para a direita, para um mesmo n´ıvel L ≥ 2, nas tries THB (L) e
THC (L); por exemplo, para T
H
B (3), a sequeˆncia e´ 0, 4, 2, 6, 1, 5, 3, 7, ao passo que, para
THC (3), a sequeˆncia e´ 0, 1, 2, 3, 4, 5, 6, 7; estas sequeˆncias sa˜o determinadas pelas fo´rmulas
4.20 e 4.25, para o ca´lculo das entradas descendentes, introduzidas na secc¸a˜o anterior.
4.7.3 Deduc¸a˜o das Tabelas de Encaminhamento
Nesta secc¸a˜o elaboramos sobre a deduc¸a˜o das tabelas de encaminhamento dos grafos
GHB (L+ 1) e G
H
C (L + 1), a partir das tabelas de encaminhamento de G
H




31Estas tries sa˜o puramente virtuais, ao contra´rio das tries de encaminhamento discutidas anteriormente.
32Conclu´ıda a deduc¸a˜o das tabelas/grafos do n´ıvel L+ 1 as/os do n´ıvel anterior sera˜o descartadas(os).
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Figura 4.8: Representac¸a˜o de a) THB (L) e b) T
H
C (L), para L = 1, 2, 3.
Na pra´tica, o problema a resolver e´ o da definic¸a˜o das tabelas das entradas descendentes
quando H duplica. Ora, como veremos de seguida, e´ poss´ıvel deduzir as tabelas das
entradas descendentes (entradas que sa˜o ve´rtices no grafo GHB (L+1) ou G
H
C (L+1)) apenas
com base na tabela da entrada ascendente (que e´ ve´rtice no grafo GHB (L) ou G
H
C (L)).
4.7.3.1 Deduc¸a˜o das Tabelas de Encaminhamento de GHB (L + 1)
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Figura 4.9: Transic¸a˜o THB (2)→ T
H
B (3) : relac¸a˜o entre G
H
B (2) e G
H
B (3).
A figura 4.9 serve para ilustrar a transic¸a˜o do esta´gio L = 2 para o esta´gio L+1 = 3, numa
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DHT em que a localizac¸a˜o distribu´ıda assenta sobre grafos DeBruijn bina´rios. Na figura,
sa˜o representadas as entradas/hashes da DHT existentes nesses dois esta´gios, incluindo
as suas relac¸o˜es “genealo´gicas”: as entradas do n´ıvel 2 correspondem a`s folhas da trie
THB (2) da figura 4.8.a), e as entradas de n´ıvel 3 correspondem a`s folhas da trie T
H
B (3).
Para ale´m da indicac¸a˜o dos no´s computacionais hospedeiros (A, B, C ou D) das entradas,
a principal “novidade” da figura 4.9 e´ a representac¸a˜o de arcos dos grafos GHB (2) e G
H
B (3);
mais especificamente, sa˜o representados os arcos de GHB (2) que ligam a entrada 00, de
n´ıvel L = 2, aos seus sucessores nesse n´ıvel (esses sucessores sa˜o a pro´pria entrada, 00, e
a entrada 01); representam-se ainda os arcos do grafo GHB (3), que ligam os descendentes
de 00, no n´ıvel L+1 = 3, aos seus sucessores nesse n´ıvel (os descendentes de 00 sa˜o 000 e
100; os sucessores de 000 sa˜o 000 e 001; os sucessores de 100 sa˜o tambe´m 000 e 001).
Apoiando-nos na figura, vejamos agora como se pode deduzir a tabela de encaminhamento
da entrada 100 de n´ıvel 3; basicamente, pretende-se saber quais sa˜o os no´s hospedeiros das
sucessoras de 100 que, formalmente, se denotam por suc(100, 0) = 000 e suc(100, 1) = 001.
Assim, e em primeiro lugar, leva-se em conta que as sucessoras residem no mesmo no´ que a
sua ascendente33, ou seja, n(000) = n(asc(000)) = n(00) e n(001) = n(asc(001)) = n(01);
em segundo lugar, para se determinar a identidade (A, B, C ou D) de n(00) e de n(01),
pesquisa-se afinal a tabela de encaminhamento da ascendente de 100, que e´ asc(000) = 00;
com efeito, na tabela de 00, encontram-se os pares (00, A) e (01, C) (dado que 00 e 01 sa˜o
sucessoras de 00) o que permite desde logo concluir que n(00)=A e n(00)=C; finalmente,
a tabela de encaminhamento de 100 pode ser preenchida, com os pares (000, A) e (001,C).
A descric¸a˜o anterior, que se reporta a uma situac¸a˜o particular, e´ desde logo exemplificativa
da nossa asserc¸a˜o inicial, de que “e´ poss´ıvel deduzir as tabelas das entradas descenden-
tes apenas com base na tabela da entrada ascendente”. Na realidade, essa possibilidade
decorre de uma propriedade fundamental que governa a relac¸a˜o entre os grafos GHB (L) e
GHB (L+ 1): “dada uma entrada h de n´ıvel L, as sucessoras das descendentes de h sa˜o um
subconjunto das descendentes das sucessoras de h” o que, formalmente, corresponde a34
Suc(Desc(h)) ⊆ Desc(Suc(h)) (4.28)
O me´todo prosseguido para a deduc¸a˜o das tabelas das entradas descendentes limita-se
enta˜o a explorar a propriedade 4.28. Em termos gene´ricos, dada uma entrada h de n´ı-
vel L, as tabelas das descendentes Desc(h) deduzem-se assim: como Suc(Desc(h)) ⊆
Desc(Suc(h)), enta˜o para determinar os no´s responsa´veis por Suc(Desc(h)) basta deter-
minar os no´s responsa´veis por Desc(Suc(h); ora, os no´s responsa´veis por Desc(Suc(h) sa˜o
os mesmos que os responsa´veis por Suc(h); por outro lado, os no´s responsa´veis por Suc(h)
constam precisamente da tabela de h; logo, apenas com base na tabela de h, e´ poss´ıvel
determinar os no´s responsa´veis por Suc(Desc(h)), de acordo com o pretendido a` partida.
Na secc¸a˜o D.1 do apeˆndice D fornece-se uma demonstrac¸a˜o formal da propriedade 4.28.
33Pois na transic¸a˜o entre os esta´gios L e L+1, as descendentes sa˜o criadas no mesmo no´ da ascendente.
34Suc(X) (ou Desc(X)), sendo X conjunto, denota a unia˜o de Suc(x) (ou Desc(x)) para todos os x ∈ X.
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4.7.3.2 Deduc¸a˜o das Tabelas de Encaminhamento de GHC (L + 1)
0 11 00 01 1
L=2
L+1=3
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Figura 4.10: Transic¸a˜o THC (2)→ T
H
C (3) : relac¸a˜o entre G
H
C (2) e G
H
C (3).
A figura 4.10 serve de suporte a` discussa˜o da transic¸a˜o do esta´gio L = 2 para o esta´gio L+
1 = 3, numa DHT em que a localizac¸a˜o distribu´ıda assenta sobre grafos Chord completos.
A notac¸a˜o e´ semelhante a` utilizada na figura 4.9. Assim, as entradas do n´ıvel 2 corres-
pondem a`s folhas da trie THC (2) da figura 4.8.b), e as entradas de n´ıvel 3 correspondem
a`s folhas de THC (3); os no´s hospedeiros (A, B, C ou D) das entradas sa˜o tambe´m repre-
sentados, assim como alguns arcos dos grafos GHC (2) e G
H
C (3); em particular, represen-
tam-se os arcos de GHC (2) que ligam a entrada 00, de n´ıvel L = 2, aos seus sucessores (as
entradas 01 e 10); representam-se tambe´m os arcos de GHC (3), que ligam os descendentes
de 00, no n´ıvel L+1 = 3, aos seus sucessores nesse n´ıvel (os descendentes de 00 sa˜o 000 e
001; os sucessores de 000 sa˜o 001, 010 e 100; os sucessores de 001 sa˜o 010, 011 e 101).
Vejamos enta˜o como deduzir a tabela de encaminhamento da entrada 000 de n´ıvel 3, o
que implica determinar os no´s das sucessoras de 000; formalmente, essas sucessoras sa˜o
suc(000, 0) = 001, suc(000, 1) = 010 e suc(000, 2) = 100. Em primeiro lugar, leva-se em
conta que as sucessoras residem no mesmo no´ que a sua ascendente, ou seja, n(001) =
n(asc(001)) = n(00), n(010) = n(asc(010)) = n(01) e n(100) = n(asc(100)) = n(10); em
segundo lugar, para se determinar a identidade (A, B, C ou D) de n(00), n(01) e n(10),
inspecciona-se a tabela de encaminhamento da ascendente de 000, que e´ asc(000) = 00;
de facto, a tabela de 00 conte´m os pares (01, B) e (10, C) (pois 01 e 10 sa˜o sucessoras
de 00) o que permite concluir que n(01)=B e n(10)=C; quanto a n(00), e´ igual a n(000)
e n(001), pois asc(000) = asc(001) = 00, donde e´ imediato que n(00)=A; a tabela de
encaminhamento de 000 e´ enta˜o preenchida com os pares (001, A), (010, B) e (100,C).
A situac¸a˜o descrita anteriormente exemplifica a “deduc¸a˜o das tabelas das entradas des-
cendentes apenas com base na tabela da entrada ascendente”. A possibilidade de deduc¸a˜o
decorre de uma propriedade da relac¸a˜o entre os grafos GHC (L) e G
H
C (L+1) mas que, neste
caso, e´ ligeiramente diferente da enunciada para grafos DeBruijn: “dada uma entrada h
de n´ıvel L, as sucessoras das descendentes de h fazem parte do conjunto formado pelas
descendentes das sucessoras de h juntamente com as pro´prias descendentes de h”, ou seja
Suc(Desc(h)) ⊆ [Desc(Suc(h)) ∪Desc(h)] (4.29)
Genericamente, dada uma entrada h de n´ıvel L, a deduc¸a˜o das tabelas das descenden-
tes Desc(h), com recurso a` propriedade 4.29, desenrola-se da seguinte forma: como
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Suc(Desc(h)) ⊆ [Desc(Suc(h)) ∪Desc(h)], enta˜o para determinar os no´s responsa´veis
por Suc(Desc(h)) e´ suficiente determinar os no´s responsa´veis por Desc(Suc(h) e Desc(h);
ora, os no´s responsa´veis por Desc(Suc(h) coincidem com os responsa´veis por Suc(h) e,
por seu turno, os no´s responsa´veis por Suc(h) constam da tabela de h; quanto aos no´s
responsa´veis por Desc(h), resumem-se a um u´nico no´, n(h), conhecido a` partida; donde,
a tabela de h e´ suficiente para determinar os no´s responsa´veis por Suc(Desc(h)).
Na secc¸a˜o D.2 do apeˆndice D fornece-se uma demonstrac¸a˜o formal da propriedade 4.29.
4.8 Impacto do Re-Posicionamento de Entradas
O re-posicionamento de uma entrada (rever causas prova´veis na secc¸a˜o 4.3.2) acarreta a
necessidade de rectificar a correspondeˆncia “entrada 7→ no´” em uma ou mais tabelas de
encaminhamento, a fim de garantir a correcc¸a˜o do grafo de localizac¸a˜o distribu´ıda da DHT.
Essa actualizac¸a˜o tem custos (em mensagens) diferentes, c.f. o tipo de grafo adoptado.
Assim, com grafos DeBruijn bina´rios, o custo ma´ximo de actualizac¸a˜o e´ de ordem O(logH):
por cada entrada da DHT, existem 2 predecessoras, cuja tabela de encaminhamento e´
necessa´rio corrigir; para o efeito, e´ necessa´rio localizar cada predecessora, o que incorre
num nu´mero ma´ximo de L = log2H mensagens para cada predecessora e de 2×L no total.
Com grafos Chord completos, o customa´ximo de actualizac¸a˜o e´ de ordem O(log2H): agora,
por cada entrada da DHT, existem L = log2H entradas predecessoras; para corrigir a tabela
de encaminhamento de cada predecessora sa˜o necessa´rias, no ma´ximo, Lmensagens; segue-
se que a correcc¸a˜o de todas as tabelas comporta, no ma´ximo, um total de L2 mensagens.
O custo ma´ximo corresponde ao pior caso sob Encaminhamento Convencional (EC). O re-
curso a algoritmos de Encaminhamento Acelerado (EA) permite reduzir substancialmente
esse custo, conforme demonstram os resultados das simulac¸o˜es discutidas na secc¸a˜o 4.9.
Assim, com grafos DeBruijn bina´rios, i) o custo me´dio de localizac¸a˜o com algoritmos EA
e´ entre 50% a 30% inferior ao custo me´dio com o algoritmo EC (ver secc¸a˜o 4.9.4.2) e ii)
o custo me´dio com o algoritmo EC e´ pouco inferior ao custo ma´ximo (ver secc¸a˜o 4.9.4.1);
logo, o custo me´dio de actualizac¸a˜o com algoritmos EA sera´ entre 50% a 70% de L.
Com grafos Chord completos, i) o custo me´dio de localizac¸a˜o com algoritmos EA podera´
ser ate´ 55% a 40% inferior ao custo me´dio com o algoritmo EC (ver secc¸a˜o 4.9.4.2) e ii) o
custo me´dio com o algoritmo EC e´ ja´ 50% inferior ao custo ma´ximo (ver secc¸a˜o 4.9.4.1);
logo, o custo me´dio de localizac¸a˜o com algoritmos EA assumira´ valores de 22,5% a 30%
de L, e o custo me´dio de actualizac¸a˜o andara´ em (22, 5% × L)2 a (30% ×L)2 mensagens.
4.9 Avaliac¸a˜o da Localizac¸a˜o Distribu´ıda
Nesta secc¸a˜o apresentam-se e discutem-se os resultados de simulac¸o˜es dos algoritmos de
encaminhamento apresentados nas secc¸o˜es 4.5.5 e 4.6.4, no aˆmbito da aplicac¸a˜o de grafos
DeBruijn bina´rios e grafos Chord completos, a` localizac¸a˜o distribu´ıda nas nossas DHTs.
4.9 Avaliac¸a˜o da Localizac¸a˜o Distribu´ıda 97
As simulac¸o˜es foram conduzidas no quadro do modelo M2 (rever secc¸a˜o 3.4), que define
o nu´mero de entradas de cada no´ de uma DHT num cena´rio homoge´neo. Nesse contexto,
assumiu-se Hmin(n) = 8 (o maior valor de refereˆncia usado ate´ agora, para o paraˆmetro
de M2 que estabelece “o nu´mero mı´nimo de entradas da DHT, em cada um dos seus no´s”).
Para a definic¸a˜o da identidade das entradas, geraram-se distribuic¸o˜es aleato´rias, o tipo
mais prova´vel, em resultado dos nossos mecanismos de posicionamento (rever secc¸a˜o 4.3).
4.9.1 Metodologia
As simulac¸o˜es desenrolaram-se em duas fases distintas. Numa primeira fase, foram pro-
duzidas va´rias distribuic¸o˜es aleato´rias (cada uma delas comportando H correspondeˆncias
“entrada 7→ no´”) e, para cada tipo de grafo, foram derivadas as tabelas de encaminhamento
correspondentes a cada distribuic¸a˜o, originando-se outras tantas topologias diferentes35.
Concretamente, sendo N o nu´mero de no´s da DHT enta˜o, para cada N = 1, 2, ..., 1024:
1) aplicou-se o modelo M2 (com Hmin(n) = 8) para definir o nu´mero total de entradas
da DHT, H, e o nu´mero de entradas de cada no´, H(n); 2) por 10 vezes, definiram-se H
correspondeˆncias aleato´rias “entrada 7→ no´”, o que originou 10 distribuic¸o˜es aleato´rias; 3)
para cada uma dessas distribuic¸o˜es, e para cada tipo de grafo, definiram-se as tabelas de
encaminhamento, processo de que resultaram 20 topologias diferentes (10 para cada tipo
de grafo). No total, geraram-se 1024 × 20 = 20480 topologias, que foram armazenadas em
suporte persistente36 (ficheiros) para posterior reutilizac¸a˜o, na fase seguinte da simulac¸a˜o.
Numa segunda fase, avaliaram-se os algoritmos de encaminhamento, nas topologias gera-
das na primeira fase (descrita anteriormente). Assim, para cada tipo de grafo, e para cada
um dos seus algoritmos, varreu-se a gama N = 1, 2, ..., 1024, testando o algoritmo sobre
as 10 topologias dispon´ıveis para cada N ; o teste de cada algoritmo sobre uma determi-
nada topologia consistiu em reconstituir as H correspondeˆncias aleato´rias “entrada 7→ no´”
subjacentes a` topologia; essa reconstituic¸a˜o pode ser feita a partir de qualquer um dos H
ve´rtices do grafo, tomando-o como ponto de partida de H cadeias de localizac¸a˜o diferentes,
cada um delas terminando em um dos H ve´rtices do grafo; donde, havendo H ve´rtices de
partida e, para cada um deles, H ve´rtices de chegada, ha´ um total de H2 cadeias de loca-
lizac¸a˜o que e´ necessa´rio testar, por cada uma das 10 topologias. Em resumo, para grafos
DeBruijn (4 algoritmos) testaram-se 1.57073E+12 cadeias de localizac¸a˜o e, para grafos
Chord (5 algoritmos) testaram-se 1.96341E+12, num total de 3.53414E+12 cadeias; com
testes ta˜o exaustivos pretendeu-se, por um lado, i) validar a metodologia, obtendo resul-
tados experimentais previstos pelos modelos teo´ricos e, por outro, ii) obter valores mais
precisos (face aos produzidos por amostras reduzidas) para as me´tricas que se escolheu
medir; o valor final de cada me´trica produzida por cada algoritmo, para cada valor de N ,
reflecte a me´dia aritme´tica dos 10 valores produzidos pelas 10 topologias testadas.
35Uma topologia e´ definida pelo conjunto das tabelas de encaminhamento dos ve´rtices de um grafo.
36Consumindo 8.4 Gbytes e 34 Gbytes de espac¸o em disco, para topologias DeBruijn e Chord, respec-
tivamente, sendo que o diferencial de valores para ambas se deve ao diferente nu´mero de sucessores que
necessitam, por cada ve´rtice do grafo, ou seja, 2 para grafos DeBruijn e L = log2H para grafos Chord.
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4.9.2 Tecnologia
As simulac¸o˜es foram conduzidas num cluster ROCKS [roc] 4.0.0, de 8 ma´quinas homoge´-
neas (com um CPU Pentium 4 a 3GHz, 1 GB de SDRAM e chipset i865), permitindo a
gerac¸a˜o e o teste de diferentes topologias, em paralelo. A gerac¸a˜o de topologias foi codifi-
cada em Python. O teste aos algoritmos de encaminhamento codificou-se em C, por razo˜es
de desempenho. A contabilizac¸a˜o de tempos realizou-se com base na instruc¸a˜o rdtsc (read
time stamp counter) disponibilizada pela linguagem assembly da arquitectura Intel i86.
Para grafos DeBruijn, as tries de encaminhamento foram realizadas com base num mo´-
dulo de Tries Compactas, codificado em C, e expressamente desenvolvido para o efeito37.
Para grafos Chord, as rbtrees de encaminhamento foram instanciadas com base numa
biblioteca de Red-Black Trees [Ive03], tambe´m em C, de domı´nio pu´blico, e que exibe
funcionalidades particularmente u´teis sob o ponto de vista dos nossos algoritmos de enca-
minhamento sobre grafos Chord, designadamente a pesquisa de registos por proximidade
(e.g., devoluc¸a˜o do registo mais pro´ximo, na impossibilidade de encontrar o pretendido).
A realizac¸a˜o de testes exaustivos, cobrindo a totalidade das cadeias de encaminhamento
poss´ıveis para cada topologia, exigiu va´rios dias de processamento38, ja´ com co´digo opti-
mizado, incluindo i) utilizac¸a˜o das opc¸o˜es -O3 e -mcpu=pentium4 do compilador gcc, ii)
tipificac¸a˜o como static inline para as rotinas mais invocadas, iii) outras optimizac¸o˜es39.
4.9.3 Me´tricas
Em cada teste realizado pela metodologia anterior recolheram-se as seguintes me´tricas:
1. d ou dchain – distaˆncia me´dia entre qualquer par de entradas
40, dada pela fo´rmula C.3
para grafos DeBruijn41 e pela fo´rmula 4.15 para grafos Chord; esta distaˆncia inclui
uma distaˆncia me´dia interna (nu´mero de saltos internos/intra-no´, em que a entrada
sucessora reside no mesmo no´ da antecessora) e uma distaˆncia me´dia externa (nu´mero
de saltos externos/entre-no´s, em que a entrada sucessora reside num no´ diferente),
ou seja, dchain = dint + dext; a recolha de dchain fez-se com o objectivo de validar a
simulac¸a˜o e estabelecer uma base de comparac¸a˜o para a me´trica dext (ver a seguir);
2. dext – distaˆncia me´dia externa entre qualquer par de entradas (como definido acima);
a me´trica dext, recolhida separadamente de dchain , e´ a me´trica que revela, em primeira
instaˆncia, o efeito acelerador da localizac¸a˜o, dos va´rios algoritmos de localizac¸a˜o na˜o-
convencional; o efeito pra´tico desses algoritmos deve ser o de evitar a visita repetida
do mesmo no´, durante uma cadeia de localizac¸a˜o, ou seja, espera-se que dext < dchain;
37Mas suficientemente gene´rico, suportando outro tipo de registos, ale´m de tabelas de encaminhamento.
38Incluindo depurac¸a˜o, confirmac¸a˜o de resultados e retoma de testes apo´s interrupc¸a˜o por falhas de
corrente (so´ poss´ıvel pela incorporac¸a˜o de funcionalidades de checkpointing no co´digo da simulac¸a˜o.)
39Por exemplo, o ca´lculo de distaˆncias entre ve´rtices de um grafo Chord, com uma rotina para con-
tagem de bits 1 num nu´mero inteiro (dispon´ıvel em http://infolab.stanford.edu/˜manku/bitcount/
bitcount.html), permitiu ganhos de desempenho drama´ticos nos algoritmos EA-E-1, EA-E-L e EA-all.
40Ou, equivalentemente, “comprimento me´dio de qualquer cadeia de encaminhamento”.
41Uma vez que, para estes grafos, na˜o existe uma fo´rmula na˜o-exaustiva, mas sim minorantes e majo-
rantes, dados pelas fo´rmulas 4.9 e 4.10, que permitem validar os valores dados pela fo´rmula C.3.
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3. CPUhop – tempo me´dio de CPU, por salto/decisa˜o de encaminhamento (em µs);
cada decisa˜o de encaminhamento comporta um custo, em tempo de CPU; em geral,
espera-se que os algoritmos capazes de minimizar dchain mais efectivamente, sejam
tambe´m mais demorados a tomar cada decisa˜o; o algoritmo ideal sera´ aquele que
consegue, em simultaˆneo, tomar deciso˜es ra´pidas e que conduzam a cadeias pequenas;
4. RAMnode – consumo me´dio de RAM (em bytes), em tabelas de encaminhamento,
por no´; e´ dependente apenas do tipo de grafo seleccionado (DeBruijn ou Chord).
A partir destas me´tricas sa˜o deriva´veis outras, u´teis para a comparac¸a˜o de algoritmos:
1. CPU chain – tempo me´dio de CPU, por cadeia de localizac¸a˜o (em µs); depende, por
um lado, do nu´mero me´dio de deciso˜es de encaminhamento por cadeia (dado pela
me´trica dchain) e, por outro, do tempo me´dio que cada decisa˜o de encaminhamento
comporta (dado pela me´trica CPUhop), de forma que CPUchain = dchain×CPUhop;
2. NET chain – tempo me´dio de Comunicac¸a˜o, por cadeia de localizac¸a˜o (em µs); refere-
se ao tempo (me´dio) consumido na troca de mensagens entre diferentes no´s da DHT,
durante uma cadeia de localizac¸a˜o; neste contexto, NET chain = dext ×NET hop;
• NET hop representa o tempo (me´dio) em que incorre a troca de uma mensa-
gem de encaminhamento entre dois no´s; trata-se de um paraˆmetro (e na˜o uma
medida) que procura fazer reflectir (de forma aproximada), na nossa avalia-
c¸a˜o, o impacto de diferentes tecnologias de rede; neste contexto, admitiu-se
NET hop = 1, 10, 100, 1000 µs, em que i) 1 µs se refere a uma tecnologia (por
enquanto, hipote´tica) extremamente ra´pida, na presenc¸a da qual acaba por ser
praticamente irrelevante o facto de um salto de encaminhamento ser interno ou
externo; ii) 10 µs se refere a tecnologias como Myrinet ou Infiniband; iii) 100
µs se refere a tecnologias vulgarizadas, como Fast/Gigabit-Ethernet e iv) 1000
µs se refere a tecnologias do domı´nio WAN (valor u´til para inferir o me´rito dos
nossos algoritmos em ambientes normalmente associados a DHTs do tipo P2P);
3. TIMEchain – tempo me´dio total, por cadeia de localizac¸a˜o (em µs); tendo em conta
as me´tricas definidas anteriormente, TIMEchain ≈ CPU chain +NET chain; impl´ıcita
nesta formulac¸a˜o esta´ a assunc¸a˜o de que tempo consumido em saltos internos e´
contabilizado em CPUchain, o que corresponde a` realidade das simulac¸o˜es realizadas;
4. R(a) – classificac¸a˜o (ranking) do algoritmo a, no contexto de um conjunto A de







, com R(a) ∈ [0, 1]
(4.30)
, em que ωTIME e ωRAM definem, respectivamente, pesos associados aos factores
tempo e RAM, sendo ωTIME + ωRAM = 1; adicionalmente, max[TIMEchain(A)] e
4.9 Avaliac¸a˜o da Localizac¸a˜o Distribu´ıda 100
max[RAMnode(A)] denotam os ma´ximos absolutos de TIMEchain(a) e RAMnode(a),
no contexto do conjunto A de algoritmos; com base na classificac¸a˜o definida pela
fo´rmula 4.30, o algoritmo a ∈ A mais competitivo sera´ enta˜o o que minimizar R(a).
4.9.4 Distaˆncia Total e Distaˆncia Externa
4.9.4.1 Encaminhamento Convencional
Procurando estabelecer uma base de comparac¸a˜o para os resultados obtidos com os ou-
tros algoritmos de encaminhamento, comec¸amos por analisar, em separado, os resultados
espec´ıficos do Encaminhamento Convencional (algoritmos EC), exibidos na figura 4.11.
Número de Nós da DHT (N)










dchain  (GBH )  com EC
dext      (GBH )  com EC
d
min     (GBH )  com EC
dmax    (GBH )  com EC
a)
Número de Nós da DHT (N)










dchain  (GCH )  com EC
dext      (GCH )  com EC
b)
Figura 4.11: Algoritmo EC: dchain e grandezas afins, para grafos a) DeBruijn e b) Chord.
Assim, para ambos os grafos, destaca-se a evoluc¸a˜o em escada de L = log2H, resultante da
aplicac¸a˜o do modelo M2, no qual o nu´mero total de entradas da DHT, H, duplica progres-
sivamente, a` medida que aumenta o nu´mero de no´s participantes na DHT, N ; a variac¸a˜o
em escada de L acaba por se reflectir no mesmo tipo de variac¸a˜o das outras grandezas, as
quais, directa ou indirectamente, dependem de L (por exemplo, L representa o diaˆmetro
dos grafos GHB (L) e G
H
C (L), ou seja, e´ a maior distaˆncia individual d(x, y) entre quaisquer
dois ve´rtices/entradas x e y, pelo que a distaˆncia me´dia dchain sera´ necessariamente menor
que L); a representac¸a˜o da evoluc¸a˜o de L e´ u´til, no sentido de que fornece um primeiro
termo de comparac¸a˜o para a interpretac¸a˜o da evoluc¸a˜o das outras grandezas medidas.
A mesma figura apresenta a evoluc¸a˜o da distaˆncia me´dia, dchain, e da distaˆncia me´dia
externa, dext. Para grafos DeBruijn, a distaˆncia dchain representa-se enquadrada pelos
limites teo´ricos dmin e dmax, dados pelas fo´rmulas 4.9 e 4.10; para grafos Chord, a distaˆncia
dchain corresponde simplesmente a L/2, como estabelecido anteriormente pela fo´rmula 4.15.
A comparac¸a˜o das figuras 4.11.a) e 4.11.b) permite desde logo constatar uma vantagem
da abordagem Chord face a` DeBruijn: para o mesmo nu´mero global de entradas (dado
por H = 2L), a primeira assegura valores de dchain substancialmente inferiores aos da
segunda (em 30% a 45%), uma consequeˆncia natural do facto de, num grafo DeBruijn,
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cada entrada/ve´rtice ter um nu´mero fixo (2) de sucessores, ao passo que, num grafo Chord,
esse nu´mero (L) e´ dinaˆmico, acompanhando a evoluc¸a˜o da DHT (dito de outra forma,
com grafos DeBruijn, a amplitude da “cobertura topolo´gica” de cada ve´rtice e´, em termos
absolutos, fixa, e o seu valor relativo reduz-se progressivamente, quando a DHT cresce42).
Para ambos os grafos, dext ≤ dchain, como esperado; pore´m, a diferenc¸a entre as me´tricas
diminui com o aumento do nu´mero de no´s da DHT, N , ou seja, numa cadeia de encaminha-
mento, o nu´mero de saltos externos aumenta quando N aumenta; tal deve-se a` evoluc¸a˜o
imposta pelo modelo M2, para o nu´mero de entradas por no´, H(n); essa evoluc¸a˜o faz com
que cada no´ possua uma fracc¸a˜o/quota real Qr(n) = H(n)/H do nu´mero global de entra-
das, H, sempre muito pro´xima de uma fracc¸a˜o/quota ideal Qi(n) = 1/N ; ora, uma vez
que 1/N diminui (exponencialmente) a` medida que N aumenta (linearmente), enta˜o cada
no´ detera´ uma proporc¸a˜o de entradas cada vez menor, face ao nu´mero global de entradas
da DHT; segue-se que, como o nu´mero de tabelas de encaminhamento de cada no´ e´ igual
ao seu nu´mero de entradas, enta˜o a amplitude do conhecimento topolo´gico que cada no´
possui sobre a DHT, diminui de cada vez que N aumenta; o saldo e´ o aumento progres-
sivo do nu´mero de saltos externos, ao longo de uma cadeia de encaminhamento, pois o
conhecimento topolo´gico necessa´rio a` sua minimizac¸a˜o e´ cada vez menos representativo;
este feno´meno ocorre tambe´m com os algoritmos de encaminhamento na˜o-convencional.
4.9.4.2 Encaminhamento Na˜o-Convencional
Número de Nós da DHT (N)
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dchain  (GCH )  com  EC
dext      (GCH )  com  EC
dext      (GCH )  com  EM
dext      (GCH )  com  EA - E - 1
dext      (GCH )  com  EA - E - L
dext      (GCH )  com  EA - all
b)
Figura 4.12: Evoluc¸a˜o da distaˆncia dext, para grafos a) DeBruijn e b) Chord.
A figura 4.12 mostra a evoluc¸a˜o de dext para todos os algoritmos. Juntamente com dchain
(que e´ independente do algoritmo de encaminhamento), os valores de dext, para o Encami-
nhamento Convencional, servem de referencial de comparac¸a˜o aos outros algoritmos. Na
figura 4.12.a), a representac¸a˜o de dext para EA-L e EA-all serve-se da linha comum EA,
dado que as distaˆncias espec´ıficas dos algoritmos sa˜o muito pro´ximas; apesar de muito
aproximados, os valores em causa na˜o sa˜o, em rigor, coincidentes, nem se esperava que o
fossem, pelo facto (discutido na secc¸a˜o 4.5.5.4) de na˜o haver garantia de que o trajecto
42Grafos DeBruijn k-a´rios (uma hipo´tese na˜o explorada) resolveriam este problema – ver secc¸a˜o 4.10.
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topolo´gico (entre entradas) e f´ısico (entre no´s), seguido pelos algoritmos, seja o mesmo.
Assim, para ambos os grafos, o Encaminhamento Melhorado (EM) produz uma reduc¸a˜o
marginal (em geral < 5%) na distaˆncia externa, face ao Encaminhamento Convencional
(EC). Com algoritmos de Encaminhamento Acelerado (EA), a reduc¸a˜o e´ mais significativa:
para grafos DeBruijn, os algoritmos EA (representados pela linha comum EA), reduzem
a distaˆncia externa de 50% a 30%; para grafos Chord, o algoritmo EA-E-1 permite uma
reduc¸a˜o de 40% a 30% e as variantes EA-E-L e EA-all geram uma reduc¸a˜o de 55% a 40%.
Verifica-se pois que, em termos percentuais, os algoritmos na˜o-convencionais produzem
melhorias semelhantes, face ao Encaminhamento Convencional, em ambos os grafos. A
comparac¸a˜o entre grafos, nos resultados absolutos obtidos confirma, todavia, a supre-
macia da abordagem Chord; com efeito, mesmo com Encaminhamento Convencional, a
abordagem Chord e´, quase sempre, mais competitiva que o Encaminhamento Acelerado da
abordagem DeBruijn (comprova´vel pela comparac¸a˜o visual das figuras 4.12.a) e 4.12.b));
grosso-modo, os algoritmos da abordagem Chord asseguram distaˆncias externas entre 35%
a 50% inferiores a`s distaˆncias dos algoritmos da mesma categoria, da abordagem DeBruijn.
E´ tambe´m de registar que a competitividade do Encaminhamento Melhorado e do Ace-
lerado, face ao Convencional, tende a diminuir quando N aumenta43, pela mesma ordem
de razo˜es que, no quadro do Encaminhamento Convencional, motivam a aproximac¸a˜o da
distaˆncia dext a` distaˆncia dchain (rever a discussa˜o associada, no fim da secc¸a˜o 4.9.4.1).
4.9.4.3 Comparac¸a˜o com Grafos Completos em N
a)
Número de Nós da DHT (N)
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b)
Figura 4.13: Distaˆncias a) d(GNB ) versus dext(G
H
B ) e b) d(G
N
C ) versus dext(G
H
C ).
A figura 4.13 permite confirmar a efica´cia dos algoritmos de Encaminhamento Acelerado
na aproximac¸a˜o do esforc¸o de localizac¸a˜o em grafos GH , ao esforc¸o de localizac¸a˜o em gra-
fos GN com Encaminhamento Convencional. Essa aproximac¸a˜o, recorde-se (rever secc¸a˜o
4.4.3), foi estabelecida como objectivo do Encaminhamento Acelerado. Na realidade, esse
encaminhamento permite obter distaˆncias inferiores a`s distaˆncias me´dias d(GNB ) e d(G
N
C ).
43Como denunciam os valores percentuais fornecidos, por ordem decrescente, para as reduc¸o˜es de dext.
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Assim, para grafos DeBruijn, os algoritmos de Encaminhamento Acelerado (EA) em GH
asseguram uma distaˆncia (externa) dext(G
H
B ) da ordem dos 90% da distaˆncia me´dia d(G
N
B )
em GN . Note-se que, a` semelhanc¸a de GHB , G
N
B e´ um grafo DeBruijn bina´rio, no qual o
nu´mero de ve´rtices e´ poteˆncia de 2; logo, GNB existe apenas quando N = #N e´ poteˆncia
de 2 e, por esse motivo, d(GNB ) e´ representado para um conjunto restrito de valores de N .
Para grafos Chord, os ganhos variam com o tipo de algoritmo de Encaminhamento Acele-
rado, chegando a ser superiores aos obtidos com grafos DeBruijn. Assim, com o algoritmo
EA-E-1, a distaˆncia (externa) dext(G
H
C ) e´ da ordem dos 92% da distaˆncia me´dia d(G
N
C ), o
que ainda representa um ganho marginal. Ja´ o algoritmo EA-all assegura uma distaˆncia
(externa) dext(G
H
C ) da ordem dos 73% da distaˆncia me´dia d(G
N
C ), o que representa um
ganho substancial (o ganho obtido pelo algoritmo EA-E-L sera´ ligeiramente inferior).
4.9.5 Tempo de CPU por Salto e Consumo de RAM por No´
As figuras 4.14.a) e 4.14.b) exibem a evoluc¸a˜o da me´trica CPUhop (tempo me´dio de CPU,
por decisa˜o de encaminhamento); a figura 4.15.a) mostra a evoluc¸a˜o da me´trica RAMnode
(consumo me´dio de RAM, em tabelas de encaminhamento, por no´); finalmente, a figura
4.15.b) exibe a evoluc¸a˜o de grandezas do modelo M2, relevantes na discussa˜o que se segue.
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Figura 4.14: Evoluc¸a˜o do tempo CPUhop (em µs), para grafos a) DeBruijn e b) Chord.
As me´tricas evoluem por esta´gios, de acordo com o modelo M2; neste, i) o nu´mero global
de entradas, H, duplica entre esta´gios sucessivos e ii) o nu´mero me´dio de entradas por no´,
H(n), decai em cada esta´gio, de Hmax(n) = 2.Hmin(n) ate´ Hmin(n) – ver figura 4.15.b).
Assim, recordando que a cada entrada da DHT corresponde uma tabela de encaminha-
mento enta˜o, no in´ıcio de cada esta´gio, o nu´mero (me´dio) de tabelas de encaminhamento
por cada trie ou rbtree de encaminhamento, atinge o ma´ximo, bem como a profundidade
me´dia dessas a´rvores; isso traduz-se i) num maior tempo de CPU consumido, em cada no´,
por cada decisa˜o de encaminhamento, bem como ii) num maior consumo de RAM, em
cada no´, em tabelas de encaminhamento; durante um esta´gio, a` medida que o nu´mero de
no´s da DHT aumenta, o nu´mero me´dio de entradas (e logo de tabelas de encaminhamento)
por no´ diminui, o que faz decair as me´tricas CPUhop e RAMnode, ate´ ao final do esta´gio.
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H(n) = H / N
L  = log2 H
b)
Figura 4.15: Evoluc¸a˜o de a) RAMnode (em bytes) e b) grandezas ba´sicas de M2.
4.9.5.1 Tempo de CPU por Salto
Embora o padra˜o evolutivo (por esta´gios) da me´trica CPUhop seja semelhante para os
va´rios algoritmos, de ambos os grafos, os valores concretos dessa me´trica variam de algo-
ritmo para algoritmo, em resultado do diferente esforc¸o computacional desenvolvido por
cada um. De seguida, discute-se essa variac¸a˜o e o posicionamento relativo resultante.
Comec¸amos enta˜o por notar que, ao contra´rio do observa´vel para a me´trica RAMnode,
a gama de variac¸a˜o dos tempos CPUhop obtidos com algoritmos de ambos os grafos e´
semelhante44, com um mı´nimo de ≈ 0.25µs e um ma´ximo de ≈ 2.0µs. Adicionalmente,
consideramos esses tempos repartidos por duas zonas, com um valor fronteira de ≈ 0.5µs.
Assim, com um so´ acesso a` a´rvore de encaminhamento (trie/rbtree, c.f. o caso) o Encami-
nhamento Convencional (EC) e´ o algoritmo mais ra´pido, para ambos os grafos; de perto,
segue-se o Encaminhamento Melhorado (EM), com apenas mais um acesso. Verifica-se
tambe´m que, com grafos Chord, os algoritmos EC e EM sa˜o um pouco mais ra´pidos,
reflexo na˜o so´ do diferente custo computacional envolvido, como tambe´m de um acesso
tendencialmente mais ra´pido que as rbtrees balanceadas oferecem sobre as tries. Com
grafos Chord, o Encaminhamento Acelerado na sua variante E-1 (algoritmo EA-E-1) ne-
cessita igualmente de apenas dois acessos a` rbtree, conseguindo tempos muito pro´ximos do
algoritmo EM. Todavia, comparativamente com o algoritmo EM, o algoritmo EA-E-1 con-
segue minimizar consideravelmente a distaˆncia me´dia externa dext (rever figura 4.12.b)), o
que sugere desde ja´ uma boa classificac¸a˜o de EA-E-1 sob ponto de vista da me´trica R(a).
Com tempos acima de 0.5µs teˆm-se os algoritmos de Encaminhamento Acelerado nas
variantes EA-L e EA-all para grafos DeBruijn, e EA-E-L e EA-all para grafos Chord.
Neste contexto, comec¸amos por comparar os dois u´ltimos, relativos a grafos Chord.
Assim, com grafos Chord, EA-all consegue tempos ate´ 50% menores que EA-E-L apesar de,
em cada no´, EA-all ter de consultar todas as H(n) tabelas de encaminhamento, enquanto
que EA-E-L e´ obrigado a consultar“apenas”L tabelas; adicionalmente, a gama de variac¸a˜o
44O que sugere que as implementac¸o˜es usadas para tries e rbtrees teˆm desempenhos semelhantes.
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dos tempos produzidos por EA-all e´ fixa (entre 0.5 e 0.75µs), ao passo que os tempos
produzidos por EA-E-L tendem a crescer; considerando a figura 4.15.b), a explicac¸a˜o para
estas observac¸o˜es e´ a seguinte: por um lado, a tendeˆncia de L e´ crescente, enquanto que
8 ≤ H(n) ≤ 16; tal faz com que se tenha tendencialmente L > H(n), o que implica maior
nu´mero de consultas para EA-E-L e explica a tendeˆncia crescente dos seus tempos; por
outro lado, por cada tabela a consultar, EA-E-L comporta maior esforc¸o computacional45.
A lo´gica anterior na˜o e´ aplica´vel na comparac¸a˜o dos algoritmos EA-L e EA-all para grafos
DeBruijn. Neste caso, o algoritmo EA-L consegue ser claramente mais ra´pido que EA-all.
De facto, enquanto que, com grafos Chord, o algoritmo EA-E-L visita a rbtree exactamente
L vezes, ja´ com com grafos DeBruijn, o algoritmo EA-L visita a trie no ma´ximo L − 1
vezes sendo que, em termos me´dios, esse nu´mero de visitas sera´ inferior; o resultado e´ a
obtenc¸a˜o de tempos na ordem dos 50%, face ao algoritmo EA-all; ale´m disso, os tempos
para o algoritmo EA-all tendem a crescer, o que se podera´ dever a um aumento progressivo
da profundidade das tries ja´ que estas, ao contra´rio das rbtrees, podem na˜o ser balanceadas.
Em termos gerais, pode-se concluir que os tempos conseguidos pelos algoritmos para gra-
fos Chord sa˜o tendencialmente inferiores aos dos algoritmos para grafos DeBruijn. Este
facto, aliado a` observac¸a˜o pre´via de distaˆncias externas tambe´m inferiores, permite ja´ adi-
vinhar uma supremacia efectiva da abordagem Chord face a` abordagem DeBruijn, nas
classificac¸o˜es pela me´trica R(a), especialmente se o factor RAM na˜o estiver em jogo.
4.9.5.2 Consumo de RAM por No´
Como referido na secc¸a˜o 4.9.3, a me´trica RAMnode (consumo de RAM em tabelas de enca-
minhamento, por no´) depende apenas do tipo de grafo, sendo independente do algoritmo
de encaminhamento. Neste contexto, a figura 4.15.a) revela que, com grafos Chord, a
me´trica RAMnode e´ substancialmente maior (em ≈ 100%) do que com grafos DeBruijn;
tal compreende-se pelo facto de, nos u´ltimos, o nu´mero de entradas sucessoras por cada
entrada ser sempre 2 (fixo, portanto), ao passo que, nos primeiros, esse nu´mero e´ L ≥ 1,
valor que cresce uma unidade entre dois esta´gios sucessivos (como mostra a figura 4.15.b)).
Entre esta´gios, RAMnode tende a crescer, para ambos os grafos, embora de forma mais
vincada com grafos Chord; para estes, o nu´mero crescente de sucessoras por entrada e´ a
causa prima´ria para o aumento de RAMnode; de facto, em qualquer esta´gio, o nu´mero de
no´s das rbtrees de evolui sempre de forma semelhante, decaindo de Hmax(n) para Hmin(n);
logo, so´ o aumento da quantidade de informac¸a˜o preservada pelos no´s das rbtrees explica
o aumento do consumo de RAM. Ja´ com grafos DeBruijn, o nu´mero de folhas/entradas
das tries tambe´m decai de Hmax(n) para Hmin(n), mas o nu´mero de sucessoras de cada
folha e´ sempre 2; verifica-se, todavia, um aumento (ligeiro) de RAMnode, entre esta´gios,
consistente com a hipo´tese anteriormente formulada de aumento da profundidade das tries.
45Resultante do ca´lculo de um predecessor de uma certa ordem e da necessidade de visitar mais no´s da
rbtree ate´ ao no´ desejado (rever a descric¸a˜o informal do algoritmo fornecida na secc¸a˜o 4.6.4.4); de facto, o
nu´mero total de no´s visitados (incluindo repetic¸o˜es) por EA-all numa so´ travessia depth-first, tende a ser
menor que o nu´mero de no´s visitados por EA-E-L nas L descidas diferentes que tem de efectuar na rbtree.
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4.9.6 Tempo Total por Cadeia
As figuras 4.16 e 4.17 apresentam a evoluc¸a˜o de TIMEchain (tempo me´dio total por cadeia
de localizac¸a˜o, em µs), para grafos DeBruijn e Chord; para cada grafo, as sub-figuras
a), b), c) e d) apresentam o efeito da variac¸a˜o de NET hop na gama {1,10,100,1000} µs.
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Figura 4.16: TIMEchain para grafos DeBruijn, com NET hop = a) 1, b) 10, c) 100, d) 1000 (µs).
Em termos globais, e´ evidente a mais valia dos algoritmos de Encaminhamento Acele-
rado, menos vincada com NET hop = 1µs
46, mas que sobressai a` medida que NET hop
aumenta. De facto, a` medida que os tempos de comunicac¸a˜o sobem, torna-se mais impor-
tante minimizar o nu´mero de saltos, em detrimento do tempo de CPU necessa´rio a essa
minimizac¸a˜o. Espera-se, assim, que algoritmos com valores similares da distaˆncia dext,
apresentem valores semelhantes de TIMEchain, a partir de um certo valor de NET hop.
Por exemplo, para grafos DeBruijn, os algoritmos EA-L e EA-all exibem valores de
TIMEchain virtualmente ideˆnticos quando NET hop ≥ 100, sendo que esses mesmos al-
goritmos exibem valores similares para as distaˆncias dext (figura 4.12.a)). Analogamente,
para grafos Chord, o posicionamento relativo que EA-E-1, EA-E-L e EA-all apresentam
para a me´trica dext (figura 4.12.b)) e´ conservado para TIMEchain quando NET hop ≥ 100.
46Sendo os algoritmos EA-all para grafos DeBruijn, e EA-E-L para grafos Chord, os mais demorados.
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Figura 4.17: TIMEchain para grafos Chord, com NET hop = a) 1, b) 10, c) 100, d) 1000 (µs).
Os resultados obtidos demonstram o interesse dos nossos algoritmos de Encaminhamento
Acelerado para ambientes WAN (em que NET hop ≥ 1000), o domı´nio usual das DHTs uti-
lizadas em sistemas P2P. Mas, mais importante ainda, os mesmos resultados demonstram
o me´rito desses algoritmos em ambientes cluster, onde tipicamente 10 ≤ NET hop ≤ 100.
A comparac¸a˜o dos resultados para os dois tipos de grafos evidencia a superioridade dos
algoritmos de Encaminhamento Acelerado para grafos Chord, na minimizac¸a˜o do tempo
me´dio consumido em localizac¸a˜o distribu´ıda. Tomando como base de comparac¸a˜o os re-
sultados conseguidos pelo algoritmo mais ra´pido para cada grafo, os tempos conseguidos
com grafos Chord sa˜o da ordem dos 50% dos tempos conseguidos com grafos DeBruijn.
Desta forma, e a na˜o ser que o factor RAM seja bastante relevante, a opc¸a˜o pela abordagem
Chord e´ evidente. A poss´ıvel influeˆncia do factor RAM e´ sistematizada na secc¸a˜o seguinte.
4.9.7 Classificac¸a˜o de Algoritmos
Na secc¸a˜o 4.9.3 definiu-se uma me´trica sinte´tica linear, R(a), que permite determinar
o algoritmo mais competitivo, tendo em conta os factores i) desempenho da localizac¸a˜o
distribu´ıda (veiculado pela me´trica TIMEchain) e ii) consumo de RAM (dado pela me´trica
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RAMnode), afectados de pesos complementares, ωTIME e ωRAM , com ωTIME+ωRAM = 1.
Na figura 4.18, apresentam-se as classificac¸o˜es resultantes da exercitac¸a˜o da me´trica R(a),
para um conjunto seleccionado de algoritmos e va´rias combinac¸o˜es de ωTIME e ωRAM .
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e)
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f)
wTIME = 0.00 , wRAM = 1.00
Figura 4.18: Classificac¸a˜o segundo a me´trica R, para os algoritmos mais ra´pidos.
Assim, consideraram-se apenas os algoritmos que, para cada grafo, minimizam sistemati-
camente TIMEchain, independentemente do valor de NET hop, ou seja, o algoritmo EA-L
para grafos DeBruijn (ver figura 4.16) e EA-all para grafos Chord (ver figura 4.17). A
fim de reduzir o nu´mero de cena´rios a classificar, considerou-se apenas NET hop = 10µs.
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Adicionalmente, as combinac¸o˜es de ωTIME e ωRAM seleccionadas incluem i) as duas situ-
ac¸o˜es extremas, em que so´ o factor Tempo interessa (ωTIME = 1.0 e ωRAM = 0.0) ou so´
o factor RAM interessa (ωTIME = 0.0 e ωRAM = 1.0), ii) e treˆs combinac¸o˜es interme´dias,
que correspondem a flutuac¸o˜es de 25% em cada um dos factores. Desta forma, e´ poss´ıvel
observar a influeˆncia do aumento/diminuic¸a˜o progressiva do peso de cada um dos factores.
Ora, como se pode observar, so´ com ωRAM > 0.5 e´ que o algoritmo EA-L para grafos
DeBruijn consegue uma classificac¸a˜o melhor (ranking inferior) que o algoritmo EA-all
para grafos Chord (embora a figura 4.18.d), que amplia a 4.18.c) para 1 ≤ N ≤ 32,
revele que com ωRAM = 0.5 e um nu´mero muito reduzido de no´s, EA-L ja´ e´ competitivo).
Dito de outra forma, so´ atribuindo a` economia de RAM uma grande importaˆncia, e´ que
a abordagem DeBruijn se tornaria competitiva. Todavia, a reduc¸a˜o em 50% no consumo
de RAM que resultaria da adopc¸a˜o da abordagem DeBruijn, e que e´ observa´vel na figura
4.15.a), tem pouco significado em termos absolutos: de facto, valores ma´ximos de ≈ 1200
bytes para grafos Chord, e ≈ 600 bytes para grafos DeBruijn, sa˜o residuais, comparados
com a capacidade de RAM por no´ que e´ habitual hoje em dia (pelo menos 512 Mbytes). A
u´nica forma de a abordagem DeBruijn ganhar competitividade sera´ pois pela optimizac¸a˜o
agressiva dos seus algoritmos de encaminhamento, de forma a que a diminuic¸a˜o do tempo
de CPU por salto, compense o maior nu´mero de saltos que sa˜o necessa´rios por cadeia.
A conclusa˜o final da nossa avaliac¸a˜o aponta assim para a supremacia dos grafos Chord
completos face aos DeBruijn bina´rios, como vinha sendo sugerido pelos resultados anterio-
res. Os algoritmos de Encaminhamento Acelerado que desenvolvemos para grafos Chord,
suportados pela implementac¸a˜o particular de Red-Black Trees que escolhemos, represen-
tam pois um mecanismo de acelerac¸a˜o da localizac¸a˜o distribu´ıda leve e eficaz, capaz de
rentabilizar a presenc¸a de mu´ltiplas tabelas de encaminhamento em cada no´ de uma DHT.
4.10 Relac¸a˜o com Outras Abordagens
Em abordagens baseadas no paradigma do Hashing Consistente [KLL+97], como e´ o caso
do Chord [SMK+01], cada no´ de uma DHT gere uma partic¸a˜o cont´ınua, de hashes esta´ticos,
derivada a partir do identificador desse no´ e constrangida por ele47. Noutras abordagens,
como a P-Grid [Abe01, AHPS02], na˜o existe um v´ınculo fixo entre os identificadores dos
no´s e os seus hashes, o que e´ explorado com proveito para efeitos de balanceamento de
carga [ADH03, ADH05]. No nosso caso, a atribuic¸a˜o de partic¸o˜es de H descont´ınuas, a
cada no´ (computacional ou virtual) de uma DHT, tem tambe´m impl´ıcita uma dissociac¸a˜o
entre os identificadores dos no´s e os hashes que compo˜em as partic¸o˜es; pore´m, enquanto
que na abordagem P-Grid cada no´ e´ responsa´vel por um u´nico hash (com um nu´mero de
bits dinaˆmico e varia´vel entre no´s), ja´ no nosso caso cada no´ e´ responsa´vel por va´rios hashes
(com um nu´mero de bits dinaˆmico mas igual entre no´s); adicionalmente, na abordagem
P-Grid, i) o hash atribu´ıdo a cada no´ e´ a sequeˆncia de bits correspondente a uma folha
de uma trie bina´ria distribu´ıda e ii) o no´ hospedeiro de cada hash conhece um nu´mero
logar´ıtmico de hospedeiros de outros hashes, a distaˆncias logar´ıtmicas; estas caracter´ısticas
47Ou seja, a partic¸a˜o pode aumentar/diminuir de amplitude, mas sempre na vizinhanc¸a do hash do no´.
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permitem estabelecer algum paralelismo com a visa˜o em trie da evoluc¸a˜o das nossas DHTs,
e com a existeˆncia de um grafo que interliga as folhas dessa trie virtual (rever secc¸a˜o 4.7.2).
A abordagem Kademlia [MM02] partilha semelhanc¸as com a P-Grid, no sentido de que
tambe´m assenta numa trie bina´ria distribu´ıda, em que cada folha e´ identificada pelo menor
nu´mero poss´ıvel de bits, e a complexidade espacial e temporal da localizac¸a˜o e´ logar´ıtmica
no nu´mero de no´s da DHT; todavia, ao contra´rio da P-Grid, a folha da trie correspondente
a um no´ e´ derivada do hash do identificador do no´48; depois, e´ usada uma me´trica XOR
de distaˆncia (na˜o euclidiana), de que basicamente resulta a associac¸a˜o de hashes disper-
sos (na˜o-cont´ınuos) a cada no´ da DHT (tal como acontece na nossa abordagem, embora
explorando a aleatoriedade); precisamente, a mais valia do Kademlia e´ conseguir que a
localizac¸a˜o distribu´ıda continue a ser feita com base num grafo no domı´nio dos no´s, sem
que isso exija continuidade das partic¸o˜es de cada no´, como acontece com o Chord e deriva-
dos; no entanto, continua a existir uma associac¸a˜o r´ıgida entre hashes e no´s, o que se pode
revelar pouco flex´ıvel para uma distribuic¸a˜o de carga de armazenamento na˜o-uniforme.
A abordagem Kademlia preconiza tambe´m o aumento da dimensa˜o das tabelas de enca-
minhamento como forma de acelerac¸a˜o da localizac¸a˜o, conceito que, no nosso caso, esta´
associado a` explorac¸a˜o de va´rias tabelas de encaminhamento em simultaˆneo. Essa possi-
bilidade, sob a designac¸a˜o de encaminhamento por atalhos (shortcut routing), e´ explorada
pela primeira vez no sistema CFS [DKKM01, Dab01], um sistema de ficheiros distribu´ıdo
orientado ao bloco (e apenas de leitura) para ambientes WAN, baseado no paradigma
DHT oferecido pelo Chord, onde se admitem va´rios no´s virtuais por cada no´ da DHT,
cada qual com sua tabela de encaminhamento; as poucas descric¸o˜es da abordagem CFS
[DKKM01, Dab01] sa˜o, todavia, omissas nos detalhes da te´cnica de acelerac¸a˜o utilizada.
Precisamente, apontando o CFS como exemplo, Godfrey et al. [GLS+04] referem que os
atalhos de encaminhamento permitidos pelas tabelas dos no´s virtuais podera˜o garantir
localizac¸a˜o em O(logN ) passos49, o que esta´ de acordo com os resultados obtidos pelos
nossos algoritmos de Encaminhamento Acelerado; com efeito, embora na˜o tenhamos usado
no´s virtuais nas nossas simulac¸o˜es, o facto e´ que cada no´ computacional dispunha de
va´rias tabelas de encaminhamento, correspondentes a hashes dispersos em H sendo que a
utilizac¸a˜o de no´s virtuais no Chord assegura tambe´m uma cobertura topolo´gica dispersa.
Posteriormente, Godfrey [GS05] salienta a sobrecarga espacial e temporal (na localizac¸a˜o
distribu´ıda), derivada da manutenc¸a˜o de mu´ltiplos no´s virtuais por no´ computacional, e
propo˜e o protocolo Y0, derivado do Chord, baseado na agregac¸a˜o dos no´s virtuais de um
mesmo no´, numa zona cont´ıgua de [0, 1); dessa forma, o grafo de localizac¸a˜o pode ser de
novo constru´ıdo no domı´nio dos no´s computacionais, em vez de o ser no domı´nio dos no´s
virtuais; essa vantagem e´ significativa num quadro de operac¸a˜o com um nu´mero muito
elevado de no´s (computacionais e virtuais), o que na˜o corresponde ao nosso cena´rio alvo.
Godfrey observa ainda um efeito acelerador da heterogeneidade (no nu´mero de no´s virtuais
por no´ computacional), no esforc¸o de localizac¸a˜o face a cena´rios homoge´neos, o que na˜o
podemos comprovar dada a orientac¸a˜o dos nossos testes apenas a cena´rios deste tipo.
Nos grafos que seleccionamos para localizac¸a˜o distribu´ıda, exploramos apenas a variante
48Sendo os hashes limitados a 160 bits, enquanto que no P-Grid esse nu´mero e´ virtualmente ilimitado.
49Se entrem no´s virtuais sucessivos (em [0, 1)) de um mesmo no´ computacional, existirem N no´s virtuais.
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unidireccional, de forma a garantir tabelas de encaminhamento pequenas. Como consta-
tamos na secc¸a˜o 4.9.5, os recursos de armazenamento (RAM) necessa´rios para as tabelas,
em cada no´ da DHT, sa˜o mı´nimos, sendo perfeitamente via´veis tabelas com o dobro do
tamanho. Uma hipo´tese interessante seria pois a explorac¸a˜o de variante bidireccionais dos
grafos, capazes de acelerar mais o processo de localizac¸a˜o. Ganesan et al. [GM04], por
exemplo, desenvolveram algoritmos o´ptimos, que asseguram distaˆncia me´dia L/3 em vez
de L/2, para grafos Chord bidireccionais em que o nu´mero de ve´rtices e´ poteˆncia de 2,
como no nosso caso, em que usamos grafos completos em H; quando o nu´mero original de
ve´rtices na˜o e´ poteˆncia de 2, Ganesan et al. propo˜em a formac¸a˜o de grupos de ve´rtices
(com um nu´mero semelhante de ve´rtices por grupo), de forma a que o nu´mero de grupos
seja poteˆncia de 2, sendo depois constru´ıda uma topologia Chord sobre estes grupos; Ga-
nesan et al. efectuam ainda a generalizac¸a˜o de grafos Chord na base 2 a grafos Chord na
base k (em que o nu´mero de ve´rtices e´ poteˆncia de k), com distaˆncias me´dias menores.
Para grafos DeBruijn, a possibilidade de trabalhar numa base k 6= 2 esta´ desde logo
prevista na formulac¸a˜o da secc¸a˜o 4.5.1, bastando recorrer a um alfabeto A de k = #A
s´ımbolos. No nosso caso, uma hipo´tese a explorar seria, por exemplo, utilizar grafos
DeBruijn k-a´rios com k = L = log2H; nesse cena´rio, as tabelas de encaminhamento
teriam L entradas, como no Chord, mas as distaˆncias me´dias seriam menores, de ordem
O((logH)/loglogH), o que e´ o´ptimo; a principal dificuldade a enfrentar seria a necessidade
de criar e lidar com ve´rtices fict´ıcios (em adic¸a˜o aos H hashes), de forma a garantir a
navegabilidade no grafo com base no algoritmo (convencional) de “erosa˜o de s´ımbolos”, o
que so´ seria poss´ıvel com o grafo completo. Neste contexto, as te´cnicas utilizadas na abor-
dagem Koorde [KK03] ou por Riley et al. [RS04] poderiam ser exploradas com proveito.
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Na arquitectura Domus de co-operac¸a˜o de DHTs, introduzida no cap´ıtulo 5, preveˆem-
se diversos atributos das DHTs (no quadro do suporte a` sua heterogeneidade) que lhes
permitem exibir propriedades espec´ıficas, adequadas a diferentes requisitos aplicacionais.
Assumindo a utilizac¸a˜o de grafos Chord completos em H, o algoritmo de localizac¸a˜o,
derivado das contribuic¸o˜es deste cap´ıtulo, surge como um atributo configura´vel das DHTs.
Veremos ainda que, para ale´m da localizac¸a˜o distribu´ıda, e´ poss´ıvel recorrer a outros
me´todos de localizac¸a˜o (como sejam a localizac¸a˜o directa/1-HOP ou o recurso a caches
de localizac¸a˜o) seja de forma isolada, seja de forma combinada, o que permite definir
diferentes estrate´gias de localizac¸a˜o. Posteriormente, no cap´ıtulo 7, teremos oportunidade
de observar o resultado da exercitac¸a˜o em ambiente real (na˜o simulado) de va´rias estra-
te´gias de localizac¸a˜o, no quadro da avaliac¸a˜o de um proto´tipo da arquitectura Domus.
Por fim, espera-se que a utilidade dos nossos algoritmos de encaminhamento acelerado na˜o
se esgote no nosso contexto aplicacional particular. Genericamente, a utilidade dos algo-
ritmos pode ser posta a` prova noutros cena´rios (e.g., DHTs para ambientes P2P), sempre
que haja informac¸a˜o topolo´gica de vizinhanc¸a dispon´ıvel para alimentar esses algoritmos.
Cap´ıtulo 5
Operac¸a˜o Conjunta de DHTs
Resumo
Neste cap´ıtulo introduz-se a arquitectura Domus de suporte a` co-operac¸a˜o (operac¸a˜o con-
junta e integrada) de mu´ltiplas DHTs independentes, vistas como um servic¸o distribu´ıdo
do cluster, orientado ao armazenamento de grandes diciona´rios. Sa˜o apresentadas as enti-
dades e relac¸o˜es da arquitectura, incluindo i) a ana´lise em detalhe dos seus componentes
e subsistemas e ii) a definic¸a˜o dos atributos e invariantes que regulam as suas relac¸o˜es.
5.1 Sinopse
A arquitectura Domus articula os conceitos e os mecanismos adequados ao suporte, de
forma integrada, a` 1) realizac¸a˜o, 2) explorac¸a˜o e 3) gesta˜o de mu´ltiplas DHTs independen-
tes, num cluster de no´s possivelmente heteroge´neos e partilhados por va´rias tarefas, que
executam concorrentemente no cluster, impondo-lhe requisitos dinaˆmicos e imprevis´ıveis.
O suporte a` multiplicidade de DHTs e´ enriquecido pelo suporte a` sua heterogeneidade,
assente na possibilidade de afinar, para cada DHT, um conjunto ba´sico de atributos;
dessa afinac¸a˜o resultam diferentes propriedades, que da˜o resposta a requisitos aplicacionais
espec´ıficos; por exemplo, a simples possibilidade de definir Disco ou RAM como meio de
armazenamento e´ relevante sobre o ponto de vista de requisitos de persisteˆncia e fiabilidade.
A arquitectura preveˆ tambe´m mecanismos de ajuste/balanceamento dinaˆmico de carga
que procuram, por um lado, a) rentabilizar a utilizac¸a˜o dos recursos do cluster e, por
outro, b) assegurar n´ıveis esperados de servic¸o para cada DHT. Assim, as funcionalidades
de enderec¸amento e de armazenamento dos registos de uma DHT sa˜o dissociadas, uma vez
que impo˜em, por princ´ıpio, requisitos de natureza diferente aos no´s computacionais. Essa
dissociac¸a˜o permite que os no´s do cluster executem aquelas funcionalidades de forma di-
ferenciada, possibilidade que pode ser explorada para balanceamento dinaˆmico das DHTs.
Outras facilidades da arquitectura incluem a possibilidade de se i) contrair/expandir a
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utilizac¸a˜o do cluster e ii) congelar/reactivar uma instaˆncia (incluindo, neste caso, a pos-
sibilidade de o fazer para DHTs espec´ıficas); em particular, esta u´ltima funcionalidade
permite que a execuc¸a˜o no cluster de certas aplicac¸o˜es paralelas/distribu´ıdas seja inter-
mitente, ou que recursos limitados, como RAM, possam ser comutados entre DHTs. O
acesso de aplicac¸o˜es clientes a`s DHTs efectua-se por interme´dio de uma biblioteca que dis-
ponibiliza funcionalidades de cara´cter administrativo e operac¸o˜es usuais sobre diciona´rios.
Por fim, mas na˜o menos importante, a arquitectura assenta em contribuic¸o˜es dos cap´ıtulos
3 e 4 (modelo M4 de distribuic¸a˜o heteroge´nea e modelos de localizac¸a˜o distribu´ıda, res-
pectivamente), devidamente adaptadas para suportar a dissociac¸a˜o entre enderec¸amento e
armazenamento. Essa relac¸a˜o com trabalho anterior e´ estabelecida, sempre que oportuno.
5.2 Entidades e Relac¸o˜es
A arquitectura Domus baseia-se num conjunto relativamente restrito de entidades: a)
clientes/aplicac¸o˜es Domus (ou simplesmente aplicac¸o˜es), b) DHTs, c) servic¸os Domus (ou
simplesmente servic¸os), d) servic¸os ba´sicos e e) no´s computacionais (ou simplesmente no´s).
Aplicac¸o˜es e servic¸os sa˜o entidades activas de software, que executam em no´s do cluster;
DHTs sa˜o estruturas de dados (tabelas de hash) distribu´ıdas, realizadas pela colaborac¸a˜o
de servic¸os Domus; os servic¸os ba´sicos (assumidos sempre presentes) asseguram funciona-
lidades de a) passagem de mensagens, b) monitorizac¸a˜o de recursos e c) execuc¸a˜o remota.
Uma instanciac¸a˜o da arquitectura Domus e´ designada por “cluster Domus”. Um cluster
Domus comporta a execuc¸a˜o de pelo menos um servic¸o Domus designado de “supervi-
sor”; todavia, essa configurac¸a˜o tem pouco interesse, dado que o objectivo primordial da
arquitectura e´ realizar DHTs e isso requer a cooperac¸a˜o de um ou mais servic¸os Domus
“regulares”. A figura 5.1 representa um cluster Domus t´ıpico que, na˜o sendo gene´rico, e´
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Figura 5.1: Representac¸a˜o de um cluster Domus t´ıpico.
Na figura 5.1, as va´rias entidades da arquitectura representam-se com base na seguinte
notac¸a˜o: a) ai denota uma aplicac¸a˜o Domus, b) dj denota uma DHT, c) sk denota um
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servic¸o Domus e d) nk denota um no´
1. Adicionalmente, convencionamos representar por
A o conjunto de todas as aplicac¸o˜es, por D o conjunto de todas as DHTs, por S o conjunto
de todos os servic¸os e por N o conjunto de todos os no´s do cluster2. Assim, para o cena´rio
ilustrado: A = {a0, a1, a2}, D = {d0, d1, d2}, S = {s0, s1, ..., s5} e N = {n0, n1, ..., n6}.
Na figura na˜o sa˜o representadas, por simplicidade, aplicac¸o˜es e servic¸os exo´genos a` arqui-
tectura Domus, que podem partilhar os no´s do cluster com aplicac¸o˜es e servic¸os Domus.
5.2.1 Relac¸o˜es
O relacionamento entre as entidades da arquitectura segue regras relativamente simples:
R1: “uma aplicac¸a˜o Domus pode aceder, em simultaˆneo, a va´rias DHTs”;
Exemplo: na figura 5.1, a0 acede a d2 e d1 (os acessos representados pelas se-
tas tracejadas sa˜o virtuais ja´ que, na realidade, as aplicac¸o˜es interactuara˜o com os
servic¸os que suportam as DHTs), ao passo que a1 acede apenas a d0, e a2 acede
apenas a d1; na mesma figura e´ poss´ıvel constatar que a aplicac¸a˜o a1 e´ um cliente
paralelo/distribu´ıdo, operando a partir dos no´s n1 e n4 (sob o ponto de vista da
arquitectura, o facto de um cliente ser centralizado ou distribu´ıdo e´ transparente);
R2: “uma DHT Domus pode ser acedida, em simultaˆneo, por va´rias aplicac¸o˜es Domus”;
Exemplo: na figura 5.1, a DHT d1 e´ acedida em simultaˆneo pelas aplicac¸o˜es a0 e
a2, ao passo que d0 e´ acedida apenas pela aplicac¸a˜o a1 (embora por dois processos
diferentes, pois a1 e´ de tipo distribu´ıdo) e d2 e´ acedida apenas pela aplicac¸a˜o a0;
R3: “uma DHT e´ suportada por um ou mais servic¸os Domus”;
Exemplo: na figura 5.1, a DHT d0 e´ suportada pelos servic¸os s1 e s2, a DHT d2 e´
suportada pelos servic¸os s2, s3 e s4, e a DHT d1 e´ suportada pelos servic¸os s4 e s5;
R4: “um servic¸o Domus pode participar na realizac¸a˜o de zero, uma, ou mais DHTs”;
Exemplo: na figura 5.1, s0 na˜o suporta (ainda) nenhuma DHT, os servic¸os s1, s3 e
s5 suportam todos uma so´ DHT, e os servic¸os s2 e s4 suportam ambos duas DHTs;
R5: “aplicac¸o˜es e servic¸os Domus podem partilhar os no´s do cluster”;
Exemplo: na figura 5.1, os no´s n0, n1 e n4 suportam todos um servic¸o Domus e pelo
menos uma aplicac¸a˜o cliente; alguns no´s podem na˜o executar nem aplicac¸o˜es nem
servic¸os Domus (cena´rio na˜o ilustrado na figura) mas a presenc¸a de servic¸os ba´sicos
e´ suficiente para permitir a sua execuc¸a˜o futura; ale´m disso, como ja´ referimos, e´
admiss´ıvel a partilha dos no´s por aplicac¸o˜es e/ou servic¸os de outra natureza;
1O facto de sk e nk deitarem ma˜o do mesmo ı´ndice k e´ intencional, denotando uma associac¸a˜o biun´ıvoca.
2Note-se que N ganha, a partir deste cap´ıtulo, um significado diferente; ate´ agora, N denotava o
conjuntos de todos os no´s que suportavam uma certa DHT; a partir de agora, N diz respeito ao universo
dos no´s do cluster, sendo necessa´ria notac¸a˜o adicional para denotar os no´s espec´ıficos de uma certa DHT.
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R6: “por cada no´ computacional existe, no ma´ximo, uma instaˆncia de um servic¸o Do-
mus”, suficiente para gerir a participac¸a˜o do no´ na realizac¸a˜o de va´rias DHTs;
Observac¸a˜o: a notac¸a˜o da figura 5.1 reflecte a correspondeˆncia biun´ıvoca entre
servic¸os e no´s computacionais: n0 hospeda s0, ..., nk hospeda (eventualmente
3) sk;
essa correspondeˆncia permite referencia´-los, em certos contextos, de forma indistinta.
5.3 No´s Computacionais
A arquitectura Domus comporta uma certa visa˜o dos no´s do cluster, distribu´ıdos por dife-
rentes categorias. Nesta secc¸a˜o, essa visa˜o e´ formalizada, atrave´s de notac¸a˜o apropriada.
5.3.1 Decomposic¸a˜o Funcional
No aˆmbito da arquitectura Domus, e como e´ desde logo sugerido pela figura 5.1, os no´s do
cluster suportam, em combinac¸o˜es diversas, aplicac¸o˜es Domus, DHTs, servic¸os Domus e
servic¸os ba´sicos. Para la´ do cena´rio representado pela figura 5.1, e´ poss´ıvel caracterizar a
diversidade funcional dos no´s do cluster atrave´s de uma representac¸a˜o mais formal, como
a fornecida pela figura 5.2, que sintetiza todas as combinac¸o˜es poss´ıveis de funcionalidade.
N N(B) N(S) N(D) N(A)
Figura 5.2: Decomposic¸a˜o funcional do conjunto dos no´s do cluster.
A seguinte notac¸a˜o sustenta a representac¸a˜o formal da decomposic¸a˜o funcional do cluster.
Notac¸a˜o: sendo N o conjunto global (indiferenciado) de todos os no´s do cluster, tem-se
• N(B): subconjunto de N que executa servic¸os ba´sicos;
• N(A): subconjunto de N(B) que executa aplicac¸o˜es Domus;
• N(S): subconjunto de N(B) que executa servic¸os Domus;
3Por exemplo, n6 na˜o hospeda (ainda) nenhum servic¸o Domus.
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• N(D): subconjunto de N(S) que participa na realizac¸a˜o de DHTs.
Exemplo: para o cena´rio concreto da figura 5.1, tem-se N = {n0, n1, ..., n6}, N(B) =
{n0, n1, ..., n6}, N(S) = {n0, n1, ..., n5}, N(D) = {n1, n2, ..., n5} e N(C) = {n1, n4, n6}.
Notac¸a˜o: realizando uma caracterizac¸a˜o mais fina dos diversos subconjuntos deN , tem-se
• N(a): subconjunto de N(A) que executa a aplicac¸a˜o a4;
• n(a): um elemento (no´ computacional) de N(a);
• N(d): subconjunto de N(D) que suporta a DHT d;
• n(d): um elemento (no´ computacional) de N(d);
• N(D) =
⋃
d∈DN(d), com base nas definic¸o˜es anteriores.
Exemplo: na figura 5.1, tem-seN(a1) = {n0, n1, n4}, N(a0) = {n4}, N(a2) = {n6}, assim
como N(d0) = {n1, n2}, N(d2) = {n2, n3, n4}, N(d1) = {n4, n5} e N(D) = {n1, n2, ..., n5}.
5.3.2 Dinamismo Funcional
A arquitectura Domus suporta um nu´mero dinaˆmico de aplicac¸o˜es, DHTs e servic¸os. Como
tal, o papel que cada no´ desempenha num cluster Domus pode mudar. A expansa˜o ou con-
tracc¸a˜o dos conjuntos N(C), N(S), N(D) e N(B) esta´ apenas condicionada a`s fronteiras
representadas na figura 5.2, ou seja: N(B) ⊆ N , [N(S)∪N(C)] ⊆ N(B) e N(D) ⊆ N(S).
A modificac¸a˜o de N(C) depende de mecanismos externos a` arquitectura (e.g., mecanismos
automa´ticos embutidos nas aplicac¸o˜es, ou baseados no livre arb´ıtrio dos utilizadores).
Ana´logamente, a evoluc¸a˜o da composic¸a˜o de N(B) e´ regulada por mecanismos espec´ıficos
da arquitectura dos servic¸os ba´sicos, cujos detalhes caiem fora do aˆmbito desta discussa˜o.
Para o conjunto global (indiferenciado) de todos os no´s do cluster, N , assume-se que e´ a
entidade administradora do cluster a responsa´vel pela gesta˜o da sua composic¸a˜o.
Relativamente a N(S) e N(D), a sua expansa˜o/contracc¸a˜o pode ser efectuada quer por
razo˜es exo´genas de cara´cter administrativo, quer em resposta a mecanismos endo´genos de
balanceamento, sendo ambos os casos suportados de forma adequada pela arquitectura.
5.4 Servic¸os Ba´sicos
Aplicac¸o˜es e servic¸os Domus assumem a disponibilidade de uma infra-estrutura de base,
designada precisamente de servic¸os ba´sicos, que providenciam: a) passagem de mensagens
(de alto desempenho, idealmente), b) monitorizac¸a˜o de recursos e c) execuc¸a˜o remota.
4Sendo a convencional/centralizada, enta˜o #N(a) = 1; sendo paralela/distribu´ıda, enta˜o #N(a) ≥ 2.
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Um mecanismo de passagem de mensagens de elevado desempenho e´ essencial para que
aplicac¸o˜es e servic¸os Domus possam comunicar de forma expedita. Para maximizar a explo-
rac¸a˜o do paralelismo potencial dos no´s, aplicac¸o˜es e servic¸os Domus podera˜o ser baseados
em mu´ltiplos fios de execuc¸a˜o, sendo portanto deseja´vel um mecanismo de comunicac¸a˜o
que suporte tambe´m a troca de mensagens entre fios de execuc¸a˜o em no´s diferentes.
A catalogac¸a˜o e monitorizac¸a˜o de recursos e´ tambe´m necessa´ria tendo em vista, por um
lado, a gerac¸a˜o de distribuic¸o˜es iniciais balanceadas paras as DHTs e, por outro, a manu-
tenc¸a˜o dinaˆmica desse balanceamento, seja em resultado de mudanc¸as no n´ıvel de utiliza-
c¸a˜o dos recursos, seja em resultado de mudanc¸as no nu´mero de no´s participantes na DHT.
Estas questo˜es sera˜o tratadas com a profundidade devida ao longo do pro´ximo cap´ıtulo.
Finalmente, a disponibilidade de execuc¸a˜o remota permitira´ na˜o so´ efectuar o arranque de









Figura 5.3: Servic¸os ba´sicos como intermedia´rios entre aplicac¸o˜es e servic¸os Domus.
A figura 5.3 amplia parte da figura 5.1, revelando que as interacc¸o˜es (setas bidireccionais
cont´ınuas) entre aplicac¸o˜es e servic¸os Domus sa˜o mediadas pelos servic¸os ba´sicos. Na figura
e´ tambe´m clara a distinc¸a˜o entre o acesso (virtual) de uma aplicac¸a˜o a uma DHT (seta
bidireccional tracejada) e a interacc¸a˜o (real) da aplicac¸a˜o com os servic¸os que a suportam.
5.5 Dissociac¸a˜o Enderec¸amento – Armazenamento
Ate´ agora assumimos, implicitamente, que a atribuic¸a˜o de uma certa entrada de uma
DHT a um determinado no´ computacional5 e´ feita no pressuposto de que o no´ em causa
sera´ o responsa´vel pelo armazenamento dos registos associados a` entrada6; adicionalmente,
assumimos que, no aˆmbito da utilizac¸a˜o de mecanismos de localizac¸a˜o distribu´ıda, o mesmo
no´ alojara´ as tabelas de encaminhamento de todas as entradas que lhe foram atribu´ıdas.
Em tal contexto, cada no´ de uma DHT assume simultaneamente a gesta˜o do armazena-
mento e a gesta˜o do enderec¸amento das suas entradas; equivalentemente, pode-se dizer
5Definic¸a˜o da correspondeˆncia entrada 7→ no´ ou, equivalentemente, posicionamento da entrada no no´.
6Associac¸a˜o efectuada por via da aplicac¸a˜o da func¸a˜o de hash da DHT, a`s chaves dos registos.
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tambe´m que cada no´ realiza as func¸o˜es de armazenamento e as func¸o˜es de enderec¸amento
das entradas que lhe foram atribu´ıdas, ou seja, verifica-se uma unia˜o/associac¸a˜o funcional,
na mesma entidade, entre as func¸o˜es de enderec¸amento e de armazenamento das entradas.
Numa linha diferente, a arquitectura Domus suporta a dissociac¸a˜o funcional de enderec¸a-
mento e armazenamento: se um certo (no´) servic¸o assume a gesta˜o de enderec¸amento de
uma entrada, podera´ ser esse ou outro (no´) servic¸o a realizar a correspondente gesta˜o de
armazenamento. Neste contexto, designamos por (no´) servic¸o de enderec¸amento de uma
entrada o (no´) servic¸o que efectua a sua gesta˜o de enderec¸amento, e por (no´) servic¸o de
armazenamento de uma entrada o (no´) servic¸o responsa´vel pela gesta˜o de armazenamento.
A dissociac¸a˜o funcional entre enderec¸amento e armazenamento permitira´ que os servic¸os
Domus executem essas funcionalidades em combinac¸o˜es diversas e em gradac¸o˜es compat´ı-
veis com as caracter´ısticas e recursos dispon´ıveis dos no´s hospedeiros. Por exemplo, num
no´ as condic¸o˜es podem ser prop´ıcias a` execuc¸a˜o de func¸o˜es de armazenamento (tipicamente
I/O bound e dependentes de memo´ria secunda´ria), ao passo que podem ser, noutro no´,
adequadas ao desempenho de func¸o˜es de enderec¸amento (execuc¸a˜o de algoritmos de enca-
minhamento, tipicamente CPU bound e sens´ıveis a` disponibilidade de memo´ria prima´ria).
5.5.1 Refinamento do Conceito de No´ Virtual
A arquitectura Domus adopta o modelo M47 de Distribuic¸a˜o Heteroge´nea com Hashing
Dinaˆmico do cap´ıtulo 3. Nesse modelo, um no´ virtual equivale a um nu´mero de entradas8:
1) cada no´ computacional n que participa numa DHT, tem associado um certo nu´mero
de no´s virtuais, V(n); 2) por cada no´ virtual v, um no´ computacional n tera´ direito a um
nu´mero de entradas, varia´vel entre os limites Hmin(v) e Hmax(v); 3) no computo global,
V(n) no´s virtuais traduzir-se-a˜o em H(n) entradas atribu´ıdas a n. Dado que, ate´ agora, o
enderec¸amento e armazenamento de uma entrada se assumiram acoplados, enta˜o n seria
responsa´vel pela gesta˜o do enderec¸amento e do armazenamento das suas H(n) entradas.
A dissociac¸a˜o enderec¸amento-armazenamento das entradas tem implicac¸o˜es sobre o con-
ceito de no´ virtual. Em particular, implica a existeˆncia de no´s virtuais de duas espe´cies,
a) no´s virtuais de enderec¸amento e b) no´s virtuais de armazenamento, conotados com o
balanceamento de gra˜o-grosso (e independente) dessas func¸o˜es. Neste contexto, define-se9:
• Ve(n): nu´mero total10 de no´s virtuais de enderec¸amento, atribu´ıdos a n;
• Ve(d): nu´mero total de no´s virtuais de enderec¸amento, da DHT d;
• Ve(d, n): nu´mero total de no´s virtuais de enderec¸amento da DHT d, atribu´ıdos a n;
• Va(n), Va(d), Va(d, n): notac¸a˜o equivalente a` anterior, mas para o armazenamento.
7A arquitectura tambe´m e´ compat´ıvel com o modelo M2 de distribuic¸a˜o homoge´nea dado que, com um
nu´mero comum de no´s virtuais para todos os no´s/servic¸os da DHT (sendo suficiente, para tal, a definic¸a˜o
V(n) = 1 ∀n ∈ N (ou seja, um no´ virtual, por cada no´)), o modelo M4 transfigura-se no modelo M2.
8Ao passo que na variante M4’ do modelo M4, um no´ virtual e´ visto como um conjunto de entradas,
em que a identidade das entradas, para ale´m do seu nu´mero, passam a ser relevantes (rever secc¸a˜o 3.7.1).
9Esta notac¸a˜o e´ tambe´m aplica´vel a servic¸os Domus, bastando substituir, onde for oportuno, n por s.
10Ver a secc¸a˜o 5.6.3 para uma definic¸a˜o formal de Ve(n).
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Durante a participac¸a˜o de um mesmo no´ n numa mesma DHT d, o nu´mero adequado de
no´s virtuais das duas espe´cies, no quadro dessa participac¸a˜o – Ve(d, n) e Va(d, n) –, podera´
variar, de forma independente. Em consequeˆncia, o nu´mero total de no´s virtuais das duas
espe´cies, para a DHT d – Ve(d) e Va(d) –, evoluira´ tambe´m de forma independente.
Todavia, essa evoluc¸a˜o esta´ condicionada por certos invariantes, c.f se descreve de seguida.
A expressa˜o 3.20, para o nu´mero global de entradas de uma DHT sob o modelo M4 e´:
H = 2L com L = ceil(log2[V ×Hmin(v)])
Considerando a existeˆncia de no´s virtuais de duas espe´cies, da expressa˜o anterior resulta
He(d) = 2L
e(d) com Le(d) = ceil(log2[V
e(d)×Hmin(v)]) (5.1)
Ha(d) = 2L
a(d) com La(d) = ceil(log2[V
a(d) ×Hmin(v)]) (5.2)
Ora, uma vez que aquilo que se pretende e´ suportar, de forma desacoplada, o enderec¸a-
mento e o armazenamento das entradas de uma mesma DHT, enta˜o e´ o´bvio que He(d) e
Ha(d) teˆm que ser iguais; ora, para que isso acontec¸a, Ve(d) e Va(d) na˜o teˆm de ser iguais,
pois existem intervalos de variac¸a˜o de Ve(d) e Va(d) ao longo dos quais He(d) e Ha(d)
coincidem; mais especificamente, essa coincideˆncia verifica-se desde que Ve(d) e Va(d) per-
tenc¸am ao mesmo intervalo delimitado por duas poteˆncias de 2 consecutivas; ao longo
desse intervalo, Ve(d) e Va(d) podem evoluir independentemente; se um desses valores ul-
trapassar as fronteiras do intervalo actual, enta˜o o outro tera´ de ser aumentado/diminu´ıdo
(apenas) o suficiente para transitarem conjuntamente para o pro´ximo intervalo; este raci-
oc´ınio e´ aplicado tambe´m durante a definic¸a˜o dos valores iniciais de Ve(d) e Va(d).
A tabela 5.1 apresenta um invariante que traduz a interdependeˆncia entre o nu´mero de
entradas de uma DHT e o de no´s virtuais de cada espe´cie. O invariante e´ o primeiro de
um conjunto de outros (que sera˜o apresentados na secc¸a˜o 5.8), cuja validade permanente
garante a consisteˆncia das relac¸o˜es entre os va´rios componentes da arquitectura Domus.
I0 : H(d) == 2L
e(d) == 2L
a(d)
( com Le(d) = ceil[log2(Ve(d)×Hmin(v))] e La(d) = ceil[log2(Va(d) ×Hmin(v))] )
– o nu´mero de entradas da DHT deve coincidir para as duas espe´cies de no´s virtuais
Tabela 5.1: Invariante Base da Dissociac¸a˜o Enderec¸amento - Armazenamento.
5.5.1.1 Significado do Nu´mero de No´s Virtuais
Como referimos na secc¸a˜o 3.5.2, o nu´mero de no´s virtuais de uma DHT, ou dos seus
no´s/servic¸os, pode ter va´rias leituras e resultar de lo´gicas diversas, desde que associadas
ao suporte de uma distribuic¸a˜o eventualmente heteroge´nea da DHT, e acompanhadas de
crite´rios para a definic¸a˜o do nu´mero global e individual de no´s virtuais. Analisemos, enta˜o,
algumas das possibilidades que fazem sentido, no contexto da arquitectura Domus:
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1. Ve(d) e Va(d) traduzem um certo grau de paralelismo/distribuic¸a˜o potencial, no de-
sempenho das func¸o˜es de enderec¸amento e armazenamento; esse grau so´ e´ real quando
N e(d) = Ve(d) e N a(d) = Va(d) o que, teoricamente, e´ poss´ıvel (ver secc¸a˜o 5.8.3.4);
neste contexto, a motivac¸a˜o para uma definic¸a˜o/limitac¸a˜o administrativa (e.g., na
criac¸a˜o da DHT) de Ve(d) e Va(d) sera˜o essencialmente requisitos de desempenho;
2. Va(d) traduz, indirectamente, a capacidade de armazenamento potencial11 da DHT,
desde que definida uma capacidade de armazenamento associada a cada no´ virtual de
armazenamento (ver secc¸a˜o 5.8.3.9); neste contexto, a motivac¸a˜o para uma definic¸a˜o
administrativa de Va(d) (e da capacidade de armazenamento associada a cada no´
virtual) sera˜o essencialmente requisitos de espac¸o de armazenamento;
3. Ve(d, n) e Va(d, n) traduzem o n´ıvel de participac¸a˜o de um no´ n no enderec¸amento
e no armazenamento da DHT d; a definic¸a˜o de Ve(d, n) e de Va(d, n) obedece a
mecanismos automa´ticos, discutidos com profundidade ao longo do cap´ıtulo 6.
5.5.1.2 Irrelevaˆncia da Identidade das Entradas de um No´ Virtual
Antes de prosseguir, aprofundamos a relevaˆncia do nu´mero de entradas de um no´ virtual,
face a` irrelevaˆncia da identidade dessas entradas. Com efeito, na arquitectura Domus, o
facto de um no´ n da DHT d exibir/reclamar Ve(d, n) no´s virtuais de enderec¸amento, e de
isso lhe conferir o direito a um conjunto de entradas He(n, d) para efeitos de enderec¸a-
mento, na˜o implica o particionamento efectivo de He(n, d) em Ve(d, n) subconjuntos (o
mesmo racioc´ınio e´ aplica´vel no contexto do armazenamento, para Ha(n, d) e Va(d, n)).
Dito de outra forma, as entradas na˜o “pertencem” a no´s virtuais, mas a no´s computacio-
nais (ou, equivalentemente, a servic¸os Domus)12; esta abordagem, sendo suficiente para a
aplicac¸a˜o do modelo M4, evita a sobrecarga da gesta˜o separada de no´s virtuais do mesmo
no´/servic¸o e, sobretudo, permite maior flexibilidade na gesta˜o das entradas locais de uma
DHT (e.g., sendo necessa´rio migrar uma entrada, a` partida qualquer entrada e´ eleg´ıvel).
5.6 Servic¸os Domus Regulares
Os servic¸os Domus sa˜o os “blocos construtores” da arquitectura Domus13: e´ a cooperac¸a˜o
entre servic¸os Domus que fornece aos clientes/aplicac¸o˜es Domus a abstracc¸a˜o de uma
ou mais DHTs, de dimenso˜es virtualmente enormes. A arquitectura preveˆ dois tipos de
servic¸os Domus: 1) servic¸os Domus “regulares/indiferenciados” (ou simplesmente servic¸os)
e 2) um servic¸o Domus “supervisor” (ou simplesmente supervisor). Nesta secc¸a˜o detemo-
nos no estudo dos servic¸os regulares. O papel do supervisor e´ discutido na secc¸a˜o 5.7.
11Porque o espac¸o de armazenamento na˜o e´ efectivamente reservado (ver secc¸a˜o 6.9).
12Dito ainda de outra forma: na˜o e´ mantida qualquer associac¸a˜o entre o identificador de uma entrada e
um hipote´tico identificador de no´ virtual, simplesmente porque na˜o e´ necessa´rio nomear os no´s virtuais.
13Embora essenciais a` sua realizac¸a˜o, os servic¸os ba´sicos consideram-se quase externos a` arquitectura,
pois a sua execuc¸a˜o no cluster podera´ ser justificada no quadro do suporte a outras aplicac¸o˜es e servic¸os.

















Figura 5.4: Arquitectura interna de um servic¸o Domus (regular).
A figura 5.4 e´ uma representac¸a˜o de alto n´ıvel da arquitectura interna de um servic¸o Do-
mus. Assim, um servic¸o Domus comporta: a) um subsistema de front-end (SF), b) um
subsistema de balanceamento (SB), c) um subsistema de enderec¸amento (SE) e d) um sub-
sistema de armazenamento (SA). A definic¸a˜o destes subsistemas na˜o so´ traduz uma estru-
turac¸a˜o modular como reflecte a filosofia de dissociac¸a˜o enderec¸amento-armazenamento.
Cada servic¸o Domus desempenha enta˜o func¸o˜es de enderec¸amento, armazenamento e balan-
ceamento, atrave´s de subsistemas espec´ıficos. O desempenho da func¸a˜o de balanceamento e´
mandato´ria: todos os servic¸os Domus participam nummecanismo global de balanceamento
dinaˆmico que determina a forma como as func¸o˜es de enderec¸amento e armazenamento sa˜o
assumidas entre eles. As func¸o˜es de enderec¸amento e armazenamento sa˜o facultativas e
independentes (podendo ser desempenhadas em combinac¸o˜es diversas – ver a seguir). O
subsistema de front-end recepciona e multiplexa as mensagens dirigidas ao servic¸o Domus.
Note-se que, apesar da dissociac¸a˜o funcional na origem da sua definic¸a˜o, o SE, SA e SB na˜o
sa˜o estanques, podendo manter interacc¸o˜es diversas, como sugerem as setas horizontais.
5.6.2 Flexibilidade Funcional
Num servic¸o Domus, o subsistema de front-end e o de balanceamento esta˜o sempre activos.
Os subsistemas de enderec¸amento e de armazenamento podera˜o ser activados ou desacti-
vados, de forma independente entre si. Essa independeˆncia tambe´m se verifica na definic¸a˜o
das DHTs suportadas (e, a um n´ıvel mais fino, na definic¸a˜o das entradas geridas14).
Assim, enquanto que noutras abordagens a DHTs, as entidades que as sustentam gozam de
paridade funcional permanente (ou seja, desempenham todas, e sempre, o mesmo tipo de
func¸o˜es), na arquitectura Domus essa paridade, embora potencial, podera´ na˜o ser efectiva.
14Ou seja, mesmo que o subsistema de enderec¸amento e o subsistema de armazenamento participem na
realizac¸a˜o de uma mesma DHT, podera˜o fazeˆ-lo para diferentes conjuntos de entradas dessa DHT.
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Neste contexto, a regra arquitectural R4 pode ser refinada, veiculando de forma expl´ıcita a
flexibilidade funcional permitida a um servic¸o Domus: “um servic¸o Domus podera´ partici-
par na realizac¸a˜o de diversas DHTs, atrave´s de mu´ltiplas combinac¸o˜es de funcionalidade”.
Dos servic¸os Domus com apenas o subsistema de front-end e o de balanceamento activos,
diz-se que teˆm uma participac¸a˜o potencial na realizac¸a˜o de DHTs; dos que teˆm o subsistema
de enderec¸amento e/ou de armazenamento activo, diz-se que teˆm uma participac¸a˜o real
nessa realizac¸a˜o. Naturalmente, a realizac¸a˜o de uma DHT obriga a que haja pelo menos
um servic¸o Domus com o respectivo subsistema de enderec¸amento activo e um servic¸o
Domus (que pode ser o mesmo) com o respectivo subsistema de armazenamento activo.
A figura 5.5 refina a figura 5.1, representando uma possibilidade de suporte dos sub-
















Figura 5.5: Flexibilidade Funcional (possibilidade compat´ıvel com o cena´rio da figura 5.1).
Assim, para a DHT d0, o enderec¸amento e´ suportado pelo SE de s1 e o armazenamento
pelos SAs de s1 e s2; para a DHT d2, o enderec¸amento e o armazenamento sa˜o ambos
suportados pelos servic¸os s2, s3 e s4, atrave´s dos respectivos SEs e SAs; para a DHT d1, o
enderec¸amento e´ suportado pelo SE de s4 e s5, e o armazenamento pelo SA de s4. Apesar
de representado, o SA de s5 esta´ inactivo, pois na˜o suporta ainda nenhuma DHT. Esta
descric¸a˜o pode-se fazer em termos formais, recorrendo a notac¸a˜o apropriada (ver a seguir).
5.6.3 Decomposic¸a˜o Funcional
Para ale´m de exemplos concretos, que ilustram a flexibilidade e diversidade funcional dos
servic¸os Domus (como o fornecido pela figura 5.5), e´ u´til dispor de notac¸a˜o adequada,
compat´ıvel com uma descric¸a˜o mais formal da arquitectura interna dos servic¸os Domus e
da sua relac¸a˜o com outros componentes. No que se segue, introduz-se a notac¸a˜o relevante15
com o apoio da figura 5.6, que permite visualizar parte das relac¸o˜es formais estabelecidas.
Notac¸a˜o: sendo S o conjunto global dos servic¸os Domus de um cluster Domus, tem-se
• S(D): subconjunto de S com suporte real/efectivo a DHTs (*);
• S(∅): subconjunto de S com suporte potencial a DHTs (*);
• S = S(D) ∪ S(∅).
15A notac¸a˜o assinalada com (*) e´ tambe´m aplica´vel a no´s (computacionais); para o efeito, basta substituir
os s´ımbolos s (servic¸o) e S (conjunto de servic¸os) por n (no´) e N (conjunto de no´s), respectivamente.

















Figura 5.6: Decomposic¸a˜o funcional do conjunto dos servic¸os Domus de um cluster Domus.
Exemplo: na figura 5.1, tem-se S(D) = {s1, s2, ..., s5}, S(∅) = {s0} e S = {s0, s1, ..., s5}.
Notac¸a˜o(*): caracterizando os servic¸os S(D) pelas DHTs espec´ıficas suportadas, tem-se
• S(d): subconjunto de S(D) que suporta a DHT d;




Exemplo: reportando-nos ao cena´rio da figura 5.1, tem-se S(d0) = {s1, s2}, S(d2) =
{s2, s3, s4}, S(d1) = {s4, s5} bem como S(D) = S(d0) ∪ S(d2) ∪ S(d1) = {s1, s2, ..., s5}.
Notac¸a˜o(*): sendo D o conjunto global das DHTs instanciadas no cluster Domus, tem-se
• D(s): DHTs de D suportadas, de alguma forma16, pelo servic¸o s;
• d(s): um elemento (DHT) de D(s);
• D = D(S) =
⋃
s∈SD(s).
Exemplo: na figura 5.1, tem-se D(s2) = {d0, d2} e D =
⋃5
k=1D(sk) = {d0, d2, d1}.
Notac¸a˜o(*): sendo H(d) o conjunto global das entradas da DHT d, convenciona-se
• H(d, s): entradas de d suportadas, de alguma forma16, pelo servic¸o s ∈ S(d);




Notac¸a˜o(*): tendo em conta o desacoplamento enderec¸amento-armazenamento, tem-se
16Seja no contexto do enderec¸amento, seja no do armazenamento.
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• Se(D) / Sa(D): subconjunto de S(D) que participa no endere./armaze. de DHTs;
• S(D) = Se(D) ∪ Sa(D);
• Se(d) / Sa(d): subconjunto de S(d) que suporta o endere./armaze. da DHT d17;
• se(d) / sa(d): um elemento (servic¸o) de Se(d) / Sa(d);
• S(d) = Se(d) ∪ Sa(d), Se(D) =
⋃
d∈D S




• De(s) / Da(s): DHTs de D, cujo endere./armaze. e´ suportado pelo servic¸o s;
• de(s) / da(s): um elemento (DHT) de De(s) / Da(s);
• D(s) = De(s) ∪Da(s);
• He(d, s) / Ha(d, s): entradas de d cujo endere./armaze. e´ gerido pelo servic¸o s;
• he(d, s) / ha(d, s): um elemento (entrada) de He(d, s) / Ha(d, s);




e(d, s) e Va(s) =
∑
d∈Da(s) V
a(d, s): nu´mero total de no´s virtuais
de cada espe´cie, atribu´ıdos ao servic¸o s (complemento das definic¸o˜es da secc¸a˜o 5.5.1)
Exemplos: na figura 5.5 tem-se
• Se(d0) = {s1}, S
a(d0) = {s1, s2}, S
e(d2) = {s2, s3, s4}, S
a(d2) = {s2, s3, s4},
Se(d1) = {s4, s5}, S
a(d1) = {s4}, S
e(D) = {s1, ..., s5} e S
a(D) = {s1, ..., s4}.
• D(s2) = {d0, d2}, D
e(s2) = {d2}, D
a(s2) = {d0, d2} eD =
⋃5
k=1D(sk) = {d0, d2, d1}.
5.6.4 Subsistema de Front-End
O subsistema de front-end (SF) e´ responsa´vel a) pela recepc¸a˜o das mensagens dirigidas ao
servic¸o Domus e b) sua multiplexagem pelos restantes subsistemas (SA, SB e SE).
Em vez de uma atribuic¸a˜o simples, por ordem de chegada, as mensagens podem ser entre-
gues aos subsistemas SA, SB e SE, para processamento, de forma a balancear a utilizac¸a˜o
dos recursos do no´ hospedeiro. Por exemplo, espera-se que o SE seja predominantemente
CPU bound, pelo que conve´m intercalar o processamento de mensagens dirigidas a esse
subsistema, com outras dirigidas ao SA, o qual se espera sobretudo IO bound.
O SF efectuaria assim um primeiro n´ıvel de balanceamento de carga local (mais dif´ıcil de
realizar com front-ends espec´ıficos para o SB, SA e SE), complementar a outros mecanismos
da arquitectura; para o efeito, uma possibilidade passa pela gesta˜o adequada de uma fila
de mensagens e da sua atribuic¸a˜o a fios de execuc¸a˜o pre´-associados aos outros subsistemas.
17Tambe´m designado por domı´nio de enderec¸amento / domı´nio de armazenamento – ver secc¸a˜o 5.8.3.4.
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5.6.5 Subsistema de Enderec¸amento
O subsistema de enderec¸amento (SE) de um servic¸o Domus realiza a gesta˜o de ende-
rec¸amento de subconjuntos de entradas, de uma ou mais DHTs. Em termos formais:
para cada DHT d ∈ De(s), o SE de s gere o enderec¸amento das entradas He(d, s), em
nu´meroHe(d, s). A definic¸a˜o do nu´mero de entradas resulta da aplicac¸a˜o do modelo M4 de
distribuic¸a˜o heteroge´nea descrito no cap´ıtulo 3, complementado pelos modelos do cap´ıtulo
6. A identidade das entradas e´ definida com base nos mecanismos descritos no cap´ıtulo 4.
Equivalentemente, o SE de s realiza a gesta˜o de enderec¸amento de um nu´mero total de
Ve(n) no´s virtuais de enderec¸amento, relativos a uma ou mais DHTs, sendo o nu´mero
espec´ıfico para cada d ∈ De(s) denotado por Ve(d, s). Assim, e´ como se cada conjunto
He(d, s) de entradas se pudesse decompor em Ve(d, s) subconjuntos, com um nu´mero
me´dio de H
e
(d, s, ve) entradas por subconjunto / no´ virtual (ve), dado simplesmente por
H
e




No SE de s, a gesta˜o de enderec¸amento de d ∈ De(s) inclui: a) a gesta˜o da informac¸a˜o de
enderec¸amento de He(d, s) e b) a participac¸a˜o na localizac¸a˜o distribu´ıda de entradas de d.
5.6.5.1 Informac¸a˜o de Enderec¸amento
A informac¸a˜o de enderec¸amento de uma entrada (hash) h inclui o identificador da entrada
(h), uma tabela de encaminhamento (TE) e uma refereˆncia de armazenamento (RA).
A tabela de encaminhamento espec´ıfica de cada entrada regista refereˆncias de enderec¸a-
mento (REs), ou seja, refereˆncias para o no´/servic¸o de enderec¸amento de outras entradas
da mesma DHT, em nu´mero limitado e definidas deterministicamente. Essa definic¸a˜o e´
condicionada pelo opc¸a˜o de recorrer a um grafo Chord de suporte a` localizac¸a˜o distribu´ıda
de entradas da DHT, de acordo com a nossa pro´pria abordagem, descrita no cap´ıtulo 418.
A refereˆncia de armazenamento de uma entrada concretiza a dissociac¸a˜o entre enderec¸a-
mento e armazenamento: identifica o no´/servic¸o de armazenamento da entrada, que pode
coincidir com o no´/servic¸o de enderec¸amento (refereˆncia local) ou na˜o (refereˆncia remota).
A figura 5.7 representa alguns destes conceitos, de uma forma consistente com os pape´is
estabelecidos na figura 5.5, para os servic¸os s3, s4 e s5, no suporte a`s DHTs d2 e d1.
A informac¸a˜o de enderec¸amento e´ mantida pelo SE de cada servic¸o em contextos espec´ıficos
por DHT, representados na figura 5.7 por caixas tracejadas; um ı´ndice de enderec¸amento
(IE) reu´ne a informac¸a˜o de enderec¸amento de cada contexto, indexando-a pelo identifica-
dor (h) das entradas; a representac¸a˜o do ı´ndice de enderec¸amento em triaˆngulo sugere o
recurso a uma estrutura de dados arborescente para a sua realizac¸a˜o; essa estrutura pode
ser uma evoluc¸a˜o das a´rvores de encaminhamento referidas no cap´ıtulo 4, relativamente
a`s quais e´ apenas necessa´rio acrescentar o suporte a`s refereˆncias de armazenamento.
18Neste contexto, rever a secc¸a˜o 4.4.4, onde se introduz o conceito de Tabela de Encaminhamento.


























Figura 5.7: Informac¸a˜o de Enderec¸amento (possibilidade compat´ıvel com a figura 5.5).
A figura 5.7 ilustra tambe´m uma definic¸a˜o poss´ıvel de refereˆncias de armazenamento de
tipo local e remoto19: para o servic¸o s3, as refereˆncias de armazenamento representadas sa˜o
todas locais; para o servic¸o s4, algumas refereˆncias de armazenamento relativas a` DHT d2
sa˜o locais e outras sa˜o remotas (apontando para s3); para o servic¸o s4, todas as refereˆncias
de armazenamento representadas, relativas a` DHT d1, sa˜o locais; finalmente, para o servic¸o
s5, todas as refereˆncias de armazenamento representadas sa˜o remotas (apontando para s4).
5.6.5.2 Localizac¸a˜o (Distribu´ıda) de Entradas
A dissociac¸a˜o entre enderec¸amento e armazenamento introduz uma conotac¸a˜o dupla no
conceito de “localizac¸a˜o de uma entrada”. Assim, “localizar uma entrada” significa, em
primeira instaˆncia, “localizar o seu servic¸o de enderec¸amento”; em geral, esta localizac¸a˜o
ocorrera´ associada tambe´m a` “localizac¸a˜o do servic¸o de armazenamento” da entrada.
A localizac¸a˜o do servic¸o de armazenamento de uma entrada e´ feita com o objectivo de
aceder a registos associados a` entrada, residentes no no´/servic¸o de armazenamento da
entrada. Dado que a refereˆncia de armazenamento de uma entrada e´ preservada lado-a-
lado com a sua tabela de encaminhamento, a localizac¸a˜o do servic¸o de armazenamento e´
resolvida localmente (sem acesso a` rede), pelo no´/servic¸o de enderec¸amento da entrada.
A localizac¸a˜o do servic¸o de enderec¸amento de uma entrada, sem localizac¸a˜o associada do
servic¸o de armazenamento, tambe´m faz sentido; por exemplo, modificando-se o servic¸o
de enderec¸amento de uma entrada (e.g., em resultado dos mecanismos de balanceamento
dinaˆmico descritos no cap´ıtulo 6), sera´ preciso localizar todas as antecessoras da entrada
no grafo Chord, a fim de actualizar as tabelas de encaminhamento dessas antecessoras.
A localizac¸a˜o distribu´ıda de uma “entrada alvo” obedece a um procedimento gene´rico: a
localizac¸a˜o inicia-se pela consulta da tabela de encaminhamento de uma“entrada inicial”; a
informac¸a˜o topolo´gica a´ı preservada permite determinar qual a pro´xima entrada a“visitar”
(ou melhor, qual a pro´xima tabela de encaminhamento a consultar); o processo repete-se
por cada entrada visitada, de forma a que a distaˆncia topolo´gica a` entrada alvo diminui
consistentemente, ate´ que essa entrada seja localizada; a cadeia de encaminhamento da´-se
por conclu´ıda quando a entidade que solicitou a localizac¸a˜o e´ informada do seu resultado.
Em cada no´/servic¸o visitado, sa˜o aplica´veis os algoritmos de encaminhamento acelerado
que desenvolvemos no cap´ıtulo 4, sendo neste caso realizados sobre a estrutura de dados
19Na˜o sa˜o ilustradas as refereˆncias de enderec¸amento, contidas nas tabelas de encaminhamento.
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que implementa o ı´ndice de enderec¸amento local da DHT e que, como ja´ se referiu, sera´
basicamente uma evoluc¸a˜o das a´rvores de encaminhamento introduzidas nesse cap´ıtulo.

































Figura 5.8: Localizac¸a˜o Distribu´ıda (cena´rio compat´ıvel com as figuras 5.1 e 5.5).
Na figura, a aplicac¸a˜o a0, envolvida no acesso a` DHT d2, submete um pedido de localizac¸a˜o
de uma entrada de d2, ao servic¸o s2, que e´ servic¸o de enderec¸amento de d2 (passo 1). A
informac¸a˜o de enderec¸amento dispon´ıvel em s2, acerca de d2, permite definir s3 como o
pro´ximo servic¸o de enderec¸amento de d2 a visitar (passo 2). O processo repete-se em
s3, conduzindo a` conclusa˜o de que o servic¸o de enderec¸amento da entrada de d2, que se
procura, e´ s4 (passo 3). Finalmente, s4 informa a0 do resultado final da localizac¸a˜o (passo
4)20; o resultado corresponde a`s refereˆncias de enderec¸amento (RE) e de armazenamento
(RA) da entrada21, usadas para alimentar uma cache de localizac¸a˜o em a0 (ver a seguir).
A cadeia de encaminhamento da figura 5.8 e´ classificada de externa, pois e´ originada
numa aplicac¸a˜o Domus. Se fosse originada num servic¸o Domus, seria classifica de interna
(nesta categoria cabem, por exemplo, as cadeias de localizac¸a˜o originadas tendo em vista
a actualizac¸a˜o de tabelas de encaminhamento afectadas pela migrac¸a˜o de entradas).
5.6.5.3 Cache de Localizac¸a˜o
Como referido acima, as aplicac¸o˜es podem tirar partido de uma cache de localizac¸a˜o (CL),
preenchida e actualizada com os resultados dos seus pedidos de localizac¸a˜o. Basicamente,
a cache CL e´ uma colecc¸a˜o de registos de esquema <h,RE,RA>, em que o no´/servic¸o de
enderec¸amento e de armazenamento de uma entrada h e´ identificado pelas refereˆncias RE
20Dependendo da implementac¸a˜o concreta, essa informac¸a˜o podera´ ser dada pelo no´/servic¸o de endere-
c¸amento da “entrada alvo”, ou pelo no´/servic¸o imediatamente anterior, na cadeia de encaminhamento. No
contexto dos algoritmos de localizac¸a˜o distribu´ıda do cap´ıtulo anterior, aplica-se esta u´ltima hipo´tese.
21Ou seja, a` identificac¸a˜o do no´/servic¸o de enderec¸amento e de armazenamento da entrada.
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e RA. A cache e´ naturalmente indexada por h e deve ser baseada em estruturas de dados
iguais a`s das a´rvores de encaminhamento usadas para encaminhamento acelerado; se assim
for enta˜o, mesmo numa situac¸a˜o de cache-miss22, os registos contidos na cache podera˜o
ser usados com proveito, contribuindo para uma decisa˜o de encaminhamento informada.
Naturalmente, o recurso a uma cache de localizac¸a˜o a) implica a opc¸a˜o por uma certa
pol´ıtica de substituic¸a˜o de registos antigos por novo registos (LRU, etc.), para ale´m de b)
comportar a necessidade de detectar registos desactualizados, que devem ser removidos.
Posteriormente (ver secc¸a˜o 5.9.1.3), veremos que a cache de localizac¸a˜o pode ser usada
como parte de uma estrate´gia de localizac¸a˜o, combinada com outrosme´todos de localizac¸a˜o.
5.6.6 Subsistema de Armazenamento
O subsistema de armazenamento (SA) de um servic¸o Domus e´ responsa´vel pela gesta˜o de
armazenamento de subconjuntos de entradas, de uma ou mais DHTs. Formalmente: para
cada DHT d ∈ Da(s), o SA de s gere o armazenamento das entradas Ha(d, s), em nu´mero
Ha(d, s) (definidos com a mesma metodologia usada na definic¸a˜o de He(d, s) e He(d, s)).
No plano equivalente dos no´s virtuais, o SA de s realiza a gesta˜o de armazenamento de um
nu´mero total de Va(n) no´s virtuais de armazenamento, relativos a uma ou mais DHTs,
sendo o nu´mero espec´ıfico para cada d ∈ Da(s) dado por Va(d, s). Em termos abstractos,
e´ como se cada conjunto Ha(d, s) fosse particiona´vel em Va(d, s) subconjuntos, com um
nu´mero (me´dio) de H
a
(d, s, ve) entradas por subconjunto / no´ virtual (va), dado por
H
a




No SA de s, a gesta˜o de enderec¸amento das entradas Ha(d, s) de d ∈ Da(s) inclui: a) a
gesta˜o da sua informac¸a˜o de armazenamento e b) a gesta˜o dos seus reposito´rios de registos.
5.6.6.1 Informac¸a˜o de Armazenamento
A informac¸a˜o de armazenamento de uma entrada (hash) h inclui o identificador da entrada
(h), a sua refereˆncia de enderec¸amento (RE) e a sua refereˆncia de reposito´rio (RR).
Num servic¸o s, a informac¸a˜o de armazenamento das entradas Ha(d, s) da DHT d e´ con-
solidada num ı´ndice de armazenamento (IA) espec´ıfico para d; tal como o ı´ndice de ende-
rec¸amento, o ı´ndice de armazenamento e´ indexado pelo identificador das entradas e a sua
realizac¸a˜o por uma estrutura arborescente e´ particularmente vantajosa (ver a seguir).
A refereˆncia de enderec¸amento (RE) consubstancia a correspondeˆncia “reversa”
servic¸o de armazenamento → servic¸o de enderec¸amento23; a preservac¸a˜o destas corres-
pondeˆncias nos SAs agiliza a actualizac¸a˜o das refereˆncias de armazenamento nos SEs24
(por exemplo, se o servic¸o de armazenamento de uma entrada se modificar, ha´ que actua-
lizar a refereˆncia de armazenamento respectiva, conservada no servic¸o de enderec¸amento).
22Auseˆncia na cache de um registo indexado por uma certa entrada h que se pretende localizar.
23Por contraposic¸a˜o a` correspondeˆncia “directa” servic¸o de enderec¸amento → servic¸o de armazenamento.
24Outra forma, menos expedita, seria recorrer a` localizac¸a˜o distribu´ıda dos servic¸os de enderec¸amento.
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Adicionalmente, as correspondeˆncias reversas mantidas num SA podem ser exploradas pelo
SE companheiro (residente no mesmo no´/servic¸o), a fim de acelerar uma localizac¸a˜o dis-
tribu´ıda. Nesse contexto, os mecanismos de encaminhamento acelerado seriam aplicados,
adicionalmente, sobre o ı´ndice/a´rvore de armazenamento do SA, de forma ana´loga a` sua
aplicac¸a˜o sobre uma cache de localizac¸a˜o numa aplicac¸a˜o; na decisa˜o de encaminhamento
final tomada pelo SE, seria eleita a rota mais curta, de entre a seleccionada pela ana´lise
i) das tabelas de encaminhamento do SE e ii) da informac¸a˜o de enderec¸amento do SA.
A refereˆncia de reposito´rio de uma entrada identifica o reposito´rio do conjunto de registos,
do tipo <chave,dados>, atribu´ıdos a` entrada (um registo e´ atribu´ıdo a uma certa entrada
h quando o resultado da aplicac¸a˜o da func¸a˜o de hash da DHT a` chave coincide com h).
A figura 5.9 fornece uma representac¸a˜o dos conceitos anteriores, tomando como ponto de
partida a figura 5.7 e ampliando o SA do servic¸o s4. Assim, na figura 5.9 representam-se
os ı´ndices de armazenamento (IA) das DHTs d1 e d2 e, no contexto desses ı´ndices, sa˜o
representadas refereˆncias de reposito´rios (RR) e refereˆncias de enderec¸amento (RE) (a





































Figura 5.9: Info. de Armazenamento e Reposito´rios (cena´rio compat´ıvel com a figura 5.7).
5.6.6.2 Reposito´rios
No contexto da arquitectura Domus, um reposito´rio e´ qualquer sistema de armazenamento
que suporta a salvaguarda de diciona´rios (os quais, como definido no cap´ıtulo 1, sa˜o
basicamente colecc¸o˜es de registos do tipo <chave,dados>, indexados pelo campo chave).
O subsistema de armazenamento de um servic¸o Domus e´ capaz de gerir mu´ltiplos repo-
sito´rios, assentes em tecnologias de armazenamento diversas; a designac¸a˜o tecnologia de
armazenamento refere-se a uma combinac¸a˜o particular de uma certa plataforma de ar-
mazenamento de diciona´rios (e.g., Berkeley-DB, A´rvores B+, Tabelas de Hash, etc.) que
deposita registos num certo meio de armazenamento (e.g., RAM, Disco, Rede, etc.); a
plataforma de armazenamento e o meio de armazenamento sa˜o atributos especifica´veis in-
dividualmente para cada DHT (ver secc¸a˜o 5.8.3.7). Uma implementac¸a˜o da arquitectura
Domus devera´ suportar pelo menos RAM e Disco como meios de armazenamento.
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Na figura 5.9, para ale´m de representados quatro reposito´rios distintos (rRAM , rDisco, rNAS
e rSAN ), diferenciados pela plataforma de armazenamento, e´ tambe´m representada uma
camada de midleware; esta intermedeia o acesso aos reposito´rios, atrave´s de um interface
de acesso unificado que oferece as operac¸o˜es ba´sicas de acesso a um diciona´rios (inserc¸o˜es,
consultas e remoc¸o˜es); portanto, o suporte a novas tecnologias de armazenamento carece
apenas da codificac¸a˜o de um conjunto mı´nimo de funcionalidades na camada de midleware.
Os reposito´rios podem classificar-se pela sua granularidade. Assim, um reposito´rio podera´
suportar i) registos de uma so´ entrada de uma certa DHT (gra˜o mı´nimo), ii) va´rios registos
de uma mesma DHT (gra˜o me´dio) ou iii) va´rios registos de va´rias DHTs (gra˜o ma´ximo).
Um reposito´rio de gra˜o fino ou gra˜o me´dio e´ portanto um reposito´rio dedicado a uma so´
DHT, enquanto que um reposito´rio de gra˜o ma´ximo e´ partilhado por va´rias DHTs; no
limite, podera´ havera´ um so´ reposito´rio de tipo partilhado, que se designa por unificado.
Um reposito´rio de gra˜o fino permite agilizar a transfereˆncia da responsabilidade de armaze-
namento de uma entrada, de um no´/servic¸o para outro no´/servic¸o (ja´ que na˜o e´ necessa´rio
varrer um reposito´rio partilhado, em buscas dos registos espec´ıficos da entrada a migrar).
Um reposito´rio partilhado carece de processamento adicional das chaves dos registos, ne-
cessa´rio para se distinguirem registos com a mesma chave, mas de DHTs diferentes.
5.6.7 Subsistema de Balanceamento
A atribuic¸a˜o de func¸o˜es de enderec¸amento e de armazenamento aos diversos servic¸os Do-
mus de um cluster Domus, e´ regulada por mecanismos globais de balanceamento dinaˆmico,
em que os servic¸os Domus participam, atrave´s do seu Subsistema de Balanceamento (SB).
Como referido na secc¸a˜o 5.6.2, o desempenho de func¸o˜es de balanceamento e´ obrigato´rio
para qualquer servic¸o Domus, ao contra´rio das func¸o˜es de enderec¸amento e armazena-
mento, que sa˜o facultativas; na mesma secc¸a˜o, definiram-se os conceitos de i) participac¸a˜o
potencial e ii) participac¸a˜o efectiva de um servic¸o na realizac¸a˜o de DHTs, correspondentes,
respectivamente, a situac¸o˜es em que o servic¸o a) tem apenas o SF e o SB activos e b) tem
o SE e/ou SA activos, em adic¸a˜o ao SF e ao SB; precisamente, o SB pode desempenhar
diferentes func¸o˜es, dependendo do regime de participac¸a˜o do servic¸o ao qual pertence:
• sob participac¸a˜o potencial, o SB 1) monitoriza25 a utilizac¸a˜o dos recursos locais do
no´ hospedeiro (e.g., CPU, RAM, Disco e Rede), relevantes para o enderec¸amento e
armazenamento de DHTs, 2) propaga26 os resultados dessa monitorizac¸a˜o ao servic¸o
supervisor (ver secc¸a˜o 5.7) e, 3) cooperando com o supervisor numa operac¸a˜o de
balanceamento de tipo global, transita para um regime de participac¸a˜o efectiva;
• sob participac¸a˜o efectiva, o SB acrescenta a`s tarefas anteriores 1) a monitorizac¸a˜o
(em cooperac¸a˜o com o SE e com o SA) da utilizac¸a˜o espec´ıfica que as DHTs fazem
dos recursos locais, 2) a propagac¸a˜o dos resultados da monitorizac¸a˜o ao supervisor,
3) a iniciac¸a˜o de operac¸o˜es de balanceamento, locais ou globais (ver a seguir).
25Em cooperac¸a˜o com os servic¸os ba´sicos.
26Se necessa´rio, pois podem ser os servic¸os ba´sicos a fazeˆ-lo.
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5.6.7.1 Balanceamento Global
Uma operac¸a˜o de balanceamento global deve a sua designac¸a˜o ao facto de necessitar de
informac¸a˜o de estado sobre a totalidade do cluster Domus (ver secc¸a˜o 5.7), informac¸a˜o que
e´ suposto ser mantida pelo servic¸o supervisor. Uma operac¸a˜o desse tipo pode, no entanto,
ser desencadeada quer pelo servic¸o supervisor, quer por servic¸os Domus indiferenciados.
Assim, num servic¸o Domus, o SB pode desencadear a migrac¸a˜o de no´s virtuais locais, com
o objectivo de reduzir a sobrecarga de certos recursos do no´ hospedeiro, cena´rio que con-
figura uma situac¸a˜o de redistribuic¸a˜o de uma DHT. Adicionalmente, o servic¸o supervisor
pode desencadear a criac¸a˜o de no´s virtuais de uma certa DHT, na tentativa de assegurar
uma maior dispersa˜o da(s) carga(s) induzida(s) por essa DHT, cena´rio que configura uma
situac¸a˜o de expansa˜o de uma DHT. Ambas as situac¸o˜es envolvem a descoberta de servic¸os
Domus, destinata´rios dos no´s virtuais a migrar, ou hospedeiros dos no´s virtuais a criar;
essa descoberta e´ feita pelo supervisor, detentor de uma visa˜o global do cluster Domus.
Da descric¸a˜o anterior conclui-se da necessidade de dois mecanismos globais de gesta˜o
dinaˆmica de carga: i) um mecanismo de gesta˜o do Posicionamento de no´s virtuais (mgPv)
e ii) um mecanismo de gesta˜o do Nu´mero de no´s virtuais (mgPv). Neste contexto, o termo
posicionamento refere-se a` definic¸a˜o do no´/servic¸o que deve albergar um certo nu´mero de
no´s virtuais27. O cap´ıtulo 6 e´ dedicado a` descric¸a˜o do modus operandi destes mecanismos.
E´ ainda de notar que o despoletamento de operac¸o˜es de balanceamento global ocorre por
necessidade, configurando a opc¸a˜o por uma pol´ıtica de load-shedding, alternativamente a
uma pol´ıtica de load-stealling. O objectivo e´ evitar as perturbac¸o˜es inerente a` redistribui-
c¸a˜o (seja da carga de enderec¸amento, seja de armazenamento) de uma DHT, ate´ que seja
realmente necessa´ria, pois a redistribuic¸a˜o interfere com o acesso das aplicac¸o˜es a` DHT.
5.6.7.2 Balanceamento Local
O SB pode instruir o SA e o SE adjacentes no sentido de se combater a sobrecarga de
determinados recursos com base apenas em medidas de abrangeˆncia estritamente local.
Por exemplo, o SE pode comutar, se necessa´rio, entre diferentes algoritmos de localizac¸a˜o,
afectando de forma diferente o consumo de CPU (rever os resultados da secc¸a˜o 4.9.5,
onde se exibem as diferentes exigeˆncias de processamento de diferentes algoritmos). De
facto, a alternaˆncia entre diferentes algoritmos na˜o coloca em causa a convergeˆncia das
cadeias de encaminhamento em que o SE participa; essa alternaˆncia introduz apenas maior
variabilidade no nu´mero de saltos dessas cadeias dado que, ao longo de uma cadeia de
encaminhamento, diferentes no´s/servic¸os visitados podem aplicar, localmente, diferentes
algoritmos (em vez de aplicarem consistentemente o algoritmo que minimiza o nu´mero de
saltos mas que, tipicamente, e´ tambe´m aquele com maior exigeˆncia de processamento).
No SA, a sobrecarga no consumo de recursos de armazenamento poderia ser combatida
pela eliminac¸a˜o de registos locais, em vez da criac¸a˜o de mais no´s virtuais. Um cena´rio em
27Ou seja, o termo posicionamento e´ usado no sentido de “definic¸a˜o de um local”, por contraposic¸a˜o com
o termo localizac¸a˜o, que se refere a` “busca de um local” (definido por uma certa pol´ıtica de posicionamento).
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que esta opc¸a˜o faz sentido e´ aquele em que uma DHT actua como uma cache distribu´ıda
de dimensa˜o varia´vel (e.g., uma cache DNS de um Web Crawler paralelo/distribu´ıdo);
nessa situac¸a˜o, assume-se que os registos eliminados podera˜o ser re-criados mais tarde,
pela acc¸a˜o do(s) cliente(s) da DHT; note-se, todavia, que uma selecc¸a˜o na˜o-aleato´ria (e.g.,
LRU, etc.) dos registos a remover requer processamento por cada acesso aos mesmos.
A aplicac¸a˜o destes mecanismos pode ser regulada atrave´s de atributos especiais das DHTs28.
5.6.7.3 Dinamismo Funcional
Da flexibilidade funcional dos servic¸os Domus, e da operac¸a˜o dos mecanismos de balancea-
mento, decorre dinamismo funcional, pois as func¸o˜es desempenhadas pelos servic¸os podem
variar ao longo do tempo. Essa variac¸a˜o pode mesmo conduzir, no limite, a` oscilac¸a˜o do
regime de funcionamento de um servic¸o Domus entre os estados efectivo e potencial.
5.7 Supervisa˜o do Cluster Domus
Num cluster Domus, certas operac¸o˜es necessitam da coordenac¸a˜o global de um servic¸o es-
pecial, bem conhecido, designado por supervisor (na figura 5.1 apenas se representaram os
servic¸os Domus gene´ricos/indiferenciados, na˜o se tendo representado o servic¸o supervisor).
Basicamente, o supervisor actua como representante de todo o cluster Domus, sendo com
ele que as aplicac¸o˜es Domus comec¸am por interagir; posteriormente, e dependendo das
operac¸o˜es em concreto a realizar, as aplicac¸o˜es podera˜o continuar a interagir com o super-
visor ou enta˜o a interacc¸a˜o passara´ a ser feita directamente com servic¸os Domus regulares.
Para ale´m do papel ja´ referido de coordenac¸a˜o de operac¸o˜es de balanceamento global (rever
a secc¸a˜o anterior), o supervisor gere a realizac¸a˜o de outras operac¸o˜es, designadamente:
1. criac¸a˜o/destruic¸a˜o e desactivac¸a˜o/reactivac¸a˜o do cluster Domus;
2. adic¸a˜o/remoc¸a˜o e desactivac¸a˜o/reactivac¸a˜o de servic¸os Domus espec´ıficos;
3. criac¸a˜o/destruic¸a˜o e desactivac¸a˜o/reactivac¸a˜o de DHTs espec´ıficas.
A criac¸a˜o de um cluster Domus corresponde a arrancar um conjunto inicial de servic¸os Do-
mus em regime de funcionamento potencial; a destruic¸a˜o implica a remoc¸a˜o de informac¸a˜o
de estado ao n´ıvel do supervisor e dos servic¸os Domus29, seguida da sua terminac¸a˜o30. A
informac¸a˜o de estado inclui informac¸a˜o de supervisa˜o, enderec¸amento e armazenamento.
A desactivac¸a˜o de um cluster Domus traduz-se na salvaguarda, em suporte persistente,
da informac¸a˜o de estado do supervisor e servic¸os Domus, seguida da sua terminac¸a˜o; a
reactivac¸a˜o passa, em primeiro lugar, pela ressurreic¸a˜o do supervisor e, a partir deste, dos
servic¸os Domus; a ressurreic¸a˜o recorre a` informac¸a˜o de estado salvaguardada previamente.
Um cluster Domus inactivo/activo encontra-se num estado oﬄine/online, respectivamente.
28Ver, por exemplo, o atributo dht_attr_pld (pol´ıtica de localizac¸a˜o distribu´ıda), na secc¸a˜o 5.8.3.6.
29Incluindo tambe´m, neste caso, a remoc¸a˜o de eventuais reposito´rios de DHTs.
30Caso se encontrem em execuc¸a˜o. Notar que tambe´m faz sentido remover um cluster Domus desactivado.
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A composic¸a˜o do conjunto S dos servic¸os Domus pode-se alterar, pela adic¸a˜o ou remoc¸a˜o
de servic¸os regulares. As alterac¸o˜es afectam tambe´mN(S) (conjunto dos no´s que suportam
servic¸os Domus), dada a sua relac¸a˜o com S. Neste contexto, e em linha com o referido na
secc¸a˜o 5.3.2, as alterac¸o˜es podem ter causas exo´genas ou endo´genas ao cluster Domus.
Assim, a adic¸a˜o de servic¸os pode ter i) causas administrativas (exo´genas), que determinam
o reforc¸o do conjunto de servic¸os Domus por antecipac¸a˜o, ou ii) resultar de mecanismos
automa´ticos (endo´genos) de balanceamento de carga, que arrancam novos servic¸os por
necessidade/just-in-time a fim de, nesses servic¸os, se criarem ou receberem no´s virtuais.
Ja´ a remoc¸a˜o de servic¸os tem apenas causas administrativas (exo´genas), como a necessi-
dade de realizar manutenc¸a˜o do no´ hospedeiro ou de o associar em exclusivo a outras tare-
fas/utilizadores; neste caso, quaisquer responsabilidades de enderec¸amento/armazenamento
desempenhadas pelo servic¸o a remover devem-se transferir para outro(s), seleccionado(s)
(ou ate´ arrancado(s) para o efeito) pelo supervisor; adicionalmente, o no´ associado deve
ser na˜o so´ removido de N(S) como ainda de N(B) a fim de evitar a sua utilizac¸a˜o futura.
A desactivac¸a˜o/reactivac¸a˜o de servic¸os Domus apenas faz sentido quando realizada de
forma colectiva, para todos os servic¸os de um cluster Domus. Basicamente, implica a
terminac¸a˜o/arranque dos servic¸os, com salvaguarda/recuperac¸a˜o de informac¸a˜o de estado.
A criac¸a˜o de uma DHT envolve a verificac¸a˜o de invariantes expressos em func¸a˜o de atri-
butos da DHT (ver secc¸a˜o 5.8). Parte dos atributos podem ser definidos pela aplicac¸a˜o que
provoca a criac¸a˜o. A verificac¸a˜o dos invariantes ocorre no supervisor, que avalia a viabili-
dade da criac¸a˜o da DHT. A criac¸a˜o traduz-se na 1) definic¸a˜o (independente) de um certo
nu´mero de no´s virtuais de enderec¸amento e de armazenamento, 2) definic¸a˜o do nu´mero
global de entradas da DHT necessa´rio para suportar os no´s virtuais das duas espe´cies,
3) definic¸a˜o do nu´mero (me´dio) de entradas, por cada no´ virtual de cada espe´cie, e a 4)
atribuic¸a˜o dos no´s virtuais aos servic¸os Domus com recursos suficientes para os suportar31.
A destruic¸a˜o de uma DHT comporta a remoc¸a˜o de toda a sua informac¸a˜o de estado32 (in-
formac¸a˜o de supervisa˜o, de enderec¸amento e de armazenamento) e eventuais reposito´rios.
A desactivac¸a˜o de uma DHT corresponde a salvaguardar em suporte persistente toda a
sua informac¸a˜o de estado, impedindo, a partir da´ı, o acesso de aplicac¸o˜es clientes a` DHT.
A reactivac¸a˜o corresponde ao processo inverso, o qual pressupo˜e o cluster Domus activo.
A possibilidade de comutar uma ou mais DHTs (no limite, o pro´prio cluster Domus) entre
os estados activo e inactivo, permite optimizar a explorac¸a˜o dos recursos do cluster f´ısico
sem perder o conteu´do das DHTs. Por exemplo, o utilizador de um cluster explorado por
lotes, pode executar um cluster Domus durante uma fatia de tempo limitada e, posteri-
ormente, retomar a sua execuc¸a˜o quando receber uma nova fatia de tempo; no mesmo
tipo de cluster, ou num cluster em regime de explorac¸a˜o partilhado, e´ poss´ıvel aumentar
a disponibilidade de RAM desactivando uma ou mais DHTs que operem sobre esse meio
de armazenamento e que na˜o sejam necessa´rias na fase actual da resoluc¸a˜o do problema.
31O que pode implicar o arranque de novos servic¸os (ou seja, a adic¸a˜o de servic¸os ao cluster Domus).
32Independentemente da DHT se encontrar activa (online) ou inactiva (oﬄine).
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5.8 Paraˆmetros, Atributos e Invariantes
Uma das mais valias da arquitectura Domus e´ o suporte a` heterogeneidade de DHTs,
traduzido na possibilidade de definir separadamente, para cada DHT, o valor de uma se´rie
de atributos, que regulam mu´ltiplos aspectos da sua realizac¸a˜o e operac¸a˜o. Adicionalmente,
os no´s/servic¸os Domus, ou o pro´prio cluster Domus, beneficiam da mesma possibilidade.
Um atributo e´ especificado por um par <nome, valor>. Alguns atributos teˆm valor cons-
tante (uma vez definido, o valor do atributo permanece inalterado durante a existeˆncia da
entidade a que diz respeito), enquanto que outros atributos admitem um valor varia´vel.
Os atributos podem classificar-se em externos ou internos, dependendo do domı´nio de
execuc¸a˜o em que e´ admiss´ıvel a sua definic¸a˜o. Assim, os atributos externos podem ser de-
finidos pelas aplicac¸o˜es Domus, no contexto de certas operac¸o˜es (e.g., na criac¸a˜o de uma
DHT ou de um cluster Domus) e, por isso, recebem tambe´m a designac¸a˜o de atributos de
n´ıvel utilizador; estes atributos sa˜o definidos directamente pelo valor de paraˆmetros forne-
cidos a` biblioteca Domus (a biblioteca de acesso das aplicac¸o˜es a um cluster Domus – ver
secc¸a˜o 5.9.1). Os atributos internos (ou atributos de n´ıvel supervisor) sa˜o exclusivamente
definidos pelo supervisor, se bem que, o seu valor pode ser influenciado, de forma indirecta,
pelo valor de certos atributos externos, definidos por paraˆmetros da biblioteca Domus.
O servic¸o supervisor armazena e gere os atributos das va´rias entidades do cluster Domus
que supervisiona; o supervisor e´ tambe´m o responsa´vel pela validac¸a˜o dos atributos, atrave´s
do seu confronto com certos invariantes; estes mais na˜o sa˜o do que condic¸o˜es/restric¸o˜es for-
mais a que os atributos devem, permanentemente, obedecer. A informac¸a˜o de supervisa˜o
de um cluster Domus e´ dada pelo valor colectivo dos atributos mantidos pelo supervisor.
De seguida, descrevem-se os atributos previstos para as entidades da arquitectura Domus.
5.8.1 Atributos de um Cluster Domus
5.8.1.1 Identificador do Cluster Domus
Um cluster Domus deve ter associado um identificador global u´nico, que o permita refe-
renciar univocamente, em contextos onde possam co-existir va´rios clusters Domus33. A
tabela 5.2 caracteriza o atributo attr_cluster_id, correspondente a esse identificador.
atributo : attr_cluster_id (identificador do cluster Domus)
notac¸a˜o formal : c
tipo de definic¸a˜o : constante, externa (obrigato´ria)
Tabela 5.2: Caracterizac¸a˜o do atributo Identificador do cluster Domus.
5.8.1.2 Identificador do Supervisor
O servic¸o supervisor actua como representante do cluster Domus. Nesse contexto, deve
possuir um identificador global u´nico, dado pelo atributo attr_cluster_supervisor_id,
33Os mecanismos capazes de garantir a unicidade destes identificadores na˜o sa˜o aqui considerados.
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que sera´ usado para identificar o supervisor nas suas interacc¸o˜es com outras entidades do
cluster Domus. Neste contexto, assume-se a existeˆncia de uma associac¸a˜o un´ıvoca entre o
identificador do supervisor e um determinado interface de rede34. A tabela 5.3 sintetiza a
caracterizac¸a˜o do atributo, sendo de notar que a sua definic¸a˜o varia´vel e´ compat´ıvel com
a execuc¸a˜o do supervisor em no´s diferentes, durante a existeˆncia de um cluster Domus.
atributo : attr_cluster_supervisor_id (identificador do supervisor)
tipo de definic¸a˜o : varia´vel, externa (obrigato´ria)
Tabela 5.3: Caracterizac¸a˜o do atributo Identificador do Supervisor.
5.8.1.3 Conjunto dos Servic¸os
O supervisor regista o conjunto dos servic¸os regulares do cluster Domus no atributo
attr_cluster_services, identificando cada servic¸o pelo seu nome u´nico (ver secc¸a˜o
5.8.2.1). O atributo attr_cluster_services e´ varia´vel, pela adic¸a˜o/remoc¸a˜o de servic¸os
ao cluster Domus. Cada no´/servic¸o Domus e´ caracterizado por certos atributos individuais,
expostos na secc¸a˜o 5.8.2. A tabela 5.4 caracteriza o atributo attr_cluster_services.
atributo : attr_cluster_services (conjunto dos servic¸os do cluster Domus)
estrutura interna : lista/conjunto de identificadores dos servic¸os
notac¸a˜o formal : S (ou N(S), pela correspondeˆncia un´ıvoca entre servic¸os e no´s)
tipo de definic¸a˜o : varia´vel, interna
valor por omissa˜o : ∅ (conjunto vazio)
invariantes associados : N(S) ⊆ N(B) (ver figura 5.2)
Tabela 5.4: Caracterizac¸a˜o do atributo Conjunto dos Servic¸os de um cluster Domus.
5.8.1.4 Conjunto das DHTs
O conjunto das DHTs instanciadas num cluster Domus e´ mantido pelo seu supervisor
no atributo attr_cluster_dhts, onde cada DHT e´ nomeada pelo seu identificador u´nico
(ver secc¸a˜o 5.8.3.1). O atributo attr_cluster_dhts e´ varia´vel, pela criac¸a˜o/destruic¸a˜o de
DHTs. Cada DHT goza de va´rios atributos individuais (suportando a heterogeneidade de
DHTs), expostos na secc¸a˜o 5.8.3. A tabela 5.5 caracteriza o atributo attr_cluster_dhts.
atributo : attr_cluster_dhts (conjunto das DHTs do cluster Domus)
estrutura interna : lista/conjunto de identificadores das DHTs
notac¸a˜o formal : D
tipo de definic¸a˜o : varia´vel, interna
valor por omissa˜o : ∅ (conjunto vazio)
Tabela 5.5: Caracterizac¸a˜o do atributo Conjunto das DHTs de um cluster Domus.
5.8.1.5 Atributos de Gesta˜o de Carga
Os mecanismos de gesta˜o de carga a descrever no cap´ıtulo 6 recorrem a atributos do cluster
Domus correspondentes a limiares globais para as taxas de utilizac¸a˜o de certos recursos
dos no´s computacionais (ver secc¸a˜o 5.8.2.2). A tabela 5.6 caracteriza esses atributos.
34O que na˜o implica, necessariamente, que o identificador do supervisor e do interface coincidam.
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atributo : attr_cluster_lcpu - limiar de utilizac¸a˜o de CPUs
notac¸a˜o : Uτ (cpu)
atributo : attr_cluster_liodisk - limiar de utilizac¸a˜o (actividade E/S) de discos
notac¸a˜o : Uτ (iodisk)
atributo : attr_cluster_lnet - limiar de utilizac¸a˜o de interfaces de rede
notac¸a˜o : Uτ (net)
atributo : attr_cluster_lram - limiar de utilizac¸a˜o (espac¸o consumido) de RAM
notac¸a˜o : Uτ (ram)
atributo : attr_cluster_ldisk - limiar de utilizac¸a˜o (espac¸o consumido) de discos
notac¸a˜o : Uτ (disk)
Observac¸o˜es:
a) para todos estes atributos, a definic¸a˜o e´ “constante, interna ou externa”
Tabela 5.6: Caracterizac¸a˜o dos Limiares de Utilizac¸a˜o de um cluster Domus.
5.8.2 Atributos dos Servic¸os Domus
5.8.2.1 Identificador
Cada servic¸o Domus possui um identificador global u´nico, dado pelo valor do seu atributo
attr_service_id, que identifica o servic¸o na i) troca de mensagens, e ii) obtenc¸a˜o/pu-
blicac¸a˜o de informac¸a˜o de caracterizac¸a˜o e monitorizac¸a˜o do no´ hospedeiro. A associac¸a˜o
un´ıvoca do identificador a um interface de rede – o “interface Domus”do servic¸o – permite
cumprir os requisitos anteriores35. A tabela 5.7 caracteriza o atributo attr_service_id.
atributo : attr_service_id (identificador de um servic¸o Domus)
notac¸a˜o formal : s (ou n(s), pela correspondeˆncia biun´ıvoca entre servic¸os e no´s)
tipo de definic¸a˜o : constante, externa (obrigato´ria)
Tabela 5.7: Caracterizac¸a˜o do atributo Identificador de um servic¸o Domus.
5.8.2.2 Atributos de Gesta˜o de Carga
Entre outros atributos, os mecanismos de balanceamento dinaˆmico do cluster Domus (ver
cap´ıtulo 6) recorrem a i) atributos esta´ticos de caracterizac¸a˜o de certas capacidades dos
no´s computacionais (ver secc¸a˜o 6.3.1) e ii) atributos dinaˆmicos que veiculam as taxas de
utilizac¸a˜o de recursos associados a`s capacidades referidas (ver secc¸a˜o 6.3.2). As tabelas
5.8 e 5.9 definem e caracterizam os atributos correspondentes a`s capacidades e utilizac¸o˜es.
35Tal como referido para o identificador do supervisor, esta associac¸a˜o na˜o implica que o identificador do
servic¸o Domus se concretize com base num enderec¸o (MAC, IP, etc.) do interface. Numa implementac¸a˜o,
o que e´ preciso e´ garantir que existe um interface de rede cujo enderec¸o pode ser deduzido a partir do
identificador do servic¸o Domus. A maneira mais fa´cil de o conseguir e´, obviamente, fazer coincidir os dois
identificadores (o do servic¸o e o do interface), o que acontece, alia´s, no proto´tipo descrito no cap´ıtulo 7.
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As capacidades podera˜o ser dadas a conhecer ao supervisor atrave´s de paraˆmetros da
biblioteca Domus (definic¸a˜o externa), na adic¸a˜o de um servic¸o ao cluster Domus; alter-
nativamente, o supervisor podera´ recorrer a outras fontes para a sua obtenc¸a˜o (definic¸a˜o
interna), como a interrogac¸a˜o de um sistema global de caracterizac¸a˜o do cluster. As
utilizac¸o˜es (de definic¸a˜o interna) sa˜o originalmente produzidas nos no´s computacionais,
assumindo-se que o supervisor dispo˜e de mecanismos para tomar conhecimento delas36.
atributo : attr_node_crouting - capacidade de encaminhamento
estrutura : lista de pares <algoritmo de localizac¸a˜o, capacidade de encaminhamento>
notac¸a˜o : Ce(a) (capacidade de encaminhamento com o algoritmo a)
atributo : attr_node_caccess - capacidade de acesso
estrutura : lista de pares <tecnologia de armazenamento, capacidade de acesso>
notac¸a˜o : Ca(t) (capacidade de acesso a reposito´rios de tecnologia t)
atributo : attr_node_cnet - ma´xima largura de banda u´til do “interface Domus” (i)
notac¸a˜o : C(net) (ou C(i))
atributo : attr_node_cram - capacidade (espac¸o total) de memo´ria RAM
notac¸a˜o : C(ram)
atributo : attr_node_cdisk - capacidade (espac¸o total) da “partic¸a˜o Domus”
notac¸a˜o : C(disk)
Observac¸o˜es:
a) para todos estes atributos, a definic¸a˜o e´ “constante, interna ou externa”
b) “partic¸a˜o Domus” e´ a partic¸a˜o de disco associada ao subsistema de armazenamento
Tabela 5.8: Caracterizac¸a˜o dos atributos de Capacidades dos No´s Computacionais.
5.8.3 Atributos das DHTs
5.8.3.1 Identificador
Num cluster Domus, as DHTs sa˜o nomeadas por identificadores u´nicos, definidos pelas
aplicac¸o˜es Domus na criac¸a˜o das DHTs, cabendo ao supervisor verificar a sua unicidade.
A tabela 5.10 caracteriza o atributo attr_dht_id, correspondente a esse identificador.
5.8.3.2 Func¸a˜o de Hash
A efica´cia das func¸o˜es de hash varia em func¸a˜o do tipo de dados a que se aplicam (ver
secc¸a˜o B.1.2). Logo, faz sentido permitir a escolha da func¸a˜o a utilizar pelas DHTs, de
entre um conjunto de func¸o˜es suportadas por uma realizac¸a˜o da arquitectura Domus. A
tabela 5.11 caracteriza o atributo attr_dht_fh, correspondente a` func¸a˜o de hash.
36Os mecanismos para tal dependem da implementac¸a˜o (ver o cap´ıtulo 7 para uma abordagem poss´ıvel).
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atributo : attr_node_ucpu - utilizac¸a˜o (agregada) da(s) CPU(s)
notac¸a˜o : U(cpu)
atributo : attr_node_uiodisk - utilizac¸a˜o (actividade E/S) do disco com a “partic¸a˜o Domus”
notac¸a˜o : U(iodisk)
atributo : attr_node_unet - utilizac¸a˜o (largura de banda consumida) do “interface Domus”
notac¸a˜o : U(net)
atributo : attr_node_uram - utilizac¸a˜o (espac¸o consumido) da memo´ria RAM
notac¸a˜o : U(ram)
atributo : attr_node_udisk - utilizac¸a˜o (espac¸o consumido) da “partic¸a˜o Domus”
notac¸a˜o : U(disk)
Observac¸o˜es:
a) para todos estes atributos, a definic¸a˜o e´ “varia´vel e interna”
Tabela 5.9: Caracterizac¸a˜o dos atributos de Utilizac¸o˜es dos No´s Computacionais.
atributo : attr_dht_id (identificador)
notac¸a˜o formal : d
tipo de definic¸a˜o : constante, externa (obrigato´ria)
Tabela 5.10: Caracterizac¸a˜o do atributo Identificador uma DHT Domus.
atributo : attr_dht_fh (func¸a˜o de hash)
notac¸a˜o formal : f
tipo de definic¸a˜o : constante, interna ou externa
valor por omissa˜o : (uma func¸a˜o gene´rica)
Tabela 5.11: Caracterizac¸a˜o do atributo Func¸a˜o de Hash de uma DHT Domus.
5.8.3.3 Nu´mero Mı´nimo de Entradas por No´ Virtual
No contexto do modelo M4 de distribuic¸a˜o heteroge´nea, a qualidade da distribuic¸a˜o e´
medida por uma grandeza do tipo “desvio-padra˜o-relativo” (ver fo´rmula 3.16). De uma
forma indirecta, a qualidade da distribuic¸a˜o e´ afectada pelo paraˆmetro Hmin(v) do modelo
(nu´mero mı´nimo de entradas por no´ virtual): quanto mais elevado for o valor de Hmin(v)
(com a restric¸a˜o de que deve ser poteˆncia de 2), maior sera´ a qualidade da distribuic¸a˜o. A
tabela 5.12 caracteriza o atributo attr_dht_nmev, correspondente ao paraˆmetro Hmin(v).
5.8.3.4 Restric¸o˜es a` Distribuic¸a˜o
Os atributos desta categoria permitem definir restric¸o˜es a) a` identidade ou nu´mero dos
no´s/servic¸os de uma DHT, b) bem como ao seu nu´mero de no´s virtuais37. Desta forma,
uma aplicac¸a˜o Domus (ou o utilizador associado) tem um certo n´ıvel de controlo sobre a
alocac¸a˜o de no´s/servic¸os a uma DHT e sobre o seu paralelismo/distribuic¸a˜o potencial.
37Neste contexto, e´ u´til ter presente as semaˆnticas desse nu´mero, ja´ apresentadas na secc¸a˜o 5.5.1.1.
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atributo : attr_dht_nmev (nu´mero mı´nimo de entradas por no´ virtual)
notac¸a˜o formal : Hmin(v)
tipo definic¸a˜o : constante, interna ou externa
valor por omissa˜o : 8 (valor de refereˆncia para Hmin(n) em M2 e Hmin(v) em M4)
invariantes associados : I1 - “Hmin(v) e´ poteˆncia de 2”∧ Hmin(v) > 0
Tabela 5.12: Caracterizac¸a˜o do atributo Hmin(v) de uma DHT Domus.
Atrave´s destes atributos e´ poss´ıvel a1) limitar o enderec¸amento/armazenamento a certos
conjuntos de no´s, a2) impor um grau mı´nimo de paralelismo/distribuic¸a˜o real no suporte
a` DHT, definindo um nu´mero mı´nimo de no´s computacionais de enderec¸amento/armaze-
namento; b1) impor um grau mı´nimo de paralelismo/distribuic¸a˜o potencial no suporte a`
DHT, definindo um nu´mero mı´nimo de no´s virtuais de enderec¸amento/armazenamento.
Um exemplo que demonstra o interesse da possibilidade a1) e´ dado pela situac¸a˜o em
que um subconjunto de no´s do cluster dispo˜e de uma ligac¸a˜o a um dispositivo SAN,
pretendendo-se que as func¸o˜es de armazenamento da DHT sejam adstritas a esses no´s;
outra hipo´tese e´ criar uma DHT na˜o persistente, especificamente sobre os no´s com maior
capacidade de RAM. A possibilidade de se exercer um controlo deste tipo e´ tambe´m
u´til quando existe conhecimento adicional sobre as condic¸o˜es actuais/futuras do cluster;
por exemplo, sabendo-se da necessidade de manutenc¸a˜o de certos no´s, ou da execuc¸a˜o
iminente de tarefas que va˜o sobrecarregar os recursos associados ao enderec¸amento e/ou
armazenamento, enta˜o pode optar-se pela exclusa˜o desses no´s de uma DHT em criac¸a˜o.
Como referido na secc¸a˜o 5.5.1.1, a possibilidade a2) tem mais a ver com requisitos de
desempenho e a b1) com requisitos de armazenamento; por exemplo, quando se tem uma
ideia aproximada do espac¸o que vai ser necessa´rio para suportar a totalidade dos registos
de uma DHT, e sendo poss´ıvel associar um certo espac¸o a um no´ virtual de armazenamento
(ver o atributo limiar de armazenamento, na secc¸a˜o 5.8.3.9), enta˜o a definic¸a˜o de um certo
nu´mero inicial de no´s virtuais de armazenamento equivale a uma declarac¸a˜o dos requisitos
de armazenamento da DHT, sem a satisfac¸a˜o dos quais a DHT na˜o chega a ser criada.
Na pra´tica, os atributos desta categoria participam em invariantes que determinam restri-
c¸o˜es que a DHT deve respeitar quer durante a sua criac¸a˜o, quer durante a sua operac¸a˜o.
Neste contexto, introduzimos os conceitos de domı´nio e universo de uma DHT. Assim, o
domı´nio de uma DHT e´ o conjunto de no´s actualmente utilizados para a suportar, donde:
• N(d) representa o domı´nio da DHT d;
• N e(d) representa o domı´nio de enderec¸amento da DHT d;
• Na(d) representa o domı´nio de armazenamento da DHT d.
O universo de uma DHT e´ o maior conjunto de no´s a que e´ admiss´ıvel recorrer para a
suportar, ou seja, representa o limite ma´ximo de expansa˜o do domı´nio38 da DHT. Assim:
38O conceito de universo que aqui introduzmos, e´ oriundo da Teoria de Conjuntos, onde representa o
maior de todos os superconjuntos de um conjunto (o conceito de superconjunto e´ dual de subconjunto).
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atributo : attr_dht_ue (universo de enderec¸amento)
notac¸a˜o formal : N e
max
(d)
valor por omissa˜o : N(S) (conjunto de todos os no´s actuais do cluster Domus)
invariantes associados : I5, I10, I20
atributo : attr_dht_nmne (nu´mero mı´nimo de no´s de enderec¸amento)
notac¸a˜o formal : #N e
min
(d) ou N e
min
(d)
valor por omissa˜o : 1
invariantes associados : I10, I30
atributo : attr_dht_ua (universo de armazenamento)
notac¸a˜o formal : N amax(d)
valor por omissa˜o : N(S) (conjunto de todos os no´s actuais do cluster Domus)
invariantes associados : I6, I11, I21
atributo : attr_dht_nmna (nu´mero mı´nimo de no´s de armazenamento)
notac¸a˜o formal : #N a
min
(d) ou N a
min
(d)
valor por omissa˜o : 1
invariantes associados : I11, I31
atributo : attr_dht_nmva (nu´mero mı´nimo de no´s virtuais de enderec¸amento)





valor por omissa˜o : attr_dht_nmne (nu´mero mı´nimo de no´s de enderec¸amento)
invariantes associados : I60, I61
atributo : attr_dht_nmva (nu´mero mı´nimo de no´s virtuais de armazenamento)





valor por omissa˜o : attr_dht_nmna (nu´mero mı´nimo de no´s de armazenamento)
invariantes associados : I60, I61
Observac¸o˜es:
a) para todos estes atributos, a definic¸a˜o e´ “constante, interna ou externa”
Tabela 5.13: Caracterizac¸a˜o dos atributos de Restric¸o˜es a` Distribuic¸a˜o de uma DHT Domus.
• Nmax(d) representa o universo da DHT d;
• N emax(d) representa o universo de enderec¸amento da DHT d;
• Namax(d) representa o universo de armazenamento da DHT d.




max(d) e Nmax(d) ⊆ N(S).
A tabela 5.13 sistematiza a caracterizac¸a˜o dos atributos de Restric¸o˜es a` Distribuic¸a˜o de
uma DHT, e a tabela 5.14 apresenta os invariantes em que esses atributos participam.
5.8.3.5 Tabelas de Distribuic¸a˜o
O modelo M4 apoia-se numa tabela de distribuic¸a˜o (TD) que regista, para cada no´ n de
uma DHT, o seu nu´mero de entradas, H(n), e de no´s virtuais, V(n) – rever secc¸a˜o 3.5.5.
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I5 : N emax(d) ⊆ N(S)
– o universo de enderec¸amento, N e
max
(d), e´ restrito aos no´s do cluster Domus, N(S)
I6 : N amax(d) ⊆ N(S)
– o universo de armazenamento, N amax(d), e´ restrito aos no´s do cluster Domus, N(S)




– o universo de enderec¸amento, N e
max
(d), deve ter pelo menos #N e
min
(d) no´s
– o universo de enderec¸amento, N emax(d), na˜o pode ser vazio








– o universo de armazenamento, N amax(d), na˜o pode ser vazio
I20 : N e(d) ⊆ N emax(d)
– o domı´nio de enderec¸amento, N e(d), e´ restrito ao universo de enderec¸amento
I21 : N a(d) ⊆ N amax(d)
– o domı´nio de armazenamento, N a(d), e´ restrito ao universo de armazenamento
I30 : #N e(d) ≥ #N emin(d) ≥ 1
– o domı´nio de enderec¸amento, N e(d), deve ter pelo menos #N e
min
(d) no´s
– o domı´nio de enderec¸amento, N e(d), na˜o pode ser vazio
I31 : #N a(d) ≥ #N amin(d) ≥ 1
– o domı´nio de armazenamento, N a(d), deve ter pelo menos #N a
min
(d) no´s
– o domı´nio de armazenamento, N a(d), na˜o pode ser vazio
I60 : Ve(d) ≥ Vemin(d) ≥ #N
e(d)min




(d) ≥ #N a(d)min
– deve haver no´s virtuais suficientes para #N a(d)min no´s de armazenamento
Tabela 5.14: Invariantes associados dos atributos de Restric¸o˜es a` Distribuic¸a˜o.
A dissociac¸a˜o entre enderec¸amento e armazenamento tem como consequeˆncia a necessi-
dade de aplicar o modelo M4 em separado para essas func¸o˜es. Desta forma, para cada
DHT d, e´ necessa´rio operar com duas tabelas: 1) uma tabela de distribuic¸a˜o do enderec¸a-
mento (TDe(d)) e 2) uma tabela de distribuic¸a˜o do armazenamento (TDa(d)). A primeira
guarda tuplos <n, Ve(d, n), He(d, n) > e a segunda guarda tuplos<n, Va(d, n), Ha(d, n) >.
Estas tabelas sa˜o geridas pelo supervisor, representando os atributos de uma DHT que
sumarizam o resultado da distribuic¸a˜o pesada das responsabilidades de enderec¸amento e
de armazenamento. Essa distribuic¸a˜o pode basear-se num nu´mero global de no´s virtuais
de enderec¸amento, Ve(d), diferente do nu´mero global de no´s virtuais de armazenamento,
Va(d); o nu´mero global de entradas a repartir pelas duas espe´cies de no´s virtuais e´ H(d).
Ao contra´rio dos atributos ja´ apresentados, as tabelas TDe(d) e TDa(d) na˜o sa˜o defi-
n´ıveis directamente; assim, estas representam atributos internos sendo a sua definic¸a˜o
influenciada pelos paraˆmetros/atributos de Qualidade da Distribuic¸a˜o e de Restric¸o˜es a`
Distribuic¸a˜o; essa influeˆncia e´ vis´ıvel nos invariantes associados, fornecidos na tabela 5.16.
As tabelas 5.15 e 5.16 caracterizam as Tabelas de Distribuic¸a˜o e invariantes associados.
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atributo : attr_dht_tde (tabela de distribuic¸a˜o do enderec¸amento)
notac¸a˜o formal : TDe(d)
tipo de definic¸a˜o : varia´vel, interna
invariantes associados : I40, I42, I50, I52
atributo : attr_dht_tda (tabela de distribuic¸a˜o do armazenamento)
notac¸a˜o formal : TDa(d)
tipo de definic¸a˜o : varia´vel, interna
invariantes associados : I41, I43, I51, I53
Tabela 5.15: Caracterizac¸a˜o das Tabelas de Distribuic¸a˜o de uma DHT Domus.
I40 : Ve(d, n) > 0, ∀n ∈ TDe(d)
– se n e´ no´ de enderec¸amento, o seu nu´mero de no´s virtuais de enderec¸amento e´ positivo
I41 : Va(d, n) > 0, ∀n ∈ TDa(d)
– se n e´ no´ de armazenamento, o seu nu´mero de no´s virtuais de armazena. e´ positivo
I42 : He(d, n) > 0, ∀n ∈ TDe(d)
– se n e´ no´ de enderec¸amento, o nu´mero de entradas enderec¸adas por n e´ positivo
I43 : Ha(d, n) > 0, ∀n ∈ TDa(d)




e(d, n) == Ve(d)




a(d, n) == Va(d)




e(d, n) == H(d)




a(d, n) == H(d)
– na˜o pode haver entradas da DHT por armazenar
Tabela 5.16: Invariantes associados a`s Tabelas de Distribuic¸a˜o de uma DHT Domus.
5.8.3.6 Atributos da Localizac¸a˜o Distribu´ıda
Os atributos desta categoria permitem influenciar a forma como se realiza, num cluster
Domus, a localizac¸a˜o distribu´ıda de uma DHT, com base nas contribuic¸o˜es do cap´ıtulo 4.
Assim, o atributo attr_dht_pld permite especificar uma pol´ıtica de localizac¸a˜o distribu´ıda,
que pode ser global ou local; no primeiro caso, todos os no´s/servic¸os de enderec¸amento
da DHT aplicara˜o o mesmo algoritmo global de localizac¸a˜o distribu´ıda, definido atrave´s do
atributo attr_dht_agld (os valores poss´ıveis deste atributo sa˜o baseados nas designac¸o˜es
atribu´ıdas aos algoritmos de localizac¸a˜o discutidos no cap´ıtulo 4); no segundo caso, cada
no´/servic¸o de enderec¸amento podera´ comutar entre algoritmos com diferentes exigeˆncias
de processamento, numa o´ptica de balanceamento local de recursos (rever secc¸a˜o 5.6.7.2).
A tabela 5.17 sintetiza a caracterizac¸a˜o dos atributos attr_dht_pld e attr_dht_agld.
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atributo : attr_dht_pld (pol´ıtica de localizac¸a˜o distribu´ıda)
tipo de definic¸a˜o : constante, interna ou externa
valor por omissa˜o : global
valores poss´ıveis : { global, local }
atributo : attr_dht_agld (algoritmo global de localizac¸a˜o distribu´ıda)
tipo de definic¸a˜o : constante, interna ou externa
valor por omissa˜o : EA-E-L (melhor compromisso entre consumo de CPU e distaˆncia me´dia)
valores poss´ıveis : { EC, EM, EA-E-1, EA-E-L, EA-all }
Tabela 5.17: Caracterizac¸a˜o dos Atributos da Localizac¸a˜o Distribu´ıda de uma DHT.
5.8.3.7 Atributos dos Reposito´rios
Como referido na secc¸a˜o 5.6.6.2, um servic¸o Domus suporta reposito´rios de registos, base-
ados numa certa combinac¸a˜o de plataforma de armazenamento e meio de armazenamento.
Ale´m disso, deve existir a possibilidade de especificar a granularidade do reposito´rio, de
acordo com a semaˆntica tambe´m definida na mesma secc¸a˜o. Estas qualidades do reposi-
to´rio de uma DHT sa˜o dadas pelos atributos attr_dht_pa, attr_dht_ma e attr_dht_gr
– ver tabela 5.18; os valores admiss´ıveis destes atributos dependem da implementac¸a˜o.
atributo : attr_dht_pa (plataforma de armazenamento)
tipo de definic¸a˜o : constante, interna ou externa
valor por omissa˜o : (uma plataforma sobre ram; dependente da implementac¸a˜o)
valores poss´ıveis : (dependentes da implementac¸a˜o)
atributo : attr_dht_ma (meio de armazenamento)
tipo de definic¸a˜o : constante, interna ou externa
valor por omissa˜o : ram
valores poss´ıveis : pelo menos ram e disco (outros dependem da implementac¸a˜o)
atributo : attr_dht_gr (granularidade do reposito´rio)
tipo de definic¸a˜o : constante, interna ou externa
valor por omissa˜o : mı´nima
valores poss´ıveis : { mı´nima, me´dia, ma´xima }
Tabela 5.18: Caracterizac¸a˜o dos Atributos dos Reposito´rios de uma DHT Domus.
5.8.3.8 Pol´ıtica de Evoluc¸a˜o da DHT
Apesar do desenho da arquitectura Domus ser orientado ao suporte de DHTs dinaˆmicas
(em que o nu´mero e o posicionamento das entradas pode evoluir), podera´ ter interesse, em
certas situac¸o˜es, instanciar DHTs de tipo esta´tico (em que o nu´mero e o posicionamento
das entradas, uma vez estabelecidos na criac¸a˜o, e´ fixado); mais uma vez, uma decisa˜o deste
tipo podera´ ser condicionada por conhecimento adicional sobre o estado actual ou futuro
do cluster, ou por requisitos espec´ıficos das aplicac¸o˜es clientes das DHTs; por exemplo,
recorrendo aos paraˆmetros que permitem delimitar o universo da DHT, e´ poss´ıvel confina´-
la a uma partic¸a˜o exclusiva do cluster; se nessa partic¸a˜o na˜o for permitida a execuc¸a˜o de
outras tarefas, podera´ enta˜o dispensar-se o balanceamento dinaˆmico da DHT (indepen-
dentemente de se ter realizado uma distribuic¸a˜o inicial pesada, da DHT, nessa partic¸a˜o).
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Define-se assim um atributo attr_dht_pe, que suporta a definic¸a˜o de uma pol´ıtica de
evoluc¸a˜o da DHT, esta´tica ou dina^mica, de acordo com a semaˆntica que acabamos
de descrever. A tabela 5.19 sistematiza a caracterizac¸a˜o do atributo attr_dht_pe.
atributo : attr_dht_pe (pol´ıtica de evoluc¸a˜o)
tipo de definic¸a˜o : constante, interna ou externa
valor por omissa˜o : dina^mica
valores poss´ıveis : { dina^mica, esta´tica }
Tabela 5.19: Caracterizac¸a˜o do atributo Pol´ıtica de Evoluc¸a˜o de uma DHT Domus.
5.8.3.9 Atributos de Gesta˜o de Carga
Para ale´m dos atributos dos no´s, introduzidos na secc¸a˜o 5.8.2.2, os mecanismos de ba-
lanceamento do cap´ıtulo 6 necessitam, para a sua operac¸a˜o, do conjunto de atributos de
caracterizac¸a˜o das DHTs apresentados na tabela 5.20. Estes atributos, em conjunto com
os primeiros, permitem gerir os va´rios tipos de carga gerada na operac¸a˜o das DHTs activas.
Assim, a gesta˜o da carga de enderec¸amento de uma DHT (relacionada com a frequeˆncia
de operac¸o˜es de encaminhamento associadas a` DHT, nos seus servic¸os de enderec¸amento)
implica a comparac¸a˜o de uma “taxa global (me´dia) de operac¸o˜es de encaminhamento da
DHT”, com um“limiar de enderec¸amento” dado por um atributo attr_dht_le (ver secc¸a˜o
6.6.1). Adicionalmente, a gesta˜o da carga de acesso (associada a` frequeˆncia de operac¸o˜es
de acesso aos reposito´rios de uma DHT, nos seus servic¸os de armazenamento) implica o
confronto de uma “taxa me´dia (global) de operac¸o˜es de acesso a` DHT”, com um “limiar
de acesso” dado por um atributo attr_dht_la (ver secc¸a˜o 6.6.2). Finalmente, a gesta˜o
da carga de armazenamento (relacionada com o consumo do meio de armazenamento
definido para a DHT, nos seus servic¸os de armazenamento) implica a comparac¸a˜o de uma
“quantidade me´dia (global) consumida, do meio de armazenamento da DHT, por cada no´
virtual de armazenamento”, com um“limiar de armazenamento” fornecido por um atributo
attr_dht_lm (ver secc¸a˜o 6.6.4). Note-se que a influeˆncia dos treˆs atributos de gesta˜o de
carga sera´ nula se a pol´ıtica de evoluc¸a˜o da DHT for esta´tica (rever secc¸a˜o anterior).
5.9 Aplicac¸o˜es Domus
Uma aplicac¸a˜o Domus e´ uma aplicac¸a˜o que interactua com um ou mais clusters Domus.
A interacc¸a˜o pode realizar-se i) com fins administrativos ou, ii) mais frequentemente, com
o objectivo de aceder aos diciona´rios distribu´ıdos implementados pelas DHTs Domus.
As interacc¸o˜es de administrac¸a˜o esta˜o associadas a`s operac¸o˜es de supervisa˜o do cluster
Domus que descrevemos na secc¸a˜o 5.7: 1) criac¸a˜o, destruic¸a˜o, desactivac¸a˜o e reactivac¸a˜o
de um cluster Domus; 2) adic¸a˜o, remoc¸a˜o, desactivac¸a˜o e reactivac¸a˜o de servic¸os Domus
espec´ıficos; 3) criac¸a˜o, destruic¸a˜o, desactivac¸a˜o e reactivac¸a˜o de DHTs espec´ıficas. Estas
operac¸o˜es sa˜o solicitadas directamente ao supervisor, que se encarrega da sua prossecuc¸a˜o.
As interacc¸o˜es de acesso solicitam as operac¸o˜es usuais sobre diciona´rios: inserc¸a˜o, consulta
e remoc¸a˜o de registos de esquema <chave, dados >; com DHTs Domus, estas operac¸o˜es sa˜o
precedidas, obrigatoriamente, da descoberta do servic¸o de armazenamento dos registos.
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atributo : attr_dht_le (limiar de enderec¸amento)
notac¸a˜o formal : λe
τ
tipo de definic¸a˜o : constante, interna ou externa
valor por omissa˜o : 1.0
valores poss´ıveis : ]0.0,1.0]
atributo : attr_dht_la (limiar de acesso)
notac¸a˜o formal : λaτ
tipo de definic¸a˜o : constante, interna ou externa
valor por omissa˜o : 1.0
valores poss´ıveis : ]0.0,1.0]
atributo : attr_dht_lm (limiar de armazenamento)
notac¸a˜o formal : Qa
τ
tipo de definic¸a˜o : constante, interna ou externa
valor por omissa˜o : (dimensa˜o da pa´gina virtual do Sistema Operativo)
valores poss´ıveis : (inteiros positivos)
Tabela 5.20: Caracterizac¸a˜o dos Atributos de Gesta˜o de Carga de uma DHT Domus.
Tipicamente, um conjunto de interacc¸o˜es e´ precedido/sucedido de operac¸o˜es de associac¸a˜o/
desassociac¸a˜o (open/close) a/de um cluster Domus ou a/de uma DHT, c.f. o caso; estas
operac¸o˜es possibilitam a gesta˜o de mu´ltiplos contextos de interacc¸a˜o, permitindo a uma
aplicac¸a˜o Domus lidar, de forma consistente, com mu´ltiplas DHTs e/ou clusters Domus.
5.9.1 Biblioteca Domus
As interacc¸o˜es de uma aplicac¸a˜o com um cluster Domus processam-se atrave´s de uma
biblioteca de funcionalidades administrativas e de acesso; dependendo do tipo de funcio-
nalidade, a biblioteca comunica com servic¸os supervisores ou regulares; para o efeito, o no´
onde a aplicac¸a˜o executa carece do pacote de servic¸os ba´sicos previsto na arquitectura.
A figura 5.10 apresenta um visa˜o abstracta da biblioteca Domus, de suporte a` sua descric¸a˜o.
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Figura 5.10: Visa˜o Abstracta da Biblioteca Domus: Contextos de Interacc¸a˜o.
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5.9.1.1 Contextos de Interacc¸a˜o
A figura 5.10 ilustra o suporte da biblioteca a` interacc¸a˜o com va´rios clusters Domus e, para
cada um deles, com va´rias DHTs. Um contexto de interacc¸a˜o com um cluster Domus e´
denotado por c..., notac¸a˜o formal para o atributo Identificador de um cluster Domus (rever
secc¸a˜o 5.8.1.1); analogamente, um contexto de interacc¸a˜o com uma DHT e´ denotado por
d..., notac¸a˜o formal para o atributo Identificador de uma DHT (rever secc¸a˜o 5.8.3.1).
5.9.1.2 Atributos de Interacc¸a˜o
A mesma figura revela atributos necessa´rios, em cada contexto, a` interacc¸a˜o com as enti-
dades em causa. Esses atributos pode ser de dois tipos: i) atributos locais ou ii) atributos
remotos. Os atributos remotos mimetizam certos atributos mantidos pelos supervisores,
incluindo atributos internos e externos (rever secc¸a˜o 5.7). Os atributos locais sa˜o apenas
instanciados na biblioteca (na˜o sa˜o exporta´veis para os supervisores), podendo ser valora-
dos de forma diferente pelas aplicac¸o˜es clientes; na figura representam-se apenas atributos
locais de tipo externo, ou seja, directamente defin´ıveis por paraˆmetros da biblioteca Domus.
A interacc¸a˜o com um cluster Domus carece de atributos (remotos) que garantem a` aplica-
c¸a˜o cliente que o seu interlocutor e´ o cluster Domus pretendido: Identificador do cluster Do-
mus (attr_cluster_id) e Identificador do Supervisor (attr_cluster_supervisor_id).
Na interacc¸a˜o com uma DHT, os atributos remotos necessa´rios sa˜o: i) o Identificador da
DHT (attr_dht_id), ii) a Func¸a˜o de Hash (attr_dht_fh), iii) as Tabelas de Distribuic¸a˜o
do Enderec¸amento e Armazenamento (attr_dht_tde e attr_dht_tda) e iv) o Algoritmo
Global de Localizac¸a˜o Distribu´ıda (attr_dht_agld). Estes atributos cumprem a seguinte
func¸a˜o: i) attr_dht_id desambigua as transacc¸o˜es com o supervisor; ii) attr_dht_fh
identifica a func¸a˜o de hash a aplicar a` chave dos registos para a localizac¸a˜o do seu servic¸o
de armazenamento; iii,iv) attr_dht_tde, attr_dht_tda e attr_dht_agld sa˜o usados na
operacionalizac¸a˜o de uma certa estrate´gia de localizac¸a˜o (c.f. descrito na secc¸a˜o 5.9.1.3).
Os atributos locais incluem: i) Estrate´gia de Localizac¸a˜o (attr_dht_el), ii) Limiar de
Desacerto c/ Me´todo Directo (attr_dht_ldmd) e iii) Dimensa˜o da Cache de Localizac¸a˜o
(attr_dht_dcl); estes atributos regulam, em conjunto, uma certa estrate´gia de localizac¸a˜o.
A tabela 5.21 sistematiza a caracterizac¸a˜o dos Atributos Locais de Interacc¸a˜o com DHTs.
5.9.1.3 Estrate´gias de Localizac¸a˜o
Uma estrate´gia de localizac¸a˜o corresponde a uma certa sequeˆncia ordenada dos seguintes
me´todos de localizac¸a˜o: i) directo (mD), ii) baseado em cache (mC) e iii) aleato´rio (mA).
Definida a estrate´gia (sequeˆncia), uma localizac¸a˜o inicia-se pela explorac¸a˜o do primeiro
me´todo previsto; se esse me´todo for infrut´ıfero, explora-se o pro´ximo me´todo da sequeˆncia,
e assim sucessivamente. De todas as sequeˆncias poss´ıveis, apenas sa˜o va´lidas as seguintes:
<mD,mC,mA>, <mC,mA> e <mA>. Estas estrate´gias configuram sempre uma progres-
sa˜o de me´todos mais ra´pidos mas menos precisos, para me´todos mais lentos mas mais
precisos. No que se segue, descreve-se o princ´ıpio de funcionamento de cada me´todo.
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atributo : attr_dht_el (estrate´gia de localizac¸a˜o)
tipo de definic¸a˜o: : constante, interna ou externa
valor por omissa˜o : <mD,mC,mA>
valores poss´ıveis : {<mD,mC,mA>, <mC,mA>, <mA> }
atributo : attr_dht_ldmd (limiar de desacerto com o me´todo directo)
tipo de definic¸a˜o: : constante, interna ou externa
valor por omissa˜o : 50%
valores poss´ıveis : ]0%,100%[
designac¸a˜o : attr_dht_dcl (dimensa˜o da cache de localizac¸a˜o)
tipo de definic¸a˜o: : constante, interna ou externa
valor por omissa˜o : 1024 entradas
valores poss´ıveis : (nu´meros inteiros positivos)
Tabela 5.21: Caracterizac¸a˜o dos Atributos Locais de Interacc¸a˜o com DHTs.
Me´todo Directo (ou 1-HOP) Este me´todo procura explorar a possibilidade de a
DHT ainda na˜o ter sido redistribu´ıda desde a sua criac¸a˜o (ou, quando muito, de essa
redistribuic¸a˜o ter sido pouco significativa). Dessa forma, i) conhecendo-se o crite´rio usado
para definir a distribuic¸a˜o inicial (i.e., cont´ıgua, rotativa ou outra) e ii) conhecendo-se as
Tabelas de Distribuic¸a˜o do Enderec¸amento e do Armazenamento, iii) e´ poss´ıvel deduzir a
localizac¸a˜o de qualquer entrada, pelo que apenas um salto de rede separara´ o cliente, do
servic¸o Domus correcto (raza˜o pela qual o me´todo directo tambe´m se pode designar de 1-
HOP). Recorde-se que a possibilidade de explorar um me´todo deste tipo tinha sido prevista
aquando da discussa˜o da problema´tica da Atribuic¸a˜o Inicial de Entradas, na secc¸a˜o 4.3.1.
A utilidade de uma co´pia local das Tabelas de Distribuic¸a˜o do Enderec¸amento e do Ar-
mazenamento da DHT e´ assim justificada, pois viabiliza a aplicac¸a˜o do me´todo directo.
Todavia, para que essa aplicac¸a˜o seja convenientemente gerida, e´ necessa´rio um atributo
capaz de desactivar o me´todo se a taxa de desacerto for demasiado alta; trata-se precisa-
mente do atributo “Limiar de Desacerto com o Me´todo Directo”, de valor percentual.
Me´todo baseado em Cache de Localizac¸a˜o A estrutura e o modo de funcionamento
de uma cache de localizac¸a˜o (dependente, basicamente, de localizac¸a˜o distribu´ıda) foram
amplamente discutidos na secc¸a˜o 5.6.5.3. Resta acrescentar que, estando inicialmente
vazia, a cache sera´ inicializada atrave´s do me´todo aleato´rio (ver a seguir); este e´ tambe´m o
me´todo prosseguido automaticamente sempre que a cache produz um erro de localizac¸a˜o
e e´ necessa´rio corrigir o seu conteu´do; um atributo de Dimensa˜o da Cache de Localizac¸a˜o
permite a`s aplicac¸o˜es configurar a capacidade da cache (em nu´mero de registos).
Me´todo Aleato´rio Tal como o me´todo anterior, tambe´m este recorre a localizac¸a˜o
distribu´ıda, com a diferenc¸a de que o servic¸o inicial de uma cadeia de localizac¸a˜o e´ escolhido
de forma aleato´ria; essa escolha pode ser feita tirando partido da co´pia local da Tabela
de Distribuic¸a˜o do Enderec¸amento ou, no caso de esta ja´ ser demasiado obsoleta, por
solicitac¸a˜o directa ao supervisor; em todo o caso, a ideia e´ efectuar uma escolha aleato´ria
mas pesada, pelo nu´mero de entradas, de forma a privilegiar os servic¸os com mais tabelas
de encaminhamento (logo com maior probabilidade de a cadeia a´ı iniciada ser mais curta).
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Pelo facto de poder sobrecarregar o supervisor, o me´todo aleato´rio faz sobressair as vanta-
gens da cache de localizac¸a˜o, como abordagem adaptativa a` evoluc¸a˜o da DHT (ao contra´rio
do me´todo directo) e que coloca a maior parte da carga inicial de localizac¸a˜o no cliente.
5.10 Relac¸a˜o com Outras Abordagens
A dissociac¸a˜o Enderec¸amento-Armazenamento, quase ausente em DHTs de primeira gera-
c¸a˜o, e mais frequente em DHTs de segunda gerac¸a˜o (rever secc¸a˜o a 2.9), e´ na arquitectura
Domus levada ao extremo, atravessando todos os componentes e subsistemas, de forma
que os va´rios servic¸os Domus podem desempenhar as func¸o˜es de enderec¸amento e armaze-
namento em qualquer combinac¸a˜o, para qualquer DHT e dinamicamente; o objectivo da
dissociac¸a˜o e´ duplo: por um lado, facilitar uma melhor utilizac¸a˜o dos recursos do cluster
e, por outro, assegurar certos n´ıveis mı´nimos de servic¸o, das DHTs, aos seus clientes.
Embora na arquitectura Domus se assuma o uso de grafos Chord completos para loca-
lizac¸a˜o distribu´ıda (na sua formulac¸a˜o do cap´ıtulo 4), a verdade e´ que na˜o ha´ nenhuma
restric¸a˜o arquitectural a` utilizac¸a˜o de outra abordagem, desde que compat´ıvel com os
modelos de particionamento do cap´ıtulo 3 (como se demonstrou ser o caso dos grafos De-
Bruijn bina´rios). Neste sentido, e tendo tambe´m em conta a dissociac¸a˜o Enderec¸amento-
Armazenamento assumida, e´ poss´ıvel encontrar algum paralelismo com a arquitectura
Dipsea [Man04], onde particionamento, localizac¸a˜o e armazenamento sa˜o independentes.
A visa˜o da“DHT como servic¸o” (rever secc¸a˜o 2.10), corresponde ao paradigma de operac¸a˜o
prosseguido pela arquitectura Domus. Neste sentido, a visa˜o alternativa da “DHT como
biblioteca”, na˜o se deve confundir com o conceito de “biblioteca de acesso a` DHT”previsto
pela arquitectura Domus; neste u´ltimo caso, a biblioteca e´ utilizada pelas aplicac¸o˜es para
interactuarem com as DHTs, assentes em servic¸os distribu´ıdos (ou seja, na˜o e´ a aplicac¸a˜o,
mas sim a biblioteca de acesso a` DHT, que determina quais o(s) servic¸o(s) a contactar).
A co-operac¸a˜o de DHTs suportada pela arquitectura Domus traduz-se na co-existeˆncia de
mu´ltiplas DHTs independentes e sem interacc¸a˜o. Esta aproximac¸a˜o e´ diferente de outras
abordagens (rever secc¸a˜o 2.11), onde i) se embebem [HJS+03] / virtualizam [KRRS04]
mu´ltiplas DHTs numa DHT de base, ou ii) se permitem operac¸o˜es de fusa˜o/composic¸a˜o,
subdivisa˜o/decomposic¸a˜o ou de interligac¸a˜o (bridging) [HGRW06, COJ+06, CJO+07].
A existeˆncia de um supervisor na arquitectura Domus, responsa´vel pela centralizac¸a˜o de
certas deciso˜es, encontra tambe´m algum paralelismo noutras abordagens. Riley et al.
[RS04], por exemplo, definem “sistema/DHT P2P supervisionado(a)” como “aquele(a) em
que a composic¸a˜o do(a) sistema/DHT e´ gerida por um supervisor, sendo o resto das
actividades independentes dele”; neste contexto, propo˜em a aplicac¸a˜o da sua abordagem
(SPON-DHT) a ambientes Grid, onde a centralizac¸a˜o de certas func¸o˜es e´ admiss´ıvel.
5.11 Ep´ılogo
O pro´ximo cap´ıtulo e´ inteiramente dedicado a` descric¸a˜o aprofundada dos mecanismos de
balanceamento dinaˆmico da arquitectura Domus. Depois, no cap´ıtulo 7, apresenta-se o
proto´tipo Domus, uma implementac¸a˜o parcial da arquitectura; no mesmo cap´ıtulo apre-
sentam tambe´m os resultados de uma se´rie de testes de avaliac¸a˜o/exercitac¸a˜o do proto´tipo.
Cap´ıtulo 6
Gesta˜o Dinaˆmica de Carga
Resumo
Neste cap´ıtulo descrevem-se, de forma aprofundada os mecanismos de gesta˜o dinaˆmica de
carga previstos na arquitectura Domus: i) um mecanismo de gesta˜o do posicionamento de
no´s virtuais, e ii) um mecanismo de gesta˜o do nu´mero de no´s virtuais. A descric¸a˜o destes
mecanismos gira em torno do papel que desempenham nos momentos fundamentais da
evoluc¸a˜o das DHTs (criac¸a˜o, expansa˜o e migrac¸a˜o). Concomitantemente, descrevem-se os
atributos e as medidas em que os mecanismos se apoiam para tomar as suas deciso˜es.
6.1 Pro´logo
Este cap´ıtulo conclui a apresentac¸a˜o da arquitectura Domus, pela descric¸a˜o aturada dos
seus mecanismos de gesta˜o de carga, introduzidos no cap´ıtulo anterior. A descric¸a˜o desses
mecanismos carece de uma caracterizac¸a˜o precisa das entidades da arquitectura Domus
envolvidas. Assim, uma boa parte deste cap´ıtulo e´ dedicada a essa caracterizac¸a˜o, realizada
a` custa de certos atributos e medidas, conceitos aos quais associamos o seguinte significado:
• atributo: qualidade de uma entidade, definida por um par <nome,valor>; um atri-
buto faz parte da caracterizac¸a˜o da entidade, podendo o seu valor ser fixo ou varia´vel;
• medida: grandeza calculada a pedido/just-in-time; pode ser dependente de valores
de atributos, mas tambe´m pode servir para defini-los (directa ou indirectamente).
Os mecanismos em causa apenas se encontram parcialmente implementados no proto´tipo
da arquitectura (ver cap´ıtulo 7) carecendo assim de uma validac¸a˜o experimental completa.
Julgamos, todavia, que a descric¸a˜o aqui fornecida na˜o so´ e´ suficiente para uma avaliac¸a˜o de
n´ıvel conceptual, como constitui um bom ponto de apoio para uma implementac¸a˜o total.
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6.2 Mecanismos de Gesta˜o de Carga
De acordo com a sua especificac¸a˜o, apresentada no cap´ıtulo anterior, a arquitectura Domus
preveˆ dois mecanismos globais de gesta˜o dinaˆmica de carga (rever secc¸a˜o 5.6.7.1.):
• um mecanismo de gesta˜o do Posicionamento de no´s virtuais (mgPv);
• um mecanismo de gesta˜o do Nu´mero de no´s virtuais (mgNv).
A operac¸a˜o do mgPv e do mgNv corresponde a` execuc¸a˜o de tarefas espec´ıficas de gesta˜o
dos no´s virtuais das DHTs, com objectivos diferentes mas complementares (neste contexto,
recorde-se que, na arquitectura Domus, 1) um no´ virtual corresponde a um certo nu´mero
de hashes e 2) a dissociac¸a˜o enderec¸amento-armazenamento implica a existeˆncia de 2a)
no´s virtuais de enderec¸amento e 2b) no´s virtuais de armazenamento – rever secc¸a˜o 5.5) .
O mgPv controla o posicionamento dos no´s virtuais das DHTs, assegurando a sua atribui-
c¸a˜o aos no´s mais adequados. A actividade do mgPv e´ portanto centrada na rentabilizac¸a˜o
dos recursos dos no´s do cluster Domus, tendo a capacidade de reagir a sobrecargas indu-
zidas pelos servic¸os Domus ou por aplicac¸o˜es/servic¸os exo´genos, que com eles co-habitam.
O mgNv gere o nu´mero global de no´s virtuais das DHTs1. Assim, no aˆmbito do mgNv
monitoriza-se a carga induzida pelas DHTs (mais especificamente, a carga me´dia associ-
ada a cada no´ virtual) e, ultrapassados certos limiares, altera-se o nu´mero global de no´s
virtuais. A visa˜o do mgNv e´ pois centrada nas DHTs, procurando garantir-lhes certos
n´ıveis mı´nimos de servic¸o (e.g., assegurando um grau de dispersa˜o suficiente para na˜o se
ultrapassar uma certa carga de localizac¸a˜o, acesso e armazenamento – ver secc¸a˜o 6.6).
Os mecanismos mgPv e mgNv interveˆm em diferentes momentos da vida de uma DHT,
de forma individual ou combinada. Durante a criac¸a˜o de uma DHT, cabe ao mgPv a
definic¸a˜o da sua distribuic¸a˜o inicial. O mgPv volta a intervir durante a expansa˜o de uma
DHT: esta e´ despoletada pelo mgNv, mas cabera´ ao mgPv decidir do posicionamento dos
novos no´s virtuais. Finalmente, a migrac¸a˜o de no´s virtuais de uma DHT solicita novamente
a intervenc¸a˜o do mgPv, para que se definam os no´s hospedeiros dos no´s virtuais a migrar.
Na operac¸a˜o do mgPv e mgNv, os protagonistas principais sa˜o i) o supervisor do clus-
ter Domus e ii) o Subsistema de Balanceamento (SB) dos servic¸os Domus; o Subsistema
de Enderec¸amento (SE) e o Subsistema de Armazenamento (SA) tambe´m interveˆm, mas
num plano secunda´rio. Recordando o exposto na secc¸a˜o 5.6.7.1: a) e´ o SB que despoleta a
migrac¸a˜o de no´s virtuais mas e´ o supervisor que decide o seu posicionamento; b) e´ o super-
visor que despoleta a criac¸a˜o de no´s virtuais, decidindo tambe´m o seu posicionamento; c)
a informac¸a˜o necessa´ria a` actividade do supervisor e´ proveniente do SB dos va´rios servic¸os
Domus e parte dessa informac¸a˜o e´ obtida, em primeira instaˆncia, pelo SE ou pelo SA.
Note-se que a actuac¸a˜o do mgPv e mgNv e´ limitada aos no´s que alojam os servic¸os Domus
– N(S) – e, mesmo a´ı, a sua margem de manobra pode ser reduzida. Com efeito, apenas
a carga induzida pelos servic¸os Domus pode ser redistribu´ıda por aqueles mecanismos;
1E, indirectamente, o seu nu´mero global de entradas – ver secc¸a˜o 6.7.
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servic¸os e aplicac¸o˜es exo´genos ao cluster Domus, mas que partilham com os servic¸os Domus
os no´s hospedeiros, esta˜o fora da alc¸ada do mgPv e mgNv; apesar disso, as entidades
exo´genas acabam por tirar partido, indirectamente, da gesta˜o de carga efectuada pelos
servic¸os Domus, ja´ que se parte do princ´ıpio de que cabe a estes a necessa´ria adaptac¸a˜o a`s
condic¸o˜es dinaˆmicas do cluster, mesmo que os recursos sejam sobrecarregados por terceiros.
6.3 Caracterizac¸a˜o dos No´s Computacionais
A operac¸a˜o de um cluster Domus depende, em primeiro lugar, de algum conhecimento
sobre o conjunto dos no´s do cluster que o va˜o suportar, N(S). No ma´ximo, esse conjunto
e´ N(B), formado pelos no´s que executam servic¸os ba´sicos (rever secc¸o˜es 5.3.1 e 5.4). Para
simplificar o discurso, assumiremos doravante que N(S) = N(B) = N (i.e., N(S) abarca
a totalidade do cluster f´ısico). Para cada n ∈ N , e´ enta˜o necessa´ria a caracterizac¸a˜o i) de
certos recursos base (ou do seu desempenho potencial) e ii) dos seus n´ıveis de utilizac¸a˜o.
6.3.1 Capacidades
Os atributos que caracterizam um no´ n, em termos de recursos ou seu desempenho poten-
cial, definem as capacidades de n (ver tabela 6.1). Uma vez que as capacidades descrevem
caracter´ısticas tipicamente esta´ticas, a sua identificac¸a˜o necessita de ser feita apenas uma
vez, antes da primeira implantac¸a˜o de um cluster Domus sobre um cluster f´ısico.
Capacidades Significado Unidades
Ce(a, n) capacidade de encaminhamento com o algoritmo a Koperac¸o˜es/s
Ca(t, n) capacidade de acesso a reposito´rios de tecnologia t Koperac¸o˜es/s
C(i, n) ma´xima largura de banda u´til do “interface Domus” Mbps
C(ram, n) capacidade (espac¸o total) de memo´ria RAM Mbytes
C(disk, n) capacidade (espac¸o total) da “partic¸a˜o Domus” Gbytes
Tabela 6.1: Capacidades de um No´ Computacional n.
Os atributos Ce(a, n), Ca(t, n) e C(i, n) reflectem o desempenho potencial do no´ n, resul-
tando de avaliac¸o˜es especializadas, designadas por micro-benchmarks (ver secc¸a˜o 7.6.4).
Assim, o atributo Ce(a, n) representa a ma´xima capacidade do no´ n para realizar operac¸o˜es
de encaminhamento com o algoritmo de localizac¸a˜o a. Essas operac¸o˜es sera˜o essencial-
mente dependentes da capacidade computacional de n e da sua disponibilidade de RAM.
O atributo Ca(t, n) reflecte o ma´ximo potencial do no´ n para a realizac¸a˜o de operac¸o˜es de
acesso a reposito´rios baseados numa tecnologia de armazenameno t =< p,m >, sendo p a
plataforma de armazenamento e m o meio de armazenamento utilizados. Se m for RAM,
essas operac¸o˜es sera˜o mais dependentes dos recursos associados ao encaminhamento; se m
for Disco, sera˜o mais dependentes do desempenho do acesso ao Disco e da sua capacidade.
O atributo C(i, n) representa a ma´xima largura de banda u´til, suportada pelo interface de
Rede i do no´ n, escolhido como “interface Domus” de acordo com a definic¸a˜o da secc¸a˜o
5.8.2.1. Definindo como N(i, n) o conjunto dos no´s do cluster acess´ıveis a n, atrave´s
do interface i, e podendo N(i, n) comportar no´s de categorias diversas (em termos de
configurac¸o˜es de hardware), enta˜o para obter o valor de C(i, n), e´ preciso considerar a
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troca de mensagens entre n e um no´ representante de cada uma daquelas categorias, uma
vez que o desempenho da comunicac¸a˜o e´ influenciado pelo hardware do interlocutor. Por
exemplo, havendo #Nk(i, n) no´s da espe´cie k acess´ıveis a partir de n via interface de Rede










, assumindo um modelo probabil´ıstico simples, em que a probabilidade de n trocar men-
sagens com um no´ da espe´cie k e´ #Nk(i, n)/#N(i, n), entre outros crite´rios poss´ıveis.
Os atributos Cs(ram, n) e Cs(disk, n) caracterizam a capacidade de armazenamento (s ≡
storage) prima´rio e secunda´rio do no´, necessa´ria a` sua participac¸a˜o no cluster Domus;
a caracterizac¸a˜o e´ trivial, e.g., interrogando o sistema operativo do no´. Cs(disk, n) e´ a
capacidade de uma certa partic¸a˜o – a “partic¸a˜o Domus” –, escolhida para satisfazer as
necessidades de armazenamento em disco durante a participac¸a˜o do no´ no cluster Domus.
As capacidades dos no´s que hospedam todos os servic¸os Domus, de um cluster Domus,
sa˜o registadas pelo seu servic¸o supervisor. Adicionalmente, cada servic¸o Domus mante´m
informac¸a˜o sobre as capacidades do no´ hospedeiro. Esta informac¸a˜o, em conjunc¸a˜o com
outra (ver adiante), e´ utilizada durante a criac¸a˜o, expansa˜o e redistribuic¸a˜o de DHTs.
6.3.2 Utilizac¸o˜es
Como o nome sugere, utilizac¸o˜es sa˜o medidas que traduzem o n´ıvel de utilizac¸a˜o (percen-
tual) dos recursos dos no´s (ver tabela 6.2). Os seus valores sa˜o dinaˆmicos, variando de
forma imprevis´ıvel, pois admite-se a partilha dos no´s por mu´ltiplas aplicac¸o˜es e servic¸os.
Utilizac¸o˜es Significado
U(cpu, n) utilizac¸a˜o (agregada) das CPUs
U(iodisk, n) utilizac¸a˜o (actividade E/S) do disco com a “partic¸a˜o Domus”
U(i, n) utilizac¸a˜o (largura de banda consumida) do “interface Domus”
U(ram, n) utilizac¸a˜o (espac¸o consumido) da memo´ria RAM
U(disk, n) utilizac¸a˜o (espac¸o consumido) da “partic¸a˜o Domus”
Tabela 6.2: Utilizac¸o˜es de um No´ Computacional n.
As utilizac¸o˜es sa˜o dadas por me´dias mo´veis exponenciais, que sintetizam um histo´rico de
valores. A amplitude/dimensa˜o do histo´rico, e o peso da histo´ria recente face a` passada,
sa˜o paraˆmetros do processo de ca´lculo, que admite ainda diversas fo´rmulas poss´ıveis2.
A` semelhanc¸a das capacidades, as utilizac¸o˜es dos no´s que participam num cluster Domus
sa˜o tambe´m registadas pelo servic¸o supervisor e utilizadas durante a criac¸a˜o e migrac¸a˜o
de no´s virtuais. Adicionalmente, cada servic¸o Domus monitoriza as utilizac¸o˜es do seu no´
hospedeiro, em func¸a˜o das quais pode despoletar a migrac¸a˜o de no´s virtuais (ver a seguir).
2Ver o conceito em http://en.wikipedia.org/wiki/Weighted_moving_average. A ideia do recurso a
me´dias deste tipo (aplicados tambe´m ao ca´lculo de outras me´tricas, no aˆmbito dos nossos mecanismos de
balanceamento) e´ evitar feno´menos de thrashing, pela tomada de deciso˜es de redistribuic¸a˜o precipitadas.
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6.3.2.1 Limiares de Utilizac¸a˜o
Sendo U(r, n) a utilizac¸a˜o de um recurso r, enta˜o Uτ (r) e´ um limiar de forma que a condic¸a˜o
U(r, n) ≥ Uτ (r) desencadeia um processo de migrac¸a˜o de no´s virtuais (ver secc¸a˜o 6.8).
Os limiares sa˜o atributos globais do cluster Domus (rever secc¸a˜o 5.8.1.5), sendo definidos
quando o cluster Domus e´ criado, e propagados do supervisor para os restantes servic¸os.
6.3.2.2 Disponibilidades
Em face das definic¸o˜es anteriores, A(r, n) = 1−U(r, n) traduz a disponibilidade local de um
recurso r em n, e Aτ (r, n) = Uτ (r)− U(r, n) traduz a disponibilidade u´til correspondente.
A disponibilidade local de um recurso e´ medida no contexto global do seu no´, indepen-
dentemente de quem utiliza o recurso; a disponibilidade u´til traduz a folga do recurso
sob o ponto de vista Domus, ja´ que quando U(r, n) ≥ Uτ (r), o recurso considera-se sobre-
carregado; ambas as disponibilidades coincidem apenas quando Uτ (r) = 1 (i.e., 100%).
6.4 Caracterizac¸a˜o dos Servic¸os Domus
As capacidades e utilizac¸o˜es dos no´s computacionais permitem definir medidas para a
caracterizac¸a˜o do conjunto S de servic¸os de um cluster Domus. Assim, no contexto do
suporte a uma DHT espec´ıfica, e´ poss´ıvel definir para cada s ∈ S: a) o seu potencial de
no´s virtuais e b) a sua atractividade; estas medidas sera˜o (re)calculadas pelo supervisor,
sempre que for necessa´rio (re)definir o servic¸o hospedeiro de no´s virtuais da DHT. Antes
de se definirem estas medidas conve´m recordar (rever secc¸o˜es 5.5.1, 5.6.3, 5.6.5 e 5.6.6):
• Ve(d, s): no de no´s virtuais de enderec¸amento da DHT d, atribu´ıdos ao servic¸o s;
• Va(d, s): no de no´s virtuais de armazenamento da DHT d, atribu´ıdos ao servic¸o s;
• He(d, s): no de entradas da DHT d cujo enderec¸amento e´ gerido pelo servic¸o s;
• Ha(d, s): no de entradas da DHT d cujo armazenamento e´ gerido pelo servic¸o s.
• H
e
(d, s, ve): no me´dio de entradas de d, por cada no´ virtual de endere. ve, em s;
• H
a
(d, s, va): no me´dio de entradas de d, por cada no´ virtual de armaze. va, em s.
Dado que o modelo M4 tenta uniformizar o nu´mero de entradas por cada no´ virtual, enta˜o
os valores H
e
(d, s, ve) e H
a
(d, s, va) sa˜o semelhantes a valores me´dios globais, ou seja,
H
e
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Recordamos ainda que, de acordo com a regra R6 da arquitectura Domus (rever secc¸a˜o
5.2.1), “admite-se (no ma´ximo) um so´ servic¸o s, por cada no´ n”. Como tambe´m se definiu
a associac¸a˜o de um u´nico interface de Rede i a cada servic¸o s (o “interface Domus” – rever
secc¸a˜o 5.8.2.1), a associac¸a˜o un´ıvoca entre servic¸o, no´ e interface permite que se utilize
notac¸a˜o do tipo n(s), i(s), etc., para referenciar uma dessas entidades em func¸a˜o de outra.
6.4.1 Potencial de No´s Virtuais
Num dado instante, cada servic¸o dispo˜e, por via das capacidades e disponibilidades dos
recursos de armazenamento do no´ hospedeiro, de um potencial de suporte a um certo
nu´mero de no´s virtuais. Esse potencial e´ calculado de forma diferente e independente, para
o enderec¸amento e armazenamento, func¸o˜es com requisitos espec´ıficos: para as func¸o˜es
de enderec¸amento, o recurso relevante e´ a RAM; para as de armazenamento, o recurso
relevante podera´ ser RAM ou Disco, conforme a opc¸a˜o tomada na criac¸a˜o da DHT. O
potencial depende ainda de outros paraˆmetros, com influeˆncia na realizac¸a˜o dessas func¸o˜es.
6.4.1.1 Potencial de No´s Virtuais de Enderec¸amento
A fo´rmula 6.4 fornece3 o (nu´mero) potencial de no´s virtuais de enderec¸amento da DHT d,
suporta´veis pelo servic¸o s, face a` capacidade e disponibilidade actual de RAM do no´ n(s):







Assim, a disponibilidade u´til de RAM em n(s), Aτ (ram, n(s)), limita o nu´mero ma´ximo
de no´s virtuais de enderec¸amento da DHT d, comporta´vel por n(s); o ma´ximo e´ dado pelo
quociente entre a capacidade instalada de RAM em n(s), C(ram, n(s)), e a quantidade de
RAM gasta (em me´dia) por cada no´ virtual de enderec¸amento, Qe(ram, ve, d), dada por
Qe(ram, ve, d) ≈ H
e
(d, ve)×Q(ram,< h, TE,RA >) (6.5)
, em que Q(ram,< h, TE,RA >) e´ a quantidade de RAM por cada tuplo de esquema
<hash, tabela de encaminhamento, refereˆncia de armazenamento> (rever secc¸a˜o 5.6.5.1).
O potencial de no´s virtuais de enderec¸amento sera´ nulo ou negativo se Aτ (ram, n(s)) ≤ 0,
o que acontecera´ se o consumo de RAM atingir ou ultrapassar o ma´ximo admiss´ıvel; nesse
caso, na˜o devera´ ser admitida a criac¸a˜o de no´s virtuais de enderec¸amento de d em s.
6.4.1.2 Potencial de No´s Virtuais de Armazenamento
A fo´rmula 6.6 fornece o (nu´mero) potencial de no´s virtuais de armazenamento da DHT d,
suporta´veis pelo servic¸o s, face a` capacidade e disponibilidade do recurso m(d) em n(s):
3A notac¸a˜o int representa a truncagem de um valor real para o inteiro na˜o superior mais pro´ximo.
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ρa(d, s) ≈ int
[





Na fo´rmula 6.6, a disponibilidade u´til do recurso de armazenamento m(d) ∈ {ram, disk}
em n(s), dada por Aτ (m(d), n(s)), limita o ma´ximo comporta´vel por n(s), de no´s virtuais
de armazenamento da DHT d; o ma´ximo e´ dado pelo quociente entre a capacidade instalada
do recurso m(d) em n(s), C(m(d), n(s)), e a quantidade ma´xima de espac¸o consumı´vel por
um no´ virtual de armazenamento da DHT d, Qa(m(d), va, d); esta quantidade e´ o limiar
de armazenamento, um atributo das DHT Domus (rever secc¸a˜o 5.8.3.9 e ver secc¸a˜o 6.6.4).
Se Aτ (m(d), n(s)) ≤ 0, e´ sinal de que o consumo do recurso m(d) ultrapassou o limiar
Uτ (m(d), n(s)); em consequeˆncia, o potencial de no´s virtuais de armazenamento, ρ
a(d, s),
sera´ nulo/negativo, prevenindo a criac¸a˜o de no´s virtuais de armazenamento de d em n(s).
6.4.2 Atractividade
A atractividade de um servic¸o Domus, para o desempenho de func¸o˜es de enderec¸amen-
to/armazenamento de uma DHT, e´ func¸a˜o das disponibilidades e capacidades dos recur-
sos do no´ hospedeiro, relevantes para o exerc´ıcio daquelas func¸o˜es: para as func¸o˜es de
enderec¸amento, e para as func¸o˜es de armazenamento em RAM, definem-se como recursos
associados mais relevantes a CPU, RAM e Interfaces de Rede; para o armazenamento em
Disco, consideram-se o Disco e os Interfaces de Rede como os recursos mais relevantes.
O servic¸o mais atractivo para o desempenho de um certa func¸a˜o sera´ aquele em que a
folga/disponibilidade (u´til) dos recursos associados a` func¸a˜o e´ a maior, e essa folga tem
o maior “interesse”. Dito de outra forma: a ideia base do ca´lculo da atractividade e´
pesar as disponibilidades dos recursos em causa, com a importaˆncia desses recursos, num
determinado universo de no´s. Com efeito, a disponibilidade de um recurso num no´ pode ser
elevada e, naquele universo, o valor relativo dessa disponibilidade reduzido (e vice-versa).
Antes de prosseguir, relembramos conceitos e notac¸a˜o u´teis, introduzidos na secc¸a˜o 5.8.3.4:
• N f(d) – domı´nio da funcionalidade f para a DHT d: trata-se do conjunto dos no´s
que desempenham a func¸a˜o f para a DHT d (f = e para a func¸a˜o de enderec¸amento
e f = a para a func¸a˜o de armazenamento); em particular, N e(d) e Na(d) definem,
respectivamente, o domı´nio de enderec¸amento e o domı´nio de armazenamento de d;
• N fmax(d) – universo da funcionalidade f para a DHT d: limite superior de N
f(d);
em particular, N emax(d) e´ o universo de enderec¸amento e N
a
max(d) e´ o universo de
armazenamento da DHT d, ambos atributos de DHTs Domus (rever secc¸a˜o 5.8.3.4).
A associac¸a˜o un´ıvoca entre no´s computacionais, servic¸os Domus e interfaces de rede, per-
mite ainda recorrer, quando conveniente, a` notac¸a˜o Sf(d) e Sfmax(d), bem como a I
f(d) e
I fmax(d), para a representac¸a˜o dos respectivos domı´nios e universos, de servic¸os e interfaces.
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6.4.2.1 Atractividade de Enderec¸amento
Seja s um servic¸o alojado pelo no´ n(s) e associado ao interface i(s). A atractividade de s
para o enderec¸amento da DHT d com base no algoritmo de localizac¸a˜o distribu´ıda a(d) e´
αe(d, s) =
{
αe(cpu, d, s) + αe(i(s), d, s) se αe(cpu, d, s) > 0 e αe(i(s), d, s) > 0
0 se αe(cpu, d, s) ≤ 0 ou αe(i(s), d, s) ≤ 0
(6.7)
, em que αe(cpu, d, s) denota a atractividade espec´ıfica para o recurso CPU, dada por






, e αe(i(s), d, s) denota a atractividade espec´ıfica para o interface de Rede i(s), dada por
αe(i(s), d, s) = Aτ (i(s), n(s))×
C(i(s), n(s))




No ca´lculo de αe(cpu, d, s), a disponibilidade u´til de CPU em n, dada por Aτ (cpu, n(s)), e´
pesada pela raza˜o entre i) a capacidade de encaminhamento de n para DHTs com algoritmo
de localizac¸a˜o distribu´ıda a(d) – Ce(a(d), n(s)) – e ii) a maior capacidade de encaminha-





Paralelamente, no ca´lculo da atractividade αe(i(s), d, s), a disponibilidade u´til do interface
i(s) em n(s), dada por Aτ (i(s), n(s)), e´ pesada pela raza˜o entre i) a largura de banda u´til
de i(s), dada por C(i(s), n(s)), e ii) a maior largura de banda u´til no universo de interfaces
Iemax(d) pertencentes ao universo de no´s N
e





A atractividade de enderec¸amento dada pela fo´rmula 6.7 so´ e´ positiva se a atractividade
individual de todos os recursos associados for positiva; caso contra´rio, a atractividade
e´ nula. Por sua vez, a atractividade individual de cada recurso so´ e´ positiva se a sua
disponibilidade u´til for positiva; caso contra´rio, a sua atractividade individual sera´ nula.
Ou seja: basta que um dos recursos relevantes para o enderec¸amento se encontre em
sobrecarga, para que o servic¸o respectivo deixe de se considerar atractivo para o suporte
de no´s virtuais. Este racioc´ınio aplica-se tambe´m a`s atractividades de armazenamento.
6.4.2.2 Atractividade de Armazenamento
Seja t(d) =<p(d),m(d)> a tecnologia de armazenamento escolhida para a DHT d, base-
ada numa plataforma de armazenamento p(d) e num meio de armazenamento m(d). A
atractividade do servic¸o s para o armazenamento da DHT d quando m(d) = ram e´ enta˜o
αa(d, s) =
{
αa(cpu, d, s) + αa(i(s), d, s) se αa(cpu, d, s) > 0 e αa(i(s), d, s) > 0
0 se αa(cpu, d, s) ≤ 0 ou αa(i(s), d, s) ≤ 0
(6.10)
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Complementarmente, a atractividade para o armazenamento de d no meio m(d) = disk e´
αa(d, s) =
{
αa(iodisk, d, s) + αa(i(s), d, s) se αa(iodisk, d, s) > 0 e αa(i(s), d, s) > 0
0 se αa(iodisk, d, s) ≤ 0 ou αa(i(s), d, s) ≤ 0
(6.11)
Se m(d) = ram (fo´rmula 6.10) a atractividade de armazenamento resulta da soma de
duas atractividades: a) uma para o recurso CPU, e b) outra para o recurso Rede. Se
m(d) = disk (fo´rmula 6.11), a atractividade de armazenamento resulta da soma da a)
atractividade para o recurso Disco, com b) a atractividade para o recurso Rede. A fo´rmula
6.11 e´ assim semelhante a` 6.10, considerando que o recurso Disco substitui o recurso CPU.
As atractividades de armazenamento espec´ıficas para os recursos em causa sa˜o dadas por












αa(i(s), d, s) = Aτ (i(s), n(s)) ×
C(i(s), n(s))




No ca´lculo da atractividade para o recurso CPU (fo´rmula 6.12), a sua disponibilidade u´til
em n e´ agora pesada pela raza˜o entre i) a capacidade ma´xima de n para a realizac¸a˜o de
acesso a reposito´rios de tecnologia t(d) =<p(d),m(d)>, dada por Ca(t(d), n(s)), e ii) a





mesma raza˜o e´ usada para pesar a folga u´til do Disco, em termos de actividade E/S, a fim
de se calcular, no mesmo contexto, a atractividade espec´ıfica do Disco (fo´rmula 6.13).
No ca´lculo da atractividade do recurso Rede (fo´rmula 6.14), i) a largura de banda u´til do
interface i(s), dada por C(i(s), n(s)), e´ dividida ii) pela maior largura de banda u´til conhe-
cida, dos interfaces Iamax(d) do universo de no´sN
a





6.5 Definic¸a˜o da Distribuic¸a˜o Inicial de uma DHT
Uma vez definidos os conceitos necessa´rios a` caracterizac¸a˜o dos no´s computacionais e dos
servic¸os, ilustramos agora a sua aplicac¸a˜o a` definic¸a˜o da distribuic¸a˜o inicial de uma DHT.
Na escolha dos no´s/servic¸os que ira˜o alojar os no´s virtuais e entradas iniciais, e´ preciso
considerar os diferentes requisitos das func¸o˜es de enderec¸amento e armazenamento, com o
objectivo de seleccionar os no´s com as condic¸o˜es de carga mais adequadas a tais func¸o˜es.
Basicamente, o que esta´ em causa e´ a definic¸a˜o inicial da tabela de distribuic¸a˜o do ende-
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rec¸amento (TDe(d)), de esquema < n, Ve(d, n), He(d, n) >, e da tabela de distribuic¸a˜o do
armazenamento (TDa(d)), de esquema < n, Va(d, n), Ha(d, n) > (rever secc¸a˜o 5.8.3.5).
Essa definic¸a˜o configura uma actuac¸a˜o do mgPv, ao n´ıvel do supervisor, com base nos
atributos de Qualidade da Distribuic¸a˜o e de Restric¸o˜es a` Distribuic¸a˜o; esses atributos, e
respectivos invariantes, foram anteriormente discutidos, nas secc¸o˜es 5.8.3.3 e 5.8.3.4.
6.5.1 Definic¸a˜o do Nu´mero Global de No´s Virtuais e de Entradas
Como referido na secc¸a˜o 5.8.3.4, e´ poss´ıvel definir limites mı´nimos para o nu´mero global
de no´s virtuais, denotados por Vemin(d) e V
a
min(d), atrave´s dos atributos attr_nmve e
attr_nmva; estes atributos comec¸am por fornecer valores proviso´rio de Vemin(d) e V
a
min(d),
podendo ser necessa´rio proceder a ajustamentos no sentido de cumprir certos invariantes.
Assim, Vemin(d) e V
a
min(d) devem cumprir os invariantes I60 e I61, de forma a garantir
no´s virtuais suficientes para o nu´mero mı´nimo de no´s computacionais, N emin(d) e N
a
min(d)
(rever secc¸a˜o 5.8.3.4); esta exigeˆncia podera´ impor reajustamentos em Vemin(d) e V
a
min(d).
Adicionalmente, e´ necessa´rio garantir que Vemin(d) e V
a
min(d) se encontram no mesmo
intervalo entre duas poteˆncias de 2 consecutivas, o que pode originar novo reajustamento;
cumprido esse requisito, Ve(d) e Va(d) podem assumir os valores de Vemin(d) e V
e
min(d).
Nas condic¸o˜es anteriores, e´ tambe´m assegurado o cumprimento do invariante I0 (rever
secc¸a˜o 5.5.1), o qual permite definir o nu´mero inicial global de entradas da DHT, H(d).
6.5.2 Definic¸a˜o do Nu´mero Local de No´s Virtuais e de Entradas
Com base nos valores iniciais de Ve(d), Va(d) e H(d), e numa visa˜o geral do estado dos no´s
(decorrente do conhecimento de capacidades e disponibilidades), o supervisor do cluster
Domus efectua uma distribuic¸a˜o pesada dos no´s virtuais e entradas, atrave´s dos univer-
sos de enderec¸amento e armazenamento da DHT. Efectuada independentemente nos dois
universos, a distribuic¸a˜o obedece, em ambos os casos, ao algoritmo (gene´rico) 6.13. Nas
secc¸o˜es seguintes detemo-nos em cada um dos seus passos, dissecando-os c.f. necessa´rio.
6.5.2.1 Passo 1
O passo 1 sugere, desde logo, a relevaˆncia das medidas de potencial e atractividade intro-
duzidas na secc¸a˜o 6.4, para a definic¸a˜o do nu´mero de no´s virtuais e entradas de uma DHT,
a atribuir a cada servic¸o. Essa definic¸a˜o e´ efectivamente concretizada nos passos 2, 3 e 4.
6.5.2.2 Passos 2 e 3
Em conjunto, os passos 2 e 3 definem, para cada servic¸o s ∈ Sfmax(d), o nu´mero V
f(d, s)
de no´s virtuais atribu´ıdos para realizac¸a˜o da func¸a˜o f sendo que, inicialmente, V f(d, s)←
6.5 Definic¸a˜o da Distribuic¸a˜o Inicial de uma DHT 161
Algoritmo 6.13: Definic¸a˜o da Distribuic¸a˜o Inicial de uma DHT.
1. definir, para cada servic¸o s ∈ Sfmax(d)
(a) o potencial de no´s virtuais, ρf(d, s)
(b) a atractividade, αf(d, s)
2. considerando apenas os servic¸os s ∈ Sfmax(d) com ρ
f(d, s) > 0 e αf(d, s) > 0,
atribuir um no´ virtual aos #Sfmin(d) servic¸os mais atractivos
3. considerando apenas os servic¸os s ∈ Sfmax(d) com ρ
f(d, s) > 0 e αf(d, s) > 0,
distribuir o resto dos no´s virtuais proporcionalmente a αf(d, s)
4. definir o nu´mero de entradas Hf(d, s) inicial de cada s ∈ Sf(d)
0. Tambe´m neste contexto, denotamos por V fassigned(d) o nu´mero total de no´s virtuais
(iniciais) ja´ atribu´ıdos a servic¸os de Sfmax(d), sendo que, inicialmente, V
f
assigned(d)← 0.
O passo 2 garante que um certo nu´mero de no´s virtuais e´ atribu´ıdo a servic¸os diferentes,
assegurando um n´ıvel mı´nimo de distribuic¸a˜o no suporte a` DHT, especificado de forma
independente, no domı´nio do enderec¸amento ou armazenamento. Esse n´ıvel e´ denotado,
respectivamente, por #Semin(d) e #S
a
min(d) que, como ja´ referimos (rever secc¸a˜o 5.8.3.4),
constituem atributos de uma DHT, definidos na sua ge´nese. Apo´s o passo 2, V fassigned(d) e´
acrescido do nu´mero total de no´s virtuais atribu´ıdos nesse passo e, para cada s ∈ Sfmax(d),
V f(d, s) e´ somado do nu´mero de no´s virtuais atribu´ıdos a s nesse passo (um, no ma´ximo).
No passo 3, os no´s virtuais ainda por atribuir, em nu´mero dado pela diferenc¸a V f(d) −
V fassigned(d), devem ser distribu´ıdos por servic¸os do universo S
f
max(d). A` partida, essa
distribuic¸a˜o so´ pode contemplar servic¸os cujo potencial de no´s virtuais ainda na˜o tenha
sido consumido, ou seja, servic¸os para os quais ρf(d, s)−V f(d, s) > 0, sendo esses servic¸os




max(d). O nu´mero de no´s virtuais atribu´ıdos neste
passo, a qualquer s+ ∈ S
f
+(d), devera´ ainda ser func¸a˜o da sua atractividade, α
f(d, s+).
Apo´s o passo 3, os servic¸os s ∈ Sfmax(d) para os quais se tem V
f(d, s) > 0, definem Sf(d)4.
O algoritmo 6.14 formaliza o passo 3. A lo´gica subjacente e´ simples: distribuir os no´s
virtuais remanescentes do passo 2, privilegiando os servic¸os com o maior potencial de no´s
virtuais; se, durante o processo, o potencial de um servic¸o e´ esgotado, os no´s virtuais na˜o
atribu´ıdos sa˜o reservados para uma pro´xima iterac¸a˜o, onde e´ feita nova distribuic¸a˜o, pro-
porcionalmente a` atractividade dos servic¸os que ainda dispo˜em de potencial na˜o utilizado.
6.5.2.3 Passo 4
No in´ıcio deste passo, ja´ se encontram definidos os domı´nios de funcionalidade iniciais,
Sf(d, s), assim como o nu´mero de no´s virtuais atribu´ıdos a cada no´/servic¸o desses domı´nios,
4E, equivalentemente, N f(d) e I f(d), pela relac¸a˜o de um-para-um entre servic¸os, no´s e interfaces.
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Algoritmo 6.14: Passo 3 do Algoritmo 6.13.
1. V fassigned′(d)← V
f
assigned(d)
2. enquanto V fassigned(d) < V
f(d) fazer





(b) para s+ ∈ S
f
+(d) fazer
i. calcular a quota de no´s virtuais a atribuir a s+ nesta iterac¸a˜o:
Qfiteration(d, s+) = α
f(d, s+) /α
f(Sf+(d))
ii. definir o nu´mero de no´s virtuais a atribuir a s+ nesta iterac¸a˜o:
V fiteration(d, s+) = int [ Q
f
iteration(d, s+)× (V(d) − V
f
assigned(d)) ]
se ρf(d, s+)− V
f(d, s+) < V
f
iteration(d, s+) enta˜o




iii. actualizar o nu´mero total de no´s virtuais ja´ atribu´ıdo a s+:
V f(d, s+)← V
f(d, s+) + V
f
iteration(d, s+)






v. terminar se todos os no´s virtuais tiverem sido atribu´ıdos:
se V fassigned′(d) = V(d) enta˜o end fse
fpara
(c) V fassigned(d)← V
f
assigned′(d)
V f(d, s). Para finalizar o preenchimento das tabelas de distribuic¸a˜o TDf(d), resta apenas
definir o nu´mero de entradas a atribuir a cada no´/servic¸o, Hf(d, s); essa definic¸a˜o e´ feita
aplicando duas vezes o Procedimento de (Re)Distribuic¸a˜o do modelo M4 (rever as secc¸o˜es
3.6.3 e 3.5.5): uma vez sobre a tabela TDe(d), e uma outra vez sobre a tabela TDa(d).
6.5.3 Implantac¸a˜o da Distribuic¸a˜o Inicial
Definidas as tabelas de distribuic¸a˜o iniciais, resta definir a identidade das entradas atribu´ı-
das a cada servic¸o, H f(d, s), o que se consegue atrave´s dos mecanismos previstos na secc¸a˜o
4.3.1; estes mecanismos permitem que cada servic¸o de enderec¸amento da DHT deduza a
sua informac¸a˜o de enderec¸amento (tuplos < hash, tabela de encaminhamento, refereˆncia
de armazenamento > – rever secc¸a˜o 5.6.5.1); os mesmos mecanismos possibilitam que cada
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servic¸o de armazenamento instancie a sua informac¸a˜o de armazenamento (tuplos < hash,
refereˆncia de reposito´rio, refereˆncia de enderec¸amento > – rever secc¸a˜o 5.6.6.1), sendo
ainda necessa´rio efectuar a criac¸a˜o de reposito´rios ou preparar a sua utilizac¸a˜o pela DHT.
6.6 Caracterizac¸a˜o das DHTs
Os mecanismos mgPv e mgNv dependem, para a sua operac¸a˜o, de atributos de ges-
ta˜o (rever secc¸a˜o 5.8.3.9) e medidas de caracterizac¸a˜o da carga induzida pelas DHTs.
Os atributos sa˜o valorados na criac¸a˜o das DHTs, sendo registados pelo supervisor, como
parte da informac¸a˜o de supervisa˜o das DHTs (rever secc¸a˜o 5.8). O Subsistema de Endere-
c¸amento (SE) e o Subsistema de Armazenamento (SA) dos servic¸os Domus que suportam
as DHTs produzem medidas locais de carga que, processadas no supervisor, originam
medidas sinte´ticas/globais, que integrara˜o tambe´m a informac¸a˜o de supervisa˜o das DHTs.
A carga induzida por uma DHT activa pode ser: 1) carga de uso corrente derivada do pro-
cessamento das operac¸o˜es habituais sobre diciona´rios (inserc¸o˜es, consultas e remoc¸o˜es de
registos), solicitadas por aplicac¸o˜es clientes (rever secc¸a˜o 5.9) e 2) carga de administrac¸a˜o.
A carga de uso corrente subdivide-se em carga de localizac¸a˜o, de acesso e de armazena-
mento. A carga de localizac¸a˜o incidira´, essencialmente, sobre os no´s N e(d), que alojam os
no´s virtuais de enderec¸amento de d. A carga de acesso e a de armazenamento incidira˜o,
maioritariamente, sobre os no´s Na(d), que alojam os no´s virtuais de armazenamento de d.
As actividades administrativas associadas a uma DHT podem ser de origem endo´gena ou
exo´gena. As actividades endo´genas sa˜o despoletadas automaticamente pelo mgNv e mgPv,
incluindo a expansa˜o do nu´mero de no´s virtuais e/ou a sua migrac¸a˜o5. As actividades exo´-
genas teˆm origem em interacc¸o˜es de administrac¸a˜o desencadeadas por aplicac¸o˜es Domus
e incluem a criac¸a˜o, destruic¸a˜o, desactivac¸a˜o e reactivac¸a˜o da DHT (rever secc¸a˜o 5.9).
A carga de administrac¸a˜o e´ considerada sempre transito´ria, na˜o sendo por isso objecto
de gesta˜o. A carga de uso corrente depende do padra˜o de utilizac¸a˜o das DHTs pelas
aplicac¸o˜es clientes. Com efeito, sa˜o essas aplicac¸o˜es que determinam o ritmo a que uma
DHT e´ consultada ou actualizada, assim como o volume de dados que nela e´ armazenada.
O mgNv gere a carga de uso corrente das DHTs atrave´s da expansa˜o do nu´mero de no´s vir-
tuais: redistribuindo a mesma carga por maior nu´mero de no´s virtuais, a carga me´dia por
no´ virtual ira´ diminuir. Para que a expansa˜o possa ser despoletada no momento pro´prio,
as cargas de localizac¸a˜o, acesso e armazenamento teˆm que ser devidamente monitorizadas.
As medidas resultantes da monitorizac¸a˜o da carga ligada ao uso corrente das DHTs sa˜o
tambe´m u´teis sob o ponto de vista do mgPv. Este mecanismo gere a carga global dos no´s
do cluster socorrendo-se do reposicionamento dos no´s virtuais das DHTs. Precisamente,
na escolha desses no´s virtuais, e´ utilizada informac¸a˜o resultante daquela monitorizac¸a˜o, e
sa˜o respeitados certos constrangimentos, alguns determinados por atributos das DHTs.
5A migrac¸a˜o tambe´m pode ter origem externa, pela remoc¸a˜o administrativa de um servic¸o Domus.
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6.6.1 Taxas e Limiares de Encaminhamento
Seja De(s) o conjunto das DHTs cujo enderec¸amento e´ suportado pelo servic¸o s, no no´
n(s). Enta˜o, para cada DHT d ∈ De(s), o Subsistema de Enderec¸amento (SE) de s produz
a medida λe(d, s) – “taxa me´dia de operac¸o˜es de encaminhamento6, para a DHT d, em s”.
A taxa λe(d, s) e´ medida em operac¸o˜es por segundo, tal como as capacidades Ce(a(d), n(s)).
λe(d, s) e´ uma taxa me´dia, calculada com base numa me´dia mo´vel exponencial, alimentada
por uma certa janela temporal de taxas amostrais λe(d, s), obtidas em sesso˜es amostrais su-
cessivas, de igual durac¸a˜o; cada taxa λe(d, s) obteˆm-se dividindo 1) o nu´mero de operac¸o˜es
de encaminhamento registadas na sessa˜o amostral, pela 2) durac¸a˜o da sessa˜o amostral.
Para cada taxa λe(d, s), conhece-se um ma´ximo absoluto, λemax(d, s) (ver secc¸a˜o 6.6.3).
No supervisor, as taxas λe(d, s) oriundas dos servic¸os de enderec¸amento da DHT d, sa˜o










Sempre que a taxa me´dia λe(d) ultrapassar uma certa fracc¸a˜o λeτ (d) da taxa ma´xima, i.e.,
λe(d) ≥ λeτ (d)× λ
e
max(d) (6.17)
o supervisor provocara´ a expansa˜o do domı´nio de enderec¸amento da DHT d, para que a
carga de enderec¸amento da DHT se disperse por mais no´s/servic¸os de enderec¸amento; neste
contexto, e´ importante notar que a carga de enderec¸amento, imposta pelos clientes da DHT,
podera´ continuar a ser a mesma em termos globais; todavia, ao aumentar λemax(d), o reforc¸o
do domı´nio de enderec¸amento torna mais dif´ıcil a ultrapassagem do valor λeτ (d)×λ
e
max(d).
A expansa˜o do domı´nio de enderec¸amento comporta a selecc¸a˜o de novos no´s de endere-
c¸amento e o ca´lculo do seu nu´mero de no´s virtuais de enderec¸amento, que va˜o contribuir
para aumentar o nu´mero global de no´s virtuais de enderec¸amento; menos frequentemente,
este aumento podera´ ditar o incremento do nu´mero global de entradas da DHT e, em
consequeˆncia, do nu´mero global de no´s virtuais de armazenamento (rever secc¸a˜o 5.5.1).
A grandeza λeτ (d) designa-se por limiar de encaminhamento/enderec¸amento, sendo um
atributo de gesta˜o da carga de enderec¸amento, das DHTs Domus (rever secc¸a˜o 5.8.3.9).
6Isto e´, operac¸o˜es que fazem parte do processo de localizac¸a˜o do SE e do SA de uma entrada.
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6.6.2 Taxas e Limiares de Acesso
A lo´gica e metodologia anteriores sa˜o extens´ıveis ao contexto do armazenamento:
sendo Da(s) o conjunto das DHTs cujo armazenamento e´ suportado pelo servic¸o s, o
Subsistema de Armazenamento (SA) de s produz, para cada d ∈ Da(s), a medida λa(d, s),
correspondente a` “taxa me´dia de operac¸o˜es de acesso7 a registos da DHT d, em s”. A taxa
λa(d, s) e´ medida em operac¸o˜es por segundo, tal como o sa˜o as capacidades Ca(t(d), n(s)).
De forma ana´loga a λe(d, s), λa(d, s) resulta tambe´m de uma me´dia mo´vel exponencial (ver
acima) e assume-se que e´ conhecido um ma´ximo absoluto λamax(d, s) (ver secc¸a˜o 6.6.3).
No supervisor, a gesta˜o da carga de acesso e´ similar a` da carga de enderec¸amento, baseando-
se nos valores λa(d) (“taxa me´dia global de operac¸o˜es de acesso da DHT d”) e λemax(d)
(“taxa ma´xima global de operac¸o˜es de acesso da DHT d”), e no teste da condic¸a˜o
λa(d) ≥ λaτ (d)× λ
a
max(d) (6.18)
cuja verificac¸a˜o determina a expansa˜o do domı´nio de armazenamento da DHT d, como
forma de dispersar a carga de acesso. Na expressa˜o 6.18, λaτ (d) denota o limiar de acesso,
um atributo de gesta˜o da carga de acesso, para as DHTs Domus (rever secc¸a˜o 5.8.3.9).
6.6.3 Ma´ximos Absolutos para os Limiares de Encaminhamento e Acesso
6.6.3.1 Cena´rio 1
Num cena´rio simplificado, em que cada no´ n executa apenas um servic¸o Domus s, e este
suporta apenas func¸o˜es de enderec¸amento, de uma so´ DHT d, com base no algoritmo a(d),
λemax(d, n(s)) = C
e(a(d), n(s)) (6.19)
Num cena´rio similar, mas para o armazenamento com a tecnologia t(d) =< p(d),m(d) >,
λamax(d, n(s)) = C
a(t(d), n(s)) (6.20)
6.6.3.2 Cena´rio 2
Admitamos agora que, em cada no´ n, o servic¸o s enderec¸a va´rias DHTs, que denotamos por
De(s), podendo cada DHT d ∈ De(s) utilizar algoritmos a(d) eventualmente diferentes.
Nestas condic¸o˜es, sera´ mais dif´ıcil a uma taxa me´dia λe(d, s) convergir para a capacidade
Ce(a(d), n(s)), uma vez que os recursos de cada no´ sera˜o partilhados pelas va´rias DHTs.
Neste cena´rio, o servic¸o s suporta o enderec¸amento de um total de He(s) entradas, deno-
tando He(d, s) o nu´mero espec´ıfico de entradas associado a cada d ∈ De(s), pelo que
7Isto e´, operac¸o˜es de consulta, inserc¸a˜o, modificac¸a˜o ou remoc¸a˜o de registos.





Assumindo que o acesso a`s DHTs De(s) e´ uniforme, enta˜o a carga de enderec¸amento
induzida por cada d ∈ De(s) em s sera´ proporcional a H
e(d,s)




× Ce(a(d), n(s)) (6.22)
Basicamente, o que transparece da fo´rmula 6.22 e´ que, em n(s), a DHT d apenas pode con-
tar, para o seu enderec¸amento, com a fracc¸a˜o H
e(d,s)
He(s) da capacidade ma´xima C
e(a(d), n(s)).
A fo´rmula 6.23 oferece uma perspectiva alternativa da fo´rmula 6.22. Assim, represen-
tando 1Ce(a(d),n(s) o custo, em segundos, de uma operac¸a˜o de encaminhamento em n(s),
com o algoritmo a(d), enta˜o λemax(d, n(s)) fornece o nu´mero ma´ximo dessas operac¸o˜es









No contexto do armazenamento, este cena´rio corresponde, em cada servic¸o s, ao armaze-
namento de registos de va´rias DHTs, denotadas por Da(s), com tecnologias de armaze-
namento t(d), escolhidas para cada DHT. Cada servic¸o s suportara´ o armazenamento de
Ha(s) entradas, sendo Ha(d, s) o nu´mero espec´ıfico de entradas associado a d ∈ Da(s).




× Ca(t(d), n(s)) (6.24)
6.6.3.3 Cena´rio 3
Se admitirmos que um no´ possa desempenhar em simultaˆneo func¸o˜es de enderec¸amento e
de armazenamento, o grau de partilha dos recursos do no´ sera´ maior e, em consequeˆncia,
o valor dos ma´ximos absolutos λemax(d, n(s)) e λ
a
max(d, n(s)) sera´ necessariamente menor.
Neste cena´rio, um servic¸o s suporta um total de H(s) = He(s) +Ha(s) entradas. Destas,
He(s) entradas sa˜o de DHTs de De(s), e as restantes Ha(s) entradas sa˜o de DHTs do




× Ce(a(d), n(s)) (6.25)
Analogamente, para as DHTs d ∈ Da(s), o ma´ximo absoluto λamax(d, n(s)) e´ dado por




× Ca(t(d), n(s)) (6.26)
Para a mesma DHT d, com o mesmo nu´mero de entradas Hf(d, s) associado ao mesmo
servic¸o s, os ma´ximos absolutos λfmax(d, n(s)) sera˜o agora menores que os dados pelas
equac¸o˜es 6.22 e 6.24, pois as fracc¸o˜es H
f (d,s)





No cena´rio anterior constata´mos a necessidade de reduzir o valor dos ma´ximos absolutos
λfmax(d, n(s)), ao permitir a coexisteˆncia, no mesmo servic¸o, de suporte ao enderec¸amento
e ao armazenamento de DHTs. Essa necessidade resultou, como referido, de um maior grau
de partilha dos recursos do no´ hospedeiro do servic¸o. Esse grau de partilha sera´ ainda maior
se, no mesmo no´, permitirmos a execuc¸a˜o de outras aplicac¸o˜es/servic¸os, fora da alc¸ada dos
nossos mecanismos de balanceamento, e com requisitos dinaˆmicos e imprevis´ıveis.
Nestas circunstaˆncias, os ma´ximos absolutos λfmax(d, n(s)) do cena´rio 3 sera˜o mais difi-
cilmente alcanc¸a´veis. O papel complementar do mgPv relativamente ao mgNv revela-se
nestas situac¸o˜es: quando os recursos de um no´ ficam sobrecarregados, independentemente
de quem os sobrecarrega (entidades Domus ou exo´genas), o mgPv movimentara´ no´s vir-
tuais para no´s mais aliviados; nesses no´s, a convergeˆncia para os ma´ximos absolutos sera´
mais fa´cil, logo sera´ maior a probabilidade de a DHT expandir, pela criac¸a˜o de no´s virtuais.
6.6.4 Quantidades e Limiares de Armazenamento
Para cada d ∈ Da(s), o SA de s produz a medida Q
a
(d, s), que e´ a “quantidade me´dia
consumida, do recurso m(d), por cada no´ virtual de armazenamento da DHT d, em s”.
A me´dia Q
a
(d, s) obte´m–se dividindo a) a quantidade de espac¸o de armazenamento consu-
mido pelos registos <chave, dados> atribu´ıdos a`s entradas locais, Ha(d, s), b) pelo nu´mero
de no´s virtuais de armazenamento locais, Va(d, s). Para este ca´lculo, e´ apenas relevante o
espac¸o u´til/nominal consumido pelos registos (soma da dimensa˜o das chaves e dos dados
associados), ignorando-se as sobrecargas induzidas pelas estruturas de dados de suporte e
o espac¸o consumido pelo ı´ndice de armazenamento de SA relativo a`s entradas Ha(d, s).
Subjacente ao papel da me´dia Q
a
(d, s) esta´ a assumpc¸a˜o de que o desvio-padra˜o associado
e´ reduzido, o que acontecera´ se a dimensa˜o dos registos <chave, dados>, e a sua dispersa˜o
pelo no´s virtuais de armazenamento da DHT, seguirem ambos uma distribuic¸a˜o uniforme8.
As me´dias Q
a
(d, s) produzidas pelos servic¸os de armazenamento de uma DHT d sa˜o co-
municadas ao supervisor; este produz a me´dia pesada Q
a
(d), “quantidade me´dia global
consumida, do recurso m(d), por cada no´ virtual de armazenamento da DHT d”, dada por
8Uma forma de o garantir seria atrave´s de uma camada de fragmentac¸a˜o (ver secc¸a˜o 6.10)
















(d) ultrapassar um limiar de armazenamento9 Qaτ (d), ou seja, sempre que
Q
a
(d) ≥ Qaτ (d) (6.28)
, o supervisor provocara´ a criac¸a˜o de mais no´s virtuais de armazenamento; a criac¸a˜o
podera´ ocorrer nos servic¸os que formam o actual domı´nio de armazenamento da DHT ou,
se necessa´rio, o domı´nio podera´ expandir-se; os no´s virtuais de armazenamento adicionais
acomodara˜o parte dos registos dos outros no´s virtuais, reduzindo-se o valor de Q
a
(d).
Qaτ (d) e´ um atributo de gesta˜o da carga de armazenamento das DHTs (rever secc¸a˜o 5.8.3.9).
Se o limiar Qaτ (d) na˜o for alcanc¸a´vel, por escassez de meios de armazenamento m(d), o
mgPv acabara´ por migrar os no´s virtuais de armazenamento para outros no´s, com maior
disponibilidade desses recursos; a probabilidade de o mgNv actuar, por esgotamento da
capacidade dos no´s virtuais, sera´ enta˜o maior. A lo´gica subjacente a esta interacc¸a˜o entre
o mgNv e o mgPv e´ semelhante a` que referimos, a propo´sito do Cena´rio 4 da secc¸a˜o 6.6.3.
Neste contexto, torna-se evidente que na˜o ha´ reserva efectiva de recursos, mas antes par-
tilha; ou seja, o facto de se atribuir um no´ virtual de enderec¸amento ou armazenamento
a um no´/servic¸o significa apenas que, no instante dessa atribuic¸a˜o, havia recursos sufici-
entes para tal; se, entretanto, esses recursos forem consumidos por outras entidades, que
coexistem no no´, enta˜o acabara´ por ser necessa´rio migrar os no´s virtuais para outros no´s10.
6.6.5 Largura de Banda Consumida
Para cada DHT d ∈ De(s), o SE de s produz a medida βe(d, s), correspondente a`
“largura de banda me´dia consumida pelas operac¸o˜es de encaminhamento de d, em s”.
Ana´logamente, para cada DHT d ∈ Da(s), o SA de s produz a medida βa(d, s), que
representa a “largura de banda me´dia consumida pelas operac¸o˜es de acesso a d, em s”.
A obtenc¸a˜o destas me´dias, que sa˜o tambe´m me´dias mo´veis exponenciais, prossegue um
me´todo semelhante ao descrito previamente para as taxas de encaminhamento e de acesso.
Assim, no contexto do enderec¸amento, s regista e acumula o tamanho u´til das mensagens
de localizac¸a˜o recebidas e enviadas, para cada d ∈ De(s); apo´s cada sessa˜o amostral,
calcula-se a taxa amostral βe(d, s), dividindo-se 1) o tamanho acumulado, pela 2) durac¸a˜o
da sessa˜o amostral, usando-se essa taxa para actualizar a me´dia mo´vel exponencial βe(d, s).
No contexto do armazenamento, a lo´gica e´ similar, estando em causa o registo da dimensa˜o
u´til de pedidos de acesso a registos <chave,dados>, e suas respostas, para as DHTs Da(s).
Ao contra´rio das medidas anteriores, βe(d, s) e βa(d, s) na˜o sa˜o comunicadas ao supervisor,
sendo utilizadas apenas pelo Subsistema de Balanceamento (SB) local (ver secc¸a˜o 6.8.1.4).
9Na secc¸a˜o 6.4.1.2, esse limiar foi denotado por Q
a
(m(d), va, d) por consisteˆncia com a notac¸a˜o
Q
e
(ram, ve, d) da secc¸a˜o 6.4.1.1. Aqui usa-se a forma mais abreviada, Qaτ (d), introduzida na secc¸a˜o 5.8.3.9.
10Esta questa˜o sera´ abordada com mais profundidade na secc¸a˜o 6.9.
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6.7 Redistribuic¸a˜o de DHTs por Criac¸a˜o de No´s Virtuais
Na secc¸a˜o anterior introduzimos as medidas, atributos e condic¸o˜es que, em tempo de exe-
cuc¸a˜o, permitem i) caracterizar a carga de localizac¸a˜o, acesso e armazenamento das DHTs,
e ii) determinar da necessidade da sua expansa˜o. Nesta secc¸a˜o descreve-se o processo de
expansa˜o propriamente dito; este socorre-se, cumulativamente, dos atributos e medidas
associados a` caracterizac¸a˜o de no´s computacionais e servic¸os, introduzidos inicialmente.
Neste contexto, conve´m recordar que o termo expansa˜o refere-se ao aumento do nu´mero de
no´s virtuais de determinada espe´cie, podendo esse aumento ter, como efeito colateral, i) o
aumento do nu´mero global de entradas da DHT, ii) o aumento do nu´mero de no´s virtuais
da outra espe´cie, iii) o aumento do nu´mero de no´s computacionais de qualquer espe´cie
(configurando uma expansa˜o do domı´nio de enderec¸amento e/ou do de armazenamento).
Uma pol´ıtica de evoluc¸a˜o esta´tica previne a re-distribuic¸a˜o de uma DHT por criac¸a˜o de
no´s virtuais, pois impo˜e um nu´mero fixo de no´s virtuais e entradas (rever secc¸a˜o 5.8.3.8).
Em suma, o mgNv recorre ao aumento do nu´mero de no´s virtuais de uma DHT para redis-
tribuir a carga ligada ao seu uso corrente (localizac¸a˜o, acesso e armazenamento). Para o
efeito, o mgNv socorre-se das me´tricas geradas pelos Subsistemas de Enderec¸amento (SE)
e de Armazenamento (SA), dos servic¸os Domus, para decidir quando desencadear a expan-
sa˜o, e conta com a colaborac¸a˜o do mgPv para se definir qual o no´/servic¸o que ira´ alojar
o(s) novo(s) no´ virtual(s). A expansa˜o de uma DHT e´ assim um processo que depende da
cooperac¸a˜o entre os dois mecanismos de balanceamento previstos na arquitectura Domus.
De seguida, descreve-se o processo de expansa˜o e as suas implicac¸o˜es, com mais detalhe.
6.7.1 Redefinic¸a˜o do Nu´mero Global de No´s Virtuais e de Entradas
Seja f1 a espe´cie do no´ virtual a criar e f∗ a espe´cie complementar (ou seja, se
f1 = e (func¸a˜o de enderec¸amento) enta˜o f∗ = a (func¸a˜o de armazenamento), e vice-versa).
Assim, na criac¸a˜o de um (e um so´) no´ virtual da espe´cie f1, de uma certa DHT d, comec¸a-
se por verificar a necessidade de se duplicar o nu´mero global de entradas da DHT, H(d);
essa duplicac¸a˜o sera´ necessa´ria se, antes da criac¸a˜o do no´ virtual da espe´cie f1, o nu´mero
global desses no´s virtuais, V f1(d), for uma poteˆncia de 2; neste caso, a u´nica forma de
cumprir o invariante I0 (rever secc¸a˜o 5.5.1) sera´ duplicar H(d); segue-se que, por efeito
de arrastamento, o nu´mero global de no´s virtuais da espe´cie complementar, V f∗(d), tera´
tambe´m de ser aumentado (uma ou mais unidades), a fim de na˜o se violar o invariante I0.
Se, em alternativa, na˜o for necessa´rio duplicar H(d), enta˜o V f∗(d) mante´m-se constante (o
s´ımbolo ∗ pretende traduzir o facto de que o aumento de V f∗(d) pode ser nulo ou na˜o).
Impacto da Dissociac¸a˜o Enderec¸amento-Armazenamento A eventual duplicac¸a˜o
de H(d) tem ainda outras consequeˆncias, ainda na˜o discutidas, no quadro da dissociac¸a˜o
entre func¸o˜es de enderec¸amento e armazenamento, preconizada pela arquitectura Domus.
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Assim, no caso do enderec¸amento, sa˜o aplica´veis os mecanismos previstos na secc¸a˜o 4.7, os
quais permitem a deduc¸a˜o do grafo GH(d)(L+1) a partir do grafo GH(d)(L), realiza´vel de
forma auto´noma pelos servic¸os de enderec¸amento da DHT, uma vez notificados para tal,
pelo supervisor; todavia, a par com a duplicac¸a˜o e actualizac¸a˜o de tabelas de encaminha-
mento, esses servic¸os necessitam tambe´m de actualizar as refereˆncias de armazenamento
que acompanham cada tabela (rever secc¸a˜o 5.6.5.1); para tal, assume-se que o conjunto de
registos de uma entrada (rever secc¸a˜o 5.6.6.1) ascendente (de n´ıvel L) e´ partido em dois
conjuntos, correspondentes a`s entradas descendentes (de n´ıvel L + 1); de forma coerente
com o assumido na secc¸a˜o 4.7.1, esses conjuntos sa˜o mantidos no mesmo servic¸o de ar-
mazenamento da entrada ascendente, imediatamente apo´s a duplicac¸a˜o de H(d) e logo as
refereˆncias de armazenamento das entradas descendentes herdam o mesmo valor da as-
cendente; por seu turno, nos servic¸os de armazenamento, as refereˆncias de enderec¸amento
das entradas descendentes coincidem tambe´m com a da entrada ascendente, pois as tabelas
de encaminhamento das descendentes sa˜o mantidas no mesmo servic¸o da ascendente.
Nos servic¸os de armazenamento e´ ainda preciso levar em conta o impacto sobre os reposi-
to´rios (rever secc¸a˜o 5.6.6.2). Se a DHT em causa usar reposito´rios de gra˜o fino, enta˜o o
desdobramento dos registos de uma entrada ascendente nos subconjuntos das descendentes
implica a criac¸a˜o de pelo menos um novo reposito´rio local, para onde devem ser movidos
os registos de uma das entradas descendentes; se este requisito for relaxado (e.g., para
evitar interferir com acessos concorrentes aos registos), o reposito´rio passa a partilhado.
6.7.2 Redefinic¸a˜o do Nu´mero Local de No´s Virtuais e de Entradas
Recalculados os novos valores de H(d), Ve(d) e Va(d), e´ necessa´rio derivar e implantar as
novas tabela de distribuic¸a˜o do enderec¸amento (TDe(d)) e do armazenamento (TDa(d)).
Tal pode ser conseguido atrave´s do algoritmo (gene´rico) 6.15, onde V f+ denota o nu´mero
adicional de no´s virtuais da espe´cie f (se f+ = f1 enta˜o V
f+ = 1; se f+ = f∗ enta˜o V
f+ ≥ 0).
Os va´rios passos do algoritmo sa˜o discutidos, individualmente, nas subsecc¸o˜es seguintes.
Algoritmo 6.15: Redistribuic¸a˜o de uma DHT por Criac¸a˜o de No´s Virtuais.
0. se necessa´rio, duplicar o nu´mero de entradas Hf(d, s) de cada s ∈ Sf(d),
1. definir, para cada servic¸o s ∈ Sfmax(d)
(a) o potencial de no´s virtuais, ρf(d, s)
(b) a atractividade, αf(d, s)
2. considerando apenas os servic¸os s ∈ Sfmax(d) com ρ
f(d, s) > 0 e αf(d, s) > 0,
distribuir entre eles V f+ no´s virtuais, proporcionalmente a αf(d, s)
3. (re)definir o nu´mero de entradas Hf(d, s) de cada s ∈ Sf(d)
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6.7.2.1 Passo 0
A actualizac¸a˜o de uma tabela TDf(d) comec¸a por reflectir a eventual duplicac¸a˜o pre´via do
nu´mero global de entradas da DHT, H(d), realizada ainda antes da execuc¸a˜o do algoritmo,
em conformidade com os mecanismos discutidos na secc¸a˜o 6.7.1. A eventual duplicac¸a˜o
de H(d) e´ incorporada numa tabela TDf(d) duplicando simplesmente o nu´mero individual
de entradas de cada no´/servic¸o, Hf(d, s). Numa implementac¸a˜o da arquitectura Domus,
este passo pode ser realizado como parte integrante das tarefas previstas na secc¸a˜o 6.7.1.
6.7.2.2 Passos 1 e 2
Os passos 1 e 2 fazem incidir na tabela de distribuic¸a˜o TDf(d) o acre´scimo V f+ do nu´mero
de no´s virtuais da espe´cie f, eventualmente decidido pelos mecanismos da secc¸a˜o 6.7.1.
Para se decidir quais os servic¸os onde va˜o ser criados os V f+ no´s virtuais adicionais de cada
espe´cie f, o algoritmo 6.13 comec¸a por actualizar, no passo 1, a caracterizac¸a˜o do potencial
e da atractividade do universo de servic¸os da DHT para a funcionalidade f, S fmax(d).
Depois, no passo 2, concretiza-se a escolha dos no´s/servic¸os pelos quais se va˜o distribuir
os V f+ no´s virtuais adicionais; a escolha e´ feita de forma semelhante a` realizada no passo 3
do algoritmo 6.13, podendo resultar na a expansa˜o do domı´nio de funcionalidade f, S f(d).
6.7.2.3 Passo 3
No passo 3 aplica-se o Procedimento de (Re)Distribuic¸a˜o do modelo M4 (rever secc¸o˜es
3.6.3 e 3.5.5) sobre a tabela TDf(d), resultando no reacerto do nu´mero de entradas atri-
bu´ıdas aos servic¸os, necessa´rio pelo reacerto do seu nu´mero de no´s virtuais no passo 2.
6.7.3 Implantac¸a˜o da Redistribuic¸a˜o
Comparando a nova versa˜o da tabela TDf(d) com a anterior, definem-se quais os servic¸os
que devem ceder/receber entradas e em que nu´mero, de forma a implantar a nova distri-
buic¸a˜o da DHT; neste contexto, a estrate´gia a seguir foi ja´ delineada na secc¸a˜o 3.3.4.2.
Assim, cada servic¸o sf obrigado a ceder um certo nu´mero Hf(d, s ) de entradas, tera´
de escolheˆ-las a partir do seu conjunto local de entradas, H f(d, s ), podendo a definic¸a˜o
da identidade das entradas H f(d, s ) ser aleato´ria. Depois, a migrac¸a˜o destas entradas
materializa-se de forma diferente, c.f. f seja a func¸a˜o de enderec¸amento ou armazenamento.
No contexto do enderec¸amento, a migrac¸a˜o das entradas He(d, s ) implica a 1) transfereˆn-
cia das suas tabelas de encaminhamento e a 2) actualizac¸a˜o das refereˆncias de enderec¸a-
mento direccionadas a`s tabelas; neste u´ltimo caso, para ale´m da necessidade de se manter
a conectividade total do grafo da DHT (o que implica actualizar um conjunto de outras
tabelas de encaminhamento – rever secc¸a˜o 4.8), e´ tambe´m necessa´rio actualizar o conjunto
das refereˆncias de enderec¸amento, mantidas pelos servic¸os de armazenamento de He(d, s ).
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No contexto do armazenamento, a migrac¸a˜o das entradasHa(d, s ) corresponde 1) a` migra-
c¸a˜o do conjunto de registos das entradas11 e 2) a` actualizac¸a˜o das respectivas refereˆncias
de armazenamento, mantidas pelos servic¸os de enderec¸amento das entradas Ha(d, s ).
Como previsto na secc¸a˜o 3.3.4.2, a transfereˆncia de entradas e´ coordenada pelo supervisor,
sendo paralelizada quando poss´ıvel. De facto, o grau de autonomia de cada servic¸o na pros-
secuc¸a˜o destas operac¸o˜es, e´ algo limitado, devido a` teia complexa de interdependeˆncias que
podem surgir, designadamente no que diz respeito a` actualizac¸a˜o de refereˆncias de endere-
c¸amento e armazenamento; da´ı a necessidade/convenieˆncia de o processo ser coordenado
centralizadamente, de forma a assegurar a consisteˆncia final de todas as refereˆncias.
6.8 Redistribuic¸a˜o de DHTs por Migrac¸a˜o de No´s Virtuais
A par da definic¸a˜o do posicionamento dos i) no´s virtuais iniciais e ii) dos criados subse-
quentemente, o mgPv interve´m tambe´m no seu eventual iii) reposicionamento/migrac¸a˜o;
esta pode ter a) causas exo´genas/administrativas (e.g., a necessidade de excluir um no´,
dos domı´nios da DHT), ou b) resultar de mecanismos endo´genos/automa´ticos de gesta˜o
de carga; neste u´ltimo caso, e´ o Subsistema de Balanceamento (SB) que, em cada servic¸o
Domus, despoleta a migrac¸a˜o de no´s virtuais, como reacc¸a˜o a` sobrecarga de recursos locais.
Uma pol´ıtica de evoluc¸a˜o esta´tica (rever secc¸a˜o 5.8.3.8) inibe a migrac¸a˜o automa´tica/en-
do´gena de no´s virtuais, mas na˜o impede a migrac¸a˜o por razo˜es exo´genas/administrativas.
Neste u´ltimo caso, a escolha dos servic¸os hospedeiros dos no´s virtuais a migrar prossegue
um algoritmo semelhante ao algoritmo 6.16 para migrac¸o˜es automa´ticas (ver secc¸a˜o 6.8.2).
A condic¸a˜o que, num servic¸o Domus s, catalisa a migrac¸a˜o autma´tica de um no´ virtual,
foi ja´ introduzida na secc¸a˜o 6.3.2.1: quando pelo menos uma das utilizac¸o˜es U(r, n(s)) da
tabela 6.2, atingir ou ultrapassar o limiar Uτ (r, n(s)) respectivo, o processo e´ despoletado.
Tomada a decisa˜o de migrar um no´ virtual local, e´ necessa´rio 1) escolher a DHT a` qual o
no´ virtual pertence e 2) definir o servic¸o hospedeiro mais apropriado para esse no´ virtual.
No contexto da migrac¸a˜o de no´s virtuais, o mgPv recorre a todas as me´tricas apresentadas
anteriormente, para a caracterizac¸a˜o de no´s, servic¸os e DHTs. Assim, para cada servic¸o
Domus, o mgPv deve ter acesso a) ao estado dos recursos do no´ hospedeiro do servic¸o, para
poder a1) decidir da necessidade de migrar um no´ virtual local, bem como a2) escolher
convenientemente o seu novo no´ hospedeiro; adicionalmente, o mgPv deve tambe´m ter
acesso a b) informac¸a˜o sobre o padra˜o de utilizac¸a˜o dos recursos dos no´s, pelas DHTs
locais, sendo essa informac¸a˜o u´til na b1) eleic¸a˜o da DHT a que se refere o no´ virtual a
migrar. As deciso˜es/escolhas a1) e b1) sa˜o efectuadas pelo Subsistema de Balanceamento
do servic¸o que vai perder o no´ virtual, enquanto que a escolha a2) e´ feita pelo supervisor.
Nesta secc¸a˜o explicamos apenas a forma como o mgPv realiza as suas escolhas. Todavia,
antes de descrevermos o processo de escolha propriamente dito, recordamos alguma nota-
c¸a˜o u´til, introduzida na secc¸a˜o 5.6.3, apropriada a` expressa˜o da “dupla personalidade” das
DHTs Domus e suas entradas, derivada da dissociac¸a˜o enderec¸amento-armazenamento:
11Sendo a migrac¸a˜o agilizada se esses conjuntos forem mantidos em reposito´rios separados, por entrada.
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• D(s) denota as DHTs de D suportadas, de alguma forma12, pelo servic¸o s;
• d(s) denota um elemento (DHT) de D(s);
• Df(s) denota as DHTs de D, cujo func¸a˜o f e´ suportada pelo servic¸o s;
• df(s) denota um elemento (DHT) de Df(s);
• D(s) = De(s) ∪Da(s).
6.8.1 Selecc¸a˜o da DHT a Redistribuir
Esta eleic¸a˜o segue um princ´ıpio simples: num servic¸o s, executando no no´ n(s), sera´
migrado um no´ virtual daquela DHT d′ ∈ D(s) que apresentar a relac¸a˜o mais forte entre
a) a utilizac¸a˜o dada especificamente pela DHT d′ aos recursos de n(s), e b) os n´ıveis de
utilizac¸a˜o locais desses recursos em n(s). Se d′ ∈ De(s), sera´ migrado um no´ virtual de
enderec¸amento de d′; se d′ ∈ Da(s), sera´ migrado um no´ virtual de armazenamento de d′.
Nas secc¸o˜es seguintes elaboramos sobre as me´tricas necessa´rias para escolher a DHT d′.
6.8.1.1 Carga Induzida por uma DHT num so´ Recurso
O“n´ıvel de utilizac¸a˜o do recurso r, para realizar a func¸a˜o f, para a DHT d, no no´ n(s)” e´:
µ(r, df , n(s)) = U(r, n(s)) × µ(r, df ,D(s)) (6.29)
Na fo´rmula anterior, i) U(r, n(s)) representa o“n´ıvel de utilizac¸a˜o do recurso r, no contexto
do no´ n(s)” (definido na secc¸a˜o 6.3.2) e ii) µ(r, df ,D(s)) representa o “n´ıvel de utilizac¸a˜o
do recurso r, para realizar a func¸a˜o f, para a DHT d, no contexto das DHTs D(s)”.
A fo´rmula 6.29 pode ser interpretada da seguinte forma: dado o n´ıvel de utilizac¸a˜o global
U(r, n(s)) de um recurso r do no´ n(s) enta˜o, num cena´rio hipote´tico, em que o recurso r
seria dedicado exclusivamente ao suporte das DHTs D(s), a medida µ(r, df ,D(s)) fornece-
ria a fracc¸a˜o de U(r, n(s)) imputa´vel a` DHT df ; o produto U(r, n(s))× µ(r, df ,D(s)) seria
assim uma medida da utilizac¸a˜o local do recurso r pela DHT df , naquelas condic¸o˜es.
Apesar de o cena´rio considerado ser hipote´tico, a medida µ(r, df , n(s)) e´ u´til, dado que o
que esta´ em causa e´ o posicionamento relativo das diversas DHTs D(s) face ao consumo
do recurso r, e essa ordenac¸a˜o e´ introduzida, de forma natural, pelo factor µ(r, df ,D(s)).
6.8.1.2 Carga Induzida por uma DHT sobre va´rios Recursos
Seja R(df , s) o conjunto dos recursos de que depende df ∈ Df(s) para a func¸a˜o f ∈ {e, a}.
Enta˜o, de acordo com assumpc¸o˜es pre´vias13, e´ poss´ıvel definir os seguintes conjuntos:
12Seja no contexto do enderec¸amento, seja no do armazenamento.
13Rever secc¸o˜es 6.3 e 6.4. Em particular, note-se que a definic¸a˜o de R(df , s) referencia os mesmos recursos
envolvidos no ca´lculo das medidas de atractividade e potencial de no´s virtuais, introduzidas na secc¸a˜o 6.4.
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• R(de, s) = {cpu, i(s), ram};
• R(da, s) = R(de, s), quando m(da) = ram;
• R(da, s) = {iodisk, i(s), disk}, quando m(da) = disk.
Estes conjuntos incluem os recursos mais relevantes para o exerc´ıcio de diferentes func¸o˜es:
a) R(de, s) inclui os recursos para a func¸a˜o de enderec¸amento e b)R(da, s) inclui os recursos
para a func¸a˜o de armazenamento, varia´veis com o meio de armazenamento m(d).
Seja enta˜o µ(df , n(s)) o “n´ıvel de utilizac¸a˜o dos recursos R(df , s), por df ∈ Df(s), no
contexto do no´ n(s)”. Numa primeira aproximac¸a˜o, µ(df , n(s)) pode ser dado pela fo´rmula
µ(df , n(s)) =
∑
r∈R(df ,s)
µ(r, df , n(s)) (6.30)
Na fo´rmula 6.30, a importaˆncia relativa dos va´rios recursos de R(df , s) e´ igual, tal como
assumido previamente, no ca´lculo da atractividade (rever secc¸a˜o 6.4.2); se essa importaˆncia
na˜o for uniforme, os pesos considerados devera˜o ser os mesmos em ambos os contextos.
Se for baseada na soma de valores produzidos pela fo´rmula 6.29, a fo´rmula 6.30 podera´ na˜o
ser suficientemente sens´ıvel aos recursos em sobrecarga, de forma a destacar nitidamente
as DHTs que induzem maior carga nesses recursos. Assim, em alternativa, deve-se usar





×µ(r, df ,D(s)) (6.31)
Na fo´rmula anterior, o quociente U(r,n(s))Uτ (r,n(s)) sera´ superior a 1 para os recursos em sobrecarga
e o quadrado amplificara´ o peso que esse quociente fornece ao factor µ(r, df ,D(s)); para os
recursos ainda com disponibilidade u´til positiva, o quociente U(r,n(s))Uτ (r,n(s)) sera´ inferior a 1 e o
quadrado reduzira´ substancialmente o peso que o quociente fornece ao factor µ(r, df ,D(s)).
6.8.1.3 Crite´rio de Selecc¸a˜o da DHT a Redistribuir
Representando µ(d, n(s)) o esforc¸o induzido por d, nos recursos locais do no´ n(s), enta˜o a
DHT d′ ∈ D(s) que maximizar µ(d, n(s)) devera´ ceder um no´ virtual para migrac¸a˜o.
6.8.1.4 Definic¸a˜o de µ(r, df ,D(s))
Para ambas as fo´rmulas 6.29 e 6.31, os valores de U(r, n(s)) sa˜o assumidos como dispon´ı-
veis, restando a necessidade de definir a me´trica µ(r, df ,D(s)), para cada r ∈ R(df , s).
Definic¸a˜o de µ(cpu, df ,D(s)) : Esta medida devera´ fornecer a proporc¸a˜o do tempo de
CPU consumido por df ∈ Df(s), face ao tempo de CPU gasto por todas as DHTs de D(s).
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Em primeiro lugar, recordem-se as medidas λe(de, s) e λa(da, s), definidas nas secc¸o˜es 6.6.1
e 6.6.2, e que denotam, respectivamente, a “taxa me´dia de operac¸o˜es de encaminhamento
da DHT de, em s” e a “taxa me´dia de operac¸o˜es de acesso a` DHT da, em s”, expressas em
operac¸o˜es/s. Estas medidas sa˜o denota´veis, abreviadamente, por λf(df , s), com f ∈ {e, a}.
Em segundo lugar, recorde-se que, como definido no Cena´rio 2 da secc¸a˜o 6.6.3, o custo
temporal unita´rio (i.e., por cada operac¸a˜o) e´ dado, no caso das operac¸o˜es de encaminha-
mento, por 1/Ce(a(de), n(s)) e, no caso das operac¸o˜es de acesso, por 1/Ca(t(da), n(s). Estas
me´tricas sa˜o denota´veis, de forma mais sinte´tica, por 1/Cf(d, n(s)), que assim representa
“o custo temporal unita´rio, na realizac¸a˜o da func¸a˜o f, para a DHT d, no no´ n(s)”.
Uma aproximac¸a˜o ao “tempo de CPU consumido por df ∈ Df(s), num segundo”, sera´ pois
T (cpu, df , s) =
1
Cf(d, n(s))
× λf(d, s) (6.32)
A fo´rmula 6.32 so´ e´ va´lida para a) f = e, ou para b) f = a se m(da) = ram. Quando f = a
e m(d) = disk, o recurso CPU na˜o se considera relevante, sendo enta˜o T (cpu, da, s) = 0.




T (cpu, df , s) (6.33)
, logo o “tempo de CPU consumido pelas DHTs D(s), num segundo” sera´ aproximado por
T (cpu,D(s)) = T (cpu,De(s)) + T (cpu,Da(s)) (6.34)
, o que permite definir µ(cpu, df ,D(s)) de forma expedita, atrave´s da seguinte fo´rmula:
µ(cpu, df ,D(s)) =
T (cpu, df , s)
T (cpu,D(s))
(6.35)
Definic¸a˜o de µ(iodisk, df ,D(s)) : Esta me´trica fornecera´ a proporc¸a˜o do tempo de
servic¸o do Disco, consumido por df ∈ Df(s), face ao tempo consumido pelas DHTs D(s).
Recorrendo aos conceitos em que nos apoia´mos para definir µ(cpu, df ,D(s)), uma aproxi-
mac¸a˜o ao “tempo de servic¸o do Disco, consumido por df ∈ Df(s), num segundo”, sera´
T (iodisk, df , s) =
1
Cf(d, n(s))
× λf(d, s) (6.36)
A fo´rmula 6.36 so´ e´ va´lida se f = a em(d) = disk. Nos restantes casos, T (iodisk, df , s) = 0.
O “tempo de servic¸o do Disco consumido pelas DHTs D(s), num segundo” sera´ dado por




T (iodisk, d, s) (6.37)
, o que permite definir µ(iodisk, df ,D(s)) de forma expedita, atrave´s da seguinte fo´rmula:
µ(iodisk, df ,D(s)) =
T (iodisk, df , s)
T (iodisk,D(s))
(6.38)
Definic¸a˜o de µ(i(s), df ,D(s)) : Esta´ em causa a proporc¸a˜o da largura de banda do
interface i(s), consumida por df ∈ Df(s), face a` largura de banda consumida por D(s).
Recordemos as medidas βe(de, s) e βa(da, s), definidas na secc¸a˜o 6.6.5, e que denotam,
respectivamente, a “largura de banda me´dia consumida em encaminhamento para a DHT
de, em s” e a “largura de banda me´dia consumida no acesso a registos da DHT da, em s”.





, o que permite definir µ(i(s), df ,D(s)) de forma expedita, atrave´s da seguinte fo´rmula:




Definic¸a˜o de µ(df , ram,D(s)) : Esta me´trica indicara´ a proporc¸a˜o da memo´ria RAM
consumida por df ∈ Df(s), face a` memo´ria RAM consumida por todas as DHTs D(s).
Como se estabeleceu na secc¸a˜o 6.4.1, para uma DHT de ∈ De(s), a RAM consumida
(me´dia) por cada no´ virtual de enderec¸amento, Q(ram, ve, de), e´ dada pela fo´rmula 6.5.
Assim, denotando Ve(de, s) o nu´mero de no´s virtuais de enderec¸amento da DHT de em s,
enta˜o, “a memo´ria RAM consumida, num dado instante, por de ∈ De(s)” sera´ dada por
Q(ram, de, s) = Q(ram, ve, de)× Ve(de, s) (6.41)




Q(ram, de, s) (6.42)
No contexto do armazenamento a memo´ria RAM e´ consumida por conjuntos de registos,
mas so´ pelas DHTs da ∈ Da(s) com m(da) = ram; para as restantes DHTs, esse consumo
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e´ nulo. Ora, na secc¸a˜o 6.6.4 definimos que, para uma DHT da ∈ Da(s), o consumo (me´dio)
do recursom(da), por cada no´ virtual de armazenamento va, e´ uma das medidas produzidas
pelo Subsistema de Armazenamento de s, que denotamos aqui por14 Q(m(da), va, da, s).
Assim, denotando Va(da, s) o nu´mero de no´s virtuais de armazenamento da DHT da em
s, enta˜o, “a memo´ria RAM consumida, num dado instante, por da ∈ Da(s)” sera´ dada por
Q(ram, da, s) =
{
Q(m(da), va, da, s)× Va(da, s) se m(da) = ram
0 se m(da) = disk




Q(ram, da, s) (6.43)
Assim, a “memo´ria RAM consumida pelas DHTs D(s), num dado instante” sera´ dada por
Q(ram,D(s)) = Q(ram,De(s)) +Q(ram,Da(s)) (6.44)
, o que permite finalmente definir a me´trica µ(df , ram,D(s)) atrave´s da seguinte fo´rmula:
µ(df , ram,D(s)) =
Q(ram, df , s)
Q(ram,D(s))
(6.45)
Definic¸a˜o de µ(disk, df ,D(s)) : Esta me´trica indicara´ a proporc¸a˜o do espac¸o em Disco
consumido por df ∈ Df(s), face ao espac¸o em Disco consumido por todas as DHTs D(s).
Em primeiro lugar, recorde-se que o espac¸o em Disco apenas e´ consumido pelas DHTs
da ∈ Da(s) para as quais m(da) = disk; para as restantes DHTs, o consumo de Disco
e´ nulo. Em segundo lugar, para m(da) = disk, o consumo (me´dio) por cada no´ virtual
armazenamento va, e´ agora representado por Q(m(da), va, da, s) – ver nota de rodape´ 14.
Assim, denotando Va(da, s) o nu´mero de no´s virtuais de armazenamento da DHT da em s,
enta˜o, “o espac¸o em Disco consumido, num dado instante, por da ∈ Da(s)” sera´ dado por
Q(disk, da, s) =
{
Q(m(da), va, da, s)× Va(da, s) se m(da) = disk
0 se m(da) = ram




Q(disk, da, s) (6.46)
14Na secc¸a˜o 6.6.4 usa-se a notac¸a˜o Q
a
(d, s), mas Q(m(da), va, da, s) e´ mais adequada ao contexto presente.
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O“espac¸o em Disco consumido pelas DHTs D(s), num dado instante” sera´ enta˜o dado por
Q(disk,D(s)) = Q(disk,De(s)) +Q(disk,Da(s)) = Q(disk,Da(s)) (6.47)
, o que permite finalmente definir a me´trica µ(df , disk,D(s)) atrave´s da seguinte fo´rmula:
µ(disk, df ,D(s)) =
Q(disk, df , s)
Q(disk,D(s))
(6.48)
6.8.2 Definic¸a˜o da Redistribuic¸a˜o
Escolhida a DHT fornecedora do no´ virtual a migrar, e´ preciso definir o seu novo servic¸o
hospedeiro e o nu´mero de entradas a migrar. Para tal, o supervisor executa o algoritmo
6.16, no qual s denota o actual hospedeiro do no´ virtual e s+ denota o futuro hospedeiro.
Os va´rios passos do algoritmo sa˜o discutidos, individualmente, nas secc¸o˜es seguintes.
Algoritmo 6.16: Redistribuic¸a˜o de uma DHT por Migrac¸a˜o de um No´ Virtual.
1. definir, para cada servic¸o s ∈ Sfmax(d)
(a) o potencial de no´s virtuais, ρf(d, s)
(b) a atractividade, αf(d, s)
2. considerando apenas os servic¸os s ∈ Sfmax(d) com ρ
f(d, s) > 0 e αf(d, s) > 0,
doar um no´ virtual ao servic¸o mais atractivo (s+) e retirar um no´ virtual a s
3. reajustar o nu´mero de entradas de s e s+
6.8.2.1 Passos 1 e 2
No passo 1 calcula-se o potencial e a atractividade do universo de servic¸os da DHT, per-
mitindo que, no passo 2, se efectue a escolha do no´/servic¸o para onde se vai migrar o
no´ virtual; essa escolha e´ feita com base no mesmo crite´rio usado para a escolha dos
no´s/servic¸os onde se criam no´s virtuais iniciais ou adicionais (rever algoritmos 6.13 e
6.15); o passo 2 reflecte-se na modificac¸a˜o da tabela de distribuic¸a˜o da DHT, TDf(d),
traduzida na subtracc¸a˜o de um no´ virtual a V f(d, s ) e adic¸a˜o de um no´ virtual a V f(d, s+).
6.8.2.2 Passo 3
No passo 3 aplica-se o Procedimento de (Re)Distribuic¸a˜o do modelo M4 sobre a TDf(d),
ajustando o nu´mero de entradas de s e s+ ao nu´mero de no´s virtuais definido no passo 2.
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6.8.2.3 Implantac¸a˜o da Redistribuic¸a˜o
A comparac¸a˜o entre a nova tabela TDf(d) e a versa˜o anterior a` aplicac¸a˜o do algoritmo 6.16,
permite determinar a (eventual) necessidade de migrar entradas (a fim de materializar a
migrac¸a˜o do no´ virtual15), aplicado-se a descric¸a˜o fornecida anteriormente na secc¸a˜o 6.7.3.
Da escolha realizada no passo 2 do algoritmo 6.16, podem resultar va´rios tipos de decisa˜o:
pode decidir-se a) migrar o no´ virtual a1) para um dos servic¸os do domı´nio actual da
DHT (Sf(d)), ou a2) para um dos servic¸os do seu universo (Sfmax(d)), mas ainda ausente
do domı´nio (o que provocara´ a expansa˜o do domı´nio); adicionalmente, pode tambe´m
decidir-se b) na˜o migrar o no´ virtual pois, dos servic¸os do universo Sfmax(d) com potencial
positivo, aquele com maior atractividade para o no´ virtual continua a ser o seu hospedeiro
actual; nesta situac¸a˜o, pode-se usar um algoritmo de backoff exponencial, para determinar
o momento da pro´xima reavaliac¸a˜o da carga local e decisa˜o da necessidade de migrac¸a˜o.
A realizar-se, uma consequeˆncia poss´ıvel da migrac¸a˜o e´ a remoc¸a˜o do servic¸o sf do domı´nio
Sf(d), o que acontecera´ se o nu´mero V f(d, sf) de no´s virtuais locais de d descer a zero (sinal
de que tambe´m o nu´mero V f(d, sf) de entradas locais de d e´ nulo); neste caso, o servic¸o
sf ainda pertence ao universo Sfmax(d) da DHT, podendo vir a integrar novamente o seu
domı´nio (uma excepc¸a˜o ocorre quando sf e´ removido administrativamente do universo).
6.9 Partilha de Recursos
Como e´ evidenciado pelos algoritmos 6.13, 6.15 e 6.16, a determinac¸a˜o do nu´mero real
de no´s virtuais de uma DHT16, atribu´ıdo a um determinado servic¸o Domus, e´ func¸a˜o de
medidas de potencial e atractividade. Em particular, o ca´lculo das medidas de potencial
depende de estimativas sobre a) a quantidade de recursos dispon´ıveis no no´ hospedeiro do
servic¸o, e b) sobre a quantidade de recursos que os no´s virtuais necessitam. Ora, estes
recursos, designadamente RAM e Disco, na˜o sa˜o efectivamente reservados para serem
utilizados, em exclusividade, pelos no´s virtuais. Consequentemente, diferentes eventos
de criac¸a˜o de no´s virtuais, munidos de uma visa˜o semelhante do estado dos recursos do
cluster, podera˜o resultar na selecc¸a˜o de hospedeiros comuns para esses no´s virtuais. Os
recursos desses hospedeiros sera˜o enta˜o partilhados pelos va´rios no´s virtuais, e sujeitos
a taxas de utilizac¸a˜o/ocupac¸a˜o eventualmente diferentes, consoante a DHT a que os no´s
virtuais digam respeito. Neste cena´rio, o mgPv desencadeara´, se necessa´rio for, migrac¸o˜es
de no´s virtuais, a fim de aliviar a carga dos recursos sobrecarregados (partilhados ou na˜o).
Em suma, a escolha dos no´s que suportam uma DHT (seja para enderec¸amento, seja para
armazenamento) e´ baseada na disponibilidade instantaˆnea dos recursos relevantes e as
migrac¸o˜es de no´s virtuais ocorrera˜o, automaticamente, a` medida que as disponibilidades
desses recursos descerem abaixo de certos limiares. Esta abordagem tem a vantagem de
permitir uma utilizac¸a˜o progressiva de recursos e de ser compat´ıvel com padro˜es de acesso
diferentes por DHT (representando um contributo para o suporte da sua heterogeneidade).
15Num plano abstracto, a“migrac¸a˜o de um no´ virtual”traduz-se apenas na modificac¸a˜o da tabela TDf(d),
nas quantidades V f(d, s ), V f(d, s+),H
f(d, s ) eHf(d, s+). Na pra´tica, tera´ de haver movimentac¸a˜o de dados.
16No contexto desta discussa˜o, a espe´cie (armazenamento/enderec¸amento) dos no´s virtuais e´ irrelevante.
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6.10 Relac¸a˜o com Outras Abordagens
Dois problemas que tambe´m se colocam no domı´nio das DHTs/DDSs, e que Lee et al.
[LKO+00] identificam no contexto das Base de Dados Paralelas auto-adaptativas, sa˜o a
determinac¸a˜o i) da necessidade de migrac¸a˜o de registos e ii) dos registos a migrar. Para
resolver o problema i), preconiza-se a monitorizac¸a˜o da carga (entre outras me´tricas locais)
em cada no´ da Base de Dados (BD); ultrapassado certo limiar, despoleta-se a migrac¸a˜o
(ou seja, tal como na nossa abordagem, sa˜o condic¸o˜es de carga do no´ como um todo –
e na˜o apenas relativas ao seu suporte a` BD paralela – que provocam a migrac¸a˜o); essa
decisa˜o e´ tomada por um no´ com visa˜o global do estado do no´s da BD (de papel seme-
lhante ao supervisor da nossa arquitectura Domus), que ordena e serializa as migrac¸o˜es.
Tendo em conta que, em cada no´, os registos locais sa˜o indexados/armazenados numa
a´rvore B+, a soluc¸a˜o proposta para o problema ii) passa pela monitorizac¸a˜o do padra˜o
de acesso (taxa de acesso) a essa a´rvore B+, com diferentes n´ıveis de granularidade (na
arquitectura Domus, cada ı´ndice/a´rvore de enderec¸amento ou armazenamento, e´ tambe´m
sujeita a monitorizac¸a˜o, sendo as entradas de cada DHT monitorizadas em conjunto). Adi-
cionalmente, a abordagem de Lee preveˆ a migrac¸a˜o incremental ou em bloco dos registos
das a´rvores B+, de novo com va´rios n´ıveis de granularidade (na arquitectura Domus, a
unidade mı´nima de migrac¸a˜o, adequada a migrac¸a˜o incremental, e´ a entrada17 e a unidade
ma´xima, adequada a migrac¸a˜o em bloco, e´ o no´ virtual, visto como conjunto de entradas).
As DHTs de primeira gerac¸a˜o [LNS93a, Dev93, HBC97, GBHC00] auto-ajustam o nu´mero
de entradas/contentores a`s necessidades efectivas de armazenamento, sendo capazes de
acomodar distribuic¸o˜es na˜o-uniformes do nu´mero e dimensa˜o dos registos. Na arquitectura
Domus, a evoluc¸a˜o por esta´gios determina um nu´mero global fixo de entradas/contentores
por cada esta´gio, assumindo-se uma distribuic¸a˜o uniforme do nu´mero e dimensa˜o dos
registos pelas entradas, ao longo de cada esta´gio; pore´m, com registos de dimensa˜o varia´vel,
o recurso a` fragmentac¸a˜o (e.g., ao n´ıvel da biblioteca Domus, logo transparente para os
servic¸os Domus), em blocos de igual dimensa˜o (esta configura´vel como mais um atributo
das DHTs) permitiria ainda uniformizar o consumo dos recursos de armazenamento.
Face a`s DHTs acima referidas, a arquitectura Domus encontra-se mais pro´xima de abor-
dagens como a SNOWBALL [VBW98] (rever secc¸a˜o 2.8.1). Nesta, para ale´m do balance-
amento da carga de armazenamento, procura-se tambe´m balancear a carga de acesso aos
registos, em resposta a surtos de acesso (hot-spots); este balanceamento e´ realizado com a
preocupac¸a˜o em manter um certo n´ıvel de Qualidade de Servic¸o (QoS) no acesso a` gene-
ralidade dos registos (incluindo os mais populares); na arquitectura Domus, o mecanismo
mgNv desempenha um papel semelhante. Outras particularidades da abordagem SNOW-
BALL incluem: a) o armazenamento apenas em Disco18 (a arquitectura Domus tambe´m
suporta RAM), b) a admissa˜o da partilha do mesmo no´ computacional por clientes e
servic¸os do Diciona´rio Distribu´ıdo (tal como no arquitectura Domus), c) o suporte a um
nu´mero varia´vel de no´s, com escalabilidade linear do desempenho19 (no cap´ıtulo seguinte,
demonstra-se o mesmo tipo de escalabilidade num proto´tipo da arquitectura Domus).
17a) um tuplo < h, TE,RA > ou b) um tuplo <h,RR,RE > mais o conjunto de registos associado a h.
18Como acontece, alia´s, na generalidade das DHTs/DDSs de primeira gerac¸a˜o.
19Especialmente importante numa o´ptica de custo-benef´ıcio, segundo os mesmos autores [VBW94].
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Na arquitectura Domus, i) a definic¸a˜o do nu´mero de no´s virtuais proporcionalmente a
capacidades dos no´s computacionais, e ii) a sua migrac¸a˜o para balanceamento de carga,
encontram paralelismos no contexto das DHTs de segunda gerac¸a˜o e suas aplicac¸o˜es. Por
exemplo, o CFS [DKKM01, Dab01] (um sistema de ficheiros distribu´ıdo, ja´ anteriormente
referenciado), contempla a definic¸a˜o e a migrac¸a˜o referidas (rever secc¸o˜es 2.6.2.2 e 2.8.2).
Relativamente aos esquemas de balanceamento dinaˆmico de carga investigados por Rao
et al. [RLS+03] (rever secc¸a˜o 2.8.2), tambe´m baseados na movimentac¸a˜o de no´s virtuais,
e´ de salientar que, face aos nossos, apresentam limitac¸o˜es: a) suportam o balanceamento
dinaˆmico de apenas um tipo de recurso; b) na˜o sa˜o compat´ıveis com dinamismo na com-
posic¸a˜o do sistema (em termos de no´s computacionais) e no conteu´do da DHT (em termos
de registos). Por outro lado, a nossa aproximac¸a˜o assenta na manutenc¸a˜o de informac¸a˜o
global sobre o estado dos recursos e coordenac¸a˜o centralizada do processo de balancea-
mento, algo que Rao et al. pretendem evitar com as abordagens one-to-one load-stealing
e one-to-many load-shedding, mas para o que acabam por convergir, com a abordagem
many-to-many, no sentido de conseguirem um balanceamento mais eficaz. Esta aproxima-
c¸a˜o de uma estrate´gia de balanceamento puramente distribu´ıda, a uma mais centralizada,
verifica-se tambe´m na abordagem de Godfrey et al. [GLS+04] (rever secc¸a˜o 2.8.2).
Aplicando a terminologia introduzida na secc¸a˜o 2.8, os mecanismos de balanceamento
dinaˆmico da arquitectura Domus actuam ao n´ıvel aplicacional (caso do mgNv) e ao n´ı-
vel sistema (caso do mgPv). Ale´m disso, i) sa˜o cientes-dos-recursos do cluster (como e´
evidenciado pela uso de medidas de capacidade, utilizac¸a˜o, potencial e atractividade), ii)
sa˜o adequados a clusters heteroge´neos e iii) toleram a co-execuc¸a˜o concorrente de outras
aplicac¸o˜es. Neste contexto, a nossa abordagem apresenta, claramente, afinidades com o
modelo DRUM (Dynamic Resource Utilization Model) [Fai05, TFF05] (rever secc¸a˜o 2.8.3).
Todavia, o DRUM e´ essencialmente orientado ao balanceamento de tarefas de computac¸a˜o
cient´ıfica, considerando apenas relevantes as capacidades dos no´s em termos de i) poder
de processamento e ii) largura de banda; noutra linha, o foco na arquitectura Domus e´ o
armazenamento distribu´ıdo, pelo que tambe´m sa˜o relevantes as capacidades de armazena-
mento (principal e secunda´rio). O DRUM assenta numa visa˜o hiera´rquica, em a´rvore, do
ambiente de execuc¸a˜o; em contraste, na arquitectura Domus a visa˜o do cluster e´ plana.
Finalmente ao contra´rio dos mecanismos de gesta˜o dinaˆmica de carga da arquitectura Do-
mus, o DRUM na˜o efectua, por si so´, balanceamento dinaˆmico de carga embora, como
referido na secc¸a˜o 2.8.3, as me´tricas que produz possam alimentar sistemas desse tipo.
A aplicac¸a˜o de um modelo linear ao ca´lculo dinaˆmico de capacidades em clusters hetero-
ge´neos e partilhados e´ tambe´m demonstrada pela abordagem de Sinha et al. [SP01] (rever
secc¸a˜o 2.8.3); o foco e´, mais uma vez, o ca´lculo cient´ıfico, monitorizando-se a RAM, ale´m de
CPU e largura de banda; na abordagem Domus, orientada ao armazenamento distribu´ıdo,
a actividade E/S dos subsistemas de memo´ria secunda´ria e´ tambe´m monitorizada.
6.11 Ep´ılogo
Consumada a descric¸a˜o dos mecanismos de gesta˜o dinaˆmica de carga, da´-se por conclu´ıda
a apresentac¸a˜o da arquitectura Domus, iniciada no cap´ıtulo anterior. No pro´ximo cap´ıtulo
descreve-se um proto´tipo da arquitectura e discutem-se os resultados da sua avaliac¸a˜o.
Cap´ıtulo 7
Proto´tipo da Arquitectura Domus
Resumo
Neste cap´ıtulo descrevem-se os aspectos mais relevantes de um proto´tipo da arquitectura
Domus, no seu esta´gio actual de realizac¸a˜o. A descric¸a˜o contempla i) os principais compo-
nentes de software e sua relac¸a˜o com os componentes da arquitectura, ii) os mecanismos
implementados para caracterizac¸a˜o e monitorizac¸a˜o do cluster f´ısico, iii) o acesso a`s funci-
onalidades do proto´tipo por programadores e administradores. O cap´ıtulo termina com a
apresentac¸a˜o e discussa˜o dos resultados de um conjunto de testes de avaliac¸a˜o do proto´tipo.
7.1 Pro´logo
Um proto´tipo e´, por definic¸a˜o, uma realizac¸a˜o parcial de uma certa especificac¸a˜o, atrave´s
da qual se procura demonstrar a exequibilidade de certos modelos. Neste contexto, o pro-
to´tipo da arquitectura Domus (ou, simplesmente, “proto´tipo Domus”) que apresentamos
neste cap´ıtulo, permite a exercitac¸a˜o da co-operac¸a˜o de DHTs, mas apenas suporta parte
dos conceitos e mecanismos ligados a` gesta˜o dinaˆmica de carga, descritos no cap´ıtulo 6.
Em particular, a implementac¸a˜o actual permite a criac¸a˜o, explorac¸a˜o e gesta˜o de mu´ltiplas
DHTs que, embora esta´ticas, beneficiam de i) distribuic¸a˜o inicial pesada, ii) suporte a`
maior parte dos atributos previstos, iii) suporte a` totalidade das operac¸o˜es de acesso e
administrac¸a˜o. Adicionalmente, os testes realizados permitem concluir que a plataforma
desenvolvida, apesar de ser ainda um proto´tipo, revela elevada estabilidade e n´ıveis de
desempenho que a tornam competitiva com outros reposito´rios de diciona´rios compara´veis.
7.2 Ferramentas e Tecnologias Utilizadas
Como previsto na secc¸a˜o 5.4, a arquitectura Domus pressupo˜e a disponibilidade de um
conjunto de funcionalidades base de a) passagem de mensagens, b) monitorizac¸a˜o de re-
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cursos e c) execuc¸a˜o remota. Neste contexto, o proto´tipo deitou ma˜o, respectivamente,
dos seguintes mecanismos: a) sockets BSD sobre TCP/IP, b) sistema Ganglia [DSKMC03]
(apoiado por servic¸os Domus de monitorizac¸a˜o – ver secc¸a˜o 7.6.2), c) servic¸os Secure-Shell.
A principal linguagem de desenvolvimento do proto´tipo foi a linguagem de alto n´ıvel
Python [pyt], opc¸a˜o que permitiu grande produtividade na codificac¸a˜o e exercitac¸a˜o do
proto´tipo. Para a codificac¸a˜o de certos componentes, com maiores requisitos de desempe-
nho, recorreu-se a` linguagem C, tendo-se usado a ferramenta SWIG [swi] para interligar
o co´digo produzido em ambas as linguagens (ver secc¸a˜o 7.3.1). Foram ainda utilizadas
diversas bibliotecas e plataformas de co´digo aberto; destas, destaca-se a plataforma de
armazenamento Berkeley-DB [OBS99, ber], entre outras a referenciar oportunamente.
O sistema de explorac¸a˜o alvo do proto´tipo foi o Linux, mais especificamente a distribuic¸a˜o
ROCKS [roc], actualmente um referencial no contexto dos va´rios ambientes de explorac¸a˜o
e gesta˜o de clusters existentes (rever secc¸a˜o 2.12). O recurso a tecnologia VMware [vmw]
para a virtualizac¸a˜o do ambiente distribu´ıdo numa estac¸a˜o de trabalho porta´til permitiu,
sempre que necessa´rio, independeˆncia da disponibilidade efectiva de um cluster f´ısico.
7.3 Componentes do Proto´tipo
O proto´tipo Domus actual baseia-se nos componentes de software representados na figura
7.1. Na figura, as setas cont´ınuas veiculam o recurso de um componente (ponto de partida
da seta) a`s funcionalidades de um outro (ponto de chegada da seta), e as setas tracejadas
unem os pares de componentes envolvidos em trocas de mensagens (sendo evidenciado que
essa troca se processa recorrendo a funcionalidades do componente domus_libsys.py).
domus_libusr.py




Figura 7.1: Componentes de Software do proto´tipo Domus (dependeˆncias e comunicac¸a˜o).
O proto´tipo foi maioritariamente codificado em Python, com a excepc¸a˜o do mo´dulo
_domus_libc.so, codificado em C. O papel dos componentes do proto´tipo e´ o seguinte:
• domus_libusr.py: biblioteca Domus, prevista pela arquitectura (rever secc¸a˜o 5.9.1);
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• _domus_libc.so: biblioteca de funcionalidades de enderec¸amento e armazenamento;
• domus_libsys.py: constantes e me´todos re-utilizados pelos outros componentes;
• domus_service.py: servic¸o Domus regular;
• domus_supervisor.py: servic¸o Domus supervisor;
• domus_nodemon.py: servic¸o Domus de monitorizac¸a˜o, complementar ao Ganglia.
A operac¸a˜o dos componentes que realizam as entidades da arquitectura (aplicac¸o˜es e ser-
vic¸os Domus) e´ discutida ao longo do cap´ıtulo. Os componentes de software auxiliares
(mo´dulos _domus_libc.so e domus_libsys.py) sa˜o descritos de seguida, abreviadamente.
7.3.1 Biblioteca _domus_libc.so
A biblioteca _domus_libc.so suporta um conjunto de funcionalidades de enderec¸amento
e armazenamento codificadas em C; essas funcionalidades assentam na explorac¸a˜o de es-
truturas de dados em a´rvore do tipo Red-Black Tree, realizadas por uma outra biblioteca
espec´ıfica [Ive03], tambe´m de interface em C (esta biblioteca e´ a mesma que foi utilizada
nas simulac¸o˜es dos algoritmos de localizac¸a˜o sobre grafos Chord, relatadas no cap´ıtulo 4).
A utilizac¸a˜o das funcionalidades da biblioteca _domus_libc.so, de interface em C, a par-
tir dos mo´dulos domus_libusr.py e domus_service.py, em Python, e´ intermediada por
co´digo gerado automaticamente pela ferramenta SWIG [swi], com base numa especificac¸a˜o.
Registe-se que a utilizac¸a˜o das funcionalidades da biblioteca _domus_libc.so a partir
de mo´dulos Python obriga a cuidados especiais: um objecto Python na˜o deve ser elimi-
nado/reciclado sem antes se terem libertado os recursos que solicitou a` biblioteca, dado
que esses recursos esta˜o fora do alcance dos mecanismos de garbage collection do Python.
7.3.2 Biblioteca _domus_libc.so
Este mo´dulo comporta constantes e funcionalidades utilizadas pelos outros componentes:
• valores admiss´ıveis (e por omissa˜o), dos atributos Domus suportados pelo proto´tipo;
• co´digos de retorno dos me´todos pu´blicos e mensagens eventualmente associadas;
• valores por omissa˜o de paraˆmetros e atributos da i) utilizac¸a˜o do sistema de ficheiros
pelos servic¸os Domus e ii) interacc¸a˜o com o sistema de monitorizac¸a˜o Ganglia;
• funcionalidades de i) arranque de servic¸os em segundo plano, ii) interrogac¸a˜o ao
sistema Ganglia (ver secc¸a˜o 7.6.2.2) e iii) gesta˜o da comunicac¸a˜o (ver secc¸a˜o 7.10.1);
Alguns dos paraˆmetros cujos valores por omissa˜o sa˜o definidos na biblioteca, podem ser
tambe´m valorados atrave´s de um ficheiro de configurac¸a˜o, a discutir na secc¸a˜o 7.12.2.
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7.4 Suporte ao Enderec¸amento
7.4.1 I´ndices de Enderec¸amento
A arquitectura preveˆ (rever secc¸a˜o 5.6.5.1) que o Subsistema de Enderec¸amento de um
servic¸o Domus concentre a informac¸a˜o de enderec¸amento local de cada DHT num ı´ndice
de enderec¸amento, compat´ıvel com os algoritmos de localizac¸a˜o definidos no cap´ıtulo 4.
No proto´tipo, cada ı´ndice de enderec¸amento e´ uma a´rvore Red-Black Tree, gerida pela
biblioteca _domus_libc.so. Mais especificamente, a biblioteca suporta uma “a´rvore de
ı´ndices de enderec¸amento”, realizada como “Red-Black Tree de Red-Black Trees”, a fim de
gerir, de forma integrada, todos os ı´ndices de enderec¸amento de um servic¸o Domus.
As funcionalidades relevantes associadas aos ı´ndices de encaminhamento na˜o se limitam a`s
relacionadas com localizac¸a˜o distribu´ıda (ver a seguir), incluindo tambe´m me´todos de sal-
vaguarda/serializac¸a˜o e recuperac¸a˜o/reconstruc¸a˜o das suas a´rvores em/de disco, essenciais
para o suporte das operac¸o˜es de desactivac¸a˜o/reactivac¸a˜o previstas pela arquitectura.
7.4.2 Localizac¸a˜o Distribu´ıda
O proto´tipo realiza todos os algoritmos de localizac¸a˜o distribu´ıda previstos pela espe-
cificac¸a˜o (rever secc¸a˜o 5.8.3.6); essa realizac¸a˜o e´ tambe´m concretizada pela biblioteca
_domus_libc.so, tirando partido dos ı´ndices/a´rvores de enderec¸amento nela alojados.
A localizac¸a˜o distribu´ıda assenta na utilizac¸a˜o do protocolo UDP. Para que a resposta a
um pedido de localizac¸a˜o seja enviada a` entidade originadora, o corpo (payload) do pedido
de localizac¸a˜o inclui um par <enderec¸o IP,porto> a usar como destino da resposta.
7.4.3 Estrate´gias de Localizac¸a˜o
O proto´tipo tambe´m implementa as estrate´gias de localizac¸a˜o previstas pela especificac¸a˜o,
para as aplicac¸o˜es Domus (rever secc¸a˜o 5.9.1.3). A implementac¸a˜o e´ feita pela biblioteca
Domus (_domus_libusr.py) em parceria com a biblioteca auxiliar _domus_libc.so.
Em particular, a biblioteca _domus_libc.so realiza as caches de localizac¸a˜o (rever secc¸a˜o
5.6.5.3), de forma semelhante a`s a´rvores/´ındices de enderec¸amento (ver acima); uma cache
de localizac¸a˜o assenta pois numa estrutura do tipo Red-Black Tree, sobre a qual ainda sa˜o
aplica´veis os algoritmos de localizac¸a˜o do cap´ıtulo 4; na realidade, em vez de uma, sa˜o
usadas duas Red-Black Trees, sobrepostas no mesmo conjunto de registos da cache; numa
delas, a ordenac¸a˜o dos registos e´ apropriada a` aplicac¸a˜o dos algoritmos de encaminhamento
(ordenac¸a˜o simples, pelo campo hash dos registos); na outra, a ordenac¸a˜o e´ baseada em
marcas temporais de acesso (uma por registo), suportando uma pol´ıtica de gesta˜o LRU.
7.5 Suporte ao Armazenamento
7.5.1 Tecnologias de Armazenamento
A arquitectura Domus preveˆ a possibilidade de o Subsistema de Armazenamento de um
servic¸o Domus recorrer a tecnologias de armazenamento diversas, para realizar reposito´rios
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locais de diciona´rios (rever secc¸a˜o 5.6.6.2). De acordo com a especificac¸a˜o da arquitec-
tura, uma tecnologia de armazenamento corresponde a uma combinac¸a˜o < plataforma de
armazenamento, meio de armazenamento >, selecciona´vel para cada DHT em particular,
atrave´s dos atributos attr_dht_pa e attr_dht_ma, respectivamente (rever secc¸a˜o 5.8.3.7).
As tecnologias de armazenamento actualmente suportadas pelo proto´tipo sa˜o as seguintes:
1. <python-dict, ram> : diciona´rios nativos da linguagem Python, sobre RAM; sa˜o
diciona´rios na˜o persistentes, bastante eficientes e de extrema versatilidade (guardam
correspondeˆncias entre objectos de qualquer tipo, sem necessidade de serializac¸a˜o);
2. <python-cdb, disk> : diciona´rio “constante”, sobre Disco, gerido pelo mo´dulo
Python cdb [cdb]; e´ um diciona´rio persistente, de acesso muito eficiente (ver secc¸a˜o
7.13.1) mas versatilidade limitada, suportando apenas um padra˜o de acesso Write-
once-Read-many (este pressupo˜e duas fases distintas de operac¸a˜o: na 1a, ocorrem
apenas inserc¸o˜es e na 2a ocorrem apenas consultas1, na˜o se permitindo remoc¸o˜es);
3. <python-bsddb-btree/hash, ram/disk>: diciona´rio BerkeleyDB2 gerido pelo mo´-
dulo Python bsddb [bsd]; realiza´vel com uma A´rvore B+ (python-bsddb-btree) ou
com uma Tabela de Hash Dinaˆmica (python-bsddb-hash), sobre RAM ou Disco;
4. <domus-bsddb-btree/hash, ram/disk>: tecnologias semelhantes a`s anteriores mas
mais eficientes (ver secc¸a˜o 7.13.1); o acesso aos diciona´rios BerkeleyDB processa-se
pelo seu interface em C, a partir da biblioteca _domus_libc.so (ver secc¸a˜o 7.5.3).
As tecnologias das categorias 2, 3 e 4 implicam todas a serializac¸a˜o (encapsulamento numa
sequeˆncia de caracteres) pre´via dos campos de um registo <chave, dados> antes da sua
inserc¸a˜o num reposito´rio, sendo necessa´rio efectuar o processo reverso antes da devoluc¸a˜o
dos resultados de uma consulta a` entidade que a solicitou. A perda de desempenho em
que incorre este processo e´ compensada pela flexibilidade derivada da possibilidade de os
registos serem um par de objectos Python de qualquer tipo (desde que serializa´veis3).
Ao contra´rio da tecnologia <python-cdb, disk>, as das categorias 1, 3 e 4 suportam
todas as operac¸o˜es ba´sicas de acesso a diciona´rios (inserc¸o˜es, consultas e remoc¸o˜es), com
a u´nica restric¸a˜o de que o reposito´rio respectivo deve estar acess´ıvel/activo (online); um
reposito´rio diz-se activo/inactivo em func¸a˜o do estado activo/inactivo da DHT associada.
7.5.2 Granularidade dos Reposito´rios
No proto´tipo, cada hash de uma DHT e´ suportada por um reposito´rio espec´ıfico, o que
representa a adopc¸a˜o de uma abordagem de gra˜o fino, pela classificac¸a˜o da secc¸a˜o 5.6.6.2.
Uma vez que o proto´tipo na˜o permite acesso concorrente intra-reposito´rio (embora o per-
mita inter-reposito´rio), a abordagem de gra˜o fino tem a vantagem de assegurar um maior
paralelismo potencial no acesso a`s DHTs; ale´m disso, permitira´ agilizar o processo de redis-
tribuic¸a˜o das DHTs, uma vez que os registos de cada hash estara˜o a` partida isolados num
1No proto´tipo, a transic¸a˜o da 1a para a 2a fase e´ despoletada pela inserc¸a˜o do registo <None,None>.
2Na modalidade mais eficiente fornecida pela plataforma BerkeleyDB; nessa modalidade, na˜o ha´ suporte
a acesso concorrente, sendo o problema resolvido por mecanismos pro´prios do proto´tipo – ver secc¸a˜o 7.10.2.
3Certos objectos, como por exemplo trincos (locks), na˜o sa˜o serializa´veis.
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reposito´rio dedicado, na˜o necessitando de serem extra´ıdos de um reposito´rio partilhado.
Uma desvantagem o´bvia e´ a maior sobrecarga dos recursos de armazenamento.
7.5.3 I´ndices de Armazenamento
De acordo com a especificac¸a˜o da arquitectura, o Subsistema de Armazenamento de um
servic¸o Domus devera´ concentrar a informac¸a˜o de armazenamento local de cada DHT num
ı´ndice de armazenamento; esse ı´ndice faz corresponder a cada hash um par <RE,RR>,
em que RE (refereˆncia de enderec¸amento) identifica o servic¸o de enderec¸amento do hash e
RR (refereˆncia de reposito´rio) e´ uma refereˆncia para o reposito´rio associado ao hash (rever
secc¸a˜o 5.6.6.1). No proto´tipo, a realizac¸a˜o do ı´ndice de armazenamento e´ influenciada pela
adopc¸a˜o de granularidade fina dos reposito´rios, e pela tecnologia de armazenamento usada.
Assim, para as tecnologias baseadas nas plataformas python-dict, python-cdb e pyhton-
bsddb-* (ou para qualquer a adoptar, desde que com acesso nativo a partir do Python),
o ı´ndice de armazenamento e´ um simples diciona´rio Python, que associa cada hash a um
par <RE,RR>, em que RR e´ uma refereˆncia interna para o reposito´rio espec´ıfico do hash.
Para tecnologias baseadas nas plataformas domus-bsddb-* (ou para qualquer outra que
se venha a suportar, em que o acesso ao reposito´rio recorra a um interface em C), os
ı´ndices de armazenamento residem no contexto biblioteca _domus_libc.so e os servic¸os
Domus manteˆm refereˆncias externas para eles; e´ tambe´m a partir desse contexto que sa˜o
operados os reposito´rios, que sa˜o neste caso diciona´rios Berkeley-DB. De forma ana´loga
aos ı´ndices de enderec¸amento, i) um ı´ndice de armazenamento e´ realizado pela biblioteca
_domus_libc.so atrave´s de uma a´rvore Red-Black Tree e ii) a mesma biblioteca gere uma
“a´rvore de ı´ndices de armazenamento”, realizada como “Red-Black Tree de Red-Black
Trees”, suportando assim va´rios ı´ndices de armazenamento de um mesmo servic¸o Domus.
7.6 Caracterizac¸a˜o e Monitorizac¸a˜o de Recursos
Como referido anteriormente, o proto´tipo ainda na˜o suporta a redistribuic¸a˜o de DHTs.
Todavia, a sua criac¸a˜o com base nos modelos preconizados pela especificac¸a˜o exige um
n´ıvel mı´nimo de caracterizac¸a˜o de certas entidades do cluster Domus. Essa caracterizac¸a˜o
passa pela determinac¸a˜o de certos atributos/medidas de capacidades e utilizac¸o˜es dos no´s
computacionais, bem como de potencial e atractividade dos servic¸os Domus, baseadas nas
primeiras. Nesta secc¸a˜o concentra-mo-nos apenas nos mecanismos usados ao n´ıvel do
proto´tipo para a determinac¸a˜o, disponibilizac¸a˜o e consulta das capacidades e utilizac¸o˜es4.
7.6.1 Abrangeˆncia da Caracterizac¸a˜o e Monitorizac¸a˜o
Os no´s computacionais a caracterizar sa˜o os que podera˜o vir a alojar sevic¸os Domus e
que correspondem, em termos formais, ao conjunto dos no´s que suportam servic¸os ba´sicos,
N(B) (ou, enta˜o a um subconjunto deste). Inclusivamente, e´ suposto que nesses no´s
execute um servic¸o de monitorizac¸a˜o, em consonaˆncia com o previsto pela arquitectura.
4O proto´tipo tambe´m suporta a definic¸a˜o dos limiares previstos nas secc¸o˜es 5.8.1.5 e 6.3.2; todavia, na
auseˆncia de suporte a` redistribuic¸a˜o, a definic¸a˜o dos limiares na˜o tem, por enquanto, consequeˆncias.
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7.6.2 Servic¸os de Caracterizac¸a˜o e Monitorizac¸a˜o
O ambiente de execuc¸a˜o do proto´tipo, fornecido pelo sistema ROCKS de explorac¸a˜o de
clusters, garante a presenc¸a do servic¸o de monitorizac¸a˜o Ganglia em todos os no´s do cluster
(N), sendo da responsabilidade do administrador de um cluster Domus garantir a execuc¸a˜o
adicional de um servic¸o Domus de monitorizac¸a˜o (domus_nodemon.py) em N(B). Este
servic¸o justifica-se pelo facto de o Ganglia na˜o produzir, originalmente, certas me´tricas
necessa´rias ao proto´tipo, tendo-se optado por desenvolver um servic¸o complementar5. O
servic¸o injecta as me´tricas por si produzidas, no sistema Ganglia, permitindo tirar partido
das melhores funcionalidades deste: i) um reposito´rio com todas as me´tricas produzidas
no cluster e ii) um frontend WWW que permite acompanhar a evoluc¸a˜o dessas me´tricas.
Aparentemente, seria mais adequado que as funcionalidades desempenhadas pelos servi-
c¸os domus_nodemon.py fossem executadas pelo Subsistema de Balanceamento dos servic¸os
Domus regulares6. Todavia, a execuc¸a˜o dessas funcionalidades por um servic¸o dedicado
i) evita a sua duplicac¸a˜o numa situac¸a˜o em que existem va´rias instaˆncias do proto´tipo
em execuc¸a˜o com partilha de no´s computacionais; ii) torna mais leve um servic¸o Domus
regular. O funcionamento de um servic¸o domus_nodemon.py e´, portanto, agno´stico no
que diz respeito aos clusters Domus em execuc¸a˜o7, limitando-se a produzir me´tricas so-
bre recursos eventualmente partilhados entre eles; depois, cabera´ aos servic¸os de cada
cluster Domus seleccionar as me´tricas que lhes interessam. Por estas razo˜es, um servic¸o















Figura 7.2: Recolha, Publicac¸a˜o e Acesso a Me´tricas.
A figura 7.2 ilustra a forma como o sistema Ganglia e os servic¸os Domus interagem na
recolha, publicac¸a˜o e acesso a va´rias me´tricas, servindo de apoio a` descric¸a˜o que se segue.
5Esta complementaridade surge tambe´m noutros sistemas, como no DRUM [Fai05], onde o servic¸o
distribu´ıdo de monitorizac¸a˜o NWS [WSH99] complementa a operac¸a˜o de fios-de-execuc¸a˜o de monitorizac¸a˜o
do DRUM. No contexto do nosso proto´tipo, desenvolveram-se inicialmente plugins Ganglia, baseados em
scripts de injecc¸a˜o de me´tricas, escalonadas com base no servic¸o cron (abordagem cla´ssica); pore´m, a falta
de um mecanismo de gesta˜o integrada das scripts espalhadas pelo cluster, motivou a mudanc¸a de estrate´gia.
6E, numa fase inicial do desenvolvimento do proto´tipo, assim acontecia.
7Ou seja, a produc¸a˜o, o nome e o valor das me´tricas e´ independente dos clusters Domus em execuc¸a˜o.
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7.6.2.1 Operac¸a˜o dos Servic¸os Ganglia
Em trac¸os gerais, o Ganglia opera da seguinte forma num ambiente ROCKS8: em cada
no´ do cluster um servic¸o gmond recolhe periodicamente certas me´tricas (1) e difunde-as,
via multicast IP (2); as me´tricas assim produzidas sa˜o acumuladas num servic¸o gmetad
(3), residente no front-end do cluster; o servic¸o gmetad concentra assim informac¸a˜o de
monitorizac¸a˜o que lhe proporciona uma visa˜o global do estado dos recursos do cluster.
7.6.2.2 Acesso a`s Me´tricas Ganglia
No aˆmbito do proto´tipo existem duas hipo´teses de aceder a`s me´tricas produzidas pelo
Ganglia: 1) inquiric¸a˜o a um servic¸o gmond; 2) intercepc¸a˜o das suas mensagens de difusa˜o.
Na hipo´tese 1), a interrogac¸a˜o e´ feita recorrendo a funcionalidades da biblioteca
domus_libsys.py e pode processar-se de duas formas distintas: 1a) atrave´s de conexa˜o
TCP e filtragem de um relato´rio XML obtido como resposta; 2a) atrave´s de execuc¸a˜o lo-
cal/remota, no hospedeiro do servic¸o gmond, do comando de interrogac¸a˜o ganglia, sendo
o resultado capturado pelo processo invocador atrave´s da primitiva popen. De facto, du-
rante a experimentac¸a˜o com o proto´tipo, a opc¸a˜o 1a) revelou-se pouco esta´vel, o que ditou
a necessidade da opc¸a˜o 2a) que, apesar de esta´vel, tem a desvantagem de ser mais lenta.
Na hipo´tese 2), as entidades interessadas nas me´tricas (os servic¸os domus_nodemon.py
e domus_supervisor.py) teˆm de se associar ao grupo multicast IP do Ganglia, a fim
de interceptarem as mensagens de monitorizac¸a˜o; essas mensagens veˆm codificados em
representac¸a˜o XDR, sendo abertas recorrendo aos bons of´ıcios do mo´dulo Python xdrlib.
Todavia, este me´todo so´ e´ realmente efectivo para me´tricas dinaˆmicas, actualizadas e
difundidas frequentemente; para conhecer me´tricas esta´ticas ou de actualizac¸a˜o pouco
frequente, acabara´ por ser indispensa´vel o recurso a` interrogac¸a˜o de servic¸os gmond.
7.6.2.3 Operac¸a˜o dos Servic¸os domus_nodemon.py
As me´tricas produzidas por um servic¸o domus_nodemon.py sa˜o, por omissa˜o, injectadas
directamente no servic¸o gmond (4) do frontend, recorrendo a` execuc¸a˜o remota (via ssh)
do comando gmetric do Ganglia; alternativamente, essas me´tricas poderiam ser injecta-
das no servic¸o gmond local (5), recorrendo ao mesmo comando, sendo depois difundidas
juntamente com as restante me´tricas do servic¸o (2); em ambos os casos, a execuc¸a˜o do
comando gmetric carece de permisso˜es de superutilizador9, facilmente ger´ıveis para casos
particulares atrave´s de mecanismos sudo; este requisito de seguranc¸a acaba por favorecer
a primeira abordagem, ja´ que se torna apenas necessa´rio intervir na ma´quina de frontend.
Um servic¸o domus_nodemon.py gera e publica “me´tricas Domus” que veiculam as capaci-
dades e utilizac¸o˜es previstas pela especificac¸a˜o, sendo diversas as fontes que alimentam a
produc¸a˜o dessas me´tricas. Assim: i) algumas dessas me´tricas podem depender de outras
geradas pelo servic¸o gmond vizinho, tendo o servic¸o domus_nodemon.py a capacidade de
i-a) as interceptar (6) quando se da´ a sua difusa˜o ou i-b) de interrogar o gmond compa-
8Esta descric¸a˜o e´ simplificada, adaptada ao nosso cena´rio de operac¸a˜o. Com efeito, o sistema Ganglia
tem pontencialidades adicionais que lhe permitem, por exemplo, monitorizar federac¸o˜es de clusters.
9Uma restric¸a˜o imposta pelo ROCKS, e na˜o pelo sistema Ganglia em si.
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nheiro (7) ou mesmo o gmond do frontend (8); a abordagem i-a) e´ apropriada a` obtenc¸a˜o
de me´tricas dinaˆmicas, difundidas periodicamente pelo gmond local, e que sa˜o usadas no
ca´lculo de me´tricas de utilizac¸o˜es; ja´ a abordagem i-b) e´ mais adequada a` obtenc¸a˜o de me´-
tricas esta´ticas, difundidas menos frequentemente, e usadas na definic¸a˜o de capacidades;
ii) a definic¸a˜o de algumas utilizac¸o˜es depende de me´tricas dinaˆmicas obtidas localmente
pelo servic¸o domus_nodemon.py (9); iii) o valor de algumas capacidades e´ directamente
extra´ıdo de reposito´rios externos10, que guardam o resultado de micro-benchmarks.
7.6.2.4 Acesso a`s Me´tricas Domus
Para se poderem criar DHTs, o supervisor de um cluster Domus necessita de conhecer as
capacidades e utilizac¸o˜es dos no´s computacionais que executam servic¸os Domus. Assim,
quando um cluster Domus e´ criado, ou quando um novo servic¸o Domus lhe e´ adicionado, o
supervisor interroga o servic¸o gmond do frontend sobre as me´tricas dos no´s computacionais
em causa (10). Adicionalmente, o supervisor escuta o canal multicast IP do Ganglia,
filtrando as me´tricas de utilizac¸o˜es que dizem respeito aos no´s do cluster Domus (11).
Basicamente, estes dois mecanismos correspondem aos descritos na secc¸a˜o 7.6.2.2, dado
que as “me´tricas Domus”, uma vez inseridas no Ganglia, sera˜o tambe´m“me´tricas Ganglia”.
Suportando-se a redistribuic¸a˜o de DHTs, os servic¸os Domus regulares passariam a ser, ao
mesmo tempo, produtores e consumidores de me´tricas (produtores de me´tricas de caracte-
rizac¸a˜o de DHTs (rever secc¸a˜o 6.6) e consumidores de capacidades e utilizac¸o˜es (rever sec-
c¸a˜o 6.8)), podendo recorrer aos me´todos aqui descritos para a sua disseminac¸a˜o/obtenc¸a˜o.
7.6.2.5 Tempo de Vida das Me´tricas Domus
O sistema Ganglia suporta a definic¸a˜o de um tempo de vida limitado para as me´tricas,
findo o qual as me´tricas sa˜o descartadas (eliminadas). Por outro lado, os va´rios servic¸os
Domus tambe´m suportam a definic¸a˜o de um tempo de vida limitado, apo´s o que terminam
(ver secc¸a˜o 7.12.2). Neste contexto, o tempo de vida das me´tricas Domus corresponde ao
tempo de vida dos servic¸os domus_nodemon.py que as produzem11. O objectivo e´ evitar a
sobrecarga do sistema Ganglia pela manutenc¸a˜o duradoura de me´tricas que sa˜o inu´teis.
7.6.2.6 Frequeˆncias da Caracterizac¸a˜o
Nos servic¸os gmond do Ganglia, a frequeˆncia ma´xima de difusa˜o de me´tricas e´ de uma
vez por minuto, para certas me´tricas dinaˆmicas (taxas de utilizac¸a˜o de recursos). Para
me´tricas esta´ticas, o intervalo entre difuso˜es sucessivas pode chegar a ser de horas. No
Ganglia, as frequeˆncias de difusa˜o sa˜o configura´veis, mas isso exige privile´gios de super-
utilizador e, eventualmente, intervenc¸a˜o manual (no caso de na˜o ser poss´ıvel propagar
automaticamente a reconfigurac¸a˜o). Por outro lado, cada vez que se injecta externamente
(via comando gmetric) uma me´trica em servic¸os gmond, a me´trica e´ difundida instantane-
amente, para ale´m de tambe´m ser poss´ıvel definir, dessa forma, a frequeˆncia de re-difusa˜o;
estas particularidades podem ser exploradas para contornar a necessidade de reconfigurar
10Reposito´rios necessa´rios por na˜o haver suporte a` persisteˆncia de estado dos servic¸os domus_nodemon.py
entre execuc¸o˜es sucessivas, e o tempo de vida das me´tricas por eles geradas ser limitado (ver secc¸a˜o 7.6.2.5).
11Sendo suposto que os clientes das me´tricas na˜o teˆm um tempo de vida superior ao das me´tricas.
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globalmente os servic¸os gmond. Ale´m disso, conve´m notar que a frequeˆncia de difusa˜o
na˜o corresponde necessariamente a` frequeˆncia de extracc¸a˜o/amostragem das me´tricas na
fonte: no Ganglia, a frequeˆncia ma´xima de extracc¸a˜o e´ de uma vez por minuto, tornando
inu´til uma difusa˜o mais frequente (e.g, de meio em meio minuto) de me´tricas colectadas
internamente pelo Ganglia, ja´ que sera˜o iguais dois ou mais valores sucessivos das me´tricas.
Nos servic¸os domus_nodemon.py, a frequeˆncia de amostragem e a de publicac¸a˜o das me´-
tricas sa˜o iguais. As me´tricas esta´ticas sa˜o obtidas e publicadas uma so´ vez. A frequeˆncia
de amostragem/publicac¸a˜o das me´tricas dinaˆmicas e´ configura´vel, em func¸a˜o do tipo de
recurso do no´; esta frequeˆncia e´, por omissa˜o, de uma vez por minuto; todavia, como
veremos na secc¸a˜o 7.6.5.3, certos recursos exigem frequeˆncias mais elevadas. Como o ser-
vic¸o domus_nodemon.py recorre ao comando gmetric para injectar as suas me´tricas no
Ganglia, beneficia da sua difusa˜o imediata, a qual ocorre a` cadeˆncia determinada por si.
7.6.3 Identificac¸a˜o das Me´tricas Domus no Ganglia
Para distinguir12 as me´tricas geradas nativamente pelo sistema Ganglia, das “me´tricas
Domus”, que veiculam capacidades e utilizac¸o˜es, e´ usada uma nomenclatura pro´pria para
a sua identificac¸a˜o, resumida nas tabelas 7.1 e 7.2. A nomenclatura procura evitar que o
valor das me´tricas seja estruturado, dado que valores unos e escalares facilitam a publicac¸a˜o
das me´tricas no sistema Ganglia e posterior recuperac¸a˜o. Por seu turno, o nome das
me´tricas e´ estruturado em torno do s´ımbolo #, permitindo parametrizar esse nome de
forma compat´ıvel com a notac¸a˜o formal das me´tricas: todos os identificadores incorporam
o nome prima´rio do no´ computacional13 (node) bem como outros paraˆmetros necessa´rios
(algorithm, technology, interface e partition). A estruturac¸a˜o adoptada permite tambe´m
extrair, facilmente, os paraˆmetros embebidos nos identificadores, conforme necessa´rio14.






Tabela 7.1: Correspondeˆncia entre Atributos e Me´tricas de Capacidades.
7.6.4 Caracterizac¸a˜o das Capacidades dos No´s Computacionais
No proto´tipo, as me´tricas de capacidades previstas na secc¸a˜o 6.3.1 podem ser determinadas
por dois meios: a) por micro-benchmarks (realizados apenas uma vez por cada espe´cie de
no´s do cluster); b) por interrogac¸o˜es ao servic¸o gmond do Ganglia e/ou ao sistema operativo.
12A distinc¸a˜o facilita a identificac¸a˜o das me´tricas no frontend WWW do Ganglia e o seu acesso via gmond.
13Dado pelo comando UNIX hostname, ou pela primitiva gethostname.
14Por exemplo, para se saber quais os interfaces de um determinado node, basta filtrar, no relato´rio XML
do Ganglia, as linhas que obedecem ao padra˜o *domus#static#node#net_bandwith#*. Esta informac¸a˜o e´
relevante, por exemplo, para o supervisor, para a definic¸a˜o apropriada das suas estruturas de dados.







Tabela 7.2: Correspondeˆncia entre Atributos e Me´tricas de Utilizac¸o˜es.
7.6.4.1 Capacidades de Encaminhamento e Acesso
Tendo em vista a determinac¸a˜o das me´tricas correspondentes a`s capacidades de encaminha-
mento e a`s capacidades de acesso de cada no´, recorre-se a` execuc¸a˜o dos micro-benchmarks
domus_benchmark_routing_throughput e domus_benchmark_storage_throughput.
A aplicac¸a˜o domus_benchmark_routing_throughput re-utiliza parte do co´digo desenvol-
vido para a realizac¸a˜o das simulac¸o˜es dos algoritmos de encaminhamento15, discutidas
no cap´ıtulo 4; as simulac¸o˜es enta˜o conduzidas permitiram determinar uma me´trica de
“Tempo de CPU por Salto” (CPUhop), para cada algoritmo de encaminhamento (rever
secc¸a˜o 4.9.5); os valores inversos dessa me´trica sa˜o as capacidades de encaminhamento.
A aplicac¸a˜o domus_benchmark_storage_throughput re-utiliza o co´digo desenvolvido no
proto´tipo, no quadro do Suporte ao Armazenamento (ver secc¸a˜o 7.5), sendo assim de
aplicabilidade limitada a`s tecnologias de armazenamento presentemente suportadas. O
tipo de resultados (posicionamento relativo e valores absolutos) que este micro-benchmark
permite obter e´ coerente com os resultados da avaliac¸a˜o apresentada na secc¸a˜o 7.13.1.416.
7.6.4.2 Ma´xima Largura de Banda U´til
A nomenclatura adoptada para a me´trica dama´xima largura de banda u´til (correspondente
a domus#static#node#net_bandwith#interface) suporta a caracterizac¸a˜o de qualquer in-
terface de rede de um no´. Por outro lado, um servic¸o Domus sera´ associado a um u´nico
interface (designado, na secc¸a˜o 5.8.2.1, por “interface Domus”). A escolha dos interfaces de
rede a caracterizar e´ enta˜o uma decisa˜o administrativa, baseada em expectativas/previso˜es
acerca dos interfaces de rede que se esperam vir a usar para suportar servic¸os Domus.
Para o ca´lculo da ma´xima largura de banda u´til de um interface de rede recorreu-se a`
ferramenta Iperf [ipe]. Na sua utilizac¸a˜o, conve´m ter presente o referido na secc¸a˜o 6.3.1: a
partir de um interface de rede i, um no´ n podera´ aceder a N(i, n) no´s, no mesmo segmento
de rede; num cluster heteroge´neo, N(i, n) podera´ comportar no´s de diferentes espe´cies, o
que exige a avaliac¸a˜o da largura de banda entre o no n e um no´ qualquer de cada espe´cie.
15Co´digo que viria a ser tambe´m utilizado pelo proto´tipo no Suporte ao Enderec¸amento, c.f. ja´ referido.
16Partindo-se do princ´ıpio de que o desempenho do acesso ao disco e´ semelhante para as va´rias partic¸o˜es
do sistema de ficheiros de um no´; caso contra´rio, seria necessa´rio repetir, para cada partic¸a˜o, a avaliac¸a˜o
das tecnologias de armazenamento sobre Disco, bem como incorporar a identificac¸a˜o partition da partic¸a˜o
no nome da me´trica, que seria enta˜o domus#static#node#storage_throughput#technology#partition.
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7.6.4.3 Capacidade de Memo´ria Prima´ria (RAM)
O Ganglia disponibiliza uma me´trica mem_total, que fornece a informac¸a˜o pretendida. To-
davia, por questo˜es de nomenclatura, a me´trica e´ republicada pelos servic¸os
domus_nodemon.py com o nome domus#static#node#ram_total. O valor publicado e´
o da me´trica mem_total, solicitada pelos servic¸os domus_nodemon.py aos servic¸os gmond.
7.6.4.4 Capacidade de Memo´ria Secunda´ria (Partic¸o˜es)
Assim como um no´ pode suportar va´rios interfaces de rede, o mesmo pode acontecer com
partic¸o˜es do sistema de ficheiros. Neste contexto, colocam-se o mesmo tipo de questo˜es
levantadas para os interfaces: i) no proto´tipo, as necessidades de armazenamento secun-
da´rio de um servic¸o Domus sera˜o satisfeitas a partir de uma u´nica partic¸a˜o, designada de
“partic¸a˜o Domus”; ii) a selecc¸a˜o das partic¸o˜es a monitorizar e´ uma decisa˜o administrativa.
Neste caso, o sistema Ganglia e´ inu´til, pois contempla me´tricas que fornecem apenas a
capacidade total (disk_total) e livre (disk_free) de memo´ria secunda´ria de um no´, sem
discriminar partic¸o˜es. Consequentemente, essa caracterizac¸a˜o mais fina tem de ser feita
pelo servic¸o domus_nodemon.py, servindo-se para o efeito dos resultados do comando df.
Por omissa˜o, sa˜o caracterizadas todas as partic¸o˜es, mas e´ poss´ıvel definir um subconjunto.
E´ ainda de realc¸ar que, no proto´tipo, o termo partic¸a˜o na˜o tem uma conotac¸a˜o necessa-
riamente local; uma designac¸a˜o mais correcta seria ponto de acesso (mount point), o que
e´ compat´ıvel com a explorac¸a˜o, atrave´s da rede, de suportes de armazenamento remotos.
Pore´m, esta possibilidade comporta a realizac¸a˜o da necessa´ria avaliac¸a˜o da capacidade de
acesso, para ale´m de na˜o ser suportada sob o ponto de vista da ferramenta iostat de
monitorizac¸a˜o de actividade E/S, a qual actua apenas sobre discos e partic¸o˜es locais.
7.6.4.5 Reposito´rios Externos dos Resultados dos Benchmarks
No proto´tipo, os resultados dos micro-benchmarks de avaliac¸a˜o de capacidades sa˜o actual-
mente armazenados em ficheiros de texto, de localizac¸a˜o bem conhecida e baseados numa
sintaxe simples (que usa a nomenclatura adoptada). Numa pro´xima iterac¸a˜o do proto´tipo,
devera´ ser utilizada a base de dados MySQL que o ROCKS mante´m no frontend do cluster
(o que exige, todavia, privile´gios administrativos especiais; neste sentido, outra hipo´tese
seria o recurso a um u´nico ficheiro, e.g., em formato XML, como no DRUM [TFF05]).
7.6.5 Monitorizac¸a˜o das Utilizac¸o˜es dos No´s Computacionais
No proto´tipo, as me´tricas de utilizac¸a˜o previstas pela especificac¸a˜o (rever secc¸a˜o 6.3.2) sa˜o
todas produzidas pelos servic¸os domus_nodemon.py, i) nalguns casos recorrendo a me´tricas
geradas pelo sistema Ganglia, e ii) noutros pela monitorizac¸a˜o local dos recursos. As
me´tricas de utilizac¸o˜es apresentam todas valores reais adimensionais, no intervalo ]0.0,1.0[.
Os valores das utilizac¸o˜es sa˜o me´dias mo´veis exponenciais, como previsto na secc¸a˜o 6.3.2.
7.6.5.1 Utilizac¸a˜o da CPU
A me´trica de utilizac¸a˜o de cpu (domus#dinamic#node#cpu_utilization) e´ alimentada
pela soma das me´tricas cpu_user, cpu_system e cpu_nice do Ganglia; numa fase inicial
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do desenvolvimento do proto´tipo, estas me´tricas eram capturadas do canal multicast IP,
onde sa˜o injectadas pelos servic¸os gmond de minuto em minuto; todavia, constatou-se que
nem sempre era poss´ıvel capturar todas as treˆs me´tricas da mesma janela amostral, o
que impedia a publicac¸a˜o da utilizac¸a˜o de cpu ate´ a` pro´xima difusa˜o; assim, optou-se por
interrogar explicitamente o Ganglia, o que e´ mais demorado mas produz resultados fia´veis.
7.6.5.2 Utilizac¸a˜o E/S dos Discos
Para definir me´tricas domus#dinamic#node#iodisk_utilization#partition e´ necessa´rio
determinar o n´ıvel de actividade E/S dos discos locais e discrimina´-lo por partic¸o˜es. Uma
vez que o Ganglia na˜o suporta me´tricas adequadas, o servic¸o domus_nodemon.py recorre
ao comando iostat do pacote de monitorizac¸a˜o SYSSTAT [sys], fornecido pelo ROCKS.
7.6.5.3 Utilizac¸a˜o dos Interfaces de Rede
O Ganglia gera me´tricas bytes_in e bytes_out, que traduzem a quantidade total de bytes
que um no´ transaccionou com a rede, mas acumulada para todos os interfaces, prevenindo a
sua utilizac¸a˜o na produc¸a˜o de me´tricas domus#dinamic#node#net_utilization#interface.
Este constrangimento determina que a monitorizac¸a˜o da utilizac¸a˜o dos interfaces de rede
tenha de ser feita pelo servic¸o domus_nodemon.py. Para o efeito, efectua-se a amostragem
de contadores de tra´fego espec´ıficos para cada interface, acess´ıveis via /proc/net/dev.
A amostragem dos contadores disponibilizados em /proc/net/dev exige cuidados es-
peciais. De facto, com de´bitos da ordem dos Gbps, os contadores podem sofrer rapi-
damente overflow17; nessas circunstaˆncias, se o intervalo entre amostras for suficiente-
mente pequeno, nunca ocorrera´ mais de uma situac¸a˜o de overflow no intervalo, cena´rio
que ainda permite usar os valores dos contadores para determinar a quantidade de tra´-
fego que circulou; por exemplo, com um interface de 1Gbps a funcionar em full-duplex
numa ma´quina de 32 bits, o tempo (teo´rico) necessa´rio para overflow de um contador
inteiro sera´ de 232/[(2 × 109)/8] ≈ 17.18s, pelo que o per´ıodo amostral deve ser inferior a
2 × 17.18 = 34.36s; tendo em conta que o de´bito real e´ inferior ao nominal, este per´ıodo
amostral podera´ ser um pouco maior18; em todo o caso, um per´ıodo amostral conservador,
de 30s, e´ adoptado por omissa˜o pelo proto´tipo, para a amostragem dos contadores associ-
ados aos interfaces de rede, podendo esse per´ıodo ser reconfigurado (ver secc¸a˜o 7.12.2).
7.6.5.4 Utilizac¸a˜o da Memo´ria Prima´ria
Os sistemas operativos modernos fazem uma gesta˜o da memo´ria RAM que dificulta a sua
caracterizac¸a˜o em termos simplistas, de “memo´ria total livre” e “memo´ria total ocupada”.
Evideˆncia disso e´ que, mesmo em repouso, e´ reduzida a memo´ria classificada como efecti-
vamente livre, uma vez que o sistema operativo tende a maximizar a utilizac¸a˜o da memo´ria
como cache do sistema de ficheiros e para outros propo´sitos afins. Neste contexto, qualquer
medida de memo´ria total livre ou ocupada sera´, necessariamente, uma aproximac¸a˜o.
Com base em me´tricas do Ganglia, uma medida aproximada da utilizac¸a˜o da RAM sera´:
1 - [ (mem_buffers + mem_cached + mem_free) / mem_total ]. Esta abordagem produz
17Este feno´meno foi induzido e constatado durante o desenvolvimento do proto´tipo.
18O interesse da avaliac¸a˜o da capacidade dos interfaces de rede e´ assim reforc¸ado por este cena´rio.
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valores um pouco superiores (na ordem dos 5% a 10%) a outra tambe´m de uso frequente:
atrave´s do comando ps, e´ poss´ıvel obter a percentagem da RAM usada por cada processo
do sistema, sendo a soma dessas percentagens uma medida aproximada da utilizac¸a˜o global
da RAM. Em ambos os casos, a memo´ria partilhada pelos processos e´ contabilizada mais
do que uma vez, contribuindo para valores de utilizac¸a˜o mais elevados que os reais. Por
este motivo, usamos a segunda abordagem, prosseguida pelo servic¸o domus_nodemon.py.
7.6.5.5 Utilizac¸a˜o do Espac¸o dos Discos
Na linha da estrate´gia prosseguida para a caracterizac¸a˜o da capacidade das partic¸o˜es,
a monitorizac¸a˜o da sua utilizac¸a˜o (espac¸o consumido) e´ tambe´m realizada pelo servic¸o
domus_nodemon.py por interme´dio do comando df, uma vez que as me´tricas disk_total
e disk_free geradas pelo Ganglia na˜o permitem discriminar a utilizac¸a˜o por partic¸a˜o.
7.6.5.6 Me´dias Mo´veis Exponenciais
Os valores das me´tricas de utilizac¸o˜es resultam de me´dias mo´veis exponenciais, como
previsto na secc¸a˜o 6.3.2. Existindo va´rias fo´rmulas de ca´lculo poss´ıveis, o proto´tipo adapta
a fo´rmula utilizada para o ca´lculo da carga (load average) em sistemas UNIX [Gun03]:
Ut(r) = Ut−1(r)× e
− T
△T + (1− e−
T
△T )× ut(r) (7.1)
Assim, na fo´rmula anterior: i) Ut(r) e´ o valor actual (instante t) da me´dia mo´vel exponen-
cial da utilizac¸a˜o do recurso r; ii) Ut−1(r) sintetiza a histo´ria passada, pois e´ o anterior
(instante t − 1) valor da me´dia mo´vel exponencial; iii) ut(r) e´ a amostra actual da utili-
zac¸a˜o do recurso r; iv) T e´ o per´ıodo amostral (ou, equivalentemente, 1/T e´ a frequeˆncia
amostral); v) △T e´ a abrangeˆncia temporal da me´dia mo´vel exponencial, expressa como
mu´ltiplo de T, sendo △T/T o correspondente nu´mero de amostras. Basicamente, quanto
maior for o nu´mero de amostras consideradas, mais suave e´ a evoluc¸a˜o da me´dia Ut(r).
No proto´tipo, assumem-se como valores por omissa˜o△T = 300s e T = 60s. Para interfaces
de rede, tem-se △T = 300s e T = 60s, ou △T = 150s T = 30s, conforme a arquitectura
alvo seja de 64 bits ou de 32 bits; estes valores sa˜o adequados a interfaces de de´bito nominal
de 1Gbps operando em full duplex (rever a secc¸a˜o 7.6.5.3), mas admitem reconfigurac¸a˜o
(ver secc¸a˜o 7.12.2), permitindo suportar interfaces de de´bitos diferentes. Em todo o caso,
deve ser mantida a proporc¸a˜o T/△T = 1/5; esta pode ser interpretada de va´rias maneiras:




5 ≈ 0, 82 ≈ 82%; 2) so´ apo´s 5
amostras consecutivas de igual valor e´ que a me´dia mo´vel exponencial assume esse valor.
7.7 Atributos da Especificac¸a˜o Suportados
Sendo o proto´tipo uma implementac¸a˜o parcial da arquitectura Domus, ainda sem suporte
a` redistribuic¸a˜o dinaˆmica das DHTs, o proto´tipo suporta apenas o subconjunto dos atribu-
tos previstos no cap´ıtulo 5 (para as va´rias entidades da arquitectura), necessa´rios a` criac¸a˜o
das DHTs e subsequente explorac¸a˜o; fora desse subconjunto (que representa a quase to-
talidade dos atributos previstos) ficam assim os Atributos de Gesta˜o de Carga das DHTs
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(rever secc¸a˜o 5.8.3.9), com excepc¸a˜o do atributo attr_dht_lm (limiar de armazenamento),
necessa´rio para se realizar a distribuic¸a˜o inicial dos no´s virtuais de armazenamento.
Adicionalmente, o suporte a certos atributos e´ limitado a um conjunto restrito de valores:
• attr_dht_fh (Func¸a˜o de Hash): dispon´ıvel apenas a func¸a˜o gene´rica do Python;
• attr_dht_pe (Pol´ıtica de Evoluc¸a˜o): suportada apenas uma pol´ıtica esta´tica;
• attr_dht_pld (Pol´ıtica de Localizac¸a˜o Distribu´ıda): apenas de tipo global;
• attr_dht_gr (Granularidade do Reposito´rio): apenas granularidade mı´nima;
• <attr_dht_pa, attr_dht_ma> (Tecnologia de Armazenamento): ver secc¸a˜o 7.5.1.
Foram tambe´m realizadas algumas opc¸o˜es que importa referir, designadamente no que toca
ao tipo de valores de atributos de identificac¸a˜o das entidades da arquitectura. Os atributos
de identificac¸a˜o de um cluster Domus (attr_cluster_id) e de uma DHT (attr_dht_id)
sa˜o meras sequeˆncias de caracteres. Os atributos de identificac¸a˜o do servic¸o supervisor
(attr_supervisor_id) e de servic¸os regulares (attr_service_id) sa˜o pares <enderec¸o
IP, porto>, face a` opc¸a˜o por sockets BSD sobre TCP/IP para a passagem de mensagens.
7.8 Biblioteca Domus
O mo´dulo Python domus_libusr.py realiza a biblioteca Domus, prevista pela especifi-
cac¸a˜o, para que aplicac¸o˜es Domus (aplicac¸o˜es clientes) possam explorar e administrar as
abstracc¸o˜es de um cluster Domus. A figura 7.3 representa os principais componentes e
funcionalidades da biblioteca, e as suas interacc¸o˜es mais relevantes com servic¸os Domus. A
figura servira´ de apoio a` descric¸a˜o da biblioteca, recorrendo a`s suas refereˆncias a negrito.
A biblioteca domus_libusr.py expo˜e as suas funcionalidades atrave´s de duas classes:
• a classe cDomusUsrProxy (abreviatura de “cluster Domus User-level Proxy”);
• a classe dDomusUsrProxy (abreviatura de “dht Domus User-level Proxy”).
Como a sua designac¸a˜o sugere, as classes suportam a interacc¸a˜o entre aplicac¸o˜es Domus
e clusters Domus baseada na intermediac¸a˜o de objectos “representantes” (proxies); estes
tornam transparente a interacc¸a˜o das aplicac¸o˜es com as va´rias abstracc¸o˜es Domus (DHTs e
servic¸os espec´ıficos, ou a totalidade do cluster Domus), encapsulando todos os detalhes da
interacc¸a˜o com objectos pares remotos, residentes no ambiente de execuc¸a˜o dos servic¸os
Domus. Em resumo, e na terminologia pro´pria da Teoria de Padro˜es de Desenho (de
Software) [GHJV95], a biblioteca obedece a um “padra˜o de desenho de tipo proxy”. Neste
contexto, um “representante cDomus” designa um objecto da classe cDomusUsrProxy e,
por analogia, um “representante dDomus” designa um objecto da classe dDomusUsrProxy.
A biblioteca suporta, em simultaˆneo, mu´ltiplos contextos de interacc¸a˜o com DHTs e clus-
ters Domus, como previsto na secc¸a˜o 5.9.1.1. Basicamente, cada objecto das classes cDo-
musUsrProxy e dDomusUsrProxy corresponde, respectivamente, a um contexto desse tipo.
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Figura 7.3: Principais Componentes e Interacc¸o˜es da Biblioteca domus_libusr.py.
7.8.1 Classe cDomusUsrProxy
A classe cDomusUsrProxy comporta me´todos adequados a`s interacc¸o˜es administrativas pre-
vistas na especificac¸a˜o da arquitectura (secc¸a˜o 5.9); na figura 7.3, as interacc¸o˜es dividem-se
pela Gesta˜o do cluster Domus (A), Gesta˜o de servic¸os Domus (B) e Gesta˜o de DHTs (C).
As funcionalidades de Gesta˜o de DHTs da classe cDomusUsrProxy na˜o sa˜o directamente ex-
postas a`s aplicac¸o˜es, podendo apenas ser invocadas (3) a partir da classe dDomusUsrProxy;
as funcionalidades de Gesta˜o de servic¸os Domus e de Gesta˜o do cluster Domus fazem parte
dos me´todos pu´blicos da classe cDomusUsrProxy, podendo ser invocadas directamente (1,
2) pelas aplicac¸o˜es clientes; um representante cDomus tem como interlocutor externo (i)
o servic¸o supervisor do cluster Domus de que esse objecto e´ representante.
A figura 7.3 revela ainda que um representante cDomus pode ser chamado (4) a intervir na
Localizac¸a˜o de Hashes (D) . Essa intervenc¸a˜o foi anteriormente prevista, na secc¸a˜o 5.9.1.3,
no quadro do recurso ao Me´todo Aleato´rio, o qual implica o acesso a` versa˜o mais actual
da Tabela de Distribuic¸a˜o de uma DHT, residente no supervisor do seu cluster Domus.
A tabela 7.3 apresenta uma listagem dos me´todos pu´blicos da classe cDomusUsrProxy,
acompanhada de uma descric¸a˜o suma´ria dos mesmos. Para os me´todos cluster_create
/ _destroy, cluster_restart / _shutdown e service_add / _remove, a secc¸a˜o 5.7 da
especificac¸a˜o da arquitectura fornece uma descric¸a˜o de alto n´ıvel das operac¸o˜es subjacentes.
7.8.2 Classe dDomusUsrProxy
A classe dDomusUsrProxy oferece me´todos conotados com as interacc¸o˜es de acesso a uma
DHT (rever secc¸a˜o 5.9): me´todos de Acesso a Registos (E) e me´todos de Localizac¸a˜o (F
e G), que servem os primeiros; a classe inclui tambe´m me´todos de Gesta˜o de DHTs (H)
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Gesta˜o do cluster Domus
cluster_ping ()
- verifica se o supervisor e servic¸os de um cluster Domus esta˜o activos
cluster_open ()
- estabelece uma associac¸a˜o com o supervisor de um cluster Domus activo
cluster_close ()
- termina uma associac¸a˜o com o supervisor de um cluster Domus activo (*)
cluster_create ()
- cria um novo cluster Domus, no estado activo
cluster_destroy ()
- destro´i um cluster Domus, activo ou inactivo
cluster_restart ()
- reactiva um cluster Domus inactivo
cluster_shutdown ()
- desactiva um cluster Domus activo (*)
cluster_attget (attName)
- consulta o atributo attName de um cluster Domus activo
cluster_attset (attName, attValue)
- define o atributo attName com o valor attValue
Gesta˜o de servic¸os Domus
supervisor_ping ()
- verifica se o supervisor do cluster Domus esta´ activo
service_ping (srvAddress)
- verifica se no cluster Domus existe um servic¸o activo, associado ao interface srvAddress (*)
service_add (srvAddress)
- acrescenta ao cluster Domus um novo servic¸o Domus, associado ao interface srvAddress (*)
service_remove (srvAddress)
- remove do cluster Domus o servic¸o Domus associado ao interface srvAddress (*)
service_attget (srvAddress, attName)
- consulta o atributo attName de um servic¸o Domus activo
service_attset (srvAddress, attValue)
- define o atributo attName com o valor attValue
Observac¸o˜es:
a) as operac¸o˜es assinaladas a (*) carecem de associac¸a˜o pre´via a um supervisor;
b) o me´todo construtor da classe, pu´blico por definic¸a˜o, e´ discutido na secc¸a˜o 7.9.1.
Tabela 7.3: Me´todos Pu´blicos da Classe cDomusUsrProxy.
que viabilizam as interacc¸o˜es administrativas com DHTs, tambe´m previstas na secc¸a˜o 5.9.
Como ja´ havia sido referido na secc¸a˜o anterior, a Localizac¸a˜o de Hashes (G) na classe
dDomusUsrProxy, com base no Me´todo Aleato´rio, pode implicar a invocac¸a˜o (4) de funci-
onalidades desse tipo (D) na classe cDomusUsrProxy; alternativamente, o Me´todo Aleato´-
rio pode contactar directamente (ii) servic¸os Domus de enderec¸amento, sem intermediac¸a˜o
do procurador cDomus, como acontece com o Me´todo baseado em Cache de Localizac¸a˜o
(rever secc¸a˜o 5.9.1.3); utilizando-se o Me´todo Directo para Localizac¸a˜o de Hashes, enta˜o
a localizac¸a˜o na˜o carece de qualquer transacc¸a˜o de rede (rever tambe´m secc¸a˜o 5.9.1.3).
Qualquer Acesso a Registos (E) e´ precedido (6) de uma operac¸a˜o de Localizac¸a˜o de Regis-
tos (F) que, por sua vez, invoca (7) funcionalidades de Localizac¸a˜o de Hashes (G). Uma
vez determinado (6 e 7) o servic¸o Domus de armazenamento de um registo, as operac¸o˜es
de Acesso a Registos (E) podem desenrolar-se directamente com esse servic¸o (iii).
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A tabela 7.4 apresenta os me´todos pu´blicos da classe dDomusUsrProxy, com uma descric¸a˜o
suma´ria. A secc¸a˜o 5.7 da especificac¸a˜o da arquitectura fornece informac¸a˜o adicional sobre
as operac¸o˜es subjacentes aos me´todos dht_create/_destroy e dht_restart/_shutdown.
Gesta˜o da DHT
dht_ping ()
- verifica se uma DHT esta´ activa
dht_probe ()
- verifica se uma DHT pertence a um cluster Domus
dht_open ()
- estabelece uma associac¸a˜o com uma DHT activa
dht_close ()
- termina uma associac¸a˜o com uma DHT activa (*)
dht_create ()
- cria uma nova DHT, no estado activo
dht_destroy ()
- destro´i uma DHT, activa ou inactiva
dht_restart ()
- reactiva uma DHT inactiva
dht_shutdown ()
- desactiva uma DHT activa
dht_attget (attName)
- consulta o atributo attName de uma DHT activa
dht_attset (attName, attValue)
- define o atributo attName com o valor attValue
Acesso a Registos (*)
dht_record_probe (key)
- verifica se existe, na DHT, um registo indexado por key
dht_record_put (key, data)
- insere, na DHT, o registo <key,data>
dht_record_get (key)
- recupera, da DHT, a componente data do registo indexado por key
dht_record_del (key)
- remove, da DHT, o registo indexado por key
Localizac¸a˜o de Registos (*)
dht_record_lookup (key):
- retorna o hash, o servic¸o de enderec¸amento e o de armazenamento, do registo indexado por key
Localizac¸a˜o de Hashes (*)
dht_hash_lookup (hash):
- retorna o servic¸o de enderec¸amento e o de armazenamento, associado a um hash
Observac¸o˜es
a) as operac¸o˜es assinaladas a (*) carecem de associac¸a˜o pre´via a um supervisor;
b) os paraˆmetros key e data podem ser quaisquer objectos Python serializa´veis;
c) o me´todo construtor da classe, pu´blico por definic¸a˜o, e´ discutido na secc¸a˜o 7.9.1.
Tabela 7.4: Me´todos Pu´blicos da Classe dDomusUsrProxy.
7.9 Desenvolvimento de Aplicac¸o˜es Domus
7.9.1 Metodologia de Desenvolvimento
A metodologia de utilizac¸a˜o da biblioteca domus_libusr.py e´ relativamente simples:
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1. Comec¸a-se por criar um representante cDomus, recorrendo a co´digo como o seguinte:
_CDOMUS_USRPROXY = domus_libusr.cDomusUsrProxy( \
cluster_id = "myClusterDomus", \
cluster_supervisor_id = ("192.168.0.1",7571) )
(o me´todo construtor suporta tambe´m um paraˆmetro conf_file, que localiza um
ficheiro de configurac¸a˜o; este permite alterar certas pre´-definic¸o˜es internas do mo´dulo
domus_libsys.py, relevantes na operac¸a˜o de um cluster Domus – ver secc¸a˜o 7.12.2)
2. Depois, e´ necessa´rio associar o representante cDomus ao supervisor do cluster Domus;
a associac¸a˜o resulta da execuc¸a˜o dos me´todos cluster_open, cluster_create ou
cluster_restart; a associac¸a˜o quebra-se em resultado da execuc¸a˜o dos me´todos
cluster_close, cluster_destroy ou cluster_shutdown; quebrada a associac¸a˜o,
na˜o e´ permitido realizar mais operac¸o˜es atrave´s do objecto “representante cDomus”;
3. Para operar com uma DHT, cria-se um representante dDomus e fornece-se-lhe i) a
refereˆncia para um representante cDomus ja´ associado e ii) o identificador da DHT:
_DDOMUS_USRPROXY = domus_libusr.dDomusUsrProxy( \
dht_id = "myDhtDomus", \
cluster_proxy = _CDOMUS_USRPROXY)
(o me´todo construtor suporta tambe´m um paraˆmetro comm_protocol, que pode
assumir os valores udp ou tcp (sendo este u´ltimo o valor por omissa˜o), permitindo
seleccionar o protocolo de comunicac¸o˜es preferencial19 na interacc¸a˜o com a DHT)
4. Depois, e´ preciso associar o representante dDomus a` DHT pretendida, o que pode
ser feito atrave´s dos me´todos dht_open, dht_create ou dht_restart; a associa-
c¸a˜o quebra-se em resultado da execuc¸a˜o dos me´todos dht_close, dht_destroy ou
dht_shutdown; quebrada a associac¸a˜o, na˜o e´ permitido realizar mais operac¸o˜es atra-
ve´s do representante dDomus; a quebra da associac¸a˜o e´ essencial para que se possam
libertar recursos reservados atrave´s da biblioteca _domus_libc.so (ver secc¸a˜o 7.3.1);
5. Todos os me´todos pu´blicos retornam um par (val1,val2), com o seguinte significado:
(a) se a operac¸a˜o na˜o foi bem sucedida, val1 e´ um inteiro diferente de zero, cor-
respondente a um co´digo de erro definido na biblioteca domus_libsys.py, de
forma que domus_libsys.STRERROR[val1] retorna uma mensagem de erro elu-
cidativa; nalguns casos, val2 define um co´digo de erro adicional, e.g., retornado
por tentativas falhadas de execuc¸a˜o remota via ssh ou resultante de operac¸o˜es
exo´genas, como as efectuadas no seio da biblioteca _domus_libc.so; nesse caso,
domus_libsys.STRERROR[val2] retorna a mensagem de erro associada;
(b) se a operac¸a˜o e´ bem sucedida, val1 assume o valor inteiro zero; dependendo do
tipo de operac¸a˜o em causa, val2 pode retornar dados resultantes da operac¸a˜o,
como acontece, por exemplo, pela invocac¸a˜o do me´todo dht_record_get;
19Para certas mensagens, o protocolo e´ fixo, na˜o sendo poss´ıvel re-configura´-lo – ver secc¸a˜o 7.10.1.
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6. Um representante cDomus e´ partilha´vel por va´rios representantes dDomus. A par-
tilha tolera acesso concorrente, se activado o co´digo necessa´rio (ver secc¸a˜o 7.12.1).
No apeˆndice E fornecem-se dois exemplos de co´digo comentado, que ilustram a utilizac¸a˜o
da biblioteca domus_libusr.py. A documentac¸a˜o mais actual da API, gerada automatica-
mente pela ferramenta Doxygen [dox], encontra-se em http://www.ipb.pt/~rufino/domus.
7.9.2 Gesta˜o de Atributos
As classes anteriores oferecem me´todos para a definic¸a˜o (*_attset) e consulta (*_att-
get) dos atributos da especificac¸a˜o suportados pelo proto´tipo (rever secc¸a˜o 7.7). Como
ja´ referimos, cada objecto dessas classes representa um contexto de interacc¸a˜o (com um
cluster Domus ou com uma DHT); segue-se que os atributos desses objectos correspondem
aos atributos de interacc¸a˜o previstos na secc¸a˜o 5.9.1.2 da especificac¸a˜o, sendo conveniente
recordar que parte desses atributos sa˜o locais, existindo apenas do domı´nio da aplicac¸a˜o
cliente, e outra parte sa˜o remotos, sendo re´plicas de atributos mantidos pelo supervisor.
A consulta permite obter o valor de um atributo obedecendo ao seguinte algoritmo gene´-
rico: “se o atributo for local enta˜o retornar o seu valor imediatamente sena˜o pedir o seu
valor ao supervisor, actualizar a (eventual20) re´plica local e retornar o seu valor fse”.
So´ e´ permitida a definic¸a˜o de atributos locais ou externos; estes u´ltimos, recorde-se (rever
secc¸a˜o 5.8), dizem respeito ao subconjunto dos atributos de uma entidade Domus (DHT,
servic¸o ou cluster) que, sendo mantidos pelo supervisor, admitem a sua definic¸a˜o inicial
atrave´s de paraˆmetros fornecidos a` biblioteca Domus. Todavia, a definic¸a˜o e´ limitada ao
per´ıodo que antecede a criac¸a˜o da entidade; depois, na criac¸a˜o, os atributos externos even-
tualmente definidos sa˜o exportados para o supervisor. O atributo de identificac¸a˜o de uma
DHT ou de um cluster Domus pode ser fornecido como paraˆmetro ao me´todo construtor
da classe respectiva, dispensando assim a sua definic¸a˜o atrave´s de dht/cluster_attset.
7.10 Gesta˜o da Comunicac¸a˜o e da Concorreˆncia
7.10.1 Gesta˜o da Comunicac¸a˜o
Como referido anteriormente, a troca de mensagens entre componentes do proto´tipo re-
corre ao mecanismo de sockets BSD sobre TCP/IP. Mais especificamente, todas as trocas
sa˜o intermediadas por uma classe da biblioteca domus_libsys.py, com funcionalidades
de gesta˜o de contextos de comunicac¸a˜o. Basicamente, a classe mante´m colecc¸o˜es de soc-
kets TCP e UDP, reutiliza´veis em trocas sucessivas de mensagens com a mesma entidade
remota. Esta simples facilidade de reutilizac¸a˜o, conjugada com a utilizac¸a˜o da primitiva
select nos servic¸os Domus (ver abaixo) permitiu ganhos drama´ticos de estabilidade e
desempenho da comunicac¸a˜o (ate´ 10 vezes), face a verso˜es iniciais do proto´tipo, baseadas
20De facto, este procedimento tambe´m permite consultar atributos que na˜o sa˜o replicados localmente ...
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na criac¸a˜o sistema´tica de um socket para cada transacc¸a˜o. A classe tem tambe´m a capa-
cidade de manter conexo˜es TCP duradouras, o que requer um suporte correspondente nas
entidades destino das conexo˜es: essas entidades so´ podem ser servic¸os Domus (supervisor e
regulares), uma vez que as aplicac¸o˜es Domus nunca sa˜o destino de conexo˜es TCP oriundas
dos servic¸os; nos servic¸os, cada conexa˜o TCP duradoura e´ associada a um fio de execuc¸a˜o.
Nos servic¸os, a recepc¸a˜o de mensagens recorre a treˆs sockets de frontend, para os protocolos
TCP, UDP e multicast IP. O processamento pode ser feito com base num u´nico fio de
execuc¸a˜o, ou com mu´ltiplos, sendo essa opc¸a˜o actualmente assumida no acto da instalac¸a˜o
do proto´tipo (ver secc¸a˜o 7.12.1). Com um u´nico fio de execuc¸a˜o, os treˆs sockets sa˜o geridos
de forma ass´ıncrona, com base na primitiva select. Com mu´ltiplos fios de execuc¸a˜o, sa˜o
criados a` partida um fio para cada socket de frontend e depois um fio para processar cada
pedido (mecanismo fork-on-request). Ao n´ıvel das aplicac¸o˜es, ja´ se referiu a possibilidade
de estas especificarem o tipo de protocolo a usar nas transacc¸o˜es associadas a uma DHT,
atrave´s de um atributo comm_protocol da classe dDomusUsrProxy (rever secc¸a˜o 7.9.1).
Ale´m disso, certas transacc¸o˜es usam um protocolo fixo, como e´ caso das associadas a
operac¸o˜es de supervisa˜o (assentes em TCP) e de localizac¸a˜o distribu´ıda (assente em UDP).
7.10.2 Gesta˜o da Concorreˆncia
O suporte a mu´ltiplos fios de execuc¸a˜o e´ opcional. A raza˜o de fundo prende-se com o
fraco desempenho dos fios de execuc¸a˜o em Python, incapaz de verdadeiro paralelismo:
o interpretador Python mante´m um trinco global que previne dois fios de execuc¸a˜o de
acederem ao mesmo objecto em simultaˆneo21 [MH05]. Neste contexto, a execuc¸a˜o dos
servic¸os Domus com base num u´nico fio de execuc¸a˜o, associado ao mecanismo select,
provou ser a abordagem com melhor desempenho, em testes realizados com o proto´tipo.
Nos servic¸os Domus, a possibilidade de execuc¸a˜o de mu´ltiplos fios de execuc¸a˜o exige que o
co´digo seja thread-safe. Essa propriedade e´ tambe´m assegurada pelas classes da bilioteca
domus_libusr.py, permitindo a sua utilizac¸a˜o por aplicac¸o˜es Python com mais do que um
fio de execuc¸a˜o. As necessa´rias garantias de consisteˆncia sa˜o, nos servic¸os e na biblioteca,
fornecidas por um mecanismo do mesmo tipo, baseado em trincos do tipo um-escritor-
mu´ltiplos-leitores. Estes trincos surgem como atributos das va´rias classes do co´digo, tendo
havido o cuidado de garantir que a sua utilizac¸a˜o na˜o gera situac¸o˜es de dead-lock. Nos
servic¸os, a profundidade ma´xima de execuc¸a˜o concorrente permitida pelos trincos atinge-se
a` entrada de um reposito´rio, onde e´ permitido o acesso por um u´nico fio de execuc¸a˜o.
7.11 Utilita´rios de Administrac¸a˜o e Acesso
O proto´tipo inclui um conjunto de aplicac¸o˜es desenvolvidas sobre a biblioteca Domus,
para a gesta˜o dos servic¸os de monitorizac¸a˜o e das va´rias entidades de um cluster Do-
mus: a aplicac¸a˜o manage_domus_nodemons.py e as aplicac¸o˜es manage_domus_cluster.py
21Aparentemente, esta propriedade dispensa a utilizac¸a˜o de trincos de alto n´ıvel, o que se deve encarar
com reservas, pois depende de detalhes de implementac¸a˜o do interpretador, que pode evoluir noutro sentido.
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manage_domus_supervisor.py, manage_domus_service.py e manage_domus_dht.py. A
aplicac¸a˜o manage_domus_dht.py pode tambe´m ser usada para realizar operac¸o˜es de acesso
(inserc¸o˜es, remoc¸o˜es, consultas, verificac¸o˜es de existeˆncia e localizac¸o˜es) a registos
<key,data> de uma DHT, desde que key e data sejam exprimı´veis na linha de comando22.
Em conjunto, estas aplicac¸o˜es fornecem uma via alternativa de acesso a`s funcionalidades
da biblioteca Domus para programas na˜o codificados em Python, desde que estes tenham
a possibilidade de invocar essas aplicac¸o˜es; o desempenho desta abordagem devera´ ser,
naturalmente, inferior a` execuc¸a˜o directa ou com base em mecanismos como o SWIG; o
grande benef´ıcio e´ que virtualmente qualquer aplicac¸a˜o pode operar um cluster Domus.
[domus@omega domus#source]$ ./manage_domus_nodemons.py
Usage: ./manage_domus_nodemons.py
-h | { [-N node_name] -o operation [options] [-c conf_file] [-d] }
operation: start | kill | getpid | rmpid | log | ls
options: -o kill -k kill_signal
kill_signal: TERM (=> exit) | USR1 (=> shutdown) | USR2 (=> auto-destroy)
[domus@omega domus#source]$ ./manage_domus_cluster
Usage: ./manage_domus_cluster.py
-h | { -C cluster_id -S supervisor_interface -o operation [options] [-c conf_file] [-d] }
operation: ping| create| destroy| shutdown| restart| kill| rm| getpid| log| ls
options: { -o create [-e] } | { -o kill -k kill_signal }
kill_signal: TERM (=> exit) | USR1 (=> shutdown) | USR2 (=> auto-destroy)
[domus@omega domus#source]$ ./manage_domus_supervisor.py
Usage: ./manage_domus_supervisor.py
-h | { -C cluster_id -S supervisor_interface -o operation [options] [-c conf_file] [-d] }
operation: ping | kill | rm | getpid | log | ls
options: -o kill -k kill_signal
kill_signal: TERM (=> exit) | USR1 (=> shutdown) | USR2 (=> auto-destroy)
[domus@omega domus#source]$ ./manage_domus_service.py
Usage: ./manage_domus_service.py
-h | { -C cluster_id -S supervisor_interface -o operation [options] [-c conf_file] [-d]
-I service_interface }
operation: ping | add | remove | kill | rm | getpid | log | ls
options: -o kill ... [-k kill_signal]
kill_signal: TERM (=> exit) | USR1 (=> shutdown) | USR2 (=> auto-destroy)
[domus@omega domus#source]$ ./manage_domus_dht.py
Usage: ./manage_domus_dht.py
-h | { -C cluster_id -S supervisor_interface -o operation [options] [-c conf_file] [-d]
-D dht_id }
operation: ping | probe | create | destroy | restart | shutdown | ls |
record_probe | record_put | record_get | record_del | record_lookup |
hash_lookup
options: { -o record_probe -k key } | { -o record_put -k key -d data } |
{ -o record_get -k key } | { -o record_del -k key } |
{ -o record_lookup -k key } | { -o hash_lookup -H hash (0x...) }
Figura 7.4: Interface das Aplicac¸o˜es de Gesta˜o e Acesso.
22A` partida, qualquer objecto pode ser serializado numa sequeˆncia de caracteres compat´ıvel com a shell.
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A figura 7.4 revela o interface das aplicac¸o˜es de administrac¸a˜o e acesso. Assim, para ale´m
das operac¸o˜es suportadas pela biblioteca Domus para as va´rias entidades de um cluster
Domus, as aplicac¸o˜es em causa suportam um conjunto de outras operac¸o˜es convenientes:
• start: arranque de um ou mais servic¸os (so´ para servic¸os domus_nodemon.py);
• kill: envia sinais a um ou mais servic¸os, com diferentes consequeˆncias (exit implica
a terminac¸a˜o imediata; shutdown implica a terminac¸a˜o com salvaguarda pre´via de
todo o estado vola´til em suporte persistente; auto-destroy implica a terminac¸a˜o
com remoc¸a˜o pre´via de todo o estado eventualmente ja´ em suporte persistente);
• getpid: obte´m o process ID de um ou mais servic¸os supostamente em execuc¸a˜o;
• rmpid: remove o ficheiro(s) usado(s) para guardar o process ID do(s) servic¸o(s);
• log: lanc¸a terminais X que apresentam, em tempo real, o output do(s) servic¸o(s);
• ls: lista recursivamente a(s) directoria(s) com o estado persistente do(s) servic¸o(s);
• rm: remoc¸a˜o forc¸ada da(s) directoria(s) com o estado persistente do(s) servic¸o(s).
Adicionalmente, existem tambe´m uma se´rie de paraˆmetros cujo significado importa reter:
• -c conf_file: localizac¸a˜o do ficheiro de configurac¸a˜o referido na secc¸a˜o 7.12.2;
• -d: activac¸a˜o das facilidades de depurac¸a˜o dos servic¸os (efectiva apenas se o co´digo
de depurac¸a˜o na˜o foi extirpado dos servic¸os, na instalac¸a˜o – rever secc¸a˜o 7.12.1);
• -e: impo˜e a criac¸a˜o de um cluster Domus vazio (so´ com o supervisor); sena˜o, sera´ cri-
ado com os servic¸os listados no ficheiro definido pelo atributo CLUSTER_INTERFACES
da configurac¸a˜o, com valor /˜domus#interfaces por omissa˜o (ver secc¸a˜o 7.12.2).
O proto´tipo inclui ainda uma consola de administrac¸a˜o (domus_console.py) que concentra
a funcionalidade dos restantes utilita´rios num u´nico ambiente de utilizac¸a˜o mais amiga´vel.
7.12 Instalac¸a˜o e Configurac¸a˜o
7.12.1 Processo de Instalac¸a˜o
A instalac¸a˜o do proto´tipo e´ feita atrave´s de uma aplicac¸a˜o dedicada (domus_install.py)
que suporta um conjunto de operac¸o˜es relevantes: a) pre-processamento do co´digo, atrave´s
do qual e´ poss´ıvel a1) desactivar co´digo de depurac¸a˜o e/ou co´digo de controle de concor-
reˆncia, assim como a2) activar o suporte adequado a` arquitectura alvo (32 bits ou 64
bits); b) instalac¸a˜o remota em mu´ltiplos no´s do cluster. A selecc¸a˜o da arquitectura alvo
apropriada e´ imprescind´ıvel no sentido de assegurar o correcto funcionamento das funcio-
nalidades associadas a` a2.1) produc¸a˜o de hashes e sua manipulac¸a˜o atrave´s de ma´scaras,
e a2.2) produc¸a˜o de me´tricas de utilizac¸a˜o de interfaces de rede (rever secc¸a˜o 7.6.5.3).
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##########################################################################################
DEBUG 0 # 1 == True ; 0 == False; default: 0
HOME /home/domus/domus#home # where (to install) / (to find) Domus;
## default: /home/domus/domus#home
##########################################################################################
GANGLIA_HOST omega # Ganglia host where to PUBLISH/QUERY;
## default: localhost
GANGLIA_CHANNEL 228.46.60.78 # default: 239.2.11.71
GANGLIA_PORT 8649 # default: 8649
##########################################################################################
NODEMON_ROOT /home/domus/domus#home # root dir for the "nodemon" daemon;
## default: /home/domus
NODEMON_LIFETIME 0 # default: 0 (infinite)
NODEMON_SAMPLE_PERIOD_NET 30 # default: 30s for 32bit; 60s for 64bit
NODEMON_SAMPLE_WIDTH_NET 150 # default: 150s for 32bit;300s for 64bit
##########################################################################################
CLUSTER_INTERFACES /home/domus/domus#interfaces # default: ~/domus#interfaces
CLUSTER_LIFETIME 0 # default: 0 (infinite)
CLUSTER_LIFETIME_END_ACTION exit # exit, shutdown, destroy
##########################################################################################
SUPERVISOR_ROOT /home/domus/domus#home # root dir for the "supervisor" daemon;
## default: /home/domus
SUPERVISOR_PORT 7571 # default: 7571
##########################################################################################
SERVICE_ROOT /state/partition1 # root dir for the "service" daemons;
## default: /home/domus
SERVICE_PORT 8379 # default: 7571
Figura 7.5: Exemplo de Ficheiro de Configurac¸a˜o de um Cluster Domus.
7.12.2 Ficheiro de Configurac¸a˜o
Atrave´s de um ficheiro de configurac¸a˜o, aplicac¸o˜es e servic¸os Domus podem modificar cer-
tas constantes originalmente definidos na biblioteca domus_libsys.py, e que teˆm influeˆn-
cia sobre aspectos diversos do funcionamento de um cluster Domus. Para as aplicac¸o˜es de
administrac¸a˜o apresentadas antes, vimos que pode ser usado um paraˆmetro -c conf_file
para veicular a localizac¸a˜o desse ficheiro; por seu turno, os servic¸os Domus (incluindo o
de monitorizac¸a˜o) aceitam um paraˆmetro semelhante. No contexto do desenvolvimento
de aplicac¸o˜es Domus, referiu-se tambe´m a existeˆncia de um paraˆmetro conf_file para o
me´todo construtor de um procurador cDomus (rever secc¸a˜o 7.9.1). A figura 7.5 mostra o
conteu´do de um ficheiro deste tipo. Os atributos dividem-se em va´rios grupos e, embora
o seu papel seja relativamente evidente, merecem uma breve descric¸a˜o:
• *_ROOT: directoria sob a qual os servic¸os gerem o seu estado persistente; no caso dos
servic¸os Domus regulares, a sua escolha (atrave´s do atributo SERVICE_ROOT), deve
ser feita tendo em atenc¸a˜o a partic¸a˜o desejada para os reposito´rios das DHTs; a
definic¸a˜o de uma directoria remota e´ poss´ıvel, mas com as restric¸o˜es ja´ referidas;
• *_LIFETIME: durac¸a˜o dos servic¸os de monitorizac¸a˜o e do cluster Domus (na˜o devendo
os servic¸os de monitorizac¸a˜o ter uma durac¸a˜o inferior ao cluster Domus); no te´rmino,
as acc¸o˜es poss´ıveis sa˜o iguais a`s provocadas com sinais, pelos utilita´rios (ver acima);
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• NODEMON_SAMPLE_PERIOD_NET: per´ıodo amostral da utilizac¸a˜o dos interfaces de rede
(rever secc¸a˜o 7.6.5.3), na˜o sendo indiferente na definic¸a˜o a arquitectura da ma´quina;
• NODEMON_SAMPLE_WIDTH_NET: abrangeˆncia da utilizac¸a˜o dos interfaces de rede;
• CLUSTER_INTERFACES: listagem (de interfaces) de servic¸os a usar num cluster Domus.
7.13 Avaliac¸a˜o do Proto´tipo
Este cap´ıtulo conclui pela apresentac¸a˜o e discussa˜o dos resultados de um conjunto de testes
de avaliac¸a˜o do proto´tipo [RPAE07b, RPAE07a]. Os testes foram conduzidos num cluster
ROCKS 4.0.0, de 16 no´s homoge´neos (um deles de frontend) com a seguinte configurac¸a˜o
de hardware: placa-ma˜e de chipset i865, CPU Pentium 4 de 32bits a 3 GHz, 1GB de RAM
DDR400, disco SATA-I de 80 GB, interface de rede Ethernet de 1Gbps (integrado na placa
ma˜e). A interligac¸a˜o dos no´s baseou-se num comutador Ethernet full duplex de 1Gbps.
Em todos os testes i) o servic¸o Domus supervisor executou sempre no no´ de frontend ii) os
pedidos foram atendidos por um so´ fio de execuc¸a˜o, explorando a primitiva select, iii) os
acessos a`s DHTs recorreram ao protocolo UDP e, salvo indicac¸a˜o em contra´rio, foi sempre
usada a estrate´gia de localizac¸a˜o <mD>, baseada apenas no me´todo directo (1-HOP).
7.13.1 Avaliac¸a˜o das Tecnologias de Armazenamento
O primeiro conjunto de testes teve como objectivo avaliar, a dois n´ıveis, as tecnologias de
armazenamento suportadas pelo proto´tipo (rever secc¸a˜o 7.5.1): i) desempenho do acesso
(ou seja, de operac¸o˜es ba´sicas de acesso a diciona´rios) e ii) sobrecarga de armazenamento
(pela comparac¸a˜o do espac¸o de armazenamento nominal com o efectivamente consumido).
Para ale´m do no´ de frontend, esta avaliac¸a˜o incluiu a utilizac¸a˜o de apenas dois no´s (sempre
os mesmos) do cluster: um no´ para albergar uma aplicac¸a˜o Domus, geradora de acessos
a DHTs baseadas em diferentes tecnologias de armazenamento, e outro no´ para albergar
o u´nico servic¸o Domus dos clusters Domus criados. Esta configurac¸a˜o simples, ponto-a-
ponto, e´ suficiente para avaliar o me´rito relativo das va´rias tecnologias de armazenamento.
Cada tecnologia de armazenamento foi avaliada com base no seguinte procedimento: 1)
criac¸a˜o de um cluster Domus com um u´nico servic¸o regular; 2) criac¸a˜o de uma DHT
(inicialmente vazia, portanto, e suportada pelo u´nico servic¸o regular); 3) acessos a` DHT.
O acesso a cada DHT a partir da aplicac¸a˜o cliente prosseguiu a seguinte sequeˆncia de
operac¸o˜es: 3a) inserc¸o˜es (teste put1); 3b) consultas (teste get); 3c) sobreposic¸o˜es (teste
put2); 3d) remoc¸o˜es (teste del). Imediatamente a seguir ao teste get, as DHTs foram
desactivadas (via dht_shutdown) e foi registado o consumo de espac¸o em disco resultante
da desactivac¸a˜o, para serem logo de seguida reactivadas (via dht_restart), antes do teste
put2. Cada um dos quatros testes de acesso foi realizado 8M = 8× 220 vezes, utilizando-
se os inteiros do intervalo {0,...,8M-1} para valorar os registos <chave,dados> das DHTs
(para os testes put1 e put2, dados=chave). Com registos de ta˜o pequena dimensa˜o (8 bytes
para no´s de 32 bits), a sobrecarga de armazenamento emerge de forma mais noto´ria.
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Figura 7.6: Taxas Espec´ıficas de Acesso e Sobrecarga de Armazenamento.
Para cada operac¸a˜o o ∈ {pu1, get, put2, del} e para cada tecnologia de armazenamento t
suportada pelo proto´tipo, e´ poss´ıvel definir uma taxa (me´dia) espec´ıfica de acesso, λ(o, t).
A taxa calcula-se dividindo o nu´mero total de operac¸o˜es (8M, para todas as operac¸o˜es),
pelo tempo total necessa´rio a` sua realizac¸a˜o (que sera´ varia´vel em func¸a˜o de o e de t). A
figura 7.6 representa λ(o, t) em Koperac¸o˜es/s, na escala dada pelo eixo vertical esquerdo.
Como e´ observa´vel, a tecnologia <python-dict,ram> oferece o melhor desempenho, se-
guida de <python-cdb,disk>; esta, apesar de assente em suporte secunda´rio, consegue
um desempenho muito pro´ximo da primeira, assente em RAM; no entanto, conve´m recor-
dar (rever secc¸a˜o 7.5.1) que a operac¸a˜o da plataforma python-cdb e´ limitada ao modo
Write-once-Read-many (o que, alia´s, viabilizou apenas a execuc¸a˜o dos testes put1 e get).
Neste contexto, o melhor compromisso em termos de “variedade de meios de armazena-
mento suportados” e “variedade de operac¸o˜es de acesso a diciona´rios suportadas” e´ asse-
gurado pelas plataformas assentes em diciona´rios BerkeleyDB (domus-bsddb-* e python-
bsddb-*). O seu desempenho e´, como esperado, inferior ao das plataformas python-dict
e python-cdb, e a diferenc¸a de desempenho depende do substrato usado pelos diciona´rios
BerkeleyDB: com a´rvores B+ (plataformas *-bsddb-btree), o desempenho e´ substan-
cialmente melhor do que com Tabelas de Hash Dinaˆmicas (plataformas *-bsddb-hash).
Em todo o caso, verifica-se uma vantagem consistente das plataformas domus-bsddb-*
fornecidas pela biblioteca domus_libc.so, face a`s plataformas python-bsddb-*, acedidas
“directamente” a partir do Python, o que comprova o me´rito da nossa implementac¸a˜o.
Curiosamente, os resultados obtidos com a plataforma domus-bsddb-hash sobre o meio
ram sa˜o um pouco piores do que sobre o meio disk; o mesmo se passou para o teste get
com a plataforma python-bsddb-hash e, de forma pontual e bastante menos vincada,
para plataformas *-bsddb-btree. O facto e´ que a plataforma BerkeleyDB continua a
recorrer intensivamente a armazenamento em Disco (criando reposito´rios tempora´rios em
/var/tmp, por omissa˜o) mesmo quando instru´ıda para usar RAM como meio de armaze-
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namento e, como efeito secunda´rio, isso parece contribuir para degradar o desempenho em
certas situac¸o˜es. Estes resultados contra-intuitivos determinam a necessidade de repetir
estes testes em ma´quinas de hardware diferente, uma vez que a sua repetic¸a˜o noutras
ma´quinas do mesmo cluster usado na avaliac¸a˜o, produziu resultados do mesmo tipo.
Numa perspectiva global, e´ poss´ıvel retirar algumas concluso˜es gerais sobre o posiciona-
mento relativo do desempenho das operac¸o˜es de acesso a`s DHTs, independentemente do
tipo de tecnologia usada: 1) as operac¸o˜es mais ra´pidas sa˜o as de consulta (teste get); 2)
as inserc¸o˜es de registos pela primeira vez (teste put1) sa˜o mais ra´pidas que a sua sobrepo-
sic¸a˜o (teste put2), o que demonstra que o desempenho de operac¸o˜es de inserc¸a˜o na˜o deve
ser julgado apenas com base nas “primeiras inserc¸o˜es”. A remoc¸a˜o (teste del) exibe uma
posicionamento mais irregular, o que demonstra a necessidade de um crite´rio mais rigoroso
de classificac¸a˜o das diferentes tecnologias de armazenamento. Esse crite´rio deve entrar em
linha de conta com o tipo de operac¸o˜es mais frequentes, entre outros – ver secc¸a˜o 7.13.1.3.
Comparac¸a˜o com o MySQL Para compreender a significaˆncia do desempenho das
tecnologias de armazenamento suportadas pelo proto´tipo, realizou-se uma avaliac¸a˜o do
mesmo tipo com a plataforma de base de dados MySQL [mys], sobejamente conhecida.
Para o efeito, instalou-se o MySQL no no´ usado para albergar o servic¸o Domus regular e
criou-se uma base de dados, com uma so´ tabela, de apenas duas colunas de tipo inteiro,
apropriadas para suportar os campos dos registos <chave,dados> a inserir pelo cliente.
A partir de um cliente em Python, e recorrendo ao mo´dulo MySQLdb, realizou-se a sequeˆn-
cia de testes 〈put1, get, put2, del〉. A codificac¸a˜o do cliente em Python, a sua execuc¸a˜o no
mesmo no´ usado para alojar os clientes Domus, e o cuidado em evitar a agregac¸a˜o de ope-
rac¸o˜es23, torna os resultados desta avaliac¸a˜o compara´veis com os das “nossas” tecnologias.
A figura 7.6 revela que os resultados obtidos com o MySQL situam-se na mesma faixa de
valores dos obtidos com as tecnologias *-bsddb-btree, o que reforc¸a o me´rito das nos-
sas tecnologias de armazenamento, tanto mais que dispomos de alternativas que, embora
menos flex´ıveis, conseguem desempenho um pouco melhor (python-dict e python-cdb).
7.13.1.2 Sobrecarga de Armazenamento por Tipo de Tecnologia
Cada tecnologia t incorre numa sobrecarga de armazenamento, que denotamos por φ(t).
Sendo Si=64Mbytes o espac¸o nominal/ideal necessa´rio para os 8M registos
24, e sendo
Sr(t) o espac¸o efectivo/real que acaba por ser necessa´rio com a tecnologia t (em face nas
necessidades pro´prias das estruturas de dados de t que suportam os registos), enta˜o φ(t) =
1− Sr(t)/Si. A figura 7.6 representa φ(t) em percentagem, na escala do eixo direito. Por
exemplo, Sr(<python-dict,ram>)=112 Mbytes, donde φ(< python-dict,ram>)≈75%.
Como referido anteriormente, a medic¸a˜o de Sr(t) e´ feita em Disco, apo´s desactivac¸a˜o das
DHTs. De facto, todas as tecnologias de armazenamento usadas permitem a desacti-
23Encapsulamento de va´rios pedidos numa so´ mensagem, o que na˜o e´ suportado pela biblioteca Domus.
24Com no´s de 32 bits, cada nu´mero inteiro consome 4 bytes, logo um registo <chave,dados> consome 8
bytes, donde o “espac¸o nominal” correspondente a 8M registos e´ de 8 × 8Mbytes = 64Mbytes.
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vac¸a˜o das DHTs para Disco. Por outro lado, a contabilizac¸a˜o do consumo de RAM so´
faria sentido para as tecnologias baseadas nesse meio de armazenamento, para ale´m de
necessitar de instrumentac¸a˜o adequada, nem sempre disponibilizada pelas plataformas de
armazenamento ou pelo ambiente de execuc¸a˜o (e.g., o Python esconde esses detalhes).
Como se pode observar na figura 7.6, os diciona´rios python-dict sa˜o tambe´m, em termos
de sobrecarga de armazenamento, a alternativa mais atractiva sendo que, no extremo
oposto, situa-se o MySQL, com uma sobrecarga bastante bastante elevada (1650%); esta
justifica-se, em boa parte, pelo suporte transaccional (que obriga ao registo das operac¸o˜es
efectuadas), e pela manutenc¸a˜o de ı´ndices auxiliares para acelerar o acesso aos dados.
As plataformas *-bsddb-btree, com melhor desempenho que as plataformas *-bsddb-
hash, sa˜o agora penalizadas na sobrecarga de armazenamento, substancialmente superior.
Num patamar similar de maior sobrecarga, situa-se tambe´m a plataforma python-cdb.
7.13.1.3 Me´trica de Selecc¸a˜o de Tecnologias de Armazenamento
Os resultados da avaliac¸a˜o do desempenho do acesso e da sobrecarga de armazenamento po-
dem ser usados para alimentar uma me´trica R(t) que, levando em conta esses dois factores,
permite classificar tecnologias de armazenamento t de acordo com requisitos aplicacionais
espec´ıficos. Por exemplo, para certas aplicac¸o˜es, a maximizac¸a˜o do desempenho pode ser
o u´nico factor relevante, ao passo que, para outras, pode ser a minimizac¸a˜o da sobrecarga
de armazenamento, se bem que, a maioria, estara´ provavelmente interessada num bom
compromisso entre os dois factores. A fo´rmula 7.2 fornece a definic¸a˜o da me´trica referida:
R(t) = ωλ ×Rλ(t) + ωφ ×Rφ(t), com R(t) ∈ [0, 1] (7.2)
Na fo´rmula anterior, ωλ e ωφ sa˜o pesos complementares (ωλ + ωφ = 1) das classificac¸o˜es
Rλ(t) eRφ(t); estas classificac¸o˜es denotam o posicionamento da tecnologia t face a`s outras,
em termos de desempenho do acesso e sobrecarga de armazenamento, respectivamente. A
tecnologia de armazenamento tmais apropriada a uma aplicac¸a˜o sera´ a que maximizaR(t),
ou seja, a que “maximiza o desempenho” e “minimiza a sobrecarga de armazenamento”.
A classificac¸a˜o Rφ(t) e´ dada simplesmente por 1 - φ(t)/max[φ(∗)], em que max[φ(∗)] e´ o
valor ma´ximo de φ(t) registado, para todas as tecnologias de armazenamento avaliadas25.
A classificac¸a˜o Rλ(t) resulta de uma avaliac¸a˜o mais complexa. De facto, a ana´lise da
figura 7.6 revela que, para diferentes tecnologias de armazenamento, as operac¸o˜es ba´sicas
de acesso a diciona´rios posicionam-se de forma diferente em termos de desempenho do
acesso; essa diferenc¸a de posicionamento tem a ver na˜o so´ com a) a ordenac¸a˜o relativa,
como tambe´m com b) a maior ou menor variaˆncia do desempenho das va´rias operac¸o˜es;
por exemplo: a) a remoc¸a˜o (teste del) tanto pode ser a segunda operac¸a˜o mais ra´pida
(plataformas domus-bsddb-hash e mysql), como pode ser a mais lenta (restantes plata-
formas); b) nalgumas plataformas, as diferentes operac¸o˜es teˆm desempenho similar (e.g.,
25Note-se que se φ(t) → 0, enta˜o Rφ(t) → 1; reciprocamente, se φ(t) → max[φ(∗)], enta˜o Rφ(t) → 0;
desta forma, a tecnologia que minimizar a sobrecarga de armazenamento tera´ a maior classificac¸a˜o Rφ(t).
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platafomas python-dict e python-cdb), ao passo que noutras plataformas as diferenc¸as
sa˜o maiores, podendo mesmo ser acentuadas (como nas plataformas *-bsddb-hash).
As observac¸o˜es anteriores sugerem a convenieˆncia em definir padro˜es de acesso a`s DHTs,
assentes na probabilidade das operac¸o˜es. Essas probabilidades servem para pesar o desem-
penho das diferentes operac¸o˜es de acesso a diciona´rios, produzindo-se assim uma me´trica
combinada de desempenho, Rλ(t), de que as aplicac¸o˜es se podem servir para seleccionar














Na fo´rmula 7.3, i) p(o) denota a probabilidade da operac¸a˜o o ∈ {put1, get, put2, del} (com∑
p(o) = 1) e ii) max[λ(o, ∗)] e´ o valor ma´ximo de λ(o, t) para todas as tecnologias t. Na
pra´tica, as probabilidades p(o) actuam como pesos, tal como os factores ω da fo´rmula 7.2.
Exercitamos agora as fo´rmulas anteriores com dois dos padro˜es de acesso suportados
pelas tecnologias do proto´tipo, o que implica definir as probabilidades correspondentes:
• padra˜o Write-once-Read-many (WoRm), suportado por todas as tecnologias; neste
caso p(put2) = p(del) = 0 e p(get) >> p(put1), donde p(put1) ≈ 0 e p(get) ≈ 1;
• padra˜o Write-many-Read-many-Delete-many (WmRmDm), suportado por todas as
plataformas, excepto a python-cdb (que suporta apenas o padra˜o WoRm); neste
caso, assumimos que consultas, remoc¸o˜es e inserc¸o˜es sa˜o equiprova´veis, ou seja,
p(get) = p(del) = p(put) = 1/3 com p(put) = p(put1) + p(put2); no caso das
inserc¸o˜es, assumimos um modelo simples em que p(put1) = p(put2) = (1/3)/2 = 1/6.
A figura 7.7 apresenta a classificac¸a˜o R(t) das tecnologias do proto´tipo, para padro˜es de
acesso WoRm e WmRmDm. Para cada padra˜o apresentam-se duas classificac¸o˜es: uma
para ωλ = 1.0 e ωφ = 0.0 (apenas o desempenho importa); outra para ωλ = 0.5 e ωφ = 0.5
(desempenho e sobrecarga de armazenamento teˆm igual importaˆncia). A ordenac¸a˜o re-
sultante de uma classificac¸a˜o com ωλ = 0.0 e ωφ = 1.0 (apenas a sobrecarga de arma-
zenamento importa) e´ dedut´ıvel da curva da sobrecarga de armazenamento da figura 7.6
(note-se que, nesse contexto, e´ irrelevante o padra˜o de acesso das aplicac¸o˜es a`s DHTs).
Globalmente, os resultados das classificac¸o˜es podem ser sistematizados da seguinte forma:
1. para reposito´rios na˜o persistentes, a tecnologia <python-dict,ram> e´ a melhor op-
c¸a˜o, uma vez que e´ a que maximiza o desempenho do acesso (independentemente do
padra˜o de acesso) e minimiza a sobrecarga de armazenamento (rever figura 7.6); a
segunda melhor opc¸a˜o seria, neste contexo, a tecnologia <domus-bsddb-btree,ram>
(a alguma distaˆncia da tecnologia mais compara´vel, <python-bsddb-btree,disk>);


























































Figura 7.7: Classificac¸a˜o de Tecnologias de Armazenamento.
2. para reposito´rios persistentes, se o padra˜o de acesso for WoRM, a tecnologia
<python-cdb,disk> e´ claramente a melhor opc¸a˜o, e se o padra˜o de acesso for
WmDmRm, a melhor opc¸a˜o e´ sempre a tecnologia <domus-bsddb-btree,ram> (neste
caso a distaˆncia reduzida da tecnologia compara´vel, <python-bsddb-btree,ram>)26.
7.13.1.4 Desempenho Combinado do Acesso (Capacidades de Acesso)
As probabilidades de cada operac¸a˜o, definidas para cada padra˜o de acesso, permitem





, com o ∈ {put1, get, put2, del} (7.4)
A taxa λ(t) representa uma aproximac¸a˜o a Ca(t, n) (“capacidade de acesso a reposito´-
rios de tecnologia t, pelo no´ n”), um dos atributos de no´s computacionais previstos pela
arquitectura Domus (rever secc¸a˜o 6.3.1), e suportado pelo proto´tipo (rever secc¸a˜o 7.6.4.1).
A figura 7.8 apresenta os valores da taxa λ(t), para os padro˜es de acesso estudados. A figura
ainda permite ordenar o desempenho das tecnologias de forma coerente com R(WoRm,1,0)
e R(WmRmDm,1,0) mas, mais importante, permite conhecer uma u´nica medida sinte´tica
de desempenho, mais conveniente que as quatro medidas espec´ıficas de cada operac¸a˜o,
exibidas na figura 7.6. Pela observac¸a˜o dos resultados expressos na figura 7.8, comprova-
se tambe´m, mais uma vez, a supremacia das plataformas python-dict e python-cdb para
um uso mais especializado, e de domus-bsddb-btree para uma utilizac¸a˜o mais gene´rica.
26Esta observac¸a˜o ajuda a colocar na perspectiva correcta os reais ganhos do acesso a reposito´rios Ber-
kleyDB via domus_libc.so, em alternativa ao acesso via Python: os ganhos podem ser pouco significativos.























































Figura 7.8: Taxas Combinadas de Acesso.
7.13.1.5 Evoluc¸a˜o do Desempenho do Acesso
As medidas λ(o, t) e λ(t) definidas anteriormente sa˜o me´dias globais, obtidas levando em
considerac¸a˜o o tempo total gasto para realizar as operac¸o˜es de acesso sobre os 8M registos.
Essas medidas globais pouco ou nada revelam sobre a forma como o desempenho das opera-
c¸o˜es evolui a` medida que se enche/consulta/esvazia completamente um reposito´rio, sendo
esse conhecimento tambe´m relevante na selecc¸a˜o de uma tecnologia de armazenamento.
Por exemplo: 1) a mesma operac¸a˜o com duas tecnologias diferentes pode apresentar a
mesma taxa global λ(o, t), mas num caso pode haver oscilac¸o˜es considera´veis no ritmo
de execuc¸a˜o da operac¸a˜o, e noutro esse ritmo pode ser relativamente constante; 2) certas
operac¸o˜es podem executar rapidamente enquanto o nu´mero de registos do reposito´rio na˜o
atingir um certo limite, apo´s o que o desempenho se pode degradar, pelo que e´ conveniente
conhecer o padra˜o de execuc¸a˜o da operac¸a˜o em func¸a˜o do volume esperado do reposito´rio.
Os exemplos anteriores demonstram enta˜o a convenieˆncia do estudo da evoluc¸a˜o da taxa
de realizac¸a˜o das operac¸o˜es, por forma a identificar tendeˆncias para ale´m do curto prazo.
Assim, durante a realizac¸a˜o dos testes a`s tecnologias de armazenamento, registaram-se
“taxas instantaˆneas”, λ(o, t), de 1024 em 1024 acessos. Nos gra´ficos das figuras 7.9 a` 7.13
representam-se os resultados desse estudo27. Para facilitar a ana´lise dos resultados, as
tecnologias de armazenamento foram divididas em va´rios grupos, discutidos de seguida.
A figura 7.9, concentra as tecnologias de armazenamento que apresentam as taxas de ope-
rac¸a˜o mais esta´veis/sustentadas; note-se que este grupo inclui as tecnologias do proto´tipo
que oferecem melhor desempenho (<python-dict,ram> e <python-dcb,disk>).
As figuras 7.10 e 7.11 mostram a evoluc¸a˜o das taxas de acesso para plataformas *-bsddb-
hash, sobre meios ram e disk, respectivamente. Em ambas pode-se observar claramente a
evoluc¸a˜o em serra da taxa de operac¸o˜es put1; trata-se de uma consequeˆncia da utilizac¸a˜o
de Hashing Dinaˆmico pela plataforma BerkeleyDB, que determina a duplicac¸a˜o perio´dica
27A escala na˜o e´ uniforme, para facilitar a distinc¸a˜o entre as curvas; estas foram tambe´m suavizadas.












































































Figura 7.10: Taxas Instantaˆneas de Acesso (tecnologias <*-bsddb-hash,ram>).
do nu´mero de contentores (buckets) da Tabela de Hash; a` medida que o conjunto actual
de contentores esgota a sua capacidade, o desempenho das inserc¸o˜es decresce, ate´ que
aumenta de novo com a duplicac¸a˜o do nu´mero de contentores (se bem que a tendeˆncia
global seja decrescente); ale´m disso, como o espalhamento dos registos pelos contentores
na˜o e´ absolutamente uniforme, a duplicac¸a˜o ocorre desfasada dos momentos ideais, em
que o nu´mero de registos inseridos perfaz uma poteˆncia de 2. Em relac¸a˜o a`s restantes
operac¸o˜es, pode-se observar, por exemplo, que as taxas das re-inserc¸o˜es (operac¸o˜es put2),
apesar de apresentarem a mesma tendeˆncia global decrescente das inserc¸o˜es (operac¸o˜es
put1), na˜o exibem a evoluc¸a˜o destas em serra (essa evoluc¸a˜o e´ causada pelo esforc¸o de
criac¸a˜o de contentores, que na˜o se regista nas re-inserc¸o˜es). As operac¸o˜es de consulta
(get) seguem uma tendeˆncia semelhante a` das re-inserc¸o˜es, mas com n´ıveis de desempenho
superiores. A evoluc¸a˜o crescente das taxas de remoc¸a˜o sugere que as operac¸o˜es de remoc¸a˜o






































Figura 7.11: Taxas Instantaˆneas de Acesso (tecnologias <*-bsddb-hash,disk>).



































Figura 7.12: Taxas Instantaˆneas de Acesso (tecnologias <*-bsddb-btree,ram>).
As figuras 7.12 e 7.13 revelam que a utilizac¸a˜o de A´rvores B+ pela plataforma Berke-
leyDB assegura taxas de operac¸a˜o sustentadas e, em me´dia, superiores a`s permitidas pela
utilizac¸a˜o de Tabelas de Hash Dinaˆmicas (as taxas de inserc¸o˜es ainda decaem, mas de
forma mais suave). A vantagem das plataformas domus-bsddb-btree sobre as python-
bsddb-btree e´ tambe´m mais evidente (ao passo que as diferenc¸as entre as plataformas
domus-bsddb-hash e python-bsddb-hash sa˜o menos pronunciadas) justificando-se assim
a eleic¸a˜o anterior de domus-bsddb-btree como a terceira melhor plataforma do proto´tipo.
Em suma, as plataformas melhor classificadas pela me´tricaR(t) da secc¸a˜o 7.13.1.3 (python-
dict, python-cdb e domus-bsddb-btree), apresentam todas taxas de operac¸a˜o susten-
28E´ de realc¸ar que, no BerkeleyDB, as Tabelas de Hash sa˜o do tipo grow-only, ou seja, uma vez reservado
o espac¸o para os contentores, a remoc¸a˜o de registos na˜o se traduz na libertac¸a˜o efectiva de contentores.



































Figura 7.13: Taxas Instantaˆneas de Acesso (tecnologias <*-bsddb-btree,disk>)
tadas, com excepc¸a˜o da operac¸a˜o de inserc¸a˜o (put1) da plataforma domus-bsddb-btree;
neste caso, a tendeˆncia decrescente das taxas instantaˆneas deixa adivinhar taxas me´dias
inferiores a`s medidas nas nossas experieˆncias, para um nu´mero de registos superior a 8M.
7.13.2 Avaliac¸a˜o da Escalabilidade sob Saturac¸a˜o
O segundo conjunto de testes procurou avaliar a escalabilidade do proto´tipo. A avaliac¸a˜o
incidiu apenas sobre as tecnologias <python-dict,ram> e <domus-bsddb-btree,disk>.
Para ale´m de suportarem diferentes n´ıveis de persisteˆncia, as duas tecnologias em causa
foram as avaliadas por serem, de acordo com o estudo da secc¸a˜o 7.13.1, as que apresentam
melhor desempenho, de entre as que suportam todas as operac¸o˜es de acesso a diciona´rios29.
Ale´m disso, a avaliac¸a˜o restringiu-se a` operac¸a˜o de inserc¸a˜o (put1), dado que as operac¸o˜es
de consulta (get), re-inserc¸o˜es (put2) e remoc¸o˜es (del) apresentam um desempenho similar,
permitindo extender os resultados obtidos, a essas operac¸o˜es, isoladas ou combinadas.
A avaliac¸a˜o da escalabilidade foi feita em condic¸o˜es de saturac¸a˜o: durante cada teste,
cada cliente Domus gerou pedidos de inserc¸a˜o (baseados no me´todo dht_record_put da
biblioteca Domus) o mais rapidamente poss´ıvel, sem qualquer processamento adicional
entre pedidos sucessivos, ou seja, os clientes tentaram saturar os servic¸os Domus. Este
tipo de testes dificilmente retrata uma situac¸a˜o real, em que os clientes Domus intercalam
os acessos a DHTs com processamento adicional. Todavia, i) permitem conhecer os limites
superiores do desempenho do proto´tipo, ii) o cena´rio de teste e´ facilmente reproduz´ıvel e
iii) sa˜o independentes dos padro˜es de acessos espec´ıficos de diferentes tipos de clientes.
Foram testadas duas classes distintas de configurac¸o˜es clientes–servic¸os. Neste contexto,
uma configurac¸a˜o clientes–servic¸os (ou, simplesmente, configurac¸a˜o) refere-se a uma com-
binac¸a˜o particular de i) nu´mero e posicionamento (definic¸a˜o do no´ hospedeiro) de clientes
Domus, com ii) nu´mero e posicionamento de servic¸os Domus. As classes testadas foram:
29Este requisito exclui automaticamente a tecnologia <python-cdb,disk> do estudo da escalabilidade.
7.13 Avaliac¸a˜o do Proto´tipo 217
• classe N Xcli M 1srv (classe de configurac¸o˜es disjuntas): N “no´s clientes”, execu-
tando X clientes Domus cada, e M “no´s servidores” independentes, executando 1
servic¸o Domus cada; no total, a classe N Xcli M 1srv exige N +M no´s diferentes,
para a execuc¸a˜o de x = N ×X clientes Domus e y =M × 1 =M servic¸os Domus;
• classe N Xcli1srv (classe de configurac¸o˜es partilhadas): N no´s clientes, cada um
partilhado por X clientes Domus e 1 servic¸o Domus; no total, exige N no´s diferentes,
para a execuc¸a˜o de x = N ×X clientes Domus e y = N × 1 = 1 servic¸os Domus.
Com a avaliac¸a˜o destas classes procurou-se averiguar o efeito de duas situac¸o˜es: uma em
que clientes e servic¸os ocupam conjuntos disjuntos de no´s (classe N Xcli M 1srv) e outra
em que partilham os no´s (classe N Xcli1srv). Mais uma vez, trata-se de situac¸o˜es extre-
mas, mas cuja avaliac¸a˜o podera´ fornecer indicac¸o˜es sobre a utilizac¸a˜o preferencial a dar ao
cluster f´ısico quando nele se pretendem operar e explorar clusters Domus. Em particular, o
estudo das classes devera´ permitir determinar qual a configurac¸a˜o que maximiza o desem-
penho para um certo nu´mero de no´s envolvidos, o que e´ particularmente importante em
clusters pequenos ou quando se atribuem subconjuntos limitados de no´s a cada utilizador.
Para cada classe testaram-se va´rias configurac¸o˜es de x clientes e y servic¸os, com base
no seguinte procedimento: 1) criac¸a˜o de um cluster Domus com y servic¸os regulares; 2)
criac¸a˜o de uma DHT, com func¸o˜es de enderec¸amento e armazenamento equalitariamente
suportadas pelos y servic¸os; 3) arranque simultaˆneo das inserc¸o˜es na DHT, pelos x clientes.
Cada cliente inseriu 2×220 = 2M registos <chave,dados> na DHT, valorados por nu´meros
inteiros sequenciais, diferentes entre todos os clientes (para evitar re-inserc¸o˜es). O nu´mero
de registos a inserir foi definido de forma a permitir inserc¸o˜es cont´ınuas durante 210s,
tempo de durac¸a˜o de cada teste. Este tempo e´ suficiente para se observar a estabilizac¸a˜o,
nos valores de pico, das me´dias mo´veis exponenciais das utilizac¸o˜es dos recursos, geradas
pelos servic¸os Domus de monitorizac¸a˜o (domus_nodemon.py), quando configurados com um
per´ıodo amostral T = 30s e uma amplitude amostral △T = 150s (rever secc¸a˜o 7.6.5.6)30.
Para cada configurac¸a˜o, da soma das taxas espec´ıficas de inserc¸a˜o dos x clientes activos
resultou uma taxa agregada de inserc¸a˜o, λ(put1). A ana´lise das taxas λ(put1) obtidas com
diferentes configurac¸o˜es da mesma classe permitiu estudar a escalabilidade dessa classe.
7.13.2.1 Avaliac¸a˜o com a Tecnologia <python-dict,ram>
Configurac¸o˜es Disjuntas
Os pontos da figura 7.14 sa˜o taxas agregadas de inserc¸a˜o obtidas por configurac¸o˜es da
classe N Xcli M 1srv. As taxas sa˜o representadas em func¸a˜o do total de no´s, N +M .
Cada curva da figura representa uma sub-classe de N Xcli M 1srv, em que apenas N e´
varia´vel. Para obter uma curva, fixou-se M e, para cada valor poss´ıvel de N , fez-se variar
X ate´ encontrar o valor de X que maximiza a taxa agregada de inserc¸a˜o. Como o cluster
30Para abreviar a durac¸a˜o do teste, definiu-se T = 30s e △T = 150s para todos os recursos.






































Figura 7.14: λ(put1) com a Tecnologia <python-dict,ram> e Configurac¸o˜es Disjuntas.
tinha apenas 15 no´s, enta˜o N e M esta˜o sujeitos ao invariante N +M ≤ 15, juntamente
com N ≥ 1 eM ≥ 1; dessa forma, a fixac¸a˜o deM estabelece automaticamente a banda de
variac¸a˜o 1 ≤ N ≤ 15−M , e as curvas so´ apresentam pontos que cumpram os invariantes.
O comportamento das curvas e´ t´ıpico de um cena´rio de saturac¸a˜o: as taxas crescem de
forma linear com o aumento do nu´mero de no´s clientes (N), ate´ que o seu valor estabiliza.
Na figura e´ vis´ıvel um conjunto de pontos, max(N Xcli M 1srv), representados a negrito;
cada um desses pontos corresponde a` ma´xima taxa λ(put1) obtida com um certo nu´mero
N+M de no´s; por exemplo, a sub-classe N 2cli M 1srv fornece pontos paraN+M ∈ {2, 3}
e a sub-classe N 3cli M 2srv fornece pontos para N +M ∈ {4, 5}. Como se pode observar,
max(N Xcli M 1srv) cresce linearmente com N + M . Por outras palavras: a escolha
adequada dos paraˆmetros N , X e M proporciona escalabilidade linear da taxa λ(put1).
Constrangimentos a` Escalabilidade A ana´lise das utilizac¸o˜es dos recursos dos no´s
clientes e servidores, registadas durante os testes, permite determinar quais os recursos
limitadores da escalabilidade das taxas λ(put1). Considerando que os recursos cr´ıticos
para uma DHT baseada em RAM sa˜o CPU, Rede e RAM (rever secc¸a˜o 6.4.2), e que a
RAM e´ suficiente31, analisamos de seguida a utilizac¸a˜o das CPUs e dos Interfaces de Rede.
A figura 7.15 divide-se em seis secc¸o˜es, correspondentes a`s seis sub-classes de configurac¸o˜es
da figura 7.14; em cada secc¸a˜o existem duas curvas, uma para no´s clientes, e outra para no´s
servidores; cada ponto de cada curva representa a me´dia dos picos de utilizac¸a˜o de CPU
31A sub-classe que exige mais RAM por servidor e´ N 2cli 1 1srv, com apenas 1 servidor; quando N = 14,
havera´ 14*2=28 clientes activos, inserindo 2M registos cada, num total de 56M registos; cada registo
consome 8 bytes, logo o espac¸o nominal correspondente a 56M registos sera´ Si=448Mbytes; tendo em
conta a sobrecarga de armazenamento da tecnologia <python-dict,ram> de 75% (rever secc¸a˜o 7.13.1.2),
o espac¸o real necessa´rio sera´ Si=784Mbytes, aque´m da capacidade instalada de 1Gbyte (na pra´tica, Si
devera´ ser inferior, pois a sobrecarga foi calculada apo´s serializac¸a˜o para disco, a qual tende a ser onerosa).
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Figura 7.15: Picos de U(cpu), para os testes da figura 7.14.
registados pelos no´s (clientes ou servidores) que participaram no teste de uma configurac¸a˜o;
por exemplo, a curva U(cpu, srv,N 2cli 1 1srv) e´ composta pelos valores me´dios dos picos
de utilizac¸a˜o dos no´s servidores de configurac¸o˜es da sub-classe N 2cli 1 1srv, e a curva
U(cpu, cli,N 2cli 1 1srv) desempenha o mesmo papel para os no´s clientes.
Na figura 7.15 observa-se o mesmo padra˜o de evoluc¸a˜o das curvas de utilizac¸a˜o, nas seis
secc¸o˜es, a` medida que o nu´mero de no´s clientes (N) aumenta: i) a utilizac¸a˜o de CPU
dos no´s clientes aumenta ate´ certo ponto e depois decresce; ii) a utilizac¸a˜o de CPU dos
no´s servidores (em nu´mero fixo, M) tambe´m aumenta ate´ certo ponto e depois estabiliza;
a estabilizac¸a˜o coincide com a descida da utilizac¸a˜o de CPU dos clientes para valores
inferiores a` dos servidores, como assinalado pelas elipses; o nu´mero total de no´s envolvidos
(N + M) quando as utilizac¸o˜es de clientes e servidores se cruzam e´ tambe´m o nu´mero
total de no´s envolvidos quando a taxa de inserc¸a˜o agregada estabiliza (ver figura 7.14); a
estabilizac¸a˜o desta taxa esta´ portanto relacionada com a saturac¸a˜o da CPU dos servidores.
A figura 7.16 tem uma organizac¸a˜o semelhante a` da figura 7.15, com uma secc¸a˜o por cada
sub-classe de configurac¸o˜es, mas com uma so´ curva por secc¸a˜o; cada ponto dessa curva re-
presenta a soma das utilizac¸o˜es dos interfaces de rede de todos os no´s (clientes e servidores)
envolvidos numa configurac¸a˜o; a soma justifica-se porque a Rede e´ um recurso partilhado
por todos os no´s; por exemplo, a curva U(net,N 2cli 1 1srv) e´ composta pela utilizac¸a˜o
agregada da Rede, feita por todos os no´s de configurac¸o˜es da sub-classe N 2cli 1 1srv.
A ana´lise da figura 7.16 permite concluir que a Rede esta´ longe de ser um factor limitante
da escalabilidade, uma vez que, no pior caso (quando ha´ N=9 e M=6 no´s trocando men-
sagens), a utilizac¸a˜o na˜o ultrapassa os 35%. A disponibilidade de CPU nos no´s servidores
7.13 Avaliac¸a˜o do Proto´tipo 220




























 (net, N_3cli_2_1srv )
U
 (net, N_2cli_1_1srv )
U












 (net, N_6cli_5_1srv )
U
 (net, N_4cli_3_1srv )
Figura 7.16: Picos de U(net), para os testes da figura 7.14.
e´ assim o factor cr´ıtico para assegurar a escalabilidade linear da taxa agregada de inserc¸a˜o.
Impacto das Estrate´gias de Localizac¸a˜o Salvo outra indicac¸a˜o, todos os resultados
da avaliac¸a˜o do proto´tipo foram obtidos com a estrate´gia de localizac¸a˜o <mD,mC,mA> (a
utilizada por omissa˜o), maximizadora do desempenho do acesso em DHTs esta´ticas, pela
prioridade dada a` explorac¸a˜o do Me´todo Directo (mD). Todavia, o proto´tipo tambe´m su-
porta as outras estrate´gias previstas pela arquitectura (rever secc¸a˜o 5.9.1.3): <mC,mA>
e <mA> (assentes na utilizac¸a˜o do Me´todo baseado em Cache de Localizac¸a˜o (mC) e/ou
do Me´todo Aleato´rio (mA)). Assim, para se ter uma ideia do impacto de diferentes estra-
te´gias de localizac¸a˜o no desempenho do acesso a`s DHTs, repetiu-se a avaliac¸a˜o das taxas
agregadas de inserc¸a˜o (que deram origem a` figura 7.14), com as estrate´gias <mC,mA> e
<mA>. A estrate´gia <mC,mA> foi avaliada duas vezes, com duas dimenso˜es diferentes
da cache de localizac¸a˜o, correspondentes a 25% e a 50% do total de hashes da DHT32.
A figura 7.17 apresenta os resultados da re-avaliac¸a˜o da taxa agregada de inserc¸a˜o, jun-
tamente com os obtidos anteriormente. Em ambos os casos, sa˜o apresentados apenas os
valores de pico obtidos para um certo nu´mero N +M de no´s utilizados por uma configu-
rac¸a˜o disjunta. Assim: i) a curva max(N Xcli M 1srv, <mD,mC,mA> ) corresponde a`
curva max(N Xcli M 1srv) da figura 7.14; ii) as curvas max(N Xcli M 1srv, <mC,mA>,
50%) e max(N Xcli M 1srv, <mC,mA>, 25%) correspondem aos resultados da avaliac¸a˜o
da estrate´gia <mC,mA> com caches de localizac¸a˜o de diferente dimensa˜o; iii) a curva
max(N Xcli M 1srv, <mA>) fornece aos resultados da avaliac¸a˜o da estrate´gia <mA>.
Como esperado, a figura 7.17 comprova i) a supremacia da estrate´gia <mD,mC,mA>, ii)
o pior desempenho por parte da estrate´gia <mA> e iii) um desempenho interme´dio por
parte das estrate´gias <mC,mA>. As estrate´gias agora avaliadas asseguram tambe´m a
32Recorde-se que existe a possibilidade de parametrizar a dimensa˜o da cache (rever secc¸a˜o 5.9.1.2).



































Figura 7.17: Efeito da Estrate´gia de Localizac¸a˜o no cena´rio da figura 7.14.
escalabilidade linear das taxas agregadas de inserc¸a˜o. O efeito de uma cache de localizac¸a˜o
maior e´ tambe´m evidente, pela comparac¸a˜o dos resultados das estrate´gias <mC,mA>,
embora os resultados obtidos com caches de diferente dimensa˜o na˜o sejam proporcionais
ao diferencial de dimensa˜o das caches: utilizar uma cache a 25% ainda garante desempe-
nhos da ordem dos 60% (em me´dia) dos obtidos com uma cache a 50%, provavelmente
em resultado da utilizac¸a˜o de algoritmos de encaminhamento acelerado. Por outro lado,
numa estrate´gia <mC,mA>, utilizar uma cache a 50% na˜o se traduz num desempenho de
50% face a` estrate´gia <mD>, mas sim de 35% (em me´dia), uma vez que: i) pesquisar a
cache e´ inerentemente mais lento que resolver uma localizac¸a˜o atrave´s de um ca´lculo de-
termin´ıstico (esseˆncia do Me´todo Directo); ii) numa situac¸a˜o de cache-miss, a penalizac¸a˜o
temporal resultante do envio do pedido de inserc¸a˜o ao servic¸o Domus errado e´ agravada
pela necessidade de recorrer a uma localizac¸a˜o distribu´ıda (esseˆncia do Me´todo Aleato´rio).
Na pra´tica, os resultados desta avaliac¸a˜o reforc¸am a importaˆncia da escolha da estrate´-
gia de localizac¸a˜o adequada: para DHTs esta´ticas, ou dinaˆmicas de curta-durac¸a˜o (logo
com poucas oportunidades de re-distribuic¸a˜o), uma estrate´gia assente na primazia do Me´-
todo Directo e´ a que oferece o melhor desempenho. Adicionalmente, a avaliac¸a˜o permite
vislumbrar o tipo de penalizac¸a˜o que deriva do recurso aos outros me´todos de localizac¸a˜o.
Configurac¸o˜es Partilhadas
A figura 7.18 apresenta os resultados do estudo da escalabilidade da taxa λ(put1) com a
tecnologia <python-dict,ram> e configurac¸o˜es da classe N Xcli1srv, em que cada um de
N no´s e´ partilhado por X clientes e 1 servic¸o Domus. Os resultados obtiveram-se fazendo
variar X para cada N ∈ {1, ..., 15}, ate´ encontrar o valor de X que maximiza a taxa
agregada de inserc¸a˜o. Neste caso, esse valor e´ X = 2 para todos os valores de N , pelo que
a curva formada pelos valores de pico, max(N Xcli1srv), coincide com a curva N 2cli1srv.
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Figura 7.18: λ(put1) com a Tecnologia <python-dict,ram> e Configurac¸o˜es Partilhadas.
Como se observa, a distaˆncia entre as curvas N 1cli1srv e N 2cli1srv e´ reduzida e tende
a atenuar-se com o aumento de N ; o potencial para o aumento do desempenho atrave´s
do aumento do nu´mero de clientes por no´ e´ portanto bastante limitado, ao contra´rio da
classe de configurac¸o˜es disjuntas, onde a execuc¸a˜o de 6 clientes por no´ ainda trouxe ganhos
de desempenho. Adicionalmente, a escalabilidade da taxa agregada de inserc¸a˜o e´ de tipo
linear, em func¸a˜o deN . A conclusa˜o mais importante, todavia, decorre da comparac¸a˜o com
a curva max(N Xcli M srv), representativa das configurac¸o˜es disjuntas, e que demonstra,
claramente, que estas representam a melhor opc¸a˜o com a tecnologia <python-dict,ram>,
uma vez que, para o mesmo nu´mero de no´s envolvidos, o desempenho e´ em geral superior.
7.13.2.2 Avaliac¸a˜o com a Tecnologia <domus-bsddb-btree,disk>
Configurac¸o˜es Disjuntas e Partilhadas
As figuras 7.19 e 7.20 sintetizam os resultados da avaliac¸a˜o da tecnologia <domus-bsddb-
btree,disk>, com configurac¸o˜es das classes N Xcli M 1srv (configurac¸o˜es disjuntas) e
N Xcli1srv (configurac¸o˜es partilhadas), respectivamente. O procedimento experimental
de avaliac¸a˜o foi o mesmo descrito anteriormente, para a tecnologia <python-dict,ram>,
e algumas das observac¸o˜es enta˜o registadas sa˜o tambe´m va´lidas no contexto presente.
Assim, comparativamente com a figura 7.14, tambe´m na figura 7.19 se observa que: i) as
taxas crescem linearmente com N +M , ate´ estabilizarem num patamar de saturac¸a˜o; ii)
a curva formada pelas taxas de pico, max(N Xcli M 1srv), escala de foram relativamente
linear. Todavia, as taxas de pico sa˜o inferiores a`s obtidas com a tecnologia <python-
dict,ram>, denotadas na figura 7.19 por max(N Xcli M 1srv,<python-dict,ram>). Ale´m
disso, a maximizac¸a˜o das taxas requer agora mais clientes Domus (X) para o mesmo
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Figura 7.20: λ(put1) com a Tecnologia <domus-bsddb-btree,disk> e Confs. Partilhadas.
nu´mero de no´s servidores (M); por exemplo, para a sub-classe N Xcli 3 1srv, <python-
dict,ram> necessita de X = 4 clientes por no´ cliente para maximizar o desempenho,
mas <domus-bsddb-btree,disk> necessita de X = 6 clientes; de facto, sendo a inserc¸a˜o
em reposito´rios <domus-bsddb-btree,disk> mais lenta (rever secc¸a˜o 7.13.1.1), cada no´
servidor ira´ demorar mais tempo para processar cada pedido, forc¸ando os clientes Domus
a maiores per´ıodos de ociosidade33, o que permite acomodar mais clientes Domus por no´.
Analogamente, a figura 7.20 exibe semelhanc¸as com a figura 7.18: a sub-classe N 2cli1srv
33Pois o pro´ximo pedido de inserc¸a˜o so´ e´ enviado depois de processado o anterior.
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fornece as melhores taxas, exibe escalabilidade relativamente linear e o seu desempenho e´
inferior ao ma´ximo obtido com configurac¸o˜es disjuntas (conforme se conclui comparando
a curva N 2cli1srv com a curva max(N Xcli M 1srv) oriunda da figura 7.19). Adicional-
mente, a comparac¸a˜o entre N 2cli1srv e max(N Xcli1srv,<python-dict,ram>) comprova
que, para configurac¸o˜es partilhadas, a tecnologia <python-dict,ram> e´ a mais atractiva.
Embora na˜o se apresentem aqui valores, as utilizac¸o˜es de CPU e Interfaces de Rede dos no´s
clientes e servidores seguiram padro˜es de evoluc¸a˜o semelhantes aos registados no estudo da
tecnologia <python-dict,ram>. Notavelmente, a actividade E/S registada (em acessos
ao Disco) revelou-se modesta, provavelmente pelo efeito da cache do sistema de ficheiros.
Em suma, para tecnologias <python-dict,ram> e <domus-bsddb-btree,disk>, as con-
figurac¸o˜es que oferecem o melhor desempenho em condic¸o˜es de saturac¸a˜o sa˜o as disjuntas.
Comparac¸a˜o com o Bamboo
A avaliac¸a˜o da escalabilidade sob saturac¸a˜o termina comparando os resultados obtidos
pela tecnologia <domus-bsddb-btree,disk>, com os exibidos pelo Bamboo [bam], uma
plataforma de DHTs para ambientes P2P, relativamente bem conhecida. Esta plataforma
e´ baseada na abordagem Pastry [RD01], mas inclui optimizac¸o˜es para elevadas taxas de
junc¸a˜o/abandono a`s/das DHTs34 em ambientes de largura de banda limitada. O Bamboo
e´ codificado em Java e recorre a` plataforma BerkeleyDB (com suporte transaccional activo)
para o armazenamento dos registos em disco; estes sa˜o replicados (ate´ quatro vezes35) e
possuem um tempo de vida limitado, findo o qual sa˜o removidos. No Bamboo, os no´s da
DHT actualizam constantemente as rotas do grafo de localizac¸a˜o distribu´ıda, como forma
de se adaptarem a`s mudanc¸as ass´ıncronas na composic¸a˜o do conjunto dos no´s da DHT.
A avaliac¸a˜o do Bamboo realizou-se no mesmo cluster usado para avaliar o proto´tipo Domus,
com clientes Bamboo expressamente codificados em Java, de papel similar aos clientes
Domus em Python. Durante os testes, os clientes Bamboo inseriram pares de inteiros
<chave, dados> numa DHT Bamboo, durante 210s, usando como gateways (pontos de
entrada na DHT) servic¸os Bamboo aleato´rios, de forma a balancear a carga de localizac¸a˜o.
A funcionalidade de seleccc¸a˜o de vizinhos por proximidade (proximity neighbour selection)
foi desligada, dado o conjunto de servic¸os Bamboo permanecer esta´tico em cada teste.
A avaliac¸a˜o limitou-se a` classe de configurac¸o˜es disjuntas, N Xcli M 1srv, tendo-se obtido
os seguintes resultados: 1) a taxa agregada de inserc¸a˜o, λ(put1), revelou-se independente do
nu´mero de clientes activos (N ×X); ii) a` medida que o nu´mero de servic¸os (M) aumentou
de 1 para 4, λ(put1) decresceu de ≈ 200 put1/s para ≈ 107 put1/s e, paraM ≥ 5, λ(put1),
permaneceu constante, a` volta de ≈ 93.5 put1/s (resultados consistentes com a replicac¸a˜o
qua´drupla dos registos). Estes valores sa˜o inferiores aos obtidos com a tecnologia <domus-
bsddb-btree,disk> em uma ordem de magnitude, exemplificando a inadequabilidade de
abordagens P2P a ambientes cluster, mais rentabiliza´veis por abordagens como a Domus.
34Feno´meno designado, na g´ıria pro´pria, por churn.
35A replicac¸a˜o esta´ profundamente embebida no co´digo do Bamboo, na˜o sendo pra´tica a sua desactivac¸a˜o.
Cap´ıtulo 8
Discussa˜o
O trabalho desenvolvido nesta dissertac¸a˜o consubstancia uma aproximac¸a˜o alternativa a`
explorac¸a˜o das capacidades de ambientes cluster, designadamente para armazenamento
distribu´ıdo. Essa aproximac¸a˜o, baseada em Diciona´rios Distribu´ıdos (DDs), oferece inter-
faces simples e familiares, dos quais os programadores podem tirar partido para agilizar
o desenvolvimento de aplicac¸o˜es a executar em ambiente cluster (ou, mais genericamente,
num ambiente distribu´ıdo). Notavelmente, essas aplicac¸o˜es na˜o teˆm de ser programadas,
de ra´ız, como aplicac¸o˜es paralelas/distribu´ıdas: uma aplicac¸a˜o convencional (centralizada),
pode ainda tirar partido dos recursos do cluster por via da interacc¸a˜o com um ou mais ser-
vic¸os distribu´ıdos de DDs. Este paradigma de desenvolvimento e´ suficientemente poderoso
para a construc¸a˜o de servic¸os sofisticados, desde que as operac¸o˜es ba´sicas de acesso a dicio-
na´rios (inserc¸a˜o, leitura, pesquisa e remoc¸a˜o, por chave u´nica) sejam suficientes; operac¸o˜es
de semaˆntica mais elaborada (e.g., envolvendo gamas de valores ou manipulac¸o˜es in situ
dos registos) exigira˜o aproximac¸o˜es diferentes ou camadas adicionais de funcionalidade.
A contribuic¸a˜o principal desta dissertac¸a˜o e´ uma abordagem integrada a` co-operac¸a˜o de
mu´ltiplas Tabelas de Hash Distribu´ıdas (DHTs), em ambiente cluster. A perspectiva
integradora da abordagem adve´m do facto de a mesma procurar responder a um leque
alargado de questo˜es, relativamente complexas, cobrindo to´picos como particionamento
(incluindo distribuic¸a˜o e posicionamento), localizac¸a˜o, co-operac¸a˜o e balanceamento. O
proto´tipo desenvolvido, com base na especificac¸a˜o da arquitectura Domus demonstra, para
a maior parte destas questo˜es, a exequibilidade das soluc¸o˜es preconizadas. Tendo em
conta os objectivos da dissertac¸a˜o, expressos no cap´ıtulo 1, a arquitectura Domus e o seu
proto´tipo representam, em nosso entender, uma resposta qualificada a esses objectivos.
De seguida, passamos em revista as va´rias contribuic¸o˜es da dissertac¸a˜o e apresentamos
as perspectivas de trabalho futuro. O confronto das nossas contribuic¸o˜es com outras do
ge´nero, realizado ao longo da dissertac¸a˜o, e´ complementar da breve revisa˜o que se segue.
8.1 Modelos de Distribuic¸a˜o
Os modelos de distribuic¸a˜o de uma DHT, descritos no cap´ıtulo 3, garantem uma qualidade
de distribuic¸a˜o o´ptima. Todavia exigem, para o efeito, i) algum conhecimento global sobre
a distribuic¸a˜o da DHT e ii) coordenac¸a˜o centralizada da redistribuic¸a˜o. Estes requisitos
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tornam os modelos (no seu esta´gio actual de especificac¸a˜o) inapropriados a cena´rios dis-
tribu´ıdos de larga escala e/ou com elevados tempos de comunicac¸a˜o (e.g., cena´rios P2P).
A preocupac¸a˜o em garantir uma boa qualidade de distribuic¸a˜o e´ relevante no quadro da
operac¸a˜o de mecanismos de balanceamento dinaˆmico, como os propostos na dissertac¸a˜o; a
lo´gica subjacente e´ a de que, quanto melhor for a qualidade de distribuic¸a˜o, mais eficazes
podera˜o ser esses mecanismos. Neste contexto, a qualidade de distribuic¸a˜o o´ptima, as-
segurada pelos nossos modelos, representa uma vantagem competitiva importante, face a
outras aproximac¸o˜es a` realizac¸a˜o de DHTs, que exibem n´ıveis inferiores desse paraˆmetro,
como revelou a ana´lise comparativa com o Hashing Consistente [KLL+97], na secc¸a˜o 3.8.
8.2 Modelos de Posicionamento e Localizac¸a˜o
No cap´ıtulo 4 desenvolvemos modelos de posicionamento e de localizac¸a˜o (distribu´ıda)
compat´ıveis com os modelos de distribuic¸a˜o do cap´ıtulo 3. As razo˜es de fundo que mo-
tivaram a opc¸a˜o por localizac¸a˜o de tipo distribu´ıdo foram i) a expectativa de, perante o
dinamismo do meio de execuc¸a˜o, as DHTs terem de se redistribuir frequentemente, e ii) a
necessidade de gerir, em simultaˆneo, a localizac¸a˜o de mu´ltiplas DHTs; nestas circunstaˆn-
cias, uma abordagem distribu´ıda a` localizac¸a˜o (no espac¸o e no tempo) e´ mais escala´vel.
Os modelos de localizac¸a˜o distribu´ıda em causa sa˜o essencialmente adaptac¸o˜es ou refor-
mulac¸o˜es, respectivamente, de grafos DeBruijn [dB46] e de grafos Chord [SMK+01], para o
cena´rio peculiar dos nossos modelos de distribuic¸a˜o; estes geram partic¸o˜es descont´ınuas do
contradomı´nio de uma func¸a˜o de hash, implicando que os ve´rtices do grafo de localizac¸a˜o
de uma DHT sejam os seus hashes, em vez dos seus no´s computacionais ou virtuais (como
acontece em abordagens assentes em Hashing Consistente, que geram partic¸o˜es cont´ınuas).
A principal contribuic¸a˜o do cap´ıtulo 4 sa˜o os algoritmos de encaminhamento acelerado;
estes foram desenvolvidos com o objectivo de reduzir o custo da localizac¸a˜o distribu´ıda
sobre grafos baseados em hashes, para n´ıveis pro´ximos do custo de localizac¸a˜o sobre grafos
baseados em no´s computacionais (os quais garantem o custo mı´nimo com me´todos conven-
cionais de encaminhamento). Notavelmente, os algoritmos desenvolvidos permitem uma
reduc¸a˜o do custo de localizac¸a˜o abaixo dos mı´nimos inicialmente projectados. Adicional-
mente, os algoritmos gozam da mais valia de tambe´m poderem serem aplica´veis a caches
de localizac¸a˜o (ver secc¸a˜o 5.6.5.3) e grafos baseados em no´s computacionais ou virtuais.
8.3 Arquitectura Domus de Co-Operac¸a˜o de DHTs
A arquitectura Domus, especificada no cap´ıtulo 5, representa o principal contributo teo´-
rico da dissertac¸a˜o, como arquitectura de co-operac¸a˜o de DHTs1, resultante da s´ıntese de
um conjunto de outras contribuic¸o˜es: a arquitectura adopta os modelos de distribuic¸a˜o
e localizac¸a˜o definidos nos cap´ıtulos 3 e 4, e integra-os, de forma consistente, com meca-
nismos e modelos de suporte ao armazenamento, heterogeneidade, gesta˜o e balanceamento
de DHTs; a possibilidade de dissociac¸a˜o entre o enderec¸amento e armazenamento das
DHTs e´ tambe´m assumida, atravessando o desenho de todos os componentes e mecanis-
mos da arquitectura; essa dissociac¸a˜o procura contribuir para uma melhor rentabilizac¸a˜o
1Vistas como “servic¸os de armazenamento distribu´ıdo de diciona´rios”, em ambientes cluster.
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dos recursos do cluster, ao permitir a assunc¸a˜o de pape´is mais especializados pelos no´s.
A aproximac¸a˜o seguida no tratamento das questo˜es ligadas ao armazenamento e´ relativa-
mente simples, procurando ser independente de pormenores de baixo n´ıvel; assim, parte-se
do princ´ıpio de que e´ poss´ıvel recorrer a um conjunto de tecnologias de armazenamento
bem conhecidas, para operar reposito´rios segundo o paradigma dos diciona´rios; em geral,
estes sera˜o locais aos no´s de armazenamento das DHTs, mas tais no´s podera˜o ser meros
pontos de acesso a dispositivos remotos, de tipo SAN ou NAS; a abordagem prosseguida e´
flex´ıvel, admitindo diversas granularidades e graus de partilha, na explorac¸a˜o dos reposi-
to´rios, e facilitando o suporte a tecnologias de armazenamento inicialmente na˜o previstas.
A heterogeneidade de DHTs assenta na possibilidade de, por via de certos paraˆmetros, mol-
dar atributos de va´rias categorias, com influeˆncia na operac¸a˜o de uma DHT, incluindo:
i) func¸a˜o de hash utilizada, ii) qualidade de distribuic¸a˜o pretendida, iii) restric¸o˜es per-
manentes a` distribuic¸a˜o, iv) pol´ıtica de evoluc¸a˜o, v) algoritmo de localizac¸a˜o distribu´ıda,
vi) tecnologia de armazenamento, vii) limiares para os mecanismos de balanceamento
do Enderec¸amento e do Armazenamento, viii) estrate´gias de localizac¸a˜o a utilizar pelas
aplicac¸o˜es clientes, etc. A valorac¸a˜o na˜o automa´tica destes paraˆmetros/atributos e´ da
responsabilidade dos programadores, obedecendo a requisitos aplicacionais espec´ıficos.
Para ale´m das operac¸o˜es ba´sicas de acesso a diciona´rios (inserc¸a˜o, consulta, remoc¸a˜o),
a arquitectura preveˆ a disponibilizic¸a˜o, por meio de uma biblioteca de func¸o˜es, de um
conjunto de operac¸o˜es de gesta˜o de va´rios n´ıveis de granularidade: i) criac¸a˜o/destruic¸a˜o
e desactivac¸a˜o/reactivac¸a˜o de instaˆncias da arquitectura, ii) adic¸a˜o/remoc¸a˜o e desactiva-
c¸a˜o/reactivac¸a˜o de servic¸os Domus espec´ıficos, iii) criac¸a˜o/destruic¸a˜o e desactivac¸a˜o/re-
activac¸a˜o de DHTs espec´ıficas. Os paraˆmetros e operac¸o˜es previstos permitem assim
uma gesta˜o flex´ıvel da forma como as DHTs se (re)distribuem pelo cluster, sendo essa
(re)distribuic¸a˜o sens´ıvel a condic¸o˜es impostas de forma automa´tica ou administrativa.
Os mecanismos de balanceamento descritos ao longo do cap´ıtulo 6, permitem o auto-
ajustamento de instaˆncias da arquitectura a`s condic¸o˜es dinaˆmicas do ambiente de execuc¸a˜o.
8.4 Modelos de Balanceamento Dinaˆmico
As contribuic¸o˜es do cap´ıtulo 6 va˜o ao encontro de outra das motivac¸o˜es fundamentais
da nossa investigac¸a˜o, apontadas no cap´ıtulo 1. Assim, e´ grac¸as a essas contribuic¸o˜es que
uma instaˆncia da arquitectura Domus devera´ ser capaz de utilizar o cluster de forma eficaz,
mesmo co-existindo com outras aplicac¸o˜es/servic¸os distribu´ıdos (incluindo outras instaˆn-
cias da arquitectura). A ideia subjacente e´ a de que num cluster em regime de explorac¸a˜o
partilhado (ambiente alvo do nosso trabalho), e portanto sem mecanismos globais de regu-
lac¸a˜o de carga, a operac¸a˜o de mecanismos de auto-regulac¸a˜o pelas aplicac¸o˜es/servic¸os con-
duzira´ a uma explorac¸a˜o mais eficiente dos recursos do cluster. Neste contexto, e´ tambe´m
importante realc¸ar que esses mesmos mecanismos ainda sera˜o u´teis em clusters sob regime
de explorac¸a˜o em lotes: uma vez aplicados aos no´s que compo˜em a partic¸a˜o atribu´ıda a
um utilizador, contribuira˜o para a sua rentabilizac¸a˜o, porventura com mais efica´cia, pois
e´ menor a probabilidade de nesses no´s executarem aplicac¸o˜es de outros utilizadores.
O balanceamento dinaˆmico de carga baseia-se na operac¸a˜o de dois mecanismos que sa˜o, por
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definic¸a˜o, ortogonais (um actua sobre o “posicionamento” de no´s virtuais, e outro sobre o
“nu´mero” de no´s virtuais, das DHTs), mas que actuam cooperativamente, sob a coordena-
c¸a˜o de um servic¸o supervisor, que dete´m uma visa˜o global do estado do recursos do cluster
e da utilizac¸a˜o que deles fazem as va´rias DHTs instanciadas; a abordagem prosseguida
para o balanceamento dinaˆmico e´ pois global e centralizada, mas com o benef´ıcio potencial
de as deciso˜es de balanceamento serem mais eficazes. Os mecanismos de balanceamento
sa˜o baseados em modelos lineares, dependentes de certas me´tricas de caracterizac¸a˜o de
no´s computacionais, servic¸os e DHTs; exploram tambe´m a dissociac¸a˜o entre as func¸o˜es
de enderec¸amento e armazenamento das DHTs, o que permite atribuir essas func¸o˜es a
no´s diferentes, como forma de melhor rentabilizar os recursos do cluster. Em resumo, os
mecanismos em causa prosseguem uma filosofia de “balanceamento ciente dos recursos”,
como forma de realizac¸a˜o de “tabelas de hash distribu´ıdas auto-adaptativas” num cluster.
8.5 Proto´tipo da Arquitectura Domus
O cara´cter modular da arquitectura Domus, e o recurso a` linguagem Python (como lin-
guagem de prototipagem ra´pida), agilizaram a codificac¸a˜o da plataforma pDomus. Os
benef´ıcios da adopc¸a˜o da linguagem/ambiente Python fizeram-se sentir a va´rios n´ıveis:
i) interacc¸o˜es com o sistema exo´geno de monitorizac¸a˜o Ganglia [DSKMC03], ii) interac-
c¸o˜es cliente-servidor (passagem de mensagens, atendimento de pedidos, gesta˜o de mu´ltiplos
fios de execuc¸a˜o, controle de concorreˆncia, gesta˜o da consisteˆncia, etc.), iii) interacc¸o˜es com
o sistema de ficheiros e com o sistema operativo, iv) operac¸o˜es de suspensa˜o/retoma da
“execuc¸a˜o” de componentes da arquitectura, e v) facilidade de integrac¸a˜o na plataforma de
suporte a novas tecnologias de armazenamento (incluindo tecnologias externas ao Python).
Adicionalmente, a avaliac¸a˜o do proto´tipo confirmou o posicionamento relativo esperado,
em termos de desempenho, das va´rias tecnologias de armazenamento e estrate´gias de loca-
lizac¸a˜o suportadas. A mesma avaliac¸a˜o demonstrou i) a boa escalabilidade do proto´tipo,
em condic¸o˜es extremas (intensivas) de utilizac¸a˜o, ii) a sua competitividade com platafor-
mas de armazenamento de categorias alternativas (base de dados MySQL [mys]) e iii) a
sua superioridade face a uma plataforma P2P popular (plataforma Bamboo [bam]). Por
avaliar fica o impacto real da re-distribuic¸a˜o dinaˆmica de DHTs, uma vez que o proto´tipo
pDomus realiza apenas (por enquanto), a distribuic¸a˜o (pesada) inicial, na sua criac¸a˜o.
8.6 Trabalho Futuro e Perspectivas
Embora a escolha da linguagem Python para a realizac¸a˜o do proto´tipo apresente a pos-
sibilidade de compatibilidade multi-plataforma, existem razo˜es que levam a considerar a
hipo´tese de complementar/reforc¸ar a funcionalidade/desempenho do proto´tipo recorrendo
a outras linguagens/ambientes de programac¸a˜o. Assim, o facto de o Java continuar a ser
uma espe´cie de l´ıngua-franca para aplicac¸o˜es distribu´ıdas, determina a convenieˆncia em
desenvolver um interface nessa linguagem para acesso a`s bibliotecas do proto´tipo; de igual
forma, o interesse em incrementar substancialmente o desempenho da plataforma Domus
(incluindo a explorac¸a˜o de tecnologias de comunicac¸a˜o de alto desempenho, tipicamente
acess´ıveis usando primitivas de baixo n´ıvel) podera´ motivar a re-codificac¸a˜o de partes em
C/C++, prosseguindo a perspectiva adoptada para certas plataformas de armazenamento.
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Noutra dimensa˜o, a explorac¸a˜o de facilidades de que o Python dispo˜e podera´ permitir
elevar o potencial de aplicabilidade da arquitectura/plataforma Domus para la´ do arma-
zenamento distribu´ıdo de diciona´rios. Refira-se, em particular, a possibilidade de injectar
co´digo Python em tempo de execuc¸a˜o, nos servic¸os Domus, de forma a viabilizar o pro-
cessamento paralelo/distribu´ıdo dos registos das DHTs, a`-medida das aplicac¸o˜es clientes.
Durante o longo caminho que percorremos, verificou-se um reposicionamento da comuni-
dade ligada aos temas de investigac¸a˜o que prosseguimos, em torno dos ambientes P2P e
Grid, incluindo a aproximac¸a˜o/convergeˆncia entre os dois mundos [FI03]. Em parte, o
nosso trabalho foi capaz de integrar e adaptar algumas destas novas contribuic¸o˜es, desig-
nadamente as relacionadas com localizac¸a˜o distribu´ıda em ambientes P2P. Procurando ir
de encontro a`s tendeˆncias mais actuais de investigac¸a˜o e desenvolvimento em sistemas pa-
ralelos/distribu´ıdos, sera´ feito um esforc¸o para dotar a plataforma Domus de capacidades
de execuc¸a˜o em ambientes cluster operados em lotes, seja de forma isolada ou em Grid.
Para a execuc¸a˜o sob um regime de explorac¸a˜o em lotes e´ importante a capacidade de
operar num universo fechado e transiente de no´s. Neste contexto, sera´ u´til o facto de o
proto´tipo permitir delimitar o universo de operac¸a˜o de uma instaˆncia da arquitectura Do-
mus. Por outro lado, sera˜o necessa´rias novas funcionalidades, como a terminac¸a˜o graciosa
automa´tica para um tempo de execuc¸a˜o limitado e a compatibilizac¸a˜o das facilidades de
desactivac¸a˜o/reactivac¸a˜o de DHTs com a mudanc¸a do universo de no´s entre execuc¸o˜es
sucessivas, dado que cabe ao gestor de tarefas a escolha da partic¸a˜o do cluster a utilizar.
O suporte a ambientes Grid passa por enriquecer o proto´tipo Domus do middleware ne-
cessa´rio para que possa ser acedido, remotamente, como mais um dos recursos de arma-
zenamento do cluster. Por exemplo, no contexto da arquitectura EGEE [CER05], tal
poderia corresponder a` implementac¸a˜o do interface SRM (Storage Resource Manager).
Como o armazenamento e´ sustentado num modelo baseado em ficheiros, o suporte do
proto´tipo a ambientes Grid devera´ ser precedido do suporte a um Sistema de Ficheiros
Paralelo/Distribu´ıdo onde DHTs Domus sa˜o usadas para armazenar blocos. A realizac¸a˜o
desse sistema de ficheiros poderia explorar toolkits como o FUSE (Filesystem in Userspace)
[fus], em conjugac¸a˜o com uma camada de fragmentac¸a˜o ao n´ıvel da biblioteca Domus.
A preocupac¸a˜o em compatibilizar os nossos modelos e plataformas com ambientes clus-
ter operando em Grid demonstra uma intenc¸a˜o de aproximac¸a˜o da nossa investigac¸a˜o
aos problemas mais actuais. Em particular, a Grid enquanto ambiente especialmente vo-
cacionado para lidar com a heterogeneidade e a partilha de recursos e´ um domı´nio que
julgamos especialmente prop´ıcio ao desenvolvimento da nossa abordagem e modelos, desde
que devidamente enquadrados e adaptados a`s dimenso˜es de escala da computac¸a˜o global.
Mais recentemente a plataforma Domus foi seleccionada como base de trabalho para explo-
rar um modelo de suporte a` execuc¸a˜o de algoritmos de Ray Tracing, baseados em memo´ria
global, no quadro do projecto IGIDE (Iluminac¸a˜o Global Interactiva em Ambientes Di-
naˆmicos) 2. Adicionalmente, preveˆ-se investigac¸a˜o no sentido de melhorar a plataforma
Domus de forma a responder efectivamente a necessidades extremas de desempenho no
acesso aos dados, atrave´s do recurso a mecanismos de comunicac¸a˜o de baixo n´ıvel, tais
como comunicac¸a˜o unilateral (one-sided) por cima de tecnologias como 10G-Myrinet.
2Projecto PTDC/EIA/65965/2006, financiado pela Fundac¸a˜o para a Cieˆncia e Tecnologia.
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0. Jose´ Rufino, Anto´nio Pina, Albano Alves and Jose´ Exposto. Distributed Paged
Hash Tables. 5th International Meeting on High Performance Computing for Com-
putational Science (VECPAR’02) - Selected Papers and Invited Talks, LNCS 2565,
Springer, pp. 679-692, Porto, 2002;
Abstract
In this paper we present the design and implementation of DPH, a storage layer
for cluster environments. DPH is a Distributed Data Structure (DDS) based on
the distribution of a paged hash table. It combines main memory with file system
resources across the cluster in order to implement a distributed dictionary that can
be used for the storage of very large data sets with key based addressing techniques.
The DPH storage layer is supported by a collection of cluster–aware utilities and
services. Access to the DPH interface is provided by a user–level API. A preliminary
performance evaluation shows promising results.
1. Jose´ Rufino, Anto´nio Pina, Albano Alves and Jose´ Exposto. Toward a dynamically
balanced cluster oriented DHT. IASTED Int. Conference on Parallel and Distributed
Computing and Networks (PDCN’04), Acta Press, pp. 48-55, Innsbruck, 2004;
Abstract
In this paper, we present a model for a cluster oriented Distributed Hash Table
(DHT). It introduces software nodes, virtual nodes and partitions as high level entities
that, in conjunction with the definition of a certain number of invariants, provide
for the balancement of a DHT across a set of heterogeneous cluster nodes. The
model has the following major features: a) the share of the hash table handled by
each cluster node is a function of its enrollment level in the DHT; b) the enrollment
level of a cluster node in the DHT may change dynamically; c) cluster nodes are
allowed to dynamically join or leave the DHT. A preliminary evaluation proved that
the quality of the balancement of partitions of the hash table across the cluster,
i
measured by the standard deviation with relation to the ideal average, surpass the
one achieved by using another well known approach.
2. Jose´ Rufino, Anto´nio Pina, Albano Alves and Jose´ Exposto. A cluster oriented
model for dynamically balanced DHTs. 18th International Parallel & Distributed
Processing Symposium (IPDPS’04), IEEE, Santa Fe, 2004;
Abstract
In this paper, we refine previous work on a model for a Distributed Hash Table (DHT)
with support to dynamic balancement across a set of heterogeneous cluster nodes.
We present new high-level entities, invariants and algorithms developed to increase
the level of parallelism and globally reduce memory utilization. In opposition to a
global distribution mechanism, that relies on complete knowledge about the current
distribution of the hash table, we adopt a local approach, based on the division of the
DHT into separated regions, that possess only partial knowledge of the global hash
table. Simulation results confirm the hypothesis that the increasing of parallelism has
as counterpart the degradation of the quality of the balancement achieved with the
global approach. However, when compared with Consistent Hashing and our global
approach, the same results clarify the relative merits of the extension, showing that,
when properly parameterized, the model is still competitive, both in terms of the
quality of the distribution and scalability.
3. Jose´ Rufino, Anto´nio Pina, Albano Alves and Jose´ Exposto. Domus - An Architec-
ture for Cluster-oriented Distributed Hash Tables. 6th International Conference on
Parallel Processing and Applied Mathematics (PPAM’05) - Revised Selected Papers,
LNCS 3911, Springer, pp. 296-303, Poznan, 2005;
Abstract
This paper presents a high level description of Domus, an architecture for cluster-
oriented Distributed Hash Tables. As a data management layer, Domus supports
the concurrent execution of multiple and heterogeneous DHTs, that may be simul-
taneously accessed by different distributed/parallel client applications. At system
level, a load balancement mechanism allows for the (re)distribution of each DHT
over cluster nodes, based on the monitoring of their resources, including CPUs, me-
mory, storage and network. Two basic units of balancement are supported: vnodes,
a coarse-grain unit, and partitions, a fine-grain unit. The design also takes advan-
tage of the strict separation of object lookup and storage, at each cluster node, and
for each DHT. Lookup follows a distributed strategy that benefits from the joint
analysis of multiple partition-specific routing information, to shorten routing paths.
Storage is accomplished through different kinds of data repositories, according to
the specificity and requirements of each DHT.
4. Jose´ Rufino, Anto´nio Pina, Albano Alves and Jose´ Exposto. pDomus: a prototype
for Cluster-oriented Distributed Hash Tables. 15th Euromicro International Con-
ference on Parallel, Distributed and Network-based Processing (PDP 2007), IEEE
Computer Society, pp. 97-104, Naples, 2007;
ii
Abstract
The Domus architecture for Distributed Hash Tables (DHTs) is specially designed
to support the concurrent deployment of multiple and heterogeneous DHTs, in a dy-
namic shared-all cluster environment. The execution model is compatible with the
simultaneous access of several distributed/parallel client applications to the same
or different running DHTs. Support to distributed routing and storage is dynami-
cally configurable per node, as a function of applications requirements, node base
resources and the overall cluster communication, memory and storage usage. pDo-
mus is a prototype of Domus that creates an environment where to evaluate the
model embedded concepts and planned features. In this paper, we present a series
of experiments conduced to obtain figures of merit i) for the performance of basic
dictionary operations, and ii) for the storage overhead resulting from several storage
technologies. We also formulate a ranking formula that takes into account access
patterns of clients to DHTs, to objectively select the most adequate storage techno-
logy, as a valuable metric for a wide range of application scenarios. Finally, we also
evaluate client applications and services scalability, for a select dictionary operation.
Results of the overall evaluation are promising and a motivation for further work.
5. Jose´ Rufino, Anto´nio Pina, Albano Alves and Jose´ Exposto. Full-Speed Scalability
of the pDomus Platform for DHTs. IASTED International Conference on Parallel
and Distributed Computing and Networks (PDCN’07), ACTA Press, pp. 69-76,
Innsbruck, 2007;
Abstract
Domus is an architecture for Distributed Hash Tables (DHTs) tailored to a shared-all
cluster environment. Domus DHTs build on a (dynamic) set of cluster nodes; each
node may perform routing and/or storage tasks, for one or more DHTs, as a function
of the node base (static) resources and of its (dynamic) state. Domus DHTs also
benefit from a rich set of user-level attributes and operations. pDomus is a prototype
of Domus that creates an environment where to evaluate the architecture concepts
and features. In this paper, we present a set of experiments conduced to obtain
figures of merit on the scalability of a specific DHT operation, with several lookup
methods and storage technologies. The evaluation also involves a comparison with
a database and a P2P-oriented DHT platform. The results are promising, and a
motivation for further work.
§ As publicac¸o˜es 5, 4, 3, 1, e 0 encontram-se indexadas nas bases de dados do Institute
for Scientific Information (ISI Web of Knowledge). As contribuic¸o˜es da publicac¸a˜o
0 [RPAE02] na˜o integram a dissertac¸a˜o mas fazem parte de investigac¸a˜o preliminar.
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Apeˆndice B
Conceitos Ba´sicos de Hashing
Os conceitos apresentados sa˜o aprofunda´veis pela consulta de obras de refereˆncia da a´rea
de Algoritmia e Estruturas de Dados [KTL96, Knu98, Sed98, Pre99, CLRS01]. No caso do
Hashing Dinaˆmico, para ale´m dos artigos em que as abordagens foram originalmente pro-
postas [Lar78, FNPS79, Lit80], existem tambe´m estudos comparativos [ED88]. A notac¸a˜o
usada e´ consistente com a da dissertac¸a˜o; e´ tambe´m uniforme entre abordagens diferentes.
B.1 Func¸o˜es de Hash
Uma func¸a˜o de hash f : K 7→ H faz corresponder chaves k de um conjunto K, a hashes
h de um conjunto H. Em termos computacionais, f processa a sequeˆncia de bits de uma
chave (cujo nu´mero de bits pode variar) e produz outra sequeˆncia de bits (o hash da chave).
Sendo Lf o nu´mero de bits do hash
1, enta˜o #H = 2Lf e, na base 10, H = {0, 1, ..., 2Lf −1}.
Com Hashing Esta´tico, Lf e´ fixo; com esquemas de Hashing Dinaˆmico, Lf pode variar.
Por norma, o recurso ao hashing ocorre em cena´rios onde #K >> #H, i.e., quando o
nu´mero de chaves e´ muito superior ao de hashes; nestas condic¸o˜es, as func¸o˜es de hash sa˜o
na˜o injectivas2, havendo necessariamente chaves diferentes associadas a um mesmo hash.
B.1.1 Func¸o˜es de Hash Perfeitas
Por vezes, e´ poss´ıvel definir func¸o˜es de hash perfeitas, intrinsecamente injectivas. Para tal,
e´ necessa´rio conhecer a priori a totalidade das chaves K. Uma variante sa˜o as func¸o˜es de
hash perfeitas mı´nimas [Cic80, HM92], que garantem que todos os hashes teˆm uma (e uma
so´) correspondeˆncia inversa (i.e., uma chave correspondente). A construc¸a˜o de tabelas de
s´ımbolos pelos compiladores ou de tabelas de localizac¸a˜o de ficheiros em dispositivos do
tipo read-only representam situac¸o˜es onde sa˜o aplica´veis func¸o˜es de hash deste tipo.
1Ou melhor, o nu´mero actualmente relevante de bits, de entre os que sa˜o gera´veis por f .
2Uma func¸a˜o f diz-se injectiva se e so´ se, quaisquer que sejam x e y pertencentes ao domı´nio da func¸a˜o,
x e´ diferente de y implica que f(x) e´ diferente de f(y).
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B.1.2 Efica´cia das Func¸o˜es de Hash
A efica´cia de uma func¸a˜o de hash mede-se basicamente por duas me´tricas: i) qualidade
da dispersa˜o de K sobre H e ii) tempo de computac¸a˜o de um hash. A qualidade sera´
tanto maior quanto mais uniforme for o nu´mero de ocorreˆncias de cada hash, ou seja, se a
func¸a˜o de hash associar um nu´mero semelhante de chaves a cada hash; este requisito e´ mais
facilmente realiza´vel por func¸o˜es de hash espec´ıficas, que optimizam a dispersa˜o para um
certo tipo de dados (sequeˆncias de caracteres, inteiros, reais, etc.), do que por func¸o˜es de
hash gene´ricas, que se esperam igualmente eficazes para va´rios tipos de chaves; com efeito,
a definic¸a˜o de func¸o˜es de hash gene´ricas e´, por definic¸a˜o, mais dif´ıcil e complexa, embora
ja´ exista alguma investigac¸a˜o consolidada em torno do tema [MHB90, Uzg91, Pea90].
O segundo crite´rio de efica´cia requer que as rotinas de computac¸a˜o de um hash sejam
eficientes. Para o efeito, e´ comum a codificac¸a˜o de func¸o˜es de hash em linguagens de baixo
n´ıvel e a explorac¸a˜o de facilidades espec´ıficas das arquitecturas/processadores alvo; neste
contexto, o conhecimento do tipo de dados das chaves podera´ tambe´m ser relevante.
B.1.3 Func¸o˜es de Hash Criptogra´ficas
Importa ainda registar a distinc¸a˜o entre func¸o˜es de hash na˜o-criptogra´ficas e criptogra´ficas
[BSNP95] sendo que, no contexto desta tese, e´ suficiente o recurso a func¸o˜es de hash na˜o-
criptogra´ficas. Basicamente, as func¸o˜es criptogra´ficas (tambe´m conhecidas por func¸o˜es de
hash unidirecionais3), gozam de propriedades espec´ıficas, como: a) dado um hash e´ dif´ıcil
obter (por inversa˜o) uma chave correspondente, b) dada uma chave e o seu hash, e´ dif´ıcil
descobrir outra chave com hash igual, c) e´ dif´ıcil arquitectar duas chaves com hash igual.
B.2 Tabelas de Hash
Uma tabela de hash e´ uma estrutura de dados vectorial (i.e., um array unidimensional)
em que o acesso a cada entrada e´ precedido da execuc¸a˜o de uma func¸a˜o de hash associada
a` tabela. Tipicamente, a func¸a˜o de hash e´ aplicada a` componente chave de um registo do
tipo < chave, dados > e o hash resultante actua como ı´ndice de uma entrada da tabela,
associada ao registo. Cada entrada da tabela podera´ comportar um ou mais registos. Dada
uma tabela de hash Tf , cujo acesso e´ governado pela func¸a˜o de hash f : K 7→ H, Tf tera´
#H = 2Lf entradas distintas, cujos ı´ndices sa˜o dados pelo intervalo {0, 1, ...,#H − 1}.
A possibilidade de acesso directo a cada entrada constitui a propriedade mais atractiva
das tabelas de hash. Assim, e´ frequente o recurso a estas estruturas de dados quando que
se exige um acesso ra´pido a um registo qualquer, de entre um conjunto de registos (e.g.,
realizac¸a˜o de tabelas em bases de dados, tabelas de s´ımbolos em compiladores, etc.).
3Do ingleˆs one-way hash functions.
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B.2.1 Tratamento de Coliso˜es
Um dos principais problemas associados a`s tabelas de hash sa˜o as coliso˜es, que degradam
o desempenho do acesso. As coliso˜es ocorrem quando a func¸a˜o de hash usada na˜o e´
injectiva, traduzindo-se na associac¸a˜o de dois ou mais registos diferentes a` mesma entrada
da tabela. Na perspectiva das abordagens ao tratamento de coliso˜es, as tabelas de hash
podem classificar-se de i) abertas – cada entrada comporta um nu´mero fixo de registos ou
ii) fechadas – cada entrada comporta um nu´mero virtualmente ilimitado de registos, pelo
uso de estruturas de dados dinaˆmicas (listas ligadas4, a´rvores, skip-lists [Pug90], etc.).
O tratamento de coliso˜es numa tabela de hash aberta socorre-se de te´cnicas diversas. A`
partida, cada entrada da tabela pode ser vista como um contentor (usualmente denomi-
nado de bucket ou bin) com certa capacidade (fixa) de registos. Esgotada a capacidade
do contentor, recorre-se a contentores especiais (overflow buckets) ou a te´cnicas de pro-
bing/reashing para encontrar uma entrada com capacidade de armazenamento dispon´ıvel.
Com probing linear, percorre-se a tabela sequencialmente, a partir da entrada ocupada, em
busca de uma entrada livre. Na tentativa de minimizar feno´menos de clustering (formac¸a˜o
de sequeˆncia de entradas ocupadas que intercalam com sequeˆncias de entradas livres), e´
comum o recurso a variantes desta te´cnica, incluindo o uso de a) deslocamentos aleato´rios
(com semente determin´ıstica, dedut´ıvel da chave), b) deslocamentos quadra´ticos (x + 1,
x + 4, x + 9, ...), c) deslocamentos baseados em nu´mero primos (x + 1, x + 3, x + 5,
...), etc. Com rehashing na˜o-linear5, geram-se hashes sucessivos (com a func¸a˜o de hash
principal/prima´ria, ou com func¸o˜es secunda´rias) ate´ se encontrar uma entrada dispon´ıvel.
Quando o nu´mero de chaves/registos e´ superior ao nu´mero de hashes, uma tabela de hash
fechada representa a opc¸a˜o adequada, beneficiando da flexibilidade que decorre do uso de
estruturas de dados dinaˆmicas para o tratamento de coliso˜es. Ainda assim, importa referir
a sobrecarga introduzida, em termos de consumo de RAM, pelo suporte a`s estruturas
de dados dinaˆmicas (apontadores, etc.); essa sobrecarga sera´ mais ou menos relevante
consoante a dimensa˜o dos registos de dados a salvaguardar. Se a tabela de hash for
a` partida sobre-dimensionada (em geral via´vel apenas em casos particulares), i.e., se o
numero de entradas/hashes for superior ao nu´mero previsto de chaves/registos, enta˜o uma
tabela de hash aberta podera´ ser suficiente; neste caso, mesmo que ocorram coliso˜es, o facto
de existir um nu´mero suficientemente grande de entradas dispon´ıveis, permite rapidamente
encontrar uma entrada livre para acomodar um registo; por outro lado, e´ preciso levar em
conta o desperd´ıcio potencial de RAM, representado pelas entradas livres remanescentes.
B.2.2 Desempenho do Acesso
O desempenho do acesso a uma tabela de hash depende directamente da efica´cia da func¸a˜o
de hash usada. Neste contexto, para ale´m do ca´lculo eficiente de cada hash em particular6,
acaba por ser mais importante que a func¸a˜o de hash produza uma dispersa˜o tendencial-
4No caso particular do recurso a listas ligadas, a abordagem toma a designac¸a˜o de (separate-)chaining.
5Estrate´gia tambe´m designada, por vezes, de hashing secunda´rio ou hashing duplo [Sed98].
6Operac¸a˜o que representa, em geral, uma fracc¸a˜o modesta do tempo global de acesso a um registo.
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mente uniforme do conjunto das chaves sobre o conjunto dos hashes, de forma a garantir
um nu´mero de registos semelhante, por cada entrada, e um tempo me´dio de acesso redu-
zido, por registo, independentemente da estrate´gia usada para o tratamento de coliso˜es.
B.3 Hashing Esta´tico e Hashing Dinaˆmico
O Hashing Esta´tico e´ a abordagem convencional ao Hashing, na qual e´ fixo o nu´mero
de bits (relevantes) gerados pela func¸a˜o de hash; consequentemente, e´ fixo o nu´mero de
entradas da Tabela de Hash associada a` func¸a˜o. Com Hashing Dinaˆmico, o nu´mero de
bits (relevantes) gerados pela func¸a˜o de hash e´ varia´vel, o que permite ajustar o nu´mero
de entradas da Tabela de Hash associada, de forma a reduzir a probabilidade de coliso˜es
e/ou dar resposta ao esgotamento da capacidade de armazenamento das entradas.
B.3.1 Hashing Interno e Hashing Externo
Em geral, o Hashing Esta´tico e´ interno, ou seja, esta´ associado a` explorac¸a˜o de Tabelas
de Hash em memo´ria principal (RAM). Por outro lado, o Hashing Dinaˆmico e´ usualmente
externo, ou seja, recorre a memo´ria secunda´ria (Disco) como meio de armazenamento.
De facto, embora a concretizac¸a˜o de Hashing Dinaˆmico em RAM seja perfeitamente via´-
vel7, as abordagens desse tipo foram originalmente concebidos para a realizac¸a˜o de dicio-
na´rios em Disco; estes, organizam-se em unidades de armazenamento de capacidade fixa,
designados por contentores (buckets), de forma que, i) um contentor e´ realiza´vel por um ou
mais blocos do Disco e ii) a func¸a˜o/tabela de hash servira´ para agilizar a sua localizac¸a˜o.
B.3.2 Hashing Dinaˆmico com Directoria e sem Directoria
Os esquemas de Hashing Dinaˆmico distinguem–se, essencialmente, pela forma como a
tabela e os contentores evoluem, a` medida que os registos va˜o sendo inseridos/removidos.
Adicionalmente, tendo em conta o mecanismo usado para a localizac¸a˜o dos contentores,
os esquemas de Hashing Dinaˆmico classificam-se de i) com directoria ou ii) sem directoria.
Nos esquemas com directoria, a pro´pria Tabela de Hash e´ tambe´m designada de directoria,
dado que cada entrada conte´m uma refereˆncia para o contentor respectivo em Disco. A
utilizac¸a˜o do termo directoria deve-se facto de a Tabela de Hash intermediar o acesso a
objectos (contentores) em memo´ria secunda´ria, pelo que o papel da Tabela de Hash e´
semelhante ao desempenhado por uma directoria num sistema de ficheiros tradicional.
Nos esquemas sem directoria dispensa-se a referida directoria: a utilizac¸a˜o de va´rias fun-
c¸o˜es de hash, assistida por certas estruturas auxiliares, permite gerir a expansa˜o/contrac-
c¸a˜o do diciona´rio (um contentor de cada vez) e localizar facilmente qualquer contentor.
7Caso da abordagem DLH [SPW90] de Hashing Linear sobre memo´ria partilhada, ou da abordagem
LH*LH [Kar97] de Hashing Linear Distribu´ıdo sobre uma ma´quina paralela.
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B.4 Hashing Dinaˆmico Centralizado
De seguida, apresenta-se uma descric¸a˜o suma´ria de abordagens de refereˆncia ao Hashing
Dinaˆmico Centralizado [ED88], incluindo esquemas com directoria e sem directoria. As
apresentac¸a˜o destas abordagens e´ essencial para uma boa percepc¸a˜o do salto evolutivo que
representam as respectivas verso˜es distribu´ıdas, apresentadas e comparadas na secc¸a˜o 2.4.
B.4.1 Hashing Dinaˆmico de Larson (DH)
B.4.1.1 A´rvores de Prefixos
O Hashing Dinaˆmico de Larson [Lar78] e´ uma abordagem com directoria, na qual a di-
rectoria se organiza como uma a´rvore de prefixos (prefix tree), tambe´m conhecida por trie
[Mor68]. Numa trie, um percurso da raiz ate´ uma folha corresponde a uma sequeˆncia de
s´ımbolos de um determinado alfabeto. Por exemplo, na secc¸a˜o a) da figura B.1 pode-se
observar uma trie para o alfabeto bina´rio, com apenas treˆs sequeˆncias poss´ıveis, a partir
da raiz R: 00, 01 e 1; cada sequeˆncia pode ser vista como um prefixo de outra, mais
longa, de forma a que, todas as sequeˆncias com o mesmo prefixo podem ser agrupadas e
referenciadas a partir da mesma folha (no´ terminal); por exemplo, as sequeˆncias 00011,
00110 e 00101 partilham o prefixo 00, sendo todas “acess´ıveis” a partir da folha F da trie.
B.4.1.2 Mecanismo Ba´sico
Basicamente, as folhas da trie (directoria) referenciam contentores de registos, de capaci-
dade limitada. Quando um contentor b encher (situac¸a˜o de overflow), sera´ necessa´rio criar
outro contentor, b′, e repartir com ele os registos (evento de split); o processo comporta
o aumento da profundidade (local) do contentor b, lb e, eventualmente, da profundidade
(global) da trie, l (os termos profundidade ou altura dizem respeito a um certo nu´mero de
n´ıveis). Quando a func¸a˜o de hash f utilizada produz hashes de Lf bits, tem-se lb ≤ l ≤ Lf .
A profundidade da trie evolui enta˜o dinamicamente, podendo na˜o so´ aumentar, em resul-
tado da divisa˜o (split) de contentores, como tambe´m diminuir, apo´s a fusa˜o (merge) de
contentores. Uma fusa˜o e´ via´vel sempre que o conteu´do de dois contentores vizinhos (i.e.,
descendentes directos da mesma folha da trie) puder ser acomodado por um so´ contentor.
Se a func¸a˜o de hash produzir hashes distribuidos uniformemente pelo seu contra-domı´nio,
a trie sera´ balanceada, pelo que i) a profundidade de qualquer ramo sera´ semelhante, ii)
assim como a taxa de ocupac¸a˜o dos contentores e iii) o esforc¸o me´dio de acesso a qualquer
registo; uma medida deste esforc¸o e´ o nu´mero de n´ıveis da trie que e´ necessa´rio descer ate´
ao contentor apropriado; no limite, esse nu´mero corresponde ao nu´mero de bits do hash












































































Figura B.1: Exemplo ilustrativo da aplicac¸a˜o de Hashing Dinaˆmico de Larson.
B.4.1.3 Exemplo Ilustrativo
A figura B.1 serve de apoio a` descric¸a˜o de um exemplo ilustrativo do mecanismo anterior.
Assim, na figura B.1, i) assume-se que a func¸a˜o de hash (f) produz hashes de 5 bits
(Lf = 5), ii) a profundidade global (l) surge ao lado da raiz e as locais (lb) no topo dos
contentores (representados a cinzento), iii) a designac¸a˜o de cada contentor (b...) aparece
a` sua direita, baseada na sequeˆncia dos bits definida pelo trajecto mais directo, da raiz
da trie, ate´ ao contentor, iv) a sequeˆncia de bits anterior determina quais os registos
armazena´veis por um contentor (apenas os registos para os quais a sequeˆncia e´ um prefixo
do hash da chave), v) a capacidade dos contentores e´, neste caso, limitada a treˆs registos8.
Na figura B.1.a), a trie referencia treˆs contentores, dos quais dois ja´ esgotaram a sua
capacidade (b00 e b1) e outro ainda tem capacidade para mais um registo (b01). A transic¸a˜o
do cena´rio a) para o b) e´ despoletada pela inserc¸a˜o de um registo para o qual o hash da
chave e´ a sequeˆncia 11001. A` partida, b1 seria o contentor apropriado. Como esta´ cheio,
e´ necessa´rio criar um novo contentor e repartir com ele os registos. Do processo resulta, a
substituic¸a˜o de b1 pelos contentores b10 e b11, sendo o novo registo acomodado por b10.
A transic¸a˜o do cena´rio b) para o c) prossegue uma lo´gica semelhante, mas em que agora
e´ necessa´rio criar mais um no´ da trie, aumentando a profundidade do ramo em causa.
Assim, durante a inserc¸a˜o do registo para o qual o hash da chave e´ a sequeˆncia 00001,
verifica-se que o contentor apropriado (b00) tem a sua capacidade esgotada, pelo que e´
necessa´rio criar outro e repartir com ele os registos; do processo resulta a substituic¸a˜o de
b00 por b000 e b001, sendo o novo registo acomodado por b000; como o contentor cheio (b00)
dispunha de um contentor vizinho (b01), a trie e´ obrigada a expandir-se em mais um no´.
8Nos contentores sa˜o apenas representados os hashes correspondentes a`s chaves dos registos a´ı inseridos.
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B.4.2 Hashing Extens´ıvel de Fagin (EH)
B.4.2.1 Mecanismo Ba´sico
O Hashing Extens´ıvel de Fagin [FNPS79] e´ tambe´m uma abordagem com directoria, mas
em que a directoria e´ colapsada numa tabela (ver figura B.2): cada entrada da tabela,
directamente indexada por uma subsequeˆncia de bits do hash, referencia um contentor de
registos, de capacidade limitada. Tal como na abordagem de Larson, quando um contentor
esgota a sua capacidade, e´ necessa´rio criar outro e repartir os registos com ele; todavia,
quando isso acontece, pode ser necessa´rio duplicar o nu´mero de entradas da directoria.
Num dado instante (antes da l’e´sima expansa˜o), a directoria comporta 2l entradas, sendo l
a profundidade global da directoria (com l ≤ Lf ). Nesse contexto, e´ usada a func¸a˜o fl para
indexar a directoria; tal func¸a˜o gera hashes de l bits, limitados ao intervalo {0, 1, ..., 2l−1}.
Adicionalmente, definem–se profundidades locais para cada contentor b, denotadas por lb
(com lb ≤ l para qualquer b); essas profundidades correspondem ao nu´mero de bits que
e´ efectivamente usado para distinguir o hash das chaves/registos guardadas no contentor
(ou seja, na pra´tica, flb e´ a func¸a˜o de hash usada no contexto de b). Desta forma, e´
admiss´ıvel que va´rias entradas da directoria apontem para o mesmo contentor: basta que
a profundidade local do contentor seja inferior a` profundidade global. Por exemplo, se
l = 3 e lb = 2, enta˜o havera´ 2
l−lb = 21 entradas da directoria que apontam para b;
ana´logamente, se lb = 1, enta˜o havera´ 2
l−lb = 24 entradas da directoria apontando para b.
Se o contentor b com profundidade local lb esgota a capacidade apo´s uma colisa˜o, enta˜o:
1. se lb = l, e´ necessa´rio expandir a directoria; mais ainda, se fl+1 na˜o for suficiente
para evitar a colisa˜o, sera´ necessa´ria repetir a expansa˜o, ate´ se eliminar a colisa˜o;
2. se lb < l, a profundidade local aumenta uma unidade e cria–se um contentor vizinho
(buddy) com essa profundidade; se a func¸a˜o flb+1 for suficiente para evitar a colisa˜o,
repartem-se as chaves/registos entre os dois contentores; se a colisa˜o persistir, repete–
se o processo ate´ que, no limite, lb = l, sendo necessa´rio expandir a directoria.
Se a directoria se expandir, apenas a profundidade local dos contentores envolvidos no pro-
cesso sera´ actualizada, permanecendo inalterada a dos restantes. Naturalmente, quando a
directoria se expande, aumenta o nu´mero de entradas que apontam para os contentores.
Note-se que os recursos consumidos pela directoria na˜o crescem de forma suave/linear,
mas sim de forma exponencial (por duplicac¸o˜es sucessivas). Em consequeˆncia, podera˜o ser
frequentes muitas entradas redundantes, ou seja, entradas que apontam para um conten-
tor partilhado; esta situac¸a˜o ocorre imediatamente a seguir a uma duplicac¸a˜o e persiste












































































Figura B.2: Exemplo ilustrativo da aplicac¸a˜o de Hashing Extens´ıvel.
B.4.2.2 Exemplo Ilustrativo
A figura B.2 ilustra a aplicac¸a˜o do mecanismo descrito anteriormente numa situac¸a˜o que
corresponde a` transposic¸a˜o do cena´rio da figura B.1, usado no contexto do Hashing Dinaˆ-
mico de Larson. Desta forma, e´ poss´ıvel verificar a equivaleˆncia das duas abordagens.
Assim, na figura B.2, 1) a func¸a˜o de hash (f) produz hashes de 5 bits (Lf = 5), 2) a
profundidade global (l) surge no topo da directoria e as locais (lb) no topo dos contentores
(representados a cinzento), 3) a designac¸a˜o de cada contentor (b...) aparece a` sua direita,
baseada numa sequeˆncia espec´ıfica dos bits esquerdos do hash, em nu´mero dado pela
profundidade local, 4) a sequeˆncia de bits anterior determina quais os registos armazena´veis
por um contentor (apenas os registos cujo hash da chave conte´m, na parte esquerda, aquela
sequeˆncia de bits), 5) a capacidade dos contentores e´ limitada de novo a treˆs registos.
O ponto de partida, dado pelo cena´rio a), e´ caracterizado por uma profundidade global
l = 2, ou seja, a directoria comporta 22 = 4 entradas; existem ainda treˆs contentores (b00,
b01 e b1); destes, dois ja´ esgotaram a sua capacidade (b00 e b1) e outro ainda tem capacidade
para mais um registo (b01); adicionalmente, a profundidade local de b00 e b01 e´ ja´ a ma´xima
poss´ıvel (2), tendo em conta a restric¸a˜o lb ≤ l, enquanto que a profundidade local de b1 e´
apenas de 1; precisamente, sendo lb1 = 1 < l = 2, tal significa que ha´ 2
l−lb1 = 22−1 = 2
entradas da directoria que apontam para b1 (mais especificamente, b1 concentra os registos
cujo hash da chave assume, no bit mais a` esquerda, o valor 1).
A transic¸a˜o do cena´rio a) para o b) e´ despoletada pela inserc¸a˜o de um registo para o qual
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o hash da chave e´ a sequeˆncia 11001. A` partida, b1 seria o contentor apropriado. Como
esta´ cheio, e´ necessa´rio criar um novo contentor e repartir com ele os registos. Do processo
resultam b10 e b11, com profundidade local 2, sendo o novo registo acomodado por b10.
Finalmente, a transic¸a˜o do cena´rio b) para o c) representa uma situac¸a˜o em que e´ necessa´rio
duplicar a directoria. Assim, na tentativa de inserir um registo para o qual o hash da
chave e´ a sequeˆncia 00001, chega-se a` conclusa˜o que o contentor apropriado (b00) tem a
sua capacidade esgotada; todavia, como a profundidade local de b00 ja´ atingiu o ma´ximo
(lb00) = 2 = l), e´ necessa´rio duplicar a directoria, em paralelo com a criac¸a˜o de um novo
contentor; em resultado do processo, a profundidade global aumenta uma unidade (l = 3) e
surgem os contentores b000 e b001, que repartem entre si os registos do contentor b00 (sendo
b000 responsa´vel por acomodar o registo que despoletou todo o processo). Os restantes
contentores permanecem na profundidade anterior, sendo apenas necessa´rio contar com o
facto de, agora, va´rias entradas da directoria apontarem para cada um desses contentores.
B.4.3 Hashing Linear de Litwin (LH)
B.4.3.1 Mecanismo Ba´sico
O Hashing Linear de Litwin [Lit80] e´ a abordagem mais representativa de um esquema de
Hashing Dinaˆmico sem directoria. O objectivo e´ duplo: 1) acesso mais eficiente aos registos
ao evitar a consulta pre´via de uma directoria; 2) evitar armazenamento da directoria.
A ideia base e´ a de que o diciona´rio e´ visto como uma sequeˆncia de contentores (em
termos lo´gicos9), que cresce/decresce linearmente, um contentor de cada vez, por acres-
cento/remoc¸a˜o, sempre a partir do fim da sequeˆncia. Esta particularidade dispensa um
ı´ndice/directoria dos contentores, permitindo ainda um acesso directo aos mesmos, mas
impo˜e i) a utilizac¸a˜o simultaˆnea de duas func¸o˜es de hash, ii) restric¸o˜es a` sub-divisa˜o (spli-
ting) de contentores em sobrecarga e iii) a necessidade de algumas estruturas auxiliares.
Em termos formais, o Hashing Linear pode ser descrito com o aux´ılio da seguinte notac¸a˜o.
Seja l o n´ıvel de subdivisa˜o (splitlevel) actual dos contentores10 e B o conjunto dos conten-
tores bj , com 2
l ≤ #B < 2l+1 e j ∈ {0, ..., 2l+1−1}. Por exemplo, na figura B.3.g), tem-se
l = 1, B = {b00, b1, b10} (com bj expresso em bina´rio) e 2
1 = 2 ≤ #B = 3 < 21+1 = 4.
Seja ainda um ı´ndice s, com s ∈ {0, ..., 2l − 1}, que define qual o pro´ximo contentor a
subdividir. Neste contexto: 1) os contentores B′ = {bj : j ∈ {0, ..., s− 1}} ja´ foram subdi-
vididos, 2) os contentores B′′ = {bj : j ∈ {s, ..., 2
l − 1}} ainda na˜o foram subdivididos e 3)
os contentores B′′′ = {bj : j ∈ {2
l, ...,#B − 1}} resultaram da subdivisa˜o dos contentores
B′. Por exemplo, na figura B.3.g), verifica-se que B′ = {b00}, B
′′ = {b1} e B
′′′ = {b10}.
Num dado instante, apenas e´ admiss´ıvel a subdivisa˜o do contentor bs. A subdivisa˜o dos
contentores vai-se processando, de forma linear, a` medida que o ı´ndice s e´ incrementado.
A subdivisa˜o de bs apenas ocorre se for ultrapassado um factor de carga (load factor) pre´-
9Uma vez que o sistema de ficheiros pode na˜o garantir contiguidade dos blocos associados ao reposito´rio.
10Em que l corresponde, de certa forma, a` altura da trie usada pela abordagem DH de Larson ou,
equivalentemente, a` profundidade global da directoria usada na abordagem EH de Fagin.
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definido, correspondente a uma certa taxa de ocupac¸a˜o (que pode ser inferior a 100%).
A eventual ultrapassagem dessa taxa em outros contentores na˜o despoleta a subdivisa˜o
desses contentores, uma vez que sa˜o forc¸ados a aguardar a sua vez. Um contentor em
sobrecarga podera´ ter necessidade de alijar registos em excesso para contentores especiais.
Adicionalmente, e´ necessa´rio operar, em simultaˆneo, com duas func¸o˜es de hash: uma
func¸a˜o fl para aceder aos contentores que ainda na˜o foram subdivididos, e uma func¸a˜o fl+1
para aceder aos contentores que sofreram ou resultaram de uma subdivisa˜o. Estas func¸o˜es
correspondem, respectivamente, a` utilizac¸a˜o de um sufixo (ou prefixo, c.f. a convenc¸a˜o)
de l ou l+ 1 bits (sendo l o n´ıvel de subdivisa˜o que introduzimos previamente), extra´ıdos
a partir do hash gerado por uma func¸a˜o f suficientemente prol´ıfica (i.e., Lf ≥ l + 1,∀l).
Note-se que, apesar da func¸a˜o fl gerar hashes de l bits no intervalo {0, ..., 2
l − 1}, apenas
sera˜o relevantes os hashes do subconjunto {s, ..., 2l − 1}, correspondentes aos contentores
que ainda na˜o foram subdivididos. Ana´logamente, para a func¸a˜o fl+1, que gera hashes no
intervalo {0, ..., 2l+1−1}, apenas sera˜o relevantes 1) os hashes do subconjunto {0, ..., s−1},
associados a contentores ja´ subdivididos e 2) os hashes do subconjunto {2l, ...,#B − 1},
relativos a contentores resultantes de uma subdivisa˜o; mais ainda, assumindo a utilizac¸a˜o
de sufixos em vez de prefixos, fl+1 = fl na situac¸a˜o 1), e fl+1 = fl + 2
l na situac¸a˜o 2).
Para aceder a um registo com chave k, comec¸a-se por gerar fl(k); se fl(k) < s, enta˜o
o contentor do registo ja´ foi subdividido e fl+1(k) fornece o ı´ndice pretendido. Quando
s = 0, ainda nenhum contentor foi subdividido, para o n´ıvel de subdivisa˜o l actual, pelo
que e´ suficiente utilizar fl. Quando s = 2
l, enta˜o todos os contentores do n´ıvel l foram
subdivididos, havendo agora o dobro dos contentores que havia quando se iniciou o n´ıvel
l; nestas condic¸o˜es, progride-se para o pro´ximo n´ıvel de subdivisa˜o (i.e., l = l+1 e s = 0).
B.4.3.2 Exemplo Ilustrativo
A figura B.3 demonstra a aplicac¸a˜o de Hashing Linear com base no mecanismo e notac¸a˜o
introduzidos na secc¸a˜o anterior. O exemplo em causa na˜o tem relac¸a˜o com os explorados na
demonstrac¸a˜o dos outros esquemas de hashing dinaˆmico. Adicionalmente, neste exemplo,
a indexac¸a˜o dos contentores baseia-se no sufixo de l bits do hash, em vez do prefixo.
A figura representa uma se´rie de cena´rios encadeados (de a) a h)), partilhando algumas
definic¸o˜es e convenc¸o˜es: 1) a func¸a˜o de hash (f) produz hashes de 5 bits (Lf = 5), 2) l e s
aparecem representados para cada cena´rio, 3) os contentores sa˜o representados a cinzento
e a sua designac¸a˜o (bj) recorre a ı´ndices expressos em bina´rio, 4) a sequeˆncia de bits
correspondente ao ı´ndice de um contentor determina quais os registos nele armazena´veis
(apenas os registos cujo hash da chave conte´m, na parte direita, aquela sequeˆncia de bits),
5) a capacidade dos contentores e´ agora limitada a dois registos, pelo que qualquer excesso
tem de ser acomodado por contentores de sobrecarga, representados sem cor de fundo, 6)
assume-se que a subdivisa˜o de um contentor so´ ocorre se o mesmo estiver em sobrecarga11.
O ponto de partida do exemplo e´ dado pelo cena´rio a), com apenas um contentor b, deno-
tado sem ı´ndice; este contentor acomodara´ quaisquer registos (na˜o sendo ainda necessa´rio
tomar em considerac¸a˜o o hash das suas chaves), enquanto a sua capacidade na˜o se esgotar.



















































































Figura B.3: Exemplo ilustrativo da aplicac¸a˜o de Hashing Linear.
No cena´rio b), a inserc¸a˜o de um novo registo, associado ao hash 01100, esgota a capacidade
do contentor b e obriga a` utilizac¸a˜o (tempora´ria) de um contentor de sobrecarga (overflow
bucket); como s = 0, o ı´ndice impl´ıcito de b e´ 0 (ja´ que e´ o u´nico contentor regular) e
a carga ma´xima de b foi ultrapassada, enta˜o efectua-se a subdivisa˜o de b, a qual inclui:
1) renomeac¸a˜o de b para b0, 2) criac¸a˜o do novo contentor b1, 3) repartic¸a˜o dos registos
de b0 e do seu contentor de sobrecarga, com b1, baseada no sufixo de um (l + 1 = 1) bit
dos hashes associados, 4) incremento de s, que passa a 1. Apo´s a subdivisa˜o, e dado que
todos os contentores do n´ıvel l = 0 foram subdivididos, incrementa-se l, que passa a 1, e
re-inicializa-se s, que passa a 0. A configurac¸a˜o resultante e´ representada pelo cena´rio c).
No cena´rio d), o contentor b1 esgota a sua capacidade, apo´s a inserc¸a˜o de um registo
associado ao hash 11011 e, no cena´rio e), e´ inclusivamente necessa´rio criar um contentor
de sobrecarga, para acomodar um registo associado ao hash 00111. Todavia, dado que
s = 0, o contentor b1 na˜o se pode ainda subdividir, sendo obrigado a aguardar a sua vez.
No cena´rio f), a inserc¸a˜o de um registo associado ao hash 00110 coloca b0 em sobrecarga,
despoletando a sua subdivisa˜o, dado que s = 0; dessa subdivisa˜o resulta a configurac¸a˜o
dada pelo cena´rio g), apo´s: 1) renomeac¸a˜o de b0 para b00, 2) criac¸a˜o do novo contentor
b10, 3) repartic¸a˜o dos registos de b00 e do seu contentor de sobrecarga, com b10, baseada
no sufixo de dois (l+1 = 2) bits dos hashes associados, 4) incremento de s, que passa a 1.
O incremente de s para 1 faz com que, no cena´rio g), haja condic¸o˜es para a subdivisa˜o de
b1, em sobrecarga desde o cena´rio e), e aguardando a sua vez de subdivisa˜o desde enta˜o.
Em consequeˆncia da subdivisa˜o de b1 surge o cena´rio h), apo´s: 1) renomeac¸a˜o de b1 para
b01, 2) criac¸a˜o do novo contentor b11, 3) repartic¸a˜o dos registos de b01 e do seu contentor
de sobrecarga, com b11, baseada no sufixo de dois (l + 1 = 2) bits dos hashes associados,
4) incremento de s, que passa a 2 (sendo agora s = 2l = 21). Uma vez que todos os
contentores do n´ıvel l = 1 foram subdivididos, incrementa-se l para 2, e repo˜e-se s a 0.
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Apeˆndice C
Conceitos Ba´sicos de Grafos
C.1 Definic¸a˜o de Grafo
Um grafo G(V,A) e´ uma estrutura matema´tica definida por i) um conjunto V de ve´rtices
(ou nodos), e por ii) um conjunto A de arestas (ou arcos). A notac¸a˜o V (G) e A(G) permite
referenciar ve´rtices e arestas de diferentes grafos G, sem qualquer risco de ambiguidade.
|V (G)| denota o nu´mero de ve´rtices do grafo G(V,A). Com base nas convenc¸o˜es da
Teoria de Conjuntos, seguidas na dissertac¸a˜o, #V (G) e´ uma notac¸a˜o va´lida alternativa.
Correspondentemente, |A(G)| ou #A(G) denotam o nu´mero de arestas de G(V,A).
Cada ve´rtice v ∈ V (G) e´ um identificador u´nico. Uma aresta a ∈ A(G) e´ um par de
ve´rtices (v′, v′′) com v′, v′′ ∈ V (G). Dada uma aresta a = (v′, v′′) diz-se que v′ e v′′ sa˜o
incidentes a a; reciprocamente, diz-se tambe´m que a e´ incidente aos ve´rtices v′ e v′′.
Dois ve´rtices sa˜o adjacentes se incidem sobre a mesma aresta, i.e., se existe uma aresta que
os liga; reciprocamente, duas arestas sa˜o adjacentes se incidem sobre um ve´rtice comum.
O conjunto dos vizinhos de um ve´rtice v e´ composto por todos os ve´rtices adjacentes a v.
C.2 Grafos Simples
Um lac¸o e´ uma aresta em que as terminac¸o˜es sa˜o dadas pelo mesmo ve´rtice. Um grafo e´
simples se na˜o tem lac¸os e existe, no ma´ximo, uma aresta entre quaisquer dois ve´rtices.
C.3 Grafos Regulares
Um grafo e´ k-regular quando todos os seus ve´rtices teˆm grau k (ou seja, teˆm k vizinhos).
O grau de um ve´rtice e´ o nu´mero de ve´rtices seus vizinhos ou, equivalentemente, o nu´mero
de arestas incidentes ao ve´rtice1. O grau de um grafo e´ o maior grau dos seus ve´rtices.
1Um lac¸o conta duas vezes para o grau do ve´rtice que o inicia e termina.
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C.4 Grafos Conexos
Um grafo e´ conexo se for poss´ıvel definir um caminho entre qualquer par dos seus ve´rtices.
Um caminho e´ uma sequeˆncia de ve´rtices em que, para cada ve´rtice, existe uma aresta
para o ve´rtice seguinte. Um caminho simples e´ aquele em que nenhum dos ve´rtices do
caminho se repete. O comprimento do caminho e´ o nu´mero de arestas que o caminho usa.
A distaˆncia entre dois ve´rtices corresponde ao comprimento do caminho mais curto entre
eles. A distaˆncia pode ser diferente da que separa os dois ve´rtices num espac¸o Euclidiano.
O diaˆmetro de um grafo e´ a ma´xima distaˆncia entre qualquer par dos seus ve´rtices.
C.4.1 Distaˆncias Me´dias
A distaˆncia me´dia de um ve´rtice v ∈ V (G) a todos os outros e´ dada pela expressa˜o:
d(v, V (G)) =
∑




Por vezes, na˜o se considera neste ca´lculo a distaˆncia de um ve´rtice a ele pro´prio:
d(v, V (G)) =
∑




A me´dia dos valores d(v, V (G)) define a “distaˆncia me´dia entre qualquer par de ve´rtices”:
d(G) =
∑
v∈V d(v, V )
#V
(C.3)
A expressa˜o anterior e´ gene´rica, comportando o ca´lculo exaustivo de todos os valores
d(v, V (G)). Para muitos grafos, d(G) e´ conhecida, ou enta˜o conhecem-se aproximac¸o˜es.
C.5 Grafos Direccionados ou Orientados (Digrafos)
Quando as arestas teˆm uma direcc¸a˜o associada, o grafo diz-se direccionado, chamando-se
de digrafo. Neste contexto, o termo arco e´ usado preferentemente, em vez do termo aresta.
Dado um arco (v′, v′′), o seu ve´rtice de origem e´ v′ e o seu ve´rtice de destino e´ v′′. Diz-se
ainda que v′′ e´ sucessor de v′ ou, equivalentemente, que v′ e´ antecessor/predecessor de v′′.
O grau de um ve´rtice e´ agora dado pela soma dos seus grau de partida e grau de chegada.
O grau de partida (chegada) de v′ e´ o nu´mero de arcos que parte de (chegam a) v′. O grau
de partida (chegada) de um grafo e´ o maior grau de partida (chegada) dos seus ve´rtices.
Um digrafo e´ k-regular se grau de partida=grau de chegada=k, para todos os seus ve´rtices.




D.1 Demonstrac¸a˜o da Propriedade (4.28)
Seja h|L| uma entrada de n´ıvel L, na base 10. Em resultado da aplicac¸a˜o da fo´rmula 4.20:
desc(h|L|, 0) = h
desc(h|L|, 1) = h+ 2
L
Para cada descendente de h|L|, no n´ıvel L + 1, e´ enta˜o poss´ıvel determinar as sucessoras,
no grafo GB(L+ 1), aplicando a fo´rmula 4.8:
suc[desc(h|L|, 0), 0] = 2h mod 2
L+1
suc[desc(h|L|, 0), 1] = (2h+ 1) mod 2
L+1
suc[desc(h|L|, 1), 0] = [2(h + 2
L)] mod 2L+1 = (2h+ 2L+1) mod 2L+1
suc[desc(h|L|, 1), 1] = [2(h + 2
L) + 1] mod 2L+1 = [(2h + 1) + 2L+1] mod 2L+1
Ora, uma vez que, de uma forma gene´rica, “(x+ k.y) mod y = x mod y”, enta˜o deduz-se
suc[desc(h|L|, 1), 0]) = suc[desc(h|L|, 0), 0] = 2h mod 2
L+1 (D.1)
suc[desc(h|L|, 1), 1] = suc[desc(h|L|, 0), 1] = (2h+ 1) mod 2
L+1 (D.2)
Definidos os “sucessores dos descendentes de h” (podendo-se constatar que esses suces-
sores sa˜o comuns aos descendentes), e´ preciso ainda demonstrar que “os sucessores dos
descendentes de h” sa˜o um subconjunto dos “descendentes dos sucessores de h”. Assim,
comec¸amos por recordar que, pela aplicac¸a˜o da equivaleˆncia 4.8, as sucessoras de h|L| sa˜o
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suc(h|L|, 0) = 2h mod 2
L
suc(h|L|, 1) = (2h+ 1) mod 2
L
Depois, definimos as descendentes destas sucessoras, recorrendo novamente a` fo´rmula 4.20:
desc[suc(h|L|, 0), 0] = 2h mod 2
L (D.3)
desc[suc(h|L|, 0), 1] = (2h mod 2
L) + 2L (D.4)
desc[suc(h|L|, 1), 0] = (2h+ 1) mod 2
L (D.5)
desc[suc(h|L|, 1), 1] = [(2h + 1) mod 2
L] + 2L (D.6)
Ora, tendo em conta que h e´ uma entrada de n´ıvel L, ou seja, h ∈ {0, 1, ..., 2L − 1}, enta˜o
2h mod 2L+1 (D.1) =
{
2h mod 2L (D.3) se 2h ∈ {0, ..., 2L − 1}
(2h mod 2L) + 2L (D.4) se 2h ∈ {2L, ..., 2L+1 − 1}
(2h+ 1) mod 2L+1 (D.2) ={
(2h + 1) mod 2L (D.5) se (2h+ 1) ∈ {0, ..., 2L − 1}[
(2h + 1) mod 2L
]
+ 2L (D.6) se (2h+ 1) ∈ {2L, ..., 2L+1 − 1}
Dito de outra forma, (D.1) ∈ {(D.3), (D.4)}, assim como (D.2) ∈ {(D.5), (D.6)}, donde
{(D.1), (D.2)} ⊆ {(D.3), (D.4), (D.5), (D.6)}
o que, em linguagem informal quer dizer, precisamente que“os sucessores dos descendentes”
sa˜o um subconjunto dos “descendentes dos sucessores”, como quer´ıamos demonstrar.
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D.2 Demonstrac¸a˜o da Propriedade (4.29)
Seja h|L| uma entrada de n´ıvel L, na base 10. Em resultado da aplicac¸a˜o da fo´rmula 4.25:
desc(h|L|, 0) = 2h
desc(h|L|, 1) = 2h+ 1
Para cada descendente de h|L|, no n´ıvel L+1, o conjunto das sucessoras, no grafoGC(L+1),





= {(2h + 20) mod 2L+1,
(2h+ 21) mod 2L+1,
. . .





= {((2h + 1) + 20) mod 2L+1,
((2h + 1) + 21) mod 2L+1,
. . .
((2h + 1) + 2L) mod 2L+1}










Suc(Desc(h)) = {(2h + 1) mod 2L+1,
(2h+ 21) mod 2L+1, ((2h + 1) + 21) mod 2L+1
(2h+ 22) mod 2L+1, ((2h + 1) + 22) mod 2L+1
. . .
(2h+ 2L) mod 2L+1, ((2h + 1) + 2L) mod 2L+1}
= {desc(h|L|, 1),
(2h+ 21) mod 2L+1, ((2h + 21) + 1) mod 2L+1
(2h+ 22) mod 2L+1, ((2h + 22) + 1) mod 2L+1
. . .
(2h+ 2L) mod 2L+1, ((2h + 2L) + 1) mod 2L+1}
, formulac¸a˜o que permite concluir que um dos “sucessores dos descendentes de h” coin-
cide com um dos “descendentes de h” (o descendente desc(h|L|, 1)) e que o resto dos
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“descendentes dos sucessores de h” se organizam em pares, separados de uma unidade.
Para se demonstrar (4.29), e´ necessa´rio determinar os “descendentes dos sucessores de h”,
Desc(Suc(h)); para o efeito, comecemos por exprimir Suc(h), recorrendo a` fo´rmula 4.12:
Suc(h) = {(h + 20) mod 2L,
(h+ 21) mod 2L,
. . .
(h+ 2L−1) mod 2L}
Donde, os “descendentes dos sucessores de h”, recorrendo novamente a` fo´rmula 4.25, sa˜o:
Desc(Suc(h)) = {2(h + 20) mod 2L+1, (2(h + 20) + 1) mod 2L+1,
2(h+ 21) mod 2L+1, (2(h + 21) + 1) mod 2L+1,
. . .
2(h+ 2L−1) mod 2L+1, (2(h + 2L−1) + 1) mod 2L+1}
= {(2h + 21) mod 2L+1, ((2h + 1) + 21) mod 2L+1,
(2h+ 22) mod 2L+1, ((2h + 1) + 22) mod 2L+1,
. . .
(2h+ 2L−1) mod 2L+1, ((2h + 1) + 2L) mod 2L+1}
Ora, comparando a formulac¸a˜o de Desc(Suc(h)) com a de Suc(Desc(h)), conclui-se que
Desc(Suc(h)) = Suc(Desc(h)) \ {desc(h|L|, 1)} (D.7)
ou, equivalentemente
Suc(Desc(h)) = Desc(Suc(h)) ∪ {desc(h|L|, 1)} (D.8)




E.1 Utilizac¸a˜o da Classe cDomusUsrProxy
O exemplo seguinte ilustra situac¸o˜es encadeadas, em que se recorre a me´todos da classe
cDomusUsrProxy (rever secc¸a˜o 7.8.1) para a gesta˜o de um cluster Domus e seus servic¸os:
#!/usr/bin/python
import sys
from domus_libusr import *
from domus_libsys import *
#############################################################################
# criar um proxy de um cluster Domus (proxy cDomus)
_CDOMUS_USRPROXY=cDomusUsrProxy(cluster_id="myClusterDomus", \
cluster_supervisor_id=("192.168.96.254",7571))
# criar o cluster Domus referenciado pelo proxy (i.e., arrancar o supervisor)
_ret=_CDOMUS_USRPROXY.cluster_create()
if _ret[0]!=0: print STRERROR[ret[0]], STRERROR[ret[1]]; sys.exit(0)
# acrescentar um servic¸o ao cluster Domus (i.e., arrancar o servic¸o)
_ret=_CDOMUS_USRPROXY.service_add(srvAddress=("192.168.96.1",8379))
if _ret[0]!=0: print STRERROR[ret[0]]; sys.exit(0)
# quebrar a associac¸~ao do proxy cDomus ao cluster Domus (que continua activo)
_CDOMUS_USRPROXY.cluster_close()
#############################################################################
# criar um novo proxy cDomus, para o cluster Domus "myClusterDomus"
_CDOMUS_USRPROXY=cDomusUsrProxy(cluster_id="myClusterDomus", \
cluster_supervisor_id=("192.168.96.254",7571))
# verificar que o cluster "myClusterDomus" existe e esta´ no estado activo
_ret=_CDOMUS_USRPROXY.cluster_ping()
if _ret[0]!=0: print STRERROR[ret[0]]; sys.exit(0)
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# associar o novo proxy cDomus ao cluster "myClusterDomus"
_ret=_CDOMUS_USRPROXY.cluster_open()
if _ret[0]!=0: print STRERROR[ret[0]]; sys.exit(0)
# verificar se um certo servic¸o Domus existe e esta´ no estado activo
_ret=_CDOMUS_USRPROXY.service_ping(srvAddress="192.168.96.1")
if _ret[0]!=0: print STRERROR[ret[0]]; sys.exit(0)
# acrescentar um novo servic¸o ao cluster Domus (i.e., arrancar esse servic¸o)
_ret=_CDOMUS_USRPROXY.service_add(srvAddress=("192.168.96.2",8379))
if _ret[0]!=0: print STRERROR[ret[0]]; sys.exit(0)
# desactivar o cluster Domus, que passara´ ao estado inactivo
_ret=_CDOMUS_USRPROXY.cluster_shutdown()
if _ret[0]!=0: print STRERROR[ret[0]]; sys.exit(0)
#############################################################################
# criar um novo proxy cDomus, para o cluster Domus "myClusterDomus"
_CDOMUS_USRPROXY=cDomusUsrProxy(cluster_id="myClusterDomus", \
cluster_supervisor_id=("192.168.96.254",7571))
# reactivar o cluster Domus
_ret=_CDOMUS_USRPROXY.cluster_restart()
if _ret[0]!=0: print STRERROR[ret[0]], STRERROR[ret[1]]; sys.exit(0)
# obter a lista dos servic¸os Domus do cluster Domus
_ret=_CDOMUS_USRPROXY.cluster_attget(attName="attr_cluster_services")
if _ret[0]!=0: print STRERROR[ret[0]]; sys.exit(0)
else: _attValue=_ret[1]; print _attValue
E.2 Utilizac¸a˜o da Classe dDomusUsrProxy
O exemplo seguinte ilustra outro conjunto de situac¸o˜es encadeadas, aplicadas ao cluster
Domus criado no exemplo anterior (que na˜o chega a ser destru´ıdo), e em que se recorre a
me´todos da classe dDomusUsrProxy (rever secc¸a˜o 7.8.1) com o objectivo de operar DHTs:
# . . . (continuac¸~ao do exemplo anterior)
#############################################################################
# criar um proxy de uma DHT Domus (proxy dDomus) associado a um proxy cDomus
_DDOMUS_USRPROXY=dDomusUsrProxy(dht_id="myDhtDomus", \
cluster_proxy=_CDOMUS_USRPROXY)
# criar a DHT referenciada pelo proxy dDomus
_ret=_DDOMUS_USRPROXY.dht_create()
if _ret[0]!=0: print STRERROR[ret[0]]; sys.exit(0)




# criar um novo proxy dDomus, para a DHT "myDhtDomus1"
_DDOMUS_USRPROXY=dDomusUsrProxy(dht_id="myDhtDomus1", \
cluster_proxy=_CDOMUS_USRPROXY)
# verificar que a DHT "myDhtDomus1" existe e esta´ no estado activo
_ret=_DDOMUS_USRPROXY.dht_ping()
if _ret[0]!=0: print STRERROR[ret[0]]; sys.exit(0)
# associar o novo proxy dDomus a` DHT "myDhtDomus1"
_ret=_DDOMUS_USRPROXY.dht_open()
if _ret[0]!=0: print STRERROR[ret[0]]; sys.exit(0)
# obter a tabela de distribuic¸~ao do armazenamento da DHT "myDhtDomus1"
_ret=_DDOMUS_USRPROXY.dht_attget(attName="attr_dht_tda")
if _ret[0]!=0: print STRERROR[ret[0]]; sys.exit(0)
else: _attValue=_ret[1]; print _attValue
# desactivar a DHT "myDhtDomus1" (que passara´ ao estado inactivo)
_ret=_DDOMUS_USRPROXY.dht_shutdown()
if _ret[0]!=0: print STRERROR[ret[0]]; sys.exit(0)
#############################################################################
# criar um novo proxy dDomus, para uma outra DHT, do mesmo cluster Domus
_DDOMUS_USRPROXY=dDomusUsrProxy(dht_id="myDhtDomus2", \
cluster_proxy=_CDOMUS_USRPROXY)
# definir explicitamente o meio de armazenamento da DHT "myDhtDomus2"
_DDOMUS_USRPROXY.dht_attset(attName="attr_dht_ma", attValue="disco")
# criar a DHT "myDhtDomus2" referenciada pelo proxy dDomus
_ret=_DDOMUS_USRPROXY.dht_create()
if _ret[0]!=0: print STRERROR[ret[0]]; sys.exit(0)
# inserir (sobrepondo, se existir) um registo na DHT "myDhtDomus2";
# ( _key e _data s~ao quaisquer objectos Python serializa´veis )
_ret=_DDOMUS_USRPROXY.dht_record_put(_key = ..., _data = ...)
if _ret[0]!=0: print STRERROR[ret[0]]; sys.exit(0)
# recuperar um registo da DHT "myDhtDomus2", indexado por certa chave _key
_ret=_DDOMUS_USRPROXY.dht_record_get(_key = ...)
if _ret[0]!=0: print STRERROR[ret[0]]; sys.exit(0)
else: _data=ret[1]; print _data
# remover um registo da DHT "myDhtDomus2", indexado por certa chave _key
_ret=_DDOMUS_USRPROXY.dht_record_del(_key = ...)
if _ret[0]!=0: print STRERROR[ret[0]]; sys.exit(0)
# verificar a existe^ncia de um presumı´vel registo na DHT "myDhtDomus2"
_ret=_DDOMUS_USRPROXY.dht_record_probe(_key = ...)
if _ret[0]!=0: print STRERROR[ret[0]]; sys.exit(0)
xxv
# determinar a localizac¸~ao de um presumı´vel registo da DHT "myDhtDomus2"
_ret=_DDOMUS_USRPROXY.dht_record_lookup(_key = ...)
if _ret[0]!=0: print STRERROR[ret[0]], STRERROR[ret[1]]; sys.exit(0)
else:
_partition=ret[1][0]; _routing_service=ret[1][1]; _storage_service=ret[1][2]
print _partition, _routing_service, _storage_service
# suspender o cluster Domus (o que implica desactivar a DHT "myDhtDomus2")
_ret=_CDOMUS_USRPROXY.cluster_shutdown()
if _ret[0]!=0: print STRERROR[ret[0]]; sys.exit(0)
#############################################################################
# criar um novo proxy cDomus, para o cluster Domus "myClusterDomus"
_CDOMUS_USRPROXY=cDomusUsrProxy(cluster_id="myClusterDomus", \
cluster_supervisor_id=("192.168.96.254",7571))
# reactivar o cluster "myClusterDomus"
# - a DHT "myDhtDomus1" continuara´ inactiva
# - a DHT "myDhtDomus2" sera´ reactivada
_ret=_CDOMUS_USRPROXY.cluster_restart()
if _ret[0]!=0: print STRERROR[ret[0]], STRERROR[ret[1]]; sys.exit(0)
# criar um novo proxy dDomus, para a DHT "myDhtDomus1"
_DDOMUS_USRPROXY=dDomusUsrProxy(dht_id="myDhtDomus1", \
cluster_proxy=_CDOMUS_USRPROXY)
# verificar que a DHT "myDhtDomus1", mesmo inactiva, pertence ao cluster Domus
_ret=_DDOMUS_USRPROXY.dht_probe()
if _ret[0]!=0: print STRERROR[ret[0]]; sys.exit(0)
# neste ponto, seria possı´vel destruir a DHT "myDhtDomus1" sem a reactivar
#_ret=_DDOMUS_USRPROXY.dht_destroy()
#if _ret[0]!=0: print STRERROR[ret[0]]; sys.exit(0)
# reactivar a DHT "myDhtDomus1"
_ret=_DDOMUS_USRPROXY.dht_restart()
if _ret[0]!=0: print STRERROR[ret[0]]; sys.exit(0)
# determinar a localizac¸~ao de um hash na DHT "myDhtDomus1"
_ret=_DDOMUS_USRPROXY.dht_lookup(_hash = 0x1234ABCD)
if _ret[0]!=0: print STRERROR[ret[0]], STRERROR[ret[1]]; sys.exit(0)
else:
_partition=ret[0]; _routing_service=ret[1]; _storage_service=ret[1]
print _partition, _routing_service, _storage_service
# destruir o cluster Domus (destruindo todas as DHTs, activas e inactivas)
_ret=_CDOMUS_USRPROXY.cluster_destroy()
if _ret[0]!=0: print STRERROR[ret[0]], STRERROR[ret[1]]; sys.exit(0)
xxvi
