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Saham merupakan surat berharga yang dapat dibeli atau dijual oleh perorangan
atau lembaga sebagai tanda penyertaan atau kepemilikan ke dalam suatu
perusahaan sebesar proporsi saham yang dimilikinya. Dilihat dari nilai kapitalisasi
pasar, saham dibagi menjadi 3 kelompok yaitu kapitalisasi besar (Big-Cap),
kapitalisasi sedang (Mid-Cap), dan kapitalisasi kecil (Small-Cap). Data
longitudinal merupakan pangamatan yang dilakukan sebanyak n subjek yang
saling independen dengan setiap subjek diamati secara berulang dalam kurun
waktu berbeda yang saling dependen. Teknik smoothing yang digunakan untuk
mengestimasi model regresi nonparametrik pada data longitudinal adalah
estimator polinomial lokal. Estimator polinomial lokal dapat diperoleh dengan
metode WLS (Weighted Least Square). Estimator polinomial lokal sangat
bergantung pada bandwidth optimal. Penentuan bandwidth optimal dapat
diperoleh dengan menggunakan metode GCV (Generalized Cross Validation).
Diantara kernel Gaussian, kernel Segitiga, kernel Epanechnikov dan kernel
Biweight diperoleh model terbaik dengan menggunakan kernel Gaussian.
Berdasarkan penerapan model secara simultan diperoleh nilai koefisien
determinasi sebesar 97,80174% dan nilai MSE sebesar 0,03053464. Dengan
kernel Gaussian diperoleh nilai MAPE data out sample sebesar 11,74493%.
Kata Kunci: Data Longitudinal, Polinomial Lokal, Saham
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ABSTRACT
Stocks are securities that can be bought or sold by individuals or institutions as a
sign of participating or possessing a company in the amount of its proportions.
From the lens of market capitalization values, stocks are divided into 3 groups:
large capitalization (Big-Cap), medium capitalization (Mid-Cap) and small
capitalization (Small-Cap). Longitudinal data is observation which is conducted as
n subjects that are independent to each subject observed repeatedly in different
periods dependently. Smoothing technique used to estimate the nonparametric
regression model in longitudinal data is local polynomial estimator. Local
polynomial estimator can be obtained by WLS (Weighted Least Square) methods.
Local polynomial estimator is very dependent on optimal bandwidth.
Determination of the optimal bandwidth can be obtained by using GCV
(Generalized Cross Validation) method. Among the Gaussian kernel, Triangle
kernel, Epanechnikov kernel and Biweight kernel, it is obtained the best model
using Gaussian kernel. Based on the application of the model simultaneously, it is
obtained coefficient of determination of 97,80174% and MSE values of
0,03053464. Using Gaussian kernel, MAPE out sample of data is obtained as
11,74493%.
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Analisis regresi merupakan salah satu teknik yang paling umum digunakan
dalam statistik. Tujuan dari analisis ini adalah untuk mengeksplorasi hubungan
antara variabel prediktor dan respon, yaitu untuk menilai kontribusi variabel
prediktor dan untuk mengidentifikasi dampaknya terhadap variabel respon (Fan
dan Gijbels, 1997). Terdapat tiga pendekatan regresi yang dapat digunakan yaitu
pendekatan parametrik, pendekatan nonparametrik, dan pendekatan
semiparametrik. Pendekatan secara parametrik memerlukan asumsi bahwa bentuk
yang mendasari fungsi regresi diketahui, sehingga dibutuhkan informasi dari teori,
pengalaman masa lalu atau sumber lain yang tersedia yang memberikan
pengetahuan rinci tentang proses yang diteliti. Pada pendekatan nonparametrik
tidak tergantung pada asumsi bentuk kurva tertentu sehingga memiliki
fleksibilitas yang tinggi karena data diharapkan mencari sendiri bentuk kurva
regresinya. Metode ini paling cocok untuk inferensi dalam situasi dimana tidak
tersedia informasi sebelumnya tentang kurva regresi dari data (Eubank, 1999).
Apabila diketahui hubungan variabel respon dengan salah satu variabel prediktor,
tetapi dengan variabel prediktor yang lain tidak diketahui bentuk pola
hubungannya maka dalam kondisi ini digunakan pendekatan secara
semiparametrik (Ruppert, Wand dan Carrol, 2003). Pendekatan semiparametrik
merupakan gabungan antara pendekatan parametrik dan pendekatan
nonparametrik.
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Data longitudinal merupakan pangamatan yang dilakukan sebanyak n subjek
yang saling independen dengan setiap subjek diamati secara berulang dalam kurun
waktu berbeda yang saling dependen (Wu dan Zhang, 2006). Menurut Weiss
(2005) data longitudinal memiliki kelebihan yaitu lebih efisien dan hemat biaya,
dapat digunakan untuk memprediksi, dan melihat perubahan dari individu pada
periode waktu. Untuk memodelkan data longitudinal lebih tepat jika
menggunakan pendekatan regresi nonparametrik karena lebih fleksibel
dibandingkan dengan pendekatan parametrik (Wu dan Zang, 2006). Terdapat
beberapa pendekatan regresi nonparametrik untuk mengestimasi kurva regresi,
salah satunya yaitu dengan estimator polinomial lokal. Kelebihan dari polinomial
lokal adalah kemampuannya dalam beradaptasi terhadap data yang artinya
membagi data tersebut kedalam suatu wilayah kemudian melakukan estimasi
terhadap wilayah yang sudah ditetapkan nilainya tersebut. Selain itu, polinomial
lokal baik untuk menaksir data yang nilainya menyimpang jauh dibandingkan
nilai data yang lain (Fan dan Gijbels, 1997).
Penelitian sebelumnya telah banyak dikembangkan tentang estimasi model
regresi pada data longitudinal antara lain estimasi kurva regresi semiparametrik
pada data longitudinal berdasarkan estimator polinomial lokal oleh Utami (2013),
pemodelan trombosit penderita demam berdarah dengan pendekatan regresi
nonparametrik pada data longitudinal berdasarkan estimator lokal linier oleh Tita,
dkk. (2010), dan estimasi model regresi nonparametrik pada data longitudinal
berdasarkan estimator polinomial lokal kernel GEE (Generalized Estimating
Equation) oleh Utami (2010).
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Kemajuan perekonomian suatu negara dapat ditandai dengan adanya pasar
modal yang tumbuh dan berkembang dengan baik (Purnomo, 2013). Sebagai
bentuk pasar, pasar modal merupakan wadah untuk mempertemukan antara
penjual dan pembeli. Adapun penjual dan pembeli disini adalah penjualan dan
pembelian instrumen keuangan dalam kerangka investasi (Hadi, 2013). Pasar
modal memfasilitasi berbagai sarana dan prasarana kegiatan jual-beli surat-surat
berharga dan kegiatan terkait lainnya. Umumnya surat berharga yang
diperdagangkan dapat dibedakan menjadi surat berharga bersifat hutang dan surat
berharga bersifat pemilikan. Surat berharga bersifat pemilikan dikenal dengan
nama saham (Hadi, 2013). Saham merupakan surat berharga sebagai bukti
penyertaan atau kepemilikan seseorang atau badan usaha dalam suatu perusahaan
(Purnomo, 2013). Sejalan dengan pertumbuhan industri keuangan, saham juga
mengalami pembagian saham ke dalam berbagai segi salah satunya berdasarkan
nilai kapitalisasi pasar. Menurut Hadi (2013), saham dilihat dari nilai kapitalisasi
pasar dibagi menjadi 3 kelompok yaitu kapitalisasi besar (Big-Cap), kapitalisasi
sedang (Mid-Cap) dan kapitalisasi kecil (Small-Cap).
Berdasarkan uraian tersebut, penulis tertarik untuk membahas estimasi model
regresi nonparametrik pada data longitudinal berdasarkan estimator Polinomial
Lokal. Adapun data yang akan diestimasi yaitu data harga penutupan (closing
price) saham beberapa perusahaan berdasarkan tingkat kapitalisasi pasar dengan
mengambil satu subjek perusahaan pada tiap kelompok saham.
1.2 Rumusan Masalah
Berdasarkan latar belakang tersebut, maka rumusan masalah dari penulisan ini
yaitu cara menentukan model regresi nonparametrik terbaik pada data longitudinal
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berdasarkan estimator Polinomial Lokal untuk data closing price saham bulan
Januari 2012 sampai dengan September 2014.
1.3 Batasan Masalah
Data yang digunakan pada penelitian ini adalah data harga penutupan (closing
price) saham bulanan pada perusahaaan Astra Otoparts Tbk., perusahaan Astra
Graphia Tbk., perusahaan Mahaka Media Tbk. Adapun data yang digunakan
mulai bulan Januari 2012 - September 2014 sebagai data in sample dan Oktober
2014 – April 2015 sebagai data out sample. Sedangkan fungsi kernel yang
digunakan yaitu kernel Gaussian, kernel Segitiga, kernel Epanechnikov dan kernel
Biweight.
1.4 Tujuan Penelitian
Berdasarkan rumusan masalah yang telah dikemukakan, maka tujuan yang
ingin dicapai dari penelitian ini yaitu dapat menentukan model regresi
nonparametrik terbaik pada data longitudinal berdasarkan estimator Polinomial
Lokal untuk data harga penutupan (closing price) saham bulan Januari 2012
sampai dengan September 2014.
