Algorithmic copositivity detection by simplicial partition  by Bundfuss, Stefan & Dür, Mirjam
Linear Algebra and its Applications 428 (2008) 1511–1523
Available online at www.sciencedirect.com
www.elsevier.com/locate/laa
Algorithmic copositivity detection by simplicial
partition
Stefan Bundfuss, Mirjam Dür ∗
Department of Mathematics, Technische Universität Darmstadt, Schloßgartenstraße 7, D-64289 Darmstadt, Germany
Received 1 June 2006; accepted 25 September 2007
Available online 3 December 2007
Submitted by R.A. Brualdi
Abstract
We present new criteria for copositivity of a matrix, i.e., conditions which ensure that the quadratic
form induced by the matrix is nonnegative over the nonnegative orthant. These criteria arise from the
representation of the quadratic form in barycentric coordinates with respect to the standard simplex and
simplicial partitions thereof. We show that, as the partition gets finer and finer, the conditions eventually
capture all strictly copositive matrices. We propose an algorithmic implementation which considers several
numerical aspects. As an application, we present results on the maximum clique problem. We also briefly
discuss extensions of our approach to copositivity with respect to arbitrary polyhedral cones.
© 2007 Elsevier Inc. All rights reserved.
AMS classification: 15A48; 15A57; 15A63; 65F30
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1. Introduction
LetS denote the set of symmetric matrices inRn×n, and letRn+ denote the nonnegative orthant.
A matrix A ∈S is called copositive if
xTAx  0 for all x ∈ Rn+.
It is called strictly copositive if equality holds only for x = 0. We denote byC the set of symmetric
copositive matrices in Rn×n.
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Copositivity plays a role in quadratic optimization, where the set of copositive matrices can be
used to obtain relaxations on the unknown optimal value (cf. [24]). Many discrete optimization
problems can be formulated as (the dual of a) linear program over the copositive cone, cf. Burer
[5]. For the maximum clique problem this was shown in [4]. Copositivity conditions also appear
in optimality conditions for quadratic problems (cf. [7]).
In contrast to positive semidefiniteness, copositivity of a matrix is a property that cannot be
checked by means of its eigenvalues, and it is considerably harder to verify copositivity of a
matrix than semidefiniteness. More precisely, for a given matrix A ∈ Rn×n the problem to decide
whether A /∈ C is NP-complete, cf. [23].
Several algorithms to check copositivity of a matrix have been formulated. Good introductions
to the field are by Ikramov and Savel’eva [15] or, on a more abstract level, by Eichfelder and Jahn
[10]. Hadeler [11] gives criteria for 3 × 3-matrices. Andersson et al. [1] propose a recursive test
depending on copositivity of the principal submatrices. Cottle et al. [6] present criteria in terms of
cofactors of the matrix. Pivoting strategies are used by Bomze [2] and Väliaho [25]. In a different
paper [27], Väliaho provides criteria based on solving quadratic optimization problems in n − 1
variables. Danninger [8] proposes a recursive procedure. Kaplan [18] consideres the eigenvalues
and eigenvectors of the principal submatrices. In [19], the same author gives an algorithm based
on decomposition of the matrix into a sum of a positive semidefinite and a nonnegative matrix.
Bomze [3] generalizes the obvious fact that a diagonal matrix is copositive iff all eigenvalues are
nonnegative to tridiagonal matrices. Ikramov [14] in turn generalizes Bomze’s result to so-called
acyclic matrices, i.e., matrices arising from acyclic graphs.
In this paper, we formulate new conditions for copositivity of a matrix A which are based on
the representation of the quadratic form q(x) := xTAx in barycentric coordinates with respect to
a simplex. We present an algorithmic implementation which considers several numerical aspects.
As an application, we discuss the maximum clique problem. We also point out how the approach
generalizes to copositivity with respect to arbitrary polyhedral cones.
2. Conditions for copositivity
The following observation is the basis of our approach.
Lemma 1. Let ‖ · ‖ denote any norm on Rn. We have
(a) A is copositive ⇔ xTAx  0 for all x ∈ Rn+ with ‖x‖ = 1.
(b) A is strictly copositive ⇔ xTAx > 0 for all x ∈ Rn+ with ‖x‖ = 1.
Proof. [⇒] is obvious. [⇐]: Take x ∈ Rn+ with ‖x‖ /= 1. If ‖x‖ = 0 then x = 0 and xTAx =
0. If ‖x‖ > 0 then x˜ := x‖x‖ fulfills ‖x˜‖ = 1, whence xTAx = ‖x‖2x˜TAx˜, and the statement
follows. 
If we choose the 1-norm, then the set S := {x ∈ Rn+ : ‖x‖1 = 1} is the so-called standard
simplex, whose vertices are the unit vectors e1, . . . , en. The copositivity property then translates
to
xTAx  0 for all x ∈ S,
i.e., we search for conditions which ensure that the quadratic polynomial q(x) is nonnegative over
a simplex. A convenient way to describe polynomials with respect to a simplex is to use barycentric
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coordinates and the so-called Bézier–Bernstein representation of the polynomial, which gives an
easily verifiable sufficient condition for a matrix to be copositive on a simplex. This approach
was inspired by similar ideas used for convex surface fitting in computer aided geometric design,
as described in [16].
Lemma 2. Let  = conv{v1, . . . , vn} be a simplex. If
vTi Avj  0 (resp. vTi Avj > 0) for all i, j = 1, . . . , n, (1)
then xTAx  0 (resp. xTAx > 0) for all x ∈ .
Proof. Given , we can represent each point x in the affine hull of  by its uniquely defined
barycentric coordinates λ = λ(x) = (λ1, . . . , λn) with respect to :
x =
n∑
i=1
λivi with
n∑
i=1
λi = 1.
With this representation, we get
xTAx =
(
n∑
i=1
λivi
)T
A
⎛
⎝ n∑
j=1
λjvj
⎞
⎠ = n∑
i,j=1
vTi Avjλiλj .
For x ∈ , we have λ(x)  0, whence (1) implies xTAx  0. 
Applying this lemma to the standard simplexS = conv{e1, . . . , en} shows that A is copositive
if 0 ≤ eTi Aej = aij for all i, j , which is the well known property that any (entrywise) nonnegative
matrix is copositive. This condition can be refined by looking at so-called simplicial partitions of
S :
Definition 1. Let  be a simplex in Rn. A family P = {1, . . . ,m} of simplices satisfying
 =
m⋃
i=1
i and inti ∩ intj = ∅ for i /= j
is called a simplicial partition of .
Using this concept, the following theorem gives sufficient conditions for copositivity which
generalize the aforementioned relation that A is copositive if all aij  0.
Theorem 1. Let A ∈S, letP = {1, . . . ,m} be a simplicial partition of S into m simplices,
and let vk1, . . . , vkn denote the vertices of simplex k. Let k ∈ {1, . . . , m} and i, j ∈ {1, . . . , n}.
(a) If for all k, i, j we have (vki )TAvkj  0, then A is copositive.
(b) If for all k, i, j we have (vki )TAvkj > 0, then A is strictly copositive.
Proof. We only prove (a). Because of Lemma 1 it is sufficient to prove nonnegativity of xTAx
for x ∈ S . So choose an arbitrary x ∈ S . Then x ∈ k for some k ∈ P. By assumption,
(vki )
TAvkj  0 for all combinations of vertices of this simplex which, by Lemma 2, implies
xTAx  0. 
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The next theorem shows that we also get a necessary condition for strict copositivity through
this approach provided that the simplicial partition is fine enough. For a simplicial partition
P = {1, . . . ,m} of S , where vk1, . . . , vkn denote the vertices of simplex k , we write δ(P) to
denote the maximum diameter of a simplex in the partition P:
δ(P) := max
k∈{1,...,m} maxi,j∈{1,...,n}
∥∥∥vki − vkj∥∥∥ .
Theorem 2. Let A ∈S be strictly copositive. Then there exists ε > 0 such that for all finite
simplicial partitions P = {1, . . . ,m} of S with δ(P)  ε, we have
(vki )
TAvkj > 0 for all k = 1, . . . , m, i, j = 1, . . . , n,
where, again, vk1, . . . , v
k
n denote the vertices of simplex k.
Proof. Strict copositivity of A means that the bilinear form Q(x, y) :=xTAy is strictly positive
on the diagonal of S × S . By continuity, for every x ∈ S there exists εx > 0 such that
‖x − y‖  εx ⇒ Q(x, y) > 0.
Since Q is uniformly continuous on the compact set S × S , it follows that
ε := inf
x∈S
εx > 0.
LetP = {1, . . . ,m} be a simplicial partition ofS with δ(P) < ε. Choose an arbitrary simplex
k with k ∈ {1, . . . , m}, and arbitrary vertices vki , vkj with i, j ∈ {1, . . . , n}. Then ‖vki − vkj‖ < ε,
and consequently Q(vki , v
k
j ) > 0, i.e., (v
k
i )
TAvkj > 0, as desired. 
3. Testing copositivity
Theorems 1 and 2 give rise to an algorithm which decides whether a matrix A is copositive or
not:
Algorithm 1. Test whether a matrix A is copositive or not
Input: A ∈S
1: P← {S}
2: while P /= ∅ do
3: choose  = conv{v1, . . . , vn} ∈ P
4: if ∀i, j ∈ {1, . . . , n} : vTi Avj  0 then
5: P← P \ {}
6: else if ∃i ∈ {1, . . . , n} : vTi Avi < 0 then
7: return “A is not copositive”
8: else
9: partition  into  = 1 ∪ 2
10: P← P \ {} ∪ {1,2}
11: end if
12: end while
13: return “A is copositive.”
Output: “A is copositive” or “A is not copositive”.
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Fig. 1. The sequence of simplicial partitions generated by Algorithm 1 in Example 1.
We illustrate the behavior of Algorithm 1 with two examples:
Example 1. Consider the matrix
A =
⎛
⎝ 2 −1 −1−1 2 −1
−1 −1 2
⎞
⎠
The sequence of simplicial partitions generated by the algorithm is shown in Fig. 1. An edge
(u, v) is drawn bold if uTAv < 0. A simplex  = conv{v1, v2, v3} is filled if vTi Avj < 0 for
some i, j ∈ {1, 2, 3}, otherwise it is displayed white. Therefore, white subsimplices indicate those
parts of S where the quadratic form has already been proven to be nonnegative. The algorithm
terminates after 7 iterations with the certificate that A is copositive.
Example 2. As a second example, consider the so-called Horn-matrix
H =
⎛
⎜⎜⎜⎜⎝
1 −1 1 1 −1
−1 1 −1 1 1
1 −1 1 −1 1
1 1 −1 1 −1
−1 1 1 −1 1
⎞
⎟⎟⎟⎟⎠
taken from [12]. Horn introduced this matrix to illustrate that there exist copositive matrices which
are not decomposable as the sum of a positive semidefinite and a nonnegative matrix. Algorithm 1
detects copositivity of H and terminates after 19 simplices have been tested.
Obviously, Algorithm 1 produces the correct answer if it terminates. If the partitioning pro-
cedure in Step 9 of the algorithm ensures that δ(P) → 0, then it follows from Theorem 2 that
Algorithm 1 terminates if A is strictly copositive. Under the assumption δ(P) → 0 Algorithm 1
also terminates if A is not copositive, since in this case there exists x¯ ∈ S with x¯TAx¯ < 0.
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From the continuity of the quadratic form xTAx we conclude that there exists an ε-neighborhood
Nε(x¯) such that xTAx < 0 for all x ∈ Nε(x¯). Therefore, once the simplicial partitionP of S is
sufficiently fine, a vertex v of one of the simplices inP falls into Nε(x¯), i.e., vTAv < 0, and the
algorithm terminates in Step 6.
Unfortunately, in case that A is copositive but not strictly copositive the algorithm does not
terminate in general. We discuss in Section 3.2 how this difficulty can be handled. First, we show
how a simplex can be partitioned in an efficient way.
3.1. Subdivision strategies
In this section, we discuss how a simplex  can be subdivided into  = 1 ∪ 2 in Step 9 of
Algorithm 1.
It is easy to see (cf. [13] and references therein) that the following “radial” subdivision of
 = conv{v1, . . . , vn} generates a simplicial partition: letσ ∈  \ {v1, . . . , vn}, which is uniquely
represented by
σ =
n∑
i=1
λivi with λi  0,
n∑
i=1
λi = 1.
For each i such that λi > 0, form the simplex i obtained from  by replacing the vertex vi by
σ , i.e., i = conv{v1, . . . , vi−1, σ, vi+1, . . . , vn}. The collection of all those i is a simplicial
partition of . If σ is the midpoint of one of the longest edges of , the above procedure is called
bisection of the simplex along the longest edge. Generating a nested sequence of subsimplices of
 through bisection along the longest edge has the nice property that this sequence will converge
to a singleton. This property can be generalized from midpoint bisection to settings where the
bisection point is an almost arbitrary point on one of the longest edges, see [13] for a detailed
discussion.
The next two lemmas motivate a particular choice of the bisection point σ .
Lemma 3. Let A ∈S and q(x) = xTAx. Assume we are given u, v ∈ Rn with
α :=uTAu  0, β :=vTAv  0, γ :=uTAv < 0.
Then the function f (λ) :=q(λu + (1 − λ)v) attains its minimum at λ¯ = β−γ
α−2γ+β ∈ (0, 1).
Proof. We have
f (λ) = (λu + (1 − λ)v)TA(λu + (1 − λ)v)
= λ2uTAu + 2λ(1 − λ)uTAv + (1 − λ)2vTAv
= λ2α + 2(λ − λ2)γ + (1 − 2λ + λ2)β
= λ2 (α − 2γ + β)︸ ︷︷ ︸
>0
+λ(2γ − 2β) + β.
Therefore, f is a strictly convex function, and it attains its minimum at the point where the
derivative is zero, which is λ¯. It follows immediately from α, β  0 and γ < 0 that λ¯ ∈ (0, 1). 
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Lemma 4. Let A ∈S and q(x) = xTAx. Consider u, v ∈ Rn+ with
α = uTAu  0, β = vTAv  0, γ = uTAv < 0.
(a) If α = β = 0 then A is not copositive.
(b) If γ
γ−α >
β
β−γ then A is not copositive.
(c) If γ
γ−α 
β
β−γ then denote I :=
[
γ
γ−α ,
β
β−γ
]
.Then I ⊂ [0, 1], I /= ∅and for allσλ := (λu +
(1 − λ)v) with λ ∈ I we have
σTλ Av  0 and uTAσλ  0.
Proof .
(a) It is easy to see that q(u + v) < 0: we have
(u + v)TA(u + v) = uTAu + 2uTAv + vTAv = α + 2γ + β = 2γ < 0.
(b) We may assume that not both α = 0 and β = 0. If α > 0, we have q(v − γ
α
u) < 0:
(
v − γ
α
u
)T
A
(
v − γ
α
u
)
< 0 ⇔ vTAv︸ ︷︷ ︸
=β
−2γ
α
uTAv︸ ︷︷ ︸
=γ
+γ
2
α2
uTAu︸ ︷︷ ︸
=α
< 0
⇔ γ
γ − α >
β
β − γ .
If β > 0, one shows analogously that q
(
u − γ
β
v
)
< 0.
(c) ∅ /= I ⊂ [0, 1] is obvious. For λ ∈ I we have
λ  β
β − γ ⇔ 0  λγ + (1 − λ)β = λu
TAv + (1 − λ)vTAv
⇔ (λu + (1 − λ)v)TAv  0.
The proof for uTA(λu + (1 − λ)v)  0 is analogous. 
So if we choose λ ∈ I , we generate a bisection point σλ that has the nice property that both
uTAσλ  0 and σTλ Av  0, i.e., we replace the “negative edge” (u, v) where uTAv < 0 with two
“nonnegative edges” (u, σλ) and (σλ, v). Therefore, if λ¯ from Lemma 3 is in I , we choose λ¯ to
generate the bisection point. If λ¯ /∈ I , we choose the endpoint of I which is closest to λ¯. As a
formula, we can express this setting as
λ ← max
{
γ
γ − α , min
{
β − γ
α − 2γ + β ,
β
β − γ
}}
.
Summarizing, we get the following Algorithm 2 to generate a subdivision of a simplex . This
procedure is repeated in Step 9 in every iteration of Algorithm 1. In pathologic cases, this procedure
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may generate a sequence of partitionsP	 with δ(P	) 0. To overcome this phenomenon, one can
insert a bisection of the simplex with the longest edge every so many iterations, which guarantees
convergence δ(P	) → 0.
Algorithm 2. Subdivision of a simplex
Input: A simplex  = conv{v1, . . . , vn} such that vTi Avi  0 for all i, but not all vTi Avj  0(i, j ∈ {1, . . . , n})
1: choose (i, j) ∈ argmin(i,j)∈{1,...,n}2vTi Avj
2: α ← vTi Avi
3: β ← vTj Avj
4: γ ← vTi Avj
5: if γ
γ−α >
β
β−γ then
6: return “A is not copositive”
7: end if
8: λ ← max
{
γ
γ−α , min
{
β−γ
α−2γ+β ,
β
β−γ
}}
9: σ ← λvi + (1 − λ)vj
10: 1 ← conv{v1, . . . , vi−1, σ, vi+1, . . . , vn}
11: 2 ← conv{v1, . . . , vj−1, σ, vj+1, . . . , vn}
Output: “A is not copositive”, or a partition  = 1 ∪ 2
3.2. Termination
As mentioned before, Algorithm 1 does not terminate in general if the matrix A is copositive
but not strictly copositive. The reason for this is the following lemma.
Lemma 5. Let A be copositive and let  = conv{v1, . . . , vn} be a simplex with vTi Avi > 0 for
all i ∈ {1, . . . , n}. If there exists x ∈  \ {v1, . . . , vn} with xTAx = 0 then there exist i, j ∈
{1, . . . , n} with vTi Avj < 0.
Proof. Suppose on the contrary that vTi Avj  0 for all i, j ∈ {1, . . . , n}. Let λ1, . . . λn be the
barycentric coordinates of x. Since x ∈ , we have λi  0, and since∑ni=1 λi = 1, not all λi are
zero. But then we get
xTAx =
n∑
i,j=1
λiλj v
T
i Avj 
n∑
i=1
λ2i v
T
i Avi > 0,
contradicting the assumption xTAx = 0. 
Thus, if this situation occurs, Algorithm 1 will keep generating simplices with vertices vi, vj
such that vTi Avj < 0, and the stopping criterionP = ∅ in Algorithm 1 is never met. If, however,
a vertex of a simplex is a zero of the quadratic form, then Lemma 5 does not apply, and the
algorithm may or may not terminate.
A possibility to get rid of this termination problem is to choose a small tolerance ε > 0 and to
stop if for all  = conv{v1, . . . , vn} ∈ P
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vTi Avj  −ε for all i, j ∈ {1, . . . , n}.
This criterion immediately provides a lower bound on the minimum of the quadratic form xTAx
on .
Lemma 6. LetA ∈S, = conv{v1, . . . , vn},and ε > 0. IfvTi Avj  −ε for all i, j ∈ {1, . . . , n}
then
xTAx  −ε for all x ∈ .
Proof. Let x ∈  and let λ1, . . . , λn be the barycentric coordinates of x with respect to , then
xTAx =
n∑
i,j=1
λiλj v
T
i Avj 
n∑
i,j=1
λiλj (−ε) = −ε,
as desired. 
Definition 2. We call a matrix A ∈S ε-copositive, if xTAx  −ε for all x ∈ S .
Note that (unlike the statements in Lemma 1), the condition xTAx  −ε for all x ∈ S does
not imply xTAx  −ε for all x ∈ Rn+. In view of Lemma 6, however, ε-copositivity of A on 
can be checked by verifying vTi Avj  −ε for all combinations of vertices vi, vj .
In our algorithm, we discard a subsimplex ⊆ S if vTi Avj  −ε for all i, j , i.e., if the matrix
is ε-copositive with respect to that subsimplex. The next lemma shows that this is a stopping
criterion that actually leads to a finite algorithm.
Lemma 7. Let A ∈S and S ⊇  = conv{v1, . . . , vn}. Assume vTi Avi  0 for all i. Then
vTi Avj  −|λmax|‖vi − vj‖ f or all i, j ∈ {1, . . . , n}
where λmax is the eigenvalue of A with maximal absolute value.
Proof. Since  ⊆ S , ‖vi‖ = 1 for all i, and hence
−vTi Avj  vTi Avi − vTi Avj ≤ |vTi A(vi − vj )|
 ‖vi‖‖A(vi − vj )‖  ‖vi‖|λmax|‖vi − vj‖
 |λmax|‖vi − vj‖,
for all i, j , which is equivalent to vTi Avj  −|λmax|‖vi − vj‖. 
Therefore, once the partitionP is so fine that δ(P) < ε|λmax| , this implies that v
T
i Avj  −ε for
all i, j . In this case, A is ε-copositive by Lemma 6, and the algorithm terminates.
We summarize these findings in Algorithm 3, a finite version of Algorithm 1 which tests
whether a given matrix is ε-copositive.
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Algorithm 3. Test whether a matrix A is ε-copositive
Input: A ∈S, ε > 0
1: P← {S}
2: while P /= ∅ do
3: choose  = conv{v1, . . . , vn} ∈ P
4: if ∀i, j ∈ {1, . . . , n} : vTi Avj  −ε then
5: P← P \ {}
6: else if ∃i ∈ {1, . . . , n} : vTi Avi  0 then
7: return “A is not copositive”
8: else
9: choose i, j ∈ {1, . . . , n} so that vTi Avj = mini,j∈{1,...,n}{vTi Avj }
10: α ← vTi Avi
11: β ← vTj Avj
12: γ ← vTi Avj
13: if γ
γ−α >
β
β−γ then
14: return “A is not copositive”
15: end if
16: λ ← max
{
γ
γ−α , min
{
β−γ
α−2γ+β ,
β
β−γ
}}
17: σ ← λvi + (1 − λ)vj
18: P← P \ {} ∪ {conv{v1, . . . , vi−1, σ, vi+1, . . . , vn},
conv{v1, . . . , vj−1, σ, vj+1, . . . , vn}}
19: end if
20: end while
21: return “A is ε-copositive.”
Output: “A is ε-copositive” or “A is not copositive”
If bisection of the longest edge is used instead of the method described in Steps 9–18 of
Algorithm 3, then the number of iterations till termination can be bounded:
Proposition 1. Let A be an n × n symmetric matrix, let λmax denote the eigenvalue of A with
maximal absolute value, and let ε > 0. If in Algorithm 3 bisection along the longest edge is used
as the partitioning procedure, then the number N of iterations needed to certify ε-copositivity of
A is bounded by
N  (n + 1)
log(ε/|λmax |)−log
√
2
log(
√
3/2) .
Proof. We have seen that the algorithm stops once δ(P) < ε|λmax| , so we construct a bound from
this property. Obviously, the starting partitionP = {S} has diameter √2. After one bisection (=
one iteration of the algorithm), the partition has two simplices, and the diameter is still √2. After
n + 1 iterations, the partition has n + 1 simplices, and one verifies by geometric arguments that
the diameter is now
√
3
2
√
2. A proof of this result may also be found in [13]. Following the same
arguments for each of the n + 1 little simplices, we see that after (n + 1)2 iterations the partition
consists of (n + 1)2 simplices, and δ(P) =
(√
3
2
)2 √
2.
More generally, after (n + 1)k iterations the partition consists of (n + 1)k simplices, and the
diameter fulfills δ(P) =
(√
3
2
)k √
2. Now setting ε|λmax| > δ(P) =
(√
3
2
)k √
2 gives
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k <
log ε|λmax| − log
√
2
log
√
3
2
.
This diameter is reached after at most (n + 1)k iterations, whence the statement follows. 
Clearly, this bound quickly gets large if n is big and the precision ε is close to zero. It should be
emphasized, however, that this is a worst case upper bound which is only attained if the simplexS
is refined uniformly, and if no parts of it are excluded from consideration in earlier iterations. This
virtually never happens in practice. In random examples, we found that the number of iterations
needed by the algorithm is usually much lower.
3.3. Speed up
To speed up the algorithm, one can get rid of some zeros of q(x) = xTAx: every vector x ∈ Rn
can be written as x = x0 + x⊥ with x0 ∈ Ker A and x⊥ ∈ (Ker A)⊥. Then we have for x, y ∈ Rn
xTAy = (x0 + x⊥)TA(y0 + y⊥) = (x0)TAy0︸ ︷︷ ︸
=0
+ (x0)TAy⊥︸ ︷︷ ︸
=0
+ (x⊥)TAy0︸ ︷︷ ︸
=0
+(x⊥)TAy⊥.
Therefore, it is sufficient to consider only the subspace (Ker A)⊥ to test copositivity. Let π be the
projection onto the subspace (Ker A)⊥. Then we can start the algorithm with a simplicial partition
of conv{π(e1), . . . , π(en)}. This will reduce the problem size and furthermore the set of zeros
of the quadratic form restricted to (Ker A)⊥ will be smaller. Unfortunately, this set will not be
empty in general.
With this reduction procedure, it is also possible to verify if a matrix is copositive-plus
(cf. [6]). A matrix A is called copositive-plus if A is copositive and x  0, xTAx = 0 imply
Ax = 0. This matrix class is of interest in solving certain classes of linear complementarity
problems and matrix games (cf. [20]). Obviously, a matrix is copositive-plus if it is strictly
copositive on the space (Ker A)⊥, which can easily be detected by Algorithm 1.
A second means to speed up the algorithm is to perform a basis transformation such that A is
diagonal with respect to the new basis. Then uTAv can be computed in O(n) iterations instead of
O(n2).
Tests on randomly generated matrices showed that the algorithm works very efficiently.
4. Cone-copositive matrices
Let D ∈ Rm×n, and consider the cone D :={x ∈ Rn : Dx  0}. A matrix A ∈S is called
D-copositive if
xTAx  0 for all x ∈ D.
D-copositivity is a generalization of both copositivity (choose D = I ) and positive semidefinite-
ness (D = 0). It plays a role in certain optimality conditions for indefinite quadratic problems,
where copositivity (with respect to the tangent cone) of the Hessian is related to local optimality
of the quadratic function, cf. [7].
As shown in [10, Corollary 2.21], copositivity with respect to a polyhedral cone with s extremal
rays is equivalent to copositivity with respect to Rs+. So if s is not too big compared to n, the
problem can be transformed to Rs and our method described in Section 3 can be applied.
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The copositivity test of Section 3 can be also be extended directly toD-copositive matrices in
the following way: if the coneD is pointed, i.e., does not contain a straight line (this is equivalent
to rank(D) = n), it is easy to find a set B such that R+B = D. For example, one may choose
B = {x ∈ Rn : Dx  0, cTx = 1}, where c is the sum of the extremal vectors of D. Then any
simplicial partition ofB can be used as a starting partition of Algorithm 1 to checkD-copositivity.
Alternatively, one may start with a simplicial partition of {x ∈ D : ‖x‖1 = 1}. Note that this
set is a union of polytopes, sinceD is a polyhedron, andB1 :={x ∈ Rn : ‖x‖1 = 1} is a union of
(n − 1)-dimensional polytopes. However, in n dimensions,B1 is a union of 2n simplices, so this
approach is feasible for small dimensions only. The approach is used in convex surface fitting
in computer aided design to obtain conditions for positive semidefiniteness of 2 × 2 matrices,
cf. [16].
Other criteria for copositivity with respect to a cone are given in [21,22,26].
5. An application
As an application, consider the well known maximum clique problem from graph theory: given
a graph G, determine the size of the maximum complete subgraph (= clique) in G. This so-called
clique number is denoted by γ (G), and it is well known that determining γ (G) is an NP-hard
problem.
The problem can be formulated as a copositive optimization problem as follows (cf. [17]): let
A be the adjacency matrix of G, and denote by E the matrix with all entries eij = 1. Then
γ (G) = min{λ ∈ N | λ(E − A) − E ∈ C}.
If n is the number of nodes in G, then γ (G) can be computed by n copositivity tests, which
we tried to perform with our algorithm. In the table below, the results for some instances of the
Second DIMACS Challenge [9] are listed.
We started with λ = 1, performed a copositivity check, increased λ by one, and iterated this
procedure untilλ(E − A) − E ∈ Cwas verified or the algorithm had to be stopped due to memory
overflow. Unfortunately, the first case never occured, so we were only able to get lower bounds
on the clique number. This shows that the maximum clique problem leads to very hard instances.
Instance Nodes Edges Clique number Lower bound
Brock200_2 200 9876 12 9
Brock200_3 200 12,048 15 11
Hamming6-2 64 1824 32 28
Hamming6-4 64 704 4 4
Hamming8-4 256 20,864 16 12
Johnson16-2-4 120 5460 8 8
Johnson8-2-4 28 210 4 4
Johnson8-4-4 70 1855 14 14
Keller4 171 9435 11 9
MANN_a9 45 918 16 16
6. Conclusions
Based on the representation of a quadratic form in barycentric coordinates, we developed
necessary as well as sufficient criteria for (strict) copositivity of a given matrix. We proposed an
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algorithm for testing copositivity and discussed its behavior in detail. We showed how the approach
can be generalized to copositivity with respect to arbitrary polyhedral cones and discussed an
application to the maximum clique problem.
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