Bernoulli HMMs (BHMMs) have been successfully applied to handwritten text recognition (HTR) tasks such as continuous and isolated handwritten words. BHMMs belong to the generative model family and, hence, are usually trained by (joint) maximum likelihood estimation (MLE) by means of the Baum-Welch algorithm. Despite the good properties of the MLE criterion, there are better training criteria such as maximum mutual information (MMI). The MMI is the most widespread criterion to train discriminative models such as log-linear (or maximum entropy) models. Inspired by a BHMM classifier, in this work, a log-linear HMM (LLHMM) for binary data is proposed. The proposed model is proved to be equivalent to the BHMM classifier, and, in this way, a discriminative training framework for BHMM classifiers is defined. The behavior of the proposed discriminative training framework is deeply studied in a well known task of isolated word recognition, the RIMES database.
class c * that maximizes the posterior class probability for a given input x as 10 follows 11 c ⋆ (x) = arg max els (Dempster et al., 1977) in general, and HMMs in particular (Rabiner and Juang, 1993) .
classifiers was proposed and tested in a task of isolated handwritten digit BHMMs, which are assessed in a complex isolated word recognition task.
54
Specifically, we compared both generative and discriminative approaches in 
58
More precisely, the contributions of this work are the following: BHMMs.
70
The remainder of the paper is organized as follows. A review of BHMMs 71 is given in Sec. 2. The proposed LLHMM or semi-CRF classifier for binary data is described in Sec. 3. The Sec. 4 proves equivalence between both clas-73 sifiers, and in Sec. 5 the parameter estimation for the LLHMM is analyzed.
74
The proposed training scheme is deeply analyzed on the RIMES database 75 in Sec. 6. We conclude the paper by summarizing and discussing the most 76 important results and future research directions. a(q t , q t+1 )
where we have uncovered the latent variables q = (q 0 , q 1 , . . . , q T +1 ) which 81 represent all the possible state sequences (or paths), such that q 1 , . . . , q T ∈ 82 {1, . . . , M} are the regular states chosen out of a total of M states, and the 83 first (q 0 = I) and last (q T +1 = F ) states are special, the so-called initial or 84 start state and the final or stop state, respectively. Furthermore, for any 85 regular states i and j, a(i, j) denotes the transition probability from i to j, 86 while b j is the probability distribution for an observation at state j.
87
If we further assume that O is a sequence of binary featured vectors, then 88 a Bernoulli (mixture) HMM (BHMM) is an HMM in which the probability of 89 observing o t at position t and the state j (q t = j) follows a Bernoulli mixture
where τ j (k) and p jk are, respectively, the prior and prototype of the k-th 92 mixture component in state j. Fig. 1 
where for each possible transcription S, the emission probability, p(O | S), is 100 approximated as a BHMM, and p(S) is modelled regarding each probability 101 as a parameter itself, π S .
102
The number of possible transcriptions in handwriting recognition is typi- L ≤ T ; the latent segmentation i = (i 1 , i 2 , . . . , i L+1 ) defined as follows 
In Fig. 1 
BHMM Inspired Log-linear Model

138
The BHMM classifier can be expressed by plugging (2), (3), and (6) as
where by i, q, k we denote the 3 latent variables of the model, namely: the The joint probability in the right-hand-side of previous equation,
is decomposed left-to-right as follows
where p θ (i, q | S) is the transition probability of the word-level BHMM and
the emission probability. The transition probabilities are
where the first product accounts for the input, a s l (I, q i l ), and output, a s l (q i l+1 −1 , F ), 
where we have also omitted the boundaries of the products, which can always 162 be traced back to (10).
163
Similarly, the emission probability is decomposed as follows
where again by dropping the product boundaries is simplified to
with τ s l qt (k t ) and p s l qtkt being the prior and prototype of the k-th mixture 166 component at state q t of the character s l .
167
Consequently, the model in (9) can be expressed as follows
where the logarithms of the probabilities are given by
and
Note that the term ξ cq (k) is easily obtained when applying the logarithm to 
173
At this point, we reparameterize the probabilities in terms of the new parameters, λ, as follow
for each character, c; states, q and q ′ ; mixture component, k; and input
175
Provided the previous parameterization, the original joint probability 176 in (9) is alternatively expressed as follows
In order to simplify notation, we adopt here the standard and powerful nota- 
187
The proposed notation simplifies (22) into vocabulary; and then the feature function is defined as Finally, equation (22) is expressed as
where we can substitute the sum by its vectorial notation. The model in (25) 202 when plugged into (8) is a log-linear model with binary inputs. 
Discriminative Classifier
204
Log-linear models are commonly employed to approximate posterior prob-205 abilities. From (25), we can approximate the posterior class probability re-206 quired by the optimal Bayes' classifier in (1) as follows
where
is approximated by (25) and the Bayes' theorem as
It is worth noting that the denominator is a probability because of the 209 transformation that we have performed in equations (18) 
that for the specific parameters in equations (18)- (21) 
218
The previous LLHMM is used in the optimal Bayes' rule to obtain the
Feature Functions
221
As discussed before, in order to use the standard notation in log-linear 222 models, we need to define the feature functions for each kind of parameters.
223
For a given character c out of C different symbols, and for a given pair 224 of state indexes (q, q ′ ) of that character, we define the transition features
where I and F represent the initial and final states respectively. Intuitively,
227
this feature counts the number of times the specific transition from q to q
of the character c, is used in the input S, i, q. Note that it can be 0, if, for 229 instance, the character c is not part of word S.
230
For the mixture components, we define the component features for each 231 character c, state q and component k as follows
Intuitively, this feature counts the number of times an emission of O is gen-233 erated by the k-th component of the state q of the character c.
234
The final set of features are the emission features, which are given as 235 follows for each character c, state q, component k and dimension
Equivalence Between BHMMs and LLHMMs
237
In this section we prove that the BHMM classifier for isolated words is 238 equivalent to the LLHMM proposed in Sec. 3. A generative classifier is said 239 to be equivalent to a discriminative classifier if for a given set of generative 240 parameters θ, a set of discriminative parameters λ can be found such that
and vice-versa. Note that the previous equivalence holds even when any of 242 both probabilities is scaled by a factor that does not depends on S, and 
From Generative to Discriminative Parameters
248
Unlike the converse direction, it is relatively simple to prove that given a
249
BHMM classifier for isolated word recognition, it can be reparameterized into 250 a LLHMM. Recall that by definition of the LLHMM, if we set the log-linear 251 parameters, λ, using the generative parameters, θ, as defined in (18)- (21), 252 then we have that
Therefore, these two models when inserted into their corresponding classifiers 254 in (34) produce proportional scores and, hence, select the same word or class. 
From Discriminative to Generative Parameters
We start instantiating the feature h λ (· · · ) in previous equations obtaining
If we compare (9) expanded accordingly to (11) and (12), with (37) expanded 265 with (38); then it is observed that each of the 3 terms in the right-hand side 266 in (37) must be transformed, independently, into the corresponding term 267 in (9).
268
Firstly, we transform
we need to transform the part of the discriminative parameters {λ cqk } and 270 {λ cqkd } into the generative parameters {τ ; p}, where τ is constrained as 271 shown in (7). For doing that, (37) is multiplied and divided by exp( l,t ζ s l qt ),
272
and then, we rearrange the multiplication into (39) as follows exp(
whereas the division is moved into the second term in the right-hand side 274 of (37), yielding
whereλ sqq ′ = λ sqq ′ − ζ sq will be used afterwards. The unknown parameters 276 {ζ sq } are introduced to force the generative parameters {τ cq (k)} to sum 1 in 277 the transformation.
278
From (16) and (40), and taking into account the constraints in (7), the solution must fulfill the following 3 constraints
Then, from (42) we work out the value of p cqkd
and from (43) the value of τ cq (k) is expressed as
where ξ cq (k) is defined as in (17) using the values of {p cqkd } defined in (45).
281
Although exp (ζ cq ) is still unknown, recall that it was introduced to tackle 282 the normalization constraint in (44), and then its value is worked out by
Finally, the exact value of τ cq (k) is obtained by plugging (47) into (46)
Now we focus on transforming exp(− l,t ζ s l qt )h λ (i, q; S) from (41) into 
where f : N 2 → N is an injective function that maps each pair composed by 290 a character and state, into a global index or state
with M c being the number of states for the symbol c, and B c = 1 + 
Now, the transition generative parameters are defined as
where a c (q, q ′ ) verifies the normalization constraint (7) because of (51). These 301 parameters yield a probability proportional to that of (41) when used in (11)
302
as the generative parameters of
which is the equivalence we need but for the term
.
304
We can introduce this constant factor by multiplying and dividing (37) by it. The division is used in this part whereas the multiplication is added to the first term as follows
305
Finally, the last part of the proof consists in the transformation of exp(λ S )
306
into the word prior probabilities π S . Similarly to the case of mixture coeffi-307 cients, we multiply and divide the numerator of (37) by an unknown constant, 308 exp (ζ). Since the constant exp (ζ) is independent of the word S, it can be in-
309
troduced into the right-hand side of (34). This constant is grouped together 310 with exp (λ) as follows
Thus, taking into account (55) and the constraints (7), we have that following equalities must holdλ
and the solution is found by following a similar procedure to that of the 312 mixture coefficients
In summary, we have proven that for a given set of discriminative param-314 eters λ, a set of generative parameters can be defined, θ, by (45), (48) 
where by ⇒ we highlight the step of the proof that is not symmetric.
317
LLHMM Parameter Estimation
318
In contrast to generative models as BHMMs, in which parameter esti-319 mation is usually carried out using the MLE criterion, there is not a unique 320 widespread criterion to find the optimal parameters for a class posterior 
The optimal discriminative parameters, λ * , are those that maximize F MMI .
326
There are several algorithms for obtaining the parameters that maxi- 
where N m (λ) and Q m (λ) are expected counts defined as follows
with N n m (λ) and Q n m (λ) being the expected latent and class counts respec-333 tively. These counts are defined as follows
The probabilities p λ (i, q, k | O, S) and p λ (S, i, q, k | O) are computed as
Finally, Z λ (O) is the normalization constant for the model defined in (29)
339
whereas Z λ (O, S) is a joint normalization constant for the output and the 340 word, which is likewise defined as follows
The RPROP algorithm computes the sign of the gradient with the aid 342 of these expected counts, and then, modifies the current parameters λ
accordingly, so that a new estimate of the parameters is obtained, λ (k+1) .
344
The algorithm starts with a rough estimate of the parameters, λ 
γ-MMI Criterion
348
A modification of the MMI criterion (60), the so-called γ-MMI criterion, 
with p λ γ (S | O) defined as follows
The basic idea is to scale the likelihoods for each word in order to make addresses some numerical problems related to the machine precision.
358
The gradient for the γ-MMI criterion in (68) is analogous to (61) but 359 instead of using Q n m (λ), we now use Q γ n m (λ) which is defined as follows
with the probability p λ γ (S, i, q, k | O) defined as
where the probabilities p λ γ (S | O) and p λ (i, q, k | S, O) are defined in (69) 362 and (65), respectively. 
Regularization
372
A common undesired property of all the proposed discriminative criteria 373 is that they easily overfit the parameters. Even criteria specially designed 374 to avoid outlayers such as the power criterion suffer from overfitting. Since
375
there is no clear way to smooth discriminatively trained models. A typical 376 patch is to add a regularization term to the criterion itself with F * (λ) denoting the original criterion, namely F M M I or F γ ; and λ (0) 378 being either a reliable estimation of the parameters or simply 0.
379
The inclusion of the regularization term, only modifies the gradient in the 380 following form 
Experimental Setup
407
In order to properly initialize the MMI training scheme the LLHMM obtains an error of 21.2%.
413
Regarding to the discriminative training, the RPROP algorithm was used represent the 10.2%, 2.2% and 74.7% of the test set,respectively.
493
As discussed before, all experiments were carried out using K = 26 com- Finally, a visual inspection of some Bernoulli prototypes for several train-507 ing criteria is given in Fig. 8 (γ = 10 −3 and C = 10) q 1 q 2 q 3 q 4 q 5 q 6 q 7 q 8 MMI without Reg. parameters by transforming them into generative ones. error. As future work we plan to implement and adapt these discriminative 545 criteria to the proposed model.
546
The best result obtained in this work on the considered task of the RIMES 547 database is 15%, which to our knowledge is the best result reported using Finally, we intend to extend all the work developed in this paper to con- In this appendix, we prove that the parameters in (52) yield a probability 579 proportional to that of (41) when used in (11) as the generative parameters where by grouping elements we get
Note that, in each segment l the telescope product over 
