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Degut al creixement exponencial de la població durant les últimes dècades, l’avaluació de la 
perillositat de colades de terra i despreniments i la seva zonificació han esdevingut eines 
fonamentals pel que fa a la planificació del territori, sobretot en zones muntanyoses. 
La perillositat degut a fenòmens de vessant va ser definida com la probabilitat d’ocurrència d’un 
fenomen potencialment danyí en una determinada àrea i per un determinat període de temps. 
D’aquesta manera, és necessari conèixer la probabilitat d’ocurrència (o freqüència) per cada 
tipus d’esllavissada i magnitud. 
L’objectiu d’aquesta tesis és el desenvolupament d’una metodologia objectiva, quantitativa i 
reproduïble que permeti l’obtenció de les relacions magnitud-freqüència per colades de terra, de 
mida mitja i gran i per despreniments. 
Aquest procediment s’ha aplicat a la Vall de Barcedana i la Serra del Montsec per grans colades 
de terra i despreniments, respectivament. Les dues àrees d’estudi estan situades dins de la Conca 
de Tremp (Pirineu Oriental). 
Pel que fa a les colades de terra, s’ha distingit entre 1) reactivacions i 2) vessants intactes. La 
freqüència de les reactivacions s’ha obtingut a partir de l’anàlisi d’11 grups d’ortofotos que 
cobreixen des del 1956 al 2013. La magnitud s’ha calculat com l’àrea de les trencades 
mitjançant la cartografia d’esllavissades i les ortofotos. 
La relació magnitud-freqüència resultant de les reactivacions ha servit per obtenir la probabilitat 
de reactivació per un determinat volum. Aquesta ha estat comparada amb la probabilitat de 
reactivació determinada a partir dels llindars de pluja que han donat lloc a la reactivació de 4 
grans esllavissades, també situades dins la Conca de Tremp. Les dates de reactivació han estat 
aproximades mitjançant la dendrogeomorfologia i els llindars s’han determinat mitjançant 
l’anàlisi ROC. 
La susceptibilitat de les primeres trenades s’ha obtingut mitjançant un model determinista 
anomenat SINMAP. La freqüència per cada classe de susceptibilitat s’ha calculat mitjançant un 
inventari de primeres trencades identificades al camp i a través d’ortofotos. 
S’ha desenvolupat un algoritme per tal d’obtenir l’àrea de les colades de terra més grans que la 
mida del píxel a través de l’agregació automàtic de píxels situats en un mateix vessant i que 
presenten una mateix classe de susceptibilitat. Finalment, s’ha definit la matriu magnitud-
freqüència per la zonificació de la perillositat dels vessants intactes. 
Pel que fa als despreniments, s’ha definit una metodologia per obtenir la distribució de volums 
de cicatrius de despreniments d’un penya-segat. S’ha assumit que els volums de cicatrius de 
despreniments poden ser una primera aproximació dels volum de despreniments. En aquest cas, 
la distribució de les cicatrius de despreniments s’ha calculat utilitzant un núvol de punts d’alta 
resolució de la paret obtingut amb un LIDAR terrestre. S’han calculat vàries distribucions de 
volums per tal de tenir en compte els diferents mecanismes de despreniment i el conseqüent 
rang de volums despresos. 
Finalment, s’ha proposat una metodologia per tal de convertir la freqüència estadística (% de 
volums de cicatrius), calculada en el pas anterior, a freqüència temporal (número anual de 
volums de cicatrius). Per això, el volum total de material desprès s’ha calculat mitjançant el 
núvol de punts, mencionat anteriorment. El període de temps durant el qual s’ha desprès tot el 
volum de material s’ha estimat mitjançant la datació de la superfície inicial a partir de la qual va 
començar l’actual activitat de despreniments. Aquesta datació s’ha fet mitjançant l’isòtop 








Due to the exponential grown of the population within the last decades, the landslide hazard 
assessment of earthflows and rockfalls and their hazard mapping have become an essential tool 
for the territory management, mostly in mountainous areas. 
The landslide hazard was defined as the probability of occurrence of a potentially damaging 
phenomenon in a certain area and within a given period of time. Thus, the probability of 
occurrence (or frequency) for each type of landslide and magnitude must be known. 
The aim of this research is to develop an objective, quantitative and reproducible methodology 
to obtain the magnitude-frequency relations for medium and large size earthflows and rockfalls. 
This procedure has been set up in the Barcedana Valley and Montsec Range for large earthflows 
and rockfalls, respectively. Both study areas are located within the Tremp Basin (Eastern 
Pyrenees). 
Concerning the earthflows, they have been split between 1) reactivations and 2) intact slopes. 
The frequency of the reactivations has been obtained by analysing 11 sets of orthophotos 
covering a period from 1956 to 2013. The magnitude has been calculated as the area of the 
landslides obtained from the landslide mapping and from the orthophotos. 
The resulting magnitude-frequency relation for reactivations has been used to derive the 
probability of landslide reactivation for a given volume. It has been compared with probability 
of landslide reactivation obtained from the rainfall threshold responsible for the reactivation of 
4-large landslides located within the Tremp Basin as well. The reactivation date has been 
estimated by means of dendrogeomorphology and the rainfall threshold has been determined by 
means of ROC analysis. 
The susceptibility of first-time slope failures have been obtained using a deterministic model 
named SINMAP. The frequency for each susceptibility class has been calculated using the 
inventory of first-time failures identified in the field and by means of orthophotos. 
An algorithm to obtain the area of the earthflows larger than the pixel size has been developed 
through an automatic aggregation of pixels located within the same slope and having the same 
susceptibility class. The obtained magnitude-frequency relation of first-time failures has been 
compared with the one obtained from the mapped first-time failures. Finally, the magnitude-
frequency matrix for hazard mapping of intact slopes has been defined. 
Concerning the rockfalls, a methodology to obtain the rockfall scar size distribution of a cliff 
has been defined. It has been assumed the rockfall scar volumes as proxy for the rockfall 
volumes. In that case, the distribution of rockfall scars has been calculated using a high 
resolution point cloud of the rockwall obtained by a terrestrial laser scanner and following. 
Several volume distributions have been calculated to take into account the different detachment 
mechanisms and the consequent range of detached volumes. 
Finally, a procedure has been developed to convert form statistical frequency (% of scar 
volumes), calculated in the previous step, to temporal frequency (annual number of the scar 
volumes). To this, the total volume of material lost has been computed using the afore-
mentioned point cloud. The elapsed time within the total volume has been removed has been 
estimated by dating the initial surface, from which the current rockfall activity started, by means 








Debido al crecimiento exponencial de la población durante las últimas décadas, la evaluación de 
la peligrosidad de coladas de tierra y desprendimientos i su zonificación se ha convertido en 
herramientas indispensables para la planificación del territorio, sobretodo en zonas montañosas. 
La peligrosidad debido a fenómenos de vertiente fue definida como la probabilidad de 
ocurrencia de un fenómeno potencialmente dañino en una determinada área y en un 
determinado período de tiempo. Así, es necesario conocer la probabilidad de ocurrencia (o 
frecuencia) para cada tipo de deslizamiento y magnitud. 
El objetivo de esta tesis es el desarrollo de una metodología objetiva, cuantitativa y reproducible 
que permita la obtención de las relaciones magnitud-frecuencia para coladas de tierra, de 
tamaño medio y grande y para desprendimientos. 
Este procedimiento se ha aplicado en Valle de Barcedana y en la Sierra del Montsec para 
grandes coladas de tierra y desprendimientos, respectivamente. Las dos áreas de estudio están 
situadas dentro de la Cuenca de Tremp (Pirineo Oriental). 
En cuanto a las coladas de tierra, se ha distinguido entre 1) reactivaciones y 2) vertientes 
intactos. La frecuencia de las reactivaciones se ha obtenido a partir del análisis de 11 grupos de 
ortofotos que engloban des del 1956 hasta el 2013. La magnitud se ha calculado como el área de 
las roturas mediante la cartografía de deslizamientos y ortofotos. 
La relación magnitud-frecuencia de las reactivaciones ha permitido obtener la probabilidad de 
reactivación per un determinado volumen. Esta ha sido comparada con la probabilidad de 
reactivación determinada a partir de los umbrales de lluvia que han dado lugar a la reactivación 
de 4 grandes deslizamientos, también situados dentro de la Cuenca de Tremp. Las fechas de 
reactivación han sido aproximadas mediante la dendrogeomorfología y los umbrales se han 
determinado mediante el análisis ROC. 
La susceptibilidad de las primeras roturas se ha obtenido mediante un modelo determinista 
llamado SINMAP. La frecuencia para cada clase de susceptibilidad se ha calculado mediante un 
inventario de primeras roturas identificadas en el campo y a través de ortofotos. 
Se ha desarrollado un algoritmo para obtener el área de las coladas de tierra más grandes que el 
tamaño del píxel a través de la agregación automática de píxeles situados en una misma 
vertiente y que presentan una misma clase de susceptibilidad. Finalmente, se ha definido la 
matriz magnitud-frecuencia para la zonificación de la peligrosidad de las vertientes intactas. 
En lo que concierne a los desprendimientos, se ha definido una metodología para obtener la 
distribución de volúmenes de cicatrices de desprendimientos de un acantilado. Se ha asumido 
que los volúmenes de cicatrices de desprendimientos pueden ser una primera aproximación de 
los volúmenes de desprendimientos. En este caso, la distribución de las cicatrices de 
desprendimientos se ha calculado utilizando una nube de puntos de alta resolución de la pared 
obtenida con un LIDAR terrestre. Se han calculado varias distribuciones de volúmenes para 
tener en cuenta los diferentes mecanismos de desprendimiento y el consecuente rango de 
volúmenes desprendidos. 
Finalmente, se ha propuesto una metodología para transformar la frecuencia estadística (% de 
volúmenes de cicatrices), calculada en el paso anterior, en frecuencia temporal (número anual 
de volúmenes de cicatrices). Para esto, el volumen de material desprendido se ha calculado 
mediante la susodicha nube de puntos. El período de tiempo durante el cual se ha desprendido la 
totalidad del volumen de material se ha estimado mediante la datación de la superficie inicial a 
partir de la cual empezó la actual actividad de desprendimientos. Esta datación se ha hecho 
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A slope failure may take place by the decay of the material strength, the increase of pore water 
pressures, the increase of shear stresses (i.e. earthquake shaking), among others. The 
progression of the material downslope after the failure is a landslide (Cruden, 1991). According 
to Hungr et al. (2014), several types of landslides can be defined based on the mode of motion 
(Baltzer, 1875), the material (Heim, 1932; Zaruba and Mencl, 1969) or the combination of 
failure and propagation mechanisms (Hutchinson, 1968, 1988). One of the most widely 
accepted classification is the one made by Varnes (1978) which has been constantly modified 
and updated. 
Earthflows and rockfalls are two of the most common landslides in mountainous areas and may 
also affect populated areas. Thus, the evaluation of the landslide hazard is required. 
Varnes D. J. (1984) defined the natural hazard term as “the probability of occurrence within a 
specific period of time and within a given area of a potentially damaging phenomenon”. Results 
are expressed using the magnitude-frequency relationship (e.g. Guzzetti et al., 2004; Hungr et 
al., 2008; Van Den Eeckhaut et al., 2007). This information may be later used for the generation 
of the landslide hazard map which should be used by the local authorities for the land use 
management. 
One of the main challenges when generating landslide hazard maps at small scale (< regional 
scale) is the definition of a standardized methodology for the quantitative evaluation of the 
hazard. Thus, both components involved in the hazard assessment (frequency and magnitude) 
must be quantified. 
The degree of hazard can be represented as the combination of these two components using the 
M-F matrixes (Cardinali et al., 2006, 2002). 
Several attempts have been carried out in different countries such as Italy, Switzerland and 
Australia (among others) to develop their own methodologies and technical guidelines for the 
landslide hazard mapping (AGS, 2007; Kranitz and Bensi, 2009; Raetzo and Loup, 2009). 
Several authors agree that landslide inventories are the bases of the landslide hazard maps 
(Bertolini and Pizziolo, 2008; Corominas et al., 2014; Pizziolo, 1996) 
This thesis aims at developing a methodology to evaluate the frequency and the magnitude of 





1.2 Aim of the research 
This work was born from the collaboration carried out with the Geological Survey of Catalonia 
(ICGC) for the preparation of the “Mapa per la Prevenció dels Riscos Geològics 1:25000” 
(Geological Risks Prevention Map 1:25000). It was identified the necessity to develop a 
procedure to evaluate the landslide hazard, and its integration at a regional scale mapping. 
The aim of this research has been the development of a rigorous, objective and reproducible 
methodology to establish the magnitude-frequency relationship of earthflows and rockfalls for 
the latter application to the hazard mapping at regional scale. Thus, this work has been clearly 
differentiated into two parts: Earthflows and rockfalls. 
To this end, two study sites located in the Tremp Basin (Eastern Pyrenees, Spain) have been 
selected and described in chapter 2: The first one is the Barcedana Valley where the 
methodology has been develop for earthflows. The second area of study, where the rockfall 
phenomenon has been analysed, is located in the south face of the Montsec Range. 
Earthflows hazard has been assessed considering both the reactivation and first-time failures. In 
chapter 3 the lithological, morphological and landslide mapping carried out in the study area are 
presented as well as the analysis of the reactivated landslides. The magnitude-frequency relation 
has been obtained. In order to validate it, the annual probability of 4 large landslides located 
within the Tremp Basin has been evaluated in chapter 4. In this case, series of reactivated 
landslides have been reconstructed by means of dendrogeomorphology. A method to determine 
the possible date of landslide reactivations and the establishment of a rainfall threshold within 
the Tremp Basin has been proposed. The annual probability of reactivation has been calculated 
and compared with annual probability of reactivation calculated from the magnitude-frequency 
curve for reactivations obtained in the previous chapter. 
Concerning the first-time failures (chapter 5), the potential of large slope failures (rotational 
slides and earthflows) of the intact slopes has been evaluated applying a deterministic model. 
The area of the potential failures may contain multiple pixels and it is used as a proxy the 
landslide magnitude. The magnitude-frequency matrix for the hazard mapping has been 
obtained. 
When working with rockfall hazard, it has been assumed that the rockfall scar volumes can be a 
proxy of the rockfall volumes when no data of past events exist. The rockfall scar size 
distribution has been calculated using a TLS (chapter 6). Since the rockfall scars can be the 
result of one or several rockfall events, 3 different approaches have been defined considering 
the different typology of volumes. Finally, in order to obtain the temporal frequency of the 
rockfall scar size distribution, the total volume of material lost and the time necessary to 
generate this distribution have been calculated in chapter 7 
. 






2 Study area 
The area of study is located within the Tremp Basin (Conca de Tremp) an erosive depression 
located in the Eastern Pre-Pyrenees (Spain) about 170 km north-west of Barcelona. The Tremp 
Basin borders on the Montsec Range (Serra del Montsec) to the south and the Sant Gervàs 
Range (Serra de Sant Gervàs), the Peracalç Range (Serra de Peracalç) and the Boumort Range 
(Serra de Boumort) to the north (Figure 2-1, a). 
Typical Mediterranean climatic conditions prevail in the area with intense storms at the end of 
spring and beginning of autumn and dry spells in January-February and early summer. The 
mean annual precipitation is about 600-700 mm mostly as high intensity storms (Novoa, 1984) 
and the mean annual temperature is 12.5º with high variations. The study area has been split in 
two smaller parts according to the phenomenon occurring in each one (Figure 2-1, b). 
The first one is located in the Barcedana Valley (Vall de Barcedana). With an extension about 
25 km2 and an altitude ranging from 400 to 650 m asl, it is located in the southern part of the 
Tremp Basin. It borders on the Montsec Range to the south and the Llimiana Range (Serra 
Llimiana), the Obacs Range (Serra dels Obacs) and La Freixa to the north. Surrounding 
summits have a maximum elevation of 1,700 m asl. Three small villages with a total of 80 
inhabitants are present in the area: Sant Cristòfol de la Vall, Sant Martí de Barcedana and Sant 
Miquel de la Vall. The territory is mostly occupied by crops and farm land. Translational 
landslides and earthflows may occur during the wet period (autumn) affecting the whole area 
and the LV-912 road in particular. 
The second study area is the “Roca del Arcs” in the Montsec Range which is affected by 
rockfalls. Located in the south face of the Montsec Range, a 750 m long and 200 m high cliff 
has been selected due to the presence of large rockfall scars which are indicative of the rockfall 
activity. It is a well known climbing wall which reaches a maximum elevation of 1,200 m asl. 




Figure 2-1: a) Location of the Tremp Basin represented with a red rectangle. b) south-east part 
of the Tremp Basin. Landslide and rockfall study area, located in Barcedana Valley and 
Montsec Range respectively, are delimited with red rectangles. 
 
Geological framework 
The Pyrenees fold-and-thrust belt was formed during the Alpine orogeny (Upper Cretaceous 
and Lower Tertiary) as the result of the collision between the Iberian and European plates. It 
produced a shortening of the Pyrenees between 100 and 150 km and a deformation of the thrust 
















The Tremp Basin corresponds to the south-central Pyrenean Area (South Central Unit, SCU) 
(Seguret, 1972) (Figure 2-2, a). It includes Boixols, Montsec, and Sierras Marginales thrusts, 
from north to south (Figure 2-2, c). 
The Montsec thrust sheet shows a syncline to the north part. It is also known as Tremp-Graus 
basin. Materials from the Upper Cretaceous/Paleocene (Garumnian facies) to Eocene-Oligocene 
conglomerates are present. To the south, in the frontal part of the Montsec thrust, where the 
Montsec Range is comprised, limestones and marls from the Upper Cretaceous are present 
(Figure 2-2, b). They have been widely studied by Caus et al. (1999). 
 
 
Figure 2-2: a) Geographical and geological location of the South Central Unit (SCU) (Seguret, 
1972). b) Geological map of the SCU where the Tremp Basin is located. c) Geological cross-
section deduced from the ECORS seismic profile (Muñoz, 1992). Boixols, Montsec and Sierras 
Marginales thrusts are shown (from Fillon et al., 2013). 
 
In the Montsec and Sierras Marginales thrust sheets, materials from Garumnian (Leymerie, 
1862) appear. They are mostly alluvial and fluvial materials, but also lacustrine, interbedded 
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with Upper Cretaceous and Lower Palaeogene marine deposits. These materials reach the 
maximum thickness (>800 m) in the Tremp-Graus Basin where it was named Tremp Formation 
(Mey et al., 1968) and later called Tremp Group (Cuevas, 1992; Cuevas et al., 1991) (Figure 
2-3). It comprises Fm. Claret, Fm. Esplugafreda, Fm. Talarn, Fm. Conques and Fm. Posa. A last 
revision of the Tremp Group was carried out by Pujalte and Schmitz (2005). 
 
 
Figure 2-3: A) Outcrops of the Tremp Group B) Formation of Tremp Group according to 
(Cuevas, 1992; Cuevas et al., 1991) (from Pujalte and Schmitz, 2005). 
 
Commonly, Garumnian deposits of the central Pre-Pyrenees are divided in three main parts 
(Rosell et al., 2001): the Lower Red Garumnian (red lutites), the Vallcebre Limestones 
(intermediate limestone) and the Upper Red Garumnian (red lutites). Another fourth transitional 
level called Grey Garumnian is added at the base (Figure 2-5): 
 
1- Grey Garumnian (from Rosell et al., 2001): Within the Tremp Basin, it is just present in the 
Montsec thrust sheet. From the diagenetic point of view, it is completely different of the other 
typical Garumnian materials. It is made of grey lutite, lignite, sandstone and interbedded 
limestone layers. Located at the roof of the Arenys Sandstones (Gresos d’Arenys), it is of 
Maastrichtian age. 
 
2- Lower Red Garumnian (red lutites) (from Rosell et al., 2001): It presents a maximum 
thickness in the Vallcebre area as well as in the Montsec thrust sheet axis (Western Isona) but 
becomes thinner at the basin margins until disappears. It is made of red silty materials with 
interbedded levels of lenticular fining upward sandstones. Between silty deposits, there exist 
thin layers of fine grain sandstone with cross lamination. These silty deposits are often affected 
by joints and present calcareous nodules. The roof of the Lower Red Garumnian level has been 
defined as the limit between Mesozoic and Cenozoic. 
 
3- Vallcebre Limestones (intermediate limestone) (from Rosell et al., 2001): The name comes 
from the Vallcebre locality where it reaches the maximum thickness of about 50 m. In the 
Tremp Basin, they are considerably thinner exhibiting several micritic calcareous sections, 
frequently recrystallized, of Maastrichtian-Danian age. 
 
4- Upper Red Garumnian (red lutites) (from Rosell et al., 2001): It is the most expansive level 
of Garumnian facies. It is of Thanetian age and may contain gypsum and anhydrite nodules. 
Well-developed evaporitic lentils can be found as well. 
 





Figure 2-4: Simplified cross section of the Tremp Basin (from Rosell et al., 2001). No vertical 
scale. Horizontal scale: 50 km. 1) Grey Garumnian. 2 and 3) Lower Red Garumnian. There are 
expansive red clays at the bottom. The other part is affected by pedogenic processes with small 
channels. 4) Vallcebre Limestones. 5, 6 and 7) Upper Red Garumnian: Dejection cones with 
conglomerates and sandstones (5), marly paleosoils and lacustrine limestones (6) and evaporites 
(7). 
 
According to the available material, two types of mass movements are given in the study area. 
In the Tremp Basin, fine materials from the Garumnian facies are responsible for earthflow 
occurrences (Figure 2-5 and Figure 2-6, A). In the Montsec Range, rockfalls from the Upper 
Cretaceous limestone cliffs are given (Figure 2-5 and Figure 2-6, B). 
 
 
Figure 2-5: Triangular diagram of mass movements according to the water, fine and coarse 





Figure 2-6: A) Earthflow at the Barcedana Valley in Garumnian materials. B) Rockfalls 
occurrences in the Upper Cretaceous limestones 
 
2.1 Earthflows in Barcedana Valley 
A flow is a spatially continuous movement in which surfaces of shear are short lived, closely 
spaced, and usually not preserved (Cruden and Varnes, 1996). 
Davies et al. (2013) defined earthflows as “the slow gravitational downslope movement of 
water-saturated, fine-grained materials”. 
Recently, Hungr et al. (2014) revised the classification of landslides made by Varnes (Varnes, 
1978) and defined the earthflows as a “rapid or slower, intermittent flow-like movement of 
plastic, clayey soil, facilitated by a combination of sliding along multiple discrete shear 
surfaces, and internal shear strains. Long periods of relative dormancy alternate with more rapid 
surges”. Other published works found in the literature define the earthflows as fine-grained 
material (clayey or silty clay soil, sensitive clay deposits, weathered fine-grained bedrock) with 
a plastic or visco-plastic behavior (Mackey & Roering, 2011; Simoni et al., 2013; Can et al., 
2005: Keefer and Johnson, 1983: Malet et al., 2005) with different velocities: < 4 m/yr (Mackey 
& Roering, 2011), 0.01 to 0.4 m/day (Can et al., 2005) or 0.5 to 5 m/yr (Delong et al., 2012). 
They are generally large (>500 m long) and deep seated (>5 m thick) (Mackey & Roering, 
2011). 
Although they are the most common hillslope mass-movements, the variability concerning the 
movement such as flow or slide, the type of material involved, and the range of velocities leads 
to confusion in classification (Davies et al., 2013). 
Usually, earthflow occurrences are related to reactivations of ancient slides (Prokešová et al., 
2014) with short periods of high activity followed by long periods of tiny displacements 
(Giordan et al., 2013) 
The intermittent flow-like movement, occurred due to seasonal patterns, is maintained over long 
distances and periods of time (Malet et al., 2005), and is related to pore pressure fluctuations 
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(Malet, 2002; Picarelli, 2001) that might be controlled by precipitation (rainfall and snowmelt), 
groundwater and air pressure variations (Schulz et al., 2009). In low-permeability soils, periods 
of accumulated rainfall are needed to reduce soil suction and increase the pore-water pressures. 
Therefore, the response to rainfall or snowmelt of earthflows to landsliding is usually delayed 
(Iverson and Major, 1987) 
Earthflows can exhibit several shapes like hourglass, tongue or teardrop shape in plain view 
(Giordan et al., 2013; Keefer and Johnson, 1983), with an ample crown scarp, upslope, 
presenting traction cracks that break the terrain into blocks. This upper part is called zone of 
depletion. Downslope, there is a narrower and elongated zone where the material is canalised to 
the depositional area, in which, the material flows above the intact material. Compression is 
given in this part of the landslide (Keefer and Johnson, 1983). Another typical feature of the 
earthflow is a sinusoidal longitudinal profile, concave upward in the zone of depletion and 
convex downward in the accumulation zone, caused by the loss of material near the head of the 
earthflow and its accumulation on the toe (Keefer and Johnson, 1983). 
The Barcedana Valley borders on the Llimiana Range (Sierra de Llimiana) to the north and the 
Montsec Range (Sierra del Montsec) to the south (Figure 2-7). The Llimiana Range is formed 
by well cemented materials from Oligocene: Sandstones, conglomerates, reddish and grey 
lutites, limestones with alveolines as well as marls and lutites. To the south, the Montsec Range 
exhibits also well cemented materials from Garumnian Facies: Micritic limestones, calcarenites 
and lutites of Fm La Posa (Maastrichtian); Sandstones and calcarenites of Fm Gresos d’Areny 




Figure 2-7: Barcedana Valley 
 
Between both ranges, within the valley, a big extension of colluvium can be found. It is mainly 
composed of clays with angular sandy and silty clasts of Holocene age. Garumnian deposits are 
also present: Red lutites, paleosoils, sandstones and gypsum of Selandian–Thanetian age, as 
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well as micritic limestones, calcarenites and lutites of Fm La Posa (Maastrichtian) (Figure 2-8). 
In Figure 2-9, a simplified cross section A’-A (Figure 2-8) of the Barcedana Valley is shown 
(Linares et al., 2002). The lithological units 4, 5, 6 and 7 correspond to the four Garumnian 
levels afore-described (Rosell et al., 2001). As it can be seen, Lower and Upper Garumnian 
levels (5 and 7) are considerably thicker than the intermediate level of limestones and 
sandstones. It is found at 600 m asl with a maximum thickness of about 35 m. 
According to the geological map (ICGC, 2015), published works (Linares et al., 2002; Rosell et 
al., 2001) and field observations (more detailed in next chapter 3), the cartographic units from 
Garumnian facies, outcropping in the Barcedana Valley, have been classified as follows: 
 
Table 2-1: Classification of the cartographic units (ICGC, 2015) according to Garumnian Facies 
(Rosell et al., 2001) 
Geology (ICGC, 2015) Garumnian Facies (Rosell et 
al., 2001) 
PPlg Upper Red Garumnian 
- Vallcebre Limestones 
KMlg Lower Red Garumnian 
KMcp Grey Garumnian 
 
As it can be seen in Table 2-1, Vallcebre Limestones do not outcrop in Barcedana Valley. As 
afore-mentioned, they are considerably thin in the Tremp Basin (Rosell et al., 2001). 
Furthermore, its thickness is drastically reduced in the southern margin of the basin (Figure 
2-4). Therefore, either they are covered by quaternary colluvium or they are not present in this 
part of the basin. 
Materials from the Red Garumnian Facies (PPlg and KMlg) are the main responsible for the 
several numbers of earthflows occurred, especially, during rainy events where the water seems 
to assist the instability of some slopes. These landslides can reach magnitudes of thousands of 
square meters and they usually affect the road L-912. 
Some studies have been carried out within the Tremp Basin (e.g. Forné, 2004; Oliveras, 2011; 
Montero, 2011; Canales, 2011; Abancó et al., 2009; Linares et al., 2002) as well as in 
Garumnian Materials close to the Tremp Basin (e.g. Pinyol et al., 2012). 
From the geomechanical point of view, results of the studied landslides within basin show low 
plasticity clay according to the Casagrande Classification (Casagrande, 1942). Grain sizes vary 
from silt to silty sand according to the granulometric curve. Peak friction angle about 25º with a 
cohesion value of 58kPa and a residual friction angle ranging from 9º to 15º have been obtained. 
Stability analysis suggested landslide thickness ranging from 1.5 to 6m in steep slopes (16 to 
23º) and from 7 to 12 m in more gentle slopes (7.5 to 10º). 
 





Figure 2-8: Geological map of Barcedana Valley (from ICGC, 2015). Geological cross section 
A’-A shown in Figure 2-9: Qco: Colluvial deposits. Clays with angular cobbles. Holocene. 
Qv0-1: Angular clasts, sands or silt. Holocene. PEglm2: Sandstones, grey and reddish lutites 
and conglomerates. Fm Montllobar. Lower Eocene. PEglm1: Sandstones, conglomerates and 
reddish lutites. Fm Montllobar. Lower Eocene. PEmg1: Sandstones within the Fm Artés. Upper 
Eocene. PPEca: Limestone with alveolines. Fm Cadí-Àger. Ilerdian. PPEmg: Marls and lutites. 
Fm Fígols. Ilerdian. PPlg: Red lutites, paleosoils, sandstones and gypsum. Upper part of the 
Tremp Group. Garumnian Facies. Selandian-Thanetian. KMlg: Red lutites, sandstones and 
paleosoils. Tremp Group. Garumnian Facies. Maastrichtian. KMcp: Micritic limestones, 
calcarenites and lutites. Fm La Posa. Garumnian Facies. Maastrichtian. KMga: Sandstones and 
calcarenites. Fm Gresos d’Areny. Maastrichtian. KCMc: Limestones, calcarenites and 
sandstones. Fm Bona. Campanian-Maastrichtian. 
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Figure 2-9: Geological cross section A-A’ (Figure 2-7). From (Linares et al., 2002): 1) 
Santonian marls. 2) Campanian limestones and calcarenites. 3) Sandstones and calcarenites. Fm 
Gresos d’Areny. 4) Pelites, sandstones and limestones, Grey Garumnian, Maastrichtian. 5) 
Pelites and sandstones. Lower red level, Garumnian, Maastrichtian. 6) Limestones and 
sandstones. Intermediate level, Garumnian, Danian. 7) Pelites, sandstones and evaporites. Upper 
level, Garumnian, Danian. 8) Limestones and pelites. Eocene, Ilerdian. 9) Gravel. Quaternary. 
 
2.2 Rockfall in Montsec Range (Roca dels Arcs) 
Hungr et al. (2014) defined the rockfalls as the “detachment, fall, rolling, and bouncing of rock 
fragments. May occur singly or in clusters, but there is little dynamic interaction between the 
most mobile moving fragments, which interact mainly with the substrate (path). Fragment 
deformation is unimportant, although fragments can break during impacts. Usually of limited 
volume” 
Rockfall is a type of landslide or common slope process in mountainous areas that comprises 
the detachment of a volume of rock mass from a steep slope, its transportation by bouncing, 
rolling and/or sliding and deposition in the accumulation zone (Hutchinson, 1988; Varnes, 
1978). Such accumulation forms talus slopes of rock fragments at base of the source area (Evans 
and Hungr, 1993). 
The detachment of a rock mass, along discontinuities such as bedding planes, joints, cleavage, 
faults, etc can be given in terms of individual rigid fragments moving independently and 
impacting against the floor, also known as fragmental rockfall (Evans and Hungr 1993) or may 
involve a whole mass of material moving as a flow (rock avalanche) (Hungr et al., 2014). The 
detached block may remain as a single unit or break into several smaller boulders or event 
disintegrate as a granular mass (Bourrier et al., 2013). 
According to Poisel and Preh (2011), the most common rockfall mechanisms in a small scale 




are: 1-falling (Figure 2-10 a), 2-sliding (Figure 2-10 b), 3-rotation of rock blocks (Figure 2-10 
g), 4-buckling (Figure 2-10 h) and 5-toppling (Figure 2-10 i and j). 
 
 
Figure 2-10: Rock slope failure mechanisms (from: Poisel and Preh, 2004) 
 
Sometimes, there is not a clear distinction between rock avalanching and rockfall and both 
processes may be given at the same time: A single boulder located within a rock avalanche can 
roll down further, acting also as a rockfall (Bourrier et al., 2013). In such a case, the 
predominant process is the most dangerous one. 
The Roca dels Arcs cliff (Figure 2-11) is composed of two calcareous bars of limestones, 
calcarenites and sandstones of Fm Bona (Campanian-Maastrichtian) (Figure 2-12). The upper 
part, the one studied in this thesis, is about 200 m high and 750 m long. 
Although it is not very fractured, the cliff is being affected by rockfalls and consequently, 
several scars from detached blocks can be observed as well as fallen boulders at the bottom, 
mostly, covered by vegetation. This area is not affected by the human activity and no data about 





Figure 2-11: Roca dels Arcs. 
 
 
Figure 2-12: Geological map of La Roca dels Arcs area (from ICGC, 2015): Qep: Talus scree of 





























































3 Landslide hazard assessment 
Varnes D. J. (1984) defined the term “Natural hazard” as the probability of occurrence within a 
specific period of time and within a given area of a potentially damaging phenomenon. It 
includes temporal probability or frequency, spatial probability and intensity, which is usually 
defined as the energy or the magnitude (volume or area) of the occurrence. 
It is important to notice the difference between intensity and magnitude: intensity may be 
described by a set of parameters such as maximum movement velocity, total displacement, 
differential displacement, depth of the moving mass, peak discharge per unit width or kinetic 
energy per unit area (Fell et al., 2008). Some authors as Cardinali et al. (2002) defined the 
intensity as a function of the landslide volume and of the expected velocity. On the other hand, 
the magnitude refers to the landslide size, i.e., the area or the volume. 
The landslide hazard assessment is evaluated according to the scale of analysis. Although a 
common nomenclature about the scale does not exist, some examples can be found in the 
literature which defined different levels: Castellanos Abella (2008) divided the landslide risk 
assessment in Cuba in 4 levels: National (1:1,000,000), Provincial (1:100,000), Municipal 
(1:50,000) and Local (1:25,000). Cascini (2008) suggested 4 levels as well: 1-Small scale 
(<1:100,000): Used for landslides inventory in areas of at least 10,000 km2. It should be used to 
inform the local authorities; 2-Medium scale (1:100,000 to 1:25,000): Applied to areas between 
1000 and 10,000 km2. Suitable for landslide inventories and first approximation hazard zoning. 
Used for regional zoning: 3-Large scale (1:25,000 to 1:5,000): For landslide inventory, in areas 
from 10 to 1,000 km2. Used for local hazard zoning; 4-Detailed scale (>1:5,000): Applied over 
an area of several to tens of square kilometers. Used for local and site specific hazard zoning. 
He also highlighted that maps should be displayed at the appropriate scale according to the 
purpose and according to the resolution and quality of the available data. Fell et al., (2008) 
defined three levels of zoning: Regional (1:25,000 to 1:250,000), Local (1:5,000 to 1:25,000) 
and Site-specific (1:5,000 to 1:1,000). 
For landslide hazard zoning purposes, the Magnitude Frequency (MF) matrix is typically used 
(Figure 3-1). The level of hazard is determined according to the magnitude and the frequency of 
the phenomenon. Therefore, those 2 parameters must be properly evaluated. For instance, small 
landslides with low magnitude but with a high frequency cannot be defined as high dangerous 
areas since structural damage to the buildings can occur, but they do not represent a threat to the 
people lives. This topic has been widely treated in countries such as Switzerland, Italy as well as 
Australia, among others, where they have developed their own methodologies (AGS, 2007; 
Kranitz and Bensi, 2009; Raetzo and Loup, 2009). Furthermore, different MF matrices have 
also been built up according to the phenomenon and the relevance of each input parameter (e.g. 
Cardinali et al. 2002; Cardinali et al., 2006; Raetzo et al., 2002; Sterlacchini et al., 2007; Adapt 
Alp 5.1, 2010; Strozzi et al., 2013). Nevertheless, and despite the high number of studies carried 
out, the definition of the level of hazard according to magnitude and the frequency has not been 
solved yet and further discussion is needed. 
Landslide hazard can be expressed in qualitative or quantitative terms. Usually, qualitative 
assessment includes subjective criteria of experts and, therefore, a certain ambiguity in the 
interpretation of the damage. MF matrices are usually presented in qualitative terms as low, 
medium, high and very high. However, if frequency and intensity can be quantified, the 
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different degree of damages can be quantified as well. 
 
Figure 3-1: Landslide hazard matrix. Modified after Lateltin et al. (2005) (from Strozzi et al., 
2013). 
 
Currently, efforts towards quantitative assessment of landslide hazard in terms of probability or 
annual frequency are performed (e.g. Bell & Glade, 2004; Guzzetti et al., 2005; Jaiswal et al., 
2011; Erener & Düzgün 2013; Motamedi & Liang, 2013; Lari et al., 2014; Vranken et al., 2014; 
Corominas et al., 2014). It allows an objective and comparable definition of the damaging 
potential. 
Guzzetti et al. (2005) used a probabilistic approach to quantify, at the basin scale, the 
probability of having a landslide of a specific size within a period of time N in a specific 
location by combining the size, the temporal and the spatial probability as follows: 
 
𝐻𝐿 = 𝑃𝐴𝐿  × 𝑃𝑁  ×  𝑆 
Equation 3-1 
 
in which PAL is the probability of having a landslide of a size AL, PN is the probability of 
occurrence of a landslide within a period of time N, and S is the probability of having a 
landslide in a given location. It is assumed that the three probabilities are independent. 
However, the landslide frequency is a spatially-distributed parameter. As the frequency outside 
the landslide source area depends on the landslide size (Stark and Hovius, 2001; Van Den 
Eeckhaut et al., 2007), the quantitative landslide hazard assessment at smaller scales is strongly 
based on the relations between magnitude and frequency of landslides (Corominas & Moya, 
2008). 
To this end, MF relations have been widely used in different natural hazards (floods, 
earthquakes). They describe the frequency of a landslide of a given magnitude. 
 




3.1 Magnitude frequency relations 
Landslide MF curves are necessary for the proper understanding and characterization of 
landslide hazard. 
They permit to determine the relationship between landslide size and occurrence, and the 
frequency when introduced the temporal component (Guthrie & Evans, 2005). 
They were taken from seismology since Gutenberg & Richter (1954) was the first to define the 
number of earthquakes (N) exceeding a given magnitude (M) using the following expression: 
 
log 𝑁 = 𝐴 + 𝑏𝑀 
Equation 3-2 
 
in which N is the number of earthquakes with a magnitude higher than M. A and b are 
parameters that depend on the study area, time interval, etc. 
MF relations are usually built up by means of landslide inventories. In the literature, several MF 
curves have been defined (e.g. Hovius et al., 1997; Guzzetti et al., 2002; Brardinoni & Church, 
2004; Van Den Eeckhaut et al., 2007; Brunetti et al., 2009; Stoffel, 2010). Typically, the 
frequency or the probability of occurrence is given as Cumulative Frequency (CF). It is 
important to notice that such a frequency (or probability) can be expressed considering the time 
interval of the occurrences (e.g. annual) or referred to the total number of failures (Stark & 
Hovius, 2001). The magnitude, as afore mentioned, is given in terms of landslide size (volume 
or area) (Figure 3-2). 
Typically, MF curves are approximated to a power law relation following a log-normal 
distribution (Anon, 2001; Malamud et al., 2004; Hovius et al., 1997). In many cases, a roll-over 
effect is produced (Figure 3-2). It is usually related with undersampling of low-magnitude 
events (Stark & Hovius, 2001; Guzzetti et al., 2002) i.e. some small-sized landslides have not 
been identified and, consequently, their probability has been underestimated. However, some 
authors suggest that the roll over is given in too much large occurrences to be considered as data 
biasing (Pelletier et al., 1997; Turcotte et al., 2002) and some physical reason must be 
responsible for. To account for the rollover some authors have used a Double Pareto or Inverse 
Gamma distribution (e.g. Malamud et al., 2004b; Malamud et al., 2004a; Guzzetti et al., 2005). 
Restrictions of the MF curves will depend on the data available to build up them, i.e. 




Figure 3-2: Schematic representation of the MF curves (from Guthrie et al., 2008). 
 
3.2 Susceptibility assessment 
The landslide susceptibility assessment involves the classification, volume (or area) and the 
spatial distribution of existing and potential landslides (Cascini, 2008). Several methods exist 
for the assessment of the susceptibility. According to Corominas et al. (2014), they can be 
divided in: 1) Knowledge driven methods 2) data driven methods and 3) Physically-based 
methods. It is also interesting the review done by Guzzetti et al. (2009). 
The bases of all these methods are the landslide inventories (e.g. Carrara et al., 1991). They 
should provide information about type, volume, magnitude, date and location (Martha et al., 
2013). 
Knowledge driven methods, also known as heuristic methods, are performed mainly by the 
expert criteria. They can be the result of direct geomorphologic mapping in the field or the 
result of combining several factors from the terrain properties or lithology into a GIS. The 
importance of each factor is given by experts. Results can be later combined with frequency in 
order to obtain the landslide hazard. Comparison of the results with other areas is not possible 
due to the high degree of subjectivity introduced by the expert criteria. These methods are 
commonly used when no detailed information is available as well as at small scales where 
managing detailed data is not straightforward (e.g. Van Westen, 2000; Cardinali et al., 2002; 
Castellanos Abellan & Van Westen, 2007; Faraji Sabokbar et al. 2014; Günther et al., 2014). 
Data driven methods also consider the importance of several factors (from the terrain and 
material strength) but, in this case, the importance of each factor and its combination is 
evaluated statistically (e.g. Luzi et al., 2000; Van Westen et al., 2003; Ayalew & Yamagishi, 
2005; Greco et al., 2006; Chen & Wang, 2007). 
Knowledge and data driven methods assume that conditions for instability are the same that 




those responsible for past failures (Westen et al., 2005). It is not always true since when a slope 
slides, it reaches an equilibrium state which requires different conditions to become unstable 
again. 
 
Figure 3-3: Landslide initiation susceptibility assessment methods (Corominas et al., 2014) 
 
Finally, deterministic models, or also known as physically-based methods, are usually used in 
local and site-specific analyses although they are progressively incorporated to the regional 
analyses as well. They consist in slope stability models coupled with hydrological models and 
implemented on Geographical Information System (GIS) (e.g., Pack et al., 2005). The factor of 
safety (FS) is computed in each grid cell using the infinite slope stability analysis. 
Topographical properties such as the slope are obtained from a Digital Elevation Model (DEM). 
Terrain parameters (friction angle and cohesion) are either provided by the laboratory tests or 
estimated. Due to the uncertainties of the input values, some authors have introduced statistical 
techniques such as Montecarlo simulation or First-order second-moment (FOSM) to account for 
these uncertainties (formal probability and reliability analyses). Therefore, the FS is calculated 
as the probability of failure i.e. the probability of being less than 1 (e.g.: Frattini et al., 2004; 
Dahal & Hasegawa, 2008; Tarolli et al., 2011; Fuchs et al., 2014; Mergili et al., 2014). 
 
3.3 Frequency assessment 
When working with landslides, the frequency between first-time slope failures and the 
reactivated ones must be differentiated. Both situations are completely different. On the one 
hand, reactivated landslides have reached an apparent more stable state with gentle slopes and 
residual geomechanical properties. On the other hand, intact slopes mobilize peak strength 
conditions and produce steeper slope angles. 
According to Corominas and Moya (2008), two approaches exist to assess the probability of 
occurrence of landsliding: A) The analysis of potential for slope failures, which considers the 
instability of slopes and the existing landslides and B) the statistical treatment of the past 
landslide events. 
The analysis of future slope failures can be calculated by means of: 1) event tree methods, 2) 




Logistic tree methods describe the set of decisions necessary to predict an outcome. The 
outcome probability is the product of the probabilities (Pradhan, 2013) of each decision (e.g., 
Annaka et al. 2007; Kong, 2002). The physically-based models can be also used as a tool for 
assessing the landslide probability by linking the FS with the frequency of a given triggering 
factor (e.g. Haneberg, 2004; Wu and Abdel-Latif, 2000; Luzi et al. 2000 and Haneberg, 2006). 
Finally, the formal probability and reliability analysis consider the probability of the FS being 
less than 1. 
The statistical treatment of past events can be performed by: 1) analysing the frequency of past 
landslide events or 2) determining the frequency of the triggering factors of past occurrences. 
Frequency of past events can be analysed by using records of past landslide events from which, 
the failure date is known or it has been deduced from aerial photographs among others (Guzzetti 
et al. 1999; Guzzetti et al. 2005) or by calculating the recurrence interval of the triggering event 
(rainfall or earthquake) (e.g: Jaiswal and van Westen, 2009; Ko Ko et al. 2004; Finlay et al., 
1997). 
The frequency can be expressed as absolute or relative (Corominas & Moya, 2008), i.e., 
expressing the number of events in a given terrain unit or normalized to the unit area (m2) or 
length (m), respectively. The frequency can also consider the temporal factor (Nº events/year or 
Nº events/year/km2). In such a case, the frequency can be turned into probability using either the 
Poisson (Equation 3-3) or the Binomial Model (Equation 3-4) (Crovelli, 2000). Thus, the 
probability of having one or more landslides (or triggering events) within a specified period of 



















in which μ is the mean recurrence interval between successive failures or triggering events and 
p is the estimated probability of having an event in time t. 
 
Concerning the Poisson Model, it is assumed that (Crovelli, 2000): a) The number of events 
which occur in disjoint time intervals are independent, b) the probability of an event occurring 
in a very short time is proportional to the length of the time interval c) the probability of more 
than one event occurring in a short time is negligible d) The probability distribution of the 
events remains the same for all time intervals of a fixed length and e) the mean recurrence of 
events will remain the same in the future as it was observed in the past. 
Assumptions made in the Binomial model are: a) There are t independent trials, b) each trial 
results in a success (landslide) or a “failure” (no landslides), c) the probability of success p 




remains the same from trial to trial and d) the mean recurrence of events will remain the same in 
the future as it was observed in the past. 
Crovelli (2000) demonstrated that the Binomial Model is an approximation of the Poisson 
Model. The Binomial Model overestimates exceedance probabilities for short mean recurrence 
intervals (a few years) and short periods of time. 
 
As mentioned in chapter 2, earthflows are a predominant landslide type in our study area and 
their hazard assessment is one of the goals of this work. 
 
3.4 Earthflow hazard assessment: Examples 
Ancient (and well known) earthflows have contributed significantly to the damage produced by 
landslides. Therefore, an important hazard management tool is a proper mapping (Bertolini & 
Pizziolo, 2008) and characterization of these movements. To this end, several works are found 
in the literature. For instance, a Landslide Inventory Map (LIM) was carried out by the Emilia-
Romagna region (Pizziolo, 1996) which is being constantly updated. It has been considered 
when future activities on landslides have been planed such as urban management (Bertolini and 
Pizziolo, 2008). 
Cardinali et al. (2002) proposed a method to evaluate the hazard and risk of earthflows (among 
others) in Umbria (Central Italy). It is based on the identification of existent past landslides, on 
the inspection of the geological and morphological factors and on the study of historical 
information of past landslides. They agree that one of the most valuable information source to 
determine the landslide hazard is the multi-temporal landslide inventory map. 
It is also really interesting the review about landslide hazard and risk assessment strategies for 
earthflows, occurred in Emilia-Romagna Region (Italy), carried out by Bertolini et al. (2005). 
He concluded that one of the most effective tools for hazard and risk reduction consists in 
sharing the knowledge about landslides through dissemination of maps and inventories. 
Revellino et al. (2010) studied the earthflows in Benevento province (Southern Italy) were 
several landslides affect settled areas as well as road networks. They mapped several landslides 
and identified the lithologies prone to failure. The spatial evolution of the earthflows was 
mainly controlled by the lithology and the structure which should be considered for future 
failures. On the other hand, reactivations were related with earthquakes and heavy and long 
rainfall periods. 
When dealing with the earthflow hazard assessment at site-specific scale, the landslide 
monitoring is a key issue for the landslide temporal and spatial investigation. Malet (2002) 
monitored the Super-Sauze earthflow located in Alpes-de-Haute-Provence, France by means of 
GPS and conventional methods such as geodetic methods or wire extensometer. The 
relationship between the groundwater level, rainfall and landslide movements allowed them to 
understand the behaviour of the flow and determine pore water pressure initiation threshold. 
Delong et al. (2012) inspected an active earthflow in 2003 and 2007 by means of airborne laser 
swath mapping (ALSM) in California in order to detect landscape changes. Furthermore, by 
dating the sediments using the cosmogenic nuclide 10Be, they obtained earthflow velocities 
ranging from 0.5 to 5 m/yr. 
Petley et al. (2005) also used the typical tools to measure displacements and water pressures 
(inclinometers, extensometers and piezometers), on an earthflow located in the NE Italy, 
combined with Electronic Distance Measurement (EDM) which measure the position of several 
reflectors located on the landslides in time intervals of 6 h. They concluded that it was 
composed of 4 different types of movement differentiated themselves by the different pore 
Chapter 3 
 




As it has been shown in the previous sections, earthflows are one of the most common and 
damaging phenomenon in mountainous areas. Due to their dimensions and complex behaviour, 
they are often analysed individually. Notwithstanding, a first landslide hazard assessment at 
smaller scales is necessary as a first approximation for further detailed studies, if required. 
Although most of occurrences are reactivations of ancient earthflows, new failures should be 
predicted as well. Thus, a distinction between first-time slope failures and landslide 
reactivations has been made as the procedure to prepare susceptibility and hazard maps for first-
time slope failures and reactivations cannot be the same. As mentioned before, intact slopes 
mobilize peak strength conditions and produce steeper slope angles. Conversely, reactivated 
landslides have reached an apparent more stable state with gentle slopes and residual 
geomechanical properties leading to different morphometric parameters. Additionally, neither 
the frequency nor the magnitude may be calculated similarly: reactivations have suffered several 
failures and their frequency may be calculated from those past instabilities, whereas in intact 
slopes, information about past events is not available and other procedures must be followed. 
Regarding the magnitude, it can be determined using the area of the reactivations. For the fist-
time slope failures it may be calculated as the area prone to failure. Therefore, it is necessary to 
evaluate the susceptibility of the study area using methods such as deterministic models, among 
others. 
The objective of this work is to evaluate the magnitude and frequency of earthflows at a large 
scale for a local hazard zoning (Cascini, 2008). In this chapter, the methodology to evaluate the 
MCF of reactivations is shown. Concerning the first-time slope failures, which have been 
treated in chapter 5, a brief introduction is given in the next sections. 
To this end, a first data collection has been made by means of: a) cartographic sources such as 
topographic maps, aerial photographs, etc; b) lithological, morphological and landslide mapping 
(first-time slope failures and reactivations) and c) activity indicators, morphological features and 
other characteristics 
 
3.6 Data collection 
3.6.1 Cartographic sources 
In Table 3-1, summarizes the information gathered to carry out the landslide and lithological 
mapping. Most of it has been obtained from the Geological Survey of Catalonia (ICGC, 2015) 
as well as by several field campaigns performed by Georisc S. L. (2009) and the author of this 
thesis. Geological map has been obtained form the Geological Survey of Catalonia (ICGC, 
2015) and it contains the main lithostratigraphic units present in the study area. They have been 
widely described in chapter 2. 
In the lithological map there are represented the units obtained from the reclassification of the 








Table 3-1: Characteristics of the gathered information. 




Topographic map Paper/Digital 2010 1:5,000 - (ICGC, 2015) 
Aerial photographs  
1957 Paper 1957 1:33,000 - (ICGC, 2015) 
1975 Paper 1975 1:18,000 - (ICGC, 2015) 
1987 Paper 1987 1:22,000 - (ICGC, 2015) 
Ortophoto  
1956 Digital 1956 1:5,000 50cm (ICGC, 2015) 
1990 Digital 1990 1:25,000 50cm (ICGC, 2015) 
1993 Digital 1993 1:25,000 50cm (ICGC, 2015) 
1997 Digital 1997 1:5,000 50cm (ICGC, 2015) 
2003 Digital 2003 1:5,000 50cm (ICGC, 2015) 
2005 Digital 2005 1:5,000 50cm (ICGC, 2015) 
2007 Digital 2007 1:5,000 50cm (ICGC, 2015) 
2008 Digital 2008 1:5,000 50cm (ICGC, 2015) 
2009 Digital 2009 1:5,000 50cm (ICGC, 2015) 
2011 Digital 2011 1:5,000 50cm (ICGC, 2015) 
2013 Digital 2013 1:5,000 50cm (ICGC, 2015) 
Geological map Digital After 1990 1:50,000 - (ICGC, 2015) 
Digital elevation 
model 
Digital - - 5m/pix
el 
(ICGC, 2015) 
Lithological map Paper/Digital 2009/2013 1:5,000 - (Georisc S. L., 2009) 
& and field trips 
performed by the 
author of this thesis 
Landslide map Paper/Digital 2009/2013 1:5,000 - (Georisc S. L., 2009) 
& and field trips 
performed by the 
author of this thesis 
 
3.6.2 Geomechanical properties of the Garumnian Clay 
Most of the landslides given in the study are located within the Garumnian Clays, thus several 
studies conducted at the UPC, in the Geomechanical Laboratory, were revised to obtain the 
geomechanical properties of the Garumnian Clay (Table 3-2). 
The studies of Forné (2004), Canales (2011), Montero (2011) and Oliveras (2011) were 
conducted within the Tremp basin. The soil is classified as low plasticity clay (CL) with low 
liquid limit (wL=31.65-41.75%) and plastic index (PI=13.85-18.42%). Calculated void ratios 
(0.27-0.28) are low. They low clay content (<1%) agrees with the low plasticity having a silty 
clay. A wide range of residual friction angles was calculated (9.1-16º) as well as a wide range of 
peak friction angles (16-20º). 
Concerning the study of Pinyol et al. (2012), it was conducted 20 km far from the Tremp Basin, 
but within the Garumnian Clays. The soil is classified as high plasticity clay (CH). It agrees 
with the high content of clay fraction (40%). Calculated void ratios (0.68-0.96) are high, 
probably due to the decompression and weathering of the outcrops of the Garumnian clay 
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(Pinyol et al., 2012). The tested samples show higher liquid limit (wL= 54-57%) and plastic 
index (PI= 26-31%) compared with the afore-mentioned works. They calculated friction angle 
was 10-12º. 
 




Table 3-2: Geomechanical properties of the Garumian Clay obtained from several studies conducted at the UPC. Samples were tested in the Geothecnical 
Laboratory of UPC. 




































15.6-16.7 CL 58 25.5 9.1 
(Montero, 
2011) 
21.56 - - - 31.65 13.85 CL - - 15.6 
(Oliveras, 
2011) 










3.6.3 Lithological, morphological and landslide mapping 
The aim of this section is to obtain a reliable base map, from which, further analysis can be 
performed for a proper hazard assessment. Such a map must contain complete information about 
lithologies representative for the hazard analysis, landslides and activity indicators. 
A first lithological, morphological and landslide mapping with activity indicators and other 
characteristics, related with landslides, has been performed through several field campaigns, 
revision of previous studies (Georisc S. L. 2009), geological information and aerial 
photointerpretation (ICGC, 2015) which covered a period of 57 years (from 1956 to 2013). 
 
Six lithological units have been defined as the basis for the landslide hazard assessment (Table 
3-3). They have been grouped according to the geological map (ICGC, 2015) and from the 
geomechanical point of view, according to the field campaigns carried out by Georisc S. L. 
(2009) and the author of this thesis. Materials that show the same prone to landsliding have been 
merged: 6 lithological classes have been obtained. A total of 119 landslides have been 
identified. 
 
Table 3-3: Lithological units defined as the basis for the landslide hazard assessment. Simplified 
lithology used in the field campaigns. 
Unit code 1 2 3 4 5 6 
Name Hard rock Interbedded 
































































1) Hard rock: 
 
Figure 3-4: Sandstones, calcarenites and conglomerates (Photo: Guillem Domènech). 
 
This unit is located at the southern part of the Barcedana Valley (The Montsec north face). It is 
mainly composed of well cemented conglomerates and competent sandstones and limestones. 
During the field campaigns some large rockfalls have been advised within this unit. Presence of 
lutites and clayey material from Garumnian and bedding with dips about 45º may be responsible 




2) Interbedded weak and hard rocks: 
 
Figure 3-5: Limestones with alveolines (Photo: Guillem Domènech). 
 
Located at the northern of Barcedana Valley. They consist of competent limestones with 
alveolines (Figure 3-5) and well cemented conglomerates with interbedded sandstones and 
lutites. In some parts of the valley, they are quite fractured and generate rockfalls. The village of 
Llimiana has been built up on this unit. 
 




3) Weak rock: 
 
Figure 3-6: Sandstones from the Upper Red Garumnian (Photo: Guillem Domènech). 
 
It is located in the central part of Barcedana Valley. It is mostly present in the quasi vertical 
gully walls. It is mostly composed of fine sand and silt size particles. Feldspar grains can be 
observed. In some parts of the study area it can be found as competent sandstones (Figure 3-6, 
small photo). In other parts of the valley, it appears as a less competent material which in some 
cases, it can be manually broken up. However, in both cases, when it gets wet, its 
geomechanical properties change completely due to their low liquid limit, plasticity index and 
void ratio (Table 3-2) and it becomes a high susceptible material to failure. This change may be 




4) Coarse colluvium 
 
Figure 3-7: Coarse colluvium. Clast supported with clayey, silty and sandy matrix from 
Garumnian (Photo: Guillem Domènech). 
 
It is located in the central part of the Barcedana Valley. It is mostly made of angular clasts 
(centimetre and decimetre in size) in a silty matrix. It is well gradated and shows a chaotic 
internal structure. 
 




5) Fine colluvium 
 
Figure 3-8: Fine colluvium from the Upper Red Garumnian with gypsum (Photo: Guillem 
Domènech). 
 
It is the most extended and problematic material from the Barcedana Valley. It is low plasticity 
silty clay. It is responsible of a high number of instabilities. In many cases evaporites such as 




6) Slide material 
 
Figure 3-9: Slide material. Fine colluvium from the Upper Red Garumnian (Photo: Guillem 
Domènech). 
 
This material is the result of instability processes (earthflows, translational slides) and therefore, 
it should present different properties compared with the previous ones. It is mainly composed of 
clayey and silty materials from Garumnian facies as well as clasts of several sizes (from 
centimetre to decimetre size). It is low plasticity (CL) silty clay (<1% clay content) with low 
liquid limit (wL=31.65-41.75%) and low plasticity index (PI=13.85-18.42%) (Table 3-2) being 
able to flow, in presence of water, within very gentle slopes. It shows low residual friction 
angles ranging from 9 to 16º. 
This material is located in the central part of the Barcedana Valley. 
 
3.6.4 Activity indicators, morphological features and other characteristics 
Several morphological features as well as activity indicators and other characteristics related to 











Table 3-4: Morphological features, activity indicators and other features mapped in Barcedana 
Valley 
Morphological features  Activity indicators  Other features 
Boulder impact marks  Disturbed trees  Fluvio-torrential 
erosion 
Movement direction  Disturbed bedding  Blocks bigger than 
100 m3 
Landslide lobe  Terrain cracks  Slopes with swollen 
and remoulded 
material 
Metric scar height  Structure with slight 
pathologies 
 Discontinuity between 
landslides 
Decametric scar height  Structure with severe 
pathologies 
 Water presence 
Scar bottom  Fallen trees  Blocks from 1-10 m3 
Translational platform  Trees with impact 
injuries 
 Blocks from 10-100 
m3 
Huge rock mass detached from the 
bedrock by means of open cracks 
 Intact bedding   
 
3.7 Methodology for the obtaining of the magnitude and 
frequency of reactivations 
Two different procedures have been followed. The first one, which is later detailed, consists in 
the obtaining of the MCF of reactivations mapped in the Barcedana Valley. On the other hand, 
the annual temporal probability of four large-rainfall-triggered landslides, located also in the 
Tremp Basin, has been calculated using ROC curves. An average threshold for large landslides 
has been defined for that area. In that case a brief explanation about the methodology and the 
results can be found in the next sections. However, more details are shown in the chapter 4 of 
this thesis. 
 
3.7.1 Magnitude and frequency of landslide reactivations 
Landslides have been mapped using the work carried out by Georisc S. L. (2009), several field 
campaigns carried out by the author of this thesis and orthophoto observation (11 sets, Table 
3-1). These orthophotos were used directly from the Catalan Geological Survey (ICGC) website 
(ICGC, 2015).  
Each landslide as well as any reactivation have been identified in the different set of 
orthophotos. Thus, the frequency of reactivation has been calculated by dividing the total 
number or reactivations over the time period covered by the orthophotos. Orthophotos were also 
used for the later treatment of the two phenomena. 
The frequency has been computed by analysing a set of aerial photographs. A reactivation has 
been considered between one or more sets of the available orthophotos if the landslide exhibited 
morphological changes and/or changes in the road, present in the study area, were observed. 
The area of the several mapped landslides has been use as an approximation of their magnitude. 




3.7.2 Determination of rainfall thresholds to reactivate large landslides by means of 
ROC curves 
A method to determine the possible dates of reactivations of 4 large rainfall-triggered landslides 
and the establishment of a rainfall threshold, within the Tremp Basin (Spain), has been 
proposed. Then, the temporal probability of reactivation has been computed. 
Some thresholds have been analysed considering several accumulated rainfall and different 
intensity-duration relationships. Threshold performance has been evaluated by means of ROC 
analysis (Receiver Operating Characteristics) (Fawcett, 2006) that permit to classify them. 
Finally, the temporal probability is estimated combining the probability of the threshold being 
exceeded and the probability of landslide initiation given that the threshold is exceeded. 
First of all, mapping of landslides and their units as well as the tree-ring analysis have been 
prepared from different studies conducted in the Tremp Basin (eastern Pyrenees). 
Selected landslides have areas ranging from 6,020 to 800,000 m2. They have been analysed with 
dendrochronology (Figure 4-16) which permits dating, within one year (dendrological), 
anomalies in the tree rings caused by landslides. It has been considered that a reactivation has 
occurred if three or more trees on the landslide show anomalies in their rings. To this, 12 years 
with reactivations have been calculated. 
The main handicap when working with this technique is that a direct relationship with triggering 
events cannot be established.  
Secondly, rainfall data were provided by the AEMET (Spanish meteorological Office). There 
are five gauges located between 1.5 and 17.5 km away from the sampled landslides (Figure 
4-18) (Table 4-2). The identification of possible combinations of rainfall that could justify the 
occurrence of failures in the past has been made. As above mentioned, dendrogeomorphological 
results do not provide a specific date about landslide events. Furthermore, years with no 
dendrological response do not imply lack of failure or reactivation because trees might have not 
been affected. Thus, two types of approaches have been used: a) accumulated precipitation 
within a given period of time (accumulated rainfall) and b) accumulated rainfall followed by a 
minimum-daily-triggering precipitation (antecedent rainfall). 
A great variability of thresholds have been defined in order to understand which is the best 
combination explaining the failures; from short periods with relatively intense events, to long 
periods with more gentle precipitations. 
A receiver operating characteristics (ROC) analysis (Fawcett, 2006) has been conducted to 
evaluate the performance and reliability of different thresholds and decide which is the best that 
explain the failures. It uses the true positive (tp) rate or also called hit rate and the false positive 
(fp) rate, also called false alarm rate. Both rates are plot in a ROC graph which depicts relative 
tradeoffs between benefits (tp) i.e. hit rate and costs (fp) i.e. false alarm rate. 
Finally, the average temporal probability of the whole Tremp basin has been evaluated 
considering the probability that a threshold will be exceeded and considering the probability that 
a landslide occurs given the exceedance. Both probabilities have been obtained using the Poison 
model. More details about the followed methodology can be found in chapter 4. 
 
3.8 Magnitude and frequency of first-time slope failures 
The analysis of the occurrence of first-time slope failures has been obtained by means of a slope 
stability model implemented on a GIS platform. A methodology has been developed to calculate 
the size of the potential failure when it is larger than the grid cell size. 
The frequency has been calculated by linking the Stability Index (SI) (obtained with the slope 
stability model) and the occurrence of first-time failures in the last 50 years identified by means 
of aerial photointerpretation. Finally, the landslide hazard map has been obtained considering 





More details about the methodology can be found in chapter 5 
 
3.9 Results and discussion 
A total of 109 landslides (fist-time failures and reactivations) were identified. They have an area 
ranging from 380 m2 to 911,900 m2 (Figure 3-10). Usually, smaller reactivations occur in steep 
slopes of fine colluvium (lithological unit 5) and/or weak rocks (lithological unit 3) and larger 
reactivations take place in more gentle slopes within fine and coarse colluvium deposits 
(lithological units 5 and 4 respectively). Such large landslides are typically located at the eastern 
part of the Barcedana Valley. They present activity indicators such as fallen as well as disturbed 
trees but their limits are not easily distinguishable. 
More information about mapped landslides can be found in Annex 1: Landslide characteristics. 
 
 
Figure 3-10: Range of landslide size. From a few hundreds of m2 (left) to thousands of m2 
(right) 
 
3.9.1 Landslide reactivations 
A total of 92 landslides over 109 have been identified as reactivations. It represents the 84.4% 
of the total. It seems to be a reasonable ratio considering that, usually, earthflow occurrences are 
related to reactivations of ancient slides (Prokešová et al., 2014). From the 92 failures, in 4 large 
earthflows any reactivation has been identified by means of the orthophotos although activity 
indicators and their large area suggest that they belong to ancient slides. Hence, a total of 88 
earthflows (80.73%) have been used. 
In Figure 3-11, the Magnitude-Cumulative Frequency (MCF) of reactivations is shown. The 
landslide areas range from 380 m2 416,700 m2, with a roll over effect around 600 m2. Observing 
the MCF curve, a maximum frequency of 3 reactivations per year and a minim frequency of 1 
reactivation each 14.5 years have been found. 
The distribution is well fitted by an inverse power law with an exponent of -0.543. If comparing 
it with the values found in the literature (Table 3-6), it appears that in Barcedana Valley, the 
distribution presents a smaller exponent. This fact can be due to the lack of small size landslide 





Figure 3-11: MCF for landslide reactivations. 
 
In the dendrological analysis performed to 4 large landslides and their subunits of the Tremp 
Basin (chapter 4), the temporal probability of reactivation has been of 0.66. Considering that 
they have and area equal or greater than 6,020 m2 (subunit 3 of Les Pales landslide) and using 
the afore-mentioned MCF curve for landslide reactivations (Figure 3-11), the number of 
expected reactivations per year is 1.08. Using the Poison model (Equation 3-3), the annual 
probability of having one or more landslides equal or greater than 6,020 m2 is 0.66 (Table 3-5). 
This is the same probability of reactivation calculated for large landslide in chapter 4. 
 
Table 3-5: Annual temporal probability of reactivations for landslides larger than 6,020 m2 
Landslide size 
(m2) 
Annual frequency (1/μ) AEP according to the Poisson Model 
[𝑃{𝑁(𝑡) ≥ 1} = 1 − 𝑒
−𝑡
𝜇 ] 












































Landslide reactivations Magnitude-Cumulative 
frequency




Table 3-6: Characteristics of landslide volume distributions taken from Van Den Eeckhaut et al. (2007). N: Number of landslides; b: Exponent. 
Author Site Type of inventory Distribution features N b 
Pelletier et al. (1997) Akaishi Ranges (central 
Japan) 
Historical Cumulative frequency 
distribution of landslide 
areas 
3,424 2-3 
Pelletier et al. (1997) Eastern Cordillera (Bolivia) Historical Cumulative frequency 
distribution of landslide 
areas 
- 1.6-2; 2.6-3 
Fuji (1969 in Guzzetti et al., 
2002) 
Japan Event (heavy rainfall) Cumulative frequency 
distribution of landslide 
scar areas 
800 0.96-1.6 
Hovius et al. (1997) Southern Alps (New 
Zealand) 
 
Historical (<60 year old) Annual cumulative 
frequency distribution of 
landslide scar areas 
4,984 1.16-2.16 
Pelletier et al. (1997) Northridge (California, USA) Earthquake Cumulative frequency 
distribution of landslide 
areas 
>11,000 1.6-2.6 
Hovius et al. (2000) Ma-an and Wan-li catchment 
(Taiwan) 
Historical (<10 year old) Annual cumulative 
frequency distribution of 






The following conclusions have been determined from several field observations: 
 
-Sometimes, the distinction between coarse (unit 4) and fine (unit 5) colluvium is not easy. 
Some deposits may look like a granular colluvium (unit 4) due to their high content in clasts and 
coarse material. Nevertheless, the clayey and silty matrix may lead to poor geotechnical 
properties (Table 3-2) being necessary to classify this material as fine colluvium. 
-Most of the colluvium (5) is part of eroded weak rock materials (3) of the Upper Red 
Garumnian Facies (PPlg). Therefore, in some cases, the contact between both materials is not 
clear and thus, the cartography between both materials is not obvious. 
-Distinction between intact fine colluvium and remoulded material belonging to a landslide is 
not trivial due to very old movements difficult to identify as well as more recent failures that 
have been masked due to anthropic actions, mostly in crops. 
-Materials from the Upper Red Garumnian (PPlg) show high plasticity (CH, Lambe & 
Whitman, 1979). It agrees with the study conducted by Pinyol et al. (2012). However, within 
the Tremp Basin, the outcropping materials are low plasticity silty clays (clay content<1%) and 
low values of void ratios (0.27-0.28) as well as liquid limit (wL= 31.65-41.75%) and plasticity 
index (PI= 13.85-18.42%) Consequently, in presence of water, their behaviour change 
completely being able to flow in very gentle (Table 3-2) slopes. 
-The presence of Upper Red Garumnian materials within the matrix of the sandstones and the 
paleosoils of the weak rocks (unit 3), as well as within the matrix of the granular colluvium 
(unit 4), leads to a high reduction of the material strength turning into a flow in presence of 
water due to the low plasticity index and the low void ratio. 
-Regarding the geological classification (ICGC, 2015), most of the failures occur in the Upper 
Red Garumnian (PPlg) materials, colluvial deposits (Qco) and Lower Red Garumnian (KMlg) 
materials. 
 
The following conclusions have been determined from the analysis of the landslide 
inventory and the orthophotos: 
 
-Most of the earthflows identified in the Barcedana Valley have been classified as reactivations 
(92 over 109) what is in good agreement with other published works (Prokešová et al., 2014). 
The other earthflows have been considered first-time slope failures. 
-Landslide areas range from 380 m2 416,700 m2, with a roll over effect around 600 m2. 
Frequencies ranging from 3 reactivations per year to 1 reactivation each 14.5 years have been 
determined. 
-MCF distribution has found to be well fitted by an inverse power law with an exponent equal to 
-0.543. It is a small value compared with the literature. It can be as a consequence of the lack of 
small size reactivations or the presence of a great number of large size reactivations in the 
Barcedana Valley. 
 
The following conclusions have been determined by comparing the results obtained from 
the field inventory and orthophoto observation, and the dendrogeomorphological analysis: 
 
-The annual exceedance probability of having one or more reactivations, calculated from the 
dendrogeomorphological analysis, for failures greater or equal than 6,020 m2 (area of Les Pales 
landslide) is 0.66. 
-The annual probability of having one or more reactivations for failures greater or equal than 




6,020 m2, using the MCF curve obtained from the landslide inventory and the orthophotos 
analysis and the Poisson model, is 0.66. 
-Even the lack of data in both analyses (by means of dendrogeomorphological and by 
orthophotos), the probability of occurrence following two different approaches is the same. It 













4 Determination of rainfall thresholds to 
reactivate large landslides by means of 
ROC points 
4.1 Introduction 
Rainfall is a well known landslide triggering factor that contributes to the build up of water 
pressures into the ground (Campbell, 1975; Wilson, 1989) and reduction of its effective stress 
thus reducing the soil strength and, eventually, its failure. Groundwater conditions responsible 
for slope failures are related to rainfall through infiltration, soil characteristics, moisture content, 
and rainfall history (Wieczorek, 1996). A proper understanding of this phenomenon is necessary 
to predict the rainfall induced landslides. 
The influence of rainfall on landslides differs substantially depending upon landslide 
mechanism, dimensions, kinematics, material involved, etc (Aleotti, 2004). Shallow failures are 
usually triggered by short intense storms (Corominas & Moya 1999; Guzzetti et al. 1992) while 
most deep-seated landslides are affected by long-term variation of annual rainfall which has to 
last several years (Bonnard and Noverraz, 2001). A threshold is the minimum or maximum 
level of some quantity needed for a process to take place or a state to change (White et al., 
1996). A minimum threshold defines the lowest level below which a process does not occur. A 
maximum threshold represents the level above which a process always occurs. For rainfall-
induced landslides, a threshold may define the rainfall, soil moisture, or hydrological conditions 
that when reached or exceeded, are likely to trigger landslides (F. Guzzetti et al., 2008). 
Prediction of rainfall-induced landslides in many areas has been difficult due to lack of 
monitoring and availability of reliable data (Sengupta et al., 2010). In such cases, the hillslope 
hydrological processes have to be studied in detail to reveal and explain the mechanisms that 
cause or reactivate landslides during rainfall (Wilson and Wieczorek, 1995). Rainfall intensity 
(I) and duration (D) relations are the most common type of thresholds proposed in the literature. 
Rainfall intensity (I) is the amount of precipitation accumulated in a period of time or the rate of 
precipitation in a period, most commonly measured in millimetres per hour. Caine (1980) was 
the first who introduced the parameter using a database of debris flow slope failures. Other 
thresholds were proposed by Cannon & Gartner (2005) who worked with debris flow or by 
Jakob & Weatherly (2003) who wanted to establish a regional threshold for shallow landslides 
and debris flow that could be easily implemented by the Greater Vancouver Regional District 
(GVRD). Some authors (Cannon and Ellen, 1985; Jibson, 1989; Wieczorek et al., 2000) refine 
this approach by normalizing the intensity value with the mean annual rainfall (MAP). It 
permits to emphasize the regionalization of the thresholds, since the calculation takes into 
account the climatic regimes of the study area (Aleotti, 2004). Moreover, thresholds based on 
the daily rainfall (R) (Campbell, 1975), rainfall event (E)-duration (D) thresholds (Cannon and 
Ellen, 1985), and rainfall event (E)- intensity (I) thresholds (Jibson, 1989) have also been 
utilised to predict rainfall-induced landslides (Sengupta et al., 2010). Local authorities can use 
these critical rainfall amounts to develop landslide early warning systems to implement 
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evacuation procedures (or improve if they already exist) (Hansen et al., 1995) while 
geotechnical engineers can use them in the design of man-made slopes (Anderson et al., 1987). 
Two types of landslide-triggering rainfall thresholds can be established: A) Physical thresholds 
which are calculated by means of process-based models. They couple hydrological and stability 
models which compute the factor of safety for simple failure mechanisms from different 
infiltration scenarios (e.g. Godt et al., 2008; Iverson, 2000). The most important limitation of 
this models are the detailed spatial information required on hydrological, lithological, 
morphological and soil characteristics that control the initiation of landslides (Guzzetti et al., 
2007). Various approaches have been proposed to obtain physical thresholds (Rahardjo et al., 
2001). B) Empirically rainfall thresholds are based on the study of rainfall events that has 
produced landslides in the past. These thresholds not only take into account the event rainfall, 
but the antecedent conditions. As it has been said before, a short intense rainfall is usually 
needed to trigger shallow landslides. On the other hand, the occurrence of deep-seated 
landslides or failure of impervious materials needs long-lasting and continuous rainfalls (days, 
weeks or months). 
 
4.2 Empirical rainfall-triggering thresholds 
Triggering thresholds separate combinations of daily and antecedent rainfall or of rainfall 
intensity and duration that triggered landslides from those combinations that failed to trigger 
landslides (Terlien, 1998). The influence of antecedent rainfall is difficult to quantify as it 
depends on several factors, including the heterogeneity of soils (strength and permeability 
properties) and the regional climate (Aleotti, 2004). Landslides in slope covered with coarse 
colluvium having large interparticle voids, debris flows or previous soils due to the presence of 
preferential groundwater passageways (macropores, animal burrows, root channels) can occur 
without significant antecedent rainfall (Corominas and Moya, 1999; Corominas, 2000). On the 
contrary, in low-permeability soils antecedent rainfall can be an important factor because it 
reduces soil suction and increases the pore-water pressures in soils. 
Terlien (1998) concluded that for shallow soil slips, antecedent soil moisture controls the 
required rainfall duration while the soil hydrological properties determine the minimum 
required rainfall intensity. Two key difficulties are the definition of the period over which to 
accumulate the precipitation and the exactly data of the landslide event. Empirical rainfall-
triggering thresholds require accurate rainfall data and detailed information on the occurrence of 
slope failures. Landslide occurrence might be ascertained by compiling an inventory of slope 
failures immediately after the event or by mean of indirect techniques as dendrochronological 
analysis when no landslide data is available. The use of dendrochronology allows knowing the 
landslide activity of a specific area, where there is a lack of historical information, within a 
dendrochronological year. The main drawback relies in the impossibility to obtain the exact date 
for such event. Hence, a more comprehensive study must be carried out to correlate rainfall 
events with landslides failures (e.g. Corominas & Moya (1999). Rainfall data should be 
collected from a carefully designed and sufficiently dense network of recording rain gauges, of 
probably no less than 1 gauge for about each 50 km2. Additionally, the temporal resolution of 
rainfall measurements is crucial. Daily precipitation records do not capture peak rainfall 
intensity, a fundamental measure where convective precipitations of short duration and high 
intensity trigger mass movements (Reichenbach et al. 1998). 
According to Guzzetti et al. (1997), empirical thresholds for the initiation of landslides can be 
loosely defined as global, regional, or local. The global thresholds attempt to establish the 
general minimum level below which landslides do not occur. Some of this examples can be 




found in Caine (1980); Innes (1983); Jibson (1989); Clarizia et al. (1996); Crosta & Frattini 
(2001); Cannon & Gartner (2005). 
Regional thresholds are defined for areas extending from a few to several thousand square 
Kilometres of similar meteorological, climatic, and physiographic characteristics, and are 
potentially suited for landslide warning systems. Local thresholds consider the local climatic 
regime and geomorphological setting, and are applicable to single landslides or to a group of 
landslides in areas extending from a few to some hundreds of square kilometres. A limitation of 
regional and local ID thresholds is the fact that thresholds defined for a specific region or area 
cannot be easily exported to a neighbouring regions or similar areas (Crosta, 1989). 
 
4.3 Previous works carried out so far using empirical rainfall 
thresholds 
Most of the works carried out so far in determining the empirical rainfall thresholds are based in 
detailed landslide inventories and rainfall data. Caine (1980) was the first in establishing an 
empirical threshold for debris flows based on rainfall intensity-duration relations: 
 
𝐼 = 14.82𝐷−0.39 
Equation 4-1 
 
in which I is the rainfall intensity (mm/hr), and D is the duration of rainfall (hr). 
 
It allows a fairly simple definition of the rainfall necessary to provoke shallow instability on 
undisturbed slopes. In the Piedmont region, Aleotti (2004) used five well-known landslide 
events and hourly rainfall to implement a warning system for rainfall-induced shallow failures. 
Zêzere et al. (2005) reconstructed the dates of landslide activity from field work, archive 
investigation and interviews with the population living in the study area. It allows them to 
conclude that in the Lisbon area, the occurrence of shallow translational soil slips is related to 
intense rainfall periods (1 to 15 days), while deep slope movements occurred in relation to 
longer periods of less intense rain (30 to 90 days). Guzzetti et al. (2007) collected 853 rainfall 
events from the literature, including international journals, conference proceedings and reports. 
Each event includes its location, rainfall conditions, type and number of landslides, main rock 
types cropping out in the region and climate information. It permits to define new thresholds for 
the possible initiation of rainfall-induced landslides in the Central European Adriatic Danubian 
South-Eastern Space (CADSES) area, located in central and southern Europe. A summary of the 
Norwegian Geotechnical Institute (NGI) regarding the duration and intensity of precipitation 
events that may trigger debris flows and shallow landslides can be found in Nadim et al. (2009). 
In such a case, thresholds of different failures in Norway and Nicaragua are presented. In 
another work, Sengupta et al. (2010) worked with a not large rainfall data base (from 1998 to 
2006) but with a well-known landslide activity of Lanta Khola landslide. Since they knew the 
exact date of landslide reactivation, they were able to plot the total cumulative rainfall (E) 
against event duration (D) in order to get the local thresholds. Jaiswal & Van Westen (2009) 
prepared an extensive landslide database, covering a time span of 15 years. It permits to define a 
threshold for each area according to the method suggested by Zêzere et al. (2005) and the 
subsequent assessment of temporal probability. 
On the other hand, only a few works, where the exact date of landslide events is unknown, have 
been found in the literature. Corominas & Moya (1999) reconstructed the landslide activity in 
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relation to rainfall in the Eastern Pyrenees, in Spain, by means of dendrochronology. The 
attempt to reconstruct a complete record of the landslide activity in the region, failed because 
few written references exist in local archives. Hence, they had to find out the most reliable 
rainfall events that resulted (or did not result) in landslides within a dendrochronological year. 
 
4.4 Estimation of temporal probability 
Temporal probability of landslide initiation can be estimated either using physically-based or 
empirical rainfall threshold methods (Jaiswal and van Westen, 2009). Temporal probability can 
be analysed by evaluating the temporal probability of the rainfall events themselves combined 
with an analysis of the rainfall threshold. A few works exist in the literature as the one done by 
(Ko Ko et al., 2004). They calculated the empirical rainfall threshold along the Unanderra and 
Moss Vale Railway Line in the State of New South Wales, Australia using a binomial 
probability model. Information on the exact date of the landsliding was provided and rainfall 
data was available covering a period of 109 years. Temporal probability of two sites was 
evaluated as well as its spatial and temporal variation. Jaiswal & Van Westen (2009) estimated 
the temporal probability for landslide initiation using the probability of exceedance of a rainfall 
threshold and the probability of occurrence of landslides related to the rainfall threshold in a 
railway alignment and the national highway in the southern India using a Poisson probability 
model. Information about 14 landslides triggered during the period 1992 to 2006 was used. 
Finlay et al. (1997) used ninety years of historical landslide records as input to the Poisson and 
binomial probability distributions to predict rainfall thresholds, relate the number of landslides 
and rainfall, and calculate the probability of landsliding of a slope given a rain event. However, 
probabilistic assessments of landslide frequency and hazard that are based on historical records 
are difficult to perform because most landslide records cover short periods of historical time and 
small geographic areas. 
 
4.5 Objective 
Most of studies referenced in the scientific literature establish the triggering rainfall thresholds 
from detailed landslide inventories where the exact moment of the event is known as well as the 
rainfall amount of the rainfall recorded so far. Unfortunately, in our study area neither exact day 
nor approximate date are known. Alternatively, series of landslides have been reconstructed by 
means of dendrogeomorphology. First-time slope failures and landslide reactivations have been 
identified with a precision of one year. Despite being a very good accuracy is not sufficient to 
establish a direct relationship with triggering events. 
A method to determine the possible date of landslide reactivations and the establishment of a 
rainfall threshold within the Tremp Basin (Spain) is proposed. Some thresholds have been 
analysed considering several accumulated rainfall and different intensity-duration relationships. 
Threshold performance has been evaluated by means of ROC analysis (Receiver Operating 
Characteristics) (Fawcett, 2006) that permit to classify them. Finally, the temporal probability is 
estimated combining the probability of the threshold being exceeded and the probability of 
landslide initiation given that the threshold is exceeded.  
 
 





The procedure to carry out this work has been: a) identification of landslides and their subunits 
by means of geomorphological mapping, b) dendrogeomorphological sampling, c) 
determination of years with failures, d) collection and processing of the available rainfall data, 
e) proposition of thresholds, f) validation and g) calculation of temporal probability of failure. 
 
4.6.1 a) Identification of landslides and their subunits 
Mapping of landslides and their units as well as the tree-ring analysis have been prepared from 
different studies conducted in the Tremp Basin (eastern Pyrenees). Over tens of failures, a total 
of four large landslides have been selected to be analysed with dendrochronology (Figure 4-1): 
Clot dels Oms, Les Pales, Sant Salvador, and Mas Guillem. Characteristics of each landslide are 
shown in Table 4-1. Although Les Pales has been treated as a single landslide, it comprises 
three smaller landslides. 
 
 




Table 4-1:  Characteristics of each Landslide. Coordinates according to the European zone 31T georeferencing (Forné, 2004; Montero, 2011; Oliveras, 2011). 
TL: Translational Landslide; RL: Rotational Landslide; E: Earthflow. 













Clot dels Oms1 
Clot dels Oms2 
Clot dels Oms3 
Clot dels Oms4 










































Les Pales1 330,147 4,657,052 551 340 79 26,860 10.7 E+RL 
Les Pales2 330,147 4,657,052 551 290 33 9,570 13.6 E 
Les Pales3 
 
330,147 4,657,052 551 215 28 6,020 14 E 
Sant Salvador 
 
337,661 4,659,292 900 2,000 400 800,000 9.4 RL+E 
Mas Guillem 337,651 4,657,141 855 500 100 50,000 11.5 TL 
  




Table 4-2: Geotechnical parameters of each landslide (Forné, 2004; Montero, 2011; Oliveras, 2011). 
Landslide  Residual friction angle(º) Soil Classification 
(Casagrande)  
Granulometry 
Clot dels Oms 9 Low-medium plasticity clay - 
Les Pales 15 Low-medium plasticity clay - 
Sant Salvador 9 Low-medium plasticity clay Silt 






Clot Dels Oms: 
 
It is a large landslide located in south-eastern part of the Tremp Basin and developed in a low-
medium plasticity clay with a residual friction angle of 9º (Table 4-2). A geomorphological 
cartography as well as the dendrological analysis have been carried out by Oliveras (2011) 
given a total of 5 units (Figure 4-2). 
Unit 1 is a large earthflow with an extension of 47,660 m2, a length of 370 m and width of 129 
m (Table 4-1). Tension cracks and lobes are present, mostly at the bottom of the failure. 
Unit 2 is another earthflow located just bellow unit 1. It has an extension of 25,860 m2, a length 
of 260 m and 99 m of width (Table 4-1). Lobes and small scarps are present due to subsequent 
reactivations, mostly at the bottom where unit 3 is located. Such a failure is a rotational 
landslide with an extension of 7,198 m2, 71 m long and a width of 101 m (Table 4-1). At the 
top, a scarp of 2 m high can be recognised. The bottom is delimited by the Mas Guillem gully. 
Torrential erosion has not been observed. 
Unit 4 (Figure 4-3) is a translational landslide with an extension of 51,360 m2, 603 m long and 
85 m width (Table 4-1). It is the longest unit with a long scarp (about 70 m) in the middle of the 
unit and some lobes and tension cracks at the bottom which is also delimitated by the Mas 
Guillem gully. 
Finally, unit 5 is another translational landslide with a length of 334 m, a width of 93 m and 
31,140 m2 of extension (Table 4-1). The high presence of vegetation in the whole landslide 
complicates the identification of the movement as well as the identification of 
geomorphological indicators as cracks, lobes, little scarps etc. 
12 trees (Pinus Sylvestris) not affected by the failure have been selected. The have been defined 
as reference trees (Figure 4-2). They are used to identify possible anomalies in the tree rings due 
to other factors not related with the landslide movement (climatic factors). On the other hand, 
24 affected trees have been sampled (Figure 4-2). 10 of them are located in the unit 5, 7 at the 
bottom of the unit 4, 5 in unit 2, 1 in the unit 3 and 1 of them in the area between unit 1 and 2 
(Figure 4-2). 





Figure 4-2: Clot dels Oms landslide composed of 5 units. Units 1 and 2 are earthflows, unit 3 is 
a rotational landslide and units 4 and 5 are translational landslides. Some features are shown in 




Figure 4-3: View of the Clot dels Oms landslide from the north. Unit 4. Scarp indicated with a 




Located in the south part of the Tremp basin, with an approximate extension of 42,000 m2 and 
an average slope of 12.7º, it is composed of three units of a low-medium plasticity clay with a 
residual friction angle of about 15º (Figure 4-4, Figure 4-5, Table 4-1 and Table 4-2). 
Geomophological cartography of such a landslide, as well as dendrological analysis has been 
done by (Montero, 2011). 
Unit 1 has an extention of 26,800 m2 with an average width of 79 m a length of 340 m and a 
crown scarp of 15 m. In the middle part, counter-slope areas with accumulated water can exist 
(Figure 4-6). They belong to rotational platforms with several scarps 2 m high. At the bottom, 
some lobes and tension cracks can be observed (Figure 4-7). 
Unit 2 (Figure 4-8), with a scarp of 12 m high, presents a rotational component at the top, with 
counter-slope areas, and lobes and tension cracks at the bottom due to its flow component. It has 
an extention of 9,570 m2, a width of 33 m and a length of 290 m. 
Finally, unit 3 (Figure 4-8) is a smaller and more elongated eartflow with an extenxion of 6,020 
m2, a length of 215 m and a width of 28 m. It presents a crown scarp of 15 m high (similar to the 
scarp of unit1) with some rotational platforms at the top and lobes and traction cracks at the 
bottom. It is not completely clear the limit between unit 2 and 3 as both landslides are one next 
to the other and have the same behaviour at the bottom. 
A total amount of 13 trees have been collected in unit 1, 37 trees in unit 2, and 20 trees in unit 3. 
9 reference trees have been sampled (Montero, 2011). Most of trees have been sampled in the 
upper part of the landslide as there is a lack of vegetation in the upper part. 





Figure 4-4: Les Pales landslide is composed of three units. Some features are shown in Table 




Figure 4-5: View of Les Pales landslide from the north. Unit1. Cronw scarp in Garumnian 
materials can be seen (red line) (Georisc S. L., 2009). 
 
 
Figure 4-6: Les pales landslide. Counter-slope area with inclined trees in the middle part of 
Unit1 (Montero, 2011). 
 





Figure 4-7: Les Pales landslide. Tension cracks in the lower part of unit1 (Montero, 2011). 
 
 
Figure 4-8: View of Les Pales landslide, from the north. Unit 2 and unit 3 can be observed in the 






It is a large landslide located in the south part of the Tremp basin, near to the other movements; 
with an extension of about 800,000 m2 and an average slope of 9.4º (Table 4-1, Figure 4-9 and 
Figure 4-10). Cartography and dendrological analysis have been obtained from a non-published 
work carried out in the Department of Geotechnical Engineering and Geosciences (ETCG) from 
the Technical University of Catalonia (UPC). It is a low-medium plasticity clay, according to 
the Casagrande soil classification, with a silty grain size and a residual friction angle of about 9º 
(Table 4-2). It can be classified as a complex movement, being considered the upper part as a 
rotational landslide and the lower part as an earthflow with some lobes. The failure surface is 
supposed to be located 10 m deep. 
The crown scarp is formed by a semicircular large calcareous cliff of 125 m high from the 
cretaceous. It presents rockfall activity, since some blocs can be seen downslope. 
In the upper part of the landslide but below the bottom of the main scarp, several minor scarps 
from 5 to 7 m. high and 40 to 100 m long can be identified with some counter-slope areas and 
accumulated water associated to rotational platforms (Figure 4-11). Tension cracks associated to 
a central earthflow of about 1,000 m long also exist. This is the most active part of the landslide 
(Figure 4-12). 
The L-912 road divides the landslide in two parts. Hence, it is commonly affected by the 
movement. However, the presence of cultivated fields, mostly in the middle part of the failure 
(below the road) masks the original morphology of the movement. 
The bottom of the central earthflow, located 20 m below the road, has been altered by an 
artificial lake. Some lobes close to that lake can be observed, which confirm the recent activity 
of the earthflow. A second earthflow of 100m long and 20 m width can be seen next to the 
central one, in the left margin of the landslide, and just below the main scarp. Its limits are 
difficult to identify, but the presence of lobes, tension cracks and water accumulations confirm 
this hypothesis. 
Finally, in the right-central part, a third smaller earthflow can be identified with two crown 
scarps of about 20 m long, 1m high and a rotational component in the upper part. 
114 samples of 106 pines have been dated (Figure 4-9). In such a case, all trees belong to the 
upper part of the landslide, above the road, since it is the most active part. They are relatively 
young trees, not older than 40 years. 
 










Figure 4-10: Sant Salvador landslide. General view from the south. Crown scar is delineated 
with a red line (Forné, 2004). 
 










Figure 4-12: Affected trees in the upper-middle part of the Sant Salvador landslide. 
  






Located in the south part of the Tremp basin, it is a translational landslide with an extent of 
about 50,000 m2, a thickness of 20 m, a crown of 17 m high, a residual friction angle of about 
15º and an average slope of 11.5º (Figure 4-13, Figure 4-14, Table 4-1 and Table 4-2). 
Cartography as well as dendrological analysis have been obtained from a non-published work 
carried out in the Department of Geotechnical Engineering and Geosciences (ETCG) from the 
Technical University of Catalonia (UPC). Granulometry resulted in a silty grain size. High 
presence of vegetation in the crown area, mostly oaks and pines exists. Both, left and right 
margins are defined by torrents and it can be seen the presence of cracks. The lower part of the 
landslide is quite plain with lobes and the torrent area is almost closed, probably due to the 
continuous reactivations. The upper part has been occupied by fields (Figure 4-15), hence, 
mostly of the original morphology has disappeared. As in the previous landslide, the movement 
is divided by the L-912 road and it produces continuous affections in that section. 
45 trees (pines) for the dendrogeomorphology analysis have been sampled: 8 trees are located in 
the left margin, 14 in the right margin, 19 in the central part (between the road and the bottom) 
and 4 trees in the lower part of the landslide (Figure 4-13). Sampling near to the crown area has 
not been possible due to the absence of pines as well as in the part occupied by fields (just 





Figure 4-13: Mas Guillem landslide. Some features are shown in Table 4-1and Table 4-2  





Figure 4-14: Mas Guillem landslide. Crown scar in Garumnian materials can be recognised 





Figure 4-15: Mas Guillem landslide. General view of the movement. Crown scar located in the 
left margin (red line) as well as the central part occupied by fields can be seen. 
 
4.6.2 b) Dendrogeomorphological sampling 
As it has been said before, selected landslides have been analysed with dendrochronology 
(Figure 4-16). It permits dating, within one year (dendrological), anomalies in the tree rings 
caused by landslides. A dendrological year is expected to start in September and end in August 
(Moya et al., 1992). Number of trees showing tree-ring response to landsliding is presented in 
Figure 4-17. The earliest year from which data is available is 1950 and the latest is 2008. 
However, data from 2003 to 2008 has not been analysed as no rainfall data is available. 










Figure 4-17: Results of the dendrological analysis. Number of trees showing tree-ring response 
to landsliding. 
 
4.6.3 c) Determination of years with failures 
It has been considered that a reactivation has occurred if three or more trees on the landslide 
show anomalies in their rings. The main handicap when working with this technique is that a 
direct relationship with triggering events cannot be established. On the other hand, it has been 
impossible to validate any data of failure obtained by tree-ring analysis due to the lack of 
information existing in the authorities’ databases. 12 years with reactivations have been 









In the Mas Guillem landslide, a clear response during the period 71/72 and 76/77 with 8 and 7 
trees affected respectively can be observed. Reactivation in the period 71/72 can be considered 
as a general reactivation as it affects the major part of the landslide (with the exception of the 
central part and the bottom). On the other hand, reactivation observed in 76/77 is a local 
reactivation, affecting the right part of the movement. Finally, during the period 81/82, left 
margin and the central part present 4 responses (2 each), and two responses more can be 
identified the periods 83/84 and 84/85, which could be retarded responses. 
In Les Pales landslide, a local response has been identified in the unit 2 being affected 3 trees. 
Another reactivation has been considered during the period 94/95 in which, 5 trees in unit 2 and 
4 trees in unit 3 have been affected. Finally, a clear response has been detected during the period 
95/96. It affects the tree units giving a total amount of 52 trees affected. Hence, it can be 
considered as a global reactivation. 
In Sant Salvador landslide, a response of 5 trees affecting the central and upper area of the 
movement has been identified in the period 79/80 (local response). During the periods 80/81, 
81/82 and 82/83 there is a response of 6, 3 and 5 trees respectively affecting the central and 
upper-left part of the landslide (local response). The clearest response has been detected during 
the dendrological year 83/84 since it affected the whole landslide and a large amount of trees 
(42). During the year 84/85, 6 trees presented another local response in the middle and the 
upper-left part with a delayed response in 85/86. During the dendrological year 86/87 a local 
reactivation affected 6 trees belonging to the little earthflow located in the middle-right part of 
the failure. Finally, periods 89/90, 94/95 and 95/96 show global responses with 10, 11 and 20 
trees affected respectively. 
In Clots dels Oms landslide, two reactivations have been indentified. The first one during the 
period 54/55 with 6 trees showing response, and the second one with 5 trees affected. Both are 
global reactivations. 




Table 4-3: Reactivation years. G: Global reactivation; L: Local reactivation. 
Reactivation years according each landslide Resulting reactivation years 
Mas Guillem Landslide 54/55 (G) 
71/72 71/72 (G) 
76/77 76/77 (L) 
81/82 79/80 (L) 
81/82 (L) Les Pales Landslide 
89/90 82/83 (L) 
94/95 83/84 (G) 
95/96 84/85 (L) 
86/87 (L) Sant Salvador Landslide 
79/80 89/90 (G) 
80/81 94/95 (G) 












4.6.4 d) Collection and processing of rainfall data 
Rainfall data were provided by the AEMET (Spanish meteorological Office). There are five 
gauges located between 1.5 and 17.5 km away from the sampled landslides (Figure 4-18) (Table 
4-2). 





Figure 4-18: Gauges and landslides location. 
 
Table 4-4: Gauges characteristics. European zone 31T. 
Code Name X UTM(m) Y UTM (m) Z UTM (m) 
9700 Talarn (Presa) 322,814 4,676,530 425 
9702 Bon repos (Sant Salvador 
de Toló) 
335,343 4,662,120 1,050 
9701 E Vilamitjana 323,105 4,674,690 415 
9704 Gavet de la Conca 322,360 4,668,850 380 
9708 Llimià (Pantà de Terradets) 322,458 4,662,670 399 
9703 Abella de la Conca 838,709 4,676,510 956 
 
These stations contain records of daily rainfall from 1915 to 2003 but significant information 
gaps exist (Figure 4-19). Rainfall data from Bon Repòs has been taken. It is the closest rain 
gauge to the landslides and located in the north face of Montsec (the same as landslides) at 




Figure 4-19: Daily rainfall of different gauges provided by AEMET (Spanish Meteorological 
Office). 




Data gaps have been replaced with information from the other rain gauges using a polynomial 
potential adjustment. It is important to mention that other authors as Ko Ko et al. (2004) 
estimate data from other gauges adding the average variation in rainfall. This procedure is 
possible if not much gauges exist and if the day of the event is known, on the other hand, it is 
not straightforward. In such a case, more than one gauge needs to be considered to get as much 
rainfall data as possible in Bon Repòs gauge. Previously, a double mass analysis (Kohler, 1949) 
must be carried out to test the consistency of the records at a station. It consists in comparing its 
accumulated annual or seasonal precipitation with the concurrent accumulated values of mean 
precipitation for a group of surrounding stations. The result is a linear relation. A change due to 
meteorological causes would not cause a change in slope, as all the base stations would be 
similarly affected. On the other hand, a change in a gauge location would affect it (Linsley et 
al., 1975), hence, it should be dropped before other stations are tested or adjusted. It is very 
important to notice that any day without rainfall information is considered as "NoData", hence, 
the accumulated period containing that day will be considered as a period without information. 
On the contrary, it is being supposed that everyday without information, the amount of 
precipitation is 0 millimetres. 
During the period which pluviometric information is available (from 1915 to 2003) there is not 
a single year in which data of all six gauges, from October to April, exist and it is impossible to 
perform such an analysis with all of them. Therefore, only four of them have been used (Bon 
Repòs, Talarn, Llimiana, Gavet de la Conca) (Figure 4-20A).This period has been considered as 
it is the one when mostly of precipitations occurs. On the other hand, analysis with rainfall data 
from May to April was also performed in order to understand the behaviour of the two missing 
gauges (Vilamitjana and Llimiana). 
If double mass analysis is carried out with all the gauges except Vilamitjana, five years with 
information can be compared (Figure 4-20B). If the Abella de la Conca gauge is not considered, 
the number of comparable years is 4 (Figure 4-20C). It allows concluding that all of them can 





Figure 4-20: Adjustment of precipitation data for the Tremp basin by double-mass curve. A) 
From October to April. Vilamitjana and Abella de la Conca gauges are not include. B) From 
may to April. Vilamitjana gauge is not include. C) From May to April. Abella gauge is not 
included. 
 
Monthly and daily accumulated rainfall have been adjusted by a polynomial function and 
compared in order to approximate the missing data in the gauge of Bon Repòs. In such a case, 
days with missing data and days with rain of 0 millimetres have not been considered as it has 
not sense to compare something with 0. 
A total of 25 comparisons (all possible combinations) of monthly accumulated rainfall (30 days) 
between the Bon Repòs Gauge and other 5 gauges have been done (Table 4-5). Combinations of 
different gauges that show a best agreement have been selected and their daily rainfalls have 
been analysed obtaining a new adjustment (Table 4-6). It is important to notice that the 
coefficient of determination (R2) is not very high, therefore, approximated rainfall from other 
stations will have high uncertainty. All these analyses can be found in Annex 4: Polynomial 
adjustment. 
  




Table 4-5: Combination of gauges and the agreement of the polynomial potential function 
according to 30 day-accumulated-rainfalls. 1-Bon Repòs; 2-Talarn; 3-Llimiana; 4-Gavet de la 
Conca; 5-Vilamitjana; 6-Abella de la Conca. 
 Gauges R2 Gauges R2 
 1-2 0.59 1-4-6 0.7128 
 1-3 0.7 1-5-6 - 
 1-4 0.6 1-2-3-4 0.77 
 1-5 0.56 1-2-3-5 0.6939 
 1-6 0.6 1-2-3-6 0.7549 
 1-2-3 0.73 1-3-4-5 0.79 
 1-2-4 0.69 1-3-4-6 0.7604 
 1-2-5 0.63 1-4-5-6 - 
 1-2-6 0.7 1-2-3-4-5 0.77 
 1-3-4 0.77 1-2-3-4-6 0.761 
 1-3-5 0.7 1-3-4-5-6 - 
 1-3-6 0.7406 1-2-3-4-5-6 - 
1-4-5 0.7645   
 
Table 4-6: Combination of gauges and the agreement of the polynomial potential function with 
daily rainfall. 1-Bon Repòs; 2-Talarn; 3-Llimiana; 4-Gavet de la Conca; 5-Vilamitjana; 6-Abella 
de la Conca. 
 Gauges R2 
 1-4-5 0.5 
 1-3-4-5 0.5238 
 1-2-3-4-5 0.5499 
 
Gauges combination in better agreement with Bon Repòs is the one formed by Talarn, Llimiana, 





in which P1 is the daily rainfall in Bon Repòs, P2 in Talarn, P3 in Llimiana, P4 in Gavet de la 
Conca and P5 in Vilamitjana. 
 
4.6.5 e) Proposition of thresholds 
Next step has been to identify possible combinations of rainfall that could justify the occurrence 
of failures in the past. As it has been said before, dendrogeomorphological results do not 
provide a specific date about landslide events. Furthermore, years with no dendrological 
response do not imply lack of failure or reactivation because trees might have not been affected. 
Thus, some basic inputs as the triggering rainy day and the type of threshold are unknown. For 
these reasons and considering we are working in a clayey material, two types of approaches 
have been used. The first one contemplates that to trigger a landslide an accumulated 
precipitation within a given period of time is needed (accumulated rainfall). A great variability 
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of thresholds have been defined in order to understand which is the best combination explaining 
the failures; from short periods with relatively intense events, to long periods with more gentle 
precipitations. It has been considered cumulative periods from 3 days to 2 months with a 
gradual increase of rainfall amount. It has been an iterative process and each new threshold has 
been proposed considering the previous and taking into account that the best threshold (dashed 
line) would be the one which is reached for all periods that are associated with landslide 
reactivation (L), but is higher than those that are not (N.L.). However, some periods without 
landslide reactivations present a higher amount of precipitation than periods with failures. An 
example is shown in  
Figure 4-21. The defined threshold is reached during all years with landslide reactivations, but 
some years with no failures identified present a higher amount of rainfall. Hence, it is not a 
proper threshold. 
 
Figure 4-21: Cumulative rainfall and threshold (dashed line). 110mm within 3 days. L: 
Landsliding event. NL: No Landsliding event. The threshold is reached during all years with 
landslide reactivations, but some years with no failures identified, present a higher amount of 
rainfall. It is not a proper threshold. 
 
Thus, another type of threshold with an accumulated rainfall followed by a minimum-daily-
triggering precipitation has been considered (antecedent rainfall). Such a minimum-daily-
triggering-precipitation must be a reasonable amount of water, common in that area, but not too 
much recurrent, since it would be exceeded in most cases. As in the afore-mentioned 
approximation, it is necessary to evaluate several types of rainfall, from short periods with 
intense precipitation to long periods with more gentle events. In such a case, different values of 
minimum-daily-triggering rainfall must be taken into account. 
 
4.6.6 f) Thresholds validation 
A receiver operating characteristics (ROC) analysis (Fawcett, 2006) has been conducted to 
evaluate the performance and reliability of different thresholds and decide which is the best that 
explain the failures. It is a technique for visualising, organising and selecting classifiers based 
on their performance. Each instance is mapped to one element of the set (p,n) of positive and 
negative class labels (e.g. dendrological years with observed reactivations, dendrological years 
without observed reactivations). A classification model (or classifier) is a mapping from 













model. Given a rainfall threshold RT, Y would be any dendrological year where, at least, one 
rainfall event exceeds such a threshold. On the other hand, N represents rainfall events where 
RT is never reached. If the instance is positive and it is classified as positive, it is counted as a 
true positive; if it is classified as negative, it is counted as a false negative. If the instance is 
negative and it is classified as negative, it is counted as true negative; if it is classified as 
positive, it is counted as a false positive. Given a classifier and a set of instance (the test set), a 
two-by-two confusion matrix can be constructed representing the disposition of the set of 
instances (Figure 4-22). 
 
 
Figure 4-22: Confusion matrix and common performance metrics calculated from it. 
 
















A ROC graph is used in order to plot tp rate (Equation 4-3) and fp rate (Equation 4-4). It depicts 
relative tradeoffs between benefits (tp) i.e. hit rate and costs (fp) i.e. false alarm rate. A discrete 
classifier outputs only a class label (Figure 4-23). The point (0,1) represents perfect 
classification. A point along a diagonal line (the so-called line of no-discrimination) from the 




Figure 4-23: A basis ROC graph showing five discrete classifiers. 
 
4.6.7 g) Calculation of temporal probability of failure 
Finally, the average temporal probability of the whole Tremp basin has been evaluated. When 
working with rainfall triggered landslides, two factors must be considered. The first one is the 
probability that a threshold will be exceeded. Secondly is the probability that a landslide occurs 
given the exceedance. 
As it has been done in Jaiswal & Van Westen (2009), the annual exceedance probability (AEP) 
of a rainfall (threshold) P[R>RT] is determined using a Poisson probability model (explained in 
previous sections). Hence, the exceedance probability or the probability of experiencing one or 





where μ is the mean recurrence interval between successive rainfall events. 
 
On the other hand, the probability that a landslide occurs when the rainfall threshold has been 
exceeded P[L|R>RT] is given by the true positive rate in the ROC analysis. 
Therefore, the temporal probability of failure will be P[R>RT] × P[L|R>RT]. 
 
4.7 Results 
First of all, the relation between accumulated rainfall-cumulative period has been analysed 
(Table 4-7). Cumulative periods ranging from 3 to 61 days with accumulated rainfall from 
60mm to 290 mm, respectively, have been used. All histograms prepared to evaluate such 




thresholds can be found in Annex 5: Accumulated rainfall. 
 
Table 4-7: ROC analysis for accumulated rainfall. Several thresholds with different cumulative 
days have been analysed. 
 Cumulative Accumulated fp rate tp rate 
Period (days) rainfall (mm)   
3 60 0.73 1.00 
3 80 0.43 0.50 
5 130 0.19 0.25 
5 100 0.43 0.67 
10 100 0.73 0.92 
10 142 0.22 0.58 
20 150 0.59 0.92 
20 208 0.11 0.42 
30 165 0.76 1.00 
30 202 0.35 0.75 
35 248 0.30 0.50 
40 190 0.78 0.83 
40 252 0.30 0.58 
45 220 0.54 0.83 
45 295 0.22 0.50 
61 290 0.41 0.58 
 
A first ROC analysis has been conducted with accumulated rainfall (Figure 4-24). Results are 
not very satisfactory as all different combinations are located close to the line X=Y what means 




Figure 4-24: Roc analysis for accumulated rainfall. 
 
On the other hand antecedent rainfall thresholds have also been defined (Table 4-8). In such a 
case, more variability exists, since a minimum triggering daily rainfall must be defined. All 
histograms prepared to evaluate such thresholds can be found in Annex 6: Antecedent rainfall. 
  




Table 4-8: ROC analysis for antecedent rainfall. Several thresholds with different minimum 
triggering daily rainfall and cumulative period have been analysed. 
 Minimum 
triggering 
Cumulative Antecedent fp rate tp rate 
Daily Rainfall 
(mm) 
Period Rainfall(mm)   
20 20 d 180 0.19 0.58 
20 25 d 180 0.30 0.75 
45 25 d 120 0.32 0.67 
40 30 d 170 0.22 0.67 
40 35 d 200 0.16 0.58 
40 40 d 170 0.38 0.83 
40 40 d 200 0.24 0.67 
43 40 d 170 0.35 0.67 
43 40 d 200 0.16 0.50 
40 2 months 200 0.38 0.58 
45 2 months 191 0.30 0.58 
48 2 months 121 0.43 0.67 
48 3 months 121 0.51 0.50 
 
Better results can be seen as values obtained in the ROC graph are located closer to the point 
(0,1) than in the previous analysis (Figure 4-25). However, most of them show a big percentage 





Figure 4-25: Roc analysis for antecedent rainfall. 
 
Considering the antecedent rainfall, a last analysis, as the one done by Corominas & Moya 
(1999), has been carried out, since landslides are located in the same materials. Daily triggering 
rainfall higher than 30 mm (Figure 4-26) and 40 mm (Figure 4-27) and their respective 
antecedent rainfalls until six weeks have been used. It has been considered these two values of 
daily precipitation, since in Figure 4-25 best results are given by triggering rainfalls between 20 
mm and 40 mm. However, 20 mm seems not to be a sufficient daily triggering rainfall as either 
fp rate is too much high when antecedent rainfall is very low, or tp rate is too much low when 
antecedent rainfall is higher (Table 4-8). 
 









Figure 4-27: Threshold proposal for a 40 mm-daily-triggering rainfall and a six-week-
antecedent rainfall. 
 
In such a case, it has been considered that if in two consecutive weeks, the accumulated rainfall 
has not been higher than 10 mm, the previous precipitation has no effect in terms of soil 
saturation and it is not considered. This threshold has been defined as the best lineal relationship 
between antecedent rainfall (Ac) and weeks (D) that separates years with landslides and years 
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where no landslides occurred. Thus, this threshold is more restrictive and permits to evaluate a 
combination of rainfalls instead of a single one. 
Results have been tested by means of ROC analysis (Figure 4-28). It shows that the best relation 
between false positive and true positive rates belongs to the 30 mm daily-triggering rainfall with 
Ac=20D+100 and a fp rate of 0.2 and a tp rate of 0.83 (Table 4-6). 
 
 
Figure 4-28: Roc analysis for antecedent rainfall similar to Corominas & Moya (1999). 
  




Table 4-9: ROC analysis for antecedent rainfall-duration relationship. Several thresholds has 
been considered with a minimum triggering daily rainfall of 40 mm or 30 mm 
 Threshold fp rate tp rate 
 Minimum triggering 
Daily Rainfall of 
40mm 
 Ac = 32D+133 0.03 0.25 
 Ac = 32D+100 0.08 0.58 
 Ac = 32D+80 0.19 0.75 
 Ac = 25D+120 0.08 0.42 
 Ac = 25D+100 0.13 0.67 
 Ac = 25D+80 0.28 0.75 
 Ac = 20D+100 0.15 0.75 
 Ac = 16D+80 0.41 0.83 
 Ac = 20D+80 0.35 0.83 
Minimum triggering 
Daily Rainfall of 
30mm 
 Ac = 20D+100 0.20 0.83 
 Ac = 32D+80 0.16 0.75 
 Ac = 20D+80 0.32 1.00 
 
Temporal probability of failure has been evaluated within the interval from which dendrological 
and rainfall data are available (i.e. from 1950 to 2003) with exception of these years with no 
data available (1964, 1965, 1966, 1967, 1997, 1998, 2000 and 2001). Therefore, a total of 45 
years have been considered. In that period, the threshold defined as the best one to explain the 
different landslide events (Ac= 20D+10) has been reached or exceeded 71 times. According to 
Equation 4-5, the AEP of the threshold (P[R>RT]) for a period of one year is 0.79. On the other 
hand, the probability of having a landslides when the threshold is reached (P[L|R>RT]) is given 
by the Fp rate (0.83). Finally, temporal probability of landslide initiation is the product of the 
two previous mentioned parameters (P[R>RT] × P[L|R>RT]) being 0.66 (Table 3-5). 
 
Table 4-10: Temporal probability of landslides. 
Threshold 
equation 
Number of times the 
threshold exceeded 
P[R>RT] P[L|R>RT] Temporal Probability 
P[R>RT] × P[L|R>RT] 
Ac= 20D+100 71 0.79 0.83 0.66 
 
4.8 Conclusions 
Assessment of rainfall thresholds responsible for landslide failures by means of ROC analysis 
permits to carry out an objective selection of these thresholds and optimise the analysis 
procedure since it is not an easy task attempt to establish the landslide causing rainfall event 
when the exact date of the failure is unknown and the rainfall data incomplete. Both rates 
obtained (tpr y fpr) are easy interpretable. 
On the other hand, landslides in Tremp Basin do not present a clear response to the rainfall 
events. The best relationship has been obtained with daily triggering rainfall followed by an 
antecedent rainfall. The equation with best agreement is Ac=20D+100 for a minimum daily 
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triggering rainfall of 30 mm. However, some episodes exceeded such a threshold in periods 
with no reactivation. It suggests that the threshold must be improved or some failures have not 
been identified. Furthermore, the large amount of missing data in the closest gauge station (Bon 
Repòs) could affect the reliability of the estimated pluviometric data from the other gauges 
although the coefficient of determination of the polynomial adjustment (Equation 4-2) was 
R2=0.5499 (not bad for hydrological approaches). 
To conclude, an annual probability of occurrence of 0.66 has been determined as a first input 
data for quantitative landslide hazard assessment in the Tremp Basin. 
 
4.9 Future research work 
-More landslides should be analyse again in order to obtain more reactivation periods which 
could explain some years where thresholds have been exceeded and any failures were identified. 
-Triggering factors such as landslide foot erosion by torrents should be also considered since 
some of them present erosion in the bottom. 
-Tree-ring analysis in past failures close to rainfall gauges with complete data should be carried 
out within the Tremp basin. It would permit to work with more reliable rainfall data. 
-A threshold for each landslide and its respective temporal probability of reactivation should be 
evaluated. 
-A comparison of temporal probability between different landslides could be carried on in order 
to assess its spatial variation. 
-Simply landslide database should be created by authorities when roads are affected by failures. 
It would be an extremely useful tool when finding out exact dates of movements as well as for 
ROC analysis validation. 
 






5 Frequency of first-time failures on intact 
slopes 
5.1 Introduction 
Magnitude-frequency (MF) relationships are required for the quantitative assessment of 
landslide hazard. To this end, the probability of occurrence of landslides of a given magnitude 
(which is often expressed in terms of landslide area) must be determined. 
When dealing with landslides, the distinction between the reactivation of existing (dormant) 
landslides and first-time slope failures must be established. Dormant landslides often display 
gentle morphologies and residual strength conditions. Conversely, intact slopes are expected to 
mobilize peak strength conditions and form steep topographic profiles. 
As stated in chapter 3, the analysis of intact slopes can be calculated by means of deterministic 
or probabilistic analysis. 
Deterministic, also known as physically-based methods, which evaluate the slope stability based 
on the calculation of the Safety Factor (FS), have been widely used as a tool for landslide hazard 
assessment (e.g. Wu and Abdel-Latif., 2000; Frattini et al., 2004; Baum et al., 2005; Godt et al., 
2008). They couple infinite slope stability models with hydrological models. Both models can 
be more or less complex including either steady-state or transient conditions (Baum et al., 2008; 
Montgomery and Dietrich, 1994). Usually, these deterministic models are two-dimensional, 
however, in the last years some efforts have been directed towards three-dimensional slope 
stability models. All of them are implemented within a GIS which calculates the FS for each 
pixel: Marchesini et al. (2009) implemented an algorithm which defines the 3D geometry of the 
sliding surface of rotational slides. Geotechnical parameters were estimated at regional scale 
from geological maps. Jia et al. (2012) evaluated the minimum FS within each Slope Unit (SU) 
using a Monte-Carlo simulation. It was calculated with a GIS-based 3D limit equilibrium 
model. Mergili et al. (2014) implemented a 3D slope stability model in GRASS GIS software 
which aimed at calculating the FS of the most critical slip surface for each cell. As already noted 
in the work of Mergili et al. (2014), some of these models incorporate a probabilistic package 
that calculates the probability of failure (probability of FS being less than 1) by evaluating the 
different slip surfaces as well as the uncertainty in the input values (e.g. Pack et al., 1998; Rossi 
et al., 2013). 
This probability of failure, also called susceptibility index, may be turned into annual 
probability by correlating it with the temporal frequency of first-time slope failures. 
As mentioned in chapter 3, the susceptibility is pixel-based and therefore, the mentioned 
methods permit to identify the unstable pixels under some given conditions. Nevertheless, there 
does not exist any methodology to define failures of variable magnitude (area), i.e. considering 
the number of neighbouring pixels that simultaneously fail leading to a rupture of higher 
dimensions than the pixel itself. 
In Figure 5-1, A a mapped landslide with the crown scar (red line) and the direction of the 
movement (black arrows) is shown. In Figure 5-1, B the susceptibility of the mapped landslide 
has been calculated by means of a deterministic model called SINMAP (Pack et al., 2005). 
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Since the susceptibility has been calculated in each pixel, a great heterogeneity of susceptibility 
degrees exist within the landslide, mostly in the central part marked with a blue arrow. 
 
 
Figure 5-1: A: Orthophoto of a mapped landslide with the scar crown in red and the direction of 
the movement marked with black arrows. B: Reclassified susceptibility of the same mapped 
landslide using a deterministic model (SINMAP). It calculates the susceptibility in each pixel. 
In the central part of this large landslide (marked with a blue arrow) there exists an area with 
different susceptibility degrees. 
 
On this basis two main challenges appear: 1) The characterization of the landslide susceptibility 
when it contains several pixels and 2) the obtaining of the susceptibility of intact slopes and 
prediction of first-time failures magnitude (area). 
To this end, areal units larger than the pixel size must be used to evaluate the hazard (Xie et al., 
2003). They will be treated as a unique entity. 
These mapping units should divide the terrain in portions that have a set of common properties, 
different from the adjacent ones, across definable boundaries (Hansen, 1984). According to this 






It has been assumed by the geomorphologists that both geological and geomorphological 
features properly describe the boundaries resulting from the relationship between materials, 
forms and processes. Thus, terrain units are portions of the terrain with similar geological and 
geomorphological features. 
Slope units (SUs) are the portion of terrain contained between the drainage (or valley) and 
divide lines (Carrara, 1988; Carrara et al., 1991) (Figure 5-2). These SUs can be later 
subdivided into hydro-morphological units called topographic units which are based on terrain 
gradient (Van Den Eeckhaut et al., 2009). 
Usually, landslides are given downslope in areas with a certain gradient. Thus, as a first proxy, a 
landslide generation will be constrained between the highest and the lowest part for a given 
slope, i.e., between the divide and the drainage line, respectively. Therefore, SUs seem to be the 
most appropriate terrain partitioning for landslide hazard assessment (Xie et al., 2003). 
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Figure 5-2: SUs obtained from a catchment: a) Planar view b) section view (modified from Jia 
et al. 2012). 
 
The SU is defined from the catchment, which has been generated using a drainage network. 
Such a network has been determined by imposing that only pixels whose flow accumulation 
values are greater than a given threshold belong to the drainage line. This threshold is also 
known as Contributing Area Threshold (CAT). Conversely, pixels with flow accumulation 
value smaller than the CAT will not be considered as part of the drainage line. Thus, for a 
smaller CAT, the drainage line would follow the valley line shown in Figure 5-2, a. 
Alvioli et al. (2014, 2015) considers the slope aspect of each portion comprised between the 
drainage and the divide lines in order to generate more homogeneous SUs. 
Although SUs have been used by some authors (e.g. Giles, 1998; Guzzetti et al., 1999; Xie et 
al., 2003; Van Den Eeckhaut et al., 2009; Jia et al., 2012), their automatic delineation is not 
straightforward since the CAT necessary to extent the drainage line until the top of the 
catchment (red line named Valley line in Figure 5-2) should be 0. Consequently, all the pixels 
of the DEM would be considered as part of the drainage network. 
Two alternative methodologies have been proposed to delineate SUs: Xie et al. (2003) used the 
Arc Hydro tool (David 2002) to draw the watershed. For the drainage lines, they reversed the 
DEM and calculated again the divide lines as mentioned before. In that case, when reversing the 
DEM, the drainage lines, which are supposed to be the low value points, become the high values 
and the watersheds are calculated again. Their boundaries correspond to the initial drainage 
lines. On the other hand, Alvioli et al. (2014, 2015) consider the catchment size as well as the 
generated SUs aspect (the maximum aspect variance to be accepted within each slope unit). It is 
important to highlight that there is no unique SU size. It will depend on the scale (regional, 
detailed, etc.) and the DEM resolution: SUs are delimited using the information provided by the 
DEM. If it is not capable to define small catchments with sufficient precision, small-sized SUs 
will not be properly defined. 
 
5.1.1 Susceptibility assessment by means of slope units 
When working with mapping units (e.g. SUs), it is not straightforward to evaluate their potential 
of failure: the susceptibility calculated by means of the deterministic model (SINMAP) at pixel 
scale must coincide with SU scale. In that case, the assignment of a unique susceptibility at each 
SU may be a feasible approach: for a given SU, the average susceptibility will be used. 
Consequently, the area of the SU may be used as a proxy for the magnitude. 
This approach is shown in Figure 5-3: Two SUs have been delineated (SU1 and SU2). In figure 
A the susceptibility obtained at each pixel by means of a deterministic model has been 
calculated. Since the failures observed in the study area are larger than the pixel size, the 
Divide line Divide line
Drainage or valley line
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resulting susceptibility has been grouped according to the average class within each SU (Figure 
5-3, B): Pixels with high (orange) and very low (green) susceptibility are grouped into the same 
class. 
As it will be seen later, there is no unique SU size, so that the average susceptibility as well as 
the magnitude of the potential failures are still depending of the mapping unit size (SU instead 
of pixel) (Domènech, 2011). 
Additionally, as the SU may not be equally affected by the instability process and show 
different stability degrees, we may not be in the safety side: in the Figure 5-3 A, a few pixels 
presenting high susceptibility (orange) are converted into low-susceptibility pixels (yellow). 
 
 
Figure 5-3: Two SUs are shown (SU1 and SU2). A: pixel-based susceptibility. B: SU-based 
susceptibility. 
 
Finally, if the extension of the potential failure is smaller than the SU (Figure 5-4, red pixels 
pointed out with a blue arrow), the area of the latter is not a proper proxy of the future slope 
failure magnitude. Hence, an alternative procedure is required to evaluate more accurately the 
area of the potential failure, which is described in the following sections. 
The objective of this chapter is to evaluate the potential for large slope failures (rotational slides 
and earthflows) of the intact slopes applying a deterministic model in the Barcedana Valley 
(Eastern Pyrenees, Spain) and using the area of the most susceptible cell-clusters as a proxy of 
the magnitude. 
SU1 SU2 SU1 SU2
A B





Figure 5-4: Red pixels (pointed out with a blue arrow) define a high susceptible region to failure 
smaller than the SU. Thus, the area of the latter would not be a good proxy for the magnitude of 
this potential failure. 
 
5.2 Methodology 
First, the stability index is calculated for each pixel using a slope stability model coupled with a 
hydrological model (SINMAP). These values are reclassified into four susceptibility classes. 
Then, the frequency of slope failures for each susceptibility class is calculated based on the 
observations of the first-time failures that occurred in the past. They have been obtained from 
the landslide field inventory map and from the observed orthophotos between 1956 and 2013 
(Annex 7: First-time failures map and Table 5-7). 
To evaluate the magnitude (area) of the potential failures a new methodology is presented. It 
comprises the automatic aggregation of adjacent pixels showing a similar stability index and 
located within the same SU. Finally, the MF matrix is prepared as well as the landslide hazard 
map. 
 
5.2.1 Susceptibility assessment using a deterministic model 
A first assessment of the susceptibility in the Tremp Basin, where the Barcedana Valley is 
located, was carried out by Abancó et al. (2009). They compared the susceptibility assessment 
accuracy obtained with three different techniques (two heuristic and one deterministic method). 
The deterministic model SINMAP (Stability Index MAPping) (Pack et al., 1998), which showed 
the best results, has been employed. 
The SINMAP software was developed to analyse landslide susceptibility at regional scale in a 
GIS environment (Pack et al., 1998). It is based upon the infinite slope stability model coupled 
with a simple hydrological model using TOPMODEL (Beven and Kirby, 1979). This 
hydrological model calculates the topographic wetness index (w) for each pixel of a raster and 





𝑆𝐼 =  








in which 𝐶𝑑𝑙 is the adimensional cohesion, 𝜌𝑤 [kg/m
3] is the water density, 𝜌𝑠 [kg/m
3] is the soil 
density,  [º] is the friction angle, and  [º] is the slope angle. The adimensional cohesion is 
given by: 
 






in which C [N/m2] is the soil cohesion, and g [9.81m/s2] is the acceleration of gravity. 
 
The hydrological model that calculates the wetness index (𝑤) includes several considerations: 
 
1-The surface runoff follows the topographic gradient. It allows calculating the specific 
catchment area at each pixel as: 
 
a = A/b 
Equation 5-3 
 
in which a is the specific catchment area [m], A is the contributing area [m2], and b is the unit 
contour length [m] (Figure 5-5). 
 
2- The lateral discharge (q) at each point is in equilibrium with a steady state recharge, R [m/h]. 





where T [m2/h] is the soil transmissivity defined as the product of the permeability, K [m/h] and 
the soil thickness [m]. 
 
























Figure 5-5: Definition of the specific catchment area (Pack et al., 1998). 
 
Finally, the adimensional cohesion (𝐶𝑑𝑙), the friction angle ( ) as well as the ratio T/R 
(hydrological conditions) are selected. SINMAP does not permit to introduce a unique value, 
but a range of parameters, in case they are not constant or the exact value is not well 
constrained. Input parameters, which are shown in more detail in the following sections, have 
been obtained from different works carried out in the study area. Then, the code calculates the 
probability of failure according to the FS. It is named Stability Index (SI). SI values are finally 
grouped into four susceptibility classes. 
 
5.2.2 Probability of (first-time) failure in intact slopes and validation of the model 
The frequency of first-time failures for a given susceptibility class (Fi in Equation 3-1) has been 
calculated using the inventory of failures identified in the field and by means of orthophotos 
(Annex 7: First-time failures map). 
The landslide inventory has been prepared by means of direct mapping in the field as well as by 
the analysis of the set of orthophotos obtained from the Geological Survey of Catalonia (ICGC, 
2015) which covered a period of 57 years (from 1956 to 2013). More information about the 
landslide mapping can be found in chapter 3. 
From the landslide inventory, it has been calculated the number of first-time slope failures 
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located within each susceptibility class (Ni,) over the total number of first-time slope failures 
(NT). Then, this ratio has been divided by the observed period of time (P) and normalised by the 
area occupied by each susceptibility class (Ai). This frequency has been expressed in terms of 









In order to validate the model, Fi has been used. Thus, the more susceptible a class is, the higher 
the ratio should be. 
 
5.2.3 Magnitude of first-time slope failures 
The magnitude of the potential failures has been evaluated considering the size of the 
susceptible cell clusters showing the same susceptibility class and located within the same SU. 
 
5.2.3.1 Delineation of the Slope units 
The SUs of each catchment are obtained using the procedure created by Alvioli et al. (2014, 
2015) from the Istituto di Ricerca per la Prevenzione Idrogeologica (CNR-IRPI) located in 
Perugia (Italy). 
They adopted an iterative approach using a DEM of the study area, and introduce a set of input 
parameters, by means of a publicly accessible Web Processing Service (WPS) in QGIS (QGIS 
Development Team, 2015). The resulting SUs are delineated (Figure 5-6). A more recent 
version of the code for use in GRASS GIS (Neteler and Mitasova, 2008) is available at 
http://geomorphology.irpi.cnr.it/tools/slope-units (Alvioli et al., 2015). The input parameters 
are: 
 
1) CAT (m2): Minimum value of flow accumulation for accepting a pixel to be considered as 
part of the drainage network. Such a network will be used for the latter generation of the basins. 
2) Number of iterations [N] in which the initial CAT will be reduced. 
3) Reduction factor [RF]: Reduction of the initial CAT at each iteration. It works as follows: 
 
𝐶𝐴𝑇𝑝+1 = 𝐶𝐴𝑇𝑝 −
𝐶𝐴𝑇𝑝
𝑅𝐹
       (𝑝 = 0, … , 𝑁) 
Equation 5-8 
 
in which CATp is the initial CAT at step p. 
 
4) Aspect circular variance [circularvariance]: Maximum aspect variance to be accepted within 
each SU to not be further partitioned. 
5) Minimum area [areamin] (m2): Minimum value of the SUs. 
 





Figure 5-6: Schematic procedure developed by Alvioli et al. (2014, 2015). Input parameters are 
introduced into the algorithm by means of the WPS to be later applied to the DEM. Finally, 
resulting SUs are delineated. 
 
The method consists in delineating slope units that fulfil simultaneously two criteria. The first 
one is a hydrological criterion; each slope unit is a half-basin obtained with the CAT at a given 
iteration step, according to Equation 1-8. The second one is a constraint on aspect direction of 
the slope units, which, on average, is required to be homogeneous enough within each slope 
unit. The two constraints are implemented into the numerical code in such a way that they fulfil 
the general definition of slope units, i.e. maximization of inter-unit homogeneity and extra-unit 
inhomogeneity. 
Once the DEM is uploaded, the terrain is first partitioned into half-basins using an input CAT 
using the r.watershed algorithm of GRASS GIS (Neteler and Mitasova, 2008). Those units with 
an aspect’s standard deviation smaller than the circularvariance and an area larger than the 
areamin are marked as SU. The remaining part of the study area is later partitioned in the next 
iteration but using a smaller CAT according to Equation 5-8. Thus, smaller half-basins will be 
delineated and some of them will be marked as SUs following the procedure mentioned above. 
The remaining part will be partitioned again until either no area is left as unclassified or the 
number of iterations is reached. Finally, a further iteration is performed to aggregate those small 
areas. It is based on the aspect values and a violation on the hydrological criterion may be 
produced. 
In the Figure 5-7, the process developed by Alvioli et al. (2014, 2015) is shown. 
DEM SUs
Input  data Output  data
Input  parameters:
-Contributing area threshold 
[CAT] (m2 )
-Number of iterations [N]
-Reduction factor [RF]
-Aspect circular variance 
[circularvariance]
- Minimum area [areamin] (m2)
Algorithm 
implemented in a 





Figure 5-7: Schema of the SUs generation applying the procedure created by Alvioli et al. 
(2014, 2015). In the step 1, the Half-basin 1p has an aspect standard deviation higher than the 
input value and an area smaller than the minimum area. Therefore, it is not delineated as SU and 
a second iteration is needed using a CATp+1 smaller than in the previous step (CATp). 
 
To this end, several SUs of different sizes have been generated. Input values have been 
modified following the advices of Dr. Alvioli. 
In order to analyze the interaction between the delineated SUs and the inventoried landslides, 
the ratio of landslides cut by SUs has been calculated. This ratio considers the number of the 
inventoried landslides cut by the SUs over the total number of inventoried landslides (N). It is 
assumed that the most suitable combination of input parameters to generate the SUs will be the 
one respecting the boundaries of the mapped landslides, i.e. the combination of input parameters 
that minimizes this ratio. However, large SUs with ratio equal to 0 are not the most suitable 
since they do not properly delineate the slopes present in the study area. Therefore, the 
minimization of this ratio gives a first proxy of the SUs size, which will later be visually 
checked in the map as well as in the field if needed. 
First of all, some trials have been carried out using a CAT of 106 m2 and circularvariance of 0.1. 
Usually, the areamin for the SUs is 10 o 20 times smaller than the CAT (oral communication of 
Dr. Alvioli); hence a first value of 105 m2 has been used. RF and N have been modified: for 
values of RF higher than 20 no differences exist; concerning N, it has been observed that for 





Step1: CAT p Step2: CAT p+1 < CAT p




= Slope unit 3
Half-basin 1p+1
= Slope unit 2
Half-basin 1p+1 < circularvariance and > areamin
Half-basin 2p+1 < circularvariance and > areamin




Table 5-1: Values for SU generation and ratio of landslides cut by SUs. CAT values of 106 m2, 




















cut by SUs 
1 106 10 0.1 105 106 0.28 
2 106 10 0.1 105 100 0.28 
3 106 10 0.1 105 1010 0.28 
4 106 2 0.1 105 1010 0.28 
5 106 3 0.1 105 1010 0.28 
6 106 4 0.1 105 1010 0.28 
7 106 5 0.1 105 1010 0.28 
8 106 5 0.1 105 1020 0.28 
9 106 6 0.1 105 1010 0.28 
10 106 7 0.1 105 1010 0.28 
11 106 8 0.1 105 1010 0.28 
12 106 12 0.1 105 1010 0.28 
13 106 15 0.1 105 1010 0.28 
14 106 20 0.1 105 1010 0.29 
15 106 40 0.1 105 1010 0.31 
 
Thereafter, CAT, RF and areamin have been fixed and circularvariance values ranging from 
0.05-0.7 have been used. It has been observed that this input parameter is extremely sensitive 
for values between 0.1 and 0.2 (SU no. 4 and no. 18, respectively) (Table 5-2). 
 
Table 5-2: Values for SU generation and ratio of landslides cut by SUs. CAT, RF and areamin 



















cut by SUs 
4 106 2 0.1 105 1010 0.28 
17 106 2 0.05 105 1010 0.28 
18 106 2 0.2 105 1010 0.18 
19 106 2 0.5 105 1010 0.14 
20 106 2 0.7 105 1010 0.14 
 
Then, several trials reducing CAT to 105 have been performed. RF of 2, 10 and 15 and 
circularvariances from 0.1 to 0.5 have been combined with areamin values equal, 10, 20 and 
100 times smaller than CAT. RF has been identified as the less influent input parameter 




Table 5-3: Values for SU generation and ratio of landslides cut by SUs. CAT values until 105, 
RF of 2, 10 and 15, circularvariance from 0.1 tot 0.5 and areamin equal, 10, 20 and 100 times 



















cut by SUs 
24 106 2 0.1 104 1010 0.47 
25 105 2 0.1 105 1010 0.22 
26 106 2 0.1 105 1010 0.28 
27 107 15 0.1 105 1010 0.30 
28 105 15 0.1 104 1010 0.51 
29 105 15 0.2 104 1010 0.31 
30 105 15 0.2 5*103 1010 0.34 
31 105 2 0.2 104 1000 0.31 
32 105 10 0.2 104 1000 0.31 
33 105 10 0.3 104 1000 0.30 
34 105 15 0.3 5*103 1010 0.33 
35 105 15 0.5 5*103 1010 0.33 
36 105 15 0.4 104 1000 0.30 
 
Finally, RF of 10 has been set. CAT values of 105 and 106 have been employed again with 
areamins values about 10 or 20 times smaller than CAT, and a circularvariance ranging from 0.1 
to 0.5. Again the most sensitive value is the circularvariance, especially for values between 0.1 
and 0.2 (Table 5-4). 
 
Table 5-4: Values for SU generation and ratio of landslides cut by SUs. RF of 10, CAT values 
of 105 and 106 and areamins 10 or 20 times smaller than the CAT have been used. Circular 



















cut by SUs 
37 105 10 0.5 104 1000 0.30 
39 106 10 0.2 105 1010 0.20 
40 106 10 0.3 105 1010 0.19 
41 106 10 0.4 105 1010 0.14 
42 106 10 0.5 105 1010 0.14 
44 105 10 0.1 5*103 1010 0.57 
45 105 10 0.4 5*103 1010 0.33 
 
5.2.3.2 Pixels clustering 
As mentioned above, if current landslides observed in the study area occupy just a part of the 
SU, the area of the latter will not be a proper size proxy of the future slope failure. To overcome 
this restriction we propose an automatic aggregation of adjacent pixels belonging to the same 
SU and showing the same susceptibility class. Thus, the area of the high susceptible pixel 
clusters is obtained and its size can be associated to the size of the potential failure. This 




aggregation allows the user to specify a minimum area, below which pixel clusters of the same 
susceptibility class and belonging to the same SU will be automatically reclassified and merged 
within a bigger adjacent cluster. In Figure 5-8 A, 5 pixel clusters located within the same SU 
have been pointed out with a black circle. Since their area is smaller than a given threshold 
(previously defined by the user), they have been automatically reclassified and merged within 
the bigger adjacent cluster (Figure 5-8 B). 
 
 
Figure 5-8: A: Pixel clusters of the same susceptibility, whose area is smaller than a given 
threshold (previously defined by the user), have been pointed out with a black circle. B: These 
clusters have been reclassified and merged within the bigger adjacent cluster. 
 
At this point it is important to notice that different SU sizes imply different pixel clusters and 
consequently different area occupied by each susceptibility class: the smaller the SU’s size, the 
smaller the pixel clusters. Thus, the probability of these smaller clusters to be reclassified and 
merged within the bigger adjacent cluster is higher than if working with larger SUs and 
consequently with larger pixel clusters. 
In Figure 5-9 an example about this dependency is shown. Pixels of the same susceptibility map 
have been clustered using different SU sizes (SU28, SU35 and SU40). In SU 28, two resulting 
pixel clusters are different from SU35 and SU4 (red circles 1 and 2). If comparing maps 
obtained with SU35 and SU40, some differences between pixel clusters are also evident (red 
circle 3). 
Since the area of each susceptibility class will be slightly different depending on the SU size, 
the frequency of failure assigned to each susceptibility class (number of fist-time slope failures 
× yr-1 × (km2)-1) may be slightly different. For that purpose, four different SU sizes will be used. 
It is not simple to define the proper SU size; it will be a compromise between the field 










Figure 5-9: Susceptibility maps obtained with SINMAP. Three types of slope units presenting 
different sizes (SU 28, Su 35 and SU 40) have been applied. Since different SU sizes imply 
different pixel clusters and different area occupied by each susceptibility class, the red circles 
point out the differences in the clustering process according to the size of the SUs used. 
 
5.2.3.3 Calculation of the magnitude 
Assuming that the minimum size of the potential failures will be the same as the landslides 
given in the past, this minimum area will be the area of the smallest first-time failure identified 
in the study site. The area of each potential failure within each SU is calculated using GIS 
software (ArcGIS 9.3® by ESRI and ILWIS 3.4 by International Institute for Geo-information 
Science and Earth Observation, ITC). 
 
5.2.4 Magnitude-Frequency matrix 
As stated in chapter 3, the MF matrices are used to map the landslide hazard. These matrices 
express the hazard by combining the magnitude and the frequency of the slope failures. Both 
parameters will play a different role depending on the type of landslide, hence, the MF 
frequency will be different for each process (rockfalls, landslides, collapses, etc.) (Strozzi et al., 
2013). In this work, the hazard has been defined according to the degrees of hazard established 
in the Swiss Federal Guidelines (Raetzo et al., 2002) and the SINMAP stability class definition 
(modified from Pack et al., 2005). The magnitude thresholds have been defined according to the 



















Input values necessary to calculate the susceptibility by means of SINMAP (Pack et al., 1998) 
(𝐶𝑑𝑙,  T/R) are found in Table 5-5 (highlighted in green). Some of them have been obtained 
from different studies carried out either in the Tremp basin or close to the study area (Canales, 
2011; Montero, 2011; Oliveras, 2011; Pinyol et al., 2012; Alcalá and Custodio, 2014, 2015). 
Other values have been obtained from text books (e.g. González de Vallejo et al., 2002) and 
measurements performed by the author (Annex 19: DATING WITH IN SITU TERRESTRIAL 
COSMOGENIC ISOTOPES). 
Once SI values have been calculated (Annex 8: Susceptibility map), they have been reclassified 
in 4 susceptibility classes according to Table 5-6 (Annex 9: Reclassified susceptibility map). 
This classification has been modified from Pack et al. (2005). 
As stated in chapter 3, some activity indicators and morphological features were mapped after 










Structure with slight pathologies 
Structure with severe pathologies 
 
Morphological features: 
Slopes with swollen and remoulded material 





Table 5-5: Input values used to calculate the susceptibility by means of SINMAP. 
 Hard rock Interbedded weak and 
hard rocks 
Weak rock Coarse colluvium Fine colluvium Slide material 
C (min) 
[MPa] 
19.62 (González de 
Vallejo et al., 2002) 
2.45 (González de 
Vallejo et al., 2002) 
0 (González de Vallejo 
et al., 2002) 
0 (Field observation 
+ Expert criterion) 
0 (Canales, 2011) 0 (Canales, 2011; 
Montero, 2011; 
Oliveras, 2011; 
Pinyol et al., 2012) 
C (max) 
[MPA] 
39.24 (González de 
Vallejo et al., 2002) 
39.24 (González de 
Vallejo et al., 2002) 
0.2 (González de 
Vallejo et al., 2002) 
0 (Field observation 
+ Expert criterion) 
0 (Canales, 2011) 0 (Canales, 2011; 
Montero, 2011; 
Oliveras, 2011; 
Pinyol et al., 2012) 








3] 2600 (Annex 19: 
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g [m/s2] 9.81 9.81 9.81 9.81 9.81 9.81 
K min 
[m/s] 
1*10-12  (González de 
Vallejo et al., 2002) 
1*10-11 (González de 
Vallejo et al., 2002) 
1*10-10 (González de 









1*10-6 (González de 
Vallejo et al., 2002) 
1*10-5 (González de 
Vallejo et al., 2002) 
1*10-5 (González de 









1*10-14 1-10-13 1.5*10-9 1.5*10-8 1.5*10-9 1.5*10-9 
T max 
[m2/s] 
1*10-8 1-10-7 1.5*10-4 1.5*10-6 1.5*10-4 1.5*10-3 






7.48*10-9 (Alcalá and 
Custodio, 2015, 2014) 
7.48*10-9 (Alcalá and 
Custodio, 2015, 2014) 
7.48*10-9 (Alcalá and 
Custodio, 2015, 2014) 











1.078*10-8 (Alcalá and 
Custodio, 2015, 2014) 
1.078*10-8 (Alcalá and 
Custodio, 2015, 2014) 
1.078*10-8 (Alcalá and 
Custodio, 2015, 2014) 
1.078*10-8 (Alcalá 








Cdl min 76923 9615 0 0 0 0 
Cdl max 153846 153846 0.5 0 0 0 
 min [º] 40 (González de 
Vallejo et al., 2002) 
30 (González de 
Vallejo et al., 2002) 
30 (González de 
Vallejo et al., 2002) 
18 (Field observation 




9 (Canales, 2011; 
Montero, 2011; 
Oliveras, 2011; 
Pinyol et al., 2012) 
 max [º] 50 (González de 
Vallejo et al., 2002) 
50 (González de 
Vallejo et al., 2002) 
35 (González de 
Vallejo et al., 2002) 
30 (González de 
Vallejo et al., 2002) 
25 (Canales, 2011) 13 (Canales, 2011; 
Montero, 2011; 
Oliveras, 2011; 
Pinyol et al., 2012) 
T/R min 
[m] 
1*10-6 9.27*10-6 0.1 1.4 0.14 0.14 
T/R max 
[m] 
1.33 13.36 20053 200.5 20053 200534 
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Then, frequency of the first-time slope failure for each susceptibility class has been calculated. 
It has been normalised by the total area occupied by each susceptibility class. Since the number 
of pixels of a given susceptibility depend on the aggregation process and therefore on the SU 
size, the frequency for a given susceptibility will be dependent on the SUs size as well. 
At this point, it is important to notice that although a unique SU size does not exist, in 
mountainous areas SUs can be easily identified compared with plane areas. In the latter, the 
topography has not been sufficiently moulded by the erosive processes and therefore, the 
drainage lines and the subsequent catchments to be later partitioned into SUs are more difficult 
to delineate (Figure 5-10). In our study area, earthflows are located in gentle slopes where the 
delineation of the SUs is not straightforward and thus, a previous analysis to evaluate the proper 
size of the SUs has been performed. 





Figure 5-10: View of SUs of different sizes generated at the study site at scale 1:20,000. It can 
be seen as in the mountainous area (lower and central part of the each view), the generated SUs 
are easy to identify rather than in the more plane area (upper part of the view) where it is not 
trivial to check whether they have been properly delineated. 
 
The different SUs have been generated by modifying the two most sensitive parameters (CAT 
[x] and circularvariance [y]) (Figure 5-11). In this calibration, the 109 landslides identified in 
Barcedana Valley (chapter 3) have been used (first-time slope failures as well as reactivations). 
As it was expected, the maximum number of landslides cut by SUs (0.51) is given when small 
circularvariance and CAT values are used, i.e. when small SUs are generated. Additionally, for 
a given CAT, the less restrictive the circularvariance is, the smaller the ratio. For a fixed 
circularvariance value, the ratio of landslides cut by SUs decreases with smaller CATs (larger 
catchments). 
Nevertheless, the ratio that describes the best SU size does not exist. It depends on the role of 
these SU as well as the study area (catchments and landslides) and the scale of analysis. 
Consequently four different SUs of different sizes have been chosen from Table 5-1, Table 5-2, 
Table 5-3 and Table 5-4, in order to evaluate the influence of their size when correlating the SI 
(obtained from SINMAP) with the temporal frequency of each susceptibility class: SU no. 28 
(Figure 5-11, red circle), SU no. 35 (Figure 5-11, green circle) and SU no. 40 (Figure 5-11, 
purple circle) and SU no. 42 (Figure 5-11, orange circle). Features of these SUs are shown in 
Table 5-8. 
SU nº28 SU nº35





Figure 5-11: Ratio of landslides cut by SUs (N) according to the CAT (m2) (X) and the aspect 
circular variance (Y). Red, green purple and orange circles correspond to SU no. 28, 35, 40 and 
42, respectively (Table 5-1, Table 5-2, Table 5-3 and Table 5-4). 
 
To this end, the number of first-time slope failures has been identified in the orthophotos set 
(Table 5-7) (ICGC, 2015). Then, the number of first-time slope failures that occurred within 
each susceptibility class has been calculated (Table 5-9). As mentioned above, this ratio has also 
been used to validate the model since the highest susceptibility classes are expected to contain a 
bigger number of failures. Finally, they have been divided by the observation’s period of time 
(from 1956 to 2013) and normalized by the extension occupied by each susceptibility class. The 
influence of the SU size on the frequency of the potential failures is shown in Table 5-9. 
 
Table 5-7: First-time slope failures identified in the Barcedana Valley. NA: Not identified; F: 
Failure. Area of the failure is shown. 
 
 
Landslide 1956 1990 1993 1997 2003 2005 2007 2008 2009 2011 2013 Area (m2) Lithological unit
1 F 816 3
2 F NA NA 1053 3
3 F 1091 3
4 F 1229 5
5 F 2961 5
6 F NA NA 7002 4
7 F 7153 5
8 F 8849 5
9 F 11540 5
10 F 11550 5
11 F 15110 4
12 F 15120 5
13 F 19590 4
14 F 23700 5
15 F 27700 5
16 F 28450 4
17 F 52010 4




Table 5-8: Features of the SUs selected to evaluate the influence of the SU size over the 
landslide magnitude. 
SU No. of SUs Minimum SU 
area (m2) 
Maximum SU area 
(m2) 
Average SU area 
(m2) 
28 1360 3350 328525 17341 
35 472 1800 595150 50175 
40 83 34625 1043525 275525 












Ratio (# first-time 
























1 0 0 57 8.55 8.56 8.58 8.59 0 0 0 0 
2 0 0 57 2.15 2.21 2.24 2.25 0 0 0 0 
3 1 0.059 57 3.25 3.26 3.26 3.26 0.005 0.005 0.005 0.005 
4 16 0.941 57 5.68 5.60 5.56 5.54 0.049 0.05 0.051 0.051 
 




As it can be seen in the Table 5-9, the higher the susceptibility class, the higher the frequency of 
first-time slope failures. Furthermore, the frequency remains similar even when using different 
SU sizes. 
On the other hand, to evaluate the SUs size’s influence during the pixel clustering process, the 
pixel cluster size distribution for each susceptibility class and each SU has been analysed and 
compared to the results obtained with the reclassified susceptibility map obtained from 
SINMAP. In this case, neither have SUs been considered; nor has the automatic aggregation of 
adjacent pixels been performed. The area of adjacent pixels has just been calculated with the 
same susceptibility class (pixels clusters) (Figure 5-12, Figure 5-13, Figure 5-14 and Figure 
5-15). The highest susceptibility class distribution (Figure 5-15) has been compared with the 
size distribution of the mapped first-time failures since most of them (94.1%) are located within 
this class (Table 5-9). 
In general, the susceptibility map obtained directly from SINMAP comprises a higher number 
of small clusters, as expected. Furthermore, for very low and high susceptibility classes (Figure 
5-12 and Figure 5-15), a wider range of areas is given than for low and medium susceptibility 
classes. 
Concerning the very low and high susceptibility classes, there exist a few pixel clusters, 
generated directly from SINMAP, which are reduced after the grouping process. For the high 
susceptibility class, this is a consequence of the large landslides identified in the field and 
introduced into the SINMAP. Since they are larger than the SUs, pixel clusters generated within 
the SUs will be smaller: we are referring to landslide sizes larger than 106 m2. These are really 
large landslides which need to be individually treated. Regarding the very low susceptibility 
class, this is conditioned by the imposition of high resistant geomechanical properties to a given 
material. If this material widely extends in the study area, a few pixel clusters obtained directly 
from SINMAP will be larger than the SUs and therefore, larger than the clusters generated 
within the SUs. 
Concerning low and medium susceptibility classes, the reclassified map obtained from 
SINMAP does not contain these large clusters but smaller pixel aggregations sometimes given 
even by one single pixel. Therefore, when applying the automatic aggregation of pixels using 
SUs of large sizes (SU no. 40 and 42), the generation of clusters of pixels, larger than in the 
reclassified map, is given. 
When comparing the distribution of the mapped first-time failures with the pixel clusters 
(Figure 5-15) it can be observed that the predicted failures that better fit with the mapped first-
time failures are the ones obtained with the SU no. 35. If using the SU no. 28, the predicted 
failures are smaller than the mapped first-time failures. Conversely, with the SU no. 40 and 42, 





Figure 5-12: Pixel cluster size distribution of susceptibility class 1 obtained from the 
reclassification of SINMAP, after grouping using SU no. 28, 35, 40 and 42. 
 
 
Figure 5-13: Pixel cluster size distribution of susceptibility class 2 obtained directly from 
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Figure 5-14: Pixel cluster size distribution of susceptibility class 3 obtained directly from 
SINMAP, after grouping using SU no. 28, 35, 40 and 42. 
 
 
Figure 5-15: Pixel cluster size distribution of susceptibility class 4 obtained directly from 
SINMAP, after grouping using SU no. 28, 35, 40 and 42. 
 
The area of the mapped first-time failures has been compared with the area of the predicted 
failures (high susceptible areas) calculated by SINMAP for a given SU size (Figure 5-16). As it 
can be seen, there does not exist any significant correlation between them. The best one is given 
when using the smaller SU size (SU28). In that case, the coefficient of determination is R2= 
0.68. However, the slope of the trend line is smaller than 1 and therefore, the predicted failures 
are smaller than the ones mapped in the field. Therefore, although the prediction improves, an 
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Figure 5-16: Relationship between the area of the mapped first-time failures and the predicted 
failure by SINMAP according to the different SU size. 
 
As it can be seen in Figure 5-17, when using too small SUs (SU no. 28) they may cut the 
mapped landsides and therefore the predicted failure have a smaller area. Thus, larger mapping 




Figure 5-17: Left: Mapped landslide (red) cut by SUs when using too small mapping units (SU 
no. 28). Right: SUs of higher areas have been delineated to fit better with the mapped failures 
(SU no. 35). 
 
Conversely, if too large SUs are used (SU no. 40 or 42), the cluster of adjacent pixels with the 
same susceptibility class and located within the same SU may be larger than the mapped failures 
and thus, the magnitude of the potential failures will be overestimated (Figure 5-18). 
Therefore the most suitable SU has been considered to be the SU no. 35 (Annex 12: Hazard 
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map obtained after pixel clustering by SU no. 35). 
 
 
Figure 5-18: A) Orthophoto of the study site; B) Mapped first-time failure in red located in the 
central part of the view; C) Susceptibility map with the automatic aggregation of pixels; D) 
Area of the group of adjacent pixels with high susceptibility and located within the same SU. 
 
The main reason that may explain this poor correlation between mapped and calculated first-
time failures is that most of the failures are located within gentle slopes where de delineation of 
the SUs is not trivial. Consequently, the resulting SUs are either smaller or larger than the 
expected ones and the area of the potential failures is being either underestimated or 
overestimated. 
Finally, the MF matrix (Table 5-12) has been defined considering the degrees of hazard of the 
Swiss Federal Guidelines (Raetzo et al., 2002) (Table 5-10). 
Despite the number of studies and methodologies developed for the landslide hazard mapping, a 
clear consensus does not exist when defining the degrees of hazard of the MF matrix for a given 
frequency and magnitude (or intensity). As stated by Cardinali et al. (2002), extreme values may 
be easy to define; however, intermediate conditions may be more difficult to rank. The hazard 
levels of the MF matrix may also be defined using two-digit positional index. One number 
identifies the magnitude and the other one the frequency. In such a case, the user can perfectly 









Table 5-10: Definition of the degrees of hazard of the MF matrix (Table 5-12) (modified from 
BMLFUW, 2011). 
Swiss Federal Guidelines (Raetzo et al., 2002) Degree of hazard 
of the MF matrix 
(Table 5-12). 
Red: high hazard Red: high hazard 
-People are at risk of injury both inside and outside buildings. 
-A rapid destruction of buildings is possible. 
Or 
-Events occurring with a lower intensity, but with a higher probability of 
occurrence. In this case, people are mainly at risk outside buildings, or 
buildings can no longer house people. 
The red zone mainly designates a prohibition domain (area where 
development is prohibited). 
Blue: moderate hazard Orange: medium 
hazard -People are at risk of injury outside buildings. Risk is considerably lower 
inside buildings. 
-Damage to buildings should be expected, but not a rapid destruction, as 
long as the construction type has been adapted at the present conditions. 
The blue zone is mainly a regulation domain, in which severe damage 
can be reduced by means of appropriate protective measures (area with 
restrictive regulations). 
Yellow: low hazard Yellow: low 
hazard People are at slow risk of injury 
Slight damage to buildings is possible 
The yellow zone is mainly an alerting domain (area where people are 
notified at possible hazard). 
Yellow-white hatching: residual danger Green: very low 
hazard Low probability of high intensity event occurrence can be designated by 
yellow-white hatching. The yellow-white hatched zone is mainly an 
alerting domain, highlighting a residual danger 
White: no danger 
No danger or negligible danger, according to currently available 
information 
 
Table 5-11: Magnitude-Frequency matrix. The hazard levels are defined using two-digit 
positional index (modified from Cardinali et al., 2002). 
Magnitude  
High (3) 13 23 33 
Medium (2) 12 22 32 
Low (1) 11 21 31 
 Low (1) Medium (2) High (3) 
Frequency 
 
Earthflows are usually very slow movements in which large failures may imply affectations to a 
higher part of the territory rather than a higher intensity. Therefore, the frequency was 
considered to prevail over the magnitude when evaluating the degree of hazard for not much 




recurrent events (very low and low frequency). On the other hand, with medium and high-
frequency earthflows, the magnitude has been seen to play a more important role since the 
affectation to infrastructures and/or people will be more recurrent. For medium and high 
frequencies combined with low magnitude (index 13 and 14, Table 5-12) the degree of hazard is 
considered to be low and medium, respectively, as the dimensions of the failures are 
considerably small. However, when having a medium frequency and high magnitude (33, Table 
5-12), the large area of the movements suggests that the damage produced to the buildings may 
be more severe. 
 
Table 5-12: MF matrix for the evaluation of the first-time slope failure hazard. 
 
 
A comparison between the reclassified susceptibility map obtained from SINMAP, the 
susceptibility map after the automatic pixel aggregation and the hazard map obtained after the 
application of the MF matrix is shown in Figure 5-19, Figure 5-20, Figure 5-21 and Figure 5-22 
for SU no. 28, 35, 40 and 42, respectively. In this case, a south and south-east-facing slope is 
shown with a high susceptibility in most of the slope (Figure 5-19 A, Figure 5-20 A, Figure 
5-21 A and Figure 5-22 A). However, some pixels with medium, low, and very low 
susceptibility (indicated with black arrows) have been calculated by SINMAP in the middle of 
such slopes. Obviously, if a landslide hazard mapping is performed, these small parts of the 
terrain showing susceptibility classes smaller than the surrounding materials will not be 
considered as less susceptible, but as an artefact due to the pixel-based nature of the FS. 
Therefore, the susceptibility has been homogenised along the slope and the area of the clusters 
has been calculated (Figure 5-19 B, Figure 5-20 B, Figure 5-21 B and Figure 5-22 B). 
Thereafter, the MF matrix has been applied (Figure 5-19 C, Figure 5-20 C, Figure 5-21 C, 














































In the Figure 5-19, the SU no. 28 has been used. Since some pixel clusters located within a SU 
have a low magnitude (according to Table 5-12), the degree of hazard (Figure 5-19 C) is 
reduced compared to the susceptibility one (Figure 5-19 B). 
 
 
Figure 5-19: A) Reclassified susceptibility map obtained from SINMAP; B) Susceptibility map 
after pixel clustering using SU no. 28; C) Hazard map obtained after the application of the MF 
matrix (Table 5-12). 
 
When using the SU no. 35, the hazard degree is reduced in most cases (Figure 5-20 C). 
Although they are generally larger than the SU no. 28, in this slope they are smaller, probably 
due to the smaller areamin used in SU no. 35. 
 
 
Figure 5-20: A) Reclassified susceptibility map obtained from SINMAP; B) Susceptibility map 
after pixel clustering using the SU no. 35; C) Hazard map obtained after the application of the 
MF matrix (Table 5-12). 
 
SU no. 40 (Figure 5-21) and no. 42 (Figure 5-22) are undoubtedly the largest ones of the three 
studied approaches. In that case, any of the slope pixel groups have been modified during the 












Figure 5-21: A) Reclassified susceptibility map obtained from SINMAP; B) Susceptibility map 
after pixel clustering using SU no. 40; C) Hazard map obtained after the application of the MF 
matrix (Table 5-12). 
 
 
Figure 5-22: A) Reclassified susceptibility map obtained from SINMAP; B) Susceptibility map 
after pixel clustering using SU no. 42; C) Hazard map obtained after the application of the MF 
matrix (Table 5-12). 
 
5.4 Conclusions 
A supervised procedure has been developed in the Barcedana Valley (Eastern Pyrenees, Spain) 
to evaluate the frequency and magnitude of first-time slope failures, larger than the pixel size, 
applying a deterministic model for the later hazard mapping using the magnitude-frequency 
matrix. 
The frequency has been calculated using the first-time slope failure inventory and the stability 
index that has been reclassified into four susceptibility classes. This index has been calculated in 
each pixel by means of a deterministic model named SINMAP (Pack et al., 2005). It couples a 
slope stability model with a simple hydrological model. 
The area of the potential failures has been obtained by performing an automatic aggregation of 
groups of adjacent pixels with the same susceptibility class, located within the same SU and 
having an area smaller than a given threshold. 
Input parameters of the deterministic model (friction angle, dimensionless cohesion and the T/R 
rate) have been obtained from several works carried out at UPC, references and observations 
performed after several field campaigns. They have been very useful for the later calibration of 
the model as well. 
The first-time slope failures, determined after the analysis of a set of orthophotos covering a 57 
years period, have been used to validate the model as well as to calculate the frequency of each 
susceptibility class. The reliability of SINMAP has been evaluated by calculating the percentage 
of first-time slope failures located within each susceptibility class. The frequency has been 









Thereafter, it has been normalised by the area occupied for each susceptibility class. A unique 
SU size does not exist. Furthermore, for different SU sizes, the pixel clusters will be different 
and the frequency of the potential failures could be different as well. Therefore, several 
approaches using SUs of different sizes have been carried out. For that purpose, an iterative 
algorithm developed by the CNR-IRPI (Perugia, Italy) (Alvioli et al., 2014; 2015) has been 
used. It performs an automatic delineation of SUs through a Web Processing Service (WPS). It 
has been checked that the number of pixels of a given susceptibility class depends on the SU 
size. Nevertheless, its influence is insignificant concerning the frequency of the potential 
failures. 
The magnitude has been obtained by implementing an algorithm within ArcGIS 9.3®. It 
comprises an automatic aggregation of a pixel or a group of pixels located within the same SU, 
showing the same susceptibility class and having an area smaller than a given threshold. In that 
case, the distribution of the pixel cluster areas does present differences according to the SU size: 
with smaller SUs (SUs no. 28 and 35), the maximum area of the pixel clusters is smaller. 
Conversely, when generating larger SUs (SUs no. 40 and 42), the area reached by potential 
failures is larger. 
The pixel cluster size distributions belonging to the high susceptible area have been compared 
with the distribution of the mapped first-time failures. It has been observed that the distribution 
of the mapped first-time failures is best fitted with the distribution belonging to the SU no. 35. 
Furthermore, the area of the first-time failures has been compared with the area of the potential 
failures, calculated with SINMAP, for the different SU sizes. The obtained poor correlation may 
be explained by the difficulty to generate proper SUs within the gentle slopes where most of the 
landslides are located. Thus, the resulting SUs are either smaller or larger than the expected 
ones, and the consequent area of potential failures is being either underestimated or 
overestimated. However, a significant relation between the cluster sizes and landslide sizes has 
been obtained for SU28. 
Then, the MF matrix has been obtained considering that the frequency prevails over the 
magnitude for low and very low frequency classes. For high and very high classes, it has been 
assumed that a small magnitude can reduce the degree of hazard. Conversely, a large magnitude 
implies an increase of the hazard degree. The definition of each hazard degree has been adopted 
from the Swiss Federal Guidelines (Raetzo et al., 2002). 
Finally, the landslide hazard maps have been obtained applying the MF matrix and considering 
the three SU sizes. Results show that a good pixel clustering has been performed in order to 
avoid the generation of single or small groups of pixels with a different degree of susceptibility. 
Moreover, the pixel grouping has been carried out successfully between pixels located just 
within the same SU. The area of the clusters has been calculated in order to be used as the 
magnitude when evaluating the landslide hazard. For small SUs, the final hazard degree will 
tend to be smaller, and vice versa. Hence, the SU size is still playing an important role in the 
final hazard mapping. Nevertheless, this methodology allows assessing the hazard in a semi 
automatic and objective way and considering the landslide area instead of the whole mapping 
unit. 
 
5.5 Future works 
-The local authorities should perform a systematic classification of landslides in order to 
provide an extensive failure database, aiming at calibrating and/or validating the models. 
-To evaluate the susceptibility without the landslides identified in the field in order to use them 
for the later validation. 




-It would be interesting to perform a first pixel clustering before reclassifying the stability 
index, calculated with SINMAP, into four susceptibility classes. 
-Although the methodology developed by Alvioli et al. (2014; 2015) has been a great advance 
concerning the delineation of the SUs, more improvement is still needed focused on the 
possibility to add a layer of existing landslides before the generation of the mapping units. It 
should interfere as little as possible during the delineation process, mostly when these landsides 
are larger than some SUs. 
-It would be very interesting to apply this methodology to mountainous areas where SUs could 




























































6 Evaluation of the rockfall scar volume 
distribution using a terrestrial laser 
scanner 
6.1 Introduction 
Magnitude-Cumulative Frequency (MCF) relations are required to quantify the rockfall hazard 
(Fell et al., 2005; Picarelli et al., 2005). The magnitude of the rockfall is characterized by the 
volume (Corominas and Moya, 2008), hence, size statistics of rockfalls must be provided 
(Guzzetti et al., 2004). MCF are typically obtained by means of 1) rockfall records, 2) 
inventories obtained from photos if available data of past events exists, 3) 
dendrogeomorphology, 4) interpretation of photos of different ages or 5) use of new 
technologies for data acquisition such as Terrestrial Laser Scanner (TLS) or photogrammetry in 
order to compare the slope face before and after the event. 
Examples using databases of past events from road maintenance records or inventories obtained 
by in situ observations were provided by Hungr et al. (1999). He obtained 3538 records of 
rockfalls and slides, covering four decades, from road maintenance records and impacts on the 
road along the main rail and highway routes of South Western British Columbia. Guzzetti et al. 
(2003 and 2004) obtained the frequency-volume statistics of 463 and 111 rockfall events in the 
Yosemite Valley (USA) and Nera Valley (Italy), respectively, from observations and historical 
accounts. Dussauge-Peisser et al. (2002) used three rockfall inventories in order to build up a 
volume distribution for the French Alps (Grenoble) from 1935 to 1995, for the Yosemite Valley 
(USA) covering the 1912-1992 period and for the Arly gorges on the French Alps as well from 
1954 to 1976. Nevertheless, quite often, such inventories are not available or are incomplete. To 
overcome this difficulty, Stoffel et al. (2005) used dendrogeomorphology (Alestalo, 1971) to 
evaluate the spatial and temporal variations of rockfall activity in a forested slope for the last 4 
years. Later, Corominas & Moya (2010) used dendrogeomorphology to determine the frequency 
and magnitude of rockfalls, debris flows and complex slides in Andorra. In the same way, Moya 
et al. (2010) evaluated the rockfall activity at the Solà d’Andorra (Eastern Pyrenees, Andorra). 
They sampled 265 injured trees covering a period of four decades. Another technique when no 
inventories are available consists in the interpretation of aerial photographs: Copons & 
Vilaplana (2008) combined such a method with visual observations in situ and from an 
helicopter in order to develop a geomorphological inventory for the analysis of the rockfall 
susceptibility in a rocky slope of Andorra. Frattini et al. (2008) used five time-sets of aerial 
photographs, ranging from 1954 to 1998 to prepare a dataset of rockfall source areas as well as 
an inventory of rockfall deposits in Val di Fassa (Dolomites, Eastern Italian Alps). 
Alternatively, when historical records are missing, some indirect methods such as the 
calculation of the in situ block size distribution (IBSD) or of the rockfall scar size distribution 
(RSSD) can be applied as an approximation for the rockfall size distribution. 
The generation of blocks of a specific size and shape is mainly controlled by the intersection of 
discontinuity sets within a rock mass. The spacing, the persistence, the orientation and the 
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number of discontinuity sets are the most important parameters controlling the dimensions of 
these scars. The recognition of these parameters as key factors for the definition of the IBSD has 
already been recognised by ISRM (1978). Thereafter, several studies have been carried out 
which aim at a better understanding of the IBSD and RSSD relations (e.g. Lu & Latham 1999; 
Wang et al. 2003; Elmouttie & Poropat 2012; Lambert et al. 2012). Wang et al. (2003) outlined 
that the size and shape distribution of the fragments are strongly controlled by the persistence 
and the density of the discontinuities. Assuming fully persistent joints, an underestimation of 
block sizes is produced as well as an overestimation of their frequency (Kim et al., 2007). 
However, a very persistent set displacing all the other existing sets can generate large rockfall 
volumes. Ahn & Lee (2004) considered the non-persistence of discontinuities as well as their 
variable orientation. Cho et al. (2012) developed an algorithm where the persistence of circular 
discontinuity of planar surface can be considered and thus, more realistic analysis can be 
performed. On the other hand, the rockfall scars of past events, present on the cliff, are a clue 
for the evaluation of the RSSD, wherever such visual observations are possible. As it will be 
explained later, in that case, the distribution of the scar volumes formed by the detached blocks 
in the past is considered. 
For assessing both IBSD and RSSD the characterization of the discontinuities and their 
interaction within the massif is required (Baecher 1980; Baecher 1983; Goodman 1989; Vöge et 
al. 2013; Fityus et al. 2013). 
 
6.2 Methods for the characterization of rock mass 
discontinuities 
Orientations, spacings, joints aspect and slope can be measured performing several scanlines 
(Priest and Hudson, 1981) or applying the window method (Priest, 1993) in accessible areas. 
The scan line survey consists in measuring the properties of the discontinuities that intersect a 
line. Detailed information for each fracture of each set should be collected. However, it is more 
time consuming than the window method. For the window method average discontinuity data 
about each set is collected usually at the bottom of the slope, for access purposes. However, this 
might not be representative of the whole area. 
In the last decades, the rapid development of new technologies for data acquisition has allowed 
to obtain high resolution Digital Surface Models (DSMs) and the characterization of joint sets 
which are present in a rock mass using aerial sensors, ALS (i.e.: aerial photography and airborne 
Light detection and Ranging, LIDAR) (Abellán et al., 2006). When working with vertical slope 
faces, several limitations are present for high resolution data acquisition due to the occlusion of 
objects from given aerial perspectives (Armesto et al., 2009). A considerable advance at this 
camp has been the use of the terrestrial sensors such as the Terrestrial Laser Scanner (TLS) 
which is based on the same principle as the ALS but it is placed on the ground surface as well as 
the application of the digital photogrammetry for obtaining high resolution DSMs. Several 
works have been performed using these techniques. An interesting review on close-range 
terrestrial digital photogrammetry and TLS applications can be found in Abellán et al. (2014) as 
well as in Sturzenegger and Stead (2009). Further interesting applications can be found in 
Riquelme et al. (2014) who used the Matlab software (MathWorks Inc, 
http://www.mathworks.com/) to identify and characterize flat surfaces present in a slope using a 
point cloud obtained with LIDAR. Gigli & Casagli (2011) designed a Matlab tool called DiAna 
(Discontinuity Analysis) for the extraction of rock mass parameters such as orientation, 
persistence, roughness, number of sets, spacing/frequency and block size from a LIDAR point 
cloud. Umili et al. (2013) designed an automatic method for discontinuity traces mapping. 




Garcia-Sellés et al. (2009, 2011) created a software called SEFL for the extraction of planar 
geological surfaces from a point cloud. In relation with photogrammetry, Kemeny and Post 
(2003) used an approach for estimating the fracture orientation of rock masses using digital 
images. Deb et al. (2008) developed several codes in Matlab that permitted the automated 
identification of discontinuities and the analysis of their geometry. Lato and Vöge (2012) and 
Vöge et al. (2013) developed a software for the automatic mapping of joints in DSMs obtained 
by means of a TLS or digital photogrammetry. 
In these cases, the scar preservation plays an important role when defining the discontinuity 
planes using remote techniques. Eroded and irregular surfaces are difficult to define affecting 
the proper definition of the scars persistence and the consequent RSSD as well as the IBSD. For 
that purpose, it is essential to have enough accurate data. 
 
6.3 Preparation of a rockfall scar volume distribution. 
Advanced methods 
In the last decades, the use of TLS has become a common technique for the characterization of 
the rock mass exposure. It allows gathering large data sets providing high resolution DSMs in a 
relatively short period of time (a few days): Deline et al. (2011) compared the topography 
before and after the occurrence of a rock avalanche occurred in the Mont Blanc massif on 
December 2008. He subtracted the pre from the post-failure DSM using the ArcGIS Spatial 
Analyst (Giardino et al., 2005) and the PolyWorks software (Polyworks, 
.http://www.innovmetric.com/) to get the rockfall volume. The used DSMs were obtained by 
airborne and helicopter borne LIDAR respectively. 
The evaluation of the rockfall scar volume distribution can be carried out in different ways 
depending on the available information: 1) Comparing the topography, obtained by means of 
TLS, before and after the event (e.g. Abellán et al., 2011), 2) using photos to reconstruct the 
original topography on a post-failure ground based-LIDAR DSM (e.g. Ravanel & Deline 2008) 
or 3) estimating the rockfall scar missing volumes using a post-failure point cloud obtained with 
a TLS (e.g. Santana et al. 2012). In the latter, as no information about the original topography 
was available the volume estimations are less precise than in the other two cases. 
Santana et al. (2012) calculated the RSSD using a high resolution point cloud obtained by a 
TLS. They presented a supervised methodology for the detection of discontinuity surfaces 
belonging to rockfall scars from the past and the calculation of the missing volumes. This work 
was carried out at an intense fractured outcrop made of granodiorites which was affected by 
several rockfalls leaving numerous and well defined rockfall scars. The volume of the past 
rockfall events was assumed to be given by the mass defined between a sliding plane and the 
intersection of two other discontinuity planes acting as tension cracks. The distribution of the 
scar volumes was evaluated by multiplying the areas of the basal planes with the heights of the 
scars (given by the intersection of the two other discontinuity surfaces) using a Montecarlo 
simulation. To identify the discontinuity sets, the points from the point cloud having similar dip 
and dip directions were classified into sets. For the generation of discontinuity surfaces, the 
undulation of discontinuity planes was taken into account as well as the spacing of the 
discontinuity sets. The obtained discontinuity planes were in good agreement with those 
observed in field. The obtained rockfall scar volume distribution was found to be well fitted by 
an inverse power-law of exponent -0.9. 
In this work, an adaptation of the methodology developed by Santana et al. (2012) is used to 
obtain the size distribution of rockfall scars at the Montsec Range (North-eastern Pyrenees, 
Spain). The study area is a limestone cliff where overhanging blocks that have been detached 
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from the slope face can be observed. These characteristics result in the following: (i) the 
dissolution processes in the limestones complicate the definition of the discontinuity surfaces 
with the TLS and the subsequent volume calculation (Figure 6-1, A) due to the high amount of 
surface irregularities and additionally because their boundaries cannot be clearly established. (ii) 
it is now well known whether the scars produced by the detached blocks are the result of one or 
several rockfall events. Because of this, the methodology of Santana et al. (2012) has to be 
adapted accordingly, following a different approach, as described in the following. 
 
 
Figure 6-1: Scars present in the massif (reddish colour) differentiated from the reference rock 
wall surface (grey colour). A: Big scar. B: Zoom out of the scar. 
 
The volume of the rockfall scars is approximated by a prism defined by the area of the 
overhangs above the scars (Figure 6-2, set A) multiplied by the scar height (vertical joint set) 
(Figure 6-2, set B). The latter may cross one or several spacings of bedding planes. The rockfall 
scar volume distribution is obtained probabilistically by means of a Monte Carlo simulation 
multiplying the basal area distribution of the overhangs with the length distribution of the scar 
heights. Rockfall scars are distinguished from the rest of the rock mass by their reddish colour 












Figure 6-2: Rockfall scar volume calculation multiplying the overhang exposed area and the 
scar height (B). 
 
6.4 Study area 
This methodology has been applied to the Montsec Range, Spain (Eastern Pyrenees), which is 
situated within the Montsec thrust, developed during the Eocene (Soriano et al., 2006), in the 
central part of the South Pyrenean Unit (Seguret, 1972). The Montsec range is oriented E-W 
with an extension of about 40 km. In the frontal part of the unit, where the slope is located, 
outcrop materials from the Upper-Cretaceous exist (Caus et al., 1999). The cliff is composed of 
limestones which are not very fractured (Figure 6-3). It has been affected by rockfalls and 
consequently, several scars from detached blocks can be observed in the wall as well as fallen 
boulders at the bottom of it, mostly, covered by vegetation. It is located at 1,500 m asl with a 
Mediterranean continental climate. This area is not affected by the human activity and no data 
about past rockfall events is available. 
The study area has been split into 2 smaller zones where recent rockfall scars can be observed. 
Zone 1 (Z1) covers an area of 14,010 m2. It is located in the west part of the massif. Large 
rockfall scars as well as smaller ones are present. Blocks from past events can be seen at the 
bottom of the slope. They are mostly covered by vegetation. Zone 2 (Z2) has an extension of 
6,802 m2. It is located in the east part of the slope face. In that case, rockfall scars are smaller 









Figure 6-3: Location of the study site (up left). The boundaries of the scanned area can be seen 
as well as the location of the scan station (red point) (up right). The limits of the analysed area 
on the wall are marked with red line (lower part). 
 
When working in massifs where small-sized rockfall scars have been degraded due to erosion 
processes (e.g. dissolution), their boundaries cannot be clearly defined affecting, on one hand, 
the identification of small rockfall scars and, on the other hand, the definition of the lateral 
extent. Both restrictions will affect the preparation of a RSSD. 
Figure 6-4 (lower left photo) shows an outcrop of granodiorites from Andorra. Well defined 
scar volumes can be identified. In the lower right, a rock wall in the Montsec range, made of 
limestones is shown. Dashed black lines indicate hardly identifiable small-sized rockfall scars 
bounded by well-defined almost horizontal discontinuity planes (bedding planes) as well as 
irregular and partially eroded surfaces (parallel to the slope face). The fact that the scar 
boundary on the left (Figure 6-4, top) is not well defined in this case as in many cases, makes 













Figure 6-4: The lower left photo corresponds to a granodiorites outcrop from Andorra (Santana 
et al., 2012) with well defined rockfall scars. The upper and lower right photos belong to the 
limestone massif from the study area in Montsec (Spain). In the lower right photo, points A and 
B indicate overhangs formed by stepped surfaces (bedding planes) as a result of either a single 
or successive rockfall events. The lateral extent of the scars is imprecise. 
 
The main difficulty arises when deciding whether a stepped-path overhang is the result of a 
sequence of small-sized rockfall events (Figure 6-5, A and B) or is ought to a single large 
failure (Figure 6-5, A+B). A given scar at its turn can be the result of the detachment of one or 
several detached blocks from the wall (e.g. the volume A may be the result of one bigger or two 
smaller volumes). To that purpose, several scenarios have been considered for the evaluation of 







Figure 6-5: Slope face with several rockfall scars (left): The black vertical line indicates the 
position of the cross-section shown on the right. A and B indicate the considered rockfall scars. 
 
6.5 Methodology 
The methodology aims at the identification of the scars on the wall and the calculation of their 
volume distribution considering all the possibilities of rock mass detachment. The main steps, 
which are based on the methodology of Santana et al. (2012), are: A) Construction of the 
topography using a high resolution point cloud obtained with Terrestrial Laser Scanner (TLS), 
B) Identification of discontinuity sets, C) Generation of discontinuity surfaces and D) 
Calculation of the volume of the existing scars. 
 
6.5.1 a) Construction of the topography using a high resolution point cloud obtained 
with a Terrestrial Laser Scanner (TLS) 
The data required for this analysis is obtained using a TLS which can provide a high resolution 
point cloud suitable for the rock slope characterization. After the data acquisition, the scans are 
aligned identifying common points following an automatic process which minimizes the 
alignment errors. The alignment can be carried out using commercial software such as 
PolyWorks (Polyworks, .http://www.innovmetric.com/). 
 
6.5.2 b) Identification of discontinuity sets 
As the objective of this work is to generate the rockfall scar volume distribution based on the 
existing joint sets, first, the principal discontinuity sets contributing to the formation of the 
rockfall volumes must be identified. 
A first visual field inspection and the observation of photos of the slope are carried out in order 
to evaluate the approximately the number of joint sets and their orientation. Then, the point 
cloud is rotated and observed in detail using both Gocad software (Earth Decision Sciences, 
http://www.earthdecision.com/) and Cloud Compare (Girardeau-Montant, 2006) to get a better 









angle, and therefore, the properties of each point such as the dip and dip direction are obtained 
by fitting planes and evaluating their normal vector. For each point, a plane is fitted using a 
minimum number of neighbouring points within a search radius and satisfying a maximum 
collinearity index (K) and a minimum coplanarity index (M) (Figure 6-6). This approach is 
based on the moment-of-inertia method (Woodcoock 1977; Fernández 2005 and García-Sellés 
et al. 2011). The smaller the K-values, the better the points are fitted in a line. The larger the M-
values, the better the points are fitted in a plane. 
Noise (e.g. ought to vegetation) displays non acceptable M and K values and the respective 
points are filtered out using the SEFL software (Garcia-Sellés et al. 2009, 2011). The remaining 
points are represented in a stereoplot for identification of the discontinuity sets. As shown in 
Figure 6-4, since not all the discontinuity surfaces are large, flat and smooth, some planes, 
mostly the small and eroded ones, display as well non suitable K and M indexes and are 
eliminated. However, most of them could form part of existing small rockfall scars and thus, 
being necessary for the subsequent analysis. Since it is not known which type of planes (large 
and/or smaller) correspond to the past events, all possibilities must be considered. Therefore, 
two approaches based on different criteria (K, M and search radius) are followed for the 
identification of the discontinuity sets. The approach A takes into account irregular surfaces, 
and both, large and small (including eroded) scars are considered. In that case, less restricting 
criteria (K, M and search radius) are used, and the remaining points belonging to vegetation 
should be manually removed. The approach B provides planes which satisfy more restricting 
criteria, and thus only large and smooth scars are obtained in this case. More details about both 
approaches will be given later. 
 
 
Figure 6-6: K-value is the collinearity index. The smaller its value, the better the points are 
fitted in a line. M-value is the coplanarity index. The larger its value, the better the points are 




6.5.3 c) Generation of discontinuity surfaces 
Once the different discontinuity sets have been identified, point clusters defining plane surfaces 
are selected for each discontinuity set. Two neighboring points located at a different height and 
having a similar orientation can belong either to the same discontinuity plane due to the 
undulation (Figure 6-7, red points) or to different surfaces of the same set separated by spacing 
(Figure 6-7, green points). 
 
Figure 6-7: Profiles of different surfaces. The surface V is undulated. The surfaces W are three 
different planes. Red and green points are all neighbouring points located at a distance X. The 
red points belong to the same surface. The green points belong to different surfaces planes. 
 
To decide whether two neighboring points belong to one undulated or two different surfaces the 
following criterion is used (Santana et al., 2012): if the distance between the two points is 
greater than the minimum spacing of the discontinuity set, then the two points belong to 
different surfaces. If the distance is smaller than the spacing they belong to the same undulated 
surface. This condition is shown graphically in Figure 6-8 and should be implemented 
separately for points belonging to each discontinuity sets, applying for each set appropriate 
thresholds for the distance D and the angular tolerance α (Figure 6-8). This procedure is 
automatic using the software SEFL which permits the generation of planes for each set 
separately. After the generation of the planes, a visual check is carried out to check whether 
points belonging to different surfaces have been grouped into the same cluster (under-
segmentation) or points belonging to the same surface have been attributed to different groups 











Figure 6-8: If the difference in height between two points is smaller than S, they are considered 
to belong to the same surface. 
 
6.5.4 d) Calculation of the volume of the existing scars 
The next step is the calculation of the dimensions of the rockfall scars. In order to evaluate the 
volumes for the whole slope face automatically, a procedure similar to the applied by Santana et 
al. (2012) is used. First of all, it is assumed that rockfall scars can be defined as prisms whose 
volume is the product of the area of the overhanging discontinuity (Figure 6-2, set A) with the 
height of the scar (Figure 6-2, set B). This is performed using an algorithm developed by 
Santana et al. (2012) and integrated in the program SEFL by which, areas and heights of the 
surface planes can be determined. The data for the scar areas and heights evaluated on the point 
cloud are fitted by statistical distributions. The respective Probability Density Functions (PDFs) 
are obtained using the program EasyFit (http://www.mathwave.com/). Then, the volume 
distribution is calculated by means of a Monte Carlo simulation. 
As aforementioned, in case of overhangs having a stepped profile, the reconstruction of the 
rockfall volume detached from a scar is not trivial, as it is not known whether such scars are the 
result of several small rockfall events or of a single larger event involving several bedding 
planes. Each scenario leads to different RSSDs. 
For that purpose three different scenarios are analysed using the approaches A and B: 1) Small 
scars are part of larger events generated by the intersection of large discontinuity surfaces. A 
retreat of the rock wall parallel to the slope face is assumed. The scar is generated by the 
detachment of a few large blocks (Figure 6-9, 1). 2) Scars have been generated by successive 
small-sized rockfall events. In this case, it is assumed that the cliff retreats parallel to the 
original topographic surface (Figure 6-9, 2). The scar size is determined by the height of the scar 
below the overhang. Finally, 3) Scars have been generated by several small-sized rockfall 
events. Thus, both large and small rockfall scars have occurred. The main difference from 
scenario 2 is that the cliff retreat is considered from a homogeneous original reference 
topographic surface producing a wider range of scar heights and, consequently, a wider range of 
volume sizes (Figure 6-9, 3). 
D α




Figure 6-9: Cross sections of the massif showing the possible scenarios of detachment 
evolution. A: View of the massif. The dashed line indicates the location of the cross section; B 
1: Big elongated rock prisms are detached from the cliff; 2: Small rockfalls take place in a 
staggered slope and 3: Large rockfall scars are the result of several small-size rockfall events. In 
all the scenarios, a staggered profile is generated. 
 
For each scenario, areas and heights are calculated as follows: 
 
Scenario 1 (Figure 6-9, 1): 
Restrictive K and M criteria to generate discontinuity surfaces are used (approach B), resulting 








approximation of the basal area. Regarding the height of the scar, the length of the discontinuity 
planes belonging to the vertical set is used (Figure 6-10, A). 
 
Scenario 2 (Figure 6-9, 2): 
Flexible K and M criteria to generate discontinuity surfaces are used (approach A), obtaining 
small-sized, irregular and undulated overhanging surfaces (bedding planes or set 1). The vertical 
discontinuity surfaces (or set 2) generated with the approach B are too irregular and rough to be 
identified as surfaces that could yield reliable heights of the scars (Figure 6-10, B). 
Alternatively, the spacing between successive overhanging planes located one on top of the 
other (bedding planes or set 1) is used. This provides a minimum height as rockfall scars can 
have heights involving one or more spacings. 
 
Scenario 3 (Figure 6-9, 3): 
The surfaces of the overhangs (bedding planes or set 1) are obtained following the same 
procedure as for the previous scenario. The definition of the scar height is also evaluated using 
the spacing of the overhanging planes (bedding planes or set 1). In this case, not only the 
spacing between consecutive bedding planes located one on top of the other is considered but 
also the distance between planes located at different parts of the cliff (rock wall retreat parallel 
to the massif) (Figure 6-10, B). 
 
 
Figure 6-10: A: Large vertical discontinuity surface generated with the approach B (scenario 1). 
B: Different small-size vertical discontinuity surfaces generated with the approach A (scenarios 
2 and 3). BA: Basal Area of the overhang (bedding plane); RSH: Rockfall scar height. 
 
6.6 Application 
Data collection was carried out in collaboration with the University of Lausanne (UNIL). The 















maximum range of 1,330 m as well as a high data acquisition speed (up to 10000 points/second) 
(http://www.optech.com/). A total of 3 scans were performed at a maximum distance of 700 m 
obtaining 20,251,588 points that cover an area about 150,000 m2. This represents a resolution of 
about 1.4 points/cm. The scans were later aligned with PolyWorks software (Polyworks, 
.http://www.innovmetric.com/). Zone 1 (Z1), covers an area of 14,010 m2. Its corresponding 
point cloud can be seen in Figure 6-11. Zone 2 (Z2), with an extension of 6,802 m2, is shown at 
Figure 6-12. 
 










Figure 6-12: Point cloud of zone 2 covering an area of 6,802 m2. 
 
Once the point cloud was prepared, the discontinuity sets were identified. A first visual 
inspection, in the field and using photos was carried out obtaining three principal discontinuity 
sets (set 1, set 2 and set 3) (Figure 6-13). Set 1 includes the quasi-horizontal bedding planes 
which form the roof of the rockfall scars from which the rock mass has been detached by 
tension failure. These are mostly large, smooth, and regular surfaces although smaller, rough 
and irregular planes may be present as well due to erosion and dissolution of the initially formed 
surfaces. Set 2 includes very undulated vertical planes parallel to the slope face. They are less 
persistent than set 1. Set 3 includes vertical planes, perpendicular to the rock wall. It is a very 
irregular set which is not present in most of the rockfall scars and thus, its contribution to the 
rockfall detachment is minor. Hence, set 3 is considered in the following steps. 
Thereafter, a sensitivity analysis for the parameters M, K and search radius was performed in 
order to fit planes at each point (Annex 15: Sensitivity analysis for planar regression; normal 
vector definition for each point) and obtain their dip and dip direction. 
According to Fernández (2005), values for M greater than 4 and values for K smaller than 0.8 
provide the best-fit planes. García-Sellés et al. (2011) used a less restrictive M-value of 3.5 
since they worked with more irregular surfaces ought to their tectonic origin. Other examples of 
M and K values can be found at Santana et al. (2012) who used a minimum M-value of 3.5 and 
a maximum K-value of 1.2 for granodiorites at an intensely fractured slope in Andorra. Hence, 
the election of both values, K and M, depends of the genesis and the type of discontinuity 
surfaces as well as the degree of resolution required for the analysis. 
Changes in the K-value slightly affect the results, therefore a typical value equal to 1.2 in 
accordance with the suggested values in the literature was chosen. The results were checked by 
visual inspection of the point cloud using the Cloud Compare software. Conversely, the 
generated surfaces are very sensitive to the variations of the coplanarity index (M). For large 
and smooth surfaces, restrictive parameters as the ones proposed by Fernández (2005) can be 
used. Nevertheless, when working with smaller and irregular surfaces (e.g. dissolved limestone 
surfaces) the afore-mentioned values must be less restrictive. 
For values greater than 3.5, the points that belong to the small and irregular surfaces of set 1 are 
removed from the point cloud. For the case study the smallest M-value found preserving all the 
points belonging to the small surfaces of the set 1 was 2.5. Concerning the radius, 2.5 cm 
provides realistic surfaces. For a smaller radius, important data is lost as several points are 




removed in areas oblique to the laser beam where the density of the point cloud is lower. On the 
other hand, for the irregular surfaces of the discontinuity boundaries and small surfaces, the 
greater the radius, the worse the coplanarity index. 
 
Figure 6-13: Three main discontinuity sets identified in the massif by visual checking. 
 
At this point, two approaches were followed. In approach A, the afore-mentioned small-sized, 
eroded and irregular surfaces were obtained. Thus an M larger than 2.5, a K below 1.5 and a 
search radius of 2.5 cm were used. In approach B, only large scar surfaces were obtained using 
M-values larger than 3.5 were used. 
For the two approaches, planes were fitted to each point and the dip and dip direction of the 
normal vector (pole), and the degree of fit (M and K) were calculated. The derived stereoplots 
are shown in Figure 6-14. Two main orientations were obtained using both approaches. Points 
of each orientation were grouped into set 1 and set 2, respectively, according to the dip and dip 







Figure 6-14: Stereographic density plots derived from the point cloud. In the upper plot, M 
larger than 2.5, K smaller than 1.5 and a search radius of 2.5 cm has been applied. In the lower 
plot, M larger than 3.5, K below 1.5 and a search radius of 2.5 cm is used. Both sets can be 












Table 6-1: Dip direction and dip of the two sets identified using approach A and B. 
Approach Set Dip direction Dip M K Radius 
(cm) 
A       
 1 341 ± 35 39 ± 17 >2.5 <1.2 2.5 
 2 155 ± 30 90 ± 35 >2.5 <1.2 2.5 
B       
 1 338 ± 22 39 ± 17 >3.5 <1.2 2.5 
 2 145 ± 23 90 ± 10 >3.5 <1.2 2.5 
 
For each set, isolated points (noise) were removed applying a continuity filter (Annex 16: 
Sensitivity analysis for filter continuity; removal of isolated points). The inclusion criteria are: 
For the approach A, only points surrounded by a minimum number of 6 points located within an 
angular distance smaller than 20º and a maximum radius of 0.4 m were considered in set 1. 
Concerning set 2, which is a more continuous set and with larger surfaces, less restrictive 
conditions were applied: 1 m of maximum radius, 40 points and 20º of angular distance were 
considered, accordingly. 
For the approach B, since only larger surfaces were identified, a minimum number of 6 points, 
0.4 m of radius and 15º of angular distance were selected. 
The next step was the generation of the discontinuity surfaces for the two sets. The parameters 
S, D and α must be determined for both approach A and B. 
 
Approach A: Generation of small surfaces. 
For set 1, to optimize the parameters S and α, a sensitivity analysis was performed for D = 1m 
(Table 0-6, Annex 17: Sensitivity analysis for the definition of discontinuity sets). It was 
observed that for values of S smaller than 0.25 m over-segmentation was produced. On the 
contrary, for values larger than 0.25 m, under-segmentation was observed. The appropriateness 
of the S and α values was checked plotting the obtained planes by means of the Gocad software. 
Furthermore, the spacings between the surfaces of set 1 were also measured in order to validate 
the selected distance S. If discontinuities were persistent, the spacing would be measured 
perpendicular to the average orientation of each set. Since discontinuities are non-persistent 
(Figure 6-16, A), several scanlines (measurements along a predefined line or row) were needed 





Figure 6-15: a) Persistent joints (Black lines) giving a single and well-defined spacing with a 
single scanline (Red line) measured perpendicular to the average orientation. b) Non-persistent 
joints (Black lines) yield a varied range of spacings which are calculated by several scanlines 
(Green lines) (Kemeny and Turner, 2008). 
 
The accessibility of the slope is limited only at its lower part, which complicates the 
measurement of the spacing by means of scanlines using the methodology described by Priest & 
Hudson (1981). Therefore, 31 vertical cross sections of the study area (19 for zone 1 and 12 for 
zone 2) were made using the point cloud instead (Figure 6-16 B and D). They were carried out 
with the Matlab software. Then, the perpendicular distances between the discontinuity planes 
were measured at each cross section. 
 





Figure 6-16: A) Point cloud of zone 1 (Figure 6-3) representing the discontinuity surfaces 
belonging to set 1 obtained using approach A; B) 19 vertical cross sections made at zone 1 to 
obtain the spacing distribution between the discontinuities of the subfigure A. C) Point cloud of 
zone 2 showing the discontinuity surfaces of the set 1 obtained using Approach A; D) 12 
vertical cross sections made at zone 2 to obtain the range of spacings between the afore-
mentioned discontinuities of the subfigure C. 
 
As it can be seen in Figure 6-17, 400 spacings were measured between the discontinuities of set 
1. Some of them are smaller than 0.25 m. As aforementioned, for values smaller than 0.25 m 
over-segmentation is produced (probably due to the undulation of planes of set 1). Thus, for 
values smaller than 0.25 m we are not able to discriminate between undulation and spacing. 













Figure 6-17: Distribution of the 400 spacings measured between planes of set 1 following the 
approach A. Spacings longer than 0.25 m are the most frequent. 
 
For set 2, it was not possible to generate small-size discontinuity surfaces. They are not 
sufficiently persistent to be automatically detected and the undulation of set 2 masks them 
producing over-segmentation in most cases. Alternatively, the height of the rockfall scars, given 
by the length of the discontinuity planes of set 2, was obtained using the spacings of set 1. Due 
to the low persistence of set 2, the spacing is sensitive to the location of the cliff where it is 
measured. In some cases, the spacing between successive overhanging planes located one over 
the other (bedding planes or set 1) is used. In addition to this, not only the spacing between 
consecutive bedding planes is considered but also the distance between planes located at 
different parts of the cliff. 
 
Approach B: Considering only large planes 
For set 1, the obtained scar planes are larger, more uniform and better well-spaced than 
following the previous approach. A sensitivity analysis was performed for D = 1 m (Table 0-7, 
Annex 17: Sensitivity analysis for the definition of discontinuity sets). It was observed that for 
values of S lower than 0.4 m over-segmentation was produced. On the contrary, for higher 
values, under-segmentation was observed. Therefore, a D=1 m and α= 24º were used for a 
minimum spacing of 0.4 m. The obtained planes were checked against the point cloud by means 
of the Gocad software. Furthermore, since only large planes are considered using this approach, 
only surfaces formed by a minimum number of 40 points per cluster were accepted. 
Unlike approach A, with approach B the discontinuity planes of set 2 are detected. Nevertheless, 
the high undulation of this set still complicates the calculation of the minimum spacing (S) To 
overcome this, the spacing between the discontinuities of set 2 was approximated by the 
minimum width of the planes of set 1 (Figure 6-18) which can be calculated by means of the 
SEFL software. The minimum spacing obtained was 0.4 m. For D=1, an angular distance of 
α=24º was assumed. Over-segmentation due to undulation could be avoided requiring a 



































Figure 6-18: Spacing measured between 150 discontinuities of set 2 for approach B. A 
minimum spacing of 0.4 m was chosen. 
 
The results confirm that for set 1, following approach A which includes small surfaces, the 
minimum spacing calculated (0.25 m) is smaller than following approach B (0.4 m) that 
considers only large planes. With relation to set 2 (approach A), the high undulation of the 
vertical slope face prevents the generation of small vertical planes and the determination of their 
minimum spacing. So, the minimum width of planes of set 1 was used instead. When 
considering larger planes (approach B), discontinuity surfaces of set 2 could be generated. 
However, the minimum spacing also must be approximated using the minimum width of planes 
belonging to set 1 due to the afore-mentioned high undulation. Details for the parameters used 
for each approach can be seen in Table 6-2. 
 




























Table 6-2: Data used to define the discontinuity sets in each approach. 
Approach Set D (m) α (º) Minimum spacing 
(m) 
Minimum number of 
points per cluster 
A      
 1 1 14.48 0.25 - 
 2 - - - - 
B      
 1 1 24 0.4 40 
 2 1 24 0.4 100 
 
6.6.1 Definition of different scenarios for the evaluation of the rockfall scar volumes 
The volume of the rockfall scars was evaluated assuming that: 1) The discontinuities of set 1 
correspond to the basal surfaces of the rockfall scars and 2) The rockfall scar height can be 
defined by the length of discontinuity planes of set 2. 
As described previously, for large rockfall scars (approach B) (Figure 6-9, B), the height of the 
scar is obtained using the length of the discontinuity planes of set 2. Nevertheless, when 
considering also smaller, eroded and irregular rockfall scars (approach A, Figure 6-9, C and D), 
planes belonging to the set 2 cannot be obtained due to its high undulation. Hence, the spacing 
between discontinuities of set 1 obtained following approach A, was used instead (Figure 6-17). 
For the subsequent Monte Carlo simulation to obtain the RSSD, 100,000 random volumes were 
created by multiplication of the scar basal areas with the heights. To take into account all the 
afore-mentioned possibilities about these two Monte Carlo variables, three scenarios were 
considered (Table 6-3). The random volume samples were then generated assuming for the 
variables the distributions of Table 1-4 and calculating their product. 
Table 6-3: Scenarios carried out to consider all the different rockfall scar volumes given by 
different detachment mechanisms. Scenario 1, considers only large events, scenario 2, small-
sized rockfall events and scenario 3, large and small rockfall events. 
Scenario Basal shape Length 
1 Large discontinuit ies of set  
1 (Approach  B)  
Height of discontinuit ies of set  2 
(Approach B)  
2 Large and small  
discontinuit ies of set  1 
(Approach A) 
Spacing measured between 
successive discontinui t ies of set  1  
(Approach A).  
3 Large and small  
discontinuit ies of set  1 
(Approach A) 
All  spacings measured between 
discontinuit ies of set  1  (Approach 
A).  
 
Table 6-4: Distribution of areas and heights according to the different approaches and zones. 
Scenario Zone 1 Zone 2 
 Area Height/Spacing Area Height/Spacing 




1 Lognormal  Pearson6 Lognormal  Pearson6 
2  
Beta 
Normal   
Beta 
Beta 
3 Pearson5 Pearson5 
 
Scenario 1: 
Areas of the exposed bedding planes of set 1 (Table 6-1, approach B) were combined with 
heights of discontinuities of set 2 (Table 6-1, approach B), generating only large rockfall prisms 
(Blue prism in Figure 6-19). Thus, the number of large volumes is maximized and of mid-sized 
and small volumes minimized. Figure 6-19 depicts the estimated missing volumes including a 
frontal view (left) and a cross section (right) of the rock wall. The location of the cross section is 
indicated with a dashed line on the frontal view. 
The areas of the planes of set 1 are well fitted by a lognormal distribution (Annex 18: 
Calculation of areas, lengths and spacings of discontinuity sets; application to the different 
scenarios, Figure 0-64) and the heights of the planes of set 2 by a Pearson6, accordingly, in both 
zones 1 and zone 2 (Annex 18: Calculation of areas, lengths and spacings of discontinuity sets; 
application to the different scenarios, Figure 0-66 and Figure 0-71). 
The rollover effect  observed for volumes smaller than 8 m3 (Figure 6-22) can be interpreted by 
the minimization of the calculation of mid-sized and small rockfall scars in zone 1 (Guzzetti et 
al., 2002; Stark and Hovius, 2001). The maximum volume is 8,700 m3. 
The results for zone 2 as well as the whole area – both zones 1 and 2 -, presented at Figure 6-22, 
follow a similar pattern. The minimum calculated volume is 6 m3 and 8 m3 and the maximum 
volume is 3,400 m3 and 8,700 m3, respectively in zone 2 and in the whole area. 
 
 
Figure 6-19: Scenario 1. Large discontinuity planes belonging to set 1 (Approach B in Table 







The areas of all the discontinuity planes belonging to set 1 (Table 6-1, approach A) have been 
combined with the spacings of set 1 considering the smallest rockfall scar heights (solid lines in 
Figure 6-20). Since the spacings of set 1 are generally smaller than the scar heights calculated 
for scenario 1, the rockfall scar volumes will be smaller as well. This leads to the minimization 
of mid-sized and large volumes and the maximization of small volumes. In the right part of 
Figure 6-20 the estimated missing volumes (grey, yellow and green prisms) are depicted, 
together with the volumes that were not considered (red prisms) at a cross section of the rock 
wall (thinnest dashed line on the left). 
The spacings in zone 1 (Annex 18: Calculation of areas, lengths and spacings of discontinuity 
sets; application to the different scenarios, Figure 0-67) follow a normal distribution, while in 
zone 2, the best fit has been obtained with a beta distribution (Annex 18: Calculation of areas, 
lengths and spacings of discontinuity sets; application to the different scenarios, Figure 0-72). 
Areas follow a beta distribution in both zones (Annex 18: Calculation of areas, lengths and 
spacings of discontinuity sets; application to the different scenarios, Figure 0-65 and Figure 
0-70). 
For this scenario, where a large amount of small areas and spacings than larger ones has been 
obtained, for when fitting a PDF (Probability Density Function), working at logarithmic scale is 
strongly recommended. The advantage is that as logarithm is a monotonous function, 
probabilities remain constant and changes do not affect the data distribution (Egozcue and 
Ortego, 2006; Pawlowsky-Glahn and Egozcue, 2001; Tarantola, 2006).  
Concerning zone 1, the roll over effect is not so accentuated since a minimum rockfall scar of 
0.3 m3 has been obtained (Figure 6-22). The maximum volume has been 4,100 m3, being 
smaller than in scenario 1. 
Results from zone 2 and from the whole area (Figure 6-22) indicate the same pattern as the 
minimum volume considered in both analyses is of 0.3 m3. The maximum volume calculated 
has been 2,900 m3 in zone 2 and 4,100 m3 in the whole area. 
 
 
Figure 6-20: Scenario 2. Mid-sized and small volumes have been calculated combining all the 
areas of the overhangs (discontinuity surfaces of set 1) (Approach A, Table 6-1) and the 
spacings between consecutive planes of set 1 (solid lines). The number of mid-sized and large 





spacings of set 1
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The areas of all planes belonging to set 1 (Approach A, Table 6-1) were combined with all the 
spacings calculated between the planes of set 1 used to approximate the rockfall scar height. All 
the spacings calculated in the 31 vertical cross sections (Figure 6-16, B and D) have been 
considered (represented as solid lines in Figure 6-21). The number of large volumes is 
minimized since the largest spacings are omitted (Figure 6-21). In the right part of the Figure 
6-21 the estimated missing volumes (grey, yellow, green and red prisms) are depicted at a cross 
section of the rock wall (at the dashed line). 
Spacings follow a Pearson 5 distribution (Annex 18: Calculation of areas, lengths and spacings 
of discontinuity sets; application to the different scenarios, Figure 0-68 and Figure 0-73). Areas 
follow a beta distribution in both zones (Annex 18: Calculation of areas, lengths and spacings of 
discontinuity sets; application to the different scenarios, Figure 0-65 and Figure 0-70). As for 
scenario 2 the logarithmic scale has been used during the fitting of the data. 
Regarding zone 1, the observed roll over is very slight since a minimum rockfall scar of 0.3 m3 
has been considered (Figure 6-22). The maximum volume has been 4,100 m3 being smaller than 
for scenario 1. 
The results for zone 2 and for the whole area (Figure 6-22) follow the same pattern as for zone 
1, with a minimum volume equal to 0.3 m3 in both analyses. The maximum volume has been 
3,300 m3 and 4,100 m3, in zone 2 and in the whole area, respectively. 
Scenario 3 represents an intermediate situation which excludes large rockfall scar volumes 
(scenario 1) and does not maximize small rockfall scars (scenario 2). 
 
 
Figure 6-21: Scenario 3. The distribution of the rockfall scar volumes has been calculated 
combining the planes identified in set 1 (Approach A, Table 6-1) with the spacings obtained by 





































































































The rockfall scar volume distribution was indicated to be well fitted by inverse power laws at 
zones 1 and 2 and their combination (Table 6-5; Figure 6-22). Observing the distributions in 
zones 1, 2 and in the whole area, it is observed that scenario 1 yields a higher exponent 
(absolute value) than scenario 2, and scenario 2 than 3, ought to the inclusion of large rockfall 
scar volumes and exclusion of mid-sized and small volumes given for scenario 1 and vice versa 
for scenarios 2 and 3. 
Furthermore, when comparing exponents belonging to the same scenario but at different zones 
the following is observed: for scenario 1, the exponent in zone 1 is higher than in zone 2, which 
denotes the existence of higher rockfall scars in zone 1 compared with zone 2. However, for 
scenarios 2 and 3, exponents are smaller in zone 1 than in zone 2 suggesting that in zone 1 the 
scar volumes are more homogeneous. The exponents calculated for the whole area vary between 























































Table 6-5: Inverse power laws fitted for each scenario in zone 1, zone 2 and in the whole area. 
Scenario Expression  
Zone 1 Zone 2 Whole area (Global) 
1 F (x≥X) = 50511x - 1 . 7 4 1  F (x≥X) = 6519.2x - 1 . 4 8 1  F (x≥X) = 27613x - 1 . 6 7 3  
2 F (x≥X) = 95.63x - 1 . 0 0 2  F (x≥X) = 234.14x - 1 . 2 8 7  F (x≥X) = 123.64x - 1 . 0 9 6  
3 F (x≥X) = 97.77x - 0 . 8 9 9  F (x≥X) = 216.79x - 1 . 1 1 8  F (x≥X) = 122.25x - 0 . 9 7 2  
 
The degree of validity of the assumed scenarios is difficult to be verified for the selection of the 
most realistic one. Nevertheless, given the uncertainties that are involved into the described 
procedure and the results, scenario 3 seems to be the most credible since it excludes large 
rockfall scar volumes (scenario 1) and does not maximize small rockfall scars (scenario 2). 
The exponents of the power laws that were calculated for scenario 2 and 3 approximate very 
well the correspondent values in similar works by other researchers (Table 3-6), mostly in 
scenario 3 for zone 1 and for the whole area. Scenario 1 provides exponents that slightly vary 
from these values. Although the geological context is completely different, exponents for 
scenario 2 and 3 are very similar to the one obtained by Santana et al. (2012). 
 




Table 6-6: Characteristics of rockfall and rockfall scar volume distributions (taken from Santana et al. (2012) and later adapted). 
Author Site Method Geological setting b 
Hungr et al. (1999)a British Columbia, Canada Rail and highway 
inventories 
Massive felsic rock, road 
cuts 
0.43 
Massive felsic rock, road 
cuts 
0.4 
Jointed metamorphic, rock, 
road cuts 
0.7 
Jointed metamorphic, rock, 
road cuts 
0.65 
Rousseau (1999)a Mahaval, La Reunión Instrumental measurements Single natural basaltic cliff 1 
Dussauge-Peisser et al. (2002)a Upper Arly Gorges, French 
Alps 
Historical data Metamorphic and 
sedimentary rocks 
0.45±0.15 
Grenoble, French Alps 
 
Calcareous cliffs 0.41±0.11 
Yosemite Valley, California Granitic cliffs 0.46±0.11 
Santana et al. (2012) Andorra, Eastern Pyrenees Rockfall scar volume 









A supervised procedure based on the methodology developed by Santana et al. (2012) has been 
adapted to fit the peculiarities of a given study area, at Montsec Range, for the calculation of the 
RSSD (Rockfall Scar Size Distribution). This methodology, which requires a high resolution 
point cloud data obtained by a LIDAR, can be used when complete historical rockfall series are 
not available and/or the access to the outcrop is limited. It permits a safe, quantitative, objective 
and systematic evaluation of the rockfall scar sizes. 
The application of the methodology to the study site at Montsec Range indicated the presence of 
two main discontinuity sets. 
Using the point cloud, we calculated the distribution of the basal areas of the overhangs and the 
length distribution of scar heights and we performed a Monte Carlo simulation to get the scar 
volume distribution by multiplying random samples of the two former variables. Some scars 
used to calculate the rockfall height, which are not sufficiently persistent to be automatically 
detected, cannot be detected, additionally due to their high undulation. In that case, the scar 
height was obtained, alternatively, using the spacing between the basal planes. 
A further complication in the calculation of the RSSD originates in the lithology of the study 
area which permits the dissolution of the rock, generating irregularities in the surface of the 
discontinuity planes. As a consequence, scars limits are difficult to be distinguished and many 
small volumes cannot be detected, even when working with a high resolution point cloud. 
Moreover the inclusion of these irregular planes is arguable; it is not known whether they 
correspond to a single big rockfall or various smaller events. Therefore, two approaches have 
been followed to generate the discontinuity sets from the LIDAR point cloud: A) Use of flexible 
K and M parameters producing both large and small discontinuity surfaces and B) Use of 
restrictive K and M parameters, filtering both irregular and small discontinuity surfaces and 
generating only large surfaces. 
Another important difficulty arises when deciding whether a staggered stepwise overhang 
(sometimes given by the afore-mentioned small, eroded and non persistent small surfaces) is the 
result of a sequence of small-sized rockfall events or due to a single large failure.To deal with 
this uncertainty, three different scenarios are considered in the 2 analysed zones of the study 
site: Scenario 1 in which large rockfall scars are generated by a single large rockfall event; 
Scenario 2 that considers mostly small, eroded and irregular surfaces, some of them difficult to 
identify, which may be the result of small occurrences; and Scenario 3 that suggests that 
rockfall scars can be the result of one or several rockfall events and thus, an intermediate 
distribution of scar volumes is contemplated. 
According to the obtained results, in zone 1, the generated scar distributions were fitted by 
inverse power-laws with exponents ranging from -0.899 to -1.741 for the three different 
scenarios. In zone 2, the respective exponents range from -1.118 to -1.481. Considering the 
whole area, the exponents range from -1.673 to -0.972. 
Scenario 3 seems to be the most realistic. It excludes large rockfall scar volumes considered by 
scenario 1 and does not maximize small scar volumes as for scenario 2. Furthermore, scenario 3 
contemplates several block detachment possibilities. 
Roll over effects were observed for all scenarios and zones for volumes smaller than 8 m3 for 
scenario 1 and 0.3 m3 for scenario 2 and 3. In scenario 1, the rollover effect is most probably 
ought to undersampling (Stark and Hovius, 2001) since only large rockfall scar volumes have 
been considered. Nevertheless, for the rest of the scenarios, the roll over effect should not 
attributed to undersampling given that the precision in detecting small volumes in both zones 1 
and 2 is high. The same conclusion was also reached by Santana et al. (2012) who attributed this 
phenomenon to the existent fracture patterns of their study site. On the other hand, Brunetti et 




al. (2009) suggested that it could be the result of a change in the morphological property 
governing the rockfall process (Guzzetti et al. 2002, 2008; Katz & Aharonov 2006; Malamud et 
al. 2004). 
 
6.9 Future research work 
-Further investigation about the most appropriate rockfall scar volume distribution is needed 
when several detachment mechanisms exist. 
-Factors causing the rollover effects observed at small volumes (bellow 0.3 m3), even if working 
with very small rockfall scars, should be investigated. 
-The next step after the evaluation of the statistical rockfall volume distribution is the 
calculation of the rockfall frequency-magnitude relation in terms of annual probability. 
-It would be interesting to repeat the same procedure in other areas with different geological 












7 Obtaining magnitude-cumulative 
frequency curves from rockfall scar size 
distribution using cosmogenic 36Cl 
7.1 Introduction 
Magnitude-Cumulative Frequency (MCF) relations are a key issue when evaluating rockfall 
hazard. Two essential input data are necessary to prepare such relations: the magnitude, which is 
characterized by the volume, and the frequency, which can be expressed as the total number of 
occurrences per year. 
To assess the probability of future instabilities two procedures are often followed: the evaluation 
of the potential for the slope failure (e.g. Hantz et al. 2003) and the observation of the past 
landslide events and its statistical treatment (Corominas and Moya, 2008). The analysis of past 
events is widely used. It requires data collection from road maintenance records or inventories 
obtained by field observations (Hungr et al., 2008). Many works have been published on the 
calculation of Magnitude-Frequency (MF) using historical data. Hungr et al. (1999) obtained 
3,538 records of rockfalls and slides from road maintenance records and impacts on the road. 
They covered four decades along the main rail and highway routes of south-western British 
Columbia. Guzzetti et al. (2004, 2003) obtained the frequency-volume statistics of 463 and 111 
rockfall events in the Yosemite Valley (USA) and Nera Valley (Italy), respectively, from 
observations and historical accounts. However, in some cases, such inventories are not available 
or are incomplete. The larger the volume, the longer the observation period must be (Hantz et 
al., 2003). To overcome this restriction, different methodologies have been proposed. Bunce et 
al. (1997) used the impact marks of past rockfall events on the road pavement to extent the 
record of past events. Corominas and Moya (2010) used dendrogeomorphology (Alestalo, 1971) 
to determine the frequency and magnitude of rockfall events, among other processes, by means 
of the spatial analysis of damaged trees. Corona et al. (2013) used the dendrogeomorphology to 
determine the source areas and the rockfall MF. Another technique which consists in counting 
visible scars resulting from the impact of a detached block on the stem surface of f. Sylvatica 
was applied by Trappmann and Stoffel (2013). 
When dealing with temporal probability, the approximated date or, at least, the time span 
between occurrences must be known. Despite various studies using the above-mentioned 
techniques (e.g. Stoffel et al., 2005; Moya et al., 2010; Schneuwly and Stoffel, 2008; Perret et 
al., 2006), if complete inventories are not available and/or classical dating techniques are not 
feasible, other strategies must be investigated. 
Here we propose an indirect way to determine the long-term past rockfall frequency based on 
the average cliff retreat rate, i.e., the amount of rock mass lost during a defined period of time. 
It is assumed the existence of an initial reference surface (S0) present in the massif at an initial 
time T= 0 (Figure 7-1). Over time, the slope face recedes, mainly by rockfalls of several 
volumes and shapes but also due to other processes such dissolution, until the present day 
giving the actual slope face. The total volume of material released can be obtained by 
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subtracting the current slope face from the reference surface S0 (Figure 7-1). The elapsed time 
during which the material has been released until the present day can be obtained by calculating 
the exposure age of S0 (t0). It can be carried out by collecting several samples which are 
expected to belong to S0 (visual observation) and check whether they have similar ages or not. 
Furthermore, if samples from younger scar surfaces located at different depths from S0 are 
dated, information about the evolution of the retreat rate of the massif can be obtained. 
Regarding the volume of material lost, it may be distributed in the Rockfall Scar Size 
Distribution (RSSD) of the cliff obtained in chapter 6 of this thesis. At this point, two important 
assumptions have been done: 1) the rockfall scar volumes may be used as a first approximation 
to the volume of the rockfall events, 2) the volume of each rockfall scar is approximated by a 
prism defined as the area of the overhangs, from which the rock block has been detached, 
multiplied by the scar height. It has been assumed that a roof corresponds to a single event. 
Nevertheless, each roof could be the result of several rockfall events or conversely, a roof might 
belong to a bigger stepped failure. Consequently, the rockfall volume might be either 
overestimated or underestimated, respectively. 
Dividing the number of rockfall scar volumes by the elapsed time t0, the MCF curve of the 
rockfall scars is obtained. The method is based on the formation of radioactive nuclides within 
minerals by cosmic radiation exposure. The amount of nuclide formed is proportional to its 
exposure age and thus, to the exposure age of the material where it is located. However, some 
corrections must be applied before obtaining of the sample’s age. The most commonly used 
cosmogenic isotopes are 10Be, 36Cl and 26Al. More information about Terrestrial Cosmogenic 
Nuclides (TCN) can be found Annex 19: DATING WITH IN SITU TERRESTRIAL 
COSMOGENIC ISOTOPES. In this work, 36Cl has been used due to the high amount of Ca in 
the rock wall (limestone massif). When working with 36Cl, the retreat rate (among other 
parameters) is an input. The retreat rate gives an indication of the expected amount of inherited 
36Cl in the sample. 36Cl is produced at depth due to the high penetration power in the subsurface 
of the muonic component of the secondary radiation (radiation produced by the interaction of 
primary cosmic-ray flux with nuclei of atoms in the atmosphere) (Dunai, 2010) and the presence 
of U, Th and natCl. Inherited 36Cl can contribute significantly to the concentration of 36Cl 
produced by exposure, and consequently, it affects the estimation of the sample exposure age, 
mostly in shallow samples (<15 m aprox). In massifs with a high content of inherited 36Cl, a 
slight variation of the denudation rate produces great changes in the exposure age (e.g. Merchel 
et al. 2013). Thus, a proper cliff retreat rate (retreat rate input) must be defined for dating the S0. 
Since the calculation of the cliff retreat rate is the target of this work, an iterative process must 
be performed until the retreat rate input and the calculated retreat rate (retreat rate output) are 
similar. 
 





Figure 7-1: Evolution of the cliff from the reference surface S0 at time T = 0 until the present 
day. Rockfall scars appear progressively with time. Reference surface S0 (Top). Reference 







7.2 Study Area 
This technique has been applied in the Montsec Range, Spain (Eastern Pyrenees). It is located 
within the Montsec thrust, developed during the Eocene (Soriano et al., 2006), in the central part 
of the South Pyrenean Unit (Seguret, 1972). The Montsec Range is oriented E-W with an 
extension about 40 km. In the frontal part of the unit, where the rock wall is located, outcrop 
materials from the Upper-cretaceous (Caus et al., 1999). The cliff is composed of slightly 
fractured limestones (Figure 6-3) and it is being affected by rockfalls. Consequently, several 
scars from detached blocks can be observed in the wall as well as fallen boulders at the bottom, 
mostly covered by vegetation. The Montsec Range is located at 1,500 m asl with a 
Mediterranean continental climate. This area is not affected by the human activity and no data 
about past rockfall events are available. 
The study site has been split into 2 smaller zones where recent rockfall scars can be observed 
(Figure 6-3). Zone 1 (Z1) is located at the west part of the massif. Large to small rockfall scars 
are present and blocks from past events can be identified at the bottom of the slope, mostly 
covered by vegetation. 
Zone 2 (Z2) is located at the east part of the slope face and has rockfall scars smaller than those 
in Z1. 
The blue dot in the upper-right Figure 6-3 refers to the location of the scanning station. Red dots 
numbered from 1 to 9, in the lower part of Figure 6-3, indicate the nine samples collected from 
the massif and later dated using cosmogenic 36Cl. 
 





Figure 7-2: Study site. In the upper-right, the scanned area is shown as well as the location of 
the scan station (blue point). Areas of study are boundary with red (lower part). Red points 
indicate the sample place where they were collected. 
 
7.3 Methodology 
In chapter 6, the RSSD was obtained in the Montsec Range (Eastern Pyrenees) following the 
methodology based on Santana et al. (2012) which does not consider the temporal frequency. 
The methodology presented in this chapter aims to get the frequency by using the RSSD 
calculated from the total volume of material released and the time necessary to generate this 
distribution. This period of time comprises from the age of the reference cliff surface (t0) to the 
present-day surface. The end result of this methodology is the MCF curve. 
The main steps are: a) volume calculation of material lost, b) area calculation of material lost, c) 
calculation of the reference surface exposure age (t0) and the cliff retreat rate (Rr), and d) 
conversion from cumulative percentage of rockfall scar volumes to cumulative number per year. 




















Figure 7-3: Flow chart indicating the followed methodology. Letters “a”, “b”, “c” and “d” refer 
to the main steps. 
 
7.3.1 a) Volume calculation 
It consists in the evaluation of the total volume released in the rock wall using a point cloud 
obtained with a Terrestrial Laser Scanner (TLS). Several methods exist for its calculation: 1) 
subtraction of Digital Surface Models (DSM’s) obtained before and after the event (e.g. Deline 
et al. 2011) 2) reconstruction of the original topography over a present day DSM using photos 
taken before the event (Ravanel and Deline, 2008). It can be applied when images with 
sufficient resolution exist (up to a hundred years) and 3) reconstruction of the pre-failure cliff 
surface using an existing DSM and subtracting the present day surface (Figure 7-4). 
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Figure 7-4: Schematic process to obtain the volume lost from the cliff for a time period. The 
reconstructed reference surface is subtracted from the present-day slope face. 
 
The detailed DSMs can be obtained by means of photogrammetry or TLS. The latter is a 
terrestrial sensor for data acquisition based on the same principle as airborne LIDAR (Light 
detection and Ranging). It allows obtaining high resolution DSMs in a short time period (hours) 
for the extraction of rock mass parameters such as orientation, persistence, roughness, number 
of sets and spacing/frequency. More information about TLS applications can be found in 
Abellán et al. (2014). 
In this work, the volume of material lost until present has been obtained by subtracting the 
reconstructed cliff surface, existing at a certain time t0 (reference surface), from the present-day 
slope face. The reference surface has been reconstructed from a TLS-scan generated DSM of 
the rock wall at the present day. The recession of the cliff has been assumed parallel to the slope 
face (Figure 7-5). Recent rockfall scars are distinguished from the rest of the rock mass by their 
reddish colour (Figure 7-1). 
As explained later, this volume (Figure 7-3 a) is also used to calibrate the Rro of the massif in 










Figure 7-5: Reconstructed reference surface delimitated with a black-dashed line. 
 
7.3.2 b) Area calculation 
The area of the massif affected by the rockfalls has been computed to calculate the average cliff 
retreat and the subsequent calibration of the Rro (Figure 7-3 b). Using a photo and the Matlab 
software (MathWorks Inc, http://www.mathworks.com/), a white mask has been overlaid 
covering the area of study. Then, the number of pixels has been counted. If the pixel size is 








7.3.3 c) Calculation of the reference surface exposure age and the retreat rate 
It is necessary to know the elapsed time during which the rockfall volume has been released. 
Furthermore, dating surfaces located between the reference surface and the present-day surface 
would give an insight of the rate of recession. To this end, different stepped surfaces of the 
slope have been dated using cosmogenic 36Cl. 
As mentioned before, when dating shallow rock samples (<15 m.) the content of inherited 36Cl 
can affect the calculated sample exposure age. Since the content is mostly controlled by the 
retreat rate, this must be defined beforehand. For that purpose, an iterative process has been 
followed (Figure 7-3): a first retreat rate called retreat rate input (Rri) has been used to calculate 
the exposure age of samples belonging to S0. This retreat rate is based on published research 
works which are shown later on. If the exposure ages are of the same order of magnitude, the 
average cliff retreat rate (Rav), which has been obtained by dividing the volume of material lost 
over the area affected by rockfalls (Figure 7-3 a and b), is divided by these ages (Figure 7-3C). 
The resulting ratio is named retreat rate output (Rro) and is compared to Rri (Figure 7-3). If both 
rates are similar, the obtained t0 exposure age is considered correct. On the contrary, another Rri 
must be introduced until both retreat rates converge. 
Many works exist in the literature related with the retreat rate (e.g.: Sancho et al. 1988; André, 
1997; Gutierrez and Sancho, 1998; Gutierrez and Sese, 2001; Schuster and Highland, 2001; 
Buoncristiani et al. 2002; Curry and Morris, 2004; Haeuselmann et al., 2007; Brenot et al., 
2008; Delmas et al., 2009; Brooks and Spencer, 2010; Züst et al., 2014) (Table 7-1). A 
summary of retreat rates at different geological settings and for different types of deposits and 
processes are shown in Table 7-1. It is shown that some retreat scarp rates in arid zones from 
Spain, close to the study are, having similar geology and affected by rockfalls range from 0.1 to 





Table 7-1: Erosion/retreat rate values of different authors according to the location, geology and process. 
Author Site Geology Process Erosion/retreat rate 
(mm/yr) 
(Gutierrez and Sancho, 1998) 
 
Duero basin (Spain) Limestones (Miocene) Rockfalls, climatic change, human 
activity 
0.1-7 
(Sancho et al., 1988) Ebre basin (Spain) Limestones (Miocene) Rockfalls, climatic change, human 
activity 
0.3 




Mynydd Du (Wales) Sandstone (Devonian) Rockfall 0.018 
(Delmas et al., 2009) 
 
Massif du Carlit (Pyrenees, France) Granite (Paleozoic) Glacial erosion 0.001 - 10 
(Haeuselmann et al., 2007) 
 
Switzerland Limestones Glacial erosion 1.2 
(Züst et al., 2014) 
 
(Sinks Canyon, Wyoming, USA) Till deposit Glacial erosion 0.52 – 0.72 








7.3.4 d) From cumulative percentage of rockfall scar volumes to cumulative number per 
year 
The last step of the methodology is the conversion of the RSSD to MCF curve, i.e. from the 
cumulative percentage of rockfall scars larger than a specific size to the number of rockfall scars 
per year larger than a specific size. 
If both the total volume of material released (VT) and the ratio of rockfall scars of each size (Xn) 








and the number of rockfall scars of a given size is: 
 
𝑁𝑛 = 𝑁𝑇 × 𝑋𝑛 
Equation 7-2 
 







A flowchart of the process is presented in Figure 7-6. 
 
 
Figure 7-6: Flowchart representing the steps followed to convert the percentage of rockfall scars 






Xn = Ratio of rockfall scars for a given volume. Obtained in the Rockfall
scar size distribtuion
VT= Total volume of material lost in the slope
NT =Total number of rockfall scars
Vn = Volume of rockfall scars
Nn = Number of rockfall scars of a given size n
t0 = Elapsed time (exposure age)




The amount of rock mass released in the cliff face and the volume distribution of the rockfall 
scars were obtained from a DSM generated with a TLS. The work was carried out in 
collaboration with University of Lausanne (UNIL). The TLS used was the OPTECH Ilris 3D 
Long. It has an accuracy of 7 mm at 100 m, a maximum range of 1,330 m, and a high data 
acquisition speed of up to 10,000 points/second (http://www.optech.com/). A total of 3 scans 
were performed at a maximum distance of 900 m obtaining 20,251,588 points that cover an area 
about 150,000 m2. This represents a resolution about 1.4 points/cm. The scans were later aligned 
with PolyWorks software (Polyworks, .http://www.innovmetric.com/). 
As mentioned before, this area was split into 2 zones where recent rockfall scars can be 
observed. For each zone (Z1 and Z2), a triangulated mesh representing the initial surface, S0, 
was reconstructed over the DSM. It was assumed that the cliff recedes parallel to the slope face. 
Control points were used where no information was available (Figure 7-7 for Z1 and Figure 7-8 
for Z2) assuming that: 1) recent rockfall scar surfaces are characterised by a fresh and reddish 
appearance and 2) S0 is characterised by a dark grey colour. Both hypotheses will be validated 
when the samples are dated. 
The missing rock mass volume from the cliff face was obtained with the PolyWorks software. 
The volume between the reconstructed S0 and the present day cliff surface was calculated by 
subtracting both meshes following the procedure developed by Broccolato et al. (2006). The 
calculated volumes were 78,903.48 m3 and 16,764.48 m3 for Z1 and Z2 respectively. 
 
 
Figure 7-7: DSM from the study area obtained with TLS (Z1) (Left). The reference surface S0 
was created by defining points contained within this envelope (Right) using the assumptions 
stated in the text above. 
 





Figure 7-8: DSM from the study area obtained with TLS (Z2) (Left). The reference surface S0 
was created by defining points contained within this envelope (Right) using the assumptions 
stated in the text above. 
 
Once the missing rock mass volume was calculated, the next step was the evaluation of the area 
affected by rockfalls. Figure 7-9 and 
 
Figure 7-10 show the boundary of Z1 and Z2 respectively. A white mask was overlaid over Z1 
and Z2 and the number of pixels of each mask was counted using Matlab. If the pixel size is 
known, the area can be easily determined. The area obtained were 14,010 m2 (Z1) and 6,801.65 
m2 (Z2). At this point, it is important to notice that the average cliff retreat (volume lost/area 
affected) (Figure 7-3) of 5,631.94 mm in Z1 is higher than that of 2,464.77 mm in Z2. This 






Figure 7-9: Delimitation of the rockfall scars area based on its colour and the depression of the 




Figure 7-10: Delimitation of the rockfall scars area based on its colour and the depression of the 
topographic surface (Z2) (Left). White mask overlaying the area affected by rockfall scars (Z2) 
(Right). 
 
Nine samples were collected from the massif and dated by means of cosmogenic 36Cl (Figure 
6-3). Samples 1, 5, 7, and 8 were assumed to belong to S0. The objective was their dating to 
determine the time span during which the volume of the rock wall was released. Samples 2, 3, 4, 
6 and 9 were taken from the current slope face at different depths from S0. The initial idea was 




to calculate other retreat rates and thus give information about the cliff evolution. Although this 
was not possible, it was checked that, in general, samples located at greater depths from S0 
correspond to younger scars. To this end, the spreadsheet provided by (Schimmelpfennig et al., 
2009) and modified later by (Braucher et al., 2011) was used. The description of the sampling 
places and work done for obtaining the samples exposure age can be found in Annex 19: 
DATING WITH IN SITU TERRESTRIAL COSMOGENIC ISOTOPES. 
As mentioned before, for shallow samples (<15 m depth), an accurate value of Rri (Figure 7-3) 
is crucial for a correct definition of the exposure age of each sample. Typical values of cliff 
recession rates for limestone massifs from the Jurassic, Upper Cretaceous and Tertiary, affected 
by rockfalls and relatively close to the study area range from 0.1 to 0.68 mm/a (Buoncristiani et 
al., 2002; Gutierrez and Sancho, 1998; Sancho et al., 1988) so that, a retreat rate of 350 mm/ka, 
was initially assumed. In Table 7-2, the exposure age of each sample and associated uncertainty 
are shown. Samples 1, 5, 7 and 8 seemed to be the oldest ones with an average exposure age of 
15,256 years and an uncertainty of 10.6%. This confirms they belong to S0 as it was suggested. 
 
Table 7-2: Exposure age and uncertainty of each sample assuming a retreat rate of 350 mm/ka. 
Sample Exposure age (a) Uncertainty (%) 
1 13,854 10.71 
2 8,693 10.7 
3 1,492 13.8 
4 11,257 10.5 
5 14,596 10.82 
6 5,555 10.77 
7 16,697 10.83 
8 15,875 10.6 
9 6,814 10.62 
 
A sensitivity analysis for various input retreat rates was performed (Figure 7-11). It can be 
observed that the exposure ages are strongly dependent on the retreat rate particularly when it is 






Figure 7-11: Sensitivity analysis carried out in order to analyse the role of the retreat rate in the 
sample’s exposure age. 
 
It is crucial to obtain exposure ages not affected by the retreat rate. Otherwise, the inherited 36Cl 
concentration may interfere in the final results. The difference between the exposure age 
obtained from smaller retreat rates and the retreat rate of 1,000 mm/ka is shown in (Table 7-3). 
In this table it has been assumed that for a retreat rate of 1,000 mm/ka the exposure ages are not 
affected by the inheritance of 36Cl. For a retreat rate of 350 mm/ka, the maximum variation in 
the exposure age is 10.74% (sample 1). On the other hand, the maximum uncertainty when 
calculating the exposure ages using the same retreat rate (350 mm/ka) is 10.83% (sample 7, 
Table 7-2). Therefore, for retreat rates around 350 mm/ka or higher, the variation of the 
exposure age due to the inherited 36Cl is smaller than the precision of the method and 
consequently, it is not interfering in the final results. Therefore, retreat rates similar or higher 
than 350 mm/ka were considered to be acceptable. 
 
Table 7-3: Variation of the exposure age for samples 1, 5, 7 and 8 comparing a retreat rate of 
1,000 mm/ka with four smaller rates (100, 200, 300 and 350 mm/ka). 
 Exposure age variation (%) 
Sample 1 5 7 8 
Compared retreat rates (mm/ka)     
1,000-350 10.74 8.97 8.1 9.12 
1,000-300 13.1 11.04 10.08 11.23 
1,000-200 20.75 17.71 16.54 18.07 
1,000-100 55.11 46.5 43.08 47.5 
 
In order to obtain the appropriate Rri and the subsequent exposure age of the samples, Z1, Z2 
and the whole area were studied separately. 
 
Zone 1 
A first Rri of 350 mm/ka (according to the literature; Table 7-1) was used (Table 7-4). For this 
value, the average exposure age of samples belonging to S0 was 15,255.5 years. Considering an 
average cliff retreat (Figure 7-3) of 5,630 mm (78,903.48 m3/14,010 m2) a Rro of 368 mm/ka 
(5,630 mm/15,255.5 a) was calculated. Since Rro is a bit higher than Rri another value of Rri 
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of 352 mm/ka. A third attempt was done using an intermediate Rri of 365 mm/k giving an 
average t0 exposure age of 15,346 years and a Rro of 366 mm/ka. This is in good agreement with 
the Rri of 365 mm/ka. 
 
Table 7-4: Retreat rate output (Rro) for different retreat rate inputs (Rri) in Z1. The average 
exposure age of samples belonging to S0 was used. The average cliff retreat was obtained 




















 1 5 7 8    
350 13,854 14,596 16,697 15,875 15.3 5630 368 
365 13,946 14,680 16,788 15,968 15.4 “ 366 
500 14,550 15,228 17,384 16,577 16 “ 352 
 
Zone 2 
In this case, the average cliff retreat was 2,465 mm (14,764.48m3/6,801.65m2). For an average 
age of the reference surface of 15,255.5 years calculated using a Rri of 350 mm/ka, the resulting 
Rro was 62 mm/ka (2,465 mm/15,255.5 a). It means that smaller values of Rri were needed. 
Values of Rri of 100 and 200 mm/ka were used resulting in Rro of 281 and 181 mm/ka, 
respectively. Therefore, the appropriate Rri would be between 100 and 200 mm/ka. Since the 
average cliff retreats from Z1 and Z2 are different, for a given t0 age, it is obvious that retreat 
rates will be different in each zone as well. However, as it was mentioned before, smaller values 
than 350 mm/ka may imply high amounts of inherited 36Cl (Table 7-6) that interfere in the 
resulting exposure age. 
 
Table 7-5: Retreat rate output (Rro) for different retreat rate inputs (Rri) in Z2. The average 
exposure age of samples belonging to S0 was used. The average cliff retreat was obtained from 




















 1 5 7 8    
100 6,968 8,579 10,342 9,172 8.8 2,465 280 
200 1,2301 13,195 15,164 14,311 13.7 “ 180 
350 1,3854 14,596 16,697 15,875 15.3 “ 161 
 
In Table 7-6, the amount of inherited 36Cl according to different retreat rates is shown for each 
sample belonging to S0. As expected, the higher the retreat rate the lower the 
36Cl produced by 
inheritance. Since the cliff retreat rate is high, the slope face material is replaced with a high 




Table 7-6: 36Cl from inheritance (%) according to the sample and the retreat rate input (Rri) 
(mm/ka). 
Retreat rate input (Rri) 
(mm/ka) 
100 200 300 350 365 500 1,000 
Samples belonging to S0 
36Cl inherited (%) 
 
1 59 30.8 20.9 18 17.3 12.8 6.63 
5 52.2 27.2 18.4 15.9 15.3 11.2 5.73 
7 49.7 26.2 18 15.6 15 11.3 6.14 
8 52.8 27.6 18.8 16.2 15.6 11.6 6.03 
 
Whole area (Z1 and Z2) 
Finally, the whole area was considered as a unique entity (Table 7-7). The average cliff retreat 
was calculated using the total volume of material released divided by the area that it occupied. 
Thus, the average cliff retreat is 4,597 mm. Considering a Rri of 350 mm/ka and an average 
exposure age of 15.3 ka, a Rro of 301 mm/ka is obtained. For a Rri of 300 mm/ka and a exposure 
age of 15 Ka, a Rro of is 309 mm/ka is obtained. A third Rri of 310 mm/ka was used giving a Rro 
of 307 mm/ka. Therefore, taking into account the whole area, the appropriate Rri would be 
around 310 mm/ka. 
 
Table 7-7: Retreat rate output (Rro) for different retreat rate inputs (Rri) in the whole area (Z1 
and Z2). The average exposure age of samples belonging to S0 was used. The average cliff 





































350 13,854 14,596 16,697 15,875 15.3 “ 301 
 
Results of Z2 were rejected since exposure ages of S0 were affected by the high amount of 
inherited 36Cl. On the contrary, the analyses performed in Z1 and in the whole area were 
considered to give exposure ages of S0 not affected by the inherited 
36Cl with Rri values ranging 
from 310 to 365 mm/ka. Since the higher the retreat rate the lower the concentration of 36Cl 
inherited, a Rri of 365 mm/ka was chosen. 
Exposure ages, uncertainty and depth (distance from the reference surface) of each sample for a 
Rri of 365 mm/ka were calculated. Results are shown in Table 7-8. For samples belonging to the 
current slope face (2, 3, 4, 6 and 9) it was checked that, in general, the deeper the samples they 
younger they are, except for sample 9. The different results obtained with sample 9 may be due 
to its location, far away from the other samples, in the western part of the study area where the 
rock mass gets curved. This hinders the measurement of its depth. In Table 7-8 the relation 
between the depth and the exposure age of each sample is shown. 
Finally, the average exposure age of samples belonging to S0 for a Rri of 365 mm/ka was 15,346 






Table 7-8: Exposure age, uncertainty and depth (distance from the reference surface) of each 
sample assuming a retreat rate of 365 mm/ka. 
Sample Exposure age (a) Uncertainty (%) Sample depth 
(cm) 
1 13,946 10.7 0 
2 8,769 10.69 670 
3 1,511 13.71 730 
4 11,272 10.49 664 
5 14,680 10.82 0 
6 5,569 10.76 697 
7 16,788 10.81 0 
8 15,968 10.59 0 
9 6,830 10.62 611 
 
In the last step, the conversion from RSSD to MCF curves was performed. It is important to 
note that they were built up considering the three rockfall scenarios afore-mentioned: 1) 
occurrence of large rockfall scars leading to the generation of considerable volumes (Figure 
7-12, 1), 2) small, eroded and irregular rockfall scar surfaces which may be the result of smaller 
occurrences (Figure 7-12, 2), and 3) the rockfall scars can be the result of one or several rockfall 
events excluding large volumes from scenario 1 but including larger scars than in scenario 2 
(Figure 7-12, 3). For each scenario, an inverse power law was fitted to the RSSD in Z1 and Z2, 
and in the whole area (Figure 7-13, Figure 7-16 and Figure 7-19). Results are shown in Table 
7-9. 
 
Table 7-9: Inverse power laws fitted in the RSSD (Figure 7-13, Figure 7-16 and Figure 7-19) for 
each scenario in Z1, Z2 and in the whole area. 
Scenario Expression  
Zone 1 Zone 2 Whole area (Global) 
1 F (x≥X) = 50511x - 1 . 7 4  F (x≥X) = 6519.2x - 1 . 4 8 1  F (x≥X) = 27613x - 1 . 6 7 3  
2 F (x≥X) = 95.63x - 1 . 0 0 2  F (x≥X) = 234.14x - 1 . 2 8 7  F (x≥X) = 123.64x - 1 . 0 9 6  





Figure 7-12: Cross sections of the massif showing the possible scenarios according to different 
detachment mechanisms. A: View of the massif. Dashed line indicates the location of the 
vertical cross section; 1: Elongated and large prisms are formed; 2: Small-sized rockfalls take 








The input data are the total volume of material lost (VT) in the cliff face (78,903 and 16,764 m
3) 
within the last 15,346 years and the ratio of rockfall scars of a given size Xn (Figure 7-6) 
obtained in the RSSD. Combining VT with Xn, the number of rockfall scars of a given volume 
was obtained (Figure 7-14, Figure 7-17 and Figure 7-20). Using the elapsed time (t0), the 
number of rockfall scars per year of a given size was calculated (Figure 7-15, Figure 7-18 and 
Figure 7-21). In Table 7-10 the total volume of material lost, the number of calculated scars and 
the elapsed time considered are shown. 
 
Table 7-10: Total volume of material lost, total number of scars and elapsed time for each zone 
and the whole area. 
Zone Scenario Total volume of 
material lost (VT) 
(m3) 
Total number of 
scars calculated 
(NT) 
Elapsed time (t0) 
(years) 
1 1 78,903.48 1,891 15,346 
 2 “ 8,903 “ 
 3 “ 5,004 “ 
2 1 16,764.48 514 “ 
 2 “ 2,876 “ 
 3 “ 1,671 “ 
Whole area 1 95,667.96 2,573 “ 
 2 “ 13,023 “ 
 3 “ 7,416 “ 
 
For each zone, when introducing the total volume of material lost (VT) (Figure 7-14, Figure 
7-17 and Figure 7-20) and the elapsed time (t0) (Figure 7-15, Figure 7-18 and Figure 7-21) the 
exponent of the fitted power laws remains constant since the size distribution of each scenario is 
not affected. Hence, characteristics of the MCF curves such as roll over effect and minimum 
and maximum volume calculated will remain constant as in the RSSD. Furthermore, since 
scenario 1 considers scar volumes larger than scenario 2 and 3, for the same volume of material 
lost, the number of scars is smaller than in the two other scenarios. The number of rockfall scars 
is highest in scenario 2 as it takes into account the smallest volumes in both zones (Table 7-10). 
A brief reminder about the characteristics of the three scenarios is presented below: 
 
Scenario 1: 
In Z1, this scenario includes mainly large rockfall scar volumes, hence the minimization of mid-
sized and small volumes can be observed as a strong rollover effect (Guzzetti et al., 2002; Stark 
and Hovius, 2001) for scar volumes smaller than 8 m3 (Figure 7-15). The maximum volume 
calculated was 8,700 m3. 
Results from Z2 and the whole area (Figure 7-18) seem to have the same pattern as that in Z1 
with a minimum volume considered of 6 m3 (Z2) and 8 m3 (whole area). The maximum volume 
calculated was 3,400 m3 in Z2 and 8,700 m3 in the whole area (Figure 7-21). 
 
Scenario 2: 
In Z1, the roll over effect is not so accentuated since a minimum rockfall scar volumes of 0.3 m3 
were considered (Figure 7-15). The maximum volume obtained was 4,100 m3 being smaller 
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than in scenario 1. The minimization of mid-sized and large volumes can be observed. 
Results from Z2 and the whole area (Figure 7-18 and Figure 7-21) seem to have the same 
pattern as that in Z1 with a minimum volume considered of 0.3 m3 in both analyses. The 
maximum volume calculated was 2,900 m3 in Z2 and 4,100 m3 in the whole area. 
 
Scenario 3: 
In Z1, the roll over effect is not so accentuated since a minimum rockfall scar volume of 0.3 m3 
was considered (Figure 7-15). The maximum volume obtained was 4,100 m3, smaller than that 
in scenario 1. This scenario seems to be an intermediate procedure which excludes large 
volumes and does not maximize small rockfall scars. 
Results from Z2 and the whole area (Figure 7-18 and Figure 7-21) seem to have the same 
pattern as that in Z1 with a minimum volume considered of 0.3 m3 in both analyses. The 






















































Figure 7-14: Rockfall scar size distribution of Z1 in terms of number of scars. 
 
 










































































































Figure 7-16: Rockfall scar size distribution of Z2 in terms of % of scars (obtained in chapter 6). 
 
 

























































































Figure 7-18: Derived MCF curves for each scenario in Z2. 
 
 































































































Figure 7-20: Rockfall scar size distribution of the whole area in terms of number of scars. 
 
 
Figure 7-21: Derived MCF curves for each scenario in the whole area. 
 
7.5 Discussion 
In Table 7-11, the inverse power laws fitted to the MCF curves are shown. In both zones, the 
frequency of rockfall scar volumes is low. In Z1, for volumes of 1 m3 or greater, the highest 
frequency is 0.19 rockfall scars per year (scenario 2), i.e., one rockfall scar each 5.3 years. In 
Z2, 0.078 rockfall scars per year for a volume of 1 m3 or higher are expected, which gives one 
event each 12.8 years. In the whole area, for rockfall scars of 1 m3 or higher, 0.316 rockfalls 































































































Comparing the MCF curves from Z1 and Z2 it can be observed that the frequency of rockfall 
scar volumes is lower in Z2 than in Z1. This means, for a specific volume, the number of 
rockfall scars per year is smaller in Z2. This confirms that Z1 is more active than Z2 in terms of 
rockfalls (Figure 6-3). In the whole area, the frequency is slightly higher than in Z1 and Z2. 
Since the volume of material used in the whole area is higher (volume from Z1 and Z2), its 
frequency increases as well. 
 
Table 7-11: Inverse power laws fitted in the MCF curves (Figure 7-15, Figure 7-18 and Figure 
7-21) for each scenario in both Z1 and Z2 and in the whole area 
Scenario Expression 
Zone 1 Zone 2 Whole area (Global) 
1 F (x≥X) = 62.237x - 1 . 7 4  F (x≥X) = 2.1839x - 1 . 4 8 1  F (x≥X) = 46.3x - 1 . 6 7 3  
2 F (x≥X) = 0.5548x - 1 . 0 0 2  F (x≥X) = 0.4387x - 1 . 2 8 7  F (x≥X) = 1.0493x - 1 . 0 9 6  
3 F (x≥X) = 0.3188x - 0 . 8 9 9  F (x≥X) = 0.2361x - 1 . 1 1 8  F (x≥X) = 0.5907x - 0 . 9 7 2  
 
As mentioned in chapter 6, it is not straightforward to decide which is the correct scenario for 
this area. However, given the uncertainties described during the methodology and the results 
commented above, scenario 3 seems to be the most appropriated since it excludes large rockfall 
scar volumes (scenario 1) and does not maximize small rockfall scars (scenario 2). 
If comparing exponents of the power laws fitted for each scenario, with other values of 
published works shown in Table 3-6, it seems that the ones belonging to scenario 2 and 3 could 
be the most reliable, specially the MCF curve exponents of scenario 3 calculated in Z1 and in 
the whole area. Although the geological context is completely different, both exponents are very 
similar to the one obtained by Santana et al. (2012) whose study are (Andorra) is relatively 
close. Therefore, if a rockfall hazard map of the whole cliff was needed, the MCF curve of the 




Table 7-12: Characteristics of rockfall and rockfall scars volumes distributions (Taken from Santana et al. (2012) and later adapted). 
Author Site Method Geological setting b 
Hungr et al. (1999)a British Columbia, Canada Rail and highway 
inventories 
Massive felsic rock, road 
cuts 
0.43 
Massive felsic rock, road 
cuts 
0.4 
Jointed metamorphic, rock, 
road cuts 
0.7 
Jointed metamorphic, rock, 
road cuts 
0.65 
Rousseau (1999)a Mahaval, La Reunión Instrumental measurements Single natural basaltic cliff 1 
Dussauge-Peisser et al. (2002)a Upper Arly Gorges, French 
Alps 
Historical data Metamorphic and 
sedimentary rocks 
0.45±0.15 
Grenoble, French Alps 
 
Calcareous cliffs 0.41±0.11 
Yosemite Valley, California Granitic cliffs 0.46±0.11 
Santana et al. (2012) Andorra, Eastern Pyrenees Rockfall scar volume 




a taken from Dussauge-Peisser et al. (2002) 
 





A methodology has been proposed for obtaining the rockfall magnitude-cumulative frequency 
relation in the study area using the rockfall scar size distribution and dating by terrestrial 
cosmogenic nuclide. The rockfall scar size distribution and the total volume of material released 
have been obtained using a point cloud acquired with a terrestrial laser scanner (see chapter 6 of 
this thesis). The elapsed time has been calculated by dating several parts of the massif with 
cosmogenic 36Cl. This technique permits a safe, quantitative, objective and systematic 
evaluation of the cumulative frequency-volume relation for rockfall scars when no databases of 
past events exist. 
The total volume of material lost has been calculated by subtracting a post failure DSM, 
obtained with a TLS, from a pre-failure DSM. Since the pre-failure DSM was not available it 
was obtained by defining an approximated pre-existing surface called S0 which represents the 
initial position of the cliff just before the blocks detached from the current scars at a certain time 
T=0. The S0 surface has been defined assuming the recession of the cliff is parallel to the slope 
face. 
The elapsed time started at T=0 until the present day. For that purpose, 9 samples have been 
dated using cosmogenic 36Cl. The samples with a similar age define the S0. It has been 
confirmed that grey surfaces are older and surfaces at a certain distance from S0 are younger (a 
few thousands of years of difference). The definition of a proper input retreat rate, indispensable 
when working with shallow samples due to the interference of the inherited 36Cl with the final 
exposure age, was one of the most difficult challenges of the proposed methodology. 
The methodology has been applied to two separated zones of a rock wall cliff of the Montsec 
Range (Eastern Pyrenees, Spain) as well as in the whole area, and considering three different 
scenarios. Scenario 1 considers large scars and includes, mainly, large rockfall scar volumes. 
Scenario 2 considers smaller, eroded and irregular surfaces, some of them difficult to identify, 
which may be the result of smaller occurrences. Scenario 3 assumes that rockfall scars can be 
the result of one or several rockfall events and thus, a wider range of detachment possibilities 
are considered. The retreat rate obtained in Z2 has been lower than in Z1. A global retreat rate 
of 365 mm/ka has been used for the whole area in order to avoid retreat rate-dependent exposure 
ages (Merchel et al., 2013). Such a retreat rate is between those found in the literature ranging 
from 0.1 to 0.68 mm/a. The frequency of rockfall scars of a specific volume is lower in Z2 than 
in Z1, confirming the lower activity observed at first sight in Z2. The frequency of rockfall scars 
calculated in the whole area is higher since the amount of material used is higher as well. 
Exponents showing the best agreement with published works are those from scenario 3 for Z1 
and for the whole area. If a rockfall hazard map from the cliff was required, the MCF curve 
from scenario 3 calculated in the whole area would be the most appropriated option. 
 
7.7 Future research work 
-To work in cliffs where information about the initial slope surface was available (e.g.: photos, 
pre-failure DSM, etc.). This would allow a better calculation of the released volume. 
-To apply the proposed methodology in areas where sufficient databases are available to 
validate MCF curves. However, it should be noted that a scar can be the result of one or several 
rockfall events and detached blocks can spread into smaller blocks due to fragmentation. 
-To use other cosmogenic isotopes like 10Be or 26Al which are not affected by depth, because 














8 Concluding remarks 
In this chapter the general conclusions of the thesis are shown corresponding to the objective 
announced in chapter 1: development of a rigorous, objective and reproducible methodology to 
establish the magnitude-frequency relationship of earthflows and rockfalls for the latter 
application to the hazard mapping at regional scale. 
More detailed conclusions are found at the end of each chapter. 
 
8.1 Summary of the conclusions 
This work contributed to the development of two methodologies to obtain the Magnitude-
Cumulative frequency curves of earthflows and rockfalls in the Tremp Basin (eastern Pyrenees). 
 
8.1.1 Earthflows 
The study area is located in the Barcedana Valley, where Garumnian Clays are responsible of 
several earthflows and translational landslides. It has been performed the landslide cartography 
and the obtaining of the magnitude-cumulative frequency curve. From this, the annual 
reactivation probability for a given volume can be derived. 
Additionally, a first rainfall threshold responsible for landslide reactivations, by means of 
dendrogeomorphology and ROC analysis, has been calculated. The annual probability of 
reactivation has been derived from that rainfall threshold and it has been later used for the 
validation of the results obtained from the landslide inventory. The annual probability of 
reactivations has been of 0.66 
The comparison between both probabilities confirmed that the obtaining of the landslide 
triggering rainfall thresholds using dendrogeomorphology and ROC points is a good method to 
obtain the probability of landslide reactivation when there is a lack of databases. 
For first-time slope failures, a supervised procedure has been developed in the Barcedana Valley 
(Eastern Pyrenees, Spain) to evaluate the frequency and magnitude of first-time slope failures, 
larger than the pixel size, applying a deterministic model for the later hazard mapping using the 
magnitude-frequency matrix. 
The frequency has been calculated from the first-time slope failure inventory and the stability 
index, calculated with a deterministic model (SINMAP Pack et al., 2005), has been reclassified 
into four susceptibility classes. 
The area of the potential failures has been obtained by performing an automatic aggregation of 
groups of adjacent pixels with the same susceptibility class, located within the same slope and 
having an area smaller than a given threshold. To isolate each slope, a mapping unit called slope 
units has been defined using an iterative algorithm developed by the CNR-IRPI (Perugia, Italy) 
(Alvioli et al., 2014; 2015).  
The automatic aggregation of pixels has been calculated by implementing an algorithm within 
ArcGIS 9.3®. 
The pixel cluster size distribution has been compared with the first-time slope failures 
distribution. It denoted a great improvement compared with the pixel-based results obtained 
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directly from the deterministic model. 
Finally, the MF matrix has been defined for the landslide hazard mapping. 
This methodology permitted to assess the hazard of potential failures in a semi-automatic and 
objective way and considering the landslide area. 
 
8.1.2 Rockfalls 
A supervised procedure based on the methodology developed by Santana et al. (2012) has been 
developed for the calculation of the rockfall scar size distribution (RSSD). This methodology 
requires high resolution point cloud data obtained by a LIDAR and it can be used when 
historical rockfall series are not available and/or the access to the outcrop is limited. It permits a 
safe, quantitative, objective and systematic evaluation of the rockfall scar sizes assuming that 
the RSSD can be an approximation of the Rockfall Volume Distribution (RVD). 
The methodology has been applied to two separated zones of a rock wall cliff of the Montsec 
Range (Eastern Pyrenees, Spain) as well as in the whole area, and considering three different 
scenarios. 
To contemplate the different failure mechanics and thus all the possible volume distributions, 
three different scenarios were considered: Scenario 1 considers that large rockfall scars are 
generated by a single large rockfall event, scenario 2 takes in account small eroded and irregular 
surfaces which lead to the generation of small occurrences. Finally, scenario 3 considers a wider 
range of rockfall scar volumes. 
Then, the temporal frequency of the rockfall scar volumes distribution has been obtained to 
convert from RSSD to magnitude-cumulative frequency curve. To this, the elapsed time and the 
total volume of material needed to generate the calculated RSSD have been calculated. 
The elapse time has been computed by dating different parts of the rockwall using Terrestrial 
Cosmogenic Nuclide (TCN), 36Cl. It permitted to obtain a retreat rate of the massif of 
365mm/ka. Although there does not exist similar studies carried out in the study area, this value 
agree with those found in the literature in similar geological conditions (0.1 to 0.68 mm/a) 
The total volume of material lost has been obtained using the point cloud obtained with the TLS 
and by defining a reference surface which represents the initial position of the cliff just before 
the blocks detached from the current scars. 
In the whole area, for rockfall scars of 1 m3 or higher, the higher frequency (scenario 2) is of 
0.316 rockfalls scars per year (one rockfall scar each 3.16 years). 
Scenario 3 was considered to be the most feasible one since it excludes large rockfall scar 
volumes, considered in scenario 1, and does not maximize small scar volumes as in scenario 2. 
 
8.2 Future research work 
This work has brought to light to the obtaining of the magnitude-cumulative frequency curves 
of earthflows and rockfalls for their application during the landslide hazard assessment. 
Nevertheless, many questions and/or recommendations have appeared throughout this research. 
Although more detailed future works are found at the end of each chapter, in this section, some 
general recommendations are shown: 
 
-A systematic classification of landslides should be performed by the local authorities in order 
to provide an extensive database about failures aimed to find out exact dates of movements for 
the obtaining of the proper rainfall thresholds as well as for the calibration and/or validation of 
the models. 
-Although the methodology developed by Alvioli et al. (2014; 2015) has been a great advance 




concerning the delineation of the slope units, more improvement is still needed focused on the 
possibility to add a layer of existing landslides before the generation of the mapping units. It 
should interfere as minimum as possible during the delineation process, mostly, when these 
landsides are larger than some slope units. 
-Further investigation about the most appropriate rockfall scar volume distribution is needed 
when several detachment mechanisms exist. 
-To apply the proposed methodology in areas with different geological settings (rock types, 
geological history, genesis of the discontinuities, etc.) and with sufficient available databases to 
validate MCF curves and to compare the results. However, it should be noted that a scar can be 
the result of one or several rockfall events and detached blocks can spread into smaller blocks 
due to fragmentation. 
-To work in cliffs where information about the initial slope surface was available (e.g.: photos, 
pre-failure DSM, etc.). This would allow a better calculation of the released volume. 
-To use other cosmogenic isotopes like 10Be or 26Al which are not affected by depth, because 
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Annex 1: Landslide characteristics 
Table 0-1: Characteristics of mapped landslides. F: New failure/reactivation observed; NA: Not 
identified due to the poor orthophotos’s resolution. Area and lithological unit where the 
landslide occurred are shown. 
 
Sets of aerial orthophotos
1956 1990 1993 1997 2003 2005 2007 2008 2009 2011 2013 Area (m2) Lithological unit
1 F NA NA NA NA F F 1913 3
2 F 816 3
3 F NA NA 780 3
4 F 2533 3
5 F 5582 3
6 F NA NA 1053 3
7 F 874 3
8 F NA NA 444 3
9 F NA F F 813 3
10 F NA NA NA NA F 2892 3
11 F F NA F 1131 3
12 F NA NA NA F 943 3
13 F 2028 3
14 F NA NA NA 1872 3
15 F NA NA NA 682 3
16 F NA NA NA F F 3332 3
17 F NA F F F 725 3
18 F NA NA NA 2887 3
19 F NA NA NA 11000 3
20 F NA NA NA 13260 3
21 F NA NA NA NA F F 1148 3
22 F NA NA F 963 3
23 F NA NA F 1282 3
24 F NA NA NA F 1186 3
25 F F NA NA 1092 3
26 F NA NA NA 1189 3
27 F NA NA NA 380 3
28 F NA NA NA F F 1546 3
29 F NA F 2079 3
30 NA NA F F F F F 3679 3
31 F NA NA NA 7889 3
32 F NA NA NA 2231 3
33 F NA NA NA 2499 3
34 F NA NA NA 4274 3
35 F NA NA NA 1329 3
36 F NA NA NA 5035 3
37 F NA NA NA 2504 3
38 F NA NA NA F F 1270 3
39 F 1091 3
40 F NA NA NA 9288 4
41 F F 8489 4
42 F F F 30070 4
43 F NA NA F F F 830 4
44 F NA NA NA F F 543 4
45 F NA NA NA 1177 4
46 F NA NA NA 16680 4
47 F 28450 4






49 F 15260 4
50 F 9654 4
51 F 19590 4
52 F 11390 4
53 F NA 11070 4
54 F F 13070 4
55 F 52010 4
56 F NA NA NA 1661 4
57 NA NA NA F 1983 4
58 F NA NA 7002 4
59 F NA NA NA 10600 4
60 F NA NA NA 3144 4
61 F NA NA NA 2918 4
62 F NA NA NA 9510 4
63 F NA F NA F F F F 1887 5
64 F F F 1912 5
65 F 2961 5
66 F 11540 5
67 F 15120 5
68 F F 8643 5
69 F 23700 5
70 NA NA NA F 3375 5
71 NA F 14340 5
72 F 8849 5
73 F 7153 5
74 F 27700 5
75 F NA NA NA NA F 4380 5
76 F F NA F NA F F F F 4068 5
77 F F NA NA F F F F 24030 5
78 F NA F F 15410 5
79 F F F NA F F F F 126000 5
80 F NA NA 15600 5
81 F 7055 5
82 F NA NA NA F 12500 5
83 F NA NA NA F 2741 5
84 F NA NA NA 6675 5
85 F F NA NA 7512 5
86 F NA NA NA F 1933 5
87 F NA NA F 2994 5
88 F NA NA NA F F F 1397 5
89 F F F 3350 5
90 F NA NA NA F 3905 5
91 NA F F F F 60550 5
92 F NA NA NA 12990 5
93 F 56230 5
94 NA 56300 5
95 NA 585700 5
96 NA 911900 5
97 F NA NA NA F F 10150 5
98 F NA NA NA F 12230 5
99 F NA NA NA 19860 5
100 F NA NA NA 11280 5
101 F NA NA 142700 5
102 F NA NA NA 17660 5
103 F NA NA 32150 5






104 F NA NA NA 194900 5
105 F NA NA NA F F 178500 5
106 F NA NA NA F F F 416700 5
107 NA 443200 5
108 F 1229 5
109 F 11550 5
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 Annex 2: Lithological and morphological map with activity indicators 
 
Figure 0-1: Lithological and morphological map with activity indicators. 
.
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 Annex 3: Reactivations map 
 






Annex 4: Polynomial adjustment 
 
 
Figure 0-3: Comparison between monthly rainfall in the Bon Repòs gauge and its polynomial 
adjustment using the Talarn gauge. Polynomial adjustment equation and coefficient of 
determination are shown. 1-Bon Repòs gauge; 2-Talarn gauge. 
 
 
Figure 0-4: Comparison between monthly rainfall in the Bon Repòs gauge and its polynomial 
adjustment using the Llimiana gauge. Polynomial adjustment equation and coefficient of 
determination are shown. 1-Bon Repòs gauge; 2-Llimiana gauge. 






Figure 0-5: Comparison between monthly rainfall in the Bon Repòs gauge and its polynomial 
adjustment using the Gavet de la Conca gauge. Polynomial adjustment equation and coefficient 
of determination are shown. 1-Bon Repòs gauge; 2-Gavet de la Conca gauge. 
 
 
Figure 0-6: Comparison between monthly rainfall in the Bon Repòs gauge and its polynomial 
adjustment using the Vilamitjana gauge. Polynomial adjustment equation and coefficient of 





Figure 0-7: Comparison between monthly rainfall in the Bon Repòs gauge and its polynomial 
adjustment using the Abella de la Conca gauge. Polynomial adjustment equation and coefficient 
of determination are shown. 1-Bon Repòs gauge; 2-Abella de la Conca gauge. 
 
 
Figure 0-8: Comparison between monthly rainfall in the Bon Repòs gauge and its polynomial 
adjustment using the Talarn and Lliminana gauges. Polynomial adjustment equation and 
coefficient of determination are shown. 1-Bon Repòs gauge; 2-Talarn gauge; 3-Lliminana 
gauge. 
 





Figure 0-9: Comparison between monthly rainfall in the Bon Repòs gauge and its polynomial 
adjustment using the Talarn and Gavet de la Conca gauges. Polynomial adjustment equation and 




Figure 0-10: Comparison between monthly rainfall in the Bon Repòs gauge and its polynomial 
adjustment using the Talarn and Vilamitjana gauges. Polynomial adjustment equation and 






Figure 0-11: Comparison between monthly rainfall in the Bon Repòs gauge and its polynomial 
adjustment using the Talarn and Abella de la Conca gauges. Polynomial adjustment equation 




Figure 0-12: Comparison between monthly rainfall in the Bon Repòs gauge and its polynomial 
adjustment using the Llimiana and Gavet de la Conca gauges. Polynomial adjustment equation 
and coefficient of determination are shown. 1-Bon Repòs gauge; 3-Llimiana gauge; 4-Gavet de 
la Conca gauge. 
 





Figure 0-13: Comparison between monthly rainfall in the Bon Repòs gauge and its polynomial 
adjustment using the Talarn and Vilamitjana gauges. Polynomial adjustment equation and 




Figure 0-14: Comparison between monthly rainfall in the Bon Repòs gauge and its polynomial 
adjustment using the Llimiana and Abella de la Conca gauges. Polynomial adjustment equation 
and coefficient of determination are shown. 1-Bon Repòs gauge; 3-Llimiana gauge; 3-Abella de 





Figure 0-15: Comparison between monthly rainfall in the Bon Repòs gauge and its polynomial 
adjustment using the Gavet de la Conca and Vilamitjana gauges. Polynomial adjustment 
equation and coefficient of determination are shown. 1-Bon Repòs gauge; 4-Gavet de la Conca 
gauge; 5-Vilamitjana gauge. 
 
 
Figure 0-16: Comparison between monthly rainfall in the Bon Repòs gauge and its polynomial 
adjustment using the Gavet de la Conca and Abella de la Conca gauges. Polynomial adjustment 
equation and coefficient of determination are shown. 1-Bon Repòs gauge; 4-Gavet de la Conca 
gauge; 5-Abella de la Conca gauge. 
 





Figure 0-17: Comparison between monthly rainfall in the Bon Repòs gauge and its polynomial 
adjustment using the Talarn, Llimiana and Gavet de la conca gauges. Polynomial adjustment 
equation and coefficient of determination are shown. 1-Bon Repòs gauge; 2-Talarn gauge; 3-
Llimiana gauge; 4-Gavet de la Conca gauge. 
 
 
Figure 0-18: Comparison between monthly rainfall in the Bon Repòs gauge and its polynomial 
adjustment using the Talarn, Llimiana and Vilamitjana gauges. Polynomial adjustment equation 
and coefficient of determination are shown. 1-Bon Repòs gauge; 2-Talarn gauge; 3-Llimiana 





Figure 0-19: Comparison between monthly rainfall in the Bon Repòs gauge and its polynomial 
adjustment using the Talarn, Llimiana and Abella de la conca gauges. Polynomial adjustment 
equation and coefficient of determination are shown. 1-Bon Repòs gauge; 2-Talarn gauge; 3-
Llimiana gauge; 6-Abella de la Conca gauge. 
 
 
Figure 0-20: Comparison between monthly rainfall in the Bon Repòs gauge and its polynomial 
adjustment using the Llimiana, Gavet de la conca and Vilamitjana gauges. Polynomial 
adjustment equation and coefficient of determination are shown. 1-Bon Repòs gauge; 3-
Llimiana gauge; 4-Gavet de la Conca gauge; 5-Vilamitjana gauge. 
 





Figure 0-21: Comparison between monthly rainfall in the Bon Repòs gauge and its polynomial 
adjustment using the Llimiana, Gavet de la conca and Abella de la Conca gauges. Polynomial 
adjustment equation and coefficient of determination are shown. 1-Bon Repòs gauge; 3-
Llimiana gauge; 4-Gavet de la Conca gauge; 6-Abella de la Conca gauge. 
 
 
Figure 0-22: Comparison between monthly rainfall in the Bon Repòs gauge and its polynomial 
adjustment using the Talarn, Llimiana, Gavet de la conca and Vilamitjana gauges. Polynomial 
adjustment equation and coefficient of determination are shown. 1-Bon Repòs gauge; 2-Talarn 





Figure 0-23: Comparison between monthly rainfall in the Bon Repòs gauge and its polynomial 
adjustment using the Talarn, Llimiana, Gavet de la conca and Abella de la Conca gauges. 
Polynomial adjustment equation and coefficient of determination are shown. 1-Bon Repòs 




Figure 0-24: Comparison between daily rainfall in the Bon Repòs gauge and its polynomial 
adjustment using the Gavet de la conca and Vilamitjana gauges. Polynomial adjustment 
equation and coefficient of determination are shown. 1-Bon Repòs gauge; 4-Gavet de la Conca 
gauge; 5-Vilamitjana gauge. 
 





Figure 0-25: Comparison between daily rainfall in the Bon Repòs gauge and its polynomial 
adjustment using the Llimiana, Gavet de la Conca and  Vilamitjana gauges. Polynomial 
adjustment equation and coefficient of determination are shown. 1-Bon Repòs gauge; 3-
Llimiana gauge; 4-Gavet de la Conca gauge; 5-Vilamitjana gauge. 
 
 
Figure 0-26: Comparison between daily rainfall in the Bon Repòs gauge and its polynomial 
adjustment using the Talarn, Llimiana, Gavet de la Conca and  Vilamitjana gauges. Polynomial 
adjustment equation and coefficient of determination are shown. 1-Bon Repòs gauge; 2-Talarn 





Annex 5: Accumulated rainfall 
 
 
Figure 0-27: Accumulated rainfall and threshold (dashed line). 80 mm within 3 days. L: 
Landsliding event. The threshold is mostly reached during years with landslide reactivations, 
but some years with no failures identified present a higher amount of rainfall. 
 
 
Figure 0-28: Accumulated rainfall and threshold (dashed line). 60 mm within 3 days. L: 
Landsliding event. The threshold is reached, mostly, during years with landslide reactivations, 
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Figure 0-29: Accumulated rainfall and threshold (dashed line). 130 mm within 5 days. L: 
Landsliding event. The threshold is reached only during few years with landslide reactivations. 
Furthermore some years with no failures identified present a higher amount of rainfall. 
 
 
Figure 0-30: Accumulated rainfall and threshold (dashed line). 100 mm within 5 days. L: 
Landsliding event. The threshold is reached during some years with landslide reactivations, but 
also by some years with no failures identified. 
 




















Figure 0-31: Accumulated rainfall and threshold (dashed line). 100 mm within 10 days. L: 
Landsliding event. The threshold is reached during almost all years with landslide reactivations, 
but also by some years with no failures identified. 
 
 
Figure 0-32: Accumulated rainfall and threshold (dashed line). 142 mm within 10 days. L: 
Landsliding event. The threshold is too much restrictive, being reached during a few years with 



























Figure 0-33: Accumulated rainfall and threshold (dashed line). 150 mm within 20 days. L: 




Figure 0-34: Accumulated rainfall and threshold (dashed line). 208 mm within 20 days. L: 





























Figure 0-35: Accumulated rainfall and threshold (dashed line). 165 mm within 30 days. L: 
Landsliding event. The threshold is reached during all years with landslide reactivations as well 
as by some years with no failures identified. 
 
 
Figure 0-36: Accumulated rainfall and threshold (dashed line). 202 mm within 30 days. L: 
Landsliding event. The threshold is reached during some years with landslide reactivations, but 





























Figure 0-37: Accumulated rainfall and threshold (dashed line). 248 mm within 35 days. L: 
Landsliding event. The threshold is reached during some years with landslide reactivations. 
Furthermore, some years with no failures identified present a higher amount of rainfall. 
 
 
Figure 0-38: Accumulated rainfall and threshold (dashed line). 190 mm within 40 days. L: 
Landsliding event. The threshold is reached almost during all years with landslide reactivations, 



























Figure 0-39: Accumulated rainfall and threshold (dashed line). 252 mm within 40 days. L: 
Landsliding event. The threshold is reached by some years with landslide reactivations, but also 
by some years with no failures identified. 
 
 
Figure 0-40: Accumulated rainfall and threshold (dashed line). 220 mm within 45 days. L: 
Landsliding event. The threshold is reached almost during all years with landslide reactivations, 




























Figure 0-41: Accumulated rainfall and threshold (dashed line). 295 mm within 45 days. L: 
Landsliding event. The threshold is reached during a few years with landslide reactivations as 
well as by some years with no failures identified. 
 
 
Figure 0-42: Accumulated rainfall and threshold (dashed line). 290 mm within 61 days. L: 
Landsliding event. The threshold is reached during a few years with landslide reactivations, but 

























Annex 6: Antecedent rainfall 
 
 
Figure 0-43: Antecedent rainfall and thresholds. Previous minimum triggering rainfall of 20 mm 
within 1 day followed by 180 mm of antecedent rainfall (dashed line) within 20 days. L: 
Landsliding event. Too much restrictive threshold, since it is reached by only two years with at 
least one reactivation identified and by one period without any failure detected. 
 
 
Figure 0-44: Antecedent rainfall and thresholds. Previous minimum triggering rainfall of 20 mm 
within 1 day followed by 180 mm of antecedent rainfall (dashed line) within 25 days. L: 
Landsliding event. The threshold is reached by some landsliding events, but also by some years 


























Figure 0-45: Antecedent rainfall and thresholds. Previous minimum triggering rainfall of 40 mm 
within 1 day followed by 200 mm of antecedent rainfall (dashed line) within 2 months. L: 
Landsliding event. It is not easy to find a proper threshold with such a combination as not a 
clear distinction exists between landsliding events and no landsliding events. 
 
 
Figure 0-46: Antecedent rainfall and thresholds. Previous minimum triggering rainfall of 40 mm 
within 1 day followed by 170 mm of antecedent rainfall (dashed line) within 3 days. L: 
Landsliding event. The threshold is reached by a few years with at least one failure identified as 




















Figure 0-47: Antecedent rainfall and thresholds. Previous minimum triggering rainfall of 40 mm 
within 1 day followed by 200 mm of antecedent rainfall (dashed line) within 35 days. L: 
Landsliding event. Too much restrictive threshold since it is being reached by only some 




Figure 0-48: Antecedent rainfall and thresholds. Previous minimum triggering rainfall of 40 mm 
within 1 day followed by 170 mm of antecedent rainfall (dashed line) within 40 days. L: 
Landsliding event. The threshold is mostly reached during years with landslide reactivations, 

















Figure 0-49: Antecedent rainfall and thresholds. Previous minimum triggering rainfall of 40 mm 
within 1 day followed by 200 mm of antecedent rainfall (dashed line) within 40 days. L: 
Landsliding event. The threshold is reached during some years with landslide reactivations as 
well as by some years with no failures identified. 
 
 
Figure 0-50: Antecedent rainfall and thresholds. Previous minimum triggering rainfall of 43 mm 
within 1 day followed by 170 mm of antecedent rainfall (dashed line) within 40 days. L: 
Landsliding event. The dendrological year 1989/1990 in which, at least, one failure has been 



















Figure 0-51: Antecedent rainfall and thresholds. Previous minimum triggering rainfall of 43 mm 
within 1 day followed by 200 mm of antecedent rainfall (dashed line) within 40 days. L: 
Landsliding event. Dendrological years 1989/1990 and 1994/1995 in which, at least, one failure 




Figure 0-52: Antecedent rainfall and thresholds. Previous minimum triggering rainfall of 45 mm 
within 1 day followed by 191 mm of antecedent rainfall (dashed line) within 2 months. L: 
Landsliding event. The high amount of precipitation within dendrological years 1959/1960 and 





















Figure 0-53: Antecedent rainfall and thresholds. Previous minimum triggering rainfall of 45 mm 
within 1 day followed by 120 mm of antecedent rainfall (dashed line) within 25 days. L: 
Landsliding event. Some years with no failures identified exceed the threshold. 
 
 
Figure 0-54: Antecedent rainfall and thresholds. Previous minimum triggering rainfall of 48 mm 
within 1 day followed by 121 mm of antecedent rainfall (dashed line) within 2 months. L: 
Landsliding event. 48 mm of minimum triggering daily rainfall seems to be a very restrictive 














Figure 0-55: Antecedent rainfall and thresholds. Previous minimum triggering rainfall of 48 mm 
within 1 day followed by 121 mm of antecedent rainfall (dashed line) within 3 months. L: 
Landsliding event. As in the previous analysis, 48 mm of daily precipitation for landslide 










Annex 7: First-time failures map 
 






Annex 8: Susceptibility map 
 










Annex 9: Reclassified susceptibility map 
 














Annex 10: Schematic pixel clustering methodology 
 
 
Figure 0-59: Steps to follow to perform the pixel clustering process from the reclassified 
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Annex 11: Hazard map obtained after pixel clustering by SU no. 28 
 










Annex 12: Hazard map obtained after pixel clustering by SU no. 35 
 












Annex 13: Hazard map obtained after pixel clustering by SU no. 40 
 










Annex 14: Hazard map obtained after pixel clustering by SU no. 42 
 












Annex 15: Sensitivity analysis for planar regression; normal vector definition for each point 
 
Table 0- 2: Sensitivity analysis carried out to assess the best radius for the normal vector definition. 4 different search radiuses have been imposed. Opened: 
No values have been established. The minimum number of points to calculate a reliable planar regression is 5 (Garcia-Sellés et al. 2009, 2011). 
Radius (m) Coplanarity index (M) Collinearity index (K) Comments 
0.2 Opened Opened Many points are removed, mostly in the western 
part  of the point  cloud were density is lower  
 
0.25 Opened Opened Some points are  lost  in the western part  where 
point  density is lower.  However, i t  does not 
belong to discontinuity planes of our interest  
 
0.3 Opened Opened Just  a few points are lost  in the west ern part  of 
the point  cloud where the  density is lower.  Points 
located at  the discontinuity boundaries  and in 
small  scar planes present very low M -values  
 
0.35 Opened Opened No points are  lost .  Nevertheless,  the coplanarity 
index in the boundaries and in small  planes is 




Table 0-3: Sensitivity analysis carried out to assess the collinearity and coplanarity indexes for the definition of the normal. 4 different M-values have been 
imposed. Results with different K-values (according to the literature) have been observed. Opened: No values have been established. 
Radius (m) Coplanarity index (M) Collinearity index (K) Comments 
0.25 2.5 Opened Very small  value that  leads to the generation of 
poor coll inear planes such as small  and eroded 
discontinuity surfaces.  K-values below 1.2  
 
0.25 3 Opened Intermediate value. Generate high irregular 
surfaces.  K-values below 1.2  
 
0.25 3.5 Opened Intermediate value recommended by García-
Sellés et  al .  (2011) for  irregular geometry 
surfaces (e.g. discontinuit ies of tectonic 
origin).  K-values below 1.2  
 
0.25 4 Opened Very restrict ive value that  only keeps high 
coll inear planes. Recommended value by 
Fernández (2005). K-values below 1.2  
 
 




Annex 16: Sensitivity analysis for filter continuity; removal of isolated points 
 
Table 0-4: Sensitivity analysis for filter continuity. It was carried out to assess the radius, the minimum number of points and the angular distance for set 1. 
Radius (m) Minimum number of points Angular distance (º) Comments 
0.2 6 15 Too small  radius. Small  discontinuity planes 
are fi l tered 
0.2 6 20 Too small  radius. Small  discontinuity planes 
are fi l tered 
0.4 5 20 Much vegetation and very irregular surfaces  
are not f i l tered 
0.4 6 15 Fil tration of a reasonable amount of vegetation  
Small  discontinuity planes are not el iminated  
0.4 6 20 Fil tration of a reasonable amount of vegetation  
Small  discontinuity planes are not el iminated  
0.4 6 30 Fil tration of a reasonable amount of vegetation  
Small  discontinuity planes are not el iminated  
0.4 10 20 Vegetation but also small  discontinuity planes 
are eliminated  
0.4 10 30 Vegetation but also small  discontinuity planes 
are eliminated   
0.6 6 20 Much vegetation and very irregular surfaces 
not f i l tered 
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Table 0-5: Sensitivity analysis for filter continuity. It was carried out to assess the radius, the minimum number of points and the angular distance for set 2. 
Radius (m) Minimum number of points Angular distance (º) Comments 
0.4 6 20 Much vegetation and very irregular surfaces 
not f i l tered 
0.4 10 30 Much vegetation and very irregular surfaces 
not f i l tered 
0.6 10 20 Much vegetation and very irregular surfaces 
not f i l tered 
0.6 10 30 Much vegetation and very irregular surfaces 
not f i l tered 
1 20 20 Much vegetation and very irregular surfaces 
not f i l tered 
1 20 30 Vegetation but also discontinuity planes are 
eliminated  
1 40 15 Vegetation but also discontinuity planes are 
eliminated  
1 40 20 Fil tration of a reasonable amount of vegetation. 
Small  discontinuity planes are not el iminated.  
1 40 30 Much vegetation and very irregular surfaces 
not f i l tered 
 




Annex 17: Sensitivity analysis for the definition of 
discontinuity sets 
 
Table 0-6: Sensitivity analysis for the definition of the discontinuity sets. It was carried out to 
assess the minimum spacing required to define planes belonging to set 1 for approach A. 





1 8.63 0.15 Over-segmentation  
1 11.54 0.20 Over-segmentation  
1 14.48 0.25 Well-fi t ted surfaces  
1 17.45 0.3 Under-segmentation 
1 20.48 0.35 Under-segmentation 
1 23.6 0.4 Under-segmentation 
1 26.74 0.45 Under-segmentation 
1 30 0.5 Under-segmentation 
 
Table 0-7: Sensitivity analysis for the definition of the discontinuity sets. It was carried out to 
assess the minimum spacing required to define planes belonging to set 1 for approach B. 





1 5 0.10 Over-segmentation  
1  0.20 Over-segmentation  
  0.3 Over-segmentation  
1 24 0.4 Well-fi t ted in planes 
formed by more than 40 
points 
  0.5 Under-segmentation 





Annex 18: Calculation of areas, lengths and spacings of 





Figure 0-64: Discontinuity areas of set 1 defined in zone 1 for scenario 1. A total of 145 planes 
have been obtained. 
 
 
Figure 0-65: Discontinuity areas of set 1 defined in zone 1 for scenarios 2 and 3. A total of 612 
planes have been obtained. 
 
 
Figure 0-66: Discontinuity length of set 2. 268 planes belonging to zone 1 have been obtained. 
It has been used as an approximation of the rockfall scar height in scenario 1. 
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Figure 0-67: Spacings of set 1 measured between 215 consecutive discontinuities belonging to 
zone 1. It has been used as an approximation of the rockfall scar height in scenario 2. 
 
 
Figure 0-68: Spacing of set 1 measured between 252 discontinuities belonging to zone 1. It has 





Figure 0-69: Discontinuity areas of set 1 defined in zone 2 for scenario 1. A total of 55 planes 
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Figure 0-70: Discontinuity areas of set 1 defined in zone 2 for scenario 2 and 3. A total of 407 
planes have been obtained. 
 
 
Figure 0-71: Discontinuity lengths of set 2. A total of 220 planes belonging to zone 2 have been 
obtained. It has been used as an approximation for the rockfall scar height in scenario 1. 
 
 
Figure 0-72: Spacing of set 1 measured between 136 consecutive discontinuities belonging to 
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Figure 0-73: Spacing of set 1 measured between 148 discontinuities belonging to zone 2. It has 
been used as an approximation of the rockfall scar height in scenario 3. 
 
 
































Although cosmic radiation was discovered in 1912 by Austrian physicist Victor Hess, it was in 
1955 when Raymond Davis and Olivier A. Schaefer (Davis and Schaeffer, 1955) proposed the 
use of cosmogenic nuclides, formed within minerals in the earth surface, for geology purposes. 
Further developments in nuclear methods have become crucial in geomorphology when 
concerning the study of sedimentation and erosion rates and surface exposure ages (Lal and 
Arnold, 1985; Phillips et al., 1986). 
“In a search for an analogy to teach his geomorphology class about terrestrial cosmogenic 
nuclides (TCN) dating, professor Edward Evenson used the clever imagery of measuring the 
degree of redness on a person's skin to estimate the duration of exposure to sunlight” (Gosse and 
Phillips, 2001). The term terrestrial is used to refer to cosmogenic nuclides produced within 
rocks or minerals at the surface (or close). We differentiated them from those nuclides produced 
in the atmosphere (meteoric or atmospheric) whose production rates of nuclides are several 
orders of magnitude higher than at the Earth’s surface (Dunai, 2010). 
The method is based in the formation of radioactive nuclides within minerals by cosmic 
radiation exposition. Galactic cosmic rays (GCR) originates from outside the solar system, due 
to super nova explosions, which are estimated to have a return period of 50 years in our galaxy 
(Diehl et al., 2006). It consists of high-energy protons (87%), α-particles (12%) and heavier 
atomic nuclei (1%) (Dunai, 2010). Interaction of this primary cosmic-ray flux with nuclei of 
atoms in the atmosphere produces spallation reactions, which are the predominant nuclear 
reaction, creating a cascade of secondary radiation that penetrates through the atmosphere 
(nucleonic component). Most of the nucleonic cosmic-ray flux that reaches the surface of the 
earth consists of neutrons as they do not suffer ionization losses (Lal and Peters, 1967). On the 
other hand, collision of primary cosmic rays produces mesons as well (mesonic component). 
They are mostly pions which decay to muons (Eidelman et al., 2004). Finally, a third 
component named electromagnetic component also exists but it has a tiny contribution 
concerning geological applications (Figure 0-74). 
Three main cosmogenic production mechanisms exist depending on the energy of neutrons and 
muons: A) Spallation is a high-incident energy process in which a neutron collides with a target 
nucleus (e.g. a calcium atom) and sputter off protons and neutrons from the target nucleus 
producing several lighter particles and leaving a lighter residual nucleus (e.g. 
36
Cl). Such a 
reaction is produced forming an intranuclear cascade (Serber, 1947; Filges et al., 2001). As 
energy is lost, neutrons pass through the epithermal energy to become thermal neutrons (Phillips 
et al., 2001). When these neutrons are absorbed, by the nuclei of atoms they encounter, it results 
in the formation of B) thermal-neutron-produced cosmogenic nuclides The presence of 
radioactive elements such as uranium, thorium and samarium (α-particles source) within rocks 
can derive into thermal neutrons formation, as well, (Andrews and Kray, 1982) and the 
consequent production of cosmogenic nuclides. Finally, negative and fast muons of thermal 
energy can be captured by atom nucleids giving rise to the C) Muon absorption mechanism. 
Muons have a higher penetrating power in the subsurface than neutrons because of their poor 
interaction with matter (Dunai, 2010). Therefore, they are responsible for the main production 




of cosmogenic nuclides at great depths. 
Dating with in situ TCN is not an easy task as it requires a precise knowledge of local 
cosmogenic nuclides production rates which are affected by variations in the Earth's magnetic 
field, atmospheric depth, surrounding topography, surface coverage, sample thickness and 
sample orientation. These factors must be considered and corrections have to be carried out 












Cl. In order to homogenise and uniform the use of TCN, two major 
networks in the US and Europe, respectively, were carried out: CRONUS-Earth (Cosmic-Ray 




Figure 0-74: Cascade of secondary radiation produced by the interaction of primary cosmic-ray 
flux with nuclei of atoms in the atmosphere. P (proton), n (neutron), π (pion), μ (muon), α 
(alpha particles), e± (electron), γ (gamma-ray photon) (After Simpson and Fagot,1953). 
 
2 Cosmogenic Isotopes Characteristics  
8.2.1 Beryllium-10 
10Be is one of the most used cosmogenic isotopes for dating purposes due to its well constrained 
production rate, mostly on quartz, with a long half-life of 1.36±007Ma. In contrast, it exists, 
another cosmogenic radionuclide, 7Be, which has a shortest half–life of 53 days to be used of 
dating purposes. 9Be is the only stable nuclide. 
10Be is largely produced by spallation. Nucleonic production rates are generally too low to 
produce significant background concentrations except in Li, U and Th rich materials (Brown et 
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al., 1991). On the other hand, major problem when working with 10Be is the high meteoric 
production, which is often much larger than the cosmogenic component (Brown et al., 1991; 
Klein et al., 1997; Kohl and Nishiizumi, 1992). Although several partial dissolution in HF must 
be done during the sample preparation, sometimes it is impossible to remove enough meteoric 
fraction as stated by Ivy-Ochs et al. (1998) who used pyroxene for 10Be surface exposure dating. 
When working with calcite, clay-free material (e.g. well-crystallised material) is the best choice 
to avoid large amounts of atmospheric 10Be (Merchel et al., 2008). It also can be found in 
olivine, magnetite and plagioclase. 
 
8.2.2 Aluminium-26 
Production of 26Al, which has a half-life of 708±17ka, has been always tied with quartz and 10Be 
production. Stable isotope 27Al is very abundant; hence, the 26Al/27Al ratio is difficult to 
measure by Accelerator Mass Spectrometry (AMS). On the other hand, Merchel et al. (2010), 
measured 26Al in calcite and quartz. Although the 26Al production rate from calcite is much 
lower than from corresponding SiO2, the 
26Al/27Al ratio was in the same order due to the lower 
intrinsic 27Al concentration. Moreover, working with an isotope produced mainly by spallation 
reduces the uncertainty of having several production pathways. It was also confirmed no 
influence by atmospheric 26Al. 
 
8.2.3 Chlorine-36 
Two stable isotopes, 37Cl and 35Cl, exist with a natural ratio 37Cl/35Cl of 3.127. The half-life of 
36Cl is 301±2 ka (Holden, 1990). 
Spallation of K, Ca, Ti and Fe, slow negative muon from K and Ca, and thermal and epithermal 
neutron capture by 35Cl are the three main production pathways of 36Cl. Hence, It will depend on 
the sample composition, mostly Ca, K and 35Cl (75% of total chlorine in nature) 
(Schimmelpfennig et al., 2009), but also radiogenic elements such as U and Th. It means that 
several chemical analyses must be conducted to find out the percentage of the radiogenic and 
nucleogenic component contained in the sample. It could be a limitation in terms of low 
production rates. Furthermore, it needs to be established the contribution of each pathway to the 
36Cl production rate. For example, contribution of thermal neutrons is difficult to quantify due to 
the humidity, snow cover, surface geometry, and erosion. 
Important differences in the estimation of production rates exist. Stone et al. (1996) calculated 
the 36Cl production from calcium spallation, which was in excellent agreement with previous 
whole-rock calibration measurements at the same place. Braucher et al. (2011) determined the 
contribution of the muon-induced productions to the total production under natural conditions 
for 36Cl, 10Be and 26Al concluding that parameters mostly used to quantify them, significantly 
overestimate muon-induced productions. Schimmelpfennig et al. (2009) evaluated the role of 
the mineralogy in the 36Cl production and created an excel spreadsheet to calculate the exposure 
age of an uneroded or the exposure age or erosion rate of a sample from an eroding surface. 
 
3 Calculation of production rates 
The production rate of the nuclide of interest is the number of atoms produced per gram of 
target material per year [atoms/g/a]. As it is not possible to have available cosmogenic nuclides 
production rates everywhere, the most common procedure is to calculate them from well-dated 
places, scaled to sea level and high latitudes (SLHL). 
According to Gosse and Phillips (2001) production rates can be determined by three general 




methods: A) with geological calibration, from different rock surfaces with a known simple 
exposure history, B) experimentally by laboratory measurements of samples that have been 
exposed to secondary cosmic radiation at high latitudes for periods of years or placed into a 
nuclear accelerator beam line of particles which simulated such a secondary cosmic radiation. 
Finally, C) numerical simulation or processes involved in the nuclides production. Geological 
calibration is the most common process used to estimate it. These production rates are 
calculated and subsequently scaled to SLHL, in a horizontal and flat surface using different 
scaling factors. They also depend of the cosmogenic isotope, the production pathway and the 
target element. Discrepancies in different values can be attribute to the different scaling factors 
used but also to the different production ways when working with 36Cl. Some of them are 
reported in Table 0-8. 
Table 0-8: Production rates of several cosmogenic isotopes calibrated at sea level and high 
latitudes using various scaling methods that can be find in the literature. 
Nuclide Target Production pathway Rate (atom g-1 target element a-1) Reference 
36Cl K Spallation 154 (Phillips et 
al., 1996) 
36Cl Ca Spallation 48.8 (Stone et al., 
1996) 
36Cl Ca Spallation 66.8 (Phillips et 
al., 2000) 
36Cl Ca Total production 91.5 (Swanson 
and Caffee, 
2001) 
36Cl Ca Spallation 57.5 (Licciardi et 
al., 2008) 
36Cl Ca Spallation 42 (Braucher et 
al., 2011) 
36Cl Ca Spallation 42.2 (Schimmelpf
ennig et al., 
2011) 
36Cl K Spallation 124.9 (Schimmelpf
ennig et al., 
2011) 
 
4 Scaling and correction factors 
Earth's magnetic field, atmospheric depth, topographic shielding, snow coverage, sample 
thickness, sample position and geometry contribute to vary the irradiation conditions and, 
therefore, the cosmogenic production rates. These differences must be taken into account and 
quantified. 
The earth's magnetic field partly shields the surface from primary cosmic ray particles (Dunai, 
2000). This cosmic ray flux is deflected being maximum at high latitudes and minimal in the 
magnetic equator. Furthermore, temporal variation in the earth’s magnetic field has been 
observed and authors like Dunai (2000) and Dunai (2001) suggested methods to calculate the 
average paleo-inclination for young samples (less than 20000 years). Therefore, changes in the 
nuclide production rates are latitude dependant (Lal, 1991). On the other hand, cascade of 
secondary radiation is attenuated with atmospheric depth reducing the radionuclide production 
exponentially. 
One of the most widely used scaling factors are the polynomials of Lal (1991). It is latitude, 
altitude dependant scaling factor for spallogenic and muogenic production. Several 
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discrepancies exists as Lal (1991) use elevation as a proxy of atmospheric depth assuming a 
standard atmosphere approximation (Vermeesch, 2007). It could entail great deviations in 
regions of persistent high or low pressure (e.g. Antarctica) (Stone, 2000). Instead, Stone (2000) 
used the air pressure and special Antarctic atmosphere. His scaling factor allows calculating 
muons production independently. Dunai (2000) worked directly with the atmospheric depth 
separating also the spallogenic pathway from the muonic one. 
The existence of a surrounding relieve produces a decrease in the overall rate of production and 
a change in the effective attenuation length (Dunne et al., 1999). Cosmic ray flux intensity in a 






Effective attenuation length can be defined from the weighted average of all penetration depths. 
A dipping surface has a shorter effective attenuation length, but an horizontal surface will have 
a longer effective attenuation length (Figure 1.1). Furthermore, when working with a sloping 
surface, the foreshortening effect, reduction of effective surface and topographically shielding 
of the slope above portion must be considered (Gosse and Phillips, 2001) (Figure 0-76). 
According to Dunne et al. (1999), for a large, vertical slope, such as a cliff face, the surface rate 
of production is half that for a horizontal surface with no obstructions. Several attempts have 
been done in order to create calculators for topographic scaling assessment. Some of them can 
be found in the work of Codilean (2006) called "Calculation of the cosmogenic nuclide 
production topographic shielding scaling factor for large areas using DEM's". Another 
geometric shielding calculator was created within the CRONUS-Earth project. It allows to asses 
the shielding due to the surrounding topography and the sample slope. Areas where snow cover 
could be present, TCN production rate must be corrected. It depends on temporal variation in 
depth. Typical corrections for 4 months of shielding by snow of different depths and densities 
are shown for spallogenic nuclide in Figure 0-77 (Gosse et al., 1995; Licciardi et al., 1999).  





Figure 0-75 Effective attenuation length as function of surface dip and shielding topography 




Figure 0-76: Total topographic scaling (S) as a function of surface dip angle and topographic 
shielding (Gosse and Phillips, 2001). 





Figure 0-77: Effects of shielding by snow of common densities and thickness. Calculated for a 
spallogenic nuclide, assuming an otherwise simple exposure, with snow shielding 
instantaneously applied for 4 months each year. This is a multiplicative effect so the deviation 
can apply to any exposure age (Gosse and Phillips, 2001). 
 
Sample thickness needs to be corrected as production rates are evaluated in the rock surface but 
samples collected in the field are of finite thickness with a production rate varying from the top. 
Gosse and Phillips (2001) obtained the correction factor integrating the production rate over the 













where Qi,m refers to the ith reaction producing the mth nuclide and Zs is the thickness of the 
sample. However, such a procedure is only valid when the top of the sample is located in the 
surface. Schlagenhauf et al. (2010) recalculated the thickness factors as a function of depth. 
They are defined at the sample centre and allows to evaluated samplesm which are not located 
exactly in the surface. These scaling factors are used in Schimmelpfennig et al.(2009). 
Finally, the production rate of some isotopes like 36Cl is affected by the chemical sample 
composition (mainly Ca, K, Ti, Fe, H, Li, B, Sm, Gd and Cl) as these elmens affect the different 
production mechanisms. Furthermore, radiogenic elements as U and Th will also contribute to 
the production of 36Cl since during its disintegration processes, fluxes of neutrons are generated 
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and can be captured by 35Cl to produce 36Cl. Therefore, its content in samples must be 
quantified. 
 
5 Calculation of exposure age 
A prerequisite for the application of the in situ nuclides for the study of erosional histories of 
surfaces is a knowledge of their production rates under different irradiation conditions: altitude, 
latitude, irradiation geometry and shielding (Lal, 1991). Given the different production paths, 
scaling, and correcting factors, the total production rate [atoms/g/a] of an uneroded rock sample 
of infinite thickness at mass depth z [g/cm2] is given by (Schimmelpfennig et al., 2009): 
 
Ptotal(z) = Sel,sFsQsPs(z) + Sel,μFμQμPμ(z) + Sel,nFn(QethPeth(z) + QthPth(z)) + Pr 
Equation 0-3 
 
Subscripts refer to the type of reaction: s for spallation, n for capture of low-energy neutrons and 
μ for capture of slow negative muons, eth for epithermal neutron capture, th for thermal neutron 
capture and r for radiogenic production. Sel,s, Sel,n and Sel,μ is the scaling factor for nucleonic 
production as a function of elevation and latitude. Fs, Fn, and Fμ correspond topographic 
shielding, snow shielding and geometry. Q factor refers to the sample thickness correction of a 
sample with a mass depth z. The total number of atoms of a specific isotope per grams of 
sample is 
 




Where t is the exposure time of the sample and λ is the decay constant of the isotope. Hence, the 
exposure time of a sample will be 
 




The objective of this work is dating different limestone surfaces from a cliff in order to 
understand its temporal distribution. Such surfaces are scars resulting from rock detachments 
when having a rockfall. These scars do not appear randomly, but they belong to the 
discontinuity plains forming the massif. Being able to date each scar provides valuable 
information about the exact moment when the rockfall occurred. Furthermore, if some samples 
present a similar age it can be supposed that they belonged to the same surface at a certain time. 
It is a part of a bigger project consisting in assessing the rockfall frequency as a previous step to 









Steps to carry out this work have been: A) Selection of the study area and sampling, B) Sample 
pre-treatment and previous analysis, C) Sample preparation for 36Cl measurement by AMS D) 
Determination of chemical composition analysis of bulk rock and target fraction, E) Obtaining 
scaling and correction factors, F) accelerator mass spectrometry (AMS) measurements and G) 
calculation of exposure ages. 
Selection of the study area and sampling 
The area of study is located in the Montsec range, Spain (Northeastern Pyrenees) within the 
Montsec thrust, in the central part of the south Pyrenean Unit (Seguret, 1972). Developed during 
the Eocene Epoch (Soriano et al., 2006), it is oriented E-W with an extension about 40km. In 
the frontal part of the unit, where the slope is located, outcrop materials from the Upper-
cretaceous (Caus et al., 1999). Such a cliff is made of limestones which are not very fractured 
(Figure 6-3). It is being affected by rockfalls since several scars from detached blocks can be 
recognized in the wall as well as fallen boulders at the bottom, mostly covered by vegetation. It 
is located at 1200m high with a Mediterranean continental climate. 
 
 
Figure 0-78: Area of sutdy. 
 
The objective was to collect samples belonging to different scars from different periods of time. 
Criteria used to establish this first approach was based on the colour and relative position of 
scars. A first simply test was done adding a drop of HCl (10%) to the samples and observing its 
reaction to ensure that the carbonate component was sufficient to work with 36Cl as not a lot of 
quartz was detected to work with 10Be and the other isotopes did not seem to be appropriate. 
When sampling, some aspects have been considered as stated in Gosse and Phillips (2001). 
Latitude, longitude and sample position (dip and dip direction) have been measured as well as 
the geometry to be extracted (slab). Nine samples from rock scars were collected considering it 
is an appropriate batch to be treated later (Figure 0-79, Figure 0-80, Figure 0-81, Figure 0-82, 
Figure 0-83, Figure 0-84, Figure 0-85, Figure 0-86, Figure 0-87 and Figure 0-88). In Table 0-9 
some characteristics are shown. 
Most of the samples are vertical or almost vertical (dip angle) because we are working in a cliff. 
They have an average dip direction angle of 161º (NESW oriented) and are located in an 








Figure 0-79: Places from where samples were extracted. Labels indicate the sample number. 
 
 
Figure 0-80: Position of sample 1 indicated with a black dot. 
 










Figure 0-82: Position of sample 3 indicated with a black dot. 
 









Figure 0-84: Position of sample 5 indicated with a black dot. 
 





Figure 0-85: Position of sample 6 indicated with a black dot. 
 
 





Figure 0-87: Position of sample 8 indicated with a black dot. 
 









Table 0-9: Sample characteristics. X and Y coordinates according tot the referencing system ED50/UTM 31N 









































6 170 90 336931 4654523 1050 42 1 
7 250 75 336700 4654424 1075 42 1 
8 160 73 336687 4654410 1100 42 1 
9 170 79 336546 4654345 1075 42 1 




Sample pre-treatment and previous analyses 
This part of the work was carried out in the Geomar company lab. A calcimetry (according to 
the UNE 103-200-93) was performed to quantify the amount of calcium carbonate in each 
sample. It is a fast, cheap and easy analysis that provides a first approximation of material to be 
crushed as a minimum of 100 g of CaCO3 are needed for each sample. Two portions of each 
rock surface were analysed. Information about calcite content in each sample is shown in Table 
0-10. Most of samples present carbonate content higher than 80%. Hence, in most cases, 125 g 
of sample will be enough for 36Cl extraction. 
 
Table 0-10: Calcimetry results in each sample. Two analysis were applied in each rock surface. 













































Thin sections of each sample were conducted to verify calcimetry results in the microscope 
(Figure 0-89). Most of the material is carbonate with some grains of quartz. A selective staining 
with Alizarin red was also conducted to differentiate between calcite (CaCO3) and dolomite 
[CaMg(CO3)2]. Alizarin red dyes the calcium, in calcite, red but does not in the dolomite. It can 
be seen in Figure 0-90 as mostly of the dyed part of samples has become red due to the high 
content in calcite. 
Therefore, it was assumed that calcimetry results were reliable and calcite amount was sufficient 
to work with 36Cl. 
First mm of samples were sawed to remove weathered or rusty surfaces noting the thickness of 
rock removed and the width (Figure 0-91) (Table 0-11). Finally, dry rock densities were 
measured using the Archimedes principle in the Technical University of Catalonia (UPC) lab 
(Table 0-11). Finally, rock samples were crushed to 250-1000 μm, as Dr. Merchel, from 
Helmholtz Zentrum Dresden Rossendorf (HZDR), indicated, first with a jaw crusher and then 
using a disc mill to reduce the grain size in the University of Barcelona facilities (UB). 
Afterwards, it was sieved until the desired grain size was achieved (250-1000 μm) (Figure 
0-92). <80 μm fraction was collected for later chemical analysis as Dr. Padrós, from UB, 





Figure 0-89: Labelled samples with their corresponding microscope view. In some samples, 
where the photo has been taken in the stained part, the high content in calcium carbonate is 
confirmed since the whole part has been coloured. 
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Figure 0-91: First millimetres of samples were sawn to eliminate rusty or weathered surfaces 



















1 24.09 2.61 0.8 1.85 
2 24.07 2.55 0.55 2.75 
3 30.8 2.63 0 2 
4 22.76 2.57 0.25 2.5 
5 17.51 2.56 0.25 1.45 
6 23.63 2.58 1.05 3.4 
7 37.44 2.63 0.6 2.8 
8 21.81 2.63 0.1 1.6 
9 18.28 2.63 0.6 3.25 
 
Table 0-12: Samples’s amount for 36Cl analysis by AMS (250-1000 μm fraction) and bulk rock 
analysis (<80 μm fraction). 
Sample Weight (250-1000 μm fraction) [g] Weight (<80 μm fraction) [cm] 
1 207 20 
2 186 23 
3 142 19 
4 189 23 
5 168 19 
6 190 17 
7 179 14 
8 185 11 
9 211 28 
 





Figure 0-92: Top-left: Jaw crusher used to reduce samples to an appropriate grain size to be 
introduced in the disc mill (top-right) to obtain the _nal grain size (250-1000 μm). Samples were 
stored in plastic (bottom) pots to be treated later. 
 
Sample preparation for 36Cl measurement by AMS 
The applied chemistry has been carried out following the procedure described in Merchel et al. 
(2013). Basically, it is a variation of a procedure mainly developed at Rochester and Lawrence 
Livermore National Laboratory (LLNL), from works of Conrad et al. (1986) and Stone et al. 
(1996). Appropriate equipment and facilities as the ones of the Ion Beam Centre in HZDR, 
where this preparation has been conducted, are needed as well as experienced scientists as Dr. 
Silke Merchel. 
A first pretest with 1 g of each crushed and sieved sample into 250-1000μm has been done to 
ensure the exact quantity of calcite in each sample. Previous analyses conducted in section 
“sample pre-treatment and previous analyses” have been extremely useful as a first estimation 
of calcite content concerning the suitability of the samples. 
However, arrived at this point, more precise results are needed as exact amounts of material that 
will be used. Afterwards, two leaching processes with MilliQ water have been conducted to 
remove finer grains as clay and fine sand. A slow 10% dissolution of the acid-dissolve-particles 
ANNEXES 
 
has been done. It removes atmospheric 36Cl attacking the outside of each grain and reduces natCl 
(Merchel et al., 2008). A 35Cl-enriched carrier (35Cl/37Cl=999) containing 1.5mg Cl has been 
added to each sample. Afterwards, a final dissolution of whole calcite is done. It must be very 
slow avoiding foam, since Cl could evaporate. Separation from residue and aliquot (for a later 
chemical composition analysis) is conducted. Such an aliquot will be analysed in order to know 
the content of Ca, Fe, K and Ti and correct its contribution to the 36Cl production. First 
precipitation of AgCl is done by adding AgNO3. Since 
36S is a 36Cl isobar, which interfere in 
AMS measurements, it needs to be removed by adding Ba(NO3)2. BaSO4 coprecipitates with 
BaCO3 and it is eliminated. Finally, a second AgCl precipitation is done by adding AgNO3 
(Figure 0-93). Some data of the process can be found in Table 0-13. High content of sample loss 
during washing indicates poor sieving process, which should be improved if future studies exist. 
 
Chemical composition analysis of bulk rock and target fraction 
As it has been said before, production of 36Cl also depends of different elements contained in 
rock samples. In order to quantify in a proper way its contribution is very important to know 
their concentration in each bulk rock sample but also in the target fraction. All the analyses were 
conducted in the "Technological and Scientific Centres" (CCIT) facilities using the <80 μm 
sample fraction. Major elements (Ca, K, Ti, Fe, Si, Na, Mg, Al, Mn and P) of bulk rocks were 
determined by X-Ray fluorescence (XRF) (Table 0-14). Water content must be estimated in 
each sample because rocks were quite dry, when they arrived in the lab. Cl content was 
determined by Ag titration obtaining 217 ppm. It was measured in one sample since its value 
does not affect considerably to the final result, particularly, when its concentration is low. Trace 
elements (Li, B, Sm, Gd, Th and U) from bulk rock were measured by ICP-MS (Table 0-15). 
Problems with boron evaporation prevented its determination. Carbon concentration was 
estimated using the calcination technique (Table 0-16). Major elements (Ca, K, Fe, Al, Ti) in 
aliquots obtained during the sample pre-treatment of 36Cl were measured by ICP-OES (Table 
0-17). 
 















1 91 150.03 10 2.559 10.64 
2 88 150 24 2.538 2.56 
3 89 141.37 19 2.545 8.36 
4 88 150.15 17 2.554 7.35 
5 88 150 13 2.553 3.04 
6 93 150.16 18 2.551 7.08 
7 85 150.38 29 2.509 10.11 
8 90 150.9 38 2.553 11.7 
9 100 150.09 14 2.194 4.78 
 





Figure 0-93: AgCl obtained from the second precipitation and ready to be measured by the 


























1 2.76±0.25 0.06±0.002 0.04±0.0008 50.4±2.02 0.25±0.01 0.06±0.001 5.6±1.23 0.97±0.21 0.78±0.09 0.09±0.006 
2 6.45±0.58 0.13±0.005 0.03±0.0006 48.24±1.93 0.3±0.01 0.1±0.001 5.05±1.11 1.08±0.24 0.51±0.06 0.03±0.002 
3 2.35±0.21 0.04±0.002 0.11±0.002 45.48±1.82 0.74±0.03 0.05±0.001 11.08±2.44 2.62±0.58 1±0.12 0.04±0.003 
4 5.42±0.49 0.11±0.004 0.02±0.0004 46.39±1.86 0.51±0.02 0.1±0.001 7.97±1.75 1.3±0.29 0.6±40.08 0.06±0.004 
5 4.38±0.39 0.14±0.006 0.03±0.0006 48.54±1.94 0.28±0.01 0.09±0.001 6.9±1.52 0.91±0.2 0.49±0.06 0.02±0.001 
6 4.06±0.37 0.1±0.004 0.03±0.0006 19.61±0.78 0.24±0.01 0.08±0.001 5.36±1.18 0.8±0.18 0.64±0.08 0.02±0.001 
7 6.54±0.59 0.09±0.004 0.05±0.001 43.48±1.74 0.58±0.02 0.11±0.001 9.73±2.14 1.76±0.39 1.07±0.13 0.04±0.003 
8 3.25±0.29 0.07±0.003 0.04±0.0008 48.96±1.96 0.35±0.01 0.08±0.001 5.91±1.3 1.2±0.26 0.86±0.1 0.04±0.003 
9 0.56±0.05 0.02±0.001 0 54.65±2.19 0.07±0.003 0.02±0.0002 1.13±0.25 0.28±0.06 0.49±0.06 0.01±0.001 




Scaling and correcting factors 
Altitude and latitude scaling factors (Sel,s, Sel,μ and Sel,n) were calculated using the Excel add ins 
called CosmoCalc (Vermeesch, 2007) and the method of Stone (2000) (Table 0-18). Input data 
are Latitude (deg) and pressure (mbar) of each sample. Converting from altitude to latitude is 
also possible with CosmoCalc. Surrounding topography (ST) was evaluated using the Geometric 
shielding calculator from the CRONUS-Earth project (Balco, 2006). Spatial disposition of each 
surface sample (Strike and Dip) is required as well as azimuth and angular elevation of points 
defining the horizon. These points have been selected so that horizon was perfectly described. 
They are represented by circles and labelled from A to E. Sample positions are represented with 
black triangles and labelled from 1 to 9 (Figure 0-94). Relative position between each 
topographic point and sample has been calculated (Table 0-24 in Annex: A10). Results are 
shown in Table 0-19. 
 
Table 0-15: Trace elements mesured in bulk rock by ICP_MS. 
Sample B [μg/g] Sm [μg/g] Gd [μg/g] Li [μg/g] Th [μg/g] U [μg/g] 
1 - 1.7±0.17 1.8±0.09 3.6±0.18 1.9±0.19 0.5±0.03 
2 - 1.6±0.16 1.7±0.09 5.4±0.27 2±0.2 0.6±0.03 
3 - 1.6±0.16 1.5±0.08 14.5±0.73 3.3±0.33 1.5±0.08 
4 - 1.9±0.19 2±0.1 10.7±0.53 2.8±0.28 0.7±0.03 
5 - 1.7±0.17 1.8±0.1 6±0.3 1.8±0.18 0.5±0.03 
6 - 1.5±0.15 1.6±0.08 3.9±0.19 1.7±0.17 0.5±0.03 
7 - 1.9±0.19 2±0.1 6.6±0.33 2.8±0.28 0.8±0.04 
8 - 1.5±0.15 1.6±0.08 5.3±0.26 1.9±0.19 0.5±0.03 
9 - 0.5±0.05 0.5±0.03 1.8±0.09 0.5±0.05 0.6±0.03 
 
Table 0-16: Calcination results. 
Sample Crucible [g] Crucible+sample[g] After calcinations [g] %wt CO2 
1 14.3316 15.3314 14.9366 39.5 
2 13.1371 14.1374 13.7526 38.5 
3 15.7946 16.7949 16.4271 36.8 
4 46.4245 17.4248 17.0489 37.6 
5 16.1942 17.1944 16.8084 38.6 
6 16.1942 17.1944 16.8084 39.3 
7 12.9841 13.9846 13.6242 36 
8 18.1135 19.1137 18.796 37.8 
9 17.5648 18.565 18.1378 42.7 
 
Table 0-17: Major elements measured in the target fraction aliquots obtained during the sample 
pretreatment of 36Cl by ICP_OES. 
Sample CaO [%wt] K2O [%wt] Fe2O3 [%wt] Al2O3 [%wt] TiO2 [%wt] 
1 54.6 ± 1.09 0.12 0.13 <L.D. <L.D. 
2 56.01 ± 1.12 0.13 0.08 <L.D. <L.D. 
3 54.77 ± 1.1 0.13 0.46 <L.D. <L.D. 
4 55.34 ± 1.11 0.13 0.09 <L.D. <L.D. 
5 55.28 ± 1.11 0.13 0.13 <L.D. <L.D. 
6 55.01 ± 1.1 0.13 0.12 <L.D. <L.D. 
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7 54.91 ± 1.1 0.15 0.22 <L.D. <L.D. 
8 54.97 ± 1.1 0.15 0.12 <L.D. <L.D. 
9 55.27 ± 1.11 0.13 0.11 <L.D. <L.D. 
L.D: Limit of determination 
 
Table 0-18: Altitude and latitude scaling factors for each sample using the method of (Stone, 
2000). 
Sample Sel,s Sel,μ 
1 2.29 1.54 
2 2.29 1.54 
3 2.34 1.55 
4 2.29 1.54 
5 2.29 1.54 
6 2.34 1.55 
7 2.38 1.57 
8 2.43 1.59 
9 2.38 1.57 
 
Table 0-19: Geometric shielding results for each sample calculated using the shielding 
calculator of (Balco, 2006). 
Sample Strike [º] Dip [º] Geometric Shielding 
1 40 70 0.486 
2 30 65 0.481 
3 80 69 0.488 
4 45 90 0.452 
5 50 85 0.483 
6 80 90 0.442 
7 160 75 0.307 
8 70 73 0.491 
9 80 79 0.479 
 
As it was expected, scaling factors are lower than 0.5 because samples are located in a cliff, 
which reduces the surface rate production in 50% (Dunne et al., 1999) and surrounded by a 
mountainous relieve. Snow shielding (SSnow) has not been considered since neither glacial 
deposits exist nor snow is common in that area. Time dependence of the magnetic field 
variations for young samples (<20000 years according to Dunai (2000)) has not been 
considered, since it would affect similarly to all samples. Effective fast neutron attenuation 
length (f,e) was calculated for each sample using equation 3.74 in Gosse and Phillips (2001) as 
its value depends of the surface dip (Figure 0-75). Results for each sample are shown in Table 
0-20. As it was stated in section 1.4, dipping surfaces will have a shorter effective attenuation 
length because most of the particles will enter at oblique angles. On the contrary, more 
horizontal surfaces will have a longer e_ective attenuation length because fewer of the particles 
will be entering from oblique angles. Finally, corrections factors for sample thickness have been 
calculated according to Schlagenhauf et al. (2010) (Table 1.14). 
 





Figure 0-94: Area of study with circles representing the topographic points used to define the 
horizon. Sample positions in the cliff are represented with black triangles. 
 
Table 0-20: Effective fast neutron attenuation length calculated for each sample with equation 
3.74 in (Gosse and Phillips, 2001). 
Sample Dip angle [º] Attenuation length [g/cm2] 
1 70 104 
2 65 110 
3 69 107 
4 90 83 
5 85 88 
6 90 83 
7 75 100 
8 73 100 




Table 0-21: Correction factors for sample thickness according to Schlagenhauf et al. (2010). Qs 
refers to spallation, Qth to thermal neutron absortion, Qeth to epithermal neutron absorption and 
Qμ to muon absorption. 
Sample Qs Qth Qeth Qμ 
1 1 0.999 0.998 1 
2 1 0.997 0.995 1 
3 1 0.998 0.997 1 
4 1 0.998 0.996 1 
5 1 0.999 0.998 1 
6 1 0.996 0.994 1 
7 1 0.997 0.995 1 
8 1 0.999 0.998 1 
9 1 0.996 0.994 1 
 
AMS measurements 
Measurements were conducted at Ion Beam Centre facilities, at HZDR (Dresden, Germany), 
using the AMS operating at 6 MV (Akhmadaliev et al., 2013) and the ion source developed by 
Pavetich et al.( 2014). Data has been normalized to the SM-Cl-13 standard, which has been 
described in Merchel et al. (2011). Addition of a 35Cl-enriched spike solution permitted the 
calculation of both 36Cl and Cl concentrations. Blank correction was performed to ensure that no 
external contamination could affect the results by subtracting the blank 36Cl calculated atoms 
from the 36Cl calculated atoms of each sample. A natural 35Cl/37Cl ratio has supposed to be 
3.127. 35Cl/37Cl and 36Cl/35Cl measured ratios, blank correction, and calculation of natCl and 36Cl 
are shown in Table 0-22. 
 
Calculation of exposure ages 
The exposure age calculation has been done by means of the spreadsheet provided by 
Schimmelpfennig et al. (2009) and later modified by Braucher et al.(2011). He changed the rate 
for spallation (42 ± 2 36Cl atoms gCa-1 a-1), but the main change was for muons production 
introducing a production rate for fast muons (0.982±0.233 36Cl atoms gCa-1 a-1) and changing 
the production rate for slow muons (0.982±0.233 36Cl atoms gCa-1 a-1) at sea level. 
All data concerning the bulk rock and target fraction chemistry (Table 0-14, Table 0-15, Table 
0-16 and Table 0-17), as well as scaling factors (Table 0-18), geometric shielding (Table 0-19), 
effective fast neutron production (Table 0-20), correcting factors for sample thickness (Table 
0-21) and the amount of 36Cl (Table 0-22) have been inserted into the spreadsheet. 
On the other hand, the 36Cl production by inheritance must be quantified and corrected. 
Inherited 36Cl, which is produced at depth, can contribute significantly to the 36Cl concentration 
and consequently affect the sample exposure age, mostly in shallow samples (<15m): As stated 
before, muons have a higher penetrating power in the subsurface than neutrons because of their 
poor interaction with matter (Dunai 2010) being the muon absorption mechanism responsible 
for the main production of cosmogenic nuclides at great depths. Furthermore, the concentration 
in U, Th and natCl also contributes to the generation of inherited 36Cl. Therefore, the radiogenic 
production (U, Th and Cl) and the erosion rate mostly controls the production of 36Cl inherited. 
In the literature, numerous denudation rates have been calculated in different places, for 
different lithologies and affected by different processes. In chapter 7 of this thesis, several tests 
have been performed and the most appropriated rockwall retreat rate has been 365mm/ka. 




Table 0-22: 35Cl/37Cl and 36Cl/35Cl ratios of each sample (bulk rock) measured at the 6 MV AMS (Akhmadaliev et al., 2013) at DREAMS (Dresden, Germany) 




35Cl/37Cl 36Cl/35Cl [10-14] Blank 
correction by 
36Cl atoms [%] 
natCl [μg/g] (blank 
corrected) 
36Cl [105 atoms/g] 
(blank corrected) 
1 90.18 5.02 ± 0.022 46.41 ± 2.0 0.8 35.95 ± 0.16 3.45 ± 0.15 
2 84.24 11.011 ± 0.091 45.05 ± 1.9 1.6 8.864 ± 0.073 1.86 ± 0.08 
3 88.85 4.833 ± 0.024 6.7 ± 0.44 5.2 40.30 ± 0.20 0.514 ± 0.034 
4 84.65 5.355 ± 0.034 32.21 ± 1.5 1.3 32.41 ± 0.21 2.3 ± 0.1 
5 83.91 8.496 ± 0.098 72.04 ± 3.0 0.9 13.33 ± 0.15 3.43 ± 0.14 
6 85.41 5.417 ± 0.025 16.73 ± 0.83 2.5 31.21 ± 0.15 1.149 ± 0.057 
7 74.94 4.713 ± 0.021 27.85 ± 1.3 1.2 50.71 ± 0.23 2.73 ± 0.13 
8 71.75 4.877 ± 0.022 44.49 ± 1.9 0.8 48.79 ± 0.22 4.36 ± 0.19 
9 88.77 5.686 ± 0.027 28.82 ± 1.3 1.8 23.03 ± 0.11 1.55 ± 0.071 






Measurements of each sample are shown in Table 0-22. The amount of material dissolved was 
71-90g. Uncertainties for 35Cl/37Cl range from 0.4% to 1.2% being maximum in S5 and from 
4.2% to 6.6% concerning 36Cl/35Cl-ratios. 36Cl/35Cl rate present values from 6.7·10-14 to 
72.04·10-14. The value for S3 is extremely low compared with the others. Such an anomaly can 
be observed in the corresponding blanks where corrections range from 0.8 to 2.5% except for S3 
being 5.2%, thus, confirming its non consistency. natCl concentration values are 8.87-50.71 
[μg/g] blank corrected being reduced an average of 26.8 μg per sample dissolution. 36Cl blank-
corrected values are 0.514-4.36 [105 atoms/g] being sample 3 extremely low compared with the 
others, as well. 
In Table 0-23 exposure ages, sample depth and inherited 36Cl of each sample are shown. Depth 
has been determined using a high resolution point cloud and by field observations (the 
procedure can be found in the annex of this chapter). It has been assumed that S1, S5, S7 and S8 
belong to an old and continuous surface that exists at a certain time 0 (T0). Therefore, they are 
located at a depth of 0 cm. Remaining samples have been located at depths between 611 and 
730cm. 
Exposure surface ages are in good agreement with previous assumption since presupposed older 
samples are in the range of 13.95-16.79 Ka. On the other hand, younger samples such as S6 and 
S9 present ages of 5.57 and 6.83 ka respectively. S4 has an intermediate age of 11.27 ka. Field 
work and cross section suggest that such a sample does not belong to T0, but to a rockfall scar 
surface older than S6 and S9. S3 presents a very low exposure age as the result of afore-
mentioned anomaly produced during the sample treatment since neither field work nor point 
cloud suggest it could belong to a much more recent rockfall scar. 
 
Table 0-23: Depth, exposure age and inherited 36Cl of each sample calculated according to the 
spreadsheet of Schimmelpfennig et al.(2009) and later modified by Braucher et al. (2011). 
Sample Sample depth (cm) Calculated 






1 0 13.95± 1.45 10.7 17.3 
2 670 8.77± 0.94 10.7 5.97 
3 730 1.51± 0.21 13.7 27 
4 664 11.27± 1.18 10.5 5.18 
5 0 14.68± 1.59 10.8 15.3 
6 697 5.57± 0.6 10.8 9.24 
7 0 16.79± 1.82 10.8 15 
8 0 15.97± 1.7 10.6 15.6 
9 611 6.83± 0.73 10.6 8.1 
 
Finally, inherited 36Cl ranges from 5.97 % to 17.3% excepting for S3 that presents a value of 
27%. Scars belonging to T0 (S1, S5, S7 and S8) have a higher amount of 
36Cl by inheritance, as 
expected, but not excessive. Since erosion rate is a crucial parameter that controls the generation 
of inherited 36Cl and it has been deduced from others works carried out in similar places close to 




the area of study, a sensitivity analysis has been performed to ensure its reliability (chapter 7). 
Varying the denudation rate by 45%, the maximum deviation in the exposure ages is about 8%, 
being minimum than the exposure age uncertainties (Table 0-23). 
 
9 Conclusions 
9 samples from a calcareous cliff within the Montsec range have been date using TCN. Even the 
small depth at which samples were located, values of 36Cl inherited (5.18%-17.3%) are not 
significantly high compared with other works (e.g. Merchel et al., 2013 and Merchel et al., 
2014). It could be the consequence of the low amount of natCl (Table 0-22) and the erosion rate 
used. However, the sensitivity analysis carried out for the denudation rate in chapter 7 confirms 
the fairly influence of the 36Cl inherited in the final results. 
The oldest surface scars (S1, S5, S7 and S8) match with the more grayish and eroded ones as it 
was supposed. More reddish and with a high fresh appearance rockfall scars present the 
youngest exposure ages. It suggests thatS1, S5, S7 and S8 could be part of an old and 
continuous surface (T0) that existed 15,400 years ago (average exposure ages) from which 
several blocks were dethatched exposing the current rockfall scars. Concerning S2, S4, S6 and 
S9), their exposure ages confirm that they belong to more recent rockfall scars (8,770, 11,270, 
5,570 and 6.830 years respectively). Obtained S3 exposure age (1,510 years) seems to be 
erroneous due to its high difference compared with other samples as well as the high amount of 




10 Annex: A 
 
Table 0-24: Calculation of geometric shielding. 
Sample Strike [º] Dip [º] Topographic 
points 













1 40 70     60 - - 90 0.486 
   A 337479 4654789 1100 64.3085 75 495 8.6  
X (m) Y (m) Z (m) B 337670 4654406 1125 104.625 100 659 8.6  
   C 337613 4654124 1100 127.603 75 731 5.9  
337030 4654573 1025 D 337730 4653846 1100 136.085 75 1007 4.3  
   E 337520 4653675 1000 111.382 0 1019 0  
       239 0 1 0  
       240 - - 90  
2       60 - - 90 0.481 
   A 337479 4654789 1100 63.8757 75 516 8.3  
X (m) Y (m) Z (m) B 337670 4654406 1125 103.052 100 675 8.4  
   C 337613 4654124 1100 125.807 75 741 5.8  
337010 4654559 1025 D 337030 4653846 1100 134.721 75 1012 4.2  
   E 337520 4653675 1000 150.02 0 1022 0  
       239 0 1 0  
       240 - - 90  
3       60 - - 90 0.488 
   A 337479 4654789 1100 63.9376 50 558 5.1  
X (m) Y (m) Z (m) B 337670 4654406 1125 101.167 75 708 6  
   C 337613 4654124 1100 123.337 50 762 3.8  
336976 4654543 1050 D 337730 4653846 1100 132.752 50 1028 2.8  
   E 337520 4653675 1000 147.925 0 1025 0  
       239 0 1 0  
       240 - - 90  




4       60 - - 90 0.452 
   A 337479 4654789 1100 63.6624 75 558 7.7  
X (m) Y (m) Z (m) B 337670 4654406 1125 100.929 100 708 8  
   C 337613 4654124 1100 123.148 75 762 5.6  
336976 4654540 1025 D 337730 4653846 1100 132.628 75 1028 4.2  
   E 337520 4654406 1100 147.836 0 1025 0  
       239 0 1 0  
       240 - - 90  
5       60 - - 90 0.483 
   A 337479 4654789 1100 63.7293 75 607 7  
X (m) Y (m) Z (m) B 337670 4654406 1125 98.8049 100 739 7.7  
   C 337613 4654124 1100 120.252 75 782 5.5  
336934 4654520 1025 D 337730 4653846 1100 130.257 75 1037 4.1  
   E 337520 4653675 1000 145.261 0 1024 0  
       239 0 1 0  
       240 - - 90  
6       60 - - 90 0.442 
   A 337479 4654789 1100 64.1072 12.5 607 1.2  
X (m) Y (m) Z (m) B 337670 4654406 1125 18.9968 50 739 3.9  
   C 337613 4654124 1100 40.3304 25 782 1.8  
336931 4654523 1075 D 337730 4653846 1100 50.2761 25 1037 1.4  
   E 337520 4653675 1000 65.2187 0 1024 0  
       239 0 1 0  
       240 - - 90  
7       60 - - 90 0.307 
   A 337479 4654789 1100 64.8938 0 859 0  
X (m) Y (m) Z (m) B 337670 4654406 1125 91.0631 25 970 1.5  
   C 337613 4654124 1100 108.19 0 958 0  
336700 4654424 1100 D 337730 4653846 1100 119.3 0 1178 0  
   E 337520 4653675 1000 132.41 0 1110 0  
       239 0 1 0  
       240 - - 90  
8       60 - - 90 0.491 
ANNEXES 
 
   A 337479 4654789 1100 64.4265 12.5 870 0.8  
X (m) Y (m) Z (m) B 337670 4654406 1125 90.2332 25 976 1.5  
   C 337613 4654124 1100 107.164 0 962 0  
336687 4654410 1100 D 337030 4653846 1100 118.403 0 1181 0  
   E 337520 4653675 1000 131.425 0 1109 0  
       239 0 1 0  
       240 - - 90  
9       60 - - 90 0.479 
   A 337479 4654789 1100 64.5502 37.5 1035 2.1  
X (m) Y (m) Z (m) B 337670 4654406 1125 86.8935 50 1126 2.5  
   C 337613 4654124 1100 101.702 25 1089 1.3  
336546 4654345 1075 D 337730 4653846 1100 112.854 25 1287 1.1  
   E 337520 4653675 1000 124.525 0 1183 0  
       239 0 1 0  
       240 - - 90  
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Figure 0-96: Cross section where sample 2 is located. Red line indicates the sample depth, i.e. 
the distance between the current surface (sample 2) and the approximated position of the slope 
face just before the exposition. 
 
Sample 2





Figure 0-97: Cross section where sample 3 is located. Red line indicates the sample depth, i.e. 
the distance between the current surface (sample 3) and the approximated position of the slope 






Figure 0-98: Cross section where sample 4 is located. Red line indicates the sample depth, i.e. 
the distance between the current surface (sample 4) and the approximated position of the slope 














Figure 0-100: Cross section where sample 6 is located. Red line indicates the sample depth, i.e. 
the distance between the current surface (sample 6) and the approximated position of the slope 
face just before the exposition. 
 
Sample 6










Figure 0-102: Cross section where sample 8 is located. 
 
Sample 8





Figure 0-103: Cross section where sample 9 is located. Red line indicates the sample depth, i.e. 
the distance between the current surface (sample 9) and the approximated position of the slope 
face just before the exposition. 
 
Sample 9
