Collaboration is preparing major upgrades for the detectors in 2020 in order to take advantage of the increased LHC Pb-Pb collision rate of up to 50 kHz. Together with these upgrades, the ALICE Online and Offline computing systems are being redesigned and upgraded to a new common system called O 2 . The system is made of a software framework and a computing facility. The concept of the framework consists of online reconstruction of the data from the ALICE detector and archival of the reconstructed data from the O 2 system to permanent data storage. The design of the Control, Configuration, and Monitoring (CCM) is one of the key components of the O 2 system. This paper focuses on the configuration module that will allow dynamic configuration of processes and environment parameters during runtime. Based on the current status of each machine used as a computing node, parameters can be tuned either manually or automatically in order to achieve optimum performance, utilization and efficiency of the O 2 system.
I. INTRODUCTION
ALICE (A large Ion Collider Experiment) [1] is a heavyion experiment located at CERN's LHC in Geneva. The experiment is designed for CERN physicists to study the properties of Quark-Gluon Plasma (QGP) through the use of the collision data at high energies, i.e. Proton-Proton, NucleusNucleus, and Proton-Nucleus.
In 2021, the ALICE experiment has a plan to deploy a new process of data collection with an upgraded detector. The PbPb interactions of the new detector are expected to be as high as 50 kHz. Moreover, the data rate is anticipated to be greater than 1 TBytes/s for Pb-Pb events, roughly 100 times more than the current running rate. Thus, a new computing system (O 2 ) [2] is being designed to cope with these new specifications. The main purpose of the O 2 design is to reduce the data volume read out from the detector in order to minimize the cost of data processing and storage. In the new design, O 2 collects raw data from the detector and stored them in the system memory. These data are then reconstructed online by using the clustering and initial fast tracking algorithms. Then, it will be archived to the permanent data storage for later study.
The O 2 computing system is a high-throughput system with heterogeneous computing platforms. In order to increase the efficiency of the system, several major components are being designed and implemented. One of the main components is called, Control, Configuration and Monitoring (CCM) [3] . The overview of CCM is shown in Fig. 1 . CCM is a tool that helps the shift crews to automate some of the day-to-day operations with the emphasis on managing a large number of processes (hundreds of thousands) expected to be executed in the system. In CCM, the control system starts, stops, and coordinates all processes; the configuration system dynamically sets the compute environment parameters as well as the parameters for physics applications; the monitoring system gathers information from the processes, identifies unusual patterns, and raises alarms.
Currently the configuration system deployed at the ALICE experiment is considered static. In other words, when a new set of parameters is needed, all the processes must be stopped and restarted in order for the new configuration to take effect. The amount of time wasted to handle restarting is directly translated to the amount of uncaptured data from the detector. In order to minimize the data loss, this paper presents a design and an implementation of the dynamic configuration module. With this new design, parameters are loaded on-the-fly without stopping and restarting the process. The new configuration is written in the central repository and is distributed to all processes current in the computing system automatically. Normally, such design is not supported by the operating system. We then need to find the best solution to change parameters of each running process on the fly. Note that other third-party tools will be used in order to handle machine installation, network boot, automatic installation of base operating system, and package management.
The remainder of this paper is organized as follows. Section II presents literature survey related to this work. Section III presents our framework design of the dynamic configuration. Section IV explains the experimental design and the initial results. The last section is conclusion and our future plan.
978-1-5090-2033-1/16/$31.00 ©2016 IEEE computing system is our key issue, we need to find the best solution to change parameters of running processes on the fly without stopping and restarting the running processes. The system design of many researches has a similar main idea. In order to perform dynamic configuration, there are two main mechanisms used.
The first is a PUSH mechanism: the configuration update is managed by a central entity, might use local agents or not. In 1985, Jeff Kramer and Jeff Magee proposed a model for dynamic configuration for distributed systems [4] . 'ADRF' [5] was also introduced by Hadi Hemmati to support run-time assured dynamic reconfiguration for pervasive computing environments. Other researches that also use the same concept of PUSH mechanism are [6] , [7] , [8] and [9] . The names of the components used to manage the configuration and communicate with the processes are the configuration manager [4] , [5] , [8] , agent manager [7] , Coordinator [9] , and Middleware [6] .
The second is a PULL mechanism: the process drives the configuration change and pulls it from a repository. In 2014, Marcos E. B. Broinizi et al. proposed an application configuration repository for adaptive service-based systems [10] . They presented a solution based on a centralized application configuration repository services designed as a RESTful web service API. The solution consists of two components which are the centralized configuration repository (ReConf) and the client library.
Following an evaluation of these two mechanisms, we decided to design our framework based on the PUSH mechanism because of its advantages compared to the PULL mechanism. For example, by using PULL mechanism, a PULL request will be periodically sent to the server. This means that some PULL requests may be redundant if the configuration doesn't change often. PULL mechanism also has another disadvantage. When the server is updating a configuration and there is a process sending a new request to the server at the same time, the process may get a wrong configuration. This problem will not happen in a PUSH mechanism because there is only one central entity that manages read/write accesses.
In order to distribute the configuration from a central repository to all processes in the system and to handle a large volume of configuration data, existing third-party tools can be used. There are several types of data stores. In our work, the configuration data will be stored based on the key-value data structure to enable fast lookup. As a result, a process can go directly to a specific key/path, when it requests a configuration value. [11] . Given a process running in the system, the process will have its own parameter set. We can use the hostname-PID pair as the key and the value is the parameter set of that process.
In large-scale high performance applications such as social networks and cloud computing, key-value stores like Amazon's Dynamo [12] and Big Table [13] have been used. There are some other useful tools such as Etcd [14] , Consul [15], and Zookeeper [16] . In our design, we will use Etcd software as a central repository key-value store. Etcd provides a simple HTTP interface for accessing a specific key-value data in JSON format which is easy to be read and manipulated.
III. FRAMEWORK DESIGN
The framework design of the dynamic configuration is based on the above problem and literature survey. This section presents the overall system design, component architecture, the frontend server, clients, configuration parameters, configuration distribution, and a scenario.
A. Overall System Design
The overall system design is based on the model shown in Fig. 2 . The design includes 20 detectors, 250 First Level Processor machines (FLPs), 1500 Event-building and Processing Node machines (EPNs), a frontend server, and a control room.
FLPs machines are directly connected via optical links to the detectors in order to read the collision data with minimal loss. The data is then sent from the FLPs to the EPNs for reconstruction processing and archival. All the computing machines in FLPs and EPNs clusters are connected to each other via an interconnection network. The administrators at the control room can access the machine by issuing commands to the frontend server. Following the O 2 architecture, we design the dynamic configuration system using a centralized server model. In addition, the configuration repository is added in order to keep all configuration files for the processes. This configuration repository machine is connected with all the machines through the same interconnection network. The frontend server manages the configuration parameters in the repository and also distributes the configuration parameters to the processes that are running on EPNs/FLPs. EPNs/FLPs will constantly update the configuration parameters with the server. The design system is illustrated in Fig. 3 . Fig. 4 shows the component architecture of the system which consists of server, agent, repository and external components. These components are used to set application parameters. The external component will be used to set environment parameters for machine installation or network boot.
Fig. 4. Component Architecture

C. Frontend Server
The Front-end server is the main component of the system. It is used to interact with users or administrators. A user can manage the configuration through a web interface hosted on this frontend server. The web application is developed by using HTML5, JavaScript, and CSS. Via a web-based GUI, users can define, save, load, or propagate configurations and validate input parameters. The web application can also show the status of the deployed configuration (failed, pending or finished), the history of the deployed configuration, the actual configuration parameters.
The server receives a command from a user and communicates with the configuration repository (Etcd) via an HTTP-based software interface in order to manage a configuration file. Additionally, the server communicates with each client via TCP protocol to update its configuration and also get the status of updated configurations.
D. Client (EPNs/FLPs)
The client machines will run user processes. The total number of processes estimated to be executed on the system can be up to 70k. On each machine there is a broker that communicates with the server to receive messages or commands and communicates with the configuration repository to receive the configuration file. This broker controls all processes in the machine (i.e., start, stop, restart, and update configuration). The client machine architecture is shown in the Fig. 5 . 
E. Parameters Configuration and Distribution
Configuration parameters of each process are kept in a key/value-based format in the configuration repository. Each configuration node is identified with a hostname-PID pair of the process using the configuration. The repository manages all the configuration on the O 2 system. Configuration parameters will be read by the broker after the server receives a command from the user. The frontend server will send a command to the broker by using the ZeroMQ library [17] which has been widely used by organizations such as NASA, CERN, Microsoft, and Cisco. ZeroMQ is a powerful socket library for sending and receiving data over network, and provides many programming language binding. The broker of each machine will receive the command to read the parameters from the repository and store it in its local directory. Then the broker will send a signal to the process. After that the process will read the new configuration parameters.
F. Scenario
When a user wants to change the configuration of a process, the user needs to use the web application at the frontend server. The user can choose whether to use the static configuration mode which will stop and restart the process in order to read a new configuration file or to use the dynamic configuration mode in which the process will not be stopped. After that the user will be able to add, edit, or update the configuration parameters and then choose which process should update these parameters. The server will then save the parameters to the configuration repository and distribute the configuration to the destination process. When the destination process has successfully updated its configuration, the broker on that machine will send back a message to the server to update the status of the process. The user will see the status of the configuration ("Pending", "Failing" or "Success") on the web interface. The flow of the scenario is shown in Fig. 6 . To analyze and validate the designed system, we will simulate and implement a prototype of the configuration system to analyze its performance. The main focus will be on the amount of time that each process takes to update new configuration parameters since in most cases, time spent configuring will result in precious the collision data being loss.
In this experiment, we will follow the O 2 architecture design. Various factors with varied values will be tested in this experiment. These factors are:
-The total number of processes in the system. -The average number of processes in each computer, and -The size of the parameter file varied by the number of parameters. The experiment will measure the total time that all processes use to update the new configuration parameters.
For the initial result, we have tested by settting the server and client machines. Each server runs the Etcd software used to manage parameter values. We have tested with 3 client machines, each machine runs the processes that will get the data from the server upon receiving a command. The initial experiment variables are: -The number of parameters (1 and 135 parameters).
-The number of servers (1 and 3 servers).
-The number of processes per machine (500-10000 processes)
The experiment will measure the time that all processes use to get the parameter values from the server. The results are shown in Fig. 7. and Fig. 8 . From the results, the time spent by 3 servers is less than 1 server because when more servers are used, the number of processes per machine will decrease. This means that the time used by each process to get the data from the server will decrease too. We have also tested the difference between dynamic and static modes. The result is shown in Fig. 9 . From the result, when the number of processes increases, the time used by the dynamic mode is significantly less than the static mode because, in the static mode, each process has to restart itself to get new parameters. This means that when the number of processes increases, more time will be spent for starting up the processes. We will design the configuration system which is a part of the overall Control, Configure, and Monitoring (CCM) system. We have proposed the designed system that can be used to distribute the configuration from a central repository to processes in the O 2 system. The system can be used with both static and dynamic configuration modes.
For the experiment, the results have shown that the more servers are used, time that each process uses to get its data decreases. However, we would like to answer when we run on a realistic environment, how many servers are needed so that the time used by each process to update its configuration is acceptable.
In the future, we plan to experiment with a realistic setup (less processes per machine and more machines). We will also test the overall performance of our design system, measuring the time between a configuration file update and a process updating its configuration.
