Abstract. We propose a multivariate decision tree inference scheme by using the minimum message length (MML) principle (Wallace and Boulton, 1968; Wallace and Dowe, 1999) . The scheme uses MML coding as an objective (goodness-of-fit) function on model selection and searches with a simple evolution strategy. We test our multivariate tree inference scheme on UCI machine learning repository data sets and compare with the decision tree programs C4.5 and C5. The preliminary results show that on average and on most data-sets, MML oblique trees clearly perform better than both C4.5 and C5 on both "right"/"wrong" accuracy and probabilistic prediction -and with smaller trees, i.e., less leaf nodes.
Introduction
While there are a number of excellent decision tree learning algorithms such as CART [2] , C4.5 and C5 [13] , much research effort has been continuously directed to finding new and improved tree induction algorithms. Most decision tree algorithms only test on one attribute at internal nodes, and these are often referred to as univariate trees. One of the obvious limitations of univariate trees is that their internal nodes can only separate the data with hyperplanes perpendicular to the co-ordinate axes. Multivariate decision tree algorithms attempt to generate decision trees by employing discriminant functions at internal nodes with more than one attribute, enabling them to partition the instance space with hyperplanes of arbitrary slope -rather than only parallel to the co-ordinate axes.
We propose an oblique decision tree inference scheme by using the minimum message length (MML) principle [19, 21, 20, 17] . Test results show our new oblique decision tree inference algorithms find smaller trees with better (or near identical) accuracy compared to the standard univariate schemes, C4.5 and C5.
MML Inference of Multivariate Decision Trees
MML inference [19, 21, 8, 20, 17, 4, 5, 18] has been successfully implemented in [22] to infer univariate decision trees (refining [14] ) and in [12, 16, 17] to infer univariate decision graphs, with the most recent decision graphs [16, 17] clearly out-performing both C4.5 and C5 [13] on both real-world and artificial data-sets on a range of test criteria -we had better "right"/"wrong" accuracy, substantially (Fig. 1a) defined by vector w ∈ Λ(θ), (Fig. 1b) a partial sphere of radius θ formed by w ∈ Λ(θ) and (Fig. 1c ) the upper bound of θ better probabilistic score and [17, Table 4 ] fewer leaf nodes. In this paper, we use MML to infer multivariate decision trees. The new multivariate, oblique, decision tree scheme proposed here generalizes earlier MML decision tree work and re-uses the Wallace and Patrick decision tree coding [22] as part of its coding scheme. For further implementation details, please see [16] .
Encoding an internal split using a linear discriminant function
To infer oblique decision trees by the MML principle, we extend the Wallace and Patrick decision tree coding scheme [22] . The new MML decision tree coding scheme is able to encode an internal split using a linear discriminant function. Firstly, the data falling at an internal node is scaled and normalized so that every data item falls within a D-dimensional unit hyper-cube, where D is the number of input attributes. A linear decision function d(w, x, b)=0 is written as (
· denotes the dot (or scalar) product, and the scalar b is often called the bias. The data is divided into two mutually exclusive sets by the following rules:
, then x j is assigned to set II (denoted '2' or '−'). To encode the hyperplane is equivalent to transmitting the vector w and the bias b. Suppose the desired value of the vector w is w c . If we state w c exactly (to infinite precision), it will cost infinitely many bits of information in the first part of the message. So instead, we attempt to state a set of vectors Λ(θ), θ ∈ (0, π 2 ), which is defined as Λ(θ) = {w : arccos( w·wc w · wc ) < θ}. This is the set of vectors which form an angle less than θ with the optimal vector w c as illustrated in Fig.  1b . The probability that a randomly picked vector falls into the set is given by
VT , where V θ is the volume of a partial sphere of radius θ and V T is the total volume of the unit sphere. The value of V θ VT is given [15] by (sin θ) 2(D−1) , so the information required to specify the set of the vectors is − log((sin θ) 2(D−1) ). By specifying one data point on each side of the hyperplane h c , two hyperplanes which are parallel to the decision surface d(w,x,b)=0 are also defined. We denote these two hyperplanes as h + and h − . These (h + and h − ) and the other boundaries of the unit cube form a hyper-rectangle as shown in Fig. 1a .
We want to work out the value of θ so that the hyperplanes specified by vectors in the set Λ(θ) do not intersect with the hyperplanes h + and h − . We can imagine a rectangle whose length of one side is the distance between h + and h − and whose length of the other side is √ D, which is the longest diagonal in a D-dimensional unit cube. As {x: kwx+kb=0} ≡ {x: wx+b=0} for any nonzero k, we can choose w so that the margin between h + and h − is equivalent to ), one can show that the hyperplane h w defined by the vector w does not intersect with hyperplanes h + and h − within the D-dimensional hyper-cube (from Fig. 1a ).
Search for the optimal hyperplane
In order to perform faster searches for optimal multivariate splits, we do not use the search heuristic used in OC1 [10] and SADT [9] . Instead, we implement a simple evolution strategy as the preliminary search heuristic for our scheme. A similar approach has appeared in [3] , in which promising results were reported. The search process in our scheme can be summarized as follows. Assuming the linear discriminant function in our scheme takes the form
for each leaf node L, let M(unsplit) denote the message length of the node L while the node is unsplit, and let M(T) denote the message length of the subtree when node L is split by vector w T at round T. The algorithm searches for the best vector w via the following steps: Set T=0, input R, MaxP, M(unsplit)
1. Re-scale the coefficients of the vector w such that The search process (from steps 2 and 6) is non-deterministic, thus our algorithm is able to generate many different trees. As such, our algorithm can be extended to take advantage of this by choosing the best one (i.e., MML tree) among these trees or by averaging [20, p281] results from these trees.
Experiments

Comparing and scoring probabilistic predictions
To evaluate our new oblique decision tree scheme, we run experiments on nine data sets selected from the UCI Repository [1] . The performance of our scheme is compared with those of C4.5 and C5 [13] . In addition to the traditional right/wrong accuracy, we are also keen to compare the probabilistic performance [17, sec 5.1] [7, 6, 11, 16] of the learning algorithms. In a lot of domains, like oncological and other medical data, not only the class predictions but also the probability associated with each class is essential. In some domains, like finance, (long term) strategies heavily rely on accurate probabilistic predictions. For C4.5, C5 and our approach, we ascribe class probabilities from frequency counts in leaves using "+1.0" (Laplace estimation) from [17, 
Data sets
The purpose of the experiment is to have our algorithms perform on real world data, especially on oncological and medical data, such as Bupa, Breast Cancer, Wisconsin, Lung Cancer, and Cleveland. The nine UCI Repository [1] data-sets used are these five, Balance, Credit, Sonar and Wine. For each of the nine data sets, 100 independent tests were done by randomly sampling 90% of the data as training data and testing on the remaining 10%.
Discussion
We compare the MML oblique tree scheme to C4.5 and C5. The results from Table 1 clearly suggest that the MML oblique trees are much smaller (fewer leaves) than the C4.5 and C5 univariate trees. The MML oblique trees perform significantly better than C4.5 and C5 (which often have RCL scores worse than the default "random null" of 1.0) on all data-sets. MML oblique trees also have higher "right"/"wrong" accuracy than C4.5 and C5 except (for very close results) on the Bupa and Wine (and Cleveland) data, suggesting a possible need to refine the searches. As expected, none of the algorithms have good results on the Lung Cancer data -learning from a small set of data with a great number of attributes remains a great challenge for machine learning algorithms.
Conclusion and Future Research
We have introduced a new oblique decision tree inference scheme by using the MML principle. Our preliminary algorithm produces very small trees with excellent performance on both "right"/"wrong" accuracy and probabilistic prediction. The search heuristic could be (further) improved. Also, as pointed out in section 2.2, the performance of the system may be enhanced by using multiple tree averaging. Further down the track, to use MML coding for internal nodes with SVMs or nonlinear splits is also an interesting research topic, as is generalising oblique trees to oblique graphs. We also wish to apply Dowe's notion of inverse learning [8] and its special case of generalised Bayesian networks [4, 5 ] to Dowe's notion of a(n inverse) decision graph model where two values of the target attribute have the same probability ratio in every leaf -e.g., the ternary target attribute has values (i) Female, (ii) Male whose height rounds to an even number of cm and (iii) Males whose height rounds to an odd number of cm. The second author expresses great fondness and gratitude to his mother. We also thank our mentor, Chris Wallace (1933 Wallace ( -2004 , a quietly-achieving humble unsung genius and brilliant light clearly ahead of his time. Read his works (e.g., via www.csse.monash.edu.au/∼dld/CSWallacePublications/).
