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Abstract
We establish new structures on Grothendieck–Witt rings, including a GW (k)-module structure
on the unit group GW (k)× and a presentation of GW× as an infinite Gm-loop sheaf. Even though
our constructions are motivated by speculations in stable A1-homotopy theory, our arguments are
purely algebraic.
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1 Introduction
The main objects of investigation of this article are the ring-valued functors X 7→ GW (X) and X 7→
GW (X) and their subfunctors of units GW×(X) and GW×(X). Recall that for a scheme X , GW (X) is
the Grothendieck–Witt ring of X [11], and for X smooth over a perfect field, GW (X) is the unramified
Grothendieck–Witt ring of X [20, Chapter 3]. The connection is that for X (essentially) smooth local,
we have GW (X) = GW (X), cf. [21, Theorem A].
Our principal contribution is the following. We show that if k is a field of characteristic not 2,
then the group of units GW×(k) has a canonical structure of a module over GW (k), related to Rost’s
multiplicative transfer on GW (k). We use this to give a novel presentation of GW×(k), see Proposition
25, and to construct a homotopy module T∗ such that T0 ∼= GW×. See Appendix A for some recollections
regarding homotopy modules.
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Organisation. We now provide an overview of the article. The remaining subsections of the introduc-
tion provide a more leisurely account of some of the key ideas mentioned here.
In Section 2, we recall the results of Rost and his students on multiplicative transfers for the
Grothendieck–Witt ring GW (X) [22, 12]. Specifically, the multiplicative transfer of Rost is defined
using a certain norm functor for modules, also defined by Rost. We show that Rost’s norm construction
coincides with a more general construction of Ferrand [7], in the situation where both apply.
In Section 3, using this comparison of norm constructions, we show that the assignment F e´t/S ∋
X 7→ GW (X) defines a Tambara functor. Here F e´t/S denotes the category of finite e´tale schemes over
S, and by a Tambara functor on this category we mean the evident extension of the notion from [27];
see Definition 8 for details. Using a result of Tambara [27, Theorem 6.1], this also yields an alternative
proof that the norm maps extend from Iso(Bil(•)) to GW (•).
Section 4 contains our main observation. We show that if k is a field of characteristic not 2, then the
group of units GW×(k) ⊂ GW (k) is a module over GW (k), in a unique way that is compatible with the
projection formula. By this we mean that if A/k is finite e´tale, then for x ∈ GW (A) and y ∈ GW×(k)
the following formula holds:
ytrA/k(x) = NA/k((y|A)x).
Note that we write the module structure as “exponentiation”. This result is Proposition 22. Uniqueness
of the GW (k)-module structure follows from the fact that as an abelian group, GW (k) is generated by
the traces of finite e´tale algebras, in fact traces of degree at most 2 extensions suffice. This is explained
before Proposition 22. Existence/well-definedness is a consequence of Serre’s splitting principle; see
Lemma 20. In the remainder of that section we establish many simple but useful properties of this
GW (k)-module structure.
In Section 5 we pass to associated sheaves. Thus we study the unramified sheaf of units GW× ⊂ GW .
We define a filtration F•GW
×, where x ∈ Fn if and only if x ≡ 1 (mod In). Here I denotes the
unramified sheaf of fundamental ideals. We can determine the subquotients FnGW
×/Fn+1GW
× and
this allows us to prove in Theorem 30 that GW× is strictly homotopy invariant. This fixes a gap in
a result of Wendt [28]. With this preliminary out of the way, we can extend the module structure
from the previous section to obtain a GW -module structure on GW×. Using it we define morphisms
β†n : FnGW
× → (Fn+1GW×)−1. In Proposition 33 we prove that β†n is an isomorphism for n ≥ 2. In
other words, we have constructed a homotopy module F∗ with Fn = FnGW
× for n ≥ 2.
In Section 6 we study the homotopy module F∗. We show that for ∗ ≥ 2 its canonical GW -module
structure and cohomological transfers coincide respectively with the module structure on FnGW
× con-
structed in the previous section and Rost’s multiplicative transfers. In doing so we define an isomorphism
of homotopy modules log : F∗ → I∗tor. In particular this map turns Rost’s multiplicative transfers into
the usual additive ones.
In the final Section 7 we put everything together in Theorem 44. There we construct a homotopy
module T∗ with T0 ∼= GW× such that the GW -module structure and cohomological transfers on T0
correspond respectively to the GW -module structure and multiplicative transfers on GW× we have
constructed before. Along the way we establish the following exact sequence:
0→ I2/2I i⊕〈2〉−1−−−−−→ GW/2⊕ I2tor → GW× → 1.
Here i is induced from the canonical inclusion I2 → GW . This appears to be a novel presentation of the
group of units of GW .
The paper concludes with two short appendices. In Appendix A we recall the basics about homotopy
modules. In Appendix B we recall a well-known continuity result.
Notations and conventions. We make the blanket assumption throughout that k is a field of char-
acteristic different from 2. When dealing with homotopy modules, we also assume that the base field is
perfect, since this is when the theory is most well-behaved.
If X is a scheme and a ∈ O×(X), we denote by 〈a〉 ∈ GW (X) the class of the bilinear space with
underlying vector bundle OX and with form (x, y) 7→ axy.
Acknowledgements. This work would not have been possible without Rost’s initiation of the study
of multiplicative transfers on GW [22] and the detailed computations by his student Wittkop in the case
of a quadratic extension [29]. The unpublished preprint of Wendt [28] also was very influential to us,
even though we do not end up explicitly re-using any of the results from that paper.
This work has been carried out while the author was a post-doctoral student at LMU Munich.
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Motivation from A1-homotopy theory. If E is an E∞-ring spectrum (in the classical sense), then
Ω∞E is an E∞-ring space, and hence the subspace of units (Ω
∞E)× is a grouplike E∞-space. Conse-
quently, by classical infinite loop space theory, there is a (unique) connective spectrum gl1(E) such that
Ω∞gl1(E) ≃ (Ω∞E)× as E∞-spaces.
We are motivated by the question if a similar construction can be possible in stable motivic homotopy
theory [17, Section 5]. We thus fix a base field k, and we have the adjunction
Σ∞+ : H(k)⇆ SH(k) : Ω
∞,
where H(k) denotes the unstable, unpointed motivic homotopy category over k, and SH(k) denotes
the P1-stable motivic homotopy category over k. One may show that if E ∈ SH(k) is an E∞-ring
spectrum in the ordinary sense, then it need not be the case that there exists gl1(E) ∈ SH(k) such that
Ω∞(E)× ≃ Ω∞gl1(E), even just as motivic spaces. In other words, the space of units in E need not be
an infinite P1-loop space. This does not rule out, however, that there might be a stronger notion of a
highly structured ring spectrum in SH(k) which has this property.1
Being an infinite P1-loop space is a very strong requirement. We are only studying one obstruction in
this article: if X is an infinite P1-loop space, then all the homotopy sheaves πi(E) extend to homotopy
modules. Among many other things, this means that they must be modules over π0(Ω
∞S0) = GW , cf.
[17].
Hence the starting point of our investigation: if there is any notion of a highly structured motivic
commutative ring spectrum, surely the sphere spectrum must be an example of such an object. As cited
above, π0(S) = GW is the sheaf of unramified Grothendieck–Witt groups. Hence if there is to be any
hope for a motivic multiplicative infinite loop space theory of this form, the sheaf of units GW× must
extend to a homotopy module. In particular, for every field k, the group of units in the Grothendieck–
Witt ring of k must be a module over the Grothendieck–Witt ring itself!
The aim of this article is to show that this is indeed the case, and that in fact GW× does extend
to a homotopy module. Hence, at least from this perspective, the existence of a motivic multiplicative
infinite loop space theory is not ruled out.
The GW -module structure. At the first sight, the claim that GW×(k) should be a module over
GW (k) may seem preposterous; at least it did so to the author. Here we try to de-mystify this structure
somewhat. First a philosophical remark: one should think of the GW -module structure as arising in
essentially the same fashion as the Z-module structure on Z× = {±1}. For this reason, we write the
action of x ∈ GW (k) on y ∈ GW×(k) as the “exponentiation” yx.
Secondly, here are some formulas. The defining property of this GW -module structure is that for
x ∈ GW×(k) and A/k finite e´tale, we have xtr(A) = NA/k(x|A). Here trA/k : GW (A) → GW (k) is the
Scharlau transfer, NA/k : GW (A)→ GW (k) is the Rost Norm [22], and tr(A) := trA/k(1). Suppose that
A = k(
√
a). Then one may check that tr(A) = 〈2〉(1 + 〈a〉). From this it follows easily that elements of
the form tr(A) for [A : k] ≤ 2 generate GW (k) as an abelian group, so we only have to understand these
exponents. Fortunately this situation has been studied thoroughly by Wittkop [29], and the following
formula is an immediate corollary of his work (see Lemma 16):
(x + y)tr(A) = xtr(A) + ytr(A) + tr(A)xy.
Here A/k is an extension of degree 2. The trivial extension A = k × k is allowed, in which case
tr(A) = 2 · 〈2〉 = 2 (see e.g. Lemma 42) and the formula is familiar. From this (and NA/k(0) = 0) one
also obtains
(−1)tr(A) = tr(A) − 1;
see Proposition 23 part (ii). Finally one may check the following formula for all x ∈ GW (k), a ∈ k×:
〈a〉x = 〈a〉dim(x).
Together these three formulas in principle allow the computation of xy for any x ∈ GW×(k) and
y ∈ GW (k). This is illustrated for example in the proof of Proposition 23.
1In fact, in [4] the author and M. Hoyois introduce the notion of normed spectra, which are enhancements of naive
E∞-algebras in motivic spectra. If E is a normed spectrum then pi0(E) acquires multiplicative transfers along finite
e´tale morphisms. The sphere spectrum S0 has a unique normed structure, and the multiplicative transfers induced on
pi
0
(S0) = GW are Rost’s norms [4, Theorem 10.13]. Unfortunately we do not know if E being a normed spectrum implies
that (Ω∞E)× is an infinite P1-loop space.
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The logarithm isomorphism. A further surprising property is that at least on some part of GW×(k),
the multiplicative structures can be made equivalent to the additive ones. Let us also try to shed some
light on that.
The logarithm map furnishes an isomorphism of abelian groups
log : F2GW
×(k) = (1 + I2tor(k),×)→ (I2tor(k),+).
This map satisfies
log(xy) = log(x) + log(y), for x, y ∈ F2GW×(k),
log(xz) = z log(x), for z ∈ GW (k)
and
log(NA/k(w)) = trA/k(log(w)),
for A/k finite e´tale and w ∈ F2GW×(A). These three properties are what we mean by turning multi-
plicative structures into additive ones.
The logarithm map is constructed as follows. Given x ∈ F2GW×(k), let t1, . . . , tm be independent
variables. Then consider the element
y := x(〈t1〉−1)...(〈tm〉−1) ∈ GW×(k(t1, . . . , tm)).
It follows from the theory of homotopy modules that y may be written as y = 1 + log(m)(x)(〈t1〉 −
1) . . . (〈tm〉−1) for a unique element log(m)(x) ∈ I2tor(k); see Lemma 36. Then log(x) := limm→∞ log(m)(x).
This limit makes sense because the sequence is eventually constant; see Theorem 40. See also Remark
37 for a comparison to the logarithm function in real analysis.
Remark on characteristic 2. The theory of Grothendieck–Witt rings in characteristic 2 can be
rather different from the other characteristics. However, when working with bilinear forms, many of
these differences disappear. A natural question is then if our results can be extended to characteristic 2.
The main obstruction to this is the following:
Lemma 1. Let char(k) = 2 and l/k be a finite separable extension. Then the bilinear form trl/k(1) ∈
GW (k) is isomorphic to the trivial form [l : k].
Indeed, recall that we try to define a GW (k)-module structure on GW (k)× by requiring that
utrl/k(1) = Nl/k(u|l); the above Lemma shows that in characteristic 2 this formula does not put any
constraints on a hypothetical module structure at all. Thus our method cannot work in characteristic 2.
Proof. If [l : k] = 2 this is checked by direct computation. In general, after an odd degree base change,
which induces an injection on GW , we may assume that l/k is obtained as a sequence of quadratic
extensions; the result follows. See Proposition 17 for a more detailed proof using a similar argument.
2 Multiplicative transfers on GW
2.1 Split K-groups
Given a scheme X , we have the categories V ect(X) and Bil(X) of vector bundles on X and vector
bundles on X provided with a bilinear form, respectively. By “bilinear form” we shall always mean
a symmetric, non-degenerate bilinear form. In other words an object of Bil(X) is a vector bundle E
together with a homomorphism bE : E ⊗ E → OX , such that (1) bE is symmetric, i.e. bE ◦ τE = bE ,
where τE : E ⊗E → E ⊗E is the twist isomorphism, and (2) the homomorphism b∨E : E → E∨ induced
by adjunction is an isomorphism. Here E∨ denotes the dual bundle.
Write Iso(V ect(X)) for the set of isomorphism classes of vector bundles; this is an abelian semi-group.
Let K(V ect(X))⊕ be its associated Grothendieck group. It is also known as the direct-sum K-theory
K⊕0 (X) of X . In other words K(V ect(X))
⊕ is obtained as the Grothendieck group of the exact category
V ect(X), but where only split exact sequences are allowed in the exact structure. If X is affine, this
coincides with the usual group K0(X) (where all exact sequences are allowed in the exact structure), but
for general X it does not. We can do the same with Bil(X): we get the abelian semi-group Iso(Bil(X)),
and the associated Grothendieck group K(Bil(X))⊕ coincides with the usual Grothendieck–Witt group
GW (X) for X affine.
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If f : X → Y is a morphism of schemes, there is the usual pushforward f∗ : QCoh(X)→ QCoh(Y ).
If f is finite locally free (see e.g. [26, Tag 02KA] for a definition) and V ∈ QCoh(X) is a vector bundle,
then f∗(V ) ∈ QCoh(Y ) is also a vector bundle. Thus there is an induced map f∗ : Iso(V ect(X)) →
Iso(V ect(Y )). Since f∗(E ⊕ F ) ∼= f∗(E) ⊕ f∗(F ), this descends to the Grothendieck group to yield a
push-forward homomorphism trf := f∗ : K(V ect(X))
⊕ → K(V ect(Y ))⊕.
If in addition f is e´tale and E ∈ Bil(X) then the trace map f∗OX → OY can be used to turn
f∗E ∈ V ect(Y ) into a bilinear bundle. Indeed we let bf∗E be the composite
f∗E ⊗ f∗E → f∗(E ⊗ E) f∗b−−→ f∗OX → OY .
Here we have used that f∗ is right adjoint to a symmetric monoidal functor, so is lax symmetric monoidal.
Then as before we obtain trf : K(Bil(X))
⊕ → K(Bil(Y ))⊕.
The tensor product of bundles turns Iso(V ect(X)) and Iso(Bil(X)) into semi-rings, andK(V ect(X))⊕
and K(Bil(X))⊕ into rings. However, trf is not a ring homomorphism: it does not respect multiplica-
tion. This can be remedied to some extent by considering a multiplicative version of transfer. In the next
two subsections, we explain two constructions of such multiplicative transfers. In the last subsection, we
compare the two.
2.2 The Ferrand norm
Given a finite locally free ring homomorphism R → S, in [7] D. Ferrand defined a norm functor NS/R :
S-Mod → R-Mod. It is lax symmetric monoidal [7, (N6)] and so preserves algebras, modules over
algebras, etc.
We briefly review Ferrand’s definition. If M is an R-module, we denote by M ∈ Fun(R-Alg, Sets)
the functor R′ 7→M ⊗R R′.
Definition 2 ([7], 2.2.1). A polynomial law between R-modules M1,M2 is a natural transformation
M1 →M2.
Recall that if M is a (finitely generated) locally free R-module and α :M →M is an endomorphism,
one can define the determinant det(α) ∈ R. Indeed if M has rank n then the maximal exterior power
Λn(α) : ΛnM → ΛnM is an endomorphism of the invertible rank 1 module ΛnM , so must be given by a
multiplication by a (unique) element det(α) ∈ R. IfM is not of constant rank then R = R1×R2×· · ·×Rk
such that M =M1×· · ·×Mk with eachMi of constant rank, and we let det(α) = (det(α1), . . . , det(αk)).
It is easy to see that this is independent of the decomposition R =
∏
iRi.
Since S/R is finite locally free by assumption, we thus have the norm map nS/R : S → R, x 7→
det(×x : S → S). Here ×x : S → S denotes the endomorphism s 7→ xs. This defines a polynomial law
from S to R, because the determinant commutes with base change.
Definition 3 ([7] Definition 3.2.1). If F ∈ S-Mod and E ∈ R-Mod, a norm law from F to E
is a polynomial law φ from F (viewed as an R-module) to E such that for every R-algebra R′ and
s ∈ R′ ⊗R S, x ∈ R′ ⊗R F we have φ(sx) = nR′⊗RS/R′(s)φ(x).
Given F ∈ S-Mod, there is a universal norm law nF : F → NS/R(F ), in the following sense: if
E ∈ R-Mod and φ is a norm law from F to E, then there is a unique R-homomorphism u : NS/R(F )→ E
such that φ = u ◦ nF [7, Theorem 3.2.3]. This defines the norm functor.
In geometric language, given a finite locally free morphism f : X → Y of affine schemes, we have
found a functor Nf : QCoh(X) → QCoh(Y ). Although we will not need this, let us remark that it is
easy to see that the norm construction can be extended to any finite locally free morphism of schemes,
affine or not.
2.3 The Rost norm
Ferrand’s norm functor has nice technical properties (like being defined by a universal property), but it
can be difficult to get a hold of computationally. There is an alternative construction due to Rost [22,
3.2]. Again we review the definition briefly.
If M is any R-module, we define the n-th symmetric power as
SymnR(M) = (M
⊗n)Σn ,
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where Σn is the symmetric group on n letters, acting by permuting the factors of M
⊗n, and the super-
script means passing to invariants. Note that if S is an R-algebra, then so is S⊗n, and Symn S ⊂ S⊗n
is a subalgebra.
Now let R→ S be locally free of rank n. Since ΛnRS is a quotient of S⊗n and SymnR S is a subalgebra
of S⊗n, ΛnRS is a Sym
n
R S-module. We thus get a canonical homomorphism
n¯S/R : Sym
n
R S → EndR(ΛnS) ∼= R, x 7→ (×x : ΛnS → ΛnS).
Here we have used that EndR(Λ
nS) ∼= R because ΛnS is an invertible R-module.
Definition 4 ([22], 2.3). Let M be an S-module. We put
νS/R(M) = Sym
n
RM ⊗SymnR S R,
where the map SymnR S → R is n¯S/R . For more details, see [12].
Reverting to geometric language, for a finite e´tale morphism of constant rank f : X → Y between
affine schemes, we have found a functor νf : QCoh(X)→ QCoh(Y ). Again, even though we do not need
the extra generality, it is easy to see that this construction extends to any finite e´tale morphism, not
necessarily of constant rank, and not necessarily between affine schemes.
2.4 Comparison of norms
We now show that the constructions from the previous two subsections coincide in sufficiently good cases.
Proposition 5. Let f : X → Y be a finite e´tale morphism of schemes. Then for M ∈ V ect(X) there is
a canonical isomorphism νf (M) ∼= Nf (M).
Proof. Since the isomorphisms are canonical, i.e. compatible with base change in Y , they can be glued
in open covers. Thus we may assume that Y = Spec(R), X = Spec(S) and R→ S is finite e´tale of rank
n. Then the vector bundle M corresponds to a locally free S-module which we still denote by M .
There is an evident map
αM :M → νS/R(M), m 7→ (m⊗m⊗ · · · ⊗m)⊗ 1.
To be clear, this is not a homomorphism. I claim that it defines a norm law. We first need to show that
it is a polynomial law. Hence if R1 → R2 is a homomorphism of R-algebras, we need to show that the
following square commutes:
M ⊗R R1
αM⊗RR1−−−−−−→ νS⊗RR1/R1(M)y
y
M ⊗R R2
αM⊗RR2−−−−−−→ νS⊗RR2/R2(M).
Here the left vertical map is the induced one. We have SymnR′(M⊗RR′) ∼= SymnR(M)⊗RR′ [12, Korollar
2.3.2] and consequently νS⊗RR′/R′(M)
∼= νS/R(M) ⊗R R′. The right vertical map is the one induced
by this isomorphism. Checking commutativity is then routine. The proof that this is a norm law boils
down to the claim that for s ∈ S we have νS/R(s ⊗ s ⊗ · · · ⊗ s) = nS/R(s) ∈ R. This follows from [12,
Korollar 4.1.2] and [7, (N1)].
By universality of the norm lawM → NS/R(M) there exists a unique R-linear map βM : NS/R(M)→
νS/R(M) such that the composite M → NS/R(M) → νS/R(M) is αM . We claim that βM is an isomor-
phism. To see this, we may perform a faithfully flat base change and assume that S ∼= Rd. But then
M ∼= ∏di=1Mi and N(M) ∼=
⊗
iMi
∼= ν(M) [7, Lemme 3.2.4] [12, Satz 4.3.2] (this is where we need
M locally free). Moreover nM : M → N(M) is given by (m1, . . . ,md) 7→ (m1 ⊗m2 ⊗ . . .md), c.f. [7,
Exemple 3.2.2.c)]. It follows from uniqueness of βM that βM is indeed the canonical isomorphism. This
concludes the proof.
In the last paragraph of the above proof we have also established the following result:
Proposition 6. Let f : X
∐
X
∐ · · ·∐X → X be the fold map of an n-fold coproduct. Then Nf :
V ect(X
∐ · · ·∐X) ∼= V ect(X)n → V ect(X) is given by (E1, . . . , En) 7→ E1 ⊗ · · · ⊗ En.
If f : X → Y is finite e´tale and E ∈ V ect(X), then νf (E) ∈ V ect(Y ), as follows for example from
[12, Satz 4.3.2]. The functor νf = Nf : V ect(X)→ V ect(Y ) is symmetric monoidal [12, Korollar 4.3.4].
Since Nf (OX) = OY it follows easily that the functor preserves bilinear bundles, cf. also [12, Korollar
4.2.7]. We have thus found Nf : Iso(V ect(X)) → Iso(V ect(Y )) and Nf : Iso(Bil(X)) → Iso(Bil(Y )),
and these are homomorphisms of multiplicative monoids.
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3 GW as a Tambara functor
Recall that if f : X → Y is any morphism of schemes, then the pullback f∗ : QCoh(Y )→ QCoh(X) in-
duces f∗ : Iso(V ect(Y ))→ Iso(V ect(X)) and f∗ : Iso(Bil(Y ))→ Iso(Bil(X)), and these are homomor-
phisms of semi-rings, i.e. respect both the multiplicative and additive structure. Suppose that f is finite
e´tale. Then as we have seen in the previous section, we can construct Nf : Iso(Bil(X))→ Iso(Bil(Y )),
which is a homomorphism of multiplicative monoids, and trf : Iso(Bil(X)) → Iso(Bil(Y )), which is a
homomorphism of additive monoids. In this section we will explain the compatibilities between these
three operations. It turns out that Tambara [27] has studied precisely this kind of situation. As a con-
sequence, we will be able to deduce that Nf : Iso(Bil(X))→ Iso(Bil(Y )) extends in a canonical way to
Nf : K(Bil(X))
⊕ → K(Bil(Y ))⊕, and that this extension has many desirable properties, such as a base
change formula. This extension has been produced before in a different way by M. Rost [22].
We write F e´t for the category of all schemes, with morphisms the finite e´tale morphisms. For a
scheme S, we let F e´t/S denote the usual slice category. Recall that any morphism between schemes
which are finite e´tale over S is automatically finite e´tale, so F e´t/S is also the category of finite e´tale
schemes over S, with all morphisms of schemes allowed.
If f : X → Y ∈ F e´t/S is a morphism, then we get as usual a functor f∗ : F e´t/Y → F e´t/X . This
functor has a right adjoint f∗ which is in fact isomorphic to Weil restriction along f . To see this, it
suffices to show that if T ∈ F e´t/X then the Weil restriction RX/Y (T ) ∈ Sch/Y is finite e´tale. This is
clear from infinitesimal lifting criteria; see [5, Proposition 7.5.5].
The following definitions are modeled in an evident way on [14, Definition 1.4.1].
Definition 7. Given morphisms A
q−→ X f−→ Y in F e´t/S, we can build the following commutative
diagram (in F e´t/Y or F e´t/S) called the exponential diagram generated by A→ X → Y :
X
q←−−−− A e←−−−− f∗f∗A
f
y p
y
Y
∼=−−−−→ f∗X f∗q←−−−− f∗A.
Here f∗ denotes the functor f∗ : F e´t/X → F e´t/Y . Being a right adjoint it preserves final objects,
whence the claimed isomorphism. The left adjoint is f∗ : F e´t/Y → F e´t/X . The map e : f∗f∗A→ A is
the counit of this adjunction. The functor f∗ also has a left adjoint f#, and p : f#f
∗f∗A → f∗A is the
counit of this further adjunction.
As in the exponential diagram above, we usually will not distinguish between f#T and T . Indeed
f#T is just “T viewed as a Y -scheme in the canonical way”, so this should not cause confusion.
Definition 8. A Tambara functor F over S consists of the following data: for each X ∈ F e´t/S a semi-
ring F (X), together with for each f : X → Y ∈ F e´t/S three maps f∗ : F (Y ) → F (X), trf : F (X) →
F (Y ) and Nf : F (X)→ F (Y ). This data is required to satisfy the following conditions:
1. F (X
∐
Y ) ∼= F (X)× F (Y ), via the canonical map
2. f∗ is a homomorphism, trf is a homomorphism of additive monoids, and Nf is a homomorphism
of multiplicative monoids
3. f∗, trf , Nf are functorial in f (i.e. (fg)
∗ = g∗f∗, id∗ = id, and so on)
4. Transfer and norm commute with base change, in the sense that given a cartesian square in F e´t/S
X
f−−−−→ Y
g
y h
y
Z
k−−−−→ W,
the following square commutes
F (X)
trf−−−−→ F (Y )
g∗
x h∗
x
F (Z)
trk−−−−→ F (W ),
and similarly with N in place of tr.
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5. Given morphisms Z
q−→ X f−→ Y (in F e´t/S), the following diagram induced by the associated
exponential diagram commutes:
F (X)
trq←−−−− F (Z) e
∗
−−−−→ F (f∗f∗Z)
Nf
y Np
y
F (Y )
∼=−−−−→ F (f∗X) trf∗q←−−−− F (f∗Z).
Remark 9. Conditions 2, 3 and 4 above imply that if f : X
∐
n → X is the fold map, then trf : F (X
∐
n) ∼=
F (X)n → F (X) is just addition in F (X), and similarly Nf is multiplication.
Remark 10. Condition 5 above should be seen as a generalized distributivity law. Indeed if all finite
e´tale morphisms occurring are fold maps (i.e. are split), then this condition precisely expresses that
multiplication distributes over addition in the semi-ring F (X). As a consequence, we see that a Tambara
functor can alternatively be defined as a presheaf of sets (not semi-rings) with norms and transfers,
satisfying conditions 1, 3, 4, 5; then there is a unique structure of a semi-ring on each F (X) such that 2
is satisfied. We will not use this observation.
Proposition 11. The assignments X 7→ Iso(V ect(X)) and X 7→ Iso(Bil(X)) define Tambara functors
on S.
Proof. We need to verify the axioms. Condition 1 is obvious, condition 2 is obvious for f∗. It holds
for trf because f∗ preserves direct sums, and it holds for Nf because the norm functor is symmetric
monoidal, see for example [12, Satz 4.4.4]. Alternatively, the argument of Remark 10 reduces this to
Proposition 6. Condition 3 for f∗ is well-known, for trf it follows from functoriality of f∗, and for Nf
it follows from functoriality of the norm [7, Proposition 3.2.5 b) and c)]. Similarly condition 4 follows
from the base change formula for f∗ (well-known) and for the norm [7, (N2)].
We thus need to establish condition 5. We do this in some detail; this style of argument can also be
used to make more precise our sketches for conditions 1-4. Given morphisms Z
q−→ X f−→ Y in F e´t/S
and a ∈ Iso(V ect(Z)) (respectively a¯ ∈ Iso(Bil(Z))) we need to show that Nf trq(a) = trf∗qNpe∗(a),
and similarly for a¯. In order to do this, for E ∈ V ect(Z), we shall (1) exhibit a natural morphism
Nfq∗E → (f∗q)∗NpE. Natural here means natural in E and also in Y , i.e. compatible with base
change. Then we shall (2) verify that this morphism is an isomorphism, and that if E ∈ Bil(Z), then
the morphism respects the bilinear structure. Note that problem (1) is Zariski-local on X , and problem
(2) is even local in the faithfully flat topology. Consequently to solve (1) we may assume that Y is affine,
say Y = Spec(A), and for (2) we may even assume that X = Spec(An).
Step 1. We know that Weil restriction is isomorphic to the norm construction [7, Proposition 6.2.2].
We are thus given the following diagram of commutative rings (with all maps finite e´tale homomorphisms)
B
q−−−−→ C e−−−−→ NfC ⊗A B
f
x p
x
A NfB
r−−−−→ NfC
together with a locally free module M on C, and we need to exhibit a functorial morphism of A-modules
NfM → Np(M ⊗C (NfC ⊗A B)).
Recall that on the level of modules, the pushforward operation just coincides with forgetting some of the
module structure; this is why there are no transfer operators in the above formula.
We shall construct a norm law B-Mod ∋M → Np(M ′) ∈ A-Mod, where M ′ :=M ⊗C (NfC⊗AB).
By universality of the norm law M → NfM , this induces a homomorphism NfM → NpM ′ as desired.
To do this, consider the composite φ : M → M ′ → Np(M ′), where M → M ′ is m 7→ m ⊗ 1 and
M ′ → Np(M ′) is the norm map. This defines a polynomial law over A because the entire diagram is
functorial under base change in A, which follows from condition 4 (which we have already established).
To see that this defines a norm law (see Definition 3) we need to check that for b ∈ B and m ∈ M we
have
φ(bm) = nf (b)φ(m).
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Here for any B-module L, we write nf : L → NfL for the universal norm law. By definition we have
φ(m) = np(m⊗ 1) and hence φ(bm) = np(e(q(b))) · φ(m), since np is a norm law. We thus need to show
that
np(e(q(b))) = r(nf (b)).
Since all our modules are locally free, hence flat, we may check this after any base change along an
injective ring homomorphism, e.g. a faithfully flat one.
We may thus assume that B = Ad and hence that C =
∏d
i=1 Ci. ThenNfC =
⊗d
i=1 Ci. The canonical
map e : C → NfC ⊗A B = (NfC)d is given by
(c1, . . . , cd) 7→ (c1 ⊗ 1⊗ . . . , 1⊗ c2 ⊗ 1⊗ . . . , . . . , 1⊗ 1⊗ · · · ⊗ 1⊗ cd),
as one checks by verifying the universal property of a unit of adjunction. The norm maps are nf : B =
Ad → A, (a1, . . . , ad) 7→ a1 . . . ad and similarly for np. Then npeq = rnf : B → NfC follows by direct
computation.
Step 2. We remain in the situation above, i.e. we have A → B → C with B = Ad and C = ∏i Ci.
Moreover we have a B-module M and canonical morphism NfM → NpM ′. We need to check that this
is an isomorphism, respecting bilinear structures if present.
We first check that the morphism is an isomorphism. We have M =
∏d
i=1Mi, where Mi is a Ci-
module. Then NfM =
⊗d
i=1Mi, where the tensor product is over A. In contrast, M
′ =
∏d
i=1(Mi ⊗Ci
NfC), and NpM
′ is the tensor product of these terms over NfC. SinceM1⊗C1NfC =M1⊗C2⊗· · ·⊗Cd
and so on, it is easy to see by direct computation that NfM → NpM ′ is an isomorphism.
Similarly, giving a bilinear form ψ : M ⊗B M → B is equivalent to giving ψi : Mi ⊗Mi → A. The
induced bilinear form on NfM =
⊗
iMi is Nf (ψ)(m1 ⊗ · · · ⊗md) =
∏
i ψi(mi). Arguing similarly for
M ′, it is easy to check by direct computation that NfM → NpM ′ is compatible with the bilinear forms.
This concludes the proof.
Remark 12. We can formally invert the sum operation in Iso(V ect(X)) and then obtain the Grothendieck
ring K(V ect(X))⊕. It is a priori not at all clear that the norm map Nf : Iso(V ect(X))→ Iso(V ect(Y ))
induces a map K(V ect(X))⊕ → K(V ect(Y ))⊕. The main point of [22] is that this indeed works, and
the proof is by showing that the norm maps are polynomial (in a sense that is a priori stronger than the
definition we have used so far) and then showing that polynomial maps descend to Grothendieck groups.
It is also possible to deduce this fact from our proposition. Indeed, any Tambara functor may be
“additively completed” (i.e. one may pass to the Grothendieck ring) [27, Theorem 6.1].
The same discussion can be repeated with Bil(X) in place of V ect(X).
Using either of the above mentioned results, we obtain the following.
Corollary 13. The assignments X 7→ K(V ect(X))⊕ and X 7→ K(Bil(X))⊕ define Tambara functors
on S.
4 The GW -module structure on GW×
In this section we begin in earnest the program sketched in the introduction: using the multiplicative
transfers studied in the previous two sections, we turn the group of units in GW (k)× into a module over
GW (k), where k is a field.
We consider the Tambara functor K(Bil(•)) = GW (•) on F e´t/k. If A/k is a finite e´tale algebra, we
write NA/k and trA/k for the multiplicative and additive transfer, and x 7→ x|A for the restriction. We
put tr(A) := trA/k(1).
Recall the dimension homomorphism dim : GW (A) → Zd, where d is the number of connected
components of Spec(A). Its kernel is called the fundamental ideal and denoted I(A). Note that I(A ×
B) = I(A)× I(B). Since GW (A) is a ring it has a subset of units GW×(A). This is a group where the
operation is multiplication in the Grothendieck–Witt ring. We put for n ≥ 0
FnGW
×(A) =
{
x ∈ GW×(A) |x ≡ 1 (mod In(A))} .
In other words, FnGW
×(A) = (1 + In(A)) ∩GW×(A). We will make good use of the map
αn : FnGW
×(A)→ In(A)/I2n(A), x 7→ x− 1. (1)
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Note that it is a homomorphism, where we use the multiplicative group structure on the left and the
additive structure on the right. In fact In(A)/I2n(A) is the largest quotient In(A)/J of In(A) such that
the map (1 + In(A),×)→ (In(A)/J,+), x 7→ x− 1 is a homomorphism of monoids.
Since we shall use it all the time, let us make explicit the following well-known fact.
Lemma 14 (Arason [1], Satz 3.3). Let A/k be a finite e´tale algebra. Then trA/k(I
n(A)) ⊂ In(k).
For the purpose of this section, we will always view I(k) as an ideal of GW (k). We thus put
I0(k) := GW (k), and not I0(k) =W (k) as may be more customary.
The following well-known result is very useful for computations.
Lemma 15. Let l/k be an algebraic field extension of odd degree. In other words l/k is algebraic, and
if l/l0/k is a subextension with l0/k finite, then [l0 : k] is odd. For 0 ≤ n ≤ ∞, the restriction map
In(k)/Im(k)→ In(l)/Im(l)
is injective. Here we put I∞(k) := 0.
Proof. In the proof we shall use transfers along finite extensions which are not separable in general; these
are also known as Scharlau transfers. The only difference is that there need not be a unique transfer,
but rather there will be a family of transfers differing by multiplication by a one-dimensional form. The
choice will not matter to us, since we use only the most basic properties. The most subtle one is Lemma
14, which holds in this generality (and is in fact stated in this generality by Arason). In this text we
shall only ever apply Lemma 15 to separable extensions anyway.
By continuity (see Corollary 51 in Appendix B), we may assume that l/k is a finite extension.
Let us first show that In(k)/In+1(k) → In(l)/In+1(l) is injective. Since transfer preserves In by
Lemma 14, we get a well-defined map tr : In(l)/In+1(l) → In(k)/In+1(k). It suffices to show that the
composite α : In(k)/In+1(k) → In(l)/In+1(l) → In(k)/In+1(k) is injective. By the projection formula
(see [13, Theorem VII.1.3] for the inseparable case), α is given by multiplication by an element t ∈ GW (k)
of dimension [l : k]. In other words t ≡ [l : k] (mod I) and consequently α is given by multiplication by
[l : k]. Since 2I(k) ⊂ I2(k), i.e. In(k)/In+1(k) is an F2-vector space, multiplication by the odd integer
[l : k] is injective.
If 0 ≤ n ≤ m <∞ then In(k)/Im(k)→ In(l)/Im(l) is a morphism of finitely filtered abelian groups
which is injective on the subquotients (by what we have just shown), hence injective. The case m =∞
follows from the fact that ∩mIm(k) = 0 [24, Corollary 4.5.7], or directly from Springer’s theorem [24,
Corollary 2.5.4].
By a degree 2 extension A of a field k of characteristic different from 2 we shall always mean a degree
2 e´tale extension; this is either a quadratic field extension of k, or the extension A = k × k. Such an
extension has a canonical automorphism denoted by x 7→ x¯. If A/k is a quadratic extension then x 7→ x¯
is the non-trivial Galois automorphism. If A = k × k then we put (x, y) := (y, x). Then for any A/k of
degree 2, the formulas trA/k(x) = x+ x¯ and NA/k(x) = xx¯ are correct for all x ∈ A, and k →֒ A consists
precisely of the invariants of x 7→ x¯. We then have the following slight extension of a result of Wittkop
we shall use extensively.
Lemma 16 (Wittkop [29]). Let char(k) 6= 2, A/k of degree 2 and x, y ∈ GW (A). Then
NA/k(x+ y) = NA/k(x) +NA/k(y) + trA/k(xy¯).
Proof. If A/k is quadratic, then this is [29, Satz 2.5(ii)]. If A = k× k then x = (x1, x2), y = (y1, y2) and
by Proposition 6 (and its additive analogue, cf. Remark 9) we have
N(x+ y) = (x1 + y1)(x2 + y2) = x1x2 + y1y2 + (x1y2 + x2y1) = N(x) +N(y) + tr(xy¯).
The following is a very basic result. Its proof illustrates nicely how to use Lemmas 15 and 16. We
give many details because we shall re-use the technique several times. Note in particular how testing
equalities between elements constructed using norms and transfers is reduced to the case of degree 2
extensions.
Proposition 17. Let A/k be a finite e´tale algebra.
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(i) If A/k is of degree p, we have NA/k(I
n(A)) ⊂ Inp(k).
(ii) We have NA/k(FnGW
×(A)) ⊂ FnGW×(k).
(iii) Recall the map αn from equation (1). In the situation of (ii), moreover the following diagram
commutes:
FnGW
×(A)
αn−−−−→ In(A)/I2n(A)
NA/k
y trA/k
y
FnGW
×(k)
αn−−−−→ In(k)/I2n(k).
Proof. Let l/k be a finite Galois extension such that all residue fields of A embed in l, H a 2-Sylow
subgroup of G = Gal(l/k) and k′ = lH/k the associated field extension. Let A′ := A ⊗k k′ denote the
scalar extension. By Corollary 13 we have a commutative diagram
GW (A) −−−−→ GW (A′)
NA/k
y NA′/k′
y
GW (k) −−−−→ GW (k′).
For (i), we wish to show that the composite In(A) → GW (A) NA/k−−−→ GW (k) → GW (k)/Inp(k)
is zero. We stress that it is not a homomorphism; this will not matter. Since [k′ : k] = |G/H | is
odd, by Lemma 15 we know that GW (k)/Inp(k) → GW (k′)/Inp(k′) is injective. Hence consulting the
commutative diagram, we find that we may assume (replacing k by k′) that G is a 2-group.
I claim that in this case, for any subextension k ⊂ l′ ⊂ l there exist intermediate extensions k =
k0 ⊂ k1 ⊂ · · · ⊂ kp = l′ such that [ki+1 : ki] = 2 for all i. To see this, we may assume by induction that
k ⊂ l′ has no intermediate extensions, i.e. Gal(l/l′) ⊂ Gal(l/k) is a proper maximal subgroup. Any such
subgroup is of index 2 [23, Theorem 4.6], so the claim is proved.
Now A = l1 × · · · × lr, where by construction each li embeds into l. Suppose that we can prove (i)
for each of the li/k. Then if x = (x1, . . . , xr) ∈ In(A) we get
NA/k(x) =
∏
i
Nli/k(xi) ∈
∏
i
I [li:k]n(k) ⊂ Inp(k),
since p =
∑
i[li : k] = [A : k]. We thus need only prove the result for A = l a field. In this case we use
the claim to factor k → A = l as k → k1 → · · · → kq = l, with [ki+1 : ki] = 2. Using transitivity of the
norm we reduce to the case [l : k] = 2.
If x, y ∈ In(l) with Nl/k(x), Nl/k(y) ∈ I2n(k) then Nl/k(x + y) = Nl/k(x) + Nl/k(y) + trl/k(xy¯) ∈
I2n(k), by Lemmas 16 and 14. Note that the conjugation y 7→ y¯ preserves In(l). Moreover in this
situation we haveNl/k(−x) = Nl/k(−1)Nl/k(x) ∈ I2n(k). It is thus enough to show thatNl/k(x) ∈ I2n(k)
for an additive generating set of elements x of In(l). This follows from [29, Lemma 1.56 and Satz 2.16
(ii),(iv)]. We have thus proved (i).
The proof of (ii) proceeds similarly, using the composite FnGW
×(A)
NA/k−−−→ GW×(k) x 7→x−1−−−−−→
GW (k)/I2n(k). We may assume that there is a Galois extension l/k with Gal(l/k) a 2-group such
that each residue field of A embeds into l. We factor k → A as k → kr → ∏i li; this allows us to
reduce to A a field, which using the claim we may assume is of degree 2 over k, or A = kr. But
Nkr/k(x1, . . . , xr) =
∏
i xi = Nk2/k(x1, Nk2/k(. . . Nk2/k(xr−1, xr) . . . )), so the case A = k
r reduces to
A = k2. In other words we have reduced to the case of a degree 2 extension.
Thus we need to show that if A/k is of degree 2 and 1 + x ∈ FnGW×(A), then NA/k(1 + x) ∈
FnGW
×(k). Since the norm is multiplicative it is clear that N(1 + x) is invertible, so it suffices to show
that NA/k(1 + x) ∈ 1 + In(k). But NA/k(1 + x) = 1 + trA/k(x) + NA/k(x) by Lemma 16 again, and
trA/k(x), NA/k(x) ∈ In(k) by Lemma 14 and part (i).
To prove part (iii), we may again assume that A/k is of degree 2. Let 1 + x ∈ FnGW×(A). Then
NA/k(1 + x) = 1+NA/k(x) + trA/k(x) by Lemma 16 once more. Since NA/k(x) ∈ I2n(k) by (i) we have
αn(NA/k(1 + x)) = [NA/k(x) + trA/k(x)] = [trA/k(x)] = trA/k(αn(1 + x)),
which concludes the proof.
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Remark 18. The above proof can be made more uniform by using locally constant integers. Namely, if p
is a function on Spec(A) =
∐
i Spec(li) with values in N (i.e. a non-negative locally constant integer on
Spec(A)), then we put Ip(A) =
∏
i I
p(Spec(li))(li) ⊂ GW (A). Now suppose that f : A1 → A2 is a finite
e´tale morphism and p is a locally constant integer on Spec(A2). We define a locally constant integer
trA2/A1(p) on Spec(A1) by
trA2/A1(p)(x) =
∑
y∈Spec(f)−1({x})
[k(y) : k(x)]p(y).
Note that if A/k is of degree p and we view n ∈ Z as a constant function on Spec(A), then trA/k(n) = np.
Now suppose that A1 → A2 is a finite e´tale morphism of finite e´tale k-algebras, and n is a locally
constant integer on Spec(A2). One may show that then
NA2/A1(I
n(A2)) ⊂ ItrA2/A1(n)(A1).
This statement includes statement (i) above as a special case. It is not difficult to use the same ideas as
in the proof of (ii) to reduce this more general statement to the case of a degree 2 extension. We chose
to give an ad hoc argument to avoid the complication of locally constant integers. Similar remarks apply
at various points in the sequel.
Remark 19. For n = 0 the statement (iii) of the proposition is not useful. Instead, I claim that the
following diagram commutes:
GW×(A)
dim−−−−→ {±1}Spec(A)
NA/k
y N
y
GW×(k)
dim−−−−→ {±1},
where N on the right hand side is defined as follows. Suppose A = l1 × · · · × lr, with each li a field, and
f ∈ {±1}Spec(A). Then N(f) = ∏i f(Spec(li))[li:k]. Note that Spec(A) 7→ {±1}Spec(A) is a presheaf,
{±1}Spec(k) = {±1} for any field k, and that the operation N defined above satisfies the base change
formula. In particular, for any field extension l/k, the following diagram commutes:
{±1}Spec(A) −−−−→ {±1}Spec(A⊗kl)
N
y N
y
{±1}Spec(k) {±1}Spec(l).
Since GW also satisfies the base change formula, in order to prove the claim we may thus assume that
k is algebraically closed. In this case dim : GW (A) → ZSpec(A) is an isomorphism, and the diagram
commutes by Proposition 6.
The following observation will allow us to turn the norm maps into a GW -module structure.
Lemma 20. Let A/k,B/k be finite e´tale algebras and x ∈ GW (k). If tr(A) = tr(B) ∈ GW (k) then
NA/k(x|A) = NB/k(x|B) ∈ GW (k).
Proof. Since tr(A) = tr(B) we must have [A : k] = [B : k]. It follows from Remark 19 that dim(NA/k(x|A)) =
dim(x)[A:k] = dim(NB/k(x|B)). It is thus enough to show that [NA/k(x|A)] = [NB/k(x|B)] ∈ W (k). For
this we use Serre’s splitting principle. For l/k some field extension and E ∈ Etn(l) an e´tale algebra of
degree n := [A : k], let φ(E) = [NE/l(x|E)] ∈W (l). This defines an invariant in the sense of [8, Definition
1.1], by the base change formula. It follows from [8, Theorem 29.2] that there exist x0, . . . , xn ∈ W (k)
(depending only on x, not on E) such that
φ(E) = x0 + x1[λ
1(tr(E))] + · · ·+ xn[λn(tr(E))].
The claim follows.
Remark 21. If E/k is a quadratic extension, then it follows from [29, Satz 2.10] that
[NE/k(x|E)] = [x2 − 2λ2(x)] + [λ2(x)] · [tr(E)] ∈ W (k),
where λ2(x) refers to the canonical λ-ring structure on GW (k). In other words, in the last step of the
proof, if n = 2, one may take x0 = [x
2 − 2λ2(x)] and x1 = [λ2(x)] (and x2 = 0).
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If l = k(
√
a) then tr(l) = 〈2〉+〈2a〉 [29, Lemma 2.3 (ii)]. It follows easily that any element y ∈ GW (k)
may be written as tr(A) − tr(B) for A/k,B/k finite e´tale algebras. Then for x ∈ GW×(k) we put
xy := NA/k(x|A)/NB/k(x|B). This division is well-defined because the norm preserves units.
Proposition 22. (i) The element xy ∈ GW×(k) is well-defined, independent of the choice of repre-
sentation y = tr(A) − tr(B).
(ii) The pairing
GW (k)×GW×(k)→ GW×(k), (y, x) 7→ xy
turns GW×(k) into a GW (k)-module.
(iii) Each of the subgroups FnGW
×(k) ⊂ GW×(k) is a GW (k)-submodule.
(iv) The GW (k)-module GW×(k) satisfies the projection formulas: For A/k finite e´tale, we have
NA/k(x
y2|A
1 ) = NA/k(x1)
y2 for x1 ∈ GW×(A), y2 ∈ GW (k)
and
NA/k((x2|A)y1) = xtrA/k(y1)2 for y1 ∈ GW (A), x2 ∈ GW×(k).
Proof. Let us note first that if A,B are finite e´tale k-algebras and (x, y) ∈ GW (A × B) = GW (A) ×
GW (B), then NA×B/k(x, y) = NA/k(x)NB/k(y). This follows from transitivity of the norm and Propo-
sition 6 by factoring k → A×B as k → k × k → A×B where the first map is the diagonal.
(i) If tr(A)− tr(B) = tr(A′)− tr(B′) then tr(A×B′) = tr(A)+ tr(B′) = tr(A′)+ tr(B) = tr(A′×B)
and consequently
NA/k(x|A)NB′/k(x|B′) = NA×B′/k(x|A×B′) = NA′×B/k(x|A′×B) = NA′/k(x|A′)NB/k(x|B),
where for the middle equality we have used Lemma 20, and for the outer equalities we use the first
paragraph of this proof. The claim follows upon division by NB′/k(x|B′)NB/k(x|B).
(ii) Write y = tr(A) − tr(B). We have
(x1x2)
y = NA/k(x1x2)/NB/k(x1x2) = NA/k(x1)/NB/k(x1) ·NA/k(x2)/NB/k(x2) = xy1xy2 ,
by multiplicativity of the norm. In order to prove that xy1+y2 = xy1xy2 it is enough to show that if
A/k,B/k are finite e´tale then NA/k(x|A)NB/k(x|B) = NA×B/k(x|A×B), since tr(A×B) = tr(A)+ tr(B).
This follows from the first paragraph of this proof. Since tr(k) = 1 we find x1 = Nk/k(x) = x. Also
x0 = 1 for all x, since 0 = tr(∅) and the norm is multiplicative. It remains to show that xyz = (xy)z .
Write y = tr(A) − tr(B) and z = tr(A′)− tr(B′). Then
xyz = x(tr(A)−tr(B))(tr(A
′)−tr(B′)) = xtr(A)tr(A
′)+tr(B)tr(B′)−tr(A)tr(B′)−tr(A′)tr(B)
=
xtr(A)tr(A
′)xtr(B)tr(B
′)
xtr(A)tr(B′)xtr(A′)tr(B)
whereas
(xy)z = (xtr(A)−tr(B))tr(A
′)−tr(B′) = (xtr(A)/xtr(B))tr(A
′)−tr(B′)
=
(xtr(A))tr(A
′)(xtr(B))tr(B
′)
(xtr(B))tr(A′)(xtr(A))tr(B′)
,
by what we have already established. It is thus enough to show that if A/k,B/k are finite e´tale then
xtr(A)tr(B) = (xtr(A))tr(B). Note that tr(A ⊗k B) = tr(A)tr(B); this follows for example from the base
change formula (for additive transfers). Let t ∈ GW (A). Then by the base change formula (see Definition
8 part (4) and Corollary 13) we get (NA/k(t))|B = NA⊗kB/B(t|A⊗kB). Substituting t = x|A, applying
NB/k and using transitivity of the norm we get NB/k((NA/k(x|A))|B) = NA⊗kB/k(x|A⊗kB). The left
hand side is by definition (xtr(A))tr(B), whereas the right hand side is by definition xtr(A⊗B), which is
xtr(A)tr(B). Thus we have established the desired result.
(iii) It suffices to show that for A/k finite e´tale we have NA/k(FnGW
×(k)|A) ⊂ FnGW×(k). This is
immediate from Proposition 17 and the fact that restriction preserves the filtration Fn.
(iv) We first establish the second claim. By (i) and (ii), both sides are linear in y1. We may thus
assume that y1 = trB/A(1), for some B/A finite e´tale. Then NA/k((x2|A)y1) = NA/k(NB/A(x2|B)) which
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equals NB/k(x2|B) by transitivity, which is the same as xtrk(B)2 by definition. The second claim follows
since trk(B) = trA/k(trB/A(1)), by transitivity of transfer. For the first claim, we may assume that
y2 = tr(C), with C/k finite e´tale. Then y2|A = trC⊗kA/A(1), by the base change formula (for additive
transfers). Thus NA/k(x
y2|A
1 ) = NA/k(NC⊗kA/A(x1|C⊗kA)). By transitivity of the norm, this is the same
as NC⊗kA/k(x1|C⊗kA) = NC/kNC⊗kA/C(x1|C⊗kA). By using the base change formula again, we deduce
that NC⊗kA/C(x1|C⊗kA) = NA/k(x1)|C . Putting everything together, we find that
NA/k(x
y2|A
1 ) = NC/kNA/k(x1)|C = (NA/k(x1))y2 .
This was to be shown.
Proposition 23. (i) Suppose that 1 + x ∈ FnGW×(k), and y ∈ GW (k). Then (1 + x)y ≡ 1 + xy
(mod I2n(k)).
(ii) If A/k is of degree 2, then (−1)tr(A) = tr(A) − 1.
(iii) If y ∈ I(k) then (−1)y ≡ 1 + y (mod I2).
(iv) For any n,m ≥ 0 we have (FnGW×(k))Im(k) ⊂ Fn+mGW×(k).
Proof. (i) Recall the map αn : FnGW
× → In/I2n, x 7→ x − 1 from equation (1). What we are trying
to show is equivalent to αn((1 + x)
y) = αn(1 + x)y, i.e. that αn is a GW (k)-module homomorphism.
This may be checked on an additive set of generators of GW (k), since we already know that αn is a
homomorphism of abelian groups. Thus we may assume that y = tr(A) for A/k finite e´tale. In this case
the claim is immediate from Proposition 17 part (iii) and the projection formula for additive transfers.
(ii) Using Lemma 16, we compute
0 = NA/k(0) = NA/k(1 + (−1)) = 1 +NA/k(−1)− trA/k(1).
The result follows by rearranging.
(iii) Let y ∈ GW (k). It follows from Remark 19 that we have dim((−1)y) = (−1)dim(y). Hence if
y ∈ I(k) then dim((−1)y) = 1 and so (−1)y ∈ F1GW×(k). We now have the two maps f, g : I(k) →
I(k)/I(k)2 given by f(y) = [y] and g(y) = α1((−1)y), and we wish to show that they are equal. Both are
group homomorphisms (the second on by Proposition 22(ii)), so we need only check this on generators.
Generators of I(k) are given by tr(A)− 2 for A/k degree 2. Indeed we know that any element of GW (k)
can be written as
x =
n1∑
i=0
tr(Ai)−
n2∑
j=0
tr(Bj) + c
for degree 2 extensions Ai, Bj/k and c ∈ {0, 1}. Then dim(x) = 2(n1 − n2) + c = 0 if and only if c = 0
and n1 = n2 =: n. In this case we have
x =
n∑
i=0
[(tr(Ai)− 2)− (tr(Bi)− 2)] .
Now if A/k is degree 2, then by (ii) we have (−1)tr(A)−2 = (−1)tr(A) = tr(A)− 1 = 1+ (tr(A)− 2). The
claim follows.
(iv) The case m = 0 is Proposition 22 part (iii). The case m > 1 follows from m = 1 and induction.
So suppose m = 1; i.e. we need to show that (FnGW (k)
×)I(k) ⊂ Fn+1GW×(k). For n ≥ 1 this
is immediate from (i). We now deal with n = 0. Thus let x ∈ GW×(k). Then dim(x) ∈ {±1}.
Note that x ∈ F1GW×(k) if and only if dim(x) = 1. Let y ∈ I(k). Then dim(y) = 0, whence
dim(xy) = dim(x)y = 1 as a consequence of Remark 19. It follows that xy ∈ F1GW×(k). This
concludes the proof.
Remark 24. It follows from part (iv) of Proposition 23 that (−1)I2(k) ⊂ F2GW×(k). If
√
2 ∈ k then one
may show that actually (−1)I2(k) = 1. This follows from Lemma 43 and Theorem 40. In fact the proof
of Lemma 43 shows that (−1)(〈a〉−1)(〈b〉−1) = 1+ (〈2〉 − 1)(〈a〉 − 1)(〈b〉 − 1), from which we also see that
(−1)I2(k) 6= 1 in general.
We can use the results of this section to give a presentation of GW×(k).
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Proposition 25. The GW (k)-module GW×(k) is generated by F2GW
×(k) and −1. Moreover the
following sequence is exact:
I2(k)
p⊕q−−→ GW (k)/2⊕ F2GW×(k) r/s−−→ GW×(k)→ 1
Here p : I2(k) →֒ GW (k) → GW (k)/2 is the canonical map, q(y) = (−1)y, r(x) = (−1)x, s :
F2GW
×(k) →֒ GW×(k) is the canonical inclusion, and (r/s)(x) := r(x)/s(x)
Proof. Note that (−1)2 = 1 so r is well-defined. Moreover if y ∈ I2(k) then (−1)y ∈ F2GW×(k) by
Proposition 23 part (iv) (or (iii)), so q is well-defined.
To show the claim about generation, or equivalently surjectivity of r/s, it suffices to show that any
x ∈ GW×(k) can be written as (−1)yz, with y ∈ GW (k) and z ∈ F2GW×(k). Certainly dim(x) = ±1,
so x = (−1)nz1 for some n ∈ Z and z1 ∈ F1GW×(k). Now α1(z1) ∈ I(k)/I2(k). Pick t ∈ I(k)
with [t] = −α1(z1). Then α1[(−1)tz1] = 0 by Proposition 23 part (iii), and so (−1)tz1 ∈ F2GW×(k).
Consequently x = (−1)n−t((−1)tz1) is of the required form.
It remains to verify exactness in the middle. It is clear that the composite of the two maps is 0. Now
let x ∈ GW (k)/2. It suffices to show that (−1)x ∈ F2GW×(k) only if x is in the image of p. Hence
suppose that (−1)x ∈ F2GW×(k). Then 1 = dim((−1)x) = (−1)dim(x) and so dim(x) is even, whence
we may assume that x ∈ I. Now 0 = α1((−1)x) ≡ x (mod I2) by Proposition 23 part (iii) again, and so
x ∈ I2. This concludes the proof.
Remark 26. For a more optimal form of this proposition, see Theorem 44.
5 The sheaf GW× and the homotopy module F∗
Throughout this section, unless stated otherwise, the field k is assumed perfect. As always, we assume
that char(k) 6= 2. We will use various results about strictly homotopy invariant sheaves and homotopy
modules. Confer Appendix A for some recollections on this material.
Recall that the construction X 7→ GW (X) defines a presheaf on the category of schemes. In the
previous section, we have studied its restriction to the subcategory F e´t/k of finite e´tale k-schemes.
From now on, we will study it on all of Sm(k), the category of smooth (separated) k-schemes. The
associated sheaf (in the Nisnevich or Zariski topology) is denoted GW , is called the sheaf of unramified
Grothendieck–Witt groups, and is strictly homotopy invariant. Recall that a sheaf F on Sm(k) is called
strictly homotopy invariant if the canonical map HpNis(X,F )→ HpNis(X ×A1, F ) is an isomorphism for
all X ∈ Sm(k) and all p ≥ 0. The sheaf GW coincides with the sheaf constructed by Morel [20, Section
3.2] [21, Theorem A]. Note also that GW |F e´t/k = GW |F e´t/k, since all finite e´tale k-schemes are (finite)
disjoint unions of Nisnevich local schemes. Since GW is a sheaf of rings, it has a subsheaf of units which
we denote GW×. This is the sheaf associated with Sm(k) ∋ X 7→ GW (X)×. Our first task is to prove
that GW× is also strictly homotopy invariant.
In order to do this, we recall that there are the sheaves of ideals In ⊂ GW . We define a filtration of
GW× via FnGW
×(X) = (1 + In(X)) ∩ GW×(X). As before we get homomorphisms αn : FnGW× →
In/I2n, where on the right hand side we mean the quotient taken in the category of Nisnevich sheaves.
If F is any (pre)sheaf on Sm(k) we write Ftor for the (pre)sheaf Ftor(X) = F (X)tor, where for an
abelian group A we write Ator for the subgroup of torsion elements. It is strictly homotopy invariant if
F is. This follows from the fact that the category of strictly homotopy invariant sheaves is abelian and
closed under filtered colimits.
Lemma 27. If n ≥ 2 then FnGW× = 1+ Intor, where the identification holds as sub-presheaves of GW .
Proof. Let 1 + x ∈ 1 + In(X) ⊂ GW (X). We need to show that 1 + x ∈ GW×(X) if and only if x is
torsion. I claim that x is torsion if and only if it is nilpotent. Indeed since GW is strictly homotopy
invariant it is unramified [19, Lemma 6.4.4], and thus it suffices to prove the claim for GW (L) with L a
field, where it follows from [15, Theorems III.3.6 and III.3.8]. We thus need to show that 1+x ∈ GW (X)
is invertible if and only if x is nilpotent. Certainly if x is nilpotent then 1 + x is invertible. Conversely,
if 1 + x is invertible then so is its image in GW (L) for any field L, and then by unramifiedness of GW
again it suffices to prove: if 1 + x ∈ GW (L) is invertible with x ∈ In(L) and n ≥ 2, then x is nilpotent
(or equivalently, torsion). Let σ : GW (L) → Z be a signature map. By [15, Theorems III.3.6 and
III.3.8] again it suffices to show that σ(x) = 0. But σ(I) ⊂ 2Z and hence σ(x) ∈ 2nZ, whereas also
σ(1 + x) = 1 + σ(x) ∈ Z× = {±1}. As n ≥ 2 this implies that σ(x) = 0, as was to be shown.
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Lemma 28. We have
GW×/F1GW
× ∼= Z/2 ∼= kM0 ,
induced by dim : GW× → Z (here by Z and Z/2 we also denote the associated constant sheaves),
F1GW
×/F2GW
× ∼= Gm/2 ∼= kM1 ∼= I/I2,
induced by α1, and for n ≥ 2 we have
FnGW
×/Fn+1GW
× ∼= Intor/In+1tor →֒ In/In+1,
induced by αn. In particular all of the subquotients of the filtration are strictly homotopy invariant.
Proof. For n = 0 the map GW×/F1GW
× → (GW/I)× = Z/2 is an isomorphism: it is surjective since
it has a section and it is injective because F1GW
× = (1 + I) ∩GW× by definition.
For n ≥ 1 the map αn satisfies α−1n (In+1/I2n) = Fn+1GW× and hence induces an injection βn :
FnGW
×/Fn+1GW
× →֒ In/In+1.
There is a homomorphism Gm/2→ GW×, a 7→ 〈a〉 splitting β1, so β1 is an isomorphism. For n ≥ 2
by Lemma 27 we have FnGW
× = 1+ Intor and so the image of βn is I
n
tor/I
n+1
tor ⊂ In/In+1, as claimed.
For the last claim, since each In is strictly homotopy invariant [20, Example 3.34] so is Intor, and
hence so is the quotient Intor/I
n+1
tor . Here we have used again that the category of strictly homotopy
invariant sheaves is abelian and closed under filtered colimits.
We will repeatedly use the following result, essentially due to Elman and Lum.
Lemma 29 (Elman and Lum [6]). Let k be a field such that char(k) 6= 2 and vcd2(k) < n. Then
Intor(k) = 0 and in particular 2
nIrtor(k) = 0 for all r > 0 (and also 2
nWtor(k) = 0).
Proof. Applying (vi) of the last theorem of [6] to K = k(T ), F = k gives the first statement. The
remainder follows from 2 ∈ I(k) ⊂W (k).
Theorem 30. Let k be any field with char(k) 6= 2. Then the sheaf GW× (on Sm(k)) is strictly homotopy
invariant. The same is true for FrGW
× for any r.
Proof. Suppose first that vcd2(k) < n and k is perfect. Then for any field L/k of transcendence degree
at most m over k we have vcd2(k) < n + m [25, Theorem 28 of Chapter 4] and so I
n+m
tor (L) = 0 by
Lemma 29.
Let X ∈ Sm(k) be of dimension at most m. It follows from the first paragraph and unramifiedness
that Fn+mGW
×|XNis = 1. Hence on X (and on X ×A1) the sheaf GW× is a finite extension of strictly
homotopy invariant sheaves, by Lemma 28, and consequently is strictly homotopy invariant.
The same argument works for FrGW
× for r 6= 0.
For the general case in which vcd2(k) might be infinite and k need not be perfect we use a continuity
argument. Let k0 ⊂ k be the prime subfield and write p : Spec(k)→ Spec(k0) for the canonical morphism.
Then k0 is perfect and vcd2(k) <∞. The morphism p is essentially smooth by [10, Lemma A.2]. Hence by
Lemma 51 we find that GW |Sm(k) = p∗(GW |Sm(k0)) and thus also FrGW×|Sm(k) = p∗(FrGW×|Sm(k0)).
Since p∗ preserves strictly homotopy invariant sheaves [10, Lemma A.4], this concludes the proof.
Proposition 31. There exists a unique structure of a GW -module on GW× such that for a field L/k of
finite transcendence degree, the induced GW (L)-module structure on GW×(L) is the one from Section
4.
Proof. Uniqueness follows from unramifiedness of GW . For existence, let x ∈ GW (X) and y ∈ GW×(X).
Write a : X(0) → X for the inclusion of the generic points. We need to show that (a∗y)a∗x ∈ GW×(X) ⊂
GW×(X(0)) is an unramified element. Indeed, recall (possibly from Appendix A) that if F is an unram-
ified sheaf and X is connected (hence irreducible), we have
F (X) =
⋂
x∈X(1)
F (Xx) ⊂ F (k(X)).
In other words we need to prove that (a∗y)a
∗x ∈ GW×(X) whenever X is the spectrum of a dvr
(or more generally local ring). In this case GW (X) = GW (X) is generated by the one-dimensional
diagonal forms 〈a〉 with a ∈ O×(X) [15, Corollary I.3.4] and consequently the traces of e´tale X-schemes
generate GW (X), by the same argument as before Proposition 22. Let x = tr(Y1) − tr(Y2). Then
(a∗y)a
∗x = a∗(NY1/X(y|Y1)/NY2/X(y|Y2)). Since NY1/X(y|Y1), NY2/X(y|Y2) ∈ GW (X)×, this concludes
the proof.
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By unramifiedness, the results from Section 4 over fields immediately extend to all of GW :
Corollary 32. (i) Each of the subsheaves FnGW
× ⊂ GW× is a sub-GW -module.
(ii) For any n,m ≥ 0 we have (FnGW×)Im ⊂ Fn+mGW×.
Proof. For (i), if x ∈ GW (X) and y ∈ FnGW×(X) then we wish to show that yx ∈ FnGW×(X), where
yx ∈ GW×(X) is defined using the module structure established in Proposition 31. But by definition
FnGW
×(X) = 1 + In(X) ∩ GW×(X), and In(X) = In(X(0)) ∩ GW (X) as a consequence of Lemma
48. It follows that FnGW
×(X) = GW×(X) ∩ FnGW×(X(0)). We are thus reduced to showing that
yx ∈ FnGW×(X(0)). This is Proposition 22 part (iii).
The argument for (ii) is the same, using Proposition 23 part (iv).
We can use the GW -module structure to define a pairing
β : Z[Gm]⊗GW× → GW×, (u, x) 7→ x〈u〉−1.
Since 〈u〉 − 1 ∈ I, by Corollary 32 we know that β(Z[Gm] ⊗ FnGW×) ⊂ Fn+1GW×. We write βn :
Z[Gm]⊗ FnGW× → Fn+1GW× for this restricted pairing. By adjunction, βn induces a homomorphism
β†n : FnGW
× → (Fn+1GW×)−1. Here for a presheaf F we denote by F−1 = Hom(Z[Gm], F ) its
contraction; see Appendix A for more on this construction.
Proposition 33. Let k be a field of characteristic different from 2. For n ≥ 2 the homomorphism
β†n : FnGW
× → (Fn+1GW×)−1 is an isomorphism.
Proof. Throughout we will assume n ≥ 2. We first assume that k is perfect and vcd2(k) < ∞; these
assumptions are removed at the end by a continuity argument. The commutative square
Z[Gm]⊗ Fn+1GW× βn+1−−−−→ Fn+2GW×y
y
Z[Gm]⊗ FnGW× βn−−−−→ Fn+1GW×
in which the vertical maps are the canonical inclusions, induces by adjunction a commutative square
Fn+1GW
× β
†
n+1−−−−→ (Fn+2GW×)−1y
y
FnGW
× β
†
n−−−−→ (Fn+1GW×)−1
Since contraction is an exact operation [20, Lemma 7.33], by Lemma 28 we get a diagram of short exact
sequences
1 −−−−→ Fn+1GW× −−−−→ FnGW× −−−−→ Intor/In+1tor −−−−→ 0
β†n+1
y β†n
y γ†n
y
1 −−−−→ (Fn+2GW×)−1 −−−−→ (Fn+1GW×)−1 −−−−→ (In+2tor /In+1tor )−1 −−−−→ 0.
(2)
Here γ†n is defined so as to make the diagram commute.
I claim that γ†n is an isomorphism. To see this, let δn : Z[Gm] ⊗ In → In+1 be the homomorphism
(u, x) 7→ (〈u〉 − 1)x. Then δ†n : In → (In+1)−1 is an isomorphism. This is just because I∗ is a
homotopy module where the element [u] ∈ KMW1 acts via 〈u〉 − 1 ∈ I1. It follows that the restriction
δ†n : I
n
tor → (In+1tor )−1 is also an isomorphism. Note that (Ftor)−1 = (F−1)tor. Now consider the
commutative diagram of exact sequences
1 −−−−→ In+1tor −−−−→ Intor −−−−→ Intor/In+1tor −−−−→ 0
δ†n+1
y δ†n
y ǫ†n
y
1 −−−−→ (In+2tor )−1 −−−−→ (In+1tor )−1 −−−−→ (In+1tor /In+2tor )−1 −−−−→ 0.
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We find that ǫ†n is an isomorphism, by the 5-lemma. But also ǫ
†
n = γ
†
n. For this it suffices to show that
ǫn = γn. Since the target is strictly homotopy invariant, hence unramified, it suffices to show that ǫn
and γn induce the same map on sections over fields. Thus let L be a field. By definition, the following
diagram commutes:
Z[L×]⊗ FnGW×(L) −−−−→ Z[L×]⊗ Intor(L)/In+1tor (L)
βn
y γn
y
Fn+1GW
×(L) −−−−→ In+1tor (L)/In+2tor (L).
Here the horizontal maps are induced by x 7→ x − 1, and βn(a ⊗ x) = x〈a〉−1, for a ∈ L× and x ∈
FnGW
×(L). It now follows from Proposition 23 part (i) that for x¯ ∈ Intor(L)/In+1tor (L) we have γn(a⊗x¯) =
(〈a〉 − 1)x. Here we use that n ≥ 2. By definition, this is the same as ǫn(a⊗ x¯). Hence ǫn = γn and thus
γ†n is an isomorphism as claimed.
Now in order to show that β†n is an isomorphism, it suffices to show that for every field L (of finite
transcendence degree over k) the section β†n(L) is an isomorphism (since the kernel and cokernel of β
†
n
are strictly homotopy invariant and hence unramified). Recall that we assume for now that vcd2(k) <∞.
Then also vcd2(L) < ∞ and for n sufficiently large we have FnGW×(L) = 1, by the Lemmas 27 and
29. In particular for n sufficiently large β†n(L) is an isomorphism. We may thus prove that β
†
n(L) is an
isomorphism for all n ≥ 2 by descending induction on n. The induction step follows by considering the
diagram of exact sequences (2) and using that γ†n is an isomorphism, as we established above.
For the general case in which vcd2(k) may be infinite and k may be imperfect, let p : Spec(k) →
Spec(k0) be an essentially smooth morphism to a perfect field with vcd2(k0) < ∞ (e.g. k0 the prime
field). It follows from Lemma 50 that p∗ commutes with contractions, and it follows from Corollary 51
that p∗FnGW
× = FnGW
×. Then β†n = p
∗β†n is an isomorphism.
We have thus managed to deloop the sheaves FnGW
× for n ≥ 2. Recall (possibly from Appendix A)
that a homotopy module consists of a sequence of sheaves Fn ∈ ShvNis(Sm(k)) together with isomor-
phisms Fn ∼= (Fn+1)−1, such that each Fn is strictly homotopy invariant.
Corollary 34. There is a homotopy module F∗, determined up to unique isomorphism of homotopy
modules, such that for n ≥ 2 the following hold:
• Fn ∼= FnGW×, and
• the bonding map Fn
∼=−→ (Fn+1)−1 equals β†n.
6 The logarithm isomorphism
Throughout this section, the base field k is assumed to be perfect. As always, we assume that it is of
characteristic different from 2.
In this section we shall study in more detail the homotopy module F∗. Recall from Appendix A that
if G∗ is any homotopy module, then each Gn has the structure of a GW -module, and also has transfers
along finite e´tale morphisms known as cohomological transfers. Note that the definition of a homotopy
module G∗ only asks for isomorphisms Gn
∼=−→ (Gn+1)−1 and strict homotopy invariance of the Gi. The
transfers and GW -module structure are implicit in this data. In particular, each of the sheaves FnGW
×
(for n ≥ 2) acquires an a priori new GW -module structure and new transfers. In this section, among
other things, we shall show that the “new” GW -module structure on Fn = FnGW
× coincides with that
of Section 5, and that the “new” cohomological transfers coincide with Rost’s multiplicative transfers.
We begin by comparing the module structures. For X ∈ Sm(k), a ∈ GW (X), x ∈ F∗(X) we denote by
ax the action of GW (X) coming from the fact that F∗ is a homotopy module, and we denote by x
a the
action coming from the module structure we constructed in Section 5. What we are trying to prove,
then, is that ax = xa.
Lemma 35. For n ≥ 2 the GW -module structure on Fn = FnGW× coincides with the module structure
defined in Section 5.
Proof. We first describe the GW -module structure on a homotopy module G∗. Let L be a field of finite
transcendence degree over k. Let O ⊂ L be a geometric dvr with uniformiser π and residue field κ. As
explained in Appendix A, there is the boundary map ∂π : Gn+1(L)→ Gn(κ), with kernel Gn+1(O). The
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isomorphism Gn → (Gn+1)−1 induces a map Z[Gm]⊗Gn → Gn+1 which we denote (u, x) 7→ [u]x. Then
by Lemma 47 in the appendix one has
∂π([uπ]x) = 〈s∗(u)〉s∗(x), (3)
where s : Spec(κ) → Spec(O) is the inclusion of the closed point, and where on the right hand side
multiplication by an element of GW (κ) refers to the GW -module structure we are describing. If in
addition O is Henselian then s has a section and so s∗ is surjective, so in this case equation (3) determines
the GW -module structure on G∗(κ) uniquely.
Now let κ be a field of finite transcendence degree over k. It suffices to show that the GW (κ)-module
structure on Fn is the one from Section 5. Choose an essentially smooth local curve over k with residue
field κ (e.g. the localisation of A1κ in the origin). Passing to the Henselization, we obtain a Henselian dvr
O with residue field κ and some fraction field L, also of finite transcendence degree. Pick a uniformiser
π. We wish to show that for all u¯ ∈ κ× and all x¯ ∈ Fn(κ) we have 〈u¯〉x¯ = x¯〈u¯〉, where on the left hand
side we mean the module structure coming from F∗ being a homotopy module and on the right hand
side we mean the module structure constructed in Section 5. By the first paragraph, for this it suffices
to show that ∂π([uπ]x) = s∗(x)〈u¯〉 for all x ∈ Fn(O) and all u ∈ O×. We compute
[uπ]x = x〈uπ〉−1 = x〈u〉〈π〉−〈u〉+〈u〉−1 =
(
x〈u〉
)〈π〉−1
x〈u〉−1 = ([π]x〈u〉)([u]x).
Here the first and last equalities are by definition of the homotopy module structure on F∗. Note that
∂π([π]z) = s∗(z) by equation (3), and ∂π is a homomorphism with kernel Fn+1(O). Since [u]x ∈ Fn+1(O)
we thus obtain
∂π([uπ]x) = ∂π([π]x〈u〉) = s∗(x〈u〉) = s∗(x)〈u¯〉.
This concludes the proof.
What we have done so far has the following interesting consequence.
Lemma 36. Let n ≥ 2,m ≥ 0, X ∈ Sm(k), and x ∈ FnGW×(X). Then the element
x(〈t1〉−1)(〈t2〉−1)...(〈tm〉−1) ∈ Fn+mGW×(X × (A1 \ 0)m) ⊂ GW (X × (A1 \ 0)m)
may be written as
1 + (〈t1〉 − 1)(〈t2〉 − 1) . . . (〈tm〉 − 1)y
for a unique y ∈ In(X).
This induces a bijection (of sets!) log(m) : FnGW
×(X)→ Intor(X).
Proof. Recall that if G∗ is any homotopy module, then
Gn+1(X × (A1 \ 0)) = Gn+1(X)⊕ [t1]Gn(X),
where Gn(X) → [t1]Gn(X) is an isomorphism, namely multiplication by t1. Moreover in this decom-
position, the factor [t1]Gn(X) consists precisely of those x ∈ Gn+1(X × (A1 \ 0)) such that i∗1(x) = 0,
where i1 : X → X × (A1 \ 0) is the inclusion of the point 1 ∈ A1. This is the content of Lemma 46 in the
appendix. By induction, the map [t1] . . . [tm] : Gn(X) → Gn(X × (A1 \ 0)m) is injective, and its image
consists of precisely those x ∈ Gn(X × (A1 \ 0)m) such that for each r ∈ {1, . . . ,m} we have j∗r (x) = 0,
where jr : X × (A1 \ 0)m−1 → X × (A1 \ 0)m is the inclusion at the point 1 in the r-th factor A1 \ 0.
Applying this to the homotopy module F∗ we find that
α : Fn(X)→ Fn+m(X × (A1 \ 0)m), x 7→ [t1] . . . [tm]x = x(〈t1〉−1)...(〈tm〉−1)
is an injection with image consisting of those y ∈ Fn+m(X × (A1 \ 0)m) ⊂ GW (X × (A1 \ 0)m) such
that j∗r (y) = 1 for all r ∈ {1, 2, . . . ,m}. Since j∗r is a ring homomorphism, we conclude by Lemma 27
that α− 1 is a bijection onto the subset of In+mtor (X × (A1 \ 0)m) consisting of those elements such that
j∗r = 0 for all r. Applying the remark from the first paragraph to the homotopy module I
∗
tor (for which
[u]x = (〈u〉 − 1)x) concludes the proof.
Thus for any x ∈ FnGW×(X) we obtain a sequence x = log(0)(x), log(1)(x), log(2)(x), · · · ∈ Intor(X).
We would like to take the “limit” of this sequence.
For the remainder of this section, we will use the abbreviation Pm :=
∏m
i=1(〈ti〉−1) ∈ GW ((A1\0)m).
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Remark 37. By Lemma 36 we have xPm = 1 + Pm log(m)(x). Since multiplication by Pm is injective in
an appropriate sense (see the previous proof), we may write this as
log(m)(x) = (x
Pm − 1)/Pm.
We think of Pm ∈ Im as small, and taking the limit we propose corresponds to the formula
lim
ǫ→0+
(xǫ − 1)/ǫ = log(x)
from classical analysis.
Lemma 38. Let L′/L be a degree 2 extension (L of characteristic not 2).
(i) We have NL′(t)/L(t)(〈t〉 − 1) = −tr(L′)(〈t〉 − 1).
(ii) We have tr(L′)2 = 2tr(L′).
(iii) There exists y ∈ GW (L) such that yNL′/L(2) = 8.
Proof. (i) By Lemma 16 we get N(〈t〉 − 1) = N(〈t〉) − tr(1)〈t〉 + N(−1), where we have used that
tr(−〈t〉) = −〈t〉tr(1). Note that N(〈t〉) = 〈t2〉 = 1: this is clear if A = k × k, and for the quadratic
case see [29, Lemma 2.6(ii)]. Since N(−1) = (−1)tr(1) = tr(1)− 1 by Proposition 23 part (ii), the result
follows from the observation that trL′(t)/L(t)(1) = trL′/L(1)|L(t), i.e. the base change formula.
(ii) Since tr(L′)− 1 = N(−1) we get (tr(L′)− 1)2 = 1. The result follows.
(iii) We have N(2) = N(1+ 1) = 2+ tr(1) by Lemma 16 again. Thus if we put ξ = N(2) then by (ii)
we find (ξ − 2)2 = 2(ξ − 2) which implies that ξ(6− ξ) = 8.
Corollary 39. Let L′/L be a degree 2 extension with char(L) 6= 2, x ∈ GW (L) and 2rx = 0. Then for
m > 3r we have
NL′(t1,...,tm)/L(t1,...,tm)(1 + Pmx) = 1 + PmtrL′/L(x).
Proof. Using Lemma 16 we compute that N(1 + Pmx) = 1 + tr(Pmx) + N(Pm)N(x). Noting that
trL′(t1,...,tm)/L(t1,...,tm)(Pmx) = PmtrL′/L(x) by the base change and projection formulas, we thus need
to show that N(Pm)N(x) = 0. Since 2
rx = 0 we get 0 = N(2rx) = N(2r)N(x), and hence by Lemma
38 part (iii) we find that 8rN(x) = 0. I claim that N(Pm) = (−1)m2m−1tr(L′)Pm. Since m > 3r the
claim implies that N(Pm) is divisible by 8
r and hence N(Pm)N(x) = 0 as needed.
To prove the claim, note that N(Pm) =
∏m
i=1N(〈ti〉 − 1) = (−tr(L′))mPm, by Lemma 38 part (i),
and (−tr(L′))m = (−1)m2m−1tr(L′) by Lemma 38 part (ii).
Theorem 40. For n ≥ 2 and x ∈ FnGW×(X), the sequence log(m)(x) ∈ Intor(x) is eventually constant.
Write log(x) for this eventual value. This defines an isomorphisms of homotopy modules log : F∗ → I∗tor
such that for any n ≥ 2 and any finite separable extension L′/L with L of finite transcendence degree
over k, the following diagram commutes
FnGW
×(L′) = Fn(L
′)
log−−−−→ Intor(L′)
N
y tr
y
FnGW
×(L) = Fn(L)
log−−−−→ Intor(L).
(4)
Here on the left hand side N denotes Rost’s multiplicative transfer, whereas on the right hand side tr
denotes the cohomological transfer present on any homotopy module, see Appendix A. In particular the
cohomological transfer on Fn coincides with Rost’s multiplicative transfer.
Proof. It suffices to show the following: (a) for each n ≥ 2 there is a well-defined morphism of sheaves of
abelian groups log : Fn → Intor, (b) the maps log are compatible with the isomorphisms Fn
∼=−→ (Fn+1)−1
and In
∼=−→ (In+1)−1. This implies that there is indeed a morphism of homotopy modules as stated. We
then need to check for each n ≥ 2 that (c) the map log : Fn → Intor is an isomorphism, and that it is (d)
compatible with the transfers, in the sense of equation (4).
For now we shall assume that vcd2(k) <∞. We will remove this assumption at the end by a continuity
argument. Let us also fix n ≥ 2, X ∈ Sm(k) and r > 0 such that 2rIntor(X) = 0. Such an r exists by
unramifiedness of Intor and Lemma 29.
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Step 1. If m > r, then log(m) : F∗(X) → I∗tor(X) is a homomorphism of abelian groups. To see this,
suppose that x, y ∈ Fn(X) = FnGW×(X). Then xPm = 1 + Pmx′, yPm = 1 + Pmy′ for some (unique)
x′, y′ ∈ Intor(X), and by definition log(m)(xy) = z′, for the unique element z′ ∈ Intor(X) such that
(xy)Pm = 1 + Pmz
′. We thus need to show that (1 + Pmx
′)(1 + Pmy
′) = 1 + Pm(x
′ + y′). Note that for
any x′, y′ ∈ Intor(X) we have (1+Pmx′)(1+Pmy′) = 1+Pm(x′+y′)+P 2mx′y′. Since (〈ti〉−1)2 = −2(〈ti〉−1)
we find that P 2m is divisible by 2
m, and hence P 2mx
′ = 0. This proves the claim.
Step 2. For m > 3r, the map log(m) : Fn(X)→ Intor(X) is a homomorphism of GW (X)-modules. In
other words we need to show that for x ∈ FnGW×(X) and y ∈ GW (X) we have y log(m)(x) = log(m)(xy).
By definition we have xPm = 1 + Pm log(m)(x). Now
1 + Pm log(m)(x
y) = (xy)Pm = (xPm )y = (1 + Pm log(m)(x))
y
and so it is enough to show that (1 + Pmx
′)y = 1 + yPmx
′ for every x′ ∈ Intor(X). By unramifiedness,
we may assume that X is the spectrum of a field L. Since GW (L) is generated as an abelian group by
1 and the traces of quadratic extensions, and log(m) is a homomorphism of abelian groups by step 1, it
suffices to prove that for L′/L quadratic we have (1+Pmx
′)tr(L
′) = 1+ tr(L′)Pmx
′. By the base change
and projection formulas, the left hand side equals NL′(t1,...,tm)/L(t1,...,tm)(1 + Pmx
′). Since 2rx′ = 0 by
assumption, the claim now follows from Corollary 39 and the projection formula.
Step 3. The sequence log(m)(x) for x ∈ Fn(X) is eventually constant. Let m > 3r. We compute
xPm+1 = (xPm )〈tm+1〉−1 = (1 + Pm log(m)(x))
〈tm+1〉−1 = 1 + (〈tm+1〉 − 1)Pm log(m)(x),
where in the last equality we have used step 2. In other words we have found that 1+Pm+1 log(m+1)(x) =
1 + Pm+1 log(m) x. By the uniqueness part of Lemma 36, this means that log(m+1)(x) = log(m) x, which
proves the claim.
We conclude that the limiting map log : Fn → Intor exists. It is easy to check that it is a homomor-
phism of (pre)sheaves of sets. By step 1 it is a homomorphism of sheaves of abelian groups.
Step 4. The limiting map log : Fn(X)→ Intor(X) is compatible with transfers in the sense of equation
(4). By unramifiedness we may assume that X is the spectrum of a field. We need to prove that two
elements in the lower right hand corner of equation (4) are equal. I claim that we may assume that
L′ =
∏
i Li, where each Li is an iterated quadratic extension over L. For this we use that (a) log is a
map of presheaves, (b) transfers commute with base change, (c) In(L)→ In(L′) is injective if [L′ : L] is
odd (by Lemma 15), and then apply the argument from the proof of Proposition 17. Now that we have
reduced to L′ =
∏
i Li, the result follows from Corollary 39.
Step 5. log is a morphism of homotopy modules. In other words log is compatible with the isomor-
phisms β†n : Fn → (Fn+1)−1. To see this it is enough to show that log([u]x) = [u] log(x). But
log([u]x) = log(x〈u〉−1) = (〈u〉 − 1) log(x) = [u] log(x).
Here the first and last equality are by definition, and the middle one is because log is a homomorphism
of GW -modules, by step 2.
Conclusion of proof for vcd2(k) <∞. We have already established (a), and (b) is step 5. It is clear
that for each X , log(X) is a bijection of sets, because each of the maps log(m)(X) is a bijection. This
proves (c). Property (d) was established in step 4.
Step 6. If L is any field of characteristic 6= 2, and x ∈ FnGW×(L), then the sequence log(m)(x) is
eventually constant. By Corollary 51 there exist a subfield l ⊂ L which is finitely generated over the
prime field and y ∈ FnGW×(l), such that x = y|L. By step 3, log(m)(y) is eventually constant, and
hence so is log(m)(x) = log(m)(y|L) = log(m)(y)|L.
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Conclusion for general k. We use the standard continuity argument. It follows from step 6 that
log : F∗ → I∗tor is a well-defined map (of sheaves of sets, say). Then by Corollary 51 from Appendix B we
have log(L) = coliml log(l), where the colimit is over l ⊂ L which are finitely generated over the prime
field. Thus vcd2(l) <∞ for all such l, and hence log(l) is an isomorphism with all the desired properties
(respects module structures and transfers), since we have already established the theorem in this case.
It follows that the colimit log(L) has all the desired properties, too.
This concludes the proof.
Remark 41. Let k be a not necessarily perfect field and p : Spec(k) → Spec(k0) be a morphism to a
perfect field. Then F∗ ∼= p∗(F∗|k0) and I∗tor ∼= p∗(I∗tor|k0), by the standard continuity arguments. It
follows that the map log : F∗ → I∗tor is a well-defined isomorphism of homotopy modules over k. If G∗ is
a homotopy module over k and k is not perfect, then it is not clear (to the author) how to define transfers
on G∗. If however G∗ is a homotopy module over k0 then p
∗G∗ is a homotopy module over k which has
canonical transfers. This applies to F∗ and I
∗
tor, and we thus see that all the claims of Theorem 40 make
sense and hold over k.
7 Delooping GW×
In this section, we finally put everything together: we shall construct a homotopy module T∗ such that
T0 = GW
×. We do this by taking the presentation
I2(k)
a−→ GW (k)/2⊕ F2GW×(k)→ GW×(k)→ 1
from Proposition 25 and exhibiting a map a˜ : I∗+2 → KMW∗ /2⊕ F∗+2 of homotopy modules such that
a = (a˜)0.
Lemma 42. For any field L of characteristic different from 2 we have the equality 2(〈2〉 − 1) = 0 ∈
GW (L).
Proof. Since (x+ y)2 + (x− y)2 = 2(x2 + y2) we have 〈1, 1〉 = 〈2, 2〉. The result follows.
Lemma 43. The maps In → FnGW×, x 7→ (−1)x assemble into a morphism of homotopy modules
I∗ → F∗. The composite
I∗ → F∗ log−−→ I∗tor
is multiplication by 〈2〉 − 1.
Let us note that multiplication by 〈2〉 − 1 is the zero map if √2 ∈ k. Note also that in any case
〈2〉 − 1 ∈ GW (k)tor by Lemma 42.
Proof. We have (−1)In ⊂ FnGW× by Proposition 23 part (iv), so the map exists as claimed. In order to
see that we have a morphism of homotopy modules, we need to show that for x ∈ In(L) and u ∈ L× we
have (−1)[u]x = [u]((−1)x). Now [u]x = (〈u〉−1)x by the definition of I∗ and so (−1)[u]x = ((−1)x)〈u〉−1,
which equals [u]((−1)x) by the definition of F∗ (see Corollary 34), as needed.
Recall that I∗ ∼= KW∗ = KMW∗ /h, cf. [18]. Consider the composite map of homotopy modules
KW∗
∼= I∗ → F∗ log−−→ I∗tor. Let x ∈ I0tor(k) = W (k)tor ⊂ W (k) be the image of 1 ∈ KW0 (k). I claim
that the composite f : I∗ → F∗ log−−→ I∗tor is given by multiplication by x. Indeed if y ∈ KMW∗ (L) then
f(y · 1) = y · f(1) = y · x, this being a map of homotopy modules. Since KMW∗ → I∗ is surjective, this
proves the claim. It remains to show that x = 〈2〉 − 1. For this it is enough to prove that the composite
I2 → F2GW× → I2tor is given by multiplication by 〈2〉 − 1. Indeed then the two-fold contraction
W →W tor will also be given by multiplication by 〈2〉 − 1, so in particular x = f(1) = 〈2〉 − 1.
Fix some field L. The ideal I2(L) is generated by elements of the form (〈a〉 − 1)(〈b〉 − 1). It is thus
enough to prove that
(−1)(〈a〉−1)(〈b〉−1)(〈t1〉−1)···(〈tm〉−1) = 1 + (〈2〉 − 1)(〈a〉 − 1)(〈b〉 − 1)(〈t1〉 − 1) · · · (〈tm〉 − 1) (5)
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for all m. We prove this in two steps. First we deal with m = 0. Let A = k(
√
a), B = k(
√
b). Then we
compute
(−1)(〈a〉−1)(〈b〉−1) = (−1)(〈a〉+1)(〈b〉+1) (−1)x = (−1)−x
= (−1)tr(A)tr(B) (TA), (TB), 1 = 〈2〉2
= (tr(A) − 1)tr(B) Proposition 23 part (ii)
= (〈2〉(〈a〉+ 1)− 1)tr(B) (TA)
= (〈a〉+ 1)tr(B) − tr(A)tr(B) + (−1)tr(B) (*), (**), (***)
= 2 + 〈a〉tr(B) − tr(A)tr(B) + tr(B) − 1 (**), (***), Proposition 23 part (ii)
= 1 + tr(B)(1 + 〈a〉)(1 − 〈2〉) (TA)
= 1 + (〈2〉 − 1)(〈a〉 − 1)(〈b〉 − 1) (TB), (****)
=: 1 + ξ.
Here the right hand column justifies each manipulation, with the following abbreviations: (TA) means
we use that tr(A) = 〈2〉(〈a〉 + 1), (TB) means we use that tr(B) = 〈2〉(〈b〉 + 1), (*) means we use that
(xy)z = xzyz, (**) means we use that 〈x〉tr(B) = 1 as follows from [29, Lemma 2.6(ii)], (***) means we
apply Lemma 16, in the form that (x + y)tr(B) = xtr(B) + ytr(B) + tr(B)xy, and (****) means we use
that x(〈2〉 − 1) = −x(〈2〉 − 1), which follows from Lemma 42. This proves the claim when m = 0.
In order to prove the claim for m > 0, it is enough to show that for any field extension L′/L, and
any y ∈ GW (L′) we have (1+ ξ)y = 1+ yξ. Suppose that (1+ ξ)yi = 1+ yiξ, for y1, y2 ∈ GW (L′). Then
(1 + ξ)y1+y2 = 1+ (y1 + y2)ξ + y1y2ξ
2 = 1+ (y1 + y2)ξ, provided that in addition ξ
2 = 0. Note that this
condition is equivalent to (1 + ξ)2 = 1 + 2ξ. Since GW (L′) is generated as an abelian group by 1 and
the traces of quadratic extensions, it thus suffices to show that (1 + ξ)tr(T ) = 1+ tr(T )ξ for T/L′ degree
2, or equivalently that ξtr(T ) = 0. We have (〈a〉 − 1)tr(T ) = 1− tr(T )〈a〉+ tr(T )− 1 = −tr(T )(〈a〉 − 1),
by (***) with T in place of B, and similarly for b or 2 in place of a. Hence
ξtr(T ) = (〈2〉 − 1)tr(T )(〈a〉 − 1)tr(T )(〈b〉 − 1)tr(T ) = −tr(T )3ξ = −4tr(T )ξ = 0,
by Lemmas 42 and 38(ii).
This concludes the proof.
Theorem 44. Let k be a perfect field of characteristic different from 2. There exists a short exact
sequence of homotopy modules
0→ KW∗+2/[−1]KW∗+1
η2⊕(〈2〉−1)−−−−−−−→ KMW∗ /2⊕KWtor,∗+2 → T∗ → 0,
defining T∗. There is a canonical isomorphism T0 ∼= GW×. Via this isomorphism, the GW -module
structure as well as the cohomological transfers on T0 coincide with the module structure from Section 5
and Rost’s multiplicative transfers, respectively.
Here by [−1] ∈ KW1 (k) ∼= I(k) we denote the element 〈−1〉 − 1, and η2 is just the natural inclusion
KW∗+2 = I
∗+2 →֒ KMW∗ = I∗ ×kM∗ K
M
∗ . One may note that 〈−1〉 − 1 ∈ I(k) ⊂ W (k) is the same as
−2 ∈ W (k).
Proof. Note that η2([−1]) = η(−2) = −2η = 0 ∈ KMW∗ /2, so the first map is well-defined, and that
(〈2〉 − 1)[−1] = (〈2〉 − 1)(〈−1〉 − 1) = (〈2〉 − 1)(−2) = 0 ∈ I(K) ⊂ W (K) by Lemma 42, so the second
map is well-defined.
Being a sequence of homotopy modules, exactness in all degrees is equivalent to exactness in all
sufficiently high degrees. Let us first show that KWn+2/[−1]
η2⊕(〈2〉−1)−−−−−−−→ KMWn /2 ⊕KWtor,n+2 is injective,
for n ≥ 0. For this let x ∈ KWn+2(L) and suppose that η2(x) = 0. Equivalently, we have x ∈ In+2(L)
with η2(x) ∈ 2KMWn (L). Then in particular x ∈ 2In(L) ⊂ 2W (L). By [2, Theorem 2.2] we conclude
that x ∈ 2In+1(L). Note that this reference indeed applies, since −2 = 〈−1,−1〉 ∈ W (L) is a Pfister
form. Consequently x ≡ 0 ∈ KWn+2(L)/[−1]KWn+1(L), i.e. η2 alone is already injective.
I claim that we have, for every field L/k, a commutative diagram as follows
KW2 (L)/[−1]KW1 (L)
η2⊕(〈2〉−1)−−−−−−−→ KMW0 (L)/2⊕KWtor,2(L) −−−−→ T0(L)
a
x b⊕log
x
I2(L)
p⊕q−−−−→ GW (L)/2⊕ F2GW×(L) r/s−−−−→ GW×(L).
(6)
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Here we have used the notation of Proposition 25. The map a is induced from the isomorphism I2(L) ∼=
KW2 (L), and the map b is GW (L)/2
∼= KMW0 /2. The claim is an immediate consequence of Lemma 43.
Consider the map r′/s′ : KMW0 /2 ⊕ KWtor,2 ∼= GW/2 ⊕ F2GW× → GW×. Here F2GW× ∼= I2tor ∼=
KWtor,2 is the composite of the logarithm isomorphism and Morel’s isomorphism I
∗ ∼= KW∗ restricted to
torsion, r′ : GW/2→ GW× is x 7→ (−1)x and s′ : F2GW× → GW× is the inclusion. I claim that r′/s′
factors through KMW0 /2⊕KWtor,2 → T0, and induces an isomorphism T0 ∼= GW×. Since we are dealing
with unramified sheaves, both claims may be checked on sections over fields. There they follow from
the commutativity of diagram (6), using that the map a is surjective, b ⊕ log is an isomorphism, and
r = r′(L), s = s′(L) under this isomorphism.
Now in order to see that r′/s′ preserves the GW -module structure and the transfers, it suffices to
consider r′ and s′ separately. The fact that this works for r′ follows from Proposition 22 parts (ii) and
(iv). The map s′ is the composite of the logarithm isomorphism, which preserves the module structure
and transfers by Theorem 40, and the morphism of multiplication by a constant (namely 〈2〉 − 1) which
also preserves the module structure and transfers. This concludes the proof.
Remark 45. If
√
2 ∈ k (i.e. 〈2〉 = 1 ∈W (k)) then we get a splitting T∗ ∼= KMW∗ /(2, η2)⊕KWtor,∗+2, and
in particular GW×(k) ∼= GW (k)/(2, I2) ⊕ I2tor(k), but not in general. This is essentially the same as
Remark 24.
A Recollections on homotopy modules
Throughout, k is a perfect base field. We recall some well-known facts about homotopy modules which
seem hard to find explicitly in the literature. We make no claim to originality. Throughout F∗ will be
an arbitrary homotopy module, with no necessary relation to the specific homotopy module constructed
in Section 5.
The basics. Recall that for any (pre)sheaf F (on Sm(k)), its contraction is
F−1 := Hom(Z[Gm], F ) ∈ Pre(Sm(k)).
Here Z[Gm] = Z[(A
1 \ 0, 1)], where for a pointed scheme (X, x) we put Z[(X, x)] = Z[X ]/Z[{x}]. Recall
moreover that F is called strictly homotopy invariant if for all X ∈ Sm(k) and n ≥ 0, the canonical map
HnNis(X,F )→ HnNis(X × A1, F ) is an isomorphism.
A homotopy module [16, Section 5.2] consists of a collection of strictly homotopy invariant sheaves
F∗ ∈ ShvNis(Sm(k)), ∗ ∈ Z together with isomorphisms Fn → (Fn+1)−1. A morphism of homotopy
modules α∗ : F∗ → G∗ consists of morphisms of sheaves αn : Fn → Gn for all n such that the following
diagram commutes for each n
Fn −−−−→ (Fn+1)−1
αn
y
y(αn+1)−1
Gn −−−−→ (Gn+1)−1.
The category of homotopy modules is equivalent to the heart of the homotopy t-structure on SH(k)
[16, Theorem 5.2.6]. This implies that they have a lot more structure than is immediately apparent. In
this appendix we clarify some of this structure.
KMW∗ -module structure. The object π0(1)∗
∼= KMW∗ is the unit of a symmetric monoidal structure
on the category of homotopy modules. For the definition of the sheaf of unramified Milnor-WittK-theory
KMW∗ , see [20, Chapter 3]. Its sections over a field L are generated by the classes [u] ∈ KMW1 (L) for
u ∈ L× and η ∈ KMW−1 (L). One puts 〈u〉 = 1 + η[u]; this induces an isomorphism KMW0 (L) ∼= GW (L)
[20, Lemma 3.10]. For each n ≥ 1, the induced map Z[Gm]⊗n → KMWn , u1 ⊗ · · · ⊗ un 7→ [u1] · · · [un]
induces a surjection on sections over fields [20, Lemma 3.6].
Now suppose that F∗ is a homotopy module. The isomorphism Fn → (Fn+1)−1 corresponds by
adjunction to a morphism Z[Gm] ⊗ Fn → Fn+1. Using the identification of the category of homotopy
modules with the heart of SH(k), one may show that it factors through the surjection Z[Gm]→ KMW1 .
By contraction, the pairing KMW1 ⊗ Fn → Fn+1 induces (KMW1 )−2 ⊗ Fn → (Fn+1)−2 and hence a
multiplication η : Fn → Fn−1. Since KMW∗ is generated by KMW1 and η ∈ KMW−1 , it follows that there
is at most one extension to a pairing KMWn ⊗ Fm → Fn+m for all m,n ∈ Z. It is a consequence of the
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identification of the category of homotopy modules with the heart of SH(k) that this extension always
exists.
Cohomological transfers. A homotopy module automatically has cohomological transfers, i.e. for
any finite e´tale morphism f : X → Y with X,Y essentially smooth over k, there is a transfer trf :
F∗(X) → F∗(Y ). See [20, Corollary 5.30] or [3, Section 4]. Cohomological transfers are functorial in
morphisms of homotopy modules and satisfy the projection and base change formulas (loc. cit.). This
means the following. If a ∈ KMW∗ (X) and m ∈ F∗(Y ), then trf (af∗m) = trf (a) ·m, and similarly if
b ∈ KMW∗ (Y ) and n ∈ F∗(X) then trf (f∗(b)n) = btrf (n); these are the projection formulas. Moreover
if we have a cartesian square
X ′
g′−−−−→ X
f ′
y f
y
Y ′
g−−−−→ Y
with Y, Y ′ smooth and f e´tale, then g∗trf (n) = trf ′g
′∗(n); this is the base change formula.
More on contractions.
Lemma 46. Let t be a coordinate on A1 and F∗ a homotopy module. Write i1 : Spec(k)→ A1 \0 for the
inclusion of the point 1. Then for X ∈ Sm(k) we have F∗(X×(A1\0)) ∼= F∗(X)⊕F∗−1(X). Here the map
F∗−1(X)→ F∗(X×(A1\0)) is multiplication by [t] ∈ KMW1 (k[t, t−1]), the map F∗(X)→ F∗(X×(A1\0))
is pullback along the canonical projection, and the subgroup F∗−1(X) ⊂ F∗(X × (A1 \ 0)) is precisely the
kernel of i∗1.
Proof. We have the inclusions Spec(k)
i1−→ A1 \ 0 → A1. Since F is homotopy invariant, it follows that
F∗(X × (A1 \ 0)) = F∗(X)⊕M∗(X), where M∗(X) is the kernel of i∗1 and by definition of contraction,
M∗(X) = (F∗)−1(X). We thus use the defining isomorphism of a homotopy module to identifyM∗(X) ∼=
F∗−1(X). It remains to see that this isomorphism is given by multiplication by [t].
For this, let F be any homotopy invariant sheaf and U ∈ Sm(k) be arbitrary. If X ∈ Sm(k)
then Hom(Z[X ], F )(U) = F (X × U) and the pairing Hom(U,X) × Hom(Z[X ], F )(U) → F (U) is
given by α, x 7→ α′∗(x), where α′ = (α, idU ) : U → X × U and x ∈ F (U × X). Since F−1(U) =
Hom(Z[Gm], F )(U) ⊂ F ((A1 \ 0)× U), the pairing Gm(U)⊗ F−1(U)→ F (U) is given by (u, s) 7→ u′∗s.
Here s ∈ F−1(U) ⊂ F (U × (A1 \ 0)), u ∈ Homk(U,A1 \ 0) and u′ = (u, idU ) ∈ HomU (U, (A1 \ 0) × U).
Consequently “multiplication by [t]”
F (X × (A1 \ 0)) ⊃ F−1(X)→ F−1(X × (A1 \ 0)) [t]−→ F (X × (A1 \ 0))
is given by F (X× (A1 \0)) ⊃ F−1(X) ∋ s 7→ t∗p∗(s), where p : X× (A1 \0)2 → X× (A1 \0) is projection
to the first two factors and t : X × (A1 \ 0) → X × (A1 \ 0)2 is (x, u) 7→ (x, u, u). Thus pt = id and so
multiplication by [t] corresponds to the canonical inclusion, as was to be shown.
Boundary maps. Being strictly homotopy invariant, each of the sheaves Fn is unramified [19, Lemma
6.4.4]. This means that for a dense open immersion U → X ∈ Sm(k), the restriction F∗(X)→ F∗(U) is
injective and that moreover for X connected we have
F∗(X) =
⋂
x∈X(1)
F∗(Xx).
HereX(1) denotes the set of points of codimension one, F∗(Xx) denotes the stalk at x, and the intersection
takes place in F∗(k(X)).
If L/k is a field extension, then by a standard colimit procedure there is a well-defined group of
sections F∗(L). More generally this is true if L is a scheme which is a filtering inverse limit of a system
of smooth schemes with affine transition morphisms. If L is a finitely generated field extension of k and
O ⊂ L is a geometric dvr, then by definition there exist X ∈ Sm(k) and x ∈ X(1) such that L ∼= k(X)
and Spec(O) is the localization of X in x. Let κ be the residue field of O. Then for every choice of
uniformizer π of O there exists a canonical boundary map
∂π : F∗(L)→ F∗−1(κ)
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with kernel F∗(O) [20, discussion after Corollary 2.35].
In this situation, we write s : Spec(κ)→ Spec(O) for the inclusion of the closed point.
Lemma 47. For u ∈ O× and m ∈ F∗(O) we have ∂π([uπ]m) = 〈s∗(u)〉s∗(m).
Proof. First note that for x ∈ KMW∗ (K) and m ∈ F∗(O) we have ∂π(xm) = ∂π(x)s∗(m). To see this,
one goes back to the geometric construction of ∂π as in [20, Corollary 2.35]. That is we observe that after
canonical identifications, ∂π corresponds to the boundary map ∂ : H0(K,F∗)→ H1v (O,M∗) in the long
exact sequence for cohomology with support. Our claim then follows from the observation that for any
sheaf of rings K on a space X and K-module F , the boundary map in cohomology with support satisfies
our claim. To see this, just note that multiplication by m ∈ F (X) induces a homomorphism of sheaves
K → F ∈ Shv(X) and consider the induced homomorphism of long exact sequences for cohomology
with support.
We also have ∂π([uπ]) = ∂π(〈u〉[π]+ [u]) = 〈s∗(u)〉, using [20, Lemma 3.5(1) and Proposition 3.17(3)]
and the fact that the homomorphism ∂π has kernel KMW∗ (O).
This concludes the proof.
Lemma 48. If G∗ →֒ F∗ is an inclusion of homotopy modules, then for any connected X ∈ Sm(k) we
have G∗(X) = F∗(X) ∩G∗(k(X)).
Proof. Since G∗ is unramified we have G∗(X) =
⋂
x∈X(1) G∗(Xx). It thus suffices to prove the lemma in
case that X = Spec(O) with O ⊂ L a dvr with uniformizer π. Note that once a uniformizer π has been
fixed, the construction of the boundary map ∂π of a homotopy module is completely canonical, which
implies that ∂πG = ∂
π
F |G and hence G∗(O) = ker(∂πG) = ker(∂πF ) ∩G∗(L). This concludes the proof.
B Recollections on continuity
In this section we collect some continuity results which we use repeatedly, but could not find any references
for. We again make no claims to originality.
By an essentially smooth S-scheme X we mean a cofiltered diagram of S-schemes Xα, α ∈ Λ with
each Xα → S smooth, and each transition map Xα → Xβ affine. By abuse of notation, we denote the
limit limαXα also by X . We call a morphism of schemes X → S essentially smooth if it can be obtained
as the limit of a cofiltered diagram as above.
By an essentially finite type S-scheme X we mean the same thing, except that Xα → S is required
to be of finite type instead of smooth.
Note that it follows from [9, The´ore`me 8.8.2(2) and The´ore`me 8.10.5(v)] [26, Tags 0C0C and 01OY]
that essentially smooth (respectively essentially finite type) morphisms between Noetherian schemes are
stable under composition.
Lemma 49. Suppose X → S is an essentially finite type morphism of Noetherian schemes. Then
GW (X) ∼= colimαGW (Xα)
via the pullbacks GW (Xα)→ GW (X).
Proof. By [26, Tag 01ZR] the category of coherent sheaves on X is the colimit of the categories of
coherent sheaves on the Xα. Any open subscheme of X is the base change of an open subscheme of Xα
for α sufficiently large [9, The´ore`me 8.8.2(2) and The´ore`me 8.10.5(iii)] and hence it follows easily that
the category of vector bundles (locally free finite rank sheaves) on X is also the colimit of the categories
of vector bundles on the Xα. The same result for the categories of bilinear bundles is now formal, and
then K(Bil(X)) = colimiK(Bil(Xα)).
By definition we have GW (X) = K(Bil(X))/J(X), where J(X) is the ideal consisting of elements
V −W , where V,W range over metabolic bilinear bundles with isomorphic Lagrangians L [11, Section
I.4]. Recall that L ⊂ V being a Lagrangian means that V = L⊕ L⊥.
It remains to show that J(X) = colimi J(Xα). This is immediate from the description of the category
Bil(X) as the colimit of the categories Bil(Xα).
Lemma 50. Let s : X → S be an essentially smooth morphism between Noetherian schemes of finite
dimension, and F ∈ Pre(Sm(S)) a presheaf. For each α let sα : Xα → S be the structure map. Then
(s∗F )(X) = colimα F (Xα).
Moreover, s∗ preserves Nisnevich sheaves.
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Proof. This is a very special case of [10, Lemmas A.3 and A.4].
Corollary 51. If K is a field, then GW (K) = colimk GW (k), where k runs through the subfields of
K which are finitely generated over the prime subfield. Such k in particular have finite virtual 2-e´tale
cohomological dimension.
More generally, let p : X → S be an essentially smooth morphism between Noetherian schemes of
finite dimension. Then there is a canonical isomorphism p∗GW ∼= GW in Shv(Sm(X)Nis).
The same is true for In or W in place of GW .
Proof. Since K =
⋃
k k we have Spec(K) = limk Spec(k). Also the system is filtering with affine
transition morphisms. Hence the first claim follows from Lemma 49. For the claim about cohomological
dimension, see [25, Theorem 28 of Chapter 4].
For the more general statement, we note that the statement with the presheaf GW in place of the
sheaf GW follows from Lemmas 49 and 50. So we need to show that p∗ commutes with taking the
associated sheaf. This follows from [26, Tag 00WY].
Filtered colimits of abelian groups are exact, so the case of I1 = ker(GW → Z) and W = coker(Z →
GW ) follow from GW . For any filtering system (Rα, Iα) of rings with a specified ideal we get colimα I
n
α
∼=
(colimα Iα)
n, and hence we have established the claim about In. Finally the claims about In,W are
deduced from the results for In,W as before.
Remark 52. Suitably formulated, the results in this section hold in much greater generality. We do not
need this in the present article, so avoid the extra complications.
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