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Introduction
Data Envelopment Analysis (DEA) is a mathematical programming approach to performance evaluation [1, 2, 4] . DEA requires that the data for all inputs and outputs are known exactly. Recently Cooper et al. addressed the problem of imprecise data in DEA in its general form [3] . When some outputs and inputs are imprecise data such as interval or ordinal data, the DEA model becomes a nonlinear programming problem and is called imprecise DEA (IDEA). In dealing with this data the obtain models usually are nonlinear. To rectify this drawback Cooper et al. [5] proposed some methods to convert the nonlinear model to a linear one. In addition to it one can read Thompson et al. [11] . Recently Lee et al. [10] , Zhu [12] , Despotis and Smirlis [6] and Jahanshahloo et al. [7, 8, 9] investigate to IDEA. When evaluate DMUs under interval data, they can classify as follows: (E ++ ) all the DMUs which are efficient with any combination of their inputs and outputs, (E + ) the DMUs which are efficient in their maximal status but for some data levels they loss their efficiency and (E − ) the DMUs that are inefficient in each case.
In this paper, we present a new technique for assessing the sensitivity of efficiency and inefficiency classification in DEA with interval data. The focus is on the stability of DMUs that have interval data. Having identified efficient and inefficient DMUs in a DEA analysis with interval data, one may want to know how sensitive these identification are to possible variations in data. Also, a modified CCR model is suggested to sensitive the DMUs with interval data. We develop several linear programming formulations for investigating radius of stability for all DMUs with interval data. The possible data perturbations for preserving the DMUs classifications are computed from the optimal values.
The structure of the paper is as follows: In section 2, we review DEA models for dealing with interval data. Then on the basis of these models, in section 3, we propose some models for determining radius of stability of DMUs. In section 4, the sensitivity and stability analysis method to several data sets are introduced. A concluding section summarizes our main results.
Preliminaries
Suppose we have n DMUs, where each
Unlike the original DEA model, we assume further that the levels of inputs and outputs are not known exactly, the true input and output data known to lie within bounded intervals i.e.
] with upper and lower bounds of the intervals given as constants and assumed strictly positive. In this case, the efficiency can be an interval. The upper limit of interval efficiency is obtained from the optimistic viewpoint and the lower limit is obtained from the pessimistic viewpoint. The following model provides such an upper bound for DMU o :
where ε is a non-Archimedean infinitesimal and original variables u 1 , . . . , u s and v 1 , . . . , v m are weights for outputs and inputs, respectively, which to be estimated. We denote by h U o the efficiency score attained by DMU o in (1). The model below provides a lower bound of efficiency score for DMU o :
The efficiency h 
Sensitivity analysis in DEA with interval data
Suppose that DMUs are evaluated by (1) and (2) ++ . We will calculate the upper-bounds of α and β, namely the ranges for α and β, such that the inputs and outputs of DMU o are perturbed within these ranges and the efficiency of DMU o is preserved in E ++ . It has been assumed that α and β are scalars and strictly positive. Here, we consider the following cases:
( 
For this purpose, we present the following models:
and max α s.t.
Where, β * is optimal value of model (3). In models (3) and (4), inequality in constrains (*) and (**) guarantees that these models are feasible. Here, the
v i = 1 is added for normalization purpose. In the first glance, it seems that (3) and (4) are nonlinear, but the following manipulation transforms the models into linear.
By the above substitutions, the following linear models are obtained:
Where, β * is optimal value of model (5).
Theorem 1.
After solving models (5) and (6) and applying the changes (I) and (II), the data of DMU o remain interval. Proof. With regard to following constrains,
proof is evident. Theorem 2. Suppose DMU o is in E ++ . After solving models (5) and (6) 
we define γ as follows:
And by following substitutions:
is a feasible solution for model (7) with objective function
Then (ū,v) is optimal solution of model (7) and we have h 
Radius of stability for DMU belonging to E

+
In this case, we assume that + . We will calculate the upper bounds of α and β, namely the ranges for alpha and β such that the inputs and outputs of DMU o perturbations within these ranges preserve the efficiency of DMU o in E + . Here, we consider the following cases: 
Assume, α * is optimal value of objective function. Then we chooseᾱ such that 0 ≤ᾱ < α * , value ofᾱ is determined by manager, and then solve the following model:
In models (8) and (9), inequality in constrains (*) and (**) guarantees that these models are feasible. Clearly, models (8) and (9) are nonlinear, but by similar manipulation as mentioned in section (3.1) transform in to following linear models:
and max β s.t.
Where 0 ≤ᾱ < α * . Theorem 3. After solving models (10) and (11) (2) and is omitted.
Radius of stability for DMU belonging to E
−
In this case, we assume that DMU o is in E − . Our aim is to find the scalars α and β such that if we decrease lower bound of inputs and increase upper bound of outputs of DMU o by α then h − . We will calculate the upper bounds of α and β, namely the ranges for α and β such that the inputs and outputs of DMU o are perturbed within these ranges and its inefficiency score is not changed. Now we consider following cases: 
* is optimal value of objective function. Since, we must h L o < 1, so we chooseᾱ such that 0 ≤ᾱ < α * , value ofᾱ is determined by manager, then solve the following model:
In models (12) and (13), inequality in constrains (*) and (**) guarantees that these models are feasible. Clearly, models (12) and (13) are nonlinear, so by similar manipulation as mentioned in section (3.1) transform in to following linear models:
and min β s.t.
Theorem 5. After solving models (14) and (15) and applying the changes (V) and (VI), the data of DMU o remain interval. Proof. Proof is evident. 
An application in Bank Branches in Iran
We now apply this approach to some commercial bank branches in Iran. There are 20 branches in this district. Each branch uses 3 inputs to produce 5 outputs. Table 1 shows the kind of these inputs and outputs. In Tables 2 and 3 the interval inputs and interval outputs for these DMUs are given. Table 3 . Output-data for the 20 bank branches Table 4 . Efficiency units and classification In Table 6 we present the radius of stability for DMUs which is belong to sets E + and E − . 
Discussion
From results of tables (5,6) manager can decided that which data perturbations for preserving the DMUs classifications are suitable. For instance, we can see that, by applying the changes (I),(II),(III),(IV),(V) and (VI) inputs and outputs of DMU 9 ∈ E ++ and DMU 6 ∈ E + and DMU 14 ∈ E − are as tables 7 and 8: Where, we consider that, in models (10), (11) , (14) and (15) 
Conclusion
The current paper develops a new approach for the sensitivity analysis of DMUs with interval data in three following cases: (I) efficient in any cases, (II) efficient in maximal sense and inefficient in minimal sense, (III) always inefficient. And also, finds the radius of stability and largest region for preserving classification of each DMU. Available bank branch data in Iran was used to illustrate the applicability of this approach.
