Abstract-This paper presents a new approach for hyperspectral image visualization. A bilateral filtering-based approach is presented for hyperspectral image fusion to generate an appropriate resultant image. The proposed approach retains even the minor details that exist in individual image bands, by exploiting the edge-preserving characteristics of a bilateral filter. It does not introduce visible artifacts in the fused image. A hierarchical fusion scheme has also been proposed for implementation purposes to accommodate a large number of hyperspectral image bands. The proposed scheme provides computational and storage efficiency without affecting the quality and performance of the fusion. It also facilitates the midband visualization of a subset of the hyperspectral image cube. Quantitative performance results are presented to indicate the effectiveness of the proposed method.
I. INTRODUCTION
W ITH the advancement in the remote sensing technology, several hundred narrow-band images of the same area on the Earth are available. The hyperspectral sensors provide high-resolution spectral information covering the visible and the infrared wavelength spectra. This information is collected over contiguous narrow spectral bands by measuring the reflectance response of the surface to different wavelengths. The hyperspectral image applications have extensively been researched in the areas of remote sensing, environment monitoring, geological surveying, and surveillance due to their distinct advantages in classification and object identification. Recently, hyperspectral imaging has also been found to be extremely useful in surveillance for coastal and cross-boarder material transport [1] - [3] . However, the analysis of hyperspectral data faces following challenges. -Redundancy: The nearby image bands in the hyperspectral data cube exhibit a high degree of spatial correlation among them due to the contiguous and narrow nature of the hyperspectral sensors. This redundancy of the data needs to be removed for efficient processing and reduction in the computational overheads.
The hyperspectral data present abundant multidimensional information that contains far more image bands than those that can be displayed on the standard tristimulus display. Therefore, an efficient and appropriate means of visualization of the hyperspectral data is the need of the hour [4] .
To overcome the aforementioned problems and to exploit this rich source of information, efficient data fusion could be a primary key step in the hyperspectral image visualization that deals with combining the data from multiple sensors. Various image fusion techniques are being developed for applicationoriented visualization, effective interpretation, extraction of useful features, and to provide a better description of the scene using reduced data sets.
In this paper, we propose a very generic but extremely powerful scheme for the fusion of the hyperspectral image cube using bilateral filtering for visualization purposes. We propose a hierarchical approach to spectral fusion to accommodate a large number of image bands. This makes the approach computationally very efficient. Our scheme can be used to generate an RGB image for the standard tristimulus display, as well as to generate a single grayscale image from the given hyperspectral image cube.
The remainder of this paper is organized as follows. Section II provides a review of existing hyperspectral image fusion and visualization techniques. We describe the proposed approach for the hyperspectral image fusion using a bilateral filter in Section III. Section IV describes the actual implementation of our algorithm. The results and quality assessment are discussed in Section V. Conclusions are drawn in Section VI.
II. RELATED WORK
The research in the remote sensing image fusion can broadly be divided into two categories: 1) multispectral (MS) and panchromatic (pan) image fusion and 2) multiband image fusion. In the former category, the MS images with higher spectral resolution but lower spatial resolution are fused with the pan images of higher spatial but lower spectral resolution. Various methods for achieving this task, known as pan-sharpening have been discussed along with the comparison of these algorithms in [5] and [6] . Several pan-sharpening approaches have been reported, which include intensity-hue-saturation (IHS) 0196-2892/$26.00 © 2010 IEEE transformation [7] , component substitution framework [8] , specific image formation model [9] , etc. Recently, wavelet packet transform based fusion [10] and contourlet transform based fusion [11] techniques have also been suggested for pan-sharpening, which depend on multiresolution decomposition of spectral bands. The pan-sharpening algorithms involve the extraction of high-resolution spatial data from pan images and merging them with MS images for sharpening.
The multiband image fusion deals with combining several images of the same spatial resolution to form a single image. The pan-sharpening techniques do not prove to be suitable for the multiband image fusion, where all the images have the same spatial and spectral resolution.
The multiband image fusion techniques can be classified into three categories based on the level at which the fusion operation takes place, namely, pixel based, feature based, and classification based. Different techniques for fusing several images into a single image have been developed; however, the extension of these schemes to the hyperspectral image fusion problem is nontrivial. The classification-based methods classify the hyperspectral data into various classes, and these classes are assigned pseudocolors for the visualization purpose. These methods suffer from following major drawbacks: limited training data for classification, high computational costs, and nonnatural appearance of the resultant image. The pixel-or feature-based techniques aim at selecting the relative importance of the pixels across various bands and accordingly designing a fusion strategy. The simplest method of hyperspectral image fusion is based on the averaging of spectral bands. This method assigns equal weights to each spectral band and produces the result equivalent to the integration of the spectral response at each pixel. As the information across bands is not uniformly distributed, this technique loses a high amount of information. Guo et al. [12] proposed the assignment of unequal weights to spectral bands depending upon the application and purpose of visualization; therefore, application-specific kernels were used to assign spectral weights to the bands. These weights depend upon the application-specific information contained by the band, hence helping in retaining the useful contents to achieve better classification.
Various multiresolution-based methods for fusing images have recently been extended to hyperspectral image fusion. In [13] , three multiresolution techniques have been analyzed for the performance. These algorithms include the decomposition of the base images using a Gaussian pyramid to generate multiresolution representations. These pyramidal decompositions are fused at each level using a predefined fusion rule to generate the representation of the final fused image at that pyramidal level, which are appropriately synthesized to obtain the fused image. The fusion rules are based on saliency of the pixel, which is a measure of the "relative importance" of the pixel calculated from its neighborhood. The most commonly used fusion rule for the lowest resolution is averaging, while rules for fusion at the other levels include the use of energy, gradient, and high-frequency contents in the neighborhood of the pixel to compare the relative amount of information among different images at the corresponding pixel location. The image fusion rules involving the selection of a pixel in a particular band with higher information and discarding the corresponding pixels in other bands are not advisable for MS fusion; however, fusion rules involving a weighted average can be extended to MS fusion, where the sum of weights is normalized to one. The wavelet-based techniques have been proved superior to traditional image fusion for their ability to provide directional information at each decomposition level [14] . The hyperspectral detectors cause line-to-line stripping and scanline noise due to unequal detector sensitivities and electronic factors [4] . The wavelet-based fusion methods do not yield good results with this kind of noise, as spatial distortions in the form of ringing or aliasing effects, or blurring of contours and textures may take place during the fusion process [6] .
Researchers have proposed a number of dimensionality reduction based approaches for the image fusion problem. Principal component analysis (PCA) is used as a classical technique of dimensionality reduction [15] . This technique finds out the basis vectors in the direction of maximum data variance and projects image data onto those basis vectors to create the resultant image. In [16] , the first three principal component vectors have been mapped to the RGB or HSI color space. In [17] , three different schemes of partitioning the hyperspectral data set have been suggested, which facilitate efficient fusion to generate an RGB image. Since the PCA-based fusion schemes are entirely dependent on image data statistics, the same grayscale values in different fused images are not consistent in the visual information. Additionally, this method involves a significant amount of computation. To avoid the data dependence of PCA-based methods, Jacobson et al. [18] introduced linear projection onto fixed basis functions, which are based on certain optimizing criteria for a standard device color space (sRGB) and perceptual color space (CIELab). They have also extended this approach by assigning higher weights to the bands having higher SNR values when SNR values for hyperspectral image bands are known. An image fusion approach involving classification as an intermediate stage employing two layers to integrate the mixture information is reported in [19] . Demir et al. [20] proposed a low-complexity approach to generate a color display using the method of 1-bit transform (1BT) to determine three suitable image bands with more information. However, this technique loses the information available in the rest of the hyperspectral image cube. A visualization technique based on convex optimization for the preservation of spectral distances is proposed in [21] . This technique allows interactive visualization to meet the needs of a human analyst. In [22] , an analysis of RGB color composition for hyperspectral image visualization has been carried out for the approaches involving data transformation and data classification.
In this paper, we propose a very different type of fusion strategy that tries to define the fused image as a weighted sum of individual components, where the weight reflects the locally dominating features of the pixel in a given band. Thus, there is no loss of information from individual spectral bands. The method is fully automatic and is made computationally and memory-wise very efficient through a hierarchical implementation of the proposed scheme.
The problem of quality assessment of a fused grayscale (or RGB) image still does not have a universally accepted solution.
Several measures for the image and fusion quality have been suggested when the reference image or ground truth is available. However, such performance evaluation in the absence of a reference image is still an open problem. In [23] , some goals for the visualization of hyperspectral images are discussed, which mainly include consistent rendering, edge preservation, computational ease, equal energy white point, and natural palette for fused RGB images. Zhu et al. [24] suggested the use of entropy and correlation coefficients as quantitative measures for fusion performance. Notwithstanding above, we have used the existing methods of performance evaluation to compare the performance of the proposed scheme of fusion with other methods.
III. PROPOSED METHOD
The process of image fusion aims at the formation of a single image that selectively merges the maximum possible features from the source images. In the case of hyperspectral image bands, the images are obtained by sampling a continuous spectrum at narrow wavelength intervals (e.g., each channel of the Airborne Visible/Infrared Imaging Spectrometer (AVIRIS) instrument has a nominal bandwidth of 10 nm). As the spectral response of the scene does not vary much over the adjacent bands, extracting specific information contained by a particular band is the key to the fusion process. We calculate the value of each pixel of the fused image by a normalized weighted average of the pixels among different bands at the corresponding location. The critical part of the algorithm lies in choosing appropriate weights representing the subtle information at each location along the available spatial and spectral ranges, which indicates selecting different weights for every pixel in each of the image band. We define the weight of the particular pixel in the image from the relative importance of the feature with respect to its neighborhood. A smoothing 2-D filter removes the slowly varying features from the image, and therefore, subtracting the filtered image from the original image gives the important local details in the image. The magnitude of these local details decides the weight of the pixel in fusing the set of pixels at the same location along the wavelength axis. However, any ordinary smoothing filter tends to blur the edges, and then, the difference image contains artifacts in the neighborhood of any edge pixel. This introduces visible artifacts in the fused image. Hence, an appropriate smoothing filter must be used that does not smooth strong edges while removing minor variations in the image. We propose a bilateral filtering-based approach to accomplish the aforementioned task and achieve an efficient hyperspectral image fusion.
In the following sections, we first discuss preliminaries of the bilateral filter. We describe our approach of the multiband fusion and the scheme of hierarchical fusion for computational efficiency in the subsequent sections.
A. Bilateral Filter
A bilateral filter is a nonlinear filtering technique introduced by Tomasi and Manduchi [25] that encompasses the combined effects of spatial-domain filtering and range filtering to achieve image smoothing while preserving sharp edges. This technique combines the neighborhood pixels based on their spatial and photometric closeness, to assign pixel values that satisfy proximity in both the domains. Mathematically, the bilateral filter can be represented as follows [25] :
where f (x) is the input image, and h(x) is the corresponding bilaterally filtered image. The function c(ξ, x) measures the spatial closeness of neighborhood center x and a surrounding point ξ. The photometric similarity (range closeness) between the neighborhood pixel x and surrounding point ξ is measured by S(f (ξ), f (x)). The normalization factor k is given by
By choosing the range and spatial filtering functions as the Gaussian functions, the bilateral filtering extends the concept of the Gaussian blurring in the spatial domain with the additional range weight contributed by the intensity domain. Let I be the image to be processed using a bilateral filter. Let G σ S be the Gaussian spatial kernel, which is similar to traditional Gaussian filter. The value of σ S decides the spatial extent of the kernel or the neighborhood under consideration. Let G σ R be the Gaussian range kernel, where σ R decides the "amplitude" of the edge and its corresponding weight [25] . The new value of pixel (x, y) of image I is obtained from pixels (x,ỹ) in the neighborhood of the corresponding pixel as shown in the following:
where the Gaussian spatial kernel for the filter is defined as
, and the Gaussian range kernel is defined as G σ R (a) = exp(−a 2 /2σ 2 R ). The term W (x, y) is the normalization factor similar to k(x) in the discrete form, and I BF is the output of the bilateral filter.
The ideal bilateral filtering process involves the product of two Gaussian functions, and therefore, it is computationally time consuming. However, faster and computationally simpler approximations of the discrete bilateral filter have been proposed in the literature [26] , [27] . The bilateral filter has been used in various applications of computational photography, like image denoising, tone mapping, and high dynamic range imaging [28] - [30] . In a recent paper, Bennett et al. [31] have also used a modified bilateral filter for the fusion of visual and IR videos, yielding an enhanced visual band output. However, their methodology is very different from that of the proposed method. They use a bilateral filter for noise removal and subsequent noise-free edge extraction from IR data. These edges are simply added to the visual band data through an appropriate but heuristically chosen weight. In the proposed method, the output of the bilateral filter is directly used in calculating the weights for the fusion of various bands. Hence, the use of a bilateral filter in the proposed technique is more in the spirit of defining α-mattes [32] , [33] , rather than detail extraction.
B. Image Fusion
The objective of fusing a subset of the hyperspectral data cube is to obtain a single image that retains the features from all the constituent bands as much as possible. The hyperspectral images are generated as the reflectance response of the surface, which mainly depends on the properties and composition of the material in the scene. Certain substances exhibit a stronger response over a given wavelength range and form strong and sharp features in the corresponding subset of the image cube. On the other hand, certain substances have a peak reflectance response over a very narrow wavelength range. These substances form weak features, i.e., edges and textures, which are seen only in few images. We need to particularly preserve these weak features in the correct proportion during the fusion.
The bilateral filtering operation is well known for the characteristics of edge preservation and removal of fine textures. We propose a bilateral filtering technique to separate the weak edges and fine textures by subtracting the bilateral-filtered image from the original image from the subset of a hyperspectral image cube. We use the magnitudes of these features as the weights during the fusion after normalizing them to one across the wavelength. This approach is similar to the compositing of low-dynamic-intensity photographs with variable exposures, as discussed in [34] . Here, we handle the problem of fusing remote sensing images with variable reflectance of various regions contained in the scene spread over a wide spectrum.
Let I(x, y, λ 1 ) to I(x, y, λ M ) be the subset of a hyperspectral image cube, containing M images from consecutive wavelength bands λ 1 to λ M . We calculate the weight at each pixel (x, y) for each image, w 1 to w M , using the bilateral filter as shown in the following:
where I BF is the corresponding bilateral filtered image. K is a positive real number that allows flexibility in the fusion process by increasing or decreasing the effect of actual weight components and prevents numerical instability at homogenous regions. Here, the weights are proportional to the difference images, which mainly contain the weak features and edges. The constant K also helps in retaining the strong edges in the fused image, which are removed in the difference image. The denominator in (4) guarantees that the sum of all weights equals unity, i.e., M i=1 w i (x, y) = 1. The fused image of the hyperspectral cube subset I F is given by
C. Hierarchical Fusion
A typical hyperspectral image data set in remote sensing contains a few hundred images to be fused into a single image (for grayscale) or three images (for RGB). Combining all the image bands of the given data set together results in assigning very small fractional weights to the locations in the each of the image bands. In this procedure, some of the weights are comparable to the truncation errors, and hence, some of the minor details may wash out during fusion. Furthermore, the data along the spectral dimension are needed for the computation of such fractional weights. Therefore, the procedure requires the entire hyperspectral cube to be read into memory. Considering the huge size of a hyperspectral image cube, the memory requirement goes over a few hundreds of megabytes.
We suggest a process of hierarchical fusion to overcome these issues and also to provide a better image analysis. For the hyperspectral image cube of dimensions (X × Y × N ), containing N image bands, we apply the bilateral filter-based fusion across a contiguous subset of dimensions (X × Y × M ) to generate P = N/M different fused images at the first stage.
These P images represent the results of the first stage of the fusion. These images form the base images for the second-stage fusion, which is carried out using the same algorithm over a newly formed image cube of dimensions (X × Y × P ). We hierarchically repeat the procedure of such a fusion to generate the final fused image within, e.g., J steps. By generating three fused images at the prefinal stage and assigning them to appropriate color channels, we can obtain the RGB representation of the hyperspectral image cube for the tristimulus visualization.
This technique requires only M number of contiguous image bands for the fusion at the corresponding stage. Here, the memory requirement significantly reduces as only M images out of N are read into memory, which are typically less than 10% of the original number of image bands. The resultant fused images at the intermediate stages facilitate the visualization and analysis of the midband reflectance response of the scene. Thus, if δ is the bandwidth of the individual narrow bands of the hyperspectral image band, then Mδ is the bandwidth of each of the fused images in the first stage. The images contain the response over a wider bandwidth as one moves to the higher levels. Each of the images at the prefinal stage encompasses approximately one-third of the bandwidth of the total range of hyperspectral bandwidth. The final fused image represents the fusion over the entire bandwidth of the available data. Fig. 1 shows the schematic of the proposed hierarchical fusion. The scheme easily accommodates any increase in the number of bands without affecting the performance of the fusion scheme and the quality of the fused image.
It may be noted that, in the literature, some of the multiresolution-based fusion methods are termed as hierarchical fusion [13] . The proposed technique is different from these multiresolution-based approaches. We do not perform any subband decomposition of the image cube.
IV. IMPLEMENTATION
The fusion process is controlled by three parameters-σ S , σ R , and K. The choice of appropriate values of these parameters is necessary to achieve better fusion quality. One can set these parameters depending upon the contents of the given hyperspectral data and by evaluating the quality of fusion. This approach, although more accurate, becomes data dependent, and it cannot directly be applied to different data sets. To automate the fusion process without any degradation in quality, we adopt the following guidelines, as discussed in [28] . The value of range kernel parameter σ R defines the minimum amplitude of the intensity value in the image that can be considered as an "edge." We calculate the difference between the maximum and minimum values of intensity of a given image data set to find the actual intensity range in the image. We choose the value of σ R as the fraction of the intensity range to define the edge measure
where α is set to 0.02 during experiments for all data sets. The choice of σ S decides the size of spatial details retained during fusion, which is related to the ground-projected instantaneous field of view in remote sensing. Generally, the value of σ S is fixed as the percentage of the image dimensions. Thus, for an image of dimensions (X × Y ), we define the spatial kernel parameter as σ S = β[min(X, Y )]. In all test experiments, we have used β = 0.50.
The constant K can selectively be chosen to adjust the needs of an image analyst. Lower values of K result in boosting the finer details, which may result in oversharpening. On the other hand, excessively higher values of K result in an "average-like" fusion tending to smooth out the fused image. For the 16-bit experimental data, we selected the value of K to be equal to 50 after experimenting over the range from 10 to 1000.
The discrete approximation of bilateral filtering enables a faster computation. Weiss [27] suggested a box kernel approach for faster bilateral filtering; Paris and Durand [26] implemented a 3-D kernel for fast approximation of the bilateral filter. These algorithms speed up the bilateral filtering process due to ease of computation. We have used the 3-D kernel approximation of the bilateral filter by Paris and Durand [26] , which has a complexity of O(|S| + (S/σ 2 S )(R/σ R )), where S is the image size, and R denotes the range (intensity) domain [26] . Therefore, for the given image domain R and fusion parameters σ S and σ R , the fusion process has linear time complexity with respect to the number of images to be fused. Very recently, Yang et al. [35] have proposed a very fast constant-time complexity method of computing the bilateral filter. This can be used to further speed up the computation.
V. RESULTS AND DISCUSSIONS
To test our algorithm, we have used hyperspectral urban data provided by the Hyperion imaging sensor used in the EO-1 spacecraft for Earth observation. 1 The data consists of 242 bands (0.4-2.5 μm) with 30-m spatial resolution. We have used the terrain-corrected data set (designated as Level G1), which is provided as 16-bit radiance values. The selected data set depicts the urban region of Palo Alto, CA (latitude: 37.4761 • N, longitude: 122.1341
• W). The dimension of the Hyperion data cube is (256 × 512 × 242). We have also used the Moffett Field data provided by the AVIRIS operated by the National Aeronautics and Space Administration/Jet Propulsion Laboratory. 2 These data are provided as 16-bit reflectance values in 224 bands, where each image band has the size of (614 × 512). The selected data set depicts the Moffett Field in California covering vegetation, water resources, and urban area (latitude: 37.4496 • N, longitude: 122.0143
• W). This data set is designated as "Moffett02."
Another two hyperspectral data sets, one each from the Hyperion and the AVIRIS, were also used for testing the algorithm. The second Hyperion data set depicts the area located at latitude 37.4758 • N and longitude 117.4916
• E containing geological features. The second data set from AVIRIS represents the Moffett Field area adjacent to the first AVIRIS data set, Moffett02. This data set is designated as "Moffett03."
Some of the bands from the hyperspectral image sets have a near-zero response as the molecular absorption bands of water and carbon dioxide block the transmission of radiation in certain wavelength bands [4] . After removing these bands, the number of available bands reduces to about 195-200.
We have employed a three-stage hierarchical fusion for both the Hyperion and AVIRIS data sets. Each image band in the AVIRIS data set represents the spectral response of the scene over 10 nm on the average. The first-stage fusion generated 18 fused images, where each of the fused images has a bandwidth of approximately 110-120 nm. These 18 images were used for the second-stage fusion, forming three images. The first fused image [ Fig. 2(a) Fig. 2(a)-(c) . Naturally, one can display these three fused images under a tristimulus (pseudocolor) display by assigning them blue, green, and red channels, respectively. We generate the overall fused image from these three Fig. 2(d) . Results of fusion using (a) the proposed method after the tristimulus display of fused images shown in Fig. 2(a) -(c), (b) the three-band selection approach, (c) the piecewise linear function approach, and (d) the color-matching function approach. Gamma is set to 1.5 for all color displays. data by fusing these three prefinal stage images, which has a bandwidth of 2231.768 nm and is shown in Fig. 3(d) .
It is clear from these results that the fused images are able to retain the textural details in the constituent bands very well. This is specifically so in the urban areas where the need to preserve the spatial details is very crucial. Furthermore, the ringing artifacts and blurring of textures that appear in the fused images using wavelet-based approaches [6] are totally absent in the results of the proposed method.
Objective assessment of fusion quality for the multiband image fusion in the absence of ground truth still does not have a universally accepted solution. The performance parameters for MS and pan image fusion have been reported in the literature [36] - [38] , but these cannot be applied to the fusion schemes where reference image is unavailable. We present the performance evaluation of the proposed scheme on the basis of statistical assessment parameters given in [9] and [39] . The entropy of the image describes the total amount of information contained in the image, which is calculated as
, where p X is the probability density of the intensity level x in the image. However, image entropy tends to be higher when the image contains noise. Therefore, entropy cannot be a reliable performance measure in the case of noisy images. The average gradient of an imageḡ is the measure of image sharpness in terms of gradient values. If I x denotes the difference in the x-axis direction and I y denotes the difference in the y-axis direction for the image size N , the average gradient is given byḡ = (1/N ) x y I 2 x + I 2 y . This parameter has also been reported as the definition of an image in [39] . Fig. 3(d) . Results of fusion using (a) the proposed method after the tristimulus display of fused images shown in Fig. 3 We compare our results with some of the recent techniques-the three-band representation [18] , the use of piecewise linear functions [18] , the technique of the color matching functions [18] , and the 1BT-based method [20] . The visualization results for the proposed approach and the aforementioned approaches are shown in finer detail in Fig. 4 for a block of the AVIRIS hyperspectral image cube to visually inspect the quality and sharpness of the fused images. It can be seen that the result of the proposed method not only provides sharp features but also preserves the finer details with accuracy. At the bottom right, the rectangular regions are seen to have some linear textural pattern, which is not properly visible in the results of visualization using other methods. The output in Fig. 4 (b) appears to be quite saturated at various locations. However, the results of the proposed method do not suffer from the saturation problem. Similar comparative results for a block of the Hyperion hyperspectral image cube are provided in Fig. 5 , where it can be observed that the proposed method retains the minor details from its constituent image bands. At the bottom-middle portion of the image, more details can be clearly seen in the proposed method. Other methods do not yield so much details in the fused image. We also provide the statistical assessment results of the fused images in Tables I and II . It can be seen that the proposed approach yields results with a higher variance, representing a better contrast. The higher entropy of the bilateral filter-based fused image indicates a higher information content over the other methods. Similarly, better results can also be seen for the average gradient (ḡ) parameter, which measures the sharpness of the image. The mean of the image, which represents the average gray value of the image pixels, suggests that the proposed method does not necessarily prefer the pixels with higher intensity values.
VI. CONCLUSION
In this paper, we have proposed a new approach for the hyperspectral image fusion for the purpose of visualization using bilateral filtering. Apart from yielding better results, the proposed scheme provides flexibility in the process of fusion by modifying the bilateral filter parameters and the tuning parameter K to match the needs of the observer. With the bilateral filter being a noniterative filter and with an efficient implementation scheme being available, the fusion process is faster and computationally simpler. The weight for each of the pixel in the entire hyperspectral cube is separately calculated, depending upon the relative contribution of the corresponding pixel in the scene locally. Thus, the fusion process exploits all available information at all locations in all bands, unlike the methods where the entire band is assigned the same weight.
We have also proposed a hierarchical implementation scheme for fusion as it can accommodate any increase in the number of bands without performance degradation. This scheme also enables analysis of intermediate-band fused images as the result of multiband image fusion. This allows fusion of images up to any given spectral bandwidth suitable for midband visualization. The proposed technique does not require construction of multiresolution pyramids, and therefore, it is computationally simpler and faster. The algorithm does not involve any training phase as used in classification-based fusion techniques.
