Image feature analysis to determine object distance can provide precision performance if the optical pointspread function is highly sensitive to range. In the method presented here, a specially designed mask imparts a quarter-wave phase shift over part of the input aperture, thereby inducing an interference effect with maximum sensitivity. The resultant image can be compared with a conventional image through deconvolution and least-squares fitting in order to extract a precise range estimate. This method is quantitatively examined through computer modeling and laboratory testing and is broadly applicable to a wide range of optical wave bands.
INTRODUCTION
Optical range measurement may be accomplished by active or passive means. 1 Because active approaches involve the emission of laser radiation by the observer the methods may involve hazard to the surrounding vicinity and personnel and also make the observer visible to others so that covert observation is compromised. The two most common approaches to active measurement are based on techniques that project laser beams to determine range. In laser range finders, precision pulse timing allows the range measurement of an object, where a single object surface is illuminated and the return light measurement provides distance information via time of flight. An alternative approach uses the projection of a laser spot or structured light pattern from a source that is spatially offset from the viewing optic so that range information may be discerned from the observed light pattern as it is scattered from the object surface in an effective triangulation measurement.
Passive range measurement is the determination of distance through the passive observation of light naturally radiating from, or ambient light being scattered by, an object surface. In all cases, the light radiating from the object is considered to be traveling outward in spherical waves (or as radially directed rays). The range to the object may then be determined either by (1) triangulation based on the comparison of the multiple image views available from cameras that are spatially separated, as in stereo vision, or by (2) the wavefront properties of the light radiated from the object (which is actually a triangulation measurement).
Stereo vision systems utilize images acquired from two or more locations to make a quantitative comparison of image details. 2 The object range is effectively determined by tracing a direct ray of the acquired images via triangulation. These images can be acquired by two optical systems separated by a known baseline or by a single optical system that has been moved between two locations. Stereo imaging systems have been developed in recent years with specially designed commercially available hardware and software 3, 4 that are being developed very intensively for robotics applications. The alternative approach is to move a single camera between different observation points so as to provide the different image views. 5 This approach requires that the observed object remain quite stable between measurements so that motion of the object or a change in lighting conditions does not create additional uncertainties. It also requires that the baseline of camera motion be known quite accurately. In either stereo vision approach, the range measurement error is affected by the resolution of the images acquired 6 and the accuracy of the baseline between the viewing positions. It is common to require that significant effort be placed on the calibration of the optics of stereo systems. The stereo approach has the advantage that multiple objects can have their range determined simultaneously from as few as two images. Passive systems based on an optical measurement through a single aperture are based on several possible operating principles. A common approach is to use a calibrated image reticle to estimate the apparent size of an object of known size and thereby judge object distance. This approach is not attractive, because it presupposes knowledge about the object under observation. An alternative approach utilizes a single optical system wherein the focusing properties of the image are used to determine image range. In this approach, the curvature of the wavefront within a single optical aperture is used as a measure of the object range. Actively focused systems determine range by identifying the point of best focus (sharpest image) and utilizing a calibrated precision focus control mechanism to quantify range. Similarly, detailed image analysis can indicate object range by quantitatively determining the range-related image blur present. However, range determination from blur implicitly requires some prior knowledge of the object properties. Range measurement based on a best focus criterion is not optically optimized because the decision to operate at "best focus" sets the point-spread function (PSF) at a phase point where small phase changes in the wavefront curvature have the least impact. To make range measurements of multiple objects requires refocusing multiple times and acquiring new images each time.
An interesting extension of this concept, known as "wavefront coding," has been previously explored and utilizes a specially designed phase and contrast mask, placed in the pupil plane, that alters the effective PSF of the imaging system. 7 Digital image analysis with a carefully designed intensity mask then extracts a quantitative measure of the object range from the observed image features. The 1 2 phase step introduced at the pupil plane creates a stable distortion to the image PSF that can be quantitatively used to estimate object range. Unfortunately, the selection of a 1 2 phase step again places the PSF at the minimal sensitivity point. Through precise knowledge of the PSF, one also has the opportunity to recover some of the image resolution through deconvolution. However, real objects are effectively composed of many radiating surface points that tend to blur the PSF from any one point, thus limiting performance. An advantage to using this method is that multiple objects can have their range determined simultaneously from a single image.
In all of these systems, air turbulence can play a role in reducing range measurement performance by altering the wavefront and therefore the apparent direction of the light. The effects of air turbulence increase with the size of the optical aperture and/or baseline of the viewing systems. Therefore all passive measurement approaches are sensitive to air turbulence. If equivalent, turbulence-free performance can be obtained from two systems having different "effective" apertures (or baselines), the system with the smaller aperture (or baseline) will provide better performance in a turbulent environment. It is therefore desirable to passively determine range from a system with the smallest possible aperture.
The approach presented here places a wavefront coding mask at the pupil plane that is optimized to provide the maximum sensitivity to object range. It blocks approximately 60% of the light and introduces a 1 4 phase shift to half of the transmitted light. This phase shift causes interference and makes images very sensitive to range. In this way, the range to the corresponding object point is now a matter of interferometry. Since the object of interest is seldom a single radiating point of light, the properties of the image as a whole must be considered. Overlapping of the multiple image points makes the determination of the interferometric pattern much more difficult. If both conventional and wavefront-coded images are acquired, the potential exists to be able to sequentially deconvolve them so as to extract the range information. The fundamental limiters of this approach are image contrast and air turbulence.
This paper describes the details of this approach. To provide a quantitative discussion of optical design and performance, a specific optical system design for a long wave infrared (LWIR) imaging system is described. The particular optical parameters of the example are shown in Table 1 . The outline of the paper is as follows: In Section 2 the fundamentals of the approach are described with details of the necessary optical design features. In Section 3 the detailed image analysis process is presented. Section 4 describes the results of computer modeling and the expected performance. Section 5 describes the laboratory experiments performed that verify the basic principles and support the quantitative performance prediction. Section 6 examines the potential impact of air turbulence on performance. Section 7 is a discussion of the results obtained and overall performance attributes of the system. We conclude in Section 8.
BASIC APPROACH
We consider an optical design with a rectangular aperture and a cylindrical lens. (Extension to circular optics will be made below.) For an "in-focus" optical system the wavefront of a point source is planar at the pupil and the resultant PSF is the sinc 2 ͑x͒ function. In-focus operation is preferred so as to maximize image resolution. The pupil aperture (of width a) is broken into three segments such that the width of the center segment is a / 2 (segment 1) and the side segments are each a / 4 (segments 2 and 3).
If an in-focus, on-axis, object point is moved to a different range, the wavefront at the pupil becomes curved so that an average phase difference develops between the center and side segments. This phase difference is a direct measure of object range and may be determined by observing the interferometric changes to the resultant PSF. To optimize the interference effect, a / 4 phase shift ͑⌬͒ can be applied to the center aperture segment using a mask. That / 4 is optimal can be determined by consideration of the interference between the wavefronts passing through the three aperture segments. The total complex wave ͓E͑x͔͒ at the image plane is composed of the several amplitudes ͑A͒ and phases ͑͒ and is represented as
where A 1 ͑x͒ = Small changes in object range may be compensated for by a small change in ⌬. Calculating the first derivative of the resultant intensity ͓I͑x͔͒ with respect to ⌬ (equivalent to range variation) shows that the intensity at any image point is modulated by sin͑⌬͒. It is therefore seen that a change in object range has minimal effect on the PSF when ⌬ =0, /2,, and maximum effect when ⌬ = ± /4. A refinement that may be applied to the mask design is that the boundaries between the aperture segments should be achieved with a graded transmission mask following ͉cos͑␣ / a͉͒ similar to that used by Johnson et al. 7 (␣ is the horizontal dimension at the pupil plane.) This dampens high-order harmonics from the wavefront coded PSF (PSFw). Circular rather than cylindrical lens elements may also be used and yet achieve similar results. In such a case, the circular wavefront coding mask appears as shown in Fig. 1 and is designed for observation of a vertically oriented feature. As can be seen in Fig. 2 , object range shifts the intensity within PSFw between center and edge. This "broadening" of the PSFw has a measurable effect on the image, allowing range measurement. This intensity pattern change is quite evident by comparing the intensity of the center lobe with that of the sidelobes and is quite linear over the range of interest, as is shown in Fig. 3 .
These observations provide the basis for passive range determination but are strictly applicable only to the imaging of the monochromatic emission from a single point or a narrow line. The wavefront coded image (Iw) obtained from a more common object (O) such as a box, vehicle, or person is the convolution of O with PSFw. The result is that the details of PSFw are badly blurred and difficult to recognize.
In principle the PSFw can be extracted from the Iw through deconvolution, thereby allowing range determination. This computational path is clear, except this process requires a knowledge of the object being viewed. One source of information about the object is a conventionally acquired image (Ic), which is the convolution of the object with the conventional point spread function (PSFc). Therefore, with knowledge of the optical properties of the imaging system and an initial range estimate, O can be estimated. Therefore, observations of Ic and Iw, and sufficient knowledge of the properties of the optical system can lead to a sensitive determination of range.
DECONVOLUTION AND RANGE DETERMINATION
In an imaging system, the spatial resolution loss is readily defined by the apparent blur and is represented by the PSF. In principle, deconvolution allows one to partially reverse image blurring. While a fundamentally illdefined process, 8 deconvolution has been used to sharpen image details and provide improved image clarity for a wide range of applications.
In this approach, a two-stage sequential deconvolution process may be used for range determination. The main assumption is that the optical properties of the imaging system can be precisely known, defining both the PSFc and PSFw as a function of range. Approximate knowledge of the O can be made available if an Ic is acquired using a conventional optical system. The object can be extracted from this image if the "known" PSFc is deconvolved from Ic. Once the object is known, it can then be deconvolved from Iw so as to extract PSFw, the details of which provide range ͑R͒.
The major steps of this initial process can be represented as follows:
1. Acquire Ic and Iw. 2. Estimate the initial R at the optical system best focus.
3. Use the PSFc͑R͒ and the Ic to extract an estimate of O by deconvolution.
4. Use O and Iw to extract PSFw͑R͒ by deconvolution. 5. Compare PSFw͑R͒ against a known data base of PSFw patterns to estimate a new R.
6. Repeat steps 3-5 using this new estimate of R.
In principle, the above approach can be applied to an object of arbitrary shape and size. The only requirement is that the object must present a feature that has sufficient contrast so that an edge can be interpreted as a diffraction limited feature and observed with sufficient optical detail. It has been found that this process needs to be iterated at least once (step 6) for maximum precision.
To implement this procedure in a practical manner, care must be taken to avoid the computational burden typically associated with the deconvolution of large images. Guidance in this matter can be obtained by remembering that the wavefront coded mask provides the maximum intended optical effect for a straight edge oriented perpendicular to the mask. Such a simple feature pro- Table 1 . vides the ability to integrate the intensity pattern along this vertical edge so as to reduce the 2D image feature to a 1D intensity profile and reduces the size of the data array that must be processed. There are two primary classes of approaches used to carry out deconvolution computations, direct matrix operations, 9, 10 and discrete Fourier transforms (DFT).
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While the underlying mathematical principles are similar, the details determine efficiency of operation. Within both classes the approaches used are usually iterative and are forced to converge through the imposition of constraints that enable rapid convergence without being unphysical. The specific computational process used here is based on the iterative deconvolution DFT-based method of Pruksch and Fleischmann. 11 This particular approach was selected because it converges rapidly with a few iterations and utilizes reasonable constraints for digital imaging applications. The specific details of this method are not critical to the fundamental results presented here, since it can be expected that other well-selected deconvolution procedures may provide similar results.
An element of modest importance is that in order to implement DFT methods the intensity profile of a single edge (32 elements) needs to be reflected into its mirror image so that a symmetric array (64 elements) is utilized in the computations. (This is a required artifact of the DFT approach that assumes the image array is a single segment of an infinitely repeating data array.) A second element of importance is that the image profile be composed by a number of elements that is an integer power of 2.
The initial approach described above can successfully extract the PSFw from the input images. However, translating the detailed shape of PSFw directly into a range value is a bit problematic for images that contain random sensor noise. Since the data array is 64 elements long, the noise in the input image can introduce inconsistencies in the deconvolution output that do not directly correspond to the expected shape of PSFw. In a sense, the shape of PSFw is allowed to vary arbitrarily according to 32 free parameters (the image is symmetric), only one of which is the object range. This "excessive" freedom makes associating the shape of the PSFw output with a specific range more imprecise than is needed. To overcome this excessive computational freedom, an alternative approach may be employed to alter the above image analysis process so that the PSFw can only be associated with a single range value, and suppress the sensitivity to the extra free parameters. In this alternate process the first deconvolution of the conventional image is carried out as before. The next step of the process is changed so that O is convolved with a candidate PSFw (identified by a unique range value) and then compared via least squares with the measured Iw. Minimizing the least-squares error selects the best range value.
This alternate process can be summarized as follows:
3. Use the PSFc͑R͒ and the Ic to extract an estimate of O by deconvolution. 4 . Use O and an estimated PSFw͑R͒ to provide an estimated Iw by convolution.
5. Compare the estimated Iw against the measured Iw via least squares and increment R.
6. Repeat steps 4 and 5 until a best fit R is identified. 7. Repeat steps 3 through 6 using this new estimate of R.
Because the size of the image array is modest and one dimensional, the convolution process of step 4 is also efficient. To reduce computational effort, a least-squares method is utilized that also requires few iterations to achieve convergence. The net result is that the computational effort for the alternate process is nearly identical to the initial process, but the precision is significantly improved.
COMPUTER MODELING
The above image analysis processes have been tested by employing computer models of the expected images and introducing random noise to the image pixels to simulate sensor noise. Because the diffraction effects of the imaging system ultimately determine detailed performance, the optical system was modeled using DFT-based methods. To provide an appropriate level of computational detail, the data arrays used were composed of 256ϫ 256 elements. This allowed the optical pupil and the wavefront coded mask to be represented in sufficient detail so as to provide accurate results using double precision software coding. No optical aberrations were introduced, although they can be in future calculations. The object is opaque and the image is the incoherent summation of the corresponding PSF at the selected range. In this manner, an image can be readily constructed from the corresponding summation of PSFs. Two types of objects were examined in detail: a single radiating vertical line and a single vertical edge of an extended object. To provide the necessary test examples, images were constructed corresponding to that expected for the conventional optical system and for the wavefront coded optical system for both the line and the solid edge. The profiles of the line image were used as the PSFs, and the profile of the solid edge image represents the object for which range is being determined.
To simulate the effect of integer-based digital readout and random camera noise, the calculated extended object images were digitized according to a limited bit range, and random noise was introduced corresponding to ±1 bit ͑1 bit= 1͒. Since the visibility of the edge feature is ultimately determined by the edge contrast, the contrast can be quantified as the number of bits associated with representing the intensity change observed. For example, 4 bits of contrast would correspond to 16 gray levels, 3 bits to 8 gray levels, etc. The line features are noise free since they represent the known performance of the optical system.
The spectral bandwidth of the imaged light is of importance, because if more light is collected by the passive system, the sensor response is stronger and signal to noise improved. Therefore, it is important to examine the response of the system as the wavelength of the light is broadened from the design wavelength. Sensitivity to in-put wavelength is expected because the shape of the PSFw is directly related to the phase shift. In particular, if the wavefront coding mask is designed to provide a 1 4 phase shift at 10.5 m, the phase shift is significantly different for 7.5 or 13.5 m light. These effects were represented by summing the calculated images over this wavelength range. In the results presented here, incoherent images are separately calculated at 7.5, 8.5, 9.5, 10.5, 11.5, 12.5, and 13.5 m.
The optical model calculations provide a basis set that can then be used to evaluate the performance of the range measurement algorithm. PSFc͑R , ͒ and PSFw͑R , ͒ are the PSFs as a function of object range and wavelength ͑͒ and therefore represent the known optical system performance. Ic͑R , ͒ and Iw͑R , ͒ represent the acquired images of the object for which the range is being determined. These image sets can be individually defined as follows: 
A. Additional Details of the Model Calculations
The two-dimensional nature of the image allows for integrating of the edge profile along the edge over a distance of 32 pixel elements, thereby improving the statistical precision of the measurement. The random noise and digitization is introduced into the image before this horizontal summation. The required spatial sampling resolution of the imaging sensor was examined by altering the spacing between square pixel elements. This is important because it defines the sensor element size and the design of the optical system, in particular the f-number ͑f#͒. Throughout these calculations, a 100% fill factor is assumed. To obtain estimates of repeatability, these range calculations were repeated 30 times with different sets of random noise so that an error estimate is quantifiably provided.
The simulation of images using DFTs is inherently finite in the spatial resolution of the image details. Each image element is actually considered by the Fourier transform process as the intensity value at the exact center of each spatial location. This is not equivalent to the intensity measured by a typical sensor element in a camera, because each sensor element has a finite spatial extent and integrates the intensity of the light striking that sensor element based on the size of the sensor element. To properly model this aspect one needs to spatially average the incident intensity over that sensor element so as to represent its physical size. This was addressed by carrying out the model calculations with image sets created by using small element spacings (for example, 4 m) and then using this basis set to examine the optical performance when larger sensor elements are used (such as for 16 m sensor elements). The integrated intensity signal at each sensor element is then the intensity signal obtained by integrating across several of the smaller elements. This procedure effectively convolves the finite size of each sensor element with the diffraction limited images.
B. Range Determination Results
The general outcome of the computer model calculations is that design details of the range measurement system are readily determined to be compatible with those of a practical imaging system. The input wave band is allowed to be rather broad; for an LWIR system the input wave band can cover the range of 7 -14 m. The required imaging sensor resolution is determined to be that associated with a sensor element spacing that is less than or roughly equal to the Raleigh resolution at the center wavelength, where the Raleigh resolution= 1.22 F#.
Pixel Size. Model calculations demonstrate the correspondence between pixel size and range determination as exhibited in Fig. 4 , where actual range is plotted against measured range for a selected set of sensor pixel sizes. It is readily seen that the increase in pixel size has little effect upon range precision until the pixel is roughly equal to the Raleigh resolution. At pixel sizes greater than the Raleigh resolution there is a significant degradation in performance and range determination results could not be reliably obtained.
Wave Band. It is readily seen in Fig. 5 that the wave band of the light has little impact on measurement precision over most of the range that was modeled. This may be understood through consideration of the relatively simple interference pattern structure observed in Fig. 2 . Only three intensity peaks in the pattern provide sufficient information for range determination and also comprise most of the light intensity. The net result is that the process can be viewed as an interference effect akin to Fig. 4 . Computer model results of range measurements of edge features using sensor pixels of different sizes. Error bars indicate 3 measurement repeatability. These results correspond to images having 4 bits of contrast (16 gray levels). Measurement dependence on pixel dimension is modest until the pixel dimension approaches the Raleigh limit ͑25 m͒.
white light interferometry so that lowered coherence is tolerated.
Image Contrast and Noise. Image contrast is a measure of the image signal-to-noise relationship because it is assumed that the system sensitivity, camera noise, and exposure time allows for random noise to be introduced into the acquired images using the rule that 1 = 1 gray level. Additionally, the sensor readout is assumed to be digitally acquired in a limited integer format so that the actual image contrast is provided by the number of gray levels. In this way, an 8-bit image digitizer allows for a maximum of 256 gray levels.
Therefore, image contrast can be discussed in terms of the contrast of the feature being observed. Any background intensity can be readily subtracted without impacting our understanding of noise or image properties. Figure 6 shows the empirical relationship between the determined and actual range for the modeled images. It is seen that a reduced contrast has a marked impact upon range precision. Only when the contrast drops to 2 bits (4 gray levels) does the correspondence become poor.
The quantification of measurement error is difficult to view in Fig. 6 because the errors rapidly decrease as image contrast improves. A better representation is provided by Fig. 7 , where the percent measurement error is shown as a function of image contrast bits. Since this is effectively a log-log plot of precision against image contrast (gray levels), we see that the overall relationship is strongly linear. This would be expected when the object range has a linear relationship to the observed interference pattern as observed in Fig. 3 . Figure 8 also exhibits the impact of sensor resolution upon range determination. The increase in sensor element spacing by a factor of 3 increases measurement uncertainty by a factor of between 1.5 and 2.5. Further testing thus far has shown that continuing to increase the pixel spacing continues to degrade performance rather rapidly. This is to be expected since image details associated with the finite size of the PSF provide the basis for range determination. If these details are not sufficiently resolved by the sensor elements, the effect of wavefront coding cannot easily be discerned. However, for a pixel size less than or equal to the Raleigh resolution, the performance is only modestly affected. One can readily argue that image contrast is more important than sensor resolution once the minimal resolution criterion (the Raleigh resolution) is met. 
C. System Scaling
The optical concepts used in this ranging system are general ones. If system performance at a particular design wavelength and aperture has been determined either experimentally or by computer modeling, estimates of performance can be made for similar systems that operate at other wavelengths and with different input apertures. The applicability of the results obtained can therefore be readily scaled when the simple geometry of the situation is considered. From the basic geometry (shown in Fig. 9 ) we know that at R the input aperture ͑a͒ of the optical system subtends a specific angle. The wavefront is curved as it travels radially outward. The difference in distance traveled by the wavefront between the center and edge of the aperture ͑⌬R͒ can be approximated by simple trigonometry and a Taylor series expansion. If the initial system design parameters are designated as 1 , R 1 , and a 1 , equivalent system performance can be achieved at design parameters 2 , R 2 , and a 2 if the following formula is applied:
͑4.1͒
From further consideration of Fig. 9 , it can be seen that if the system aperture were reduced by a factor of 2, the curvature of the captured wavefront would be reduced by a factor of 4. This is because the spherical wavefront is quadratic in the resultant path change ͑⌬R͒ at the edge of the aperture. This tracks directly with range so that measurement precision declines quadratically with increased range. The resultant range uncertainty ͑R͒ for a given optical design can therefore be scaled with distance by Eq. (4.2). Examples of the expected scaled performance are shown in Table 2 .
.
͑4.2͒
EXPERIMENTAL TESTS
The range measurement method described above was tested experimentally with visible light using an optical design properly scaled for 526 nm as the central wavelength. The object being viewed was a simple 2.5 cm square transmissive object that is backlit using a fluorescent light and a diffuser (Fig. 10) . The object range was varied between 6 and 10 m, with images recorded every 12.7 cm. Our estimate is that performance matching the model calculations would be available for a 3.4 mm diameter input pupil.
To allow flexibility in design and construction of the wavefront coding mask, an achromatic optical system was designed that magnified the size of the pupil to 16 mm at an intermediate pupil plane and then focused the image directly to a commercially available 16-bit digital silicon CCD camera. A 53 nm FWHM bandpass filter was used to limit the spectral bandwidth. The f# of the optical design was roughly 75, therefore the effective Raleigh resolution was 50 m. The camera resolution available was provided by a pixel spacing of 8.3 m.
The phase component of the wavefront coding mask was simply a glass plate onto which an 8 mm stripe of a 1 4 coating was applied. The opaque masking was provided by applying black tape so as to approximate the the- a Examples of how the optical system parameters may be readily scaled across different wave bands and operating ranges, and their effects on range measurement precision. The estimated precision corresponds to features having 5 bits ͑32 gray levels͒ of contrast.
b Long-wave infrared.
c Medium-wave infrared.
d Short-wave infrared. Fig. 9 . Schematic of geometric factors that determine system scaling. Aperture ͑a͒ of the optical system is located at a distance ͑R͒ to the object of interest. The radial curvature of the light wave results in a small path length difference ͑⌬R͒ at the aperture edge that is roughly quadratic with the aperture size.
oretical mask design shown in Fig. 1 . This wavefront coding mask could be reproducibly placed and removed from the pupil plane of the system so that both conventional and wavefront coded images could be recorded.
Rather than base the range determination results on a theoretical PSF, a set of line profiles were also measured using an object that was a 0.8 mm wide, 25 mm long transparent slit. Line images were recorded that represented the PSFc and PSFw. Since the 0.8 mm feature was significantly smaller that the effective resolution of our system at 10 m ͑1.9 mm͒ the resultant image profiles were interpreted as narrow line images that accurately reflected PSFc and PSFw. These images were recorded every 12.7 cm over the range of 6 -10 m, examples of which are shown in Fig. 11 . This approach to determining PSFc and PSFw has the advantage of accurately including both optical system properties and the spectral properties of the object. However, the measurement process retains some error because of placement errors of the line feature in the view of the optical system and nonuniformities of response of the CCD camera. This results in small inaccuracies in the determination of PSFc and PSFw at each range. For the range determination process to be most precise, the dependence of PSFc and PSFw must be smoothly varying with range. Smoothing of this dependence was accomplished by performing a simple polynomial fit of the range dependencies of the PSFs. Prior to the application of the alternate range measurement algorithm the input images had a simple background subtraction process applied. No other image processing operations were utilized.
An example of the range determination results is shown in Fig. 12 . It is seen that the response of the measurement method is quite linear and tracks well the actual range value. It is believed that the lack of correspondence between measured and actual range is partially related to the imperfect knowledge of the point-spread functions mentioned above.
The identification of camera noise is based on an analysis of camera response and repeatability for flood exposures of the CCD sensor array. The CCD sensor was measured to have a signal to noise corresponding to approximately 6.5 bits (90 gray levels above noise) at the camera exposures typically employed. Image sensitivity to this noise level was explored so that a correspondence could be made from these experimental results and the computer model predictions. This was accomplished by carrying out the range determination using various combinations of pixel rows. For example, for an image analysis that is based on 32 rows of pixels, the measurement uncertainty should be identified in Fig. 7 with a bit value of 6.5. Since the measurement errors propagate randomly, if only eight rows are used, this would correspond to a bit value of 5.5. With this correspondence, the experimentally measured range uncertainty may be directly compared with the model predictions as shown in Fig. 7 . It is readily seen that the experimental results are close to matching the model calculation results. The experimental performance is approximately a factor of 2 worse than predicted, but this may be excused by the imperfect knowledge of the optical performance of the experimental system and the nonuniformities in response of the CCD (which were not compensated for).
AIR TURBULENCE EFFECTS
At low levels of air turbulence, the primary effect is to alter the curvature of the wavefront of the light that induces image blur and changes its apparent location. These local alterations in wavefront curvature (a phase disturbance) can readily be mistaken by a passive ranging system as a change in object distance. The details and complexities of air turbulence are beyond the scope of this paper, but it is of quantitative importance when estimating range measurement performance. Air turbulence can affect the apparent image location and the observed wavefront curvature. Since our range determination approach is based on a phase measurement, a phase disturbance from air turbulence can reduce the accuracy of the measurement. The magnitude of the effect can be estimated if a quantitative measure of the air turbulence is available.
Several models of air turbulence have been developed over the years. Using the Hufnagel-Valley model, 12 the refractive index structure constant at specific altitudes can be estimated. This structure constant can be used to quantify the phase disturbance across a specified optical path length, in our case 1000 m. For an altitude of roughly 20 m (near ground level) the structure constant for a 1 km optical path is roughly 1.5ϫ 10 −11 . This constant can be used to estimate the variance in phase [⌬Phase] 2 across an aperture of known radius for a specified wavelength. Since the ⌬Phase is what is measured by our range determination system, this would permit us to estimate the approximate magnitude of the range measurement error. To achieve a range measurement precision of 10 m at 1000 m range, using an aperture of 15 cm in the thermal infrared ͑ =10 m͒ requires that the wavefront phase be measured to /81 ͑0.08 rad͒. The air turbulence model indicates that the total ⌬Phase across a 15 cm aperture would be 0.45 rad. This would suggest that range can be measured only to ±60 m.
However, this variance applies to a time integrated wavefront measurement, equivalent to a long-duration exposure. A short exposure time (roughly 1 / 30 of a second or less) permits most air turbulence effects to be "frozen out," so that the image dancing effects can be eliminated. Only wavefront distortions that cause a curvature similar to defocus will confuse the measurement. Turbulence effects that simply cause a wavefront tilt will only displace the image and therefore will not prevent range measurement. From an analysis of air turbulence in terms of its component Zernike modes, 13 roughly 87% of the turbulence effects can be accounted for by a wavefront tilt. Only 2.2% is represented by defocus and only 2.2% by each of the components (x and y) of astigmatism. The remaining higher-order elements can be assumed to have minimal impact. We can therefore expect that the turbulence effects on range measurement can be reduced to roughly 4% of the total wavefront disturbance estimated above. For the above example, the wavefront curvature error is now only 0.02 rad, leading to a possible range measurement error of ±2.4 m, significantly less than 1% range error.
DISCUSSION
The primary requirement for range system operation is that two images of the same object be acquired, one that is a conventional high-resolution image, and one that is the wavefront coded image. The PSF should be close to diffraction limited so that a high sensitivity measure of PSFw can be obtained. Sufficient sensor array resolution must also be available, and a usable resolution nearly equal to the Raleigh resolution has been found to be quite adequate. As a practical matter, it would be preferred that the optical design be that of a single-aperture system so that its precise characterization is simplified. This would therefore imply the use of two sensor arrays and a beam splitter to acquire the necessary images, although the wavefront coding mask could be inserted by mechanical or electro-optical means to allow for two sequential images to be rapidly acquired.
The system design concept allows for the range determination of multiple objects at multiple ranges simultaneously without optical adjustments. However, there is an effective "operating range" over which the most precise measurement occur. This operating range is fixed by the fundamentals of the interference process. The use of a 1 4 phase mask causes the system to have maximum sensitivity at the "quadrature" interference point. When sufficient wavefront curvature causes the average phase difference between aperture segments to become 0 or 1 2 , the range sensitivity becomes nearly zero (for the case of monochromatic light). This means that determining the range of objects that are either too close or too far away can become a problem. As a practical matter, it has been found that if the nominal best focus of the system were set to 1000 m, range could be optimally determined for objects located between 500 and 1500 m without any system adjustment. Resetting the system best focus to 2000 m allows for optimal performance between 1500 and 2500 m. As a practical matter, the resetting of system focus can be accomplished by a number of means, including alteration in the properties of the phase mask, or simply refocusing the optical system. Throughout this paper, the principal feature of interest has been the sharp edge of an object. In this context "sharp" refers to an apparent object feature that is smaller than the diffraction limited resolution of the optical system. For the LWIR example range system described above, this is any feature sharper than a 75 mm radius at a distance of 1000 m. In this sense it is probably not a significant limitation. No more than one edge of the object need be analyzed to determine range, so the apparent size of the object is also not limited. Furthermore, edges would be expected to be quite common for most manmade objects. This would mean that observing and tracking manmade objects of all sizes and most shapes should be readily allowed.
The computational burden associated with the range determination process is not severe so long as only selected image segments are analyzed. For the simple straight edge features examined, the intensity profile can be reduced to a single linear array of only 32 elements. The resulting range determination process requires less than 1 / 10 s of processing time using a modestly performing ͑2.4 GHz͒ desktop computer.
One aspect that does require more discussion is feature edges that are not properly oriented with respect to the wavefront coding mask. Certainly if the wavefront coding mask is oriented horizontally, a straight horizontal edge will not provide any useful information. To observe a horizontal edge, the mask must be rotated into the vertical position. Obliquely oriented features or features that do not provide straight edges would be expected to provide new complexities. For irregularly shaped edges, the PSF must be properly described in two dimensions instead of just one. This may mean that the deconvolution process would need to be applied in a two-dimensional format in order to achieve suitable range measurement precision. Obliquely oriented straight edges may present an intermediate case where suitable range performance might be achieved without a full two-dimensional treatment.
CONCLUSION
An approach to passive optical range measurement has been investigated both by computer modeling and laboratory experimentation. This range measurement method has thus far been applied to favorably configured edge features. This approach is generally applicable to imaging systems across a wide range of operating wavebands and is compatible with existing sensor and optical technologies commonly implemented. The determination of object range is based on a computer algorithm that performs a comparative analysis of conventional and wavefront coded images. The primary factor that determines the precision associated with the range measurement is the observed contrast of the resultant images and the camera related noise of the sensor array.
Potential range measurement performance readily allows for 1% accuracy at a range of 1000 m for objects with a 5-bit contrast (32 gray levels). An estimate of air turbulence effects suggests that moderate atmospheric conditions along a 1000 m path would limit accuracy to approximately 0.25%, and therefore would not significantly inhibit range measurement.
