This paper examines the asymptotic risk of nested least-squares averaging estimators when the averaging weights are selected to minimize a penalized least-squares criterion. We …nd conditions under which the asymptotic risk of the averaging estimator is globally smaller than the unrestricted least-squares estimator. For the Mallows averaging estimator under homoskedastic errors the condition takes the simple form that the regressors have been grouped in sets of four or larger. This condition is a direct extension of the classic theory of James-Stein shrinkage. This discovery suggests the practical rule that implementation of averaging estimators be restricted to models in which the regressors have been grouped in this manner. Our simulations show that this new recommendation results in substantial reduction in mean-squared error relative to averaging over all nested sub-models.
Introduction
Model averaging is receiving growing attention in statistics and econometrics. Averaging is a smoothed extension of model selection, and substantially reduces risk relative to selection. The key issue is weight selection. A traditional approach to model selection is to minimize an information criterion which is an estimate of the risk of the selected estimator (e.g., Akaike (1973) , Mallows (1973) ). Similarly, averaging weights can be selected by minimizing an information criterion which is an estimate of the risk of the averaging estimator, as proposed in Hansen (2007) . While the asymptotic non-parametric optimality of such estimators has been established, our understanding of the sampling distribution remains incomplete.
Following Hjort and Claeskens (2003) , Saleh (2006) and Hansen (2012) , this paper explores the asymptotic distribution and risk of nested averaging estimators in a local asymptotic framework where the coe¢ cients are in a root-n neighborhood of zero. We derive the asymptotic distribution of a general class of averaging estimators which minimize a penalized least-squares criterion. We show that the asymptotic distribution can be written as a (non-linear) function of the normal random vector which characterizes the unrestricted estimator. We then derive a representation for the asymptotic risk which is similar in form to those of shrinkage estimators (as presented, for example, in Lehman and Casella (1998)). Using this representation, we derive su¢ cient conditions for the asymptotic risk of the averaging estimator to be globally smaller than the risk of the unrestricted estimator. In the context of conditionally homoskedastic errors, we …nd that this condition is a simple generalization of the classic condition for shrinkage estimators. In particular, the Mallows averaging estimator of Hansen (2007) satis…es this condition if the regressors are grouped in sets of four or greater. This means that if we restrict attention to sub-models which are di¤erentiated by four or more regressors, we can guarantee that the Mallows averaging estimator will have reduced MSE relative to the least squares estimator, regardless of the values of the coe¢ cients or the distributions of the regressors or regression errors.
We …nd in a simple simulation experiment that this modi…ed averaging estimator has substantially reduced risk relative to the standard averaging estimator as well as the least-squares estimator.
The message from this analysis is simultaneously subtle yet profound. First, it reinforces our view that selection and averaging methods should be derived from rigorous theory, not from intuition or analogy. Second, it points to the need for careful examination of the sub-models used for estimation. Rather than simply estimating every possible sub-model, we should limit the number of sub-models, and enforce the constraint that the separation between each sub-model be four coe¢ cients or greater.
Nested model selection and averaging rests on the implicit assumption that the regressors are individually ordered, from "most relevant" to "least relevant". Similarly, our method requires that the regressors are groupwise ordered. In practice, it may be much easier to order regressors by groups rather than individually. For example, the di¤erence between speci…cations may be whether or not all state dummy variables are included, which is a 50-member grouping. In this sense, our focus on groupwise ordering is somewhat attractive.
A limitation of our analysis is that it is critically con…ned to nested models. Nesting permits the application of Stein's Lemma (Stein, 1981) which lies at the heart of our risk calculations. It would be greatly desirable to extend our results to the case of non-nested models, but it unclear how to do so. This paper builds on an extensive literature. Stein (1956) …rst showed that a Gaussian estimator is inadmissible when the number of coe¢ cients exceeds two. A feasible estimator with smaller risk than the Gaussian estimator was introduced by James and Stein (1961) . Baranchick (1964) showed that a positive-part James-Stein estimator has even smaller risk. Akaike (1973) , Mallows (1973) , and Schwarz (1978) introduced information criterion suitable for model selection. Judge and Bock (1978) provided an extensive evaluation of the Stein-rule estimator in linear regression. Leamer (1978) proposed the method of Bayesian model averaging. Akaike (1979) proposed the exponential AIC as an analog of Bayesian probability weights. Lehman and Casella (1998) The remainder of the paper is organized as follows. Section 2 introduces the regression model, submodels, and submodel estimators. Section 3 presents the class of penalized weight criteria, and Section 4 rewrites the criteria using cumulative weights. Section 5 demonstrates the connection between the averaging estimator and James-Stein shrinkage. Section 6 presents the asymptotic distribution of the averaging estimator in the local asymptotic framework, and Section 7 calculates the asymptotic risk. Section 8 examines the conditions adding the auxiliary assumption of conditional homoskedasticity. Section 9 discusses weight selection under heteroskedasticity. Section 10 presents the results of a simulation experiment. Section 11 presents a conclusion. Mathematical proofs are presented in the appendix. Further simulation results are presented in a supplemental appendix (available on the author's website). The Gauss code for the simulation experiment is also posted on the author's website.
Regression Model
We have iid observations fy i ; x i : i = 1; :::; ng where y i is real-valued and x i is K 1; and all variables have …nite fourth moments. The observations are assumed to satisfy the linear regression
In matrix notation we write the equation as
The unconstrained least-squares estimator of is
We assume that the regressors can be partitioned into ordered groups as
where x ji is k j 1 and the total number of regressors is
We then consider M nested submodels, where the m th can be written as
That is, the m th submodel includes the regressors x 1i through x mi and excludes the remaining regressors. Note that the m th submodel has
regressors and that the regressors x 1i are included in all models. Notationally, we allow k 1 = 0 in which case there is no x 1i and model 1 is the zero vector.
The ordering of the groups is important, as x 1i is included in all sub-models, x 2i is included in all sub-models except for model 1, and so on. Thus it is prudent for the user to construct the ordering so that the variables expected to be most relevant are included in the …rst groups, and those expected to be least relevant are included in the …nal groups. While the performance of the averaging estimators will depend on this ordering, we do not assume that the ordering is "correct" in any sense.
The standard estimator of the coe¢ cient vector in the m th submodel is least-squares of y on
is the sum of squared residuals from the averaging estimator.
The constants T m are penalties satisfying T 1 < T 2 < < T M . For example, the Mallows averaging criterion (Hansen, 2007) sets T m = K m where K m is the number of coe¢ cients in model m as de…ned in (1) .
Given the criterion (5), the selected weight vector b w is the element of the unit simplex which minimizes (5) b w = (ŵ 1 ; :::;ŵ M ) = argmin
The averaging estimator (4) computed with the weights (6) is then
The criterion (5) treats the error variance 2 and penalty terms T m as known constants, but in practice they are replaced by estimates. Our theory is una¤ected so long as the estimates converge in probability to constants as n ! 1. For example, for the Mallows averaging criteria we replace 2 with the standard variance estimator
which converges in probability to 2 as n ! 1: With this replacement, the empirical Mallows averaging criteria is
For the weight vector b w M M A which minimizes (9), Hansen's (2007) MMA estimator is
Cumulative Weight Criteria
It turns out that there is a convenient alternative representation of the averaging estimator (7) in terms of the cumulative weights
Set w = (w 1 ; :::; w M ). Notice that w 2 H is equivalent to w 2 H where
Similarly, de…ne the selected cumulative weightŝ
and set
We can equivalently discuss averaging in terms of the weights w 2 H or cumulative weights w 2 H : Notice that (4) is equivalent to
and (7) is equivalent to
The representation in terms of the cumulative weights w is convenient as the penalized least squares criterion (5) can be written as a simple function of w . De…ne the marginal penalty for model m + 1
Note, for example, that for the Mallows criterion we have
denote the sum-of-squared residuals in the m th model.
Lemma 1 For the penalized criterion (5)
where
Hence
Lemma 1 shows that C n (w) and C n (w ) are equivalent up to the term L M + 2 2 T M which does not depend on the weight vector, and thus the cumulative weights (11) are the minimizers of (14) . We call C n (w ) the cumulative criterion. It is a simple function of w as it is quadratic with no cross terms.
The representation (13)- (15) turns out to be useful because it facilitates an asymptotic distribution theory for the averaging estimator, as we show in Section 6.
Consider the case of two submodels so M = 2 and for simplicity suppose k 1 = 0: In this case, write w = w 1 = w 1 and t = t 2 so that (14) equals
where the second line uses the substitution
The solution (15) minimizes this function subject to the constraint 0 w 1; and equalŝ
It follows that the averaging estimator (13) equals
where (a) + = a1 a 0 is the positive part operator.
This averaging estimator (16) is the classic James-Stein estimator with shrinkage parameter t. That is, when there are two models, averaging estimators whose weights minimize penalized least-squares criteria of the form (5) are numerically identical to the James-Stein estimator. This is fascinating as it shows that averaging estimators are in the class of shrinkage estimators. Furthermore, note that the classic James-Stein recommendation was to set t = K n 2; while the Mallows criterion sets t = K n : This is a modest di¤erence for small K n ; and is quite minor when K n is large.
Asymptotic Distribution
We follow Hjort and Claesken (2003) and use a canonical local asymptotic framework where j is in a local n 1=2 neighborhood of zero.
We de…ne the following moments
Theorem 1 Under Assumption 1, as n ! 1;
and
where = ( 
with
The function (x) is absolutely continuous, and w (x) satis…es the following characterization. For all x, there exists an integer J(x) M and index set fm 1 (x) ; :::; m J (x)g f1; :::; M g such that for j = 1; :::; J(x)
The index set fm 1 (x) ; :::; m J (x)g has the property that if m J (x) < M then
The main contribution of Theorem 1 is (18) which is a representation of the asymptotic distribution of the averaging estimator as a (nonlinear) function of the limiting normal random vector
The characterization of this function in (19)-(25) will allow us us to apply Stein's Lemma to calculate the estimator's asymptotic risk. In addition, the asymptotic distribution (18) may be useful for alternative purposes such as inference.
Asymptotic Risk
The asymptotic trimmed risk or weighted mean-squared error of an estimator e for is R e ; = lim
The estimate is weighted by the matrix Q to induce invariance to parameter rotation. The trimming conveniently avoids the need to establish uniformly integrability.
When e has an asymptotic distribution, that is p n e d ! ; then the asymptotic trimmed risk equals E 0 Q and is thus straightforward to calculate. For example, the unrestricted least-squares estimator b LS from (17) has the asymptotic distribution
We are now in a position to calculate the asymptotic risk of the averaging estimator. It will be convenient to de…ne the matrices
and the constants
As we discuss in the next section, under conditional homoskedasticity we have the simpli…cations 0 = and D m = K m ; so D m is a measure of the number of coe¢ cients adjusting for heteroskedasticity.
Theorem 2 Under Assumption 1,
Equations (27)- (28) give an expression for the asymptotic risk of the averaging estimator. We now use this expression to show that its risk is smaller than the unrestricted least-squares estimator under a mild condition.
Let max (A) denotes the largest eigenvalue of a symmetric matrix A and de…ne
Assumption 2 For all m 2;
Theorem 3 Under Assumptions 1 and 2, 
Homoskedasticity
Assumption 2 is simpler to understand in the leading case of conditional homoskedasticity.
It is easy to calculate that Assumption 3 implies 0 = , D m = K m ; d m = k m ; and = 1:
Under Assumption 3, we can simplify Assumption 2.
Assumption 4 For all m 2;
In the context of two models (M = 2) Assumption 4 is identical to the conditions required for a Stein-type estimator to be minimax -to have globally smaller risk than the unrestricted estimator. guarantees that the estimator is a strict improvement on least squares. In Section 10 we show that this modi…cation results in signi…cant improvements in …nite sample mean-squared error.
Heteroskedasticity
Under conditional heteroskedasticity the Mallows penalties may be inappropriate. Instead, it may be better to use penalties which account for the heteroskedasticity. For convenience, we amend the notation, and write the criterion (5) as 
Their penalties are moment estimators with a degree-of-freedom adjustment n=(n K); which Liu and Okui suggest is useful in …nite-samples. This is an averaging estimator (7) where the weights are selected to minimize the cross-validation
whereẽ mi = y i x 0 i b i;m is the leave-one-out prediction residual, which is easily computed using the algebraic equivalenceẽ mi =ê mi = (1 h mi ) with h mi = h mi = x 0 mi (X 0 X) 1 x mi : The jackknife criterion JM A n (w) is close to the heteroskedasticity-robust Mallows criterion (31), and thus has similar MSE properties under conditional heteroskedasticity.
Finite Sample Simulation
We now use simulation 1 to investigate the …nite sample performance of the averaging estimators.
The model is similar to that used in Hansen (2007) . The data are generated by the linear regression
with E (e i j x i ) = 0 and E e 2 i = 1: We set x 1i = 1 and for j > 1 set x ji N (0; 1) : For the results reported here we set e i N (0; 1) and M = 13; though we discuss sensitivity to these assumptions below. We vary the sample size n among f50; 150, 400, 1000g:
The coe¢ cients are set as j = cj with 0: Higher values of mean that the coe¢ cients j decline more quickly to zero as j increases. Lower values of mean that the coe¢ cients j are The estimators e of are assessed by …nite sample mean-squared error
We calculate M SE e ; by simulation, averaging across 100,000 independent replications. We also normalize the MSE by that of the unconstrained least-squares estimator b LS : Thus a reported MSE below one indicates that the estimator has smaller MSE than unconstrained LS, and a reported MSE above one indicates that the estimator has larger MSE than unconstrained LS.
The estimates were constructed from M separate regressions of the form The results are reported graphically in Figures 1-3 . Figure 1 shows the results for = 1:0; From the results, we can see some clear trends. First, both the MMA 4 and JS estimators globally have reduced risk relative to the least-squares estimator (their normalized MSE are everywhere less than one), but the MMA estimator has risk which is greater than the least-squares estimator for some parameter values. This con…rms a strong prediction of the asymptotic theory. Second, for most parameter values the MMA 4 estimator dominates the JS estimator. This is especially the case for large values of and for small sample sizes. This is because the MMA 4 estimator is able to exploit the ordering of the regressors, while the JS estimator treats all symmetrically. In some cases (e.g. Figure 3 ) the di¤erences in MSE are quite substantial. Third, for most parameter values To explore the sensitivity of the simulation results to the design, we varied some of the assumptions for robustness. We summarize the results here for brevity, and graphs of the results can be found in the supplemental appendix available on the author's website. First, we set = 0 (so all coe¢ cients have the same value). The results are similar to the = 1:0 case, but now the JS estimator slightly dominates the other estimators. Second, set = 3:0 (so the coe¢ cients decline very rapidly). The results are similar to the = 2:0 case, but with larger di¤erences between JS and the MMA and MMA 4 estimators. Third, we sampled the error e i from a skewed non-normal distribution, and there was no change in the results. Fourth, we sampled the error from the heteroskedastic distribution e i N 0; (1 + x 2 2i )=2 ; and there was no change in the results. Fourth, we introduced correlation between the regressors. The performance of the MMA and MMA 4 estimators greatly improved (relative to least-squares), especially for small but otherwise the qualitative results were unchanged. Finally, we increased the number of regressors to M = 25: Again, the performance of the MMA and MMA 4 estimators greatly improved relative to least-squares, but otherwise the qualitative results were unchanged.
The simulation results con…rm the predictions from the asymptotic theory. Averaging can greatly reduce estimation error relative to unconstrained estimation, if the averaging weights are selected by minimizing a penalized least-squares criterion and the regressors are grouped in sets of four or larger.
Conclusion
This paper has extended our understanding of model selection and combination. We examine averaging weights selected by minimizing a penalized criteria, and …nd that such averaging estimators have reduced risk relative to unconstrained estimation if the regressors are grouped in sets of four or larger so that the Stein shrinkage e¤ect holds. The simulation shows that the gains are substantial and hold in …nite samples.
While the theory of this paper has focused on the context of least-squares regression, we believe that the concepts can be extended to other contexts including the generalized method of moments.
The theory also is con…ned to the context of nested models. While it would be greatly desirable to extend the analysis to include non-nested models, it is not clear how this could be accomplished.
Another unexplored issue is inference. The asymptotic distributions of selection and averaging estimators are non-standard (at least in the local asymptotic framework used here). This is routinely ignored in applications involving post-selection estimators, but is di¢ cult to avoid when using averaging estimators. This is a challenging topic and quite important for future investigation.
by the properties of the leastsquares residuals. The Mallows criterion is then
The …rst term in (33) can be rewritten as
The second term in (33) is 2 2 multiplied by
Summing (34) and (35), we …nd C n (w ) + L M + 2 2 T M with C n (w ) as de…ned in (14) .
Lemma 2 For P m de…ned in (20) ,
the second and third equalities for m <`< j:
Proof: Suppose m `. Recall the de…nition for S m given in (2) Since the models are nested, S m is in the range space of S`and therefore S m = S`G for some matrix G. Then
as claimed. Next,
and similarly
Proof of Theorem 1: Since x 1i is included in all models, all the centered submodel estimates b m are invariant to 1 ; the coe¢ cient on x 1i ; and thus so are both the LS and averaging estimators. Hence without loss of generality we set 1 = 0. Combined with Assumption 1 this yields = n 1=2 .
The organization of the argument is as follows. We …rst derive the joint asymptotic distribution of the least-squares estimate b LS ; the di¤erenced sub-model estimates b m+1 b m and the di¤erenced sum of squared errors L m L m+1 : We then derive the asymptotic distribution of the cumulative criterion C n (w ), its minimizer b w ; and the averaging estimator. After that, we characterize the minimization problem (21) .
Since the observations are iid and have …nite fourth moments, by the weak law of large numbers and the central limit theorem,
which is (17) . The condition = n 1=2 under Assumption 1 allows us also to deduce that
Since
Applying (36) and (39); This converges in distribution to
the equality by Lemma 2.
Using equation (14) and (40), we …nd that
with C (w ; x) de…ned in (22) . Since (15) is a convex minimization problem (C n (w ) is quadratic and H is convex) we can apply the argument of Kim and Pollard (1990) and deduce that b w d ! w (Z + ) where w (x) is de…ned in (21) . Combined with (39), it follows that
which is (18) .
We now consider the minimization problem (21) . Note that this is a deterministic problem and the solution is a function of the argument x. We now …x x and to simplify notation we omit dependence (of the weights and selected models) on x.
Since C (w ; x) is quadratic in w , the unconstrained minimum is simply
If w 2 H then w = w which satis…es (23)- (24) 
and w `= 1; m J ` M:
which is minimized by
This establishes (23)- (24) .
It remains to show (25) . Assume that m J < M which means that w m J = 1: Consider minimizing Hence (27) holds with
We now show that (43) equals (28) .
From (19) and (23)- (24), we see that where, for simplicity we do not write J and m j explicitly as functions of x.
Using Lemma 2, we calculate that
We calculate that tr QP m Q where is de…ned in (29) . Setting c = P m j+1 P m j Qx we …nd x 0 Q P m j+1 P m j P m j+1 P m j Qx 2 x 0 Q P m j+1 P m j Q P m j+1 P m j Qx = 2 x 0 Q P m j+1 P m j Qx :
where the …nal equality uses Lemma 2. Equation (25) shows that
Together,
x 0 Q P m j+1 P m j Qx 
0:
The …nal inequality holds since Assumption 2 implies 2d`+ 1 t`+ 1 > 4 for all`:
For any x such that m J (x) < M; we have the strict inequality
Thus q (x) 0 for all x, and q (x) > 0 for some x. Since Z has a continuous distribution, we
deduce that E (q (Z + )) > 0 . Thus and (30) holds.
