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FROBENIUS RECIPROCITY AND THE HAAGERUP TENSOR
PRODUCT
TYRONE CRISP
Abstract. In the context of operator-space modules over C∗-algebras, we
give a complete characterisation of those C∗-correspondences whose associated
Haagerup tensor product functors admit left adjoints. The characterisation,
which builds on previous joint work with N. Higson, exhibits a close connec-
tion between the notions of adjoint operators and adjoint functors. As an
application, we prove a Frobenius reciprocity theorem for representations of
locally compact groups on operator spaces: the functor of unitary induction
for a closed subgroup H of a locally compact group G admits a left adjoint in
this setting if and only if H is cocompact in G. The adjoint functor is given
by Haagerup tensor product with the operator-theoretic adjoint of Rieffel’s
induction bimodule.
1. Introduction
The reciprocity between induced and restricted group characters discovered by
Frobenius is a cornerstone in the representation theory of finite groups, establish-
ing a useful explicit relationship between the representations of a group and the
representations of its subgroups. The computation of the character table of the
symmetric groups by Frobenius himself is an early example of the reciprocity law’s
many applications. See [Cur99] for an account of Frobenius’s computation. Turn-
ing from finite-dimensional representations of finite groups to infinite-dimensional
representations of locally compact groups, Frobenius reciprocity was also a central
concern of Mackey in his influential work on induced unitary representations, and
various forms of the reciprocity law have been established in this context. See
[Wei40], [Mac52], [Mau52], [Mac53], [Fel64] and [Ros77], for example.
In its strongest formulation, Frobenius reciprocity is the assertion that for a
closed subgroup H of a locally compact group G, Mackey’s unitary induction func-
tor
IndGH : URep(H)→ URep(G)
from unitary representations of H to unitary representations G is adjoint, on both
sides, to the restriction functor ResGH . That is, there are natural isomorphisms
between the spaces of equivariant bounded operators
BG(K, Ind
G
H L)
∼= BH(Res
G
H K,L) and BG(Ind
G
H L,K)
∼= BH(L,Res
G
H K)
for all unitary representations K ∈ URep(G) and L ∈ URep(H).
This formulation is easily seen to be false, in general; indeed, it frequently hap-
pens that neither IndGH nor Res
G
H admits any adjoint at all. This is the case, for
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instance, when G is infinite (e.g. compact and non-discrete) and H is the trivial
subgroup, and it is instructive to see why.
Suppose, say, that the induction functor IndG1 , which sends a Hilbert space L to
the G-representation L2(G)⊗L, had a left adjoint L : URep(G)→ URep(1). Then
we would have in particular an isomorphism
BC(LL
2(G),C) ∼= BG(L
2(G), L2(G)).
This is, a priori, an isomorphism of sets, but the continuity of the induction functor
and the naturality of the isomorphisms ensure that it is in fact an isomorphism
of Banach spaces. Thus LL2(G) is isomorphic, as a Banach space, to the Fourier
algebra A(G) (the predual of the von Neumann algebra of G; see [Eym64]). In
particular, LL2(G) is not a Hilbert space.
This example suggests that if we are to insist on the adjoint functor formulation
of Frobenius reciprocity—and there are good reasons for doing so; see below—then
we must enlarge the category URep to include representations on more general
Banach spaces. One option is to consider representations on arbitrary Banach
spaces, with Mackey’s unitary induction functor replaced by a suitable L1 variant.
Very satisfactory results in this context were obtained in [Moo62] and [Rie67].
The category of all Banach representations of G is generally much larger than
URep(G). In this paper we shall consider instead the category of operator modules
over the group C∗-algebra C∗(G), and over C∗-algebras more generally. This cate-
gory provides a natural venue for adjoint functor techniques, while remaining close
enough to the Hilbert space setting so that theorems about operator modules yield
theorems about Hilbert space representations.
Concretely, a (left) operator module over C∗(G) is a norm-closed linear subspace
X ⊆ B(K), where K is a unitary representation of G, such that g ◦x ∈ X for every
g ∈ G and every x ∈ X . See [BLM04] for details, or Section 2 for a brief review.
The category OM(A) of operator modules over an arbitrary C∗-algebra A contains
as a subcategory the category HM(A) of ∗-representations of A on Hilbert space; in
particular, OM(C∗(G)) contains URep(G). The category OM(A) also contains the
category CM(A) of (left) Hilbert C∗-modules over A, so for instance A itself is an
object in OM(A). A theorem of Blecher [Ble01] asserts that OM(A) remembers both
of these subcategories: every suitably continuous categorical equivalence OM(A) ∼=
OM(B) comes from a (strong) Morita equivalence between A and B, and hence
restricts to equivalences HM(A) ∼= HM(B) and CM(A) ∼= CM(B). Another result
along these lines, proved in [CH16], asserts that if A is a type-I C∗-algebra, then
HM(A) and OM(A) contain the same irreducible objects.
We shall study functors of the form
(1.1) F : OM(B)→ OM(A) X 7→ F ⊗hB X
where A and B are C∗-algebras, F is a C∗-correspondence from A to B, and ⊗h
denotes the Haagerup tensor product (the terminology will be explained in Section
2). Blecher has shown that this functor F , restricted to the subcategories HM
of Hilbert-space representations, coincides with the functor of interior C∗-module
tensor product, as studied by Rieffel [Rie74].
Rieffel showed that our motivating example, unitary induction of group rep-
resentations, is a functor of this sort. As this example demonstrates, the tensor
product functors associated to C∗-correspondences frequently do not have adjoints
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in the setting of Hilbert space representations. But in the operator module set-
ting, functors of the form (1.1) always have ‘operator-theoretic adjoints’: the A-B
bimodule F can be concretely represented as a set of Hilbert space operators, and
each operator f ∈ F has a uniquely defined adjoint operator f∗ characterised by
the usual equation:
(1.2) 〈y|fx〉 = 〈f∗y|x〉.
The set F ∗ = {f∗ | f ∈ F} is an operator B-A bimodule, and gives rise to a
Haagerup tensor product functor
F∗ : OM(A)→ OM(B) Y 7→ F ∗ ⊗hA Y.
The functor F∗ sends Hilbert C∗-modules to Hilbert C∗-modules, but it does not
necessarily send Hilbert spaces to Hilbert spaces.
In [CH16] it was shown that if the action of A on F is by compact operators
(in the sense of Hilbert C∗-modules), then the operator-theoretic adjoint functor
F∗ is an actual left adjoint to F in the sense of category theory: there are natural
isomorphisms between the spaces of completely bounded module maps
(1.3) CBA(Y,FX) ∼= CBB(F
∗Y,X)
for all X ∈ OM(B) and all Y ∈ OM(A). The main result of this paper is a strong
converse to this assertion:
Theorem 3.1. If F admits any left adjoint at all, then that adjoint is F∗, and A
acts on F by compact operators.
The theorem shows that in the context of operator modules there is a close
and explicit connection between the notions of adjoint operators and adjoint func-
tors, going beyond the obvious notational coincidence between (1.2) and (1.3). See
[ML70] and [Pal74] for other parallels between the two notions, in other settings.
The question of when F admits a right adjoint remains open. This is perhaps
surprising, since in purely algebraic situations tensor product functors always have
right adjoints, given by Hom. But in functional-analytic settings one is often faced
with a multitude of different tensor products, and the lack of an internal Hom
functor—for instance, the space of bounded linear maps between two Hilbert spaces
is seldom itself a Hilbert space—and this makes the ‘standard’ ⊗-Hom adjunction
a rather delicate matter. See [BLM04, Proposition 3.5.9] for an example involving
the projective tensor product of operator spaces; this tensor product does not, in
general, send operator modules to operator modules.
Several corollaries to the main theorem are presented in Section 4. For example:
Corollary 4.7. For a locally compact group G with closed subgroup H, the unitary
induction functor
IndGH : OM(C
∗(H))→ OM(C∗(G))
has a left adjoint if and only if H is cocompact in G, while the restriction functor
ResGH : OM(C
∗(G))→ OM(C∗(H))
has a left adjoint if and only if H is open in G.
To return to the example IndG1 of induction from the trivial subgroup, this
functor has a left adjoint in the operator module setting if and only if G is compact.
As predicted, the adjoint (IndG1 )
∗ sends the regular representation L2(G) to the
Fourier algebra of G. This last assertion is in fact true regardless of whether G is
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compact, and it suggests that the operator-adjoint functors (IndGH)
∗ may have a
useful role to play in harmonic analysis.
A second corollary of Theorem 3.1 concerns the relationship between the cate-
gories OM and HM as regards adjoint correspondences.
Corollary 4.9. Consider the Haagerup tensor product functors F : OM(B) →
OM(A) and E : OM(A) → OM(B) associated to a pair of C∗-correspondences.
If one of these functors is left-adjoint to the other, then the restricted functors
FHM : HM(B)→ HM(A) and EHM : HM(A)→ HM(B) are two-sided adjoints.
Our interest in adjoint functor techniques for unitary representations arose from
a study of parabolic induction for representations of real reductive groups. In
[CCH16b] and [CCH16a] we showed that the parabolic induction functor IndGP :
URep(L) → URep(G) associated to a Levi factor L of a parabolic subgroup P
of a real reductive group G admits a two-sided adjoint. This is reminiscent of a
theorem of Bernstein [Ber87], which asserts that in the related setting of smooth
representations of p-adic reductive groups, parabolic induction admits both a left
and a right adjoint. In [CH16] we showed that the natural extension of IndGP to
a functor on operator modules possesses a left adjoint. In view of Bernstein’s
theorem, and of the results of [CCH16b] and [CCH16a], it is natural to ask whether
that same functor also admits a right adjoint.
Corollary 4.10. If G is a real reductive group, and L is a Levi factor of a proper
parabolic subgroup P of G, then the parabolic induction functor
IndGP : OM(C
∗
r (L))→ OM(C
∗
r (G))
studied in [CH16] does not have a strongly continuous right adjoint.
In particular, there is no ‘second adjoint theorem’, in the spirit of [Ber87], for
operator modules over C∗-algebras. (Cf. [CH16, Section 4.3] for a second adjoint
theorem involving non-self-adjoint operator algebras, and [CH17] for a second ad-
joint theorem in the setting of Fre´chet modules.)
Let us conclude this introduction with a few words on our motivation for insisting
on adjoint functors. If F : A → B is a functor with a left adjoint F∗ : B → A,
then the composite functor M = FF∗ on B is a monad (see [ML98, Chapter VI]).
Various monadicity theorems assert that under favourable conditions, the image of
F can be characterised as precisely those objects of B which can be equipped with
a module structure over M, and that the category of M-modules is equivalent to
A.
This calls to mind the imprimitivity theorem of Mackey [Mac49] and its many
C∗-algebraic generalisations, beginning with the work of Rieffel [Rie74]. The im-
primitivity theorem characterises the image of the unitary induction functor IndGH as
those representations of G which are modules over the crossed product C0(G/H)⋊
G, and asserts moreover that this crossed product is Morita equivalent to C∗(H).
Indeed, Mackey’s theorem can be interpreted as a monadicity theorem for the func-
tor IndGH in the operator module setting. It is interesting to note, though, that
Mackey’s theorem and its generalisations are valid even in cases where one does
not have an adjoint functor in the sense of category theory: the operator-theoretic
adjoint F∗ is enough. These matters, and the so far unexplored comonadic coun-
terpart to Rieffel’s theory, will be taken up in a future work.
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2. Preliminaries from operator theory and category theory
In this section we shall review some basic notions regarding operator modules
and adjoint functors, referring the reader to the books [BLM04] and [ML98] for
more information (and for references to the primary sources).
2.1. Operator modules over C∗-algebras. An operator space is a norm-closed
linear space X ⊆ B(H) of bounded operators on some complex Hilbert space. For
each n ≥ 1 the operator norm on Mn(B(H)) ∼= B(H
n) restricts to a norm ‖ · ‖n on
Mn(X). A linear map between operator spaces t : X → Y is completely bounded
if the maps tn : Mn(X) → Mn(Y ) defined by applying t entrywise are bounded
uniformly in n: i.e., if the norm ‖t‖cb := supn ‖tn‖ is finite. Such a map t is
completely contractive if ‖t‖cb ≤ 1, and t is completely isometric if each tn is an
isometry. The space CB(X,Y ) of completely bounded maps from X to Y is a
Banach space in the norm ‖ · ‖cb (it is in fact an operator space in its own right).
An isomorphism of operator spaces means, for us, a completely bounded linear
isomorphism with completely bounded inverse.
Let A be a C∗-algebra, and let X be an operator space which is also a left A-
module. We say that X is an operator module over A if for every n ≥ 1, the action
of the C∗-algebra Mn(A) on Mn(X) by matrix multiplication satisfies
‖ax‖n ≤ ‖a‖ · ‖x‖n.
The concepts of right operator module, and operator bimodule, are defined analo-
gously.
For any operator (or Banach) module X over A, the nondegenerate part of X is
defined as
A ·X := {ax | a ∈ A, x ∈ X}.
This is a closed A-submodule of X , by the Cohen factorisation theorem. We say
that X is nondegenerate if A ·X = X .
We denote by OM(A) the category whose objects are the nondegenerate left
operator A-modules, with morphisms CBA(X,Y ) the completely bounded, A-linear
maps.
2.2. Adjoint operator modules. If X is an operator A-B bimodule, then the
(operator-theoretic) adjoint of X is the operator B-A bimodule X∗ defined as
follows. As a vector space, X∗ is the complex conjugate of X (in particular, X∗
does not denote the Banach space dual of X). The bimodule structure on X∗ is
defined by
(2.1) b · x∗ · a := (a∗xb∗)∗,
where x 7→ x∗ is the canonical anti-linear isomorphism X → X∗. For each n
one defines a norm on Mn(X
∗) by composing the given norm on Mn(X) with the
conjugate-transpose map Mn(X
∗) → Mn(X); these norms make X
∗ into an oper-
ator B-A bimodule. See [BLM04, 1.2.25 & 3.1.16] for details; note that [BLM04]
uses a superscript ⋆ where we use ∗.
2.3. ∗-Representations as operator modules. Let H be a (nonzero) complex
Hilbert space. Fix a unit vector h0 ∈ H , and embed H isometrically as a closed
subspace of B(H) by sending h ∈ H to the rank-one operator h1 7→ 〈h0|h1〉h. The
column operator space structure on H , denoted by Hc, is the one induced by the
above embedding; this structure is independent of the choice of unit vector h0, up to
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completely isometric isomorphism. Every bounded operator H → K is completely
bounded, with the same norm, when considered as a map Hc → Kc. See [BLM04,
1.2.23].
We shall also consider the row operator space structure Hr on H , defined (up to
completely isometric isomorphism) by Hr :=
(
Hc
)∗
, where H denotes the complex
conjugate Hilbert space.
If A → B(H) is a ∗-representation of a C∗-algebra A on H , then Hc is a left
operator module over A. The category HM(A) of nondegenerate ∗-representations
of A (and bounded A-linear maps) thus embeds as a full subcategory of OM(A).
If A is a type I C∗-algebra, then every (topologically) irreducible left operator A-
module is completely isometrically isomorphic to an irreducible ∗-representation;
see [CH16, Proposition 2.4]. (We do not know whether the same is true when A is
not type I.)
2.4. Hilbert C∗-modules and correspondences. Recall (from [BLM04, Chap-
ter 8] for instance) that a (left/right) Hilbert C∗-module over a C∗-algebra B is a
nondegenerate (left/right) Banach B-module whose norm is induced by a positive-
definite B-valued Hermitian inner product 〈 · | · 〉. If F is a Hilbert C∗-module over
B, then Mn(F ) is in a natural way a Hilbert C
∗-module over Mn(B), and the in-
duced norms on the spaces Mn(F ) make F into an operator space and an operator
B-module. If H is a Hilbert space, considered as a right Hilbert C∗-module over C,
then the operator space structure defined on H in this way is completely isometric
to the column space structure Hc.
A map t : F → E of Hilbert C∗-modules over B is adjointable if there is a map s :
E → F satisfying 〈t(f)|e〉 = 〈f |s(e)〉 for all f ∈ F and all e ∈ E. Adjointable maps
are automatically B-linear and completely bounded. In particular, the category
CM(B) of left C∗-modules over B (and adjointable maps) embeds as a subcategory
of OM(B).
In this paper we shall chiefly be concerned with right Hilbert C∗-modules. We
write LB(F ) for the C
∗-algebra of adjointable operators on such a module F , and
KB(F ) for the closed, two-sided ideal of B-compact operators: the latter algebra
is, by definition, the closed linear span of the operators
(2.2) f1 ⊗ f
∗
2 : F → F, f 7→ f1〈f2|f〉
for f1, f2 ∈ F .
Now suppose that A is a second C∗-algebra. A C∗-correspondence from A to B is
a right Hilbert C∗-module F over B, equipped with a ∗-homomorphismA→ LB(F )
making F into a nondegenerate left A-module. The operator space structure on F
defined above makes F into an operator A-B bimodule. The adjoint operator space
F ∗ is a B-A operator bimodule, but it is not in general a C∗-correspondence. (It
is a left C∗-module over B, but not a right C∗-module over A.)
2.5. The Haagerup tensor product. Let A and B be C∗-algebras, let F be an
operator A-B bimodule, and let X be a left operator B-module. A bilinear map u :
F ×X → Z into an operator space Z is said to be B-balanced if u(fb, x) = u(f, bx)
for every f ∈ F , b ∈ B and x ∈ X , while u is said to be completely contractive if,
for every n ≥ 1, the bilinear map
un :Mn(F )×Mn(X)→Mn(Z), (un(f, x))i,j =
∑
k
u(fi,k, xk,j)
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satisfies ‖un(f, x)‖n ≤ ‖f‖n·‖x‖n. Composition of bounded Hilbert space operators
is an example of a completely contractive bilinear map, and essentially the only
example: see [BLM04, Theorem 1.5.7].
The Haagerup tensor product F ⊗hB X is a left operator A-module, which is a
completed quotient of the algebraic (balanced) tensor product F ⊗algB X , and which
is characterised by the property that for each completely contractive, B-balanced
bilinear map u : F ×X → Z, the linear map
F ⊗algB X → Z, f ⊗ x 7→ u(f, x)
extends to a completely contractive map of operator spaces F ⊗hB X → Z. See
[BLM04, Sections 1.5 & 3.4].
If X is a left operator B-module, then the action map
B ⊗algB X → X b⊗ x 7→ bx
extends to a completely isometric map B⊗hB X → X , whose image is precisely the
nondegenerate part B ·X of X .
The Haagerup tensor product is functorial: for each completely bounded module
map t ∈ CBB(X,Y ), the map
idF ⊗ t : F ⊗
alg
B X → F ⊗
alg
B Y, f ⊗ x 7→ f ⊗ t(x)
extends to a completely bounded A-module map F ⊗hB X → F ⊗
h
B Y , with
‖idF ⊗ t‖cb ≤ ‖t‖cb.
See [BLM04, 3.4.5]. It follows from this that the Haagerup tensor product with F
defines a functor
F : OM(B)→ OM(A) X 7→ F ⊗hB X,
whose maps on morphism spaces are linear and contractive. These maps are in
fact completely contractive, as is already well-known (this is asserted in [BLM04,
8.2.19], for instance). Since we were not able to find a proof of this fact in the
literature, we have included one as an appendix to this paper.
The tensor product functors F and F∗ associated to a C∗-correspondence F and
to its adjoint operator bimodule F ∗ will be the main objects of study in this paper.
Here is a simple example.
Example 2.3. Let A→ B(H) be a nondegenerate ∗-representation, and consider
H as a C∗-correspondence from A to C. The functor
H : OM(C)→ OM(A) X 7→ Hc ⊗
h X
sends the row operator space Hr, for example, to the C
∗-algebra KC(H) of compact
operators on H (which is an A-module in the obvious way). The operator-theoretic
adjoint
H∗ : OM(A)→ OM(C) Y 7→ Hr ⊗
h
A Y
sends the operator A-module Hc, for example, to the predual BA(H)∗ of the von
Neumann algebra BA(H) = A
′ ∩ B(H). (Preduals of von Neumann algebras are
operator spaces in a canonical way.) See [BLM04, 1.4 & 1.5.14].
The following two theorems of Blecher demonstrate that the functors F and F∗,
defined using the Haagerup tensor product of operator spaces, are also very relevant
to the study of Hilbert-space representations and Hilbert C∗-modules:
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Theorem 2.4. [BLM04, Theorem 8.2.11]. Let A and B be C∗-algebras, and let
F be a C∗-correspondence from A to B. For every Hilbert space representation
X ∈ HM(B), and every left Hilbert C∗-module Y ∈ CM(A), the identity maps on
the algebraic tensor products extend to completely isometric isomorphisms
F ⊗hB X
∼= F ⊗C
∗
B X and F
∗ ⊗hA Y
∼= F ∗ ⊗C
∗
A Y
between the Haagerup tensor product and the (interior) Hilbert C∗-module tensor
product of [Rie74]. 
Theorem 2.5. [BLM04, Corollary 8.2.15]. Let F be a C∗-correspondence from
A to B, and let F ∗ denote the adjoint operator B-A bimodule. The map from
F ⊗algB F
∗ to LB(F ) sending f1 ⊗ f
∗
2 to the operator (2.2) extends to a completely
isometric isomorphism F ⊗hB F
∗ ∼= KB(F ). 
2.6. Adjoint functors. Turning now from operator theory to category theory, let
us briefly review some terminology regarding adjoint functors. See [ML98, Chapter
IV] for details. (The historical discussion in [ML70] is also particularly germane to
the present work.) We will assume that the reader is familiar with the language of
categories, functors, and natural maps, as explained in [ML98, Chapter I].
Definition 2.6. Let A and B be categories. A functor L : A→ B is left-adjoint to
a functor R : B→ A, and R is right-adjoint to L, if there are natural isomorphisms
(2.7) HomA(X,RY )
∼=
−→ HomB(LX,Y )
for all objects X ∈ A and Y ∈ B.
The natural isomorphisms (2.7) are a priori isomorphisms of sets. In the cases we
shall study, the Hom-sets in the categories A and B will have some extra structure—
they will be Banach spaces, for instance—and one would like to know whether the
isomorphisms (2.7) preserve that structure. The following general fact about adjoint
functors is useful in this regard. See [ML98, IV.1] for a proof.
Lemma 2.8. Suppose that L : A → B is left adjoint to R : B → A. There are
natural maps
ηX : X →RLX and εY : LRY → Y,
for all objects X ∈ A and Y ∈ B, such that the isomorphism (2.7) is the composition
HomA(X,RY )
L
−→ HomB(LX,LRY )
ψ 7→εY ◦ψ
−−−−−−→ HomA(LX,Y ),
while the inverse of (2.7) is the composition
HomB(LX,Y )
R
−→ HomA(RLX,RY )
ϕ 7→ϕ◦ηX
−−−−−−→ HomA(X,RY ).

The natural transformation η is called the unit of the adjunction, while ε is the
counit. Lemma 2.8 allows one to deduce properties of the isomorphisms (2.7) from
properties of the functors L and R. For example:
Lemma 2.9. Let A and B be Banach categories (categories in which the Hom spaces
are Banach spaces and the composition of morphisms is bilinear and continuous).
Suppose that a functor L : A→ B is left-adjoint to a functor R : B → A. If one of
the functors is a Banach functor (meaning that the induced maps on Hom spaces
are bounded and linear), then the adjunction isomorphisms (2.7) are isomorphisms
of Banach spaces.
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Proof. By Lemma 2.8, the isomorphism (2.7) is the composition
HomA(X,RY )
L
−→ HomB(LX,LRY )
εY ◦−−→ HomB(LX,Y ).
Since B is a Banach category, the second arrow in this composition is bounded
and linear. If L is a Banach functor then the first arrow in the composition is
bounded and linear too, and then the open mapping theorem implies that (2.7)
is an isomorphism of Banach spaces. A similar argument, using the unit of the
adjunction, applies when R is assumed to be a Banach functor. 
3. Adjoints to the Haagerup tensor product
Let A and B be C∗-algebras, and let F be a C∗-correspondence from A to B,
considered as an operator A-B bimodule. We denote by F ∗ the adjoint operator
B-A bimodule. Haagerup tensor product with F and F ∗ gives functors
F : OM(B)
X 7→F⊗h
B
X
−−−−−−−→ OM(A) and F∗ : OM(A)
Y 7→F∗⊗h
A
Y
−−−−−−−−→ OM(B)
on the categories on nondegenerate left operator modules over A and B.
In [CH16, Theorem 2.17] it was shown that if the image of the action homomor-
phism A→ LB(F ) is contained in KB(F )—in short, if A acts on F by B-compact
operators—then the functor F∗ is left-adjoint to the functor F . In this section we
prove a strong converse to this assertion:
Theorem 3.1. Let A and B be C∗-algebras, let F be a C∗-correspondence from A
to B, and let F ∗ be the adjoint B-A operator bimodule. The following are equivalent:
(a) The functor F : OM(B)
X 7→F⊗h
B
X
−−−−−−−→ OM(A) has a left adjoint.
(b) The functor F∗ : OM(A)
Y 7→F∗⊗h
A
Y
−−−−−−−−→ OM(B) has a strongly continuous right
adjoint.
(c) The functor F is right-adjoint to the functor F∗.
(d) The action of A on F is by B-compact operators.
If these conditions are satisfied, then the adjunction isomorphisms
CBB(X,FY ) ∼= CBA(F
∗X,Y )
are completely contractive.
By definition, a functor E : OM(B)→ OM(A) is strongly continuous if the maps
E : CBB(X,Y )→ CBA(EX, EY )
are strong-operator continuous on bounded subsets. It is easy to see that the functor
of Haagerup tensor product with an operator bimodule possesses this property. It
may be possible to replace strong continuity in part (b) with some (a priori) weaker
condition, but some sort of assumption on the adjoint is definitely needed, as the
following example demonstrates.
Example 3.2. Let F = Hc be a column Hilbert space, considered as a C
∗-
correspondence from C to C. Then F ∗ ∼= Hr. For all operator spaces X and
Y we have natural isomorphisms
CB(Hr ⊗
h X,Y ) ∼= CB(Hr⊗̂X,Y ) ∼= CB(X,CB(Hr, Y )),
where ⊗̂ is the operator space projective tensor product: the first isomorphism
holds by [BLM04, Proposition 1.5.14(1)] and the second holds by [BLM04, (1.50)].
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Thus the functor F∗ : OM(C)→ OM(C) always has a right adjoint, while the left
action of C on Hc is by compact operators if and only if H is finite-dimensional.
Proof of Theorem 3.1. We noted above that the implication (d) implies (c) was
proved in [CH16]. It was shown there that if A acts on F via a ∗-homomorphism
α : A→ KB(F ) then the natural maps
ηY : Y
∼=
−→ A⊗hA Y
α⊗idY−−−−→ KB(F )⊗
h
A Y
Theorem 2.5
−−−−−−−−→
∼=
F ⊗hB F
∗ ⊗hA Y
and
εX : F
∗ ⊗hA F ⊗
h
B X
〈 · | · 〉⊗idX
−−−−−−−→ B ⊗hB X
∼=
−→ X
are the unit and counit of an adjunction. The maps ηY are completely contractive,
because ∗-homomorphisms are always completely contractive. The maps εX are
also completely contractive, because the inner product on a Hilbert C∗-module can
be expressed as a product of Hilbert space operators (see [BLM04, 8.1.17]), and the
composition of operators is completely contractive. The functors F and F∗ are also
completely contractive, as shown in the appendix, and now Lemma 2.8 implies that
the adjunction isomorphisms are complete contractions (cf. the proof of Lemma
2.9).
It is clear that (c) implies (a). Since Haagerup tensor product functors are
strongly continuous, (c) implies (b) too. So it remains to show that (a) and (b)
each imply (d).
Let us first show that (a) implies (d). Suppose that the functor F has a left
adjoint L : OM(A)→ OM(B), so that we have natural isomorphisms
CBB(LY,X)
∼=
−→ CBA(Y, F ⊗
h
B X)
for all X ∈ OM(B) and all Y ∈ OM(A). To save space we shall denote the operator
B-module LA by L. Putting X = B (recall that F ⊗hB B
∼= F ) and Y = A into the
above adjunction isomorphism then gives an isomorphism
Φ : CBB(L,B)→ CBA(A,F ), Φ(t) = [idF ⊗ t] ◦ η
for some η = ηA ∈ CBA(A,F ⊗
h
B L) (see Lemma 2.8). The categories OM(A) and
OM(B) are Banach categories, and the functor F is a Banach functor, and so Φ is
an isomorphism of Banach spaces (see Lemma 2.9).
For each f ∈ F , consider the map
rf ∈ CBA(A,F ) rf : a 7→ α(a)f,
where α : A→ LB(F ) denotes the action map. Let us write
tf := Φ
−1(rf ) ∈ CBB(L,B).
Fix a ∈ A, and let {kλ} be a bounded approximate unit for the C
∗-algebra
KB(F ) of B-compact operators on F . For each f ∈ F and each λ we have an
estimate
‖(α(a)− kλ ◦ α(a))f‖ = ‖rf (a)− kλ ◦ rf (a)‖
= ‖[idF ⊗ tf ] ◦ η(a)− kλ ◦ [idF ⊗ tf ] ◦ η(a)‖
= ‖[idF ⊗ tf ] ◦ η(a)− [idF ⊗ tf ] ◦ [kλ ⊗ idL] ◦ η(a)‖
≤ ‖idF ⊗ tf‖ · ‖η(a)− [kλ ⊗ idL] ◦ η(a)‖
≤ ‖Φ−1‖ · ‖rf‖ · ‖η(a)− [kλ ⊗ idL] ◦ η(a)‖
=
(
‖Φ−1‖ · ‖η(a)− [kλ ⊗ idL] ◦ η(a)‖
)
· ‖f‖.
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Now F is nondegenerate as a left KB(F )-module, and so F ⊗
h
B L is also nondegen-
erate as a left KB(F )-module. Thus
‖η(a)− [kλ ⊗ idL] ◦ η(a)‖ −−−−−→
λ→∞
0.
The computation above shows, therefore, that the operator norm
‖α(a)− kλ ◦ α(a)‖ −−−−−→
λ→∞
0.
Since α(a) ∈ LB(F ), and kλ lies in the closed two-sided ideal KB(F ) ⊆ LB(F ), the
above convergence implies that α(a) ∈ KB(F ) as claimed.
Now let us show that (b) implies (d). Suppose that the functor F ∗⊗hA has a
strongly continuous right adjoint R : OM(B) → OM(A), so that we have natural
isomorphisms (of Banach spaces, by Lemma 2.9)
CBB(F
∗ ⊗hA Y,X)
∼=
−→ CBA(Y,RX)
for all X ∈ OM(B) and all Y ∈ OM(A). Putting X = F ∗ and Y = A, and using
the canonical isomorphism F ∗ ⊗hA A
∼= F ∗, we get an isomorphism
Ψ : CBB(F
∗, F ∗)→ CBA(A,RF
∗).
Naturality implies that this is an isomorphism of A-KB(F ) bimodules, where the
bimodule structure is given on the left-hand side by
(3.3) a · t · k : h 7→ rk ◦ t(ha) (t ∈ CBB(F
∗, F ∗), a ∈ A, k ∈ KB(F ), h ∈ F
∗)
and on the right-hand side by
a · s · k : a′ 7→ R(rk)(s(a
′a)) (s ∈ CBA(A,RF
∗), a, a′ ∈ A, k ∈ KB(F )),
where rk ∈ CBB(F
∗, F ∗) denotes right action of k on F ∗.
Being an isomorphism of left A-modules, Ψ restricts to an isomorphism between
the A-nondegenerate submodules:
Ψ : A · CBB(F
∗, F ∗)
∼=
−→ A · CBA(A,RF
∗).
Now, A·CBA(A,RF
∗) is isomorphic toRF ∗ as an A-KB(F )-bimodule (see [BLM04,
Lemma 3.5.4]). Since F ∗ is nondegenerate as a right KB(F )-module, and R is
strongly continuous, it follows that RF ∗ is also nondegenerate as a right KB(F )-
module: indeed, the bounded approximate unit {kλ} ⊂ KB(F ) converges point-
norm to the identity on F ∗ (by the nondegeneracy of F ∗), and then the strong
continuity of R ensures that the same is true for the action of {kλ} on RF
∗.
Pulling back by Ψ, we conclude that A · CBB(F
∗, F ∗) is nondegenerate as a right
KB(F )-module.
This implies that for every a ∈ A we have norm convergence
(3.4) (a · idF∗) · kλ −−−−−→
λ→∞
a · idF∗
inside CBB(F
∗, F ∗). Consulting the definition (3.3) of the bimodule structure on
CBB(F
∗, F ∗), and the definition (2.1) of the bimodule structure on F ∗, we see that
(3.4) is equivalent to the assertion that
k∗λα(a
∗) −−−−−→
λ→∞
α(a∗)
in the operator norm on LB(F ). Since the operators k
∗
λ all lie in the closed ideal
KB(F ) of LB(F ), we conclude that the image of α is contained in KB(F ). This
concludes the proof that (b) implies (d). 
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4. Applications
4.1. Extension of scalars.
Corollary 4.1. Let A and B be C∗-algebras, and let ϕ : A → M(B) be a nonde-
generate C∗-homomorphism from A to the multiplier algebra of B. The pullback
functor ϕ∗ : OM(B)→ OM(A) admits a left adjoint if and only if ϕ(A) ⊆ B.
Proof. The pullback functor can be identified with the Haagerup tensor product
Y 7→ B ⊗hB Y,
where B is a right C∗-module overB in the obvious way, and a left A-module via the
homomorphism ϕ. The conclusion follows from Theorem 3.1 and the well-known
identification KB(B) = B. 
As a special case of the previous result (putting A = C):
Corollary 4.2. Let B be a C∗-algebra. The forgetful functor OM(B) → OM(C)
from operator B-modules to operator spaces admits a left adjoint if and only if B
is unital. The left adjoint, if it exists, is given by X 7→ B ⊗h X. 
4.2. Frobenius reciprocity for locally compact groups.
4.2.1. Operator space representations. Let G be a locally compact group, and let
H ⊆ G be a closed subgroup. Write OM(G) for the category OM(C∗(G)) of
nondegenerate left operator C∗(G)-modules. Concretely, an object in OM(G) is
a norm-closed linear subspace X ⊆ B(K), where K is a unitary representation of
G, such that g ◦ x ∈ X for every g ∈ G and every x ∈ X . Recall that OM(G)
contains the category URep(G) ∼= HM(C∗(G)) of unitary representations as a full
subcategory.
The restriction functor ResGH on unitary representations extends to a functor on
operator modules in the obvious way:
ResGH : OM(G)→ OM(H).
Rieffel has shown that Mackey’s unitary induction functor IndGH is equivalent to the
functor of tensor product (in the sense of Hilbert C∗-modules) with a certain C∗-
correspondence IGH from C
∗(G) to C∗(H): see [Rie74, Theorem 5.12]. Replacing
Rieffel’s tensor product by the Haagerup tensor product (cf. Theorem 2.4), we
obtain an extension of IndGH to operator modules:
IndGH : OM(H)→ OM(G) X 7→ I
G
H ⊗
h
C∗(H) X.
Corollary 4.3. Let G be a locally compact group, and let H be a closed subgroup.
(a) The restriction functor ResGH : OM(G) → OM(H) admits a left adjoint if and
only if H is open in G. The left adjoint, if it exists, is given by
X 7→ C∗(G)⊗hC∗(H) X.
(b) The unitary induction functor IndGH : OM(H) → OM(G) admits a left adjoint
if and only if H is cocompact in G. The left adjoint, if it exists, is given by
Y 7→
(
IGH
)∗
⊗hC∗(G) Y.
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Proof. The restriction functor is (naturally isomorphic to) the pullback along the
canonical inclusion C∗(H)→ M(C∗(G)). The image of this inclusion is contained
in C∗(G) if and only if H is open in G, by [BKLS98, Theorem 5.1], and so part (a)
follows from Corollary 4.1.
Turning to the induction functor, Rieffel [Rie74] established an isomorphism of
C∗-algebras
KC∗(H)(I
G
H)
∼= C0(G/H)⋊G,
such that the action map C∗(G)→ LC∗(H)(I
G
H) = M(KC∗(H)(I
G
H)) corresponds to
the canonical inclusion of C∗(G) into the multiplier algebra of the crossed product.
The image of the latter inclusion is contained in the crossed product itself if and
only if the algebra C0(G/H) is unital—which is to say, if and only if G/H is
compact—and so part (b) follows from Theorem 3.1. 
Example 4.4. To revisit the example considered in the introduction, let H be the
trivial subgroup, and consider the induction functor
IndG1 : OM(C)→ OM(G) X 7→ L
2(G)c ⊗
h X
from operator spaces to operator-space representations ofG. The operator-theoretic
adjoint (
IndG1
)∗
: OM(G)→ OM(C) Y 7→ L2(G)r ⊗
h
C∗(G) Y
sends the regular representation L2(G) to the Fourier algebra A(G), as in Example
2.3. This functor is left-adjoint to IndG1 in the categorical sense if and only if G is
compact, but it is an interesting functor even when it is not a genuine adjoint.
4.2.2. Unitary representations. Let us contrast the above results with what happens
in the setting of unitary representations.
Lemma 4.5. Let G be a locally compact group and let H be a closed subgroup.
(a) If the functor IndGH : URep(H)→ URep(G) has an adjoint, on either side, then
the quasiregular representation L2(G/H) is isomorphic to a finite direct sum of
irreducible representations of G.
(b) If the functor ResGH : URep(G) → URep(H) has an adjoint, on either side,
then one has ∑
Y ∈Ĝ
dimY H <∞
where Ĝ denotes the set of isomorphism classes of irreducible unitary represen-
tations of G, and Y H denotes the space of H-fixed vectors in Y .
Proof. Suppose that IndGH has a right adjoint R, so that we have natural isomor-
phisms
(4.6) BH(X,RY )
∼=
−→ BG(Ind
G
H X,Y )
for all representations X ∈ URep(H) and Y ∈ URep(G). Lemma 2.9 implies that
(4.6) is an isomorphism of Banach spaces.
Applying (4.6) to the trivial one-dimensional representation X = CH of H ,
and the quasi-regular representation Y = L2(G/H) ∼= Ind
G
H CH of G, we get an
isomorphism of Banach spaces
BH(CH ,RL
2(G/H)) ∼= BG(L
2(G/H), L2(G/H)).
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The left-hand side is isomorphic, as a Banach space, to the Hilbert space of H-
fixed vectors in RL2(G/H), and is in particular reflexive. So the intertwining von
Neumann algebra BG(L
2(G/H), L2(G/H)) is reflexive as a Banach space, and so
is finite-dimensional. Thus L2(G/H) is a finite direct sum of irreducibles. If IndGH
has a left adjoint L, then we get an isomorphism
BH(LL
2(G/H),CH) ∼= BG(L
2(G/H), L2(G/H)).
The left-hand side is again a Hilbert space, and so the same argument as above
shows that L2(G/H) is a finite sum of irreducibles.
Now suppose that ResGH has a right adjoint R : URep(H)→ URep(G). We then
have an isomorphism (again, of Banach spaces)
BH(Res
G
H RCH ,CH)
∼= BG(RCH ,RCH)
in which the left-hand side is a Hilbert space and the right-hand side is a von
Neumann algebra. Hence, by the same reflexivity argument as above, RCH is
finite sum of irreducible representations of G. For every irreducible Y ∈ Ĝ we have
dimBG(Y,RCH) = dimBH(Res
G
H Y,CH) = dimY
H ,
and since RCH is a finite sum of irreducibles we conclude that
∑
dimY H is finite.

Corollary 4.7. Let H be a closed subgroup of infinite index in a locally compact
group G. If G is compact, or if H is normal, then neither IndGH nor Res
G
H admits
an adjoint, on either side, as functors on unitary representations.
Proof. If G is compact then the Peter-Weyl theorem gives an isomorphism
L2(G/H) ∼=
⊕
Y ∈Ĝ
Y ⊗ Y
H
,
where each Y is finite-dimensional. Since [G : H ] = ∞, L2(G/H) is infinite-
dimensional and so the above sum must contain infinitely many nonzero terms.
Now Lemma 4.5 implies that neither IndGH nor Res
G
H has an adjoint.
If H is normal in G then the infinite group G/H has an infinite-dimensional
von Neumann algebra BG/H(L
2(G/H)) = BG(L
2(G/H)). So IndGH cannot have an
adjoint. Moreover, we have an inclusion Ĝ/H ⊆ Ĝ, given by viewing representations
of G/H as representations of G on which H acts trivially, and the Gelfand-Raikov
theorem implies that
∑
Y ∈Ĝ
dimY H ≥
∑
Z∈Ĝ/H
dimZ =∞.
So ResGH doesn’t have an adjoint. 
Remark 4.8. We do not know of any example of an infinite-index subgroupH ⊂ G
for which IndGH or Res
G
H has an adjoint on unitary representations.
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4.3. Adjoint correspondences. Returning to the setting of arbitraryC∗-algebras
A and B, let F be a C∗-correspondence from A toB, and let E be a C∗-correspondence
from B to A. The functors
F : OM(B)
X 7→F⊗h
B
X
−−−−−−−→ OM(A) and E : OM(A)
Y 7→E⊗h
A
Y
−−−−−−−→ OM(B)
restrict, by Theorem 2.4, to functors
FHM : HM(B)→ HM(A) and EHM : HM(A)→ HM(B)
On the other hand, the Haagerup tensor product functors F∗ and E∗ associated to
the adjoint bimodules F ∗ and E∗ restrict to functors
F∗CM : CM(A)→ CM(B) and E
∗
CM : CM(B)→ CM(A).
Combining Theorem 3.1 with results from [KPW04] and [CCH16a], we have:
Corollary 4.9. (a) The functors E and F are two-sided adjoints if and only if the
functors E∗CM and F
∗
CM are two-sided adjoints.
(b) If E is left-adjoint or right-adjoint to F , then EHM and FHM are two-sided
adjoints.
Proof. Theorems of Kajiwara, Pinzari and Watatani [KPW04, Theorem 4.4(2),
Theorem 4.13], as reformulated in [CCH16a, Theorem 2.24], imply that E∗CM and
F∗CM are two-sided adjoints if and only if
(1) E ∼= F ∗ as operator B-A bimodules, and
(2) The action of A on F is by B-compact operators, and the action of B on E is
by A-compact operators.
It was shown in [CCH16a, Theorem 3.15] that the condition (1) alone implies that
FHM and EHM are two-sided adjoints.
By Theorem 3.1, the conditions (1) and (2) together are also equivalent to the
functors E and F being two-sided adjoints, and so part (a) is proved.
If E is left-adjoint to F , then condition (1) holds. Indeed, Theorem 3.1 implies
that F∗ is also left-adjoint to F , and by the uniqueness of adjoint functors there
is a natural isomorphism E ∼= F∗; in particular there is a completely bounded
isomorphism
E ∼= E(A) ∼= F∗(A) ∼= F ∗,
which by naturality is an isomorphism of operator B-A bimodules. The same
argument applies if we assume E to be right-adjoint to F . This proves part (b). 
4.4. Parabolic induction. Let G be a real reductive group, and let P be a proper
parabolic subgroup of G with Levi decomposition P = LN . For example, take
G = GL(n,R), let P be the subgroup of upper-triangular matrices, let L be the
subgroup of diagonal matrices, and let N be the subgroup of unipotent upper-
triangular matrices. Clare [Cla13] has constructed a C∗-correspondence C∗r (G/N),
from C∗r (G) to C
∗
r (L), whose associated tensor product functor
IndGP : HM(C
∗
r (L))→ HM(C
∗
r (G)) X 7→ C
∗
r (G/N)⊗C∗r (L) X
is (naturally isomorphic to) the well-known functor of parabolic induction of tem-
pered unitary representations.
Together with Clare and Higson, we showed in [CCH16b] and [CCH16a] that the
adjoint operator bimodule C∗r (N\G) := C
∗
r (G/N)
∗ is actually aC∗-correspondence—
its operator space structure is induced by a C∗r (G)-valued inner product—and that
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the parabolic restriction functor ResGP associated to the correspondence C
∗
r (N\G)
is a two-sided adjoint to IndGP on the categories HM. In [CH16] we studied the cor-
responding functors on operator modules, and we showed that ResGP is left-adjoint
to IndGP in this setting; unlike the results of [CCH16b] and [CCH16a], the same is
also true for operator modules over the full group C∗-algebras. The ‘second ad-
joint theorem’ of Bernstein [Ber87] asserts that in the related context of smooth
representations of p-adic reductive groups, parabolic induction and restriction are
adjoints on both sides. (Strictly speaking, the functor IndGP has left adjoint Res
G
P
and right adjoint ResG
P
, where P is the parabolic subgroup opposite to P .) It is thus
natural to ask whether IndGP has a right adjoint in the operator-module setting.
Corollary 4.10. If P = LN is a proper parabolic subgroup of a real reductive group
G, then the functor IndGP : OM(C
∗
r (L))→ OM(C
∗
r (G)) has no strongly continuous
right adjoint.
Proof. The explicit computations of the correspondences C∗r (G/N) and C
∗
r (N\G)
in [CCH16b] show that C∗r (L) does not act by C
∗
r (G)-compact operators on C
∗
r (N\G)
(unless L = P = G). Now the corollary follows from Theorem 3.1. 
The construction in [CH16, Section 4.3] hints at a possible second adjoint theo-
rem for operator modules over suitably chosen non-self-adjoint subalgebras of the
reduced C∗-algebras.
Appendix: The Haagerup tensor product is completely contractive
Let A and B be C∗-algebras, let F be an operator A-B bimodule, let X and Y
be left operator B-modules, and consider the map
F(X,Y ) : CBB(X,Y )→ CBA(F ⊗
h
B X,F ⊗
h
B Y ) t 7→ idF ⊗ t.
The following fact is well known, but we were not able to find a proof in the
literature.
Lemma. The map F(X,Y ) is completely contractive.
Proof. The map is contractive, by [BLM04, Lemma 3.4.5]. To show that it is
completely contractive we need to consider the amplifications
F(X,Y )n : CBB(X,Mn(Y ))→ CBA(F ⊗
h
B X,Mn(F ⊗
h
B Y ))
defined by
F(X,Y )n[tij ] : f ⊗ x 7→ [f ⊗ tij(x)].
We claim that the map
ψ : F ⊗algB Mn(Y )→Mn(F ⊗
alg
B Y ) f ⊗ [yij ] 7→ [f ⊗ yij ]
extends to a completely contractive map
F ⊗hB Mn(Y )→Mn(F ⊗
h
B Y ).
To see this, first ignore the B-balancing, and write ψ as
ψ : F ⊗alg Cn ⊗
alg Y ⊗alg Rn → Cn ⊗
alg F ⊗alg Y ⊗alg Rn, ψ = flip⊗id⊗ id.
(Here Cn = (C
n)c and Rn = (Cn)r denote respectively the column- and the row-
operator space structures on Cn. Multiplying columns by rows gives an isomor-
phism Cn ⊗
alg V ⊗alg Rn ∼=Mn(V ) for each complex vector space V .)
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The claim thus boils down to verifying that the flip F ⊗ Cn → Cn ⊗ F induces
a complete contraction on the Haagerup tensor products. This is true, because
– The identity map on F ⊗alg Cn induces a complete contraction from F ⊗
h Cn
to F ⊗min Cn, where ⊗
min is the minimal operator space tensor product; see
[BLM04, Proposition 1.5.13].
– The flip map on ⊗alg induces a complete isometry on ⊗min; see [BLM04, 1.5.1].
– The identity on Cn ⊗
alg F extends to a complete isometry from Cn ⊗
min F to
Cn ⊗
h F ; see [BLM04, 1.5.14(3)].
Now the composition of the completely contractive map ψ with the completely
contractive quotient map Mn(F ⊗
h Y )→Mn(F ⊗
h
B Y ) is a completely contractive,
B-balanced map
X ⊗hMn(Y )→Mn(X ⊗
h
B Y ).
By the universal property of the Haagerup tensor product, the induced map
X ⊗hB Mn(Y )→Mn(X ⊗
h
B Y )
is also completely contractive.
Now F(X,Y )n factors as the composition of two contractive maps,
CBB(X,Mn(Y ))
F(X,Mn(Y ))
−−−−−−−−→ CBA(F ⊗
h
B X,F ⊗
h
B Mn(Y ))
t7→ψ◦t
−−−−−→ CBA(F ⊗
h
B X,Mn(F ⊗
h
B Y )),
and so F(X,Y )n is itself contractive. 
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