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Abstrat
We present the onstraint for the disrete Moutard equation whih gives the in-
tegrable disretization of the BianhiErnst system. We also derive the disrete
analogue of the Bianhi transformation between solutions of suh a system (the
Darboux-Bäklund transformation in soliton terminology). We nally obtain the
superposition of disrete Bianhi transformations.
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1 Introdution
In his studies on isometri deformation of surfaes, Bianhi onsidered [1℄ the
Moutard equation [2℄
N ,uv = fN , (1)
supplemented by the onstraint
N ·N = U(u) + V (v), (2)
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where N := (N0, N1, N2), "·" denotes the salar produt (Bianhi onsidered
the ase ǫ = 1 only)
A ·B := A0B0 + ǫ(A1B1 + A2B2), ǫ = ±1 (3)
and U(u), V (v) are given funtions of single variables. In the onsidered redu-
tion the funtion f an be given in terms of N and U(u), V (v) as follows
f = − N ,u ·N ,v
U(u) + V (v)
. (4)
Performing the following omplex hanges of the independent variables
u = ρ+ iz, v = ρ− iz, (5)
and of the dependent ones
ξ =
N1 + iN2√
r +N0
, r = N ·N , (6)
equations (1)(2) are transformed into the following system
(ξξ¯ + ǫ)(ξ,ρρ+ξ,zz +
r,ρ
r
ξ,ρ+
r,z
r
ξ,z ) = 2ξ¯ ((ξ,ρ )
2 + (ξ,z )
2)
r,ρρ+r,zz = 0, ǫ = ±1.
(7)
In the the ase ǫ = −1 the system (7) was onsidered by Ernst and desribes
axisymmetri stationary vauum Einstein elds [3℄ as well as the interation
of gravitational waves [4℄. Therefore we shall all the system (1)-(2) (or (7))
the BianhiErnst system.
The existene of the (DarbouxBäklund) transformation between solutions
of the BianhiErnst system (1)-(2) (and therefore its integrability) was estab-
lished in [1℄; for the interpretation of the BianhiErnst system in the ontext
of the modern soliton theory, see [512℄. In the simplest ase r = const the
BianhiErnst system redues to the S2 hiral system equivalent to the sine-
Gordon equation. Therefore the BianhiErnst system an also be interpreted
as a non-isospetral integrable extension of a hiral model (a harmoni map
or a nonlinear σ model) see e.g. [13,9,14℄ and referenes therein.
During the last few years the integrable disrete (dierene) analogues of
geometrially signiant integrable dierential equations have attrated on-
siderable attention [1518℄. Indeed they represent the "building bloks" of
a new disipline, the integrable Disrete Geometry, and are also potentially
signiant in a physial ontext. For example, the disrete analogue of the
sine-Gordon equation (r = const), known as the Hirota equation [19℄, not
only desribes the disrete analogue of pseudospherial surfaes [20,21℄ and
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of Chebyshev nets on a sphere [22℄, but also turns out to be relevant in the
analysis of some solvable models of statistial mehanis and quantum eld
theory (see also [23,24℄ for other examples).
In this Letter we introdue the integrable disrete analogue of the Bianhi
Ernst system (1)-(2), namely the system
N (12) +N = F (N (1) +N (2)),
(N (12) +N) · (N (1) +N (2)) = U(m1) + V (m2),
(8)
where subsripts in brakets denote shifts in the disrete variables m1 and m2
(for details see the next setion). The above system an be rewritten as the
single nonlinear equation
N (12) +N =
U(m1) + V (m2)
(N (1) +N (2)) · (N (1) +N (2))(N (1) +N (2)). (9)
We also establish, in the spirit of Bianhi, the integrability of the system (8)
obtaining: i) the Darboux-type transformation between solutions of the system
and ii) the nonlinear superposition priniple for the solutions.
Remark 1 We onsider in this paper the standard (in the ontinuous ase)
situation U(m1) + V (m2) > 0 only.
The interesting geometri aspets of the results of this Letter are disussed
in [30,27℄, in the framework of the theory of disrete asymptoti nets [28,29℄.
The relevane of the system (8) in the disrete theory of gravity (see [31℄ and
referenes therein) is an open and, in our opinion, very important theoretial
problem.
The Letter is organized as follows. We rst reall the neessary material on-
erning the disrete Moutard equation and its Darboux-type (disrete ana-
logue of the Moutard) transformation [25,26,28,29℄. Then we introdue the
proper analogue of the onstraint (2), whih leads to the integrable redution
(8) of the disrete Moutard equation. In the next step we study onsequenes
of suh a onstraint; in partiular, we onstrut the orresponding redution
of the disrete Moutard transformation. Finally we show the permutability of
the superposition of suh transformations.
This work, fully inspired and motivated by the results presented in [1℄, is ded-
iated to the memory of L. Bianhi, an outstanding preursor of the modern
theory of integrable systems.
3
2 The disrete BianhiErnst system
Consider the mapping N : Z2 → R3 satisfying the disrete analogue of the
Moutard equation [25℄
N (12) +N = F (N (1) +N (2)), (10)
where F : Z2 → R is a given salar funtion of the disrete variables (m1, m2) ∈
Z
2
and N (1)(m1, m2) = N(m1 + 1, m2), N (2)(m1, m2) = N(m1, m2 + 1),
N (12)(m1, m2) = N(m1+1, m2+1). Given [26℄ a salar solution Θ of equation
(10)
Θ(12) +Θ = F (Θ(1) +Θ(2)), (11)
then the solution N
′
of the system of equations
(N ′(1) ∓N) =
Θ
Θ(1)
(N ′ ∓N (1)) (12)
(N ′(2) ±N) =
Θ
Θ(2)
(N ′ ±N (2)) (13)
satises the Moutard equation (10) with transformed potential
F ′ =
Θ(1)Θ(2)
Θ Θ(12)
F. (14)
Remark 2 We onsider [28,29℄ two possibilities of signs in the Moutard trans-
formation in order: (i) to preserve the symmetry between the variables m1 and
m2, and (ii) to reprodue the disrete Bianhi-Ernst equation in the superpo-
sition formula (see Theorem 9 for details).
The following Lemma an be heked using equations (10)-(13).
Lemma 3 Denote by
Y := (N (12) +N) · (N (1) +N (2)),
Y ′ := (N ′(12) +N
′) · (N ′(1) +N ′(2)),
a := (N ′(1) ∓N) · (N ′ ∓N (1)),
b := (N ′(2) ±N) · (N ′ ±N (2)),
(15)
where N and N
′
are onneted by the disrete Moutard transformation (12)-
(13), then the following identities holds
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Y − Y ′=F Θ(1) +Θ(2)
Θ(12)
(Y − a− b), (16)
Y − a− b(1) =F Θ(1)
Θ(12)
(Y − a− b), (17)
Y − a(2) − b=F Θ(2)
Θ(12)
(Y − a− b). (18)
The following important result is a straightforward onsequene of the above
Lemma.
Theorem 4 If N and N
′
are onneted by the disrete Moutard transforma-
tion (12)-(13), then the ondition
(N (12) +N) · (N (1) +N (2)) = (N ′(12) +N ′) · (N ′(1) +N ′(2)) (19)
is equivalent to the following system of three equations
(N (12) +N) · (N (1) +N (2))=U(m1) + V (m2), (20)
(N ′(1) ∓N) · (N ′ ∓N (1))=U(m1)∓ k, (21)
(N ′(2) ±N) · (N ′ ±N (2))= V (m2)± k, (22)
where U(m1) and V (m2) are funtions of single variables only and k is a
onstant.
Remark 5 Notie that the Moutard equation (10) subjeted to the ondition
(20) is exatly the disrete BianhiErnst system (8), moreover the potential
F is of the form
F =
U(m1) + V (m2)
(N (1) +N (2)) · (N (1) +N (2)) . (23)
In this paper we are going to show the integrability of the redution (20) of the
Moutard equation (10). Let us rst derive some onsequenes of the ondition
(19).
Denote by n0 = N (12) + N (we assume that n0 · n0 > 0) and hoose a
pair of unit (of length ǫ) vetors, say n1 and n2, suh that {nA}2A=0 form an
orthogonal basis. Dene funtions xA, A = 0, 1, 2, as the oeients of the
deomposition of the vetor Θ(2N ′ ∓N (1) ±N (2)) in that basis, i.e,
N
′ =
1
2
(
±N (1) ∓N (2)
)
+
xA
2Θ
nA, (24)
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where the summation onvention holds. In virtue of the Moutard transforma-
tion (12)-(13), the above equation an be rewritten as
Θ(1)(N
′
(1) ∓N) + Θ(2)(N ′(2) ±N) = xAnA. (25)
The salar multipliation of both sides of equation (25) by N (1) +N (2) gives,
due to onditions (20)-(22),
x0 =
∓Θ(1)(U ∓ k)±Θ(2)(V ± k)
U + V
. (26)
Let us introdue the rotation oeients pBA and q
B
A by the unique deompo-
sitions
nA = p
B
AnB(1), nA = q
B
AnB(2). (27)
The ompatibility ondition for the above system reads
qACp
B
A(2) = p
A
Cq
B
A(1) =: H
B
C . (28)
Inserting the expression (24) into the disrete Moutard transformation (12)-
(13) and making use of the linear independene of the vetors nA, we obtain
the following linear system of equations whih the funtions xA have to satisfy
xA(1) = p
A
Bx
B ∓ pA0
F
Θ± (2pA0 − δ
A
0
F(1)
)Θ(1),
xA(2) = q
A
Bx
B ± qA0
F
Θ∓ (2qA0 − δ
A
0
F(2)
)Θ(2),
(29)
where δAB is the standard Kroneker symbol.
Equations (29), (26) and (11) lead to the following linear system for the ve
unknowns (Θ,Θ(1),Θ(2), x
1, x2)


Θ
Θ(1)
Θ(2)
x1
x2


(1)
=


0 1 0 0 0
Y(1)
p00
F
−b
a(1)
bF−Y(1)(
Y+b
Y
p00−
1
F(1)
)
a(1)
b
a(1)
(F − Y(1)
Y
p00) ∓Y(1)a(1) p01 ∓
Y(1)
a(1)
p02
−1 F F 0 0
∓p10
F
±Y+b
Y
p10 ± bY p10 p11 p12
∓p20
F
±Y+b
Y
p20 ± bY p20 p21 p22




Θ
Θ(1)
Θ(2)
x1
x2


,
(30)
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

Θ
Θ(1)
Θ(2)
x1
x2


(2)
=


0 0 1 0 0
−1 F F 0 0
Y(2)
q0
0
F
−a
b(2)
a
b(2)
(F − Y(2)
Y
q00)
aF−Y(2)(
Y+a
Y
q00−
1
F(2)
)
b(2)
±Y(2)
b(2)
q01 ±Y(2)b(2) q02
± q10
F
∓ a
Y
q10 ∓a+YY q10 q11 q12
± q20
F
∓ a
Y
q20 ∓a+YY q20 q21 q22




Θ
Θ(1)
Θ(2)
x1
x2


,
(31)
where, aording to the notation of Lemma 3 and the redution under onsid-
eration,
Y = U(m1) + V (m2), a = U(m1)∓ k, b = V (m2)± k. (32)
Finally, using formulas (12), (21), (24) and the orthogonality of the basis
{nA}2A=0, one an derive the algebrai onstraint satised by the funtions Θ,
Θ(1), Θ(2), x
1
, x2
ǫ[(x1)2 + (x2)2] +
Y
F
Θ2 + FY
(
− a
Y
Θ(1) +
b
Y
Θ(2)
)2
− 2Θ
(
aΘ(1) + bΘ(2)
)
= 0;
(33)
the same onstraint one obtains using, instead of equations (12), (21), equa-
tions (13) and (22).
We are ready now to present the main result of this paper. The following
theorem gives the disrete analogue of the Bianhi transformation [1℄ between
solutions of the disrete BianhiErnst system (8). This transformation allows
one to nd, using linear steps only, new solutions of the disrete BianhiErnst
system (8) from given ones.
Theorem 6 Given a solution N of the BianhiErnst system (8) and the ǫ-
unit vetors n1, n2 (i.e., n1 ·n1 = n1 ·n1 = ǫ) orthogonal to N (12)+N =: n0
and to eah other, then
(1) The linear system (30)-(31), where F , Y , a, b are given by equations
(23), (32), and pAB, q
A
B are given by (27), is ompatible.
(2) The solution (Θ,Θ(1),Θ(2), x
1, x2) of the system (30)-(31) satises the
onstraint (33), provided that suh a onstraint is satised at the initial
point.
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(3) Given the solution (Θ,Θ(1),Θ(2), x
1, x2) of the system (30)-(31) satisfying
the onstraint (33), then N
′
, onstruted via equation (24) with x0 given
by (26), is a new solution of the disrete BianhiErnst system.
PROOF. By diret, but tedious, veriation. We list here only some useful
identities. To prove point 1. one makes use of the following identity
n0(12)
F(12)
+
n0
F
= n0(1) + n0(2), (34)
valid for any solution N of the Moutard equation, from whih one gets, via
salar multipliation by n0(12), n0 and n0(1) − n0(2),
F
F(12)
= F (p00(2) + q
0
0(1))−H00
H0A =
−(U+V )δ0
A
+p0
A
F(1)(U(1)+V )+q
0
A
F(2)(U+V(2))
(U(1)+V(2))
q00(1) = p
0
0(2) +
q00F(2)(U+V(2))−p
0
0F(1)(U(1)+V )+FF(1)(U(1)+V )−FF(2)(U+V(2))
F (U(1)+V(2))
.
(35)
To prove point 2. one makes use of a natural onsequene of formulas (27)
gAC = p
B
Ap
D
CgBD(1) = q
B
Aq
D
C gBD(2), gAC := diag [(U + V )F, ǫ, ǫ] . (36)
The proof of point 3. splits naturally into two parts. First, using point 1., we
prove that suh N
′
is related to N by the Moutard transformation (12)-(13)
via the funtion Θ. Then, using the onstraint (33), we immediately hek
that N
′
is subjeted to
(N ′(12) +N
′) · (N ′(1) +N ′(2)) = U(m1) + V (m2). ✷ (37)
Remark 7 The parameter k, present in the linear system (30)-(31), is alled
the transformation parameter.
Remark 8 The linear system (30)-(31) an also be interpreted as a nonstan-
dard Lax pair (zero urvature representation) of the disrete Bianhi-Ernst
system (8), with spetral parameter k. A more traditional Lax pair for system
(8) will be presented in the forthoming paper [27℄.
Finally, we present the superposition law assoiated with the transformation
desribed in Theorem 6. The proof, omitted for the sake of brevity (it will be
published in [32℄), onsists in proving that the disrete Bianhi onstraint (20)
is ompatible with the superposition law of the disrete Moutard transforma-
tions (12)-(13), given in [29,28℄.
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Theorem 9 Given a solution N of the BianhiErnst system (8) and given
two transforms of it (the upper index denotes the transformation!): the upper-
sign transform N
(1)
, with the transformation parameter k1, and the lower-sign
transform N
(2)
, with the transformation parameter k2. Then there exists the
unique solution N
(12)
of the BianhiErnst system, given in algebrai terms
by
N
(12) = −N + k
1 + k2
(N (1) +N (2)) · (N (1) +N (2))(N
(1) +N (2)), (38)
whih is simultaneously the lower-sign transform of N
(1)
, with the transfor-
mation parameter k2, and the upper-sign transform of N (2), with the trans-
formation parameter k1.
Remark 10 Notie that the superposition formula (38) for the BianhiErnst
system (8) reprodues the BianhiErnst system itself, after replaing the up-
per transformation idies by the lower translation ones.
Remark 11 Exatly like it was done in the ontinuous ase [1,14℄ by taking
N ∈ Rn the above onsiderations an be generalized to the multiomponent
disrete BianhiErnst system.
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