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Abstract
Let X denote a simply connected compact Riemannian symmetric space, U the universal covering
of the identity component of the group of automorphisms of X, and LU the loop group of U . In this
paper we prove the existence (and conjecture the uniqueness) of an LU-invariant probability measure
on a distributional completion of the loop space of X.
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0. Introduction
Let K denote a simply connected compact Lie group, and let G denote the complex-
ification of K . Let LpolK denote the polynomial loop group of K , and LG the formal
completion of the complex loop group LG (we recall the definitions of these spaces be-
low). In [7] we proved the following
Theorem 0.1. There exists a LpolK-biinvariant probability measure µ on LG.
We also conjectured that there is a unique such biinvariant measure.
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322 D. Pickrell / Journal of Functional Analysis 234 (2006) 321–363One purpose of this paper is to present a more transparent proof of this theorem, espe-
cially in the simplest case, K = SU(2) (see Section 3). A second purpose is to generalize
the theorem to a context in which K is replaced by a simply connected compact symmetric
space X. Before stating this generalization, we will clarify the meaning of various terms.
First LpolK and LanK denote the groups consisting of maps from S1 into K which are
polynomial (i.e. have finite Fourier series, relative to some matrix representation of K) and
real analytic, respectively, with pointwise multiplication (see [10, §3.5]). The complexified
loop group, LanG = H 0(S1,G), is a complex Lie group. A neighborhood of the identity
consists of those loops which have a unique (triangular or Birkhoff or Riemann–Hilbert)
factorization
g = g− · g0 · g+, (0.2)
where g− ∈ H 0(D∗,∞;G,1), g0 ∈ G, g+ ∈ H 0(D,0;G,1), and D and D∗ denote the
closed disks centered at 0 and ∞, respectively (thus (0.2) is an equality of holomorphic
functions which holds on a thin collar of S1, the collar depending upon g; see [10, Chap-
ter 8]). A model for this neighborhood is
H 1(D∗,g)×G×H 1(D,g), (0.3)
where the linear coordinates are determined by θ+ = g−1+ (∂g+), θ− = (∂g−)g−1− . The (left
or right) translates of this neighborhood by elements of LpolK cover H 0(S1,G).
The hyperfunction completion, LhypG, is modeled on the space
H 1(∆∗,g)×G×H 1(∆,g), (0.4)
where ∆ and ∆∗ denote the open disks centered at 0 and ∞, respectively, and the transition
functions are obtained by continuously extending the transition functions for the analytic
loop space of the preceding paragraph. The global definition is
LhypG = G
(
H 0
(
S1−
))×H 0(S1,G) G(H 0(S1+)), (0.5)
where H 0(S1±) denote the direct limits of the spaces H 0({r < |z| < 1}) and H 0({1 < |z| <
r}), as r ↑ 1 and r ↓ 1, respectively. From the global definition it is clear that the group
H 0(S1,G) acts naturally from both the left and right of LhypG (see [7, Part II, Chapter 2]).
The formal completion is defined in a similar way, where H 1(∆,g) is replaced by the
corresponding space of formal power series
H 1formal(∆,g) =
{
θ+ = (θ1 + θ2z+ · · ·) dz, θi ∈ g
} ∞∏
1
g. (0.6)
The global definition of the formal completion is
LG = LformalG = G
(
C
((
z−1
)))×G(C(z)) G(C((z))), (0.7)
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∑
anz
n
, an = 0 for n  0, and G(C(z)) =
LpolG (see [7, Part II, §2.3]).
To summarize, there is an equivariant way to form various “distributional” completions
of the complex loop group, respecting its homotopy and complex structure,
LpolG → LanG → LC0∩W 1/2G → LhypG → LG (0.8)
where LG and LhypG are “dual” to LpolG and LanG, respectively, and LC0∩W 1/2G (the
group of loops which are continuous and have 1/2 a derivative in a Sobolev sense) is es-
sentially “self-dual.” (In this paper the significance of the critical exponent 1/2 will not
be apparent. But to help orient readers familiar with Wiener measure, we remark that it is
expected that W 1/2 is related to µ in roughly the same way that W 1, the finite energy con-
dition, is related to Wiener measure. As a consequence µ is not supported on “loops” which
can be evaluated at points of S1. This explains why it is essential to consider “generalized
loops.”)
One advantage of the hyperfunction completion is that D, the group of analytic
orientation-preserving diffeomorphisms of S1, acts equivariantly. If µ is supported on
LhypG, then the conjectured uniqueness of µ implies the conjecture that µ is D-invariant.
Now suppose that X is a simply connected compact symmetric space with a fixed base-
point. From this we obtain groups as in the following diagram,
G
GR U
K
(0.10)
where U is a simply connected compact group acting isometrically and transitively on X,
X  U/K , G is the complexification of U , and GR acts by automorphisms of the dual
(nonunitary type) symmetric space GR/K . There are equivariant totally geodesic embed-
dings
U/K U
G/GR G
(0.11)
of symmetric spaces. The main point is that the antiholomorphic involution which fixes
L(G/GR) → LG extends naturally to our distributional completions of LG. We define the
hyperfunction and formal completions of L(G/GR) as the identity components of the fixed
point sets of these extensions. We obtain equivariant homotopy equivalences
324 D. Pickrell / Journal of Functional Analysis 234 (2006) 321–363Lpol(U/K) → Lpol(G/GR) → Lan(G/GR)
→ Lhyp(G/GR) → L(G/GR). (0.12)
The main result is the following.
Theorem 0.13. There exists a LpolU -invariant probability measure on the formal comple-
tion, L(G/GR).
We conjecture that there is a unique such invariant measure.
A general simply connected X can be written uniquely as a product of irreducible X
(irreducible means that u does not have any Θ-invariant ideals, where Θ is the involution
of U which fixes K). There are two types of irreducible X. In the type I case u is simple.
In the type II case u = k ⊕ k, where k is simple, Θ(x,y) = (y, x), and X = K . Thus the
essential novelty of this paper concerns the type I case.
The plan of the paper is the following. In Sections 1 and 2 we introduce the basic
notation used throughout the paper. In Section 1 we review some facts about triangular
decompositions and symmetric spaces (readers interested in basic cases such as S2 and
SU(2) can probably skip this section entirely). A more detailed treatment of the statements
in this section appear in [9]. In Section 2 we consider loop spaces and their completions,
and prove the minimal structural results that we will need.
In Section 3 we will give a relatively elementary proof of Theorem 0.1 in the case K =
SU(2). This proof reveals that we can a priori compute many distributions for the measure
µ in Riemann–Hilbert coordinates, (0.4). We briefly discuss the issue of uniqueness, but
this remains unresolved.
In Section 4 we will give a corresponding elementary proof of Theorem 0.13 in the
case S2.
In Sections 5 and 6 we prove Theorem 0.13 in general. The proofs in Sections 3–6 de-
pend upon a certain compactness result for Wiener measures parameterized by temperature
(or radius of the circle); this depends heavily on ideas of M. Malliavin and P. Malliavin [6].
An outline of an argument which is intended to appeal to probabilists appears in [8, §2].
In Section 7 we discuss a conjectural formula for the “diagonal distribution,” and some
of its potential implications.
1. Symmetric spaces and triangular decompositions
Throughout the remainder of this paper, U will denote a simply connected compact Lie
group, Θ will denote an involution of U , with fixed point set K , and X will denote the
quotient, U/K . The space X has the structure of a simply connected symmetric space of
compact type. Conversely, given such a space X, together with the choice of basepoint,
there is a symmetric pair (U,K), satisfying the conditions above, such that X  U/K . To
pin down U in terms of X, we could choose U to be the universal covering of the identity
component of the group of automorphisms of X; but for technical reasons, we will not
assume this in this section.
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ification of U . Corresponding to the diagram of groups in (0.10), there is a Lie algebra
diagram
g = u⊕ iu
gR = k⊕ p u = k⊕ ip
k
(1.1)
where Θ , acting on the Lie algebra level, is +1 on k and −1 on p. We let g → (g−1)∗
denote the Cartan involution for the pair (G,U) (so that (·)∗ is an antiholomorphic antiin-
volution); we will abbreviate (g−1)∗ to g−∗. The Cartan involution for the pair (G,GR) is
given by τ(g) = g−∗Θ . Since ∗, Θ , τ , and (·)−1 commute, our practice of writing gΘ for
Θ(g), etc., should not cause any confusion.
There are natural maps
K U U/K
GR G G/GR
(1.2)
The vertical arrows (given by inclusion) are homotopy equivalences; more precisely, there
are diffeomorphisms (polar or Cartan decompositions)
K × p → GR, U × iu → G, U ×K ik → G/GR, (1.3)
in each case given by the formula (g,X) → g exp(X) (mod GR in the last case). In turn
there are totally geodesic embeddings (or morphisms) of symmetric spaces
U/K
φ
U : gK gg−Θ
G/GR
φ
G: gGR gg∗Θ
(1.4)
The map φ is equivariant, where g ∈ G acts on g0 ∈ G by g0 → gg0g∗Θ . The φ-images
are defined by simple algebraic equations, modulo connectedness issues,
326 D. Pickrell / Journal of Functional Analysis 234 (2006) 321–363φ(U/K) = {g ∈ G: g−1 = g∗ = gΘ }0 U = {g−1 = g∗}
φ(G/GR) = {g∗ = gΘ }0 G
(1.5)
where the 0-subscript denotes the connected component containing the identity. (Note: the
maps (1.4) exist for arbitrary automorphisms Θ ; the simple characterization of the images
is peculiar to automorphisms of order 2.)
Fix a maximal abelian subalgebra t0 ⊂ k. We then obtain Θ-stable Cartan subalgebras
h0 =ZgR(t0) = t0 ⊕ a0, t = t0 ⊕ ia0 (1.6)
and h = hC0 , for gR, u, and g, respectively, where a0 ⊂ p. We let T0 and T denote the
maximal tori in K and U corresponding to t0 and t, respectively.
Let ∆ denote the roots for h acting on g; ∆ ⊂ h∗
R
, where hR = a0 ⊕ it0. We choose a
Weyl chamber C+ which is Θ-stable (to prove that C+ exists, we must show that it0, the
+1 eigenspace of Θ acting on hR, intersects the regular part of hR; since t0 is maximal
abelian, we can find regular elements in t0). Since τ = −(·)∗Θ and (·)∗ is the identity
on hR, τ(C
+) = −C+.
Given our choice of C+, we obtain a Θ-stable triangular decomposition g = n− ⊕ h ⊕
n+, so that τ(n±) = n∓. Let N± = exp(n±), H = exp(h), and B± = HN±. We also let W
denote the Weyl group, W = NU(T )/T  NG(H)/H .
At the group level we have the Birkhoff or triangular or LDU decomposition for G,
G =
⊔
W
ΣGw , Σ
G
w = N−wHN+, (1.7)
where ΣGw is diffeomorphic to (N− ∩ wN−w−1) × H × N+. We refer to ΣG1 as the top
stratum (because the complement of the top stratum has real codimension 2 in G). The
intersection of this decomposition with the spaces in (1.5) is considered in detail in [9].
Here we will only prove what we need for φ(G/GR).
Proposition 1.8. Fix w ∈ W .
(a) The intersection {g∗ = gΘ} ∩ ΣGw is nonempty if and only if there exists w ∈ w ⊂
NU(T ) such that w∗Θ = w; w is unique modulo the action
T × {w ∈ NU(T ): w∗Θ = w}→ {w∗Θ = w} :λ,w → λwλ∗Θ.
(b) The orbits of B− in {g∗ = gΘ} ∩ΣGw are open and indexed by
π0
({
w ∈ w: w∗Θ = w}) {w ∈ w: w∗Θ = w}/T .
(c) The B−-orbit through w belongs to φ(G/GR) if and only if Ad(w) ◦ Θ is equivalent
to Θ through conjugation by Ad(K).
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N− × (T (2)0 ×exp(ia0)(2) exp(ia0))× exp(it0) → {g∗ = gΘ}∩ΣG1
l, [w,m], aφ → g = lwmaφl∗Θ
is a diffeomorphism.
In this paper we will only use (d). To prove this suppose that g ∈ ΣG1 . There is a
unique decomposition g = lhu, where l ∈ N−, h ∈ H , and u ∈ N+. If g = g∗Θ , then
lhu = u∗Θh∗Θl∗Θ , and because (·)∗Θ interchanges N±, uniqueness of the decomposition
implies u = l∗Θ and h = h∗Θ . This leads to (d) in a routine way.
Proposition 1.10. For the action of U on G given by u,g → ugu−Θ , for each U -orbit O,
the intersection of O with ΣG1 is dense in O.
Proof. Let v denote a highest weight vector for the highest weight representation corre-
sponding to the sum of the dominant integral functionals. Then
ΣG1 =
{
g ∈ G: 〈g · v, v〉 = 0}, (1.11)
where 〈·,·〉 denotes the essentially unique U -invariant Hermitian inner product.
Fix g0 ∈ G. We must show that there exist g ∈ U , arbitrarily close to 1, such that
〈gg0g−Θv, v〉 = 0. Suppose that this is not the case. Then
〈
gg0g
−Θv, v
〉= 0, (1.12)
for all g ∈ U sufficiently close to 1. Since the left-hand side of this equation is a holomor-
phic function of g ∈ G, and since U is a real form of G, (1.12) holds for all g ∈ G. If we
take g = b ∈ B+, then b−Θ ∈ B+, b−Θ · v is a multiple of v, and b∗ ∈ B−. Hence (1.12)
implies
〈g0v, b∗v〉 = 0, ∀b∗ ∈ B−. (1.13)
But {b∗v: b∗ ∈ B−} spans the space of the representation. This is a contradiction. 
Corollary 1.14. Let U act on G as in Proposition 1.10. Suppose that ν is a U -quasi-
invariant measure on G. Then the ν-measure of the complement of ΣG1 is zero.
Proof. The measure ν will have a disintegration along the orbits of U , and for a.e. such
orbit, the derivative νO will belong to the unique (Lebesgue) invariant measure class.
Proposition 1.10 implies that the νO-measure of O \ ΣG1 is zero. This implies Corol-
lary 1.14. 
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In the introduction we recalled the definitions of LG and LhypG (see [7, Part III, Chap-
ter 2]). To consider the finer properties of loop groups and their completions, it is useful
to adopt the Kac–Moody point of view, where many structural results carry over from the
theory of simple Lie algebras. This point of view will be needed only occasionally (in the
proof of Lemma 6.5 and Appendix B). Otherwise it will suffice to adopt a more naive
approach, developed here.
These completions have generalized Birkhoff factorizations
LG =
⊔
Hom(S1,T )
ΣLGλ , Σ
LG
λ = G
(
Cz−1
) · λ ·G(Cz), (2.1)
where Cζ  denotes formal power series in ζ , and
LhypG =
⊔
Hom(S1,T )
Σ
hyp
λ , Σ
hyp
λ = H 0(∆∗,G) · λ ·H 0(∆,G), (2.2)
which restrict to the standard Birkhoff factorization of LG (see [10, Chapter 8]). It is the
existence of these coherent decompositions, corresponding to different smoothness condi-
tions, which imply that these various completions are all homotopy equivalent (see [10,
(8.6.6)]).
In both the formal and hyperfunction cases, the top stratum (the piece with λ = 1 above)
is open and dense, and for each point g in the top stratum, there is a unique factorization
as in (0.2), where in the hyperfunction case g± are G-valued holomorphic functions in the
open disks ∆ and ∆∗, respectively, and in the formal case g± are simply formal power
series satisfying the appropriate algebraic equations determined by G. We will refer to
g−, g0, g+ (θ−, g0, θ+, respectively) as the Riemann–Hilbert coordinates (linear Riemann–
Hilbert coordinates, respectively) of g.
Both (·)∗ and Θ act on LG, by acting on a loop pointwise.
Lemma 2.3. Both (·)∗ and Θ extend continuously to involutions of LhypG and LG, and in
general both permute the Birkhoff strata.
Proof. We will consider the hyperfunction case for definiteness. Suppose that g ∈ LhypG.
This means that g = [gl, gr] is an equivalence class represented by a pair (gl, gr), where gl
(gr) is a holomorphic map {1 −  < |z| < 1} → G ({1 < |z| < 1 + } → G, respectively),
for some  > 0, and this pair is equivalent to any other pair of the form (glh,h−1gr), for
some h ∈ H 0(S1,G). The extension of (·)∗ is given by
g∗ = [gr(z¯−1)∗, gl(z¯−1)∗]. (2.4)
This is well defined and restricts to the pointwise action of (·)∗ on H 0(S1,G), simply
because z−1 = z¯ on S1.
From the formula (2.4), it is clear that (·)∗ maps the λ stratum to the λ∗ = λ−1 stratum.
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wise). Again it is clear this is well defined, extends the pointwise application of Θ to
H 0(S1,G), and the λ stratum is mapped into the λΘ stratum. 
Definition 2.5. L(G/GR) and Lhyp(G/GR) are the identity components of the fixed point
sets of (·)∗Θ acting on LG and LhypG, respectively. The intersections of ΣLG1 and Σhyp1
with L(G/GR) and Lhyp(G/GR), respectively, will be referred to as the top strata.
Proposition 2.6.
(a) The intersection ΣLGλ ∩ L(G/GR) is nonempty if and only if λ∗Θ = λ in Hom(S1, T ).
(b) The top stratum is open and dense and diffeomorphic to
G/GR ×H 1formal(∆,g).
The analogous statements hold in the hyperfunction case.
We only need part (b). This follows directly from the uniqueness of the Birkhoff factor-
ization when λ = 1.
Finally we recall some facts about automorphisms.
Suppose that the group U is the universal covering of the identity component of Aut(X).
Let π denote the projection, so that we have an exact sequence
0 → ker(π) → U π→ Aut(X) π0−→ π0
(
Aut(X)
)→ 0. (2.7)
Let A0 denote the identity component of Aut(X). Define
LA0 =
{
g :R → U : ∃∆ ∈ ker(π) with g(t + 1) = g(t)∆, ∀t}, (2.8)
where some degree of smoothness (> 1/2) is implicitly fixed. There is an exact sequence
0 → ker(π) → LA0 → LAut(X) → π0
(
Aut(X)
)→ 0, (2.9)
where g ∈ LA0 maps to the loop π(g(e2πit )). We will indicate the degree of smoothness by
attaching a subscript, e.g. LpolA0 denotes the group of elements g such that π(g(e2πit )) is
polynomial, i.e. has a finite Fourier series relative to some matrix representation of Aut(X).
It is straightforward to check that LpolA0 acts naturally on L(G/GR) (these actions will
be written out explicitly in subsequent sections).
These generalized loops will play a role in this paper for the following reason. When
one fixes a triangular decomposition for g, there is no residual Ad(G) symmetry. However
outer automorphisms occasionally exist that respect this decomposition. For the loop alge-
bra, Lg, elements of the center C(K) give rise to outer automorphisms (see [10, (3.4.4)])
that interact in a relatively simple way with Riemann–Hilbert factorization. These outer
automorphisms are represented by multivalued loops.
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In this section we will give a relatively elementary proof of Theorem 0.1, in the case
K = SU(2). We will then discuss a possible method for computing the measure explicitly.
Existence
Suppose that
g = g− · g0 · g+ (3.1)
is a point in the top stratum of LSL(2,C). We write
g0 =
(
a0 b0
c0 d0
)
, a0d0 − b0c0 = 1, (3.2)
g+ =
(
a(z) b(z)
c(z) d(z)
)
= 1 +
(
a1 b1
c1 −a1
)
z+ · · · (3.3)
and
g− =
(
A(z) B(z)
C(z) D(z)
)
= 1 +
(
A1 B1
C1 −A1
)
z−1 + · · · . (3.4)
The action of the constants SL(2,C)×SL(2,C) on LSL(2,C) is completely transparent
in these coordinates: for (gl, gr) ∈ SL(2,C)× SL(2,C),
gl · g · g−1r =
[
glg−g−1l
] · [glg0g−1r ] · [grg+g−1r ]. (3.5)
Let σ denote the outer automorphism of LSL(2,C) given by
σ
((
a b
c d
))
=
(
a bz
cz−1 d
)
, (3.6)
i.e. σ is conjugation by the multivalued loop ( z1/2 00 z−1/2 ). We will write out the action of σ
on LSL(2,C) in the lemma below.
Let w0 =
( 0 i
i 0
)
and
i0
(
SL(2,C)
)= w0SL(2,C)σ w−10 =
{(
d cz−1
bz a
)
: ad − bc = 1
}
. (3.7)
A basic fact is that LpolSL(2,C) is generated by the two subgroups SL(2,C) and
i0(SL(2,C)) (see [10, (5.2.5)]; w0 is perhaps a distraction in this context; it appears here
to align our notation with that in Section 5, and its significance is somewhat illuminated by
Appendix B).
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bz a
) ∈ i0(SL(2,C)), and g ∈ LG is in the top stratum,
as in (3.1)–(3.4).
(a) If α = a + bB1 = 0, then h · g is also in the top stratum and has factorization
[(
d cz−1
bz a
)
g−
(
α 0
γ (z) α−1
)]
·
[(
α−1 0
−γ0 α
)
g0
]
·
[
g−10
(
1 0
b
α
z 1
)
g0g+
]
,
where γ0 = −2abA1+b2(B2−A1B1)α and γ (z) = γ0 − bz.
(b) If α′ = d − cC1 = 0, then g · h−1 is in the top stratum and has factorization
[
g−g0
(
1 − c
α′ z
−1
0 1
)
g−10
]
·
[
g0
(
α′−1 −β0
0 α′
)]
·
[(
α′ β(z−1)
0 α′−1
)
g+
(
d cz−1
bz a
)−1]
,
where β0 = 2cda1+c2(c2−a1c1)α′ and β(z−1) = β0 + cz−1.(c) If a0 = 0, then gσ is also in the top stratum, and
(gσ )− = (g−)σ
( 1 −B1
c0
a0
z−1 1 − B1c0
a0
z−1
)
,
(gσ )0 =
(
a0 + B1c1a0
B1
a0
c1
a0
1
a0
)
, (gσ )+ =
(
1 b0
a0
z
−c1 1 − c1b0a0 z
)
(g+)σ .
Proof. These are straightforward matrix calculations (they also follow from the more ab-
stract calculations in Section 5). 
Part (a) implies
B
(
(h · g)−
)= (dB + cDz−1)/α, (3.9)
D
(
(h · g)−
)= (bBz+ aD)/α, (3.10)
or in terms of components
Bn
(
(h · g)−
)= (dBn + cDn−1)/α, (3.11)
Dn−1
(
(h · g)−
)= (bBn + aDn−1)/α. (3.12)
This leads to the following
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Define B ′n = Bn/Dn−1. Then
B ′n(h · g) =
c + dB ′n
a + bB ′n
,
i.e. B ′n is equivariant with respect to the action of i0(SL(2,C)) on LG and the linear
fractional action of SL(2,C) on Cˆ.
Proof of Theorem 0.1 in the case K = SU(2). Let νβ denote Wiener probability measure
for the continuous loop group, LC0K , with inverse temperature β (see Appendix A). Via
the inclusion LC0K → LG, we can view the νβ as probability measures on the formal
completion, and these measures are quasi-invariant with respect to the left and right action
of LpolK , and the action of σ . This family of measures is asymptotically invariant with
respect to these actions, meaning for example that∫ ∣∣∣∣1 − dνβ(gσ )dνβ(g)
∣∣∣∣dνβ(g) → 0 (3.14)
as β → 0, with similar results for gσ replaced by l · g or g · r , for l, r ∈ LpolK (see Appen-
dix A).
Lemma 3.15. The top stratum of LG has full measure with respect to νβ .
This is true for any LpolK-biinvariant measure; see [7, Part I, (2.1)]. We will reproduce
this argument below when we consider symmetric spaces (see Lemma 6.5).
Lemma 3.16. The measures νβ have weak limits, as β → 0, with respect to BC =
BC(ΣLG1 ), bounded continuous functions in the linear Riemann–Hilbert coordinate space
H 1formal(∆
∗,g)×G×H 1formal(∆,g).
Proof. We will write
θ− = (θ1 + θ2w + · · ·) dw, (3.17)
where w = −1/z, and the coordinates θi ∈ g. The formula θ− = (∂g−)g−1− is equivalent to
relations of the form
g1 = θ1, (3.18)
2g2 = θ2 + θ1g1 = θ2 + θ21 = θ2 + det θ1, (3.19)
3g3 = θ3 + θ2g1 + θ1g2 = θ3 + θ2θ1 + 12θ1(θ2 + det θ1), (3.20)
i.e. ngn = θn plus a polynomial in lower order terms.
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a function of such coordinates, say λ, is tight if the mass of the measures λ∗νβ does not
escape to infinity, i.e. given  > 0, there is a compact set K in the target space of λ such
that λ∗νβ(K) > 1 −  for all β . Sums and products of such tight variables are also tight.
By a theorem of Prohorov (see [1, Chapter 2, §6]), to show that νβ has weak limits with
respect to BC(ΣLG1 ), it is necessary and sufficient to show that g0, each of the individual
coordinates θn, and the corresponding coordinates for θ+, are tight.
Since the functions B ′n are equivariant with respect to the action of i0(SU(2)), it follows
from asymptotic invariance that
lim
β→0(B
′
n)∗νβ =
1
Z
(
1 + |B ′n|2
)−2
dm(B ′n), (3.21)
the unique invariant probability for unitary linear fractional transformations. In particular
each of the B ′n is tight.
To show that each θn is tight, we argue as follows (this is the same argument as in [7],
but it is more explicit). We know that B1 is tight (since we know the distribution of the
limit, by (3.21)). The invariance with respect to SU(2) implies that g1 = θ1 is tight. (From
an abstract perspective, B1 is a linear function on the {θ1}; SU(2) acts irreducibly by the
adjoint action on {θ1}, hence the SU(2) orbit of B1, which consists of linear functions
all having the same distributional properties, spans the dual of {θ1}; this implies that θ1
is tight.) This implies that D1 is tight. Since B ′2 is tight, this implies that B2 = D1B ′2 is
tight. Since θ2 = 2g2 plus a polynomial function of g1, it follows that β2 is tight (in fact
a special feature of the SU(2) case is that β2 = 2B2, i.e. there are no lower order terms).
The invariance with respect to SU(2) implies that θ2 is tight. This implies that D2 is tight;
together with the tightness of B ′3 this implies B3 is tight, etc.
The tightness of the coefficients of θ+ is proved in a similar way.
The new aspect of our argument is a simple way to see that g0 is tight. Because the
(g0)∗νβ are SU(2)-biinvariant, it suffices to show that a0 is tight.
The basic observation is that the formula for (gσ )0 implies that
b0
a0
(gσ ) = (B1/a0)
a0 +B1c1/a0 =
B1
a20 +B1c1
(3.22)
is tight. But we already know that B1 and c1 are tight, and the limiting distribution of B1
is in the Lebesgue class. Hence it follows that a0 is tight. This proves Lemma 3.16. 
We now complete the proof of Theorem 0.1 in the following way (this part of the argu-
ment will not be repeated in subsequent sections). We identify BC with a space of Borel
functions on LG, by extending each such function to be zero on the complement of ΣLG1 .
The lemma implies that the family {νβ} has weak limits with respect to BC. If ν is a limit
point, i.e. for some sequence βj → 0, νβj (f ) → ν(f ), for all f ∈ BC, then for g ∈ LpolK ,
asymptotic invariance implies that g∗νβj (f ) → ν(f ) as well. In other words νβj has a
weak limit with respect to g∗BC, for each g ∈ LpolK . Let F denote the LpolK-invariant
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then have a surjective map ⊕g∗BC →F and an injective map
F∗ →
∏
LpolK
{
g∗BC
(
ΣLG1
)}∗
. (3.23)
The image of the family {νβ} is precompact in each factor of (3.23), hence the image of
the family under the map (3.23) is precompact. Suppose that ν is a limit point. To check
that ν ∈ F∗, suppose that ∑g∗i fi = 0 in F , where fi ∈ BC and gi ∈ LpolK , i = 1, . . . , n.
Then
ν
(∑
g∗i fi
)
=
∑
lim
βj→0
νβj
(
g∗i fi
)= lim
βj→0
νβj (0) = 0. (3.24)
Thus ν is a linear functional on F , and we can interpret ν as a probability measure, sup-
ported on ΣLG1 (or any of its LpolK-translates).
Asymptotic invariance implies that any such limit point will be LpolK-invariant. 
Remark 3.25. (a) There is another approach to the tightness of the variables θn, for n > 1,
which uses the action of σ , rather than the auxiliary variables B ′n. As before it is first
necessary to observe that B1 and c1 are tight. We use the σ action to get tightness of a0,
hence of g0. We then move from degree to degree using the action of σ . The basic fact is
the following:
B(gσ ) = A((g−)σ )(−B1)+B((g−)σ )
(
1 − B1c0
a0
z−1
)
(3.26)
= −A(g−)B1 + zB(g−)
(
1 − B1c0
a0
z−1
)
. (3.27)
This implies
Bn(g
σ ) = −AnB1 +Bn+1 − BnB1c0
a0
. (3.28)
Using asymptotic invariance with respect to σ , this formula shows that Bn+1 will be tight
if we know that the coefficients of g− are tight up to order n.
This argument works without change in the S2 case, as we will observe in Section 4.
(b) There is another approach to the tightness of a0, also using the existence of σ . The
formula for gσ0 shows that a0 and 1/a0 have the same limiting distributional properties
(a symmetry which we explore in Appendix B). Thus if a0 is not tight, then probabilistic
mass escapes to a0 = 0. This leads to a contradiction with Corollary 1.14, modulo details
that will be handled in Lemma 5.15.
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Suppose that µ is a LpolK-biinvariant probability measure on LG. We will briefly dis-
cuss some of the difficulties involved in trying to calculate the θ− distribution of µ.
The proof of Lemma 3.16 suggests the following naive approach. We know the B1
distribution. We use Rot(S1) × SU(2)-invariance to determine the θ1 distribution. This
determines the joint distribution of D1 and B1. By Corollary 3.13 we know the B ′2 dis-
tribution. We then use the invariant action (Corollary 3.13) of i0(SU(2)) to determine the
joint distribution of D1, B1 and B2. We use the knowledge of the 2B2 = β2 distribution,
together with SU(2)-invariance, to determine the θ2 distribution. We then hopefully have
enough information to compute the joint distribution of θ1 and θ2, and we continue in this
way.
Unfortunately, this strategy, involving local symmetry constraints, is flawed, because
the implicit uniqueness claims are simply not true.
To introduce other considerations, it is necessary to recall that the measure µ should
have a deformation µl parameterized by “level” l  0 (this deformation is extensively
discussed, but not completely proven to exist, in [7, Part III]). The measure µl has the
heuristic expression
dµl = 1Z det
∣∣A(g)∣∣2l dµ, (3.29)
where A(g) is the Toeplitz operator corresponding to the SU(2) loop g, which conveys the
quasi-invariance properties of µl . For l a positive integer, the fundamental representation
of LˆSU(2) (the Kac–Moody extension) at level l is naturally identified with a space of
sections of a line bundle of the form F(θ−)detA(g), where F is a holomorphic function
of θ− (see [10], especially Chapter 11), and conjecturally the possible F ’s are characterized
by the condition F ∈ L2(µl).
From our present perspective this imposes conditions on µl , and we want to explain
how this works, using the following illustrative calculation.
Proposition 3.30. Suppose l = 0. The probability measure
Z−1
(
1 + |θ1|2 + 12 |θ2|
2
)−7−l
dm(θ1, θ2) (3.31)
has the property that it restricts to SU(2)-invariant distributions for θ1 and θ2, a i0(SU(2))-
invariant distribution on {B1,D1,B2}, and has B1 and B ′2 distributions given by (3.21).
This proposition is also true for l  0, when the B ′n distributions are properly l-deformed
and i0(SU(2)) acts quasi-invariantly with the appropriate l-deformed Radon–Nikodym
derivative (which can be read off from the heuristic expression (3.29)). Thus the distri-
bution (3.31) satisfies the local symmetry constraints (appropriate for given l) which we
discussed above.
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characters of Rot(S1). Write θn =
(
αn βn
γn −αn
)
. Restricted to Rot(S1)× SU(2), the l = 1 fun-
damental representation has the form (see [10, (14.3.5)])
D1 +D3q + (D1 +D3)q2 + (D1 + 2D3)q3 + (D5 + 2D3 + 2D1)q4 + · · · (3.32)
where, viewed as holomorphic functions of θ−, D1 = C1, D3q = C[α1, β1, γ1], (D1 +
D3)q2 = Cdet θ1 + C[α2, β2, γ2], D5q4 is generated by β22 , and so on. This shows that
(3.31) is close to, but not exactly, the kind of distribution we expect for µ1, because for
example det θ1 and β22 are not square-integrable with respect to (3.31).
There is a coherent family of distributions
Z−1(1 + |Pnθ−|2)−1−3n−l dm(Pnθ−), (3.33)
where Pn projects θ− to ∑n−10 θnz−n and |θ−|2 = ∫ 〈θ− ∧ θ∗−〉 (the conformally invariant
Hermitian inner product), which specializes to (3.31) when n = 2. This family defines a
measure which is naturally PSU(1,1)-invariant. Unfortunately this only resembles µl in a
crude way.
4. The S2 case
In this case (0.10) specializes to
G = SL(2,C)
GR = SU(1,1) U = SU(2,C)
K = U(1)
(4.1)
where (
a b
c d
)Θ
=
(
a −b
−c d
)
(4.2)
and (·)∗ is the usual Hermitian conjugate.
The top stratum of L(SL(2,C)/SU(1,1)) consists of g ∈ LSL(2,C) as in (3.1)–(3.4)
with
g0 =
(
a0 b0
−b¯0 d0
)
, a0, d0 ∈ R, (4.3)
and g+ = g∗Θ− , so that ai = A¯i , bi = −C¯i , ci = −B¯i , di = D¯i .
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Hence σ will act on the formal completion of L(G/GR).
The group LpolSO(3) is generated by SU(2) (the constants), and the map σ˜ : t →(
eiπt 0
0 e−iπt
)
; note that the image of σ˜ in Lpol Aut(S2)0 = LpolSO(3) is σ . This follows from
[10, (5.2.5)].
In this special case we will now write out the action of LpolU on L(G/GR) in Riemann–
Hilbert coordinates. These calculations follow directly from the group case of the preceding
section.
Lemma 4.4. Suppose that h = ( d cz−1
bz a
) ∈ i0(SL(2,C)), and g ∈ L(G/GR) is in the top
stratum, as in (3.1)–(3.4) and (4.2). If |a + bB1|2 = |b|2a20 and a + bB1 = 0, then g′ =
h · g · h∗θ is also in the top stratum and has factorization g′ = g′− · g′0 · g′∗θ− , where
g′− =
(
d cz−1
bz a
)
g−g0
(
1 −b¯
a¯+b¯B¯1 z
−1
0 1
)
g−10
(
α 0
γ (z) α−1
)
,
g′0 =
(
α−1 0
−γ0 α
)
g0
(
α′−1 β0
α′
)
,
α = a + b
(
B1 − b¯
a¯ + b¯B¯1
a20
)
= |a + bB1|
2 − |b|2a20
a¯ + b¯B¯1
,
γ0 = −2abA
′
1+b2(B ′2−A′1B ′1)
α
, γ (z) = γ0 − bz, α′ = a¯ + b¯B¯1, and β0 = 2cda1+c2(c2−a1c1)α′ .
The action of σ is the same as in the group case.
We will not use the precise formulas for β0 and γ0.
Let
b = b¯/(a¯ + b¯B¯1), g′− =
(
A′ B ′
C′ D′
)
.
Lemma 4.4 implies the formulas:
B(g′−) =
[(
dB + cz−1D)− (dA+ cz−1C)ba20z−1 + (dB + cz−1D)bb¯0a0z−1]/α,
(4.5)
D(g′−) =
[
(bzB + aD)− (bzA+ aC){ba20z−1}+ (bzB + aD)bb¯0a0z−1]/α, (4.6)
or
Bn(g
′−) =
[
(dBn + cDn−1)− (dAn−1 + cCn−2)ba20 + (dBn−1 + cDn−2)bb¯0a0
]
/α,
(4.7)
Dn−1(g′−) =
[
(bBn + aDn−1)− (bAn−1 + aCn−2)ba20 + (bBn−1 + aDn−2)bb¯0a0
]
/α.
(4.8)
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i0(SL2(C)); the action is given by
a(g′0) =
a0
αα′
= a0|a + bB1|2 − |b|2a20
, (4.10)
B1(g
′−) =
[
dB1 + c − db¯a
2
0
a¯ + b¯B¯1
]
/α. (4.11)
The space of variables {a0,B1,D1,B2} is invariant; the action is given by (4.10), (4.11),
and
B2(g
′−) =
[
dB2 + cD1 −
(
d(−D1)+ c
)
ba20 + (dB1 + c)bb¯0a0
]
/α, (4.12)
D1(g
′−) =
[
bB2 + aD1 − b(−D1)ba20 + (bB1 + a)bb¯0a0
]
/α. (4.13)
The abstract explanation for the existence of this equivariant projection, in the case
n = 1, is given by the diagram (6.10) in Section 6.
Proof of Theorem 0.13 for X = S2. Let ν˜β denote the projection of the Wiener measure
νβ on LC0 SU(2) to LC0S2. We view ν˜β as a measure on L(SL(2,C)/SU(1,1)).
Lemma 4.14. ν˜β has full measure on the top stratum.
This is a special case of Lemma 6.5 (I do not know of an argument that takes advantage
of the small rank).
As in the group case, it suffices to show that the coordinates g0, θ1, . . . are tight, relative
to the family of measures ν˜β . We will first show that g0 is tight.
Recall the Cartan isomorphism
U ×K ik → G/GR → φ(G/GR) :
[(
a b
−b¯ a¯
)
,
(
x 0
0 −x
)]
→
(
a0 b0
−b¯0 d0
)
=
( |a|2e2x − |b|2e−2x ab(e2x + e−2x)
−a¯b¯(e2x + e−2x) |a|2e−2x − |b|2e2x
)
. (4.15)
The corresponding U -equivariant projection
φ(G/GR) → U/K (4.16)
is given by
(
a0 b0
−b¯0 d0
)
→ ζ = −b¯0
a0 + d0 +
√
1 + ( a0−d02 )2
(4.17)
= −b¯0a0
a2 + 1 − |b |2 + 1 (4a2 + (a2 + |b |2 − 1)2)1/2 , (4.18)0 0 2 0 0 0
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a0 + d0 = 2
(|a|2 − |b|2) ch(2x) = 2(2|a|2 − 1) ch(2x), (4.19)
a0 − d0 = 2 sh(2x), b0 = 2ab ch(2x). (4.20)
We can solve for sh(2x) and ch(2x) using the second equation (note that a0 − d0 will be
our basic U -invariant quantity; we will use this below). We can then solve the first equation
for |a|2 and the last equation for ab. We then divide to obtain the formula above.
Since ν˜β is SU(2)-invariant, the ζ -distribution of νβ is the usual invariant measure
Z−1(1 + |ζ |2)−2 dm(ζ ).
To show that g0 is tight, it suffices to show a0, as a map into R, is tight (a0 and d0 have
the same distribution and a0d0 = 1−|b0|2). To accomplish this we will use the action of σ .
An important technical point is that the map
LSU(2) → φ(LS2) :g → gg−Θ (4.21)
is σ equivariant, since σ is conjugation by a multivalued loop which is fixed by Θ for
each t . This justifies our use of asymptotic invariance results for σ and νβ .
Using the formula for (gσ )0 in part (c) of Lemma 3.8 (which relates 1/a0 and d0), and
then conjugating by ( 0 i
i 0
)
, we see that a0 has the same limiting distribution properties as
1/a0. It thus suffices to show that 1/a0, as a map into R, is tight.
Lemma 4.22. We identify SL(2,C)/SU(1,1) with its φ-image. Suppose that we are given a
family {λβ : β > 0} of probability measures on SL(2,C)/SU(1,1) which is quasi-invariant
and asymptotically invariant with respect to SU(2). Then 1/a0, as a map into R, is tight.
Note that in our present context, the λβ = (g0)∗νβ are SU(2)-invariant.
Proof. Note that by Corollary 1.14, for each β , a0 is nonzero a.e. [λβ ].
By way of contradiction, suppose that 1/a0 is not tight. Then there exists an  > 0
such that for all k there is βk (→ 0) such that νβk {|a0| < k−1} < . We would like to
assert that this means that positive probability accumulates on
{( 0 b0
−b¯0 d0
)
: |b0|2 = 1
}
, in the
limit βk → 0, and this positive mass will be SU(2)-invariant, contradicting Corollary 1.14.
However |a0| < M is not compact, so mass could possibly escape along the noncompact
directions of the lower strata. We will use ζ to fill this gap.
We estimate ζ using (4.18):
|ζ | |a0| |b0|||b0|2 − 1| = |a0|
1
||b0| − |b0|−1| . (4.23)
Since ζ is an affine coordinate for the 2-sphere, and represents a SU(2)-equivariant
map, the ζ -distribution of νβ , in the limit β → 0, is the invariant measure Z−1(1 +
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ciently small β . So with νβk probability > /2,∣∣∣∣|b0| − 1|b0|
∣∣∣∣< Mk ⇒
∣∣|b0| − 1∣∣< M
k
. (4.24)
In the same way, using (4.17), we obtain
1
M
 |ζ | |b0||a0 + d0| ⇒ |a0 + d0|M|b0|. (4.25)
Thus we do obtain a nontrivial SU(2)-invariant measure on the lower strata, in the limit
k → ∞, contradicting Corollary 1.14. 
We now know that g0 is tight. To show that the θj are tight, we can proceed as in the
SU(2)-case, for which we offered two arguments. The first is to note that because a0 is
tight, taking h = ( 0 z−1−z 0 ) in (4.10), we see that B1 is tight. Using SU(2)-invariance we
obtain that θ1 is tight. This implies a0, B1, and D1 are tight. Using (4.13) with h above,
we see that B2 is tight. We now continue, using (4.8) in general.
The alternative argument is to observe that the σ -action implies that B1 has the same
distributional properties as b0/a0, hence that B1 is tight. The argument then proceeds ex-
actly as in our second argument in the SU(2) case, part (a) of Remark 3.25, to show that
θ− is tight. 
On calculating the invariant measure
Suppose that ν is a LpolSU(2)-invariant probability measure on L(SL(2,C)/SU(1,1)).
The distributions which we can a priori compute are ζ in (4.17), and translates of this
(which are given by more complicated formulas). This contrasts sharply with the group
case, where we a priori know the distribution of relatively simple variables such as the B ′n.
In Section 7 we will discuss a conjectural formula for the g0 distribution. In terms of
the Cartan and matrix coordinates in (4.15) (with z = b0/a0), this conjecture reads
(g0)∗ν = 1Z sech
3(2x) ch2(2x)dk × dx (4.26)
= 1Z
(
1 +
(
a0 − d0
2
)2)−3/2
a0 da0 dm(z) (4.27)
= 1Z
(
1 +
(
(1 + |z|2)a20 − 1
2a0
)2)−3/2
d
(
a20
)
dm(z) (4.28)
[the first expression is from Lemma 7.12; the second is obtained using (4.20) to convert
sech3(2x) into matrix coordinates, and Proposition C.19 of Appendix C to get an expres-
sion for the G-invariant measure in terms of a0 and z].
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the diagonal distribution conjecture implies the conjecture that the B1 distribution is given
by
1
Z
1
(1 + |B1|2)3/2 F
(
1
1 + |B1|2
)
dm(B1), F (ρ) =
∞∫
0
ρ
(ρ + (x−1)2
x
)3/2
dx. (4.29)
The algebraic part of (4.29) is reminiscent of the B1 distribution for (3.31) with the level
l = −1/2.
The function F(ρ) tends to the finite limit
∞∫
−∞
(
1 + x2)3/2 dx as ρ ↓ 0;
it is a decreasing function, and asymptotically behaves like ρ−1 as ρ → ∞ [to see this
observe that the integral outside the interval |x − 1| < δ vanishes in the limit ρ → 0; for x
close to 1 one can get rid of the solitary x in the denominator of the integrand of (4.29)].
I do not know how to incorporate (4.29) into a coherent family of distributions with
invariance properties analogous to (3.33).
5. General group case
The point of this section is to indicate how to generalize the argument given in Sec-
tion 3, especially to identify the analogue of the variables B ′n, and the generalization of the
distributional symmetry of a0 and 1/a0.
We assume that g is simple. In this case there is a highest root θ . Let hθ denote the
coroot, and choose e±θ in the ±θ root spaces such that e−θ , hθ , eθ satisfy the canonical
sl(2,C) relations. We define i0 : sl(2,C) → Lpolg by
i0
((
0 0
1 0
))
= eθ z−1, i0
((
1 0
0 −1
))
= −hθ , i0
((
0 1
0 0
))
= e−θ z. (5.1)
We denote the corresponding group homomorphism by the same symbol, i0 : SL(2,C) →
LpolG. When G = SL(2,C), this agrees with our notation in Sections 3 and 4. The group
LpolG is generated by G and the image of i0, and a similar statement applies with K in
place of G [10, (5.2.5)].
Lemma 5.2. Suppose that
(
a b
c d
) ∈ SL(2,C) and g = g− ·g0 ·g+ is a point in the top stratum
of LG. Let h = i0
((
a b
c d
))
, write
g− = exp
(
x1z
−1 + x2z−2 + · · ·
)
, (5.3)
and xn = x′n +Zneθ for the partial root space decomposition of xn.
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g′ = h · {g− · g0 · g+}
is also in the top stratum, and has triangular factorization g′ = g′− · g′0 · g′+, where
g′− = hg− exp
(
− b
a + bZ1 e−θ z
)
(a + bZ1)hθ l−10 ,
g′0 = l0(a + bZ1)−hθ g0, g′+ = g−10 exp
(
b
a + bZ1 e−θ z
)
g0g+,
and
l0 = exp
(−ab[e−θ , a−ad(hθ )(x′1)]− b2Z2e−θ ) ∈ N−.
(b) If
g+ = exp
(
y1z
−1 + y2z−2 + · · ·
)
,
yn = y′n +Wne−θ , and a + cW1 = 0, then the point
g′ = {g− · g0 · g+} · h
is also in the top stratum, and has triangular factorization g′ = g′− · g′0 · g′+, where
g′− = g−g0 exp
(
c
a + cW1 eθz
−1
)
g−10 ,
g′0 = g0(a + cW1)−hθ u0,
g′+ = u−10 (a + cW1)hθ exp
( −c
a + cW1 eθz
−1
)
g+h,
and
u0 = exp
(−ac[eθ , a−ad(hθ )(y′1)]− c2W2eθ ) ∈ N+.
Proof. This is an easy calculation, once one understands the basic idea. In terms of Lie
algebras,
{
x ∈ H 0(D∗,g): x(∞) ∈ b−}⊕ Ce−θ z (5.4)
is a parabolic subalgebra, with a semidirect decomposition
i0
(
sl(2,C)
)∝ {x ∈ H 0(D∗,g): x(∞) ∈ b−, h∗(x(∞))= 0, Z1 = 0} (5.5)θ
D. Pickrell / Journal of Functional Analysis 234 (2006) 321–363 343(this is explained in more abstract terms in [7, Part I]). By factoring g− along this decom-
position, we can reduce the calculation to one inside i0(sl(2,C)).
We therefore organize g′ as
g′ = (g˜−g˜−(∞)−1) · (g˜−(∞)g0) ·
(
g−10 exp
(
− b
a + bZ e−θ z
)
g0g+
)
, (5.6)
where
g˜− = hg− exp
(
− b
a + bZ1 e−θ z
)
(5.7)
= {exp(−a−1b¯eθ z−1)a−hθ }{exp(a−1be−θ z)g− exp(−Z1eθ z−1) exp(−a−1be−θ z)}
×
{
exp
(
a−1be−θ z
)
exp
(
Z1eθz
−1) exp(− b
a + bZ e−θ z
)}
. (5.8)
We have organized the factors (in braces) to show that g˜− ∈ G(C((z−1))).
We calculate
g˜−(∞) = a−hθ ea−1b[e−θ ,x′1]+ 12 (a−1b)2[e−θ ,[e−θ ,x2]]
(
1 + a−1bZ1
)−hθ
= eab[e−θ ,a−ad(hθ )(x′1)]+b2Z2e−θ (a + bZ1)−hθ . (5.9)
When we plug this into (5.6), we obtain part (a).
Part (b) is proven in the same way. 
We now focus on the left action of h on g−, and seek the analogue of Corollary 3.13.
Suppose that π = πλ is an irreducible highest weight representation of G, correspond-
ing to the dominant integral weight λ. We will write π∗ for the Lie algebra representation.
We can then write
π(g−) = 1 + g1z−1 + g2z−2 + · · ·
= 1 + π∗(x1)z−1 +
(
π∗(x2)+ 12π∗(x1)
2
)
z−2 + · · · , (5.10)
where the gn ∈ L(V (π)). We will write g0 = 1.
To generalize the discussion in Section 3 as directly as possible, we suppose that we can
choose λ so that λ(hθ ) = 1 (for the classical algebras the λ corresponding to the defining
representation has this property). Let v−λ denote a lowest weight vector. The assump-
tion λ(hθ ) = 1 implies that v−λ and π∗(eθ )v−λ span a subrepresentation for i0(sl(2,C))
( sl(2,C)) isomorphic to the defining representation.
Let D and B (Dn and Bn, respectively) denote the functions of g− (gn, respectively)
which pick out the v−λ and π∗(eθ )v−λ components of π(g−)v−λ (π(gn)v−λ, respectively),
where we split off the other components using the essentially unique K-invariant Hermitian
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convention.
Because v−λ is lowest weight, and l0 and e−θ are lower triangular, using (a) of
Lemma 5.2, we obtain
π(g′−)(v−λ) = π(h)π(g−)(a + bZ1)π∗(hθ )(v−λ) (5.11)
= (a + bZ1)−1π(h)
( ∞∑
n=0
gnv−λz−n
)
. (5.12)
This implies the following generalization of Corollary 3.13.
Lemma 5.13. For the left action of h, as in (a) of Lemma 5.2, we have
(
B(g′−)
D(g′−)
)
= (a + bZ1)−1
(
d cz−1
bz a
)(
B(g−)
D(g−)
)
,
hence for n 1,
(
Bn(g
′−)
Dn−1(g′−)
)
= (a + bZ1)−1
(
dBn(g−)+ cDn−1(g−)
bBn(g−)+ aDn−1(g−)
)
,
and
B ′n(g′−) =
c + dB ′n(g−)
a + bB ′n(g−)
,
where B ′1 = B1, B ′n = Bn/Dn−1, n > 1.
Proof of Theorem 0.1. We first suppose that g = E8. Assuming this, we can find a rep-
resentation π , as above, such that λ(hθ ) = 1; for the classical algebras we can choose the
defining representation, and for the exceptional algebras, other than E8, we can choose the
smallest nontrivial representation.
We can now proceed as in the SU(2) case. We again introduce the Wiener measures
parameterized by inverse temperature β . By asymptotic invariance and the i0(SU(2))-
equivariance of B ′n in Lemma 5.13, each of the B ′n has the canonical invariant distribution,
Z−1(1+|B ′n|2)−2 dm(B ′n), in the limit β → 0, and hence each is tight. The tightness of B1,
and the irreducible action of K on g  {θ1}, implies that θ1 = g1 is tight. Thus D1 is tight.
Lemma 5.13 now implies that B2 is tight. This implies that the analogous coefficient of θ2
is tight. The action of K now implies that θ2 is tight, and so on.
To avoid excluding E8, we consider the adjoint representation in place of π above. We
then consider the three-dimensional i0(sl(2,C)) ⊂ g in place of span{v−λ,π∗(eθ )v−λ}, and
an affine coordinate analogous to B ′n for the corresponding 2-sphere of (projective images
of) lowest root vectors for sl(2,C) inside P(i0(sl(2,C))).
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an argument akin to that in Section 3. This will apply provided g = G2,F4,E8. At the end
we will give another argument that works in general.
To prove that g0 is tight, it suffices to show that the projection of g0 into G modulo a
finite subgroup is tight. Thus it suffices to show that π(g0) is tight, for some irreducible
(not necessarily faithful) representation (π,V (π)) of G. To show this, we claim it suffices
to prove that a single matrix coefficient 〈π(g0)v,w〉 is tight, for some v,w ∈ V (π). To see
this, note that K × K leaves each π(g0)∗νβ invariant, and acts irreducibly on L(V (π)).
Thus if one matrix coefficient is tight, then all matrix coefficients are tight, because the
span of the orbit of this single coefficient will be the entire linear dual of L(V (π)). This
implies that π(g0) will be tight, viewed as a map into L(V (π)) [thus in the limit β → 0,
we will definitely obtain K ×K-invariant probability measures on this space of matrices,
although we do not a priori know they are supported on π(G)]. Since π(G) is an algebraic
group, it is cut out by polynomial equations in the matrix coefficients, and hence these
polynomials represent tight variables. Since these equations are satisfied for each β , they
will be satisfied in the limit. Thus π(g0) will be tight, viewed as a map into π(G), and
hence g0 will be tight.
With probability one, for each β , we can uniquely factor g0, g0 = l0m0a0u0, where
l0 ∈ N−, u0 ∈ N+, m0 ∈ T , and a0 ∈ exp(hR) (by Corollary 1.14). The factors l0 and u0
are affine coordinates for the flag spaces K/T  G/B+ and T \K  B− \G, respectively.
Since each Wiener measure is K × K-invariant, l0 and u0 have the unique K-invariant
distributions for all β , hence are tight. Similarly m0 has the uniform distribution for all β .
The key issue concerns the noncompact directions, a0.
In the SU(2) and S2 cases we proved the tightness of a0 by observing that 1/a0 has the
same limiting distributional properties as a0. A generalization of this is the following.
Lemma 5.14. Write a0 = ∏r1 ahjj , where the hj are the coroots of the simple positive
roots αj , and r denotes the rank of g. Suppose that g = G2,F4,E8. Then for some pair i,
j , ai and 1/aj will have the same limiting distribution properties with respect to the νβ .
These symmetries arise from outer automorphisms (parameterized by C(K), which is
vacuous in the excluded cases). This is discussed in Appendix B.
Now suppose that g0 is not tight. Then for each j , all the matrix coefficients for πΛj
will not be tight, and in particular each aj will not be tight. The lemma implies that for
some j , 1/aj is not tight, i.e. there exists  > 0 such that for all k, there is βk (→ 0) such
that νβk {aj < 1k } > .
We claim that this implies that positive probability accumulates on the lower strata
of G, as β → 0. The argument is essentially the same as in Section 3. We can reduce
to that situation using the following procedure (which will be used again in the proof of
Lemma 6.5). Introduce the parabolic subgroup P(j) of G which corresponds to the root αj .
Let P+(j) denote the nilradical, and let P
−
(j) denote the opposite nilpotent subalgebra. We
then consider the iαj (SL(2,C))-equivariant projection G → P−(j) \G/P+(j). This projection
is injective on iαj (SL(2,C)) itself. When we project the νβ to this space, we obtain SU(2)×
SU(2)-invariant measures on SL(2,C) (identified with the image of iα ).j
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proof of Theorem 0.1, at least in the cases g = G2,F4,E8.
Lemma 5.15. Suppose that {λβ : β > 0} is a family of probability measures on SL(2,C)
quasi-invariant and asymptotically invariant with respect to SU(2)× SU(2). Then 1/a, as
a map into R, is tight.
Proof. By way of contradiction, suppose that 1/a is not tight. Then there exists  > 0 such
that for all k, there is βk (→ 0) such that λβk {aj < 1k } > .
When we factor (
a b
c d
)
=
(
1 0
z 1
)(
a 0
0 a−1
)(
1 w
0 1
)
, (5.16)
for each β , z and w will have the standardZ−1(1+|ζ |2)−2 dm(ζ ) distributions, in the limit
β → 0. Thus there is an M = M such that |z|, |w| <M with λβ -probability > 1− /3 for
all sufficiently small β . Since b = aw, c = az, these will accumulate positive probability
as β → 0.
To control d we need to write down an analogue of ζ from Section 4. This is straight-
forward, but somewhat messy. We write
(
a b
c d
)
= k1p, k1 ∈ S(2,C), p > 0, (5.17)
p2 =
(
A B
B¯ D
)
=
( |a|2 + |c|2 a¯b + c¯d
ab¯ + cd¯ |b|2 + |d|2
)
. (5.18)
There is a k2 ∈ SU(2,C) which will diagonalize p, or equivalently p2. We seek an affine
coordinate ζ for k2U(1) ∈ SU(2)/U(1). This will represent an equivariant map to the 2-
sphere for the diagonal copy of SU(2).
The eigenvalues of p2 are λ = (A+D ± ((A+D)2 − 4))1/2/2. Then p2 − λ equals

 A−D2 ±
√
(A+D2 )2 − 1 B
B¯ D−A2 ±
√
(A+D2 )2 − 1

 . (5.19)
We can take
ζ = B¯
D −A+√(A+D)2 − 4 =
ab¯ + z(1 + bc)
D −A+√(A+D)2 − 4 , (5.20)
where we used ad − bc = 1 to rewrite B¯ in terms of z (from (5.16)) and other variables
not including d . We then have
D −A+
√
(A+D)2 − 4 = (ab¯ + z(1 + bc))/ζ. (5.21)
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√
(A+D)2 − 4 (ab¯ + z(1 + bc))/ζ, (5.22)
implying
(A+D)2  4 + {(ab¯ + z(1 + bc))/ζ}2. (5.23)
In this expression, only D = |b|2 + |d|2 involves d .
Since ζ represents an equivariant map to the 2-sphere for the diagonal SU(2), ζ has
the usual invariant distribution in the limit β → 0. Hence we can find M ′ = M ′ such that
|1/ζ | < M ′ with λβ -probability > 1 − /3 for all sufficiently small β . We now see that
with positive probability b, c, and d will remain finite with positive probability as k → ∞.
This means that we do obtain a SU(2)-invariant measure on the lower strata, in the limit
k → ∞, and this contradicts Corollary 1.14. 
If g = G2,F4 or E8, then this argument does not work, because we cannot apply
Lemma 5.14. In general we consider a−θ0 . This is the “|a|2” variable for i0(SL(2,C)); this
is due to the minus sign appearing in front of hθ in (5.1) (see (6.11)). If none of the aj are
tight, then a−θ0 tends to zero with some positive probability uniform in β . The Lemma 5.15
then applies and we obtain a contradiction. 
6. General symmetric space case
We continue to assume that g is simple (so that we will be considering the type I sym-
metric space case). The homomorphism i0 in (5.1) will continue to play a critical role.
Because Θ preserves the triangular decomposition of g, Θ(θ) = θ , and Θ(gθ ) = gθ , hence
Θ(eθ ) = −eθ , where  = ±1 (it appears that both possibilities are unavoidable; for exam-
ple for Sp(n)/U(n), it appears that we must have  = +1, and for the real Grassmannian
of oriented p-planes in Rp+q , it appears we must have  = −1). Thus the extension of
Θ to loop space will map the image of i0 into itself, and when  = 1, this action will be
isomorphic to (4.2) via i0, otherwise it is trivial.
Lemma 6.1. Suppose that
(
a b
c d
) ∈ SL(2,C), and let h = i0(( a bc d )). Suppose also that g =
g− · g0 · g+ is a point in the top stratum of L(G/GR), so that
g∗Θ0 = g0, and g+ = g∗Θ− .
We write g− as in (5.3), and xn = x′n +Zneθ . Let
Z′1 = Z1 −
b¯
¯ ¯
〈
Ad(g0)eθ , eθ
〉
/〈eθ , eθ 〉.a¯ + bZ1
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g′ = h · {g− · g0 · g+} · h∗Θ
is also in the top stratum, and the triangular factorization g′ = g′− · g′0 · g′+ is given by
g′− = hg−g0 exp
( −b¯
a¯ + b¯Z¯1
eθz
−1
)
g−10 exp
( −b
a + bZ′1
e−θ z
)(
a + bZ′1
)hθ l′−10 ,
g′0 = l′0(a + bZ′1)−hθ g0(a¯ + b¯Z¯1)−hθ u0,
u0 = exp
(−ac[eθ , a−ad(hθ )(y′1)]− c2W2eθ ) ∈ N+,
and l′0 is lower triangular.
Remark 6.2. Note that for generic g0, with triangular decomposition g0 = l0 diag(g0)u0,
we can write
〈
Ad(g0)eθ , eθ
〉
/〈eθ , eθ 〉 = diag(g0)θ , (6.3)
and
a + bZ′1 =
|a + bZ1|2 + bb¯ diag(g0)θ
a¯ + b¯Z¯1
. (6.4)
These formulas specialize to those in Lemma 4.4 (with  = 1).
Proof of Lemma 6.1. This formula is obtained from Lemma 5.2 by first applying h∗Θ on
the right, then h on the left (one obtains formulas with considerably different appearance
if one does this in the opposite order, and then it is not so easy to compare with (4.4)). 
Proof of Theorem 0.13. Let νβ denote Wiener measure for LC0U with inverse tempera-
ture β , and let ν˜β denote the projection to LC0(U/K); we view ν˜β as a probability measure
on L(G/GR). Because the map LU → L(U/K) :g → gg−Θ is equivariant for the left ac-
tions of LpolU , the measures ν˜β form an asymptotically invariant family for this action.
Lemma 6.5. The top stratum L(G/GR)∩ΣLG1 has full measure with respect to ν˜β .
Proof. The argument is the same as in [7, Part I, Proposition 2.1.1], for which it is conve-
nient to use Kac–Moody technology. In the proof, for notational clarity, we will suppose
Θ(eθ ) = −eθ ; we will note the minor changes necessary in the opposite case at the end of
the proof.
There is a transitive action
G
(
C
((
z−1
)))× L(G/GR) → L(G/GR) :g,h → g · h · g∗Θ. (6.6)
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groups act from the left and right of LG, respectively. We let B± denote the upper and
lower Borel subgroups of G(C((z−1))), respectively.
The decomposition for LG strictly analogous to (1.7) is given by
LG =
⊔
Wα Hom(S1,T )
Σ˜Lw, where Σ˜Lw = B−wB+, (6.7)
and the superscript L is there to remind us of loop space. This induces a decomposition
L(G/GR) =
⊔
Sw, where Sw = Σ˜Lw ∩ L(G/GR). (6.8)
We are mainly interested in S1, the “top stratum,” which consists of g in the formal comple-
tion that can be written uniquely as g = l ·h · l∗Θ , where l ∈N− = G(Cz−1)1 (the formal
completion of the profinite nilpotent algebra spanned by the negative roots of Lpolg), and
h = h∗Θ ∈ H . To say that g belongs to S1 is thus equivalent to the two conditions g ∈ ΣLG1
and g0 ∈ ΣG1 .
Let P−(0) denote the parabolic subgroup, with Levi decomposition,
P−(0) = i0
(
SL(2,C)
)B− = i0(SL(2,C))αR−(0) (6.9)
(R−(0) is the subgroup of N− that corresponds to the span of the negative root spaces,
Ceθz
−1 excluded).
We consider the diagram
L(G/GR)
q R−(0) \ L(G/GR)
S1 ∪w(0)S1 i0(φ(SL(2,C)/SU(1,1)))
S1 i0(Σ
G
1 )
(6.10)
where w(0) = i0
(( 0 −1
1 0
))
. The map q is i0(SL(2,C)) equivariant, where the actions in ques-
tion are induced by (6.6), because this group normalizesR−(0). The up arrows are all injec-
tive (the only question here might involve the upper right up arrow; if g,h ∈ i0(SL(2,C)),
ggτ = 1, hhτ = 1, and g = lhl∗Θ , for some l ∈R−(0), then glτ = lh, an equality in P−(0);
when we quotient out by R−(0), we obtain g = h).
The sets on the left of (6.10) are the full q-inverse images of the sets on the right. For
if g is in the formal completion and can be written uniquely as l · h · l∗Θ , we can factor
l = rl0 along the Levi decomposition, and then g′ = l0hl∗Θ0 ∈ i0(SL(2,C)) and g′g′ τ = 1.
Conversely if we have a factorization for g′, we clearly obtain an element in S1.
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pletion. Consider q∗ν restricted to i0(φ(SL(2,C)/SU(1,1))). This measure (which may
have total mass less than one) is i0(SU(2))-quasi-invariant. By Corollary 1.14, it is sup-
ported on the top stratum. Therefore the top stratum and its w(0)-translate are equivalent,
up to a set of q∗ν-measure zero. Together with the fact that the sets on the left of (6.10)
are the full q-inverse images of the sets on the right, this implies that the w(0)-translate of
S1 and S1 are equivalent up to a set of ν-measure zero.
Now recall that S1 consists of g ∈ ΣLG1 ∩ L(G/GR) such that g0 is in the top stratum
of G/GR. By Corollary 1.14, applied to the U -quasi-invariant measure g0∗ν, we conclude
that S1 and the top stratum are the same, up to a set of ν-measure zero.
The top stratum is fixed by W . The group generated by w(0) and W is the affine Weyl
group, Wα Hom(S1, T ). Therefore the translates of the top stratum for the formal comple-
tion by the affine Weyl group are all equivalent, up to ν-measure zero. But the union of
these translates is the whole space. Therefore the complement of the top stratum must have
ν-measure zero.
In the event that Θ(eθ ) = eθ , we replace SL(2,C)/SU(1,1) by SL(2,C)/SU(2), and
the same argument applies. 
We now turn to the proof that g0 is tight. With νβ probability one, by Corollary 1.14,
we can write g0 = l0wma0l∗Θ0 , as in (d) of Proposition 1.8. As in the group case it suffices
to show that in some representation, there is some matrix coefficient which is tight. If we
write a0 =∏ahjj , it suffices to show one of the aj is tight (as a function into R).
As something of a digression, consider first a case in which Θ is an inner automorphism
(this is equivalent to a0 = 0). In this case the action of Θ on C(K) and h is trivial. In the
notation of Appendix B, the corresponding automorphism, σ∆, will map L(G/GR) into
itself. Lemma 5.14 applies. Thus if all of the aj are not tight, then for some i, 1/ai is not
tight. This leads to a contradiction, using either Lemma 4.22 or Lemma 5.15, depending
upon whether Θ(ej ) = ±ej .
Now suppose that Θ is an outer automorphism. In some cases (e.g. SU(2n)/SO(2n)),
there still exist nontrivial ∆ ∈ C(K) fixed by Θ . This is illustrated in Appendix B.
In general we argue as follows. If all of the aj are not tight, this implies that aθ0 is
not tight. Thus a−θ0 tends to zero with some positive probability uniform in β . But this is
the “|a|” variable for i0(SL(2,C)): given an element in SL(2,C) as in (5.16), when we
apply i0, as defined by (5.1),
i0
((
a 0
0 a−1
))
= a−hθ ⇒ |a|2 = a−θ0 . (6.11)
We now consider the diagram as in (6.10). When we push our measures forward, we ob-
tain an asymptotically invariant family of quasi-invariant measures for SU(2) acting on
SL(2,C)/SU(1,1) or SL(2,C)/SU(2) (using the isomorphism i0). We then apply Lem-
mas 4.22 and 5.15, respectively. This leads to a contradiction.
Thus we know that g0 is tight. To complete the proof we need to show that the coef-
ficients of θ−, or equivalently the coefficients of x (where g− = exp(x)), are tight. The
argument is the same as the first argument we gave in the S2 case.
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Ad(g′0)eθ , eθ
〉= (a + bZ′1)−2(a¯ + b¯Z1)−2〈Ad(g0)eθ , eθ 〉 (6.12)
= 1
(|a + bZ1|2 + |b|2〈Ad(g0)eθ , eθ 〉)2
〈
Ad(g0)eθ , eθ
〉
, (6.13)
where the second equality uses (6.4). We have already proven that g0 is tight, so that
〈Ad(g0)eθ , eθ 〉 is tight. Asymptotic invariance implies that g′0 (for a given h) is also tight.
If we take h with a = 0 and b = 1, we then see that Z1 is tight.
Now Z1 is the eθ component of x1. The constants K act irreducibly by the adjoint
representation on {x1}. Since the constants leave the measures νβ invariant, it follows that
x1 is tight.
We then apply the formula for g′− to compute the adjoint matrix coefficient (where Ad
is implicit, and we set β = −b¯(a¯ + b¯Z¯1)−1)〈
Ad(g′−)e−θ , e−θ
〉= 〈hg−g0 exp(βe−θ z−1)g−10 (a + bZ′1)−2e−θ , e−θ 〉. (6.14)
We again take h with a = 0, b = 1. We move h to the right side of the inner product. In the
adjoint representation for i0 we calculate that h−1e−θ = −z−2eθ . Also ad(e−θ )3 = 0. We
then see that (6.14) equals
(Z′1)−2
〈
g− exp
(
βe
g0
−θ z
−1)e−θ ,−z−2eθ 〉 (6.15)
= (Z′1)−2
〈( ∞∑
n=0
gnz
−n
)(
z2 + βad(eg0−θ )z+ 12β2ad
(
e
g0
−θ
)2)
e−θ , eθ
〉
, (6.16)
where we are doing this calculation for z ∈ S1, so that z−1 = z¯ (these calculations closely
mirror, but do not quite reduce to, the calculations (4.5)–(4.13), because we are considering
the adjoint representation, rather than the analogue of the defining representation). We now
expand the left-hand side of (6.11) and (6.16) in powers of z−1. By isolating the terms of
order −n, we obtain
〈g′ne−θ , e−θ 〉 =
(〈gn+1e−θ , eθ 〉 + · · ·)/(Z′1)2, (6.17)
where the trailing terms involve gm, m n.
We know that Z′1 and g1 = x1 are tight. This implies that one matrix coefficient for g2 is
tight, and hence that a matrix coefficient for x2 is tight. Using the action of the constants K ,
we conclude x2 is tight. We then continue in this same way. 
7. Diagonal distribution conjecture
For g ∈ φ(U/K) ∩ ΣG1 , we can write g = lwmaφl∗Θ , as in (d) of Proposition 1.8.
Let Σφ(U/K)w denote the set of g in this intersection, of this form, for fixed w ∈
T
(2)
/ exp(ia0)(2).0
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Heckman exact stationary phase calculation, appears in [9].
Theorem 7.1. For λ ∈ (it0)∗,
∫
Σ
φ(U/K)
w
aφ(g)
−iλ = 1
M
w∏ 〈δ,α〉
〈δ − iλ,α〉 , (7.2)
where δ is half the sum of the positive complex roots, the product is over pairs of positive
roots (α,Θ(α)) which are not of compact type for Ad(w)Θ , and M = |NU(T0)/NK(T0)|.
This implies
∫
φ(U/K)
aφ(g)
−iλ = 1
M
∑
[w]
w∏ 〈δ,α〉
〈δ − iλ,α〉 , (7.3)
where the sum is over equivalence classes in T (2)0 / exp(ia0)(2) such that w ∈ φ(U/K).
In (7.2) it does not matter whether we put α or Θ(α) in the product, because δ and λ are
Θ-invariant. In the case in which Θ is inner, all roots are either of compact or noncompact
type, and hence the product is over all noncompact type roots.
Example 7.4. We write g ∈ φ(S2) as g = ( a0 b0−b¯0 a0 ), where a0 ∈ R, a20 +|b0|2 = 1. We have
aφ =
( |a0| 0
0 |a0|−1
)
and w = ±1,
corresponding to the upper and lower hemispheres. Write λ = λα1, where α1 = λ1 − λ2 is
unique noncompact root. We calculate
∫
Σ
φ(S2)
±
a−iλφ =
1∫
0
t−i2λ dt = 1
1 − i2λ =
〈 12α1, α1〉
〈 12α1 − iλα1, α1〉
. (7.5)
The fact that the integrals corresponding to w = ±1 are the same is peculiar to this example.
Sketch of proof of Theorem 7.1. To simplify the exposition, we suppose that Θ is inner
and w = 1. Given g ∈ G, let g = lau denote the factorization corresponding to the Iwasawa
decomposition g = n− ⊕ hR ⊕ u.
The proof consists of the following steps:
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GR/K → Σφ(U/K)1 :g0K → φ
(
u(g0)
) (7.6)
is a diffeomorphism.
(2) In terms of the parameterization (7.6),∫
Σ
φ(U/K)
1
a−iλφ =
∫
GR/K
a(g0K)
−2δ−2(δ−iλ) dV (g0K), (7.7)
where dV (g0K) is a properly normalized GR-invariant measure.
(3) There exists a symplectic structure ω on GR/K such that (1) the natural left action of
T0 is Hamiltonian with momentum map
GR/K → it0 :g0K → log
(
a(g0)
)
, (7.8)
and (2) up to a multiple, the symplectic volume is a(g0K)−2δ dV (g0K). This sym-
plectic structure corresponds to a nonobvious Poisson structure on GR/K discovered
in [3]. The Poisson bivector Π is given by the following explicit formula: in terms of
the identification of GR ×K p with T ∗(GR/K), where p∗ is identified with p via the
Killing form κ ,
Π
([g0, x], [g0, y])= κ(prg0(Ad(g0)(ix)),Ad(g0)(y)), (7.9)
where prg0 denotes the projection of g to g0 along n− ⊕ it0. The momentum map is
calculated and shown to be proper (using a result of van den Ban) in [4].
(4) The action of T0 on GR/K has a unique fixed point, the basepoint. Applying the
Duistermaat–Heckman exact stationary-phase approximation, as generalized to non-
compact manifolds in [11], then leads to (7.2). 
Now suppose that we consider L(U/K). Let ν denote an LpolU -invariant probability
measure on the formal completion. We think of this loop space as a symmetric space, with
k replaced by Lk, p by Lp, and so on. We then write down the analogue of the formula
in Theorem 7.1 (for the group case, see [7, Part III, §4.3]). Using the standard product
formula for the sin function, we obtain the following.
Conjecture 7.11. Given g in the top stratum of L(G/GR), we write g0 = l0wmaφl∗Θ0 as
in (d) of Proposition 1.8. Then
∫
L(G/GR)
a−iλφ dν =
1
#{w}
∑
w
w∏ sin(π
g˙
〈δ,α〉)
sin(π
g˙
〈δ − iλ,α〉) ,
where here the inner product is normalized so that a long root has length
√
2.
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Lemma 7.12. In the S2 case, in terms of the coordinates (4.15), with k = ( a b−b¯ a¯ ), Conjec-
ture 7.11 is equivalent to
(g0)∗ν =Z−1 sech(2x)dk × dx.
Proof. By (4.19), (4.20), a0 = (2|a|2 − 1) ch(2x) + sh(2x), and by (C.6) of Appendix C,
the SL(2,C)-invariant measure on SL(2,C)/SU(1,1) is given by dη = cosh2(2x)dk×dx.
If δ(2x)dη is the g0 distribution, then we must compute
∫
|a0|−iλ =
∫ ∣∣(2|a|2 − 1) ch(2x)+ sh(2x)∣∣−iλδ(2x) ch2(2x)dk dx
=
+∞∫
x=−∞
1∫
u=−1
∣∣u ch(2x)+ sh(2x)∣∣−iλ chq(2x)dx du, (7.13)
where u = 2|a|2 −1, and we used the fact that the a-distribution of Haar measure for SU(2)
is Lebesgue measure on the unit disk. We do the u-integral, and we eventually obtain
1
1 − iλ
∞∫
−∞
e−i2xλe2xδ(2x) ch2(2x) sech(2x)dx. (7.14)
According to Conjecture 7.11, this equals 1/ sin(π2 (1 − iλ)). When we apply the inverse
Fourier transform, we find δ(2x) = sech3(2x). 
In general, to obtain a formula for the g0 distribution, it is necessary to use an inversion
formula for the “diagonal transform” of harmonic analysis for U -invariant functions on
G/GR (see [2] and references).
In [8], I described a possible application of the invariant measure for LK to the con-
struction of the state space for the two-dimensional sigma model with target K . That
discussion remains essentially unchanged when K is replaced by U/K . The conjectural
formula above for the g0 (or zero-mode) distribution leads to the conjecture that (in the
large radius limit) the radial part of the zero-mode Hamiltonian for the S2 sigma model is
equivalent to
−
(
d
dx
)2
+ 1
4
− 3
4
sech2(x) =
(
d
dx
+ 1
2
tanh(x)
)∗(
d
dx
+ 1
2
tanh(x)
)
, (7.15)
x ∈ R (the zero-mode Hamiltonian is itself a U -invariant Laplace type operator on G/GR).
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space L(U/K), Riemann–Hilbert factorization is important, and when U/K is positively
curved, the zero-mode becomes the noncompact space G/GR. An amusing example is
Sp(2,C)
Sp(2,R) Sp(2)
K = U(2)
(7.16)
where the compact six-dimensional space Sp(2)/U(2) (isomorphic to the Grassmannian
of oriented 2-planes in R5, via an exceptional low rank isomorphism) is embedded in the
10-dimensional space Sp(2,C)/Sp(2,R), with 4 noncompact dimensions.
In connection with sigma models, it is natural ask about loops into other ideal spaces,
such as T , a flat torus, π \ GR/K , a compact locally symmetric space with negative cur-
vature, or a Ricci flat space. In the nonpositively curved cases, in the framework of this
paper, compactness fails. This implies that the existence, or lack thereof, of compactness
for Wiener measures (for ideal spaces) corresponds to asymptotic freedom, or the lack
thereof, in renormalization group analysis of the corresponding sigma models. Whether
there is a tangible connection is unclear, as is the question of how to extend this to more
general spaces (or to the supersymmetric setting).
Appendix A. Asymptotic invariance of Wiener measure
In this paper we will adopt the following.
Definition A.1. Given a group A of automorphisms of a measure space (M,M), and a
family {λβ : β > 0} of quasi-invariant probability measures on M , this family is asymptot-
ically invariant if
∫ ∣∣∣∣1 − dσ∗λβdλβ
∣∣∣∣dλβ → 0 as β ↓ 0,
for each σ ∈ A.
If the measures λβ have a weak limit (relative to bounded continuous functions, for
example, in a topological context), then the limit will represent an invariant object. Given
an A-equivariant map φ :M → N , the family {φ∗λβ} will be asymptotically invariant.
In this appendix we will discuss a slight extension of the asymptotic invariance results
in [7, Part III].
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symmetric space (using our normalized Ad(K)-invariant inner product). Let νβ denote the
Wiener probability measure on LC0X with inverse temperature β .
Proposition A.2. Suppose that σ ∈ LW 1 Aut(X)0 (see (2.8)). Then
∫ ∣∣∣∣1 − dνβ(gσ )dνβ(g)
∣∣∣∣dνβ(g) 23/2 p
2
T/2(1)
pT (1)
β1/2E(σ )1/2,
where E denotes the kinetic energy of σ , 12
∫ 1
0 |σ−1 dσ |2 dt , T = 1/β , and p is the heat
kernel.
Proof. This result is already known if σ is either a left or right multiplication. The essential
point is to treat left and right multiplication simultaneously. We first consider uncondi-
tioned paths.
Let ν = ν1,∗β denote the Wiener probability measure on Path1,∗C0 K . Given l, r ∈
Path1,∗
W 1
K , we compute
∫ ∣∣∣∣1 − dν(lgr)dν(g)
∣∣∣∣dν(g)
∫ ∣∣∣∣1 − dν(gr)dν(g)
∣∣∣∣dν(g)+
∫ ∣∣∣∣dν(gr)dν(g) − dν(lgr)dν(g)
∣∣∣∣dν(g)
(A.3)
=
∫ ∣∣∣∣1 − dν(gr)dν(g)
∣∣∣∣dν(g)+
∫ ∣∣∣∣1 − dν(lgr)dν(gr)
∣∣∣∣dν(gr)dν(g) dν(g)
(A.4)
=
∫ ∣∣∣∣1 − dν(gr)dν(g)
∣∣∣∣dν(g)+
∫ ∣∣∣∣1 − dν(lg)dν(g)
∣∣∣∣dν(g) (A.5)
 2β1/2
(E(r)1/2 + E(l)1/2) 23/2β1/2E(l, r)1/2, (A.6)
where the inequality in the fourth line uses (4.1.11) of [7].
Suppose that ∆ ∈ C(K), and l and r satisfy l(t + 1) = l(t)∆, r(t + 1) = r(t)∆, for
all t . We let σ(g) = lgr−1, for g ∈ Path1,∗K . Given k ∈ K , let ν1,kβ denote the Wiener
probability measure on Path1,k
C0
K . Note that σ acts on this space. We have the disintegration
formula
ν
1,∗
β =
∫
K
ν
1,k
β pT (k) dk. (A.7)
Inequalities (A.3)–(A.6) implies
∫ {∫ ∣∣∣∣1 − dν
1,k
β (g
σ )
dν
1,k
β (g)
∣∣∣∣dν1,kβ
}
pT (k) dk  23/2
(
βE(σ ))1/2, (A.8)K
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1,k
β for a.e. k.
We need to translate this statement about an average over K to a statement about each k,
especially k = 1.
The basic idea is that we can express ν1,1β as an integral,
ν
1,1
β =
∫
K
(
ν
1,k
2β ∗ ν1,k
−1
2β
)p2T/2(k)
pT (k)
dk. (A.9)
The argument following [7, Part III (4.1.11)] applies verbatim with σ(g) in place of the
left multiplication gLg. 
Remark A.10. It is important to extend the asymptotic invariance result above in a number
of directions. Unfortunately the method in [7–9] depends on the fact that the target is a
group (the methods in [6] are more robust). This explains why Wiener measure for the
target U/K has not made any appearance in this paper.
Appendix B. Symmetries of the diagonal distribution
The group case
In this appendix it is convenient to use the Kac–Moody extension C → Lˆpolg → Lpolg.
Our notation will be consistent with [5], which compiles numerical information we will
need. We very briefly recall that g, which we assume is simple, is generated by r = rank(g)
copies of sl(2,C), with standard bases hj , ej , fj , 1 j  r , satisfying the Chevalley–Serre
relations; Lˆpolg is generated by g (or the r copies of sl(2,C)) and one additional copy of
sl(2,C), with standard basis h0 = c−hθ , e0 = e−θ ⊗z, f0 = eθ ⊗z−1. The Dynkin diagram
of Lˆpolg, which is the extended diagram for g, encodes the (generalized Chevalley–Serre)
relations among the different copies of sl(2,C).
The group of automorphisms of the Dynkin diagram of Lˆpolg (see [5, Table II]) is iso-
morphic to the semidirect product Out(K)αC(K). Given an element of the center, we
obtain an outer automorphism of Lˆpolg, and also of Lpolg (and its completions). There
is a canonical way to realize this outer automorphism by permuting the r + 1 copies of
sl(2,C) which generate Lˆpolg. This automorphism preserves the triangular decomposition
of Lˆpolg, it commutes with the unitary involution, and it also lifts to an automorphism of
LˆpolG (and its completions). At the level of loops, this automorphism is realized by conju-
gation by a multivalued loop in Lpol Aut(K) (such as conjugation by w0
(
z1/2 0
0 z−1/2
)
, which
we used in Sections 2, 3); see [10, (3.4.2) and (3.4.4)]. Asymptotic invariance of Wiener
measure implies that the limiting distribution properties of g ∈ LG, and in particular a0,
are invariant under this symmetry. The formulas we obtain below for these symmetries
imply Lemma 5.14. This requires a case by case analysis (unfortunately I can write the
multivalued loops in only a few cases).
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g0 = l0m0a0u0, where l0 ∈ N−, m0 ∈ T , a0 ∈ exp(hR), and u0 ∈ N+. We can write a0 =∏r
1 a
hj
j ; the aj are given by
aj =
∣∣σj (gˆ)/σ0(gˆ)aˇj ∣∣= ∣∣〈πΛj (g0)vΛj , vΛj 〉∣∣, (B.1)
where the σj are the fundamental matrix coefficients, viewed as functions on LˆG, gˆ ∈ LˆG
projects to g, the integers aˇj are determined by hθ =∑ aˇj hj (see [5, Table I]), the Λj are
the fundamental dominant weights for g = n− ⊕ h ⊕ n+ corresponding to the αj , and the
πΛj denote the corresponding irreducible representations (for the first equality in (B.1),
see [7, Part III, §4.3]).
The main point is that in all cases with C(K) = 0, there is a corresponding automor-
phism which interchanges σ0 and some other σj , j > 0 (note that automorphisms which
fix the 0 node correspond to outer automorphisms of K). This is what leads to the inversion
formulae in Lemma 5.14.
Suppose that K = SU(n). In this case C(SU(n)) = Zn∆, where ∆ = exp(2πi/n). The
generator ∆ corresponds to the Dynkin diagram symmetry αj → αj+1, where j is read
mod n − 1. All aˇj = 1. We want to write down the multivalued loop which corresponds
to the automorphism of Lˆg which sends hj , ej , fj to hj+1, ej+1, fj+1, where j is read
mod n − 1. In the defining representation of sl(n,C), where h is the diagonal subalgebra,
this multivalued loop is given by
σ∆(t) = λw
n−1∏
j=1
e2πi(
j
n
)thj
= λ


0 0 . . . 0 exp(−2πi n−1
n
t)
exp(2πit/n) 0 . . .
0 exp(2πit/n) 0
. . .
0 0 . . . exp(2πit/n) 0

 ,
where w is the matrix representing the cyclic permutation (12..n), and the factor λ guaran-
tees det = 1, and is otherwise irrelevant. It is straightforward to check that conjugation by
σ∆ implements the automorphism described above.
The automorphism of the Kac–Moody extension cyclically permutes σ0, σ1, . . . , σn−1.
Together with (B.1), this implies that σ∆ maps (aj ) to (a2/a1, a3/a1, . . . , an−1/a1, a−11 ).
Thus in this case a−11 has the same limiting distribution properties as an−1.
In the case of Cl , C(Sp(l)) = Z2∆, where ∆ = −1 (as a matrix in the defining repre-
sentation). This transposes σ0 and σl . Hence (aj ) maps to (a1/al, . . . , al−1/al,1/al). We
have
σ∆(t) = w
l∏
exp(iπtjhj ),
j=1
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group element that maps (λ1, . . . , λl) to (−λl, . . . ,−λ1) (so that hi ↔ hl−i , i < l, and
hl ↔ −hθ ). The formula is
w =
(
A 0
0 A−1
)(
0 B
−B 0
)
,
where A = diag(i,−i, i, . . .), B has 1’s on the antidiagonal, and A and B are l× l matrices.
In the case of Bl , C(Spin(2l+1)) = Z2∆, the kernel of the projection to SO(2l+1). The
corresponding automorphism transposes σ1 and σ0; hence (aj ) maps to (1/a1, a2/a21, . . . ,
al−1/a21, al/a1). We have
σ∆(t) = w exp(iπthl),
where w is a representative for the Weyl group element that changes the sign of λ1 (this
implies h1 ↔ −hθ ).
For Dl , l odd, C(Dl) = Z4∆, ∆ = exp(iπ(h1 + h3 + · · · + hl−2 + 12 (hl−1 − hl))). The
corresponding automorphism maps (σj ) to (σl, σl−1, σl−2, . . . , σ2, σ0, σ1). Thus (aj ) is
mapped to (al−1/al, al−2/a2l , . . . , a2/a2l ,1/al, a1/al), hence al and al−1 are equivalent.
For l even, C(Dl) = Z2 exp(iπ(hl−1 +hl))×Z2 exp(iπ(h1 +h3 +· · ·+hl−1)). The au-
tomorphism corresponding to exp(iπ(hl−1 +hl)) maps (aj ) to (1/a1, a2/a21, . . . , al−2/a21,
al/a1, al−1/a1), hence a1 and 1/a1 are equivalent. The automorphism corresponding to
exp(iπ(h1 + · · · + hl−1)) maps (aj ) to (al−1/al, al−2/a2l , . . . , a2/a2l , a1/al,1/al), hence
al and 1/al are equivalent (and using an outer automorphism of Dl , we can conclude that
al−1 is equivalent to 1/al−1).
For E6, C(E6) = Z3∆, ∆ = exp
( 2πi
3 (h1 + 2h2 + h4 + 2h5)
)
. This maps (aj ) to
(a5/a1, a4/a21, a3/a
3
1, a6/a
2
1,1/a1, a2/a
2
1), hence a5 and 1/a1 are equivalent.
For E7, C(E7) = Z2∆, ∆ = exp(iπ(h1 + h3 + h7)), and (aj ) maps to (a5/a26, a4/a36,
a3/a46, a2/a
3
6, a1/a
2
6,1/a6, a7/a
2
6), hence a6 and 1/a6 are equivalent.
The type I case
Suppose that there exists ∆ ∈ C(U) which is fixed by Θ . In terms of the classification of
type I symmetric spaces, this applies in all cases except the family SU(n)/SO(n), for odd n
(because SO(n) does not have a center for odd n), E6/Sp(4) (the central element of Sp(4),
of order 2, is not contained in C(E6)  Z3), E6/F4, and all cases in which U = G2,F4 or
E8 (because these do not have central elements).
Given ∆ fixed by Θ , the corresponding automorphism of Lˆg will commute with the
unique lift of Θ which fixes c, the central element. We therefore obtain a loop σ which
will act on L(U/K) and our distributional completions. We write g0 = l0wma0l∗Θ0 .
In cases in which Θ is an inner automorphism, h0 = t0 = t, and the formulae for the
action the aj above apply.
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morphism which interchanges α1 ↔ α2n−1, α2 ↔ α2n−2, . . . . We have ∆ = −1. Then a0
is of the form
a0 = ah11 . . . ahnn ahn+1n−1 . . . ah2n−11
and the automorphism corresponding to ∆ = −1 (the nth power of the automorphism
corresponding to σ in (B.2)) maps this to the sequence of aj ’s
(a2/an, . . . , an−1/an, a1/an,1/an, a1/an, an−1/an, . . . , a2/an).
Thus 1/an is equivalent to an−1 in distribution in the limit β → 0.
The case U/K = SU(2n)/Sp(n) is similar.
Appendix C. Integral formulas for G/GR
Consider the Cartan decomposition
ψ :U ×K ik → G/GR : [g,x] → gexGR (C.1)
(here K acts on U on the right and on ik by the adjoint action, and given g ∈ U , x ∈ ik,
[g,x] denotes the image point in U ×K ik). We want to express the G-invariant measure on
G/GR (which is unique up to a scalar) in terms of these coordinates. To do this we recall
that there is a natural U -invariant connection on the vector bundle
U ×K ik → U/K. (C.2)
The horizontal subspace at the point [g,x] ∈ U ×K ik is defined to be the image of the map
ip → Hor|[g,x] : ζ → d
dt
∣∣∣∣
t=0
[
getζ , x
]; (C.3)
this map depends upon the choice of (g, x), but the image is independent of this choice.
Given this horizontal distribution, we obtain a Riemannian structure on our vector bundle,
using the inner products on ip and ik (the vertical direction) induced by the Killing form.
We let dV denote the corresponding volume element.
Let dVG/GR denote the G-invariant volume for G/GR (this exists because the adjoint
action of GR on igR admits an essentially unique invariant volume form).
Proposition C.4. We have
ψ∗(dVG/GR) = c
p∏
cosh2
(
α(x0)
) k∏
′
∣∣∣∣ sinhα′(x0)α′(x0)
∣∣∣∣
2
dV
([g,x]),
α>0 α >0
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it0 acting on pC and kC, respectively.
Example C.5. (a) If X = S2, then
dVSL(2)/SU(1,1) = cosh2
(
2|x|)dV. (C.6)
(b) In the group case X = K , there is a more direct formulation of this result. In this
case there is a commutative diagram
(K ×K)×∆(K) ik (KC ×KC)/{(g, g−∗): g ∈ KC}
K × ik KC
(C.7)
where the first vertical arrow is given by
(K ×K)×∆(K) ik → K × ik :
[
(g,h), x
]→ (gh−1,2hxh−1) (C.8)
the second vertical arrow is given by [g,h] → gh∗, and the horizontal arrows are of the
form (g, x) → gex . Note the essential appearance of the “2” in (C.8). In terms of the
coordinates g = kex′ , for g ∈ KC,
dg = c
∏
α>0
∣∣∣∣ sinh(α(x′0))α(x′0)
∣∣∣∣
2
dk × dx′. (C.9)
This is equivalent to (C.4), because up to conjugation x′ = 2x and sinh(2x) = 2 cosh(x)×
sinh(x), and the p and k roots are the same.
Proof of Proposition C.4. Fix g ∈ U and x ∈ ik. Given these choices, using the map ψ
in (C.1), we can identify
T (U ×K ik)|[g,x] = Hor ⊕ Vert = ip⊕ ik = igR. (C.10)
We also have an identification
igR → T (G/GR)|GR . (C.11)
Thus given our choice of representative gex for the coset gexGR, we obtain an identifica-
tion
T (G/GR)|gexG = ip⊕ ik = igR, (C.12)R
362 D. Pickrell / Journal of Functional Analysis 234 (2006) 321–363where X ∈ igR corresponds to
d
dt
∣∣∣∣
t=0
gexetX ·GR. (C.13)
The G-invariant volume form at gexGR corresponds to the GR-invariant volume form on
igR via this identification.
With these identifications understood, we claim that
dψ |[g,x] : ip⊕ ik → ip⊕ ik : ζ, y → projigR
(
e−adx(ζ )+ 1 − e
−adx
adx
(y)
)
. (C.14)
To verify this we calculate
d
dt
∣∣∣∣
t=0
e−xg−1getζ ex+ty = d
dt
∣∣∣∣
t=0
(
etAd(e
−x)(ζ )e−xex+ty
) (C.15)
= e−adx(ζ )+ 1 − e
−adx
adx
(y). (C.16)
When we project, we obtain the claim.
Now we observe that since x ∈ ik, ad(x) maps igR to gR, and ad(x)2 maps igR into
itself. Thus with respect to the decomposition ip⊕ ik,
dψ |[g,x] =
(
cosh(adx) 0
0 sinh(adx)
adx
)
. (C.17)
We then have
det
R
(
sinh(adx)
adx
: ik → ik
)
= det
C
(
sinh(adx)
adx
: kC → kC
)
=
k∏
α>0
(
sinh(α(x0))
α(x0)
)2
.
(C.18)
and similarly for cosh(adx). This proves Proposition C.4. 
We now consider the triangular decomposition.
Proposition C.19. We write an element of the top stratum of φ(G/GR) as in (d) of Propo-
sition 1.8, g = lwmaφl∗Θ . In these coordinates
D. Pickrell / Journal of Functional Analysis 234 (2006) 321–363 363dV = aρφ dm(a0) dm(l) dm(m)dm(w),
where ρ denotes the sum of the positive complex roots.
Proof. B− has open orbits in the top stratum. The G-invariant measure in these orbits will
be determined by B−-invariance. The measure dV is clearly B−-invariant. 
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