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a b s t r a c t
The 2nth-order Sturm–Liouville differential and difference equations can be written as
linear Hamiltonian differential systems and symplectic difference systems, respectively.
In this work, a similar result is given for the 2nth-order Sturm–Liouville equation on
time scales using time reversed symplectic dynamic systems. Moreover, we show that
this transformation preserves the value of the corresponding quadratic functionals which
enables a further generalization of the theory for continuous and discrete Sturm–Liouville
equations.
© 2012 Elsevier Ltd. All rights reserved.
1. Introduction
In this work, we consider the 2nth-order Sturm–Liouville dynamic equation
0 =
n
i=0
(−1)i

pi y∆
i−1∇
∇ i−1∆
= (−1)n

pn(t) y∆
n−1∇
∇n−1∆ + · · · − p3(t) y∆2∇∇2∆ + p2(t) y∆∇∇∆ − p1(t) y∇∆ + p0(t) y (1)
on a time scale T, where the symbol y∆
−1∇ or y∇−1∆ indicates the function y. It is a well-known fact that the 2nth-order
Sturm–Liouville differential and difference equations are special cases of the linear Hamiltonian differential system (see
(HR) below), and the symplectic difference system (see (SZ) below), respectively. Since the value of the quadratic functional
associated with the equation and the value of the quadratic functional associated with the corresponding system are
the same, some results (especially from the oscillation and spectral theories) could be generalized using the concept of
Hamiltonian or symplectic systems. Similar time scale transformations are known in the literature but they do not provide
suitable properties for a generalization of some parts of the oscillation and spectral theories. We show (see Theorem 2.2)
that Eq. (1) can be written as a time reversed symplectic system on time scales, i.e.,
z∆ = S(t) zσ , t ∈ T. (ST)
We also prove (see Theorem 2.4) that this transformation preserves the value of the corresponding quadratic functionals
which enables us to generalize and unify some recently published results in the continuous and discrete time cases and also
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for the second-order Sturm–Liouville equations on time scales, e.g., the Friedrichs extension of the operator defined by the
right-hand side of Eq. (1); see [1].
1.1. The continuous time case
Since for T = R, f ∆(·) = f ∇(·) = f ′(·), Eq. (1) can be written in the well-known form
n
i=0
(−1)i (pi(t) y(i))(i) = 0. (2)
The study of the linear Hamiltonian differential system
x′ = A(t) x+ B(t) u, u′ = C(t) x− AT (t) u (HR)
as a generalization of Eq. (1) was initiated in [2, Section 9]; see also [3,4]. In this case, Eq. (2) corresponds to system (HR)
with
x =

y
y′
...
y(n−1)
 , u =

n
i=1
(−1)i (pi y(i))(i−1)
...
−(pn y(n))′ + pn−1 y(n−1)
pn y(n)
 , (3)
and the n× n coefficient matrices given as
A = (aij)ni,j=1 =

1 if j = i+ 1, i = 1, . . . , n− 1,
0 otherwise, B = diag {0, . . . , 0, 1/pn},
C = diag {p0, . . . , pn−1}.
(4)
1.2. The discrete time case
On the other hand, the discrete analogue of Eq. (1) for T = Z takes the form
n
i=0
(−1)i∆i(r [i]k ∆iyk+n−i) = 0. (5)
With respect to [5, Theorem 3], the correct discrete counterpart of system (HR) is represented by the discrete symplectic
system
xk+1 = Ak xk + Bk uk, uk+1 = Ck xk + Dk uk, (SZ)
which was developed in [6, Chapter 3]. With respect to [6, Section 3.5] or [7, Remark 2], Eq. (5) is equivalent to system (SZ)
if the pair x, u is defined as
x =

yk+n−1
∆yk+n−2
...
∆n−1yk
 , u =

n
i=1
(−1)i∆i−1(r [i]k ∆[i]yk+n−i)
...
−∆(r [n]k ∆nyk)+ r [n−1]k ∆n−1yk+1
r [n]k ∆
nyk

and the n× n coefficient matrices are given as
A =

1 1 · · · 1
0 1 1
...
... 0
. . .
...
0 · · · 0 1
 , B =

0 · · · 0 1/r [n]
... 0
...
...
0 . . . 0 1/r [n]
0 · · · 0 1/r [n]
 ,
C =

r [0] r [0] · · · r [0]
0 r [1] · · · r [1]
... 0
. . .
...
0 · · · 0 r [n]
 , D =

1 0 · · · 0 r [0]/r [n]
−1 1 · · · 0 r [1]/r [n]
0
. . .
. . . 0
...
... 0
. . .
. . .
...
0 · · · 0 −1 1+ r
[n−1]
r [n]

.

(6)
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1.3. The time scale case
Similar transformations were also studied in the time scale case. The first relevant result can be found (see
[8, Example 7.19]) for the second-order Sturm–Liouville dynamic equation
(p(t) y∆)∆ + q(t) yσ = 0
and for the symplectic dynamic system
x∆ = A(t) x+ B(t) u, u∆ = C(t) x+ D(t) u. (ST)
More recently, attention has been focused on the 2nth-order Sturm–Liouville dynamic equations in the form
n
i=1
(−1)iD∇i (pi(t)D∆i y) = 0, n
i=1
(−1)i D∆i (pi(t)D∇i y) = 0, (7)
where the operators contain mixed delta and nabla derivatives such that D∆,D∇ start andD∆,D∇ end with the indicated
derivative. In [9], it was shown that Eqs. (7) can be written in the form of a delta symplectic dynamic system or a nabla
symplectic dynamic system (all combinations are possible); see [9, Section 3] for more details. The basic theory of system (ST)
originates from [10] and it is still intensively developed in the literature, while the basic theory for nabla symplectic dynamic
system was explicitly established in [11]. Nevertheless, this transformation does not provide the best equivalence between
Eq. (7) and symplectic systems because it does not preserve the value of the associated quadratic functional; compare
with [9, Section 4(i)].
This work is motivated by the result presented in [12, Section 5]. More specifically, Eq. (1) can be written as the linear
Hamiltonian dynamic system
x∆ =A(t) xσ +B(t) u, u∆ =C(t) xσ −AT (t) u, (HT)
where we put
x =
y
[2n−1]
...
y[n]
 , u =
 y
[0]
...
y[n−1]
 for
y[k] := y∆k , 0 ≤ k ≤ n− 1, y[0] = y∆0 = y,
y[n] := pn y∆n−1∇ ,
y[n+k] := pn−k y∆n−k−1∇ − (y[n+k−1])∇ , 1 ≤ k ≤ n− 1,
y[2n] := p0 y− (y[2n−1])∆,
(8)
and the n× n coefficient matrices are given by
A = (aij)ni,j=1 = −1, if j = i− 1, i = 2, . . . , n,0, otherwise, B = diag {p0, pσ1 , . . . , pσn−1},C = diag {0, . . . , 0, 1/pσn }. (9)
In this case, if we consider a function y and the pair

x
u

defined by (8), the second equation of system (HT) is satisfied and
if, in addition, the function y solves Eq. (1), the first equation of (HT) is also true. However, it plays an irreplaceable role for
a study of oscillation and spectral properties in the continuous and discrete cases if the pair

x
u

satisfies the first equation
of system (HR) or (SZ), respectively, and if it does not solve the corresponding equation simultaneously. In the following
section, we present an improvement of these time scale transformations which generalizes and unifies the results from the
continuous and discrete time cases.
2. The main results
The time scale calculus was established by Hilger in [13]. It is well-known that this theory provides suitable tools for a
study of differential, difference, and (generally) dynamic equations and their systems under the unified framework. For the
fundamental parts of this theory we refer the reader to [8,14]. We only recall the notation of Tκ
j
κ i
for i, j ∈ {0, . . . , n}, i.e., we
put Tκ
j
κ i
:= Tκ j ∩ Tκ i , where Tκ j :=

Tκ
j−1κ
, Tκ
0 := T, Tκ i :=

Tκ i−1

κ
, Tκ0 := T, and
Tκ :=

T \ {b}, if b is a left-scattered maximum of T,
T, otherwise,
Tκ :=

T \ {a}, if a is a right-scattered minimum of T,
T, otherwise.
We consider Eq. (1) with piecewise rd-continuous coefficients p0, . . . , pn on the time scale T such that pn ≠ 0 for all
t ∈ T and introduce the following definition, compare with [12, Definition 3.1].
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Definition 2.1. We denote by Γ the linear set of all functions y : T→ R such that the functions
y∆
i−1
and

pi y∆
i−1∇
∇ i−1∆
, i = 0, . . . , n,
are defined, piecewise rd-continuous on Tκ
i−1
and Tκ
i
κ i
, respectively, and such that
y∆
i−1
for i = 0, . . . , n and

pi y∆
i−1∇
∇k
for i = 2, . . . , n, k = 0, . . . , i− 2,
have a continuous ∇-derivative on Tκ i−1κ and Tκ i−1κk+1 , respectively.
By a solution of Eq. (1) we mean a function y ∈ Γ satisfying (1) for all t ∈ Tκnκn . The existence and uniqueness of such a
solution of Eq. (1) with conditions y[k](t0) = ck, 0 ≤ k ≤ 2n− 1, where t0 ∈ Tκnκn and ci, 0 ≤ i ≤ 2n− 1, are given constants,
were established in [12, Theorem 3.6] and also follow from Theorem 2.2 below.
In the following theorem we show that Eq. (1) can be written in the form of a time reversed symplectic system. This
system was originally studied in [15] and it generalizes system (HT) and the time reversed symplectic difference systems
introduced in [7].
Theorem 2.2. Let y ∈ Γ . The 2nth-order Sturm–Liouville equation (1) can be written in the form
x∆ = A(t) xσ + B(t) uσ , u∆ = C(t) xσ + D(t) uσ , (ST)
where x, u ∈ C1prd are defined as
x =
 y
[0]
...
y[n−1]
 , u =
y
[2n−1]
...
y[n]
 (10)
and the coefficient matrices A,B,C,D ∈ Cprd are given by
A =

0 1 −µ µ2 · · · (−µ)n−1
0 0 1 −µ .. . ...
...
. . .
. . .
. . .
. . . µ2
... 0
. . . 0 1 −µ
0 · · · · · · 0 0 1
0 · · · · · · 0 0 0

, B =

0 · · · 0 (−µ)n−1/pσn
... 0
...
...
0 . . . 0 −µ/pσn
0 · · · 0 1/pσn
 , (11)
C =

p0 −µ p0 · · · (−µ)n−1 p0
0 pσ1 · · · (−µ)n−2 pσ1
... 0
. . .
...
0 · · · 0 pσn−1
 , D =

0 0 · · · 0 (−µ)n p0/pσn
−1 0 · · · 0 (−µ)n−1 pσ1 /pσn
0 −1 0 ... ...
...
. . .
. . . 0 µ2 pσn−2/p
σ
n
0 · · · 0 −1 −µ pσn−1/pσn
 . (12)
Moreover, if a pair

x
u

is defined by (10) for a function y ∈ Γ , then the first equation of (ST) is satisfied.
Proof. It was shown in [12, Section 5] that Eq. (1) is a special case of the linear Hamiltonian dynamic system (HT) with x, u
and coefficient matrices given by (8) and (9), respectively. Now, by putting
x(t) := u(t), u(t) := x(t), A := −A T , B :=C, C :=B (13)
we obtain the linear Hamiltonian systemwith the forward shift operator in the second term, i.e.,
x∆ = A(t) x+ B(t) uσ , u∆ = C(t) x− AT (t) uσ . (HT)
Because the n × n matrix-valued function I + µA is nonsingular, it follows from [15, Proposition 2.6] that this system can
be written as (ST) with the coefficient matrices given by
A :=AA, B :=AB, C := CA, D := −µCAB− AT ,
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whereA := (I + µA)−1. In this setting, it follows from Definition 2.1 that we have x, u ∈ C1prd and A,B,C,D ∈ Cprd. Since
the direct calculation yields
A :=

1 −µ µ2 · · · (−µ)n−1
0 1 −µ .. . ...
...
. . .
. . .
. . . µ2
... 0
. . . 1 −µ
0 · · · · · · 0 1
 ,
the coefficients of system (ST) have the form displayed in (11) and (12). Moreover, it follows from (10) that if a function
y ∈ Γ defines the pair

x
u

by (10), the first equation of (ST) is satisfied. 
This result generalizes and unifies the transformations presented in the introduction, i.e., for Eqs. (1) and (5). Indeed, if
T = R we have f σ (·) = f (t), µ ≡ 0, and therefore x = x and u = u,A = A,B = B,C = C,D = −AT , where the pair
x
u

and the matrix-valued functions A, B, C are given by (3) and (4), respectively. On the other hand, if T = Z, we obtain
f σ (k) = fk+1 and µ ≡ 1. In this setting, system (ST) corresponds to the time reversed symplectic difference system which
can be easily written in the form (SZ) with the coefficient matrices given by (6).
In the following example, we illustrate this result for the second-order and fourth-order Sturm–Liouville equations given
by (1) with n ∈ {1, 2}, respectively. The form of the corresponding systems can be verified by the direct calculation.
Example 2.3. (i) The second-order Sturm–Liouville equation − p1(t) y∇∆ + p0(t) y = 0 can be written as system (ST)
in the form
x
u
∆
=

0 1/pσ1
p0 − µ p0/pσ1
 
x
u
σ
, where we put x = y and u = p1 y∇ .
(ii) System (ST) for Eq. (1) with n = 2, i.e.,

p2(t) y∆∇
∇∆ − p1(t) y∇∆ + p0(t) y = 0, takes the form

x
u
∆
=

0 1 0 −µ/pσ2
0 0 0 1/pσ2
p0 −µ p0 p0 µ2 p0/pσ2
0 pσ1 −1 −µ pσ1 /pσ2


x
u
σ
, where x =

y
y∆

and u =

p1 y∇ − (p2 y∆∇)∇
p2 y∆∇

.
Now, we consider a bounded time scale T and we put a := minTκnκn and b := maxTκ
n
κn . Hence, the time scale T
κn
κn can be
identified with the time scale interval [a, b]T := [a, b] ∩ Tκnκn . We associate with Eq. (1) the quadratic functional
F(y) :=
 b
a
n
i=0
(−1)i y

pi y∆
i−1∇
∇ i−1∆
∆t,
where y ∈ Γ , while the quadratic functional for system (ST) has the form
F(x, u) :=
 b
a
(xσ )T CT (I − µA) xσ − 2µ (xσ )T CT B uσ + (uσ )T (I − µDT )B uσ ∆t;
see [15, identity (3.1)]. We show that the transformation presented in Theorem 2.2 preserves the value of the quadratic
functionals (an analogous result can be given for an unbounded time scale).
Theorem 2.4. Let y ∈ Γ and let

x
u

be given by (10). Then it follows that
F(y) = F(x, u)− xTuba . (14)
Proof. Using the integration by parts on time scales, i.e., b
a
fg∆∆t = [fg]ba −
 b
a
f ∆gσ ∆t (15)
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(see [8, Theorem 1.77(vi)]), and using the fact f ∆(t) = f ∇(σ (t)) for a continuous function f (see [16, Theorem 2.6]), we
calculate
F(y) =
 b
a
n
i=0
(−1)i y

pi y∆
i−1∇
∇ i−1∆
∆t =
 b
a

p0 y2 +
n
i=1
(−1)i y

pi y∆
i−1∇
∇ i−1∆
∆t
=
 b
a

p0 y2 + pσ1 (y∆)2 +
n
i=2
(−1)i y

pi y∆
i−1∇
∇ i−2∆
∆t − y p1 y∇ba
n2+n−2
2 ×(15)=
 b
a

p0 y2 + pσ1

y∆
2 + pσ2 y∆22 + · · · + pσn−1 y∆n−12 + pσn y∆n2

∆t
−

y
n
i=1
(−1)i−1

pi y∆
i−1∇
∇ i−1 + y∆ n
i=2
(−1)i−2

pi y∆
i−1∇
∇ i−2
+ · · · + y∆n−2

−

pn y∆
n−1∇
∇ + pn−1 y∆n−2∇+ y∆n−1pn y∆n−1∇b
a
=
 b
a

p0(y[0])2 + pσ1 (y[1])2 + · · · + pσn−1(y[n−1])2 +
1
pσn

(y[n])σ
2
∆t
−

y[0]y[2n−1] + y[1]y[2n−2] + · · · + y[n−2]y[n+1] + y[n−1]y[n]
b
a
=
 b
a

xT C x+ (uσ )T B uσ

∆t − xTuba,
where the pair

x
u

and matrix-valued functions B, C are given by (13). Hence, identity (14) follows directly from
[15, Proposition 2.8] using the admissibility of the pair

x
u

. 
Theorems 2.2 and 2.4 improve recently published results and open the door for a generalization of results known for the
continuous and discrete even order Sturm–Liouville equations or for the second-order Sturm–Liouville equation on time
scales. The first application of this transformation can be found in [1] where the Friedrichs extension of operators defined
by the right-hand side of Eq. (1) is characterized.
Acknowledgments
The author wishes to thank the anonymous referees for the detailed reading of the manuscript and for their comments
which helped to improve the presentation of this work.
References
[1] P. Zemánek, P. Hasil, Friedrichs extension of operators defined by Sturm–Liouville equations of higher order on time scales, Appl. Math. Comput.,
in press (http://dx.doi.org/10.1016/j.amc.2012.04.027).
[2] F.V. Atkinson, Discrete and Continuous Boundary Problems, in: Mathematics in Science and Engineering, vol. 8, Academic Press, New York, 1964.
[3] W.A. Coppel, Disconjugacy, in: Lecture Notes in Mathematics, vol. 220, Springer-Verlag, Berlin, 1971.
[4] W.T. Reid, Ordinary Differential Equations, John Wiley & Sons, New York, 1971.
[5] C.D. Ahlbrandt, Equivalence of discrete Euler equations and discrete Hamiltonian systems, J. Math. Anal. Appl. 180 (2) (1993) 498–517.
[6] C.D. Ahlbrandt, A.C. Peterson, Discrete Hamiltonian Systems: Difference Equations, Continued Fractions, and Riccati Equations, in: Kluwer Texts in
the Mathematical Sciences, vol. 16, Kluwer Academic Publishers Group, Dordrecht, 1996.
[7] M. Bohner, O. Došlý, Disconjugacy and transformations for symplectic systems, Rocky Mountain J. Math. 27 (3) (1997) 707–743.
[8] M. Bohner, A.C. Peterson, Dynamic Equations on Time Scales: An Introduction with Applications, Birkhäuser Verlag, Boston, 2001.
[9] O. Došlý, D. Marek, Even-order linear dynamic equations with mixed derivatives, Comput. Math. Appl. 53 (7) (2007) 1140–1152.
[10] O. Došlý, R. Hilscher, Disconjugacy, transformations and quadratic functionals for symplectic dynamic systems on time scales, J. Difference Equ. Appl.
7 (2) (2001) 265–295.
[11] R. Hilscher, V. Zeidan, Nabla time scale symplectic systems and related quadratic functionals, Differ. Equ. Dyn. Syst. 18 (1–2) (2010) 163–198.
[12] D.R. Anderson, G.S. Guseinov, J. Hoffacker, Higher-order self-adjoint boundary-value problems on time scales, J. Comput. Appl. Math. 194 (2) (2006)
309–342.
[13] S. Hilger, EinMaßkettenkalkül mit Anwendung auf Zentrumsmannigfaltigkeiten (in German, [Calculus onMeasure Chains with Application to Central
Manifolds]), Ph.D. Thesis, University of Würzburg, Würzburg (1988).
[14] M. Bohner, A.C. Peterson (Eds.), Advances in Dynamic Equations on Time Scales, Birkhäuser Verlag, Boston, 2003.
[15] R. Šimon Hilscher, P. Zemánek, New results for time reversed symplectic dynamic systems and quadratic functionals, Electron. J. Qual. Theory Differ.
Equ. (in press).
[16] F.M. Atici, G.S. Guseinov, On Green’s functions and positive solutions for boundary value problems on time scales, J. Comput. Appl. Math. 141 (1–2)
(2002) 75–99.
