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Abstract In this paper, we consider a scenario where a robot
needs to establish connectivity with a remote operator or
another robot, as it moves along a path. We are interested
in answering the following question: what is the distance
traveled by the robot along the path before it finds a con-
nected spot? More specifically, we are interested in charac-
terizing the statistics of the distance traveled along the path
before it gets connected, in realistic channel environments
experiencing path loss, shadowing and multipath effects. We
develop an exact mathematical analysis of these statistics
for straight-line paths and also mathematically character-
ize a more general space of paths (beyond straight paths)
for which the analysis holds, based on the properties of the
path such as its curvature. Finally, we confirm our theoretical
analysis using extensive numerical results with real channel
parameters from downtown San Francisco.
Keywords First passage distance · Connectivity · Mobile
robots · Gauss-Markov process · Realistic communication
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1 Introduction
There has been considerable research on a team of unmanned
vehicles carrying out a wide range of tasks such as search
and rescue, surveillance, agriculture, and environmentmoni-
toring (Tokekar et al. (2016); Yan and Mostofi (2014)). Com-
munication between such a team of robots and a remote op-
erator or within the robotic network itself, is often crucial
for the successful completion of these tasks. For instance,
consider a scenario where a robot has collected information
about its environment and needs to transmit this informa-
tion to a remote operator or another robot. In order to do so,
it first needs to establish a connection with the remote op-
erator or the other robot. The robot may not be able to do
so at its current location and may need to move to establish
a connection, exploiting the spatial variations of the chan-
nel quality. This paper then answers the following question:
what are the statistics of the distance traveled along a given
path until connectivity?
There has been considerable recent interest in the area of
connectivity in robotic systems. For instance, in Zavlanos et al.
(2011), the connectivity of a network is maximized using
a graph-theoretic analysis while in Yan and Mostofi (2012),
connectivity is optimized using a more realistic channelmodel.
There has also been work on path planning to enable connec-
tivity (Caccamo et al. (2017); Chatzipanagiotis and Zavlanos
(2016); Muralidharan and Mostofi (2017a,c); Yan and Mostofi
(2012); Zeng and Zhang (2017)) as well as on communication-
aware sensing (Yan and Mostofi (2014)).
However, a mathematical characterization of the statis-
tics of the distance traveled until connectivity is lacking in
the literature, which is the main motivation for this paper.
We refer to this problem as the first passage distance (FPD)
problem, analogous to the concept of first passage time
(Siegert (1951)). We next summarize the contributions of
the paper.
Arjun Muralidharan, Yasamin Mostofi
Statement of contributions: We mathematically char-
acterize the probability density function (PDF) of the FPD
as a function of the underlying channel parameters of the en-
vironment, such as shadowing, path loss, and multipath fad-
ing parameters.We do so for two cases: 1) when ignoring the
multipath component (which could be of interest when the
robot looks for an area of good connectivity as opposed to
a single spot, or when multipath is negligible), and 2) when
considering the multipath component. In both cases, we first
develop an exact characterization of the statistics of the FPD
for the setting with straight paths. We utilize tools from the
stochastic equation literature to characterize the FPD while
ignoring the multipath component, and develop a recursive
characterization for the case when we include multipath. We
then mathematically characterize a more general space of
paths for which the analysis holds, based on properties of
the path such as its curvature.
Note that the PDF of the FPD can be directly computed
via a high dimensional integration, as we will discuss in Sec-
tion 4.1. However, this direct computation is infeasible for
moderate distances. Our proposed theoretical framework is
not only computationally efficient but also brings a founda-
tional analytical understanding to the FPD and can signifi-
cantly affect networked robotic operation design.
The paper is organized as follows. In Section 2, we for-
mally introduce the problem and briefly summarize the chan-
nel’s underlying dynamics. In Section 3, we characterize the
statistics of the distance traveled until connectivity while ig-
noring the multipath component. In Section 4, we charac-
terize the statistics of the FPD while including the effect of
multipath in the analysis. Finally, in Section 5, we validate
our mathematical characterizations through extensive sim-
ulation with real channel parameters from downtown San
Francisco.
2 Problem Setup
Consider a robot traveling along a given trajectory that needs
to get connected to either a remote operator or another robot,
as shown in Fig. 1a. In order for the robot to successfully
connect with the remote operator, the receptions need to sat-
isfy a Quality of Service (QoS) requirement such as a target
Bit Error Rate, which in turn results in a minimum required
received Signal to Noise Ratio, or equivalently a minimum
required channel power, given a fixed transmission power.
We denote this minimum required received channel power
as γth in this paper. This paper then asks the following ques-
tion: What is the distance traveled by the robot along the
path before it gets connected to the remote operator? More
specifically, we are interested in mathematically characteriz-
ing the probability density function (PDF) of this distance,
for a given path, as a function of the underlying channel pa-
rameters, such as path loss, shadowing and multipath fading
)dΓ(
d
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srcθ
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Fig. 1: An example of the considered scenario for (a) a general path
and (b) a straight path.
parameters, as well as the parameters of the path, such as its
curvature.
2.1 Channel Model
In the communication literature, channel power is well mod-
eled as a multi-scale random process with three major dy-
namics: path loss, shadowing andmultipath fading (Rappaport
(1996)). Let Γ(q) represent the received channel power (in
the dB domain) at location q ∈ R2 with the remote op-
erator located at the origin. Γ(q) can then be expressed as
Γ(q) = γPL(q) + ΓSH(q) + ΓMP(q) where γPL(q) = KdB −
10nPL log10 ‖q‖ is the distance-dependent path loss with nPL
representing the path loss exponent, and ΓSH and ΓMP are
randomvariables denoting the impact of shadowing andmul-
tipath respectively (in dB). Themultipath component or small-
scale fading represents fluctuations in the channel power
in the order of a wavelength, while the shadowing com-
ponent or large-scale fading represents fluctuations of the
channel power after the signal is locally averaged over mul-
tipath, thus reflecting the impact of larger objects such as
blocking buildings. ΓSH(q) is best modeled as a Gaussian
random process with an exponential spatial correlation, i.e.,
E {ΓSH(q1)ΓSH(q2)} = σ2SHe−‖q1−q2‖/βSH where σ2SH is the
shadowing power and βSH is the decorrelation distance
(Rappaport (1996)). As for multipath, a number of distri-
butions such as Nakagami, Rician and lognormal have been
found to be a good fit (in the linear domain) (Hashemi (1994);
Rappaport (1996)).
Consider the case where the robot is traveling along a
path. Let d be the distance traveled by the robot along this
path. With a slight abuse of notation, in the rest of the paper
we let Γ(d) represent the channel power when the robot has
traveled distance d along the path, as marked in Fig. 1a. We
thus have Γ(d) = γPL(d) + ΓSH(d) + ΓMP(d).
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3 Characterizing the FPDWithout Considering
Multipath
We start our analysis by ignoring the multipath and only
considering the shadowing and path loss components of the
channel, i.e., we want Γ(d) = γPL(d) + ΓSH(d) to be above
γth. This assumption allows us to better analyze and under-
stand the FPD, and paves the way towards our most general
characterization of the next section, which includes multi-
path as well. Moreover, the analysis also has practical values
of its own, and would be relevant to the case where the robot
is interested in finding a general area of good connectivity
as opposed to a single good spot. In this section, we will
characterize the statistics of the distance traveled until con-
nectivity for this scenario. We begin by analyzing straight
paths in Section 3.1, where we utilize the stochastic differ-
ential equation literature (Gardiner (2009)) in our character-
ization. We then extend our analysis to a more general space
of paths in Section 3.2.
3.1 Straight Paths: Stochastic Differential Equation
Analysis
In this section, we characterize the PDF of the distance trav-
eled until connectivity for straight-line paths. Consider a
robot situated at a distance dsrc from a remote operator or
from another robot to which it needs to be connected, and
moving in the direction specified by the angle θsrc, as shown
in Fig. 1b. The angle θsrc is measured clockwise with respect
to the line segment connecting the remote operator and the
robot, as can be seen in Fig. 1b, and denotes the direction of
travel chosen by the robot.
Γ(d) represents the channel power when the robot is at
distance d along direction θsrc, as marked in Fig. 1b. We thus
have Γ(d) = γPL(d) + ΓSH(d), where
γPL(d) = KdB − 5nPL log10(d2src + d2 − 2dsrcd cos θsrc),
(1)
and ΓSH(d) is a zero mean Gaussian process with the spatial
correlation of E {ΓSH(l)ΓSH(d)} = σ2SHe−(d−l)/βSH ,
with d ≥ l. Note that Γ(d) is also a function of dsrc and
θsrc. We drop Γ(d)’s dependency on them in the notation as
the analysis of the paper is carried out for a fixed dsrc and
θsrc.
As we shall see,ΓSH(d) becomes an Ornstein-Uhlenbeck
process, one of the most studied types of Gauss-Markov pro-
cesses (Ricciardi and Sato (1988); Ricciardi and Sacerdote
(1979), Gardiner (2009); Leblanc and Scaillet (1998)).
Ornstein-Uhlenbeck process appears in many practical sce-
narios, such as Brownian motion, financial stock markets, or
neuronal firing (Ricciardi and Sacerdote (1979);
Leblanc and Scaillet (1998)), and thus has been heavily stud-
ied in the literature. In this paper, we shall utilize this rich
literature (Gardiner (2009); Di Nardo et al. (2001)) to math-
ematically characterize the FPD to connectivity for a mobile
robot.
We begin by summarizing the definitions of a Gaussian
process and a Markov process.
Definition 1 (Gaussian Process) (Dudley (2002)) A stochas-
tic process {X(t) : t ∈ T }, where T is an index set, is
a Gaussian process, if any finite number of samples have a
joint Gaussian distribution, i.e., (X(t1), X(t2), · · · , X(tk))
is a Gaussian random vector for all t1, · · · , tk ∈ T and for
all k.
A Gaussian process is completely specified by its mean func-
tion µ(t) = E[X(t)] and its covariance function C(s, t) =
E {[X(s)− µ(s)][X(t)− µ(t)]}. We use the notationX ∼
GP (µ,C) to denote the underlying process.
Definition 2 (Markov Process) (Papoulis and Pillai (2002))
A processX(t) is Markov if
Pr (X(tn) ≤ xn|X(tn−1), · · · , X(t1)) =
Pr (X(tn) ≤ xn|X(tn−1)) ,
for all n and for all tn ≥ tn−1 ≥ · · · ≥ t1, where Pr(.)
denotes the probability of the argument.
Definition 3 (Gauss-Markov Process) (Mehr and McFadden
(1965)) A stochastic process is Gauss-Markov if it satisfies
the requirements of both a Gaussian process and a Markov
process.
We next state a lemma that shows when a Gaussian pro-
cess is also Markov, which we shall utilize to prove that the
channel shadowing power ΓSH(d) is Gauss-Markov.
Lemma 1 A Gaussian process X ∼ GP(µ,C) is Markov
if and only if C(s, u) = C(s, t)C(t, u)/C(t, t), for all u ≥
t ≥ s.
Proof See Doob (1949) for the proof.
Corollary 1 The channel shadowing power ΓSH(d) and the
channel power Γ(d) are Gauss-Markov processes.
Proof ΓSH ∼ GP(0, CΓSH) is a Gaussian process with zero
mean and covariance CΓSH(s, u) = σ
2
SHe
−(u−s)/βSH . This
covariance function satisfiesCΓSH(s, t)CΓSH(t, u)/CΓSH(t, t) =
σ2SHe
−(u−t)−(t−s)/βSH = CΓSH(s, u), for u ≥ t ≥ s, which
concludes the proof for ΓSH(d) using Lemma 1. The chan-
nel power Γ(d) is the sum of ΓSH(d) and a mean function
(path loss function γPL(d)). Thus, the channel power is also a
Gauss-Markov processwith distributionΓ ∼ GP(γPL, CΓSH).
Remark 1 (see Gardiner (2009)) The Ornstein-Uhlenbeck
process O ∼ GP(0, CO) is a Gauss-Markov process with
the covariance function CO(s, u) = σ
2e−(u−s)/β , where
σ ≥ 0 and β ≥ 0 are constants. Thus, we can see thatΓSH(d)
is an Ornstein-Uhlenbeck process.
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In order to gain more insight into the stochastic pro-
cess Γ(d), we next discuss the transition PDF f(γ, d|η, l) =
∂
∂γPr (Γ(d) < γ|Γ(l) = η), where d ≥ l, as well as the
stochastic differential equation governingΓ(d), both of which
we shall subsequently use in our characterization of the PDF
of the FPD.
3.1.1 The Underlying Stochastic Differential Equation
The transition PDF f(γ, d|η, l) characterizes the distribution
of Γ(d) given Γ(l) = η. This is a normal density character-
ized by a mean and variance of (see 10.5 of Kay (1993))
E [Γ(d)|Γ(l) = η] = γPL(d) + e−(d−l)/βSH(η − γPL(l))
Var [Γ(d)|Γ(l) = η] = σ2SH(1− e−2(d−l)/βSH). (2)
The transition PDF explicitly shows the spatial dependence
of the channel powerΓ(d). As stated in Di Nardo et al. (2001),
f(γ, d|η, l) satisfies the partial differential equation known
as the forward Fokker-Planck equation:1
∂
∂d
f(γ, d|η, l) = − ∂
∂γ
[A(γ, d)f(γ, d|η, l)]
+
1
2
∂2
∂γ2
[Bf(γ, d|η, l)] , (3)
with the associated initial condition of f(γ, l|η, l) = δ(γ −
η), where A(γ, d) = γ′PL(d) − (γ − γPL(d)) /βSH, B =
(2σ2SH)/βSH and γPL(d) is as stated in (1), with its deriva-
tive:
γ′PL(d) = −10nPL log10(e)
d− dsrc cos θsrc
d2src + d
2 − 2dsrcd cos θsrc .
The Fokker-Planck equation shows the evolution of the prob-
ability density f(γ, d|η, l)with the traveled distance d given
Γ(l) = η.
Moreover, as shown in Gardiner (2009), the channel power
Γ(d) can be represented as a stochastic differential equa-
tion:2
dΓ(d) = A(Γ, d)dd +
√
BdW (d), (4)
whereW (d) is the Wiener process andA(γ, d) andB are as
defined before.
Remark 2 In (3) and (4), A(γ, d) and B are known as the
drift and the diffusion components respectively. The drift
A(γ, d) = γ′PL(d) − (γ − γPL(d)) /βSH is a pull towards
the mean, and the diffusion component B = (2σ2SH)/βSH
is a function of the shadowing variance and the decorrela-
tion distance. Then, in an increment ∆d, we can think of
1 The Fokker-Planck equation of Di Nardo et al. (2001) is stated for
a general Gauss-Markov process. Here we adapted it for our specific
Gauss-Markov process Γ(d).
2 Gardiner (2009) provides the stochastic differential equation for
the Ornstein-Uhlenbeck process, from which we can easily obtain (4).
the channel power spatially evolving with a deterministic
rate A(γ, d), in addition to a random Gaussian term with
the variance B∆d.
Next, we utilize our established lemmas to derive the
PDF of the FPD.
3.1.2 First Passage Distance
Consider the random variable Dγ0 = infd≥0{d : Γ(d) ≥
γth|Γ(0) = γ0 < γth}. This denotes the FPD of the process
Γ(d) to the connectivity threshold γth, with the initial value
Γ(0) = γ0 < γth. Further, let g[d|γ0] = ∂∂dPr (Dγ0 < d)
represent the PDF of the FPD. In the following theorem, we
characterize this PDF.
Theorem 1 The PDF of FPD g[d|γ0] satisfies the following
non-singular second-kind Volterra integral equation:
g[d|γ0] = −2Ψ [d|γ0, 0] + 2
∫ d
0
g[l|γ0]Ψ [d|γth, l]dl, (5)
where γ0 < γth and
Ψ [d|η, l] =
{
− 1
2
dγPL(d)
dd
− γth − γPL(d)
2βSH
1 + e−2(d−l)/βSH
1− e−2(d−l)/βSH
+
η − γPL(l)
βSH
e−(d−l)/βSH
1− e−2(d−l)/βSH
}
f(γth, d|η, l).
(6)
Proof The proof is based on the fact that Γ(d) is a Gauss-
Markov process and utilizes the Fokker-Planck equation (3).
The details are then adapted fromTheorem 3.1 of Di Nardo et al.
(2001) to our particular Gauss-Markov process.
Dγ0 represents the FPD for a given initial value ofΓ(0) =
γ0. In many scenarios, we are instead interested in char-
acterizing the FPD for the initial state Γ(0) being a ran-
dom variable bounded from above by γth, i.e., we are inter-
ested in characterizing the FPD when the starting position
is not connected. This is known as the upcrossing FPD in
the general first passage literature (Di Nardo et al. (2001)).
We next extend our analysis to derive the PDF of the up-
crossing FPD. Let the random variable D(ǫ)Γ0 = infd≥0{d :
Γ(d) ≥ γth|Γ(0) < γth − ǫ} denote the ǫ-upcrossing FPD of
Γ(d) to the boundary γth given that the initial state satisfies
Γ(0) < γth − ǫ, where ǫ > 0 is a fixed real number. The
ǫ-upcrossing FPD, D(ǫ)Γ0 , can be characterized as follows:
Pr
(
D(ǫ)Γ0 < d
)
=
∫ γth−ǫ
−∞
Pr (Dγ0 < d) ζǫ(γ0)dγ0,
where Dγ0 is the FPD given the initial value Γ(0) = γ0 <
γth, as defined earlier, and
ζǫ(γ0) =
{
f(γ0,0)
Pr(Γ(0)<γth−ǫ) , γ0 < γth − ǫ
0, γ0 ≥ γth − ǫ
,
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is the PDF of Γ(0)|Γ(0) < γth − ǫ with f(γ, d) denoting
the PDF of Γ(d). Moreover, the ǫ-upcrossing FPD density
g
(ǫ)
u [d] =
∂
∂dP(D(ǫ)Γ0 < d) is similarly related to the FPD
density g[d|γ0] as follows: g(ǫ)u [d] =
∫ γth−ǫ
−∞ g[d|γ0]ζǫ(γ0)dγ0.
Remark 3 Note that we have required ǫ > 0. This is due
to the fact that the mathematical tools we shall utilize are
not well-defined for γ0 = γth. However, ǫ can be chosen
arbitrarily small.
In the following theorem, we derive an expression for
g
(ǫ)
u [d], the PDF of the ǫ-upcrossing FPD.
Theorem 2 The PDF of the ǫ-upcrossing FPD, g
(ǫ)
u [d], sat-
isfies the following non-singular second-kind Volterra inte-
gral equation:
g(ǫ)u [d] = −2Ψ (ǫ)u [d] + 2
∫ d
0
g(ǫ)u [l]Ψ [d|γth, l]dl, (7)
where Ψ [d|η, l] is as defined in (6),
Ψ (ǫ)u [d] =
1
2Pr(Γ(0) < γth − ǫ)
{
−2σ2SH
βSH
e−d/βSHf(γth − ǫ, 0)
×f [γth, d|γth − ǫ, 0] + 1
2
f(γth, d)(1 + Erf[Υǫ(d)])
×
(
−dγPL(d)
dd
− 1
βSH
[γth − γPL(d)]
)}
,
with Erf(z) = 2√
π
∫ z
0 e
−t2dt representing the error func-
tion, and
Υǫ(d) =
γth − ǫ − γPL(0)− e−d/βSH (γth − γPL(d))√
2σ2SH
(
1− e−2d/βSH) .
Proof The proof is obtained by adapting Theorem 5.3 of
Di Nardo et al. (2001) to our particular Gauss-Markov pro-
cess form.
In terms of implementation, the functionsΨ [d|η, l] and Ψ ǫu[d]
in Theorem 1 and Theorem 2 can be easily computed. The
PDF of the FPD (g[d|γ0]) and the PDF of the ǫ-upcrossing
FPD (g
(ǫ)
u [d]) can then be computed from the integral equa-
tions (5) and (7) respectively. In particular, Simpson rule
provides the basis for an efficient iterative algorithm for eval-
uating these integrals (See Section 4 of Di Nardo et al. (2001)).
Remark 4 (Computational complexity) The direct compu-
tation of g
(ǫ)
u [d] involves a high dimension integration, as
we will discuss in Section 4.1. For a discretized path of N
steps, this direct computation would have a computational
cost exponential in N , i.e. O(NMN ) for some constantM .
In contrast, the computation cost of g
(ǫ)
u [d] using Theorem
2 is O(N2). Moreover, Theorem 2 is also an elegant char-
acterization of the ǫ-upcrossing FPD that can be utilized for
analysis and design of robotic operations.
3.2 Approximately-Markovian Paths
In this section, we characterize the space of paths (beyond
straight paths) that results in approximately-Markovian pro-
cesses. As we saw in Section 3.1, the channel shadowing
component along a straight line is a Gauss-Markov process.
This allowed us to characterize the statistics of the distance
to connectivity for a mobile robot traveling along a straight
path. A general non-straight path is not Markovian since the
covariance functionCΓSH(s, u) does not satisfy Lemma 1. In
this section, we characterize the space of paths for which the
channel shadowing power along the path is approximately a
Gauss-Markov process. This allows us to immediately apply
the stochastic differential equation analysis of Section 3.1 to
characterize the statistics of the distance until connectivity
for these paths.
Consider the scenario in Fig. 2 (top), where we have
discretized the path, with ΓSH,−0 denoting the shadowing
power at the current location and ΓSH,−1,ΓSH,−2, · · · indi-
cating the channel shadowing power at previously-visited
points.3 In Section 3.2, we saw that a Gauss-Markov process
satisfies the Fokker-Planck equation of (3), which provides
us with the result of Theorem 2. The Fokker-Planck equation
in turn requires the property that p(γSH,−0|γSH,−1, γSH,−2, · · · ) =
p(γSH,−0|γSH,−1) for its derivation (through the Chapman-
Kolmogorov equation (Gardiner (2009))). Thus, we say a
path is approximately-Markovian, if at every point on the
path, we have that p(γSH,−0|γSH,−1, γSH,−2, · · · ) is close to
p(γSH,−0|γSH,−1). We will characterize this closeness pre-
cisely in Section 3.2.2 using the Kullback-Leibler (KL) di-
vergence metric.
Our key insight is that the approximate Markovian na-
ture is related to the curvature of a path, which is a measure
of howmuch the path curves, i.e., howmuch it deviates from
a straight line. For instance, a straight line has a curvature of
0. Thus, we would expect that paths with small enough cur-
vature would result in approximately-Markovian processes.
We will precisely characterize what we mean by this in Sec-
tion 3.2.4.
We first describe an outline of our approach for charac-
terizing the space of approximately-Markovianpaths. At ev-
ery point on the path, instead of checking for the conditional
distribution given all the past points on the path, which is
cumbersome, we consider all past points on the path within
a certain distance of the current point, i.e., within a ball
centered at the current point. In other words, to check the
approximately-Markovian property, we evaluate
p(γSH,−0|γSH,−1, γSH,−2, · · · , γSH,−n) instead of
p(γSH,−0|γSH,−1, γSH,−2, · · · ). Fig. 2 (top) shows an illus-
tration of this. This makes sense since the shadowing com-
ponent has an exponential correlation function. Thus, if the
3 Note that the discretization step size of the path must be small for
the derivations of Theorem 2 to be valid.
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-0,SHΓ
-1,SHΓ
-2,SHΓ
-3,SHΓ
-4,SHΓ
-n,SHΓ
thd
thd
Fig. 2: (bottom) A ball with radius dth rolling along the path, where
we check for approximate Markovianity within each ball, and (top)
the discretized path and the corresponding channel shadowing power
values within a ball.
radius of the ball is large enough, the points outside of the
ball will have a negligible impact on the estimate at the cen-
ter of the ball. We will characterize this radius in Section
3.2.3. Thus, our strategy is to roll a ball along the path, as
shown in Fig. 2 (bottom), and to check if the approximate
Markovian property holds at each point along the path. We
then characterize two conditions that can ensure that a path
will be approximately-Markovian. The first is that, at any
point on the path, if we travel backward along the path it
should not loop either within the ball or such that it re-enters
the ball. We refer to such looping as dth-looping (dth being
the radius of the ball), and examples of this are shown in
figures 3a and 3b. Equivalently, a path is called dth-loop-
free if there is no dth-looping. The second condition is that
the maximum curvature of the path should be smaller than
a certain bound, which will be characterized later in Sec-
tion 3.2.4. If the dth-loop-free condition is satisfied, then
the only part of the path that lies within the ball would lie
in the shaded region of Fig. 3c, and if the maximum cur-
vature of the path is small enough, then the path will be
approximately-Markovian. We will formulate this precisely
in Section 3.2.4.
We start bymathematically characterizing the dth-looping
condition in detail.
3.2.1 dth-Loop-Free Constraint
We define dth-loop-free paths as paths where neither of the
two following scenarios occurs at any point on the path.
The first is when traveling backward along a path, the path
loops within the ball itself. More precisely, when traveling
backward along the path, let the initial direction of travel be
along the negative x-axis. We say that the path loops within
the ball if at any point (still inside the ball), the direction
of travel has a component along the positive x-axis (e.g.,
Fig. 3a). The second scenario is when the path re-enters the
ball once it leaves it. These two scenarios, which we col-
lectively refer to as dth-looping, are illustrated in figures 3a
and 3b. Such dth-looping behavior can possibly invalidate
the approximate Markovian nature of the path.
We next relate the dth-loop-free condition to the curva-
ture of the path. We first review the precise definition of cur-
vature.
Definition 4 (Curvature) (Kline (1998)) The curvature of a
planar path r(s) = (x(s), y(s)) parameterized by arc-length
is defined as
κ(s) = ‖T ′(s)‖,
where T (s) is the unit tangent vector at s.
When traveling backward along a path, consider the seg-
ment of the path inside the ball, before the path exits the ball.
Let rball refer to this segment, as shown in Fig. 3c. Moreover,
let drball refer to its length. The following lemma character-
izes some important properties of rball.
Lemma 2 For a path with maximum curvature κ and a ball
with radius dth, the path segment rball satisfies the following
properties:
1. rball lies within the shaded region of Fig. 3c where the
boundary of the region corresponds to circular arcs with
curvature κ.
2. If κ < 1/dth, rball cannot loop within the ball (see Fig.
3a for an example of looping within the ball).
3. The length of the segment rball satisfies
drball <
1
κ
sin−1 (κ× dth) .
Proof See Appendix A.1 for the proof.
Then, a sufficient condition for a dth-loop-free path is
given as follows.
Lemma 3 (dth-loop-free path) Consider a planar path
r(s) = (x(s), y(s)) parameterized by arc length, i.e., s de-
notes the arc length. Let κ be the maximum curvature of the
path. The path is dth-loop-free if it satisfies κ < 1/dth and
‖r(s)− r(s− d)‖ > dth,
for d > 1κ sin
−1 (κdth) and for all s.
Proof From Lemma 2, we know that if κ < 1/dth, the path
cannot loop within the ball, preventing the condition of Fig.
3a. Moreover, from Lemma 2, it can easily be confirmed that
‖r(s) − r(s − d)‖ for d > 1κ sin−1 (κdth) is the euclidean
distance from the center to a point on the part of the path
that has left the ball. Thus, if ‖r(s) − r(s − d)‖ > dth, for
d > 1κ sin
−1 (κdth) the path cannot re-enter the ball (i.e.,
scenario of Fig. 3b is not possible).
Statistics of the Distance Traveled until Connectivity for Unmanned Vehicles
thd
(a) (b)
thd
φ
2
φ−pi
κ
1=cR
ballr segment within
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Fig. 3: (a)-(b) Two scenarios of dth-looping: (a) path loops within the ball and (b) path loops back to re-enter the ball. The parts causing the loop
in either scenario is denoted by the dashed red line. (c) A path of maximum curvature κ would lie within the shaded area. A sample such path is
shown.
Remark 5 Any path can be reparameterized by arc length.
Details on this can be found in Eberly (2008).
We next characterize the similarity or dissimilarity be-
tween the true distribution p(γSH,−0|γSH,−1, · · · , γSH,−n) and
its Markov approximation p(γSH,−0|γSH,−1) using the KL
divergence metric. We then utilize this to obtain sufficient
conditions on the ball radius and the curvature of a path for
the approximate Markovian nature to hold.
3.2.2 Approximately-Markovian: KL Divergence metric
Consider a path as shown in Fig. 2 (top). Let ΓSH,−0 be
the channel shadowing power on the current location and
ΓSH,−1, · · · ,ΓSH,−n be the channel shadowing power on the
past n locations along the path. From Section 2.1, we know
that ΓSH,−0, · · · ,ΓSH,−n are jointly Gaussian random vari-
ables. The distribution ofΓSH,−0|ΓSH,−1, · · · ,ΓSH,−n is then
given as N (m,σ2), where
m = ΣT0,1:nΣ
−1
1:nΓSH,−1:n, (8)
σ2 = σ2SH −ΣT0,1:nΣ−11:nΣ0,1:n, (9)
with ΓSH,−1:n = [ΓSH,−1, · · · ,ΓSH,−n]T , Σ0,1:n =
E[ΓSH,−0ΓSH,−1:n] and Σ1:n = E[ΓSH,−1:nΓTSH,−1:n] (see
10.5 of Kay (1993)). Moreover, E[ΓSH,−iΓSH,−j ] =
σ2SHe
−‖qi−qj‖/βSH , where qi ∈ R2 is the location correspond-
ing to ΓSH,−i. Let α = Σ−11:nΣ0,1:n denote the coefficients of
the mean. We then have m = αTΓSH,−1:n = α1ΓSH,−1 +
· · ·+ αnΓSH,−n.
We want to approximate this distributionwith theMarko-
vian distribution ΓSH,−0|ΓSH,−1 ∼ N
(
mˆ, σˆ2
)
where mˆ =
ρΓSH,−1 and σˆ2 = σ2SH(1 − ρ2), with ρ = e−∆d/βSH , and
∆d being the step size of the path. We first characterize the
difference between the means, given as ∆m = m − mˆ =
∆αTΓSH,−1:n, where ∆α = [α1 − ρ, α2, · · · , αn]T . ∆m
is thus a zero-mean Gaussian random variableN (0, σ2∆m),
where
σ2∆m = ∆α
TΣ1:n∆α. (10)
We will compare how close the true distribution and its
approximation are using the KL divergence metric. We first
review the definition of KL divergence.
Definition 5 (KL Divergence) (Cover and Thomas (2012))
The KL divergence between two distributions p(x) and p˜(x)
is defined as
KL =
∫
p(x) loge
p(x)
p˜(x)
dx.
KL divergence is a measure of the distance between two dis-
tributions (Cover and Thomas (2012)). We will utilize this
as a measure of the goodness of the approximation: the smaller
the KL divergence, the better the approximation. The fol-
lowing lemma gives us the expression for this KL diver-
gence.
Lemma 4 The KL divergence between N (m,σ2) and its
approximationN (mˆ, σˆ2) is given as
KL =
σ2∆m
2σˆ2
χ21 +
1
2
(
σ2
σˆ2
− 1− loge
σ2
σˆ2
)
, (11)
where χ21 = (m− mˆ)2/σ2∆m.
Proof See Robert (1996) for the proof.
Since m and mˆ are functions of ΓSH,−1, · · · ,ΓSH,−n, they
are random variables. Thus, χ21 becomes a Chi-squared ran-
dom variable with one degree of freedom since (m− mˆ) ∼
(0, σ2∆m) (Lancaster and Seneta (2005)), and the KL diver-
gence of (11) becomes a random variable. More specifically,
from (11), we know that the KL divergence is a scaled Chi-
squared random variable with an offset term. We use the
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mean mKL and the standard deviation σKL of the KL di-
vergence to capture the deviation of the Markov approxi-
mation from the true distribution. The smaller these values
are, the better the approximation is. In our approach, we set
maximum tolerable values for the mean and the standard de-
viation as ǫm and ǫσ respectively. Then, we say that the dis-
tribution is approximately-Markovian for the parameters ǫm
and ǫσ if we satisfymKL ≤ ǫm and σKL ≤ ǫσ .
We next consider the setting with 3 points in space, as
shown in Fig. 4a, where we have the current point (ΓSH,−0),
the previous point (ΓSH,−1) and a general point in space
(ΓSH,r). We are interested in mathematically characterizing
the impact of ΓSH,r on the estimate at the current point, i.e.,
how good an approximation ΓSH,−0|ΓSH,−1 ∼ N (mˆ, σˆ2) is
for the true distribution ΓSH,−0|ΓSH,−1,ΓSH,r ∼
N (m,σ2). As we shall see, we will utilize this analysis in
such a way that it serves as a good proxy for the general
n point analysis. Specifically, we will utilize it to obtain
bounds on the ball radius as well as on the maximum al-
lowed curvature of a path in Section 3.2.3 and Section 3.2.4
respectively. Let d1 = ‖q0 − q1‖, dr = ‖q0 − qr‖, and
d1r = ‖q1 − qr‖, as shown in Fig. 4a, where qr is the loca-
tion of the general point. Moreover, d1 = ∆d.
The following lemma characterizes the mean and stan-
dard deviation of the KL divergence between the true distri-
bution and its approximation for the 3 point analysis.
Lemma 5 The mean and standard deviation of the KL di-
vergence between the true distributionN (m,σ2) and its ap-
proximation N (mˆ, σˆ2) for the 3 point analysis of Fig. 4a is
given as
mKL = −1
2
loge
(
1− σ
2
∆m
σˆ2
)
,
σKL =
σ2∆m√
2σˆ2
,
where
σ2∆m = σ
2
SH
(
e−dr/βSH − e−(d1+d1r)/βSH)2
1− e−2d1r/βSH .
Proof See Appendix A.2 for the proof.
Any point on the path can belong to three possible re-
gions: 1) the shaded region within the ball of Fig. 3c, 2)
within the ball but outside the shaded region, and 3) out-
side the ball. If the path is dth-loop-free, then no point of
the path lies within region 2 (i.e., within the ball but outside
the shaded region). We next characterize the minimum ball
radius and the maximum allowed curvature of a path such
that the impact of any point (ΓSH,r) in region 1 and 3 on the
estimate at the center of the ball is negligible.
θ
rd
thd
-0,SHΓ
-1,SHΓ
r,SHΓ
1rd
rd
1d
θ
-0,SHΓ-1,SHΓ
r,SHΓ
-0,SHΓ-1,SH
Γ
r,SHΓ
φ∆
φ
1rd
κ
1=cR
1d
(a)
(b) (c)
Fig. 4: 3 points analysis (a) for a general case, (b) for a path with
maximum curvature κ that satisfies κ < 1/dth, and (c) along a path
with a constant curvature.
3.2.3 Ball Radius
We next utilize our analysis to determine the ball radius dth.
We wish to select the minimum dth such that the impact of
any point outside the ball on the approximation is within
the tolerable KL divergence parameters ǫm and ǫσ , i.e., the
KL divergence between the true and the approximating dis-
tribution (in the 3 point analysis) satisfies mKL ≤ ǫm and
σKL ≤ ǫσ .
The following lemma characterizes what the minimum
ball radius dth should be.
Lemma 6 The minimum ball radius dth such that any point
outside the ball satisfies the maximum tolerable KL diver-
gence parameters ǫm and ǫσ for the 3 point analysis, is given
by
dth =
βSH
2
loge
(
ρ2 +
1− ρ2
ǫd
)
,
where ρ = e−∆d/βSH and ǫd = min
{
1− e−2ǫm ,√2ǫσ
}
.
Proof See Appendix A.3 for the proof.
3.2.4 Curvature Constraint
We next utilize the 3 point analysis to determine the maxi-
mum curvature of a path such that it is approximately-
Markovian, i.e., it satisfies the KL divergence constraint
mKL ≤ ǫm and σKL ≤ ǫσ.
Statistics of the Distance Traveled until Connectivity for Unmanned Vehicles
Consider the scenario in Fig. 4b. For a given maximum
curvature κ, any valid point of the path must lie within the
shaded region of the figure, where the boundary corresponds
to circular paths with curvature κ. We wish to find the max-
imum allowed curvature such that the impact of any point
within the shaded region on the approximation is within the
tolerable KL divergence parameters ǫm and ǫσ, i.e., the KL
divergence between the true and the approximating distri-
bution (in the 3 point analysis) satisfies mKL ≤ ǫm and
σKL ≤ ǫσ . The following lemma characterizes this maxi-
mum allowed curvature as the solution of an optimization
problem.
Lemma 7 The maximum allowed curvature κth such that
any past point on the path within the ball of radius dth sat-
isfies the maximum tolerable KL divergence parameters ǫm
and ǫσ for the 3 point analysis, is the solution to the follow-
ing optimization problem:
maximize κ
subject to max
φ:0<φ≤hcons(κ)
hopt(κ, φ) ≤ ǫd
κ < 1/dth,
(12)
where
hopt(κ, φ) =
(
e
− 2κβSH sin(
φ+∆φ
2 ) − ρe− 2κβSH sin(φ2 )
)2
(1 − e− 4κβSH sin(φ2 ))(1 − ρ2)
,
and hcons(κ) = 2 sin
−1(κdth2 ) − ∆φ, ∆φ = 2 sin−1(κ∆d2 ),
ρ = e−∆d/βSH , ǫd = min
{
1− e−2ǫm ,√2ǫσ
}
.
Proof See Appendix A.4 for the proof.
Remark 6 Ideally, we would have preferred to use the KL
divergence between the approximation and the true distribu-
tion where we condition on all the past points on the path
within the ball radius, as opposed to using just the point
with the maximal impact. However, such an analysis does
not lend itself to a neat characterization of the maximum al-
lowed curvature. Through simulations, we have seen that the
3 point analysis, as described in Lemma 7, serves as a good
proxy for the n past points case on a circular path (which
has a maximum curvature everywhere for a given κ). For in-
stance, for parameters κ = 1/15, ∆d = 0.1 and βSH = 5
m, the KL divergence mean and standard deviation when
considering all the past points of the path within the ball
are mKL = 6 × 10−7 and σKL = 9 × 10−7 respectively.
This is comparable to the values mKL = 3 × 10−7 and
σKL = 5 × 10−7 obtained for the 3 point analysis from
Lemma 7.
Finally, we put together all our results to provide suffi-
cient conditions for an approximately-Markovian path.
Lemma 8 (Approximately-Markovian Path) Let r(s) =
(x(s), y(s)) be a path parameterized by its arc length. The
path is approximately-Markovian for given maximum toler-
able KL divergence parameters ǫm and ǫσ for the 3 point
analysis, if it satisfies the following conditions:
1. r(s) is dth-loop-free for ball radius dth (as characterized
by Lemma 3),
2. curvature κ(s) < κth for all s,
where dth and κth are obtained from Lemma 6 and Lemma 7
respectively.
Consider a given path. For a given ǫm and ǫσ, we can
check if the path satisfies the conditions of Lemma 8. If it
does, we can then directly use the results of Section 3.1 to
obtain the PDF of the FPD for the path. Note that even if
the path does not satisfy the conditions, the path may still be
approximately-Markovian as the conditions of Lemma 8 are
sufficient conditions.
4 Characterizing FPD Considering Multipath
The previous section analyzed the FPD to the connectiv-
ity threshold when the multipath component was ignored.
In this section, we show how to derive the FPD density in
the presence of the multipath fading component, and for the
most general channel model of Γ(d) = γPL(d) + ΓSH(d) +
ΓMP(d). We begin by analyzing straight paths in Section 4.1,
where we derive the PDF of the FPD using a recursive for-
mulation. We then extend our analysis to a larger space of
paths in Section 4.2.
4.1 Straight Paths: A Recursive Characterization
We first characterize the PDF of the distance traveled until
connectivity for straight paths. We consider the scenario de-
scribed in Section 3.1, where a robot situated at a distance
dsrc from a remote operator to which it needs to be con-
nected, moves in a straight path in the direction specified
by the angle θsrc, as shown in Fig. 1b. Γ(d) represents the
channel power when the robot is at distance d along direc-
tion θsrc, as marked in Fig. 1b.
Recall that we define connectivity as the event where
Γ(d) ≥ γth. The connectivity requirement is then given as
Γ(d) = γPL(d) + ΓSH(d) + ΓMP(d) ≥ γth, considering
all the channel components. In this case, the approach of
Section 3.1 is not applicable anymore as we no longer deal
with a Markov process. Even if the multipath component
was taken to be a Gauss-Markov process (which could be a
valid model for some environments (Hashemi (1994))), the
resultant channel power would not be Markovian, as can be
verified from Lemma 1. In this section, we assume that the
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robot measures the channel along the chosen straight path
in discrete steps of size ∆d. We assume that∆d is such that
the multipath random variable is uncorrelated at the distance
∆d apart (this is a realistic assumption as multipath decorre-
lates fast (Malmirchegini and Mostofi (2012))). We then in-
dex the channel power and shadowing components accord-
ingly, i.e., let Γk = Γ(k∆d) and ΓSH,k = ΓSH(k∆d). The
probability of failure of connectivity at the end of N steps
(given the initial failure of connectivity) can then be written
as
Pr (Γ1,Γ2, · · · ,ΓN < γth|Γ0 < γth)
=
∫
· · ·
∫
γ1,··· ,γN<γth
p(γ1, · · · , γN |Γ0 < γth)dγ1 · · ·dγN , (13)
where p(γ1, · · · , γN |Γ0 < γth) is the conditional joint den-
sity function of Γ1, · · · ,ΓN . Consider the computation of
this integral, which is an integration in an N dimensional
space. If we discretize the domain of Γk intoM parts, then a
direct computation of the FPD for uptoN steps would have
a computational complexity of O(NMN ), which is infeasi-
ble for high values ofM and N . Instead, we show how this
can be solved efficiently through a recursive integral compu-
tation in O(NM log(M)). In contrast, our previously pro-
posed dynamic programming approach of
Muralidharan and Mostofi (2017b) had a computational com-
plexity of O(N2M2).
As mentioned before, the robot measures the channel in
discrete steps of size∆d. Let dk = k∆d denote the distance
when k steps are taken. Then, it can be shown, using (2),
that the shadowing component is an autoregressive AR(1)
process, the continuous analogue of which is the Ornstein-
Uhlenbeck process (note that the shadowing component is
Markovian):
ΓSH,k+1 = ρΓSH,k + σSH
√
1− ρ2Zk,
where ρ = e−∆d/βSH andZk are i.i.d. with a standard normal
distribution. The conditional random variable ΓSH,k+1|γSH,k
is thus a Gaussian random variable with mean ργSH,k and
variance σ2SH(1− ρ2).
Note that the desired probability of (13) can be expressed
as
Pr (Γ1, · · · ,ΓN < γth|Γ0 < γth) = Pr (Γ0, · · · ,ΓN < γth)
Pr (Γ0 < γth)
.
(14)
We next show how to compute Pr(Γ0,Γ1, · · ·ΓN < γth)
via a recursive characterization. This is inspired in part by
the calculation of orthant probabilities for auto-regressive
sequences in Craig (2008). Define the set of functions Jk,
as follows:
Jk(γSH,k) =
∫ γth−γPL(dk)−γSH,k
γMP,k=−∞
×
∫
· · ·
∫
Sk−1
p(γSH,0, γMP,0, · · · , γSH,k, γMP,k)
× dγSH,0dγMP,0 · · · dγSH,k−1dγMP,k−1dγMP,k
(15)
whereSk−1 = ∩k−1i=0 {γSH,i, γMP,i : γPL(di)+γSH,i+γMP,i <
γth} and p(γSH,0, γMP,0, · · · , γSH,k, γMP,k) is the joint den-
sity of ΓSH,0,ΓMP,0, · · · ,ΓSH,k,ΓMP,k. Note that
Pr (Γ0,Γ1, · · · ,ΓN < γth)
=
∫
· · ·
∫
SN
p(γSH,0, γMP,0, · · · , γSH,N , γMP,N )
× dγSH,0dγMP,0 · · · dγSH,NdγMP,N
=
∫ ∞
γSH,N=−∞
JN (γSH,N )dγSH,N . (16)
In the following lemma we show how to computeJk(γSH,k)
recursively.
Lemma 9 The functions Jk, for k = 1, · · · , N , of (15) can
be computed by the recursion:
Jk+1(γSH,k+1) = FMP(γth − γPL(dk+1)− γSH,k+1)
× 1
ρ
∫ ∞
u=−∞
ϕ
(
γSH,k+1 − u
σSH
√
1− ρ
)
Jk(u
ρ
)du,
initialized with
J0(γSH,0) = FMP(γth − γPL(0)− γSH,0)ϕ
(
γSH,0
σSH
)
,
where FMP(.) is the CDF of the multipath random variable
ΓMP and ϕ(.) is the standard Gaussian density function.
Proof It can be seen that this clearly holds for k = 0:
J0(γSH,0) =
∫ γth−γPL(d0)−γSH,0
γMP,k=−∞
p(γSH,0, γMP,0)dγMP,0
= FMP(γth − γPL(0)− γSH,0)ϕ
(
γSH,0
σSH
)
.
Next, Jk+1(γSH,k+1) can be expanded as
Jk+1(γSH,k+1)
=
∫ γth,MP,k+1
−∞
∫
· · ·
∫
Sk
p(γSH,0, γMP,0, · · · , γSH,k+1, γMP,k+1)
× dγSH,0dγMP,0 · · ·dγSH,kdγMP,kdγMP,k+1
=
∫ γth,MP,k+1
−∞
p(γMP,k+1)dγMP,k+1
∫ ∞
−∞
p(γSH,k+1|γSH,k)
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×
∫ γth,MP,k
−∞
∫
· · ·
∫
Sk−1
p(γSH,0, γMP,0, · · · , γSH,k, γMP,k)
× dγSH,0dγMP,0 · · ·dγSH,k−1dγMP,k−1dγMP,k
= FMP(γth,MP,k+1)
×
∫ ∞
−∞
ϕ
(
γSH,k+1 − ργSH,k
σSH
√
1− ρ
)
Jk(γSH,k)dγSH,k
=
FMP(γth,MP,k+1)
ρ
∫ ∞
u=−∞
ϕ
(
γSH,k+1 − u
σSH
√
1− ρ
)
Jk(u
ρ
)du,
where γth,MP,k = γth − γPL(d)− γSH,k.
Remark 7 Note that the recursive integral in Lemma 9 is in
the form of a convolution. This can be computed efficiently
using the Fast Fourier transform.
Using Lemma 9, we can computePr (Γ0,Γ1, · · · ,ΓN < γth)
as shown in (16), which in turn is used to compute
Pr (Γ1, · · ·ΓN < γth|Γ0 < γth) via (14).
Next, we use this result to calculate the FPD probabil-
ity. Let K = mink=1,2,··· {k : Γk ≥ γth,Γ0 < γth} be the
random variable which denotes the upcrossing first passage
step to connectivity given that Γ0 is restricted to lie below
γth. Then,
Pr(K = k) = Pr (Γ1, · · ·Γk−1 < γth,Γk ≥ γth|Γ0 < γth)
= Pr (Γ1, · · ·Γk−1 < γth|Γ0 < γth)
− Pr (Γ1, · · ·Γk < γth|Γ0 < γth) ,
where both terms on the right hand side can be obtained
from our recursive characterization using Lemma 9.
4.2 Approximately-Markovian Paths
In this section, we characterize the space of paths (beyond
straight paths) for which we can characterize the statistics of
the distance traveled until connectivity. As we saw in Sec-
tion 4.1, the recursive characterization of Lemma 9 depends
on the channel shadowing power being a Markov process.
Specifically, the proof of Lemma 9 requires that
p(γSH,−0|γSH,−1, γSH,−2, · · · ) = p(γSH,−0|γSH,−1), where
ΓSH,−0 is the shadowing power at the current location and
ΓSH,−1,ΓSH,−2, · · · are the channel shadowing power at pre-
viously visited points, as shown in Fig. 2 (top). We can then
directly use the tools and strategies developed in Section 3.2
to characterize the space of paths that are approximately-
Markovian.We then obtain the statistics of the FPD for these
paths using Lemma 9.
Remark 8 (Computational complexity) A natural question
that arises is: why not use the results of Section 4.1 to tackle
the case without considering multipath of Section 3.1? We
next address this. As discussed in Section 4.1, the computa-
tion cost of Lemma 9 for upto N steps is O(NM log(M)).
In contrast, the computational cost of Theorem 2 for the case
without considering multipath, for upto N steps, is O(N2).
Since M >> N , the stochastic differential equation ap-
proach is more computationally efficient. Moreover, the char-
acterization of the ǫ-upcrossing FPD of Section 3.1 can be
used for analytical purposes.
5 Numerical Results based on Real Channel Data
In this section, we validate the derivations of Sections 3 and
4 in a simulation environment with real channel parameters.
We also highlight interesting trends of the FPD statistics as a
function of the channel parameters. The channel is generated
using the channel model described in Section 2.1, with pa-
rameters obtained from real channel measurements in down-
town San Francisco (Smith and Cox (2004)): nPL = 4.2,
σ2SH = 8.41 and βSH = 12.92 m. We impose a minimum
required received SNR of 20 dB, the noise power is taken to
be a realistic −100 dBmW, and the transmit power is taken
to be 30 dBmW, which results in a channel power connec-
tivity threshold of γth = −110 dB. We furthermore take the
upcrossing FDP constant to be ǫ = 0.1 in the simulation
results.
We consider a discretization step size of ∆d = 0.03 m.
Let the maximum tolerable KL divergence parameters be
ǫm = 0.001 and ǫσ = 0.001. Then, the ball radius dth = 9.5
m and the maximum allowed curvature κth = 1.04 satisfy
Lemma 6 and Lemma 7 respectively. We will demonstrate
the efficacy of our proposed approaches through two differ-
ent paths that satisfy these constraints and are thus
approximately-Markovian:1) an archimedian spiral with equa-
tion rd = 11+5e
θ, and 2) a logarithmic spiral with equation
rd = 11e
0.5θ, where both equations are in polar coordinates
(rd, θ). Figures 5a and 5b show the path and the curvature
along the path of the archimedian spiral respectively, while
figures 5g and 5h show the path and the curvature along the
path of the logarithmic spiral respectively. The remote sta-
tion is located at the origin as denoted in figures 5a and 5g.
5.1 Results Without Considering Multipath
We first consider the case without multipath. Figures 5c and
5d show the PDF and CDF respectively of the upcrossing
FPD for the archimedian path. Figures 5i and 5j show the
PDF and CDF respectively of the upcrossing FPD for the
logarithmic path. We can see that, for both paths, our theo-
retical derivationsmatch the true statistics obtained viaMonte
Carlo simulations very well.
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Fig. 5: (a)-(f): (a) Archimedian spiral as the path of the robot, (b) curvature along the archimedian spiral, (c) PDF and (d) CDF of upcrossing
FPD without considering multipath, (e) PDF and (f) CDF of upcrossing FPD when including multipath.
(g)-(l): (g) Logarithmic spiral as the path of the robot, (h) curvature along the logarithmic spiral, (i) PDF and (j) CDF of upcrossing FPD without
considering multipath, (k) PDF and (l) CDF of upcrossing FPD when including multipath.
5.2 Results When Including Multipath
Next, consider the case where multipath of the environment
can not be neglected. We then simulate the multipath fading
as an uncorrelated Rician random variable. Rician distribu-
tion is a common distribution for characterizing multipath
(Rappaport (1996)) and is given by
fric(z) = (1 +Kric)e
−Kric−(1+Kric)zI0
(
2
√
zKric(1 +Kric)
)
,
where I0(.) is the modified 0
th order Bessel function and the
parameter Kric is the ratio of the power in the line of sight
component to the power in the non-line of sight components
of the channel. We use the rician parameter Kric = 1.59,
which we obtain from the real channel measurements in
downtown San Francisco. We further assume that the mul-
tipath component gets uncorrelated at our discretization in-
terval of 0.03 m, which is a reasonable assumption in many
cases (Malmirchegini and Mostofi (2012)).
Figures 5e and 5f show the PDF and CDF respectively
of the upcrossing FPD for the archimedian path. Figures 5k
and 5l show the PDF and CDF respectively of the upcrossing
FPD for the logarithmic path. The histogram obtained via
Monte Carlo simulations is also plotted for comparison. It
can be seen that in the case of both paths our derivations
match the true statistics very well.
Finally, different environments will have different un-
derlying channel parameters. Thus, we next consider the im-
pact of the underlying channel parameters on the FPD. Fig-
ures 6a and 6b show the expected distance traveled as a func-
tion of the shadowing decorrelation distance (βSH) and the
shadowing variance (σ2SH) respectively when dsrc = 550 m
and θsrc = 0 rad, along a straight path. Increasing the shad-
owing power directly increases the spatial variance of the
channel power. Thus, with a higher probability, Γ(d) stum-
bles upon the connectivity threshold earlier, resulting in a
smaller FPD, as can be seen. An increase in the decorrela-
tion distance, on the other hand, implies a greater spatial cor-
relation of the channel power and decreases the spatial vari-
ation. Thus, we observe that the expected traveled distance
increases when increasing the decorrelation distance. Figure
6c shows the expected distance until connectivity as a func-
tion of Kric of multipath. For large values of Kric, the line
of sight component dominates and results in a more deter-
ministic multipath term. DecreasingKric, on the other hand,
results in an increase in the variance of the multipath com-
Statistics of the Distance Traveled until Connectivity for Unmanned Vehicles
(a) (b)
(c)
Fig. 6: Expected distance until connectivity (with multipath) as a
function of the (a) shadowing power, (b) shadowing decorrelation dis-
tance and (c) rician parameter Kric, for the case of a straight path with
dsrc = 550 m and θsrc = 0 rad.
ponent, thus increasing the randomness of the channel. Thus
asKric decreases, Γ(d) would cross the connectivity thresh-
old earlier with a higher probability (due to the increase in
channel randomness), resulting in a smaller expected dis-
tance traveled.
6 Conclusions
In this paper, we considered the scenario of a robot that
seeks to get connected to another robot or a remote oper-
ator, as it moves along a path. We started by mathemati-
cally characterizing the PDF of the distance traveled until
connectivity along straight paths, using a stochastic differ-
ential equation analysis when multipath can be ignored, and
a recursive characterization for the case of multipath. We
then developed a theoretical characterization of a more gen-
eral space of paths, based on properties of the path such
as its curvature, for which we can theoretically characterize
the PDF of the FPD. Our characterizations not only enable
new theoretical analysis but also allow for an efficient low-
complexity implementation. Finally, we confirmed our theo-
retical results with simulations with real channel parameters
from downtown San Francisco, and highlighted interesting
trends of the FPD.
A Appendix
A.1 Proof of Lemma 2
Proof Let r(s) = (x(s), y(s)) be the equation of the path parameter-
ized by arc length. Since the path is parameterized by arc length, we
have
‖r′(s)‖2 = |x′(s)|2 + |y′(s)|2 = 1. (17)
Moreover, we have the curvature constraint
‖r′′(s)‖2 = |x′′(s)|2 + |y′′(s)|2 ≤ κ2. (18)
Let s0 denote the current point, i.e., the center of the ball. Without loss
of generality, let (x(s0), y(s0)) = (0, 0) and let the tangent at s0 be
parallel to the x-axis, i.e., x′(s0) = −1, y′(s0) = 0, as shown in Fig.
3c.
We first prove that no point of rball can lie outside the shaded re-
gion of Fig. 3c. Note that the shaded region has a boundary on the left
corresponding to x = −dth, and the two other boundaries correspond
to circular arcs with curvature κ. Let us consider traveling backward
along the path. For a given distance dx traveled along the negative
x-axis (i.e., x(s) = −dx), the path which maximizes the distance
traveled along the y-axis |y(s)|, is the one that minimizes the x-axis
velocity |x′(s)| and maximizes the y-axis velocity |y′(s)| the most.
This corresponds to the circular path (Rc cos(s/Rc), Rc sin(s/Rc))
with constant curvature κ. Thus, for any path satisfying (17) and (18),
the y-axis coordinate is bounded above and below by the circular arc.
This implies that the segment rball lies within the shaded region.
We next show that if κ < 1/dth, then rball cannot loop within the
ball. Note that, by definition, rball loops within the ball if x′(s) > 0
for some point on the path within the shaded region. The circular path
with curvature κ is the path that maximizes x′(s). From Fig. 3c, we
can see that if κ = 1/dth, then x′(s) = 0 at x(s) = −dth for the
circular path. Thus, if κ < 1/dth, we have x′(s) > 0 for any point of
the path within the shaded region.
Finally, we determine the bound on the length of rball. If we travel
a distance of dth along the negative x-axis, then we are guaranteed to
have exit the ball. The path that maximizes its length before covering
dth along the negative x-axis, would be the one that reduces the x-axis
velocity |x′(s)| the most. This maximal length path corresponds to the
circular path with constant curvature κ. Any other path satisfying (17)
and (18) would exit the shaded region before this circular path, i.e., the
length of the segment of any path would be less that the length of this
circular arc. The length of this circular arc can be found from the ge-
ometry of the figure. The chord length can be seen to be 2Rc sin(φ/2)
where Rc = 1/κ. Moreover, we have cos(φ/2) =
dth
2Rc sin(φ/2)
which implies that φ = sin−1
(
dth
Rc
)
. This gives us the arc length as
2πRc × φ2π = Rc sin−1
(
dth
Rc
)
= 1
κ
sin−1 (κdth).
A.2 Proof of Lemma 5
Proof Using (8), we can show thatm = α1ΓSH,−1+αrΓSH,r where
α1 =
e−d1/βSH − e−(d1r+dr)/βSH
1− e−2d1r/βSH ,
αr =
e−dr/βSH − e−(d1+d1r)/βSH
1− e−2d1r/βSH .
Then, the difference inmean∆m = m−mˆ is distributed asN (0, σ2∆m),
where using (10) we have
σ2∆m = σ
2
SH
(
e−dr/βSH − e−(d1+d1r)/βSH)2
1− e−2d1r/βSH .
Moreover, using (9) we can calculate
σ2
σ2SH
= 1− e
−2d1/βSH + e−2dr/βSH − 2e−(d1+dr+d1r)/βSH
1− e−2d1r/βSH .
Arjun Muralidharan, Yasamin Mostofi
The difference in variance ∆σ2 = σ2 − σˆ2 can be calculated as
∆σ2 = −σ2SH
(
e−dr/βSH − e−(d1+d1r)/βSH)2
1 − e−2d1r/βSH
= −σ2∆m.
From (11), we then have
KL =
σ2∆m
2σˆ2
χ21 +
1
2
(
−|∆σ
2|
σˆ2
− loge
(
1 − |∆σ
2|
σˆ2
))
.
Since E[χ21] = 1 and Var[χ
2
1] = 2, we can calculate the meanmKL
and the standard deviation σKL to be as stated in the lemma.
A.3 Proof of Lemma 6
Proof Consider all possible locations of the general point (see Fig. 4a)
at a fixed distance dr. From the geometry of Fig. 4a, we can see that
d1r =
√
d21 + d
2
r − 2d1dr cos θ. Varying θ, results in varying d1r
which can take values in [dr − d1, dr + d1]. From Lemma 5, we
can see that the θ that has a maximum impact on the KL divergence
is the one that would minimize mKL and σKL. This would occur
when we maximize σ2∆m = σ
2
SHe
−dr/βSH (1−e
−(z−zl))2
1−e−2z
where z =
d1r/βSH and zl = (dr − d1)/βSH . We wish to maximize h(z) =
(1−e−(z−zl))2
1−e−2z
. Taking it’s derivative gives us
d
dz
h(z) =
2(1− e−(z−zl))
(1− e−2z)2 (e
−(z−zl) − e−2z).
Then d
dz
h(z) > 0 if z > −zl, which is true as long as dr > d1.
Thus, maximizing σ2∆m occurs at θ = π where d1r takes its
maximum value of d1 + dr . Setting θ = π gives us
σ2∆m = σ
2
SH
(
e−dr/βSH − e−(2d1+dr)/βSH)2
1− e−2(d1+dr)/βSH .
From Lemma 5, we can see that satisfying the KL divergence pa-
rameters implies that
σ2
∆m
σˆ2
≤ 1 − e−2ǫm , and σ
2
∆m
σˆ2
≤ √2ǫσ . Let
ǫd = min
{
1− e−2ǫm ,√2ǫσ
}
. Thus, we obtain the constraint
e−2dr/βSH(1− ρ2)2
(1− ρ2e−2dr/βSH)(1− ρ2) ≤ ǫd,
which in turn gives us the constraint
dr ≥ βSH
2
loge
(
ρ2 +
1 − ρ2
ǫd
)
.
A.4 Proof of Lemma 7
Proof Consider the scenario of Fig. 4b where d1 = ∆d. We will
choose the location of the general point (ΓSH,r), which lies within the
shaded region, such that it maximizes the impact (in terms of the KL
divergence) on the approximation. From Lemma 5, we can see that
the point that has a maximum impact on the KL divergence is the one
that would maximize σ2∆m. From the proof of Lemma 6, we know
that for a fixed dr and varying θ, the maximum value of σ2∆m oc-
curs at the maximum value of d1r. This occurs at the boundary of the
shaded region, i.e., at a point on the circular arc. Since this holds for
all d1 < dr ≤ dth, we know that the point that maximizes σ2∆m lies
on the circular path with constant curvature κ.
We thus consider the setting in Fig. 4c with a fixed curvature κ.
From the geometry of the figure, we have the following relations: d1 =
2Rc sin
(
∆φ
2
)
, d1r = 2Rc sin
(
φ
2
)
and dr = 2Rc sin
(
φ+∆φ
2
)
.
Since d1 = ∆d, we have ∆φ = 2 sin−1(κ∆d/2). From Lemma 3,
we have the constraint that κ < 1/dth. This guarantees that the path
will leave the ball. Moreover, from the geometry of the figure, we can
see that this will occur at the angle φ such that dr = 2Rc sin
(
φ+∆φ
2
)
=
dth. This occurs at φ = hcons(κ) = 2 sin−1(
κdth
2
)−∆φ.
From Lemma 5, we can see that satisfying the KL divergence pa-
rameters implies that
σ2
∆m
σˆ2
≤ 1 − e−2ǫm , and σ
2
∆m
σˆ2
≤ √2ǫσ . Let
ǫd = min
{
1− e−2ǫm ,√2ǫσ
}
. Thus, the point on the path that
maximizes the KL divergence occurs at the angle
arg max
0<φ≤hcons(κ)
hopt(κ, φ),
where
hopt(κ, φ) =
σ2∆m
σˆ2
=
(
e
− 2
κβSH
sin( φ+∆φ
2
) − ρe−
2
κβSH
sin( φ
2
)
)2
(1− e−
4
κβSH
sin( φ
2
)
)(1− ρ2)
.
We wish to find the maximum curvature κ, such that this maximum
impact still satisfies the KL divergence parameters, i.e.,
max
0<φ≤hcons(κ)
hopt(κ, φ) ≤ ǫd.
This results in the optimization problem stated in the lemma.
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