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Abstract. The HL-LHC and the corresponding detector upgrades for the CMS
experiment will present extreme challenges for the full simulation. In particular,
increased precision in models of physics processes may be required for accurate
reproduction of particle shower measurements from the upcoming High Granu-
larity Calorimeter. The CPU performance impacts of several proposed physics
models will be discussed. There are several ongoing research and development
efforts to make efficient use of new computing architectures and high perfor-
mance computing systems for simulation. The integration of these new R&D
products in the CMS software framework and corresponding CPU performance
improvements will be presented.
1 Introduction
The high luminosity LHC upgrade (HL-LHC) will increase the instantaneous luminosity for
proton-proton collisions to 5–7.5× 1034 cm−2 s−1, at least a factor of 5 greater than the design
luminosity of the LHC. This upgrade will produce an order of magnitude more data over the
lifetime of the collider, but it will also produce more radiation and more simultaneous inter-
actions per bunch crossing, or pileup. The CMS detector will be correspondingly upgraded
to cope with these extreme conditions and to maintain its high data quality and strong physics
performance. In particular, the endcap calorimeter system will be replaced with an integrated
high granularity calorimeter (HGCal) [1].
The HL-LHC upgrade and associated detector upgrades have significant implications for
the software and computing systems in CMS. In 2016, at the start of Run 2 of the LHC, the
detector simulation step in the CMS software (CMSSW) chain consumed roughly 40% of the
total CPU usage [2]. The full detector simulation uses the Geant4 software [3–5]. The other
steps, including event generation, digitization (electronics simulation), reconstruction, and
analysis, consumed 45% of the total CPU usage, with the plurality belonging to reconstruc-
tion. However, the different steps will scale in different ways in the HL-LHC era. All steps
will need to process more simulated events in order to produce samples of appropriate sizes
to compare to the large HL-LHC datasets. However, the CPU usage in the reconstruction
step is expected to scale at least linearly with pileup, and in addition, reconstruction algo-
rithms are expected to become more complex for the future LHC runs. Therefore, we expect
reconstruction to consume a larger fraction of the available CPU in Run 4, compared to Run
2 [6].
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While the detector simulation CPU usage will not scale with pileup, the HGCal detector
upgrade presents several challenges, which are described in Section 2. The detector simula-
tion will need to overcome these challenges while using a smaller fraction of CPU time in
Run 4, because of the larger fraction needed for reconstruction. An overview of the ongoing
R&D to address these needs is presented in Section 3. The technical details of how these
R&D products are integrated in CMSSW are given in Section 4, while Section 5 shows the
performance results from the integration.
2 Challenges
The HGCal geometry is significantly more complicated than the calorimeters that are cur-
rently part of the CMS detector. HGCal will have approximately 6 million channels [1],
compared to the 91,000 channels in the Run 3 electromagnetic and hadronic calorimeters
(ECAL and HCAL) [7, 8]. The increase in complexity is reflected in the simulated geometry
for HGCal, which contains ten times more volumes than the present detector geometry. By
itself, this causes the simulation to take 40–60% longer [2].
However, the HGCal does not just impact the simulated geometry. The complexity of the
calorimeter enables measurements of particle showers with unprecedented precision. There-
fore, the precision of the simulation must also increase. Geant4 simulates particle interac-
tions using various models with different kinematic or geometric regions of validity; these
models are grouped together to form “physics lists”. CMS currently uses a modified physics
list called ftfp_bert_emm, which uses a simplified multiple scattering model in most detec-
tor regions, except for HCAL and HGCal. This modification reduces the CPU usage of the
simulation by 15%, compared to the default ftfp_bert physics list.
A new, prototype physics list ftfp_bert_emn is developed to test the impact of increased
precision on the simulation. This list includes the Goudsmit-Saunderson model for e+e−
multiple scattering below 100 MeV, a new angular generator for bremsstrahlung, and a more
accurate Compton scattering model. The new physics list is compared to the existing CMS
physics list in Fig. 1, using the latest available version of Geant4 and two different processes,
minimum bias and tt. A range of values is given for the Run 4 result based on different up-
graded detector geometry configurations. It can be seen that the detector simulation takes 2–3
times longer when the new, more precise physics list is used with HGCal. The measurements
in this section were performed with recent CMSSW releases [9], specifically the 9 and 10
series, which have similar performance.
Run 2 Run 4 (range)
Minimum Bias FTFP_BERT_EMM 1.00 1.18 1.24
(10.5.ref08) FTFP_BERT_EMN 1.06 2.01 2.15
ttbar FTFP_BERT_EMM 1.00 1.64 1.75
(10.5.ref08) FTFP_BERT_EMN 1.14 2.97 3.25
Figure 1. Detector simulation CPU usage for two different processes, minimum bias and tt, comparing
two different physics lists and the Run 2 and Run 4 CMS geometries. The value for each entry is
normalized to the Run 2 ftfp_bert_emm value for the corresponding process.
3 Research and development
The CMS collaboration constantly tests technical improvements and physics-preserving ap-
proximations to improve the CPU performance of the detector simulation. This ongoing
effort has produced impressive results, increasing the performance of the simulation by a
factor of 4–6 compared to the default Geant4 settings [10]. The major contributions to this
improvement include the Russian roulette algorithm [11], the use of shower libraries in the
forward region, and the implementation of specific production cuts and physics models for
different detector regions. The inclusion of new R&D products is also important, such as Vec-
Geom [12, 13], which brings a 7–14% improvement. However, the HL-LHC era will bring
significant demands for the simulation, as indicated in Section 2. New approaches are needed
to improve the software to the point that it can run the detailed HGCal detector simulation in
a smaller fraction of the experiment’s total CPU.
One promising new approach is the GeantV vectorized transport engine. GeantV is
a prototype that performs the same operations as Geant4—geometry navigation, magnetic
field propagation, particle interactions with materials via physics lists— with a completely
rewritten code base. The initial goal of the GeantV R&D project was to make better usage
of modern CPU registers by improving data locality. It includes track-level parallelism, with
similar tracks from multiple events grouped into baskets and processed simultaneously. This
allows the exploitation of single instruction, multiple data (SIMD) vectorization. The soft-
ware is built on abstraction libraries that automatically produce efficient code for different
CPU instruction sets and even new, heterogenous computing architectures. These libraries
include VecCore [14], VecMath [15], and the aforementioned VecGeom.
After several years of development and testing, standalone tests of GeantV find that it is
a factor of 2.0 ± 0.5 faster than similar Geant4 configurations [16]. The primary source of
this CPU performance improvement is found to be reduced instruction cache misses, while
vectorization and other data locality benefits have minor effects. The new, modern source
code produces a smaller compiled library that fits more easily into CPU caches. Correspond-
ingly, the improvement factor depends strongly on the size of the CPU cache; CPUs with
smaller caches see a larger improvement with GeantV. The use of vectorization improves
the simulation performance by 15–30%, depending on the instruction set used, and with the
caveat that the majority of operations in the software have not yet been vectorized. Consider-
ing just the electromagnetic physics operations, a factor of 1.5–4 using AVX2 instructions on
Haswell or Skylake chips is achieved via vectorization. However, the impact of this improve-
ment on the overall simulation time is limited by the presence of numerous other components,
some of which are not vectorized. In addition, the scheduling operations needed to organize
the basketization of tracks have significant overhead. Nevertheless, improving the CPU us-
age of the detector simulation by even a small integer factor could significantly ameliorate
the challenges of the HL-LHC era.
4 Integration of new technologies
In this section, the technical details of the effort to integrate GeantV in CMSSW are pre-
sented. This effort has several goals:
1. to engage in co-development between the GeantV developers and the experiment soft-
ware developers, in order to prevent any divergences or incompatibilities;
2. to measure any potential CPU penalties from running GeantV in the full experiment
software framework, as opposed to standalone tests;
3. to estimate the human cost for the experiment to adapt to new interfaces when consid-
ering migration to new, backward-incompatible tools.
The resulting code is publicly available in Ref. [17]. Physics events can be generated in
CMSSW in the HepMC format [18, 19] and converted to the GeantV native format. The
CMS detector geometry is built natively in CMSSW and passed to the GeantV engine using
the ROOT TGeo library [20, 21]. The scoring code for ECAL and HCAL, which converts
Geant step information into simulated detector hits, has been adapted to the GeantV inter-
faces. These detector hits are produced in the CMSSW format and therefore are immediately
suitable for use in downstream steps, such as digitization. Currently, a constant magnetic field
with B = 3.8 T is used, along with a physics lists that only includes models of electromagnetic
processes; these limitations reflect what is available in GeantV.
CMSSW uses its ExternalWork feature to run GeantV. ExternalWork enables asyn-
chronous, non-blocking, task-based multithreaded processing; this is a key detail of the im-
plementation. GeantV processes multiple events in parallel, mixing the tracks from those
events in different threads. If an event is loaded in one thread, its last track may finish pro-
cessing in a different thread. Therefore, sending the generator-level event to be processed in
GeantV must be a different task than receiving the simulated hits when GeantV is finished
processing the event, and such a workflow is enabled by ExternalWork.
The mixing of tracks from different events across different threads also complicates the
adaptation of the scoring code. In multithreaded usage of Geant4, each event is processed
in a separate thread, so only one instance of the scoring class object per thread is needed. In
GeantV, each scoring class must be duplicated per thread and per event stream, in order to
avoid significant code changes that would be needed to support multiple threads modifying
the same object simultaneously. This approach incurs some additional memory overhead
from duplicated class members, but this can be minimized by identifying members that are
not modified during event processing and sharing them between instances. When an event is
finished processing, its simulated hits are thus spread across multiple scoring class objects,
and must be aggregated. GeantV supports this aggregation using its TaskData interface. The
merged output is copied to a cache attached to the event object, which is also accessible to
CMSSW.
There is an additional challenge in adapting the scoring code to work with GeantV. The
total scoring code in CMSSW comprises roughly 10,000 lines of code, and it relies on Geant4
interfaces. The interfaces in GeantV are completely different from Geant4, but the exper-
iment lacks the personpower to rewrite and validate such a large amount of complicated
and delicate code. To solve this problem, the scoring classes are modified to become class
templates, with the template parameter taken to be a traits class that provides wrappers to
unify the disparate interfaces. The scoring code then only calls accessors from the wrap-
pers, which store pointers to the underlying Geant4 or GeantV objects. This avoids any
copying, branching, or virtual table calls, minimizing overhead to preserve the computing
performance. Wrappers are written for the run, event, step, and volume classes, providing a
path to integration that preserves the existing scoring code and clearly shows the correspon-
dence between Geant4 and GeantV operations. Thus, the exact same scoring code is used
for both Geant4 and GeantV.
5 Results
In order to test the computing performance of GeantV in CMSSW and compare it to Geant4,
it must first be established that the two simulation engines perform similar operations when
given the same input. This is demonstrated by running both detector simulation packages
with the exact same generated events: single electrons with E = 50 GeV and random η and
φ directions. The constant magnetic field is enabled and multiple threads are used to process
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Figure 2. The distributions of deposited energy and time for each simulated hit in the ECAL barrel,
comparing Geant4 and GeantV. The hits originate from a simulation of single electrons with E =
50 GeV and random η and φ directions.
the events. Figure 2 shows the results in the ECAL barrel, which confirm that the energy,
time, and number of hits agree within 5% between Geant4 and GeantV.
The computing performance tests use the latest version of GeantV [22] with vectorized
multiple scattering and magnetic field propagation enabled. The generated sample comprises
500 events with two electrons, each having E = 50 GeV and random η and φ directions.
These generated events are copied and concatenated multiple times for the multithreaded
tests, so that each thread processes the same events on average. Accordingly, the number of
events processed per thread is kept constant in the tests, and any unused threads are kept busy
to prevent any changes in allowed clock speed based on the CPU load. The ROOT file output
is disabled, as those operations are not thread-safe and therefore decrease the performance
artificially. The Run 2 geometry of the CMS detector is used in the simulation, with the
adapted calorimeter scoring code enabled. The dedicated test machine has an Intel R© Xeon R©
CPU E5-2683 v3 with a 2.00 GHz clock speed, 35840 KB cache, 28 cores, and support for
sse4.2 instructions.
To characterize the performance results in the full CMSSW framework, the standalone
GeantV tests with the CMS geometry are run using a single thread, with the same settings as
above and on the same dedicated machine. These tests show that the standalone GeantV is 1.6
times faster than Geant4. The CMSSW test actually achieves a larger improvement factor of
1.7, as shown in Fig. 3 using the event throughput calculated from the wall time measurement.
However, when multiple threads are used, the improvement factor drops to 1.3, indicating that
GeantV does not scale as well as Geant4. This can also be seen in Fig. 3 from the relative
throughput factor computed as the ratio of the throughput for N threads to the throughput
for 1 thread. These tests also compare an alternative GeantV mode in which tracks are not
basketized, but instead processed serially just as in Geant4. The performance of this single
track mode is equivalent to the basketized mode, indicating that the gains from vectorization
are negated by the overhead from basketization. Figure 4 shows the RSS memory usage,
which grows linearly with the number of threads, as expected. GeantV uses more memory
than Geant4, also as expected.
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Figure 3. Top left: throughput in events per second for Geant4 and GeantV, versus the number of
threads. Top right: the ratio of GeantV to Geant4 throughput, versus the number of threads. Bottom:
The relative throughput for multiple threads compared to a single thread for Geant4 and GeantV. In all
plots, the item “GVst” indicates GeantV in single-track mode, as explained in the text.
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Figure 4. Left: RSS memory in MB for Geant4 and GeantV, versus the number of threads. Right: the
ratio of GeantV to Geant4 RSS memory, versus the number of threads. In all plots, the item “GVst”
indicates GeantV in single-track mode, as explained in the text.
6 Conclusions
The CMS detector simulation for the HL-LHC upgrades may be 2–3 times slower than the
Run 2 simulation. This increase in CPU usage is primarily driven by the High Granularity
Calorimeter upgrade, which has a more complex geometry and requires more precise physics
models. Ongoing efforts to improve the CPU performance the simulation have been fruitful,
but more involved research and development is needed to meet the challenges posed by the
HL-LHC.
The effort to integrate the GeantV vectorized transport engine in the CMS software suc-
cessfully addressed all goals. Co-development between the different developers ensured com-
patible threading models and interfaces. A similar, and even slightly larger, improvement
factor was measured using the full experiment software framework, compared to standalone
tests. This strong performance arises from the underlying improvement in GeantV, which is
reduced instruction cache misses from a smaller compiled library. Because the CMS frame-
work loads additional libraries compared to standalone execution of GeantV, the smaller
library size is even more impactful. Finally, an efficient path to integration has been estab-
lished, in order to minimize personpower needs for testing of GeantV or any future simula-
tion R&D products in experiment software frameworks.
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