In recent years, multivariate spatial models have been proven to be an effective tool for analyzing spatially related multidimensional data arising from a common underlying spatial process. Currently, the Bayesian analysis is perhaps the only solution available in this framework where prior selection plays an important role in the inference. The present article contributes towards the development of Bayesian inferential methodology for multivariate generalized linear mixed models, in particular, multivariate conditional autoregressive (CAR) models. The two main contributions of this article are the development of a shrinkage-type default prior for the covariance matrices and innovative computational techniques for the Gibbs sampling implementation. The default prior elicitation is non-informative but results in a proper posterior on the related parameter spaces. This elicitation not only provides robust inference (with respect to prior choice), but also provides improved estimation. In the computational step, we have developed a transformation of the parameters that avoids sampling from restricted domains, thus providing more stability and efficiency in the Gibbs implementation. The methodology has been extended to the case of missing responses in the multi-dimensional setup. Both simulations and real examples are provided to validate and illustrate the proposed methodology.
Introduction
Many spatial problems, particularly those concerning environmental, health and socio-economic variables, are inherently multivariate, meaning that two or more such variables are recorded at each spatial location simultaneously. With rapid enhancements in geographic information systems (GIS) technology that enables us to analyze and display such data at varying spatial resolutions, multivariate spatial analysis is becoming more relevant and popular. Sain and Cressie (2007) viewed the developments of spatial analysis in two main categories: models for geostatistical data (that is, the indices of data points belong in a continuous set) and models for lattice data (data with indices in a discrete or countable set), while specifically mentioning that the latter is not as developed.
The issue of "health disparity" is central to the distribution of federal and state aid based on socio-economic indicators. Health disparity studies analyze how health status of individuals vary across various socio-economic groups and spatial locations, in particular in relation to a specific disease. Multiple response variables are available as indicators of health status, and as a result, models for multivariate spatial lattice data are an indispensable tool for analyzing health disparity data. Recently, Greco and Trivisano (2009) , Zhang et al. (2009) , Jin et al (2007) , Sain and Cressie (2007) , Jin et al. (2005) , Gelfand and Vounatsou (2003) , Carlin and Banerjee (2003) and Kim et al. (2001) explored multivariate spatial models for lattice data, adopting the Bayesian framework as the natural inferential approach. The only exception, Sain (2009) developed the maximum likelihood estimation procedure for a special case, the multivariate gaussian conditional autoregressive (CAR) model of Sain and Cressie (2007) .
Although the Bayesian inferential framework is a natural choice for spatial lattice data, one obvious obstacle is the choice of prior distribution for the model parameters. All previous works mentioned above are based on standard subjective, and at best, vague priors to account for the lack of subjective knowledge. Subjective specification of priors have the obvious drawback of introducing bias in the estimation procedure, the extent of which may not be easy to gauge in applications. A default, or non-informative prior, is therefore preferable for the Bayesian approach. By default prior, we mean the type of reference prior considered in Natarajan and Kass (2000) . However, in the case of hierarchical generalized linear models, putting non-informative priors (i.e., improper priors) on covariance parameters may result in the posterior being improper. This led Natarajan and Kass (2000) to develop default priors in the context of generalized linear mixed models (GLMM) for which the posterior can be established to be proper.
A generalized linear mixed model (GLMM) with a multivariate Gaussian CAR model can be viewed as a special case of a general random effects model with specific restrictions on the structure of the covariance matrix. The Natarajan-Kass prior neither takes into account the special structure of the covariance matrix nor considers the dimension reduction capabilities of a CAR model in the spatial case. In fact, some simple modifications greatly reduce the number of parameters while maintaining flexibility in modeling (Sain and Cressie, 2007) .
In this paper, we develop a new default prior for the multivariate CAR models. The simulation analysis using subjective and vague priors indicates significant prior sensitivity compared to the proposed prior, which justifies the use of the latter in real applications. Our Bayesian computational scheme is different from previous approaches. We adopt a new parametrization of the multivariate CAR model based on the Cholesky and spectral decompositions of matrices. The enormous advantage gained through this re-parametrization is the removal of constraints on the parameter space induced by the positive definiteness requirement on the inverse covariance matrix.
The CAR model we consider in this paper can be considered as an extension of the multivariate CAR model in Gelfand and Vounatsou (2003) and Carlin and Banerjee (2003) and as a special case of Sain and Cressie (2007) . This model is also similar to the model in Jin et al (2007) or the model in Greco and Trivisano (2009) . Both papers discuss prior choices for the parameters but they are somewhat different from ours. The priors considered here are theoretically and methodologically justified from the prospective of Jeffrey's prior and guaranteed posterior propriety. Among other significant differences, this paper contributes towards Bayesian computations which efficiently implement the multivariate CAR models.
This work is motivated from authors' recent project on joint mapping of cancer mortality data and a socio-economic variable (or an environmental variable) for all counties in the state of Michigan. In the project, we are interested in addressing whether health and socio-economic disparities (or environmental indicators) are spatially correlated and whether accounting of such dependence improves estimation of relative risks of cancer. It is often the case that cancer mortality or incidence data is only partially available due to confidentiality. Also, environmental data are available only in the area where a measurement station is located. Thus we incorporate partially observed or missing data case in developing a default prior. The Bayesian inferential procedure is illustrated through simulation and an application based on cancer mortality data from Surveillance, Epidemiology, and End Results (SEER) Program (www.seer.cancer.gov) for the state of Michigan. Detail description of data is given in 5.
The rest of the article is organized as follows: Section 2 introduces the multivariate CAR model in the spatial context. Section 3 discusses the motivation for developing the proposed default prior by taking the spatial information into account. The resulting posterior distribution is shown to be proper in this section for both complete and missing data cases. The Gibbs steps are outlined in Section 4 whereas Section 5 gives the numerical findings for both simulated and real data. This is followed by a brief discussion summarizing our findings in Section 6 and the Appendix.
Multivariate Generalized Linear Mixed Models
In what follows, we assume that there are n distinct sites on a spatial domain where observations on p variables are recorded. Let the multivariate data consist of the p-dimensional random vector y j ≡ (y 1j , y 2j , · · · , y pj ) for the j-th site, for j = 1, 2, · · · , n. Corresponding to the response y ij , denote by x ij = (x ij1 , x ij2 , x ijq i ) to be the q i × 1 vector of explanatory variables. The following two stage hierarchical model is considered for the distribution of the np × 1 vector of all observables y ≡ (y 1 , y 2 , · · · , y n ) : In the first stage of the hierarchy, the variables y ij are independent with density
where f ij belongs to an exponential family of densities with canonical parameter η ij , and h i (η ij ) is the normalizing constant satisfying
It can be shown (see, for example, McCullagh and Nelder (1989) ) that h i (·) is a differentiable function with inverse h
−1
i . In the second stage, the canonical parameter η ij is related to x ij via a link function in the usual generalized linear model set-up,
where β i is a q i × 1 vector of regression coefficients and ij are error random variables. The hierarchical specification is completed by eliciting the distribution for the error component
is the np × 1 vector of all the error variables and D is the covariance matrix (of dimension np × np ) of . Such models based on an unstructured D are called a random-effects GLMs or generalized linear mixed models (GLMMs), and has been the subject of many theoretical as well as practical studies in recent years.
Multivariate Gaussian CAR
In the spatial context, the distribution of , and hence D, can be given a more concrete structure based on neighboring dependencies. Following Mardia (1988) , we define the multivariate Gaussian CAR model as follows: For some p × p matrices Γ j and Λ jk , suppose that the vector j is p-variate Gaussian with
where −j ≡ { k : k ∈ N j } denotes the rest of the at all locations k in the neighborhood N j . The existence of the joint distribution for is guaranteed by the symmetry and positive definiteness of D which, respectively, translates to
for all pairs (j, k), and Block(−Γ −1 j Λ jk ) is positive definite with Λ jj = −I. Then, from Mardia (1988) , is N np (0, D) with
We introduce some more notation here relevant to the spatial context. The weight matrix W = ((w jk )) (of dimension n × n ) consists of entries w jk = 1 if j and k are neighbors, and 0, otherwise.
with w jj ≡ 0 for j, k = 1, 2, · · · , n. For each site j, define w j+ ≡ k∈N j w jk to be the sum that represents the total number of neighbors of site j, and M to be the n × n diagonal matrix
It is convenient both computationally as well as for practical analysis to represent all the Γ j and Λ jk in terms of two common p × p matrices Γ and H, respectively. The first stage of parametrization is to take
The first part of equation (8) j+ . It follows that sites with a larger number of neighbors will have lower variability, which is reasonable to expect. The second part of equation (8) entails a common set of regression coefficients H rescaled by the inverse of the number of neighbors w j+ . The matrix Γ must be positive definite since Γ j represents the covariance matrix of j given −j . Substituting (8) in (4), the symmetry requirement of (4) is equivalent to
or, in other words,
should be symmetric, where Γ 1/2 is the (unique) square root matrix of Γ and Γ −1/2 is its inverse. With the above re-parametrization, the distribution of is multivariate normal with mean 0 and covariance matrix D, which is now a function of Γ and F only. In fact, the inverse of D has the expression
where A ⊗ B represents the Kronecker product of two matrices A and B. It can be easily shown that positive definiteness of D to be in (−1, 1) (see the Appendix for a proof). The concatenated vector of all η ij s at the j-th spatial location is denoted by
where β = (β 1 , β 2 , · · · , β p ) is the q × 1 concatenated vector of all regression coefficients with q = p i=1 q i , and X is the p n × q design matrix given by
,
denoting the design matrix at the j-th spatial location for j = 1, 2, · · · , n.
Handling Partial and Missing Observations
In some applications, part of the y observations can be either missing or partially observed, thus requiring the development of spatial hierarchical GLMMs for partially observed data structures. The sets M, P and C represent all pairs (i, j) where y ij is either missing, partially observed or completely observed, respectively. Given η, the conditional likelihood contribution corresponding to the partially observed data, D obs say, can be written as the product of two components
taken over the sets C and P, with
denoting the contribution arising from the partial information that y ij belongs to the set P ij .
To write down the (unconditional) likelihood for the hierarchical GLMM, we integrate over the distribution of η in (11):
where f 0 is the distribution of η given in (11). Examples of partially observed data are common in rare diseases. For example, when mapping cancer incidences, certain counties do not report the exact number of incidences if the total number is less than a known threshold. In this case the partial information is P ij = { y ij < τ } where τ is the known threshold.
Default Prior Elicitation
This section discusses the appropriate default priors on the model parameters β, H and Γ. Since each β i represents the regression effects to the mean of the observations y ij , it is natural to elicit a standard "flat" non-informative prior on each
It is also natural to consider the Jeffrey's type non-informative prior on Γ of the form
. However, the following theorem indicates that a Jeffrey's type prior leads to an improper posterior distribution.
Theorem 1. Let π 0 (H) be a proper prior on H. The default prior specification
gives a posterior distribution on the parameters that is improper.
Proof: We refer the reader to a proof in the Appendix. The consequence of Theorem 1 is that new motivation is required for the development of a default prior on Γ, which should make the posterior proper. We discuss the development of such a prior in the subsequent paragraphs.
Our justification for the default prior comes from looking at the conditional update of each η ij given the data y ij and the rest of the η elements (excluding η ij ). In the normal-normal case, one can explicitly derive an expression for the weights that represent the contribution of the data, y ij , and the rest of the η to the conditional mean of η ij . However, in the case of non-conjugate GLMMs, it is not possible to obtain a closed form expression for the weights. An approximate approach can be considered based on a quadratic expansion of the exponential family pdf to yield a similar analysis as in the normal-normal model. We consider the prediction of the vector η j given y j and η −j (which are the rest of the η ij s excluding the ones at site j). The GLM approach to estimating η j is iterative and expands the function h i s in (1) around the current estimate η * j . From Taylor's expansion, we have
Using the expansion above, the exponential family of densities can be expanded around η * j similarly as
where h
(1)
p (η * pj ) is the p × 1 of first derivatives, and
is the diagonal matrix of all second derivatives of h i , i = 1, 2, · · · , p evaluated at η * j . The Taylor's expansion above allows us to revert back to the normal-normal case where by completing squares, the observational part for η j can be derived as
The contribution from the multivariate Gaussian CAR prior in (11) (i.e., the rest of the η elements) is
Combining the likelihood and prior parts, the conditional mean of η j (again by completion of squares) turns out to be (H (2)
with (matrix) weights
corresponding to the direct estimate y j and the population mean. Our proposal is to induce a prior on Γ such that the prior on
is uniform. A similar technique was used by Daniels (1998) and Natarajan and Kass (2000) in the univariate non-spatial context. Since W 1j varies with j, we first replace it by its average across all the sites. Thus, we set
by its average w 0 I p in the expression of W 1j above, we get the matrix U defined by
Note that 0 ≤ U ≤ I p in terms of positive definiteness with det(U ) representing the volume of the weight matrix U . We seek a prior on Γ that is induced by a default prior on det(U ). The class of multivariate Beta distribution given by
with a > (p − 1)/2 and b > (p − 1)/2 forms a class of prior for U . The uniform prior on the weight matrix U is obtained by setting a = b = (p + 1)/2. The resulting prior on Γ corresponding to uniform volume of U is
This is also the prior developed in Natarajan and Kass (2000) leading to shrinkage-type estimators in the non-spatial context. The uniform volume prior is proper from Theorem 2 of Natarajan and Kass (2000) . The prior on H is induced via F . The prior on F is taken to be independent of Γ and is elicited as follows: Writing the spectral decomposition of F as
we put a uniform prior on Q. To have positive definiteness, we put a uniform prior U (−1, +1) on the eigenvalues in Λ. The default prior on (β, F , Γ) is thus
For each i = 1, 2, · · · , p, the design matrix corresponding to the i-th response variable is the
The submatrixX C i is formed by taking all rows j ofX i for which (i, j) ∈ C. We state 
where f 0 and π 0 is, respectively, the distribution of η and the prior, as given in (11) and (24).
Remark 1: Under the assumptions of Theorem 2, 0 ≤ f ij ≤ A and 0 ≤ F ij ≤ B, say. In our applications, f ij is taken to be either a Poisson pmf or a normal pdf. For the Poisson (or, generally for a discrete distribution), it easily follows that the bounds A = B = 1, independent of i and j. When f ij is normal with mean η ij and fixed standard deviation σ 0 , it follows that A = 1/ √ 2πσ 0 and B = 1, thus independent of i and j again. Generally for densities, the bound A needs to be established on a case-by-case basis.
Remark 2: Theorem 2 shows that propriety can be achieved if there are at least q i sites on the lattice for which the y ij s are completely observed. The only further check that we have to perform is to see if the design matrix corresponding to those sitesX C i is non-singular. This is a requirement for each i, so the conditions of Theorem 2 can be checked separately for each i = 1, 2, · · · , p.
Bayesian Inference
The Gibbs sampler is a natural method for posterior simulations in the case of GLMMs, and is also the method utilized for our spatial models. A slightly different (yet equivalent) parametrization of the spatial multivariate GLMM is considered subsequently. Instead of Γ 
The enormous advantage of the re-parametrization in terms of B is that the entries of B are unconstrained. Note that it is possible to obtain Q and L uniquely from B using the QR decomposition of B = QR where Q is orthogonal and R is upper triangular. It follows that L = R and Q = Q .
The four main steps of the Gibbs sampler are:
• Update η ij : The update of η ij is carried out based on the following (conditional) posterior density of η ij given the rest of the parameters:
where η * ij ≡ x ij β i + * ij , and * ij has the expression *
iv . The updating formula in (27) is based on three components: The first component (terms in (1) above) involve η ik values for spatial sites k ∈ N j for the same variable index i, the second component involves η uj for the other variables u = i but for the same spatial location j, whereas the third component involves η uk for variables other than i and sites in k ∈ N j . The update of η ij is based on histogramming the conditional posterior density in (26) for each fixed pair (i, j) and cycling through all the combinations of (i, j) ∈ {(1, 1), (1, 2), · · · , (1, n), · · · , (p, n)}. This is the η ij updating step when y ij is completely observed, that is, for (i, j) ∈ C. When y ij is missing, the first term in equation (26) will be absent. The standard method of analyzing partially observed y ij is to treat it as missing and update the value based on the truncated distribution f ij (· | η ij ) given that y ij ∈ P ij .
• Update β: The update of β requires a re-ordering of the variables involved. For each i = 1, 2, · · · , p, define η r i and r i to be the n × 1 vectors corresponding to the i-th variable, that is, η 
Also, letX = ((Block Diagonal{X i })) denote the block diagonal matrix consisting of the design matrices for the i-th response variable for i = 1, 2, · · · , p. The conditional posterior distribution of β is multivariate normal with mean µ β , and covariance matrix S β where
respectively.
• Update Λ: An enormous advantage of the re-parametrization in terms of B and Λ earlier is when updating Λ: The diagonal entries of Λ can be updated independently of each other. Consider the p × n matrix, Υ, constructed by putting ij in its i-th row and j-th column entry. Define a new matrix p × n matrix E as
and let e i be the i-th row of E, for i = 1, 2, · · · , p. The conditional posterior density of λ k is given by
in the range of −1 ≤ λ ≤ 1 independently for each k = 1, 2, · · · , p. The update of λ k is based on histogramming the conditional posterior density in (31) for each fixed k and cycling through all k = 1, 2, · · · , p.
• Update B: The conditional posterior density of B has the expression
where e k ≡ e k (B) is as defined in (30) 
Experimental Results

Simulation study
We have conducted extensive simulation studies to check the performance of our methodology. The experimental settings closely mimic county-level data for southern lower Michigan obtained from the SEER database. We took p = 2 with y 1j and y 2j representing binomial responses on n = 40 spatial sites with neighborhood structure determined by the adjacency information among 40 southern lower Michigan counties. Given η, the observed data The first components of β 1 and β 2 correspond to the intercept terms. Here q 1 = q 2 = 2 and additional covariate information is gathered from independent normal distributions: where Γ kl and Ψ kl are the (k, l)-th entries of p × p matrices Γ and Ψ, respectively. When ρ is large, E(Γ) ≈ A, and var(Γ ij ) ≈ 1/ρ, leading to a high concentration of probability around the initial guess of A. Thus, this prior does not represent non-informative prior knowledge. Prior (b) was proposed by Sain and Cressie (2007) as the choice of vague prior for Γ when ρ is large, which is not the case (actually, Sain and Cressie (2007) 
respectively, for the priors (a) and (b) for Γ. Prior choices for β are (i) the default non-informative constant prior π N (β) ∝ 1, and (ii) the proper subjective prior
, it is easy to see that the posterior for β is N (µ, S) where
Here, Σ = Block Diagonal(σ 2 k I q k ). Thus, we investigate the following three prior choices: (I) π U V (B) and π N (β) and (II) π IW (B) and π G (β k ) with ρ = 5, A = I p and σ 2 k = 100, and (III) π IW (B) and π G (β k ) with ρ = 100, 000, A = I p and σ 2 k = 100. That is, (I) is our proposed default prior, (II) is a proper prior with small ρ and (III) is a prior with large ρ. Note that (II) is weakly informative whereas (III) is highly informative.
The Gibbs sampler was run for 10, 000 iterations and checked for convergence using traceplots and the R-statistic of Gelman and Rubin (1992) . We established convergence for all the experiments by 5, 000 iterations; all diagnostic plots are satisfactory but are suppressed to save space. Outputs from the Gibbs chains were used to compute different statistics to validate and compare the proposed Bayesian methodology. The three prior choices are compared in terms of their ability to derive consistent estimation and prediction results. The deviation measures of comparisons are (1) relative mean absolute deviation (RMAD), (2) mean square error (MSE), (3) empirical 90% HPD coverage probabilities (CP), and (4) width of the 90% HPD set (W). Formulas for a generic quantity θ are given by Table 1 reports a summary of all deviation measures. For convenience of understanding the results, we report averages over specific components of the unknown parameters; for example, the β column reports the average over all β components, β 11 , β 12 , β 21 , β 22 , and similarly for the other parameters Γ and F . The last column reports averages over all 40 × 2 = 80 predicted values for η; the deviation measures are calculated based on η 0 , the true values generated in each replication. Entries in Table 1 clearly shows the sensitivity of standard prior distributions (i.e., priors (II) and (III)) used in the literature. For example, for a wrong choice of ρ and A in π IW , the coverage can be even 0 along with high MSE and RMAD. This effect can be reduced with a more sensible prior choice, for example, choice (II). On the other hand, π U V always provides sensible results. One might notice that the sensitivity of priors (II) and (III) is highest for Γ compared to the other columns in Table  1 . This is due to the fact that the prior for Γ changes significantly for the three choices (I-III) whereas we always use the default uniform prior for F . The regression parameters β are less affected by the prior choice compared to Γ due to the fact that β is related to the mean parameter with large prior variance while Γ is related to dispersion. Nevertheless, the standard choice of Gaussian prior on β also appears to be somewhat sensitive, but not to the extent of Γ. Although the η components are not fixed model parameters (i.e., they vary from county to county), their inference can also be sensitive to the different prior choices. To explain the discrepancies in the Γ entries, Figure 1 plots the posterior densities of Γ 22 , the (2, 2)-th entry of Γ, corresponding to the three different prior choices for a arbitrarily chosen replicate. Note that under prior (III), the prior mean is I 2 whereas the prior variance is 10 −5 making it highly concentrated on a value different from the true Γ 22 ; while we understand that the small prior variance is unreasonable, this choice is not uncommon (see, for example, Sain and Cressie, 2007) . The situation improves under prior (II) where the prior mean is the same but the prior variance is 0.2 which gives a comparatively higher prior mass around the true Γ 22 . Overall, the proposed default prior π U V performed well in all respects. This prior is thus a robust choice. We have also explored with another choice of Γ, namely Γ = 10 6 6 5 .
The results are similar to one discussed here and is therefore not presented. The componentwise univariate spatial analysis was carried out and, as expected, the multivariate analysis had superior performance. We also performed similar experiments with 10% missing observations. The results are reported in Table 2 . Comparative trends similar to the complete data case with priors (I-III) are also observed here.
Real data examples
The Bayesian inferential framework developed in this paper is applied to study bivariate dependence of a number of health-socio-economic indicators in the state of Michigan. Two studies are conducted with different pairs of response variables: (1) lung cancer mortality incidence and poverty, and (2) lung cancer mortality and air quality index (AQI) measurements. Study (1) and (2) In each application, the Gibbs sampler was run for 10, 000 iterations and checked for convergence as in the simulated data. Posterior samples are obtained from the Gibbs chains for computing the mean, standard deviation and 90% highest posterior density (HPD) intervals for all the parameters.
Complete Data Example: Study 1
The mortality of lung cancer, the first component of the response variable in Study 1, is rare enough relative to the population in the 68 counties of lower Michigan that a Poisson distribution is appropriate. We write the model (conditional on η 1j ) as
where y 1j measures the observed number of deaths in county j and E j is the estimated population at risk; we assume E j is known and give a way for calculating them later. The poverty count, y 2j , is taken to be the second component of the response variable in Study 1. We model y 2j as a Binomial with the number of trials being the total county population and success probability
1+e η 2j . The associated covariates for y 1j are the intercept, PM 2.5 , the extents of urbanization, non-white population and non-industry (these are measured as proportions). Covariates for poverty are the intercept, the extents of urbanization and non-industry. Thus, q 1 = 5 and q 2 = 3.
To calculate E j , we take each county's age distribution into account, which is available from U.S. Census 2000. The expected age-adjusted number of deaths due in county j is
j=1 N k j is the age-specific death rate due to lung cancer for age group k and N k j is the total population at risk in county j for age group k.
The county level maps of the age-adjusted standardized mortality ratios (SMRs), Y 1j /E j for lung cancer shown in Figure 2 exhibit evidence of correlation over space. Figure 2 also gives the spatial distribution of poverty levels which can be seen to be highly spatially correlated with lung cancer (simple correlation between lung cancer and poverty is around 0.4).
We present summary conclusions of our analysis. The standard errors of the parameters estimates for prior (I) are smaller compared to priors (II) and (III). For example, the average standard error of regression coefficients for lung cancer is 0.61 under prior (I), and 0.65 and 1.28 for (II) and (III), respectively. For the variance component parameters, the standard errors and widths of HPD sets are comparable under priors (I) and (II). Note that the inference for Γ is highly misleading for prior (III) since most of the posterior probability is concentrated around the prior mean. Another difference is that the covariate PM 2.55 (related to the particle matter in the air) for lung cancer incidence is positive and significant under (I), whereas it is insignificant under priors (II) and (III). For prior (III), the posterior mean takes a negative value which is not very realistic. For brevity, other statistics along with the smooth map of η are suppressed.
Missing Data Example: Study 2
In Study 2, AQI is taken as the second component of the response variable in place of poverty. Air pollutant monitoring stations are sparsely located in 32 out of 68 lower Michigan counties, and thus, constitutes missing information. The covariates for AQI are the intercept and the non-industrialization status of the county (q 2 = 2). We take y 2j to be normally distributed with mean η 2j and fixed standard deviation σ 0 , estimated using our data and set at 0.1.
Results for the standard errors and width of HPD sets for the parameters are similar to the complete data case. There are two striking features in this application. First, the extent of urbanization for lung cancer incidence is negative and significant under (I) whereas it is positive under the other two priors (which may not be reasonable). Second, the regression coefficient for racial segregation (non-white) is significant under (I) and (II) but not under (III). This shows the sensitivity of the subjective elicitation under the missing data setup as well.
Conclusion
The Bayesian inferential framework is perhaps the only solution available for analyzing hierarchical spatial multivariate data. In the absence of reliable subjective information, the use of Jeffreys type non-informative priors or diffuse conjugate priors is popular. However, in the context of the hierarchical spatial multivariate CAR models, we have shown that none of these priors will work; the Jeffreys prior yields a posterior that is improper whereas the diffuse conjugate prior is highly sensitive. This characteristic has also been observed in Natarajan and Kass (2000) in a simpler setup, namely in univariate GLMMs without any spatial components. This led us to elicit priors on the model parameters that will be close to Jeffreys but still yield a proper posterior for inference.
The development of prior elicitation can be thought of as an extension of Natarajan and Kass (2000) in the spatial context. Besides the prior development, we propose some innovative computational techniques for the Gibbs implementation. Suitable transformations are made on the parameters which avoid sampling from restricted domains, thus providing more stability and efficiency in the Gibbs steps. The methodology has been extended to the case of missing responses in the multi-dimensional setup.
We have carried out extensive simulation studies to establish the superiority of the proposed methodology. As we have mentioned in the Introduction, the motivation of this work came from Michigan SEER data analysis. We have provided two real examples briefly merely for illustration. Both examples support the use of the newly proposed prior rather than commonly used Jeffreys or diffuse conjugate priors. respect to the variable η and the parameters H, Γ and β is infinity. The marginal of y has the expression
We make a change of variable from η → using the transformation = η − Xβ. Next, write det(D) = det(Γ) n × g 0 (H) for some function g 0 of H, and note that the expression within the exponent can be simplified to − Proof of Theorem 2: Without loss of generality, we take the first q i rows ofX C i to be the linearly independent rows. It follows that the marginal of y, 
since the integrands all integrate to finite numbers; f 0 integrates to 1 with respect to , and π(F ) and π U V (Γ), respectively integrates to 1 with respect to F and Γ since they are proper priors.
Derivation of the Jacobian from (Γ, Q) → B: We consider three transformation steps: (Γ, Q) (a) 
→ B, where (a) is an inverse transformation, (b) is Cholesky decomposition and (c) is QR decomposition. The Jacobian of each transformation can be obtained as follows (Muirhead (1982) ): (a) dΓ = det(Γ 
