We study the reverse mathematics of the theory of countable secondcountable topological spaces, with a focus on compactness. We show that the general theory of such spaces works as expected in the subsystem ACA 0 of second-order arithmetic, but we find that many unexpected pathologies can occur in weaker subsystems. In particular, we show that RCA 0 does not prove that every compact discrete countable second-countable space is finite and that RCA 0 does not prove that the product of two compact countable second-countable spaces is compact. To circumvent these pathologies, we introduce strengthened forms of compactness, discreteness, and Hausdorffness which are better behaved in subsystems of second-order arithmetic weaker than ACA 0 .
Introduction
The goal of reverse mathematics is to understand the various set comprehension principles that are necessary to prove central theorems of everyday mathematics. The context for this analysis is usually second-order arithmetic. This approach has been extraordinarily successful for the analysis of major results in algebra, analysis, and combinatorics. General topology presents a unique challenge for this approach since the very definition of topological spaces involves three layers of types: points, sets of points, and families of sets of points. Thus, there is no hope for second-order arithmetic to fully grasp the rich variety of topological spaces.
Nevertheless, considerable efforts have been made to understand a wide spectrum of topological spaces in the context of second-order arithmetic. Notably, Mummert [11] studied the class of MF spaces. This class of spaces is broad enough to include all complete metric spaces as well as many nonmetrizable spaces. However, MF spaces are still limited in many ways, for example all such spaces are T 1 , second-countable, and strong Choquet [12] . Another approach was used by Hunter [7] who studied topological spaces in the context of higher-order arithmetic. This approach is interesting since the presence of higher types allows for a direct understanding of the topology on a space. However, this breaks with the longstanding tradition of using second-order arithmetic for reverse mathematics and thus makes difficult the comparison of theorems in general topology and those in other fields of mathematics.
In this paper, we will focus on the reverse mathematics of countable second-countable spaces. These have the advantage that they can be directly encoded in the classical context of second-order arithmetic. Indeed, the set of points can be identified with a subset of the natural numbers, and a base for such a space can be explicitly listed as an indexed sequence of sets of natural numbers. Although the full topology is still not directly accessible, common topological concepts can be understood as properties of basic open sets. We will investigate several such concepts, e.g., compactness, discreteness, Hausdorffness. We will show that all of these concepts work as expected in the susbsystem ACA 0 , but that many unexpected phenomena can occur in weaker subsystems. For example:
• RCA 0 does not prove that every compact discrete countable secondcountable space is finite. (Example 5.4.)
• RCA 0 does not prove that every compact countable second-countable space is sequentially compact. (Example 5.4.)
• RCA 0 does not prove that the order topology of a countable complete linear ordering is compact. (Example 7.8.)
• RCA 0 does not prove that the product of two compact countable secondcountable spaces is compact. (Example 8.8.)
However, in each case, we identify one or more strengthened forms of the concept that can be used in RCA 0 with fewer unexpected consequences.
A standard reference for subsystems of second-order arithmetic and their use in reverse mathematics is Simpson [14] . Formal definitions and properties of the basic subsystems RCA 0 , WKL 0 , and ACA 0 can be found there. Due to the highly combinatorial nature of our subject matter, we will make use of several conventions throughout this paper. The goal of these conventions is to minimize the amount of arithmetical coding in the statement and proofs of our results.
Finite sequences. Finite sequences are coded using natural numbers in such a way that all the basic operations on finite sequences are primitive recursive. There are many ways to accomplish this; see Smoryński [15] for a detailed account. Since the details of this coding are immaterial, we will not impose one particular choice on the reader.
We will use the notation X <∞ to denote the set of all sequences of elements of the set X. The length of a sequence x will be denoted |x|. For a natural number n, we will write X n for the subset of X <∞ consisting of sequences of length n. We will write x 0 , . . . , x ℓ−1 for the sequence of length ℓ whose i-th element is x i−1 .
Finite sets. Finite sets are identified with the finite sequences which enumerate them in increasing order. We will write X [<∞] for the set of all finite sets of elements of the set X. We will write {x 0 , . . . , x ℓ−1 } for the set whose elements are enumerated by the sequence x 0 , . . . , x ℓ−1 (not necessarily in increasing order).
We will handle finite sets as if they were plain sets. For example, we will write x ∈ a to abbreviate (∃i < |a|)(x = a i ) and we will write a ⊆ b to abbreviate (∀i < |a|)(∃j < |b|)(a i = b j ). We will freely take unions and intersections of finite sets since these are primitive recursive operations.
Enumerable sets. An enumerable set is a nondecreasing sequence A = a n ∞ n=0 of finite sets. This sequence is intended to represent the union ∞ n=0 a n , which does not provably exist in RCA 0 . We will handle enumerable sets as if they were plain sets. For example, we will write x ∈ A to abbreviate (∃n)(x ∈ a n ) and we will write A ⊆ B to abbreviate (∀x)(x ∈ A → x ∈ B). Although this is somewhat confusing, we will also write A = B to abbreviate (∀x)(x ∈ A ↔ x ∈ B) since the pointwise equality of the sequences A and B will never be relevant. We will freely take countable unions and finite intersections of enumerable sets since these can be described in a canonical way.
Note that for every Σ 0 1 formula φ(x) there is an enumerable set A such that (∀x)(x ∈ A ↔ φ(x)); we will abbreviate this by writing A = {x : φ(x)}. In fact, we will often use set comprehension to define enumerable sets. In other words, we will often write A = {x : φ(x)} to abbreviate the routine process by which φ(x) is used to construct a nondecreasing sequence A = a n ∞ n=0 of finite sets such that (∃n)(x ∈ a n ) ↔ φ(x).
Countable Second-Countable Spaces
We begin our study of countable second-countable spaces by laying out some definitions that will be used throughout this paper.
Definition 2.1 (RCA 0 ). A base for a topology on a set X is an indexed sequence U = U i i∈I of subsets of X together with a function k : X ×I ×I → I such that the following two properties hold.
• If x ∈ X then x ∈ U i for some i ∈ I.
Over ACA 0 , we can omit the function k and relax the second property to:
Indeed, a suitable function always exists since the property required of k is arithmetical. Definition 2.2 (RCA 0 ). A countable second-countable space is a triple (X, U, k) where U = U i i∈I and k : X × I × I → I form a base for a topology on the set X.
Over ACA 0 , we usually omit the third parameter k for the reasons explained above.
When defining open sets in a countable second-countable space (X, U, k), we bump into the difficulty that not all internal unions of basic open sets need to exist in RCA 0 . For this reason, we resort to codes for open sets. The open code A is intended to represent the enumerable set i∈A U i , which may not be a set in a model of RCA 0 . Definition 2.4 (RCA 0 ). Let (X, U, k) be a countable second-countable space. A subset G of X is effectively open if there is an open code A such that G = i∈A U i . Dually, a subset F of X is effectively closed if the complement of F in X is effectively open.
Note that this is indeed an effective version of the local definition of openness. Namely, if G is effectively open and A is an open code such that G = i∈A U i , then for every x ∈ G we can effectively search through A for an index i such that x ∈ U i . Therefore, there is a function g :
Let (X, U, k) and (Y, V, ℓ) be countable second-countable spaces. The continuity of a function f : X → Y is defined locally. The function f is continuous at the point x ∈ X if for every basic open neighborhood
; the function f is continuous if it is continuous at every point of X. This definition of continuity makes perfect sense in ACA 0 , but it is impractical in RCA 0 since there may be no way to effectively compute an index for U i given x and an index for V j . Definition 2.5 (RCA 0 ). Let (X, U, k) and (Y, V, ℓ) be countable secondcountable spaces where U = U i i∈I and V = V j j∈J . A function f : X → Y is effectively continuous if there is a function φ :
With this definition of effective continuity, we can show that preimages of open sets are open.
Proposition 2.6 (RCA 0 ). Let (X, U, k) and (Y, V, ℓ) be countable secondcountable spaces and let f : X → Y be an effectively continuous function. If
Proof. Write U = U i i∈I , V = V j j∈J , and let φ : X × J → I witness the effective continuity of f. Given an enumerable set B ⊆ J, the enumerable set
is as required. 
As usual, an (effective) homeomorphism between two spaces (X, U, k) and (Y, V, ℓ) is a bijection f : X → Y such that both f and f −1 are (effectively) continuous.
Definition 2.8 (RCA 0 ). Let U, k and V, ℓ be two countable bases on the set X. We say that U, k and V, ℓ are effectively equivalent if the identity function on X is an effective homeomorphism between (X, U, k) and (X, V, ℓ).
This definition will be useful to identify when a property of a space is a topological property and not a property of the presentation of a space: truly topological properties should be invariant under effectively equivalent bases for the same topology.
Subspaces and product spaces are defined as expected.
Definition 2.9 (RCA 0 ). Suppose (X, U, k) is a countable second-countable space with
Definition 2.10 (RCA 0 ). Suppose (X, U, k) and (Y, V, ℓ) are countable secondcountable space with U = U i i∈I and V = V j j∈J . The product space
It is straightforward to check that these two constructs obey the definition of countable second-countable space from above. A common way to construct a topological space is to specify a subbase for the topology. We will use this very often in this paper, so we introduce some formal notation for going from a subbase to a base for a countable second-countable topological space. Definition 2.11 (RCA 0 ). If B = B i i∈I is a sequence of subsets of X, then we define B * = B * s s∈I [<∞] by B * s = i∈s B i , with the convention that B * ∅ = X.
Note that the sequence B * is easily definable by primitive recursion on notation, so there is no trouble forming B * in models of RCA 0 .
Proposition 2.12 (RCA 0 ). If B = B i i∈I is an arbitrary sequence of subsets of X, then (X, B * , k * ) is a countable second-countable space, where
Many of the examples of countable second-countable spaces that follow will be defined by specifying a subbase B for the open sets and defining the base as B * .
The following definition will be useful in our study of compactness.
Definition 2.13 (RCA 0 ). A sequence U i i∈I of subsets of a set X has a finite cover relation if there exists a set C ⊆ I [<∞] such that
Of course, over ACA 0 , every sequence of sets has a finite cover relation.
The following result will be helpful in the construction of countable secondcountable spaces whose bases have finite cover relations. Lemma 2.14 (RCA 0 ). If B is a sequence of subsets of X with a finite cover relation, then B * has a finite cover relation too.
Proof. Write B = B i i∈I and let C ⊆ I [<∞] be the finite cover relation for B.
with the usual convention that empty intersections equal X.
Compactness
For compactness of countable second-countable spaces, we would like to use the traditional definition: every open cover has a finite subcover. However, arbitrary open covers are third-order objects which are inaccessible to secondorder arithmetic. Therefore, we use the following variant which is equivalent to the usual definition and avoids third-order objects.
Definition 3.1 (RCA 0 ). Let (X, U, k) be a countable second-countable space with U = U i i∈I . We say that (X, U, k) is compact if for every enumerable set A ⊆ I such that X = i∈A U i there is a finite set a ⊆ A such that X = i∈a U i .
A priori, compactness of a countable second-countable space depends on the choice of base for the topology. However, the next proposition shows that this is not the case. Proof. Write U = U i i∈I and V = V j j∈J , and let φ : X × J → I witness the effective continuity of the surjection f : X → Y. Given an enumerable set B ⊆ J such that Y = j∈B V j , consider the enumerable set
We claim that Y = j∈b V j . Given y 0 ∈ Y, first find x 0 ∈ X such that f (x 0 ) = y 0 and then find i ∈ a such that x 0 ∈ U i . Note that i = φ(x ′ , j) for some j ∈ b and some x ∈ X such that f (x) ∈ V j . By definition of φ, we then have
It follows that if U, k and V, ℓ are two effectively equivalent bases on the set X, then (X, U, k) is compact if and only if (Y, V, ℓ) is compact. While perfectly meaningful, the above definition of compactness is somewhat impractical in RCA 0 . Indeed, there may be no effective way to determine which finite collections of basic open sets form finite covers. Thus, a more effective version of compactness is the following. Definition 3.3 (RCA 0 ). A countable second-countable space (X, U, k) is effectively compact if it is compact and its base U has a finite cover relation.
Somewhat surprisingly, effective compactness also turns out to be a topological property. Proof. Write U = U i i∈I and V = V j j∈J . Let C ⊆ I
[<∞] be the finite cover relation for U and let φ : X × J → I witness the effective continuity of the surjection f : X → Y.
The finite cover relation for V is always defined by a Π 0 1 statement. Using C, f, and φ, we can also describe it by a Σ 0 1 statement:
Therefore, ∆ 0 1 comprehension suffices to comprehend the finite cover relation for V.
It follows that if U, k and V, ℓ are two effectively equivalent bases on the set X, then (X, U, k) is effectively compact if and only if (Y, V, ℓ) is effectively compact.
The next example shows that ACA 0 is the minimal subsystem of secondorder arithmetic in which all countable second-countable compact spaces are effectively compact. 
Note that (N, B * ) is a compact space since all nonempty basic open sets are cofinite. Suppose that C is a finite cover relation for B * , then φ(i) ↔ {{i}} ∈ C. Therefore, if φ(i) witnesses the failure of Π 0 1 comprehension, then (N, B * ) is compact but not effectively compact.
Effectively closed subspaces of compact and effectively compact spaces behave as expected in RCA 0 . Proposition 3.6 (RCA 0 ). Let (X, U, k) be a countable second-countable compact space. Every effectively closed subspace of (X, U, k) is compact.
Proof. Suppose X 0 ⊆ X is effectively closed. Say, A 1 ⊆ I is an enumerable set such that X \ X 0 = i∈A 1 U i .
Given an enumerable set A 0 ⊆ I such that X 0 ⊆ i∈A 0 U i , we have
Proposition 3.7 (RCA 0 ). Let (X, U, k) be a countable second-countable effectively compact space. Every effectively closed subspace of (X, U, k) is effectively compact.
Proof. Let C be the finite cover relation for (X, U, k).
Suppose X 0 ⊆ X is effectively closed. Say, A 1 ⊆ I is an enumerable set such that X \ X 0 = i∈A 1 U i . We know from Proposition 3.6 that X 0 is relatively compact in (X, U, k), so it suffices to show that X 0 has a finite cover relation.
The finite cover relation for X 0 always admits a Π 0 1 description. We can also give a Σ 0 1 description as follows:
Thus, ∆ 0 1 comprehension suffices to comprehend the finite cover relation for X 0 .
Sequential Compactness
Let (X, U, k) be a countable second-countable space. A point x ∈ X is said to be an accumulation point of the sequence x n ∞ n=0 of points of X if the set {n ∈ N : x n ∈ U i } is infinite for every basic open neighborhood U i of x. We say that (X, U, k) is sequentially compact if every sequence of points of X has an accumulation point. Proof. Let A = a n ∞ n=0 be an enumerable subset of I such that i∈an U i = X for each n. Define x n to be the least element of X \ i∈an U i . Let x be an accumulation point of x n ∞ n=0 . We claim that x / ∈ i∈A U i . Indeed, suppose instead that x ∈ U i for some i ∈ A. Choose n 0 such that i ∈ a n 0 , then x n / ∈ U i for all n ≥ n 0 , which is impossible since the set {n : x n ∈ U i } must be infinite.
Example 5.4 shows that ACA 0 is necessary to prove the converse of Proposition 4.1, even if compactness is strengthened to effective compactness. However, the proposition does admit a partial converse if compactness is strengthened in a different way.
there is a finite set a ⊆ I such that (∀i ∈ a)A(i) and
Note that Σ 0 1 -compactness is equivalent to plain compactness. The following proposition shows that Σ 0 n -compactness is remarkably robust when n ≥ 2. Indeed, one consequence is that Σ 0 n -compactness is invariant under all homeomorphisms, not just the effective ones.
This is a Σ 0 n formula since n ≥ 2, and note that
Since (X, U, k) is Σ 0 n -compact, there is a finite set a ⊆ I such that (∀i ∈ a)A(i) and X = i∈a U i . By IΣ 0 n and the definition of A(i), there is a finite set b ⊆ J such that (∀j ∈ b)B(j) and
We claim that Y = j∈b V j . Given y 0 ∈ Y, first find x 0 ∈ X such that f (x 0 ) = y 0 and then find i ∈ a such that x 0 ∈ U i . Note that
Note that the continuous surjection is not required to be effectively continuous in Proposition 4.3.
Closed subspaces of Σ 0 n -compact spaces are also well behaved. 
A fortiori, there is an i 0 ∈ I such that A(i 0 ) and 
We cannot have that
Indeed, by Σ 0 2 -compactness there would be a finite set {i 0 , . . .
, and the definition of A(i) there is some n 0 such that
But this is absurd since
It follows that there is some x ∈ X with the property that (∀i ∈ I)(x ∈ U i → ¬A(i)).
But this precisely says that x is an accumulation point of x n ∞ n=0 .
The next example shows that the hypothesis BΣ 0 2 is necessary for Proposition 4.6. Example 4.7. A finite discrete space which is not sequentially compact from a failure of BΣ 0 2 . By Hirst [6] , the failure of BΣ 0 2 is equivalent to the existence of a bounded sequence x n ∞ n=0 such that {n ∈ N : x n = x} is finite for every x. Let m be such that x n < m for every n. If X = {0, . . . , m − 1} is endowed with the discrete topology, then x n ∞ n=0 is a sequence of elements of X which has no accumulation points.
Discrete Spaces
A countable second-countable space (X, U, k) is discrete if {x} is a (necessarily basic) open set for every x ∈ X. Again, this notion is not practical over RCA 0 since there may be no effective way to obtain an index for {x} from x.
In ACA 0 , every discrete space is effectively discrete since the requirements on the index d(x) are arithmetical.
The following familiar fact is immediate.
If (X, U, k) is effectively discrete and compact then X is finite.
By increasing the compactness requirement, we can drop the effective discreteness to plain discreteness.
If (X, U, k) is discrete and sequentially compact then X is finite.
It follows from Proposition 4.6 that every countable second-countable space which is discrete and Σ 0 2 -compact must be finite under BΣ 0 2 . Both Proposition 5.2 and Proposition 5.3 show that every countable second-countable which is discrete and compact must be finite in ACA 0 . The next example shows that ACA 0 is necessary to show that every countable second-countable space which is discrete and effectively compact must be finite.
Example 5.4. An infinite countable second-countable discrete space which is effectively compact from a failure of Σ 0 1 comprehension. An enumerable set A is hypersimple if A is not cofinite and for every sequence d n ∞ n=0 of disjoint finite sets there is an n such that d n ⊆ A; this is a straightforward relativization of the classical notion of hypersimple set due to Post [13] . The following claim, which is due to Dekker [3] in its unrelativized form, shows that the existence of a hypersimple enumerable set is equivalent to the failure of Σ 0 1 comprehension.
is not a set, then the deficiency set
is a hypersimple enumerable set.
Proof. It is clear that D f is an enumerable set which is not cofinite. Suppose d n ∞ n=0 is a sequence of disjoint finite sets such that d n \ D f = ∅ for every n. To effectively determine whether y ∈ f [N], first find n such that min{f (x) : x ∈ d n } ≥ y and then check whether y ∈ {f (x) :
The key property of hypersimple enumerable sets that we will need for this construction is the following.
Claim 5.4.B (RCA 0 ). Let A be a hypersimple enumerable set. For every sequence of finite sets s n ∞ n=0 such that s n \ A = ∅ for every n, there is a finite set b such that b ∩ A = ∅ and b ∩ s n = ∅ for every n.
If there is a r 0 such that r(m, n) ≤ r 0 for all m, n ∈ N, then the finite set b = {x ≤ r 0 : x / ∈ A} is as required since lim m→∞ r(m, n) ∈ b ∩ s n for every n.
Otherwise, recursively define
is a sequence of disjoint finite sets such that d i \ A = ∅ for every i, which contradicts the fact that A is hypersimple.
Let A = a n ∞ n=0 be a hypersimple enumerable set. Let I = { x, y ∈ N 2 : x ≤ y} and let B = B x,y x,y ∈I be defined by B x,y = {n ∈ N : n = x ∨ y ∈ a n }.
It is clear that every singleton set is open in (N, B * ). Indeed, since A is not cofinite, given x there is a y ≥ x such that y / ∈ A and then B x,y = {x}.
We show that there must be some n such that B * tn is cofinite. For each n, let s n = {y : (∃x ≤ y)( x, y ∈ t n )}. If there is an n such that s n ⊆ A, then B * tn is cofinite. Otherwise, by Claim 5.4.B, there must be a finite set b such that b ∩ A = ∅ and s n ∩ b = ∅ for every n. This entails that B * tn ⊆ {0, 1, . . . , max b} for every n, which contradicts the fact that Finally, to show that (N, B * ) is effectively compact, we show that B has a finite cover relation, which is sufficient by Lemma 2.14. (∃n)(∃ x 0 , y 0 ∈ t)(y 0 ∈ a n ∧ (∀x < n)(∃y)( x, y ∈ t)).
To see that this is correct, suppose that x,y ∈t B x,y = N. There must be a x, y ∈ t such that y ∈ A. Let n be minimal such that there is a x 0 , y 0 ∈ t with y 0 ∈ a n . Note that B x,y ⊆ {x} ∪ [n, ∞) for every x, y ∈ t. So for each x < n there must be a y such that x, y ∈ t. This shows that x,y ∈t B x,y = N implies the above Σ 
Hausdorff Spaces
A countable second-countable space (X,
Over
The following definition gives an elegant characterization of effectively Hausdorff countable second-countable spaces. Proof. Suppose that A ⊆ I × I is an enumerable set such that
Note that we necessarily have
to be the outcome of this search.
Conversely, suppose that h 0 , h 1 : X × X → I witness that (X, U, k) is effectively Hausdorff. Then
where A is the enumerable set
The familiar fact that compact subspaces of Hausdorff spaces are closed admits the following effective version. Proposition 6.3 (RCA 0 ). Let (X, U, k) be a countable second-countable effectively Hausdorff space. Every effectively compact subspace of (X, U, k) is effectively closed.
Proof. Write U = U i i∈I and let h 0 , h 1 : X × X → I witness that (X, U, k) is effectively Hausdorff. Suppose X 0 ⊆ X is relatively effectively compact. Let X 1 = X \ X 0 and let C 0 ⊆ I
[<∞] be a finite cover relation for X 0 . First, define a function c :
such that {h 0 (x 0 , x 1 ) : x 0 ∈ c(x 1 )} ∈ C 0 for every x 1 ∈ X 1 . Such a finite set can always be found since X 0 is relatively compact and
Suppose (X, U, k) is a countable second-countable space which is effectively compact and Hausdorff, but not effectively Hausdorff. The diagonal is an effectively compact subspace of the product (X, U, k) × (X, U, k) which is not effectively closed by Proposition 6.2. Example 7.3 shows that such spaces must exist if arithmetic comprehension fails.
Compact Hausdorff spaces always enjoy stronger separation properties. In ACA 0 , these correspond to the usual notions of regularity and normality. The fact that every compact Hausdorff space is regular admits the following effective variant. Proposition 6.6 (RCA 0 ). Every countable second-countable compact effectively Hausdorff space is effectively regular.
Proof. Let X 0 be an effectively closed set and let
The neighborhoods
are as required.
When the space is effectively compact, then we can search for the finite set s ⊆ X 0 and hence we have functions r : X \ X 0 → I [<∞] and s : X \ X 0 → I such that x 1 ∈ U s(x 1 ) , X 0 ⊆ i∈s(x 1 ) U i , and U s(x 1 ) ∩ i∈s(x 1 ) U i = ∅. This stronger conclusion allows us to achieve normality. Proposition 6.7 (RCA 0 ). Every countable second-countable effectively compact effectively Hausdorff space is effectively normal.
Proof. Let X 0 and X 1 be disjoint effectively closed subsets of X and let C 0 be the finite cover relation for X 0 . Let s : X 1 → I and r :
The effective compactness requirement from Proposition 6.7 can be replaced by Σ Proof. Let X 0 and X 1 be disjoint effectively closed subsets of X. By Proposition 6.6, for every x 1 ∈ X 1 there are j ∈ I and a finite set c ⊆ I such that x 1 ∈ U j , X 0 ⊆ i∈c U i , and U j ∩ i∈c U i = ∅. Let A(j) be the Σ 0 2 formula defined by
Since (X, U, k) is Σ 0 2 -compact, there is a finite set {j 0 , . . . , j n−1 } ⊆ I such that A(j m ) holds for every m < n and X 1 ⊆ U j 0 ∪ · · · ∪ U j n−1 . By IΣ 0 2 , we can find a corresponding sequence c 0 , . . . , c n−1 ∈ I
[<∞] such that
for every m < n. Then the neighborhoods
Ordered Spaces
The order topology on a countable linear order leads to many examples of countable second-countable spaces. Since all such spaces are Hausdorff, they can be used to answer some of the questions that arose before in our discussion of separation axioms.
Definition 7.1. Let (X, ≺) be a countable linear order. The associated ordered space is the countable second-countable space (X, U ≺ , k ≺ ) where
A gap in (X, ≺) is a pair x 0 , x 1 such that x 0 ≺ x 1 and (x 0 , x 1 ) = ∅. It turns out that the gap structure of a linear order controls the effective Hausdorffness of the associated ordered space. Proposition 7.2 (RCA 0 ). Let (X, ≺) be a countable linear order. The associated ordered space (X, U ≺ , k ≺ ) is effectively Hausdorff if and only if the the gaps of (X, ≺) form a set.
Proof. Let G be the set of gaps of (X, ≺). Define h 0 , h 1 : X × X → I as follows. Assume x ≺ y. If x, y ∈ G then let h 0 (x, y) = h 1 (y, x) = (−∞, y) and h 1 (x, y) = h 0 (y, x) = (x, +∞). Otherwise, find the first z ∈ X with x ≺ z ≺ y and let h 0 (x, y) = h 1 (y, x) = (−∞, z) and h 1 (x, y) = h 0 (y, x) = (z, +∞). (For completeness, also let h 0 (x, x) = h 1 (x, x) = (−∞, +∞) for every x ∈ X.) It is clear that h 0 , h 1 witness that (X, U ≺ , k ≺ ) is effectively Hausdorff.
Suppose h 0 , h 1 : X × X → I witness that (X, U ≺ , k ≺ ) is effectively Hausdorff. Note that if x 0 , x 1 is a gap, then h 0 (x 0 , x 1 ) must be an interval with upper endpoint x 1 and h 1 (x 0 , x 1 ) must be an interval with lower endpoint x 0 . Conversely, if h 0 (x 0 , x 1 ) is an interval with upper endpoint x 1 and h 1 (x 0 , x 1 ) is an interval with lower endpoint x 0 , then x 0 , x 1 must be a gap since these intervals do not overlap. Thus, h 0 and h 1 provide an effective test to determine whether x 0 , x 1 is a gap.
The following example shows, in particular, that ACA 0 is necessary to show that every countable second-countable Hausdorff space is effectively Hausdorff. Example 7.3. A discrete ordered space which is not effectively Hausdorff from a failure of Σ 0 1 comprehension. Let f : N → N be a one-to-one function and define the linear order (N, ≺) by x ≺ y iff f (x) < f (y). Note that every x ∈ N has an immediate successor x + in (N, ≺), and, with the exception of the minimal element, every x ∈ N has an immediate predecessor x − in (N, ≺). Thus {x} = (x − , x + ), where x − = −∞ in case x is the minimal element of (N, ≺).
Suppose that the gaps of (N, ≺) form a set G. Note that the function x → x + is computable from G since x + is the unique element of (N, ≺ f ) such that x, x + ∈ G. Let x 0 be the minimal element of (N, ≺) and recursively define
is the increasing enumeration of f [N], which must therefore be a set.
It follows from Proposition 7.2 that if f [N] is not a set, then the ordered space associated to (N, ≺) is not effectively Hausdorff.
The following simple variation of the preceding example shows that the effective Hausdorffness hypothesis in Proposition 6.3 cannot be weakened to plain Hausdorffness. is not a set can be seen in the same way as Example 7.3. Finally, the fact that (N, U ≺ , k ≺ ) has a finite cover relation follows from the following proposition. Proposition 7.5 (RCA 0 ). Every countable ordered space has a finite cover relation.
Proof. Let (X, ≺) be a countable linear order. It is enough to show that the subbase B = B x,i x,i ∈X×{0,1} defined by
has a finite cover relation. This is clear since t ∈ (X × {0, 1})
[<∞] satisfies X = x,i ∈t B x,i if and only if there are x 0 , 0 , x 1 , 1 ∈ t such that x 1 ≺ x 0 .
Recall that a linear order (X, ≺) is complete if for every partition X =
either A − has a maximal element or A + has a minimal element. Note that if the partition A − , A + witnesses that (X, ≺) is not complete, then
is a basic open cover of (X, U ≺ , k ≺ ) which has no finite subcover. Therefore, every compact ordered space must come from a complete linear order.
Completeness of a countable linear order can be strengthened as follows.
there is an x ∈ X such that
Note that Σ 
Proof. We prove the contrapositive. Suppose (X, ≺) is not Σ 0 n -compact. Say,
but there is no finite sequence x 
Note that ≡-equivalence classes are convex in the ≺-ordering and hence ≺ naturally induces a linear ordering on the quotient X/≡. This quotient is hardly formalizable in second-order arithmetic, but we will still write [
So, by Σ 0 n -completeness, there is a z ∈ X such that 
Note that z ′ = max(x + 0 , . . . , x + ℓ−1 ) must be such that z, z ′ is a gap of (X, ≺). Otherwise, any point of (z, z ′ ) would contradict the defining property of z. We can then find
− , x + is a finite sequence which witnesses that z − ≡ z ′ . Therefore, z ′ contradicts the defining property of z. The proof that z ≡ z + is symmetric. of X such that x 0 , x 1 are respectively the minimal and maximal elements of (X, ≺) (which must exist by Σ 0 n -completeness). Let Z(i, z − , z + ) be the Σ 0 n+1 formula which says that there is a sequence z
and
These are Σ 0 n+1 formulas such that
and there is no x ∈ X such that
The next example shows that in the case n = 1, the hypothesis Σ 0 2 -completeness cannot be weakened to plain completeness in Proposition 7.7.
Example 7.8. An infinite complete countable linear order whose associated ordered space is effectively discrete from the existence of a maximal Turing degree (see below ).
Suppose W e ∞ e=0 is a sequence of enumerable sets such that for every enumerable set A there is an index e such that A = W e . Let us write W e = w e,s ∞ s=0 and assume that w e,s ⊆ {0, . . . , s − 1} for every s. Such a twodimensional array w e,s ∞ e,s=0 has maximal Turing degree. Indeed, for every set X there must be indices e, f such that X = W e and N \ X = W f . Then X is effectively computable from the two-dimensional array and the indices e, f. Conversely, if there is a set of maximal Turing degree, then one can effectively construct a sequence W e ∞ e=0 of enumerable sets as above. This example was greatly inspired by a construction of Watnick [17] . We construct the linear order (N, ≺) by stages, deciding the ordering of finitely many points at a time. At each stage, the points of the linear order will be organized into blocks. There will be one block B d for each dyadic rational d between 0 and 1, inclusive. We will always arrange that if d < d
′ then the elements of B d will precede the elements of B d ′ . As the construction goes on, the points of the linear order will occasionally shift from one block to another. However, each point will eventually stabilize into a fixed block.
With the exception of blocks B 0 and B 1 , the elements of block B d will be indexed consecutively along Z, the elements of block B 0 will be indexed consecutively along N and the elements of block B 1 will be indexed consecutively along −N = {0, −1, −2, . . . }. As the construction goes on, the blocks will only grow at the ends starting from index 0. This way, even as they shift from one block to another, two elements of the same block will always remain at a fixed distance from each other. Moreover, as the blocks gradually stabilize, each block B d will end up having the same order type as Z, except for B 0 and B 1 which will have the same order type as N and −N, respectively.
For bookkeeping purposes, we prioritize the blocks and the points within each block. The birthday of the block B d is the smallest integer n ≥ 0 such that d2 n is an integer. We will write D n for the finite set of dyadic rationals in [0, 1] with birthday at most n, i.e.,
The level of the point x ∈ N is the sum of the birthday of the block x belongs to and the absolute value of the index of x within that block -so the element with index −3 in B 3/4 has level 5.
To ensure that the ordered space associated to (N, ≺) is effectively discrete, at each stage s of the construction we will add sufficiently many points so that all points with level at most s do exist. For example, at stage 5 we will add new points as necessary to ensure that the block B 3/4 does have points with index −3, −2, −1, 0, 1, 2, 3. These points may eventually shift to another block, but when that happens new points will be added to fill the vacated spots. Since consecutive points in the same block will remain consecutive even when they shift blocks, we can use this property of the construction to effectively compute the two immediate neighbors of any point x of (N, ≺). In turn, these two neighbors give an index for the basic open set {x}, as required for effective discreteness.
For each pair W e , W f of enumerable sets from our universal sequence, we will meet the following requirement.
(R e,f ) If W e ≺ W f then there is an x such that W e x W f .
The satisfaction of these requirements will guarantee that (N, ≺) is a complete linear order. The basic strategy to satisfy requirement R e,f is as follows. We will wait for a stage s such that max w e,s ≺ min w f,s and max w e,s and min w f,s are sufficiently close to each other (defined below). At that time, we will shift some points from block to block in such a way that max w e,s and min w f,s belong to the same block. Since max w e,s and min w f,s will henceforth remain in the same block and at the same finite distance from each other, this will force R e,f to be satisfied.
To determine whether max w e,s and min w f,s are sufficiently close to each other, we perform the following check. If there is at most one block B d with birthday at most e, f which intersects the interval [max w e,s , min w f,s ] ≺ , then and only then can we perform a shift to satisfy requirement R e,f .
When there is such a block B d , then the shift is performed by moving all points from all blocks which intersect the interval [max w e,s , min w f,s ] ≺ into B d . Note that the points of B d are not moved in this process and so this shift does not move any points of level at most e, f . When there is no such block, then pick an arbitrary block intersecting [max w e,s , min w f,s ] ≺ to play the role of B d as above. Again, no points of level at most e, f are moved in this process.
Of course, when max w e,s and min w f,s belong to the same block then there is nothing to do for requirement R e,f . It follows that there will be at most one shift ever performed to satisfy requirement R e,f . By IΣ 0 1 , for every n there is a stage t n after which all shifts for requirements R e,f with e, f ≤ n to be performed have been performed. Since shifting for requirement R e,f never moves points of level at most e, f , the contents of a block B d with birthday at most n are never shifted after stage t n . Therefore, any points that belong to B d at stage t n and any points that get into block B d after then will forever remain in B d and will always keep the same index in B d . Thus, our promise to have the contents of the block B d eventually stabilize will be fulfilled after stage t n .
As observed above, once a shift for requirement R e,f has been performed then this requirement R e,f will automatically be satisfied. However, it may very well be that max w e,s and min w f,s never come sufficiently close to each other at any stage s and no shifting for requirement R e,f is ever performed. It turns out that requirement R e,f will still be satisfied in this scenario. Indeed, suppose that at any stage s there are at least two blocks with birthday at most e, f which intersect [max w e,s , min w f,s ] ≺ . There are two ways in which this can occur:
(i) At every stage s, there is at least one block with birthday at most e, f which is entirely contained in the open interval (max w e,s , min w f,s ) ≺ .
(ii) From some stage on, there are exactly two blocks with birthday at most e, f which intersect [max w e,s , min w f,s ] ≺ , namely the two blocks that contain the endpoints max w e,s and min w f,s .
Ad (i). Consider the sequence of finite sets
Let s 0 be a stage after which blocks with birthday at most e, f are no longer shifted. Note that E s
is a decreasing sequence of finite nonempty sets. By IΣ 0 1 , the intersection E = ∞ s=s 0 E s must be nonempty. If d ∈ E, then the point x of index 0 in B d satisfies max w e,s ≺ x ≺ min w f,s for every s. Therefore, this point x witnesses the conclusion W e x W f of requirement R e,f .
Ad (ii). Let s 0 be a stage after which blocks with birthday at most e, f are no longer shifted. Further assume that after stage s 0 , there are exactly two blocks with birthday at most e, f which intersect [max w e,s , min w f,s ] ≺ , namely the two blocks that contain the endpoints max w e,s and min w f,s . Note that although the points max w e,s and min w f,s may still change, the two blocks which contain these points must be the same for every s ≥ s 0 -let these blocks be B d 0 and B d 1 , respectively. Pick a dyadic rational d ∈ (d 0 , d 1 ) and let x be the point with index 0 in B d . Since max w e,s ≺ x ≺ min w f,s for every s, this point x witnesses the conclusion W e x W f of requirement R e,f .
The existence of a maximal Turing degree is a rather strong requirement, but the above construction works over the minimal ω-model REC of RCA 0 . Hirschfeldt, Shore, and Slaman [5] have shown that the non-existence of a maximal Turing degree is equivalent to the Atomic Model Theorem with Subenumerable Types (AST). It would be interesting to know whether AST is strong enough to show that the ordered space associated to a complete linear ordering is compact.
The Tychonoff Theorem
It is straightfoward to see that the product of sequentially compact spaces is sequentially compact. Proof. Let x n , y n ∞ n=0 be a sequence of elements of X × Y. By hypothesis, the sequence x n ∞ n=0 has an accumulation point x ∈ X. Recursively construct a subsequence x n(m) ∞ m=0 with the property that {m : x n(m) ∈ U i } is cofinite for each basic neighborhood U i of x. By hypothesis, the sequence y n(m) ∞ m=0 has an accumulation point y. Then, x, y is an accumulation point of x n , y n ∞ n=0 .
In ACA 0 , this shows that the product of two countable second-countable compact spaces is compact. However, ACA 0 is necessary for this approach to work as Example 5.4 shows. In fact, all approaches to prove the Tychonoff Theorem based on accumulation points or convergence, such as Tychonoff's original proof [16] , are bound to fail below ACA 0 for this reason.
A more elementary approach to the Tychonoff Theorem due to Loeb [10] turns out to be much more successful in RCA 0 . Lemma 8.2 (RCA 0 ). Let (X, U, k) and (Y, V, ℓ) be countable second-countable spaces such that U = U i i∈I is compact and V = V j j∈J has a finite cover relation. If A ⊆ I ×J is an enumerable set such that X ×Y = i,j ∈a U i ×V j for every finite set a ⊆ A, then there is an x ∈ X such that Y = j∈b V j for every finite subset b of the enumerable set
Proof. Suppose, for the sake of contradiction, that for every x ∈ X there is a finite set a ⊆ { i, j ∈ A : x ∈ U i } such that Y = i,j ∈a V j . Since V has a finite cover relation, we can effectively search for such a and hence we have a function f : X → A [<∞] which witnesses this. Let h : X → I be such that x ∈ U h(x) ⊆ i,j ∈f (x) U i . Since U is compact, there are x 0 , . . . ,
It follows immediately that RCA 0 proves the following weak version of the Tychonoff Theorem. Observing that the product of two countable second-countable spaces with finite cover relations has a finite cover relation, we obtain the Tychonoff Theorem for countable second-countable effectively compact spaces. ). Let (X, U, k) and (Y, V, ℓ) be countable secondcountable spaces such that U = U i i∈I is Σ 0 2 -compact and V = V j j∈J . If A ⊆ I × J is an enumerable set such that X × Y = i,j ∈a U i × V j for every finite set a ⊆ A, then there is an x ∈ X such that Y = j∈b V j for every finite subset b of the enumerable set B = {j ∈ J : (∃i ∈ I)(x ∈ U i ∧ i, j ∈ A)}.
Proof. Suppose, for the sake of contradiction, that for every x ∈ X there is a finite set a ⊆ { i, j ∈ A :
Since (X, U, k) is Σ 0 2 -compact, there is a finite set c ⊆ I such that (∀i ∈ c)C(i) and X = i∈c U i . By BΣ 0 2 , there is a finite set a ⊆ A such that for every i ∈ c there is a finite set a i ⊆ a such that
But then X × Y = i,j ∈a U i × V j , contrary to the hypothesis.
Consequently, we obtain another weak form of the Tychonoff Theorem. In fact, straightforward adaptation of Lemma 8.5 yields the following.
Thus, modulo some inductive assumptions, the Tychonoff Theorem is provable in RCA 0 for all of the strong forms of compactness considered in this paper. However, the Tychonoff Theorem for plain compactness is not provable in RCA 0 (with any amount of induction) as the following example will show. of finite sets, if it is the case that for every m there is an x ∈ s m with lim n→∞ f n (x) = i, then there is a finite set b such that lim n→∞ f n (x) = i for every x ∈ b, and s m ∩ b = ∅ for every m.
Proof. Let D i be the enumerable set of all t ∈ {0, 1} <∞ such that s m ⊆ t −1 (1 − i) for some m. Since lim n→∞ f n is 1-generic, there is an ℓ such that either lim n→∞ f n ↾ℓ ∈ D i or else lim n→∞ f n ↾ℓ has no extensions in D i at all. In the first case, when lim n→∞ f n ↾ℓ ∈ D i , we have that for some m, lim n→∞ f (x) = 1 − i for every x ∈ s m . In the second case, when lim n→∞ f n ↾ℓ has no extensions in D i , it must be that for every m there is an x ∈ s m ∩ {0, . . . , ℓ − 1} such that lim n→∞ f n (x) = i. The finite set b = {x < ℓ : lim n→∞ f n (x) = i} (which exists by BΣ The standard construction of a 0 ′ -computable 1-generic Turing degree (essentially due to Kleene and Post [9] ) shows that there is a ∆ 2 ) of Cholak, Jockusch, and Slaman [2] . It would be interesting to know whether SRT 2 2 implies that the product of two compact countable second-countable spaces is compact.
The Alexander Subbase Theorem
There is yet another common approach to prove the Tychonoff Theorem, which goes through the Alexander Subbase Theorem [1] . This approach turns out to be less efficient than Loeb's approach, but the analyis of the method is interesting. Definition 9.1 (RCA 0 ). A sequence B i i∈I of subsets of X is compact if for every enumerable set A ⊆ I such that X = i∈A B i there is a finite set a ⊆ A such that X = i∈a B i . We say that B i i∈I is effectively compact if moreover B i i∈I has a finite cover relation.
Thus a countable second-countable space (X, U, k) is (effectively) compact if and only if U is (effectively) compact as a sequence of subsets of X.
The Alexander Subbase Theorem says that every space with a compact subbase is compact; this fact is provable in ACA 0 . Proposition 9.2 (ACA 0 ). If B is a compact sequence of subsets of X, then the countable second-countable space (X, B * ) is compact.
Proof. Let (X, B * ) be a countable second-countable space where B = B i i∈I is a compact subbase.
Let A ⊆ I [<∞] be such that X = s∈a B * s for every finite set a ⊆ A. We will show that X = s∈A B * s . Note that not having a finite subset which is a cover is an arithmetical property of finite character. By Tukey's Lemma, which was analyzed by Dzhafarov and Mummert [4] , we can assume that for every t ∈ I
[<∞] \ A there is a finite set a ⊆ A such that X = B * t ∪ s∈a B * s . Let A 1 = {s ∈ A : |s| = 1} and note that X = s∈A 1 B * s since B * s ∈ B for each s ∈ A 1 . Pick x ∈ X \ s∈A 1 B * s ; we claim that x / ∈ s∈A B * s . Suppose instead that there is a t ∈ A with x ∈ B * t . Write t = {t 0 , . . . , t ℓ−1 } so that B * t = B t 0 ∩ · · · ∩ B t ℓ−1 . Observe that {t k } / ∈ A for each k < ℓ. By maximality of A, for each k < ℓ there is a finite set a k ⊆ A such that X = B t k ∪ s∈a k B * s . Then a = a 0 ∪ · · · ∪ a ℓ−1 is a finite subset of A such that X = B * t ∪ s∈a B * s , which is impossible. The next example reverses the previous proposition. Example 9.3. An infinite effectively discrete space with a compact subbase from a failure of ∆ 0 2 comprehension. Let f n ∞ n=0 be a sequence of functions f n : N → {0, 1} such that lim x→∞ f n (x) exists for every n. Define B = B s s∈{0,1} <∞ by B s = {x ∈ N : x = |s| ∨ (∃n < |s|)(f n (x) = s n )}.
Note that (N, B * ) is effectively discrete since B * {0,1} n = {n} for each n. Suppose that B is not compact; say A ⊆ {0, 1}
<∞ is an enumerable set such that N = s∈A B s but N = s∈a B s for every finite set a ⊆ A. Note that if s ∈ A then we must have that lim x→∞ f n (x) = s n for every n < |s|, otherwise there would be a s ∈ A such that B s is cofinite. Since A is infinite, it must contain sequences of arbitrarily long length, thus lim x→∞ f n (x) = d ↔ (∃s ∈ A)(n < |s| ∧ s n = d), which allows us to comprehend the function n → lim x→∞ f n (x).
Therefore, if f n ∞ n=0 witnesses the failure of ∆ 0 2 comprehension, then (N, B * ) is an infinite effectively discrete space with a compact subbase.
For effectively compact subbases, the Weak König Lemma suffices to prove the Alexander Subbase Theorem.
Proposition 9.4 (WKL 0 ). If B is an effectively compact sequence of subsets of X, then the countable second-countable space (X, B * ) is effectively compact.
Proof. Write B = B i i∈I and let C ⊆ I [<∞] be the finite cover relation for B. We know from Lemma 2.14 that B * has a finite cover relation, so it suffices to show that B * is compact. Let s n ∞ n=0 be a sequence of elements of I [<∞] such that X = ∞ n=0 B * sn . Let T be the bounded tree of all sequences i 0 , . . . , i ℓ−1 such that i n ∈ s n for each n < ℓ and such that {i 0 , . . . , i ℓ−1 } / ∈ C. Note that T does not have any infinite branches. Indeed, if i n ∞ n=0 were to enumerate an infinite branch through T, then we would have The next example reverses the previous proposition.
Example 9.5. An infinite effectively discrete space with an effectively compact subbase from a failure of the Weak König Lemma.
Let T be a subtree of {0, 1} <∞ which has no infinite branches and let X be the set of all dead-ends of T. Let B = B t t∈T be defined by B t = {x ∈ X : t x}. This is a compact sequence with a finite cover relation.
The countable second-countable space (X, B * ) is effectively discrete since {x} = t∈bx B t where b x = {(x↾i) ⌢ (1 − x(i)) : i < |x|} ∩ T. Thus (X, B * ) is compact if and only if X (and hence T ) is finite by Proposition 5.2. Therefore, if T witnesses the failure of the Weak König Lemma, then (X, B * ) is an infinite effectively discrete space with an effectively compact subbase.
Conclusion
In this paper, we considered compactness, discreteness, and Hausdorffness for countable second-countable spaces in weak subsystems of second-order arithmetic. We showed that these properties behave as expected in the subsystem ACA 0 . In each case, we also found effective variants of these properties and we showed that these are well behaved even in the base subsystem RCA 0 . It follows that the following statements are all equivalent to arithmetic comprehension over RCA 0 .
• Every compact countable second-countable space is effectively compact.
• Every discrete (effectively compact) countable second-countable space is effectively discrete.
• Every Hausdorff (effectively compact) countable second-countable space is effectively Hausdorff.
Thus ACA 0 is both necessary and sufficient for the good behavior of compactness, discreteness, and Hausdorffness for countable second-countable spaces.
Example 5.4 also shows that the following statements are equivalent to arithmetic comprehension over RCA 0 .
• Every discrete (effectively) compact countable second-countable space is finite.
• Every (effectively) compact countable second-countable space is sequentially compact.
Examples 7.8 and 8.8 exist under stronger hypotheses than the mere failure of arithmetic comprehension. These two examples respectively show that:
• RCA 0 does not prove that the order topology of a countable complete linear ordering is compact.
• WKL 0 does not prove that the product of two compact countable secondcountable spaces is compact.
However, the precise strength of these two statements is unknown. Considering the strength of the hypotheses needed for these two examples, we are led to the following two questions.
Question 10.1. Does the principle AST of Hirschfeldt, Shore, and Slaman [5] imply that the order topology of a countable complete linear ordering is compact?
Question 10.2. Does the principle SRT 2 2 of Cholak, Jockusch, and Slaman [2] imply that the product of two compact countable second-countable spaces is compact?
