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Abstract
We propose a group theoretical method to study Isgur-Wise (IW) func-
tions. A current matrix element splits into a heavy quark matrix element and
an overlap of the initial and final clouds, related to the IW functions, that con-
tain the long distance physics. The light cloud belongs to the Hilbert space of
a unitary representation of the Lorentz group. Decomposing into irreducible
representations one obtains the IW function as an integral formula, superpo-
sition of irreducible IW functions with positive measures, providing positivity
bounds on its derivatives. Our method is equivalent to the sum rule approach,
but sheds another light on the physics and summarizes and gives all its possible
constraints. We expose the general formalism, thoroughly applying it to the
case j = 0 for the light cloud, relevant to the semileptonic decay Λb → Λcℓνℓ.
In this case, the principal series of the representations contribute, and also the
supplementary series. We recover the bound for the curvature of the j = 0 IW
function ξΛ(w) that we did obtain from the sum rule method, and we get new
bounds for higher derivatives. We demonstrate also that if the lower bound
for the curvature is saturated, then ξΛ(w) is completely determined, given by
an explicit elementary function. We give criteria to decide if any ansatz for
the Isgur-Wise function is compatible or not with the sum rules. We apply
the method to some simple model forms proposed in the literature. Dealing
with a Hilbert space, the sum rules are convergent, but this feature does not
survive hard gluon radiative corrections.
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1 Introduction
The heavy quark limit of QCD and, more generally, Heavy Quark Effective
Theory, has aroused an enormous interest in the decade of the 1990’s, starting from
the formulation of Heavy Quark Symmetry by Isgur and Wise [1].
Then, the theoretical study of the properties of this limit did slow down, due
essentially to the fact that Flavor Physics had more urgent domains to explore, like
the determination of |Vub|, the study of rare decays like B → Xsγ, and the com-
parison of the many CP violation observables with the predictions of the Standard
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Model. Presently, the main interest is focussed on the search of New Physics, in
view of the possibilities of the future experimental projects : LHCb, Super-Belle
and the Super B Factory.
The present paper shows that the richness of the heavy quark limit of QCD had
not been explored in the past in all its depth. The method proposed here allows to
obtain important constraints on the Isgur-Wise (IW) functions, that carry the long
distance QCD physics in the heavy quark limit. These constraints turn out to have
simple and explicit phenomenological applications that can be tested at present or
in the future.
As it is well-known, in the heavy quark limit, QCD possesses new global symme-
tries, namely the spin-flavor symmetry SU(2Nf) where Nf is the number of heavy
quark flavors, in practice the b and c quarks.
Hadrons with one heavy quark such that mQ >> ΛQCD can be thought as a
bound state of a light cloud in the color source of the heavy quark. Due to its heavy
mass, the latter is unaffected by the interaction with soft gluons.
In this approximation, the decay of a heavy hadron with four-velocity v into
another hadron with velocity v′, for example the semileptonic decay B → D(∗)ℓνℓ
or Λb → Λcℓνℓ, occurs just by free heavy quark decay produced by a current, and
the rearrangement of the light cloud or ”brown muck”, to follow the heavy quark in
the final state and constitute the final heavy hadron.
The dynamics is contained in the complicated light cloud, that concerns long
distance QCD and is not calculable from first principles. Therefore, one needs to
parametrize this physics through form factors, the IW functions.
The matrix element of a current between heavy hadrons containing heavy quarks
Q and Q′ can thus be factorized as follows [2]
< H ′(v′)|JQ′Q(q)|H(v) > = < Q′(v′),±1
2
|JQ′Q(q)|Q(v),±1
2
>
< light, v′, j′,M ′|light, v, j,M > (1)
where v, v′ are the initial and final four-velocities, and j, j′, M , M ′ are the angular
momenta and corresponding projections of the initial and final light clouds.
The current affects only the heavy quark, and all the soft dynamics is contained in
the overlap between the initial and final light clouds< v′, j′,M ′|v, j,M >, that follow
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the heavy quarks with the same four-velocity. From now on it would be understood
that this scalar product concerns the light cloud. This overlap is independent of the
current heavy quark matrix element, but depends on the four-velocities v and v′.
The IW functions are precisely given by these light clouds overlaps.
An important hypothesis has been done in writing the previous expression,
namely neglecting hard gluon radiative corrections, that we will assume from now
on.
As we will make explicit below, the light cloud belongs to a Hilbert space, and
transforms according to a unitary representation of the Lorentz group. Then, as we
will show, the whole problem of getting rigorous constraints on the IW functions
amounts to decompose unitary representations of the Lorentz group into irreducible
ones. This will allow to obtain for the IW functions general integral formulas in
which the crucial point is that the measures are positive.
In [3], for bound states made up of a heavy quark and a non-relativistic light
quark, we did already exploit the positivity of matrices of moments of the ground
state wave function, that allowed to bound the derivatives of the corresponding IW
function ξNR(w), where NR stands for the non-relativistic approximation for the
light quark. The present paper extends this method to the non-trivial case of the
true QCD in the heavy quark limit.
We treat here the case of a light cloud with angular momentum j = 0 in the
initial and final states, as happens in the baryon semileptonic decay Λb → Λcℓνℓ
where, in the quark model, the light diquark system has S = 0 with orbital angular
momentum L = 0 relative to the heavy quark, and therefore j = 0 in the relativistic
language. The whole spin of the baryon is carried by the heavy active quark.
A different but, as we will show below, equivalent method to the one of the
present paper was developed in a number of articles using sum rules in the heavy
quark limit, like the famous Bjorken sum rule and its generalizations [4][5][6][7].
Although in our previous papers and also in most work by other authors, the
sum rules are formulated using the heavy hadron states, they could be formulated in
an equivalent way using only the light cloud, the reason being that the heavy quark
spin decouples from the soft QCD physics.
The sum rule method is completely equivalent to the method of the present paper.
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Indeed, starting from the sum rules one can demonstrate that an IW function, say
ξ(v.v′) = < v′|v > in a simplified notation, is a function of positive type, and that
one can construct a unitary representation of the Lorentz group U(Λ) and a vector
state |φ0 > representing the light cloud at rest. The IW function writes then simply
(e.g. in the special case j = 0) :
ξ(v.v′) = < U(Bv′)φ0|U(Bv)φ0 > (2)
where Bv and Bv′ are the corresponding boosts. Notice that we are dealing precisely
with the Lorentz group and not with the usual Poincare´ group. This is due to the
fact that we are working within the heavy quark limit of QCD.
Another important aspect worth to underline is that the light cloud belongs
to a Hilbert space and that therefore the corresponding sum rules are convergent,
although this feature does not survive the inclusion of radiative corrections involving
hard gluons.
Let us now go back to previous work on the sum rule method. In the meson case
B → D(∗)ℓνℓ, in the leading order of the heavy quark expansion, Bjorken sum rule
(SR) [4][5] gives the lower bound for the derivative of the meson elastic IW function
at zero recoil ρ2 = −ξ′(1) ≥ 1
4
. A new SR was formulated by Uraltsev in the heavy
quark limit [6] that, combined with Bjorken’s, gave the much stronger lower bound
ρ2 ≥ 3
4
. A basic ingredient in deriving this bound was the consideration of the non-
forward amplitude B(vi) → D(n)(v′) → B(vf ), allowing for general four-velocities
vi, vf , v
′.
In [7] we did develop a manifestly covariant formalism within the Operator Prod-
uct Expansion (OPE) and the non-forward amplitude, using the whole tower of
heavy meson states [2]. We did recover Uraltsev SR plus a general class of SR that
allow to bound also higher derivatives of the IW function. In particular, we found
a bound on the curvature in terms of the slope ρ2, namely ξ′′(1) ≥ 1
5
[4ρ2 + 3(ρ2)2].
Recently, we have extended the sum rule method to the baryon IW function ξΛ(w)
of the transition Λb → Λcℓνℓ [8]. We have recovered the lower bound for the slope
ρ2Λ = −ξ′Λ(1) ≥ 0 [9], and we have generalized it by demonstrating (−1)nξ(n)Λ (1) ≥ 0.
Moreover, exploiting systematically the sum rules, we got an improved lower bound
for the curvature in terms of the slope,
6
σ2Λ = ξ
′′
Λ(1) ≥
3
5
[ρ2Λ + (ρ
2
Λ)
2] (3)
This bound can be useful to constrain the shape of the differential spectrum of future
precise data, hopefully at LHCb, on the baryon semileptonic decay Λb → Λcℓνℓ, that
has a large measured branching ratio of about 5 %.
To simplify the notation of the present paper, that is restricted to the baryon
j = 0 case, we replace from now on for the IW function ξΛ(w) of [8] by ξ(w).
However for the slope ρ2Λ and the curvature σ
2
Λ we still keep this notation, that is
used below only in Sections 6 and 10. Indeed, there there could be an ambiguity
in what follows below (ρ labels also the irreducible representations of the Lorentz
group).
The much more powerful method of the present paper will provide a new insight
on the physics of QCD in the heavy quark limit and on its Lorentz group structure.
We will see that we recover the bound (3) and this systematic method will allow
us to find bounds for higher derivatives. We will also demonstrate that if for example
the bound (3) is saturated, then the IW function ξ(w) is completely determined and
given by an explicit elementary function, dependent on a single parameter. There
is a simple group theoretical argument that explains this feature.
We restrict here to the case j = 0 that, interestingly, turns out to be more
involved than the meson case j = 1
2
from the point of view of the decomposition of
the corresponding unitary representation of the Lorentz group into irreducible ones.
The study of the j = 1
2
case, that is more complicated from the spin point of view,
is postponed to future work.
2 The Lorentz group and the heavy quark limit
of QCD
In the heavy mass limit, the states of a heavy hadron H containing a heavy
quark Q is described as follows [2]
|H(v), µ,M > = |Q(v), µ > ⊗ |v, j,M > (4)
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where there is factorization into the heavy quark state factor |Q(v), µ > and a light
cloud component |v, j,M > (also called ”brown muck”). The velocity v of the heavy
hadron H is the same as the velocity of the heavy quark Q, and is unquantized (this
is the superselection rule of [10]). The heavy quark Q state depends only on a spin
µ = ±1
2
quantum number, and so belongs to a 2-dimensional Hilbert space. The
light component is the complicated thing, but it does not depend on the spin state
µ of the heavy quark Q, nor on its mass, and this gives rise to the symmetries of
the heavy quark theory.
As advanced in the Introduction, the matrix element of a heavy-heavy current
J (acting only on the heavy quark) writes then
< H ′(v′), µ′,M ′|J |H(v), µ,M > = < Q′(v′), µ′|J |Q(v), µ >
< v′, j′,M ′|v, j,M > (5)
and the IW functions are defined as the coefficients, depending only on v.v′, in the
expansion of the unknown scalar products < v′, j′,M ′|v, j,M > into independent
scalars constructed from v, v′ and the polarization tensors describing the spin states
of the light components.
Now, the crucial point in the present work is that the states of the light compo-
nents make up a Hilbert space in which acts a unitary representation of the Lorentz
group. In fact, this is more or less implicitly stated, and used in the literature [2].
2.1 Physical picture of a heavy quark
To see the point more clearly, let us go into the physical picture which is at the
basis of (4). Considering first a heavy hadron at rest, with velocity
v0 = (1, 0, 0, 0) (6)
its light component is submitted to the interactions between the light particles,
light quarks, light antiquarks and gluons, and to the external chromo-electric field
generated by the heavy quarks at rest. This chromo-electric field does not depend
on the spin µ of the heavy quark nor on its mass. We shall then have a complete
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orthonormal system of energy eigenstates |v0, j,M, α > of the light component,
where j and M are the angular momentum quantum numbers, and α is any needed
additional quantum number,
< v0, j
′,M ′, α′|v0, j,M, α > = δj,j′δM,M ′δα,α′ (7)
Now, for a heavy hadron moving with a velocity v, the only thing which changes for
the light component is that the external chromo-electric field generated by the heavy
quark at rest is replaced by the external chromo-electromagnetic field generated by
the heavy quark moving with the velocity v. Neither the Hilbert space describing
the possible states of the light component, nor the interactions between the light
particles, are changed. We shall then have a new complete orthonormal system
of energy eigenstates |v, j,M, α >, in the same Hilbert space. Then, because the
colour fields generated by a heavy quark for different velocities are related by Lorentz
transformations, we may expect that the energy eigenstates of the light component
will, for various velocities, be themselves related by Lorentz transformations acting
in their Hilbert space.
2.2 Lorentz representation from covariant overlaps
Let us now show that such a representation of the Lorentz group does in fact
underly the work of ref. [2].
For integer spin j, the spin state of the light component is described by a po-
larization tensor ǫµ1,...,µj subject to the constraints of symmetry, transversality and
tracelessness
vµ1ǫ
µ1,...µj = 0 gµν ǫ
µ,ν,µ3,...,µj = 0 (8)
For half-integer spin j, the polarization tensor becomes a Rarita-Schwinger tensor-
spinor ǫ
µ1,...µj−1/2
α subject to the constraints of symmetry, transversality and trace-
lessness as above, and
(/v)αβǫ
µ1,...,µj−1/2
β = 0 (γµ1)αβǫ
µ1,...,µj−1/2
β = 0 (9)
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Then a scalar product < v′, j′, ǫ′, α′|v, j, ǫ, α > is a covariant function of the vectors
v and v′ and of the tensors (or tensor-spinors) ǫ′∗ and ǫ, bilinear with respect to ǫ′∗
and ǫ, and the IW functions, functions of the scalar v.v′, are introduced accordingly.
Now, the covariance property of the scalar products is explicitly expressed by
the equality
< Λv′, j′,Λǫ′, α′|Λv, j,Λǫ, α > = < v′, j′, ǫ′, α′|v, j, ǫ, α > (10)
valid for any Lorentz transformation Λ, with the transformation of a tensor (or
tensor-spinor) ǫ given by
(Λǫ)µ1,...,µj = Λµ1ν1 ...Λ
µj
νj
ǫν1,...,νj (11)
(Λǫ)
µ1,...,µj−1/2
α = Λµ1ν1 ...Λ
µj−1/2
νj−1/2D(Λ)αβ ǫ
ν1,...,νj−1/2
β (12)
Then, let us define the operator U(Λ), in the space of the light component states,
by
U(Λ)|v0, j, ǫ, α > = |Λv0, j,Λǫ, α > (13)
where here v0 is a fixed, arbitrarily chosen velocity. Let us show that U(Λ) gives a
unitary representation of the Lorentz group.
Eq. (10) implies that U(Λ) is a unitary operator. Let us find the action of U(Λ)
on the state |v, j, ǫ, α >. Using a complete orthonormal set |v0, j, ǫ(M), α >, where
ǫ(M) for −j ≤M ≤ j is a basis for the polarization tensors, we have
U(Λ)|v, j, ǫ, α >
=
∑
j′,M,β
< v0, j
′, ǫ(M), β|v, j, ǫ, α > U(Λ)|v0, j′, ǫ(M), β >
=
∑
j′,M,β
< v0, j
′, ǫ(M), β|v, j, ǫ, α > |Λv0, j′,Λǫ(M), β >
Using (10), one gets
U(Λ)|v, j, ǫ, α >
=
∑
j′,M,β
< Λv0, j
′,Λǫ(M), β|Λv, j,Λǫ, α > |Λv0, j′,Λǫ(M), β >
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and using the fact that the set |Λv0, j,Λǫ(M), α > is orthonormal (see (10) again),
and complete as well, we finally obtain
U(Λ)|v, j, ǫ, α > = |Λv, j,Λǫ, α > (14)
From (14), it is easy to see that the group property U(Λ′)U(Λ) = U(Λ′.Λ) holds.
Therefore, we have indeed a unitary representation of the Lorentz group in the
Hilbert space of the light component states.
2.3 From a Lorentz representation to Isgur-Wise functions
We have shown above how a unitary representation of the Lorentz group emerges
from the usual treatment of heavy hadrons in the heavy quark theory. For the
present purpose, we need to go in the opposite way, namely, to show how, starting
from a unitary representation of the Lorentz group, the usual treatment of heavy
hadrons and the introduction of the IW functions emerges. What follows is not
restricted to the j = 0 case, but concerns any IW function.
So, let us consider some unitary representation Λ→ U(Λ) of the Lorentz group,
or more precisely of the group SL(2, C), in a Hilbert space H. We have to identify
states in H, depending on a velocity v, and which are transformed according to (14).
The difficulty is that, in the present abstract setting, we apparently have nothing like
a velocity v in sight. But we have in H an additional structure, namely the energy
operator of the light component for a heavy quark at rest. Since this energy operator
is invariant under rotations, we have to consider the subgroup SU(2) of SL(2, C). By
restriction, the representation in H of SL(2, C) gives a representation R → U(R)
of SU(2), and the decomposition of H into irreducible representations of SU(2)
comes into play. We then have the eigenstates |v0, j,M, α > of the energy operator,
classified by the angular momentum number j of the irreducible representations of
SU(2), and associated with the rest velocity v0, since their physical meaning is to
describe the energy eigenstates of the light component for a heavy quark at rest.
Let us pursue our task, which is to express the states |v, j, ǫ, α > in terms of
the states |v0, j,M, α >. We begin with v = v0. For fixed j and α, the states
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|v0, j,M, α > constitute, for −j ≤ M ≤ j, a standard basis of a representation j of
SU(2) :
U(R) |v0, j,M, α > =
∑
M ′
DjM ′,M(R) |v0, j,M ′, α > (15)
where the rotation matrix elements DjM ′,M are defined by
DjM ′,M = < j,M
′|Uj(R)|j,M > R ∈ SU(2) (16)
On the other hand, the states |v0, j, ǫ, α > constitute, when ǫ goes over all polar-
ization tensors (or tensor-spinors), the whole space of a representation j of SU(2).
In fact, when v = v0, the first constraint in (8) and (9) means the vanishing of any
component of ǫ if some µi is 0 (or if α = 3 or 4, in the case of a tensor-spinor), so
that ǫ can be considered as a tensor (resp. tensor-spinor) constructed from ordinary
3-dimensional space (resp. and from two-dimensional spinor space). The group
SU(2) acts on these tensors (or tensor-spinors) in the usual way, through rotations
in 3-dimensional space and through the spin 1/2 representation in the spinor space.
This representation of SU(2) in the space of 3-tensors (or 3-tensor-spinors) is not
irreducible, but contains an irreducible subspace of spin j, which is precisely the
polarization 3-tensor (or 3-tensor-spinor) space selected by the other constraints,
symmetry and second constraint in (8) and (9).
The conclusion of this rather long description is that we may introduce a stan-
dard basis ǫ(M), −j ≤M ≤ j, for the SU(2) representation of spin j in the space of
polarization 3-tensors (or 3-tensor-spinors). This basis will be used here to demon-
strate the equation (22) below.Then, using the notation (11), (12) for Rǫ, one has
Rǫ(M) =
∑
M ′
DjM ′,M(R) ǫ
(M ′) (17)
and since, according to (14), we want U(R)|v0, j, ǫ, α > = |v0, j, Rǫ, α >, the states
|v0, j, ǫ(M), α > are readily identified :
|v0, j, ǫ(M), α > = |v0, j,M, α > (18)
Notice that this is an identity between states described by polarization tensors ǫ(M)
and states belonging to a basis standard under rotations.
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Next, denoting by ǫM the standard components of an arbitrary ǫ, which are just
the components with respect to the basis ǫ(M) :
ǫ =
∑
M
ǫMǫ
(M) (19)
and, from (18) and (19), the state |v0, j, ǫ, α > for an arbitrary ǫ is obtained
|v0, j, ǫ, α > =
∑
M
ǫM |v0, j,M, α > (20)
Finally, we have to find the states |v, j, ǫ, α > associated to an arbitrary velocity
v. Wanting (14) to be satisfied, we have no choice. Indeed, (14) gives
U(Λ)|v0, j, ǫ, α > = |Λv0, j,Λǫ, α > (21)
for any Lorentz transformation Λ, so that we must have
|v, j, ǫ, α > =∑
M
(Λ−1ǫ)M U(Λ)|v0, j,M, α > (22)
for Λ such that Λ.v0 = v, with v0 given by (6).
Equation (22) is our final result here, defining, in the Hilbert spaceH of a unitary
representation of SL(2, C), the states |v, j, ǫ, α > whose scalar products define the
IW functions, in terms of |v0, j,M, α > which occur as SU(2) multiplets in the
restriction to SU(2) of the SL(2, C) representation.
However, in order that (22) be really a definition of |v, j, ǫ, α >, there is still
something to be verified, namely that |v, j, ǫ, α > does not depend on the choice of
the Lorentz transformation Λ such that Λ.v0 = v. So, let Λ
′ be another Lorentz
transformation such that Λ′.v0 = v. Since Λ−1Λ′.v0 = v0, Λ−1Λ′ is a rotation
R ∈ SU(2), and we have Λ′ = ΛR. Then,
∑
M
(Λ′−1ǫ)M U(Λ′)|v0, j,M, α > =
∑
M
(R−1Λ−1ǫ)M U(ΛR)|v0, j,M, α >
=
∑
M
(R−1(Λ−1ǫ))M U(Λ)U(R)|v0, j,M, α >
Using (15) and (17) to expand U(R)|v0, j,M, α > and (R−1(Λ−1ǫ))M , one obtains
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∑
M
(Λ′−1ǫ)M U(Λ′)|v0, j,M, α >
=
∑
M,M ′,M ′′
DjM,M ′(R
−1) (Λ−1ǫ)M ′D
j
M ′′,M(R) U(Λ)|v0, j,M ′′, α >
The sum over M is done using the group property of the DjM,M ′ :
∑
M
DjM,M ′(R
−1)DjM ′′,M(R) = δM ′′,M ′
and one obtains
∑
M
(Λ′−1ǫ)MU(Λ′)|v0, j,M, α > =
∑
M ′
(Λ−1ǫ)M ′U(Λ)|v0, j,M ′, α > = |v, j, ǫ, α >
proving that the state |v, j, ǫ, α > defined by (22) does not depend on the choice of
Λ (as long as Λ.v0 = v).
To be complete, we have still to show that eq.(10) and (14) hold for these states
|v, j, ǫ, α >. The proof of (14) is straightforward. Let Λ be any Lorentz transforma-
tion. From the definition (22), one has
U(Λ)|v, j, ǫ, α > =∑
M
(Λ′−1ǫ)M U(Λ)U(Λ
′)|v0, j,M, α >
=
∑
M
((ΛΛ′)−1Λǫ)M U(ΛΛ′)|v0, j,M, α >
where Λ′ is some Lorentz transformation such that Λ′.v0 = v. Then, since the
Lorentz transformation ΛΛ′ satisfies ΛΛ′.v0 = Λv, using again the definition (22),
one has
U(Λ)|v, j, ǫ, α > = |Λv, j,Λǫ, α > (23)
Finally, eq.(10), which is crucial for the definition of the IW functions, that writes
here
< Λv′, j′,Λǫ′, α′|Λv, j,Λǫ, α > = < v′, j′, ǫ′, α′|v, j, ǫ, α > (24)
is an immediate consequence of (14) and of the unitarity of U(Λ), here assumed
from the start.
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3 Decomposition into irreducible representations
and integral formula for the Isgur-Wise func-
tion (in the case j = 0)
Let us first explain, in general terms, the decomposition of unitary representa-
tions into irreducible ones, and how this gives a general integral formula for the
IW functions. As it is well known, in the case of a compact group (as SU(2)), any
unitary representation can be written as a direct sum of irreducible ones. In the
present case of SL(2, C) (a non-compact group), the more general notion of a direct
integral is required [11].
Let us denote by X the set of (equivalence classes of) irreducible unitary repre-
sentations of SL(2, C), by Hχ the Hilbert space of a representation χ ∈ X , and by
Uχ(Λ) the unitary operator acting in Hχ which corresponds to any Λ ∈ SL(2, C).
Then, for any unitary representation of SL(2, C), the Hilbert space H can be written
in the form
H =
∫ ⊕
X
⊕nχHχ dµ(χ) (25)
where ⊕ on the integral sign indicates a direct integral of Hilbert spaces, µ is an
arbitrary positive measure on the set X and nχ is a function on X with ≥ 1 integer
values or possibly ∞. This is a rather symbolic formula. Explicitly, an element
ψ ∈ H is a function
ψ : χ ∈ X → ψχ = (ψ1,χ, ..., ψnχ,χ) ∈ ⊕nχHχ (26)
which assigns to each χ ∈ X an element ψχ ∈ ⊕nχHχ, and which is µ-measurable
and square µ-integrable. The scalar product in H is given by :
< ψ′|ψ > =
∫
X
< ψ′χ|ψχ > dµ(χ) (27)
and the operator U(Λ) of the representation in the space H is given by :
(U(Λ)ψ)k,χ = Uχ(Λ)ψk,χ (28)
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The more familiar notion of a direct sum is the particular case of a direct integral
when the measure µ is a sum of Dirac δ functions.
Let us see now the consequences for the IW functions. For simplicity, we take
here the case of a scalar (j = 0) light component. For the hadron at rest, the
light component will be described by some element ψ0 ∈ H which is scalar for
the subgroup SU(2) of SL(2, C). Then, according to the law of transformation
(28), requiring that ψ0 is a scalar under rotations is the same as requiring that
ψ0,k,χ is a scalar under rotations for all χ’s (technically, for µ-almost all χ’s) and
all k = 1, ..., nχ (all k ≥ 1 if nχ = ∞, we omit hereafter to specify this case).
We therefore have to look at the SU(2) scalars in each irreducible representation
of SL(2, C). More generally, the decomposition of the irreducible representations
of SL(2, C) into irreducible representations of SU(2) is known (see Section below).
The decomposition is by a direct sum (since SU(2) is compact), and therefore each
Hχ admits an orthonormal basis adapted to SU(2). Moreover, it turns out that
each representation j of SU(2) appears with multiplicity 0 or 1. Then, there is
a subset X0 ⊂ X of irreducible representations of SL(2, C) containing a non-zero
SU(2) scalar subspace and, for χ ∈ X0, there is a unique (up to a phase) normalized
SU(2) scalar element in Hχ, which we denote φ0,χ. Each scalar element in Hχ is
then proportional to φ0,χ. So, one has
ψ0,χ = (c1,χ φ0,χ, ..., cnχ,χ φ0,χ) (29)
with some coefficients c1,χ, ..., cnχ,χ. From the scalar product (27) in H, one sees
that the normalization < ψ0|ψ0 > = 1 of the light component amounts to
∫
X0
nχ∑
k=1
|ck,χ|2 dµ(χ) = 1 (30)
Now, particularizing (22) for j = 0, the IW function ξ(w) is given by :
ξ(w) = < ψ0|U(Λ)ψ0 > (31)
where here (case j = 0) Λ ∈ SL(2, C) is any transformation converting the rest
velocity v0 into a velocity v with v
0 = w, for instance the boost along Oz
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Λτ =
 eτ/2 0
0 e−τ/2
 w = ch(τ)
From (31), using formula (28) for U(Λ) and (27) for the scalar product in H,
one readily obtains
ξ(w) =
∫
X0
nχ∑
k=1
|ck,χ|2 < φ0,χ|Uχ(Λ)φ0,χ > dµ(χ) (32)
It is then useful to introduce a notation
ξχ(w) = < φ0,χ|Uχ(Λ)φ0,χ > (33)
so that ξχ(w) may be called the irreducible Isgur-Wise function corresponding to χ.
Introducing also the measure
dν(χ) =
nχ∑
k=1
|ck,χ|2 dµ(χ) (34)
formula (32) writes
ξ(w) =
∫
X0
ξχ(w) dν(χ) (35)
and exhibits the IW function as a mean value of the irreducible IW functions, with
respect to some positive normalized measure ν :
∫
X0
dν(χ) = 1 (36)
As we will see below, the irreducible IW function ξχ(w), which is the special case
of (35) when ν is a δ function, could be interesting as the limiting case of a heavy
hadron with light component in the irreducible representation χ ∈ X . In fact, as
will be seen, an example of such a limiting case is obtained when, for a given slope
of ξ(w), the lower bound of its curvature is saturated.
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4 Irreducible unitary representations of the Lorentz
group and their decomposition under rotations
4.1 An explicit form of the irreducible representations of
the Lorentz group
Let us now describe an explicit form of the irreducible unitary representations
of SL(2, C). Their set X is divided into three sets, the set Xp of representations of
the principal series, the set Xs of representations of the supplementary series, and
the one-element set Xt made up of the trivial representation.
Principal series. A representation χ = (p, n, ρ) in the principal series is labelled
by an integer n ∈ Z and a real number ρ ∈ R. Actually, the representations (p, n, ρ)
and (p,−n,−ρ) (as given below) turn out to be equivalent so that, in order to have
each representation only once, n and ρ will be restricted as follows :
n = 0 ρ ≥ 0
n > 0 ρ ∈ R (37)
The Hilbert space Hp,n,ρ is made up of functions of a complex variable z with
the standard scalar product
< φ′|φ > =
∫
φ′(z) φ(z) d2z (38)
with the measure d2z in the complex plane being simply d2z = d(Rez)d(Imz). So
Hp,n,ρ = L2(C, d2z).
The unitary operator Up,n,ρ(Λ) is given by :
(Up,n,ρ(Λ)φ)(z) =
(
α− γz
|α− γz|
)n
|α− γz|2iρ−2 φ
(
δz − β
α− γz
)
(39)
where α, β, γ, δ are complex matrix elements of Λ ∈ SL(2, C) :
Λ =
 α β
γ δ
 αδ − βγ = 1 (40)
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Supplementary series. A representation χ = (s, ρ) in the supplementary series is
labelled by a real number ρ ∈ R satisfying
0 < ρ < 1 (41)
The Hilbert space Hs,ρ is made up of functions of a complex variable z with the
non-standard scalar product
< φ′|φ > =
∫
φ′(z1) |z1 − z2|2ρ−2 φ(z2) d2z1d2z2 (42)
The positivity of this scalar product (when 0 < ρ < 1) can be seen by Fourier
transforming. The Hilbert space can be obtained by completing the pre-hilbert
space of continuous functions vanishing outside a bounded region.
The unitary operator Us,ρ(Λ) is given by :
(Us,ρ(Λ)φ)(z) = |α− γz|−2ρ−2 φ
(
δz − β
α− γz
)
(43)
Trivial representation. The trivial representation χ = t is of course the one-
dimensional representation, with Hilbert space Ht = C, scalar product < φ′|φ >=
φ′(z)φ(z) and unitary operator Ut(Λ) = 1.
The formulae above allow, with some calculations, to see that they define unitary
representations of SL(2, C). For a proof that these representations are irreducible
and that they exhaust the unitary irreducible representations, see (Na¨ımark [12]).
4.2 Decomposition under the rotation group
Next we need the decomposition of the restriction to the subgroup SU(2) of
each irreducible unitary representation of SL(2, C).
The decomposition is by a direct sum (a direct integral is not needed) since
SU(2) is compact, so that, for each representation χ ∈ X we have an orthonormal
basis φχj,M of Hχ adapted to SU(2). Here we denote by j the spin of an irreducible
representation of SU(2) (having in mind the usual notation for the spin of the light
component of a heavy hadron). It turns out [12] that each representation j of SU(2)
appears in χ with multiplicity 0 or 1, so that φχj,M needs no more indices, and that the
values taken by j are part of the integer and half-integer numbers. For j fixed, the
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functions φχj,M , −j ≤ M ≤ j are choosen as a standard basis of the representation
j of SU(2). This leaves arbitrary the choice of a phase for each j. The choice in
the formulae below is for simplicity. The normalization constants are computed in
Appendix B.
It turns out [12] that the functions φχj,M(z) are expressed in terms of the rotation
matrix elements DjM ′,M defined by (16). A matrix R ∈ SU(2) being of the form
R =
 a b
−b a
 |a|2 + |b|2 = 1 (44)
we shall also consider DjM ′,M as a function of a and b (satisfying |a|2 + |b|2 = 1).
Then one has the following simple generating function
∑
M,M ′
DjM ′,M(a, b)√
(j −M)!(j +M)!(j −M ′)!(j +M ′)!
sj+Ms′j+M
′
=
1
(2j)!
(
bs′ + a+ (as′ − b)s
)2j
(45)
and the following explicit formula :
DjM ′,M(a, b) =
√√√√(j −M ′)!(j +M ′)!
(j −M)!(j +M)!
∑
k
(−1)k
 j +M
k

 j −M
j −M ′ − k
 aj+M−k aj−M ′−k b−M+M ′+k bk (46)
The well known scalar product in the space L2(SU(2), dR) of the rotation matrix
elements will also be very useful :
∫
DJ2M ′
2
,M2
(R)∗DJ1M ′
1
,M1
(R) dR =
1
2J1 + 1
δM ′
1
,M ′
2
δM1,M2 δJ1,J2 (47)
(dR is the normalized invariant measure on the group SU(2)).
We can now give explicit formulae for the orthonormal basis φχj,M of Hχ.
Principal series. The spins j which appear in a representation χ = (p, n, ρ) of
the principal series are
- All the integers j ≥ n
2
when n is even.
- All the half-integers j ≥ n
2
when n is odd.
Such a spin appears with multiplicity 1. The basis functions φp,n,ρj,M (z) are :
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φp,n,ρj,M (z) =
√
2j + 1√
π
(1 + |z|2)iρ−1Djn/2,M
 1√
1 + |z|2
,− z√
1 + |z|2
 (48)
or, using the explicit formula for Djn/2,M :
φp,n,ρj,M (z) =
√
2j + 1√
π
(−1)n/2−M
√√√√(j − n/2)!(j + n/2)!
(j −M)!(j +M)! (1 + |z|
2)iρ−j−1
∑
k
(−1)k
 j +M
k

 j −M
j − n/2− k
 zn/2−M+k zk (49)
where the range for k can be limited to 0 ≤ k ≤ j − n/2 due to the binomial factors.
Supplementary series. The spins j which appear in a representation χ = (s, ρ)
of the supplementary series are
- All the integers j ≥ 0.
Such a spin appears with multiplicity 1. The basis functions φs,ρj,M(z) are :
φs,ρj,M(z) =
√
2j + 1
π
√√√√Γ(j + ρ+ 1)Γ(1− ρ)
Γ(j − ρ+ 1)Γ(ρ)
(1 + |z|2)−ρ−1Dj0,M
 1√
1 + |z|2
,− z√
1 + |z|2
 (50)
or, using the explicit formula for Dj0,M :
φs,ρj,M(z) =
√
2j + 1
π
(−1)M
√√√√Γ(j + ρ+ 1)Γ(1− ρ)
Γ(j − ρ+ 1)Γ(ρ)
j!√
(j −M)!(j +M)!
(1 + |z|2)−ρ−j−1∑
k
(−1)k
 j +M
k

 j −M
j − k
 z−M+k zk (51)
Trivial representation. Of course the only spin j appearing in the trivial repre-
sentation χ = t is j = 0, and φt0,0 is any normed element of the one-dimensional
Hilbert space Ht.
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5 Representations relevant to the j = 0 case and
explicit integral formula for the Isgur-Wise func-
tion
Let us return to the case j = 0 of a scalar light component. According to the de-
scription above, the subset X0 of irreducible representations of SL(2, C) containing
a SU(2) scalar is made of :
- The subset n = 0 of the principal series.
- All the supplementary series.
- The trivial representation.
The j = 0 basis element (from (49) and (51)) is (k = 0 for n = 0, j = 0)
φp,0,ρ0,0 (z) =
1√
π
(1 + |z|2)iρ−1 χ = (p, 0, ρ) ρ ≥ 0 (52)
φs,ρ0,0(z) =
√
ρ
π
(1 + |z|2)−ρ−1 χ = (s, ρ) 0 < ρ < 1 (53)
φt0,0(z) = 1 χ = t (54)
The corresponding irreducible IW functions, according to (33), are
ξχ(w) = < φ
χ
0,0|Uχ(Λτ )φχ0,0 > w = ch(τ) (55)
with
Λτ =
 eτ/2 0
0 e−τ/2

The transformed elements Uχ(Λτ )φ
χ
0,0 are given by (39) and (43) :
(
Up,0,ρ(Λτ )φ
p,0,ρ
0,0
)
(z) = e(iρ−1)τφp,0,ρ0,0 (e
−τz) =
1√
π
(eτ + e−τ |z|2)iρ−1 (56)
(
Us,ρ(Λτ )φ
s,ρ
0,0
)
(z) = e−(ρ+1)τφs,ρ0,0(e
−τz) =
√
ρ√
π
(eτ + e−τ |z|2)−ρ−1 (57)
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Ut(Λτ )φ
t
0,0 = 1 (58)
and, the scalar products being given by (38) and (42), we have :
ξp,0,ρ(w) =
1
π
∫
(1 + |z|2)−iρ−1(eτ + e−τ |z|2)iρ−1d2z (59)
ξs,ρ(w) =
ρ
π2
∫
(1 + |z′|2)−ρ−1 |z′ − z|2ρ−2 (eτ + e−τ |z|2)−ρ−1d2z′d2z (60)
ξt(w) = 1 (61)
The integrals being computed in Appendix C, one obtains
ξp,0,ρ(w) =
sin(ρτ)
ρ sh(τ)
(0 ≤ ρ) (62)
ξs,ρ(w) =
sh(ρτ)
ρ sh(τ)
(0 < ρ < 1) (63)
ξt(w) = 1 (64)
Then our fundamental integral formula (35) for the IW function writes :
ξ(w) =
∫
[0,∞[
sin(ρτ)
ρ sh(τ)
dνp(ρ) +
∫
]0,1[
sh(ρτ)
ρ sh(τ)
dνs(ρ) + νt w = ch(τ) (65)
where νp and νs are positive measures on [0,∞[ and ]0,1[, and νt is a real number ≥
0 (the same thing as a positive measure on the one element set {0}), with the only
condition that
∫
[0,∞[
dνp(ρ) +
∫
]0,1[
dνs(ρ) + νt = 1 (66)
(and the precise specification of the domain of integration is needed because νp and
νs may include Dirac measures).
For the derivatives ξ(k)(1), the formulae (62)-(65) give
ξ(k)(1) =
∫
[0,∞[
ξ
(k)
p,0,ρ(1) dνp(ρ) +
∫
]0,1[
ξ(k)s,ρ (1) dνs(ρ) + νt δk,0 (67)
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with the surprisingly simple expressions for the lower derivatives obtained by direct
calculation :
ξp,0,ρ(1) = 1 ξs,ρ(1) = 1 (68)
ξ′p,0,ρ(1) = −
1 + ρ2
3
ξ′s,ρ(1) = −
1− ρ2
3
ξ′′p,0,ρ(1) =
(1 + ρ2)(4 + ρ2)
15
ξ′′s,ρ(1) =
(1− ρ2)(4− ρ2)
15
ξ
(3)
p,0,ρ(1) = −
(1 + ρ2)(4 + ρ2)(9 + ρ2)
105
ξ(3)s,ρ(1) = −
(1− ρ2)(4− ρ2)(9− ρ2)
105
..........
and we have
ξ(1) = 1 (69)
ξ′(1) = −1
3
[∫
[0,∞[
(1 + ρ2) dνp(ρ) +
∫
]0,1[
(1− ρ2) dνs(ρ)
]
ξ′′(1) =
1
15
[∫
[0,∞[
(1 + ρ2)(4 + ρ2) dνp(ρ) +
∫
]0,1[
(1− ρ2)(4− ρ2) dνs(ρ)
]
ξ(3)(1) = − 1
105
[∫
[0,∞[
(1 + ρ2)(4 + ρ2)(9 + ρ2)dνp(ρ) +
∫
]0,1[
(1− ρ2)(4− ρ2)(4− ρ2)dνs(ρ)
]
..........
where νp and νs are arbitrary positive measures satisfying
∫
[0,∞[
dνp(ρ) +
∫
]0,1[
dνs(ρ) ≤ 1 (70)
At first sight, the deduction of the constraints on the derivatives ξ(k)(1) from (69)
under the condition (70) promises to be a tricky work. However, the problem will be
reduced to an already solved one by rewriting (65) in a simpler form (namely with
just one integral). This is possible because the irreducible IW functions, principal,
supplementary and trivial, can all be put into a one parameter family :
ξx(w) =
sh(τ
√
1− x)
sh(τ)
√
1− x =
sin(τ
√
x− 1)
sh(τ)
√
x− 1 (71)
Indeed we have
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ξp,0,ρ(w) = ξx(w) x = 1 + ρ
2, ρ ∈ [0,∞[ ⇔ x ∈ [1,∞[
ξs,ρ(w) = ξx(w) x = 1− ρ2, ρ ∈]0, 1[ ⇔ x ∈]0, 1[
ξt(w) = ξx(w) x = 0, x ∈ {0} (72)
so that ξx(w) is ξt(w) for x = 0, is ξs,ρ(w) for 0 < x < 1, and is ξp,0,ρ(w) for 1 ≤ x.
Then formula (65) writes :
ξ(w) =
∫
[0,∞[
ξx(w) dν(x) (73)
with ξx(w) given explicitly by (71) and ν is a positive measure on [0,∞[, with the
only condition that
∫
[0,∞[
dν(x) = 1 (74)
According to (72), ν can be obtained in terms of νt, νs, νp, through its restrictions
to the subsets {0}, ]0, 1[, [1,∞[ of [0,∞[, by changes of variable. In particular, the
”trivial” νt term in (65) will be due to a Dirac δ contribution to ν at x = 0.
For the derivatives ξ(k)(1), the formula (73) gives
ξ(k)(1) =
∫
[0,∞[
ξ(k)x (1) dν(x) (75)
As may be suspected from (68), ξ(k)x (1) is a polynomial of degree k in x. As shown
in Appendix D, it is given by :
ξ(k)x (1) = (−1)k 2k
k!
(2k + 1)!
k∏
i=1
(x+ i2 − 1) (76)
6 The constraints on moments and on derivatives
of the Isgur-Wise function
We may now deduce the constraints on the derivatives. From (75) and (76), the
derivative ξ(k)(1) is given by the expectation value of a polynomial of degree k :
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ξ(k)(1) = (−1)k 2k k!
(2k + 1)!
<
k∏
i=1
(x+ i2 − 1) > (77)
with the expectation value defined by
< f(x) > =
∫
[0,∞[
f(x) dν(x) (78)
for some normalized positive measure ν supported in [0,∞[. One obtains
ξ(1) = < 1 >= 1
ξ′(1) = −1
3
< x >
ξ′′(1) =
1
15
< x(3 + x) >
ξ(3)(1) = − 1
105
< x(3 + x)(8 + x) >
ξ(4)(1) =
1
945
< x(3 + x)(8 + x)(15 + x) > (79)
Expanding the polynomial, ξ(k)(1) is expressed as a combination of the moments µ0,
µ1,... µk of x, a moment µn being the expectation value of x
n :
µn = < x
n > (80)
(notice that these moments could be infinite for n ≥ 1, although, in the following,
we will not consider this case).
So we have
ξ(1) = µ0 = 1
ξ′(1) = −1
3
µ1
ξ′′(1) =
1
15
(3µ1 + µ2)
ξ(3)(1) = − 1
105
(24µ1 + 11µ2 + µ3)
ξ(4)(1) =
1
945
(360µ1 + 189µ2 + 26µ3 + µ4) (81)
These equations can be solved step by step, and the moment µk is expressed as a
combination of the derivatives ξ(1), ξ′(1),... ξ(k)(1) :
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µ0 = ξ(1) = 1
µ1 = −3 ξ′(1)
µ2 = 3 [3 ξ
′(1) + 5 ξ′′(1)]
µ3 = −3
[
9 ξ′(1) + 55 ξ′′(1) + 35 ξ(3)(1)
]
µ4 = 3
[
27 ξ′(1) + 485 ξ′′(1) + 910 ξ(3)(1) + 315 ξ(4)(1)
]
(82)
Now, in [3] one has obtained a whole set of constraints on the moments of a
variable with positive values, and also shown that this set of constraints is optimal,
meaning that it cannot be improved (there are no other nor more strict constraints
from the general definition of the moments).
In fact, [3] was concerned only with the particular case of a measure ν of the
form
dν(x) = w(x) dx
with a weight function w (the measure ν is then said to be completely continuous
with respect to the measure dx). In particular, this excludes Dirac δ contributions
to ν and this, while perhaps physically reasonable, is not assumed in the present
context.
However, the deduction of the constraints in [3] goes through in the present case
of an arbitrary positive measure ν just by replacing strict inequalities > by non-
strict ones ≥. Therefore, the set of constraints is as follows. For any n ≥ 0, one has
[3]
det [(µi+j)0≤i,j≤n] ≥ 0 (83)
det [(µi+j+1)0≤i,j≤n] ≥ 0 (84)
(On the other hand, the optimality proof in [3] needs additional arguments in the
present case).
Since each moment µk is a combination of the derivatives ξ(1), ξ
′(1),... ξ(k)(1),
the constraints on the moments translate into constraints on the derivatives.
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We shall treat here in detail only the constraints on µ1, µ2, µ3, µ4, which are
given respectively by (84) (n = 0), (83) (n = 1), (84) (n = 1), (83) (n = 2).
µ1 ≥ 0 (85)
det
 1 µ1
µ1 µ2
 = µ2 − µ21 ≥ 0 (86)
det
 µ1 µ2
µ2 µ3
 = µ1µ3 − µ22 ≥ 0 (87)
det

1 µ1 µ2
µ1 µ2 µ3
µ2 µ3 µ4
 = (µ2 − µ21)µ4 − (µ23 − 2µ1µ2µ3 + µ32) ≥ 0 (88)
Clearly, each moment µk is bounded from below, and the lower bound is given by
(83) for k even and by (84) for k odd in terms of the lower moments. So (85)-(88)
give :
µ1 ≥ 0 (89)
µ2 ≥ µ21 (90)
µ3 ≥ µ
2
2
µ1
(91)
µ4 ≥ µ
2
3 − 2µ1µ2µ3 + µ32
µ2 − µ21
=
(µ3 − µ1µ2)2
µ2 − µ21
+ µ22 (92)
If one of these inequalities is saturated, the inequalities following it may be
meaningless. However, even in such a case, the inequalities (83) and (84) remain
perfectly valid. Moreover we have in fact much more in this case, because the
measure ν is then a completely determined combination of δ functions, and the IW
function is completely fixed and explicitly given. In the following, we shall explicitly
show this for the saturation of inequalities (89)-(91).
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So, in the case µ1 = 0 of (89), eq. (91) is meaningless. Eqs. (85)-(88) are
nevertheless fully valid and, for instance, (87) gives µ2 = 0. In fact, when µ1 = 0
we have much more, since the condition
µ1 =
∫
[0,∞[
x dν(x) = 0 (93)
completely determines the measure ν :
µ1 = 0 ⇔ dν(x) = δ(x) dx (94)
(in particular then, µk = 0 for all k ≥ 1).
Also if the bound (90) is saturated, eq. (92) becomes meaningless and for instance
eq. (88) gives µ3 = µ
3
1. In fact, when µ2 − µ21 = 0 we have again much more, since
the condition
µ2 − µ21 =
∫
[0,∞[
(x− µ1)2 dν(x) = 0 (95)
also completely determines the measure ν. Since the integrand (x−µ1)2 is > 0 when
x 6= µ1, the integral can vanish only is the measure is concentrated on the set {µ1},
and with the condition < 1 > = 1, we have :
µ2 = µ
2
1 ⇔ dν(x) = δ(x− µ1) dx (96)
(in particular then, µk = µ
k
1 for all k ≥ 1).
In the same way, if (85) is strict (µ1 > 0) and (87) is saturated (µ3 =
µ2
2
µ1
), we
have the condition
µ3 − µ
2
2
µ1
=
∫
[0,∞[
x
(
x− µ2
µ1
)2
dν(x) = 0 (97)
which completely determines the measure ν. The measure is concentrated on the
set of two elements {0, µ2
µ1
}, and with the conditions < 1 > = 1 and < x > = µ1, we
have :
µ1 > 0, µ3 =
µ22
µ1
⇔ dν(x) =
[(
1− µ
2
1
µ2
)
δ(x) +
µ21
µ2
δ
(
x− µ2
µ1
)]
dx (98)
(in particular then, µk =
(
µ2
µ1
)k−1
µ1 for all k ≥ 1).
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Incidently, this gives a hint on how to complete the optimality proof of [3]. If
all the inequalities (83), (84) are strict, then the proof in [3] is valid. If there is
an equality, one can show that the values of the moments can be obtained by some
finite combination of Dirac δ measures for ν.
Finally, using (82), the results on the moments µk are converted into results on
the derivatives ξ(k)(1). With our usual notation for the slope and curvature
ρ2Λ = −ξ′(1) σ2Λ = ξ′′(1) (99)
the constraints (89)-(92) write :
ρ2Λ ≥ 0 (100)
σ2Λ ≥
3
5
ρ2Λ(1 + ρ
2
Λ) (101)
−ξ(3)(1) ≥ 5
7
σ2Λ
ρ2Λ
(ρ2Λ+σ
2
Λ) (102)
ξ(4)(1) ≥ 5
63
1
5σ2Λ − 3ρ2Λ(1 + ρ2Λ)
(103)
[
3σ2Λ(σ
2
Λ + ρ
2
Λ)(5σ
2
Λ + 8ρ
2
Λ + 8) + 7
(
12ρ2Λ(1 + ρ
2
Λ) + 2(3ρ
2
Λ − 2)σ2Λ + 7ξ(3)(1)
)
ξ(3)(1)
]
=
5
63
1
(ρ2Λ)
2
σ2Λ(σ
2
Λ + ρ
2
Λ)(5σ
2
Λ + 12ρ
2
Λ)
+
5
9
[
2
ρ2Λ
(σ2Λ + 2ρ
2
Λ) +
7
5
(−ξ(3)(1)− (−ξ(3)(1))min
σ2Λ − (σ2Λ)min
)] [
−ξ(3)(1)− (−ξ(3)(1))min
]
Eliminating σ2Λ from (102), we have a looser but simpler bound for −ξ(3)(1)
depending only on the slope :
− ξ(3)(1) ≥ 3
35
ρ2Λ(1 + ρ
2
Λ)(8 + 3ρ
2
Λ) (104)
Eliminating ξ(3)(1) from (103), we have also a looser but simpler bound for
ξ(4)(1), depending only on the slope and the curvature :
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ξ(4)(1) ≥ 5
63
1
(ρ2Λ)
2
σ2Λ(σ
2
Λ + ρ
2
Λ)(5σ
2
Λ + 12ρ
2
Λ) (105)
and eliminating σ2Λ from (105), we have :
ξ(4)(1) ≥ 1
35
ρ2Λ(1 + ρ
2
Λ)(8 + 3ρ
2
Λ)(5 + ρ
2
Λ) (106)
6.1 Illustration of the inequalities for some models of the
Isgur-Wise function
To have some feeling of what happens numerically, let us illustrate the preceding
inequalities for two ansatze of the IW function, the exponential and the ”dipole”
forms, that depend on a single parameter c = ρ2Λ.
In the case of the exponential form
ξ(w) = exp[−c(w − 1)] (107)
From its derivatives
(−1)k ξ(k)(1) = ck
the inequalities (100)-(103) yield respectively the following bounds on the parameter
c = ρ2Λ :
c ≥ 0, c ≥ 1.5, c ≥ 2.5, c ≥ 4.28 (108)
We observe that in this case the lower bound on the slope c increases strongly
as we impose the constraint coming from higher order derivatives. We can suspect
therefore that this function is not physically acceptable. Indeed, we will below
rigorously demonstrate that this is the case.
Let us now consider another ansatz, namely the ”dipole” form
ξ(w) =
(
2
w + 1
)2c
(109)
From its derivatives
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(−1)kξ(k)(1) = 2c(2c+ 1)...(2c+ k − 1)
2k
in this case we find, from (100), the trivial lower bound c = ρ2Λ ≥ 0, while from the
three inequalities (101)-(103) we get the same lower bound, namely
c = ρ2Λ ≥
1
4
(110)
Therefore it seems that, unlike the exponential form (107), the ”dipole” ansatz
(109) satisfies in a regular way the inequalities that the derivatives of the IW function
must fulfill. We will demonstrate in Subsection 9.5 that this function satisfies indeed
the general constraints that the IW function must fulfill for c = ρ2Λ ≥ 14 .
As another example, let us consider the form
ξ(w) =
1[
1 + c
2
(w − 1)
]2 (111)
that, as discussed below, has been proposed in the literature. The first derivatives
read :
ρ2Λ = c σ
2
Λ =
3
2
(ρ2Λ)
2 − ξ(3)(1) = 3(ρ2Λ)3 (112)
and the inequalities (101)-(103) yield respectively the following bounds on the pa-
rameter c = ρ2Λ :
ρ2Λ ≥
2
3
ρ2Λ ≥
10
13
ρ2Λ ≥ 0.86 (113)
The successive lower bounds on the slope slowly grow and converge towards ρ2Λ =
1. We will demonstrate in Subsection 9.5 that this function satisfies the general
constraints that the IW function must fulfill for c = ρ2Λ ≥ 1.
6.2 Completely explicit form of the Isgur-Wise function when
the inequality on one of the low order derivatives is sat-
urated
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We have seen above that if an equality is saturated, then the measure ν is
completely fixed. According to (73), the IW function ξ(w) is also completely fixed.
If (100) is saturated, namely if ρ2Λ = 0, then from (94) we have :
ξ(w) = 1 (114)
This being physically excluded, we may replace (100) by the strict inequality
ρ2Λ > 0.
If (101) is saturated, namely if σ2Λ =
3
5
ρ2Λ(1 + ρ
2
Λ), then from (96) we have :
ξ(w) =
sh
(
τ
√
1− 3ρ2Λ
)
sh(τ)
√
1− 3ρ2Λ
=
sin
(
τ
√
3ρ2Λ − 1
)
sh(τ)
√
3ρ2Λ − 1
w = ch(τ) (115)
We have here possible physically limiting cases (if ρ2Λ > 0). In fact (115) means
simply, as we have announced above, that the light component of the heavy hadron
belongs to some irreducible representation of the Lorentz group.
In view of (72), when the slope ρ2Λ goes from 0 to ∞, each irreducible represen-
tation occurs in turn : ρ2Λ = 0 for the trivial representation, 0 < ρ
2
Λ <
1
3
for the
supplementary series, and 1
3
≤ ρ2Λ for n = 0 principal series.
From (76), the derivatives ξ(k)(1) are then given by :
ξ(k)(1) = (−1)k 2k k!
(2k + 1)!
k∏
i=1
(3ρ2Λ + i
2 − 1) (116)
Finally, let us consider the case where (102) is saturated, −ξ(3) = 5
7
σ2
Λ
ρ2
Λ
(ρ2Λ + σ
2
Λ)
(and ρ2Λ > 0). Then, from (98) we have :
ξ(w) =
µ21
µ2
sh
(
τ
√
1− µ2
µ1
)
sh(τ)
√
1− µ2
µ1
+
(
1− µ
2
1
µ2
)
(117)
where
µ1 = 3ρ
2
Λ µ2 = 3(5σ
2
Λ − 3ρ2Λ) (118)
and w = ch(τ). If we impose the physical condition that ξ(w) → 0 when w → ∞,
then (117) is possible only if
µ2
1
µ2
= 1, that is if (101) is saturated, a case fully
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discussed just above. So, we may conclude that if the inequality (101) is strict, then
inequality (102) must also be strict (to avoid a non vanishing limit of ξ(w) when
w →∞).
7 Demonstration from sum rules that the Isgur-
Wise function is of positive type : application
to the exponential form
7.1 Demonstration from sum rules that the Isgur-Wise func-
tion is of positive type
In this part we will demonstrate that the IW function ξ(w) is of positive type, i.e.
that, for any value of N and any complex numbers a1, ..., aN and velocities v1, ..., vN
satisfies :
N∑
i,j=1
a∗i aj ξ(vi.vj) ≥ 0 (119)
Notice that a positive type function does not mean that this function is positive for
all values of its argument.
As pointed out in the Introduction, in the heavy quark limit of QCD from the
OPE and the non-forward amplitude, we have demonstrated a sum rule for the j = 0
case [8], from which we have obtained the inequalities for the slope (100) [9] and for
the curvature (101).
We have recently realized that the expression for this sum rule can be simplified
enormously. Using the expression for the sum rule obtained in [8], this equivalent
form is deduced in Appendix E (we replace the subindex f by j) :
ξ(wij) =
∑
n
∑
L
τ
(n)
L (wi)
∗τ (n)L (wj)
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∑
0≤k≤L/2
CL,k (w
2
i − 1)k(w2j − 1)k(wiwj − wij)L−2k (120)
where wi = vi.v
′, wj = vj .v′, wij = vi.vj and vi, vj , v′ are the initial, final and
intermediate state four-velocities in the sum rule, and τ
(n)
L (w) are the IW functions
for the transition 0+ → LP with P = (−1)L, and the coefficients CL,k are given by
CL,k = (−1)k (L!)
2
(2L)!
(2L− 2k)!
k!(L− k)!(L− 2k)! (121)
The last sum in (120) can be expressed in terms of a Legendre polynomial, as
demonstrated in Appendix A of the first reference of [7], and explicitly written
in Appendix E of the present paper. We use now this derivation to express this
Legendre polynomial in terms of spherical harmonics. Without loss of generality,
let us use the rest frame for the intermediate states, i.e. v′ = (1, 0, 0, 0), that gives
w2i − 1 = ~v 2i w2j − 1 = ~v 2j wiwj − wij = ~vi.~vj (122)
and using the results of Appendix A of the first reference of [7] we obtain
∑
0≤k≤L/2
CL,k(~v
2
i )
k(~v 2j )
k(~vi.~vj)
L−2k = 4π 2L
(L!)2
(2L+ 1)!
m=+L∑
m=−L
YmL (~vi)∗ YmL (~vj) (123)
Combining the previous equations, we find
N∑
i,j=1
a∗iaj ξ(vi.vj) = 4π
N∑
i,j=1
∑
n
∑
L
2L(L!)2
(2L+ 1)!
(124)
m=+L∑
m=−L
[
ai τ
(n)
L
(√
1 + ~v 2i
)
YmL (~vi)
]∗ [
aj τ
(n)
L
(√
1 + ~v 2j
)
YmL (~vj)
]
≥ 0
and therefore the inequality (119) has been proved.
In conclusion, we have demonstrated that the IW function ξ(w) is of positive
type. The inequality (119), concerning a Riemann sum, would read, in a continuous
(and covariant) form,
∫
d3~v
v0
d3~v ′
v ′0
ψ(v′)∗ ξ(v.v′) ψ(v) ≥ 0 (125)
where ψ(v) is an arbitrary function.
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7.2 Inconsistency with the sum rules of an exponential form
for the Isgur-Wise function
We have seen that if the sum rules are satisfied for a j = 0 IW function ξ(w)
then, for any function ψ(v), we have the positivity condition (125).
We will now show that, for an exponential form, a function that one could guess
from the harmonic oscillator potential :
ξ(w) = exp [−c(w − 1)] (126)
one can find a function ψ(v) for which the integral in (125) is strictly negative, and
this will prove that the exponential form of the IW function is incompatible with
the sum rules.
For our purpose, it is enough to consider radial ψ(v) functions :
ψ(v) = φ(|~v|) (127)
First, let us integrate over the angles of ~v and ~v ′. Adopting just in a few lines below
the notation |~v| = v and |~v ′| = v′, we obtain for the integral :
∫
d3~v
v0
d3~v ′
v ′0
φ(|~v ′|)∗ exp [−c((v.v′)− 1)] φ(|~v|)
= 8π2 ec
∫ ∞
0
dv
v0
∫ ∞
0
dv′
v ′0
∫ 1
−1
ds φ(v′)∗ exp[−c(v0v′0 − vv′s)]v2v′2 φ(v)
= 8π2
ec
c
∫ ∞
0
dv
v0
∫ ∞
0
dv′
v ′0
∫ 1
−1
ds φ(v′)∗φ(v)
d
ds
(
exp[−c(v0v′0 − vv′s)]
)
vv′
= 8π2
ec
c
∫ ∞
0
dv
v0
∫ ∞
0
dv′
v ′0
φ(v′)∗φ(v)
(
exp[−c(v0v′0 − vv′)]− exp[−c(v0v′0 + vv′)]
)
vv′
Next we change the variables of integration :
v = sh(η) v′ = sh(η′) (128)
and this gives :
∫
d3~v
v0
d3~v ′
v ′0
φ(|~v ′|)∗ exp [−c((v.v′)− 1)] φ(|~v|)
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= 8π2
ec
c
∫ ∞
0
∫ ∞
0
dη dη′ sh(η′)φ(sh(η′))∗ sh(η)φ(sh(η))
(exp[−c ch(η′ − η)]− exp[−c ch(η′ + η)])
= 4π2
ec
c
∫ ∞
−∞
∫ ∞
−∞
dη dη′ sh(η′)φ(sh(η′))∗ exp[−c ch(η′ − η)] sh(η)φ(sh(η))
In the last line, the function φ(v) is extended to negative arguments by
φ(−v) = φ(v) (129)
Introducing the functions f(η) and K(η) by :
f(η) = sh(η) φ(sh(η)) K(η) = exp[−c ch(η)] (130)
the last result writes
∫
d3~v
v0
d3~v ′
v ′0
φ(|~v ′|)∗ exp [−c((v.v′)− 1)] φ(|~v|)
= 4π2
ec
c
∫ ∞
−∞
∫ ∞
−∞
dη dη′ f(η′)∗ K(η′ − η) f(η) (131)
But we have here the matrix element of a convolution operator, and this is diago-
nalized by Fourier transforming. So, introducing
f˜(ρ) =
1
2π
∫ ∞
−∞
eiρη f(η) dη (132)
K˜(ρ) =
∫ ∞
−∞
eiρη K(η) dη (133)
we have
∫ ∞
−∞
∫ ∞
−∞
dη dη′ f(η′)∗ K(η′ − η) f(η) = 2π
∫ ∞
−∞
K˜(ρ) |f˜(ρ)|2 dρ (134)
And finally we obtain
∫ d3~v
v0
d3~v ′
v ′0
φ(|~v ′|)∗ exp [−c((v.v′)− 1)] φ(|~v|) = 8π3 e
c
c
∫ ∞
−∞
K˜(ρ) |f˜(ρ)|2 dρ (135)
with f˜(ρ) and K˜(ρ) given by (129), (130), (132) and (133).
Now the Sommerfeld integral representation of the Macdonald function :
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Kν(z) =
1
2
∫ ∞
−∞
exp[−z ch(t)] eνt dt (136)
gives the following expression of K˜(ρ) :
K˜(ρ) = 2 Kiρ(c) (137)
and we have :
∫
d3~v
v0
d3~v ′
v ′0
φ(|~v ′|)∗ exp [−c((v.v′)− 1)] φ(|~v|) = 16π3 e
c
c
∫ ∞
−∞
Kiρ(c) |f˜(ρ)|2 dρ
(138)
Then, we observe that, whatever c > 0, the function ρ → Kiρ(c) takes negative
values, as shown by the asymptotic formula
Kiρ(c) ∼
√
2π
ρ
e−ρπ/2 cos
[
ρ
(
log
(
2ρ
c
)
− 1
)
− π
4
]
(ρ >> c) (139)
So, taking for f˜(ρ) a function peaked at a point ρ0 where Kiρ0(c) < 0, the r.h.s. of
(138) will be < 0. Reversing the steps from ψ(v) (where now v is the quadrivector
velocity) to f˜(ρ), we then have a function ψ(v) for which the integral in (125) is
< 0.
8 Equivalence between the sum rule approach and
the Lorentz group approach
We show here that the Lorentz group approach, introduced in the present work,
is in fact equivalent to the (generalized Bjorken) sum rules. So, it must be considered
just as a powerful way of exploring the consequences of these SR.
Here we must be more specific. When we say generalized Bjorken SR we do not
mean the SR involving higher moments like Voloshin’s [13] and its generalizations
[14], but those that concern zero order moments. Of course, these sum rules are also
not the ones of the QCD Sum Rule approach a` la Shifman et al.
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For baryons we mean the SR that we have formulated in all generality in [8]
and, for mesons, Uraltsev SR [6] and the SR formulated in [7], that allow to obtain
bounds on all the derivatives of the IW function at zero recoil.
That the Lorentz group approach implies the sum rules is already stressed in
[2]. In fact, the SR are just completeness relations in the Hilbert space of the light
components :
< vf , j
′, ǫ′, α′|vi, j, ǫ, α > (140)
=
∑
j′′,M,β
< vf , j
′, ǫ′, α′|v, j′′, ǫM , β >< v, j′′, ǫM , β|vi, j, ǫ, α >
when the overlaps are expressed in terms of the IW functions.
By the way, the fact that the j = 0 IW function ξ(w) is of positive type, as
expressed by (119), has also a very simple proof in the Lorentz group approach.
Indeed, following (31), let us write
ξ(w) = < U(Bv′)ψ0|U(Bv)ψ0 > (141)
where Bv is the boost transforming the rest velocity v0 into v. Then we have :
N∑
i,j=1
a∗iaj ξ(vi.vj) =
N∑
i,j=1
a∗i aj < U(Bvi)ψ0|U(Bvj )ψ0 >
= <
N∑
i=1
aiU(Bvi)ψ0|
N∑
j=1
ajU(Bvj )ψ0 > = ‖
N∑
j=1
ajU(Bvj )ψ0‖2 ≥ 0 (142)
Let us now turn to the proof that the sum rule approach implies the Lorentz
group approach, so that the results in this work are in fact consequences of the sum
rules. The proof is based on a theorem about functions of positive type on a group
(see Dixmier [11]).
A function f(Λ) on the group SL(2, C) is of positive type when
N∑
i,j=1
a∗i aj f(Λ
−1
i Λj) ≥ 0 (143)
for any N ≥ 1, any complex numbers a1, ..., aN , and any Λ1, ...,ΛN ∈ SL(2, C).
Then, according to theorem 13.4.5 in [11] (C*-alge`bres), for any such function f(Λ)
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of positive type, there exists a unitary representation U(Λ) of SL(2, C) in a Hilbert
space H, and an element φ0 ∈ H, such that
f(Λ) = < φ0|U(Λ)φ0 > (144)
Moreover, one may assume that H contains no invariant strict subspace con-
taining φ0, and then H, U(Λ) and φ0 are unique up to isomorphisms. This will
not be used here, but it will show that a j = 0 IW function completely determines
the Lorentz representation and the scalar state (or in fact the sub-representation
generated by the scalar state).
Now, in Section 7 we have proved, by using only the sum rules, the positivity
type property (119) of the j = 0 IW function ξ(w). To apply the theorem quoted
above, we must define, from ξ(w), a function f(Λ) of positive type on the group
SL(2, C). This is done as follows :
f(Λ) = ξ((Λv0)
0) v0 = (1, 0, 0, 0) (145)
Indeed we have
f(Λ−1i Λj) = ξ(v0.Λ
−1
i Λjv0) = ξ(Λiv0.Λjv0) (146)
and, taking vi = Λiv0 and vj = Λjv0 in (119), one sees that (143) is satisfied.
We may conclude, from the sum rules, and from the positivity type property of
ξ(w) which follows from them, that there exists a unitary representation U(Λ) of
SL(2, C) in a Hilbert space H, and an element φ0 ∈ H, such that
ξ((Λv0)
0) = < φ0|U(Λ)φ0 > (147)
But this is just the expression (31) of ξ(w) which ocurred in the Lorentz group
approach.
There is a last point to be proved, namely that the state φ0 ∈ H which occurs
here is a scalar under rotations. This results from the following property of f(Λ) as
defined by (145) :
f(RΛ) = f(Λ) R ∈ SU(2) (148)
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Looking at (144), this implies
< U(R)φ0 − φ0|U(Λ)φ0 > = 0 (149)
for any R ∈ SU(2) and any Λ ∈ SL(2, C). Applying this with Λ = 1 and Λ = R,
one obtains
‖U(R)φ0 − φ0‖2 = < U(R)φ0 − φ0|U(R)φ0 − φ0 > = 0 (150)
so that
U(R)φ0 = φ0 (151)
as we wanted to demonstrate.
9 Another application of the Lorentz group ap-
proach : consistency test for any ansatz of the
Isgur-Wise function
Section 7 was based only on the traditional method of (generalized Bjorken)
sum rules, leaving aside for a while the representation of the Lorentz group and
its decomposition into irreducible representations. We have shown that the sum
rules imply a positive type property of the IW function, and that, in the case of
an exponential IW function, there are functions on which the associated quadratic
form is in fact negative.
Here we return to the main method of this work. As a result, we obtain a
systematic way of testing the consistency of any ansatz for the IW function. We
prove again (in a more comprehensive way) the inconsistency of the exponential
form, but, as a positive result, we propose other possible forms for the IW function
that we demonstrate to be consistent.
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9.1 Inversion of the integral representation of the Isgur-
Wise function
Now, the fundamental question to be solved is the inversion of the integral rep-
resentation (65), namely, given a function ξ(w), to find the measures dνp(ρ), dνs(ρ),
and a number νt such that (65) holds.
The solution to that problem will be found by Fourier transforming the function
sh(τ) ξ(ch(τ)). After multiplying by sh(τ), the dependence on τ of the r.h.s. of
(65) appears via the functions sin(ρτ) and sh(ρτ) :
sh(τ) ξ(ch(τ)) =
∫
[0,∞[
sin(ρτ)
ρ
dνp(ρ) +
∫
]0,1[
sh(ρτ)
ρ
dνs(ρ) + νt sh(τ) (152)
Defining
ξ̂(τ) = sh(τ) ξ(ch(τ)) (153)
a rather symbolic calculation of the Fourier transform gives :
(F ξ̂)(σ) = 1
2π
∫ ∞
−∞
eiτσsh(τ) ξ(ch(τ)) dτ (154)
=
i
2
∫
[0,∞[
1
ρ
[δ(σ − ρ)− δ(σ + ρ)] dνp(ρ) + 1
2
∫
]0,1[
1
ρ
[δ(σ − iρ)− δ(σ + iρ)] dνs(ρ)
+
1
2
[δ(σ − i)− δ(σ + i)] νt
Here, the mathematical oriented reader is probably horrified, because a Dirac func-
tion with complex argument is not even a distribution ! The usual (L. Schwartz)
Fourier transformation of a distribution apply to a subclass, the tempered distri-
butions, and gives tempered distributions. However, fulfilling our need, there is a
theory of Fourier transformation of all distributions by Gelfand and Chilov [15]. The
point is that, generally, a distribution is a linear functional on the space D(R) of the
smooth functions with bounded support. The Fourier transform of a distribution
will then be a linear functional on the space Z(R) made up of the Fourier transforms
of the functions in D(R). This space is fully described in [15]. Due to the bounded
support of the functions in D(R), the functions in Z(R) extend to entire functions
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(analytic in the whole complex plane), and, for example, the distribution δ(σ − iρ)
on Z(R) is defined by :
∫ ∞
−∞
δ(σ − iρ) f(σ) dσ = f(iρ) f ∈ Z(R)
The precise definition (as a linear functional on Z(R)) of the Fourier transform
in (154) is then as follows :
(
F ξ̂, u˜
)
=
∫ ∞
−∞
sh(τ) ξ(ch(τ)) u(τ) dτ (155)
with
u˜(ρ) =
∫ ∞
−∞
e−iτρ u(τ) dτ u ∈ D(R)
The calculation of the r.h.s. of (155) using (152) involves justified exchanges of
integrals, and is almost trivial, giving
(
F ξ̂, u˜
)
=
i
2
∫
[0,∞[
1
ρ
[u˜(ρ)− u˜(−ρ)] dνp(ρ) (156)
+
1
2
∫
]0,1[
1
ρ
[u˜(iρ)− u˜(−iρ)] dνs(ρ) + 1
2
[u˜(i)− u˜(−i)] νt
for any u˜ ∈ Z(R). The above discussion shows that this condition (156) on ξ(w) is
fully equivalent to (65).
9.2 Illustration by the exponential form
Let us see what this gives for an exponential form ξ(w) = e−c(w−1) of the IW
function. The function sh(τ) ξ(ch(τ)) is integrable in this case, and its Fourier
transform is an ordinary function, given by a convergent integral, which is easily
calculated :
(F ξ̂)(ρ) = 1
2π
ec
∫ ∞
−∞
eiτρ sh(τ) exp[−c ch(τ)] dτ
= − 1
2π
ec
c
∫ ∞
−∞
eiτρ
d
dτ
exp[−c ch(τ)] dτ
=
i
2π
ec
c
ρ
∫ ∞
−∞
eiτρ exp[−c ch(τ)] dτ = i
π
ec
c
ρ Kiρ(c) (157)
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So, we have
(
F ξ̂, u˜
)
=
i
π
ec
c
∫ ∞
−∞
ρ Kiρ(c) u˜(ρ) dρ (158)
This is indeed of the form (156) (taking into account K−iρ(c) = Kiρ(c)), with the
following measures
dνp(ρ) =
2
π
ec
c
ρ2Kiρ(c) dρ dνs(ρ) = 0 νt = 0 (159)
and for the integral representation (65), this gives
exp[−c(w − 1)] = 2
π
ec
c
∫ ∞
0
ρ2 Kiρ(c)
sin(ρτ)
ρ sh(τ)
dρ (w = ch(τ)) (160)
But (for any value c > 0), the function Kiρ(c) of ρ takes negative values, as we have
seen from (139), so that the measure dνp(ρ) in (159) is not a positive one, contrarily
to what is required in (65).
Nevertheless, we cannot yet conclude at the inconsistency of the exponential
form. After all, as far as we know, a clever choice of the positive measures in (65)
could perhaps give the same result as (160). What is still needed is a unicity result,
namely, we must show that, if a function ξ(w) can be put in the form (65), then
the measures dνp(ρ), dνs(ρ) and the number νt are unique. Also, we must show this
without assuming these measures and this number positive (in order for instance to
apply this result also to (160)).
9.3 Unicity of the representation of the Isgur-Wise function
Let us now demonstrate that the measures dνp(ρ), dνs(ρ) and the number νt are
unique in the representation (65) for the IW function. Moreover, here dνp(ρ), dνs(ρ)
and νt are not assumed positive.
To be precise, let us specify that we consider here only bounded measures. A
measure dν is said to be bounded when
∫ |dν| <∞. Then the integrals of bounded
functions, as in (65), are convergent. The positive measures in (65) are bounded
due to the condition (66).
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Actually, an elementary unicity proof is obtained if one takes the Laplace trans-
form of sh(τ) ξ(ch(τ)). The integral giving the Laplace transform of the r.h.s. of
(152) is convergent for Im(z) > 1. So the Laplace transform of sh(τ) ξ(ch(τ)) is
an analytic function in the half-plane Im(z) > 1, and a simple calculation, valid for
Im(z) > 1, gives :
∫
[0,∞[
sh(τ) ξ(ch(τ)) eizτ dτ
=
∫
[0,∞[
dνp(ρ)
ρ2 − z2 +
∫
]0,1[
dνs(ρ)
−ρ2 − z2 +
νt
−1− z2 =
∫
[−1,∞[
dν(σ)
σ − z2 (161)
In the last line we have introduced a measure dν(σ) on the set [−1,∞[ whose
restrictions to the subsets {−1}, ] − 1, 0[ and [0,∞[ are related to νt, dνs(ρ) and
dνp(ρ) by simple changes of variable, so that it is the same thing to know dν(σ) or
to know νt, dνs(ρ) and dνp(ρ).
Replacing z by
√
z with Im(
√
z) > 1 in (161), we have a function fξ(z), depend-
ing only on the function ξ(w), given by
fξ(z) =
∫ ∞
0
sh(τ) ξ(ch(τ)) eiτ
√
z dτ =
∫
[−1,∞[
dν(σ)
σ − z (162)
Independently of νt, dνs(ρ) and dνp(ρ), this function fξ(z) is analytic when Im(
√
z) >
1 (for one of the two determinations of
√
z). This domain in z excludes a parabolic
region containing [−1,∞[ but, according to the last member of (162), fξ(z) has an
analytic continuation in the whole complex plane cut by [−1,∞[. And according to
the analytic functions theory, such an analytic continuation is unique.
Now we are done because, as well known, the measure dν(σ) can be recovered
from the discontinuity across the cut. Precisely, one has
∫
h(σ) dν(σ) = limǫ→0
1
2πi
∫
[fξ(σ + iǫ)− fξ(σ − iǫ)] h(σ) dσ (163)
for any continuous function h(σ) going to zero at ∞, and this defines dν(σ).
This ends the present proof (in the Lorentz group approach) of the inconsistency
of the exponential form for the IW function.
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9.4 Summary of the general method to test the consistency
of any ansatz for the Isgur-Wise function
With Subsections 9.1 and 9.3, we have now a general method to test the con-
sistency of any form for the IW function in the case j = 0, that we summarize
now.
Namely, given an ansatz for the function ξ(w) :
- Compute the Fourier transform of sh(τ) ξ(ch(τ)) (possibly in the Guelfand-
Chilov generalized sense [15]), as defined by (155).
- When this Fourier transform cannot be written in the form (156), the ansatz
is inconsistent.
- When this Fourier transform is written in the form (156), the ansatz is consis-
tent if the measures dνp(ρ), dνs(ρ) and the number νt are positive, and inconsistent
if not.
9.5 Ansatze for the Isgur-Wise function compatible with
the sum rules
Example 1
We now use this method to establish the consistency of
ξ(w) =
(
2
1 + w
)2c
(164)
for any slope c ≥ 1
4
(and inconsistency for 0 < c < 1
4
).
One has
ξ̂(τ) = sh(τ) ξ(ch(τ)) = 2 sh(τ/2) ch(τ/2)−4c+1 (165)
When c > 1
2
, this function is integrable, and its Fourier transform is an ordinary
function, given by a convergent integral, which can be calculated :
(F ξ̂)(ρ) = 1
π
∫ ∞
−∞
sh(τ/2) ch(τ/2)−4c+1 eiτρ dτ (166)
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= − 1
2c− 1
1
π
∫ ∞
−∞
[
d
dτ
ch(τ/2)−4c+2
]
eiτρdτ =
1
2c− 1 iρ
1
π
∫ ∞
−∞
ch(τ/2)−4c+2eiτρdτ
and by the change of variable t = eτ we have :
(F ξ̂)(ρ) = 42c−1 1
2c− 1 iρ
1
2π
∫ ∞
0
(1 + t)−4c+2 tiρ+2c−2 dt
By the change of variable t = s
1−s we obtain :
(F ξ̂)(ρ) = 42c−1 1
2c− 1 iρ
1
2π
∫ 1
0
siρ+2c−2 (1− s)−iρ+2c−2 ds
= 42ciρ
1
2π
Γ(2c+ iρ− 1)Γ(2c− iρ− 1)
Γ(4c− 1)
So, (155) writes, for the ansatz (164) :
(
F ξ̂, u˜
)
= i
42c
2π
∫ ∞
−∞
ρ
Γ(2c+ iρ− 1)Γ(2c− iρ− 1)
Γ(4c− 1) u˜(ρ) dρ (167)
This is indeed of the form (156) with the following measures
dνp(ρ) =
42c
π
ρ2
|Γ(2c+ iρ− 1)|2
Γ(4c− 1) dρ dνs(ρ) = 0 νt = 0 (168)
Since these measures are positive, the consistency of (164) is established for the
slopes c > 1
2
.
To treat the cases c ≤ 1
2
, we have to find the generalized Fourier transform of
sh(τ) ξ(ch(τ). To that end, we use analytic continuation in c. The above calculation
of the Fourier transform (167) is valid for complex c provided Re(c) > 1
2
. Considering
(155), eq. (167) writes
∫ ∞
−∞
sh(τ)
(
2
1 + w
)2c
u(τ)
= i
42c
2π
∫ ∞
−∞
ρ
Γ(2c+ iρ− 1)Γ(2c− iρ− 1)
Γ(4c− 1) u˜(ρ) dρ (169)
for any u ∈ D(R). This formula is proved for Re(c) > 1
2
, but the left hand side is
an entire function of c (due to the bounded support of u). So, the r.h.s. must have
an analytic continuation, which will give the needed generalized Fourier transform
of ξ̂(τ).
First, we can directly take the limit c→ 1
2
in (169), and also in (167) and (168),
establishing the consistency of (164) also for the slope c = 1
2
.
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It is more tricky to go to Re(c) < 1
2
. Let us write
c =
1
2
(1 + γeiθ) (170)
with γ > 0 small, and see what happens when θ goes from 0 to π. Writing
Γ(2c+ iρ− 1)Γ(2c− iρ− 1) = Γ(γe
iθ + iρ+ 1)Γ(γeiθ − iρ+ 1)
(ρ− iγeiθ)(ρ+ iγeiθ) (171)
one sees that, in the r.h.s. of (171), there are two poles, ρ = ±iγeiθ, which, when θ
goes to π
2
from below, approach the path of integration (which is the real axis). To
have an analytic function, one must then deform the path of integration to avoid
these poles. For π
2
< θ < 3π
2
the new path can be decomposed into the old path
(the real axis), a counterclockwise small circle around the pole ρ = iγeiθ in the
lower complex half-plane, and a clockwise small circle around the pole ρ = −iγeiθ in
the upper half plane. The integrals along the small circles are given by the residue
theorem, and the obtained analytic continuation of eq. (169) to 0 < Re(c) < 1
2
is :
∫ ∞
−∞
sh(τ)
(
2
1 + w
)2c
u(τ) dτ
= i
42c
2π
∫ ∞
−∞
ρ
Γ(2c+ iρ− 1)Γ(2c− iρ− 1)
Γ(4c− 1) u˜(ρ) dρ
+ 24c−1[u˜(i(1− 2c))− u˜(−i(1− 2c))] (172)
When c is real with 0 < c < 1
2
, this is indeed of the form (156) with the following
measures
dνp(ρ) =
42c
π
ρ2
|Γ(2c+ iρ− 1)|2
Γ(4c− 1) dρ
dνs(ρ) = (1− 2c) 24c δ(ρ− (1− 2c))
νt = 0 (173)
Since these measures are positive when 1
4
≤ c, the consistency of (164) is established
for the slopes 1
4
≤ c < 1
2
. If 0 < c < 1
4
, the measure dνp(ρ) is negative and
inconsistency follows.
The decomposition (65) of the ansatz (164) into irreducible IW functions (given
by (62), (63), (64)) is :
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(
2
1 + w
)2c
=
42c
π
∫ ∞
0
ρ2
|Γ(2c+ iρ− 1)|2
Γ(4c− 1) ξp,0,ρ(w) dρ
+ θ(1− 2c) (1− 2c) 24c ξs,1−2c(w) (174)
When c ≥ 1
2
, the decomposition of the representation of the Lorentz group
involves only the irreducible representations of the principal series, with a continuous
combination of all (n = 0) of them. When 1
4
< c < 1
2
, we have a direct sum of
such a continuous combination and of one of the irreducible representations of the
supplementary series. When c = 1
4
the representation is reduced to the ρ = 1
2
irreducible representation of the supplementary series :
(
2
1 + w
)1/2
= ξs,1/2(w) (175)
When 0 < c < 1
4
, the weight of ξp,0,ρ is < 0, and this of course cannot occur from
decomposition of a representation.
Example 2
As another application, we establish the consistency of the IW function
ξ(w) =
1[
1 + c
2
(w − 1)
]2 (176)
for any slope c ≥ 1 (and inconsistency for 0 < c < 1).
The function
ξ̂(τ) = sh(τ) ξ(ch(τ)) =
sh(τ)[
1 + c
2
(ch(τ)− 1)
]2 (177)
is integrable (for c > 0), and its Fourier transform is an ordinary function, given by
a convergent integral :
(F ξ̂)(ρ) = 1
2π
∫ ∞
−∞
sh(τ)[
1 + c
2
(ch(τ)− 1)
]2 eiτρ dτ (178)
Let us compute it. One has
(F ξ̂)(ρ) = −2
c
1
2π
∫ ∞
−∞
[
d
dτ
1
1 + c
2
(ch(τ)− 1)
]
eiτρ dτ
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=
2
c
iρ
1
2π
∫ ∞
0
1
1 + c
2
(ch(τ)− 1) e
iτρ dτ (t = eτ )
=
2
c
iρ
1
2π
∫ ∞
0
tiρ
t+ c
4
(1− t)2 dt
The denominator is written as follows :
t+
c
4
(1− t)2 = c
4
(t− t1)(t− t2) t1,2 = 1− 2
c
±
√(
1− 2
c
)2
− 1
and the integral is obtained by a calculus of residues :
(F ξ̂)(ρ) = 8
c2
iρ
1
2π
∫ ∞
0
tiρ
(t− t1)(t− t2) dt
=
4
c2
iρ
sh(πρ)
1
2π
∫ ∞
0
(−t− i0)iρ − (−t+ i0)iρ
(t− t1)(t− t2) dt
= − 4
c2
ρ
sh(πρ)
(res|t=t1 + res|t=t2)
(−t)iρ
(t− t1)(t− t2)
= − 4
c2
ρ
sh(πρ)
(−t1)iρ − (−t2)iρ
t1 − t2
So, (155) writes
(
F ξ̂, u˜
)
= − 4
c2
∫ ∞
−∞
ρ
sh(πρ)
(−t1)iρ − (−t2)iρ
t1 − t2 u˜(ρ) dρ (179)
This is indeed of the form (156) with the following measures
dνp(ρ) = i
8
c2
ρ2
sh(πρ)
(−t1)iρ − (−t2)iρ
t1 − t2 dρ, dνs(ρ) = 0, νt = 0 (180)
and the decomposition (65) of (176) into irreducible IW functions (62)-(64) is :
1[
1 + c
2
(w − 1)
]2 = i 8c2
∫ ∞
0
ρ2
sh(πρ)
(−t1)iρ − (−t2)iρ
t1 − t2 ξp,0,ρ(w) dρ (181)
Now, when 0 < c < 1, one has 1 < 2
c
− 1 and, replacing c by a parameter γ > 0
by ch(γ) = 2
c
− 1, one has t1 = −e−γ and t1 = −eγ . Then (181) writes :
1[
1 + c
2
(w − 1)
]2 = 8c2
∫ ∞
0
ρ2
sh(πρ)
sin(γρ)
sh(γ)
ξp,0,ρ(w) dρ (182)
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and when 1 < c, one has −1 < 2
c
− 1 < 1 and, replacing c by a parameter 0 < γ < π
by cos(γ) = 2
c
− 1, one has t1 = −eiγ and t1 = −e−iγ . Then (181) writes :
1[
1 + c
2
(w − 1)
]2 = 8c2
∫ ∞
0
ρ2
sh(πρ)
sh(γρ)
sh(γ)
ξp,0,ρ(w) dρ (183)
For the case c = 1, we can take the limit γ → 0 in (182) or (183).
1[
1 + c
2
(w − 1)
]2 = 8c2
∫ ∞
0
ρ3
sh(πρ)
ξp,0,ρ(w) dρ (184)
Since the weight of ξp,0,ρ(w) in (182) takes negative values, the ansatz (176) is
incompatible with the sum rules when 0 < c < 1.
Since the weight of ξp,0,ρ(w) in (183) and (184) is positive, the ansatz (176) is
compatible with the sum rules when 1 ≤ c.
Example 3
As a last application, we establish the consistency with the sum rules of
ξ(w) = e−cτ =
1
(w +
√
w2 − 1)c (185)
for any value c ≥ 0 of the parameter. Here c is not the slope. In fact, for c > 0
all the derivatives at w = 1 are infinite, so that the bounds on these derivatives are
helpless in this case.
We have to compute the Fourier transform of the function
ξ̂(τ) = sh(τ) ξ(ch(τ)) = sh(τ) e−c|τ | (186)
When Re(c) > 1, this functions is integrable, and its Fourier transform is an ordinary
function given by a convergent integral :
(F ξ̂)(ρ) = 1
2π
∫ ∞
−∞
sh(τ) e−c|τ | eiτρ dτ (187)
which is easily calculated :
(F ξ̂)(ρ) = 1
2π
iρ
4c
[(c− 1)2 + ρ2][(c + 1)2 + ρ2] (188)
This is indeed of the form (156) with the following measures
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dνp(ρ) =
4c
2π
ρ2
[(c− 1)2 + ρ2][(c+ 1)2 + ρ2] dρ, dνs(ρ) = 0, νt = 0 (189)
Since these measures are positive for c real, the consistency of (185) is established
for c > 1.
To treat the cases c ≤ 1, we have to find the generalized Fourier transform of
ξ̂(τ), and to that end, as in the case of the ”dipolar” form (164), we use analytic
continuation in c. Combining the general definition (155) of the Fourier transform
with the Fourier transform (186) already calculated, we have :
∫ ∞
−∞
ξ̂(τ) u(τ) dτ = i
2c
π
∫ ∞
−∞
ρ
[(c− 1)2 + ρ2][(c + 1)2 + ρ2] u˜(ρ) dρ (190)
for any u ∈ D(R). This formula is proved for Re(c) > 1, but the left hand side is
an entire function of c (due to the bounded support of u), so the r.h.s. must have
an analytic continuation, which will give the needed generalized Fourier transform
of ξ̂(τ).
First, we can directly take the limit c → 1 in (190), and also in (188) (in the
sense of tempered distributions) and (189), establishing the consistency of (185) also
for c = 1.
Going down to Re(c) < 1 is quite similar to the case of the ”dipolar” form (164).
In the integrand of (190), there are two poles
ρ = ± i (c− 1) (191)
which, when c goes around c = 1 from above, approach the path of integration (which
is the real axis). To have an analytic function, one must then deform the path of
integration to avoid these poles. The new path can be decomposed into the old path
(the real axis), a counterclockwise small circle around the pole ρ = i(c − 1) in the
lower complex half-plane, and a clockwise small circle around the ρ = −i(c − 1) in
the upper complex half-plane. The integrals along the small circles are given by the
residue theorem, and the obtained analytic continuation of (186) to 0 ≤ Re(c) < 1
is :
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∫ ∞
−∞
ξ̂(τ) u(τ) dτ = i
2c
π
∫ ∞
−∞
ρ
[(c− 1)2 + ρ2][(c + 1)2 + ρ2] u˜(ρ) dρ (192)
+ 1
2
[u˜(i(1− c))− u˜(−i(1− c))]
When c is real with 0 < c < 1, this is indeed of the form (156) with the following
measures
dνp(ρ) =
4c
2π
ρ2
[(c− 1)2 + ρ2][(c + 1)2 + ρ2] dρ (193)
dνs(ρ) = (1− c) δ(ρ− (1− c)) dρ νt = 0
Since these measures are positive when 0 < c < 1, the consistency of (185) is
established for these values of c. For c = 0, ξ(w) = 1 is just the irreducible IW
function given by the trivial representation. So, we have consistency for all c ≥ 0.
The decomposition (65) of (185) into irreducible IW functions (given by (62),
(63) and (64)) is, for c > 0 :
1
(w +
√
w2 − 1)c =
4c
2π
∫ ∞
0
ρ2
[(c− 1)2 + ρ2][(c + 1)2 + ρ2] ξp,0,ρ(w) dρ (194)
+ θ(1− c) (1− c) ξs,1−c(w)
The fact that all the derivatives at w = 1 are infinite is due to the slow decrease
of the measure dνp(ρ), for which the moments µk = < x
k > defined in (80) are
divergent for k ≥ 1.
10 Phenomenological applications
Before concluding, let us summarize the main phenomenological consequences of
the present paper. From a practical perspective, we have a number of interesting
results for possible simple forms of the j = 0 IW function.
We have illustrated our different general results with some one-parameter ansatze
for the IW function (from now on we make the replacement c = ρ2Λ for the slope,
when it is finite), namely :
(i) The ”dipole” form (109) :
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ξ(w) =
(
2
w + 1
)2ρ2
Λ
ρ2Λ ≥
1
4
(195)
(ii) The true dipole shape (111) :
ξ(w) =
1[
1 +
ρ2
Λ
2
(w − 1)
]2 ρ2Λ ≥ 1 (196)
(iii) The form found in Subsection 6.2 (115) :
ξ(w) =
sh
(
τ
√
1− 3ρ2Λ
)
sh(τ)
√
1− 3ρ2Λ
=
sin
(
τ
√
3ρ2Λ − 1
)
sh(τ)
√
3ρ2Λ − 1
w = ch(τ) ρ2Λ ≥ 0
(197)
(iv) The form proposed in Subsection 9.5
ξ(w) =
1
(w +
√
w2 − 1)c c ≥ 0 (198)
for which at w = 1 all derivatives are infinite if c > 1.
Let us comment on these different possible one-parameter models for the IW
function and briefly remind the results obtained above.
(i) The ”dipole” form (195) was proposed in the case of the meson IW function
[16]. For this function we have shown in Subsection 6.1 that all the bounds (101)-
(103) imply ρ2Λ ≥ 14 , suggesting that this form is acceptable if this lower bound is
fulfilled. Indeed, following the consistency test of Section 9, we have shown that this
form is consistent for any slope ρ2Λ ≥ 14 (and inconsistent for 0 < ρ2Λ < 14).
(ii) The true dipole form is a model proposed in [17] for baryon decay (196).
For it, we have shown in Subsection 6.1 that the bounds (101)-(103) imply ρ2Λ ≥ 23 ,
ρ2Λ ≥ 1013 , ρ2Λ ≥ 0.86, lower bounds that slowly converge towards 1 with the constraints
on incresing order derivatives. Indeed, following the consistency test of Section 9,
we have shown that this form is consistent for any slope ρ2Λ ≥ 1 (and inconsistent
for 0 < ρ2Λ < 1).
(iii) The form (197) is a result of the present paper if the lower bound on the
curvature (101) is saturated, i.e. σ2Λ =
3
5
ρ2Λ(1 + ρ
2
Λ). It satisfies all the constraints
for any value of the slope ρ2Λ ≥ 0.
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(iv) The form (198) is interesting because it satisfies all the constraints for c ≥ 0,
with all its derivatives being infinite at zero recoil if c > 0.
These simple one-parameter forms will be useful in the future to fit the differential
decay width for the process Λb → Λcℓνℓ with quite different possibilities, and thus
guess a possible variation of |Vcb|. In this sense, the form (198) constitutes an
extreme case, since all the derivatives are infinite at w = 1.
Another extreme case is the one-parameter form
ξ(w) = 1− e−c/(w−1) c > 0 (199)
for which ξ(w) → 0 for w → ∞, and all its derivatives vanish at w = 1. But
according to Subsection 6.2 (see (114)), if the slope vanishes one gets ξ(w) = 1, and
only the trivial representation contributes to the integral formula (65), with νt = 1.
Therefore, the ansatz (199) is inconsistent with the sum rules.
Finally, let us comment on the exponential form (107),
ξ(w) = exp[−ρ2Λ(w − 1)] (200)
that was proposed by E. Jenkins et al. [18] and by M. Pervin et al. [17]. In the
large Nc and heavy quark limit studied in [18] there is an important subtlety that
we discuss at the end of this Section.
For the exponential form we have shown in Subsection 6.1 that the bounds (101)-
(103) imply respectively ρ2Λ ≥ 1.5, ρ2Λ ≥ 2.5, ρ2Λ ≥ 4.28. The lower bound on the
slope grows with the constraints on higher and higher derivatives, suggesting that
the exponential form is not consistent. Indeed, we have demonstrated in Section 7
from the sum rules that the IW function is of positive type, and that the exponential
ansatz is inconsistent with this property for any value of the slope ρ2Λ > 0. We
have exposed an alternative demonstration following the general consistency test
formulated for any form of the IW function in Subsection 9.2.
Let us make a final remark on the exponential form (200). This form was sug-
gested in the paper by E. Jenkins et al. [18] within a model based on QCD in the
heavy quark and large Nc limits, with a slope of the order :
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ρ2Λ = λN
3/2
c λ = O(1) (201)
However, one must keep in mind that formula (200) with the slope (201) is valid,
according to [18], for
w − 1 = O(N−3/2c ) (202)
This means that in this scheme (200) would be valid in the heavy quark limit, but
for fixed
x = ρ2Λ (w − 1) (203)
As we said in [8], the bound (101), obtained in the physical situation Nc = 3
is trivially satisfied in the large Nc limit, as it is obvious from (200) and (201).
However, the phenomenological guess (3.8) from [18], ρ2Λ = 1.3, slightly violates
the bound, and we have more generally demonstrated that the exponential form is
inconsistent.
But there is a subtle point concerning the exponential form (200) at fixed x =
ρ2Λ(w − 1) (203). Indeed, the ”dipole” form (195), that satisfies all the theoretical
constraints, becomes, performing the change of variables (203) and taking the limit
ρ2Λ = O(N
3/2
c )→∞ :
ξ(w) =
(
2
w + 1
)2ρ2
Λ
=
 1
1 + x
2ρ2
Λ
2ρ2Λ = e−2ρ2ΛLog
(
1+ x
2ρ2
Λ
)
∼ e−x = e−ρ2Λ(w−1) (204)
Therefore, within the conditions (201) and (202), i.e. for a very large slope and
an infinitesimally small phase space, the exponential form (200) can be rigorously
replaced by the ”dipole” form (195), that satisfies all the theoretical constraints
formulated in the present paper. Therefore, for finite slope and the whole phase
space it would be convenient on theoretical grounds to replace the exponential form
by the ”dipole” form.
11 Conclusion
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The present paper explores new methods to study Isgur-Wise functions based
on the Lorentz group. The IW function is expressed in terms of the scalar product
of the initial and final light clouds of the heavy hadron, that involves a unitary
representation of the Lorentz group. The method uses the decomposition of this
unitary representation into irreducible representations and under the SU(2) sub-
group of rotations. The approach has practical consequences, namely constraints
on the possible IW functions, that can be applied to the different parametrizations
proposed in the literature.
For the moment, we have applied this method to the case of a light cloud with
jP = 0+, relevant to the decay Λb → Λcℓνℓ. This case is more involved from the
point of view of group theory than the ground state meson case jP = 1
2
−
. We leave
the latter, being more complicated from the spin point of view, for future work.
We have shown, in the present baryon case, that the enumeration and explicit
formulae for the relevant irreducible representations allows to give an integral for-
mula for the IW function ξ(w) involving positive measures. Not only the principal
series of the unitary representations of the Lorentz group appear, but also the so-
called supplementary series. This powerful formula allows in turn to express the
derivatives of the IW function at zero recoil as moments of a variable with positive
values.
The corresponding positivity constraints on determinants of these moments im-
ply in turn bounds on the k-th derivative of the IW function ξ(k)(1) in terms of the
lower derivatives ξ(n)(1) (n = 0, 1, ...k − 1). We have illustrated these bounds for
three one-parameter models of the IW function proposed in the literature, namely
the exponential form and two different kinds of the ”dipole” forms. The exponen-
tial form, unlike the ”dipole” forms, appears to be somewhat pathological in this
respect.
We have also demonstrated that if one of the bounds is saturated (e.g. the
bound on the curvature in terms of the slope), then one gets a completely explicit
and simple one-parameter form of the IW function.
Then we have used the sum rule approach [8], and demonstrated that the IW
function is a function of positive type. This allows to show, as an example, that the
exponential form for the IW function is not consistent with this property.
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We demonstrate also, using the positive type property, that the Lorentz group
method developed in the present paper, and this is important, is equivalent to the
sum rule approach. Moreover, the Lorentz group method sheds another light on the
long distance physics, and summarizes all the possible constraints of the sum rule
approach.
Finally, we have formulated a general consistency test for any given ansatz of
the IW function. We have applied this criterium to several phenomenological one-
parameter forms proposed in the literature, like the exponential and the ”dipole”
forms, and shown that the former is inconsistent, while the two latter forms are
consistent when the slope satisfies some lower bounds.
Hopefully, LHCb will provide new data on the decay Λb → Λcℓνℓ, that we know
has a large branching ratio, of the order of 5.10−2, measured at LEP, roughly half
of the total semileptonic rate Λb → Xcℓνℓ. One expects at LHCb roughly 3.1010
Λb → Λcℓνℓ events/year [19] and possibly one could give a precise measurement of
the differential rate. This measurement has a two-fold interest. One concerns heavy
quark hadronic physics, namely in particular the shape of the IW function, the object
of the present paper. The other is an independent useful exclusive determination
of |Vcb|, since there is still at present some tension between the exclusive and the
inclusive determinations in B decays, the former giving a smaller value, although
with a larger error.
For the decay Λb → Λcℓνℓ, theoretical work remains to be done. One should
include radiative corrections within HQET and 1/mQ corrections, as well as the
Wilson coefficients that make the matching with the physical form factors, a pro-
gram that was realized in the case of mesons by M. Dorsten [20]. This would allow
to compare with the future data and with other theoretical or phenomenological
schemes of baryon form factors at finite mass. Also, once these necessary improve-
ments are realized, any future fit to the differential distribution of Λb → Λcℓνℓ should
take into account the constraints formulated here for the IW function.
It is important to apply the method of the present paper to mesons. In this
case one has the complication of spin, since the light cloud has jP = 1
2
−
, but we
have noticed that from the point of view of the Lorentz group the problem seems
simpler because only the principal series of the representations of the Lorentz group
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appears. This program will be the object of a forthcoming work.
References
[1] N. Isgur and M. Wise, Phys. Lett. B 232, 113 (1989); B 237, 527 (1990).
[2] A. F. Falk, Nucl. Phys. B 378, 79 (1992).
[3] F. Jugeau, A. Le Yaouanc, L. Oliver, J.-C. Raynal, hep-ph/0405234, Phys. Rev.
D 70, 114020 (2004).
[4] J. D. Bjorken, invited talk at Les Rencontres de la Valle´e d’Aoste, La Thuile,
SLAC-PUB-5278, 1990.
[5] N. Isgur and M. Wise, Phys. Rev. D 43, 819 (1991).
[6] N. Uraltsev, Phys. Lett. B 501, 86 (2001) ; N. Uraltsev, hep-ph/0012336, J.
Phys. G 27, 1081 (2001).
[7] A. Le Yaouanc, L. Oliver and J.-C. Raynal, hep-ph/0210233, Phys. Rev.
D 67, 114009 (2003); hep-ph/0210231, Phys. Lett. B 557, 207 (2003);
hep-ph/0307197, Phys. Rev. D 69, 094022 (2004).
[8] A. Le Yaouanc, L. Oliver, J.-C. Raynal, arXiv:0808.2983, Phys. Rev. D 79
014023 (2009).
[9] N. Isgur, M. Wise and M. Youssefmir, Phys. Lett. B 254, 215 (1991).
[10] H. Georgi, Phys. Lett. B 240, 447 (1990).
[11] J. Dixmier, Les Alge`bres d’Ope´rateurs dans l’Espace Hilbertien (Alge`bres de
von Neumann), Gauthier-Villars, Cahiers Scientifiques, Paris (1957); Les C*-
alge`bres et leurs repre´sentations, Gauthier-Villars, Cahiers Scientifiques, Paris
(1964).
[12] M.A. Na¨ımark, Les repre´sentations line´aires du groupe de Lorentz, Dunod, Paris
(1962).
[13] M.B. Voloshin, Phys. Rev. D 46, 3062 (1992).
59
[14] A.G. Grozin and G.P. Korchemsky, hep-ph/9411323, Phys. Rev. D 53 (1996).
[15] I.M. Guelfand and G.E. Chilov, Les distributions, Tome 1, Dunod, Paris (1972).
[16] V. More´nas, A. Le Yaouanc, L. Oliver, O. Pe`ne and J.-C. Raynal,
hep-ph/9706265, Phys. Rev. D 56, 5668 (1997).
[17] M. Pervin, W. Roberts and S. Capstick, nucl-th/0503030, Phys. Rev. C72,
035201 (2005).
[18] E. Jenkins, A. Manohar and M. Wise, hep-ph/9208248, Nucl. Phys. D396, 38
(1993).
[19] A. Fridman and R. Kinnunen, CERN-PPE/93-61, Contribution to the 5th In-
ternational Symposium on Heavy Flavor Physics, Montre´al, July (1993).
[20] M. Dorsten, hep-ph/0310025, Phys. Rev. D70, 096013 (2004).
Acknowledgements
This work supported in part by the EU Contract No. MRTN-CT-2006-035482,
FLAVIAnet.
A Scalar products in Hilbert spaces of the sup-
plementary series
In this appendix, we describe a trick (which can be found in [12]) useful to
compute scalar products (42) in the Hilbert space of a representation of the supple-
mentary series.
The matrices R ∈ SU(2) are of the form
R =
 a b
−b a
 |a|2 + |b|2 = 1 (A.1)
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Parametrising a and b by
a = cos
(
θ
2
)
eiφ b = sin
(
θ
2
)
eiψ (0 ≤ φ, ψ ≤ 2π, 0 ≤ θ ≤ π) (A.2)
the normalized invariant measure on SU(2) writes
dR =
1
8π2
sinθ dθ dφ dψ (A.3)
Defining R(z, α) ∈ SU(2) for (z, α) ∈ C × [0, 2π[ by :
a =
1√
1 + |z|2
eiα b =
z√
1 + |z|2
e−iα (A.4)
the Jacobian is :
dR(z, α) =
1
2π2
1
(1 + |z|2)2 d
2z dα (A.5)
Noting that, abreviating R(z, α) to R and R(z′, α′) to R′, one has
z =
R12
R22
(A.6)
and (using R′−112 = −R′12 and R′−111 = R′22, which follow from detR = 1)
z′ − z = R
′
12
R′22
− R12
R22
=
R′12R22 − R′22R12
R′22R22
= −(R
′−1R)12
R′22R22
(A.7)
the scalar product (42), rewritten here for convenience
< φ′|φ >=
∫
φ′(z′) |z′ − z|2ρ−2 φ(z) d2z′ d2z (A.8)
can be written as follows
< φ′|φ >= π2
∫
|R′22|−2ρ−2 φ′
(
R′12
R′22
)
|(R′−1R)12|2ρ−2 |R22|−2ρ−2 φ
(
R12
R22
)
dR′dR (A.9)
and by a change of varible R→ R′R, one obtains :
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< φ′|φ >= π2
∫
|R′22|−2ρ−2 φ′
(
R′12
R′22
)
|R12|2ρ−2 |(R′R)22|−2ρ−2 φ
(
(R′R)12
(R′R)22
)
dR′dR (A.10)
Next, applying the transformation law (39) with Λ = R′−1, we have
(
Us,ρ(R
′−1)φ
)
(z) = |R′−111 −R′−121 z|−2ρ−2 φ
(
R′−122 z − R′−112
R′−111 − R′−121 z
)
(
Us,ρ(R
′−1)φ
)
(z) = |R′22 +R′21z|−2ρ−2 φ
(
R′11z +R
′
12
R′22 +R′21z
)
(
Us,ρ(R
′−1)φ
)(R12
R22
)
=
( |R′22R22 +R′21R12|
|R22|
)−2ρ−2
φ
(
R′11R12 +R
′
12R22
R′22R22 +R′21R12
)
(
Us,ρ(R
′−1)φ
)(R12
R22
)
= |R22|2ρ+2 |(R′R)22|−2ρ−2 φ
(
(R′R)12
(R′R)22
)
(A.11)
This expresses a part of the integrand in (A.10), which becomes
< φ′|φ > = π2
∫
|R′22|−2ρ−2 φ′
(
R′12
R′22
)
|R12|2ρ−2
|R22|−2ρ−2
(
Us,ρ(R
′−1)φ
)(R12
R22
)
dR′dR (A.12)
Returning to the variables z′ and α′ for R′ and z and α for R, we obtain the following
expression for the scalar product (42) in the Hilbert space Hs,ρ of the representation
in the supplementary series labelled by ρ :
< φ′|φ >= 1
2π
∫
(1+|z′|2)ρ−1 φ′(z′) |z|2ρ−2
(
Us,ρ(R(z
′, α′)−1)φ
)
(z) d2z d2z′ dα′ (A.13)
This result will be used in Appendix B and in Appendix C.
B Calculation of normalization constants
In this appendix, we compute the normalization constants in (48) and (50).
Principal series.
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Using the notation R(z, α) for the rotation defined by (A.4), we write (48) as
follows :
φp,n,ρj,M (z) = N
p,n,ρ
j,M (1 + |z|2)iρ−1Djn/2,M
(
R(z, 0)−1
)
(B.1)
where Np,n,ρj,M is the normalization constant here to be found. We have to compute
the following scalar product.
< φp,n,ρj′,M ′|φp,n,ρj,M > = Np,n,ρj′,M ′ Np,n,ρj,M (B.2)∫
(1 + |z|2)−2 Dj′n/2,M ′
(
R(z, 0)−1
)∗
Djn/2,M
(
R(z, 0)−1
)
d2z
From (A.4), one sees that :
R(z, α) = R(z, 0)
 eiα 0
0 e−iα
 (B.3)
and because Djn/2,M(R), as defined by (16), is a matrix element with on the left an
eigenstate of the Oz component of the angular momentum, with eigenvalue n/2, one
has
Djn/2,M
(
R(z, α)−1
)
= einαDjn/2,M
(
R(z, 0)−1
)
(B.4)
and we may rewrite (B.2) as follows
< φp,n,ρj′,M ′|φp,n,ρj,M > = Np,n,ρj′,M ′ Np,n,ρj,M (B.5)
1
2π
∫
(1 + |z|2)−2 Dj′n/2,M ′
(
R(z, α)−1
)∗
Djn/2,M
(
R(z, α)−1
)
d2z dα
since the integrand does not in fact depend on α. Using the Jacobian (A.5), this
gives
< φp,n,ρj′,M ′|φp,n,ρj,M > = Np,n,ρj′,M ′ Np,n,ρj,M π
∫
Dj
′
n/2,M ′
(
R−1
)∗
Djn/2,M
(
R−1
)
dR (B.6)
By the change of variable of integrationR→ R−1, which leaves invariant the measure
dR, this reduces to the scalar product (47) of the rotation matrix elements, and one
obtains
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< φp,n,ρj′,M ′|φp,n,ρj,M > = Np,n,ρj′,M ′ Np,n,ρj,M
π
2j + 1
δj,j′ δM,M ′ (B.7)
So, the normalization constant is
Np,n,ρj,M =
√
2j + 1
π
(B.8)
Supplementary series.
Using the notation R(z, α) for the rotation defined by (A.4), we write (50) as
follows :
φs,ρj,M(z) = N
s,ρ
j,M (1 + |z|2)−ρ−1 Dj0,M
(
R(z, 0)−1
)
(B.9)
where N s,ρj,M is the normalization constant to be found.
Using (A.13) for the scalar product in the supplementary series, we have
< φs,ρj′,M ′|φs,ρj,M >=
1
2π
∫
(1 + |z′|2)ρ−1 φs,ρj′,M ′(z′)∗ |z|2ρ−2(
Us,ρ(R(z
′, α′)−1)φs,ρj,M
)
(z) d2z d2z′ dα′ (B.10)
Now, because the φs,ρj,M (for−j ≤M ≤ j) are the standard basis of the representation
j of SU(2), we have
(
Us,ρ(R(z
′, α′)−1
)
φs,ρj,M =
∑
M ′′
DjM ′′,M
(
R(z′, α′)−1
)
φs,ρj,M ′′ (B.11)
Using (B.11) and (B.9), the scalar product (B.10) writes
< φs,ρj′,M ′|φs,ρj,M >=
∑
M ′′
N s,ρj′,M ′N
s,ρ
j,M ′′
1
2π
∫
|z|2ρ−2(1 + |z|2)−ρ−1Dj0,M ′′
(
R(z, 0)−1
)
d2z
∫
(1 + |z′|2)−2 Dj′0,M ′
(
R(z′, α′)−1
)∗
DjM ′′,M
(
R(z′, α′)−1
)
d2z′ dα′ (B.12)
where we have also used the fact that Dj
′
0,M ′(R(z
′, α′)−1) does not depend on α′ (see
(B.4)). Using the Jacobian (A.5), the second integral is
2π2
∫
Dj
′
0,M ′
(
R−1
)∗
DjM ′′,M
(
R−1
)
dR =
2π2
2j + 1
δj,j′ δ0,M ′′ δM,M ′ (B.13)
so that (B.12) reduces to
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< φs,ρj′,M ′|φs,ρj,M >= N s,ρj′,M ′N s,ρj,M
π
2j + 1
δj,j′ δM,M ′∫
|z|2ρ−2(1 + |z|2)−ρ−1Dj0,0
(
R(z, 0)−1
)
d2z (B.14)
Now, from (46), with a = 1√
1+|z|2 and b = −
z√
1+|z|2 , we have
Dj0,0
(
R(z, 0)−1
)
= (1 + |z|2)−j∑
k
(−1)k
 j
k

 j
j − k
 |z|2k (B.15)
The calculation of the remaining integral then goes as follows
∫
|z|2ρ−2 (1 + |z|2)−ρ−1Dj0,0
(
R(z, 0)−1
)
d2z
=
∑
0≤k≤j
(−1)k
 j
k

 j
j − k
∫ |z|2ρ+2k−2 (1 + |z|2)−ρ−j−1d2z
= π
∑
0≤k≤j
(−1)k
 j
k

 j
j − k
∫ ∞
0
xρ+k−1 (1 + x)−ρ−j−1dx
(
x→ y
1− y
)
= π
∑
0≤k≤j
(−1)k
 j
k

 j
j − k
∫ 1
0
yρ+k−1 (1− y)j−kdy
= π
∑
0≤k≤j
(−1)k
 j
k

 j
j − k
 Γ(ρ+ k)Γ(j − k + 1)
Γ(ρ+ j + 1)
= π
j! Γ(ρ)
Γ(ρ+ j + 1)
∑
k
(−1)k
 j
k
 Γ(ρ+ k)
k! Γ(ρ)
= π
j! Γ(ρ)
Γ(ρ+ j + 1)
∑
k
(−1)k
 j
k

 ρ+ k − 1
k

= π
j! Γ(ρ)
Γ(ρ+ j + 1)
∑
k
 j
j − k

 −ρ
k
 = π j! Γ(ρ)
Γ(ρ+ j + 1)
 j − ρ
j

and gives
∫
|z|2ρ−2 (1 + |z|2)−ρ−1Dj0,0
(
R(z, 0)−1
)
d2z = π
Γ(j − ρ+ 1) Γ(ρ)
Γ(j + ρ+ 1) Γ(1− ρ) (B.16)
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With (B.14), this gives the final result for the scalar product
< φs,ρj′,M ′|φs,ρj,M > = N s,ρj′,M ′N s,ρj,0
π2
2j + 1
Γ(j − ρ+ 1) Γ(ρ)
Γ(j + ρ+ 1) Γ(1− ρ) δj,j′ δM,M ′ (B.17)
So, the normalization constant is
N s,ρj,M =
√
2j + 1
π
√√√√Γ(j + ρ+ 1) Γ(1− ρ)
Γ(j − ρ+ 1) Γ(ρ) (B.18)
C Calculation of the irreducible Isgur-Wise func-
tions for the j = 0 case
In this Appendix, we compute the IW functions (62) and (63) for the j = 0
state in the irreducible representations of SL(2, C). These functions are in fact
known, and can be found in [12] (with some changes of notation) under the name
of ”elementary spherical functions”.
Principal series.
The integral (59) for ξp,0,ρ(w) is directly computed. Integrating over the angle
gives :
ξp,0,ρ(w) =
∫ ∞
0
(1 + x)−iρ−1(eτ + e−τx)iρ−1dx (C.1)
and by the change of variable x = y
1−y , we obtain :
ξp,0,ρ(w) =
∫ 1
0
[
eτ (1− y) + e−τy
]iρ−1
dy =
sin(ρτ)
ρ sh(τ)
(C.2)
Supplementary series.
The integral for ξs,ρ(w) is more involved. In order to use (A.13), it is convenient
to rewrite ξs,ρ(w) in the form
ξs,ρ(w) = < Us,ρ(Λ−τ)φ
s,ρ
0,0|φs,ρ0,0 > (C.3)
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where we have used the unitarity of Us,ρ(Λ),
Us,ρ(Λ)
† = Us,ρ(Λ)
−1 = Us,ρ(Λ
−1) Λ−1τ = Λ−τ (C.4)
In (A.13), we have then the following simplification
(
Us,ρ(R(z
′, α′)−1)φs,ρ0,0
)
(z) = φs,ρ0,0(z) (C.5)
due to the fact that φs,ρ0,0 is a scalar under the subgroup SU(2) of SL(2, C), and we
obtain
ξs,ρ(w) =
[∫
(1 + |z′|2)ρ−1
(
Us,ρ(Λ−τ)φ
s,ρ
0,0
)
(z′)∗d2z′
] [∫
|z|2ρ−2 φs,ρ0,0(z) d2z
]
(C.6)
The function φs,ρ0,0 is given by (53) and Us,ρ(Λ−τ)φ
s,ρ
0,0 is then given by (43)
φs,ρ0,0(z) =
√
ρ
π
(1+|z|2)−ρ−1
(
Us,ρ(Λ−τ )φ
s,ρ
0,0
)
(z) =
√
ρ
π
(
e−τ + eτ |z|2
)−ρ−1
(C.7)
The integrals in (C.6) are then directly computed :
∫
(1 + |z′|2)ρ−1
(
e−τ + eτ |z′|2
)−ρ−1
d2z′ = π
∫ ∞
0
(1 + x)ρ−1
(
e−τ + eτx
)−ρ−1
dx
= π
∫ 1
0
[
e−τ (1− y) + eτy
]−ρ−1
dy =
π
ρ
eρτ − e−ρτ
eτ − e−τ = π
sh(ρτ)
ρ sh(τ)
(C.8)
∫
|z|2ρ−2 (1+|z|2)−ρ−1 d2z = π
∫ ∞
0
xρ−1 (1+x)−ρ−1 dx = π
∫ 1
0
yρ−1 dy =
π
ρ
(C.9)
and we obtain :
ξs,ρ(w) =
sh(ρτ)
ρ sh(τ)
(C.10)
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D Expansion in powers of (w−1) of the irreducible
j = 0 Isgur-Wise function
In this appendix, we obtain the whole expansion in powers of w − 1 of the IW
function for the j = 0 state in the irreducible representations of SL(2, C).
We work with the function ξx(w) defined by (71) which, when x ≥ 0, covers all
the cases (62), (63) and (64). It is not easy to obtain the w − 1 expansion directly
from (71) since in this formula the dependence in w occurs through τ = Arcch(w).
We now obtain an integral representation (D.3) for ξx(w) in which the depen-
dence on w is explicit and simple. To this end, let us compute the integral
Ia(w) =
∫ ∞
0
sa
(1 + 2ws+ s2)
ds =
∫ ∞
0
sa
(s + eτ )(s+ e−τ )
ds (D.1)
which is convergent for −1 < Re(a) < 1. A standard calculus of residues gives :
Ia(w) = − π
sin(πa)
1
2iπ
∫ ∞
0
(−z − i0)a − (−z + i0)a
(z + eτ )(z + e−τ )
dz
= − π
sin(πa)
(resz=−eτ + resz=−e−τ )
(−z)a
(z + eτ )(z + e−τ )
= − π
sin(πa)
[
eaτ
(−eτ + e−τ ) +
e−aτ
(−e−τ + eτ )
]
=
π
sin(πa)
sh(aτ)
sh(τ)
(D.2)
Then for ξx(w) =
sh(τ
√
1−x)
sh(τ)
√
1−x we have
ξx(w) =
sin(π
√
1− x)
π
√
1− x
∫ ∞
0
s
√
1−x
1 + 2ws+ s2
ds (D.3)
valid for x > 0.
We can now expand at w = 1 :
ξx(w) =
sin(π
√
1− x)
π
√
1− x
∑
k≥0
(−1)k 2k (w − 1)k
∫ ∞
0
sk+
√
1−x
(1 + s)2k+2
ds (D.4)
The integral is directly calculated :
∫ ∞
0
sk+
√
1−x
(1 + s)2k+2
ds =
∫ 1
0
tk+
√
1−x (1− t)k−
√
1−x dt (D.5)
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=
Γ(k +
√
1− x+ 1) Γ(k −√1− x+ 1)
(2k + 1)!
=
π
√
1− x
sin(π
√
1− x)
1
(2k + 1)!
k∏
i=1
[(i2 − 1) + x]
where we have used
Γ(
√
1− x+ 1) Γ(−√1− x+ 1) = π
√
1− x
sin(π
√
1− x) (D.6)
and we obtain
ξx(w) =
∑
k≥0
(−1)k 2k 1
(2k + 1)!
k∏
i=1
(x+ i2 − 1) (w − 1)k (D.7)
This deduction of (D.7) is valid only when x > 0. Considering the case x = 0, we
have
k∏
i=1
(i2 − 1) = δk,0
so that the formula (D.7) reduces to ξ0(w) = 1, and is therefore true also in this
case.
E Sum rule for the Isgur-Wise function in the
j = 0 case
In [8], from the OPE and the non-forward amplitude, we have demonstrated the
following sum rule for the j = 0 case :
ξ(wif) =
∑
n
∑
L≥0
τ
(n)
L (wi)
∗τ (n)L (wf)
∑
0≤k≤L/2
CL,k(w
2
i − 1)k(w2f − 1)k
{
(wiwf − wif)L−2k
− 2
2L+ 1
[
(L− 2k)(wi + 1)(wf + 1)(wiwf − wif)L−2k−1 + 2k(wiwf − wif)L−2k
]
+
2
(2L+ 1)2
[
(L− 2k)(3 + 4k)(wi + 1)(wf + 1)(wiwf − wif)L−2k−1
+(L−2k)(L−2k−1)(wi+1)(wf +1)(wiwf +wi+wf −1−2wif )(wiwf −wif )L−2k−2
+4k2(wiwf − wif )L−2k
]}
(E.1)
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where wi = vi.v
′, wf = vf .v′, wif = vi.vf and vi, vf , v′ are the initial, final and
intermediate state four-velocities in the sum rule, τ
(n)
L (w) are the IW functions for
the transition 0+ → LP with P = (−1)L, and the coefficients CL,k are given by
CL,k = (−1)k (L!)
2
(2L)!
(2L− 2k)!
k!(L− k)!(L− 2k)! (E.2)
From this sum rule we have demonstrated the inequalities for the slope (100) [9] and
for the curvature (101).
We have recently realized that the expression for this sum rule can enormously
be simplified.
First, let us group the terms in (E.1), that gives :
ξ(wif) =
∑
n
∑
L≥0
τ
(n)
L (wi)
∗τ (n)L (wf)
1
(2L+ 1)2
(E.3)
∑
0≤k≤L/2
CL,k(w
2
i − 1)k(w2f − 1)k(wiwf − wif)L−2k−2
{[
(2L+1)2−4(2L+1)k+8k2
]
(wiwf−wif)2−2(L−2k)(L−2k−1)(w2i −1)k(w2f−1)
}
Next, using the expression for the Legendre polynomials :
PL(x) =
1
2L
∑
k
(−1)k (2L− 2k)!
k!(L− k)!(L− 2k)! x
L−2k (E.4)
one gets
∑
0≤k≤L/2
CL,k x
L−2k = 2L
(L!)2
(2L)!
PL(x) (E.5)
Defining now the variable xif as :
xif =
wiwf − wif√
(w2i − 1)(w2f − 1)
(E.6)
one obtains, from (E.3), the following expression for the sum rule :
ξ(wif) =
∑
n
∑
L≥0
τ
(n)
L (wi)
∗τ (n)L (wf)
1
(2L+ 1)2
(w2i −1)L/2(w2f−1)L/2 (E.7)
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∑
0≤k≤L/2
CL,k x
L−2k
if
[
2L2+6L−8k+1−2(L−2k)(L−2k−1)(1−x2if )x−2if
]
that can be written in terms of derivatives of Legendre polynomials :
ξ(wif) =
∑
n
∑
L≥0
τ
(n)
L (wi)
∗τ (n)L (wf)
2L
(2L+ 1)2
(L!)2
(2L)!
(w2i−1)L/2(w2f−1)L/2 (E.8)
[
(2L2 + 2L+ 1)PL(xif ) + 4xifP
′
L(xif )− 2(1− x2if )P ′′L(xif)
]
and from the differential equation satisfied by the Legendre polynomials
(1− x2)P ′′L(x)− 2xP ′L(x) + L(L+ 1)PL(x) = 0 (E.9)
one gets
ξ(wif) =
∑
n
∑
L≥0
2L(L!)2
(2L)!
τ
(n)
L (wi)
∗τ (n)L (wf)(w
2
i − 1)L/2(w2f − 1)L/2PL(xif ) (E.10)
that gives finally the simple expression for the sum rule, used in Section 7 :
ξ(wif) =
∑
n
∑
L≥0
τ
(n)
L (wi)
∗τ (n)L (wf)
∑
0≤k≤L/2
CL,k (w
2
i−1)k(w2f−1)k(wiwf−wif)L−2k (E.11)
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