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A Scalable Real-Time Architecture for Neural
Oscillation Detection and Phase-Specific
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Abstract—Oscillations in the local field potential (LFP) of
the brain are key signatures of neural information processing.
Perturbing these oscillations at specific phases in order to alter
neural information processing is an area of active research.
Existing systems for phase-specific brain stimulation typically
either do not offer real-time timing guarantees (desktop computer
based systems) or require extensive programming of vendor-
specific equipment. This work presents a real-time detection
system architecture that is platform-agnostic and that scales
to thousands of recording channels, validated using a proof-of-
concept microcontroller-based implementation.
Index Terms—filtering, local field potential (LFP), neuro-
science, time-frequency analysis
I. INTRODUCTION
Recording of electrical signals from neurons in human and
animal brains is a well-established field [1]. Processing these
signals reveals two related components: “spikes”, representing
the firing of individual neurons near the pickup electrodes, and
the “local field potential” (LFP), representing the aggregate
activity of the larger population of neurons surrounding the
electrode site [2]. Both of these signal components carry
information: spikes via firing rate and timing [3] [4] [5]
[6], and the LFP via the presence or absence of transient
oscillations representing coherent activity of a large group of
neurons [7] [8] [9] [10] [11]. The relative timing of spikes
with respect to LFP oscillation phase has also been shown to
encode information [12] [13] [6] [14] [15].
Artificial stimulation of human and animal brains (via
electrical, optical, or other means) is also a field of active
study [16] [17] [18] [19]. It has recently been shown that if
LFP oscillations are present near a stimulation site, the timing
of stimulation with respect to the LFP phase is important [20]
[21] [22] [23]. In order to study this, it is necessary to perform
“on-line” detection of transient LFP oscillations and to extract
phase in real-time.
Existing experiments studying phase-specific stimulation
can be divided into those that use a desktop computer to
perform their signal processing [20] [24] [25] [21] and those
which perform some or all of their signal processing on
dedicated hardware [26] [27]. Both types of system have signal
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processing latency that must be compensated for (typically 20-
100 ms) [26] [21] but desktop computer based systems typ-
ically have substantial random variation (jitter) in processing
and communications latency (typically 5-10 ms) [21], which is
avoided in systems that keep the stimulation trigger processing
entirely in dedicated hardware.
Low-latency signal processing systems running on ded-
icated hardware may be implemented in software running
on dedicated digital signal processing (DSP) platforms [26]
[28] or implemented using a field-programmable gate array
(FPGA) tightly coupled to the recording system [27] [29].
Signal processing on dedicated hardware is widely used for
processing of neural signals but is typically implemented ad-
hoc.
The goal of this work is to present an an open architecture
for “on-line” LFP oscillation detection and for phase-aligned
stimulation that is suitable for instantiation on conventional
FPGA-based electrophysiology equipment and that is scalable
to thousands of recording channels. The purpose of this archi-
tecture is to make experiment-specific FPGA-based closed-
loop stimulation systems easier and faster to implement, as
most of the implementation and debugging will already have
been done.
II. BACKGROUND
A diagram of a typical electrophysiology recording and
stimulation setup is shown in Figure 1. One or more probes,
typically containing multiple electrical contacts per probe,
are inserted into the brain. A “headstage” and a recording
controller amplify and digitize the analog signals and forward
them to a host computer. Electrical stimulation is performed
using either a dedicated controller and probes or auxiliary
functions of the controller, headstage, and probes used for
recording. Recording and stimulation are typically performed
while the subject performs some consistently-structured activ-
ity.
A typical single-channel recording waveform is shown in
Figure 2 [30]. Noteworthy features are spikes (sub-millisecond
duration) [31] [32], local field potential oscillations (typically
4-50 Hz and lasting for a small number of cycles [33]),
and background noise (typically 1f2 power-law noise at LFP
frequencies [34] [35]). Spiking and LFP oscillation patterns
vary widely depending on the region of the brain being
measured [36] [37], and LFP oscillation duration (absolute
and number of cycles) also depends strongly on the oscillation
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Fig. 1. Typical electrophysiology recording and stimulation setup using wire
probes or linear silicon probes.
Fig. 2. Typical wide-band-signal recorded from a primate brain using tungsten
wire probes [30]. Noteworthy features in this signal are sub-millisecond spikes
and 20-25 Hz oscillations.
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Fig. 3. Data processing flow within a typical electrophysiology recording and
stimulation setup using a desktop computer for phase-aligned stimulation.
frequency [38]. At high frequencies (50-200 Hz), oscillations
occur with durations of many cycles that are are modulated
by co-occurring low-frequency oscillations [10].
A typical closed-loop phase-aligned stimulation setup based
on a desktop computer is shown in Figure 3. Signals are
acquired using the recording controller and processed using
“on-line” algorithms that are intended to function in real-time.
When an oscillation occurs and stimulation is commanded
during the experiment, the desktop computer waits until the
appropriate oscillation phase before commanding the stimula-
tion controller to activate.
Typical “on-line” oscillation detection and characterization
algorithms are variants of a widely-used “offline” algorithm.
In this offline algorithm, the LFP frequency band of interest
is isolated and the analytic signal is computed, with the
imaginary component provided by the Hilbert transform of
the band-pass-filtered signal. The analytic signal encodes the
magnitude and phase of the original narrow-band signal [39]
[25]. Oscillation events are identified by looking for magnitude
excursions, with 2σ or 3σ from baseline magnitude being
typical [20] [7] [26] [5]. Oscillation phase at any given instant
is taken to be the analytic signal phase at the time of interest.
For ease of reference, this will be referred to as the “offline
Hilbert algorithm”.
For “on-line” implementation, band-pass filtering is typi-
cally performed using a finite impulse response filter (FIR)
[26]. Magnitude and phase may be extracted via template-
fitting [20] or interpolation between peaks, troughs, and zero-
crossings in the narrow-band signal [39] [40]. Oscillation
period may be estimated from the peaks, troughs, and zero-
crossings or by using a filter bank with densely-spaced center
frequencies and looking for the filter with the strongest re-
sponse [26].
“Offline” algorithms for oscillation detection and parame-
terization are more varied [41], as they do not need to meet
time constraints and they can consider both the past and future
signal around a point of interest. Typical approaches that do
not use the Hilbert transform involve decomposing the signal
using either a fixed dictionary such as Gabor wavelets [42]
or an optimized dictionary via sparse coding approaches [43]
[44].
Hardware-based signal processing of electrophysiology sig-
nals typically involves electrophysiology controllers that ex-
pose digital signal processors (DSPs) or field-programmable
gate arrays (FPGAs) to the user. These are programmable
(DSP) or configurable (FPGA) hardware devices capable of
running specialized computing operations much faster than
general-purpose microprocessors. A typical electrophysiology
controller that exposes DSP features to the user is the Tucker-
Davis RZ2 BioAmp Processor [28] (based on the SHARC
series of DSP processors). Typical electrophysiology con-
trollers that expose FPGA features to the user are the Open
Ephys acquisition board [45] [46] and the related Intan RHD
recording controller [47] (both based on the Spartan 6 LX45
FPGA), and the NeuraLynx Hardware Processing Platform
expansion board [29] (based on the Zynq 7045 SoC which
integrates a Kintex 7 FPGA).
The performance metric that determines filtering and signal
processing capability is the number of multiply-accumulate
operations (MACs) that a given platform can perform per
second. For DSP-based systems, the number of MACs is
usually equivalent to the number of floating point opera-
tions per second (FLOPS). The SHARC DSP processors
used by Tucker-Davis can perform 2.4 GFLOPS per core
(at 400 MHz), for an aggregate maximum processing power
of about 77 GMAC/sec (8 quad-core boards). For Xilinx-
family FPGA-based systems, the number of MACs per second
is determined by the number of “digital signal processing
slices” and the rate at which these slices may be clocked. The
XC6LX45 chip used in the Open Ephys and Intan controllers
provides 5.8 GMAC/sec (58 units clocked at 100 MHz),
some of which is used for the controller’s existing filtering
operations. These controllers can acquire data from up to 1024
recording channels. The XC7Z045 chip used in the NeuraLynx
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Fig. 4. Top-level oscillation detector architecture.
processing board provides 900 GMAC/sec (900 units clocked
at 1 GHz), all of which is available for signal processing. The
controller in which this board is installed can acquire data from
up to 512 recording channels. While these examples are not
exhaustive, it is reasonable to assume a processing budget of at
least 2 MMAC/sec per channel, with up to 2 GMAC/sec per
channel available in systems with more hardware resources
available. LFP signal processing is typically performed at
1 ksps, with signals acquired at 25 ksps–40 ksps [26].
The desired goal is to detect local field potential oscillations
while they are still happening (within 1-2 oscillation periods),
and to accurately determine the oscillation phase so that phase-
specific stimulation may be performed. The accuracy needed
can be inferred from the number of phase bins used for
spike-phase coding analyses; 4–10 phase bins are typical, with
diminishing returns past 6 bins [5] [3]. This indicates that the
full-width half-maximum of the phase error distribution should
be 60 degrees or less.
III. IMPLEMENTATION
A block diagram of the oscillation detection architecture is
shown in Figure 4. Full-rate data is passed through an anti-
aliasing filter and downsampled. Downsampled data is passed
through a filter bank that performs band-pass filtering, and
an approximation of its instantaneous magnitude and phase
is extracted. Event detection in each band is performed by
magnitude thresholding, with inter-band logic building event
triggers. A time shift is applied to correct the instantaneous
phase estimate for filter delay, and trigger signals are generated
using a target phase or a target time since zero-crossing. The
output of the signal processing block is a set of narrow-band
signal waveforms, estimates of instantaneous magnitude and
phase associated with these waveforms, and event trigger logic
signals suitable for driving neural stimulation equipment. Any
of these outputs may be exposed to the host system.
The individual signal processing blocks in this architecture
were implemented as modules, with the intention being that
application-specific signal processing architectures would be
built by assembling modules with a minimum of new code
needed. Each of the modules was implemented in C++ and
in Matlab, with FPGA-based implementations in develop-
ment. The intention is to allow rapid prototyping via Matlab,
embedded software implementations via C++, and full-scale
hardware implementations via hardware description languages,
with confidence that all three types of implementation would
produce comparable output if given the same input. As FPGA
implementation is the end-goal, the modules are written to
operate in a pipelined manner on a sample-by-sample basis
(to facilitate translation to hardware).
Three closed-loop systems were assembled as reference
implementations: One Matlab-based, one C++-based running
on a desktop workstation, and one embedded C++ imple-
mentation running on a proof-of-concept “Burst Box” pro-
totype. The Matlab implementation was used to verify that
the architecture is conceptually sound; it was not otherwise
resource-constrained (no memory or processing time limits,
double-precision arithmetic). The workstation-based C++ im-
plementation was used to verify that the architecture’s integer-
arithmetic implementation produced output acceptably close
to that of the Matlab implementation. While the workstation-
based implementation was not explicitly memory-constrained,
care was taken to keep internal structure sizes small enough
to be instantiated on FPGAs. The embedded “Burst Box”
prototype was used to verify that the architecture was capable
of performing closed-loop stimulation in real-time with limited
memory and a limited amount of processing power available.
Module library code and the reference implementations
were made freely available under an open-source license [48].
A. Embedded Microcontroller Implementation
A block diagram of the embedded microcontroller-based im-
plementation of the oscillation detector architecture is shown
in Figure 5. Processing is restricted to one channel and
one frequency band. Anti-aliasing and band-pass filters are
implemented as infinite impulse response filters (IIR filters),
to minimize processing load. Input signals may optionally be
sampled at the downsampled rate directly without software
anti-aliasing, reducing processing load but increasing signal
noise due to aliasing artifacts. Approximate instantaneous
magnitude and phase were extracted using peak, trough, and
zero-crossing detection. Calculations were performed using
32-bit integer arithmetic with a signal range of 14 bits (to
ensure sufficient head-room during multiply-accumulate oper-
ations). IIR filters were implemented as cascaded biquads with
Direct Form I implementation. The a0 biquad denominator
coefficient was required to be a power of two, so that the 1a0
operation could be performed as a bit-shift.
A block diagram of the firmware for the embedded im-
plementation of the oscillation detector architecture is shown
in Figure 6. Three concurrent execution threads are running:
an interrupt service thread, which handles events that must
occur with every real-time clock tick and complete within that
timeslice; a high-priority polling thread, which is woken up by
the real-time clock (preempting low-priority polling) but which
may take multiple timeslices to complete; and a low-priority
polling thread, which handles operations which do not require
timing guarantees.
The physical implementation of the microcontroller-based
prototype is shown in Figure 7 (the “Burst Box”). The mi-
crocontroller used is an Atmel ATmega2560 (8-bit, running
at 16 MHz, with 8 kiB of SRAM); DSP performance was
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Fig. 5. Microcontroller-based implementation of the oscillation detector
architecture.
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Fig. 6. Embedded oscillation detector firmware architecture.
benchmarked at approximately 100 kMAC/sec with 32-bit
operands. “Full-rate” signals are sampled at 2.5 ksps using an
external analog to digital converter and an analog anti-aliasing
filter, and then downsampled to 500 sps internally (the “DSP
rate”) after the application of a digital anti-aliasing filter. At
200 MAC/sample, this represents a worst-case lower bound to
the processing budget available in real implementations.
A diagram of the hardware implementation of the “Burst
Box” is shown in Figure 8. There is hardware support for up
to 4 input channels, which constrains the processing budget
further but allows testing of coincidence detection. The analog
anti-aliasing filter in this prototype was implemented as an
RC ladder filter for simplicity and to avoid any possibility
of resonance from inductive components, with the tradeoff of
having poor roll-off compared to a Butterworth implementa-
tion. For debugging purposes, the system can be configured
to bypass the external analog-to-digital converter and use
the microcontroller’s internal analog-to-digital converter at
500 sps without anti-aliasing.
Fig. 7. Physical implementation of the microcontroller-based oscillation
detector (“Burst Box”).
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Fig. 8. Block diagram of the “Burst Box” hardware implementation.
TABLE I
SYNTHETIC DATASET NOISE BANDS
Freq (Hz) 4–7 7–12 12–21 21–36 36–63 63–108
Band theta alpha beta gamma gamma gamma
IV. VALIDATION
A. Datasets
Two datasets were used for testing and validation of os-
cillation detector implementations. The first (the “synthetic”
dataset) consisted of 5 minutes of 1f2 noise (“red noise”)
with tones overlaid. Tones had weak frequency chirping and
amplitude ramping (less than 5% and 10% respectively), with
cosine roll-off (Tukey window roll-off), and durations of 3–5
periods between midpoints of the roll-off flanks. Tones had a
signal-to-noise ratio of 20 dB with respect to in-band noise;
frequency bands used for noise calculations are shown in
Table I. The “red noise” spectrum spanned from 2–200 Hz,
with power concentrated at lower frequencies, so per-band
adjustment of tone amplitude was necessary in order to have
consistent signal-to-noise ratios.
The second dataset (“biological” dataset) consisted of a
concatenated selection of recordings from a primate dataset
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Fig. 9. Physical setup for validation tests.
[49]. The raw dataset consisted of “epochs” that were typi-
cally less than 10 seconds long, taken during individual task
trials within one extended recording session. Signals from
individual epochs were trimmed to time periods within the task
that showed consistent activity with few electrical artifacts.
Signals were evaluated on an epoch-by-epoch basis to reject
records that contained artifacts within the trimming interval
(typically large step transients caused by physical contact with
equipment or 60 Hz tones coupled from nearby equipment).
Remaining “clean” epochs were normalized to have consistent
average power and were concatenated with an overlap of 0.5 s
with linear interpolation between signals within the overlap
interval. The intention was to produce an artifact-free signal
of several minutes’ duration with biologically valid noise and
oscillation features.
B. Test Procedure
Testing of the Matlab-based and workstation-based oscil-
lation detectors was straightforward; both provide time series
waveforms for all desired signals in their processing pipelines,
with a common time reference between all signals. The
challenge was to extract comparable information from the
embedded microcontroller-based implementation during real-
time tests.
The physical setup for real-time testing is shown in Figure
9. Signal waveforms were converted to sound files and played
back to the “Burst Box” prototype via computer audio output.
Volume settings for playback were adjusted until the output
amplitude was approximately 3 V peak-to-peak, as measured
using an oscilloscope. The “Burst Box” is capable of providing
monitoring streams of two signals (typically one band-pass
filtered waveform and one other signal derived from it). Tests
with a given input waveform were run repeatedly, capturing
different output waveform pairs, and these output waveform
pares were time-aligned using the band-pass filtered waveform
as a reference (which should remain consistent between suc-
cessive trials).
Signals streamed from the “Burst Box” could be read
via two methods: parallel output via a logic header (8 bits
per sample, precise timing and no dropped samples), and
diagnostic output via the USB serial command interface (16
bits per sample, some dropped samples). Both capture methods
were used. Unless otherwise indicated, the logic header output
was used to generate plots.
Functionality exists for inspecting and modifying the inter-
nal state of the “Burst Box” using the serial command interface
TABLE II
INFINITE IMPULSE RESPONSE FILTER CONFIGURATIONS
Label Type Biquad Stages Corners
anti-alias low-pass 2 100 Hz
theta band-pass 2 3 Hz-8 Hz
alpha band-pass 2 6 Hz-16 Hz
beta band-pass 2 12 Hz-32 Hz
low gamma band-pass 2 24 Hz-64 Hz
for single-stepped testing. While this would provide all of the
desired signals with high fidelity, it was not practical to use for
full-duration test signals, due to being far slower than real-time
testing.
C. Filtering
The purpose of filter validation is to confirm that the integer
math C++ implementations of the oscillation detector’s filters
match the behavior of the Matlab implementation of the
same filters. This tested by plotting the inferred filter transfer
functions measured during functionality tests against the ideal
transfer functions.
Filter gain, phase shift, phase delay, and group delay were
characterized by taking the Fourier transform of the time-
aligned input and output waveforms for each filter under
test. Dividing spectrum elements gives the frequency-domain
transfer function directly, per Equation 1. This is smoothed,
to reduce artifacts due to noise, and the phase is unwrapped.
The phase delay and group delay are then computed per
Equations 2 and 3, respectively. The derivative of φ(ω) is
approximated by taking the first difference and performing
additional smoothing.
H(ω) =
F{y(t)}
F{x(t)}
G(ω) = ||H(ω)||
φ(ω) = arg(H(ω))
(1)
τφ(ω) = −φ(ω)
ω
(2)
τg(ω) = −dφ(ω)
dω
(3)
The filter configurations used by the “Burst Box” prototype
are shown in Table II. These were Butterworth infinite impulse
response filters implemented as cascaded biquad stages. A
representative plot of the designed and measured transfer
functions for the “beta band” filter is shown in Figure 10,
using the “synthetic” dataset as the input signal.
Within the regions of interest (blue in the single-filter plots,
dark in the multi-filter plots), the designed and measured
transfer functions are virtually identical. As a result, the filter
implementation can be considered sound, and the Matlab
models of the filters may be used as proxies for the real filter
implementations without significant discrepancies expected.
All causal filters introduce delay into the filtered signal. For
FIR filters, this delay is constant, and for IIR filters, different
frequency components are delayed by different amounts. To
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Fig. 10. Designed and measured transfer functions for the beta band filter.
Fig. 11. Group delay calibration for the IIR beta band filter. The real group
delay (red curve) is approximated by a lookup table of calibration delays
(step-wise curve). The resulting delay error after calibration is shown in the
blue curve.
allow later processing stages to compensate for this, a calibra-
tion table of delay vs frequency is built. Figure 11 shows an
example of the calibrated delay (step-wise curve), actual delay
(red curve), and delay error after calibration (blue curve) for
the beta-band infinite impulse response filter shown in Figure
10.
D. Feature Extraction
Feature extraction was performed by looking for zero-
crossings in the band-pass-filtered waveform, inferring period
and phase from those zero crossings, and taking the maximum
or minimum value of the waveform between successive zero-
crossings as the magnitude of the signal. Feature extraction
accuracy was characterized by comparing the oscillation de-
tector’s estimates of instantaneous magnitude, phase, and fre-
quency to the instantaneous magnitude, phase, and frequency
computed from the band-pass filtered signal by using Hilbert
transform to derive the imaginary component of the analytic
signal.
Fig. 12. Reconstructed vs analytic magnitude, phase, frequency, and wave-
form. Reconstruction was performed using peak, trough, and zero-crossing
analysis of a short test waveform.
Figure 12 shows a representative reconstruction of magni-
tude, phase, frequency, and waveform using the peak-trough-
ZC feature extractor (blue) and using the analytic signal
(orange). Reconstruction was performed in regions where the
magnitude was above-threshold, where threshold was set to
twice the average magnitude. The analytic signal features are
shown in yellow outside of these regions. This figure shows the
analysis performed for a short test waveform, for illustration
purposes.
“Delayed” and “zero-shift” versions of the band-pass filtered
signal are considered. The “delayed” signal is the version
received from the filter bank: frequencies are delayed by a
fixed amount for FIR filters and a frequency-dependent amount
for IIR filters (the “group delay” from Section IV-C). A “zero-
shift” signal is computed by using the gain component G(ω) of
the filter’s transfer function (from Equation 1) as a non-causal
filter to transform the wideband signal into a “zero-shift” band-
pass signal (Equation 4). Time shift from the hardware anti-
aliasing filter, software anti-aliasing filter, and software band-
pass filters can be compensated in this manner.
Y0(ω) = X(ω) ·G(ω)
y0(t) = F−1 {G(ω) · F{x(t)}}
(4)
Comparison using the Hilbert transform of the original
shifted signal y(t) shows whether the oscillation detector’s
approximation of the Hilbert transform is accurate. Compari-
son using the Hilbert transform of the “zero-shift” signal y0(t)
shows whether the oscillation detector’s internal calibration of
filter delay is accurate. Accurate estimation of instantaneous
phase with respect to the wideband input signal is vital for
phase-aligned neural stimulation.
Figure 13 shows histograms of magnitude error normalized
to the analytic magnitude (relative error), and polar histograms
of phase error with respect to analytic phase. The error
distributions of the uncalibrated parameters with respect to
the “delayed” waveform are shown in the top row and the
error distributions of the calibrated parameters with respect to
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Fig. 13. Normalized reconstructed magnitude error (left) and absolute
reconstructed phase error (right) with respect to analytic signal magnitude
and phase for “delayed” (top) and “zero-shift” (bottom) band-pass filtered
signals. Beta band IIR filter, “synthetic” dataset.
the “zero-shift” waveform are shown in the bottom row. This
analysis was performed using the “synthetic” dataset.
Magnitude error distributions are broad in all cases. This is
because the envelopes of event tones change on a timescale
that is not substantially longer than the analysis timescale (one
half-period of the event tone). As the magnitude estimate is
out of date by half a period, there may be a considerable
difference between the estimated and actual magnitudes. This
can be seen in the bottom strip in Figure 12; the estimated
envelope is time-shifted relative to the actual envelope.
Uncalibrated phase error with respect to the “delayed” wave
is tightly clustered (35◦ FWHM, +10◦ offset). This represents
the uncertainty in the phase estimate, caused by frequency
shifts during the event, noise perturbing the detected locations
of zero-crossings, and quantization of the detected half-period
into an integer number of samples.
E. Phase-Aligned and Delay-Aligned Triggering
Trigger alignment was characterized by specifying a desired
delay in milliseconds from the rising or falling zero-crossing,
or a desired phase angle, and measuring the distribution of
delays and phase angles at which stimulation trigger signals
were actually generated. Histograms of the delay and phase
error were generated with respect to the “delayed” band-pass
signal without delay calibration and with respect to the “zero-
shift” band-pass signal with delay calibration.
Figure 14 shows representative plots of trigger delay (left)
and of delay error (right) for triggers scheduled with respect to
the rising zero-crossing (top) or falling zero-crossing (bottom)
of the input signal, with respect to the “delayed” signal,
without calibration. These measurements were taken using
the beta band IIR filter and the “synthetic” dataset. Under
these test conditions, delay is tightly clustered (4 ms FWHM),
but the error distribution has a broad base which grows to
dominate the distribution for small delay values (less than
10 ms).
Fig. 14. Representative plots of trigger delay (left) and delay error (right)
for triggers scheduled with respect to the rising zero-crossing (top) or falling
zero-crossing (bottom) of the input signal. “Synthetic” dataset, beta band IIR
filter, no calibration, “delayed” signal.
Fig. 15. Representative plots of trigger delay error without calibration (left)
and with calibration (right) for triggers scheduled with respect to the rising
zero-crossing (top) or falling zero-crossing (bottom) of the input signal.
“Synthetic” dataset, beta band IIR filter, “zero-shift” signal.
Figure 15 shows representative plots of trigger delay error
without calibration (left) and with calibration (right) for trig-
gers scheduled with respect to the rising zero-crossing (top) or
falling zero-crossing (bottom) of the input signal, with respect
to the “zero-shift” signal. These measurements were taken
using the beta band IIR filter and the “synthetic” dataset.
Under these test conditions, calibration narrows the peak of
the error distribution (to approx. 10 ms FWHM from approx.
20–30 ms FWHM), but a systematic delay of approx. 20 ms
is applied, and a large secondary lobe at -20 ms results in
mistimed triggers for a large fraction of cases.
Figure 16 shows representative plots of trigger phase (top)
and trigger phase error statistics (bottom) for triggers sched-
uled with respect to specific phases of the input signal. Plots
on the left show phase measured with respect to the peak and
trough detector’s phase estimate, and plots on the right show
phase measured with respect to the “delayed” signal, without
calibration. These measurements were taken using the beta
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Fig. 16. Representative plots of trigger phase (top) and trigger phase error
statistics (bottom) with respect to the peak and trough detector’s phase
estimate (left) and the phase of the analytic signal phase (right). “Synthetic”
dataset, beta band IIR filter, “delayed” signal, no calibration.
band IIR filter and the “synthetic” dataset. Under these test
conditions, phase with respect to the peak and trough phase
estimate is clustered within the desired 60◦ FWHM for most
target angles but shows scatter near 90◦ and 270◦ (phase
targets near the zero-crossings). Phase with respect to the
“delayed” band-pass filtered signal shows additional scatter,
marginally meeting the 60◦ FWHM target.
V. CONCLUSION
A modular, scalable signal processing framework has been
presented that is capable of detecting and characterizing os-
cillations on the local field potential of neural signals, and of
generating trigger signals to allow phase-aligned and delay-
aligned stimulation to be performed. As a case study, this
framework was used to prototype a microcontroller-based
oscillation detector that is capable of processing one signal
channel and of responding to oscillation events within 34 period
of onset. The prototype’s real-time estimate of signal phase
has an error distribution FWHM of 35◦ with respect to
the analytic signal. Triggers scheduled using a delay since
a rising or falling zero-crossing have an error distribution
FWHM of 4 ms, and triggers scheduled for a specific phase
have an error distribution FWHM of approximately 60◦ with
respect to the band-pass filtered signal, which meets the design
requirements for a phase-aligned neural stimulation system.
The framework was designed to be readily adapted to FPGA-
based implementation for rapid development of closed-loop
stimulation experiments using FPGA-based electrophysiology
controllers.
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