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ABSTRACT
This paper addresses the problem of video on demand deliv-
ery over a time-varying wireless channel. Packet scheduling
and buffer management are jointly considered for scalable
video transmission to adapt to the changing channel con-
ditions. A proxy-based filtering algorithm among scalable
layers is considered to maximize the decoded video qual-
ity at the receiver side while keeping a minimum playback
margin. This problem is cast in the context of Markov Deci-
sion Processes which allows the design of foresighted policies
maximizing some long-term reward. Experimental results
illustrate the benefit of this approach compared to a short-
term policy in term of average PSNR improvement.
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1. INTRODUCTION
The rapid growth in wireless networks allows a higher di-
versity of services provided to users. Thus, broadcasting,
mobile television, or video-on-demand are expected to de-
velop widely in the near future. Even if wireless resources
expected to grow significantly for large-display mobile re-
ceivers, one major concern is to maximize the received video
quality. This paper focuses on Quality of Service (QoS) op-
timization in the context of video streaming applications to
mobile users while considering channel and buffering con-
straints. The time-varying characteristics of the source and
of the channel make the end-to-end optimization of such
streaming chain quite difficult.
Several components in the streaming system may be opti-
mized, for example, the media server, intermediate buffers,
the channel resource scheduler, receiver buffers, etc. [9].
A first class of techniques used to solve this problem con-
siders a deterministic optimization framework. The work
in [2] focuses on delivery delay satisfaction of real-time non
scalable video contents. To solve this problem accurate mod-
els of the rate-distortion (R-D) characteristics of the source
are required. In [4], a scheme is proposed to avoid under-
flow state of the playback buffer while smoothing out the
variations of the encoding rate. An adaptive media play-
out method is proposed in [5] to limit the data buffering at
the client and to reduce the display delay in time-varying
channel conditions. In [6], the problem is extended to a
multi-users scenario.
A second class of techniques consider Markov models of
the source, the contents of the buffers, or the channel to
perform a stochastic control of the streaming system. In [1],
the quantization parameters are optimized based on source
and buffers Markov models for non scalable video. The prob-
lem is cast into the framework of Markov Decision Processes
(MDP) [11]. Scalable video coders are considered in [3],
where the impact of error-concealment which may be per-
formed at receiver side is explicitly taken into account when
searching for some optimal long-term control policy. Later,
[7] proposes a framework for the design of autonomous lay-
ered video coders by optimizing each layer accounting for
Figure 1: End-to-end video streaming scheme
some information provided by the other layers and for the
impact of the parameters chosen by a given layer on the
other layers.
In this paper, we consider the problem of joint packet
scheduling for SNR scalable video coders. Encoder and re-
ceiver buffers management is also considered with a stochas-
tic control technique over time-varying channels. A proxy-
based filtering algorithm among scalable layers is proposed
to maximize packet transmission while considering priority
level among layers, see Section 2. Buffers at encoder and
receiver side are considered for each layer to ensure mini-
mum playback margin and maintain satisfying video quality.
This problem is cast in the context of Markov Decision Pro-
cesses (MDP) in Section 3. This formalism allows to derive
a foresighted control policy maximizing some long-term dis-
counted sum of rewards. Experimental results, detailed in
Section 4 illustrate the benefits of this approach compared
to a short-term (myopic) policy. The impact of information
concerning the level of the receiver buffers on the global
scheduling performance is mentioned.
2. STREAMING SYSTEM
The considered streaming system is illustrated Figure 1.
The core network consists of a streaming server, hosting a
scalable video coder, a proxy, and a base station, which is
the front-end of the wireless part of the system. Packets
are transmitted through a wireless channel and received by
a mobile client. Information on the level of the receiver
buffers may be sent back to the proxy.
2.1 System description
In the streaming server, the video sequence is segmented
into frames and encoded into a base layer and a set of L− 1
enhancement layers. The base layer and its corresponding
enhancement layers form an access unit (AU). An AU is
generated with a constant period of time ∆t and is identified
by its temporal index t.
Scalable Video Coding (SVC) [10] supports usually three
types of scalability: temporal, spatial, and quality (SNR)
scalability. SNR scalability is classified into Coarse, Medium,
and Fine-Grain quality Scalable coding (CGS, MGS, FGS).
Here, only MGS scalability is considered, since it is well-
suited in an unicast scenario. The encoding parameters
(quantization steps, frame rate, etc.) are controlled by the
streaming server, independently of the remainder of the chain.
In order to minimize the drift due to lost layers, a base
layer only control scheme [10] for the encoder is considered.
Each SNR layer of each encoded frame is packetized into a
single Network Abstraction Layer (NAL) unit, which itself
is encapsulated into a Real-time Transport Protocol (RTP)
packet. These packets are fed via the an over-provisioned
core network (assumed lossless), to the L post-encoder buffers
of the proxy. Considering one buffer per layer facilitates dif-
ferentiation of the actions applied to each layer.
For each layer, the proxy has to decide to send packets,
to wait, or to drop packets (layer filtering process). Con-
straints on the available bandwidth have to be satisfied. For
that purpose, the proxy may exploit some feedback from the
mobile client to estimate the channel conditions. In order to
limit the delay between transmission and feedback informa-
tion, the proxy is placed at the boundary of the wireless net-
work, close to the base station. Here, delays resulting from
buffering at MAC layer and transmission are neglected.
The receiver hosts the video decoder and one buffer per
scalability layer. The levels of the receiver buffers and the
state of the channel are fed back (with no delay nor error)
to the proxy with a period ∆t. For both post-encoder and
receiver buffers, when buffers reach fullness, packets in the
queue have to be dropped in a Head-Of-Line (HOL) order,
i.e., packet which resides longest in the buffer are dropped
first. At each time t, the decoder builds AUs from the pack-
ets available in the receiver buffers, which are then decoded.
Outdated packets are dropped, without being decoded.
2.2 System constraints
This paper focuses on the design of an efficient layer filter-
ing process done by the proxy in such a way that the quality
of the decoded video is maximized while satisfying the fol-
lowing constraints: (i) the transmission rate has to be below
and as close as possible to the rate allowed by the channel;
(ii) the level of the post-encoder buffers should avoid under
and overflow; (iii) the receiver buffers should provide some
playback margin to be robust against temporary unavail-
ability of the channel.
3. SYSTEMMODEL
In this section, the problem of designing an optimal schedul-
ing policy of L SNR scalable layers over a wireless channel
is translated in the framework of discrete-time MDP [11].
An MDP is a 4-tuple (S,A, T,R), where S is the set of
states of the system, A is the set of actions, T (s, s′, a) de-
termines the transition probability from s ∈ S at time t− 1
to s′ ∈ S at time t, when the action a ∈ A is applied to the
system. Finally R (s, s′, a) indicates the immediate reward
received after transition from s to s′ with transition when a
is applied on the system.
Designing an optimal scheduler for the proxy consists thus
in determining an optimal policy pi (s) , s ∈ S. Such policy
may be obtained using, e.g., classical value iteration tech-
nique, see [11]. This requires all components of the tuple to
be identified for the system considered in Section 2.
3.1 States
The considered states of the system are the states of the
channel ht ∈ H = 0, 1, the levels of the post-encoding buffers
hosted by the proxy sel , l = 1 . . . L, and the levels of the re-
ceiver buffers srl , l = 1 . . . L. More states could be considered
(type of picture) to get a more accurate control process at
the price of an increased complexity.
3.1.1 Channel model
The behavior of the channel is described by a two-state
Markov model, to simulate the bursty nature of an error-
prone wireless channel. The channel state ht represents the
channel conditions, assumed constant, between time t − 1
and t. In the good state (ht = 1), at most Rc bits/s may
be transmitted. In the bad state (ht = 0), the channel is
unable to transmit any bit. The channel state transition
probabilities are described by
pij = p(ht = i |ht−1 = j), with i, j ∈ {0, 1} . (1)
These probabilities are assumed time-invariant and may be
estimated using learning techniques [11]. here, they are as-
sumed known a priori.
3.1.2 Buffers
The states of the l-th post-encoder and receiver buffer,
with l ∈ {1 . . . }, are denoted by sel ∈ Sel and srl ∈ Srl .
They represent the level of the corresponding buffer. The
vectors of states of all post-encoder and receiver buffers
are respectively denoted by set = (s
e
1,t, . . . , s
e
L,t) and s
r
t =
(sr1,t, . . . , s
r
L,t).
Various granularity levels may be considered to represent
the content of a buffer [7, 8]. To minimize complexity, a
coarse representation of the levels of the buffers is consid-
ered. Since buffer under and overflow have to be avoided, the
values taken by the levels are quantized to get Sxl = {1, 2, 3}
with x ∈ {e, r}, where 1 represents underflow, 3 overflow,
and 2 satisfying level.
3.2 Actions
The proxy has to determine the number of packets from
each layer to send. When the channel conditions are bad
and to avoid post-encoder buffer overflow, packets may also
be dropped. The action al,t taken for the l-th layer at time
t represents then the number of transmitted packets from
the post-encoder buffer, when its value is positive, or the
number of dropped packets when it is negative. If al,t = 0,
packets are neither transmitted nor dropped. The vector
gathering all actions is denoted by a = (a1, . . . , aL) ∈ A.
3.3 Transition matrix and reward function
Once all states and actions have been identified, one has
to determine the 3D transition probability matrix
T (st, st+1,at) = Pr (st+1 | st,at) , (2)
with st = (s
e
t , s
r
t , ht).
At time t, the proxy has to apply an action that maximizes
the received video quality while satisfying the constraints
described in Section 2.2. For that purpose, the following
reward function is introduced.
Rt(st,at) =
L∑
l=1
γlal,t︸ ︷︷ ︸
transmission
+βν (RT,t(at, ht)−Rc,t)︸ ︷︷ ︸
bandwidth constraint
+E[
L∑
l=1
λlρ(s
e
l,t, al,t)︸ ︷︷ ︸
encoder buffer
+
L∑
l=1
µlρ(s
r
l,t, al,t)︸ ︷︷ ︸
receiver buffer
]. (3)
The positive parameters γl, λl, µl, with l = 1 . . . L, and β
help to trade off the importance of the various constraints.
The reward function (3) involves several parts, the first linked
to the received video quality, the others to the constraints
mentioned in Section 2.2.
Assuming that increasing the amount of transmitted pack-
ets increases the received quality, the transmission reward
should help to maximize the amount of transmitted pack-
ets. The parameters γl allow to give a higher priority to
packets belonging to the base layer compared to those of
the enhancement layers.
For encoder and receiver buffer constraints, ρ(.) provides
a positive reward for buffer State 2 and a negative reward
for States 1 and 3.
RT,t (at, ht) is the total transmission rate at time t when
the action is at and the channel state is ht. The function
ν(x) = −abs(x)−ν0sgn(x) introduces a strong penalty when
RT,t(at, ht) − Rc,t > 0, corresponding to a required rate
larger than the actual channel transmission rate. When
RT,t(at, ht)−Rc,t ≤ 0, a positive reward is provided, maxi-
mum when the difference vanishes.
3.4 Myopic and foresighted policies
Unlike traditional myopic rate control optimization tech-
niwues, which focuses on the maximization of some immedi-
ate reward, the goal in the proposed rate control framework
is to find an optimal policy for each SNR layer that maxi-
mizes the expected discounted sum of future rewards
∞∑
t=0
αtRt(st,at|s0). (4)
where the parameter 0 < α < 1 is the discount factor,
which defines the relative importance of present and future
rewards, and s0 is the initial state.
The foresighted policy, which maximizes the above sum
when α > 0, takes into account the impact of the current
actions on the future rewards. When α = 0, only the imme-
diate reward is maximized and the corresponding policy is
called myopic.
Both policies are obtained by value iteration as detailed,
e.g., in [11].
4. EXPERIMENTAL RESULTS
The performance of the proposed layer filtering process
has been evaluated on various video sequences (Foreman,
Mother & daughter,. . . ). Here the results for Foreman in
QCIF format at fr = 30 fps are reported. Similar results
are observed for the other sequences. Experiments are per-
formed using the H.264/SVC encoder.
The Foreman sequence is encoded using three MGS scal-
ability layers per frame (L = 3) corresponding to cumu-
lated average rates (PSNR for luminance) of 34.7 kbits/s
(28.67 dB) for Layer 1, 107.0 kbits/s (31.5 dB) for Layer 1
and 2, and 327.0 kbits/s (35.82 dB) for all layers. The chan-
nel rate in its good state is Rc = 300 kbit/s. The channel
state transition probabilities are p11 = 0.9 and p00 = 0.8,
resulting in an average channel rate of 200 kbits/s. Four
possible actions per layer are considered at each time in-
stant A = {−1, 0, 1, 2}.
The post-encoder and the receiver buffers are assumed to
have a maximum size (in term of number of packets) Se = 20
and Sr = 30. The levels at which they are considered in over
and underflow are Semax = 19 and S
e
min = 6 for the post-
encode buffers. The underflow limit for the receiver buffers
is Srmin = 13.
The values of the parameters in the reward function (3) re-
flect the importance of the various constraints. Some train-
ing provides γ1 = 300, γ2 = 150, γ3 = 60, λ1 = 200,
λ2 = 100, λ3 = 40, µ1 = 300, µ2 = 150, and µ3 = 60.
The parameters β and ν0 of the bandwidth constraint are
respectively set to 0.1 and 5000 to give more weight to the
bandwidth constraint compared to other constraints. AAA
Mihaela, do you have any good way to perform the tuning
apart from doing it by hand as was done by Nesrine ? ZZZ
Performances obtained with a myopic policy are compared
to those obtained with a foresighted policy with α = 0.9.
The evolution of the PSNR for the luminance of the de-
coded video streams for both strategies are represented in
Figure 2.
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Figure 2: PSNR of the decoded sequence
AAA Nesrine, provide a plot for an other video sequence.
Adapt the comments below ZZZ
In average, a gain of about 1.36 dB is obtained with the
foresighted policy compared to the myopic one. This gain is
mainly due to more packets of the first enhancement layer
reaching the receiver. With the foresighted policy, 20.3% of
the actions for the second enhancement layer are drop ac-
tions compared to 20.9% in the case of a myopic policy. For
what concerns the first enhancement layer, no drop actions
are obtained by using the foresighted policy compared to
20.3% for the myopic one.
An analysis of the level of the receiver buffers shows that
they are more often at a satisfying level with the foresighted
policy than with the myopic policy AAA Nesrine, give per-
centage of the time in both cases)ZZZ. This allows a better
playback margin to be obtained with the foresighted policy.
The impact of controlling the level of the receiver buffers is
easily evaluated by setting µl = 0, l = 1 . . . 3. AAA Nesrine,
provide a plot, or provide numbers, An increase of the video
quality when receiver buffer information is exploited.ZZZ
5. CONCLUSIONS AND PERSPECTIVES
This paper presents a scalable video streaming system
over a time-varying wireless channel to a mobile user cast in
the framework of MDP. Experimental results illustrate an
improvement in the average PSNR with the foresighted pol-
icy compared to myopic policy. Considering receiver buffers
contributes in some video quality improvements.
The proposed filtering process performs for video-on-demand
services. For real-time video transmission, the parameters
of the off-line control can be adapted to the variation of
the video characteristics using reinforcement learning de-
signed for on-line learning MDP policies [11]. Additional
test benchmark, such as that in [6], will be considered.
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