Abstract-This work studies the problem of neighbor discovery for device-to-device (D2D) communications of LTE user equipments (UEs) in a modern cellular network. By listening to cellular uplink transmissions, UEs can detect potential D2D partners through a neighbor discovery process compatible with the standard LTE network protocol. We focus on neighbor discovery utilizing sounding reference signal (SRS) channel, which can be accessed by peer UEs that are LTE-compliant. Under the constraint of unknown channel statistics during uplink hearing, we propose joint neighbor detection and D2D channel estimation for listening UEs using the framework of sparse channel recovery. Composite hypothesis testing methods are further developed to refine neighbor detection accuracy. We evaluate the performance of our neighbor discovery methods under various network parameters to facilitate practical design and implementation of D2D in 4G cellular networks.
I. INTRODUCTION
T HE rapid growth of mobile wireless data service continues to spur the expansion of high-rate and bandwidth-efficient wireless network systems. High volume data traffics in modern wireless system can lead to network overload, congestion, and process delay, severely straining the limited resource and capability of cellular networks. As a result, new connection modes such as device-to-device (D2D) has emerged as potential means to alleviate burden on radio network controllers (RNC) and eNodeBs (eNBs) [1] - [6] .
In D2D enabled networks, direct radio links are allowed between cellular users for data transportation. One of the first steps in setting up D2D links involves pairing UEs that are in close proximity. This is accomplished during neighbor discovery process, where UEs will identify their neighbors for potential direct-link setup. In the multiuser context, neighbor discovery has been extensively studied [7] - [10] . In [7] , multiuser detection based on a maximum likelihood approach is used for neighbor discovery. Considering the fact that the number of ac-tive users is relatively small compared with the total number of users, compressive sensing (CS) techniques have been recently introduced in [8] - [10] , where user detection reduces to the classic problem of sparse vector recovery.
To facilitate the deployment of D2D functionality to standard LTE cellular systems, it is necessary to explore neighbor discovery opportunities in existing LTE infrastructure. Among current works on neighbor discovery in D2D scenario [3] - [6] , few exploited practical LTE cellular systems. [3] elaborated a device beaconing scheme that forms a nerve system in the background of cellular traffics. A routing protocol for bidirectional communication was proposed in [5] . The authors of [6] considered neighbor discovery problem in LTE where the allocated OFDMA physical resource blocks are used as user identities. However, it is still not fully compatible with existing LTE systems in terms of scheduling and transmission signal sequence.
While additional resources are required to implement D2D neighbor discovery in [3] - [6] , we develop new D2D neighbor discovery methods where the discovering UE identifies potential D2D partners by listening to cellular uplink channels. In particular, we utilize the SRS channel as a D2D neighbor discovery opportunity since it is a common uplink channel with potential transmissions from a large number of UEs, among which the discovering (listening) UE can identify transmitters in its proximity as candidates for D2D communication. Based on SRS channel structure, we formulate the problem of neighbor discovery using sparse channel recovery as a unified framework to implement joint neighbor detection and D2D channel estimation. We employ block sparse Bayesian learning (BSBL) for maximum likelihood estimation of D2D channel parameters. To improve neighbor detection performance, invariant tests based on composite hypothesis testing are investigated for designing detectors under a false alarm rate constraint. They are further combined with BSBL to recover D2D channel statistics.
We organize our manuscript as follows. Section II presents the basic system architecture within which we investigate effective methods for D2D neighbor discovery. Section III depicts the channel structure of SRS, which we exploit to formulate neighbor discovery as a sparse channel recovery problem. From Sections IV to VI, we focus on the discussion of various methods for neighbor detection. Neighbor discovery for devices with multiple antennas is studied in Section VII. Section VIII presents numerical results for performance evaluation before the conclusion section.
II. SYSTEM ARCHITECTURE
We consider a LTE cellular network that admits direct user communications. Authenticated UEs in the network have access to the cellular base stations (eNBs) for regular cellular communications. At the same time, UEs can establish direct pairwise (D2D) links if permitted by the network. To set up D2D communication links, the initiating UE, denoted as UE-0, should learn about its neighbors in advance by listening to neighborhood UEs transmissions. In the cellular network, such UE transmission can be potentially captured during uplink periods. In a scheduled uplink time slot, if UE-0 is not transmitting to the eNB, it can listen to other UEs' uplink transmissions and thus identify UEs with high received SNR as neighbors. UE-0 can initiate D2D communication with neighbor UEs when it needs to transfer data to them. In the following, we will study neighbor discovery and D2D channel estimation methods based on cellular uplink hearing.
Throughout this paper, our discussion focuses on 3GPP LTE and LTE-A network signaling [11] , [12] . We will first introduce basic time, frequency and multiplexing structure of LTE uplink. Based on this, UE transmissions in different uplink channels are compared regarding feasibility of implementing neighbor discovery. We identity SRS and PRACH as potential neighbor discovery opportunities since they are common uplink channels with potential transmissions from a large number of UEs in the network and it is possible for UE-0 to distinguish different UE transmissions with available information.
A. Basic Structure for LTE Uplink

1) Physical Resource Block (PRB):
In LTE, the radio resources are allocated in unit of time-frequency physical resource block (PRB). Each PRB is comprised of 1 time slot in the time domain and 12 subcarriers in the frequency domain. Each time slot further consists of seven OFDM symbols.
2) Multiple Access Scheme: In LTE, multi-user access during uplink is enabled through SC-FDMA. As shown in Fig. 1 , both DFT and IDFT are implemented at the transmitter in a SC-FDMA system to reduce peak-to-average-ratio (PAPR). For each OFDM symbol time, the time domain sequence is first transformed into frequency domain by the DFT block, before being mapped to a set of subcarriers. Different UEs are mapped to distinct sets of subcarriers, which enables the eNB to separate different UE signals in the frequency domain. After subcarrier mapping, the zero-filled frequency domain sequence is transformed back to the time domain. To mitigate inter-symbol interference, cyclic prefix is added to the time domain sequence before transmission. 
B. Physical Channels for LTE Uplink
The LTE uplink transmissions comprise of three physical channels and two reference signals as listed in Table I . We provide brief description of their relevance to neighbor discovery. To assess opportunities among these channels where UE-0 can discover its neighbors by eavesdropping on their uplink transmissions, we find it important for UE-0 to have some necessary information on potential transmitters in order to identify different UE transmissions. Since UE-0 does not have knowledge on UE uplink resource allocation, it is difficult to implement neighbor discovery based on signals carried by UE-specific channels. Therefore, we propose to use uplink channels shared by all UEs, such as PRACH and SRS, as potential opportunities for practical D2D neighbor discovery.
1) Dedicated Channels:
The physical uplink shared channel (PUSCH) and the physical uplink control channel (PUCCH) are two dedicated channels used for uplink data transportation and control signaling, respectively. The eNB assigns different resources to different UEs such that their signal can be separated easily during uplink reception. Since both channels are modulated by UE-specific information, it is difficult for UE-0 to estimate the channel from its neighbors without knowing the specific transmitted data.
2) Reference Signals: There are two reference signals in LTE uplink. One is the demodulation reference signal (DM-RS) located in the middle of PUSCH. As a result, the frequency resources for DM-RS are UE-specific. Unless UE-0 knows fully the resource allocation of other UEs, neighbor discovery based on DM-RS would not be practical. On the other hand, the sounding reference signal (SRS) resides in the last OFDM symbol of each scheduled subframe. Since SRS is used for channel quality estimation to enable frequency-selective scheduling on the uplink, it is transmitted over a large bandwidth to obtain channel information across available subcarriers. Moreover, the subframes used for SRS is broadcasted within the network and known to all UEs. Hence, SRS provides a practical opportunity for neighbor discovery. The detailed discussion of D2D neighbor discovery in SRS is given later.
3) Random Access Channel: The physical random access (PRACH) allows UEs to initiate connection with the eNB during its cell entry stage or for reconnection. The PRBs for PRACH are semi-statistically allocated within the PUSCH region and are repeated periodically. During each PRACH time slot, a transmitting UE may randomly select a preamble from a predefined set to allow eNB to distinguish different UE transmissions. Since the preamble set is known to all UEs within the network, UE-0 is able to detect different preamble sequences as part of the neighbor discovery process. Given this feature, we identity PRACH as another potential neighbor discovery opportunity. Due to different channel structure, the neighbor discovery methods in SRS cannot be directly applied to PRACH. However, they can be formulated in the common framework of sparse channel recovery. The solutions for PRACH neighbor discovery and D2D channel estimation will be discussed in a separate work.
III. FRAMEWORK FOR NEIGHBOR DISCOVERY IN LTE
In this section, we present problem formulation of neighbor discovery where a UE listens to neighborhood transmissions during the scheduled SRS symbol. We note that when a neighboring UE does not transmit in the corresponding SRS symbol, the listening UE cannot detect it. However, in practical LTE system, each UE is scheduled on the SRS channel regularly in order for the eNB to collect information for uplink channel scheduling. The listening UE can perform neighbor discovery across multiple SRS symbols to discover more neighbors. Moreover, the eNB can also help awaken a sleeping UE to transmit regularly on the SRS channel through paging channel to facilitate D2D discovery. In the following, we will focus on neighbor discovery within one SRS symbol. Without loss of generality, we denote the listening UE as UE-0 throughout this paper and assume that UE-0 listens to SRS channel only when it does not transmit in the corresponding SRS symbol. The proposed framework can be extended to PRACH.
A. Resource Allocation & Multiplexing
SRS is transmitted on the last SC-FDMA symbol in a subframe. The subframe is claimed by cell-specific broadcast signaling. Data transmission is blocked out in the SRS symbol. UEs are scheduled to transmit in SRS by the eNB and they are multiplexed via either frequency division multiplexing (FDM) or CDM. The system bandwidth is divided into disjoint sets of subcarriers. For each subcarrier set (SRS comb [20] ), cyclic-shifted Zadoff-Chu (ZC) sequences are used for CDM by up to 8 UEs. The ZC sequence is expressed by is called the root of the sequence and the sequence length is an odd number. A ZC sequence has zero correlation with its cyclic-shifted copies and the absolute value of the correlation of two different-root ZC sequences is . Due to this nice property, ZC sequence is commonly adopted in LTE for CDM.
From the multiplexing structure in SRS, if UE-0 wants to distinguish different UEs' transmissions during SRS, it needs to know the allocation of SRS combs and the ZC sequences used for CDM on each SRS comb. In practice, the eNB can pass such information to UE-0 through downlink shared channel upon receiving a request for neighbor discovery.
B. SC-FDMA Transmitter and Receiver
Next we will discuss ZC sequence transmission and reception during SRS. Let denote the ZC sequence used by UE-. is the sequence length. The discrete fourier transform (DFT) of is expressed by , where denote the DFT matrix of size . Denote the SRS subcarrier mapping of UE-based on Interleaved FDMA [20] by of size , then
. N is the total number of subcarriers used for the IDFT . Since zero-padding results in an increased sampling rate in the time domain, is an interpolated version of .
Before transmission, cyclic prefix (CP) is prepended to . We assume that the length of CP, denoted as , is larger than the sum of the maximum delay spread and maximum round trip delay (RTD) in the cell. After adding CP, the transmitted OFDM symbol is . The corresponding signal component received at UE-0 can be represented by the equation shown at the bottom of the page, where we used to denote the OFDM symbol transmitted before SRS.
Let denote the total number of SRS combs, then there are at most SRS transmitters. Due to that some may not be actively transmitted for a certain SRS opportunity, the actual number of transmitters may be smaller than . By setting for those inactive ZC sequences, the received signal at UE-0 can be expressed in the following unified form (1) where denotes the delayed version of by and is the additive white Gaussian noise (AWGN). denotes the propagation delay from UE-to UE-0.
From Fig. 2 , the observation window at UE-0 is of length and starts at position of the SRS symbol. (Due to timing advance in LTE system, the earliest possible SRS transmission happens before the SRS symbol.) Then the observed sequence at UE-0 is with (2) at the bottom of the page, where denotes the modulo-N operation. To separate signals from different SRS combs, UE-0 can demap the received signal in the frequency domain based on SRS comb information acquired from the eNB. Let be the DFT of , respectively, and denote as the demapped SRS signal from the SRS comb used by UE-1, then
. Indexing the ZC sequences multiplexed on the first comb by 1 to 8, the th element of is expressed by
In standard LTE systems, the SRS receiver is designed for the eNB. The correlation of the received signal with different cyclic shifts of the root sequence can be used as channel impulse response (CIR) estimates of UEs on the same SRS comb [20] . The frequency domain channel estimates are then obtained by applying -point DFT on the CIR estimates. While the eNB is able to maintain high SNR through uplink power control, UE-0 will possibly suffer from low receive SNR due to low transmission power or high propagation loss. Moreover, UE-0 does not know which ZC sequences are actively being transmitted. Therefore, active ZC sequence detection becomes a necessary step. Due to the uplink overhearing nature of D2D neighbor discovery, its SRS receiver design faces more challenges. We address the above problems by applying Bayesian learning and composite hypothesis testing, which can be used for signal detection and estimation with unknown parameters.
C. System Model
Before delving into the details of SRS receiver design, we will first present the system model for SRS. In order to take advantage of the correlation property of ZC sequences, transforming (3) to the time domain, we get where, see (4) at the bottom of the page, takes similar form as in (2) . Note that and are interpolated versions of and , respectively. Therefore, . To overcome the unknown delay of in (4) 
with and . Due to that the columns of on the same row are ZC sequences generated from the same root, . Since each root sequence provides CDM for eight users, it is assumed that for all . Consequently, is a tall matrix with full column
. . . . . . . . .
rank. Denote the columns of containing as , we can represent by .
D. Sparse Vector Recovery
Based on the system model in (6), our main purpose is to extract the stacked channel vector from the noisy observation , given the knowledge of the coefficient matrix . is a blocksparse vector [13] that admits block structure corresponding to each UE. In this paper, we focus on the statistical model, assuming that the channel vectors and the noise vector follow independent complex Gaussian distribution. Specifically, where is the noise variance, where has the structure (7) and are the channel variance and delay spread of UE-, respectively.
for the ZC sequences that are inactive. The nonzero diagonal entries in starts at the -th position corresponding to the position of in . From (6), with . Using the statistical model above, recovering can be interpreted as a pure estimation problem of the parameter set . By adopting the framework of block sparse bayesian learning (BSBL), can be recovered using maximum a posteriori (MAP) criterion based on maximum likelihood (ML) estimate of .
indicates the corresponding is not active. The problem can also be solved using two steps where detection is performed first to identify the nonzero blocks in before employing ML estimation to find the parameters of the nonzero . Since UE-0 usually does not have the information of , it is difficult for it to detect nonzero without any statistical information of the channel. In Chapter 11 of [16] , detection of Gaussian signals with unknown parameters is formulated using the ML criterion, which extends to the BSBL method we present in Section IV. For pure detection with unknown signal parameters, uniform most powerful invariant (UMPI) and generalized likelihood ratio test (GLRT) are introduced in Chapter 5 of [16] . While UMPI tests only exist for certain classes of detection problems, GLRT is a more general method that is widely used. Our problem falls closest to case (iii) in Example 5.7 of [16] , where a UMPI test for signal detection with unknown signal amplitude and unknown noise variance is devised. However, the unknown propagation delay and unknown delay spread increase the difficulty in designing a UMPI test for the D2D neighbor discovery problem. To the best of the authors' knowledge, UMPI tests for similar problems have not been studied in the literature. We will describe more details of applying UMPI and GLRT to D2D neighbor discovery in Sections V and VI.
IV. BLOCK SPARSE BAYESIAN LEARNING (BSBL)
In this section, we will focus on using block sparse bayesian learning (BSBL) proposed in [13] , [14] for sparse vector recovery given the system model (6). While uniform covariance structure is assumed in [13] , [14] for each block, we are faced with the uncertainty of and of each UE. However, by taking advantage of the orthogonality of can be estimated using ML estimation in the BSBL framework.
A. Problem Formulation
In (6) , given the statistical model of and , the distribution of is with . With the observed vector , the posterior density of also follows Gaussian distribution denoted by with
The essential idea of Bayesian learning is that the observation can provide additional evidence to refine the estimate of , which is performed by maximizing . For known , the maximum a posterior (MAP) estimate of can be derived directly as (9) For with unknown paramters, the critical issue of Bayesian learning lies in parameter estimation. Using ML criterion, the parameter estimation in BSBL is expressed by which, after substituting the distribution of , is equivalent to (10)
B. Maximum Likelihood Estimation
Next we discuss solving (10) for the neighbor discovery model in (6) . Considering the block structure of and that has orthonormal columns, we can decompose (10) 
Substituting into , we get (15) , shown at the bottom of the page. Since the second expression in (15) is no larger than the first expression, is estimated as (16) Note that , where is the -th element of . From (15) , when , we can take and . Denote
Substituting (15) into (12), we have whose minimizer is given by (18) Since and are mutually dependent, we update the estimates iteratively starting with and then applying (16) , (17) and (18) alternatively until no longer decreases. Since both (16) and (18) reduce and is lower bounded by (19) where is the lower bound of in (15) given by (20) the iteration will converge. The convergence point depends on , which can be estimated from the noise subspace as
Note that is the correlation of the received signal with different ZC sequences. Therefore, BSBL can be applied to the correlation-based SRS receiver designed for the eNB [20] . In the next two sections, we will discuss neighbor detection method where detection is considered first and parameter estimation is implemented based on the detection results. They can also be adopted by the eNB SRS receiver through .
V. INVARIANT TESTS
In this section, we will discuss using the uniformly most power invariant (UMPI) framework to devise detector for active ZC sequences. An important feature of invariant tests is that the detection rule does not rely on the unknown parameters, which therefore enables detection without knowing certain parameters. Following the UMPI framework, we will start with the discussion of the transformation group that leaves the detection problem invariant. After establishing the maximum invariant statistic of the transformation group, we derive the likelihood ratio of the maximum invariant statistic. The likelihood ratio is approximated in the low SNR and high SNR, respectively, which give us detection rules that is independent of .
(15)
A. Transformation Group
To detect the existence of UE-, we focus on which corresponds to the -th UE block and the noise block. From the distribution of and with where embedded in and are all unknown. Let . The hypotheses can be expressed by (22a) (22b) From [16] , a detection problem is invariant under a transformation group if the distribution remains in the same family and the parameter spaces are preserved. To preserve the Gaussianity of , we only consider affine transformations given by . Since has zero mean under both hypotheses, . Moreover, from the block diagonal structure of also needs to be block diagonal. Denote then Due to the uncertainty of , we can consider the transformation group consisting of applying a cyclic shift [18] 
B. Maximal Invariant Statistic
Next we will discuss the maximum invariant statistic of the transformation group (23). The definition of maximum invariant statistic is given below following [16] . A test is invariant if it can be expressed as a function of a maximal invariant statistic.
Definition 1 (Maximal Invariant Statistic):
When admits invariant distribution under the transformation group is a maximal invariant statistic if 1) ;
2) implies for some .
Based on [18] , a maximal invariant statistic under the transformation group in (23) is given in Theorem 1. The form of results naturally from the scale invariance of the detection problem (22).
aligns shifted versions of to the same position. Hence it is a maximal invariant statistic to the shifts of . The method of selecting is not unique, but all selection schemes will build an equivalence class containing and its circular cyclic shifts.
Theorem 1: A maximal invariant statistic to the transformation group is (24) where is selected such that the first elements of has the maximum -norm among all circularly consecutive elements of .
Proof: See Appendix A.
C. Likelihood Ratio
Given a maximal invariant statistic, the UMPI test is built upon the likelihood ratio test (LRT) of under two hypotheses. We will start by investigating the statistic of . Note that is the ratio of two independent random variables, we can express its PDF by Hence, the LRT of is given by for which the sufficient statistic is Since depends on the unknown quantities and , the LRT cannot be expressed as a uniform most powerful invariant (UMPI) test. Nevertheless, when the lowest order term of the sufficient statistic is a monotone function of a scalar statistic, the detector is a locally most powerful invariant (LMPI) test [19] . We will derive the LMPI detector in the low SNR case. For high SNR, we develop a constant false alarm rate (CFAR) detector based on the approximation of . The false alarm probability of (26) (27) as the worst-case test. Note indeed that for a fixed , the statistic with is the one that yields the lowest probability of detection. Similar to (26), (27) does not depend on under hypothesis and is hence a CFAR detector. There is no closed form of the false alarm probability in this case. Given a target value of , the detection threshold can be set numerically.
D. Invariant Tests
E. D2D Channel Estimation
Let denote the index set of the active ZC sequences determined from the detection step. Next we will discuss parameter estimation for employing the BSBL framework discussed in Section IV. The MAP estimate of is further derived based on the estimated parameters.
Given , the initial noise variance estimate can be obtained from the augmented noise subspace as (28) Then we can apply (16) and (18) where takes the form in (7) and can be obtained from and . The nonzero elements in , which is the estimate of , can be more specifically expressed by (30)
VI. GENERALIZED LIKELIHOOD RATIO TEST (GLRT)
Since GLRT is widely used for detection problems with unknown parameters, we also discuss GLRT design of D2D neighbor discovery for comparison. The GLRT detector is implemented by replacing the unknown parameters with their ML estimates under each hypothesis. We first discuss the GLRT for Problem (22). To reduce complexity of iterative parameter estimation, we also consider GLRT after the noise variance is estimated.
A. GLRT Formulation
For Problem (22), the generalized likelihood ratio is 
B. Complexity Reduction
The detection rule (34) depends on , which can only be obtained iteratively due to the interdependency of and . For complexity reduction, we can fix the noise level as Without estimating , the generalized likelihood ratio is where the numerator is maximized by As a result,
The GLRT is hence expressed as (36) Note that when .
C. D2D Channel Estimation
Similar to the discussion in Section V.E, we can use (34) or (36) to obtain the active ZC sequences set . Then and can be updated alternatively starting with (28). Based on the estimated parameters, the channel vectors can be further estimated using (29).
VII. MULTI-ANTENNA TRANSMISSION IN SRS
In practice, we should also consider how neighbor discovery can be improved when UEs are equipped with multiple antennas. From [12] , the cyclic shift of ZC sequence transmitted from the -th antenna of UE-is given by (37)
The integer representing multiplexing UEs on the same SRS comb is configured by the higher layer and is the total number of antenna ports used in SRS. Note that when there is only one antenna, i.e., , the cyclic shift is given by . Hence, the cyclic shifts of UEs using the same SRS comb are uniformly separated by . When , the cyclic shifts of ZC sequences used by different UEs may be the same. However, they will be allocated to RBs on different frequencies, i.e., several SRS combs will be used for each UE with multi-antenna transmission.
A. Maximum Likelihood Estimation
For each SRS comb, the same formulation in Section III can be applied for channel recovery. Assuming that the channel states from different UEs and from different antenna ports of a UE are independent, the objective function of BSBL for the multi-antenna case is where denotes from the -th transmit antenna to the -th receive antenna. The position of in characterizes . Using (39) and (40), and can be updated iteratively. Let denote from the -th antenna of UE-to the -th antenna of UE-0. Then it is estimated as Since and are the same for every channel from UEare equal for different and .
B. Composite Hypothesis Testing
Based on the same system model discussed in Section VII.A, the binary hypothesis testing rules for the multi-antenna case can be modified from the single antenna case by replacing the terms with their counterparts. We summarized the detection rules in Table II . For comparison, the idealized NeymanPearson (NP) test where all parameters are assumed to be known as well as the UMPI tests with partially known statistics are also listed. After characterizing using the binary hypothesis testing can be estimated following similar discussion in Section V.E.
VIII. NUMERICAL RESULTS
In this section, we will provide numerical results to evaluate the performance of neighbor discovery methods. We first depict the receive operating characteristic (ROC) curves of the discussed detection methods as a benchmark for comparing the detection performance. Then we describe the LTE system and parameters used for practical neighbor discovery simulation. The methods we propose are then evaluated with regards to various network parameters.
A. Receiver Operating Characteristic
In Fig. 3 , we show the ROC curves of invariant tests and GLRT (I), which are compared with NP test and UMPI tests given in Table II . The NP test is derived under the circumstance where all the parameters in are known. It is optimal in the sense that it gives the highest detection probability among all tests for a fixed false alarm rate. The two UMPI tests in Table II are derived by assuming certain parameters in are known.
More information about the parameters contributes to better detection performance, hence the NP test has the best performance. For UMPI tests, the result in Fig. 3 shows that information about , i.e., propagation delay, is more critical in improving detection accuracy. While the CFAR test has nearly the same ROC curve with UMPI (II), the LMPI test does not perform as well. The ROC curve of GLRT (I) is also below CFAR.
B. LTE Parameters
The channel parameters following LTE standards [11] , [12] are provided in Table III . For the simulation results presented in the paper, we considered two SRS combs and hence in total 16 possible SRS transmitters. Due to IFDMA, each SRS comb is composed of 576 subcarriers, which is half of the SRS bandwidth. In Table IV , denotes the parameters in (2), which is based on 2048-point DFT assumed for uplink SC-FDMA.
denotes the corresponding size parameters in (4) for a SRS comb. and are calculated based on the CP duration, maximum delay spread and maximum round trip delay in Table III. In LTE, the transmission power of each UE is adjusted such that each uplink maintains a fixed SNR at the eNB. From the path loss model in Table III , UEs located further from the eNB will adopt higher transmission power. Denote the target uplink SNR as . The transmission power of UE-with uplink path loss is calculated as and the noise variance are listed in Table III . We consider neighbor discovery process within one cell where 10 out of 16 possible SRS transmitters are actively transmitting. The locations of the transmitters are uniformly generated over an area of 600 m 600 m square centered at the eNB. UE-0 is assumed 300 m away from the eNB. One possible realization of the network deployment is depicted in Fig. 5 . The channel vectors and the noise vector are generated randomly following the complex Gaussian model given in Section III. Each simulation consists of 1000 trials.
C. Neighbor Discovery Performance
Next we will present the numeral results of the neighbor discovery methods proposed in the paper for the LTE system setup discussed above.
1) Dimension of the Noise Subspace: In Fig. 4 , we evaluate the impact of the dimension of the noise subspace (K) on the detection probability. The detection thresholds in the upper subfigure are set by fixing among 1000 independent channel realizations. The corresponding detection probability with channel variance satisfying dB is depicted in the lower subfigure. Overall, larger will lead to better detection performance. The value of has more impact on the performance of GLRT (II) since this method estimates the noise variance directly from the noise subspace.
2) Active ZC Sequence Detection: In Fig. 5 , we implemented different neighbor detection methods for the network depicted in the left subfigure. The locations of the 10 SRS transmitters (SRS Txs) are randomly generated from uniform distribution. The subfigure on the right-hand side (RHS) plots the detection and false alarm probability of different methods. We chose thresholds for the detection rules of the last four methods by setting . Among 1000 trials, we found that BSBL always detects all 16 possible SRS transmitters, which results in . From (17) , UE-is detected in BSBL whenever . As estimated in (18) is the averaged squared-amplitude of the noise taps, for all . Therefore, BSBL cannot distinguish active ZC sequences from inactive ones. On the contrary, for the other four detection methods, the false alarm rate can be reduced by setting higher detection thresholds.
3) Transmitter Location: In Fig. 6 , we considered one SRS transmitter with fixed transmission power while its distance from UE-0, denoted as , varies from 50 m to 500 m. The MSE of is calculated as . The two subfigures in the second row evaluate the estimation error probability of and . From the figure, both the detection and estimation performance deteriorates with the increasing of . In the second subfigure, the MSE of for LMPI drops in the range m due to its low detection probability. when
. While for other methods, nonzero leads to large MSE due to small .
4) Transmission Power:
We plot the active ZC sequence detection probability and stacked channel vector MSE as a function of in Fig. 7 . The network deployment follows from Fig. 5 . The channel MSE in the RHS subfigure is calculated by , which captures both detection error and estimation error of all the parameters. denote the number of receive and transmit antennas. Naturally, higher transmission power lead to better performance of the system. Moreover, as seen from the figure, multiple antennas can improve both detection and sparse channel recovery accuracy.
IX. CONCLUSION
In this paper, we studied the problem of neighbor discovery for enabling direct UE communication in standard LTE cellular networks. Our work demonstrates that users in the cellular network can detect their neighbors by simply listening to their uplink transmissions. We compare different uplink channels in the LTE system and propose SRS and PRACH as potential neighbor discovery opportunities due to their common LTE structure to all the users.
Our work focuses on statistical methods for simultaneous neighbor detection and D2D channel estimation. Due to the fact that the channel parameters are unknown to the discovering UE, we propose several methods for neighbor discovery in SRS using the framework of block sparse bayesian learning and composite hypothesis testing in detection theory. The estimated D2D channel during neighbor discovery process can be utilized for later D2D communications. We evaluate the neighbor discovery performance with regards to various system parameters in practical LTE deployment.
For future works, we consider neighbor discovery in PRACH. Since different-root ZC sequences are used as preambles in PRACH, the orthogonality of cannot be preserved. Therefore, we need different methods for enabling neighbor discovery in PRACH. Moreover, besides the statistical approach, the problem can also be examined from a compressive sensing viewpoint by recovering a deterministic sparse vector. 
