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Abstract
At low energies the theory of quantum chromodynamics (QCD) can be described effectively in terms
of the lightest particles of the theory, the pions. This approximation is valid for temperatures well
below the mass difference of the pions to the next heavier particles.
We study the low-energy effective theory at very small quark masses in a finite volume V . The
corresponding perturbative expansion in 1/
√
V is called ε expansion. At each order of this expansion
a finite number of low-energy constants completely determine the effective theory. These low-energy
constants are of great phenomenological importance.
In the leading order of the ε expansion, called ε regime, the theory becomes zero-dimensional and
is therefore described by random matrix theory (RMT). The dimensionless quantities of RMT are
mapped to dimensionful quantities of the low-energy effective theory using the leading-order low-
energy constants Σ and F . In this way Σ and F can be obtained from lattice QCD simulations in the
ε regime by a fit to RMT predictions.
For typical volumes of state-of-the-art lattice QCD simulations, finite-volume corrections to the
RMT prediction cannot be neglected. These corrections can be calculated in higher orders of the ε
expansion. We calculate the finite-volume corrections to Σ and F at next-to-next-to-leading order in
the ε expansion. We also discuss non-universal modifications of the theory due to the finite volume.
These results are then applied to lattice QCD simulations, and we extract Σ and F from eigenvalue
correlation functions of the Dirac operator.
As a side result, we provide a proof of equivalence between the parametrization of the partially
quenched low-energy effective theory without singlet particle and that of the super-Riemannian mani-
fold used earlier in the literature. Furthermore, we calculate a special version of the massless sunset
diagram at finite volume without constant mode which was not known before.
Apart from the universal regime of QCD, random matrix models can be used as schematic models
that describe certain features of QCD such as the chiral phase transition. These schematic models are
defined at fixed topological charge instead of fixed vacuum angle. Therefore special care has to be
taken when different topological sectors are combined. We classify different schematic random ma-
trix models in terms of the topological domain of Dirac eigenvalues, i.e., the part of eigenvalues that
is affected by topology. If the topological domain extends beyond the microscopic eigenvalues, ad-
ditional normalization factors need to be included to allow for finite topological fluctuations. This is
important since the mass of the pseudoscalar singlet particle eta’ is related to topological fluctuations,
and the normalization factors thus solve the corresponding U(1)A problem.
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Chapter 1
Construction of QCD
In this first chapter we introduce the theory of quantum chromodynamics (QCD). QCD is a relativistic
quantum field theory that describes the strong interactions that act on the constituents of hadrons such
as protons or neutrons. These constituents (also called partons) are quarks and gluons. A quark is
a massive fermion with spin 1/2 and a gluon is a massless boson of spin 1 that mediates the force
between quarks in the same sense as massless photons of spin 1 mediate the electromagnetic force
between, e.g., electrons.
In the following sections we construct the theory based on a discussion of its symmetries. We
begin with a review of the Lorentz group, the group that comprises all linear transformations of space
and time that leave the speed of light invariant. We then discuss spinor representations of the Lorentz
group and show how to construct a Lagrangian of massive spin 1/2 particles that is invariant under
Lorentz transformations. We finally add a local internal symmetry or gauge symmetry and by doing
so introduce massless spin 1 particles that mediate an interaction between the spin 1/2 particles. If
we choose this gauge symmetry group to be SU(3) we recover QCD.
The following discussion is based on the textbooks of Weinberg [1, 2], Ryder [3], and Peskin and
Schroeder [4].
1.1 The Lorentz group
Minkowski space
Let us consider a photon moving with the speed of light c. It shall propagate for a distance d~x in an
infinitesimal time dt, i.e.,
c2dt2 − d~x2 = 0 . (1.1)
If we consider a transformation of space and time coordinates (t, x) to (t′, x′) the statement that the
speed of light c is the same in the new coordinate system is equivalent to the statement that also
c2dt′2 − d~x′2 = 0 . (1.2)
This property can now be expressed in a convenient mathematical representation by introducing
vectors in a four-dimensional pseudo-Euclidean vector space with metric
(gµν) =

1
−1
−1
−1
 . (1.3)
This vector space is called Minkowski space. The infinitesimal time dt and the corresponding vector
d~x are combined to a four vector (dxµ) = (c dt, d~x) and Eq. (1.1) can be written as
ds2 = dxµdxµ = gµνdxµdxν = 0 . (1.4)
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In this framework the transformations of coordinates that leave the speed of light invariant are just
the isometries that leave the inner products of infinitesimal difference vectors invariant.
For convenience we adopt natural units in the remainder of this thesis and set c = ~ = 1.
Poincare´ group
The group of isometries of the Minkowski space is the Poincare´ group consisting of all transforma-
tions of the affine form
x′µ = Λµνxν + Tµ , (1.5)
with
dx′µdx′µ = dx
µdxµ (1.6)
where dxµ is an infinitesimal difference vector in Minkowski spacetime, Λµν is a real four-by-four
matrix and Tµ is a four vector describing translations. Equation (1.6) implies that
dx′µdx′µ = gµνΛ
µ
αΛνβdxαdxβ = gαβdxαdxβ (1.7)
or
gµνΛµαΛνβ = gαβ . (1.8)
This defining condition can be written in matrix form as
ΛT gΛ = g (1.9)
and thus
det Λ = ±1 . (1.10)
The subgroup defined by Tµ = 0, i.e., the subgroup of all linear transformations, is the Lorentz group
and its elements are called Lorentz transformations.
Restricted Lorentz group
Let us first consider Lorentz transformations that are continuously connected to the identity transfor-
mation Λ = 1. Lorentz transformations with this property live in a subgroup called the restricted
Lorentz group. Since a continuous transformation cannot change the sign of Eq. (1.10), restricted
Lorentz transformations have det Λ = 1.
A well-known subgroup of the restricted Lorentz group is the group of rotations with
Λ =

1 0 0 0
0
0 R
0
 , (1.11)
where RTR = 1, detR = 1. Now by first rotating the spatial components appropriately we can
restrict the remaining discussion to the two-dimensional subspace of vectors (dxµ) = (dt, dx, 0, 0).
The relevant Lorentz transformations are then of the form
Λ =

Λ00 Λ01 0 0
Λ10 Λ11 0 0
0 0 0 0
0 0 0 0
 . (1.12)
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Thus for infinitesimal transformations Λ = 1+G the defining condition of Eq. (1.9) yields GT g +
gG = 0, and therefore
0 =
(
G00 G
1
0
G01 G
1
1
)(
1 0
0 −1
)
+
(
1 0
0 −1
)(
G00 G
0
1
G10 G
1
1
)
=
(
G00 −G10
G01 −G11
)
+
(
G00 G
0
1
−G10 −G11
)
, (1.13)
or G00 = G11 = 0 and G01 = G10. A finite transformation is thus given by
Λ = exp
(
0 s
s 0
)
=
(
cosh s sinh s
sinh s cosh s
)
(1.14)
with arbitrary s ∈ R. Let us try to understand what the parameter s means. Consider an infinitesimal
vector (dt, dx) that transforms to(
dt′
dx′
)
= Λ
(
dt
dx
)
=
(
dt cosh s+ dx sinh s
dt sinh s+ dx cosh s
)
. (1.15)
Now we define a transformed velocity
v′ =
dx′
dt′
=
v cosh s+ sinh s
v sinh s+ cosh s
(1.16)
with v = dx/dt. If we have v = 0 in the untransformed system we have v′ = tanh s in the
transformed system. Therefore transformations of this type describe a change of coordinates to a
frame of reference that moves with a constant velocity of tanh s relative to the original frame of
reference. These are the boosts in the special theory of relativity with rapidity s.
Let us define β = tanh s. Since cosh2 s− sinh2 s = 1, we can show that
cosh s =
1√
1− tanh2 s
=
1√
1− β2 = γ . (1.17)
Therefore we can express the transformation also by the matrix
Λ(β) =
(
γ(β) γ(β)β
γ(β)β γ(β)
)
. (1.18)
Discrete Lorentz transformations
Consider the vector (xµ) = (t, 0) which is invariant under rotations and transforms to
(x′µ) =
(
t cosh s
t sinh s
)
(1.19)
under a boost with rapidity s. Since cosh s > 0, we conclude that the sign of x0 is invariant under
boosts and thus under the complete restricted Lorentz group.
Therefore, in order to obtain all possible Lorentz transformations, the discrete Lorentz transforma-
tion
T =

−1
1
1
1
 (1.20)
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needs to be included in addition to restricted Lorentz transformations. This is the time reversal
operator. Furthermore the space inversion or parity operator
P =

1
−1
−1
−1
 (1.21)
is also not a part of the restricted Lorentz group and needs to be included separately.
The quotient group of the Lorentz group and the restricted Lorentz group is the discrete group with
elements
1, P, T, PT . (1.22)
In other words, the Lorentz group can be partitioned in four disconnected parts defined by
det Λ = ±1 , Sgn Λ00 = ±1 . (1.23)
We call transformations with det Λ = 1 proper Lorentz transformations and transformations with
Sgn Λ00 = 1 orthochronous Lorentz transformations.
Generators of the restricted Lorentz group
Recall that infinitesimal restricted Lorentz transformations Λ = 1+G satisfy
GT g + gG = 0 . (1.24)
We write G in block form
G =
(
G00 G01
G10 G11
)
, (1.25)
where G00 only acts on the temporal component, G11 only acts on the spatial components, and G01
and G10 mix spatial and temporal components. In this way Eq. (1.24) can be expressed as
0 =
(
1 0
0 −13
)(
G00 G01
G10 G11
)
+
(
G00 G
T
10
GT01 G
T
11
)(
1 0
0 −13
)
=
(
2G00 G01 −GT10
GT01 −G10 −G11 −GT11
)
, (1.26)
where 13 is the three-dimensional identity matrix. Therefore the defining conditions for generators
of the restricted Lorentz group are
G01 = GT10 , G00 = 0 , G
T
11 = −G11 . (1.27)
This implies the following generators of the restricted Lorentz group.
The boosts are generated by
Ki =
(
0 eTi
ei 0
)
(1.28)
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with (ei)j = δij and i = 1, 2, 3. They satisfy
[Ki,Kj ] =
(
eTi ej − eTj ei 0
0 (eieTj − ejeTi )ab
)
=
(
0 0
0 (δiaδjb − δjaδib)ab
)
= −εijkJk (1.29)
with Jk defined below.
The rotations are generated by
Ji =
(
0 0
0 Li
)
(1.30)
with (Li)jk = −εijk and i = 1, 2, 3. They satisfy
[Ji, Jj ] =
(
0 0
0 ([Li, Lj ])ab
)
=
(
0 0
0 (εialεjlb − εjalεilb)ab
)
=
(
0 0
0 (δibδaj − δjbδia)ab
)
= εijkJk . (1.31)
Hence boosts do not form a subgroup of the restricted Lorentz group, but rotations do. Note that
[Ki, Jj ] =
(
0 eTi
ei 0
)(
0 0
0 Lj
)
−
(
0 0
0 Lj
)(
0 eTi
ei 0
)
=
(
0 (eTi Lj)a
(−Ljei)a 0
)
=
(
0 (εija)a
(εija)a 0
)
= εijkKk . (1.32)
The Lie algebra of the restricted Lorentz group is therefore given by
[Ki,Kj ] = −εijkJk , [Ji, Jj ] = εijkJk , [Ki, Jj ] = εijkKk . (1.33)
A finite transformation is given by
Λ = exp[~s · ~K + ~ϕ · ~J ] , (1.34)
where ~ϕ contains the angles of a rotation and ~s contains the rapidities of a boost.
A convenient representation of the generators is given by
S±i =
1
2
(±Ki + iJi) (1.35)
with (S±i )
† = S±i and i = 1, 2, 3. We find
[Sai , S
b
j ] = (ab[Ki,Kj ] + ib[Ji,Kj ] + ia[Ki, Jj ]− [Ji, Jj ])/4
= iεijk[i[(1 + ab)/4]Jk + [(a+ b)/4]Kk] = δabiεijkSak . (1.36)
Therefore the group algebra factorizes in a direct product of two SU(2) algebras (this is of course not
true in terms of groups). We can express Ji and Ki in terms of S±i as
iJi = S+i + S
−
i , Ki = S
+
i − S−i . (1.37)
Therefore Eq. (1.34) can be written as
Λ = exp[si(S+i − S−i )− iϕi(S+i + S−i )] = exp[−ixiS+i ] exp[−ix∗iS−i ]
with xi = ϕi + isi.
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Translations in space and time
The Casimir operators of S+ and S− can now be used to classify the representations of the restricted
Lorentz group. These Casimir operators are, however, no invariants of representations of the complete
Poincare´ group since they do not commute with all translations of space and time. In this section we
show that the spin of a massive particle is, nevertheless, a well-defined quantity.
We extend the Minkowski space by a fifth dimension so that we can express a general transforma-
tion of the Poincare´ group, see Eq. (1.5), conveniently as
x′ = Γ(Λ, T )x (1.38)
with Lorentz transformation Λ, a four-dimensional translation vector (Tµ), (xµ) = (x0, x1, x2, x3, 1),
and
Γ(Λ, T ) =
(
Λ (Tµ)
0 1
)
(1.39)
in block notation. The generators of translations in space and time Pµ are therefore given by the
matrices
Pµ =
(
0 (δµν)
0 0
)
(1.40)
in block notation. A finite translation is given by
Γ(1, T ) = exp
 3∑
µ=0
TµPµ
 . (1.41)
We can now determine the algebra of the complete Poincare´ group,
[Pµ, Pν ] = 0 , [P0, Ji] = 0 , [P0,Ki] = −Pi ,
[Pi, Jj ] = εijkPk , [Pi,Kj ] = −δijP0 , [Ki,Kj ] = −εijkJk ,
[Ji, Jj ] = εijkJk , [Ki, Jj ] = εijkKk . (1.42)
The Poincare´ algebra has two Casimir operators. The first one is given by
C1 = PµPµ = P 20 − P 2i . (1.43)
We check explicitly that
[Pµ, C1] = 0 , (1.44)
[Ji, C1] = [Ji, P 20 ]− [Ji, P 2j ] = −[Ji, Pj ]Pj − Pj [Ji, Pj ]
= 2εijkPkPj = −2εijkPkPj = 0 , (1.45)
[Ki, C1] = [Ki, P0]P0 + P0[Ki, P0]− [Ki, Pj ]Pj − Pj [Ki, Pj ]
= 2PiP0 − 2PiP0 = 0 (1.46)
for arbitrary i and µ. Let us pause at this point and ask what this means for a theory of a free particle
with energy E and momentum ~p. In quantum mechanics the generator of the translations in space,
Pi, measures the ith component of the momentum, and the generator of the translations in time, P0,
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measures the energy. Therefore if we let C1 act on a free particle state |E, ~p〉 with energy E and
momentum ~p we find
C1 |E, ~p〉 = (E2 − ~p2) |E, ~p〉 = m2 |E, ~p〉 , (1.47)
where m is the mass of the particle. We can conclude that the mass of a particle is invariant under the
Poincare´ group and can be considered a well-defined property of a particle.
The second Casimir operator C2 can be conveniently defined in terms of the Pauli-Lubanski vector
Wµ with
W0 = JjPj , Wi = P0Ji − εijkKjPk . (1.48)
It is given by
C2 = WµWµ = (W0)2 − (Wi)2 . (1.49)
In order to prove that C2 is indeed a Casimir operator we first show that Wµ commutes with transla-
tions, i.e.,
[Pµ,W0] = [Pµ, JjPj ] = [Pµ, Jj ]Pj = (1− δµ0)εµjkPkPj = 0 , (1.50)
[Pj ,Wi] = P0[Pj , Ji]− εilk[Pj ,Kl]Pk = P0Pk(εjik + εijk) = 0 , (1.51)
[P0,Wi] = −εilk[P0,Kl]Pk = εilkPlPk = 0 . (1.52)
Next we discuss the commutators of Wµ with boosts and calculate
[Kj ,W0] = [Kj , JiPi] = [Kj , Ji]Pi + Ji[Kj , Pi]
= εjikKkPi + JjP0 = Wj (1.53)
and
[Kj ,Wi] = [Kj , P0Ji]− εilk[Kj ,KlPk]
= P0[Kj , Ji] + [Kj , P0]Ji − εilkKl[Kj , Pk]− εilk[Kj ,Kl]Pk
= εjikP0Kk + PjJi − εiljKlP0 + εilkεjlrJrPk
= εjik[P0,Kk] + PjJi + (δijδkr − δirδkj)JrPk
= −εjikPk + [Pj , Ji] + δijJkPk = −εjikPk + εjikPk + δijJkPk
= δijW0 . (1.54)
We finally calculate the commutators of Wµ with rotations and find
[Jj ,W0] = [Jj , JiPi] = [Jj , Ji]Pi + Ji[Jj , Pi] = εjikJkPi − εijkJiPk
= εjikJkPi − εkjiJkPi = 0 , (1.55)
[Jj ,Wi] = [Jj , P0Ji]− εilk[Jj ,KlPk]
= εjikP0Jk − εilk[Jj ,Kl]Pk − εilkKl[Jj , Pk]
= εjikP0Jk + εilkεljrKrPk + εilkεkjrKlPr
= εjikP0Jk + (εilkεljr + εljkεirl)KrPk
= εjikP0Jk + (δkjδir − δjrδik)KrPk
= εjikP0Jk + εljiεlkrKrPk
= εjik(P0Jk + εklrKrPl) = εjikWk . (1.56)
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We observe that Wµ has the same commutation relations with the other parts of the algebra as Pµ,
and therefore C2 is also a Casimir operator.
For a massive particle we can calculate the action of C2 in its rest frame, i.e.,
C2 |m, 0〉 = −m2J2i |m, 0〉 . (1.57)
Therefore |m, 0〉 must also be an eigenstate of J2i and the corresponding eigenvalues s(s+ 1) corre-
spond to the spin or intrinsic rotation of the point-like particle. In other words, massive particles can
be classified according to their spin as defined by their behavior under the rotation group.
For a massless particle there is no rest frame and thus the situation is more complicated. It turns
out that for massless particles the projection of the spin to the momentum,
λ = ~J · Pˆ , (1.58)
is a well-defined property and assumes the role of the spin of massive particles. This property is
called helicity.
For a detailed discussion of the representation theory of the complete Poincare´ group we refer to
Refs. [1, 3, 5].
1.2 The Lagrangian of spin 1/2 fields
In this section we construct a Lagrangian of massive spin 1/2 particles that is invariant under ortho-
chronous Lorentz transformations.
Spinor representations
Note that the sub-sectors + and − of the restricted Lorentz group both transform identically under
rotations with
Λ = exp[−iϕiS±i ] . (1.59)
Since ϕi are the angles of a rotation in space and the Si span the algebra of SU(2) the different
representations of S correspond to different spin states. Possible representations of S+ ⊕ S− are
0⊕ 0 , 1
2
⊕ 0 , 0⊕ 1
2
,
1
2
⊕ 1
2
, . . . . (1.60)
As already outlined in the introductory paragraph of this chapter we aim to construct a theory of spin
1/2 particles. To this end we first consider fields that transform in the (1/2) ⊕ 0 representations of
S+ ⊕ S−. We set
S+i =
1
2
σi , S
−
i = 0 (1.61)
with Pauli matrices σi and consider two-dimensional spinors ψ+ which transform as
ψ′+ = exp[(si − iϕi)σi/2]ψ+ (1.62)
under the restricted Lorentz group.
Let us try to construct a Lagrangian with fields ψ+. Each term in the Lagrangian has to satisfy the
following properties: (i) Due to relativity each term has to be a Lorentz scalar. (ii) The Lagrangian
has to be real. (iii) Each term has to have mass dimension of 4 (the action has to be dimensionless).
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The mass term
One may be tempted to write down a simple mass term of the form
Lmass = m(ψ+)†ψ+ . (1.63)
Unfortunately, such a term does not satisfy (i) and is therefore not allowed in the Lagrangian. We
discuss how a proper mass term can be constructed if we consider the representation (1/2) ⊕ (1/2)
of S+ ⊕ S− below. This is the mass term relevant for QCD. It is, however, instructive to consider
another way to construct an invariant mass term that involves only (ψ+)T and ψ+, the Majorana
mass term (ψ+)Tσ2ψ+. First note that σTi = σi(−1)δi2 with anticommutator {σi, σj} = 2δij 1, and
therefore
σTi σ2σi = (−1)δi2σiσ2σi = (−1)δi2(−σ2 + 2δi2σi) = −σ2 , (1.64)
where no sum over i is implied. Thus σTi σ2 = −σ2σi, and for infinitesimal transformations with
coordinates xi  1 we find
(ψ+)Tσ2ψ+ →(ψ+)T (1−ixiσTi /2)σ2(1−ixiσi/2)ψ+
= (ψ+)Tσ2ψ+ − (i/2)xi(ψ+)T (σTi σ2 + σ2σi)ψ+
= (ψ+)Tσ2ψ+ . (1.65)
In order to make this term real we need to also include its complex conjugate. Since σ2 is purely
imaginary we write
LMajorana mass = im((ψ+)Tσ2ψ+ − (ψ+)†σ2(ψ+)∗) . (1.66)
Note that for a two-component field (ψ+)T = (a, b) we find (ψ+)Tσ2ψ+ = i(ba − ab). Therefore
if we consider a and b to be ordinary numbers, the Majorana mass term would vanish identically.
However, in a quantized theory a and b anticommute since they correspond to fermions, and the
Majorana mass term is nonzero.
The kinetic term
In this subsection we consider terms of the form
(ψ+)†Rψ+ , (1.67)
where R contains objects that transform non-trivially under the restricted Lorentz group. We use the
first non-trivial ansatz including Lorentz vectors
R = Mµvµ , (1.68)
where vµ is a contravariant vector, Mµ is a matrix in the two-dimensional spin space and the sum
over µ is implied. Note that Mµ is not a Lorentz vector. Therefore under Lorentz transformations we
find
R′ = Mµv′µ = MµΛµνvν . (1.69)
In order to construct an invariant term we need
(ψ+)†Rψ+ = (ψ+)† exp[(si + iϕi)σi/2]R′ exp[(si − iϕi)σi/2]ψ+ . (1.70)
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Let us first consider a infinitesimal boost in r direction, i.e., ~ϕ = 0, si = δirs with s 1, and
v′µ = vµ + sKµr νv
ν . (1.71)
Now Eq. (1.70) gives
Mµv
µ != [1+sσr/2]Mµv′µ[1+sσr/2]
= [1+sσr/2]Mµ[vµ + sKµr νv
ν ][1+sσr/2]
= Mµvµ + s(MµKµr νv
ν + σrMµvµ/2 + vµMµσr/2) . (1.72)
This has to hold for all vµ so that we need
0 = MνKνr µ + {σr,Mµ}/2 = M0δrµ + δµ0Mr + {σr,Mµ}/2 . (1.73)
Now this means that
Mr = −{σr,M0}/2 , M0δri = −{σr,Mi}/2 . (1.74)
Next, we consider a rotation about the r axis, i.e., ~s = 0, ϕi = δirϕ with ϕ 1, and
v′µ = vµ + ϕJµr νv
ν . (1.75)
Now Eq. (1.70) gives
Mµv
µ != Mµv′µ = [1+iϕσr/2]Mµ[vµ + ϕJµr νv
ν ][1−iϕσr/2]
= Mµvµ + ϕ(MνJνr µv
µ + i[σr/2,Mµ]vµ) . (1.76)
This has to hold for all vµ so that we need
0 = MνJνr µ + i[σr/2,Mµ] = −εµri(1− δµ0)Mi + i[σr/2,Mµ] , (1.77)
and thus
[σr,Mµ] = i2εrµi(1− δµ0)Mi . (1.78)
For µ = 0 this means that [σr,M0] = 0 for arbitrary r. This is only satisfied for
M0 = c1 . (1.79)
For µ = j with j = 1, 2, 3 this means that
[σr,Mj ] = i2εrjiMi . (1.80)
We know that this is satisfied by the Pauli matrices
Mj = σj . (1.81)
We determine c from Eq. (1.74) and {σr, σi} = 21 δri and find c = −1. It is easy to check that
if we would have considered the sector − instead of + the solution would be c = 1. We define
(Mµ) = (σ+µ ) = (−1, σ1, σ2, σ3) and (σµ+) = (−1,−σ1,−σ2,−σ3) so that
(ψ+)†σ+µ v
µψ+ = (ψ+)†σ+ν g
µνvµψ
+ = (ψ+)†σµ+vµψ
+ (1.82)
is invariant under the restricted Lorentz group. While σµ+ does not transform as a Lorentz vector, we
can conclude that
(ψ+)†σµ+ψ
+ (1.83)
does transform as a Lorentz vector. Note that the relevant matrices for the − sector are (σ−µ ) =
(1, σ1, σ2, σ3) and (σ
µ
−) = (1,−σ1,−σ2,−σ3).
By substituting vµ = ∂µ we can thus construct an invariant kinetic term that only involves + fields.
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Chirality
Let us consider all orthochronous Lorentz transformations, i.e, let us include the parity operator in
addition to the restricted Lorentz transformations. The action of parity is defined by
Λ(s, ϕ)P = P 2Λ(s, ϕ)P = PΛ(−s, ϕ) (1.84)
due to P 2 = 1, PKiP = −Ki, and PJiP = Ji. Equation (1.84) has to hold for all representations,
and therefore the action D(Λ) of Lorentz transformations Λ on ψ+ yields
(D(P )ψ′+) = D(P )D(Λ(s, ϕ))ψ+
= D(Λ(−s, ϕ))(D(P )ψ+) (1.85)
with ψ′+ = D(Λ(s, ϕ))ψ+. We observe that the field D(P )ψ+ transforms according to the 1/2
representation of S−. Therefore if we want to construct a theory that is also invariant under parity,
we need to include a spin 1/2 representation of S− as well. The twofold structure that emerges from
the (1/2)⊕ (1/2) representation of S+ ⊕ S− is called chirality.
We consider a spinor
ψ =
(
ψ−
ψ+
)
, (1.86)
where ψ± transform according to the 1/2 representation of S±. The action of parity shall be given
by
D(P )ψ =
(
ψ+
ψ−
)
, (1.87)
in accordance with Eq. (1.85). We can write down a mass term
Lmass = mψ¯ψ (1.88)
with
ψ¯ =
(
ψ†+ ψ
†
−
)
(1.89)
that is invariant under orthochronous Lorentz transformations, see Eq. (1.38).
We already know that
(ψ+)†σµ+∂µψ
+ (1.90)
and
(ψ−)†σµ−∂µψ
− (1.91)
are both invariant under the restricted Lorentz group. Under parity we have ψ+ ↔ ψ− and ∂i → −∂i
for i = 1, 2, 3 so that
σµ+∂µ ↔ −σµ−∂µ . (1.92)
Therefore we can construct a real and Lorentz invariant kinetic term
Lkinetic = i[(ψ−)†σµ−∂µψ− − (ψ+)†σµ+∂µψ+]
= ψ¯iγµ∂µψ (1.93)
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with
γµ =
(
0 −σµ+
σµ− 0
)
. (1.94)
The factor i is needed since ∂µ is anti-Hermitian, i.e.,
〈ψ′| ∂x |ψ〉 =
∫
dx ψ′∗(x)∂xψ(x) = −
∫
dx(∂xψ′∗(x))ψ(x)
= −〈ψ| ∂µ |ψ′〉∗ (1.95)
for arbitrary fields ψ and ψ′ with vanishing spacetime boundary contributions.
We write out the gamma matrices as
γ0 =
(
0 1
1 0
)
, γi =
(
0 σi
−σi 0
)
(1.96)
with i = 1, 2, 3 and note that
ψ¯ = ψ†γ0 . (1.97)
The total Lagrangian of a noninteracting, massive spin 1/2 particle of mass m is thus given by
L = ψ¯(iγµ∂µ −m)ψ . (1.98)
It is apparent that this Lagrangian is also invariant under translations of space and time. The corre-
sponding equation of motion is the Dirac equation of a free spin 1/2 field
(iγµ∂µ −m)ψ = (i /D −m)ψ = 0 (1.99)
with Dirac operator /D = γµ∂µ.
Note that we do not have to consider ψ− and ψ+ as independent fields. If we identify
ψ− = iσ2ψ∗+ (1.100)
it follows from σ2σ∗i σ2 = −σi, see Eq. (1.64), that under restricted Lorentz transformations
ψ′− = iσ
2[exp[(si − iϕi)σi/2]ψ+]∗ = exp[(si + iϕi)σ2σ∗i σ2/2]iσ2ψ∗+
= exp[(−si − iϕi)σi/2]ψ− , (1.101)
in accordance with Eq. (1.85). The mass terms then become Majorana mass terms, and it can be
shown that the fields ψ+ become their own antiparticles. This, however, implies that they are not
allowed to carry a nonzero charge and therefore excludes this scenario for the quarks of QCD.
Gamma matrices and Lorentz structure
Before we continue with the discussion of gauge symmetries a few notes about the algebra of gamma
matrices are in order. The gamma matrices satisfy the Clifford-algebra relation
{γµ, γν} = γµγν + γνγµ = 2gµν . (1.102)
The parity operator can be written in terms of γ0 as
D(P )ψ = γ0ψ . (1.103)
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Furthermore, it is convenient to define
γ5 = iγ0γ1γ2γ3 =
(−1
1
)
(1.104)
which allows to project on the − and + sectors by
P± =
1±γ5
2
, (1.105)
where 1 is the identity matrix in the respective space. The matrix γ5 anticommutes with all other
gamma matrices,
{γ5, γµ} = 0 (1.106)
with µ = 0, 1, 2, 3.
Note that the gamma matrices can be used to construct field bilinears that transform in a well-
defined way under the orthochronous Lorentz group. Under restricted Lorentz transformations Λ we
find
vµ = ψ¯γµψ → Λµνvν ,
aµ = ψ¯γµγ5ψ → Λµνaν ,
s = ψ¯ψ → s ,
p = ψ¯γ5ψ → p , (1.107)
see Eq. (1.83). The action of parity P on v, a, s and p is given by
vµ → −vµ + 2g0µv0 ,
aµ → aµ − 2g0µa0 ,
s → s ,
p → −p . (1.108)
Therefore vµ transforms as a vector, aµ transforms as an axial vector, s transforms as a scalar and p
transforms as a pseudoscalar.
1.3 Gauge symmetry
In the last section we have constructed a relativistically invariant Lagrangian of a massive spin 1/2
field. Up to now the particles represented by the field do not interact with each other. In the following
we add a local internal symmetry (or gauge symmetry) to the Lagrangian and show that such a mod-
ification introduces an interaction between the spin 1/2 particles that is mediated by massless spin 1
particles.
Internal symmetries
Consider the Lagrangian of Eq. (1.98), i.e.,
L = ψ¯(iγµ∂µ −m)ψ (1.98)
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with fields ψ in spinor space. The operation of the matrices γµ on ψ is given by the matrix-vector
multiplication in this space. The most trivial way to add an additional symmetry Si is to choose a
new symmetry group S that is a direct product of the Poincare´ symmetry group Sp and Si,
S = Sp ⊗ Si . (1.109)
In such a modification we call Si an internal symmetry of the Lagrangian. The fieldsψ must transform
in representations of the bigger symmetry group S and therefore live in a product space of the spinor
space and the vector space of the internal symmetry.
Local symmetries
Let us choose Si to consist of spacetime-dependent transformations of ψ(x) with infinitesimal trans-
formations G(x) defined by
ψ(x)→ ψ(x) + iG(x)ψ(x) , (1.110)
where the action of G(x) on ψ(x) is the matrix-vector multiplication in the internal symmetry space.
We ignore terms of order G2 throughout the remainder of this section. The mass term of Eq. (1.98),
Lmass = mψ¯ψ , (1.111)
is symmetric under Eq. (1.110) if
G(x)† = G(x) , (1.112)
i.e., if G(x) generates unitary transformations. The kinetic term
Lkinetic = ψ¯(iγµ∂µ)ψ , (1.113)
however, transforms to
L′kinetic = Lkinetic − ψ¯(∂µG(x))γµψ (1.114)
under unitary transformations. An invariant term can only be constructed if we replace
∂µ → Dµ (1.115)
with
Dµ → [1+iG(x)]Dµ[1−iG(x)†] (1.116)
under Eq. (1.110), where 1 is the identity matrix. We call Dµ a covariant derivative. The covariant
derivative has to generate a kinetic term for the spin 1/2 fields, and therefore we use the ansatz
Dµ = ∂µ + iAµ , (1.117)
where Aµ has to transform under Si in a way that satisfies Eq. (1.116). Note that Aµ can act non-
trivially on the internal symmetry space. Since ∂µ is an anti-Hermitian operator, we require A = A†
so that the Lagrangian is real. In accordance with Eq. (1.116) we request that the transformed A′µ
satisfies
∂µ + iA′µ = [1+iG(x)](∂µ + iAµ)[1−iG(x)†]
= ∂µ + iAµ − i(∂µG(x))− [G(x), Aµ] , (1.118)
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where we used the Hermiticity of G(x). Thus we can construct an invariant kinetic term if Aµ
transforms as
A′µ = Aµ − (∂µG(x)) + i[G(x), Aµ] . (1.119)
We conclude that we can construct a Lagrangian
L = ψ¯(iγµDµ −m)ψ = ψ¯(iγµ∂µ −m)ψ − ψ¯γµAµψ (1.120)
that is invariant under the symmetry group S with internal symmetry Si defined by the infinitesimal
transformation
ψ(x)→ ψ(x) + iG(x)ψ(x) ,
Aµ → Aµ − (∂µG(x)) + i[G(x), Aµ] . (1.121)
Note that theAµ also transform in the fundamental representation of the restricted Lorentz symmetry
group,
Aµ → ΛµνAν (1.122)
under Lorentz transformation Λ. The spin operator of the fundamental representation of the restricted
Lorentz group is given by Sj = iJj with S2 = s(s + 1) and s = 1. Therefore we have introduced
fields Aµ of spin 1 that interact with the spin 1/2 fields due to the term
Linteraction = −ψ¯γµAµψ (1.123)
in the Lagrangian. Since the Lagrangian has to be invariant under Eq. (1.121) the fields Aµ are not
allowed to have a quadratic mass term and must therefore correspond to massless particles. They can,
however, have a kinetic term that allows them to propagate in spacetime. To second order in ∂µAν
the only term that is invariant under Si and Sp is proportional to
LYM ∝ Tr[Dµ, Dν ][Dµ, Dν ] , (1.124)
where the trace Tr acts on the internal symmetry space. This is the Yang-Mills term. The invariance
under Si is due to the covariance of
[Dµ, Dν ]→ [1+iG(x)][Dµ, Dν ][1−iG(x)†] (1.125)
under Eq. (1.121). We define the field-strength tensor
Fµν = −i[Dµ, Dν ] = (∂µAν)− (∂νAµ) + i[Aµ, Aν ] (1.126)
and express the total Lagrangian conveniently as
L = ψ¯(iγµDµ −m)ψ + TrFµνFµν . (1.127)
Note that if the local symmetry group is not abelian, the term [Aµ, Aν ] introduces a self-interaction
between the massless spin 1 particles.
If we choose the first non-trivial unitary symmetry group U(1), we recover the theory of electrody-
namics coupled to a spin 1/2 field. The photons are now given by the spin 1 fieldsAµ. The equations
of motion of the fields Aµ can readily be identified with Maxwell’s equations of electrodynamics.
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The Lagrangian of QCD
The internal symmetry group of QCD is given by SU(3). If we chooseAµ to live in the group algebra
of SU(3), we can write
Aµ = Aaµλa , (1.128)
where the matrices λa (a = 1, . . . , 8) span the algebra of SU(3). The eight fields Aaµ now corre-
spond to eight independent gluons. The quarks live in the internal symmetry space of SU(3). Its
fundamental representation is three-dimensional and therefore there are three different quark fields,
or three different colors of quarks1. The bound states of quarks and anti-quarks, called hadrons, must
transform as singlets of Si and are therefore “color neutral”. There are two types of hadrons: mesons
and baryons. Mesons, such as the pion, are bosonic hadrons that consist of a quark and an anti-quark.
Baryons, such as the proton or neutron, are fermionic hadrons that consist of three quarks.
Note that since SU(3) is non-abelian, gluons are self-interacting. This property can be shown to
lead to the asymptotic freedom of QCD, i.e., for high energies the strength of the interaction becomes
weaker [4].
We rescale the fields Aµ → gAµ and change the prefactor of the kinetic term of gluons so that we
can adjust the strength of the interaction of quarks and gluons explicitly. The Lagrangian of a quark
coupled to the gluons then reads
L = ψ¯(iγµ∂µ −m)ψ + TrFµνFµν − gAaµψ¯γµλaψ (1.129)
with
Fµν = (∂µAν)− (∂νAµ) + ig[Aµ, Aν ] . (1.130)
It turns out that in nature there are more than one kind of quarks which differ by their mass and
electromagnetic charge. One currently has experimental evidence for 6 different types of quarks,
called different quark flavors, of which three have a fractional electromagnetic charge of +2/3 and
three have a fractional electromagnetic charge of −1/3. Two quarks are very light and thus play an
important role in the low-energy physics of QCD discussed in the remainder of this thesis. They
are called up and down quarks (corresponding to their respective fractional electromagnetic charges
+2/3 and−1/3). The next heavier quark is called strange quark and has a fractional electromagnetic
charge of −1/3. Their masses are related approximately by
ms
md
≈ 20 , mu
md
≈ 1
2
, (1.131)
where mu, md, ms are the masses of up, down and strange quark [6]. Note that these relations are
only order-of-magnitude estimates. The total Lagrangian of QCD thus reads
LQCD =
6∑
f=1
ψ¯f (iγµ∂µ −mf )ψf + TrFµνFµν
− g
6∑
f=1
Aaµψ¯fγ
µλaψf . (1.132)
We observe that, depending on the quark masses, the total Lagrangian has an additional symmetry in
flavor space. This is exploited in the following chapter in order to construct an effective low-energy
theory of QCD.
1The name quantum chromodynamics is due to this interpretation of the three different quark fields as different colors of
quarks.
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1.4 Euclidean field theory
In the remainder of this thesis we consider QCD and the low-energy effective theory of QCD at
finite temperature in the Euclidean formulation. We replace the vector xµ in Minkowski space by the
Euclidean vector x˜µ defined by
x˜j = xj , x0 = −ix˜0 (1.133)
with j = 1, 2, 3. Therefore
∂0 =
∂
∂x0
= i
∂
∂x˜0
= i∂˜0 ,
∫
dx0 = −i
∫
dx˜0 , (1.134)
and the scalar product with Minkowski metric
xµx
µ = x20 − x2j = −(x˜0)2 − (x˜j)2 = −x˜µx˜µ (1.135)
is replaced by the scalar product with Euclidean metric. The same prescription for the time evolution
operator U(x0) of a quantum system with Hamiltonian H yields
U(x0) = exp [−iHx0] = exp [−Hx˜0] . (1.136)
This allows for the interpretation of
Z = TrU(x0) (1.137)
as the partition function at finite temperature T = 1/x˜0. In Sec. 2.2 we shall express Eq. (1.137) for
QCD in terms of a path integral with weight
exp
[
i
∫
d4xLQCD
]
. (1.138)
We have to replace
iS = i
∫
d4xLQCD = i
∫
d4xψ¯(iγµDµ −m)ψ + iSYM , (1.139)
where SYM is the Yang-Mills action of the gluon fields, by
−S˜ =
∫
d4x˜ψ¯(−γ0(∂˜0 + gA0)− iγj(∂˜j + igAj)−m)ψ − S˜YM ,
where S˜YM is the Euclidean Yang-Mills action, and the sum over repeated indices j = 1, 2, 3 is
implied. Note that we also need to replace
A0 → iA0 (1.140)
so that we can combine ∂˜0 and A0 in an anti-Hermitian operator D˜µ,
−S˜ = −
∫
d4x˜ψ¯(γ˜µD˜µ +m)ψ − S˜YM (1.141)
with
(γ˜µ) = (γ0, iγj) , (D˜µ) = (∂˜0 + igA0, ∂˜j + igAj) . (1.142)
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The Euclidean gamma matrices satisfy
{γ˜µ, γ˜ν} = 2δµν . (1.143)
We define γ˜5 in terms of Euclidean gamma matrices by
γ˜5 = γ5 = iγ0γ1γ2γ3 = −γ˜0γ˜1γ˜2γ˜3 (1.144)
and the Euclidean Dirac operator by
/˜D = γ˜µD˜µ . (1.145)
Note that the Euclidean gamma matrices are Hermitian, and therefore the Euclidean Dirac operator
is anti-Hermitian. The Euclidean action can then be written as
S˜ =
∫
d4x˜ ψ¯( /˜D +m)ψ + S˜YM . (1.146)
As for S˜YM we have to replace
F00 → −F00 , F0j → iF0j ,
Fj0 → iFj0 , Fjk → Fjk , (1.147)
where j, k = 1, 2, 3, according to Eq. (1.140).
In the remainder of this thesis we consider only Euclidean quantities and therefore drop the dis-
tinction between Minkowski and Euclidean spacetime.
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Construction of the low-energy effective
theory of QCD
In this chapter we introduce the low-energy effective theory of QCD. The theory is formulated in
terms of pions, the lightest hadrons of QCD. In fact, the pions are approximately four times lighter
than the next heavier hadrons, the kaons (see Fig. 2.1 and Ref. [6]). Their small mass is due to
the fact that they are the pseudo Nambu-Goldstone (NG) bosons of the spontaneously broken chiral
symmetry, i.e., the symmetry of QCD with massless quarks under rotations in flavor space.
In the following chapter we explain the mechanism of spontaneous symmetry breaking and dis-
cuss the relevant flavor symmetries of QCD. We then derive the effective Lagrangian and describe a
systematic perturbative expansion of the theory.
NeutronProton
Pion
Kaon
Kaon*
RhoOmega
Eta
Eta’
m0/GeV
0.2
0.4
0.6
0.8
1.0
Figure 2.1: Rest massm0 of lightest mesons and baryons (shaded). Pseudoscalar (vector) mesons are
shown left (right).
2.1 Spontaneous symmetry breaking
Consider the Lagrangian of N real scalar fields ϕ1, . . . , ϕN ,
L = (∂µϕa)(∂µϕa)− V (ϕ) , (2.1)
where the sum over a = 1, . . . , N is implied. We define the vacuum configuration ϕ˜ by the minimum
of the potential V (ϕ), i.e.,
∂V (ϕ˜)
∂ϕa
= 0 . (2.2)
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x
Vs(x)
Figure 2.2: Mexican hat potential V (ϕ) = Vs(|ϕ|) with Vs(x) = (x2 − 1)2.
For low energies the fields stay close to ϕ˜ and we can expand the fields as
ϕa = ϕ˜a + δϕa . (2.3)
By ignoring higher terms in δϕ we obtain a low-energy effective theory. The potential V (ϕ) is
approximated by
V (ϕ) = V (ϕ˜) +
1
2
δϕaδϕbm
2
ab +O(δϕ3) (2.4)
with
m2ab =
∂2V (ϕ˜)
∂ϕa∂ϕb
. (2.5)
If we keep terms to order δϕ2 and diagonalize the matrix m2ab, we observe that the eigenvectors of
m2ab correspond to low-energy excitations with masses given by the corresponding eigenvalues.
Now consider an infinitesimal linear transformation of ϕa defined by
T : ϕa → ϕa + εGabϕb (2.6)
with N ×N matrix G and ε 1. Let T be a symmetry of the Lagrangian with
Gab = −Gba , (2.7)
so that the kinetic term is invariant under T , and
0 =
∂V (ϕ)
∂ϕa
Gabϕb , (2.8)
so that the potential is invariant under T . In Fig. 2.2 we show a common example of a potential V (ϕ)
with a rotational symmetry for constant |ϕ|2 = ∑a ϕ2a.
We differentiate Eq. (2.8) with respect to ϕc and find
0 =
∂2V (ϕ)
∂ϕa∂ϕc
Gabϕb +
∂V (ϕ)
∂ϕa
Gac . (2.9)
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This can be evaluated at ϕ = ϕ˜ and yields
0 = m2acGabϕ˜b . (2.10)
If the transformation T leaves ϕ˜ unchanged, i.e.,
Gabϕ˜b = 0 , (2.11)
this statement holds trivially.
If, however, ϕ˜ is not symmetric under T , the matrix m2ac has a zero eigenvalue with eigenvector
(Gabϕ˜b). This eigenvector corresponds to a massless particle called Nambu-Goldstone particle. Such
a symmetry of the Lagrangian that does not leave the vacuum invariant is called a spontaneously
broken symmetry. We conclude that for a classical field theory with Lagrangian L the following
theorem holds.
Goldstone’s theorem A spontaneously broken symmetry leads to a massless particle.
It can be shown that Goldstone’s theorem remains valid after the theory is quantized [4].
2.2 Chiral symmetry of supersymmetric QCD
In this section we discuss the chiral symmetry of QCD, i.e., the symmetry of QCD in flavor space in
the limit of massless quarks. This symmetry is spontaneously broken in QCD, and thus Goldstone’s
theorem applies. Physical quarks, however, have a nonzero mass so that chiral symmetry is only an
approximate symmetry of nature. Therefore we do not find exactly massless particles in the hadronic
mass spectrum but particles with a very small mass. These pseudo-Nambu-Goldstone particles of
chiral symmetry breaking with massless up and down quarks are the pions.
One can also consider chiral symmetry breaking with massless up, down and strange quarks, where
pions, kaons and the eta meson are the corresponding pseudo-Nambu-Goldstone bosons. This ap-
proximation, however, holds to a much smaller extent.
Supersymmetric extension of QCD
In the following we consider the partition function of QCD with Nf + Nv quarks and Nv bosonic
quarks. A bosonic quark field enters the Lagrangian in the same way a fermionic quark field does, but
it is quantized as a boson. In nuclear physics and condensed matter physics these additional bosonic
degrees of freedom are known from the supersymmetry method or Efetov method for quenched
disorder [7]. In the context of QCD this idea was first used by Morel [8]. The additionalNv quarks are
useful for the extraction of information about the eigenvalues of the Dirac operator /D, see Sec. 3.4.
For equal quark masses this extension of QCD leads to a supersymmetry that mixes fermionic and
bosonic quarks.
The following discussion partly summarizes and clarifies the results of Bernard and Golterman [9],
Osborn et. al. [10], Damgaard et. al. [11], Dalmazi and Verbaarschot [12], and Sharpe and Shoresh
[13].
We separate theNf +Nv quarks inNf sea quarks andNv valence quarks and define the Euclidean
partition function, see Sec. 1.4,
Z =
∫
d[A] e−SYM
[ Nf∏
f=1
det( /D +mf )
][
Nv∏
i=1
det( /D +mvi)
det( /D +m′vi)
]
, (2.12)
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where the integral is over all gluon fields A, m1, . . ., mNf are the masses of the sea quarks, mv1,
. . ., mvNv are the masses of the fermionic valence quarks, and m
′
v1, . . ., m
′
vNv
are the masses of
the bosonic valence quarks. By setting the mass mvi of a valence quark equal to the mass m′vi of
the corresponding bosonic quark, the ratio of determinants of this pair cancels and the flavor i is
quenched.
Next we rewrite the determinants in terms of fermionic quark fields ψ and bosonic quark fields ϕ
using
det( /D +m) =
∫
d[ψ¯ψ] e−
R
d4x ψ¯( /D+m)ψ (2.13)
and
1
det( /D +m)
=
∫
d[ϕ¯ϕ] e−
R
d4x ϕ¯( /D+m)ϕ , (2.14)
where ψ and ψ¯ are independent Grassmann variables with Berezin integral
∫
d[ψ¯ψ], and ϕ and ϕ¯ are
commuting complex fields related by complex conjugation,
ϕ¯ = ϕ† . (2.15)
Note that the right-hand side of Eq. (2.14) only converges if all eigenvalues of /D+m have a positive
real part. Since /D is anti-Hermitian this condition is satisfied as long as Rem > 0. Thus
Z =
∫
d[A] d[Ψ¯Ψ] e−SYM−
R
d4x Ψ¯( /D+M)Ψ (2.16)
with mass matrix M = diag(m1, . . . ,mNf ,mv1, . . . ,mvNv ,m
′
v1, . . . ,m
′
vNv
) and fields
Ψ¯ =
(
ψ¯ ϕ¯
)
, Ψ =
(
ψ
ϕ
)
. (2.17)
Transformation of the fields
Consider an infinitesimal transformation of the fields Ψ, Ψ¯ defined by
Ψ→ (1+iGf ⊗Gs)Ψ , Ψ¯→ Ψ¯(1−iG¯f ⊗ G¯s) , (2.18)
where Gf and G¯f are (Nf +Nv, Nv) supermatrices [7] in flavor space, and Gs and G¯s are matrices
in color and spinor space. Such a transformation leaves the Lagrangian of the massless theory
L0 = Ψ¯(1⊗ /D)Ψ (2.19)
invariant if
G¯f ⊗ (G¯s /D) = Gf ⊗ ( /DGs) . (2.20)
Therefore a symmetry of the Lagrangian has to satisfy G¯f = Gf and G¯s /D = /DGs. This holds for
any linear combination of
Gs = G¯s = 1 (2.21)
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and
Gs = −G¯s = γ5 . (2.22)
The former transformations are called vector symmetries, the latter transformations are called axial
symmetries. We write Gf in fermion-boson block notation [7]
G¯f = Gf =
(
Gff Gfb
Gbf Gbb
)
, (2.23)
so that the transformation of Eq. (2.18) in flavor space can be written as(
ψ
ϕ
)
→
(
ψ
ϕ
)
+ i
(
Gffψ +Gfbϕ
Gbfψ +Gbbϕ
)
(2.24)
and (
ψ¯ ϕ¯
)→ (ψ¯ ϕ¯)− i (ψ¯Gff + ϕ¯Gbf ψ¯Gfb + ϕ¯Gbb) . (2.25)
We conclude from Eqs. (2.15), (2.24), and (2.25) that only transformations with
Gbb = G
†
bb (2.26)
are allowed.
Let us consider the eigenmodes ψn of /D for fixed gauge fields A, where
/Dψn = iλnψn , ψ†n /D = −iλnψ†n (2.27)
and n is allowed to be continuous. The fields ψn(x) are complex functions and vectors in spinor and
color space. We find
/D(γ5ψn) = −γ5 /Dψn = −iλn(γ5ψn) , (2.28)
and thus for each eigenmode ψn with eigenvalue iλn there is an eigenmode γ5ψn with eigenvalue
−iλn. We define
ψ±n = ψn ± γ5ψn (2.29)
with
γ5ψ±n = ±ψ±n (2.30)
since (γ5)2 = 1, i.e., the modes ψ±n have definite chirality±1. The modes ψ±n allow for the construc-
tion of a complete set of modes with definite chirality. Since ψn and γ5ψn are linearly independent,
both vectors ψ±n are nonzero. If ψn is a zeromode, i.e., an eigenmode with eigenvalue λn = 0, then
ψ±n are also eigenmodes of /D with
/Dψ±n = 0 . (2.31)
In the case of λn = 0 we can find ψn = ±γ5ψn so that one of the modes in Eq. (2.29) vanishes
identically, and thus the topological charge of the gauge field configuration ν = n+ − n− is nonzero
in general, where n+ (n−) is the number of zeromodes with positive (negative) chirality.
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Next we expand the gauge fields Ψ and Ψ¯ in the path integral in terms of ψn as [14, 15]
Ψ(x) =
∑
n
anψn(x) , Ψ¯(x) =
∑
n
a¯nψ
†
n(x) , (2.32)
where an and a¯n are now supervectors [7] in flavor space. Note that for bosonic fields the ith com-
ponents Ψ¯i(x) = Ψi(x)†, and therefore a¯in = (ain)† for Nf +Nv < i ≤ Nf + 2Nv.
We can thus express the integration measure as
d[Ψ¯Ψ] =
∏
n,i
da¯inda
i
n , (2.33)
where for fermionic indices i the integral is over independent Grassmann variables a¯in and a
i
n, and
for bosonic indices i the integral is over the real and imaginary part of ain. We invert the relation
(2.32) as
ain =
∫
d4xψn(x)†Ψi(x) , a¯in =
∫
d4xΨ¯i(x)ψn(x) (2.34)
and express the transformation of Eq. (2.18) as
ain → a′in = ain + iGijf
∫
d4xψn(x)†GsΨj(x)
=
(
δijδnm + iG
ij
f
∫
d4xψn(x)†Gsψm(x)
)
ajm , (2.35)
a¯in → a¯′in = a¯in − i
∫
d4xΨ¯j(x)G¯sψn(x)G¯
ji
f
= a¯jm
(
δijδnm − iG¯jif
∫
d4xψ†m(x)G¯sψn(x)
)
. (2.36)
The transformation of the integration measure is thus given by
d[Ψ¯Ψ]→ d[Ψ¯Ψ]
(
1 + i(−1)εiGiif
∫
d4xψn(x)†Gsψn(x)
)
×
(
1− i(−1)εiG¯iif
∫
d4xψn(x)†G¯sψn(x)
)
(2.37)
for infinitesimal G, where
εa =
{
0 if a corresponds to a bosonic index ,
1 if a corresponds to a fermionic index .
(2.38)
Note that there are no anomalous contributions from Efetov-Wegner terms [16, 17] if we introduce an
infinitesimal mass term, so that the integrand vanishes at the boundary of the bosonic field integrals.
We can express Eq. (2.37) as
d[Ψ¯Ψ]→ d[Ψ¯Ψ]
(
1 + i Str(Gf )Tˆr(Gs)− i Str(G¯f )Tˆr(G¯s)
)
(2.39)
with
Tˆr(A) =
∫
d4xψn(x)†Aψn(x) . (2.40)
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A symmetry transformation of the Lagrangian satisfies Gf = G¯f , so that
d[Ψ¯Ψ]→ d[Ψ¯Ψ]
(
1 + iStr(Gf )Tˆr(Gs − G¯s)
)
. (2.41)
A vector symmetry satisfies Gs = G¯s and therefore leaves the integral measure invariant. Such a
symmetry of the Lagrangian that leaves the measure invariant is called a non-anomalous symmetry.
An axial symmetry satisfies Gs = −G¯s = γ5, and therefore
d[Ψ¯Ψ]→ d[Ψ¯Ψ]
(
1 + 2iStr(Gf )Tˆr(γ5)
)
. (2.42)
A symmetry of the Lagrangian that does not leave the measure invariant is called an anomalous
symmetry. Let us calculate Tˆrγ5 explicitly. We separate the zeromodes and write
Tˆr(γ5) =
∑
λn>0
∫
d4x
[
ψn(x)†γ5ψn(x) + (γ5ψn(x))†γ5(γ5ψn(x))
]
+
∑
λn=0
∫
d4xψn(x)†γ5ψn(x)
=
1
2
∑
λn>0
∫
d4x
[
ψ+n (x)
†γ5ψ+n (x) + ψ
−
n (x)
†γ5ψ−n (x)
]
+
∑
λn=0
∫
d4xψn(x)†γ5ψn(x) . (2.43)
Now the states ψ±n as well as the zeromodes are eigenstates of γ5. Therefore
Tˆr(γ5) =
∑
λn=0
∫
d4xψn(x)†γ5ψn(x) = n+ − n− = ν (2.44)
and the measure transforms as
d[Ψ¯Ψ]→ d[Ψ¯Ψ](1 + 2i Str(Gf )ν) (2.45)
under Eq. (2.18). Since the topological charge ν is nonzero in general, an axial flavor symmetry of
the supersymmetric partition function needs to satisfy
Str(Gf ) = 0 . (2.46)
The flavor symmetry group is thus given by
Gˆl(Nf +Nv|Nv)vector ⊗ SGˆl(Nf +Nv|Nv)axial , (2.47)
where Gˆl(Nf +Nv|Nv) is the supermanifold [18] with base
Gl(Nf +Nv)⊗ [Gl(Nv)/U(Nv)] (2.48)
and SGˆl(Nf +Nv|Nv) is the restriction of Gˆl(Nf +Nv|Nv) to elements with unit superdeterminant.
A comment about a different representation of Tˆrγ5 is in order. We can write
Tˆr(γ5) =
∫
d4xψn(x)†γ5ψn(x) = lim
M→∞
∫
d4xψn(x)†γ5 exp[−λ2n/M2]ψn(x)
= lim
M→∞
∫
d4xψn(x)†γ5 exp[ /D
2
/M2]ψn(x) , (2.49)
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where we introduce a gauge-invariant regulator /D that suppresses large eigenvalues of /D. The trace
can be reformulated as
Tˆr(γ5) = lim
M→∞
∫
d4xψn(x)†γ5 exp[ /D
2
/M2]ψn(x)
= lim
M→∞
∫
d4x
∫
d4k
(2pi)4
〈k|Tr
[
γ5 exp[ /D2/M2]
]
|k〉 , (2.50)
where the trace Tr is in color and spinor space, and {|k〉} is a complete set of momentum eigenstates.
Next we express the regulator in terms of gauge fields
/D
2 = γµγνDµDν =
1
2
[{γµ, γν}+ [γµ, γν ]]DµDν
= D2µ +
1
4
[γµ, γν ] [[Dµ, Dν ] + {Dµ, Dν}]
= D2µ +
i
4
[γµ, γν ]Fµν , (2.51)
and therefore
exp[ /D2/M2] |k〉 = |k〉 exp[−(−kµ + gAµ)2/M2] exp
[
i
4
[γµ, γν ]Fµν/M2
]
. (2.52)
We scale kµ → kµM and keep only terms in leading order in 1/M , i.e.,
Tˆr(γ5) = − 1
32
∫
d4x
∫
d4k
(2pi)4
exp[−k2µ] Trc[FµνFρσ] Trs
[
γ5[γµ, γν ][γρ, γσ]
]
, (2.53)
where Trc (Trs) is the trace in color (spinor) space. All positive powers of M vanish since
Trs γ5 = 0 , Trs γ5[γµ, γν ] = 0 . (2.54)
We integrate over the momenta and express the remaining trace by
Trs[γµγνγργσγ5] = −4εµνρσ , (2.55)
where εµνρσ is the completely antisymmetric tensor of rank 4, and write
Tˆr(γ5) =
1
32pi2
∫
d4xεµνρσ Trc[FµνFρσ] . (2.56)
We compare this result to Eq. (2.44) and conclude that
ν =
1
32pi2
∫
d4xεµνρσ Trc[FµνFρσ] . (2.57)
This is the celebrated Atiyah-Singer index theorem.
Symmetry breaking pattern
We define the chiral condensate Σ by the vacuum expectation value
Σ =
〈
Ψ¯Ψ
〉
=
〈
Ψ¯RΨL + Ψ¯LΨR
〉
. (2.58)
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It is symmetric only under vector transformations. Therefore the chiral symmetry of QCD is broken
spontaneously if Σ assumes a nonzero value. If we consider only fermionic quarks, we know that at
low temperatures the chiral condensate is indeed nonzero [19, 20]. Next we investigate the effects of
bosonic quarks.
Consider the matrix Ω defined by the vacuum expectation value
Ω˜ba =
〈
ΨbΨ¯a
〉
. (2.59)
It transforms under vector transformations V to
Ω˜′ba =
〈
Vbb′Ψb′Ψ¯a′V −1a′a
〉
= Vbb′Ω˜b′a′V −1a′a (2.60)
or in matrix form
Ω˜→ V Ω˜V −1 . (2.61)
The Vafa-Witten theorem states that vector symmetries cannot be spontaneously broken in vector-like
gauge symmetries [21], and therefore we must find
Ω˜′ = Ω˜ , (2.62)
and thus
Ω˜ = ω 1 (2.63)
with ω ∈ C since otherwise Ω˜ would be an order parameter of the spontaneously broken vector
symmetry. In the fermionic quark sector we find
Σ ∝ Tr Ω˜ , (2.64)
and therefore we conclude that ω 6= 0. This implies that the axial symmetry is spontaneously broken
in the complete theory as well. The symmetry breaking pattern is therefore given by[
Gˆl(Nf +Nv|Nv)vector ⊗ SGˆl(Nf +Nv|Nv)axial
]
→ Gˆl(Nf +Nv|Nv)vector (2.65)
with Nambu-Goldstone manifold
SGˆl(Nf +Nv|Nv)axial (2.66)
defined by all non-anomalous symmetry generators that act non-trivially on the vacuum.
Ward identities
The flavor symmetries of QCD have important implications in QCD apart from their role in sponta-
neous symmetry breaking. Let us consider an infinitesimal local transformation
Ψ(x)→ Ψ′(x) = Ψ(x) + iε(x)GΨ(x) ,
Ψ¯(x)→ Ψ¯′(x) = Ψ¯(x)− iε(x)Ψ¯(x)G¯ , (2.67)
whereG and G¯ are matrices in flavor and spinor space, and ε(x) is a real-valued function of spacetime
coordinate xwith ε(x) 1. We ignore terms of orderO(ε2) in the following. The action of massless
QCD can be written as
S[Ψ¯,Ψ] =
∫
d4xΨ¯(x)DµγµΨ(x) , (2.68)
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where Dµ is a linear differential operator in x, and transforms under Eq. (2.67) to
S[Ψ¯′,Ψ′] =
∫
d4xΨ¯(x)(1− iε(x)G¯)(∂µ + igAµ)γµ(1 + iε(x)G)Ψ(x)
= S[Ψ¯,Ψ]− i
∫
d4xε(x)Ψ¯(x)G¯(∂µ + igAµ)γµΨ(x)
+ i
∫
d4xε(x)Ψ¯(x)(∂µ + igAµ)γµGΨ(x)
+ i
∫
d4xΨ¯(x)(∂µε(x))γµGΨ(x)
= S[Ψ¯,Ψ]− i
∫
d4xε(x)Ψ¯(x)(G¯γµ − γµG)DµΨ(x)
− i
∫
d4xε(x)∂µ(Ψ¯(x)γµGΨ(x)) , (2.69)
where we require that the boundary contribution of Ψ(x) vanishes. We again consider the theory
with infinitesimal mass, so that the measure transforms as
d[Ψ¯Ψ]→ d[Ψ¯′Ψ′] = d[Ψ¯Ψ]
(
1 + i
∫
d4xε(x)A(x)
)
(2.70)
with anomaly function A(x). Let us further consider an arbitrary local operator
O(y) = 〈O(y)〉 (2.71)
with
〈O(y)〉 =
∫
d[Ψ¯Ψ]O(y)e−S[Ψ¯,Ψ] . (2.72)
Under Eq. (2.67) the operator shall transform to
O′(y) = O(y) + ε(y)∆O(y) . (2.73)
Now the operatorO has to be the same when calculated in terms of the transformed fields Ψ′ and Ψ¯′.
Therefore
〈O(y)〉 =
∫
d[Ψ¯Ψ]O(y)e−S[Ψ¯,Ψ] =
∫
d[Ψ¯′Ψ′]O′(y)e−S[Ψ¯
′,Ψ′]
=
∫
d[Ψ¯Ψ]e−S[Ψ¯,Ψ]
[
O(y) +
∫
dxε(x)∆O(x)δ(x− y)
]
×
(
1 + i
∫
d4xε(x)Ψ¯(x)(G¯γµ − γµG)DµΨ(x)
+i
∫
d4xε(x)∂µ(Ψ¯(x)γµGΨ(x)) + i
∫
d4xε(x)A(x)
)
. (2.74)
This has to hold for arbitrary ε(x), and therefore we must find
iδ(x− y) 〈∆O(y)〉 = 〈O(y)A(x)〉+ ∂µ
〈
O(y)jµG(x)
〉
+
〈
O(y)Ψ¯(x)(G¯γµ − γµG)DµΨ(x)
〉
. (2.75)
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Figure 2.3: Vector–vector–axial vector (VVA) triangle diagram.
with
jµG(x) = Ψ¯(x)γ
µGΨ(x) . (2.76)
If the Lagrangian is invariant under Eq. (2.67) and we set O(y) = 1, we find
∂µ
〈
jµG(x)
〉
= −〈A(x)〉 . (2.77)
We note that if the transformation G is non-anomalous, we have a conserved Noether current jµG. In
case of an axial transformation G = Gf ⊗ γ5 we find
A(x) = 1
16pi2
Str(Gf )εµνρσ Trc[Fµν(x)Fρσ(x)] , (2.78)
see Eqs. (2.45) and (2.56). This is the generalization of the well-known anomaly of the axial current
of QCD. Perturbatively it is related to the triangle diagram shown in Fig. 2.3.
If the Lagrangian is invariant under a non-anomalous transformation G and we use an arbitrary
local operator O(y), Eq. (2.75) states that
iδ(x− y) 〈∆O(y)〉 = ∂µ
〈
O(y)jµG(x)
〉
. (2.79)
This is a Dyson-Schwinger equation with local contact term. It is also referred to as the Ward identity
of the transformation (2.67) and the operator O(y).
Low-energy poles from symmetries
In the following we discuss the low-energy effective theory from a different perspective. In order to
determine the relevant degrees of freedom for a low-energy effective theory, we investigate correla-
tion functions of pseudoscalar densities with axial currents, i.e., the Noether currents corresponding
to the axial flavor symmetries. If the correlator exhibits long-range correlations we must include the
relevant fields in the effective theory.1
We define the pseudoscalar density
ϕG(0) = Ψ¯(0)(G⊗ γ5)Ψ(0) (2.80)
and the axial current
jµG′(x) = Ψ¯(x)(G
′ ⊗ γµγ5)Ψ(x) , (2.81)
1This section is based on Sec. IIIB of Ref. [13]. We refer the interested reader to Ref. [13] for more details.
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where G and G′ are generators of an axial flavor symmetry, see Eq. (2.22), and G′ is non-anomalous,
i.e., StrG′ = 0. Let us consider the correlator
CµGG′(x) =
〈
jµG′(x)ϕG(0)
〉
. (2.82)
The Ward identity of ϕG(0) and the infinitesimal transformation with G′ yields
iδ(x) 〈∆ϕG(0)〉 = ∂µ
〈
ϕG(0)j
µ
G′(x)
〉
(2.83)
with
∆ϕG(0) = Ψ¯(0)(1 + iG′γ5)Gγ5(1 + iG′γ5)Ψ(0)− Ψ¯(0)Gγ5Ψ(0)
= iΨ¯(0)(G′G+GG′)Ψ(0) +O(G′2) . (2.84)
Now Eqs. (2.59) and (2.63) state that 〈
Ψ¯aΨb
〉
= (−1)εaωδab (2.85)
which can also be formulated locally (for each spacetime coordinate x with a ω(x)) so that〈
Ψ¯a(x)T abΨb(x)
〉
= (−1)(εa+εb)εb+εaω(x)δabT ab = ω(x) StrT , (2.86)
where T is a matrix in flavor space. Therefore
〈∆ϕG(0)〉 = 2iω(0) Str(GG′) (2.87)
and
∂µC
µ
GG′(x) = −2ω(0)δ(x) Str(GG′) . (2.88)
It is instructive to consider Eq. (2.88) in Fourier space. The correlator CµGG′(x) transforms as a
Lorentz vector so that its Fourier representation must be of the form
CµGG′(p) = p
µFGG′(p2) (2.89)
with complex function FGG′ . Therefore Eq. (2.88) is given in Fourier space by
p2FGG′(p2) = −2ω(0) Str(GG′) . (2.90)
Thus a non-vanishing right-hand side implies that the correlator has a pole at p2 = 0. Therefore the
current of G′ couples to pseudoscalars G via long-range interactions, and the fields corresponding to
G and G′ must be included in the low-energy effective theory.
Nambu-Goldstone manifold
Now all off-diagonal generators G′ ∈ SGˆl and G ∈ Gˆl give rise to light poles and do not mix
with diagonal generators. For a partially quenched theory with Nf > 0 all non-anomalous diagonal
generators give rise to light poles and do not mix with anomalous generators. A special case is
G′ =
(
Nv 1Nf+Nv 0
0 (Nf +Nv)1Nv
)
, (2.91)
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which is diagonal in the fermion and boson sector but non-anomalous. Furthermore StrG′2 6= 0,
so that G′ is relevant for the low-energy effective theory. Since the symmetries in the bosonic quark
sector must be non-compact, see Eq. (2.26), this generator can only enter as
iλG′ , (2.92)
where λ ∈ R. Note that not all generators of SGˆl lead to new Ward identities. In fact, since Gl is the
complexification of U, we can restrict the NG manifold to
ξ =
(
pi κ¯T
κ ipi′
)
+
iϕ√
(Nf+Nv)NvNf
(
Nv 1Nf+Nv 0
0 (Nf +Nv)1Nv
)
, (2.93)
where pi = pi† and pi′ = pi′† are traceless Hermitian matrices of dimension Nf + Nv and Nv,
respectively, ϕ ∈ R, and 1n is the n-dimensional identity matrix.
In the fully quenched theory with Nf = 0 also the diagonal matrix
G′ = 1Nf+2Nv (2.94)
is non-anomalous. It couples to the anomalous generator
G =
(
1 0
0 −1
)
(2.95)
with Str(G′G) 6= 0, and therefore also G needs to be included. The particle corresponding to G is
the generalization of the singlet particle η′. Unless stated otherwise, we restrict the discussion to the
case of Nf > 0 in the remainder of this thesis.
2.3 The effective Lagrangian
In this section we construct a Lagrangian Leff of the low-energy effective theory of QCD. The La-
grangian Leff has to transform under rotations in flavor space in the same way as the Lagrangian of
QCD. This is the guiding principle that we use to construct the components of Leff in the following.2
A local symmetry of QCD in flavor space
The Lagrangian of QCD without gauge fields is given by
L0 = Ψ¯RMRLΨL + Ψ¯LMLRΨR + Ψ¯R(∂µσµ)ΨR + Ψ¯L(∂µσ¯µ)ΨL , (2.96)
whereMRL andMLR are arbitrary mass matrices, the right-handed (left-handed) fields ΨR, Ψ¯R (ΨL,
Ψ¯L) correspond to parity sectors − (+) and
σµ = (1,−iσi) , σ¯µ = (1, iσi) . (2.97)
We add source terms Lµ(x) and Rµ(x),
L0 = Ψ¯RMRLΨL + Ψ¯LMLRΨR + Ψ¯R(∂µσµ +Rµσµ)ΨR
+ Ψ¯L(∂µσ¯µ + Lµσ¯µ)ΨL , (2.98)
2Parts of the following discussion are published in [22].
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so that we can introduce a nonzero chemical potential with
Rν = Lν = −δ0ν diag(µ1, . . . , µNf , µv1, . . . , µvNv , µ′v1, . . . , µ′vNv) , (2.99)
where µ1, . . . , µNf are the chemical potentials corresponding to sea quarks, and µv1, . . . , µvNv (µ
′
v1,
. . ., µ′vNv ) are the chemical potentials corresponding to fermionic (bosonic) valence quarks.
Let us define a local transformation of right-handed and left-handed fields by
ΨL(x)→ VL(x)ΨL(x) , ΨR(x)→ VR(x)ΨR(x) ,
Ψ¯L(x)→ Ψ¯L(x)V −1L (x) , Ψ¯R(x)→ Ψ¯R(x)V −1R (x) ,
Lµ(x)→ L′µ(x) , Rµ(x)→ R′µ(x) ,
MLR →M ′LR(x) , MRL →M ′RL(x) , (2.100)
where VL(x), VR(x) are matrix functions of the spacetime coordinate x in flavor space, and L′µ, R′µ,
M ′LR, M
′
RL are determined below such that Eq. (2.100) leaves the Lagrangian L0 invariant. Note
that we allow for local mass matrices. The mass term of L0 is symmetric under the transformation if
M ′RL = VRMRLV
−1
L , M
′
LR = VLMLRV
−1
R . (2.101)
The kinetic term Lk0 of L0 transforms to
L′k0 = Ψ¯RV −1R (∂µσµ +R′µσµ)VRΨR + Ψ¯LV −1L (∂µσ¯µ + L′µσ¯µ)VLΨL . (2.102)
Therefore we request
L′0k − Lk0 = Ψ¯R(V −1R (∂µVR) + V −1R R′µVR −Rµ)σµΨR
+ Ψ¯L(V −1L (∂µVL) + V
−1
L L
′
µVL − Lµ)σ¯µΨL != 0 , (2.103)
and thus
L′µ = VL[Lµ − V −1L (∂µVL)]V −1L = VLLµV −1L − (∂µVL)V −1L ,
R′µ = VR[Rµ − V −1R (∂µVR)]V −1R = VRRµV −1R − (∂µVR)V −1R . (2.104)
As we shall see below the invariance under this local flavor symmetry can be enforced in the low-
energy effective theory as well. This is sufficient to determine the components of Leff.
Components of the effective Lagrangian
In the following we construct the components of the low-energy effective Lagrangian with fields
U(x) = exp [iξ(x)] , (2.105)
where U(x) is given by the NG manifold and the coordinates pi, pi′, κ, κ¯, and ϕ in Eq. (2.93) are
promoted to fields. The partition function of the low-energy effective theory has to be invariant under
Eq. (2.100), i.e.,
MRL → VRMRLV −1L , Lµ → VLLµV −1L − (∂µVL)V −1L ,
MLR → VLMLRV −1R , Rµ → VRRµV −1R − (∂µVR)V −1R ,
U → U ′ , (2.106)
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where we allow for the transformation of U to U ′, and U ′ is determined below. Therefore the integral
measure has to satisfy
d[U ] = d[U ′] . (2.107)
Furthermore, the Lagrangian has to be real and a Lorentz scalar.
To lowest order in MLR, MRL, and U the mass term must be proportional to
Str[UMLR + U−1MRL] (2.108)
which transforms under (2.106) to
Str[V −1R U
′VLMLR + V −1L U
′−1VRMRL] . (2.109)
Therefore the mass term is invariant under (2.106) if
U ′ = VRUV −1L . (2.110)
Note that Eq. (2.107) states that the integral measure needs to satisfy
d[U ′] = d[VRUV −1L ] = d[U ] . (2.111)
We discuss how to obtain such an integral measure in Sec. 2.5.
The construction of the lowest-order kinetic term is more delicate. Since we impose a local trans-
formation, we need a covariant derivative. The partial derivative of ∂µU transforms under Eq. (2.106)
as
∂µU → (∂µVR)UV −1L + VR(∂µU)V −1L + VRU(∂µV −1L )
= (∂µVR)UV −1L + VR(∂µU)V
−1
L − VRUV −1L (∂µVL)V −1L . (2.112)
We add a counter term proportional to Lµ, so that
∂µU − ULµ → (∂µVR)UV −1L + VR(∂µU)V −1L − VRUV −1L (∂µVL)V −1L
− VRUV −1L (VLLµV −1L − (∂µVL)V −1L )
= (∂µVR)UV −1L + VR[(∂µU)− ULµ]V −1L . (2.113)
The remaining term can be absorbed in a term proportional to Rµ as
∂µU − ULµ +RµU → (∂µVR)UV −1L + VR[(∂µU)− ULµ]V −1L
+ (VRRµV −1R − (∂µVR)V −1R )VRUV −1L
= VR[(∂µU)− ULµ +RµU ]V −1L . (2.114)
Therefore we define the covariant derivative
∇µU = ∂µU − ULµ +RµU ,
∇µU−1 = ∂µU−1 − U−1Rµ + LµU−1 (2.115)
which transforms under Eq. (2.106) as
∇µU → VR∇µUV −1L ,
∇µU−1 → VL∇µU−1V −1R . (2.116)
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The kinetic term to lowest-order in ∂µU must therefore be proportional to
Str∇µU∇µU−1 . (2.117)
For a vector source
Vµ = Lµ = Rµ (2.118)
the covariant derivative has the simple form
∇µU = ∂µU − [U, Vµ] , ∇µU−1 = ∂µU−1 − [U−1, Vµ] . (2.119)
The low-energy effective theory at fixed vacuum angle
In accordance with the conventions for the non-supersymmetric effective theory (see, e.g., Refs. [23,
24]) we define the effective Lagrangian to leading order in U(x), ∂ρU(x), and M as
Leff = F
2
4
Str
[∇ρU(x)−1∇ρU(x)]− Σ2 Str [M †U(x) + U(x)−1M] , (2.120)
where F and Σ are low-energy constants, M = MRL, M † = MLR. The theory in a θ-vacuum [2] is
then obtained by rotating the sea quark masses,
Leff(θ) = F
2
4
Str
[∇ρU(x)−1∇ρU(x)]
− Σ
2
Str
[
M †e−iθ¯/NfU(x) + U(x)−1eiθ¯/NfM
]
, (2.121)
where
θ¯ = θ
(
1Nf 0
0 0
)
(2.122)
is an (Nf + 2Nv)-dimensional matrix that projects onto the sea-quark sector. The partition function
of the effective theory at fixed θ is thus given by
Zeff(θ) =
∫
d[U ] e−
R
d4xLeff(θ) , (2.123)
where d[U ] is the invariant integration measure. We restrict the discussion to the effective theory in
the remainder of this thesis and thus drop the subscript in the following.
The low-energy effective theory at fixed topology
The partition function at fixed θ-angle is given by the Fourier series
Z(θ) =
∞∑
ν=−∞
eiθνZν , (2.124)
and thus the partition function at fixed topological charge ν is obtained by the Fourier transform
Zν =
1
2pi
∫ 2pi
0
dθ e−iθνZ(θ) . (2.125)
36
2.4 The effective theory in a finite volume
For the partition function defined in Eq. (2.123) this means
Zν =
∫
dθ
∫
d[U ] exp
{
−iθν −
∫
d4x
(
F 2
4
Str
[∇ρU(x)−1∇ρU(x)]
− Σ
2
Str
[
M †e−iθ¯/NfU(x) + U(x)−1eiθ¯/NfM
])}
. (2.126)
If we separate the constant mode U0 from U(x) by the ansatz
U(x) = U0 exp
(
iξ(x)
)
(2.127)
with
∫
d4x ξ(x) = 0 and U0 = exp(iξ0), we can absorb θ in U0 by
pi0 → p˜i0 = pi0 − θ
Nf
(
1Nf 0
0 0
)
, (2.128)
where pi0 is the constant mode of the pion fields in the fermionic quark sector of ξ0. To avoid
confusion with (2.122) we mention that the matrix in (2.128) has dimension Nf +Nv. Note that we
absorb the θ-angle only in the sea sector of the theory. This yields
Zν =
∫
d[U ] Sdetν(U0) exp
{
−
∫
d4x
(
F 2
4
Str
[∇ρU(x)−1∇ρU(x)]
− Σ
2
Str
[
M †U(x) + U(x)−1M
])}
, (2.129)
where the integration manifold for the constant mode is changed from (2.93) to
ξ0 =
(
p˜i0 κ¯
T
0
κ0 ipi
′
0
)
+
iϕ0√
(Nf+Nv)NvNf
(
Nv 1Nf+Nv 0
0 (Nf+Nv)1Nv
)
, (2.130)
in which p˜i0 now generates U(Nf + Nv) instead of SU(Nf + Nv)3 while pi′0, κ¯0, κ0, and ϕ0 are
defined in the same way as their counterparts in Eq. (2.93). Note that this parametrization of the
constant mode is different from the parametrization used previously in the literature [10, 11]. In
section 3.3 we show that this parametrization is consistent with the universality of QCD at small
quark masses.
2.4 The effective theory in a finite volume
In the remainder of this thesis the fields shall be confined to a box of volume V = L0L1L2L3. The
temporal extent of the box is given by L0, and thus the temperature of the system is T = 1/L0.
Note that hadronic states h of mass mh enter the Euclidean partition function of QCD approxi-
mately as
Z =
∑
h
exp[−mhL0] . (2.131)
The pseudo-NG particles dominate the theory if
exp[−∆mL0] 1 , (2.132)
where ∆m is the mass gap between the pseudo-NG particles and the next heavier hadrons of QCD.
Therefore the low-energy effective theory can be applied if
T  ∆m. (2.133)
3 The addition of 1Nf to the generators of SU(Nf + Nv) suffices to generate U(Nf + Nv). The normalization of θ in
Eq. (2.128) yields the correct integration domain.
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Boundary conditions
The quark fields of QCD have to be anti-periodic in the temporal dimension so that the partition
function describes the physical system at finite temperature T . The boundary conditions in the spatial
dimensions are arbitrary.
Let us consider the general case of boundary conditions defined by
Ψ¯i(x+ lµ) = (siµ)
∗Ψ¯i(x) , Ψi(x+ lµ) = siµΨi(x) , (2.134)
where siµ ∈ C, (lµ)ν = Lµδµν , i = 1, . . . , Nf + 2Nv, and µ, ν = 0, 1, 2, 3. Therefore the pseu-
doscalar (PS) and scalar (S) correlators
χPSij (x) =
〈
Ψ¯i(x)γ5Ψj(x)Ψ¯(0)γ5Ψ(0)
〉
, χSij(x) =
〈
Ψ¯i(x)Ψj(x)Ψ¯(0)Ψ(0)
〉
(2.135)
satisfy
χ
PS/S
ij (x+ l
µ) = (siµ)
∗sjµ χ
PS/S
ij (x) . (2.136)
We use
χ
PS/S
ij (x) = (−1)εi(1+εj)
[
δ
δ(MRL(x))ij
∓ δ
δ(MLR(x))ij
]
×
∑
k
[
δ
δ(MRL(0))kk
∓ δ
δ(MLR(0))kk
]
Z , (2.137)
where the upper (lower) sign is for the pseudoscalar (scalar) case, to calculate χPS/S in the effective
theory. The contribution of MLR and MRL to the leading-order Lagrangian of Eq. (2.120) is
LM = −Σ2 Str
[
MLR(x)U(x) +MRL(x)U(x)−1]
]
, (2.138)
and therefore
χPSij (x) =
Σ2(−1)εiεj
4
〈
(U(x)ji − U(x)−1ji ) Str
[
U(0)− U(0)−1]〉
= −Σ2(−1)εiεj
〈
[sin ξ(x)]ji Str [sin ξ(0)]
〉
,
χSij(x) =
Σ2(−1)εiεj
4
〈
(U(x)ji + U(x)−1ji ) Str
[
U(0) + U(0)−1
]〉
= Σ2(−1)εiεj
〈
[cos ξ(x)]ji Str [cos ξ(0)]
〉
, (2.139)
where
U(x) = exp[iξ(x)] . (2.140)
We conclude that χPS/Sij has to obey the same boundary conditions as the (j, i)-component of any
odd/even power of ξ. If all quark flavors obey the same boundary conditions4, i.e.,
siµ = sµ , (2.141)
4One can also consider more complex scenarios, see, e.g., Refs. [25, 26].
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we find
χij(x+ lµ) = |sµ|2χij(x) . (2.142)
The boundary conditions of ξ are therefore defined by
sin(ξ(x+ lµ)) = |sµ|2 sin(ξ(x)) , cos(ξ(x+ lµ)) = |sµ|2 cos(ξ(x)) , (2.143)
see Eq. (2.139). This can only be satisfied for
U(x+ lµ) = U(x) , |sµ| = 1 , (2.144)
i.e., the fields ξ are periodic in all four dimensions.
Finite-volume Lagrangian
At finite volume the effective Lagrangian may contain terms that break Lorentz invariance but vanish
in the infinite-volume limit such as
(∇2U−1∇2U)/L21 . (2.145)
It was shown in Ref. [27] for ordinary QCD without bosonic quarks that the leading-order Lagrangian
defined in Eq. (2.120) is not modified by terms such as (2.145). For higher orders in M , U , and
∇µU the following argument can be made. The only modifications of a theory at finite temperature,
in terms of the Euclidean partition function, are appropriate boundary conditions for the fields in
temporal direction. Therefore low-energy constants are not allowed to depend on temperature. This
excludes all terms which depend on L0. If the boundary conditions for the fields of QCD are chosen
in the same way for all four dimensions, the system has a permutation symmetry that forbids the
dependence on L1, L2, L3 as well. In such a setup the Lagrangian at finite volume is equal to
the infinite-volume Lagrangian. The only dependence on the volume arises from the finite-volume
propagators of fields ξ.
Systematic finite-volume expansion
Let us redefine the NG manifold with a different normalization of the fields by
U(x) = U0 exp
(
i
√
2
F
ξ(x)
)
, (2.146)
where ξ is defined in Eq. (2.93), and U0 is defined below. We expand the leading-order Lagrangian
of Eq. (2.120) with Rµ = Lµ = 0 to second order in ξ and find
exp
[
−
∫
d4xL
]
= exp
[−S1 − S2 − S3 +O(ξ3)] (2.147)
with
S1 =
1
2
∫
d4x Str
[
∂ρξ(x)∂ρξ(x)
]
,
S2 =
Σ
2F 2
∫
d4x Str
[
M †U0ξ(x)2 + ξ(x)2U−10 M
]
,
S3 = −V Σ2 Str
[
M †U0 + U−10 M
]
. (2.148)
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We separate the constant mode of ξ in U0, and thus
∫
d4x ξ(x) = 0. The lowest momenta in S1
contribute as
∂ρξ(x) ∝ 1
Lρ
ξ(x) (2.149)
and suppress fluctuations of ξ with
√
V ξ2  1, so that
√
V ξ2 = O(1) . (2.150)
We express U0 in terms of its algebra as
U0 = exp
(
i
√
2
F
ξ0
)
, (2.151)
expand U0 to second order in ξ0, and find
S3 = −V Σ2 Str
[
M † +M
]− i V Σ√
2F
Str
[
(M † −M)ξ0]
+
V Σ
2F 2
Str
[
(M † +M
)
ξ20 ] +O(ξ30) . (2.152)
Therefore S3 suppresses fluctuations in ξ0 with
mΣV ξ20
F 2
 1 , (2.153)
and we can count
mΣV ξ20
F 2
= O(1) , (2.154)
where m is a typical quark mass. For mΣV  1 the constant mode U0 stays close to 1. In this case
S2 leads to a suppression for ξ, and
mΣV ξ2
F 2
= O(1) . (2.155)
Therefore we can treat ξ0 on the same footing as ξ, i.e., we can treat U0 perturbatively as well.
Equations (2.150) and (2.155) can be combined to
mΣ
√
V
F 2
= O(1) . (2.156)
Note that we can identify the pion mass mpi from S2 with
m2pi =
2mΣ
F 2
. (2.157)
This is the well-known Gell-Mann–Oakes–Renner relation. In terms of the pion mass Eq. (2.156)
states that
√
V m2pi = O(1) . (2.158)
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mΣV constant mode propagator
p expansion  1 perturbative massive
mixed expansion ≥ 1 non-perturbative massive
ε expansion O(1) non-perturbative massless
Table 2.1: Systematic finite-volume expansions.
We conclude that a consistent power counting is given by
ξ4 ∼ 1
V
∼ m2 ∼ ∂4ρ ∼ p4 . (2.159)
The corresponding systematic expansion in powers of p is the p expansion introduced in Ref. [28].
If we use Eq. (2.159) and treat U0 non-perturbatively, we obtain the mixed expansion introduced
in Ref. [24]. This expansion interpolates between mΣV  1 and mΣV = O(1).
In the case of mΣV = O(1) we have to treat U0 non-perturbatively, see Eq. (2.154). There is no
suppression due to the mass term S2 since U0 has an arbitrary phase. A consistent power counting in
this case is given by
ξ4 ∼ 1
V
∼ m ∼ ∂4ρ ∼ ε4 . (2.160)
The corresponding systematic expansion in powers of ε is the ε expansion introduced in Ref. [29].
Note that the mass term is of order ε2, while the kinetic term is of order ε0. Therefore the mass of
the fields ξ is treated as a perturbation, and the fields ξ have a massless propagator. We summarize
the different expansions in Tab. 2.1.
2.5 Invariant integration
In this section we calculate the invariant integral measure for the parametrization
U(x) = U0U1 = exp [iϕ] exp [iξ(x)]
= exp [iϕaλa] exp [iξa,nλagn(x)] (2.161)
to second order in ξ(x). We restrict the discussion to fermionic quarks for simplicity. The matrices
λa with a = 1, . . . , (N2f − 1) span the group algebra of SU(Nf ). They are traceless and Hermitian
and satisfy
Trλaλb = Cδab , [λa, λb] = ihabcλc ,
hacdhbcd = 2NfCδab (2.162)
with C ∈ C and habc ∈ R. The functions gn(x) form a basis of periodic functions on a 4-torus with∫
d4x gn(x) = 0 , (2.163)
and the coefficients ξa,n and ϕa are the coordinates on the group manifold.
In order to avoid formal manipulations we work on a discretized spacetime with N points in each
dimension and choose the basis of the discrete Fourier transform
gpn = e
2pii~n·~p/N (2.164)
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with
1
N4
∑
p
gpn
∗gpm = δmn , (2.165)
where p1, . . . , p4 = 1, . . . , N and n1, . . . , n4 = 1, . . . , N . We therefore replace
gn(x)→ gpn , ξ(x)→ ξp . (2.166)
Note that
g∗n = gN˜−n , ξ
a,n∗ = ξa,N˜−n , (2.167)
where N˜ = (N,N,N,N). Furthermore ξa,N˜ = 0 due to Eq. (2.163). The variable transforma-
tion from complex ξa,n to independent real degrees of freedom is orthogonal. Therefore it suffices
to calculate the invariant measure w.r.t. the complex degrees of freedom ξa,n and to treat them as
independent variables.
The line element
ds2 =
1
N4
∑
p
Tr[dU−1p dUp] =
1
N4
∑
p
Tr[dU †pdUp] (2.168)
is invariant under Eq. (2.107). Therefore the corresponding volume element is also invariant under
Eq. (2.107). We use the ansatz
ds2 =
(
dϕ† dξ†
)
G
(
dϕ dξ
)T
, (2.169)
where dϕ and dξ are infinitesimal vectors corresponding to the coordinates ϕa and ξa,n. The matrix
G =
(
Gpp Gpx
(Gpx)† Gxx
)
(2.170)
is determined below. The corresponding volume element is given by
d[U ] =
√
detG
∏
a
dϕa
∏
b,n
dξb,n . (2.171)
We use the identity
det
(
A B
B† C
)
= det(A) det(C −B†A−1B) (2.172)
to separate the invariant measure d[U0] of the collective coordinates ϕa,
d[U ] =
[√
det(Gpp)
∏
a
dϕa
]√
det(Gxx − (Gpx)†(Gpp)−1Gpx)
∏
b,n
dξb,n
= d[U0]
√
det(Gxx − (Gpx)†(Gpp)−1Gpx)
∏
b,n
dξb,n . (2.173)
We separate the trace of infinitesimals as
Tr(dU †dU) = Tr((dU0U1 + U0dU1)†(dU0U1 + U0dU1))
= Tr(δU †0δU0 + δU
†
0δU1 + δU
†
1δU0 + δU
†
1δU1) , (2.174)
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where
δU0 = U
†
0dU0 , δU
†
0 = dU
†
0U0 ,
δU1 = dU1U
†
1 , δU
†
1 = U1dU
†
1 . (2.175)
The three independent components are calculated below. We expand
δU1 = dU1U
†
1 = [U1(ξ
a,n + dξa,n)− U1(ξa,n)]U1(ξa,n)† (2.176)
to leading order in dξ and to second order in ξ and calculate
ds2xx =
1
CN4
∑
p
Tr
[
δU †1δU1
]
= dξa,ndξb,m
∗
Gxxa,n;b,m , (2.177)
where
Gxxa,n;b,m = δnmδab −
1
12N4
ξd,jξc,ihaedhbec
∑
p
gpng
p
j g
p
i g
p
m
∗ . (2.178)
The variation δU0 lives in the algebra of SU(Nf ), and thus
δU0 = m(ϕa)bcλbdϕ
c (2.179)
with unknown coefficients mbc that depend on the coordinates ϕ
a. In terms of mbc we find
ds2px =
1
CN4
∑
p
Tr
[
δU †1δU0
]
= dξb,mdϕiGpxi;b,m ,
ds2pp =
1
CN4
∑
p
Tr
[
δU †0δU0
]
= dϕadϕcGppac , (2.180)
where
Gpxi;a,n =
i
2
hajbm
j
i ξ
∗
b,n , G
pp
ab = m
c
b
∗mca = −(MTM)ab , (2.181)
Mab = mab , and we used that m
b
a
∗ = −mba. We combine the contributions of δU0 in[
(Gpx)†(Gpp)−1Gpx
]
a,n;b,m
=
1
4
δynδxmξ
∗
c,xξ
d,yhcblhdal . (2.182)
Note that the dependence on M has canceled. Therefore[
Gxx − (Gpx)†(Gpp)−1Gpx)]
a,n;b,m
= δnmδab − ξ∗c,iξd,jhaedhbec
[
1
12
1
N4
∑
p
gpng
p
j g
p
i
∗
gpm
∗ +
1
4
δjnδim
]
. (2.183)
We use the identity
det(1+εM) = 1 + εTrM +O(ε2) (2.184)
43
Chapter 2 Construction of the low-energy effective theory of QCD
and expand the determinant to second order in ξ. The result is given by
J (ξ) =
√
det [Gxx − (Gpx)†(Gpp)−1Gpx)]
= 1−Nf
[
1
12
N4 +
1
6
](
1
N4
∑
p
Tr ξ2p
)
, (2.185)
and therefore
d[U ] = d[U0]J (ξ)
∏
b,n
dξb,n . (2.186)
Note that the measure contains a term proportional to N4. This power divergence is absent if the
calculation is performed in dimensional regularisation, see Refs. [30, 31].
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The epsilon expansion
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Chapter 3
The universal limit
To leading order in the ε expansion, the partition function of the effective theory is defined by two
low-energy constants Σ and F , which are of great phenomenological importance. In this chapter we
show that the partition function of the low-energy effective theory to lowest order in the ε expansion
is equal to the partition function of the chiral unitary ensemble of random matrix theory (RMT). We
can therefore determine the low-energy constants by fitting analytical results from RMT to numerical
data for the eigenvalue spectrum of the Dirac operator obtained from lattice QCD simulations. In
chapters 4 and 5 we calculate the effect of the finite volume on the distribution of eigenvalues. In
chapter 6 we use data obtained from lattice QCD simulations of JLQCD [32] to determine Σ and F .
3.1 The effective theory to leading order in ε
In this section we calculate the partition function of the effective theory to leading order in ε. We
restrict the vector sources Lµ and Rµ to the case of imaginary chemical potential, see Eq. (2.99).
In this case the corresponding Dirac operator is anti-Hermitian and can therefore be calculated effi-
ciently in lattice QCD simulations, see Refs. [33, 34]. For nonzero imaginary chemical potential the
Lagrangian of the effective theory is given by
L = F
2
4
Str
[∇ρU(x)−1∇ρU(x)]− Σ2 Str [M †U(x) + U(x)−1M] (3.1)
with
∇ρU(x) = ∂ρU(x)− iδρ0[C,U(x)] , (3.2)
where C = diag(µ1, . . . , µNf , µv1, . . . , µvNv , µ
′
v1, . . . , µ
′
vNv
), and iµi is the imaginary chemical
potential of quark flavor i. We use the ε expansion power counting defined in Eq. (2.160) and count
µ ∼ ε2 , (3.3)
so that the kinetic term and the chemical potential term in ∇ρU are of the same order. To leading
order in ε2 the Lagrangian is given by
L0 = 12 Str
[
∂ρξ(x)∂ρξ(x)
]− Σ
2
Str
[
M †U0 + U−10 M
]
− F
2
4
Str [C,U−10 ][C,U0] . (3.4)
The partition function for fixed topological charge ν to the same order in ε is
Zν =
∫
d[U0] Sdetν(U0) exp
(
−
∫
d4xL0
)
. (3.5)
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We observe that the dependence on F is only non-trivial if C is not diagonal. One possible choice
that leads to a non-trivial coupling to F is a vanishing chemical potential for the sea quarks and a
nonzero chemical potential for the valence quarks. In this setup one can use existing lattice QCD
configurations that were generated without chemical potential.
3.2 The partition function of chiral random matrix theory
Equation (3.4) shows that only the constant mode U0 couples to the external sources C and M to this
order in ε, and thus the low-energy effective theory is zero-dimensional. Therefore it is described by
chiral random matrix theory [35, 36, 37, 38]. In this section we introduce the corresponding chiral
unitary ensemble with imaginary chemical potential defined by
Zν =
∫
d[V ]d[W ]
[ Nf∏
f=1
det(D(µrf ) +m
r
f )
][
Nv∏
i=1
det(D(µrvi +m
r
vi)
det(D(µ′rvi +m
′r
vi)
]
× exp
[
−N Tr(W †W + V †V )
]
, (3.6)
where mr1, . . ., m
r
Nf
(µr1, . . ., µ
r
Nf
) are the masses (chemical potentials) of the sea quarks, mrv1, . . .,
mrvNv (µ
r
v1, . . ., µ
r
vNv
) are the masses (chemical potentials) of the fermionic valence quarks, andm′rv1,
. . ., m′rvNv (µ
′r
v1, . . ., µ
′r
vNv
) are the masses (chemical potentials) of the bosonic valence quarks, see
Refs. [34, 39] and Ref. [40] for the case of real chemical potential. The integral is over the real and
imaginary part of the elements of the complex N × (N + ν) matrices W and V . The matrix Dirac
operator is defined by
D(µrf ) =
(
0 iV + iµrfW
iV † + iµrfW
† 0
)
(3.7)
which has ν zeromodes. Therefore ν is interpreted as the topological charge. Note that mrf and µ
r
f
are dimensionless quantities. They have to be mapped to physical quantities by comparison with the
low-energy effective theory of QCD. It was shown in Ref. [39] that in the limit N → ∞ Eq. (3.6)
can be written as
Zν =
∫
Gˆl(Nf+Nv |Nv)
d[U ] Sdet(U)ν exp
[
−N Str [Mr(U + U−1)]]
× exp
[
−N Str [CrUCrU−1]] , (3.8)
where Mr = diag(mr1, . . ., m
r
Nf
, mrv1, . . ., m
r
vNv
, m′rv1, . . ., m′rvNv), and Cr = diag(µ
r
1, . . ., µ
r
Nf
,
µrv1, . . ., µ
r
vNv
, µ′rv1, . . ., µ′rvNv). In Sec. 3.3 we show for Cr = 0 that the integral over Gˆl used
previously in the literature [10, 11] is equal to the integral over U0 defined in Sec. 2.3. Therefore we
match Eq. (3.8) with Eqs. (3.4) and (3.5) and find
mˆf = mfV Σ = 2Nmrf , µˆ
2
f = µ
2
fF
2V = 2N(µrf )
2 , (3.9)
where f denotes an arbitrary quark flavor. Note that Refs. [34] and [39] use a different notation for
the dimension of the matrix Dirac operator. We observe that the low-energy constants Σ and F appear
in random matrix theory only as the scales of the masses and chemical potentials. The quantities mˆf
and µˆf are often referred to as microscopic scaling quantities due to the limit N →∞.
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In the following we show that the integral over the parametrization of U0 described in Sec. 2.3 is
equal to the integral over Gˆl used previously in the literature [10, 11]. This proof is published in
Ref. [22]. For simplicity we restrict ourselves to the case of vanishing imaginary chemical potential,
C = 0. The leading-order partition function for fixed topological charge ν is given by
Zν =
∫
d[U0] Sdetν(U0) exp
(
ΣV
2
Str
[
M †U0 + U−10 M
])
, (3.10)
where the integration manifold is specified in Eq. (2.130). There are different methods to calculate
integrals over supermanifolds, see, e.g., [41, 42, 43]. In our case it is sufficient to choose an explicit
parametrization and reduce the integral to ordinary group integrals. For convenience we use a slightly
different notation and calculate
Zν =
∫
d[U ] Sdetν(U) exp
(
Str
[
M †U + U−1M
])
(3.11)
with integration manifold given by
U =
(
V eNvϕ 0
0 V ′e(Nf+Nv)ϕ
)
exp
(
0 κ¯T
κ 0
)
= UcUg , (3.12)
where V ∈ U(Nf +Nv), V ′ ∈ Gl(Nv)/U(Nv) with detV ′ = 1, and ϕ ∈ R. Thus we have
SdetU = detV = eiθ (3.13)
with θ ∈ [0, 2pi). This is the zero-mode integral following from the parametrization used in the
perturbative calculation above. In the literature a similar integral was computed to determine the
static limit of the low-energy effective theory [10, 11] that amounts to replacing Uc by
Uc →
(
V 0
0 V ′eϕ/Nv
)
. (3.14)
Note first that a parametrization such as U = UcUg above leads to factorization of the corresponding
measure as
d[U ] = d[Uc]d[Ug] . (3.15)
This is due to the fact that the invariant length element is
ds2 = Str [dUd(U−1)] = Str [dUcd(U−1c ) + dUgd(U
−1
g )− 2U−1c dUcdUgU−1g ]
= Str [dUcd(U−1c ) + dUgd(U
−1
g )] (3.16)
since
dUgU
−1
g =
(
0 dκ¯T
dκ 0
)
, (3.17)
U−1c dUc is block diagonal, and therefore
Str[U−1c dUcdUgU
−1
g ] = 0 . (3.18)
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In both parametrizations the measure of V , V ′, and ϕ also factorizes. Thus
d[U ] = d[Ug]d[V ]d[V ′]dϕ (3.19)
in both cases. Note that this parametrization has no contributions from Efetov-Wegner terms, as was
discussed in a special case in the literature [11]. Introducing the short-hand notation
UgM
† =
(
Xff Xfb
Xbf Xbb
)
, MU−1g =
(
Yff Yfb
Ybf Ybb
)
, (3.20)
we find for the first parametrization
Str [M †U +MU−1] = Str [M †UcUg +MU−1g U
−1
c ] = Str [UcX + U
−1
c Y ]
= Tr
[
V eNvϕXff − V ′e(Nf+Nv)ϕXbb + V −1e−NvϕYff − V ′−1e−(Nf+Nv)ϕYbb
]
. (3.21)
Next we use a result of [44],∫
U(p)
d[U ] detν(U) exp
[
Tr(AU +BU−1)
]
= cp det(BA−1)ν/2
det
[
µj−1i Iν+j−1(2µi)
]
∆(µ2)
, (3.22)
where cp is a constant, ∆(µ2) is the Vandermonde determinant, and the µ2i are the eigenvalues of
AB. Thus the integral over V results in
e−Nv(Nf+Nv)νϕ det(YffX−1ff )
ν/2 det
[
µj−1i Iν+j−1(2µi)
]
∆(µ2)
(3.23)
with µ2i the eigenvalues of XffYff. In the second parametrization we find
Str [M †U +MU−1] = Tr
[
V Xff − V ′eϕ/NvXbb + V −1Yff − V ′−1e−ϕ/NvYbb
]
. (3.24)
Note that in this parametrization we also have an additional factor of e−ϕν from the superdeterminant.
Thus the integral over V leads to
e−νϕ det(YffX−1ff )
ν/2 det
[
µj−1i Iν+j−1(2µi)
]
∆(µ2)
(3.25)
with µ2i already defined above. Now we let ϕ→ ϕNv(Nf +Nv) in order to have the same prefactor
of V ′ and V ′−1 in the supertrace. In both parametrizations the resulting integral is∫
d[Ug]d[V ′]
∫ ∞
−∞
dϕ e−νϕ(Nf+Nv)Nv det(YffX−1ff )
ν/2 det
(
µj−1i Iν+j−1(2µi)
)
∆(µ2)
× exp
(
−Tr
[
V ′e(Nf+Nv)ϕXbb + V ′−1e−(Nf+Nv)ϕYbb
])
. (3.26)
This completes the matching with Refs. [10, 11] and is sufficient to show that the parametrization of
the NG manifold used in this thesis leads to the correct universal limit.
In order to extend this proof to the general case of C 6= 0 we would need to calculate the group
integral ∫
U(p)
d[U ] detν(U) exp
[
Tr(AU +BU−1) + Tr(DUDU−1)
]
, (3.27)
where A, B, and D are arbitrary complex p× p-matrices. This, however, is beyond the scope of this
thesis.
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The vacuum expectation value of an operator O in QCD is given by
〈O〉 = 1
Z
∫
d[A] d[Ψ¯Ψ]O e−SYM−
R
d4x Ψ¯( /D+M)Ψ , (3.28)
where the Dirac operator /D, the mass matrix M , and the fields Ψ¯, Ψ are defined in Sec. 2.2. The
spectral density (or one-point function) of the Dirac operator /D can be related to the trace of the
Dirac propagator with imaginary mass,
ρ(λ) =
〈
Tr δ( /D − iλ)〉 = lim
ε→0
1
pi
Re
〈
Tr( /D − iλ+ ε)−1〉 . (3.29)
In order to calculate the Dirac propagator with mass iλ we need to introduce a valence quark with
mass iλ to the theory. In other words, the flavor corresponding to mass iλ has to be quenched.
A relatively simple method to obtain such a partially quenched theory is to introduce n replicated
flavors in the unquenched theory and then to analytically continue in the discrete number of quark
flavors to zero. This replica trick was first used in the theory of disordered systems [45]. It is
well known that the replica trick fails for some observables since the analytic continuation from an
isolated set of points is not uniquely defined [46]. Recently important progress has been made in the
understanding of how to make the replica trick work [47, 48], and several publications have used the
replica trick for perturbative calculations while borrowing exact result for the non-perturbative part
of the theory from RMT [49, 50, 51, 24].
In this thesis we use an alternative way to obtain the partially quenched theory that does not suffer
from the potential problems of the replica trick and can therefore be used to check and extend previous
results. The additional bosonic quarks introduced in Sec. 2.2 allow for the discussion of valence
quarks with arbitrary mass. A single Dirac propagator with massm can be obtained from the partition
function of Sec. 2.2 with Nv = 1 by〈
Tr( /D +m)−1
〉
=
∂
∂mv
logZ(m1, . . . ,mNf ;mv,m
′
v)
∣∣∣∣
mv=m′v=m
. (3.30)
Analogously, higher-order spectral correlation functions can be obtained using Nv = k, where k is
the desired order. From these k-point functions we can also compute individual eigenvalue distribu-
tions [52].
The partition function without chemical potential
The partition function of Eq. (3.6) without chemical potential was calculated explicitly in the limit of
N →∞ in Refs. [48, 53]. The result is given by
Z =
det(Q)
∆(mˆ21, . . . , mˆ
2
Nf
, mˆ2v1, . . . , mˆ
2
vNv
)∆((mˆ′v1)2, . . . , (mˆ′vNv)
2)
, (3.31)
where mˆf with arbitrary flavor f is defined in Eq. (3.9), Kν and Iν are modified Bessel functions and
∆(x1, . . . , xn) is the Vandermonde determinant
∆(x1, . . . , xn) =
∏
j>i
(xj − xi) . (3.32)
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xˆ
ρ(xˆ)
0 2 4 6 8
0.1
0.2
0.3
0.4
Figure 3.1: Spectral density for Nf = 0.
The matrix Q is defined as
Q =

K0(mˆ′v1) −mˆ′v1K1(mˆ′v1) (mˆ′v1)2K2(mˆ′v1) . . .
...
...
...
K0(mˆ′vNv) −mˆ′vNvK1(mˆ′vNv) (mˆ′vNv)2K2(mˆ′vNv) . . .
I0(mˆ1) mˆ1I1(mˆ1) (mˆ1)2I2(mˆ1) . . .
...
...
...
I0(mˆNf ) mˆNf I1(mˆNf ) (mˆNf )
2I2(mˆNf ) . . .
I0(mˆv1) mˆv1I1(mˆv1) (mˆv1)2I2(mˆv1) . . .
...
...
...
I0(mˆvNv) mˆvNvI1(mˆvNv) (mˆvNv)2I2(mˆvNv) . . .

. (3.33)
The partition function for Nf = 0 and Nv = 1 is thus given by
Z = mˆvK0(mˆ′v)I1(mˆv) + mˆ
′
vK1(mˆ
′
v)I0(mˆv) , (3.34)
where we used the identities
∂mˆmˆ
νIν(mˆ) = mˆνIν−1(mˆ) , ∂mˆmˆνKν(mˆ) = −mˆνKν−1(mˆ) . (3.35)
Therefore
∂mˆvZ
∣∣
mˆ′v=mˆv
= mˆv(K0(mˆv)I0(mˆv) +K1(mˆv)I1(mˆv)) (3.36)
and
ρ(xˆ) =
1
pi
Re ∂mˆvZ
∣∣
mˆ′v=mˆv=−ixˆ+ε =
xˆ
2
(J0(xˆ)2 + J1(xˆ)2) , (3.37)
where Jν is the Bessel function of the first kind. We plot the spectral density ρ(xˆ) in Fig. 3.1.
Eigenvalue shift due to chemical potential
The eigenvalue correlation functions for the random matrix model defined by Eqs. (3.6) and (3.7) in
the limit of N →∞ were calculated by Akemann et al. [34]. In this section we consider the case of
Nf = 2, Nv = 2, and
mˆv1 = mˆ′v1 = −ixˆ+ ε , mˆv2 = mˆ′v2 = −iyˆ + ε ,
mˆ1 = mˆu , mˆ2 = mˆd ,
µˆ1 = µˆ2 = µˆv1 = µˆ′v1 = 0 , µˆv2 = µˆ
′
v2 = δˆ . (3.38)
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In other words we consider the case of two sea quarks u and d with masses mˆu and mˆd at zero
chemical potential and eigenvalues xˆ at zero chemical potential and yˆ at chemical potential δˆ. We
define the two-point correlator
ρ
(2)
(1,1)(xˆ, yˆ) =
〈∑
n,m
δ(xˆ− λˆn(µˆ = 0))δ(yˆ − λˆm(µˆ = δ))
〉
, (3.39)
where λˆn = 2Nλn and the sum is over all eigenvalues λn of the matrix Dirac operator at chemical
potential µˆ = 0 and µˆ = δˆ. This correlator allows for a discussion of the shift of Dirac eigenvalues
due to the imaginary chemical potential δˆ. Equation (3.39) is calculated in Ref. [34]. The result is
given by
ρ
(2)
(1,1)(xˆ, yˆ) = xˆ yˆ det
[
Jν(imˆu) imˆuJν+1(imˆu)
Jν(imˆd) imˆdJν+1(imˆd)
]−2
× det
[
Υ11 Υ12
Υ21 Υ22
]
, (3.40)
where
Υ11 =
∣∣∣∣∣∣
I0(xˆ, imˆu) Jν(imˆu) imˆuJν+1(imˆu)
I0(xˆ, imˆd) Jν(imˆd) imˆdJν+1(imˆd)
I0(xˆ, xˆ) Jν(xˆ) xˆJν+1(xˆ)
∣∣∣∣∣∣ ,
Υ12 =
∣∣∣∣∣∣
I0(xˆ, imˆu) Jν(imˆu) imˆuJν+1(imˆu)
I0(xˆ, imˆd) Jν(imˆd) imˆdJν+1(imˆd)
−I˜−(xˆ, yˆ) e−δˆ2/2Jν(yˆ) e−δˆ2/2Gν(yˆ, δˆ)
∣∣∣∣∣∣ , (3.41)
and
Υ21 =
∣∣∣∣∣∣
I+(yˆ, imˆu) Jν(imˆu) imˆuJν+1(imˆu)
I+(yˆ, imˆd) Jν(imˆd) imˆdJν+1(imˆd)
I+(yˆ, xˆ) Jν(xˆ) xˆJν+1(xˆ)
∣∣∣∣∣∣ ,
Υ22 =
∣∣∣∣∣∣
I+(yˆ, imˆu) Jν(imˆu) imˆuJν+1(imˆu)
I+(yˆ, imˆd) Jν(imˆd) imˆdJν+1(imˆd)
I0(yˆ, yˆ) e−δˆ2/2Jν(yˆ) e−δˆ2/2Gν(yˆ, δˆ)
∣∣∣∣∣∣ (3.42)
with
I0(xˆ, yˆ) = 1
2
∫ 1
0
dt Jν(xˆ
√
t)Jν(yˆ
√
t)
=
xˆJν+1(xˆ)Jν(yˆ)− yˆJν+1(yˆ)Jν(xˆ)
xˆ2 − yˆ2 ,
I±(xˆ, yˆ) = 1
2
∫ 1
0
dt e±δˆ
2t/2Jν(xˆ
√
t)Jν(yˆ
√
t) ,
I˜−(xˆ, yˆ) = 1
δˆ2
exp
(
− xˆ
2 + yˆ2
2δˆ2
)
Iν
(
xˆyˆ
δˆ2
)
− I−(xˆ, yˆ) ,
Gν(yˆ, δˆ) = yˆJν+1(yˆ) + δˆ2Jν(yˆ) . (3.43)
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In the limit of small chemical potential δˆ2  1 the term proportional to δˆ−2 in I˜− dominates.
Furthermore, we can perform a large argument expansion of the Bessel function in I˜− and ignore all
terms of order δˆ2, so that
ρ
(2)
(1,1)(xˆ, yˆ) = Hν(xˆ, yˆ, mˆu, mˆd)
1√
2piδˆ2
exp
(
−(xˆ− yˆ)
2
2δˆ2
)
, (3.44)
where
Hν(xˆ, yˆ, mˆu, mˆd) =
√
xˆyˆ
∣∣∣∣∣∣
I0(yˆ, imˆu) Jν(imˆu) imˆuJν+1(imˆu)
I0(yˆ, imˆd) Jν(imˆd) imˆdJν+1(imˆd)
I0(yˆ, xˆ) Jν(xˆ) xˆJν+1(xˆ)
∣∣∣∣∣∣
det
[
Jν(imˆu) imˆuJν+1(imˆu)
Jν(imˆd) imˆdJν+1(imˆd)
] . (3.45)
Note that the prefactor Hν is independent of δˆ. Let us define a correlator that measures the shift of
the eigenvalues due to the chemical potential δˆ up to a cutoff xˆc,
Pd(dˆ, xˆc) =
∫ xˆc
0
dxˆ ρ
(2)
(1,1)(xˆ, xˆ+ dˆ)
= H˜ν(dˆ, xˆc, mˆu, mˆd)
1√
2piδˆ2
exp
(
− dˆ
2
2δˆ2
)
(3.46)
with
H˜ν(dˆ, xˆc, mˆu, mˆd) =
∫ xˆc
0
dxˆ Hν(xˆ, xˆ+ dˆ, mˆu, mˆd) . (3.47)
The Gaussian factor peaks strongly at dˆ = 0, and thus we can expand H˜ν about dˆ = 0 to linear order
in dˆ. The constant term in the expansion is fixed by the normalization∫
ddˆ Pd(dˆ, xˆc) = 1 (3.48)
for δˆ2 → 0. Without knowing the details of H˜ν we can write
Pd(dˆ, xˆc) =
1√
2piδˆ2
exp
(
− dˆ
2
2δˆ2
)
(1 + c1dˆ+O(δˆ2))
=
1√
2piδˆ2
exp
(
−(dˆ− c1δˆ
2)2
2δˆ2
+O(δˆ2)
)
, (3.49)
where only the constant c1 depends on xˆc. This quantity is well-suited to determine δˆ and therefore
F from a fit to eigenvalue spectra obtained in lattice QCD simulations, see chapter 6. For a related
discussion with imaginary isospin chemical potential we refer to Ref. [54].
Distribution of lowest eigenvalue
In Ref. [52] the distribution of the lowest Dirac eigenvalue yˆ at chemical potential µˆ was calculated
analytically. We use the notation of Ref. [52] and define
QS(yˆ, mˆ; t) =
1
2
∫ 1
0
dr er(t/2)δˆ
2
I0(
√
rt mˆ)
√
t
1− r yˆ I1(
√
(1− r)t yˆ)
+ e(t/2)δˆ
2
I0(
√
t mˆ) . (3.50)
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yˆ
P1(yˆ)
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0.1
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0.3
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Figure 3.2: Distribution of lowest Dirac eigenvalue.
The gap probability with two sea quarks at masses mˆu and mˆd is given by
E
(0+2)
0,0 (yˆ, 0) =
2 det
[
QS(yˆ, mˆu; t = 1) ∂tQS(yˆ, mˆu; t)|t=1
QS(yˆ, mˆd; t = 1) ∂tQS(yˆ, mˆd; t)|t=1
]
mˆdI0(mˆu)I1(mˆd)− mˆuI0(mˆd)I1(mˆu)
× exp
(
−1
4
yˆ2 − δˆ2
)
. (3.51)
The distribution of the lowest eigenvalue is related to the gap probability by
P1(yˆ) = −∂yˆE(0+2)0,0 (yˆ, 0) . (3.52)
In Fig. 3.2 we display P1(yˆ) for different values of µˆ and mˆu = mˆd. Note that the dependence on µˆ
and mˆu is entangled, and therefore it is not practical to use this quantity to determine both Σ and F
from a fit to numerical data. Nevertheless, the distribution of the lowest eigenvalue is well-suited to
determine the scale of yˆ for µˆ = 0 and therefore Σ, see chapter 6.
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Chapter 4
Leading-order corrections
In this chapter we account for the finite volume of lattice QCD simulations and calculate the partition
function at next-to-leading order (NLO) in the ε expansion. We thus obtain the leading-order finite-
volume corrections to the universal result of chapter 3. An important question is to what extent the
finite-volume effects in the determination of a particular quantity, such as Σ or F , are universal in the
sense that different methods used to determine this quantity give rise to the same finite-volume effects.
In general the effects of the finite volume depend on the method, see, e.g., the finite-volume effects
in the determination of F in Ref. [55]. We show that at next-to-leading order in the ε expansion the
partially quenched partition function is equal to its infinite-volume counterpart with Σ and F replaced
by effective values Σeff and Feff. Since the knowledge of the analytic form of the partially quenched
partition function suffices to determine all spectral correlation functions of the Dirac operator /D, we
find that all quantities that can be expressed in terms of spectral correlation functions of /D give rise
to the same finite-volume corrections to Σ and F . We comment on how to minimize these corrections
in lattice simulations of QCD by an optimal choice of lattice geometry.
The results of this chapter are published in Ref. [22]. A related calculation without bosonic quarks
is performed in Refs. [23, 56].
4.1 The partition function
The next-to-leading order terms in the effective Lagrangian are given by
L2 = LM2 + LC2 + LN2 (4.1)
with
LM2 =
Σ
2F 2
Str
[
M †U0ξ(x)2 + ξ(x)2U−10 M
]
, (4.2)
LC2 = −
1
2
StrU−10 CU0[ξ(x), [C, ξ(x)]]
− i
2
Str (U−10 CU0 + C)[ξ(x), ∂0ξ(x)] , (4.3)
LN2 =
1
12F 2
Str [∂ρξ(x), ξ(x)][∂ρξ(x), ξ(x)]
− 1
3
√
2F
Str U−10 [C,U0][ξ(x), [∂0ξ(x), ξ(x)]] . (4.4)
In this section we integrate out the fluctuations in ξ in order to obtain an effective finite-volume
partition function. The term LM2 couples to U0 and M and thus corrects the leading-order mass
term. In section 4.3 we discuss its effect on the low-energy constant Σ. The term LC2 couples to U0
and C and corrects the leading-order chemical potential term. Its effect on the low-energy constant
F is discussed in section 4.4. The first term in LN2 can be ignored since it does not couple to U0
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and therefore only amounts to an overall factor in the effective finite-volume partition function. The
second term in LN2 can be ignored at the order at which we are working since it does not give rise to
leading-order corrections to Σ or F .
The integration measure for the parametrization of Eq. (2.146) is of the form
d[U ] = d[U0]d[ξ]J (ξ) , (4.5)
where d[U0] is the invariant measure for the constant-mode integral, d[ξ] is the flat path integral mea-
sure of the fields ξ, and J (ξ) is the Jacobian corresponding to the change of variables of Eq. (2.146).
Since ξ does not contain constant modes, the kinetic term in Eq. (3.4) suppresses large fluctuations
in ξ, and thus the integrand vanishes at the integration boundaries of the pi- and pi′-fields. There-
fore the invariant integration measure is well-defined and there are no anomalous contributions by
Efetov-Wegner terms [16, 17]. The Jacobian must be of the form
J (ξ) = 1 +O(ε2) (4.6)
since there can be no contribution from a linear term in ξ because of
∫
d4x ξ(x) = 0. Thus, at next-
to-leading order the Jacobian only contributes an overall factor to the effective finite-volume partition
function.
4.2 The propagator
The kinetic term of the Lagrangian in terms of the fields pi, pi′, ϕ, κ¯, and κ is given by
1
2
Str [(∂ρξ)(∂ρξ)] =
1
2
Tr [(∂ρpi)(∂ρpi)] +
1
2
Tr
[
(∂ρpi′)(∂ρpi′)
]
+
1
2
Tr [(∂ρϕ)(∂ρϕ)] + (∂ρκ¯ji)(∂ρκji) . (4.7)
Since the mass termLM2 of the Lagrangian, see (4.2), is of orderO(ε2), the fields are effectively mass-
less. The massless propagator without zero modes, G¯(x), is finite in dimensional regularization [30].
In appendix A we give explicit expressions for the relevant propagators used in this chapter. For the
pion fields pi and pi′ the propagators are given by [57, 23]
〈pi(x)abpi(y)cd〉0 = G¯(x− y)
[
δadδbc − 1
Nf +Nv
δabδcd
]
,
〈
pi′(x)abpi′(y)cd
〉
0
= G¯(x− y)
[
δadδbc − 1
Nv
δabδcd
]
, (4.8)
where the average is defined by
〈O[ξ]〉0 =
∫
d[ξ]O[ξ] e−
R
d4xL0∫
d[ξ] e−
R
d4x L0 . (4.9)
For the scalar field ϕ and for the fermionic field κ the propagators are easily shown to be
〈κ¯(x)abκ(y)cd〉0 = −G¯(x− y)δacδbd ,
〈ϕ(x)ϕ(y)〉0 = G¯(x− y) . (4.10)
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Using the identities
1
Nf +Nv
+
N2v
(Nf +Nv)NfNv
=
1
Nf
,
− 1
Nv
+
(Nf +Nv)2
(Nf +Nv)NfNv
=
1
Nf
, (4.11)
we thus find the propagator of the composite field ξ to be
〈ξ(x)abξ(y)cd〉0 = G¯(x− y)
[
δadδbc(−1)εb − 1
Nf
δabδcd
]
(4.12)
with
εb =
{
0 for 1 ≤ b ≤ Nf +Nv ,
1 for Nf +Nv < b ≤ Nf + 2Nv .
(4.13)
Note that there is no explicit dependence on the number Nv of valence quarks in this propagator.
4.3 Finite-volume corrections to Σ
We now integrate out the fluctuations in the O(ε2) mass term LM2 to obtain the finite-volume correc-
tions to the leading-order mass term in L0. Using Eq. (4.12) it is straightforward to show that
〈Str[Aξ(x)Bξ(y)]〉0 = G¯(x− y)
[
StrAStrB − 1
Nf
StrAB
]
. (4.14)
By expanding the action we find that the term∫
d4x
〈
Σ
2F 2
Str
[
M †U0ξ(x)2 + ξ(x)2U−10 M
]〉
0
(4.15)
corrects the leading-order mass term in the Lagrangian,
−Σ
2
Str
[
M †U0 + U−10 M
]
, (4.16)
to
−Σ
2
[
1− N
2
f − 1
NfF 2
G¯(0)
]
Str
[
M †U0 + U−10 M
]
. (4.17)
Thus at next-to-leading order we can read off an effective low-energy constant Σeff given by
Σeff
Σ
= 1− N
2
f − 1
NfF 2
G¯(0) . (4.18)
This is the same result as previously derived for the unquenched partition function [23, 56]. Note that
the one-loop propagator G¯(0) is of the order
1
4pi
(4.19)
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and scales with
1√
V
. (4.20)
Therefore the leading-order corrections to Σ are of the order
1
4piF 2
√
V
. (4.21)
In Sec. 4.5 we discuss the magnitude of the finite-volume corrections quantitatively.
4.4 Finite-volume corrections to F
The calculation of the finite-volume corrections to F is slightly more involved. The non-vanishing
corrections to the leading-order imaginary chemical potential term are given by Eq. (4.3). We first
calculate the contribution of the first term in (4.3),
−1
2
∫
d4x
〈
Str U−10 CU0[ξ(x), [C, ξ(x)]]
〉
0
= −1
2
∫
d4x
〈
Str U−10 CU0[2ξ(x)Cξ(x)− ξ(x)2C − Cξ(x)2]
〉
0
= −V G¯(0) [(StrC)2 −Nf StrU−10 CU0C] , (4.22)
where we have used (4.14). The first term in (4.22) couples only to C2 and thus amounts only
to a prefactor in the effective finite-volume partition function. The correction to the leading-order
Lagrangian obtained from (4.22) is thus given by
G¯(0)
2
Nf Str [C,U−10 ][C,U0] . (4.23)
The contribution of the second term in (4.3) is given by
− i
2
∫
d4x
〈
Str (U−10 CU0 + C)[ξ(x), ∂0ξ(x)]
〉
0
∼ ∂0G¯(0) = 0 (4.24)
due to the symmetry G¯(x) = G¯(−x). However, the square of this term gives a nonzero contribution.
We need to calculate
−1
2
〈(
− i
2
∫
d4x Str (U−10 CU0 + C)[ξ(x), ∂0ξ(x)]
)2〉
0
=
1
8
∫
d4x
∫
d4y
〈
Str
(
Y [ξ(x), ∂0ξ(x)]
)
Str
(
Y [ξ(y), ∂0ξ(y)]
)〉
0
(4.25)
with Y = U−10 CU0 + C. After performing all relevant contractions using (4.12) we find〈
Str[Y ξ(x)ξ(x′)] Str[Y ξ(y)ξ(y′)]
〉
0
= G¯(x− x′)G¯(y − y′)
[
(StrY )2N2f − 2(StrY )2 +
1
N2f
(StrY )2
]
+ G¯(x− y)G¯(x′ − y′)
[
(StrY )2 − 2
Nf
StrY 2 +
1
N2f
(StrY )2
]
+ G¯(x− y′)G¯(x′ − y)
[
Nf StrY 2 − 2
Nf
StrY 2 +
1
N2f
(StrY )2
]
. (4.26)
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Since StrY = 2 StrC does not couple to U0 we only need to take into account the terms involving
StrY 2. We denote the irrelevant terms by “. . .” and write
(4.26) = −StrY
2
Nf
[2G¯(x− y)G¯(x′ − y′) + (2−N2f )G¯(x− y′)G¯(x′ − y)] + . . . (4.27)
We need to calculate
(∂x′0 − ∂x0)(∂y′0 − ∂y0)
〈
Str[Y ξ(x)ξ(x′)] Str[Y ξ(y)ξ(y′)]
〉
0
∣∣∣
x=x′, y=y′
= −2Nf StrY 2
[(
∂0G¯(x− y)
)(
∂0G¯(x− y)
)− (∂20G¯(x− y))G¯(x− y)]+ . . . (4.28)
Thus we find
(4.25) = −V
2
Nf StrY 2
∫
d4x
(
∂0G¯(x)
)2 + . . . , (4.29)
where we have used the fact that the propagator is periodic in time. Therefore the corrections to the
effective Lagrangian are given by
−Nf StrCU−10 CU0
∫
d4x
(
∂0G¯(x)
)2
. (4.30)
Combining (4.23) and (4.30), we find that the fluctuations correct the leading-order contribution to
the Lagrangian,
−F
2
2
Str CU−10 CU0 , (4.31)
to
−F
2
2
Str CU−10 CU0
[
1− 2Nf
F 2
(
G¯(0)−
∫
d4x
(
∂0G¯(x)
)2)]
. (4.32)
Thus at next-to-leading order we find an effective low-energy constant Feff given by
Feff
F
= 1− Nf
F 2
(
G¯(0)−
∫
d4x
(
∂0G¯(x)
)2)
. (4.33)
This again agrees with the result for the unquenched partition function [23, 56].
4.5 The optimal lattice geometry
In Fig. 4.1 we show the finite-volume corrections at NLO to the low-energy constants Σ and F as
a function of the box size L in a symmetric box. Note that the effects of the finite volume increase
with the number of sea quark flavors Nf and that, depending on Nf , a box size of 3 − 5 fm is
necessary to reduce the effects of the finite volume at NLO to about 10%. The effects are calculated
at F = 90 MeV. In Fig. 4.2 we show the effect of an asymmetric box with Nf = 2 and L = 2
fm. An important message of this figure is that the magnitude of the finite-volume corrections can be
significantly reduced by choosing one large spatial dimension instead of a large temporal dimension.
The reason for this behavior is that the chemical potential only affects the temporal direction, see
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L/fm
Σeff/Σ
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Feff/F
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1.4
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Nf = 3
Figure 4.1: Volume-dependence at NLO of the low-energy constants Σeff (left) and Feff (right) in a
symmetric box with dimensions L0 = L1 = L2 = L3 = L at F = 90 MeV.
L0/L
1 2 3 4 5
0.8
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1.2
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L3/L
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1.2
1.4 Σeff/Σ
Feff/F
Figure 4.2: Effect of an asymmetric box with parameters Nf = 2, L = 2 fm, and F = 90 MeV. We
compare a large temporal dimension L0 with L1 = L2 = L3 = L (left) to a large spatial
dimension L3 with L0 = L1 = L2 = L (right).
Eq. (3.2), and therefore breaks the permutation symmetry of the four dimensions. This manifests
itself in the propagator ∫
d4x
(
∂0G¯(x)
)2 (4.34)
which, as shown in Eq. (A.70), contains a term proportional to L20/
√
V , where L0 is the size of the
temporal dimension. This term leads to an enhancement of the corrections in case of a large temporal
dimension. Choosing instead one large spatial dimension, the finite-volume corrections are reduced,
unless the asymmetry is too large. For the parameters used in Fig. 4.2, the optimal value is L3/L ≈ 2.
This is good news. Many lattice simulations (at zero chemical potential) are performed with L1 =
L2 = L3 = L andL0 = 2L. To determine F , it suffices to introduce the imaginary chemical potential
in the valence sector. Therefore, one can take a suitable set of existing dynamical configurations
and redefine L0 ↔ L3 before adding the chemical potential. This will minimize the finite-volume
corrections for both Σ and F , at least for the parameter values chosen in Fig. 4.2. Note that this
procedure increases the temperature of the system by a factor of two. One needs to check that the
system does not end up in the chirally restored phase, in which our results no longer apply.
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Next-to-leading-order corrections
In this chapter we calculate the partition function at next-to-next-to-leading order (NNLO) in the
ε expansion. We allow for nonzero imaginary chemical potential and consider its contribution to
leading order. In this way we obtain next-to-leading-order finite-volume corrections to the low-
energy constants Σ and F . At this order 8 additional low-energy constants L1, . . . , L8 need to be
included.1 In general the low-energy constants L1, . . . , L8 are scale-dependent. We renormalize the
theory and confirm that the scale dependence of the coupling constants L1, . . . , L8 is the same as in
the ordinary p expansion [58].
At NNLO in the ε expansion there are new terms in the finite-volume effective Lagrangian that are
not present in the universal limit. We give their coefficients in terms of finite-volume propagators.
In the last section of this chapter we discuss the finite-volume corrections to Σ and F and the
coefficients of the non-universal terms in the special case of Nf = 2 and an asymmetric box. This
case is relevant for the numerical analysis of chapter 6.
A publication containing the results of this chapter is in preparation [59].
5.1 The partition function
In this section we express the partition function at NNLO in the ε expansion in terms of one-loop and
two-loop propagators. For simplicity we restrict the discussion to the sea-quark sector Nv = 0. The
terms at next-to-leading order in the Lagrangian with imaginary chemical potential, see Refs. [57]
and [58], are given by
L4 = −L1(Tr[∇µU−1∇µU ])2 − L2 Tr[∇µU−1∇νU ] Tr[∇µU−1∇νU ]
− L3 Tr[∇µU−1∇µU∇νU−1∇νU ]
+
(
2Σ
F 2
)
L4 Tr[∇µU−1∇µU ] Tr[MU−1 +M †U ]
+
(
2Σ
F 2
)
L5 Tr[∇µU−1∇µU(MU−1 +M †U)]
−
(
2Σ
F 2
)2
L6
(
Tr[MU−1 +M †U ]
)2 − (2Σ
F 2
)2
L7
(
Tr[MU−1 −M †U ])2
−
(
2Σ
F 2
)2
L8 Tr[MU−1MU−1 +M †UM †U ]−
(
2Σ
F 2
)2
H2 TrM †M , (5.1)
where H2 corresponds to a contact term that is needed in the renormalization of one-loop graphs.
The field-strength tensors defined by Lµ and Rµ are not included since they vanish in the case of
1In order to distinguish the low-energy constants L1, L2, L3 from the length of the corresponding spatial dimension, we
rename the length Li to L′i with i = 1, 2, 3 in the remainder of this chapter.
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imaginary chemical potential [58]. The invariant measure relevant to this order is given by
d[U ] = d[U0]d[ξ]
(
1− Nf
3F 2V
∫
d4xTr
[
ξ(x)2
])
, (5.2)
see Sec. 2.5. We perform the expansion in terms of fields ξ and average over the fields using computer
algebra2. The resulting expression is given in terms of the massless finite-volume propagator in
dimensional regularization defined in App. A,
G¯(x) =
1
V
∑
k 6=0
eikx
k2
, (5.3)
where the sum is over all nonzero momenta. We use the identity
∂2ρG¯(x)
∣∣
x=0
=
1
V
(5.4)
and finally express the result in terms of the propagators P1, . . . , P6 defined below.
Propagators
The relevant propagators for the partition function at NNLO are defined as
P1 = V ∂20G¯(0) , P2 =
√
V G¯(0) ,
P3 =
√
V [∂20G¯(x)]G¯(x) , P4 = G¯(x)
2 ,
P5 = [∂20G¯(x+ y)]G¯(x)G¯(y) , P6 = V [∂
2
0G¯(x)]G¯(x)
2 , (5.5)
where the integral over open spacetime coordinates x, y, and z is implied. If we impose conservation
of momentum and use
(∂L′µ)L
′
µG¯r =
2Γ(r + 1)
V
∑
k 6=0
k2µ
(k2)r+1
, (5.6)
where ∂L′µ denotes the partial derivative w.r.t. L
′
µ and no sum over µ is implied, we can relate the
one-loop propagators P1, . . . , P5 to G¯r which is defined in App. A. We find
P1 = −V2 (∂L′0)L
′
0G¯0 , P3 = −
√
V
2
(∂L′0)L
′
0G¯1 ,
P4 = G¯2 , P5 = −14(∂L′0)L
′
0G¯2 . (5.7)
For convenience we state the result of App. A explicitly as
G¯r = lim
m→0
[
1
(4pi)d/2
Γ(r − d/2)(m2)d/2−r + gr − Γ(r)
V m2r
]
,
V g0 = β0 + β1m2
√
V +
1
2
β2m
4V − log(m2
√
V )
+
V m4
2(4pi)2
(
log(m2
√
V )− 1
2
)
+O(m6) ,
gr+1 = − ∂gr
∂(m2)
(5.8)
2We use a C++ library for tensor algebra developed by the author of this thesis.
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with shape coefficients βn. We express G¯0, G¯1, and G¯2 in terms of shape coefficients and find
P1 = −12L
′
0(∂L′0)β0 +
1
4
, P2 = −β1 ,
P3 =
1
4
β1 +
1
2
L′0(∂L′0)β1 , P4 = −2λ+ β2 +
log(
√
V )
(4pi)2
,
P5 = −14P4 −
1
4
L′0(∂L′0)β2 −
2
(16pi)2
, (5.9)
where we borrow the definition of λ from Ref. [58],
λ =
1
(4pi)2
[
1
d− 4 −
1
2
[
1 + Γ′(1) + log(µ2) + log(4pi)
]]
(5.10)
with number of spacetime dimensions d. We explicitly include the dependence on the scale µ which
we define with positive mass dimension in this thesis. The two-loop propagator P6 is calculated in
Sec. 5.3. The result is given by
P6 = P r6 +
1
3
λ− 10
3
λP1 , (5.11)
where P r6 is finite and depends only on the shape of the spacetime box.
The averaged Lagrangian at NNLO in the ε expansion and to leading order in the imaginary chem-
ical potential C2 can be written as
L¯ = −Σeff
2
Tr
[
M †U0 + U−10 M
]− F 2eff
2
Tr CU−10 CU0 +
F˜ 2eff
2
Tr C2
+ L¯n(U0,M,C) , (5.12)
where L¯n contains new terms of order ε8 that are not present in the universal limit,
L¯n = Υ1F 2 Tr[C]2 + Υ2V Σ2(Tr[M †U0]2 + Tr[U−10 M ]2)
+ Υ3V Σ2(Tr[(M †U0)2] + Tr[(U−10 M)
2])
+ Υ4V Σ2 Tr[U−10 M ] Tr[M
†U0] + Υ5V Σ2 Tr[M †M ]
+ Υ6V ΣF 2 Tr[U−10 CU0C](Tr[M
†U0] + Tr[U−10 M ])
+ Υ7V ΣF 2 Tr[C(M †CU0 + U−10 CM)
+ U−10 CU0(M
†U0C + CU−10 M)]
+ Υ8V ΣF 2 Tr[C](Tr[U0{M †, C}] + Tr[U−10 {C,M}])
+ Υ9V ΣF 2 Tr[C2({U0,M †}+ {M,U−10 })]
+ Υ10V ΣF 2 Tr[C2](Tr[M †U0] + Tr[U−10 M ]) . (5.13)
In the following we express Σeff, Feff, F˜eff, and Υ1, . . . ,Υ10 in terms of the propagators P1, . . . , P6.
Note that F˜eff and Υ1 do not couple to U0 and therefore have no physical effect. They are, however,
needed in the renormalization of the coupling constants discussed in Sec. 5.2.
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Finite-volume effective couplings
In the following we state the resulting expressions for Σeff, Feff, F˜eff, and Υ1, . . . ,Υ10. The effective
chiral condensate is given by
Σeff
Σ
= 1− P2
F 2
√
V
[
Nf −N−1f
]
− 1
2
[
1−N−2f
] P 22
F 4V
+
P4
F 4V
[
N2f − 1
]
+
8
F 4V
[
(N2f − 1)L4 + (Nf −N−1f )L5
]
(5.14)
which agrees with Eqs. (22) and (23) of Ref. [57]. The effective coupling constants
F 2eff
F 2
= 1− 2Nf P2
F 2
√
V
− 2Nf P3
F 2
√
V
+ 2N2f
P2P3
F 4V
+ 2N2f
P 23
F 4V
+N2f
P 22
F 4V
+N2f
(2P4 + 4P5 + P6)
F 4V
+
16
F 4V
[
(N2f − 1)L1 + L2 + (Nf −N−1f )L3
]
+
16P1
F 4V
[
2L1 +N2fL2 + (Nf − 2N−1f )L3
]
(5.15)
and
F˜ 2eff
F 2
= 1 + 2Nf
P3
F 2
√
V
− 2N2f
P2P3
F 4V
− 2N2f
P 23
F 4V
+N2f
(P6 − 4P5)
F 4V
+
16
F 4V
[
(N2f − 1)L1 + L2 + (Nf −N−1f )L3
]
+
16P1
F 4V
[
2L1 +N2fL2 + (Nf − 2N−1f )L3
]
(5.16)
contain the two-loop propagator P6. The effective coupling constants of the non-universal terms are
given by
Υ1 = −(P2 + 2P3)
F 2
√
V
+
Nf
2
(P 22 + 4P
2
3 )
F 4V
+Nf
(P4 + 4P5)
F 4V
+ 2Nf
P2P3
F 4V
,
Υ2 = −18
[
1 + 2N−2f
] P4
F 4V
− 4(L6 + L7)
F 4V
,
Υ3 =
1
2
[
N−1f −
1
4
Nf
]
P4
F 4V
− 4L8
F 4V
,
Υ4 = −14
[
1 + 2N−2f
] P4
F 4V
− 8(L6 − L7)
F 4V
, (5.17)
and
Υ5 =
[
N−1f −
1
4
Nf
]
P4
F 4V
− 4H2
F 4V
, Υ6 = −12
(P4 + 2P5)
F 4V
− 4L4
F 4V
,
Υ7 = −14Nf
(P4 + 2P5)
F 4V
− 2L5
F 4V
, Υ8 =
1
2
P4 + 4P5
F 4V
,
Υ9 = −Nf2
P5
F 4V
+
2L5
F 4V
, Υ10 = − P5
F 4V
+
4L4
F 4V
. (5.18)
In the next section we discuss how to absorb the infinities of P4, P5, and P6.
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5.2 Renormalization
All logarithmic divergences originate from P4, P5, and P6. We separate their divergent parts as
P4 = P r4 + Φ4λ , P5 = P
r
5 + Φ5λ ,
P6 = P r6 + Φ6λ+ Φ
′
6P1λ , (5.19)
where P r4 , P
r
5 , and P
r
6 are finite and the coefficients are given by
Φ4 = −2 , Φ5 = 12 , Φ6 =
1
3
, Φ′6 = −
10
3
. (5.20)
Furthermore, we separate the scale dependence of Li and H2 as
Li = Lri + Γiλ , H2 = H
r
2 + ∆2λ (5.21)
with i = 1, . . . , 8. The constants Lri and H
r
2 are finite. For Nf = 3 Eqs. (5.14)-(5.18) yield the
relations
Γ4 =
1
8
, Γ5 =
3
8
, Γ6 =
11
144
,
Γ7 = 0 , Γ8 =
5
48
, ∆2 =
5
24
, (5.22)
and
30
16
= 16Γ1 + 2Γ2 +
16
3
Γ3 = 2Γ1 + 9Γ2 +
7
3
Γ3 . (5.23)
The coefficients Γ4, . . . ,Γ8, and ∆2 are equal to the coefficients obtained in the one-loop expansion
in the p power counting, see Ref. [58]. The renormalization conditions of Eq. (5.23) for Γ1,Γ2,Γ3
are also compatible with the result of Ref. [58],
Γ1 =
3
32
, Γ2 =
3
16
, Γ3 = 0 . (5.24)
Note that also the divergences in Υ1 and Υ8 cancel.
5.3 The two-loop propagator at finite volume
In this section we calculate the two-loop propagator P6 defined by
P6 = V [∂20G¯(a)]G¯(a)
2 = − 1
V
∑
k 6=0
k20
k2
∑
p6=0,p 6=−k
1
p2(p+ k)2
, (5.25)
where the sum is over all nonzero momenta k and p. We first express the propagators without constant
mode as the limit of ordinary, massive propagators,
P6 = lim
m→0
P6(m2) = lim
m→0
[
P 06 (m
2) + P 16 (m
2)
]
(5.26)
with
P 06 =
2
m2V
∑
k
k20
(k2 +m2)2
,
P 16 = −
1
V
∑
k,p
k20
(p2 +m2)((p+ k)2 +m2)(k2 +m2)
. (5.27)
The terms P 06 and P
1
6 are calculated separately in the following.
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The term P 06
We partition the term P 06 in its infinite-volume part and the finite-volume propagator g1 defined in
Eq. (5.8). We find
P 06 =
2
m2V
∑
k
k20
(k2 +m2)2
=
1
m2
(∂L′0)L
′
0
1
V
∑
k
1
k2 +m2
=
1
m2
1
(4pi)d/2
Γ(1− d/2)(m2)d/2−1 + 1
m2
g1(m2) +
1
m2
L′0(∂L′0)g1(m
2) , (5.28)
where
g1(m2) =
1
V m2
− β1√
V
− m
2 logm2
√
V
(4pi)2
−m2β2 +O(m4) . (5.29)
Therefore we can express P 06 in terms of shape coefficients and λ as
P 06 = 2λ−
1
m2
√
V
L′0(∂L′0)β1 −
β1
2m2
√
V
− log
√
V
(4pi)2
− (∂L′0)(L′0β2)−
1
2(4pi)2
+O(m2) . (5.30)
The term P 16
The second term
P 16 = −
1
V
∑
k
k20
k2 +m2
∑
p
1
(p2 +m2)((p+ k)2 +m2)
(5.31)
is more involved. We use Poisson’s summation formula, see App. A, and write
P 16 = −V
∑
r,s
∫
ddk
(2pi)d
ddp
(2pi)d
exp
i∑
j
L′j(rjkj + sjpj)

× k
2
0
(p2 +m2)((p+ k)2 +m2)(k2 +m2)
, (5.32)
where the sum is over r, s ∈ Z4. We partition the sum over r and s in
(A) r = 0 ∧ s = 0 ,
(B) r 6= 0 ∧ s = 0 ,
(C) r = 0 ∧ s 6= 0 ,
(D) r 6= 0 ∧ s 6= 0 ∧ s = r ,
(E) r 6= 0 ∧ s 6= 0 ∧ s 6= r . (5.33)
Part (A) is given by the infinite-volume sunset diagram, see Ref. [60], which scales with V md and
therefore vanishes in the massless limit. The parts P 1B6 , . . . , P
1E
6 are calculated in the following.
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The term P 1B6
Along the lines of Eqs. (A.10) and (A.11) of Ref. [61] we separate
P 1B6 = P
1B1
6 + P
1B2
6 (5.34)
with
P 1B16 = −V
∑
r 6=0
∫
ddk
(2pi)d
ddp
(2pi)d
k20
k2 +m2
1
(p2 +m2)2
exp
i∑
j
L′jrjkj
 ,
P 1B26 = −V
∑
r 6=0
∫
ddk
(2pi)d
ddp
(2pi)d
k20
k2 +m2
exp
i∑
j
L′jrjkj

×
[
1
(p2 +m2)((p+ k)2 +m2)
− 1
(p2 +m2)2
]
. (5.35)
The term P 1B16 contains the ultraviolet divergence and can be calculated explicitly,
P 1B16 = −V
∫
ddp
(2pi)d
1
(p2 +m2)2
∑
r 6=0
∫
ddk
(2pi)d
k20
k2 +m2
exp
i∑
j
L′jrjkj

= −2λP1 − 1 + log(m
2)
(4pi)2
P1 +O(V md) , (5.36)
where P1 is the one-loop propagator defined in Eq. (5.5). The term P 1B26 is finite.
Numerical evaluation of P 1B26
After a tedious but straightforward calculation performing the same manipulations as in App. A we
can express P 1B26 as
P 1B26 = −
1
(8pi)2
∑
r 6=0
∫ ∞
0
dxdydz K(x, y, z) exp
[
−(x+ y + z)m
2
√
V
4pi
]
(5.37)
with
K(x, y, z) =
1
(xy + xz + yz)3
[
2(x+ y)− (L
′
0
2/
√
V )(2r0(x+ y))2pi
(yz + xy + xz)
]
× exp
−∑
j
(L′j
2/
√
V )r2j (x+ y)pi
(yz + xy + xz)

− 1
(x+ y)2z3
(
2− (L′02/
√
V )4pir20/z
)
exp
−∑
j
(L′j
2
/
√
V )pi
r2j
z
 . (5.38)
This expression is suitable for a numerical evaluation of P 1B26 if we perform the integral over x, y
and z in spherical coordinates.
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The term P 1C6
The method used to separate the divergent part of P 1B6 does not work for the integral over k since it
has a power divergence. Nevertheless, we can calculate the divergent sub-diagram
Iµν(m, p) =
∫
ddk
(2pi)d
kµkν
(k2 +m2)((p+ k)2 +m2)
(5.39)
explicitly. The result is given by [62]
Iµν(m, p) = gµν
∫ 1
0
dx
(m2 + x(1− x)p2) log(m2 + x(1− x)p2)
2(4pi)2
− pµpν
∫ 1
0
dx
x2
(4pi)2
[1 + log(m2 + x(1− x)p2)]
+ gµνλ
(
1
6
p2 +m2
)
− 2
3
λpµpν . (5.40)
We can thus separate the divergent part of
P 1C6 = −V
∑
s 6=0
∫
ddp
(2pi)d
I00(m, p)
p2 +m2
exp
i∑
j
L′jsjpj
 (5.41)
which is given by
(P 1C6 )UV = −
λV
6
∑
s 6=0
∫
ddp
(2pi)d
(p2 +m2) + 5m2 − 4p20
p2 +m2
exp
i∑
j
L′jsjpj

= −5
6
λ− 2
3
λP1 . (5.42)
In the calculation of (P 1C6 )UV we used the identities
V
∑
s 6=0
∫
ddp
(2pi)d
1
p2 +m2
exp
i∑
j
L′jsjpj
 = 1
m2
+O(m0) ,
∑
s 6=0
∫
ddp
(2pi)d
exp
i∑
j
L′jsjpj
 = 0 ,
∑
s 6=0
∫
ddp
(2pi)d
p20
p2 +m2
exp
i∑
j
L′jsjpj
 = −P1 +O(md) . (5.43)
Note that the first two identities hold for arbitrary d. Thus there is no finite contribution from the
product of these integrals with λ.
The finite contributions of P 1C6 are given by
(P 1C6 )finite = −
V
2(4pi)2
∑
s 6=0
J ′s , (5.44)
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Figure 5.1: The complex plane of p0.
where
J ′s =
∫ 1
0
dx
∫
d4p
(2pi)4
exp
i∑
j
L′jsjpj
 F1(p2) + F2(p2)(∂s0)2/L′02
p2 +m2
(5.45)
with
F1(p2) = (m2 + x(1− x)p2) log(m2 + x(1− x)p2) ,
F2(p2) = 2x2[1 + log(m2 + x(1− x)p2)] . (5.46)
We define Lsi = L
′
isi and rotate the coordinate system of p such that
J ′s =
∫ 1
0
dx
∫
d4p
(2pi)4
F1(p2) + F2(p2)(∂s0)2/L20
p2 +m2
exp [iLsp0] (5.47)
with (Ls)2 =
∑3
n=0(L
s
n)
2. After differentiating w.r.t. s0 we find
J ′s =
∫ 1
0
dx
∫
d4p
(2pi)4
[F1(p2) + F2(p2)Gs(p0V 1/4)] exp [iLsp0][
p0 − i
√
p2⊥ +m2
][
p0 + i
√
p2⊥ +m2
] (5.48)
with
Gs(p0V 1/4) = ip0
Ls
− ip0s
2
0(L
′
0)
2
(Ls)3
− (L
′
0)
2p20s
2
0
(Ls)2
(5.49)
and
p2 = p20 + p
2
⊥ . (5.50)
In Fig. 5.1 we sketch the structure of the integrand in the complex plane. There are two poles at
p0 = ±i
√
p2⊥ +m2 and a branch cut due to the logarithms in F1(p2) and F2(p2). We can close the
integration contour in the upper half-plane and find
J ′s = (J
′
s)p + (J
′
s)c , (5.51)
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where (J ′s)p is the contribution of the pole and (J ′s)c is the contribution of the branch cut. The
contribution of the pole is given by
(J ′s)p =
1
(2pi)2V
∫ 1
0
dx
∫ ∞
0
dp⊥p2⊥ exp
[
−ls
√
p2⊥ +m2L2
]
×
F1(−m2)
√
V + F2(−m2)Gs(i
√
p2⊥ +m2
√
V )
√
V√
p2⊥ +m2
√
V
(5.52)
with ls = Ls/V 1/4. The contribution of the branch cut is given by
(J ′s)c =
1
(2pi)4
∫ 1
0
dx
∫
d3p⊥
∫ i∞
i
√
p2⊥+m2/x(1−x)
dp0 exp [iLsp0]
× DiscF1(p
2) + DiscF2(p2)Gs(p0V 1/4)
p2 +m2
, (5.53)
where
DiscF1(p2) = lim
ε→0
[F1(p2⊥ + (p0 + ε)2)−F1(p2⊥ + (p0 − ε)2)]
= 2pii(m2 + x(1− x)p2) ,
DiscF2(p2) = lim
ε→0
[F2(p2⊥ + (p0 + ε)2)−F2(p2⊥ + (p0 − ε)2)]
= 4piix2 . (5.54)
Therefore
(J ′s)c =
2
(2pi)2V
∫ 1
0
dx
∫ ∞
0
dp⊥p2⊥
∫ ∞q
p2⊥+m2
√
V /x(1−x)
dy exp [−lsy]
× m
2
√
V + x(1− x)(p2⊥ − y2) + 2x2Gs(iy)
√
V
y2 − p2⊥ −m2
√
V
(5.55)
with p0 = iy and thus dp0 = idy. In Sec. 5.4 we calculate (P 1C6 )finite numerically at scale V
−1/4,
i.e., we replace F1 and F2 by
F1(p2) = (m2 + x(1− x)p2) log(m2
√
V + x(1− x)p2
√
V ) ,
F2(p2) = 2x2[1 + log(m2
√
V + x(1− x)p2
√
V )] . (5.56)
The term P 1D6
The term P 1D6 is equal to the term P
1C
6 . This can be seen by shifting the integration variables
pµ → pµ − kµ and using the invariance of the integral under kµ → −kµ.
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The term P 1E6
The term P 1E6 is finite and can be calculated numerically. We rewrite P
1E
6 analog to P
1B2
6 as
P 1E6 = −
1
(8pi)2
∑
06=r 6=s 6=0
∫ ∞
0
dxdydz
1
(xy + xz + yz)3
×
[
2(x+ y)− (L
′
0
2/
√
V )(−2s0y + 2r0(x+ y))2pi
(yz + xy + xz)
]
× exp
−∑
j
(L′j
2/
√
V )(−2rjsjy + r2j (x+ y) + s2j (y + z))pi
(yz + xy + xz)

× exp
[
−(x+ y + z)m
2
√
V
4pi
]
. (5.57)
This expression is suitable for a numerical evaluation of P 1E6 if we perform the integral over x, y and
z in spherical coordinates.
The complete diagram
We combine all contributions to P6 and find that the complete diagram at scale V −1/4 is given by
(P6)UV =
1
3
λ− 10
3
λP1 ,
(P6)finite = − 1
m2
√
V
L′0(∂L′0)β1 −
β1
2m2
√
V
− log(m
2
√
V )
(4pi)2
P1 − (∂L′0)(L′0β2)
− 1
2(4pi)2
+ 2(P 1C6 )finite −
1
(4pi)2
P1 + P 1B26 + P
1E
6 . (5.58)
5.4 Two quark flavors in an asymmetric box
In the following we discuss the finite-volume corrections to Σ and F and the coefficients of the non-
universal terms at NNLO in the ε expansion. We explicitly consider the case of Nf = 2 and an
asymmetric box with geometry
(a) L′0 = 2L , L
′
1 = L
′
2 = L
′
3 = L ,
(b) L′3 = 2L , L
′
0 = L
′
1 = L
′
2 = L . (5.59)
This case is relevant for the numerical discussion of chapter 6. The three-flavor coupling constants
L1, . . . , L5 can be related to the two-flavor coupling constants l1, l2, and l4 by
l1 = 4L1 + 2L3 , l2 = 4L2 , l4 = 8L4 + 4L5 , (5.60)
see, e.g., Eqs. (3.15) and (3.16) of Ref. [63]. Therefore
Σeff
Σ
= 1− 3P2
2F 2
√
V
− 3P
2
2
8F 4V
+
3P4
F 4V
+
3l4
F 4V
, (5.61)
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and
F 2eff
F 2
= 1− 4P2
F 2
√
V
− 4P3
F 2
√
V
+
8P2P3 + 8P 23 + 4P
2
2
F 4V
+
8P4 + 16P5 + 4P6
F 4V
+
1
F 4V
[12l1 + 4l2] +
P1
F 4V
[8l1 + 16l2] . (5.62)
In Ref. [64] the scale dependence of the coupling constants li with i = 1, . . . , 7 is separated as
li = lri + γiλ , (5.63)
where
γ1 =
1
3
, γ2 =
2
3
, γ4 = 2 . (5.64)
It is straightforward to check that the divergences in Eqs. (5.61) and (5.62) cancel with this set of γ1,
γ2, and γ4. The renormalized coupling constants lri can be related to scale-independent constants l¯i
by
lri =
γi
2(4pi)2
[
l¯i + log(m2pi/µ
2)
]
, (5.65)
where mpi is the mass of the pion and
l¯1 = −2.3± 3.7 , l¯2 = 6.0± 1.3 , l¯4 = 4.3± 0.9 , (5.66)
see Ref. [64]. We perform the calculation at scale V −1/4 so that
lri =
γi
2(4pi)2
[
l¯i + log(m2pi
√
V )
]
≈ γi
2(4pi)2
l¯i (5.67)
since m2pi
√
V ≈ 1 in the ε expansion (see Sec. 2.4). Note that the finite-volume corrections to Σ and
F are independent of the scale.
We calculate the renormalized two-loop propagator P r6 at scale V
−1/4 numerically and obtain
(a) P r6 = 0.016(2) , (b) P
r
6 = −0.028(2) (5.68)
for geometries (a) and (b), see Figs. 5.2 and 5.3. The finite-volume corrections to Σ for F = 90
MeV and L = 1.71 fm at NLO and NNLO are given by
ΣNLOeff
Σ
= 1.1454 ,
ΣNNLOeff
Σ
= 1.20(2) , (5.69)
where the error is due to the uncertainty in l¯4. Note that Σeff is independent of the choice of geometry
(a) or (b). The finite-volume corrections to F for F = 90 MeV and L = 1.71 fm at NLO and NNLO
are given by
(a)
FNLOeff
F
= 1.3192 ,
FNNLOeff
F
= 1.26(2) ,
(b)
FNLOeff
F
= 1.06816 ,
FNNLOeff
F
= 1.07(4) , (5.70)
for geometries (a) and (b), where the error is due to the uncertainty in l¯1, l¯2, and P r6 . Therefore we
confirm the picture obtained in Sec. 4.5 at NLO that the finite-volume corrections to F can be largely
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Figure 5.2: Extrapolation of P r6 = limm→0 P r6 (m2) for geometry (a) at scale V −1/4. We fit a poly-
nomial of order four. The dashed lines enclose the one-sigma error band.
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Figure 5.3: Extrapolation of P r6 = limm→0 P r6 (m2) for geometry (b) at scale V −1/4. We fit a poly-
nomial of order four. The dashed lines enclose the one-sigma error band.
reduced by an asymmetric geometry with one large spatial dimension instead of one large temporal
dimension.
The coefficients Υ2, . . . ,Υ5, whose corresponding non-universal terms do not depend on the
chemical potential, are independent of the choice of geometry (a) or (b). This is expected since
only the chemical potential has a preferred direction and breaks the permutation symmetry of all four
dimensions. The coefficients Υ6, . . . ,Υ10 are affected by the choice of geometry (a) or (b) through
the following combinations of propagators,
P4 + 2P5 , P4 + 4P5 , P5 . (5.71)
We give their values
(a) P4 + 2P5 = −0.023 , P4 + 4P5 = −0.033 , P5 = −0.005 ,
(b) P4 + 2P5 = −0.003 , P4 + 4P5 = 0.007 , P5 = 0.005 (5.72)
at scale V −1/4 for geometry (a) and (b). Note that the contribution of the propagators is reduced
significantly for the combinations P4 + 2P5 and P4 + 4P5 in geometry (b). In chapter 6 we show
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numerically that the non-universal effects are indeed smaller for geometry (b). The coefficient Υ1
does not have any physical effect.
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Results from lattice QCD
In this chapter we use numerical data for the spectrum of the Dirac operator in order to determine
the low-energy constants Σ and F . We employ the dynamical two-flavor configurations of JLQCD
[32, 65] on a 163 × 32 lattice with lattice spacing a = 0.107(3) fm and quark mass am = 0.002.
The quark fields and gluon fields have periodic boundary conditions in all four dimensions. In order
to access the low-energy constant F we allow for valence quarks with nonzero imaginary chemical
potential iµ. The simulations are performed in two geometries
(a) L0 = 32a , L1 = L2 = L3 = 16a ,
(b) L3 = 32a , L0 = L1 = L2 = 16a . (6.1)
In Sec. 6.1 we determine Σ by a fit to the distribution of the lowest Dirac eigenvalue without
chemical potential. In Sec. 6.2 we determine F by a fit to the eigenvalue shift due to a nonzero
chemical potential. For a detailed explanation of both eigenvalue correlation functions we refer to
Sec. 3.4 of this thesis.
In Ref. [66] a similar method to obtain the low-energy constants F and Σ was used in an ex-
ploratory, qualitative study. In the following we obtain quantitative results for Σ and F . A publication
containing the results of this chapter is in preparation [67].
6.1 The low-energy constant Σ
In this section we fit the distribution of the lowest Dirac eigenvalue to the analytic formula of RMT,
see Sec. 3.4. The result of the fit is given by
a3Σeff = 0.00208(2) , (6.2)
or in physical units
Σeff = (235(6)(1) MeV)3 , (6.3)
where the errors are due to the uncertainty in a (left) and due to statistics (right). Note that the error
in a dominates the error in Σeff. Since Σeff is independent of the choice of geometry (a) or (b), see
chapter 5, we only perform the fit in one geometry.
The best fit, displayed in Fig. 6.1, has a χ2/dof = 2.9 which is uncomfortably large. The sys-
tematic errors in the shape of the lowest eigenvalue distribution due to non-universal terms in the
finite-volume effective Lagrangian are thus quite large. Nevertheless, Σeff is not sensitive to the
shape of the distribution but merely to the overall scale. Therefore we can assume that the fit gives a
reasonable result.
We include the NNLO finite-volume corrections of Sec. 5.4 and find
Σ =
Σeff
1.20(2)
= (221(6)(1)(1) MeV)3 , (6.4)
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Figure 6.1: Fit to lowest eigenvalue distribution P1(λ) in geometry (b) with χ2/dof = 2.9. The best
fit is given by a3Σeff = 0.00208(2).
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Figure 6.2: Gaussian fit to distribution Pd(dˆ) for aµ = 0.01 in geometry (a) with χ2/dof = 4.2.
where the rightmost error is due to the uncertainty in the finite-volume corrections. Therefore
mΣV = 0.452(4)(7) , (6.5)
where the errors are due to statistics (left) and due to the uncertainty in the finite-volume corrections
(right). We conclude that the ε expansion is indeed applicable for our choice of V andm, see Sec. 2.4.
6.2 The low-energy constant F
In this section we perform a fit to the eigenvalue shift Pd due to a nonzero imaginary chemical
potential iµ, see Sec. 3.4, in order to determine Feff. Note that Feff and some coefficients of the
non-universal terms depend on the choice of geometry (a) or (b). In Sec. 5.4 we found that in
geometry (a) there are larger finite-volume corrections and we can expect a larger contribution from
non-universal terms. This is indeed confirmed by the fits in Figs. 6.2 and 6.3. In the case of
geometry (a) we have a χ2/dof = 4.2, while χ2/dof = 0.91 in the case of geometry (b). Due to this
large deviation from a Gaussian shape in case (a) we conclude that in this case a Gaussian fit is not
applicable.1 Nevertheless, we perform the fit in both geometries below. The result for aµ = 0.01 in
1This problem could be solved by a calculation of Pd including the non-universal terms of Eq. (5.13). This is, however,
beyond the scope of this thesis.
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Figure 6.3: Gaussian fit to distribution Pd(dˆ) for aµ = 0.01 in geometry (b) with χ2/dof = 0.91.
geometries (a) and (b) is given by
(a) Feff = 67(5)(2)(1) MeV ,
(b) Feff = 86(4)(2)(1) MeV , (6.6)
where the errors are due to statistics (left), the uncertainty in a (center), and the error in Σ (right). We
include the NNLO finite-volume corrections of Sec. 5.4 and find
(a) F = 53(4)(2)(1)(1) MeV ,
(b) F = 80(4)(2)(1)(3) MeV , (6.7)
where the rightmost error is due to the uncertainty in the finite-volume corrections. Note that the
results of geometries (a) and (b) are not compatible with each other. Indeed, the strong contribution
of non-universal terms in geometry (a) has a significant effect on the result of the fit for Feff, and thus
we discard the result of geometry (a). Our final result for F ,
F = 80(4)(2)(1)(3) MeV , (6.8)
agrees within the errors with the result of
F = 87(6) MeV (6.9)
obtained in a study of meson correlators on the same lattice configurations [68].
Note that it is justified to apply the theory of chapter 5 since
µ2F 2V = 0.025 (6.10)
for aµ = 0.01, and therefore higher orders in the chemical potential can be neglected.
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Schematic models of QCD
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Chapter 7
The Dirac spectrum at nonzero temperature
and topology
In chapters 3-6 of this thesis we observed that in the limit of small quark masses m in a finite volume
V with
mV Σ = O(1) (7.1)
QCD is effectively described by the chiral unitary ensemble of random matrix theory. In this limit
RMT can be used to obtain exact results for quantities such as spectral correlation functions of Dirac
eigenvalues. Random matrix models can, however, also be used as schematic models that qualita-
tively describe certain features of QCD. In this chapter we extend the work of Refs. [69, 70, 71]
and calculate the quenched spectral density in a schematic random matrix model for, both, nonzero
temperature and nonzero topology.
For a review of schematic random matrix models we refer to Ref. [37].
7.1 A schematic random matrix model
We use the random matrix model of Ref. [72] which is defined by the matrix Dirac operator
D =
(
0 iW + iµ 1N,N+ν
iW † + iµ 1N+ν,N 0
)
, (7.2)
where W is a complex N × (N + ν) matrix, µ ∈ R, 1N,N+ν is the identity matrix with N rows
and N + ν columns, and ν is identified with the topological charge of the theory. This strongly
resembles the random matrix model defined in Sec 3.2, where we multiplied the parameter µ with a
second random matrix instead of the identity matrix. We can identify iµ with an imaginary chemical
potential as in Sec. 3.2. Since the effect of the first Matsubara frequency is equal to an imaginary
chemical potential, see Ref. [72], we can interpret µ also as temperature.
7.2 The partition function
In order to calculate the quenched spectrum we consider the partition function for Nf = 0 and
Nv = 1,
Z =
∫
d[W ]
det(D +m)
det(D +m′)
exp
[
−NΣ2 Tr(W †W )
]
, (7.3)
where m is the mass of the fermionic valence quark, m′ is the mass of the bosonic valence quark,
and the integral is over the real and imaginary part of the elements of the complex matrix W . We set
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Σ = 1 and reinstate it later by
m→ Σm, µ→ Σµ . (7.4)
We express the bosonic determinant as an integral over the real and imaginary part of complex N -
dimensional vectors ϕl and (N + ν)-dimensional vectors ϕr and write the fermionic determinant as
an integral over vectors of anticommuting variables ψl, ψ¯l, ψr, ψ¯r of dimension N and N + ν. The
result is given by
Z =
∫
d[ψ¯ψ]d[ϕ¯ϕ] exp
[−m(ψ¯lψl + ψ¯rψr)− iµ(ψ¯lψr + ψ¯rψl)
−m′(ϕ¯lϕl + ϕ¯rϕr)− iµ(ϕ¯lϕr + ϕ¯rϕl)
]
×
N∏
i=1
N+ν∏
j=1
∫
d[Wij ] exp
[−iψ¯ilWijψjr − iψ¯jrW ∗ijψil − iϕ¯ilWijϕjr
− iϕ¯jrW ∗ijϕil −NW ∗ijWij
]
, (7.5)
where ϕil is the i-th component of vector ϕl, ϕ¯
i
l = (ϕ
i
l)
† for i = 1, . . . , N , and ϕ¯jr = (ϕjr)† for
j = 1, . . . , N + ν. The scalar products of N -dimensional vectors v with (N + ν)-dimensional
vectors w are defined as
v†w = v†(1N,N+ν w) . (7.6)
The mass m′ shall have a positive real part, so that the bosonic integrals converge. We integrate over
the random matrix W and find
I =
∏
i,j
∫
d[Wij ] exp
[−iψ¯ilWijψjr − iψ¯jrW ∗ijψil − iϕ¯ilWijϕjr − iϕ¯jrW ∗ijϕil −NW ∗ijWij]
= exp
[
1
N
[a1a2 − b1b2 + α1α2 − β1β2]
]
, (7.7)
where we ignore irrelevant overall constants, and
a1 =
∑
j
ψ¯jrψ
j
r , a2 =
∑
i
ψ¯ilψ
i
l , α1 =
∑
j
ϕ¯jrψ
j
r ,
α2 =
∑
i
ψ¯ilϕ
i
l , β1 =
∑
j
ψ¯jrϕ
j
r , β2 =
∑
i
ϕ¯ilψ
i
l ,
b1 =
∑
j
ϕ¯jrϕ
j
r , b2 =
∑
i
ϕ¯ilϕ
i
l . (7.8)
7.3 Compact Hubbard-Stratonovich transformation
The four-point interactions can be reduced to quadratic terms by a Hubbard-Stratonovich transforma-
tion. There is a compact and a non-compact version of this transformation, and we shall see below
that the well-known compact version fails for the theory defined by Eq. (7.3).
In both versions fermionic variables α1 and α2 are transformed as
exp
[
1
N
[α1α2]
]
=
∫
dσdσ∗ exp
[
−N
(
σ +
1
N
α1
)(
σ∗ +
1
N
α2
)
+
1
N
α1α2
]
=
∫
dσdσ∗ exp [−Nσσ∗ − σα2 − α1σ∗] , (7.9)
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where we introduce an integral over Grassmann variables σ and σ∗. In the compact version the
bosonic variables a1 and a2 are transformed as
exp
[
1
N
[a1a2]
]
=
∫
dsds∗ exp
[
−N
(
s+
1
N
a1
)(
s∗ +
1
N
a2
)
+
1
N
a1a2
]
=
∫
dsds∗ exp [−Nss∗ − sa2 − a1s∗] , (7.10)
where we introduce an integral over the real and imaginary part of a complex number s. We apply
the compact transformation to Eq. (7.7) and find
Z =
∫
d[ψ¯ψ]d[ϕ¯ϕ] exp
[−m(ψ¯lψl + ψ¯rψr)− iµ(ψ¯lψr + ψ¯rψl)
−m′(ϕ¯lϕl + ϕ¯rϕr)− iµ(ϕ¯lϕr + ϕ¯rϕl)
]
×
∫
ds1ds
∗
1ds2ds
∗
2dσ1dσ
∗
1dσ2dσ
∗
2 exp
[−N [s1s∗1 + s2s∗2 + σ1σ∗1 + σ2σ∗2]]
× exp[−s1ψ¯lψl − ψ¯rψrs∗1 − is2ϕ¯lϕl − iϕ¯rϕrs∗2 − σ1ψ¯lϕl
− ϕ¯rψrσ∗1 − iσ2ϕ¯lψl − iψ¯rϕrσ∗2
]
. (7.11)
Next we would like to integrate over the fields ϕ and ψ. However, the interchange of the integral
over ϕ with the integral over s2 does not leave Z invariant since the integrals over ϕ do not converge
uniformly in s2. Therefore we discard the compact Hubbard-Stratonovich transformation.
7.4 Non-compact Hubbard-Stratonovich transformation
In the non-compact version of the Hubbard-Stratonovich transformation [70] the bosonic variables a
and b are transformed as
exp
[−a2 + b2] = i
pi
∫ ∞
−∞
ds
∫ ∞
−∞
dr r exp
[−r2 − 2iar cosh s− 2ibr sinh s] , (7.12)
where a and Re(a2 − b2) are restricted to R+. In our case we want to transform
exp
[
− 1
N
b1b2
]
= exp
[(
1√
4N
b1 − 1√
4N
b2
)2
−
(
1√
4N
b1 +
1√
4N
b2
)2]
, (7.13)
where b1, b2 ∈ R+ (up to a region of measure zero), and therefore the non-compact transformation
can be applied. We find
exp
[
− 1
N
b1b2
]
=
iN
pi
∫ ∞
−∞
ds
∫ ∞
−∞
dr r exp[−Nr2 − i(b1 + b2)r cosh s
− i(b1 − b2)r sinh s] . (7.14)
Note that the integrals over ϕl and ϕr only converge if we introduce an infinitesimal shift of the
integration contour of r that does not affect the Hubbard-Stratonovich transformation. This leads to
exp
[
− 1
N
b1b2
]
=
iN
pi
∫ ∞
−∞
ds
∫ ∞
−∞
dr r exp[−Nr2 − i(b1 + b2)(r − iε) cosh s
− i(b1 − b2)(r − iε) sinh s]
=
iN
pi
∫ ∞
−∞
ds
∫ ∞
−∞
dr r exp[−Nr2 − ib1(r − iε)es − ib2(r − iε)e−s] . (7.15)
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Note the analogy to the compact Hubbard-Stratonovich transformation of Eq. (7.10)
exp
[
− 1
N
b1b2
]
∝
∫ 2pi
0
dϕ
∫ ∞
0
dr r exp
[−Nr2 − ib1reiϕ − ib2re−iϕ] . (7.16)
We apply the non-compact transformation to the partition function and find
Z =
∫
d[ψ¯ψ]d[ϕ¯ϕ]dσ1dσ∗1dσ2dσ
∗
2
∫ 2pi
0
dϕ1
∫ ∞
0
dr1 r1
∫ ∞
−∞
dϕ2
∫ ∞
−∞
dr2 r2
× exp[−N(m2 −m′2 + r21 + r22 + σ1σ∗1 + σ2σ∗2) + 2Nm r1 cos(ϕ1)
− i2Nm′(r2 − iε) cosh(ϕ2)− iµ(ψ¯lψr + ψ¯rψl)
− iµ(ϕ¯lϕr + ϕ¯rϕl)−
(
ψ¯lψl
)
r1e
iϕ1 − (ψ¯rψr) r1e−iϕ1
− i (ϕ¯lϕl) (r2 − iε)eϕ2 − i (ϕ¯rϕr) (r2 − iε)e−ϕ2 − σ1(ψ¯lϕl)
− (ϕ¯rψr)σ∗1 − iσ2(ϕ¯lψl)− i(ψ¯rϕr)σ∗2
]
. (7.17)
Next we interchange the integral over the fields ϕ with the integral over r2, so that
Z =
∫
d[σ]
∫ 2pi
0
dϕ1
∫ ∞
0
dr1 r1
∫ ∞
−∞
dϕ2
∫ ∞
−∞
dr2 r2
× exp[−N(m2 −m′2 + r21 + r22 + σ1σ∗1 + σ2σ∗2) + 2Nm r1 cos(ϕ1)
− i2Nm′(r2 − iε) cosh(ϕ2)
]
× Sdet

r1e
iϕ1 iµ −σ1 0
iµ r1e
−iϕ1 0 iσ∗2
iσ2 0 i(r2 − iε)eϕ2 iµ
0 −σ∗1 iµ i(r2 − iε)e−ϕ2

N
× Sdet
(
r1e
iϕ1 −σ1
iσ2 i(r2 − iε)eϕ2
)ν
, (7.18)
where d[σ] = dσ1dσ∗1dσ2dσ∗2 , and we only considered ν ≥ 0, without loss of generality. For
convenience we rescale the Grassmann variables
σ1 → −σ1eiϕ1 , σ∗1 → −σ∗1e−iϕ1 ,
σ2 → −iσ2eϕ2 , σ∗2 → −iσ∗2e−ϕ2 (7.19)
and use the identity [7]
Sdet
(
A B
C D
)
=
det(A−BD−1C)
det(D)
(7.20)
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to factor the angular dependence of the determinants. The result is given by
Z =
∫
d[σ]
∫ ∞
0
dr1 r1
∫ ∞
−∞
dr2 r2
× exp [−N(m2 −m′2 + r21 + r22 + σ1σ∗1 − σ2σ∗2)]
× Sdet

r1 iµ σ1 0
iµ r1 0 σ∗2
σ2 0 i(r2 − iε) iµ
0 σ∗1 iµ i(r2 − iε)

N
Sdet
(
r1 σ1
σ2 i(r2 − iε)
)ν
×
∫ 2pi
0
dϕ1
∫ ∞
−∞
dϕ2 exp
[
2Nm r1 cos(ϕ1) + iϕ1ν
− i2Nm′(r2 − iε) cosh(ϕ2)− ϕ2ν
]
. (7.21)
We use the integral representations of the I and K Bessel functions [73],
Iν(
√
ab) =
(−1)ν
2pi
(a
b
) ν
2
∫ 2pi
0
dϕ exp
(
−a
2
eiϕ − b
2
e−iϕ + iνϕ
)
,
Kν(
√
ab) =
1
2
(a
b
) ν
2
∫ ∞
−∞
dϕ exp
(
−a
2
eϕ − b
2
e−ϕ + νϕ
)
=
1
2
(
b
a
) ν
2
∫ ∞
−∞
dϕ exp
(
−a
2
eϕ − b
2
e−ϕ − νϕ
)
, (7.22)
where the integral representation of K only converges for Re(a),Re(b) > 0, and find
Z =
∫
d[σ]
∫ ∞
0
dr1 r1
∫ ∞
−∞
dr2 r2
× exp [−N(m2 −m′2 + r21 + r22 + σ1σ∗1 − σ2σ∗2)]
× Sdet

r1 iµ σ1 0
iµ r1 0 σ∗2
σ2 0 i(r2 − iε) iµ
0 σ∗1 iµ i(r2 − iε)

N
Sdet
(
r1 σ1
σ2 i(r2 − iε)
)ν
× Iν(2Nm r1)Kν(i2Nm′ (r2 − iε)) . (7.23)
Next we use Eq. (7.20) and integrate out the Grassmann numbers σ to obtain
Z =
∫ ∞
0
dr1 r1
∫ ∞
−∞
dr2 r2 exp
[−N(m2 −m′2 + r21 + r22)]
×RNν (r1, r2 − iε, µ)
(
µ2 + r21
µ2 − (r2 − iε)2
)N (
r1
ir2 + ε
)ν
× Iν(2Nm r1)Kν(i2Nm′ (r2 − iε)) , (7.24)
where
RNν (r1, r2, µ) =
r21r
2
2
(µ2 + r21)2(µ2 − r22)2
+
(
1− µ
2
(µ2 + r21)(µ2 − r22)
)2
+
1
N
[
µ2(r21 + r
2
2)− ν(µ2 + r21)(µ2 − r22)
(µ2 + r21)2(µ2 − r22)2
]
. (7.25)
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In order to access the eigenvalue spectrum we need to calculate the resolvent
G(m) =
1
Z(m,m)
(
∂mZ(m,m′)
)
m′=m . (7.26)
For m = m′ the mass-dependence of Z drops out, and therefore we calculate
G(m) ∝ (∂mZ(m,m′))m′=m (7.27)
and re-introduce the correct normalization in the end. We use
∂m
[
exp(−Nm2)Iν(2Nm r1)
]
= N exp(−Nm2)
× [−2mIν(2Nm r1) + r1(Iν−1(2Nm r1) + Iν+1(2Nm r1))] (7.28)
and find
G ∝
∫ ∞
0
dr1 r1
∫ ∞
−∞
dr2 r2 exp
(−N(r21 + r22))RNν (r1, r2 − iε, µ)
×
(
µ2 + r21
µ2 − (r2 − iε)2
)N (
r1
ir2 + ε
)ν
Kν(i2Nm (r2 − iε))
× [−2mIν(2Nm r1) + r1(Iν−1(2Nm r1) + Iν+1(2Nm r1))] . (7.29)
7.5 The limit of large matrices
In the large-N limit we can perform a saddle-point approximation of the integrals. The saddle points
are determined by
r1 =
r1
µ2 + r21
, r2 =
r2
µ2 − r22
, (7.30)
where we set ε = 0 for now. The dominating contributions arise from the nonzero saddle points
r˜1 = Σ(µ) , r˜2 = ±iΣ(µ) (7.31)
with
Σ(µ) =
√
1− µ2 . (7.32)
The pole and saddle-point structure of the r2 integral is shown in Fig. 7.1. We deform the integration
contour of r2 such that it includes the saddle point at
r˜2 = −iΣ . (7.33)
Note that
RNν (r˜1, r˜2, µ) = r˜
2
1 r˜
2
2 + (1− µ2)2 +
1
N
[
µ2(r˜21 + r˜
2
2)− ν
]
= − ν
N
, (7.34)
and thus the factor RNν vanishes for N → ∞. Therefore we need to include all terms up to order
1/N . We expand about the saddle point
r1 = r˜1 + δr1, r2 = r˜2 + δr2 (7.35)
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Re r2
Im r2
iεiε− µ iε+ µ
iΣ(µ)
−iΣ(µ)
Figure 7.1: The complex plane of r2 with m ∈ iR+.
and find
RNν = 2Σ
3(δr1 + iδr2) + Σ2(−3 + 8µ2)(δr12 − δr22)
− 4iΣ2(1− 2µ2)δr1δr2 − ν
N
. (7.36)
Since RNν = O(1/
√
N), we only need to expand the other contributions to leading order in 1/
√
N .
We find
S = r2+ν1 (ir2)
1−ν(Iν−1(mˆ r1) + Iν+1(mˆ r1))Kν(imˆ r2)
= Σ3
[
(Iν−1 + Iν+1)Kν + mˆ(I ′ν−1 + I
′
ν+1)Kνδr1
+ imˆ(Iν−1 + Iν+1)K ′νδr2
]
+
[
Σ2(2 + ν)δr1 + Σ2(1− ν)iδr2
]
(Iν−1 + Iν+1)Kν , (7.37)
where mˆ = 2Nm. The exponential becomes
L = exp[−N(r21 + r22) +N log[µ2 + r21]−N log[µ2 − r22]]
= exp[−2NΣ2(δr12 + δr22))
[
1 +
NΣ
3
(2− 8µ2)(δr13 + iδr23)
]
. (7.38)
We combine L and R to
RL exp(2NΣ2(δr12 + δr22)) = 2Σ3(δr1 + iδr2)
+ Σ2(−3 + 8µ2)(δr12 − δr22)− 4iΣ2(1− 2µ2)δr1δr2 − ν
N
+
2NΣ4
3
(2− 8µ2)(δr13 + iδr23)(δr1 + iδr2) . (7.39)
Next we include the contribution of S and keep only even terms in δr1 and δr2. This results in
SRL exp(2NΣ2(δr12 + δr22)) = 2Σ6mˆ(I ′ν−1 + I
′
ν+1)Kνδr1
2
− 2Σ6mˆ(Iν−1 + Iν+1)K ′νδr22 + 2Σ5(2 + ν)(Iν−1 + Iν+1)Kνδr12
− 2Σ5(1− ν)(Iν−1 + Iν+1)Kνδr22 − ν
N
Σ3(Iν−1 + Iν+1)Kν
+ Σ5(−3 + 8µ2)(Iν−1 + Iν+1)Kν(δr12 − δr22)
+
2NΣ7
3
(2− 8µ2)(Iν−1 + Iν+1)Kν(δr14 − δr24) . (7.40)
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yˆ
ρ(yˆ)
0 2 4 6 8
0.1
0.2
0.3
0.4
ν = 0
ν = 1
ν = 2
Figure 7.2: Microscopic spectral density for nonzero topology, Σ = 1, and Nf = 0.
Note that the integral over δr1n is equal to the integral over δr2n for n = 2, 4 and that∫
d(δr1) exp(−2NΣ2δr12) =
√
pi
2NΣ2
. (7.41)
Therefore the terms proportional to δr12 and δr22 are suppressed by a factor of 1/4NΣ2, and we find
G ∝ [Σmˆ(I ′ν−1 + I ′ν+1)Kν − Σmˆ(Iν−1 + Iν+1)K ′ν + (Iν−1 + Iν+1)Kν]
=
2
Σmˆ
(ν2 + Σ2mˆ2)IνKν +
1
2
Σmˆ(Iν−1 + Iν+1)(Kν+1 +Kν−1) . (7.42)
For imaginary mass mˆ = iyˆ this results in
G ∝
[
2
Σiyˆ
(ν2 − Σ2yˆ2)iνJν(Σyˆ)Kν(iΣyˆ) + 12Σiyˆ
[−iν+1Jν−1(Σyˆ)Kν+1(iΣyˆ)
+iν−1Jν−1(Σyˆ)Kν−1(iΣyˆ) + iν+1Jν+1(Σyˆ)Kν+1(iΣyˆ)
−iν−1Jν+1(Σyˆ)Kν−1(iΣyˆ)
]]
. (7.43)
We use the identity [73]
Im [iνKν(iz)] = −pi2Jν(z) , (7.44)
where Jν are Bessel functions of the first kind, and calculate
Re(G(y)) ∝ 2Σyˆ [Jν(Σyˆ)2 − Jν−1(Σyˆ)Jν+1(Σyˆ)] . (7.45)
We correct for the neglected overall constant and find
ρ(yˆ) =
1
2NΣpi
Re(G(yˆ)) =
1
2
Σyˆ
[
Jν(Σyˆ)2 − Jν−1(Σyˆ)Jν+1(Σyˆ)
]
, (7.46)
which is shown in Fig. 7.2 for µ = 0. This is equal to the universal results of Refs. [72, 69, 70, 71]
for µ = 0, ν 6= 0 and µ 6= 0, ν = 0.
Note that the correction due to nonzero temperature is merely a change of the chiral condensate
from Σ to Σ
√
1− µ2. Also note that an infinitesimal positive real part of the mass mˆ does not affect
the analysis of this chapter and was therefore not included explicitly.
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The axial anomaly at nonzero temperature
In this chapter we discuss the effect of topology in schematic random matrix models at nonzero
temperature (or imaginary chemical potential) in more detail. We point out and clarify a number
of subtleties and non-universal effects that can arise when the effects of topology become important
in such schematic random matrix models. In particular, we shall see that nontrivial normalization
factors can occur which will be related to non-universal properties of the Dirac spectrum. These
normalization factors significantly affect the distribution of topology in the corresponding schematic
random matrix model and are therefore related to the axial anomaly.
The results of this chapter are published in Ref. [74].
8.1 Topology and the microscopic domain of QCD
Let us first consider QCD at zero temperature with Nf quark flavors, which for simplicity we take
to be of equal mass m. The QCD partition function, ZQCD, can be considered at fixed θ-angle or at
fixed topological charge ν. In the former case, the θ-angle can be introduced according to (see, e.g.,
[35, 37])
mR → meiθ/Nf , mL → me−iθ/Nf , (8.1)
where mR (mL) is the mass that couples right-handed (left-handed) quarks with anti-quarks of op-
posite chirality. We assume m to be real and positive.
If the number of right-handed and left-handed modes differs by ν, the product of the fermion
determinants results in an overall factor eiνθ, and we have
ZQCD(m, θ) =
∞∑
ν=−∞
eiνθZQCDν (m) . (8.2)
This relation can be inverted to give the QCD partition function at fixed ν,
ZQCDν (m) =
1
2pi
∫ 2pi
0
dθ e−iνθZQCD(m, θ) , (8.3)
which corresponds to a path integral restricted to gauge fields of topological charge ν.
It is generally assumed that the gauge field measure does not depend on the topological charge.
When topological excitations can be considered as independent events, the central limit theorem
dictates that the distribution of topological charge is given by
Pν = 1√2piV χe
−ν2/2V χ , (8.4)
where V is the space-time volume and χ is the topological susceptibility at θ = 0. In the quenched
theory (or, equivalently, for heavy quarks), χ = χq is a mass-independent constant, whereas for light
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quarks, the topological charge is screened, resulting in a topological susceptibility at θ = 0 given by
[75, 76]
χ = mΣ , (8.5)
where Σ is the absolute value of the chiral condensate for m = 0 and θ = 0.
In the microscopic domain of QCD, where the Compton wavelength of the pion is much larger
than the size of the box, the mass- and θ-dependence of the QCD partition function is given by a
random matrix theory (RMT) with the same global symmetries as those of QCD. Contrary to QCD,
random matrix partition functions are defined in terms of integrals over the matrix elements of the
Dirac operator at fixed topological charge rather than integrals over gauge fields at fixed θ-angle,
which contain the sum over topological charges. In this chapter we study random matrix theories that
are deformed by an imaginary chemical potential or temperature. The deformation parameter will be
denoted by u.
Given a random matrix partition function at fixed ν, the partition function at fixed θ is defined by
ZRMT(m, θ) =
∞∑
ν=−∞
eiνθPνNνZRMTν (m) , (8.6)
where we separated a potentially nontrivial normalization factor Nν and a weight factor Pν from
ZRMTν (m). The factor Pν corresponds to the quenched distribution of topological charge given in
Eq. (8.4) (with χ = χq). Other ν-dependent normalization factors that may arise in random matrix
models of the QCD partition function are included in the factor Nν . One of our objectives is to
discuss the significance of these two factors. We shall see in Sec. 8.3 that, contrary to QCD or chiral
random matrix theories at u = 0 [36, 77], Nν can become a nontrivial function of the deformation
parameter. On the other hand, as will be shown in Sec. 8.3, for light quarks it makes no difference
whether or not Pν is included in the sum over ν [77].
A related question we would like to address in this chapter is which part of the Dirac spectrum is
sensitive to the topological charge. The answer to this question could depend on the parameters of
QCD or the chiral random matrix model, and we shall see below that this is actually the case. It also
depends on the value of the quark mass, for which we distinguish the following scales, see Sec. 2.4:
(i) The microscopic scale [36, 78] where mV Σ is kept fixed in the thermodynamic limit. This cor-
responds to the ε-regime of chiral perturbation theory [29]. (ii) The chiral scale where m
√
V is kept
fixed in the thermodynamic limit. This corresponds to the p-regime [28] of chiral perturbation theory.
(iii) The macroscopic domain with m ≈ ΛQCD. In the microscopic domain, the mass dependence of
the QCD partition function is given by chiral random matrix theory. Actually, this domain extends
beyond the microscopic domain all the way to the chiral scale. Therefore, it is appropriate to borrow
the name “ergodic domain” from the theory of disordered systems [79] to distinguish the domain
m  1/ΛQCD
√
V from the microscopic scaling domain. Note that we will sometimes consider the
limit where mV Σ approaches infinity with the understanding that the thermodynamic limit is taken
first so that m is still in the microscopic domain.
The issues that will be addressed in this chapter are already manifest for one quark flavor, and
for simplicity we will only discuss this case. The one-flavor QCD partition function, given by the
average fermion determinant, is a function of the quark mass and of the θ-angle or the topological
charge ν. If the eigenvalues of the (anti-Hermitian) Dirac operator at fixed ν are denoted by iλνk, the
QCD partition function at fixed ν can be expressed as
Zν(m) =
〈∏
k
(iλνk +m)
〉
, (8.7)
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where the average is over gauge fields with fixed ν.
We know that in the microscopic domain (and in fact in the ergodic domain) the mass dependence
of the one-flavor QCD partition function in the sector of topological charge ν is given by [29, 35]
Zν(m) ∝ Iν(mV Σ) . (8.8)
For large values of the argument the modified Bessel function Iν becomes insensitive to its index ν,
and thus Eq. (8.8) implies that the average fermion determinant does not depend on the topological
charge whenmV Σ 1. In terms of Dirac eigenvalues one way to realize this is when only eigenval-
ues below this mass scale are affected by topology (see Eq. (8.7)). However, more exotic scenarios
are also possible. It could be that eigenvalues beyond the microscopic domain are sensitive to the
topological charge. If m is in the microscopic domain, this might result in a ν-dependent overall
factor Nν that could depend on the deformation parameter u and restores the ν-independence of Zν
formV Σ 1. To find out whether this scenario is realized, it makes sense to introduce the notion of
the topological domain of the Dirac spectrum, which we define to be the part of the Dirac spectrum
that is sensitive to the topological charge.
In QCD we haveNν = 1 and, from Eqs. (8.2) and (8.8), the universal θ-dependence of the partition
function is given by
ZQCD(m, θ) ∝ emV Σ cos θ . (8.9)
It is plausible that the standard scenario discussed after Eq. (8.8) applies in this case, i.e., the topolog-
ical domain of the Dirac spectrum does not extend beyond the microscopic domain. Exotic scenarios
such as the one discussed above could occur in certain lattice formulations of QCD, and it would be
interesting to test this directly. We shall further comment on this point in Sec. 8.7.
The ergodic domain of QCD is given by random matrix theory, but since the average fermion
determinant is sensitive to all eigenvalues, it could be that deformations of the random matrix model
result in a topological domain that extends beyond the microscopic domain. In this chapter we
will see that this may happen in random matrix models at nonzero temperature/imaginary chemical
potential.
The θ-dependence of random matrix theories at nonzero temperature was discussed before in the
literature [80]. In that work the temperature was introduced such that it only affects the eigenmodes
corresponding to nonzero Dirac eigenvalues. This resulted in the same θ-dependence as in the zero-
temperature random matrix model [36]. Among others it was shown that theO(m2) term in the chiral
Ward identity does not contribute in the chiral limit. This is not always the case. It was recently
shown in the framework of chiral perturbation theory that in the superfluid phase of QCD at nonzero
chemical potentials the O(m2) term cannot be neglected [81, 82]. In this chapter we will see that
the O(m2) term in the chiral Ward identity contributes to the topological susceptibility for random
matrix partition functions at nonzero temperature/imaginary chemical potential if the u-dependent
normalization factor Nν is not included.
8.2 Chiral random matrix models
Definition of the random matrix model
The random matrix model for Nf = 1 in the sector of topological charge ν is defined by [36]
Zν(m) = CN,ν
∫
d[W ] det(D +m) e−
1
2
NΣ2 TrW †W (8.10)
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with the random matrix Dirac operator defined by
D =
(
0 iW
iW † 0
)
. (8.11)
The integral is over the real and imaginary parts of the elements of the random matrix W , which has
dimension p×q. The Dirac operator (8.11) has |p− q| exact zero modes. For this reason we interpret
ν = p− q (8.12)
as the topological charge. The total number of modes
N = p+ q (8.13)
will be interpreted as the volume. This corresponds to the choice of mode density
N
V
= 1 . (8.14)
The normalization factor CN,ν is chosen such that the quenched partition function is normalized to
unity, i.e.,
CN,ν =
(
NΣ2
2pi
) 1
4
(N2−ν2)
. (8.15)
We will consider this random matrix model in the presence of an imaginary chemical potential
iu. Using the chiral representation of the γ-matrices, the u-deformed Dirac operator is given by
[72, 83, 84, 85, 86]
D(u) =
(
0 iW + iu 1p×q
iW † + iu 1q×p 0
)
, (8.16)
where (1p×q)k` = δk`. Alternatively, u can be interpreted as a schematic temperature as was done in
[72, 83, 84, 85]. The argument goes as follows. The temperature enters in the Dirac operator through
the matrix elements corresponding to ∂0, with eigenvalues that are given by the Matsubara frequen-
cies. We include only the temperature dependence given by the lowest two Matsubara frequencies by
adding the p× q temperature matrix iT to iW and iW † in Eq. (8.11), where
Tkk =
{
u for k ≤ min{p, q}/2 ,
−u for k > min{p, q}/2 , (8.17)
and Tk` = 0 for k 6= `. Using the invariance of the integration measure under unitary transformations
W → UWV −1 with U ∈ U(p) and V ∈ U(q), the temperature matrix can be transformed into a
diagonal matrix with all diagonal matrix elements equal to u, so that the Dirac operator is given by
Eq. (8.16).
In the following, we shall refer to the model defined by Eq. (8.16) as “model A”.
Other random matrix models
Equation (8.16) is not the only way to introduce a nonzero temperature. Another possibility [80] is
to first partition the N modes into N0 = p + q “zero” modes and a fixed number N1 of “nonzero”
modes, with |ν| = |p− q| actual zero modes of the Dirac operator. An N1 ×N1 temperature matrix
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is then added to the “nonzero”-mode component of the Dirac operator, while the “zero”-mode matrix
elements remain temperature independent. In terms of the Dirac operator (8.16) this means that we
add to an (N1/2 + p)× (N1/2 + q) random matrix W a diagonal matrix with N1/2 elements equal
to iu and min{p, q} elements equal to zero. (This is technically equivalent to the model considered
in Ref. [83, 84], although the physics background is different.) In the following, we shall refer to this
model as “model B”.
A third possibility is to add to W a random matrix with matrix elements that are proportional to
u. This model was introduced in Ref. [40] for imaginary u (i.e., real chemical potential) to describe
the microscopic domain of QCD at nonzero baryon chemical potential. For real u, this results in a
model that differs from the original model (8.11) simply by a rescaling of the parameter Σ according
to Σ → Σ/√1 + u2. This model will be referred to as “model C”. Note that this model does not
have a chiral phase transition. A less trivial model is obtained by introducing two or more different
imaginary chemical potentials [34], but we will not discuss this possibility in this chapter.
8.3 Normalization factors
In this section we solve the random matrix models that were introduced in the previous section. We
will find that the universal θ-dependence is not recovered for model A at u 6= 0 unless additional
normalization factors are included.
Solution of model A
In this subsection we solve the random matrix model A given by Eq. (8.10) with Dirac operator (8.16).
The procedure is standard (see chapter 7 and Refs. [36, 72]). We start by writing the determinant as
a Grassmann integral,
det(D(u) +m) =
∫
d[ψ¯ψ] exp
[(
ψ¯L
ψ¯R
)T
(D(u) +m)
(
ψR
ψL
)]
, (8.18)
and perform the Gaussian average over the random matrix elements. After a Hubbard-Stratonovich
transformation and integration over the Grassmann variables we obtain the following σ-model,
ZAν (m) =
∫
dσdσ∗
(
1 + u2|σ +m|−2
)n
(σ +m)p(σ∗ +m)q e−
1
2
NΣ2σσ∗ , (8.19)
where n = min{p, q}. Notice that the ν-dependent normalization constant introduced in Eq. (8.10)
has canceled.
After changing variables σ → σ − m and σ∗ → σ∗ − m in Eq. (8.19) and then expressing the
integral over (σ, σ∗) in polar coordinates (r, ϕ), the angular integral results in a modified Bessel
function, and the partition function is given by the remaining integral over r,
ZAν (m) = 2pi
∫ ∞
0
dr Iν(mNΣ2r)r|ν|+1(r2 + u2)(N−|ν|)/2e−
1
2
NΣ2(r2+m2) . (8.20)
For large N , this partition function can be evaluated by a saddle-point approximation. For m in the
ergodic domain, the saddle point in the broken phase is at r¯2 = 1/Σ2 − u2. To leading order in 1/N
the partition function is given by
ZA,asν (m) ∝ Iν
(
mNΣA(u)
)
τ |ν| , (8.21)
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where irrelevant prefactors have been ignored and
ΣA(u) = Στ with τ(u) =
√
1− Σ2u2 . (8.22)
A second-order phase transition to the chirally symmetric phase occurs at uc = 1/Σ [72].
The θ-dependence of the partition function is obtained after performing the sum over ν according
to Eq. (8.6). As will be explained in detail in the next subsection, for light quarks the sum is not
affected by the distribution function Pν [77]. We will therefore set Pν = 1.
Let us first consider the case u = 0 and takeNν = 1. Using the identity for Bessel functions given
by [73, Eq. (9.6.33)]
∞∑
ν=−∞
Iν(x) tν = e
1
2
x(t+1/t) , (8.23)
we find the universal result [35, 77]
ZA(m, θ)
∣∣
u=0
∝ emNΣ cos θ . (8.24)
This shows that we do not need nontrivial normalization factors at u = 0.
Now consider the case u 6= 0. Because of the factor τ |ν|, in this case Eq. (8.21) depends on ν for
mNΣA(u) 1. This is a non-universal result and would also lead to a non-universal θ-dependence
of ZA after summing over ν. However, these problems can be fixed by introducing a u-dependent
normalization factor
Nν = τ−|ν| . (8.25)
Then with the replacement Σ → ΣA(u) the sum over ν is the same as for u = 0. Again the sum is
not affected by the distribution function Pν , and we find the universal result
ZA(m, θ) ∝ emNΣA(u) cos θ . (8.26)
In QCD an imaginary chemical potential is equivalent to a constant vector field and can be gauged into
the temporal boundary conditions of the fermion fields. This is not the case in random matrix theory,
and therefore it should not come as a surprise that we need a ν-dependent normalization factor to
recover the correct θ-dependence. In agreement with universality properties of Dirac spectra at fixed
ν [69, 70, 71, 34] this normalization factor does not depend on the quark mass.
When u approaches uc = 1/Σ, higher-order terms in the saddle-point approximation of Eq. (8.20)
become important, and the integral has to be performed exactly. We will not further elaborate on
this and only discuss the parameter domain where the leading-order saddle-point approximation is
appropriate.
We will discuss further properties of model A in later sections but first turn to a discussion of the
necessity of Pν and to a comparison with models B and C, where no u-dependent normalization
factors will be needed.
On the necessity of Pν
For large |ν| at fixed x the modified Bessel function can be approximated by (see Eq. (9.3.1) of [73])
Iν(x) ∝ (x/2)
|ν|
|ν|! . (8.27)
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Therefore, if m is in the microscopic domain, the sum over ν in Eq. (8.6) is convergent without the
Gaussian factor (8.4).
The sum over ν can be performed, up to exponentially suppressed contributions, using the approx-
imation [35]
Iν(x) ∝ 1√
2pix
ex−ν
2/2x , (8.28)
which follows from the uniform large-order expansion of the modified Bessel function and is valid
for 1 |ν|  x [73, Eq. (9.7.7)]. It makes no difference whether or not we include the factor Pν in
Eq. (8.6) since
e
− ν2
2N
“
1
mΣ(u)
+ 1
χq
”
∝ e− ν
2
2mNΣ(u) (8.29)
for m in the ergodic domain. The topological susceptibility at θ = 0 is therefore given by Eq. (8.5).
From the approximation (8.28) we also see that all topological sectors with ν2  mNΣ(u) con-
tribute equally to the partition function.
It was argued by Damgaard [77] that the factor Pν should be absent in the sum over ν in Eq. (8.6),
although he also pointed out that the quenched limit could not be taken properly in this case. Our
point of view is that the presence of Pν is immaterial for m in the microscopic domain, but that
Pν becomes important at length scales below the η′ mass where it is believed to determine the local
topological susceptibility and leads to the Witten-Veneziano formula for the η′ mass [87, 88, 89, 90].
Beyond this scale the topological susceptibility at θ = 0 is given by Eq. (8.5).
Comparison with models B and C
For fixed topological charge ν the partition function of model B is given by
ZBν (m) =
∫
dσdσ∗(|σ +m|2 + u2)N1/2(σ +m)p(σ∗ +m)qe− 12NΣ2σσ∗ , (8.30)
or, after introducing polar coordinates,
ZBν (m) = 2pi
∫ ∞
0
dr Iν(mNΣ2r)rN0+1
(
r2 + u2
)N1/2 e− 12NΣ2(r2+m2) . (8.31)
Note that this partition function becomes independent of ν for large mNΣ. Since the correct θ-
dependence is obtained at u = 0 this model does not require additional normalization factors. The
sum over ν with Pν = 1 results in
ZB(m, θ) = 2pi
∫ ∞
0
dr emNΣ
2r cos θrN0+1
(
r2 + u2
)N1/2 e− 12NΣ2(r2+m2) . (8.32)
Using a saddle-point approximation for large N , we find the universal θ-dependence
ZB(m, θ) ∝ emNΣB(u) cos θ , (8.33)
where [83, 84]
ΣB(u)
Σ
=
[
1−Σ2u2+√(1+Σ2u2)2−4Σ2u2N1/N
2
]1/2
. (8.34)
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The partition function of model C at deformation parameter u is equivalent to Eq. (8.19) at u = 0
with Σ→ ΣC(u) = Σ/√1 + u2, and we thus have the universal result
ZC(m, θ) ∝ emNΣC(u) cos θ. (8.35)
Hence we see that in order to obtain the universal θ-dependence of the partition function neither
model B nor model C requires normalization factors Nν that depend on the deformation parameter
u. However, let us emphasize again that the appearance of theNν is a generic feature in RMT. In the
remainder of this chapter we identify mechanisms that are responsible for this behavior.
8.4 Chiral condensate and topology
The case Nf = 1 we address in this chapter is special since there is no SU(Nf )×SU(Nf ) symmetry
that could be spontaneously broken. Nevertheless, there could still be a chiral condensate, which can
be calculated in the usual way,
| 〈ψ¯ψ〉 | = 1
V
∂m logZ(m, θ) . (8.36)
The parameter Σ introduced earlier is defined to be equal to | 〈ψ¯ψ〉 | at θ = 0 for m → 0 and
V → ∞. The functions Σ(u) computed in Secs. 8.3 and 8.3 correspond to the u-dependent chiral
condensate in the same limits. These limits can be taken in different orders [91], either
Σ(1) = lim
V→∞
lim
m→0
1
V
∂m logZ(m, θ = 0) (8.37)
or in the reverse order,
Σ(2) = lim
m→0
lim
V→∞
1
V
∂m logZ(m, θ = 0) . (8.38)
In Eq. (8.37), a nonzero chiral condensate implies the breaking of the UA(1) symmetry by instantons
or the axial anomaly [92], whereas in Eq. (8.38) a nonzero chiral condensate implies “spontaneous
symmetry breaking” in the following sense. At fixed topology the QCD partition function has a
UA(1) symmetry (in fact a covariance except at ν = 0 where we have a symmetry). A nonzero chiral
condensate spontaneously breaks this UA(1) symmetry at fixed topology.
From the universal expression (8.9) for the one-flavor partition function it is clear that the order of
limits should not matter. We will now see that for model A this is only the case if the normalization
factors Nν are included. Because in this section we only consider model A we omit the superscript
A. Using Eq. (8.6) and the mass dependence of Zν(m) given by Eq. (8.21), we find that Σ(1) of
model A is given by
Σ(1) = lim
N→∞
lim
m→0
∂m[N1Z1(m) +N−1Z−1(m)]
NN0Z0(m) , (8.39)
where the factor Pν has dropped out of numerator and denominator since it is essentially constant for
ν  √N . Using the result (8.21), we obtain
Σ(1)(u) = (N1/N0)Στ2 = (N1/N0)Σ(1− Σ2u2) . (8.40)
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Next we calculate the chiral condensate using the reverse order of limits. Based on the discussion
in Sec. 8.3 we find that for |ν|  √mNΣ the condensate for fixed ν does not depend on ν. Its value
is therefore equal to the value in the ν = 0 sector. This was calculated in Ref. [72], resulting in
Σ(2)(u) = Στ = Σ
√
1− Σ2u2 . (8.41)
We thus see that the two condensates are only equal if the normalization factor N1/N0 =
1/
√
1− Σ2u2 from Eq. (8.25) is included. Therefore we have a nice consistency check of Eq. (8.25).
So far, we have assumed that we can choose p and q to have arbitrary ν = p−q. Let us now fix the
total number of states N . In this case the Dirac operator with ν zero modes has nonzero off-diagonal
blocks of dimension (N + ν)/2× (N − ν)/2, see Eqs. (8.12) and (8.13). This implies that the parity
of the topology is the same as the parity of N . In the following we assume that N , and therefore also
ν, is even. Equation (8.9) shows that the chiral condensate can be extracted from
(Σ(1))2 = lim
N→∞
lim
m→0
1
N2
∂2mZ(m, θ = 0)
Z(m, θ = 0)
. (8.42)
For m → 0, the numerator receives contributions from ν = 0 and ν = ±2, while only the ν = 0
sector contributes to the denominator. For the ν = 0 contribution we find [35]
(Σ(1))2ν=0 = lim
N→∞
lim
m→0
1
N2
∂2mZ0(m)
Z0(m)
= lim
N→∞
2
N2
〈
N/2∑
k=1
1
(λν=0k )
2
〉
Nf=1
, (8.43)
where the average includes the fermion determinant. The r.h.s. of Eq. (8.43) is dominated by the
smallest eigenvalues. Note that this contribution is independent of the normalization of the partition
function. The contributions of ν = ±2 to the condensate are the same and can be written in terms of
the Dirac eigenvalues as
(Σ(1))2ν=±2 = lim
N→∞
2
N2
N2
N0
〈∏N/2−1
k=1 (λ
ν=2
k )
2
〉
〈∏N/2
k=1(λ
ν=0
k )
2
〉 , (8.44)
where averages without subscript are with respect to the quenched partition function. This is essen-
tially the ratio of the fermion determinants in the sectors ν = 2 and ν = 0. In the random matrix
model A the expressions (8.43) and (8.44) evaluate to
(Σ(1))2ν=0 =
1
2
Σ2τ2 , (Σ(1))2ν=±2 =
1
4
Σ2τ4
N2
N0 , (8.45)
so that the correct result for the chiral condensate is obtained with the normalization factors from
Eq. (8.25).
The question we wish to address in the sections below is why model A requires the u-dependent
normalization factors (8.25). We will relate this question to the properties of the Dirac eigenval-
ues. As we have already discussed in Sec. 8.1, the requirement that Zν(m) be independent of ν for
mV Σ 1 can explain why a normalization factorNν 6= 1 is needed if the topological domain of the
Dirac spectrum extends beyond the microscopic domain. Equation (8.44) shows that the consistency
relation Σ(1) = Σ(2) should also be related to the properties of the Dirac eigenvalues, to which we
turn now.
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Figure 8.1: Convergence of the ratio Rn of determinants for ν = 2 and ν = 0 as a function of the
number n of eigenvalues included for an ensemble of 106 400×400 matrices. Results are
shown for u = 0.0, u = 0.5, and u = 0.8. The shaded areas correspond to the statistical
errors.
8.5 Eigenvalue fluctuations and microscopic universality
In the numerical calculation of this section we keep N fixed as discussed at the end of the previous
section. Motivated by Eq. (8.44), we consider the ratio Rn of the products of eigenvalues for ν = 2
and ν = 0 as a function of the number of eigenvalues included in the product,
Rn =
1
N2
〈∏n−1
k=1(λ
ν=2
k )
2
〉
〈∏n
k=1(λ
ν=0
k )
2
〉 . (8.46)
For n = N/2 all eigenvalues are included in the product, and for model A the value of this ratio
follows from Eqs. (8.44) and (8.45),
R∞ = lim
N→∞
RN/2 =
1
8
Σ2τ4 . (8.47)
We have evaluated the ratio Rn numerically for model A, using an ensemble of 106 random matrices
(8.16) of dimension N = 400 distributed according to the Gaussian factor in Eq. (8.10). The mass
has been set to zero. In Fig. 8.1 we plot the ratio Rn/R∞ versus n for u = 0, u = 0.5, and u = 0.8.
We observe that for u = 0 the ratio of determinants saturates in the ergodic domain (n .
√
N = 20).
This is not the case for u = 0.5 and u = 0.8, where all eigenvalues contribute to the ratio of the two
determinants.
This is further illustrated in Fig. 8.2, where we plot the ratio
∆λn =
〈
λν=2n
〉− 〈λν=0n+1〉
〈λν=0n 〉 −
〈
λν=0n+1
〉 (8.48)
versus n. The motivation for constructing this particular ratio is as follows. The microscopic eigen-
values are expected to behave universally after rescaling with the chiral condensate and the volume.
The universal result for the spectral density of microscopic eigenvalues in the quenched case and in
the topological sector ν is [93]
ρs(ξ) =
ξ
2
[
Jν(ξ)2 − Jν+1(ξ)Jν−1(ξ)
]
, (8.49)
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Figure 8.2: Topological shift ∆λn of the eigenvalues for an ensemble of 106 400×400 matrices (left)
and an ensemble of 105 800 × 800 matrices (right). The shaded areas correspond to the
statistical errors.
where Jν is a Bessel function and ξ = λNΣ. Its large-ξ behavior is given by
ρs(ξ) =
1
pi
− cos(νpi − 2ξ)
2piξ
(8.50)
so that for λnNΣ  1 we have
〈
λν=2n
〉 ≈ 〈λν=0n+1〉 and therefore ∆λn → 0. This is indeed what
we find in Fig. 8.2 for u = 0. Notice that Eq. (8.49) has been obtained by taking the microscopic
limit and is only valid for eigenvalues well below the chiral scale. For u = 0 we find that ∆λn = 0
also beyond the microscopic domain and conclude that in this case the topological domain does not
extend beyond the microscopic domain. For u 6= 0, however, the situation is completely different. All
eigenvalues are in the topological domain and only the first few eigenvalues show universal behavior.
Comparing the results for N = 400 and N = 800 in Fig. 8.2, we observe that the universal domain,
i.e., the domain where the eigenvalue ratio ∆λn does not depend on u, increases withN proportional
to
√
N . This is in agreement with microscopic universality for u < uc = 1/Σ, which states that the
distribution of low-lying eigenvalues is universal after rescaling them by the chiral condensate. If we
consider the Dirac spectrum around x, the correction terms to this universal behavior are of the order
Nx2. This implies that the number of eigenvalues with universal fluctuations around λ = 0 scales
with
√
N .
Based on Fig. 8.2, a plausible explanation for the behavior of the ratio of the determinants seen in
Fig. 8.1 can be given in terms of the u-dependence of the average position of the eigenvalues. For this
reason we plot in Fig. 8.3 the same ratios as in Fig. 8.1, but normalized with respect to the average
positions of the eigenvalues. The ratio R˜n defined by
R˜n =
〈∏n−1
k=1
(
λν=2k /
〈
λν=2k
〉)2〉〈∏n
k=1
(
λν=0k /
〈
λν=0k
〉)2〉 (8.51)
is shown for u = 0.0, u = 0.5, and u = 0.8.
We conclude that the u-dependence of the ratio of the determinants is almost exclusively due to
the effect of u on the average position of the eigenvalues.
In the theory of disordered systems, a frequently used measure to test the breakdown of universality
is the number variance [79]. This is the variance of the number of levels in an interval containing n¯
eigenvalues on average. In Fig. 8.4 we display the number variance Σ2 versus the average number
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Figure 8.3: Convergence of the ratio R˜n of determinants for ν = 2 and ν = 0 as a function of the
number n of eigenvalues included. Results are for an ensemble of 106 400×400 matrices.
The shaded areas correspond to the statistical errors.
n¯ of eigenvalues in an interval starting at zero. The curves for u = 0.0 and u = 0.5 coincide for
n¯ ≤ 15, while the deviations between u = 0.0 and u = 0.8 are already significant for n¯ ≥ 5. This is
in agreement with the discussion of Fig. 8.2.
In Fig. 8.5 we show the behavior of the Dirac eigenvalues in model B. We observe that in this
model the topological domain does not extend beyond the microscopic domain even for u 6= 0. This
is also the case for model C, which at u 6= 0 is equivalent to model A at u = 0 after rescaling the
chiral condensate Σ→ ΣC(u). The results for model C are therefore identical to the u = 0 results in
Figs. 8.1–8.4. We thus have a further piece of evidence that nontrivial normalization factorsNν only
appear if the topological domain extends beyond the microscopic domain.
8.6 Topological and pseudoscalar susceptibility
As mentioned in Sec. 8.1, the θ-dependence of the QCD partition function is obtained by introducing
left-handed and right-handed quark masses according to z = meiθ and z∗ = me−iθ, respectively,
see Eq. (8.1). Denoting the l.h.s. of Eq. (8.2) by Z(z, z∗), with the superscript QCD omitted for
simplicity, the topological susceptibility at arbitrary θ-angle is given by
χt =
1
V
(〈
ν2
〉− 〈ν〉2) = − 1
V
∂2θ logZ(z, z
∗)
=
1
V
(z∂z + z∗∂z∗) logZ(z, z∗) (8.52)
+
1
V
[
z2∂2z + z
∗2∂2z∗ − 2zz∗∂z∂z∗
]
logZ(z, z∗) .
Because m∂m = z∂z + z∗∂z∗ , the first term on the r.h.s. of this equation is equal to m|
〈
ψ¯ψ
〉 |,
see Eq. (8.36). The second term on the r.h.s. of Eq. (8.52) is equal to m2 times the pseudoscalar
susceptibility given by
m2χPS = V
〈
(zψ¯LψR − z∗ψ¯RψL)2
〉
Nf=1
− V 〈zψ¯LψR − z∗ψ¯RψL〉2Nf=1 . (8.53)
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Figure 8.4: Number variance versus the average number n¯ of levels in the interval [0, n] for an en-
semble of 106 400 × 400 matrices. The curves for u = 0.0 and u = 0.5 only start to
deviate from each other at n¯ ≥ 15.
Thus Eq. (8.52) becomes
χt = m|
〈
ψ¯ψ
〉 |+m2χPS . (8.54)
This is the well-known chiral Ward identity relating χt to the chiral condensate and the pseudoscalar
susceptibility [75, 76]. Note that | 〈ψ¯ψ〉 | = Σ cos θ +O(m).
The random matrix partition function ZA(m, θ) with m in the ergodic domain can be calculated
explicitly from Eq. (8.6), setting Pν = 1 according to the discussion in Sec. 8.3. We will set Nν =
τ−|ν|(1−ε), where setting ε to 0 or 1 allows us to switch between including or not including Nν .
We first replace the Bessel function Iν in Eq. (8.20) by the integral representation
Iν(x) =
1
2pi
∫ 2pi
0
dϕ eiνϕ+x cosϕ , (8.55)
sum the resulting geometric series in ν, and perform a saddle-point approximation of the radial inte-
gral including next-to-leading order corrections in m to find
ZA(m, θ) ∝
∫ 2pi
0
dϕ
1− τ2ε
1− 2τ ε cosϕ+ τ2ε exp [mNΣτ cos(ϕ− θ)]
× exp
[
1
4τ2
Nm2Σ2 cos2(ϕ− θ)
]
. (8.56)
Note that
lim
u→0
1− τ2ε
2pi(1− 2τ ε cosϕ+ τ2ε) = δ(ϕ) (8.57)
but also
lim
ε→0
1− τ2ε
2pi(1− 2τ ε cosϕ+ τ2ε) = δ(ϕ) . (8.58)
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Figure 8.5: Topological shift ∆λn and the ratio Rn/R∞ for an ensemble of 106 400× 400 matrices
with N1/N = 0.75 for model B [80].
Therefore for ε→ 0 or u→ 0 we find
ZA(m, θ) ∝ exp
[
mNΣτ cos θ +
1
4τ2
Nm2Σ2 cos2 θ
]
(8.59)
and thus by Eq. (8.52)
χAt (u) = mΣ
A(u) cos θ +O(m2) , (8.60)
which is consistent with results obtained by Crewther [75, 76]. We conclude that for u = 0 or if we
include the normalization factor (8.25) the contribution of the pseudoscalar susceptibility vanishes in
the chiral limit.
The situation is different, however, if we do not include the Nν . For mNΣ  1 the contribution
of the pseudoscalar susceptibility to the topological susceptibility becomes comparable to that of the
chiral condensate but with opposite sign and thus leads to a significant suppression of the topological
susceptibility (see Fig. 8.6). Because the saddle-point approximation breaks down close to u = 1 we
do not plot the curves of Fig. 8.6 in this region. For mNΣ 1 the exponent in Eq. (8.56) can be be
expanded, and after evaluating the integral analytically we find
ZA(m, θ) ∝ 1 +mNΣτ1+ε cos θ . (8.61)
This result agrees with Fig. 8.6 and shows that in this limit the contribution of the pseudoscalar
susceptibility at u 6= 0 is small also without Nν .
Metlitski and Zhitnitsky have recently found another situation in which the O(m2) term in
Eq. (8.54) becomes important, i.e., the superfluid phase of QCD with two or three colors [81, 82]. Of
course, if we include the Nν in model A (as we should) we do not see this effect. Nevertheless, our
observation may potentially be of importance, see Sec. 8.7.
For models B and C no normalization factors Nν are needed to ensure a vanishing contribution of
the pseudoscalar susceptibility.
The vanishing of the contribution of the pseudoscalar susceptibility also imposes constraints on
the ν-dependence of pseudoscalar correlators and can be used as a check of results that were recently
derived for the ε-domain [23, 51].
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 1,Nν from Eq. (8.25).
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Figure 8.6: Contributions to χAt for N = 10
3 and m = 5 · 10−2 (top) and m = 5 · 10−5 (bottom)
with or without the normalization factor Nν . We set θ = 0 and Σ = 1. The curves were
obtained by numerical evaluation of Eq. (8.56) in connection with Eq. (8.52).
8.7 The topological domain and lattice QCD
It is well known that random matrix models for QCD at zero imaginary chemical potential (or temper-
ature) u have the correct θ-dependence. In this chapter we have shown that this is not automatically
the case for u 6= 0. We obtain the correct θ-dependence only after introducing ν-dependent normal-
ization factors Nν in the sum over topologies.
To explain this we have introduced the topological domain of the Dirac spectrum, which is defined
as the part of the Dirac spectrum that is sensitive to the topological charge. We have shown that
for u = 0 the topological domain coincides with the microscopic domain. This is also the case at
u 6= 0 for models for which no ν-dependent normalization factors are needed to obtain the correct
θ-dependence. However, for the model we analyzed that requires nontrivial normalization factors,
the complete Dirac spectrum is inside the topological domain. This results in a partition function that
gives universal behavior for small Dirac eigenvalues, but has bulk spectral correlations that depend
both on u and on the topological charge. In the thermodynamic limit this leads to an additional u-
dependent factor in the partition function at fixed topological charge which results in an incorrect
θ-dependence of the partition function. To obtain a partition function with the usual behavior in
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the chiral limit, one has to introduce additional ν-dependent normalization factors in the sum over
topologies.
Our observations are of potential importance for lattice QCD at nonzero imaginary chemical po-
tential or temperature. Depending on, e.g., the fermion formulation or the algorithm used, it could be
that nontrivial normalization factors are needed in the sum over topological sectors, and these could
even persist in the continuum limit. To find out whether such normalization factors might be nec-
essary, it would be interesting to determine the topological domain as a function of the deformation
parameters. This is feasible with current lattice technology. To be consistent with the general proper-
ties of QCD, the topological domain should not extend beyond the microscopic domain. Future work
will tell us if this interesting picture prevails.
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Chapter 9
Conclusions and outlook
The low-energy limit of QCD at sufficiently small quark masses in a finite volume can be viewed
as a finite-volume expansion about a zero-dimensional theory that is uniquely determined by its
universality class. Since QCD is in the same universality class as the chiral unitary ensemble of RMT,
we can use predictions of RMT to describe the properties of QCD in this limit. The dimensionless
quantities of RMT can be mapped to dimensionful quantities of QCD using the two leading-order
low-energy constants Σ and F .
These constants can be determined from fits to Dirac eigenvalue correlation functions obtained
from lattice QCD simulations in the ε regime. The low-energy constant Σ can be extracted from
the position of the lowest Dirac eigenvalue, and the low-energy constant F can be extracted from the
shift of Dirac eigenvalues due to the presence of a nonzero imaginary chemical potential. The relevant
eigenvalue correlation functions can be calculated efficiently in lattice QCD since the Dirac operator
remains anti-Hermitian for nonzero imaginary chemical potential. Furthermore, it is sufficient to
introduce nonzero imaginary chemical potential only for valence quarks, and therefore also existing
lattice QCD configurations that were generated at zero chemical potential can be used to extract the
low-energy constant F in this way.
In order to correct for the effect of the finite simulation volume we have calculated the partially
quenched low-energy effective theory with imaginary chemical potential at NNLO in the ε expan-
sion. While at NLO the predictions of RMT still hold with Σ and F replaced by effective low-energy
constants Σeff and Feff, at NNLO also non-universal terms arise. We have discussed how to minimize
these non-universal terms and the finite-volume corrections to Σ and F by a suitable choice of lattice
geometry. It was shown that at simulation volumes of approximately (2 fm)4 and at F = 90 MeV an
optimal result can be obtained by using an asymmetric lattice with one spatial dimension that is twice
the size of the other dimensions. Since many lattice configurations are generated on a similar geom-
etry, where the large spatial dimension is exchanged with the temporal dimension, one can minimize
the effects of the finite simulation volume by a suitable rotation of the lattice. We performed such a
rotation on dynamical two-flavor lattice configurations of the JLQCD collaboration and extracted Σ
and F with good precision.
In future work we will use the exact form of the non-universal terms derived in chapter 5 to calcu-
late analytic expressions for Dirac eigenvalue correlation functions at NNLO in the ε expansion. In
this way we can reduce the systematic error of the fits and construct eigenvalue correlation functions
that allow for an extraction of further low-energy constants.
In the second part of this thesis we discussed the role of topology in schematic random matrix mod-
els. Such models can be used to obtain a schematic description of the chiral phase transition of QCD.
We have classified different schematic random matrix models according to the topological domain
of their respective Dirac spectra. The topological domain was defined as the part of the eigenvalue
spectrum that is sensitive to the topological charge. We have shown that additional normalization
factors need to be included in the sum over topological sectors to remedy an unphysical suppression
of topological fluctuations if the topological domain of the Dirac eigenvalues extends beyond the
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microscopic domain
Recently, there has been progress in the formulation of schematic random matrix models at nonzero
temperature and topology. In Ref. [94] a model was proposed that properly incorporates the depen-
dence of the chiral phase transition on the number of quark flavors and allows for finite topological
fluctuations. The model of Ref. [94] at fixed topological charge is equivalent to the model of Ref. [80].
Therefore the topological domain of its Dirac eigenvalues does not extend beyond the microscopic
domain. This is in accordance with our results.
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One-loop propagators at finite volume
In this chapter we discuss one-loop propagators at finite volume with periodic boundary conditions
in dimensional regularization. These propagators were calculated originally in Refs. [30, 57]. The
propagator of a scalar field with mass m at finite volume V is given by
G(x) =
1
V
∑
k
eikx
k2 +m2
, (A.1)
where the sum is over all finite-volume momenta k. A related quantity of interest is the massless
propagator
G¯(x) =
1
V
∑
k 6=0
eikx
k2
, (A.2)
where the sum is over all nonzero finite-volume momenta k. Since the constant mode is subtracted,
G¯ has no infrared singularity. All one-loop combinations of G and G¯ can be related to
Gr =
Γ(r)
V
∑
k
1
(k2 +m2)r
(A.3)
and
G¯r =
Γ(r)
V
∑
k 6=0
1
(k2)r
. (A.4)
In the following we first calculate Gr at spacetime dimension d = 1 and extract the spectrum of the
harmonic oscillator from G0 as an exercise. Then we calculate Gr at arbitrary spacetime dimension
d, and finally we relate G¯r to Gr and give explicit formulas and numbers for common spacetime
geometries.
A.1 Poisson’s sum over momenta
In this section we use Poisson’s summation formula
∞∑
n=−∞
e2piinϕ =
∞∑
n=−∞
δ(ϕ− n) (A.5)
to obtain a convenient expression for the sum over finite-volume momenta k. The d-dimensional
generalization of Eq. (A.5) is given by∑
~n∈Zd
e2pii~n·~ϕ =
∑
~n∈Zd
δ(d)(~ϕ− ~n) , (A.6)
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and therefore the integral over ϕ with a test function f(~ϕ) results in∑
~n∈Zd
f(~n) =
∑
~n∈Zd
∫
ddϕ e2pii~n·~ϕf(~ϕ) , (A.7)
where ~n and ~ϕ are d-dimensional vectors. The sum over finite-volume momenta ~k with components
~ki =
2pini
Li
, (A.8)
where i = 1, . . . , d, and Li is the extent of the spacetime volume in dimension i, can thus be written
as ∑
~k
g(~k) =
∑
~n∈Zd
g(2pini/Li) =
∑
~n∈Zd
∫
ddϕ e2pii~n·~ϕg(2piϕi/Li)
= V
∑
~n∈Zd
∫
ddk
(2pi)d
ei
Pd
j=1(Ljnj)kjg(~k) (A.9)
with V = L1 · · ·Ld. In the following we drop the vector notation.
A.2 The spectrum of the harmonic oscillator
The partition function of the one-dimensional harmonic oscillator with potential
VHO(x) =
1
2
m2x2 (A.10)
is given by
Z =
∮
d[x] exp
[
−1
2
∫ β
0
dτ
(
[∂τx(τ)][∂τx(τ)] +m2x(τ)2
)]
=
∮
d[x] exp
[
−1
2
∫ β
0
dτ x(−∂2τ +m2)x
]
= det(D)−1/2 , (A.11)
where β is the inverse temperature of the system, and the first integral is over all paths x(τ) with
periodic boundary conditions x(0) = x(β). The operator D is given by
D = −∂2τ +m2 , (A.12)
and the corresponding determinant can be written in momentum space as
det(D) =
∏
p
(p2 +m2) , (A.13)
where the product is over all finite-volume momenta p. In the following we regularize this formal
expression in the dimensional regularization scheme. Note that
lnZ = ln
∑
n
e−βEn = −1
2
∑
p
ln(p2 +m2) , (A.14)
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where En are the energy eigenvalues of the one-dimensional harmonic oscillator with n = 0, 1, . . .,
which can be related to Gr for small r by
Gr =
1
V r
∑
p
[1 + r(Γ′(1)− log(p2 +m2))] +O(r)
= − 1
V
∑
p
log(p2 +m2) + power divergence in p+O(r) . (A.15)
In dimensional regularization power divergences are defined to vanish and therefore
lnZ =
β
2
G0 (A.16)
with d = 1 and V = β.
Infinite-volume propagator
The ground-state energy of the harmonic oscillator can be extracted from the large-β limit of G0. In
general this corresponds to the large-V limit of Gr, which we determine next. We find
G∞r =
Γ(r)
V
∑
p
1
(p2 +m2)r
=
Γ(r)
(2pi)d
∫
ddp
(
p2 +m2
)−r
=
2Γ(r)
2dpid/2Γ(d/2)
∫ ∞
0
dp pd−1
(
p2 +m2
)−r
=
2Γ(r)
2dpid/2Γ(d/2)m2r
∫ ∞
0
dp pd−1
(
p2
m2
+ 1
)−r
=
Γ(r)
2dpid/2Γ(d/2)m2r−d
∫ ∞
0
dt td/2−1 (t+ 1)−r . (A.17)
The integral represents the beta function [73]
B(x, y) =
Γ(x)Γ(y)
Γ(x+ y)
=
∫ ∞
0
dt tx−1(1 + t)−x−y (A.18)
for Rex > 0 and Re y > 0 with x = d/2 and y = r − d/2 in Eq. (A.17). For general d and r we
analytically continue the gamma functions. Therefore
G∞r =
1
(4pi)d/2
Γ(r − d/2)md−2r . (A.19)
The ground-state energy of the harmonic oscillator can thus be obtained from
lnZ =
β
2
G0 = −β 12m
!= −βE0 (A.20)
with Γ(−1/2) = −2√pi and βE0  1. Therefore
E0 =
m
2
(A.21)
which is the expected result for the one-dimensional harmonic oscillator defined by Eq. (A.10).
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Finite-volume propagator
The complete spectrum of the harmonic oscillator can only be obtained by a discussion of Gr in a
finite volume. We calculate
Gr = Γ(r)
∑
n∈Zd
∫
ddp
(2pi)d
(p2 +m2)−r exp
i∑
j
Ljnjpj

= G∞r + Γ(r)
∑
n6=0
∫
ddp
(2pi)d
(p2 +m2)−r exp
i∑
j
Ljnjpj
 , (A.22)
where we used Eq. (A.9). This representation of Gr separates the finite volume corrections in a very
clear way from the infinite volume result. We write
Gr −G∞r = gr (A.23)
with
gr =
∑
n6=0
Γ(r)
(2pi)d
∫
ddp (p2 +m2)−r exp
i∑
j
Ljnjpj
 . (A.24)
The higher energy levels of the harmonic oscillator are thus determined by
logZ =
β
2
G0 =
β
2
G∞0 +
β
2
g0 = −βE0 + β2 g0 . (A.25)
The contribution of the first two terms n = ±1 to g0 is given by
g
(1)
0 = limr→0
∑
n=±1
Γ(r)
2pi
∫
dp (p2 +m2)−r exp [iβnp]
= lim
r→0
Γ(r)
pi
Re
∫
dp (p2 +m2)−r exp [iβp] (A.26)
= Re lim
r→0
2√
pi
(
2m
β
)1/2−r
Kr−1/2(βm) =
2
β
exp [−βm] , (A.27)
whereKν are modified Bessel functions of the second kind [73]. We obtain the contribution of higher
terms g(n)0 in the sum over n from g
(1)
0 by replacing β → nβ, and therefore
g0 =
∞∑
n=1
g
(n)
0 =
2
β
∞∑
n=1
1
n
(exp [−βm])n = − 2
β
log (1− exp [−βm]) . (A.28)
The partition function of the one-dimensional harmonic oscillator is thus given by
Z = e−βE0e− log(1−exp[−βm]) =
exp [−βE0]
1− exp [−βm]
=
∞∑
n=0
exp [−β(nm+ E0)] =
∞∑
n=0
exp [−βEn] (A.29)
with
En = E0 + nm . (A.30)
This is the expected result for the higher energy levels of the one-dimensional harmonic oscillator
defined by Eq. (A.10).
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A.3 Massive propagators at finite volume
In this section we study a systematic expansion of gr for arbitrary spacetime dimension d in terms of
m2. We first calculate
gr =
∑
n 6=0
Γ(r)
(2pi)d
∫
ddp (p2 +m2)−r exp
i∑
j
Ljnjpj

=
∑
n 6=0
Γ(r)
2dpid+r
∫
d2rx
∫
ddp exp
i∑
j
Ljnjpj −
2r∑
j=1
x2j (p
2 +m2)

=
∑
n 6=0
Γ(r)C2r
2dpid+r
∫ ∞
0
dx
∫
ddp x2r−1 exp
i∑
j
Ljnjpj − x2(p2 +m2)

=
∑
n6=0
Γ(r)C2r
2dpid+r
∫ ∞
0
dx
∫
ddp x2r−1 exp
−∑
j
(
pjx− i2xLjnj
)2
−
∑
j
L2jn
2
j
4x2
− x2m2

=
∑
n 6=0
Γ(r)C2r
2dpid/2+r
∫ ∞
0
dx x2r−1−d exp
−∑
j
L2jn
2
j
4x2
− x2m2
 , (A.31)
where Cn is the surface of an (n− 1)-sphere,
Cn =
2pin/2
Γ(n/2)
. (A.32)
We next substitute λ = x2 with dλ = 2xdx and find
gr =
∑
n6=0
Γ(r)C2r
2d+1pid/2+r
∫ ∞
0
dλ λr−1−d/2 exp
−∑
j
L2jn
2
j
4λ
− λm2

=
∑
n6=0
1
(4pi)d/2
∫ ∞
0
dλ λr−1−d/2 exp
−∑
j
L2jn
2
j
4λ
− λm2
 . (A.33)
Note that gr satisfies the recurrence relation
∂gr
∂(m2)
= −gr+1 . (A.34)
We define L = [
∏
j Lj ]
1/d and rewrite gr with λ = tL2/4pi,
gr =
1
(4pi)d/2
∫ ∞
0
dλ λr−1−d/2 exp
[−λm2]∑
n6=0
exp
−∑
j
L2jn
2
j
4λ

=
1
(4pi)r
L2r−d
∫ ∞
0
dt tr−d/2−1 exp
[
−m
2L2t
4pi
]∑
n6=0
exp
−∑
j
L2jn
2
jpi
tL2
 (A.35)
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which can be written as
gr =
1
(4pi)r
L2r−d
∫ ∞
0
dt tr−d/2−1 exp
[
−m
2L2t
4pi
]∏
j
S
(
L2j
tL2
)
− 1
 (A.36)
with the Jacobi theta function
ϑ(z; τ) =
∞∑
n=−∞
exp
[
piin2τ + 2piinz
]
(A.37)
and
S(x) = ϑ(0; ix) . (A.38)
The Jacobi theta function transforms under the modular group and thus has a τ → 1/τ covariance.
We show this property for S(x) using Poisson’s summation formula given in Eq. (A.9),
S(x) =
∞∑
n=−∞
e−pin
2x =
∞∑
n=−∞
1
2pi
∫ ∞
−∞
dk einke−pi(k/2pi)
2x
=
∞∑
n=−∞
1
2pi
∫ ∞
−∞
dk exp
[
ink − k
2x
4pi
]
=
∞∑
n=−∞
1
2pi
∫ ∞
−∞
dk exp
[
−
(
k
√
x
2
√
pi
− in
√
pi√
x
)2
− n
2pi
x
]
=
∞∑
n=−∞
1√
x
exp
[
−n
2pi
x
]
=
1√
x
S(1/x) . (A.39)
Next we split the integration over t in 0 < t < 1 and 1 < t, i.e.,
gr − 1(4pi)rL
2r−d
∫ 1
0
dt tr−d/2−1 exp
[
−m
2L2t
4pi
]∏
j
S
(
L2j
tL2
)
− 1

=
1
(4pi)r
L2r−d
∫ ∞
1
dt tr−d/2−1 exp
[
−m
2L2t
4pi
]∏
j
S
(
L2j
tL2
)
− 1

=
1
(4pi)r
L2r−d
∫ ∞
1
dt tr−1 exp
[
−m
2L2t
4pi
]∏
j
L
Lj
S
(
tL2
L2j
)
− 1
(4pi)r
L2r−dbr−d/2
=
1
(4pi)r
L2r−d
∫ 1
0
dt t−r−1 exp
[
−m
2L2
4pit
]∏
j
S
(
L2
tL2j
)
− 1
(4pi)r
L2r−dbr−d/2
=
1
(4pi)r
L2r−d
∫ 1
0
dt t−r−1 exp
[
−m
2L2
4pit
]∏
j
S
(
L2
tL2j
)
− 1

+
1
(4pi)r
L2r−dbr − 1(4pi)rL
2r−dbr−d/2 (A.40)
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with
bs =
∫ ∞
1
dt ts−1 exp
[
−m
2L2t
4pi
]
=
∫ 1
0
dt t−s−1 exp
[
−m
2L2
4pit
]
. (A.41)
Therefore the finite-volume contribution gr can be written as
gr =
1
(4pi)r
L2r−d
[
ar + br − br−d/2
]
, (A.42)
where
ar =
∫ 1
0
dt tr−d/2−1 exp
[
−m
2L2t
4pi
]∏
j
S
(
L2j
tL2
)
− 1

+
∫ 1
0
dt t−r−1 exp
[
−m
2L2
4pit
]∏
j
S
(
L2
tL2j
)
− 1
 . (A.43)
The function ar(m2) is analytic in m2 and can be expanded as
ar =
∞∑
n=0
1
n!
(
−m
2L2
4pi
)n
αr+n (A.44)
with
αs =
∫ 1
0
dt ts−d/2−1
∏
j
S
(
L2j
tL2
)
− 1
+ ∫ 1
0
dt t−s−1
∏
j
S
(
L2
tL2j
)
− 1

= αˆs−d/2(Lj/L) + αˆ−s(L/Lj) , (A.45)
where
αˆn(xj) =
∫ 1
0
dt tn−1
∏
j
S(x2j/t)− 1
 . (A.46)
Note that αs only depends on the ratios Li/L of the spacetime box and is therefore called a shape
coefficient. The function br(m2) has a pole in m2 which can be separated as
bs =
∫ ∞
0
dt ts−1 exp
[
−m
2L2t
4pi
]
−
∫ 1
0
dt ts−1 exp
[
−m
2L2t
4pi
]
=
(
4pi
m2L2
)s ∫ ∞
0
dt ts−1 exp [−t]−
∞∑
n=0
1
n!
(
−m
2L2
4pi
)n ∫ 1
0
dt tn+s−1
=
(
4pi
m2L2
)s
Γ(s)−
∞∑
n=0
1
n!
(
−m
2L2
4pi
)n [
tn+s
n+ s
]1
0
=
(
4pi
m2L2
)s
Γ(s)−
∞∑
n=0
1
n!
(
−m
2L2
4pi
)n 1
n+ s
. (A.47)
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At negative integer values of s poles in the gamma function cancel with poles in the analytic part. To
make this cancellation explicit we first note that for positive integer N
Γ(−N + ε) = − 1
N − εΓ(−(N − 1) + ε) = −
1
N
Γ(−(N − 1) + ε)
[
1 +
ε
N
+O(ε2)
]
, (A.48)
and therefore
Γ(−N + ε) = (−1)
N
N !
Γ(ε)
N∏
n=1
[
1 +
ε
n
+O(ε2)
]
=
(−1)N
N !
Γ(ε)
[
1 + ε
N∑
n=1
1
n
+O(ε2)
]
. (A.49)
Furthermore note that
εΓ(ε) = Γ(1 + ε) = Γ(1) + εΓ′(1) +O(ε2) = 1− εγ +O(ε2) (A.50)
with γ = −Γ′(1), and thus
Γ(ε) =
1
ε
− γ +O(ε) . (A.51)
The gamma function close to a negative integer is therefore given by
Γ(−N + ε) = (−1)
N
N !
[
1
ε
− γ +O(ε)
][
1 + ε
N∑
n=1
1
n
+O(ε2)
]
=
(−1)N
N !
[
1
ε
+
N∑
n=1
1
n
− γ +O(ε)
]
. (A.52)
We insert this expression into b−N+ε and calculate
b−N+ε =
(
m2L2
4pi
)N−ε
Γ(−N + ε) +
∞∑
n=0
1
n!
(
−m
2L2
4pi
)n 1
N − n− ε
=
(
m2L2
4pi
)N (
1− ε log
[
m2L2
4pi
])
(−1)N
N !
[
1
ε
+
N∑
n=1
1
n
− γ +O(ε)
]
+
∑
n6=N
1
n!
(
−m
2L2
4pi
)n 1
N − n −
(−1)N
N !
(
m2L2
4pi
)N 1
ε
+O(ε)
=
(−1)N
N !
(
m2L2
4pi
)N (1
ε
− log
[
m2L2
4pi
]
+
N∑
n=1
1
n
− γ
)
+
∑
n6=N
1
n!
(
−m
2L2
4pi
)n 1
N − n −
(−1)N
N !
(
m2L2
4pi
)N 1
ε
+O(ε)
=
(−1)N+1
N !
(
m2L2
4pi
)N (
log
[
m2L2
4pi
]
−
N∑
n=1
1
n
+ γ
)
+
∑
n6=N
1
n!
(
−m
2L2
4pi
)n 1
N − n +O(ε) . (A.53)
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In four spacetime dimensions we find
g0 =
1
V
[ ∞∑
n=0
1
n!
(
−m
2L2
4pi
)n
αn −
(
log
[
m2L2
4pi
]
+ γ
)
−
∞∑
n=1
1
n!
(
−m
2L2
4pi
)n 1
n
+
1
2
(
m2L2
4pi
)2(
log
[
m2L2
4pi
]
− 3
2
+ γ
)
−
∑
n6=2
1
n!
(
−m
2L2
4pi
)n 1
2− n

=
1
V
[ ∞∑
n=0
1
n!
(
−m
2L2
4pi
)n
αn − 2 log [mL] + log [4pi]− γ
+
(
m2L2
4pi
)2
log [mL]− 1
2
(
m2L2
4pi
)2
log [4pi]− 1
2
(
m2L2
4pi
)2(3
2
− γ
)
−
∞∑
n=1
1
n!
(
−m
2L2
4pi
)n 1
n
−
∑
n 6=2
1
n!
(
−m
2L2
4pi
)n 1
2− n

=
∞∑
n=0
βn
n!
m2nL2n−4 − 2
V
log [mL] +
m4
16pi2
(
log [mL]− 3
4
+
γ
2
− 1
2
log[4pi] +K
)
(A.54)
with
β0 = α0 + log[4pi]− γ − 12 ,
β2 =
1
16pi2
(
α2 − 12 − 2K
)
,
βn =
(−1)n
(4pi)n
(
αn − 1
n
− 1
2− n
)
=
(−1)n
(4pi)n
(
αn +
2
n(n− 2)
)
, (A.55)
where K is an arbitrary constant. In order to be consistent with Ref. [30] we choose
K =
1
2
− γ
2
+
1
2
log[4pi] . (A.56)
This leads to
g0 =
∞∑
n=0
βn
n!
m2nL2n−4 − 2
V
log [mL] +
m4
16pi2
(
log [mL]− 1
4
)
(A.57)
and
β2 =
1
16pi2
(
α2 − 32 + γ − log[4pi]
)
. (A.58)
As we have already noted in Eq. (A.34), the finite-volume contributions gr can be obtained from g0
for all positive integer r by partial differentiation. Therefore
g1 = − ∂g0
∂(m2)
= −
∞∑
n=0
βn+1
n!
(m2)nL2n−2 +
1
V m2
− m
2
8pi2
(
log [mL]− 1
4
)
− m
2
32pi2
. (A.59)
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A.4 Massless propagators at finite volume
The massless one-loop propagators G¯r are related to the massive one-loop propagators Gr by
G¯r = lim
m→0
[
Gr − Γ(r)
V m2r
]
, (A.60)
where the second term subtracts the infrared singularity of Gr at m2 = 0. In the following we give
explicit formulas for the relevant one-loop propagators of chapter 4. The finite-volume propagators
of chapter 4 are related to G¯1 by
G¯(0) = G¯1 ,
∫
d4x
(
∂0G¯(x)
)2 = L0
2
∂L0G¯1 +
1
2
G¯1 . (A.61)
We first calculate
G¯1 = lim
m→0
[
G∞1 + g1 −
Γ(r)
V m2r
]
= lim
m→0
[
1
(4pi)2
Γ(1− d/2)m2 −
∞∑
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1
V m2
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2
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log [mL]− 1
4
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− m
2
32pi2
− 1
V m2
]
= lim
m→0
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1
(4pi)2
Γ(1− d/2)m2 −
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n=0
βn+1
n!
(m2)nL2n−2 − m
2
8pi2
(
log [mL]− 1
4
)
− m
2
32pi2
]
= −β1L−2 . (A.62)
The variation of G1 w.r.t. the temporal extent L0 is given by
∂L0G1(m) = ∂L0
1
L0L1L2L3
∞∑
n1,n2,n3=−∞
∞∑
n0=−∞
1∑4
j=0(2pinj/Lj)2 +m2
. (A.63)
The sum over n0 can be simplified by the identity
∞∑
n=−∞
g(2pin/L)
(2pin/L)2 +m2
=
L
2pi
∞∑
n=−∞
∫ ∞
−∞
dx eiLnx
g(x)
x2 +m2
=
L
2pi
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n=−∞
∫ ∞
−∞
dx eiLnx
g(x)
(x− im)(x+ im)
= iL
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e−Lnm
g(im)
2im
+ iL
−1∑
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eLnm
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= iL
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n=0
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L
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1− e−Lm
]
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L
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=
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=
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4m sinh[Lm/2]
[
g(im) eLm/2 + g(−im) e−Lm/2
]
, (A.64)
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where we used Eq. (A.9), and g(x) is an arbitrary analytic function which is finite at g(±i∞). There-
fore
∂L0G1(m) = ∂L0
1
L0L1L2L3
∑
~n
L0 cosh[L0m/2]
2m sinh[L0m/2]
=
1
L1L2L3
∑
~n
∂L0
cosh[L0m/2]
2m sinh[L0m/2]
= −L0
V
∑
~n
1
4 sinh[L0m/2]2
(A.65)
with
m2 =
3∑
j=1
(2pinj/Lj)2 +m2 = q2 +m2 . (A.66)
The variation of G¯1 w.r.t. the temporal extent L0 is given by
L0∂L0G¯1 = lim
m→0
L0∂L0
[
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with
k00 =
1
12
−
∑
~n6=~0
1
4 sinh[L0q/2]2
. (A.68)
The results of this section can be summarized by
G¯(0) = − β1√
V
(A.69)
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L0/L 1 2 3 4
β1 0.1404610 0.0836011 −0.0419417 −0.215097
k00 0.0702305 0.0833122 0.0833333 0.0833333
Table A.1: Coefficients for an asymmetric box with L1 = L2 = L3 = L and temporal dimension L0.
L3/L 1 2 3 4
β1 0.1404610 0.0836011 −0.0419417 −0.215097
k00 0.0702305 −0.0322630 −0.2984300 −0.731240
Table A.2: Coefficients for an asymmetric box with L0 = L1 = L2 = L and spatial dimension L3.
Note that β1 is symmetric under the exchange of the temporal with a spatial dimension.
and ∫
d4x
(
∂0G¯(x)
)2 = − 1
2
√
V
[
β1 − L
2
0√
V
k00
]
. (A.70)
In tables A.1 and A.2 we give numerical values for β1 and k00 for common shapes.
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