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We are divine
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In the last years, constraints on pollutants emissions for gas turbines have become more
and more severe. In order to fulfill these requirements, gas turbines manufacturers developed
combustion systems operating at very lean regimes. Unfortunately, burners working under these
conditions can exhibit strong thermo-acoustical instabilities leading to serious damages or even
to the complete destruction of the combustion system.
Large Eddy Simulation (LES) is nowadays considered as the most promising CFD tool for
the study of combustion instabilities. Its intrinsic unsteadiness and the capability of directly
solving the motion of the largest vortices and acoustic waves propagation, enable LES to ana-
lyze the strong interactions between turbulence, chemical species mixing, acoustics and chem-
ical reactions, which are the primary sources of combustion instabilities.
However, the exact precision and the limitations of LES remain to be determined in particular
for the prediction of combustion noise and self-excited combustion instabilities.
Therefore, in this work the ability of the LES code AVBP of CERFACS to accurately com-
pute simple configurations involving only one phisical phenomenon (turbulence, acoustics or
combustion) is firstly verified. Reactive and non-reactive academical test cases, for which the
analytical solutions are known, are presented putting special emphasis on the influence of the
numerical discretization and on its interaction with boundary conditions. Then, having gained
confidence in the LES tool, the results obtained from a self-excited computation of a lab-scale
burner are shown.
Keywords
Large Eddy Simulation, combustion instabilities, boundary numerical schemes, acoustics,
combustion noise, fluid-structure interaction.
Re´sume´
Durant ces dernie`res anne´es, les contraintes sur les e´missions de polluants pour les turbines
a` gaz sont devenues de plus en plus stricts. Afin de respecter ces conditions, les construc-
teurs ont de´veloppe´ des syste`mes de combustion fonctionnant en re´gimes tre`s pauvres. Mal-
heureusement, les bruˆleurs fonctionnant dans ces conditions peuvent montrer de fortes insta-
bilite´s thermo-acoustiques menant a` des dommages se´rieux ou meˆme a` la destruction comple`te
du syste`me.
La Simulation aux Grandes Echelles (LES en anglais) est conside´re´e de nos jours comme
l’outil de calcul nume´rique le plus prometteur pour l’e´tude des instabilite´s de combustion. Son
intrinse`que instationnarite´e et sa capacite´ a` re´soudre directement les plus grands tourbillons et
la propagation d’ondes acoustiques, permettent a` la LES d’analyser les fortes interactions entre
la turbulence, le me´lange des espe`ces chimiques, les re´actions chimiques et l’acoustique, qui
sont les sources primaires des instabilite´s de combustion.
Cependant, les limitations et la pre´cision exacte de la LES restent a` de´terminer, en particulier
pour la pre´vision du bruit de combustion et des instabilite´s de combustion autoentretenues.
Dans ce travail, on ve´rifie d’abord la capacite´ d’AVBP, le code LES du CERFACS, a` cal-
culer exactement des configurations simples impliquant seulement un phe´nome`ne physique
(turbulence, acoustique ou combustion). Des cas test acade´miques re´actifs et non-re´actifs, pour
lesquels les solutions analytiques sont connues, sont pre´sente´s, en mettant particulie`rement
en e´vidence l’influence de la discre´tisation nume´rique et son interaction avec les conditions-
limites. Puis, ayant de´montre´ la validite´ et le bon fonctionnement de l’outil LES, les re´sultats
d’un calcul d’instabilite´s autoentretenues d’un bruˆleur de laboratoire sont expose´s.
Mots cle´s
Simulation aux Grandes Echelles, instabilite´s de combustion, sche´ma numerique aux bords,
acoustique, bruit de combustion, interaction fluide-structure.
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Chapter 1
Introduction
This work was carried out in the framework of the Marie Curie RTN FLUISTCOM (FLUId-
STructure interaction for COMbustion systems) project.
It is well known that fossil fuels are not an infinite source of power and will run out one day.
Nonetheless, today they are the first and most important source for producing energy. Most
transportation means burn fossil fuels and a large amount of the electric power is produced
in power plants running on natural gas. Moreover, combustion of hydrocarbon fuel and air can
produce a large amount of carbon mono- (CO) and di-oxide (CO2) and oxides of nitrogen (NOx).
The former contributes largely to the green-house effect while the latter creates photochemical
smog and is a main precursor for ozone, which is a major problem in today’s urban environment.
In the last years two phenomena caught the attention of mankind:
• a strong increase of the price of fossil fuels
• a multiplication of highly destructive climate phenomena due to global climate warming.
At the same time, constraints on pollutants emissions for gas turbines have become more and
more severe. Unfortunately, the reduction of pollutants emissions is a very difficult task because
the production of different chemical species is enhanced by different physical phenomena.
Fig. 1.1 shows the influence of temperature on the production of CO and NOx. Smaller
flame temperatures lead to higher concentrations of CO and to small production of NOx. On
the other hand, at high temperature, NOx is largely produced while CO is almost absent. The
practical problem to be solved by gas turbine manufacturers is to keep the temperature in a
narrow range (between 1700 K and 1900 K). This constraint is challenging since, for stability
reasons, common burners work in relatively rich premixed or diffusion flame regimes. Fig. 1.2
shows that under these operating conditions temperatures are higher than the permitted level.
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Figure 1.1: Influence of temperature on CO and NOx emissions. From [79].
A commonly employed approach to lower the temperature in the combustion zone consists
in adding some water (or steam) to the burning gases. While this method has proven to be
efficient, it suffers of some very important problems:
• it cannot be applied to aeronautical engines
• the installation and maintenance (corrosion problems) costs are largely increased.
These drawbacks have encouraged the development of the so-called ”dry low NOx” combustors
that can meet the emission goals without resorting to diluent injection [79]. Following this prin-
ciple, the last generation gas turbines operate under lean premixed conditions. NOx emissions
are therefore strongly decreased because of the reduction of the combustion zone temperature
obtained when burning at a smaller equivalence ratio. In the development of this new kind of
burners, engineers had to face two important issues:
• The mixing of fuel and air need to be perfect in order to avoid the presence of rich mixture
regions.
• Systems operating at lean regimes can exhibit strong thermo-acoustical instabilities.
The high level of induced pressure fluctuations may lead to strong structural vibrations



























Figure 1.2: Adiabatic flame temperature for different equivalence ratios. Values obtained for methane/air
mixtures using GRI-Mech V3 [47].
Therefore, there is an important link between pollutants formation, thermo-acoustic instabil-
ities and structural vibrations and all these phenomena should be analyzed and understood by
gas turbine manufacturers. In this work all these three important issues have been addressed:
• The pollutant formation in a combustion chamber has been analyzed during a three
months training period at Siemens Power Generation in Muelheim an der Ruhr (Ger-
many). A brief overview of this work is presented in appendix B.7.
• The computation of combustion noise and self-induced combustion instabilities is the
main subject of this work. Particular emphasis was put on the study of the influence of
the boundary numerics (numerical scheme plus boundary conditions) on the prediction of
the unsteady wall pressure fluctuations.
• Finally, the deformations of a laboratory combustion chamber liner were computed with
a 1-way coupling fluid-structure interaction approach1 (see annex E).
The analysis and the prediction of combustion instabilities can be done using experimental
facilities. However, this approach turns out to be very expensive and, in some cases, also dan-
gerous. This is the reason why Computational Fluid Dynamics (CFD) methods are more and
more widely used in the conception of new gas turbines. Among the different CFD approaches
employed in the combustion community (see sections 2.2 and 4.1), the intrinsic unsteadiness
and the capability to directly resolve the largest turbulent vortices, makes the Large Eddy Sim-
ulation (LES) approach the most promising technique for the study of combustion instabilities.
1In collaboration with P. Ryzhakov (CIMNE, Barcelona).
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These simple facts explain why LES has been chosen as underlying technique of this work.
The CFD tool used for the simulations presented in this thesis is the AVBP code of CER-
FACS [25, 87]. AVBP solves the three-dimensional reactive multi-species Navier-Stokes equa-
tions, using both the DNS and LES approaches on unstructured hybrid grids.
1.1 Aim of the work
The present work focuses on combustion noise and on self-excited modes. More specifically, the
study addresses issues which have rarely been discussed before: can LES predict combustion
noise? can it predict the occurrence of combustion instabilities? can it predict the frequency of
unstable modes? can it predict the amplitude of modes? Although most experts recognize today
that LES is the best method to address self-excited combustion instabilities, the exact precision
and the limitations of LES remain to be determined. The prediction of the stability limits and
of the amplitude of unstable modes remains a daunting challenge for any CFD user because it
requires excellent tools in two fields:
• Physical sub-models: being able to determine when a combustor becomes unstable and
for which mode requires very precise sub-models. This includes flame/turbulence inter-
action models, chemical schemes, acoustic boundary conditions.
• Numerical methods: even with perfect physical models, the prediction of combustion in-
stabilities remains a numerical challenge. Determining which grid is needed to properly
describe coupling between flames and acoustics, defining adequate boundary conditions
which can control acoustic waves at inlets, outlets and walls, controlling numerical dissi-
pation are all issues which require significant work.
One major issue related to the use of LES for unsteady combustion instabilities coupled with
acoustic waves is the evaluation of the precision of these methods. Two types of studies are
required to address this issue:
• Verification: the LES code must provide information on vortices, flames and acoustic
waves. Each of these phenomena requires specific verification in simple cases before
gathering all of them in a real combustion chamber. During this work, code verification
was performed for:
– vortices propagating in a two-dimensional flow,
– acoustic waves propagating in a duct,
– acoustic waves reflecting from wall to wall in a one-dimensional cavity,
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– 3D steady turbulent channel,
– 1D propagating laminar premixed flames,
– the noise emitted by laminar flame surface annihilation.
Chapters 6 and 7 present results obtained for each of these test cases and indicate limits
and key questions related to the elaboration of a reliable LES code for unsteady combus-
tion. In these sections, several codes (AVBP but also commercial solvers) and numerical
schemes (2nd and 3rd) are compared.
• Validation: upon verification of the capacities of the LES code in simple academic cases,
a more complete and complex configuration has been computed.
Being able to apply LES to simple (laminar) non-reactive cases before applying it to full
turbulent reactive configurations is mandatory to gain confidence in the precision of the tool.
1.2 Outline
This section describes briefly the main topics presented in each chapter of the text.
A general phenomenological description of combustion instabilities is given in chapter 2.
The main numerical tools used for the study of thermo-acoustic instabilities are also presented
together with the different scenarios in which these techniques are used to predict combustion
noise and instabilities.
Chapter 3 describes the reactive multi-species Navier-Stokes equations as they are imple-
mented in the AVBP code of CERFACS, the tool used to perform all the computations presented
in this work [87, 31, 32, 120]. The LES approach and the related turbulence and combustion
models are also detailed.
The simulation of combustion instabilities is the main subject of chapter 4. A detailed com-
parison between LES and other RANS-like approaches is also presented, together with a de-
tailed description of the numerical methods employed by AVBP.
Chapter 5 contains a detailed explanation of the different boundary conditions available in
AVBP: characteristic boundary conditions [87, 97], Dirichlet boundary conditions for walls and
the law of the wall approach [114].
Different academic non-reactive test cases are presented in chapter 6: the convection of a
two-dimensional vortex, the propagation of an acoustic wave in a periodic domain, the temporal
evolution of an acoustic eigen-mode in a closed 1D cavity and a three-dimensional periodic
turbulent channel flow. These tests are very important to evaluate the performances of a code,
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because they are the prototypes, on a smaller scale, of the much more complex (and coupled)
physical phenomena appearing in a combustion chamber submitted to a combustion instability.
Chapter 7 is about the evaluation of the noise emitted by flame surface annihilation. This
investigation is useful because the flame is the most important source of noise in a combustion
chamber [117, 118]. Pressure fluctuations emitted by the flame can become very large and
sustain a combustion instability. Therefore, being able to accurately predict this primary source
of combustion noise is mandatory.
After validation of the LES tool for non-reacting and reacting flows, a computation of the
self-excited acoustic modes of a lab-scale burner is presented in chapter 8. The overall quality
of the LES is verified taking advantage of the well known Pope’s criterion [100]. The influence
of the numerical scheme on velocity fields, on wall pressure fluctuations and on the frequency
(and shape) of the resonant acoustic mode is investigated.
Chapter 2
Combustion instabilities
2.1 Phenomenological description of combustion instabilities
Combustion instabilities are a critical issue in the exploitation of rocket engines, gas turbines
for power generation, reactors for aircrafts and helicopters or in many industrial systems (for
example industrial ovens) [38, 39, 23, 82, 94]. These instabilities induce strong oscillations of
the flow parameters that can influence significantly the behaviour of the combustion system for
the following reasons:
• The design operating regime can be affected
• Local or total extinction can occur.
• The position of the flame in the combustion chamber can change; turbine’s blades or the
injection system (flashback) can be seriously damaged.
• The noise emitted becomes very important
• The high level of pressure fluctuations can interact with the structure of the combustion
chamber and potentially can excite some structural modes. In this case problems can arise
due to cyclic loads.
• The associated heat fluxes are high and can contribute to mechanical failures.
The key mechanism behind combustion instabilities is the coupling between an amplifying
system, combustion, and a resonating system. This one is very often an acoustic eigen-mode
because acoustic perturbations can influence the upstream flow-field. Fig. 2.1 shows an example
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of a potentially unstable loop. The flame can be influenced by a small perturbation of the
flow-field, leading to fluctuations of speed, temperature, pressure and mixture fraction. The
heat released by the flame (the amplifying system) is then strongly modified. Fluctuations
are therefore enhanced and can influence the flow-field via the resonating system (usually an
acoustic, hydrodynamic or structural mode). The amplification (due to the flame) and the phase
shift (time delay) between the different stages of the loop determine the development of the
instability.












Figure 2.1: Sketch illustrating the basic principle of an unstable loop.
The amplifying system is the most complex and less known part of the unstable loop because
various mechanisms can produce strong heat release fluctuations. A list of the most common
phenomena generating fluctuations is given in the following.
Equivalence ratio variation These variations can originate from the incomplete mixing of
fuel and air ahead the flame [82]. In this case acoustic perturbations influencing the fuel sup-
ply line should be taken into account. Moreover, even for fixed flow rates, the instantaneous
velocity flow-field can create some rich pockets that, reaching the flame, can increase the heat
release. Dry Ultra Low NOx gas turbines are very sensitive to equivalence ratio fluctuations.
Flame temperature and flame speed vary strongly when the equivalence ratio is close to the lean
extinction limit.
Flame surface variations Velocity perturbations can influence directly the flame modifying
the size of the flame surface. The heat released is then influenced accordingly [117, 118]. The
analysis of the noise emitted by the flame surface annihilation originated by the collision of two
monodimensional laminar premixed flames is the subject of chapter 7.
Vortex-flame interaction Hydrodynamic instabilities can also play an important role, in par-
ticular for burners in which the stabilization of the flame is obtained using a bluff-body [75].
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Entropy waves Perturbations of temperature (hot spots) and density transported by the flow
are called entropic waves. The interaction of these waves with the exit nozzle (choked in most of
cases) lead to the production of acoustic waves (indirect combustion noise) travelling backwards
into the combustion chamber [10, 112].
Structure vibrations Vibrational structural modes can also interact with the acoustic field and
the flame. Vibrations of the lateral walls of the combustion chamber can act as loudspeakers
introducing a transverse acoustic forcing [107].
According to the general description presented above, combustion instabilities are intrinsi-
cally linked to interaction processes occurring between different physical phenomena: combus-
tion, turbulence, acoustics and structural mechanics. In this work different kinds of interactions
have been analyzed:
• Combustion-acoustic interaction: section 2.3 describes different scenarios in which LES
can be used for the study of combustion noise. Moreover, chapter 7 analyzes the noise
emitted by flame surface variations and chapter 8 is about the computation of a self-
sustained acoustic mode in a lab-scale combustion chamber.
• Combustion-turbulence interaction: appendix D shows how the presence of a turbulent
coherent structure, the so-called Precessing Vortex Core [131], can reduce the stability of
a flame under certain regimes. It also illustrates how the presence (or the absence) of this
vortical structure depends on very small variations of operating conditions.
• Turbulence-chemistry interaction: annex B.7 presents briefly a work on the improvement
of a model for the prediction of pollutants emissions.
• Boundary numerics - boundary conditions interaction: this kind of interaction (even if
not based of purely physical phenomena) is very important because a good numerical
scheme and good boundary conditions are crucial in the study of combustion instabilities
(see chapters 4, 5 and sections 6.3 and C).
• Fluid-structure interaction: a 1-way coupling fluid-structure interaction computation has
been performed, in collaboration with CIMNE (Barcelona), on a flexible part of a com-
bustion chamber liner (see annex E).
2.2 Available tools for the study of combustion instabilities
In the following the advantages and drawbacks of the different methodologies (both experimen-
tal and numerical) employed in the study of combustion instabilities are briefly detailed.
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2.2.1 Experiments
Experimental data has been, for a long time, the only instrument available to study combustion
instabilities and still today, despite the ever increasing development of CFD tools, is considered
as the most reliable available tool. However, this approach suffers from several significant
drawbacks:
• Experiments are very expensive. Moreover, it is not possible to test a large number con-
figurations because of the significant time required to build the models.
• High temperatures are a major problem for most experimental measuring devices.
• A burner submitted to combustion instabilities can be very dangerous.
2.2.2 Computational methods
DNS Direct Numerical Simulation is the most accurate CFD (Computational Fluid Dynam-
ics) approach available. All spatial and temporal turbulent length-scales are resolved: from
the largest and energy-carrying vortices to the smallest and dissipative Kolmogorov scales.
Acoustic propagation and flame front structure are also resolved. However, the important
computational cost related to the strong requirements in terms of mesh resolution and tem-
poral discretization, prevents the DNS approach from being used for industrial applications.
Nonetheless, DNS has proven to be useful, for example, in the fundamental analysis of turbu-
lent flames [41, 96] and for CFD code validation in general [71, 69, 126].
RANS Reynolds-Averaged Navier-Stokes equations techniques are today the most commonly
CFD tool used for the design of gas turbines. This method provides, at relatively low computa-
tional costs, the steady state flow solution [28, 100]. The limitations of RANS approaches result
from the requirements of ”steadiness” of the solution and from the need of turbulence models,
numerical models and boundary conditions that are not suited for the study of intrinsically un-
steady flows such as combustion instabilities.
LES Large Eddy Simulation has emerged in the last decade as the most promising CFD ap-
proach to simulate combustion instabilities in complex industrial configurations [66, 93, 108,
114, 120, 125]. The concept of LES is to solve explicitly the unsteady evolution of large vortical
structures and to model only the smallest ones [98, 111]. The drawback of LES is the increased
computational cost (compared to RANS) due the large amount of iterations to be performed
in order to simulate a sufficiently high time span. Nonetheless, the large diffusion of powerful
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parallel clusters, today allows the computation of large industrial configurations at reasonable
computational times and costs [127].
A major difficulty related to combustion instabilities studies is that vortices created during
instabilities are usually not observed in stable regimes. Their shape, frequency and effects on
the burner are difficult to anticipate. The improved capability of the LES approach to predict the
unsteady behaviour of these vortices is therefore the key-factor of its success in the combustion
community.
The following section describes different scenarios in which the LES tool can be fruitfully
employed for the prediction of combustion noise and combustion instabilities.
2.3 Scenarios for acoustic-combustion interaction
The coupling between acoustics and combustion is important in three fields:
• Combustion noise
• Combustion instabilities
• Structural load induced by pressure fluctuations (fluid-structure interaction)
In all cases, acoustics and flames interact. In the case of combustion noise, this interaction
is mainly a one-way process where pressure oscillations induced by unsteady combustion gen-
erate noise. In the case of combustion instabilities, this interaction becomes two-way and the
flow itself becomes modified by the acoustic waves. Finally, for confined flames, the pressure
oscillations can induce strong vibrations on the combustion chamber structure which can lead
to important damages or even the complete destruction of the combustion system. Therefore,
the key objective is to be able to capture the origin and the propagation of pressure fluctuations
(i. e. noise). According to the configuration under investigation and to the objectives of the
study, different scenarios can be identified to perform this task.
2.3.1 Scenario 1: Decoupled acoustics
Acoustics and combustion can be considered as being decoupled in the following cases:
• the combustion instabilities are small or negligible
• the flame is unconfined
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To be more general it can be said that the noise emitted by the source (the flame in this
case) should not influence the source itself. In other words, there must be no feedback between
the flame and the produced noise. Under this assumption, a simple way to compute the radiated
noise is to take advantage of so-called hybrid methods. This kind of approach, well established
in the aeroacoustic community, is based on the splitting of the computational domain into a
near field, in which the noise sources are computed, and a far field, in which only the radiated
sound is calculated. Taking the example of a lifted jet flame, the reactive, compressible, multi-
species Navier-Stokes equations are solved only in a small region close to the flame. Then,
the far field noise can be obtained using far less expensive methods like acoustic analogies [9,
51, 52, 53, 83]. The basic principle of this approach, first proposed by Lighthill [83], is to
rewrite the Navier-Stokes equations in a simplified form composed of a linear differential wave
propagation operator and a source term. All complex non-linear effects are then included in the
source term. Fortunately, the region in which the noise is really produced (i.e. an unconfined
flame, a turbulent jet...) is much smaller compared to the region where the sound propagation
occurs. Therefore, accurate and expensive CFD tools needed to precisely calculate the noise






Figure 2.2: Sketch illustrating the basic principle of the decoupled acoustic scenario.
The far field noise can then be computed (even analytically) by integrating the propagation
operator using a tailored Green’s function. LES coupled with an acoustic analogy has been
used extensively and successfully for the prediction of jet noise [5, 16, 106] but it still at an
early stage for combustion noise [63, 64].
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2.3.2 Scenario 2: Coupled acoustics - Internal noise (fluid-structure in-
teraction)
When a flame is confined, the walls of the combustion chamber can reflect the acoustic waves
emitted by the flame and interact with the flame itself. A feedback loop is then created and
acoustics and combustion cannot be considered as decoupled any more. The noise spectrum
obtained from a confined flame can therefore present some peaks [117]. They correspond to the
frequency of acoustic eigen-modes of the combustion chamber that are excited by the acoustic
energy emitted by the flame. It is important to stress that this phenomenon is a coupled process.
These fluctuations can arise even imposing steady boundary conditions (see section 8). There-
fore, approaches suited for a decoupled acoustic system (for example acoustic analogies) cannot
be applied, and an accurate resolution of the compressible reactive Navier-Stokes equations is
mandatory to understand the complex physics behind combustion instabilities.
The prediction of the combustion noise level inside a combustion chamber is very important
because it can influence the structural design of the chamber itself. The strong pressure fluc-
tuations related to combustion noise act as unsteady loads for the structure of the combustion
chamber. Structural vibrations often lead to problems related to the fatigue of materials and, in
some cases, even to the complete destruction of the combustion system. Fig. 2.3 shows a sketch
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Figure 2.3: Sketch illustrating the basic principle of the coupled acoustic - internal noise scenario.
2.3.3 Scenario 3: Coupled acoustics - Radiated external noise
The noise radiated from a combustion chamber is also an interesting quantity to analyze. Of
course, since the noise source is a confined flame (as for scenario 2) the resolution of the com-
pressible reactive Navier-Stokes equations is needed in the combustion chamber. The radiated
noise outside the combustion chamber can be divided into:
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• The noise radiated from the hot gases jet at the end of the outlet nozzle of the chamber.













Figure 2.4: Sketch illustrating the basic principle of the coupled acoustic - external noise scenario.
The former can be computed by (see fig. 2.4):
• meshing a region after the combustion chamber nozzle and directly computing the jet
flow-field. Then, an acoustic analogy can be used to compute the far field noise.
• using a boundary element method [144]. In this case only the outlet surface is meshed
and the radiated noise is computed using a particular finite element shape function. The
acoustic source are taken on the mesh elements on the outlet.
It should be reminded that these approaches loose validity for real industrial combustion systems
because after the combustion chamber there are at least a diffuser and some turbine stages. In
this case, the resolution of a set of equations (at least Euler equations) in the whole configuration
or some more complicated modelling is required.
Concerning noise radiated from walls, it can be computed using as acoustic sources for the
far field the structural deformations. These are computed according to the internal flow-field
computed as for scenario 2.
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2.3.4 Scenario 4: Stability analysis
The three scenarios presented above describe how combustion noise and combustion instabil-
ities can be computed for one operating condition of the combustion system under study. It
would also be interesting to know under which operating conditions the system can have an
unstable behaviour. This can be done with a stability analysis. In order to perform such a study
the following elements are needed:
• the flame transfer function. It measures the response of the flame to an excitation. This
excitation can be performed by forcing the flame at different frequencies [68] or with a
white noise [99, 116],
• an averaged solution of the flowfield,
• the acoustic impedances at boundaries,
• an acoustic code capable of solving the Helmohltz equation [14].
Providing the acoustic code with the flame transfer function, the flow-field solution and the
proper boundary conditions, the shapes, frequencies and amplification/damping coefficients of
the acoustic modes of the combustion chamber can be determined (see fig. 2.5). Then, more
detailed investigations of unstable modes can be performed following the guidelines presented
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Figure 2.5: Sketch illustrating the basic principle of the stability analysis scenario.
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2.4 The role of LES
The scenarios presented above show that LES is, for all cases, the crucial component because it
provides the evaluation of the acoustic sources. The other elements in the computational chains
are wave propagation operator (Lighthill’s analogy), Helmholtz solver, structural dynamic code.
They rely on the accuracy of LES. If the noise sources are not well computed, i.e. if LES is not
accurate enough, these tools will provide wrong results.
In particular, for radiated noise, LES must be coupled to aeroacoustic tools in order to predict
the propagation of the acoustic sources induced by combustion into the far field. The precision
of LES for such computations is still unclear today and, to the knowledge of the author, only
one study discusses this issue [64]. Therefore, a lot of work is still needed to assess the quality
of LES for the computation of combustion noise. Chapters 6 and 7 presents some simple aca-
demical test cases aiming at the validation of the LES tool for the study of combustion noise
and combustion instabilities.
2.4.1 LES applications for combustion instabilities
In this work only scenario 2, coupled acoustics - internal noise, has been investigated. In this
framework LES can be used in two ways [98]:
• Forced response: if the feedback loop leading to instability can be inhibited, the flow
becomes stable. It can then be excited in a forced controlled mode to measure its transfer
function (i.e. the link between the response of the system and the excitation).
• Self-excited modes: if the feedback loop (especially acoustic waves) cannot be inhibited,
the flow will resonate on its own. No external forcing can be applied because the flow is
dominated by its own instability.
Forced modes
Relationships between unsteady heat release and inlet velocity perturbations used in linear sta-
bility models [38, 39] can be established using LES techniques by forcing a combustor with
controlled excitations and measuring, for example, the time delay between flow rate oscilla-
tions and unsteady reaction rate [40, 99]. A prerequisite condition for forcing is that a relatively
”stable” baseline regime is attained upon which forcing is subsequently applied (for example,
exciting the velocity at the inlet of a burner). In experiments, one method is to take flames out
of the burner and let them burn in ”free space”, thereby suppressing most possible acoustic cou-
pling modes. Computationally, ”free space” computations are even more demanding in terms
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of specifying and implementing boundary conditions. A possible method is to limit the compu-
tational domain to the minimum size (usually the combustion chamber itself) so that possible
resonant frequencies are not ”tuned” and the combustor remains in a stable regime.
Information obtained by forcing is a building block of acoustic models which try to predict
the behaviour of the combustor by decomposing it in net of acoustic elements. This kind of
method are usually employed by gas turbines manufacturers like Siemens, Alstom, GE [44,
91, 138]. The burner itself is seen as one such part and LES is used to determine its transfer
function. The actual occurrence and the characteristics of combustion oscillations modes are
then determined by the acoustic code (generally a one-dimensional code [98]). Forced modes
are quick to compute because the computational domain is smaller and less cycles are required
to obtain the forced response [49]. They cannot predict transverse modes because these modes
are created inside the chamber itself.
Self-excited modes
A second and more ambitious method is to employ LES to compute the entire combustor ge-
ometry as a resonator including inlets and outlets. These boundaries must be sufficiently far
and placed where well-defined acoustic boundary conditions can be defined [135]. Then, the
LES code should exhibit self-excited modes (limit cycles) as observed in the real experiment,
providing the correct frequency but also the mode amplitude.
The first advantage of self-excited computations is to be similar to experiments: they capture
any mode as soon as it gets amplified. Transverse modes, for example, are naturally captured.
Reaching self-excited modes might require many periods. Many combustors exhibit hysteresis
phenomena and a long transition time from stable to unstable operation. Having to wait a few
seconds for a burner to reach a steady and reproducible limit-cycle in an experiment is usual.
Computing the thousands of cycles required for such a transition is out of reach of present
computers.
Such computations rely heavily on the precision of all sub-models and of proper boundary
conditions: if one boundary condition is not accurately prescribed, no limit cycle or the wrong
limit cycle is obtained. Considering the high costs of LES, this is a major drawback.
Self-excited modes may depend on initial conditions. Many combustors are non-linearly
unstable: an initial perturbation must be brought to the flow to start oscillating. Determining
numerically which type of initial condition is adequate for testing stability is a difficult task.
Successful computations of both self-excited [12, 85, 114, 120] and forced [49, 68] modes may
be found in the literature indicating that both strategies may be valid. However, depending on
the exact geometry of the burner, one technique usually proves to be superior to an other. In this
work, only the more ambitious task of computing self-excited oscillations will be considered
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(see chapter 8).
Chapter 3
LES of reacting compressible flows
3.1 Multi-species reactive Navier-Stokes equations
In this section the compressible Navier-Stokes are described (as found in CFD text books such
as [4, 59] ) along with a description of the implementation into the AVBP code in a conservative
formulation.
Throughout the first part of this document, the index notation is adopted for the description of
the governing equations. Summation rule is henceforth implied over repeated indices (Einstein’s
rule of summation). Note, however that index k is reserved to refer to the kth species and will
not follow the summation rule unles specifically mentioned or implied by the ∑ sign.
The set of conservation equation describing the evolution of a compressible flow with chem-


















(ρk u j) =− ∂∂x j [J j,k]+ ω˙k. (3.3)
In Eqs 3.1-3.3 respectively corresponding to the conservation laws for momentum, total energy
and species, the following symbols denote respectively ρ , ui, E, ρk, density, the velocity vector,
the total energy per unit mass and ρk = ρYk for k = 1 to N ( N is the total number of species). The
source term in the total energy equation, Eq. 3.2, is decomposed for convenience into a chemical
33
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source term and a radiative source term such that: S = ω˙T +Qr. Corresponding source terms in
the species transport equations, Eq. 3.3, are noted, ω˙k.
It is usual to decompose the flux tensor into an inviscid and a viscous component. They are
respectively noted for the three conservation equations:
Inviscid terms:
 ρ ui u j +P δi j(ρE +P δi j) u j
ρk u j
 (3.4)
where the hydrostatic pressure P is given by the equation of state for a perfect gas (Eq. 3.12).
Viscous terms:
The components of the viscous flux tensor take the form:
 −τi j−(ui τi j)+q j
J j,k
 (3.5)
Jk is the diffusive flux of species k and is presented in section 3.1.3 (Eq. 3.23). The stress
tensor τi j is explicited in section 3.1.4 (Eq. 3.24). Finally, section 3.1.5 is devoted to the heat
flux vector q j (Eq. 3.26).
3.1.1 Thermodynamical variables
The standard reference state is P0 = 1 bar and T0 = 0 K. The sensible mass enthalpies (hs,k) and
entropies (sk) for each species are tabulated for 51 values of the temperature (Ti with i = 1...51)









smk (Ti)− smk (T0)
Wk
, with i = 1,51 (3.7)
The superscript m corresponds to molar values. The tabulated values for hs,k(Ti) and sk(Ti)
can be found in the JANAF tables [129]. With this assumption, the sensible energy for each
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Cv,kdT = hs,k(Ti)− rkTi i = 1,51 (3.8)
Note that the mass heat capacities at constant pressure cp,k and volume cv,k are supposed
constant between Ti and Ti+1 = Ti + 100. They are defined as the slope of the sensible en-
thalpy (Cp,k = ∂hs,k∂T ) and sensible energy (Cv,k =
∂es,k
∂T ). The sensible energy henceforth varies
continuously with the temperature and is obtained by using a linear interpolation:
es,k(T ) = es,k(Ti)+(T −Ti)
es,k(Ti+1)− es,k(Ti)
Ti+1−Ti (3.9)



















3.1.2 The equation of state
The equation of state for an ideal gas mixture writes:
P = ρ r T (3.12)
where r is the gas constant of the mixture dependant on time and space: r = RW where W is the





































whereR = 8.3143 J/mol.K is the universal gas constant. The adiabatic exponent for the mixture
is given by γ = Cp/Cv. Thus, the gas constant, the heat capacities and the adiabatic exponent
are no longer constant. Indeed, they depend on the local gas composition as expressed by the
local mass fractions Yk(x, t):
r = r(x, t), Cp =Cp(x, t), Cv =Cv(x, t), and γ = γ(x, t) (3.17)
The temperature is deduced from the the sensible energy, using Eqs. 3.9 and 3.10. Finally
boundary conditions make use of the speed of sound of the mixture c which is given by:
c2 = γ r T (3.18)
3.1.3 Conservation of Mass: Species diffusion flux




Yk V ki = 0 (3.19)
where V ki are the components in directions (i=1,2,3) of the diffusion velocity of species k. They
are often expressed as a function of the species gradients using the Hirschfelder Curtis approx-
imation:




where Xk is the molar fraction of species k : Xk = YkW/Wk. In terms of mass fraction, the
approximation 3.20 may be expressed as:






Summing Eq. 3.21 over all k’s shows that the approximation 3.21 does not necessarily com-
ply with equation 3.19 that expresses mass conservation. In order to achieve this, a correction
diffusion velocity ~V c is added to the convection velocity to ensure global mass conservation
(see [98]) as:






















Here, Dk are the diffusion coefficients for each species k in the mixture (see section 3.1.6).
Using Eq. 3.23 to determine the diffusive species flux implicitly verifies Eq. 3.19.
3.1.4 Viscous stress tensor
The stress tensor τi j is given by the following relations:










Eq. 3.24 may also be written:
τxx = 2µ3 (2
∂u
∂x − ∂v∂y − ∂w∂ z ), τxy = µ(∂u∂y + ∂v∂x)
τyy = 2µ3 (2
∂v
∂y − ∂u∂x − ∂w∂ z ), τxz = µ(∂u∂ z + ∂w∂x )
τzz = 2µ3 (2
∂ z
∂w − ∂u∂x − ∂v∂y), τyz = µ(∂v∂ z + ∂w∂y )
(3.25)
where µ is the shear viscosity (see section 3.1.6).
3.1.5 Heat flux vector
For multi-species flows, an additional heat flux term appears in the diffusive heat flux. This
term is due to heat transport by species diffusion. The total heat flux vector then writes:























where λ is the heat conduction coefficient of the mixture (see section 3.1.6).
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3.1.6 Transport coefficients
In CFD codes for multi-species flows the molecular viscosity µ is often assumed to be indepen-
dent of the gas composition and close to that of air1 so that the classical Sutherland law can be




Tre f + c2
T 3/2re f
(3.27)
where c1 and c2 must be determined so as to fit the real viscosity of the mixture. For air at Tre f






with b typically ranging between 0.5 and 1.0. For example b = 0.76 for air.
The heat conduction coefficient of the gas mixture can then be computed by introducing the





with Pr supposed as constant in time and space.
The computation of the species diffusion coefficients Dk is a specific issue. These coefficients
should be expressed as a function of the binary coefficients Di j obtained from kinetic theory
(Hirschfelder et al. [60]). The mixture diffusion coefficient for species k, Dk, is computed as
(Bird et al. [15]):
Dk =
1−Yk
∑Nj 6=k X j/D jk
(3.30)
The Di j are complex functions of collision integrals and thermodynamic variables. For a
DNS code using complex chemistry, using Eq. 3.30 makes sense. However in most cases, DNS
uses a simplified chemical scheme and modeling diffusivity in a precise way is not needed thus
rendering this approach much less attractive. Therefore a simplified approximation is used in
AVBP for Dk. The Schmidt numbers Sc,k of the species are supposed to be constant so that the
binary diffusion coefficient for each species is computed as:
1This introduces errors that are less important than those related to the thermodynamic properties.





Note that the Schmidt number for each species k is assumed to be constant in time and space.
Pr and Sc,k model the laminar (thermal and molecular) diffusion.
3.1.7 Kinetics




where ω˙T is the rate of heat release and ω˙k the reaction rate of species k. Source terms in the
momentum equation, Eq. 3.1, may also appear and are in this case used to impose momentum
components, for example an imposed pressure gradients in periodic flows (see section 6.4). In
most cases however, they are zero.










ν ′′k jMk j, j = 1,M (3.32)









νk jQ j (3.33)
where νk j = ν ′′k j−ν ′k j andQ j is the rate progress of reaction j and is written:



















K f , j and Kr, j are the forward and reverse rates of reaction j:
K f , j = A f , j exp(−Ea, j
RT
) (3.35)
where A f , j and Ea, j are the pre-exponential factor and the activation energy. Kr, j is deduced
from the equilibrium assumption:
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Kr, j =
K f , j
Keq
(3.36)















where p0 = 1 bar. ∆H0j and ∆S0j are respectively the enthalpy (sensible + chemical) and the
entropy changes for reaction j:









νk jWksk(T ) (3.39)
where ∆h0f ,k is the mass enthalpy of formation of species k at temperature T0 = 0 K.







When radiative heat transfert plays a role in the physics of the reacting flow to be analyzed, the
source term on the right hand side of Eq. 3.2 can be redefined as:
S = ω˙T +Qr
where Qr is the heat loss due to radiation and ω˙T is the heat released by chemical reaction which
is exposed above (see eq. 3.40).
Assuming that the gases are optically thin and that the cold surroundings (for example the
combustion chamber walls) have a constant temperature Ts, the radiative heat loss per unit
volume Qr2 can be calculated [11]:
Qr = 4σ(T 4−T 4s ) ∑
i
(pi ap,i) (3.41)
2Qr is an always positive quantity.
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where σ = 5.669 · 10−8 W/m2K4 is the Stefan-Boltzmann constant, T is the local gas temper-
ature, pi is the partial pressure of species i, and ap,i is the Planck mean absorption coefficient










C0 +C1 (T )+C2 [(T )]2 +C3 [(T )]3 +C4 [(T )]4
)
. (3.43)
Coefficients for Eqs. 3.42 and 3.43 are found in [54]. They match the values given by the the
RADCAL programme [55]. Note that this approach works only for thin gases and for a constant
”cold surrounding” temperature Ts. This radiation model has been used for the computations
presented in chapter 8.
3.2 The LES approach
Large Eddy Simulation (LES) [110, 100] is nowadays recognized as an intermediate approach
in comparisons to DNS and the more classical Reynolds Averaged Navier-Stokes (RANS)
methodologies. Although conceptually very different these two approaches aim at providing
new systems of governing equations to mimic the characteristics of turbulent flows.
The derivation of the new governing equations is obtained by introducing operators to be
applied to the set of compressible Navier-Stokes equations. Unclosed terms arise from these
manipulations and models need to be supplied for the problem to be solved. The major differ-
ences between RANS and LES come from the operator employed in the derivation. In RANS
the operation consists of a temporal or ensemble average over a set of realizations of the stud-
ied flow [28, 100]. The unclosed terms are representative of the physics taking place over the
entire range of frequencies present in the ensemble of realizations under consideration (see sec-
tion 3.3). In LES, the operator is a spatially localized time independent filter of given size, 4,
to be applied to a single realization of the studied flow. This ”spatial average” operation is a
separation between the large (filtered, greater than the filter size) and small (unresolved, smaller
than the filter size) scales.
This chapter describes the equation solved for LES of reacting flows in AVBP. First, the fil-
tered equations solved by AVBP for a turbulent non-reacting flow are described (section 3.2.1).
Section 3.3 presents the models used for turbulent viscosity. Section 3.4 describes the com-
bustion model employed in AVBP. First, the basic Thickened Flame (TF) model is described.
Then the Dynamic Thickened Flame (DTF) model for flame/turbulence interaction is detailed
together with the explanation of how the model is coupled to the filtered equations.
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3.2.1 Governing equations
The filtered quantity f is resolved in the numerical simulation whereas f ′= f − f is the sub-grid
scale part due to the unresolved flow motion. For variable density ρ , a mass-weighted Favre
filtering is introduced such as:
f˜ = ρ f
ρ
(3.44)
The balance equations for large eddy simulations are obtained by filtering the instantaneous













(ρ E˜ u˜ j) =− ∂∂x j [ui (Pδi j− τi j)+q j +q j






(ρ Y˜k u˜ j) =− ∂∂x j [J j,k + J j,k
t ]+ ω˙k, (3.47)
where a repeated index implies summation over this index (Einstein’s rule of summation). Note
also that throughout the document, the index k is reserved to refer to the kth species and does
not follow the summation rule (unless specifically mentioned).
For generality, the filtered chemical source terms are mentioned here if a user wants to im-
plement a new combustion model. For the standard AVBP models for flame / turbulence inter-
actions (TF and DTF), a specific implementation is done (see section 3.4). The cut-off scale
corresponds to the mesh size (implicit filtering). As usually done, we assume that the filter
operator and the partial derivative commute.
In Eqs. 3.45, 3.46 and 3.47, the flux tensor can be divided into three parts: the inviscid part,
the viscous part and the sub-grid scale turbulent part.
Inviscid terms:
The three spatial components of the inviscid flux tensor are identical with DNS but now
based on the filtered quantities:




3.2. THE LES APPROACH 43
The components of the viscous flux tensor take the form:
 −τi j−(ui τi j)+q j
J j,k
 (3.49)
Filtering the balance equations leads to unclosed quantities, which need to be modelled.
Subgrid scale turbulent terms:




3.2.2 The filtered viscous terms in non reactive flows
The filtered diffusion terms are (see T. Poinsot and D. Veynante, Chapter 4 [98]) :
• the laminar filtered stress tensor τ˜i j is given by the following relations:
τi j = 2µ(Si j− 13δi jSll),













Eq. 3.51 may also be written:
τxx ≈ 2µ3 (2∂ u˜∂x − ∂ v˜∂y − ∂ w˜∂ z ), τxy ≈ µ(∂ u˜∂y + ∂ v˜∂x)
τyy ≈ 2µ3 (2∂ v˜∂y − ∂ u˜∂x − ∂ w˜∂ z ), τxz ≈ µ(∂ u˜∂ z + ∂ w˜∂x )
τzz ≈ 2µ3 (2∂ w˜∂ z − ∂ u˜∂x − ∂ v˜∂y), τyz ≈ µ(∂ v˜∂ z + ∂ w˜∂y )
(3.53)

















where higher order correlations between the different variables of the expression are as-
sumed negligible.
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• the filtered heat flux is :
qi =−λ ∂T∂xi +∑
N
k=1 Ji,khs,k




These forms assume that the spatial variations of molecular diffusion fluxes are negligible
and can be modelled through simple gradient assumptions.
3.3 Turbulence modelling
The unclosed terms are in LES representative of the physics associated with the small structures
(with high frequencies) present in the flow. Figure 3.1 illustrates the conceptual differences
between (a) RANS and (b) LES when applied to a homogeneous isotropic turbulent field.
(a) (b)
Figure 3.1: Conceptual representation of (a) RANS and (b) LES applied to a homogeneous isotropic
turbulent field.
Due to the filtering approach, LES allows a dynamic representation of the large scale mo-
tions whose contributions are critical in complex geometries. The LES predictions of complex
turbulent flows are henceforth closer to the physics since large scale phenomena such as large
vortex shedding and acoustic waves are embedded in the set of governing equations [98].
For the reasons presented above, LES has a clear potential in predicting turbulent flows en-
countered in industrial applications. Such possibilities are however restricted by the hypothesis
introduced while constructing LES models.
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3.3.1 Sub-grid models available in AVBP
This section describes the Smagorinsky and the WALE (Wall Adapting Linear Eddy) sub-grid
models which are available in AVBP.
These LES models are derived on the theoretical ground that the LES filter is spatially and
temporally invariant. Variations in the filter size due to non-uniform meshes or moving meshes
are not directly accounted for in the LES models. Change of cell topology is only accounted for
through the use of the local cell volume, that is4=V 1/3cell .
The filtered compressible Navier-Stokes equations exhibit sub-grid scale (SGS) tensors and
vectors describing the interaction between the non-resolved and resolved motions. The influ-
ence of the SGS on the resolved motion is taken into account in AVBP by a SGS model based
on the introduction of a turbulent viscosity, νt . Such an approach assumes the effect of the SGS
field on the resolved field to be purely dissipative.
The previous hypothesis is essentially valid within the cascade theory of turbulence. The
notion of turbulent viscosity can therefore be introduced and yields a general model for the
SGS which reads
τi jt = −ρ (u˜iu j− u˜iu˜ j) (3.56)
= 2 ρ νt S˜i j− 13 τll
t δi j, (3.57)
In Eqn. (3.56) τi jt is the SGS tensor to be modelled, νt is the SGS turbulent viscosity, u˜i is
the Favre filtered velocity vector (compressible flows) and S˜i j is the resolved strain rate tensor.





2 S˜i j S˜i j, (3.58)
where4 denotes the filter characteristic length (cube-root of the cell volume), CS is the model
constant set to 0.18 but can vary between 0.1 and 0.18 depending on the flow configuration.
The Smagorinsky model [124] was developed in the sixties and heavily tested for multiple flow
configurations. This closure has the particularity of supplying the right amount of dissipation
of kinetic energy in homogeneous isotropic turbulent flows. Locality is however lost and only
global quantities are maintained. It is known as being ”too dissipative” and transitioning flows
are not suited for its use [110].
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WALE model To obtain the right scaling for the turbulent viscosity when approaching a solid
boundary, the Van Driest damping function is ofthen used [137]. A more elegant way is the
WALE (Wall-Adapting Local Eddy-viscosity) proposed by Nicoud and Ducros[89, 46]. They
replace the characteristic filtered rate of strain by a term that detects strong rates of deformation
















(S˜i jS˜i j)5/2+(sdi jsdi j)5/4
, (3.60)
where4 denotes the filter characteristic length (cubic-root of the cell volume), Cw = 0.4929 is
the model constant and g˜i j denotes the resolved velocity gradient. This expression for νt allows
for the right scaling of turbulent viscosity when approaching walls and also for the prediction
of transition. This model has been used in some computations presented in annex F and G.
3.4 Combustion modelling
A difficult problem is encountered for Large Eddy Simulation of premixed flames: the thick-
ness δ 0L of a premixed flame is generally smaller than the standard mesh size ∆x used for LES.
For this reason, the Thickened Flame (TF) model has been developed so as to resolve the flame
fronts on a LES mesh. However, in turbulent flows, the interaction between turbulence and
chemistry is altered: eddies smaller than δ 0L , multiplied by a thickening factorF , do not inter-
act with the flame any longer. As a result, the thickening of the flame reduces the ability of the
vortices to wrinkle the flame front. As the flame surface is reduced, the reaction rate is under-
estimated. In order to correct this effect, an efficiency function E has been developed [31] from
DNS results and implemented into AVBP (see Fig. 3.2). It is described in the next subsection.
3.4.1 The combustion subgrid scale model: E
A complete description of the efficiency function is given in ref [31]. The underlying model
philosophy can be summarized through 3 main steps:
• The wrinkling factor of the flame surface Ξ is estimated from the flame surface density Σ,
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Figure 3.2: Direct Numerical Simulation of flame/turbulence interactions by Veynante ([6], [98]). Left:
non thickened flame, right: thickened flame (F = 5).




where 〈aT 〉s is the sub-grid scale strain rate, ∆e is the filter size and α is a model constant.
• 〈aT 〉s is estimated from the filter size ∆e and the sub-grid scale turbulent velocity u′∆e:〈aT 〉s = Γu′∆e/∆e. The function Γ corresponds to the integration of the effective strain rate
induced by all scales affected by the artificial thickening, i.e. between the Kolmogorov



















Finally, the efficiency function is defined as the wrinkling ratio between the non-thickened


























S0L and δ 0L are the laminar flame speed and the laminar flame thickness, respectively, when
F = 1 and δ 1L =F δ 0L .
E varies between 1 (weak turbulence) to Emax 'F 2/3 (large wrinkling at the sub-grid
scale). In turbulent premixed zones, the efficiency function is determined to ensure that
the turbulent flame speed will be E S0L = ST . The efficiency function is required when the
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vortex size r is defined by δ 0L > r > δ cL for a real flame and by δ 1L = β F δ 0L > r > δ cL
for a thickened flame. δ cL is a cut-off length scale: for vortices lower than δ cL , the flame
remains unaffected. δ cL is defined in [31].
• The filter size ∆e corresponds to the largest scale affected by the flame thickening, that is
to say δ 1L . In practice, ∆e = 10∆x with ∆x =
3√
voln. The subgrid scale turbulent velocity
u′∆e is estimated using the operator OP2, based on the rotational of the velocity field to
remove the dilatational part of the velocity which must not be counted as ”turbulence”. A











with c2 ≈ 2.
Estimation of the model constant α
The model constant α is estimated to match the asymptotic behaviour of the wrinkling factor
Ξ versus RMS velocity u’ for thin flames when ∆e tents to the integral length scale lt , the flame
wrinkling Ξ goes to Ξmax defined by:
Ξmax = 1+βu′/S0L (3.65)





where Ret = u
′lt
ν is the turbulent Reynolds number and cms = 0.28. The reader is referred to [31]
for more details.
Other forms of efficiency function have been derived by Charlette and Meneveau [26, 27]
but not tested here.
3.4.2 Implementation of the standard Thickened Flame (TF) model
The filtered equations for total energy and for species (Eqs. 3.46 and 3.47) must be modified
in reactive flows when the TF or DTF model is used. In this case, only the filtered equations
for velocities (Eq. 3.45) are unchanged. For the species and energy, the filtered equations are
replaced by the thickened equations as follows:
Viscous terms
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• the filtered diffusive species flux vector is given by:




















• the filtered heat flux is:









The filtered source term vector is written:(






where ω˙T (Y˜k, T˜ ) and ω˙k(Y˜k, T˜ ) are reaction rates computed with the Arrhenius expression and
the filtered values of Yk and T . Note that this model should be used only for perfectly premixed
cases since mixing in the fresh gases, for example, is modified by thickening and not correctly
handled with the filtered terms of Eqs. 3.46 and 3.47. The actual transport equations for the TF
model are summarized below.















50 CHAPTER 3. LES OF REACTING COMPRESSIBLE FLOWS
3.4.3 Final equations solved for the TF model







(ρ u˜i u˜ j) = − ∂∂x j
[








(ρ E˜ u˜ j) = − ∂∂x j
[

























































3.5 The Dynamically Thickened Flame (DTF) model for LES
The TF model is adequate to simulate perfectly premixed flames. For partially premixed cases,
this model is not suitable and must be adjusted for different reasons:
• In non reactive zones, where only mixing takes place, the molecular and thermal diffusion
are overestimated by a factorF . In these zones, the thickening factor should be corrected
to go to unity. Moreover, turbulent sub-grid scale terms should be added (they have been
totally omitted in Eq. 3.67 where they are replaced by the thickened terms).
• In the flame zone, the thickening allows to resolve the diffusion and the source terms.
Thus, the sub-grid scale turbulent terms can be set to zero.
In other words, the TF model can remain unchanged in the flame zone but must be adapted
outside the flame region. The DTF model has been developed to take into account these points
(Legier et al. [80]). Its application is addressed on Fig. 3.5. The thickening factor F is not
a constant any more but it goes to Fmax in flame zones and decreases to unity in non reactive
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Transition zone :
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E increases up to F2/3
Transition zone :
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Figure 3.3: Schematic representation (from [25]) of the different regions found in a partially premixed
flame and as defined for the DTF model. Capital letters in the figure correspond to capital italic letters in
the text.
zones. TheFmax parameter can be fixed by the user or can be computed, according to the local





where Nc is the number of cells used to resolve the flame front and ∆x is the local mesh size.
An appropriate value for δ 0L is therefore required.
The local thickening factorF is then obtained as follows:
F = 1+(Fmax−1)S (3.73)
whereS is a sensor depending on the local temperature and mass fractions.
S = tanh(β ′ ΩΩ0
) (3.74)
where Ω is a sensor function detecting the presence of a reaction front. One possible method to
construct this sensor is to use the kinetic parameters of the fuel breakdown reaction:
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Even though Ω has the functional form of a reaction rate, it is not. This form is only one
convenient way to identify the flame zone but other function could be used as long as they track
correctly the zones where combustion occurs.
Γ is used to start the thickening before the reaction, that is why Γ <1 (usually Γ = 0.5). The
β ′ factor is set in AVBP (β ′ = 500). S varies between 0 in non reactive zones to 1 in flames.
Ω0 is specified by the user by measuring it on a 1D premixed non-thickened flame.
3.5.1 Implementation of the Dynamically Thickened Flame (DTF) model
When the DTF model is applied the filtered diffusive species flux vector is given by:
Ji,k






+ρ Y˜k V˜ c,ti (3.76)
with





















while the source term becomes, (

























3.5.2 Final equations solved for the DTF model
It is interesting here again to rewrite the final transport equations resulting from the DTF model.
The different convective terms are the same as for the TF model. The final set of LES equations
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(ρ u˜i u˜ j) = − ∂∂x j
[








(ρ E˜ u˜ j) = − ∂∂x j
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This implementation shows that the DTF model is a hybrid formulation:
• outside flame zones, the sensor Ω is zero andS is zero. The thickening factorF is one,
the efficiency E goes to 1 and the DTF equations recover the standard LES form to handle
mixing.
• in flame zones, detected by non-zero values of Ω, the sensor S goes to unity, the model
behaves like the classical TF model.
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Chapter 4
Numerical methods for LES
4.1 Requirements
In this chapter we describe those features which a ”perfect” LES code should have for combus-
tion instabilities simulations.
Section 2.1 showed how turbulence, acoustics and combustion are coupled to generate com-
bustion instabilities. This implies that these three phenomena have to be taken into account
simultaneously. The physical and numerical models to be implemented in a code suitable for
this kind of study have therefore to satisfy a wide range of requirements. This comes along with
the need to compute complex industrial burner geometries at reasonable computational effort.
The starting point of this analysis is the need to keep as much as possible or the ”turbulent”
character of the flow in the LES: the Reynolds number of a computation should match the value





and reproducing the correct characteristic values for the velocity u and the length l is much
simpler in a numerical simulation than in a laboratory test rig. On the other hand, defining the
”real” viscosity in a simulation is more difficult. The true viscosity present in a CFD computa-
tion νCFD can be seen as the sum of three contributions:
νCFD = νlam +νturb +νnum (4.2)
the ”laminar” viscosity νlam (i.e. the viscosity of the fluid under consideration), the turbulent
viscosity νturb given by the turbulence model and the numerical viscosity νnum coming from the
55
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numerical scheme1. Large values of the total viscosity would decrease the effective Reynolds
number of the computation, leading to important modifications of the flow features. Therefore,
in order to obtain a result as close as possible to the actual flow-field, the turbulent and numerical
viscosity should be kept very small.
In Direct Numerical Simulation (DNS), the turbulence is fully resolved in space and time,
from the integral scales down to the Kolmogorov scales. Hence, turbulent viscosity is zero
because of the absence of a turbulence model to close the system of equations. Moreover,
the structured and very fine meshes needed to solve the smallest vortices, allow the use of ex-
tremely high order numerical schemes: for example compact finite difference [81] or spectral
schemes [71, 69, 126]. Small turbulent structures have a very short characteristic time, conse-
quently very accurate time advancement methods (usually multi-step Runge-Kutta algorithm)
and small time steps are used. In this way the numerical viscosity remains very small. The
only drawback of this approach is the enormous computational cost that limits its application to
simple academic cases.
As described in chapter 3 LES aims at solving all large turbulent structures using models
only for the smallest ones. Turbulence models for LES, as discussed widely in section 3.3.1,
are therefore easier to derive and provide a smaller amount of turbulent viscosity than a clas-
sical RANS model. Indeed, the turbulent viscosity present in a LES depends on the degree of
refinement of the mesh, it should go to zero as the LES mesh approaches the DNS requirements.
Nonetheless, both turbulent and numerical viscosity are increased compared to DNS.
In theory, numerical methods suited for DNS should be preferred for the implementation
into LES codes. However, this is not always possible especially because of the requirements
linked to the industrial needs: analysis of complex configurations under the lowest possible
computational costs. Hence, a numerical scheme adapted to LES needs to be:
• very accurate,
• not dissipative (as much as possible) and with good dispersion properties
• computationally efficient
• able to deal with complex geometries
• robust.
Again, the main issue is to keep small the numerical viscosity. In LES it is crucial to separate
the effects of the turbulence model from the numerical dissipation. A high numerical viscosity
1The dissipation introduced by the code is sometimes a higher-order term and not necessarily a second-order
quantity which can be interpreted as a physical viscosity. This case is not discussed here.
4.1. REQUIREMENTS 57
would interfere with the turbulence model and significantly deteriorate the results. To avoid this
problem some authors propose not to consider at all the turbulence model leaving the dissipation
computed by the numerical scheme. This approach has been defined as implicit LES [3, 58].
Other authors propose to add explicit high-order filtering to the fields obtained without any LES
model [17].
However, independently of the method, evaluation tools are obviously needed to better an-
alyze the sources of dissipation. The amount of viscosity related to numerics, νnum in eq. 4.2,
can be split into three contributions linked respectively to the spatial discretization, the temporal
advancement and the artificial damping.
νnum = νspatial +νtemporal +νarti f icial (4.3)
In the following these three aspects are analyzed with respect to different applications present
in the literature.
Dissipation due to spatial discretization The ”spatial” numerical viscosity can be reduced
using high-order schemes coupled to discretizations allowing the smallest possible numerical
dissipation. Centred schemes are therefore well-suited for LES codes because their dissipation
at the resolved wavelengths is negligible. For this reason, even if some LES calculations per-
formed using upwind schemes can be found in the literature [57, 22, 21], most of the different
approaches briefly described in the following are based on centered stencils.
The accuracy of a numerical discretization can be rather easily enhanced when the com-
putational domain can be discretized with structured meshes. In this case, high-order finite
differences schemes can be derived [81]. Unfortunately, this approach is of difficult application
when dealing with the very complex shapes encountered in industrial configurations. The use of
unstructured finite volumes or finite elements schemes seems to be more straightforward in this
situation. However, the derivation of high-order finite volume schemes on unstructured mesh is
a very hard task. Orders larger than 2 can be reached using ENO (Essentially Non-Oscillatory)
or WENO (Weighted Essentially Non-Oscillatory) reconstruction [143], but the computational
costs required to compute an industrial burner would be too high. Camarri et al. [22, 21], tak-
ing advantage of the MUSCL (Monotone Upwind Schemes for Conservation Laws) approach,
developed a family of finite volume schemes up to sixth order. Unfortunately, for non regular
meshes the accuracy of these schemes falls to second order limiting the interest of this approach
to the study of very simple geometries. Instead of increasing the order of convergence, Mahesh
et al. [84] wrote a convective scheme able to conserve the kinetic energy. The method is only
second order accurate but its conservation property ensures an higher degree of robustness.
With respect to finite element schemes, the accuracy can be increased by using, for example,
quadratic or cubic shape functions but, even in this case, with an enlarged CPU cost. Discontin-
uous Galerkin methods seem to be a promising approach [61]. They couple the use of high or-
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der shape functions to the solution of interface problems between elements. Good accuracy can
then be achieved on unstructured grids; nonetheless they are expensive and some difficulties can
arise when dealing with diffusive problems [7]. Another possibility, described in section 4.2, is
to take advantage of a Taylor expansion in time to derive a multi-step Taylor-Galerkin method
(TTGC [32]).
Dispersion properties, less good for basic low order centred schemes, are also very impor-
tant for the prediction, for example, of acoustic wave propagation. Major improvements can be
achieved using high-order methods. Moreover, in some cases, numerical schemes can be opti-
mized in order to reach the smallest dispersion instead of the maximum possible order [132].
Dissipation due to time advancement The ”temporal” viscosity is linked to both the ac-
curacy of the temporal advancement algorithm and the size of the time step: very accurate
temporal schemes and small time steps lead to a negligible numerical viscosity.
Temporal schemes can be divided in two main families:
• Explicit methods: the solution at time instant n+1 fn+1 depends only on the solution at
the previous time instant n fn.
fn+1 = g( fn) (4.4)
The practical implementation of this kind of approach is relatively straightforward and the
computational costs per iteration are small. Multi-step Runge-Kutta schemes are usually
used in order to increase the accuracy of the temporal advancement. The main drawback
of explicit codes is that the time step is limited for stability reasons. To this extent the
CFL (Courant-Friedrichs-Lewy) number is defined as:
CFL = u∆t∆x (4.5)
where u is the maximum propagation speed of a perturbation in the flow, ∆t is the time
step and ∆x is the mesh size. The CFL value required for stability changes slightly de-
pending on the scheme adopted, usually the order of magnitude is 1.
• Implicit methods: the solution at time instant n+1 f n+1 depends also on instant n+1.
fn+1 = g( fn, fn+1) (4.6)
For example Crank-Nicolson or backward-Euler schemes can be used to advance the so-
lution in time. The self-dependence of the solution requires the inversion of a matrix. The
implementation is therefore more complicated and the computational cost per iteration is
higher than for explicit schemes. In spite of this additional difficulty, the main advantages
of implicit schemes are that they are intrinsically stable for all CFL values and that large
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savings in computational time can be achieved by increasing the time step. However, it
should be reminded that large time steps are allowed only for stability reasons, but that
accuracy is not guaranteed when running at high CFL numbers.
For example, Choi and Moin [29] analyzed the effects of the computational time step on the
numerical solution of an incompressible turbulent channel flow. Since compressibility effects
are neglected, the CFL number is defined with respect to the convection speed and indicated as
convective CFL. They found that, in order to sustain turbulent fluctuations, the time step has to
be appreciably smaller than the Kolmogorov time scale. Moreover, non negligible dissipation
effects were observed for convective CFL number larger than unity. It is interesting to notice
that, for CFL = 4, relaminarization occurred in the channel.
To study thermo-acoustic instabilities, compressibility effects must be taken into account.
The density varies strongly according to the different composition of the gas mixture and, more
importantly, acoustic waves propagation has to be resolved precisely. In this case the CFL
number is defined with respect to the sum of the convection speed plus the speed of sound and
indicated as acoustic CFL. Since the stability limit still occurs for values of the CFL number
close to unity (it depends only on the numerical scheme), the corresponding time step allowed
by an explicit scheme is strongly reduced. Concerning the ”accuracy” limit, an analysis similar
to that of Choi has been presented in this thesis. Section 6.3.5 describes the temporal evolution
of a 1D acoustic eigen-mode in a closed cavity for values of the acoustic CFL larger than one.
In particular it is shown that, as observed by Choi and Moin [29] for turbulence, significant
dissipation appears as soon as the CFL number of the computation is larger than 1.
In the combustion community the choice between explicit and implicit temporal schemes is a
controversial issue. Very small time steps, as explained in the previous analysis, are required for
the computation to be accurate. In this context, explicit methods seem to be the most suitable
approach because of the very small computational costs per iteration [87]. However, following
the attractive possibility of saving computer time, Wall et al. [140] developed a semi-implicit
code in which the time step remains based on the convective CFL and the acoustic is taken
into account by replacing the Poisson solver by an Helmoltz solver. Nonetheless, this approach
suffers from two drawbacks: firstly, only low-frequency acoustic modes can be solved (a direct
consequence of the larger time step) while in some cases the frequency of unstable acoustic
modes that can be found in a combustion chamber can reach 1KHz. The second issue concerns
the implicit part of the method: the solution of the Helmholtz equation. The last years have
seen the strong development of cluster architecture disposing of thousands of processors. A
good LES code should be able to exploit at best this computational power. While fully explicit
methods have proven their high scalability and outstanding parallel performances running on
a very large number of processors [18, 127], the efficient inversion of a big matrix requires
additional efforts.
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Artificial viscosity As mentioned above centred schemes have intrinsic good dissipation prop-
erties. However, a major drawback of this kind of discretizations is that they cannot dissipate
spurious node-to-node oscillations [139]. These numerical artifacts can be due to [36]: a non
accurate treatment of boundary conditions, a mesh of poor quality (skewed elements, important
stretching ratio) or a bad choice of the initial condition. These high frequency oscillations, if
not damped, can add some numerical noise. Three main approaches can be employed to damp
these spurious waves:
• Add artificial viscosity directly to the numerical scheme. TVD schemes [59] based on
limiters can be used. Essentially non-oscillatory reconstructions have proven to be very
efficient but also very expensive. An artificial selective damping (ASD [19]) can also be
implemented in order to add dissipation only on the highest frequencies.
• Add artificial viscosity locally in the calculation. This method is based on sensors able
to detect spurious waves in the computational domain. Then, some artificial viscosity is
added only in the regions in which it is required.
• Filter the solution. The solution is filtered in order to remove unphysical oscillations.
The main problem encountered when dealing with artificial viscosity is to be able to damp only
the spurious node-to-node oscillations while leaving untouched the smallest turbulent struc-
tures.
Fig. 4.1 summarizes, from a qualitative point of view, the global levels of viscosity encoun-
tered in DNS, LES and RANS approaches. RANS methods show a very large amount of global
viscosity because the turbulent viscosity in RANS is larger but also because the numerical dis-
sipation of most RANS solvers is high (upwind, low-order, implicit schemes). LES appears
therefore as a promising intermediate step, between the too viscous RANS approach and the
too expensive DNS technique, for the study of combustion instabilities.
4.2 Description of numerical methods available in AVBP
A detailed description of the numerical methods implemented in AVBP is presented in this
section. In this chapter only the convection operators are described, some hints on the diffusion
operators are presented in appendix B.1.
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DNS LES RANS
Figure 4.1: Qualitative comparison between DNS, LES and RANS in terms of different kind of viscosity
4.2.1 The cell-vertex approach
The flow solver used for the discretization of the governing equations is based on the finite
volume (FV) method. There are three common techniques for implementing FV methods :
the so-called cell-centred, vertex-centred and cell-vertex approaches. In the first two ones, the
discrete values of the solution are stored at the centre of the control volume (grid cells for the
cell-centred formulation and median dual cells for the vertex-based one, see Figure 4.2) and
neighbouring values are averaged across the control volume boundaries in order to calculate the
fluxes.
In the alternative cell-vertex technique, used as underlying numerical discretization method
of AVBP, the discrete values of the conserved variables are stored at the cell vertices (or grid
nodes), while conservation relations are applied to the grid (or primary) cells.
The advantages of using such a discretization are:
• the native capability of handling unstructured hybrid meshes
• an easy and efficient parallelization
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Figure 4.2: Cell-vertex cells
• increased accuracy without an important additional cost, can be obtained by using the
same spatial differential operators in a finite element framework (see section 4.2.3).
Nomenclature In the rest of the section the following subscripts are used :
• i ∈ [1,Nnode] is the index used for the global node numbering and the nodal values.
• j ∈ [1,Ncell] is used for the cell numbering.
• k ∈ [1,nv(Ω j)] is the local numbering of the vertices of a cell Ω j, with nv(Ω j) the number
of vertices of the cell Ω j.
• Ω j is the index used to design a value at the centre or associated with the j-th cell.
• Ri is the global nodal residual.
• RΩ j is the global cell residual.
• Ri|Ω j is the part of the residual of element j to be scattered to node i.
Weighted Cell Residual Approach
For the description of the weighted cell-residual approach, the laminar Navier-Stokes equations
are considered in their conservative formulation:
∂U
∂ t
+∇ ·F = 0 (4.7)
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where U = (ρu,ρv,ρw,ρE,ρk) is the vector of conserved variables and F is the correspond-
ing flux tensor. For convenience, the latter is divided into an inviscid and a viscous part,
F = F I(U) +FV (U,∇U). We will see, section B.1, that it is also possible to use differ-
ent formulations to compute FV (U,∇U). However, the following sections are dedicated to
the convection schemes. The spatial terms of the equations are approximated in each control






F ·n dS (4.8)
where ∂Ω j denotes the boundary of Ω j with n, the outward normal to ∂Ω j. VΩ j is the volume
of cell j.
The cell-vertex approximation is readily applicable to arbitrary cell types and is hence straight-
forward to apply on hybrid grids. The residual (eq. 4.8) is first computed for each element per-
forming a simple integration rule applied to the faces. For triangular faces, a straightforward
mid-point rule is used, which is equivalent to the assumption that the individual components of
the flux vary linearly on these faces. For quadrilateral faces, where the nodes may be not co-
planar, each face is divided into four triangles (two divisions along the two diagonals) and the
integration is performed over each triangle. The flux value is then obtained from the average of
the four contributions. This, so-called, ’linear preservation property’ plays an important part in
the global discretization, because it ensures that accuracy is not lost on irregular meshes. Com-







whereFk is an approximation ofF at the nodes, nd represents the number of space dimensions
and {i ∈Ω j} are the vertices of the cell Ω j. In this formulation the geometrical information has
been included into the Sk terms that are associated with individual nodes of the cell Ω j. For
triangular elements, the normal of node k (internal to the element) corresponds to the surface-
weighted external normal of the face opposite to node k (see fig. 4.3)2. Note, that for consistency
one has ∑k|k∈Ω j Sk = 0.
A linear preserving approximation of the divergence operator is obtained if the volume VΩ j







2For quadrilateral elements the definition of normals is slightly different: Sk is the average of the area-weighted
normals for faces with a common node k, k ∈Ω j.
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Figure 4.3: Node normals for triangular elements. The normal associated with node 1 is given by :
S1 =−(S2 +S3).
since ∇ · x = nd . And the control volume around the node i (median dual cell) is defined as :
Vi = ∑ j|i∈Ω j VΩ j/nv(Ω j).
Once the cell residuals are calculated, one can obtain the nodal residual at node i as the
volume average of the cell residuals :
Ri =
1
Vi ∑j|i∈Ω j Di|Ω jVΩ jRΩ j (4.11)
where Di|Ω j is a distribution matrix that weights the cell residual from cell centre Ω j to node
i (scatter operation). The form of matrix Di|Ω j determines the numerical scheme employed.
Finally, the semi-discrete scheme (with perfect time advancement) can be defined as:
dUi
dt =−Ri (4.12)
and conservation is guaranteed if ∑k|k∈Ω j Dk|Ω j = I.
The following sections are dedicated to the discretization of convective fluxes (hyperbolic
part of the Navier-Stokes equations) according to the different numerical schemes available in
AVBP. The diffusion schemes are described in section B.1.
4.2.2 The Lax-Wendroff scheme
The form of the distribution matrix Di|Ω j (see equation 4.11) determines the different numerical
schemes available in AVBP. In the following Di|Ω j is derived for the Lax-Wendroff scheme [76].
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The Lax-Wendroff scheme (second order accurate in space and time) is based on a Taylor


































= ∇ · [A (∇ ·F )] (4.15)
assuming that temporal and spatial derivatives can be exchanged and defining A = ∂F∂U as the
Jacobian matrix. Hence, substituting eq. 4.14 and 4.15 into eq. 4.13 the solution at time n+ 1
can be written as:
Un+1 =Un−∆t
{
∇ ·F − 1
2
∆t ∇ · [A (∇ ·F )]
}
(4.16)
In discrete form, remembering the basic principle of the cell-vertex approach, the nodal
residual Ri is obtained by summing the contributions of all the surrounding elements. The value
is then scaled by the nodal volume Vi.
Ri =
1
Vi ∑j|i∈Ω j Ri|Ω j (4.17)
The residual contribution to node i of element j can be written as:




The first term in eq. 4.18 is the cell residual computed as in eq. 4.9. It is weighted by the
volume of the cell divided by the number of vertex of the element. The LWi|Ω j term is computed
on the dual cell Ci taking advantage of the Green-Gauss theorem.












∇ · [A (∇ ·F )]dS (4.19)








where Si|Ω j is the normal associated to node i and cell j it is computed according to the scaling
by nd . It should be noticed that no weighting is required for the LW term because it is computed

































AΩ j ·Si|Ω j
)
(4.23)
where C is a coefficient that determines the form of the numerical scheme. It is easy to
see that for the Lax-Wendroff scheme C has to be ∆t/2. On the other hand, fixing C = 0
leads to a simple one-step second order centred scheme. This discretization is not dissipative
at all. It leads to an unconditionally unstable scheme when coupled to an explicit Euler time-
marching method. Therefore, in AVBP, it is always used coupled a third order Runge-Kutta
time discretization. The accuracy of this scheme is therefore second order in space and third
order in time.
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4.2.3 The TTGC numerical scheme
Taylor-Galerkin (TG) schemes were first derived by Donea [42, 43] the key idea of the method
being the coupling between a Taylor expansion in time and a Galerkin discretization in space.
Quartapelle [103] extended this approach deriving a family of Two-step Taylor Galerkin (TTG)
schemes. Finally, Safjan [109] generalized this technique for multi-step schemes. The TTGC [32]
scheme is a variation, more suited for LES, of the work of Quartapelle. The TTGC scheme
reaches third-order accuracy in space and time and, following the development of Colin [32],
can be written as:

























− γ and β = 16 (4.26)
First and second time derivatives can be replaced as done for the Lax-Wendroff scheme (see
eq. 4.14 and 4.15) giving:
˜Un = Un−α∆t∇ ·F n +β∆t2∇ · [A (∇ ·F n)] (4.27)
Un+1 = Un−∆t∇ · F˜ n + γ∆t2∇ · [A (∇ ·F n)] (4.28)
Multiplying these equations by a set of linear test fuctions φi (”redskin tent” functions) and
integrating them over the computational domain Ω, leads to the following weak formulation:∫
Ω
˜RnφidV = −αLi(Un)−β∆tLLi(Un) (4.29)∫
Ω





















φiA (∇ ·F (Un))dS︸ ︷︷ ︸
BTi(Un)
(4.34)
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The LLi term can be split by performing an integration by parts assuming the surface normal
dS external. The first contribution LL0i (Un) is integrated over all the computational domain
while the second one, BTi(Un), is non zero only at boundaries. It should be noticed that the LLi
term involves second spatial derivatives (like the LWi term, see for example eq. 4.20), that are not
expected when dealing with convection problems. More information about this ”artificial” term
can be found in section 4.2.4. The Galerkin method is then applied to the flux divergence and
to residuals. Hence, they can be expressed as a sum of linear shape-functions (same functions




∇ ·F = ∑
k
Fk∇φk (4.36)
where Fi is the discrete flux at each point of computational domain. With this choice of shape-











denoting Mik as the components of the so-called mass matrix which, in AVBP, is inverted
locally by an iterative Jacobi method.
Coming now to the spatial discretization, the contributions of integrals in eq. 4.33 and 4.34







Taking advantage of eq. 4.36, Li(Un)Ω j and LLi(Un)Ω j can be written as:



















For triangular and tethraedal elements the gradient of the shape function is constant3 over
3For bilinear and trilinear elements (quads, hexahedra and pyramids for example) the gradient of the shape
function over the element is no more constant. This difficulty is overcome by adding a correction to the residual
computed as for linear element.
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∀k ∈Ω j (4.43)
Substituting relations 4.42 and 4.43 in eq. 4.40 we obtain:





φidV = (∇ ·F n)Ω j
∫
Ω j




Applying the same procedure to the first term of eq. 4.41 leads to:











Ω j) ·Si|Ω j (4.45)
These two operators are therefore equivalent to the ones encountered in the cell-vertex finite
volume discretization (see eq. 4.21). The scaling for the nodal volume does not appear explicitly
in this derivation but it is taken into account in the mass matrix.
4.2.4 Some comments on the ”artificial” second order term
As pointed out in the previous sections, both LW and TTGC schemes contain a term involving
second order spatial derivatives: LWi for LW and LLi for TTGC. This kind of contribution is
not a priori expected when dealing with purely convective problems in which only first order
derivatives have a true physical meaning. Therefore, these terms have to be considered as an
”artificial” correction, stemming from the second order term of the Taylor expansion in time,
allowing for a higher accuracy of the numerical scheme.
Moreover, reminding eq. 4.34, the finite element formulation of the TTGC scheme requires
an additional numerical correction at boundaries. The boundary term BTi(Un), not present in
the mathematical formulation of the finite volume approach, is discretized as follows:















noticing that Sb fi|Ω j are the normals of boundary faces external to the computational domain
4 and
nvb f is the number of element vertex on the boundary. The meaning of this term can be explained
4This notation has been chosen here for coherence. In the actual coding of AVBP, the Sb fi|Ω j are internal.
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easily in a finite-volume context. Fig. 4.4 shows that the boundary term is needed to ”close” the
dual cell on the boundary surface: LL0i is computed in each cell of the computational domain
(integration is performed on the internal part of the dual cell surface ∂Ci); BTi is required only
at boundaries and the integration is performed on the portion of the dual cell corresponding to




Figure 4.4: The boundary term in a ”finite-volume” framework
According to this explanation, the boundary correction should be taken into account also in
the finite volume LW scheme.
Boundary terms are common in finite element formulations and they are usually prescribed in
order to impose the physical boundary condition. For example, in diffusion problems the bound-
ary terms are used to impose Neumann or Robin boundary conditions [104]. This approach is
obviously not valid in this case, because the boundary term, and in general the artificial second
order term, cannot be related to any physical boundary condition.
In order to analize the behaviour of the artificial second order term with respect to its closure
at boundaries, two numerical formulations have been tested in AVBP:
• Un-cancelled Second Order Term (USOT): only the LL0i term is computed in each cell of
the mesh. The boundary term BTi(Un) is put to zero.
• Cancelled Second Order Term (CSOT): BTi(Un) is computed in such a way that LLi is
null over the boundary nodes.
Moreover, an analysis of the interaction between this artificial second order term and the
different kind of boundary conditions available in AVBP is presented in section 6.3.
4.2. DESCRIPTION OF NUMERICAL METHODS AVAILABLE IN AVBP 71
4.2.5 Artificial viscosity
The numerical discretization methods in AVBP are spatially centred. These types of schemes
are known to be naturally subject to small-scale oscillations in the vicinity of steep solution
variations. This is why it is common practice to add a so-called artificial viscosity (AV) term to
the discrete equations, to avoid these spurious modes (also known as “wiggles”) and in order to
smooth very strong gradients. We describe here the different AV methods used in AVBP. These
AV models are characterised by the “linear preserving” property which leaves unmodified a
linear solution on any type of element. The models are based on a combination of a “shock
capturing” term (called 2nd order AV) and a “background dissipation” term (called 4th order
AV). In AVBP, adding AV is done in two steps:
• first a sensor detects if AV is necessary, as a function of the flow characteristics,
• then a certain amount of 2nd and 4th AV is applied, depending on the sensor value and on
user-defined parameters.
The sensors A sensor ζΩ j is a scaled parameter which is defined for every cell Ω j of the
domain that takes values from zero to one. ζΩ j = 0 means that the solution is well resolved and
that no AV should be applied while ζΩ j = 1 signifies that the solution has strong local variations
and that AV must be applied. This sensor is obtained by comparing different evaluations (on
different stencils) of the gradient of a given scalar (pressure, total energy, mass fractions, . . . ).
If these gradients are identical, then the solution is locally linear and the sensor is zero. On the
contrary, if these two estimations are different, local non-linearities are present, and the sensor
is activated. The key point is to find a suitable sensor-function that is non-zero only at places
where stability problems occur.
Two sensors are available in AVBP: the so-called ‘Jameson-sensor’ (ζ JΩ j) [65] and the ‘Colin-
sensor’ (ζCΩ j) [30] which is an upgrade of the previous one.
The Jameson sensor
For every cell Ω j, the Jameson cell-sensor ζ JΩ j is the maximum over all cell vertices of the
Jameson vertex-sensor ζ Jk :
ζ JΩ j = maxk∈Ω j
ζ Jk (4.47)
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Where the ∆k1 and ∆k2 functions are defined as:
∆k1 = SΩ j −Sk ∆k2 = (~∇S)k.(~xΩ j −~xk) (4.49)
where a k subscript denotes cell-vertex values while Ω j is the subscript for cell-averaged values.
(~∇S)k is the gradient of S at node k as computed in AVBP.
∆k1 measures the variation of S inside the cell Ω j (using only quantities defined on this cell). ∆k2
is an estimation of the same variation but on a wider stencil (using all the neighbouring cell of
the node k).
For example, on a 1D uniform mesh, of mesh size ∆x and for the cell [k∆x;(k+ 1)∆x], the ∆k1




















∆FDk,∆x is exactly the classical FD Laplace operator evaluated at vertex k and of size ∆x. The
Jameson sensor is thus proportional to the second derivative of S, which is zero when S is linear
and which is maximum when the gradient of S varies rapidly. This is what happens for example
on each side of a front or when wiggles occur.
It is important to note that this sensor is smooth: it is roughly proportional to the amplitude
of the deviation from linearity.
The Colin sensor
As said above, the Jameson sensor is smooth and was initially derived for steady-state com-
putations. For most unsteady turbulent computations it is however necessary to have a sharper
sensor, which is very small when the flow is sufficiently resolved, and which is nearly maximum
when a certain level of non-linearities occurs.
This is the aim of the so-called Colin-sensor, whose properties can be summarized as follows:
• ζCΩ j is very small when both ∆k1 and ∆k2 are small compared to SΩ j . This corresponds to
low amplitude numerical errors (when ∆k1 and ∆k2 have opposite signs) or smooth gradients
that are well resolved by the scheme (when ∆k1 and ∆k2 have the same sign).
• ζCΩ j is small when ∆k1 and ∆k2 have the same sign and the same order of magnitude, even
if they are quite large. This corresponds to stiff gradients well resolved by the scheme.
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• ζCΩ j is big when ∆k1 and ∆k2 have opposite signs and one of the two term is large compared
to the other. This corresponds to a high-amplitude numerical oscillation.
• ζCΩ j is big when either ∆k1 or ∆k2 is of the same order of magnitude as SΩ j . This corresponds
to a non-physical situation that originates from a numerical problem.









































The numerical values used in AVBP are:
Ψ0 = 2.10−2 δ = 1.10−2 ε1 = 1.10−2 ε2 = 0.95 ε3 = 0.5 (4.56)
Please note, that these definitions of Ψ and εk apply only for the Navier-Stokes variables.



















The operators There are two AV operators in AVBP: a 2nd order and a 4th order operator
having the following properties:
• 2nd order operator: it acts just like a “classical” viscosity. It smooths gradients, and
introduces artificial dissipation. It is thus associated to a sensor which determines where
it must be applied. Doing this, the numerical scheme keeps its order of convergence
in the zones where the sensor is inactive, while ensuring stability and robustness in the
critical regions. Historically, it was used to control shocks, but it can actually smooth any
physical gradient.
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• 4th order operator: it is a less common operator. It acts as a bi-Laplacian and is mainly
used to control spurious high-frequency wiggles.
The way they are combined is determined both by the sensor and by user-defined parameters
(smu2 and smu4). Both operator contributions are first computed on each cell vertex, and are
then scattered back to nodes (see appendix B.2).
Chapter 5
Boundary conditions
5.1 Importance of boundary conditions in LES calculations
Boundary conditions are a crucial and too often neglected part of any numerical tool for fluid
mechanics or acoustics [95, 115]. They become one of the main issues for LES of aeroacoustics
or of instabilities: indeed, when studying combustion instabilities using LES, acoustic waves
have to be followed from their origin (the noise sources) through the entire computational do-
main (the combustion chamber) till the boundaries (the chamber walls and the outlet nozzle)
and back to the flow core (after reflections). To tackle this difficult task, boundary conditions
suited for LES have to satisfy a variety of requirements. They should be able to:
• impose the correct target values for velocity, mass flux, temperature, pressure and species
mass fractions on all inlets and outlets.
• allow the perfect reflection of acoustic waves, for example in the case of walls.
• allow to control the acoustic impedances (i.e. the acoustic reflection properties) of inlets
and, in particular, outlets.
• model the boundary layer behaviour when the near-wall mesh resolution is not sufficient
and near-wall turbulence models are required.
In order to satisfy these requests, AVBP uses different approaches for the boundary condi-
tions. In the following the basic principles of these techniques are explained together with some
implementation details.
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According to the description of the numerical discretization presented in section 4.2.1, know-
ing the solution vector Un at time t, the solution Un+1 at time t +∆t can be written as follows:
Un+1 =Un−R∆t (5.1)
where R is the residual and, for simplicity, only a one-step explicit temporal advancement is
considered. However, this approximation is well justified by the fact that for multi-step meth-
ods (TTGC for example), boundary conditions are applied at each intermediate step [70, 77].
The principle of boundary conditions, is therefore to correct the predicted (by the numerical
scheme) residuals R at each point of the boundaries according to the imposed target values.
This correction can be performed in different ways:
• Characteristic approach: Boundary conditions are enforced via the imposition of waves
(NSCBC [97] principle). More details in section 5.2.
• Dirichlet approach: This method imposes directly the target conservative variables using
the residuals. In most cases, this means simply replacing the predicted boundary value by
the target value. See section 5.3.
• Wall function approach: This technique models the effects of the whole turbulent bound-
ary layer in order to correct the stress and the heat flux at walls. See section 5.4.
5.2 Characteristic boundary conditions
Compressible flows are characterized by waves whose physics is to be respected in numerical
simulations. Characteristic boundary conditions allows for the correct treatment of waves im-
pacting a boundary of the computational domain. Characteristic conditions for Euler equations
were first derived by Thompson [133, 134], the extension to Navier-Stokes equations is due to
Poinsot and Lele [97]. Baum [13] and Moureau [87] improved the characteristic formulation
to include multi-species flows. For more information, the interested reader can also refer to the
very abundant literature on the field [34, 35, 36, 72, 73, 145].
The underlying key concept of characteristic boundary conditions is the following: waves
that are leaving the domain are well-computed by the numerical scheme (in a sense, they only
contain “upwind” information) and must be left unchanged, while waves entering the domain
cannot be computed by the numerical scheme (they transport “downwind” information) and
must therefore be imposed1. These values are given by the physics of the boundary conditions.
1They are first removed and then imposed according to the value of the computed outgoingwaves (see sec-
tion 5.2.1)
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To be more precise, they depend on the computed incoming waves and/or to a target user-defined
value. A complete derivation of the characteristic decomposition is presented in appendix B.3.
The procedure of boundary condition treatment is summarised on Fig. 5.1. This sketch will
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Figure 5.1: Scheme of the global procedure for characteristic boundary conditions.
5.2.1 Building the boundary condition
The explicit time advancement scheme of AVBP leads to the predicted value Un+1pred :
∂U =Un+1pred−Un =−RP∆t (5.2)
The total residual RP can be split into two parts :
∂U =−∆t(RPBC +RPU) (5.3)
RPBC which will be modified by the BC treatment and RPU which will be left unchanged. The
objective of the BC treatment is to construct the final value of U at time n+1 : Un+1
Un+1 =Un−∆t(RCBC +RPU) (5.4)
78 CHAPTER 5. BOUNDARY CONDITIONS
where RCBC is the part of the residual which has been corrected using RPU , Un, the type of BC




i.e. by substituting the contribution on the residuals of the predicted ”wrong” incoming waves
Rin,PBC by their correct values given by the boundary condition R
in,C
BC . A fundamental issue is how
to choose the residual part to update RPBC?
In AVBP there are two main methods to update the RPBC part linked to the spatial and temporal
formulation described in the next sections. Other ways to choose RPBC may be found in literature:
• the advection terms of the bicharacteristic equations [59]
• a Fourier decomposition of the solution at the boundary [50]
• viscous and reacting terms [130]
• a decomposition between the convective and the acoustic part to build the waves [102]
They are not presented here since not used in AVBP. More details and comparisons between
all these methods can be found in [90]
5.2.2 Spatial formulation
In the spatial formulation, which is the initial form of the NSCBC method [97], the variations
of characteristic variables ∂W are defined from spatial gradients:
∂W = strength=−λ ∂W
∂n
∆t (5.6)
where λ is a vector containing the eigenvalues of the normal Jacobian, i.e. the propagation
speed of the waves. This means that the variations of characteristic variables in the spatial
formulation are proportional to normal gradients of variables. Following the development of





More information on NSCBC and on the equivalence with the ∂W notation can be found in ap-
pendix B.3.3. To build the boundary condition, as detailed in section 5.2.1, variations of charac-
teristic variables ∂W must be obtained from residuals. The computations of the strength from
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the residuals RP is then performed using the normal residual approach. This corresponds to
the NSCBC formulation [97] in which spatial derivatives normal to the boundary are used to
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So variations of conservative variables linked to the normal residual can be written as
∂U =−RPn ∆t (5.11)





where NU = AU nx +BU ny +CU nz is the normal jacobian in conservative variables. Thanks to
the wave decomposition (see App. B.3.2), NU is:
NU = RU DLU (5.13)
where, as usual, D is the eigenvalues diagonal matrix. The values of predicted strength are
obtained by :




Characteristic variables variations are therefore calculated using spatial normal derivatives of
conserved variables. The BC are applied to impose the ingoing waves strength(in)C and the
solution is projected back to the residuals according to eq. 5.5:
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Note that this method does not enforce strictly the value of Un on the boundary since the tan-
gential, viscous and chemical terms are not accounted for when assessing the corrected value
of the incoming waves.
Colin [30] has developed an alternative method for calculating the normal part of the resid-





This transverse residual RPt can be calculated on the boundary using the ”complete” centred
numerical scheme. On the contrary, gradients normal to the wall used in the classical spatial
approach, are calculated with a ”truncated” and less precise scheme, since, on the boundary, we
have access only to cells inside the domain.
5.2.3 Temporal formulation
Computing spatial derivatives as in the spatial form can be difficult. An alternative solution is




∆t = strength (5.18)
Characteristic variables variations are then calculated as a temporal variation (not a temporal
derivative) of primitive (or conserved) variables. The computation of the variations of charac-
teristic variables strength from the residuals RP (as detailed in section 5.2.1) is then performed
using the full residual approach. In this case the total residual RP is used for RPBC so that RPU = 0
in eq. 5.3. The predicted variations in conservative variables are now
∂U =−RP∆t (5.19)
where RP is the actual residual calculated by AVBP before the application of boundary con-
ditions. This means that only time changes are used to compute waves and there is no need
for normal spatial gradients. Now predicted variations of characteristic variables can be com-
puted from the variations of conservative variables using the left passage matrix LU (detailed in
annex B.3.2).
strengthP = ∂W = LU∂U =−LU RP∆t (5.20)
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All waves going out of the domain are left unchanged in strengthP while corrected incom-
ing waves strength(in)C are computed using the relations detailed in appendix B.3.2. Having
modified strength(in)P, the corrected RCBC is obtained, as for the spatial formulation, by :







and Un+1 can finally be obtained by Eq. 5.4 :
Un+1 =Un−RCBC∆t (5.23)
5.3 Classical Dirichlet approach
The only non-characteristic boundary condition used in this thesis (see section 6.3) is the adia-
batic non-slipping wall which is described in the following.
This boundary condition imposes zero velocity on the wall. It also imposes a heatflux
through the wall which is zero, as well as zero species mass flux. Von Neumann conditions
are applied in a weak way, while the zero-velocity condition is fully imposed. The “weak” part
of the BC expresses that the temperature and the species gradients normal to the wall are zero.
In the “hard” part we let the scheme predict every variable, except for the velocity which is set
to zero. We hence have:
(ρYk)c = (ρYk)p ρc = ρ p uc = 0 (ρE)c = (ρE)p−ρ pepc (5.24)
where the superscript p stands for predicted values by the scheme and c for corrected values (by
the boundary condition). Note that, according to the characteristic analysis, this formulation is
ill-posed: the predicted value ρ p is computed at the boundary using the normal spatial scheme,
which means using downwind differencing for the ingoing wave. We will come back to this
issue in section 6.3.4.
5.4 Wall law approach
For turbulent flows, wall treatments do not only consist in handling mean quantities at the wall.
The fact that a thin turbulent boundary layer exists at the wall and cannot be resolved on the
mesh, requires additional modelling which is performed using law-of-the-wall approaches.
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The basic features of isothermal and heat-loss wall-laws are presented in section 5.4.1 and
5.4.3 respectively. They are described according to the work of Patrick Schmitt [113, 114] who
implemented and tested this method. In this thesis, isothermal wall-functions are used for the
study of the turbulent channel (see section 6.4) while the heat-loss modelling was retained for
the computations of the Siemens burner presented in section 8.
5.4.1 The logarithmic law of the wall
In a fully developed channel flow, the axial velocity profile near the walls scales like in a bound-
ary layer. The reduced velocity u+ = u
uτ
can be calculated depending on y+ either by a linear
relation (Eq. (5.25)) or the logarithmic law of the wall (Eq. (5.26)):
y+ ≤ 11.445 : u+(y+) = y+ (5.25)
y+ > 11.445 : u+(y+) = κ−1 ln [E y+] (5.26)
with κ = 0.41 : van Ka´rma´n constant E = 9.2 : integration constant
u+ = u
uτ
: non-dimensional velocity u = u(y) : velocity in boundary layer.








with y : distance from the wall δν : viscous length-scale,






where τw is the wall shear stress. Similarly, the non-dimensional temperature T+ = Twall−TTτ also
follows a linear or respectively a logarithmic law:
y+ ≤ 11.445 : T+(y+) = Pr y+ (5.29)
y+ > 11.445 : T+(y+) = κ−1 Prt ln [F y+] (5.30)
with Prt = 0.9 : turbulent Prandtl number T+ = Twall−TTτ : non-dim. temperature
F = 2.96 : integration constant Twall : wall temperature
Pr : Prandtl number T = T (y) : temperature in boundary layer.
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Cp : heat capacity qwall : wall heat flux
Note that neither the law of the wall for velocity (Eq. (5.25) and (5.26)) nor the law of the
wall for temperature (Eq. (5.29) and (5.30)) is valid for large values of y+ as encountered for
example in the center of the channel.
5.4.2 The shifted wall-function boundary condition for cell-vertex schemes.
The cell-vertex scheme used in AVBP stores all quantities at the cell-corners. Consequently,
velocity and temperature are available at the wall and can be specified. Imposing the appropriate
values (zero velocity and specified temperature) in conjunction with wall-friction and heat-flux
constrains the flow too much and leads to oscillatory solutions. The only practical solution is
to abandon the direct constrains on temperature and velocity. This can be achieved by shifting
the real boundary by a small distance δ away from the computational domain. Assuming that
the shift is small compared to the distance between the wall and the location in the boundary
layer used to evaluate the wall-function (δ  y), it can be neglected to evaluate the distance
between point 2 and the wall (y2 ≈ ∆y). The velocity and the temperature on the numerical
boundary are now located somewhere in the physical boundary layer and will be determined by
the solution of the Navier-Stokes equations. Only the normal velocity is set to zero to ensure
mass conservation.
This concept and its implementation are detailed in Table (5.1). Details on the notation can be
















Figure 5.2: Typical velocity profile near the wall and notation used for near-wall quantites.
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Step 1 Compute uτ iteratively from Eq. (5.25) or (5.26) with Eq. (5.27).
Input values: u = u2,ν = ν(Twall),y = ∆y.
Step 2 Compute τwall from Eq. (5.28) with ρ = ρ1 T1Twall .
Step 3 Compute y+2 from Eq. (6.12): y+2 = ∆y uτν(Twall)
Step 4 Compute T+2 from Eq. (5.29) or (5.30).
Step 5 Compute Tτ = Twall−T2T+2
.
Step 6 Compute qwall from Eq. (5.31) with ρ = ρ1 T1Twall and Cp =Cp,1.
Step 7 Apply τwall and qwall and advance flow equations.
Step 8 Set normal velocity un,1 to zero and go to Step 1.
Table 5.1: Working principle of the isothermal wall-function wall.
So, the Dirichlet part of this BC is identical to an adiabatic slip wall and thus can cause rather
unphysical behaviour of the flow at some corners. Therefore, an option to avoid the wall-normal
velocity at convex corners of a certain angle being set to zero is available [113].
5.4.3 Heat-loss wall-function
The isothermal wall-function presented in section 5.4.1 can be improved in order to take into
account heat losses. The thermodynamic properties (νwall , ρwall and Cp,wall) are defined by the
specified temperature Twall . From these quantities, the wall heat flux qwall must be calculated.
Therefore, using the mean temperature T2 of all cell-vertices not connected to the wall, a non-









Having already determined the friction velocity uτ , the wall heat flux is now calculated with
a law, similar to the logarithmic law for the velocity (eqs. 5.25 and 5.26)
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y+ ≤ 11.445 : T+ = Pr y+ (5.34)
y+ > 11.445 : T+ = κ−1Prt ln(Fy+) (5.35)
avec κ = 0.41 et F = 2.96
The calculation of the heat-resistance Rwall used for the calculation of the Siemens burner is
shown in chapter 8. It is important to notice that if Rwall → ∞, the behaviour of the wall tends
to be adiabatic. On the other hand, if Rwall → 0 the wall tends to an isothermal behaviour.
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Chapter 6
Verification of LES tool for non-reacting
flows
To assess the quality of a CFD code in the field of LES for compressible reacting flows some
basic academic test cases need to be performed. Therefore, in this chapter only simple non-
reacting computations are shown. In particular the following phenomena are analyzed:
• the convection of a two-dimensional vortex in a periodic domain (section 6.1)
• acoustic propagation in both a periodic (section 6.2) and in a closed (section 6.3) domain
• a periodic three-dimensional turbulent channel flow (section 6.4)
It is important to notice that the reproduction of the correct propagation of vortices and
acoustic waves is crucial when studying combustion instabilities. Moreover, the calculation of
bounded flows allowed the analysis of the near-wall behaviour in terms of pressure and velocity
fluctuations. This aspect is of primary importance for the evaluation of the loads applied to the
structure when performing fluid-structure interaction coupling.
In all test cases, the main focus was on numerical aspects, in particular numerical schemes
and boundary conditions for walls. Different CFD codes (both research and commercial codes)
with different numerical schemes and boundary conditions (Dirichlet, characteristic [97] and
wall law boundary conditions) were tested and compared.
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6.1 Two-dimensional vortices
In this section a very basic phenomenon, the convection of a two-dimensional vortex in a pe-
riodic domain, is analyzed. Since the flow is laminar, no turbulence models are required, and
only the dissipation and dispersion properties of the numerical scheme are tested. To perform
the computation an isentropic vortex is initialized using the following relations for the axial

















Rc = 19.45 ·10−3m Γ = 1m/s2 p0 = 101300pa (6.2)
The vortex is centred in (0,0) and convected at 100 m/s in positive x direction. Fig. 6.1 shows
a sketch illustrating the computational domain. Periodic boundary conditions are enforced in
both x and y direction. The structured mesh contains 30x30 elements and the size of the of
discretized zone is 0.156mx0.156m.
Figure 6.1: Sketch of the computational domain for the convected vortex test.
6.1.1 Influence of spatial accuracy
Different CFD codes and numerical schemes are compared: the Lax-Wendroff (LW) and TTGC
schemes for the AVBP code of CERFACS and the centred second order scheme of CFX V5.7.
The acoustic CFL number 1 for all the computations has been fixed to 0.7.
1The acoustic CFL number is defined as (u+c)∆t∆x where c is the speed of sound.
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CFX is a commercial CFD code developed by ANSYS. It solves the three-dimensional com-
pressible and incompressible, multi-species, reactive Navier-Stokes equations on unstructured
grids. RANS (Reynold Averaged Navier Stokes) and URANS (Unsteady RANS) computations
can be performed with upwind finite volume schemes up to second order. For LES calculations
a centred second order finite volume scheme has to be used. In all cases, time advancement is
fully implicit and convergence is enhanced taking advantage of a multigrid method. The version
tested, 5.7, did not include characteristic boundary conditions.
Fig. 6.2 shows a cut at y=0 of the relative pressure after three turn-around times while fig. 6.3
shows a cut of the y-velocity at the same instant. The enhanced performances of the third order
TTGC scheme are evident: the computation matches the analytical solution. LW AVBP and


























 AVBP LW  
 CFX 
 AVBP TTGC
Figure 6.2: Relative pressure at y=0 after three turn-around times; results for both AVBP and CFX
codes.
To fully illustrate the differences between third and second order schemes, the computation
was carried on up to ten turn-around times. Fig. 6.4 (pressure) and fig. 6.5 (velocity) show that
the vortex is totally dissipated for both second order schemes. On the contrary, TTGC is still
very close to the analytical solution.
This simple result suggests that high-order numerical schemes are essential for CFD codes
dealing with unsteady phenomena, like LES and DNS codes.
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Figure 6.4: Relative pressure at y=0 after ten turn-around times; results for both AVBP and CFX codes.
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Figure 6.5: Y-velocity at y=0 after ten turn-around times; results for both AVBP and CFX codes.
6.1.2 Influence of time step
In order to save computational time, many commercial and research CFD codes take advantage
of implicit time stepping (see section 4.1). The major advantage of these methods is that the
time step is not limited by stability (CFL 2 condition). This means that, contrary to explicit
schemes, stability is ensured for any value of the time step. In this way a smaller number of
iterations is required to complete the simulation, leading to an important gain in CPU time (even
considering the high cost per iteration). However, as shown by Choi and Moin [29]3, the level
of accuracy of the solution at high CFL numbers can decrease noticeably.
Fig. 6.6 and 6.7 show the relative pressure and y-velocity obtained after three turn-around
times running CFX at different values of CFL (acoustic). The degradation of the solution is
clearly visible as the CFL number increases. For example, at CFL=25, which is a common
value for most URANS computations, the vortex is totally dissipated.
This test reveals that the gain in computational time obtained by increasing the time step,
results in an unacceptable loss of accuracy for LES methods: in fig. 6.6, the eddy is totally lost
2For most of explicit schemes the CFL stability limit is about 1 (see section 4.1).
3CFL numbers reported in the paper of Choi refer to the convective CFL defined as (u)∆t∆x . Considering the
value of the speed of sound, the ratio between acoustic and convective CFL is about 4.
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 Exact sol. 
 CFX CFL=0.7 
 CFX CFL=3.5 
 CFX CFL=25
Figure 6.7: Y-velocity at y=0. Influence if the time step; results only for the CFX code.
6.1. TWO-DIMENSIONAL VORTICES 93
when the acoustic CFL is 25 (a small value in most commercial codes) so that the whole interest
of LES (convecting vortices) is also lost. Therefore, when a high level of accuracy is needed (for
example unsteady and transient phenomena), the time step must be kept small. In this situation,
explicit codes will perform better than implicit ones because of their smaller computational cost
per iteration.
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6.2 One-dimensional propagating acoustic waves
To better understand the effects of boundary conditions and boundary numerical treatments
(see section 4.2.4) on the solution, a periodic test case was first performed in order to avoid any
effect related to boundaries. The initial fields of pressure and velocity are shown in fig. 6.8. The
velocity (u′) and pressure (p′) perturbations are small and such that p′ = ρcu′, so that the exact
solution of this problem is the convection of the initial solution in the right direction at the sound











Initialisation - Periodic case
Velocity [m/s] Pressure [Pa]
Figure 6.8: Velocity and pressure initialisation for the periodic test case.















Pressure temporal evolution - Periodic case
TTGC LW
Figure 6.9: Pressure temporal evolution for an acoustic wave in a periodic box. Results for LW (right)
and TTGC (left) schemes.
LW scheme dissipates slightly more than TTGC but, globally, the behaviour of both schemes is
satisfactory. Fig. 6.10 shows the variation of the L2 norm of the error for this test case and prove
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Order Analysis - Error L2 norm
Periodic 1D cavity
Figure 6.10: L2 norm of error vs. mesh points number in a log-log diagram. Comparison of LW and
TTGC scheme for the periodic test case.
The next section shows how boundary conditions and numerical boundary treatments can
affect and strongly modify the solution.
6.3 One-dimensional acoustic eigen-mode in a closed cavity
The test of section 6.2is now repeated but in a case in which boundaries are present. This con-
figuration (a 1D cavity closed by two walls) is the simplest prototype of a closed combustion
chamber and an excellent test of the capacities of the code to predict accurately acoustic reso-
nances in wall bounded flows. This test will reveal the importance of wall treatments, something
which is often ignored.
To keep the dissipation as low as possible, all numerical schemes available in AVBP (and
in most LES codes) are centred. This is true if we consider the interior of the computational
domain but, at the boundaries, the solution for points that lay ”on” the boundary cannot be
obtained using the complete stencil of the centred numerical scheme since points ”outside” the
domain do not exist. This means that, since AVBP uses a 3 points stencil for the centred scheme,
at the boundary, gradients are calculated using a less-accurate 2 points stencil. It also means
that waves entering the domain are computed using downwind schemes which are potentially
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unstable. In structured finite difference schemes this problem can be handled by using upwind
stencils employing a larger number of points or taking advantage of external ”ghost” cells,
however, for unstructured finite volume or finite element schemes this strategy is very complex
to apply due to connectivity problems.
Moreover, both LW and TTGC schemes, require the computation of an artificial term (see
section 4.2.4) involving a second spatial derivative even for purely convective problems. This
term needs also a special correction to be performed at the boundaries of the computational
domain. In the literature this issue has been rarely addressed [43]. Nonetheless, the following
sections will demonstrate that this second-order term can influence strongly the solution of a
computation.
At boundary points, boundary conditions must also be imposed. This aspect increases the
complexity of the analysis but it cannot be neglected if a clear understanding of the behaviour
of a numerical method at boundaries is needed.
Therefore, this section will discuss issues related to the interaction between the following
aspects related to boundary numerical discretization:
• less accurate upwind discretization of gradients,
• influence of the ”artificial” second order term and its correction at boundaries,
• different kind of boundary conditions for walls.
6.3.1 The test case
The test case is an acoustic Eigen-mode of a 1D closed cavity. Initial values of pressure and
velocity correspond to the first mode of the cavity (λ = 2l where λ is the wavelength of the
mode and l is the size of the cavity. The analytical form of the initial solution is given in Eq. 6.3








and p(x,t=0) = 101300Pa (6.3)
where p′ = 10Pa is the equivalent pressure fluctuation, l = 0.01m is the length of the cavity, ρ
is the density and c the speed of sound. A 15 points mesh (30 points per wavelength) is used
for the computation. Fig. 6.11 shows profiles for initial velocity and pressure. The oscillation
frequency is f = cλ = 3442l = 17200Hz. Different combinations are tested:
• Numerical schemes: TTGC and LW with CSOT (Cancelled Second Order Term) and
USOT (Un-cancelled Second Order Term) formulations (see section 4.2.4).












Initialisation - 1D cavity
Velocity [m/s] Pressure [Pa]
Figure 6.11: Velocity and pressure initialisation for the 1D cavity test case
• Boundary conditions: Dirichlet walls (denoted as HARD) and characteristic walls (NSCBC
approach [97]) denoted as WAVE)
Temporal evolutions of velocity and pressure at a wall point are used to perform the analysis.
Since the flow is inviscid , the exact solution should be a perfect sine wave with no attenuation.
The imposed amplitude of pressure fluctuations at walls is p′ = 10Pa so that pressure should
oscillate at 17200 Hz between 101290 and 101310 Pa.
6.3.2 TTGC runs
Figure 6.12 shows the temporal evolution of the pressure on a wall of the cavity. The HARD CSOT
computation shows a very small antidissipative behaviour. On the contrary, characteristic bound-
ary conditions show much more dissipation both with CSOT and USOT schemes. No signifi-
cant difference can be seen between the WAVE USOT and the WAVE CSOT computation. The
first striking result is that, compared to the periodic runs of fig. 6.9 (left), much larger dissipa-
tion is observed for the cases where characteristic wall conditions are used (WAVE CSOT and
WAVE USOT). The following sections analyze these results in more details.


































Figure 6.12: Pressure temporal evolution on one wall of the cavity. Results for different combinations
of boundary conditions and CSOT or USOT TTGC numerical scheme.
6.3.3 LW runs
Figure 6.13 shows the temporal evolution of the pressure on a wall of the cavity. The HARD CSOT
computation shows a strong antidissipative behaviour leading to the explosion of the compu-
tation. Again, characteristic boundary conditions, dissipate more than ”hard” conditions, for
both CSOT and USOT schemes. The CSOT scheme performs slightly better than USOT. Sec-
tion B.6 provides a mathematical explanation for the significant differences observed in the four
Lax-Wendroff calculations taking advantage of a stability matrix analysis [35, 59].






































Figure 6.13: Pressure temporal evolution on one wall of the cavity. Results for different combinations
of boundary conditions and CSOT or USOT LW numerical scheme.
6.3.4 Discussion
The previous results show complex effects of wall treatments and scheme order (LW vs. TTGC)
on the results of this 1D test. To clarify these issues, the present section proposes additional
analysis:
• As soon as walls are introduced4, fig. 6.14 shows that the global accuracy of the com-
putation still depends on the scheme (LW or TTGC) but depends even more on the wall
treatment. Here it takes a drastic form because TTGC, for example with characteris-
tic boundary condition (WAVE CSOT, full circles), offers less accuracy then LW with the
same wall treatment (empty circles). Comparing with the periodic case (fig. 6.9), fig. 6.14
shows that the introduction of walls has totally modified the precision of the method.
• Wall treatments are not the only factor affecting precision. The type of numerical bound-
4The same conclusions applies when walls are replaced by a p′ = 0 condition for example




























Figure 6.14: L2 norm of error vs. mesh points number in a log-log diagram. Comparison of LW and
TTGC scheme for the 1D cavity test case. Different wall treatments.
ary treatment (CSOT vs. USOT, see section 4.2.4) also plays a role5 in the results of
fig. 6.14. The analysis of these results lead to additional computations which are de-
scribed below.
Influence of artificial boundary terms
In order to better understand the behaviour of the CSOT and USOT schemes coupled to
characteristic boundary conditions, a very simple test was performed. The velocity in the one-
dimensional cavity is initialized with a saw-tooth shape, imposing the normal gradient equal
to 1 in the left half and -1 in the right half. Pressure, temperature and density are constant.
Fig. 6.15 shows velocity and pressure initial fields. Characteristic boundary conditions were
chosen because of their more stable behaviour observed in fig. 6.12 and 6.13. Some additional
information concerning the interaction of the artificial second term order and characteristic
boundary conditions can be found in appendixC.
5A few works can be found in the literature analyzing different boundary discretizations for compact finite
difference schemes [1, 2, 24, 33] but they did not consider the presence of an artificial second order term in the
discretization.









Initialisation - 1 iter. test
Velocity [m/s] Pressure [Pa]
Figure 6.15: Velocity and pressure initialisation for the one-iteration test case.
After 1 iteration (∆t = 1.039 · 10−6s), the value of the outgoing acoustic wave (Eq. 6.4) on









Considering the hypothesis made on velocity and pressure profiles, the acoustic wave can be
written asL− = ρc2 given λ1 = u−c. Eq. 6.5 provides the link between the analytical solution
L− and the actual quantity computed by AVBP strength (for more information on character-
istic boundary conditions and on their implementation in AVBP see section 5.2 and the AVBP
Handbook [25]). The analytical solution, in term of AVBP quantities, is then:
−L−∆t
ρc
= strength(neq) =−3.729336e−4 (6.5)
where
ρ = 1.10100143kg/m3 c = 358.728m/s (6.6)
Table 6.1 shows the results obtained for LW and TTGC, CSOT and USOT numerical schemes.
It is important to note that only the CSOT scheme predicts the right value of the outgoing
acoustic wave after one iteration. For this test, the solution obtained with the characteristic
method (WAVE) is the good one and it must be obtained with CSOT. The large error obtained
with USOT demonstrates that simply ignoring the artificial boundary term, although usual, is
not appropriate and leads to errors in the evaluation of waves at boundaries.
Influence of wall treatment
Obviously, fig. 6.12, 6.13 and 6.14 show that characteristic wall treatments lead to more dis-
sipative behaviour, compared to hard Dirichlet conditions (see sections 6.3.2 and 6.3.3). Even




Table 6.1: Computed values of the outgoing acoustic wave after one iteration for different numerical
schemes
if characteristic boundary conditions are suited for both reflecting and non-reflecting bound-
aries, very often in practical implementations they are applied only to non-reflecting inlets and
outlets and fully reflective wall boundary conditions, are usually enforced in a hard way using
a Dirichlet approach. This comes from the idea that, when non-reflective properties are not
needed, Dirichlet conditions might be equivalent to a characteristic treatment. Appendix B.5
shows with a very simple analysis that this is not the case. In particular, the density equations
solved at the boundary by the two approaches are different. An additional term, related to the
computation of the outgoing acoustic wave, is included in the mass equation for the character-
istic method. Results of appendix B.5 can be summarized here as follows (table 6.3.4):
• in a Dirichlet boundary condition, velocity is set to zero at the walls and density is ob-
tained from the predicted values at the wall which is:
∂ρ
∂ t







since u is zero at the wall.
• In a characteristic boundary condition, velocity is also set to zero but density is obtained











Comparing eq. 6.7 to eq. 6.8 shows that the ”effective” boundary condition at the wall us-
ing a characteristic approach (a notion introduced by Yoo and Im [145]) is not the continuity
equation (6.7) but a continuity equation with an ”additional boundary condition” term (called
here ABC term) 1
c
∂ p
∂x . This ABC term has a major influence on the results. Looking for exam-
ple at fig. 6.13, the difference between the upper left case (HARD CSOT) and the lower left
(WAVE CSOT) is the introduction of the ABC term in the computation of the wall density for
the WAVE CSOT case.
In order to investigate the effects of the ABC term, a global stability analysis of this 1D
problem was performed in annex B.6 and results are reported in fig. 6.166. This figure displays
6Work performed in collaboration with N. Lamarque from CERFACS.
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Non characteristic method using predicted value ∂ρ∂ t =−ρ ∂u∂x
Characteristic method using wave analysis at walls ∂ρ∂ t =−ρ ∂u∂x + 1c ∂ p∂x
Table 6.2: Equations used at a wall to advance density. 1
c
∂ p
∂x is the additional ABC term.
the eigenvalues of the amplification matrix. Any value beyond the stability limit (modulus equal
to one) leads to instability. Fig. 6.16 (bottom) shows that for LW with characteristic treatment
(WAVE CSOT, i.e. with the introduction of the ABC term), all eigenvalues7 are smaller than
one, leading to a slightly dissipative but stable scheme. On the other hand, switching to Dirichlet
condition on the walls (HARD CSOT) leads to eigenvalues which can be larger than unity and
generate an unstable code (fig. 6.16 top). Since the whole stability analysis of annex B.6 was
performed outside AVBP and fully confirms the results of fig. 6.13, one can say that the Dirichlet
condition applied to the walls of a LW computation (with CSOT numerical boundary treatment)
is enough to drive the calculation to instability and blow-up. It also suggests that characteristic
treatments should be used at walls: they are not only better in terms of physical justification,
they are also more stable as shown in annex B.6. Moreover, simple tests performed with the
amplification matrix showed that the only term controlling the stability (i.e. the modulus of the
eigenvalues with respect to unity) is the ABC term: without ABC term (fig. 6.16 top right), the




∂x for linearized Euler equations (see annex B.6), comes from the characteristic
decomposition of Navier-Stokes equations and takes into account the outgoing acoustic waves.
This shows clearly that a characteristic approach is needed, for stability reasons, even for walls.
These results also show how misleading a result like the one shown in fig. 6.12 top left can
be: this figure suggested that a non characteristic boundary condition had excellent dissipation
properties compared to a characteristic method (fig. 6.12 bottom). Actually, a careful study of
fig. 6.12 top left shows that the acoustic mode is not conserved: in fact it grows, as expected
from the stability analysis. However, its growth is very slow so that no explosion is visible
whereas the LW scheme (fig. 6.13 top left) explodes much faster.
Then the question arises: why do characteristic treatments perform poorly in terms of ac-
curacy order as shown in fig. 6.14? Indeed, the computation with characteristic walls, TTGC
and CSOT, shows an order between 1 and 2 (and actually worse than LW) while the periodic
case of fig. 6.10 indicated an order of 3 for TTGC. To answer this question, a separate com-
7In this section only some eigenvalues are shown. The complete set of eigenvalues is shown in annex B.6.















































































Figure 6.16: Pressure temporal evolution on one wall of the cavity (left side) and some eigenvalues
of the amplification matrix (right side). Results for Dirichlet (up) and characteristic (down) boundary
conditions. AVBP code, LW scheme with CSOT.
putation was performed in a finite difference high-order using compact 6th order Pade´ scheme8
(NTMIX [48]): the same cavity computation was performed on 45 points9. When first order
approximation and characteristic conditions are used on walls to evaluate derivatives, the result
of fig.6.17 is obtained: a very strong dissipation is observed. When Dirichlet conditions are
applied on the walls, no dissipation is observed. These computations match exactly the results
obtained with AVBP TTGC in fig.6.12. Now, if the order of accuracy of the derivation at walls
8Kindly provided by R. Paoli from CERFACS.
9The 15 points mesh used in AVBP was too small for the 5 point stencil employed by NTMIX















Wall pressure 45 p. - NTMIX 1-6-1
HARD WAVE
Figure 6.17: Pressure temporal evolution on one wall of the cavity. Results for Dirichlet (left) and
characteristic (right) boundary conditions. NTMIX code with first order approximation at boundaries.















Wall pr ssure 45 p. - NTMIX 6-6-6
HARD WAVE
Figure 6.18: Pressure temporal evolution on one wall of the cavity. Results for Dirichlet (left) and
characteristic (right) boundary conditions. NTMIX code with 6th order approximation everywhere.
the accuracy of the solution is also strongly controlled by the accuracy of the derivatives at the
walls. The reason why characteristic treatments suffer much more than Dirichlet conditions
from reduced accuracy near walls is that they use spatial derivatives to evaluate outgoing waves
amplitude and use them to specify incoming waves. Again, the presence of the ABC term in
the density equation (see table 6.3.4 can be used to explain this result. According to the ana-
lytical solution presented in annex B.4, normal derivatives of pressure, density and temperature
should be zero at walls. However, because of the mesh discretization and the low-order bound-
ary scheme, this is not the case and dissipation is introduced in the computation. Increasing the
accuracy of the boundary discretization, as shown in fig. 6.18, solves the problem.
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To summarize these results, the following points must be discussed:
• Predicting pressure fields in cavities is an extremely complex problem involving not
only the accuracy of the scheme within the flow but also the type of boundary condi-
tion (characteristic or not) and the treatment of numerical boundary term as discussed in
section 4.2.4.
• In schemes like LW and TTGC involving a second order spatial correction (even for
purely convective problems), simply neglecting the artificial boundary correction (as done
in the USOT formulation) is not appropriate if an accurate computation of acoustic waves
is needed at boundaries. Therefore, the CSOT numerical boundary scheme must be used
coupled to characteristic boundary conditions.
• Characteristic boundary conditions must be used also for walls in codes which aim at
predicting aeroacoustics in cavities. They have better physical basis and the stability
analysis shows that they lead to stable solutions because the effective equation used to
advance density at the walls includes an additional term (ABC) 1
c
∂ p
∂x stemming from the
characteristic analysis and whose positive influence on stability is confirmed by linear
analysis (appendix B.6).
• The weak part of these characteristic treatments is that they require waves computation
using spatial derivatives near boundaries. If these derivatives are evaluated with first order
methods, the result is too dissipative. The test of fig. 6.18 on a structured code shows that
implementing high-order derivatives at boundaries solves this problem. How to do this in
an unstructured code remains an open issue.
In the rest of this manuscript, no modification of the accuracy of boundary derivatives was
introduced, so that in certain cases, non-characteristic treatments of walls will still be used.
6.3.5 Influence of time step
As done in section 6.1.2, the influence of the computational time step on the accuracy of the so-
lution has been examined. Using the CFX code, the 1D cavity acoustic eigen-mode test case has
been run at three different acoustic CFL number: 0.7, 3.5 and 25. As shown in section 6.1.2 for
the case of the two-dimensional vortex, Fig. 6.19 demonstrates that very important dissipation
effects appear as soon as the CFL number becomes larger than 1. For CFL = 25 the acoustic
mode is totally dissipated after 2 cycles.
These findings confirm that a small time step is absolutely necessary in order to predict in an
accurate way acoustic wave propagation.
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 CFX CFL=0.7 
 CFX CFL=3.5 
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Figure 6.19: Axial velocity. Influence of the time step (CFX code).
6.4 3D turbulent channel
The turbulent channel flow is an excellent test case because all flow statistics are known from
previous DNS not only for the velocity field (u¯, ¯u′2) but also for the pressure field ( ¯p′2). Being
able to compute this flow is mandatory to predict noise or instabilities in cavities.
6.4.1 Description of the test case
The configuration considered here is the turbulent flow between two infinite plates. The normal
distance of the two plates is 2δ (see fig. 6.20). For the case of a fully developed flow, all quan-
tities are statistically independent in the axial and spanwise directions. The Reynolds number





with δ : channel half-height U : bulk velocity
ν : kinematic viscosity.
However, since a turbulent channel flow is entirely dependent on the friction at the wall, it




Figure 6.20: Sketch representing the 3D turbulent channel test case.
is more appropriate to use a Reynolds number based on the wall shear stress. Therefore the






with τw : wall shear stress ρ : fluid density.





Now, another important quantity in channel flow can be defined, the local friction Reynolds








with y : distance from the wall δν : viscous length-scale.
As seen above, the viscous length-scale is merely the ratio of kinematic viscosity and the friction






with p : pressure τ : shear-stress.
The flow is driven by a constant axial pressure gradient which is balanced by a constant lateral
shear-stress gradient. This shear-stress gradient is composed of the laminar stress gradient and
the Reynolds stress gradient. Since the pressure gradient is uniform across the flow, the shear-




6.4. 3D TURBULENT CHANNEL 109
With the above relations, a channel flow, defined by the pressure loss, the fluid temperature and
the channel half-height can be made completely non-dimensional in order to be compared to
analytical models and experimental data. In the actual computation the following parameters
(see table 6.3) were used.
Reτ y+min
dp
dx δ τwall uτ
1500 100 −336 Pa/m 12.5 mm 4.20 N/m2 1.92 m/s
ν ρ Cp
1.788 ·10−5 m2/s 1.14 kg/m3 1041 J/kg/K
Table 6.3: Summary of several important quantities
6.4.2 The computational setup
This test case was performed using only the AVBP code. A schematical view of the computa-
tional domain is shown in fig.6.21. The mesh consists of 30 cells in wall-normal direction (y).
The two other directions are also meshed with 30 cells, but the cells are stretched in order to
Figure 6.21: LES mesh (only every 5th cell is shown)
obtain a sufficiently big sample of the channel flow. The periodic channel width is two times the
channel high and the periodic channel length is three time the channel height (x : y : z = 3 : 1 : 2).
The choice is based on experience from DNS of turbulent channel flow, where the notion of the
”minimal turbulent channel” is used [67]. It represents the minimum size for which one char-
acteristic turbulent near-wall structure is captured and thus corrected statistics can be obtained.
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Given the periodicity of the domain, the flow is driven through application of an appropri-
ate source term for the pressure gradient. A classical logarithmic law of the wall approach is
employed to model the turbulent boundary layer. The resolution of the boundary layer using
explicit LES codes leads to extremely high computational times because of the fine mesh near
walls. To overcome this problem, the turbulent boundary layer is modeled by means of a log-
arithmic law (see section 5.4). This kind of boundary conditions usually does not employ a
characteristic approach. However, in this work a modified wall function taking into account
the characteristic theory has been tested and results are presented in section 6.4.6. Moreover,
annex F and G present an extension of this work for oscillating and pulsating turbulent channel
flows 10. The classical Smagorinsky sub-grid turbulence model is used. For more information
about the implementation of wall-laws in AVBP and on the setup of this test case see [113][114].
6.4.3 Influence of the numerical scheme
LW and TTGC numerical schemes were tested in AVBP. Section 6.4.4 shows also the influ-
ence of boundary numerical scheme (see section 4.2.4). For comparison, DNS-data of a lower
Reynolds-number case of Kim et al. [71] and the measurements of Wei and Willmarth [141] are
also shown.
Fig. 6.22 presents results for the LW USOT (Unclosed Second Order Term) and TTGC CSOT
(Closed Second Order Term) numerical schemes (see section 4.2.3). It can be noticed that the
LW scheme predicts lower velocities and temperatures in the center of the channel than TTGC.
A higher level of resolved shear stress is obtained with the second order scheme, velocity fluc-
tuations do not show important differences. To confirm these findings, the turbulent viscosity in
the near wall region is larger for the TTGC scheme. The opposite behavior is found in the center
of the channel. Nonetheless, the most significant effect is observed on pressure fluctations: the
third-order TTCG scheme shows a much lower level of fluctuations near the wall with rather
strong superimposed node-to-node oscillations.
10Work performed in collaboration with D. Panara from DLR (Stuttgart).
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Figure 6.22: Statistics of the turbulent channel simulation compared to experimental data of Kim [71]
and DNS results of Wei [141]. From top left to bottom right: mean velocity, mean temperature, velocity
fluctuations, pressure fluctuations, shear-stress components and turbulent viscosity. For open symbols:
LW USOT; for closed symbols: TTGC CSOT. Non-characteristic boundary conditions.
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6.4.4 Influence of the boundary closure
Fig. 6.23 shows the temporal evolution of density, temperature and computational time step for
the LW CSOT computation. The instability of the calculation is clearly visible and confirms the
behavior observed in section 6.3.3 for the 1D cavity eigen-mode test case: closing the second
order term in the LW scheme when using ”hard” boundary conditions (it is reminded that wall



















































Figure 6.23: Temporal evolution of density, temperature and time step for the LW CSOT computation
The influence of boundary closures on TTGC (see fig. 6.24) is less significant than for the
LW scheme, nonetheless, the interpretation of results is not straighforward. Velocity fluctua-
tions and resolved shear stress are larger for the USOT scheme. The average level of pressure
fluctuations is again larger for the USOT scheme, moreover, a peak is observed at the point ly-
ing on the wall. These results do not follow the tendency observed in section 6.3.2. In this case,
fluctuations are damped (instead of being amplified) when using the CSOT numerical scheme
on boundaries. No clear explanation for this phenomenon has been found yet. However, it
should be considered that:
• The turbulent channel flow presents very different features compared to the acoustic
eigen-mode studied in section 6.3. In this case acoustic does not play any role (or at
least it should not) and turbulence is the dominant phenomenon.
• More important, different wall boundary conditions are used compared to section 6.3.
Therefore, the interaction between the wall law treatment and the numerical schemes
available in AVBP needs a deeper analysis from the mathematical point of view11.
11Valentin [136] for example, developed a special numerical boundary closure to be used with wall laws coupled
to a finite element scheme.
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Figure 6.24: Statistics of the turbulent channel simulation compared to experimental data of Kim [71]
and DNS results of Wei [141]. From top left to bottom right: mean velocity, mean temperature, velocity
fluctuations, pressure fluctuations, shear-stress components and turbulent viscosity. For open symbols:
TTGC USOT; for closed symbols: TTGC CSOT. Non-characteristic boundary conditions.
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6.4.5 Influence of artificial viscosity
In order to reduce the unphysical node-to-node oscillations of pressure fluctuations in the near
wall region observed in the TTGC computation, a small amount of artificial viscosity has been
added to the simulation12. For a complete description of the implementation of the artificial
viscosity models in AVBP the reader should refer to section 4.2.5. Some importants points are
nonetheless reminded here:
• Artificial viscosity is applied only when needed: specific sensors detect steep gradients
(second-order sensor) and point-to-point oscillations.
• For the computation presented only the fourth-order artificial viscosity was used.
Fig. 6.25 shows the comparison between the TTGC CSOT numerical scheme with and with-
out artificial viscosity. Unfortunately, this modification did not damp the oscillations of the
pressure fluctuations in the near wall region. The only effects are the reduction of the resolved
shear stress and an increase in the temperature.
6.4.6 Testing a characteristic wall function
According to the results obtained in section 6.3 for the 1D cavity acoustic eigen-mode test case,
boundary conditions for walls should be prescribed using a characteristic approach: character-
istic wall conditions have proven to be more stable than Dirichlet based conditions.
Therefore, in order to reduce the unphysical oscillations observed for the TTGC scheme, a
test has been performed using a characteristic based wall-law boundary condition. This bound-
ary condition does not force the wall normal velocity to zero in a hard way. The incoming
acoustic wave is imposed equal to the computed outgoing one allowing perfect reflection.
Fig. 6.26 shows the comparison between the TTGC CSOT numerical scheme with (open
symbols) and without (closed symbols) characteristic boundary treatment. Wall pressure fluc-
tuations are larger when using the characteristic based wall function. Moreover, this modified
wall function does not damp point-to-point oscillations. Here, applying the characteristic ap-
proach to a wall function does not improve the performance of the TTGC scheme13. No clear
explanation for this phenomenon has been found up to now and a more detailed analysis, maybe
similar to the one performed in section 6.3, is needed.
12 Fourth-order with smu4 = 0.01, see appendix B.2.
13A computation performed using the characteristic wall law coupled to the USOT scheme (not shown here)
was found to be unstable. This at least confirms that a characteristic treatment has to be coupled to the CSOT
scheme (see section 6.3.4).











2 3 4 5 6 7
100















3 4 5 6 7 8 9
100



















 u'+ (Wei Reτ=1655)
































 Theorethical shear stress
 Resolved shear stress
 Residual shear stress



















Figure 6.25: Statistics of the turbulent channel simulation compared to experimental data of Kim [71]
and DNS results of Wei [141]. From top left to bottom right: mean velocity, mean temperature, velocity
fluctuations, pressure fluctuations, shear-stress components and turbulent viscosity. For open symbols:
TTGC CSOT with artificial viscosity; for closed symbols: TTGC CSOT without artificial viscosity.
Non-characteristic boundary conditions.
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Figure 6.26: Statistics of the turbulent channel simulation compared to experimental data of Kim [71]
and DNS results of Wei [141]. From top left to bottom right: mean velocity, mean temperature, velocity
fluctuations, pressure fluctuations, shear-stress components and turbulent viscosity. For open symbols:




In this chapter different academic non reactive test cases were presented: the convection of a
two-dimensional vortex in a periodic domain, the propagation of an acoustic wave in a periodic
domain, an acoustic eigen-mode in a closed monodimensional cavity and a three-dimensional
turbulent channel flow.
The aim was the verification of the ability of the LES code AVBP to accurately compute
vortex and acoustic wave propagation. Special emphasis was put on the analysis of the pressure
fluctuations behavior near walls given the importance of acoustic pressure loads on the burner
structure. The main focus was on numerics, in particular, the less frequently addressed problem
of the interaction between boundary numerics and boundary conditions.
Test cases performed in periodic computational domains, demonstrated the far superior
performances of the third-order TTGC schemes compared to other second-order numerical
schemes. This is not surprising, high-order schemes are often designed and tested for periodic
domains. On the other hand, when boundary effects are important, it becomes very difficult to
keep the same high level of accuracy and attention has to be paid to the coupling between the
actual numerical scheme used at boundaries and the boundary conditions.
The 1D cavity acoustic eigen-mode test case showed that characteristic and Dirichlet wall
boundary conditions have a very different behaviour. These discrepancies appear because of
an additional term (called ABC here and equal to 1
c
∂ p
∂x ) present in the density equation actually
solved at boundaries when considering characteristic boundary conditions (see app. B.5). This
term takes into account the outgoing acoustic wave and determines the stability of the global
numerical scheme. Therefore, for stability reasons, characteristic boundary conditions has to
be used also for walls. Moreover, the CSOT boundary scheme has proven to be more accurate
for the computation of acoustic waves at boundaries. Hence, it should be used coupled to
characteristic wall conditions.
Wall pressure fluctuations were also analyzed performing an LES of a 3D turbulent chan-
nel flow in which the boundary was modeled using a wall function approach. Obtained re-
sults showed a ”noisy” behavior for the third order TTGC scheme while the second order Lax-
Wendroff scheme gave good results. This behavior, not yet fully understood, evidences that the
greatest care has to be taken when dealing with high order numerical schemes. Very accurate
schemes have often a ”stiff” behavior because of their small numerical dissipation. However,
the significant variability observed in the results, suggests that a deeper mathematical analysis
(similar, for example, to the one performed in section 6.3) is required in order to understand the
interaction between wall function boundary conditions and boundary numerical scheme.
Another important aspect highlighted in this chapter, is that the computational time step
has to be kept small in order to obtain accurate unsteady solutions. In other words, the CFL
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condition, should not be seen only as a stability requirement but also as an accuracy constraint.
Under these conditions, the common practice of using implicit temporal schemes turns out to be
less efficient because the computational cost per iteration of an implicit scheme is much larger
than for an explicit scheme.
Chapter 7
Verification of LES tool for reacting flows
Chapter 6 was devoted to the verification of LES for non-reacting flows. In particular the
convection of vortices and acoustic waves and the accuracy of the prediction of wall pres-
sure fluctuations were investigated. In this chapter the focus is on the analysis of the main
source of noise present in a combustion chamber: the flame itself. According to different re-
searchers [117, 118, 78], flame surface variations, related in particular to a sudden extinction,
are a significant source of noise. In the following, the noise emitted by the flame surface annihi-
lation originated by the collision of two monodimensional laminar premixed flames is analysed.
First, the analytical solution linking heat release fluctuations to pressure fluctuations is derived
(see section 7.1). Then, section 7.2 presents the results obtained using a mesh fine enough to
resolve the flame front without thickening it. Finally, section 7.3 describes the modifications
on the solution when a much coarser mesh (similar to meshes actually employed in LES) is
used. Only results obtained using the LW scheme are presented here. Computations performed
with the TTGC scheme led to similar results. Moreover, the influence of numerical boundary
closures (see section 4.2.4) were not tested because boundary effects are not important for this
test case.
7.1 Far-field noise emitted by a monodimensional, acousti-
cally compact, heat release variation
Under the hypothesis of small perturbations, the linearised wave equation including the com-













= S(x, t) (7.1)
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where ω˙ is a volumic heat release (W/m3), p the pressure (Pa), c the sound speed (m/s) and
γ the capacity heat ratio. As usual, prime values are considered small perturbations of mean
values. Defining now the monodimensional Green’s function as:









being H the Heavyside’s step function, the pressure fluctuation p′ in a generic point (x, t) far



























Given the very small thickness of the flame front, this can be considered as an acoustically
compact source. Therefore, the spatial distribution of the heat release is assumed to be a Dirac’s
















when performing the temporal integration only for a positive time. ˙Ω′ is the integral (over
space) of the perturbed reaction rate ω˙ ′. Moreover, considering that the Heaviside’s function is
















assuming the heat release constant at time zero. Pressure variations at time t are therefore
directly proportional to variations of the integrated heat release at time t−|x|/c0.
To conclude the mathematical derivation, some details need to be considered:
• Pressure fluctuations are obtained by scaling the unsteady pressure by the average pres-
sure p0 = 101300Pa.
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• Integrated heat release fluctuations are defined with respect to the steady state occurring
before the collision of the two flames (see section 7.2).
It is interesting to notice that for three-dimensional problems, pressure fluctuations are re-
lated to the heat release temporal derivative [128], while in one dimension they depend, as
shown above, directly on heat release. This is due to the the different form of the Green’s
function employed in three-dimensional cases.
7.2 Noise emitted by flame surface annihilation










Figure 7.1: Sketch describing the initialisation of the computation. Temperature vs. x coordinate.
The two flames are initialised using hyperbolic tangent profiles (as shown in fig. 7.1). The
Arrhenius approach described in section 3.1.7, together with a simplified one-step chemical
scheme (denoted as 1S CH4 MP1), has been used to take into account the following chemical
reaction:
CH4 +202 −→CO2 +2H2O (7.7)
Scheme coefficients were adjusted in order to match complex chemistry GRI-Mech V3 [47]
data. Fig. 7.2 shows the fit obtained for flame temperature and flame speed over a wide range
of equivalence ratios. For this test case, the equivalence ratio was fixed to 0.8 so that both flame
temperature and flame speed can be computed accurately even with such a simple chemistry
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Figure 7.2: Comparison between single-step scheme (+-+) and GRI-Mech data (solid line) for flame
temperature and flame speed.
model. The monodimensional mesh employed is 0.03m wide and it is divided in 400 elements
having the same size of 7.5∗10−5m. This allows the flame front to be solved on about 10 grid
points. Characteristic perfectly non-reflecting outlet boundary conditions are used at both ends
of the computational domain.
After the initialisation, the two flames move towards each other at the laminar flame speed.
During this part of the computation, the heat release is constant and no noise is radiated. When
the two flames collide in the centre of the computational domain, a strong variation of the total
heat release ˙Ω occurs (linked to the flame surface annihilation: the flame extinction) leading to
a pressure perturbation travelling towards the outlet. Fig. 7.3 displays the evolution of pressure
fluctuations obtained by AVBP (dashed line) and computed using the analytical relation 7.6
(solid line). AVBP data are recorded on a point close to the boundary of the domain and shifted
in time according to the sound speed and the distance from the noise source. The computed
values of heat release are used to determine the analytical value of pressure fluctuations.
The evolution of the computed pressure fluctuations matches well the analytical solution
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Figure 7.3: Computed and analytical (calculated using eq. 7.6) pressure fluctuations obtained for the
fine mesh; dashed line and solid line respectively. Shown also the integrated reaction rate ˙Ω in dotted
line.
derived in section 7.1 (eq. 7.6). Some minor differences can be noticed when looking at the
global pressure variation (pmax− pmin): the computed pressure drop is slightly (3%) larger than
the one predicted analytically. This can be due to non-linear effects present in the computation
(a flame involves very strong temperature variations) that are not taken into account in the
theoretical development. Moreover, the analytical solution does not include the noise produced
by the heat diffusion [37]. This result confirms that the AVBP code is able to correctly predict
the noise emitted by the flame surface annihilation originated by the collision of two laminar
premixed flames when the flame front is adequately spatially resolved. The effects of the mesh
coarsening, required to perform LES computations, are discussed in the next section.
7.3 Effects of flame thickening
The very small size of a flame front cannot be resolved in an LES computation: to overcome this
problem, in AVBP the Thickened Flame (TF) model has been implemented (see section 3.4).
The flame front is therefore resolved on a user-defined number of mesh points but, given the
larger size of elements employed in LES computations, its thickness is artificially increased.
This section investigates the effects of flame thickening on the noise emitted by flame surface
annihilation.
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In order to perform this analysis, a computation, similar to the one presented in section 7.2,
has been performed on a 0.4m wide monodimensional mesh discretized with 400 elements
(∆x = 1mm). It must be noticed that elements having the same size as the ones used for this test
are commonly employed in LES computations. Taking advantage of the TF model, the flame
front is resolved on 10 grid points (similar to the fine mesh resolution).
As done in section 7.2, the pressure evolution predicted by AVBP is compared to the ana-
lytical solution shown in eq. 7.6 (see fig. 7.4). As observed for the fine mesh, computed and
theoretical value are very close. The global pressure drop predicted by AVBP is still slightly
higher than the one obtained with the analytical solution. Moreover, fig. 7.4 displays the com-
puted pressure fluctuations obtained using the fine mesh (same data presented in fig. 7.3). Of
course these data are shifted in time according to the increased size of the computational do-
main used for the coarse mesh. This comparison shows that the amplitude of the pressure drop
is well captured even using a very coarse mesh. Compared to the fine mesh, an error of about
6% is present. However, this is definitely reasonable considering the significantly coarse reso-
lution of the computational grid. On the other hand, the characteristic time of the phenomenon
is radically changed. The thickness of the flame front obtained using the TF model is signifi-
cantly larger than the actual flame front. The time in which the two flames interact is therefore
largely increased. In order to better appreciate this effect, fig. 7.4 shows the computed pressure
fluctuations obtained with the fine mesh scaled taking into account the increased thickness of
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Figure 7.4: Computed, dashed line, and analytical (calculated using eq. 7.6), solid line, pressure fluctu-
ations obtained for the coarse mesh. The computed pressure for the fine mesh is also shown.
At this stage of the analysis it is not clear whether this side-effect can affect seriously the per-
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formances of a LES code to be used in the study of combustion instabilities. High frequencies
lost because of the thickening of the flame (i.e. mesh coarsening), could not be crucial because
the LES principle already acts as a low-pass filter. Nonetheless, the question is still open and
more work is needed to clarify this issue.
7.4 Conclusions
In this chapter the noise emitted by the flame surface annihilation originated from the collision
of two monodimensional laminar premixed flame has been analysed from the theoretical and
computational point of view. The following points emerged from the investigation:
• For monodimensional problems, the emitted noise is directly linked to the spatial integral
of heat release.
• Theoretical and computed values of pressure fluctuations compare very well when using
a mesh fine enough to accurately resolve the flame front without thickening it.
• Results obtained thickening the flame front on a typical LES mesh confirm that the thick-
ened flame model (TF) can be used for the study of combustion instabilities, because the
predicted amplitude of the pressure drop matches well (only 6% error) the results obtained
with the fine mesh. Nonetheless, some additional work is needed to clarify the effects of
thickening on the high frequency content of pressure fluctuations. Obviously the filtering
effect of the LES will damp also the pressure fluctuations at high frequencies. This point
will require further investigation.
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Chapter 8
Validation of LES tool - The Siemens
burner
Chapters 6 and 7 discussed issues related to the verification of LES tools for non-reacting and
reacting flows in simple academic test cases. This last chapter considers a much more compli-
cated configuration: a 125 kW lab-scale burner developed by University of Twente and Siemens
PG 1. The experiment was specifically designed in order to investigate combustion instabilities
and their impact on the combustion chamber liner. To facilitate a full LES computation from in-
let to chimney, no very small holes which could decrease dramatically the time step are present,
thereby suppressing uncertainties related to boundary conditions. In the following only a brief
description of the test rig is given. Please refer to [62, 138] for more information about the
experimental facility and to [122, 123] for more details about the LES computations performed
in the framework of the previous EU DESIRE project.
The objectives of this chapter are:
• To compute the self-sustained combustion instabilities of the Twente setup. Geometry,
turbulence and combustion models and boundary conditions described in section 8.1.
• To asses the overall quality of the LES computations according to the Pope’s criterion [100,
101] (section 8.2) which measures the resolved and unresolved part of the stresses.
• To investigate the effects of different numerical schemes (section 8.3): second order LW
and third-order TTGC.
• to extract unsteady pressure dataset and perform a one-way fluid/structure coupling (see
annex E).
1Burner developed in the framework of the European Community project DESIRE (Design and Demonstration
of Highly Reliable Low NOx Combustion Systems for Gas Turbines)
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The influence of the artificial boundary terms (USOT and CSOT formulations, see sec-
tion 4.2.4) has not been extensively tested in this chapter. There are two main reasons for
this choice: 1) the behaviours observed in the less complex turbulent channel test case are not
fully understood, 2) a very large amount of CPU time is required for LES of industrial burners.
Therefore, only two computations has been performed and presented here2:
• a LW USOT computation, labelled in the following as LW,
• a TTGC CSOT computation, labelled in the following as TTGC.
Both correspond to a reacting case described in section 8.1.2. The non-reactive case has already
been investigated by Sengissen [123]. In the present study, the objective is to concentrate on
reactive cases and on the effect of numerical schemes on the pressure field, an issue which was
left open up to now.
8.1 Description of the computational setup
Fig. 8.1 introduces the whole inner geometry and summarises the flow path. Fig. 8.2 shows




decoupler Plenum Burner Combustion chamber Outlet flange
Cooling Air
Figure 8.1: Full LES computational domain and summarization of the flow path to the combustion
chamber. From Sengissen [122, 123].
The preheated air comes out of the compressor into the air supply room. Then it flows into
the plenum through the acoustic decoupling system pipes (Fig. 8.2-b).
2Actually, these were the standard options employed in AVBP before this study.
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a) b) c)
Figure 8.2: Details of the domain: a) swirler vanes, b) acoustic decoupling system and c) outlet flange.
From Sengissen [122].
The principle of the acoustic decoupling system is to act like an acoustically fully reflecting
device due to the high velocity ratio between the upstream and downstream plenum and the
small pipes.
After the swirler (Fig. 8.2-a), the air mixes with natural gas which is injected at a normal
angle into the air cross flow through four small holes to ensure sufficient mixing. The mixture
then reaches the very long combustion chamber (≈ 2 m) where the flame is stabilised and burnt
gases leave the chamber through the outlet flange (Fig. 8.2-c). A cooling channel surrounds the
combustion chamber in order to maintain wall temperatures below T = 1200K.
8.1.1 Meshing requirements
Capturing combustion instabilities needs at least to treat properly some crucial issues:
• The efficiency of the mixing must be well evaluated.
• The velocity profiles in the mixing region and at the inlet of the chamber must be realistic.
• The acoustics of the setup must be reproduced adequately.
Therefore, the computational domain required for accurate LES (fig. 8.3-b) is very different
from a standard domain (fig. 8.3-a) used for typical RANS or URANS computations:
• The fuel jets in the air cross flow must be explicitly computed and sufficiently discretized.
• Instead of tuning inlet velocity profiles [119], another strategy consists in computing the
inlet and start the domain further upstream (Fig. 8.3-b). As a matter of fact, the swirler
vanes have to be explicitly computed.
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a) b)
Figure 8.3: Computational domain issues : a) domain usually selected for low cost simulations. b)
domain required for accurate simulations. From Sengissen [122].
• The boundary conditions must be placed at a location where they can be acoustically
well defined. Then, by knowing the impedance of the boundary condition [121], and
having the right temperature distribution (for speed of sound) in the domain, potentially
self-excited acoustic modes may appear.
So the LES computational domain (Fig. 8.3-b) includes all parts from the air supply room to
the outlet flange. This is necessary in order to have the right acoustic impedance for the com-
bustion chamber, to predict accurately the chamber acoustic modes and to minimise the uncer-
tainties on boundary conditions. The acoustic behaviour upstream of the combustion chamber
is ensured by the fully reflecting acoustic decoupling system (Fig. 8.2-b) and downstream of the
combustion chamber, the impedance at the outlet (Fig. 8.2-c) is controlled through the NSCBC
linear relaxation method [121] (fully non-reflecting).
8.1.2 Reference operating point and boundary conditions
The reference operating point investigated is the following:
• The air supply room feeds the chamber with 72.4 g/s of air, preheated at 573 K. This leads
to a Reynolds number of 22000 (based on the bulk velocity at the burner mouth and its
diameter) and a swirl number [56] of 0.7 (at the same location).
• The same amount of air (72.4 g/s) but this time at ambient temperature (298 K) flows into
the cooling channel. Therefore, the corresponding Reynolds number of 5700 (based on
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the bulk velocity in the channel and its height) allows to consider it as fully turbulent.
• The natural gas is injected at ambient temperature (298K) at a flow rate of 3.06 g/s. Note
that the natural gas is replaced here by methane (76.7% in mass) and nitrogen (23.3% in
mass), so that the global equivalence ratio of the setup is 0.55.
• The mean pressure of the test rig is 1.5 bar.
Both fuel and air inlet mass flow rates are controlled using the ”mass flow rate relaxed”
boundary condition presented in [122].
A logarithmic law-of-the-wall approach (see section 5.4) has been adopted for the walls of
the combustion chamber. In particular, the cooling channel is not explicitly simulated but its
thermal properties are taken into account in the wall law treatment 5.4.3. The heat resistance
Rw needed by the model is calculated such that the heat flux Qw is3:







where Tw, dw and λw are respectively the temperature, thickness and conductivity of the wall,
and Tc, dc and λc are the temperature, the height and conductivity of the cooling channel air.
The Nusselt number is given by a simple heat transfer correlation in the cooling channel :
Nu = 0.023 Re4/5 Pr1/3 (8.2)
where Re is the Reynolds number of the cooling flow (Re = 5700). In all presented results, Rw is
assumed to remain constant along the chamber wall and Tc to rise linearly along the combustion
chamber axis from4 300 K to 575 K.
Radiation to the walls has been also taken into account using the model described in sec-




C0 +C1 (T )+C2 [(T )]2 +C3 [(T )]3 +C4 [(T )]4
)
for CO2 and H2O are shown in table 8.1. It is reminded that ap,i is the Planck mean absorption
coefficient of species i.
3note that Qw is always negative.
4these values of cooling channel air temperature are provided by experimental measurements.
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Species C0 C1 C2 C3 C4
H2O 278.713 −153.240 32.1971 −3.00870 0.104055
CO2 969.86 −588.38 132.89 −13.182 0.48396
Table 8.1: Coefficients for CO2 and H2O to obtain the Planck mean absorption coefficients.
8.1.3 Turbulence and combustion models
The Smagorinsky model [124] described in section 3.3.1 has been used for all computations
presented here. Cold flow simulations performed by Sengissen [123, 122] showed very good
performances compared to experimental results. Moreover, the choice of coupling wall-law
boundary condition together with the classical Smagorinsky model is supported by the work of
Cabot and Moin [20].
The Arrhenius approach described in section 3.1.7 together with a simplified two-step chem-
ical scheme (labeled as 2S CH4 AS1) has been used to take into account the combustion of
methane. Coefficients of the reduced scheme have been adjusted in order to match complex
chemistry GRI-Mech V3 [47] data. Fig. 8.4 shows the very good agreement of the fitting for
the adiabatic flame temperature TAD and the laminar flame speed Sl for lean mixtures. This
allows the 2S CH4 AS1 scheme to be employed for the simulation of the Twente test-rig, be-
cause Sengissen [123, 122] verified that combustion always occurs in a range of equivalence
ratio between 0.3 and 1.
The DTF (Dynamic Thicken Flame) model (see section 3.5) has been employed in the actual
LES computations to allow the very thin flame front to be resolved on typical LES meshes. This
model artificially thickens the flame front only in the flame region while no modifications are
performed outside the flame region.
8.2 Check the LES quality: the Pope criterion
Unstructured meshes are employed in LES computations with complex geometries because the
grid can be refined or coarsened considering the different phenomena taking place in the dif-
ferent regions of the computational domain. This is advantageous because the number of grid
points can be strongly reduced. Nonetheless, the coarsening procedure should be performed
with care, in order to avoid a significant mesh-dependency of the solution. Pope [100, 101] sug-
gests a simple but effective criterion that can be used to determine whether an LES is sufficiently
”resolved”. This criterion, better described in the following lines, is based on the comparison
between the ”resolved” and the ”sub-grid” turbulent kinetic energy. Note that it characterises
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Figure 8.4: Results of the fitting procedure of kinetic scheme 2S CH4 AS1. Cold gas temperature: 573
K. Pressure 1.5 bar. From Sengissen [122].
the flow only, and not the quality of the species field where most of the activity takes place at
sub-grid scale.




¯u2i − u¯i2| (8.3)
where ¯u2i and u¯i2 are respectively the temporal average of the square resolved velocity and
the square of the temporal average of the resolved velocity. The computation of the sub-grid







where ¯ν is the temporal average of the turbulent viscosity computed by the sub-grid scale model,
∆ is a characteristic size of the mesh element 5 and Csgs is a constant. Its value has been fixed
5For unstructured tethraedral grids the cubic root of the cell volume can be used.
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to 0.068 according to [8]. The Pope’s criterion states that a LES computation is sufficiently
resolved when the ratio between the resolved turbulent kinetic energy and the total (resolved +




In other words, a good LES should be able to resolve at least 80% of the global turbulence.
Fig. 8.5 shows the Pope’s criterion obtained for two LES computations, one performed with the




Figure 8.5: Pope’s criterion for LW and TTGC numerical schemes. Reactive simulation. Operating
point described in section 8.1.2.
In both cases the criterion is satisfied in the entire combustion chamber. Some under-resolved
regions can be found close to the walls of the plenums but they are not expected to have a
significant influence on the solution. The resolution of mesh employed for the computations
presented in this chapter is therefore sufficient for the flow.
This simple test should be performed as soon as possible during the analysis of a LES com-
putation in order to verify the quality of the calculation. However, this criterion should not be
trusted ”blindly” because it does not take into account the numerical viscosity (see section 4.1)
induced by both spatial and temporal discretizations and by artificial damping. For example, the
computation performed using the TTGC scheme seems to be less resolved in some regions of
the computational domain than the LW calculation. This unexpected result is due to the intrin-
sic much smaller numerical dissipation of the TTGC scheme compensated by a slightly higher
level of turbulent viscosity.
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8.3 Influence of the numerical scheme
Having verified the overall quality of the LES computations taking advantage of Pope’s criterion
(see section 8.2), results obtained using two different numerical schemes can be analysesd and
compared with more confidence. Two computations are presented: one performed using the
second-order LW scheme and one using the third-order TTGC scheme. First, section 8.3.1
shows the effects of the numerical scheme on mean and instantaneous velocity fields. Then, in
section 8.3.2 the self-excited acoustic mode present in the chamber is investigated.
8.3.1 Instantaneous and mean velocity fields
In order to get a qualitative impression of the behaviour of the two numerical schemes under
analysis, fig. 8.6 shows two snapshots of the instantaneous axial velocity field on a longitudinal
plane of the DESIRE configuration. The operating point of the reactive simulation is described
in section 8.1.2. Data are extracted at the same physical time and the region observed is the
mouth of the swirled burner.
The overall flow exhibits similar features for both LW and TTGC schemes. However, some
noticeable differences can be enlightened:
• The recirculation zone is slightly longer and wider for the TTGC scheme
• The opening angle of the swirled jet is wider when using the TTGC scheme
• The solution obtained with the third-order TTGC scheme presents much more small tur-
bulent structures. The LW solution is definitely smoother.
In order to better appreciate the important presence of small turbulent structures in the flame
region fig. 8.7 shows the shape of the flame (represented by a temperature isosurface coloured
by axial velocity) obtained with both numerical schemes.
The flame front obtained with the TTGC is more wrinkled and contains a larger number of
small turbulent structures than the one obtained with the LW scheme6.
Mean velocity profiles can be extracted at different locations of the DESIRE combustion
chamber. Fig. 8.8 shows the exact locations in which profiles are compared. The exact positions
of the five planes are 5, 15, 25, 45 and 65 mm from the burner mouth in the longitudinal
direction.
6The position of the flame has been already investigated and validated by Sengissen [122, 123] against chemi-
luminescence CH∗ data so that here only the analysis of the influence of the numerical scheme has been performed.
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TTGC
LW
Figure 8.6: LW (up) and TTGC (down) axial velocity field. Velocity in m/s.
Unfortunately, no experimental velocity profiles are available for hot computations 7. There-
fore, only the influence of the different numerical schemes tested can be discussed, without
drawing conclusions about the overall quality of each approach.
Figs. 8.9, 8.10 and 8.11 show the mean and RMS (Round Mean Square) profiles of the
axial velocity for both LW, in solid line, and TTGC, in dashed line, numerical schemes. The
averaging time is about 20ms. The two computations show very similar results. Nonetheless,
some differences can be appreciated:
7LDV measurements are available for cold regimes. These data have been compared to LES simulations
performed with AVBP in [122, 123]. The comparisons showed very good agreement in particular when using the
TTGC scheme.
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TTGCLW
Figure 8.7: LW (left) and TTGC (right) temperature isosurface (1400 K) representing the flame. Isosur-












































Figure 8.8: Cross section of the test geometry and location of the planes where data are extracted and
compared.
• The swirled jet is more ”open” for the TTGC scheme than for the LW scheme.
• A second peak in the RMS values appears close to the burner mouth. The origin of the
peak is not clear and the lack of experimental data does not help in the understanding.
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Indeed, the presence of such a peak in the RMS profiles, has already been noticed in the
experimental studies performed for the PRECCINSTA swirled burner [108].
• Wall axial velocity fluctuations are larger for the TTGC scheme.
The different shape of the recirculation zone and the additional peak in the RMS values
observed for TTGC are quite significant. Therefore, LDV measurements would have been very
important to assess the real quality of LW and TTGC solutions.


















Dimensionless mean axial velocity profiles 




















Dimensionless axial RMS velocity profiles 
   Distance from
Burner exit (mm)
40 m/s
Figure 8.9: Mean (up) and RMS (down) profiles of axial velocity for LW (solid line ) and TTGC (dashed
line) schemes.


















Dimensionless mean radial velocity profiles 




















Dimensionless radial RMS velocity profiles 
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Burner exit (mm)
40 m/s
Figure 8.10: Mean (up) and RMS (down) profiles of radial velocity for LW (solid line ) and TTGC
(dashed line) schemes.


















Dimensionless mean swirling velocity profiles 




















Dimensionless swirling RMS velocity profiles 
   Distance from
Burner exit (mm)
40 m/s
Figure 8.11: Mean (up) and RMS (down) profiles of swirling velocity for LW (solid line ) and TTGC
(dashed line) schemes.
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8.3.2 Self-excited acoustic mode
Experiments revealed the presence of a self-excited acoustic eigen-mode at the frequency of 433
Hz. To verify the presence of this mode in the computations, the unsteady pressure has been
probed on a point inside the combustion8 chamber and the obtained signal has been processed
using a Fourier transform. The total computed physical time is 27ms allowing a frequency
resolution of 37 Hz. Fig. 8.12 shows the noise pressure level predicted by LW and TTGC
schemes compared to the exprimental data of Huls [62]. In both cases frequency and amplitude






















Figure 8.12: Fourier transform of pressure inside the chamber. LW (black), TTGC (grey) and experi-
mental data (black dashed-line).
Amplitudes shown in fig. 8.12 could not, in theory, be directly compared to the experimental
one, because they can vary according to the actual acoustic impedance of the outlet boundary
conditions and the real impedance at the outlet of the test-rig is not known. However, since
acoustic waves reflection occurs mostly when the chamber section reduces strongly (i.e. before
the outlet flange), the influence of the outlet acoustic impedance can be considered small.
8.3.3 Wall pressure fluctuations
The influence of the numerical scheme on wall pressure fluctuations has also been investigated.
Four probes were put in the middle of the lower chamber wall, respectively at 0.05, 0.1, 0.2 and
0.3 meters9. Fig. 8.13 shows the location of the probes in the combustion chamber and a sketch
8At x = 0.9m in the middle of the long combustion chamber.
9Sengissen [122] analysed heat release fluctuations at the same locations.
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of the flame front.
Figure 8.13: Location of the probes inside the combustion chamber. From Sengissen [122].
As an example, the temporal evolution of pressure at probe A for LW and TTGC schemes is
presented in fig. 8.14. Frequency and amplitude of the signal are very similar for both schemes.
The signal obtained with the TTGC scheme seems to contain more high frequencies. In order
to clarify this point, a Fourier transform has been performed on the unsteady pressure signal























Figure 8.14: Temporal evolution of pressure fluctuations at probe A for LW (dashed line) and TTGC
(solid line) schemes.
Fig. 8.14 shows the results of this analysis, the spectra obtained with TTGC are plotted in
grey while the ones obtained with LW in black. The following observations can be done:
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• The signal at 433 Hz, corresponding to the self-sustained acoustic mode present in the
chamber, is, as expected, dominant also at walls.
• Compared to the signal recorded in the middle of the chamber (see fig. 8.12), other fre-
quencies, ranging from 0 to 800 Hz, have a non negligible contribution. These frequencies
are related to turbulent structures impacting the walls of the chamber.
• The more significant presence of high frequencies in the signal obtained with TTGC
(expected when looking at fig. 8.14), is not clearly detected by the Fourier transform.
Both schemes have a similar behaviour at high frequencies.
• A second peak appears at very high frequency (2600 Hz) in both computations. Its origin
is not clear. See section 8.3.4 for a more detailed analysis.
• The signal becomes smoother as the distance of the probe from the flame increases. Tur-









































































Figure 8.15: Fourier transform of pressure signal at probes A, B, C and D for LW (black line) and TTGC
(grey line) schemes.
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8.3.4 Power spectral density analysis
The previous sections have enlightened the presence of a strong self-sustained acoustic mode
at a frequency of 433 Hz in the combustion chamber. Moreover, the analysis of wall pressure
fluctuations showed a rather strange peak at the very high frequency of 2600 Hz. In this section
the power spectral density [92] (PSD) of pressure, computed for all mesh points, has been used
to determine where in the combustion chamber these two signals have the strongest influence.
From a physical point of view, the PSD can be seen as the energy content of the flow for a given
frequency. In this way the shape of acoustic modes (but also of other phenomena, if appearing
with a fixed periodicity) can be easily determined.
For example, fig. 8.16 shows the shape of the dominant self-sustained acoustic mode of the
chamber obtained by performing the PSD at the frequency of the mode. The shape of the mode
is the same for both LW and TTGC scheme.
LW
TTGC
Figure 8.16: PSD at the frequency of the dominant acoustic mode (433 Hz). LW (up) and TTGC (down)
numerical scheme.
In order to better appreciate the differences between the two numerical schemes, data from
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PSD at 433 Hz have been extracted on a longitudinal cut performed on the upper wall and shown
in fig. 8.17. The global shape of the mode is identical for both schemes. However, the TTGC






















Figure 8.17: Longitudinal cut (upper wall) of the PSD performed at 433 Hz.
This result does not confirm what was shown in fig. 8.12 in which the TTGC scheme pre-
sented a higher amplitude. The reasons for this can be the following:
• the slightly smaller simulated physical time considered in the PSD post-processing. A
very large number of solutions is required for this analysis with consequent high memory
requirements.
• the different Fourier transform tools used for the simple pressure Fourier transform shown
in fig. 8.12 and for the PSD analysis.
However, a global evaluation of the quality of each numerical scheme is not possible, because
of the lack of experimental data. It can only be said that both numerical schemes capture very
well the frequency and the shape (at least qualitatively) of the self-sustained acoustic mode
present in the chamber, but the amplitude does depend on the scheme. In chapter 6 results have
shown how wall treatments modified the dissipation of acoustic waves. In the present chapter,
where a strong acoustic source (the flame) is present, results show that frequencies are well
captured, but modes amplitudes are dependent on the numerical scheme itself. The differences
in fig. 8.17 however are of the order of 30% for the wall pressure and are reasonable compared
to all other approximations required to compute combustion noise or instabilities.
Finally, the peak at 2600 Hz, observed in fig. 8.15, has been analysed. Fig. 8.18 shows
the PSD computed at a frequency of 2600 Hz for the LW and the TTGC numerical scheme.
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Fig. 8.18 shows that the 2600 Hz mode, captured again by both LW and TTGC, is a high-order
acoustic mode of the combustion chamber involving transverse activity. Actually, the 2600 Hz
frequency is the 6th armonics of the dominant acoustic mode in the chamber. However, the
dominant mode at 433 Hz is purely longitudinal while the mode at 2600 Hz shows a clear
transverse contribution. At this point, this mode was not investigated in more details.
LW
TTGC
Figure 8.18: PSD at the frequency of 2600 Hz. LW (up) and TTGC (down) numerical scheme.
8.4 Fluid-structure interaction
Appendix E shows an example of 1-way coupling fluid-structure interaction of a flexible liner
part of the Twente configuration. LES unsteady pressure evolution at walls has been first
recorded, then deformations have been computed taking advantage of a structural mechanic
code. This work performed in collaboration with P. Ryzhakov from CIMNE (Barcelona) will
be presented at ECCOMAS 2007 Coupled Problems to be held in Ibiza.
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8.5 Conclusions
In this chapter a computation of a complete lab-scale burner has been shown. The aim was
the prediction of the self-sustained acoustic modes present in the combustion chamber. The
overall quality of the LES has been verified according to the Pope’s criterion. The influence of
the numerical scheme (second order LW vs. third order TTGC) has been investigated on the
following quantities:
• instantaneous velocity fields,
• mean and RMS velocity profiles,
• frequency and shape of the dominant acoustic mode
• wall pressure fluctuations.
Both numerical schemes capture very well the frequency and the shape of the dominant
acoustic mode, but the predicted amplitude of the mode differs by 20 to 30%. Moreover, mean
and RMS velocity fields show similar profiles. Nonetheless, some noticeable differences can be
found:
• Instantaneous velocity fields show that the TTGC scheme is able to capture a larger num-
ber of small turbulent structures than the LW scheme.
• A second peak, not seen by the LW scheme, is present in the TTGC RMS axial velocity
profiles.
• The swirled jet is wider (more open) with TTGC.
Unfortunately, the lack of experimental velocity profiles prevent us to draw general conclu-
sions about the quality of each numerical scheme. However, the significant presence of small
turbulent structures observed with TTGC, will surely have a positive influence in the case of
purely, non reactive, aeroacoustic problems. The fact that TTGC performs much better for
simple academic cases (chapter 6) suggests that it should be used for every case. However, it
is interesting to see that for certain flows like the one discussed here, LW performs correctly
too. This is certainly not a general result and other tests for non reactive aeroacustics in ducted
flows (private communication by A. Sengissen) prove the superiority of TTGC over LW even
in complex turbulent flows.
Chapter 9
General conclusions
In this thesis the quality of the LES tool AVBP of CERFACS with respect to the study of
combustion noise and combustion instabilities has been investigated.
First, a general overview of the LES approach from the physical, mathematical and numerical
point of view was given. Then, the features that make LES a more suitable tool than RANS for
the prediction of combustion instabilities were presented, together with a detailed description
of the AVBP code. An introduction to the basic principles of combustion instabilities and to
the different scenarios in which LES can be employed in the study of combustion noise and
instabilities was also provided.
The LES tool has been validated against very simple test cases: non-reactive and reactive
academic cases for which the analytical solutions are known. Good performances in such tests
are mandatory, in fact this can be considered as a necessary condition: if a code fails to predict
very simple flow fields, it cannot be used for the study of more complex configurations.
This analysis showed that the third-order TTGC scheme provides better performances in all
periodic computations and therefore it is a good candidate for the study of combustion insta-
bilities with LES. In particular, the propagation of vortices and acoustic waves is very well
predicted. However, as soon as boundaries are involved, the interaction between the physical
boundary condition and its numerical implementation on the one side, and the numerical dis-
cretization at boundaries on the other side, increases significantly the complexity of the analysis.
In particular, numerical schemes involving a Taylor expansion in time, like both LW and TTGC,
present an additional difficulty. In this kind of discretisation, accuracy is increased taking advan-
tage of an artificial term involving second spatial derivatives. Moreover this contribution needs
a boundary correction. This issue has been deeply analyzed taking advantage of the simple 1D
cavity acoustic eigen-mode test case. Computations performed with different CFD codes and
the mathematical analysis of the amplification matrix of the global numerical scheme (including
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boundary conditions), showed that characteristic boundary conditions (instead of simple ”hard”
Dirichlet conditions) have to be used for walls too. This comes from the presence of an addi-
tional term (called ABC in this thesis) in the density equation solved at walls and related to the
outgoing acoustic wave. This contribution ensures the stability of the global numerical scheme.
Moreover, the numerical boundary scheme to be coupled to characteristic boundary conditions,
cannot ignore the boundary correction present in the artificial second order term: the Cancelled
Second-Order Term (CSOT) formulation must therefore be used.
Another important aspect enlightened by this analysis is that a small computational time
step has to be used in order to compute accurately acoustic waves propagation. In other words,
the CFL condition should not be seen only as a stability condition but also as an accuracy
constraint. Under these conditions, commonly employed implicit numerical schemes turn out
to be less efficient.
The analysis of the influence between boundary conditions and boundary numerics has been
performed also for a 3D turbulent channel flow. Both Dirichlet and characteristic wall-law
approaches have been tested. Results showed similar performances for both LW and TTGC
schemes. However, the TTGC scheme presented a slightly ”noisy” behaviour of wall pressure
fluctuations, but not clear explanation for this phenomenon has been found up to now. Nonethe-
less, the complexity of the wall boundary condition employed (law-of-the-wall approach) will
require a more detailed study, in particular from a mathematical point of view, in order to better
understand such a coupling and draw more general conclusions.
As a first step in the validation of AVBP for the study of combustion noise, the noise emitted
by the flame surface annihilation originating from the collision of two monodimensional laminar
premixed flames has been computed. Theoretical and predicted values match very well when
using a mesh capable of solving the flame front without thickening it. The amplitude of the
induced pressure fluctuation is well recovered also when using a coarser mesh (i.e. when the
flame front need to be thickened, for example on a LES mesh). However, the effects of flame
thickening on high frequencies will need some additional studies.
Finally, the influence of the numerical scheme on the prediction of the self-excited modes
of a full lab-scale burner has been investigated. Both second-order LW and third-order TTGC
schemes capture very well the shape and the frequency of the dominant acoustic mode present
in the chamber. Unfortunately, the lack of experimental velocity profiles prevented us to draw
general conclusions about the quality of each numerical scheme.
The large amount of test performed, from simple non-reactive monodimensional test cases
to three-dimensional reactive computations of industrial burner configurations, considering vor-
tex convection, acoustic waves propagation and reflection, pressure near wall behaviour, direct
noise emitted by flame surface annihilation, confirms that the AVBP code is a good tool for the
study of combustion instabilities and that can be used for the prediction of combustion noise
and combustion instabilities. In particular, the third-order TTGC scheme, providing far superior
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performances concerning vortices and acoustic waves propagation, could be used successfully
also for aeroacoustic computations of non-reacting ducted flows.
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Ce chapitre est de´die´ a` la pre´sentation, en franc¸ais, de l’introduction a` cette the`se. Un re´sume´
e´tendu du contenu des diffe´rents chapitres sera aussi pre´sente´, ainsi que les conclusions ge´ne´rales
tire´es graˆce a` ce travail.
A.1 Introduction
Ce travail de the`se a e´tait mene´ dans le cadre du projet europe´en Marie Curie RTN FLUISTCOM
(FLUId-Structure interaction for COMbustion systems).
Il est e´vident que les carburants fossiles ne sont pas pre´sents sur Terre en quantite´ infinie
et qu’un jour les ressources disponibles seront e´puise´es. Ne´anmoins, aujourd’hui ils sont la
premie`re et plus importante source utilise´e pour la production d’e´nergie. La grande majorite´
des moyens de transport utilisent des carburants fossiles et une grande partie de la production
d’e´lectricite´ est assure´e par des centrales fonctionnant au gaz naturel. La re´action de combustion
entre hydrocarbures et air ge´ne`re une grande quantite´ de monoxyde (CO) et dioxyde (CO2) de
carbone et d’oxydes d’azote (NOx). Le premier, contribue largement a` l’effet de serre alors que
le dernier favorise la pollution photochimique. Les NOx sont aussi un important pre´curseur de
l’ozone, qui est un se´rieux proble`me dans les environnements urbains d’aujourd’hui. Durant
ces dernie`res anne´es, deux phe´nome`nes ont attire´ l’attention de l’humanite´:
• une forte augmentation du prix des carburants fossiles
• la multiplication des phe´nome`nes climatiques tre`s destructeurs lie´s au re´chauffement
global.
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D’autant plus, les contraintes concernant les e´missions polluantes des turbines a` gaz sont de-
venus de plus en plus se´ve`res. Malheureusement, la re´duction des e´missions polluantes s’ave`re
eˆtre un proble`me difficile a` re´soudre parce que la production de diffe´rentes espe`ces chimiques
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Figure A.1: Influence de la tempe´rature sur les e´missions de CO et NOx. Tire´ depuis [79].
La fig. A.1 montre l’influence de la tempe´rature par rapport a` la production du CO et des
NOx. Si la tempe´rature de flamme est basse, on aura une grande concentration de CO et une
petite concentration de NOx . Par contre, si la tempe´rature est e´leve´e, la production des NOx est
largement accrue mais le CO est presque absent. Le proble`me pratique qui doit eˆtre re´solu par
les constructeurs de turbines a` gaz est de garder l’inte´rieur de la chambre de combustion dans
une petite gamme de tempe´rature (entre 1700K et 1900K). Respecter ces conditions est difficile,
parce que, pour des raisons de stabilite´, des me´langes relativement riches ou des flammes de
diffusion sont couramment utilise´s dans les bruˆleurs industriels. La fig. A.2 montre que, dans
ces cas, les tempe´ratures que l’on obtient sont supe´rieures au niveau souhaite´.
Une approche fre´quemment employe´e pour re´duire la tempe´rature dans la zone ou la com-
bustion s’installe, revient a` ajouter de l’eau (ou de la vapeur d’eau) dans les gaz bruˆle´s. Meˆme si
cette me´thode a de´montre´ son efficacite´, elle souffre tout de meˆme d’important de´savantages :
• elle ne peut pas eˆtre applique´e aux moteurs ae´ronautiques



























Figure A.2: Tempe´rature adiabatique de flamme pour diffe´rentes richesses. Valeurs obtenues pour un
me´lange methane/air en utilisant GRI-Mech V3 [47].
Ces inconve´nients ont encourage´ le de´veloppement des bruˆleurs  dry low-NOx  capables
de satisfaire les contraintes sur les e´missions sans injection de liquide additionnel [79]. En
suivant ce principe, les turbines a` gaz de dernie`re ge´ne´ration fonctionnent a` richesse pauvre.
Les e´missions de NOx sont donc fortement re´duites a` cause de la re´duction de la tempe´rature
dans la re´gion inte´resse´ par la combustion. Le de´veloppement de ce genre de bruˆleurs a contraint
les inge´nieurs a` faire face a` deux proble`mes important :
• le me´lange entre carburants et air doit eˆtre parfait afin d’e´viter la pre´sence de poches
riches.
• les syste`mes fonctionnant en re´gime pauvre peuvent pre´senter des fortes instabilite´s thermo-
acoustiques. Le haut niveau de fluctuations de pression induites peut engendrer d’importantes
vibrations structurales qui peuvent amener a` la destruction du syste`me.
Il y a donc un lien e´troit entre la formation des polluants, les instabilite´s thermo-acoustiques
et les vibrations structurales. Tous ces phe´nome`nes doivent eˆtre analyse´s et compris par les
constructeurs de turbines a` gaz. Dans cette the`se, ces trois aspects ont e´te´ e´tudie´s :
• La formation des polluants dans une chambre de combustion a e´te´ analyse´e pendant un
stage de trois mois chez Siemens Power Generation a` Muelheim an der Ruhr (Allemagne).
Une courte description de ce travail sera pre´sente´e en annexe B.7
• Le calcul du bruit de combustion et des instabilite´s de combustion autoentretenues est
le sujet principal de ce travail. Un e´tude de´taille´ a e´te´ mene´ sur l’influence du sche´ma
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nume´rique aux bords (sche´ma nume´rique et conditions limites) par rapport a` la pre´diction
de fluctuations de pression.
• Enfin, les de´formations de la structure d’une chambre de combustion ont e´te´ calcule´s en
utilisant un couplage fluide-structure monodirectionnel1(Annexe E).
L’analyse et la pre´diction des instabilite´s de combustion peut eˆtre aborde´ par des expe´rience
en laboratoire. Par contre, cette approche se re´ve`le tre`s couˆteuse et, parfois, dangereuse. C’est
a` cause de c¸a que les me´thodes lie´es a` la simulation nume´rique des e´coulements (Computa-
tional Fluid Dynamics, CFD, en anglais) sont de plus en plus utilise´es pour la conception de
turbines a` gaz. Entre les diffe´rentes me´thodes CFD employe´es par les chercheurs en combus-
tion (sections 2.2 et 4.1), l’instationnarite´ intrinse`que et la capacite´ a` re´soudre directement les
plus grandes structures turbulentes, font de la Simulation aux Grandes Echelles (Large Eddy
Simulation, LES, en anglais) la technique la plus prometteuse pour l’e´tude des instabilite´s de
combustion.
Ce simple raisonnement explique pourquoi la LES a` e´te´ choisi pour ce travail. L’outil CFD
employe´ pour les simulations pre´sente´es dans cette the`se est le code AVBP du CERFACS [25,
87]. AVBP re´sout les e´quations de Navier-Stokes re´actives, multi-espe`ces, en trois dimensions,
en utilisant les approches DNS (Simulation Nume´rique Directe) et LES sur des maillages non-
structure´s hybrides.
A.2 But du travail
Le travail pre´sente´ se concentre sur le bruit de combustion et sur les instabilite´s autoentretenues.
Plus spe´cifiquement, cette e´tude traite de questions qui rarement ont e´te´ discute´es auparavant
: est-ce que la LES peut pre´dire le bruit de combustion ?, peut-elle pre´voir l’occurrence des
instabilite´s de combustion ?, peut-elle pre´dire la fre´quence des modes instables ?, peut-elle
pre´dire l’amplitude de ces modes ? Bien que la plupart des experts reconnaissent aujourd’hui
que la LES est la meilleure me´thode pour traiter les instabilite´s de combustion autoentretenues,
les limitations et la pre´cision exacte de la LES restent a` de´terminer. Les pre´visions des limites
de stabilite´ et de l’amplitude de modes instables demeurent des de´fis intimidants pour n’importe
quel utilisateur de la CFD, parce qu’elle exige d’excellents outils dans deux domaines :
• Mode`les physiques : pouvant de´terminer quand une chambre de combustion devient in-
stable et sur quel mode, exige des sous-mode`les tre`s pre´cis. Cela inclut les mode`les
d’interaction flamme-turbulence, les sche´mas chimiques, les conditions limites acous-
tiques.
1En collaboration avec P. Rhyzakov (CIMNE, Barcelone).
A.2. BUT DU TRAVAIL 169
• Me´thodes nume´riques : meˆme avec des mode`les physiques parfaits, la pre´vision des in-
stabilite´s de combustion reste un de´fi au niveau nume´rique. De´terminer quel maillage est
ne´cessaire pour de´crire correctement le couplage entre la flamme et l’acoustique, de´finir
des conditions limites ade´quates capable de controˆler les ondes acoustiques aux entre´es,
aux sorties et aux murs, maıˆtriser la dissipation nume´rique, ceux-ci sont tous des points
qui exigent un travail significatif.
Une question majeure lie´e a` l’utilisation de la LES pour les instabilite´s de combustion
couple´es aux ondes acoustiques est l’e´valuation de la pre´cision de ces me´thodes. Deux types
d’e´tudes sont ne´cessaires pour traiter ce proble`me :
• Ve´rification : le code de LES doit fournir des informations sur les tourbillons, les flammes
et les ondes acoustique. Chacun de ces phe´nome`nes exige une ve´rification spe´cifique dans
des cas simples avant d’eˆtre combine´s aux autres dans une chambre de combustion re´elle.
Pendant ce travail, la ve´rification du code a e´te´ exe´cute´e pour :
– des tourbillons se propageant dans un e´coulement bidimensionnel,
– des ondes acoustiques se propageant dans un conduit,
– des ondes acoustiques se refle´tant de mur a` mur dans une cavite´ unidimensionnelle,
– un canal turbulent tridimensionnel stationnaire,
– la propagation de flammes laminaires premelange´es monodimensionnelles,
– le bruit e´mis par l’annihilation de la surface de flamme.
Les chapitres 6 et 7 pre´sentent les re´sultats obtenus pour chacun de ces cas test et in-
diquent les limites et les questions cle´s lie´es a` l’e´laboration d’un logiciel fiable de LES
pour la combustion instationnaire. Dans ces sections, plusieurs codes (AVBP et aussi
d’autres codes de recherche et commerciaux) et sche´mas nume´riques (deuxie`me et troisie`me
ordre) seront compare´s.
• Validation : apre`s la ve´rification des capacite´s du code LES dans des cas acade´miques
simples, une configuration plus comple`te et plus complexe a e´te´ calcule´e.
Pouvoir appliquer la LES a` des cas non-re´actifs simples (laminaires) avant de l’appliquer a`
des configurations re´actives comple`tement turbulentes est obligatoire pour augmenter la confi-
ance dans la pre´cision de l’outil.
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A.3 Re´sume´ e´tendu
Cette section de´crit les sujets principaux de´veloppe´s pour chaque chapitre de la the`se. Une
description ge´ne´rale et phe´nome´nologique des instabilite´s de combustion est pre´sente´e dans
le chapitre 2. Les principaux outils nume´riques utilise´s pour l’e´tude des instabilite´s thermo-
acoustiques sont e´galement pre´sente´s, en meˆme temps que les diffe´rents sce´narios dans lesquels
ces techniques sont utilise´es pour pre´voir le bruit et les instabilite´s de combustion.
Le chapitre 3 de´crit les e´quations re´actives multi-espe`ces de Navier-Stokes comme elles sont
imple´mente´es dans le code AVBP du CERFACS, l’outil utilise´ pour tous les calculs pre´sente´s
dans ce travail [87, 31, 32, 120]. L’approche LES et ses mode`les de turbulence et combustion
sont e´galement de´taille´s.
La simulation des instabilite´s de combustion est le sujet principal du chapitre 4. Une com-
paraison entre la LES et d’autres approches de type RANS est e´galement pre´sente´e ainsi qu’une
description de´taille´e des me´thodes nume´riques utilise´es dans AVBP.
Le chapitre 5 contient une explication de´taille´e des diffe´rents genres de conditions limites
utilise´es dans AVBP. En particulier : conditions limites caracte´ristiques [87, 97], conditions
limites de Dirichlet pour les murs et lois de parois [114].
Plusieurs cas test acade´miques non-re´actifs sont pre´sente´s dans le chapitre 6 : la convec-
tion d’un tourbillon bidimensionnel, la propagation d’une onde acoustique dans un domaine
pe´riodique, l’e´volution temporelle d’un mode propre acoustique dans une cavite´ 1D ferme´e et
l’e´coulement turbulent tridimensionnel dans un canal pe´riodique. Ces tests sont tre`s importants
afin d’e´valuer les performances d’un code, parce qu’ils sont les prototypes, sur une e´chelle plus
petite, de phe´nome`nes physiques beaucoup plus complexes (et couple´s entre eux) apparaissant
dans une chambre de combustion soumise a` une instabilite´ de combustion.
Le chapitre 7 traite de l’e´valuation du bruit e´mis par l’annihilation de la surface de flamme.
Cette analyse s’ave`re tre`s utile parce que la flamme est la plus importante source de bruit
pre´sente dans une chambre de combustion [117, 118]. Les fluctuations de pression e´mises par
la flamme peuvent devenir tre`s grandes et de´clancher/soutenir une instabilite´ de combustion.
Donc, la pre´vision exacte de cette source primaire de bruit est ne´cessaire.
Apre`s la validation de l’outil LES pour les e´coulements re´actifs et non-re´actifs, un calcul
concernant les instabilite´s autoentretenues d’un bruˆleur de laboratoire est pre´sente´s dans le
chapitre 8. La qualite´ globale de la LES a e´te´ ve´rifie´e en utilisant le crite`re de Pope [100].
L’influence du sche´ma nume´rique sur les champs de vitesse, sur les fluctuations de pression aux
murs et sur la fre´quence (et la forme) du mode acoustique re´sonnant, a e´te´ aussi e´tudie´e.
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A.4 Conclusion generale
Dans cette the`se, la qualite´ d’AVBP, l’outil LES du CERFACS, a e´te´ ve´rifie´e en ce qui concerne
l’e´tude du bruit et des instabilite´s de combustion. D’abord, une vue d’ensemble de l’approche
LES a e´te´ donne´e du point de vue physique, mathe´matique et nume´rique. Les caracte´ristiques
qui font de la LES un outil plus approprie´ que la RANS pour la pre´vision des instabilite´s de com-
bustion ont e´te´ ensuite pre´sente´es, ainsi qu’une description de´taille´e du code AVBP. Une intro-
duction aux principes fondamentaux des instabilite´s de combustion et aux diffe´rents sce´narios
dans lesquels la LES peut eˆtre utilise´ dans l’e´tude du bruit et des instabilite´s de combustion a
e´galement e´te´ donne´e. L’outil LES a e´te´ valide´ pour des cas test tre`s simples : cas acade´miques
non-re´actifs et re´actifs pour lesquels les solutions analytiques sont connues. De bonnes perfor-
mances dans de tels tests sont obligatoires. En effet cela peut eˆtre conside´re´ comme une condi-
tion ne´cessaire : si un code ne peut pre´voir pre´cise´ment des e´coulements simples, il ne pourra ja-
mais eˆtre utilise´ pour l’e´tude de configurations complexes. Cette analyse a prouve´ que le sche´ma
de troisie`me ordre TTGC fournit de meilleures performances dans tous les calculs pe´riodiques.
En particulier, la propagation des tourbillons et des ondes acoustiques est tre`s bien pre´vue. Il
faut conside´rer ce sche´ma comme un bon candidat pour l’e´tude des instabilite´s de combus-
tion avec la LES. Cependant, de`s que le domaine de calcul n’est plus pe´riodique, l’interaction
entre les conditions limites physiques et leurs imple´mentations nume´riques d’une part, et les
sche´mas nume´riques aux bords d’autre part, augmentent de manie`re significative la complexite´
de l’analyse. Par ailleurs, les sche´mas nume´riques impliquant une expansion de Taylor dans
le temps, comme LW et TTGC, pre´sentent une difficulte´ supple´mentaire. Dans ce genre de
discre´tisation, la pre´cision est accrue graˆce a` un terme artificiel impliquant des de´rive´es spatiales
du second ordre. En outre, cette contribution a besoin d’une correction aux limites. Ce point a
e´te´ attentivement analyse´ graˆce au cas test du mode propre acoustique dans une cavite´ unidimen-
sionnelle ferme´e. Les calculs effectue´s avec plusieurs codes de CFD et l’analyse mathe´matique
de la matrice d’amplification du sche´ma nume´rique global (y compris les conditions limites) ont
prouve´ que des conditions limites caracte´ristiques (au lieu des simples conditions de Dirichlet)
doivent eˆtre utilise´es e´galement pour les murs. Cela de´pend de la pre´sence d’un terme ad-
ditionnel (appele´ ABC dans cette the`se) dans l’e´quation de densite´ re´solue aux murs, lie´ a`
l’onde acoustique sortante. Cette contribution assure la stabilite´ du sche´ma nume´rique global.
D’ailleurs, la discre´tisation nume´rique aux bords qui doit eˆtre couple´e aux conditions limites
caracte´ristiques, ne peut pas ignorer la correction aux limites pre´sente dans le terme artificiel
d’ordre deux : la formulation CSOT (Cancelled Second-Order Term, ) doit donc eˆtre utilise´e.
Un autre aspect important e´claire´ par cette analyse est qu’un petit pas de temps est ne´cessaire
afin de calculer exactement la propagation des ondes acoustiques. En autres termes, la condi-
tion CFL ne devrait pas eˆtre uniquement vue comme une condition de stabilite´ mais e´galement
comme une contrainte de pre´cision. Dans ces conditions, les sche´mas nume´riques implicites
couramment utilise´s s’ave`rent eˆtre moins efficaces. L’analyse de l’influence entre les conditions
limites et la discre´tisation nume´rique aux bords a e´te´ e´galement poursuivie pour un e´coulement
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turbulent dans un canal 3D pe´riodique. Deux approches de lois de paroi, un base´ sur des con-
ditions Dirichlet e l’autre sur une me´thode de caracte´ristiques, ont e´te´ teste´s. Les re´sultats
ont montre´ des performances similaires pour les sche´mas LW et TTGC. Cependant, le sche´ma
TTGC pre´sent des fluctuations de pression aux murs le´ge`rement bruite´es. Aucune explication
n’a e´te´ trouve´e jusqu’a` maintenant pour ce phe´nome`ne. Ne´anmoins, la complexite´ de la condi-
tion limite utilise´e (approche lois de paroi) exigera une e´tude plus de´taille´e, en particulier d’un
point de vue mathe´matique, afin de mieux comprendre un tel couplage et tirer des conclusions
plus ge´ne´rales. Le premier pas pour la validation d’AVBP pour l’e´tude du bruit de combustion
a e´te´ le calcul du bruit e´mis par l’annihilation de la surface de flamme provenant de la collision
de deux flammes mono-dimensionnelles laminaires pre´-me´lange´es. Les valeurs the´oriques et
calcule´es sont tre`s proches quand on utilise un maillage capable de re´soudre le front de flamme
sans l’e´paissir. L’amplitude de la fluctuation de pression induite est e´galement bien re´cupe´re´e
en utilisant un maillage plus grossier (quand le front de flamme ne´cessite d’eˆtre e´paissi, par
exemple pour un maillage LES). Cependant, les effets de l’e´paississement de la flamme sur les
hautes fre´quences ne´cessitent des e´tudes additionnelles. Pour terminer, l’influence du sche´ma
nume´rique sur la pre´vision des modes auto-excite´s d’un bruˆleur de laboratoire a e´te´ ve´rifie´e.
Les sche´mas de LW (second ordre) et TTGC (troisie`me ordre) captent tre`s bien la forme et
la fre´quence du mode acoustique dominant pre´sent dans la chambre. Malheureusement, le
manque de donne´es expe´rimentales nous a empeˆche´s de tirer des conclusions ge´ne´rales au su-
jet de la qualite´ de chaque sche´ma nume´rique. La grande quantite´ de test re´alise´s, a partir
de simples cas de test non-re´actives mono-dimensionnels jusqu’aux calcul re´actif tridimen-
sionnel d’un bruˆleur complet, en conside´rant la convection de tourbillons, la propagation et la
re´flexion d’ondes acoustiques, le comportement de la pression pre`s des murs, le bruit direct
e´mis par l’annihilation de la surface de flamme, confirme que le code AVBP peut eˆtre utilise´
pour la pre´vision du bruit et des instabilite´s de combustion. En particulier, le sche´ma TTGC
de troisie`me ordre, fournissant des performances bien supe´rieures en termes de propagation des
tourbillons et des ondes acoustiques, pourra eˆtre e´galement utilise´ avec succe`s pour des calculs
ae´ro-acoustiques d’e´coulements non-re´actifs internes.
Appendix B
Some mathematical derivations
B.1 Some hints on the diffusion operators
This part is devoted to the description of the diffusion schemes implemented in AVBP. However,
before describing them, it is necessary to detail how the computation of gradients is performed.
In order to recover the nodal values of the gradients ∇U , a cell approximation (∇U)Ω j is first
calculated and then distributed to the nodes. The cell-based gradient is defined in a manner














A nodal approximation of the gradient is then obtained using of a volume-weighted average







A diffusion term can be discretized in many ways. AVBP used two different operators : a 4∆
and a 2∆ operators (see figure B.1 for a one-dimensional case), which have different behaviours.
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Both have their qualities and their drawbacks.




Figure B.1: Stencils of the two diffusion operators in a one-dimensionnal case
When simulating viscous flows with AVBP, two possibilities are available to calculate the
viscous fluxes:
• The laminar diffusivity is computed with the 4∆ operator, while the turbulent diffusivity
is calculated with the 2∆ operator.
• The 2∆ operator is the only one that is used.
B.1.1 4∆ stencil operator
This is the classical operator used in AVBP to discretize the diffusion by laminar diffusivity. It
is obtained by applying the cell-vertex method described in section 4.2.1 to the viscous fluxes.
The Laplacian is first obtained at the centre of the cell :






and then at the nodes after a scatter operation :





∇ · (∇w)Ω j (B.5)
This operator needs two scatter operations. Figure B.2 shows the two cell layers that are needed
to calculate ∇ · (∇U)i at the central node i :
• It is obtained by scattering the laplacians ∇ · (∇U)Ω j calculated at the centre of the cells
surrounding node i (dark cells on figure B.2) as relation (B.5) shows.
• Those cell laplacians are obtained from the nodal gradients (cell-vertex divergence oper-
ation). The nodal gradients are calculated from a first scatter operation (relation (B.3)),
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Figure B.2: 4∆ diffusion operator
which means that the gradients at the centre of a second layer of cells (light cells on
figure B.2) are needed and therefore the values of Uk at the vertices of those cells too.
To conclude, the values of U of two layers of cells surrounding the node i are needed to calculate
the nodal laplacian, which gives, in a one dimensional case, a 4∆ stencil.
B.1.2 2∆ stencil operator
The 4∆ operator is consistant and is a direct application of the cell-vertex method. Neverthe-
less, it does not dissipate the smaller wavelengths, which is physically wrong. The 2∆ operator,
derived from a finite element basis, corrects this problem. Following the same procedure em-
ployed in the derivation of the TTGC (section 4.2.3) scheme, the Laplace operator can be written














Again, the integration by parts, gives a volume term DLLi and a boundary term DBTi . Apply-
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The contribution to node i coming from cell j is then:












Assuming linear elements (see eq. 4.42 and 4.43), the discretized form of the diffusion oper-
ator becomes:







(∇U)Ω j ·Si|Ω j (B.10)








(∇U)b fΩ j ·S
b f
i|Ω j (B.11)
This kind of discretization is similar to that used for the second order derivative present in
Lax-Wendroff and TTGC schemes. It should be noticed that, in this case, the boundary term
allows a simple imposition of boundary conditions for diffusive fluxes (using (∇U)b fΩ j). On the
contrary, the treatment of the boundary term appearing in the discretization of the convection
equation (eq. 4.46) is more complicated. This term has no clear physical meaning, it can be
seen as a mathematical artifact (useful to increase the accuracy of the scheme) coming from the
application of the Galerkin method. For a detailed analysis of the effects of boundary closures
and their interaction with boundary conditions see section 6.3.
B.2 The artificial viscosity operators
B.2.1 The 2nd order operator






smu2 ζΩ j(wΩ j −wk) (B.12)
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For example, on a 1D uniform mesh, of mesh size ∆x, and for ζΩ j = ζ = cste :
dwk =−smu2 ζ2
∆x
∆t (wk−1−2wk +wk+1) (B.14)








smu2 ζ ∆x|u+ c|





where ∆FDk,∆x is exactly the classical FD Laplacian operator evaluated at k and of size ∆x.
This shows that νAV can be seen as an “artificial” viscosity (it has the same units as a physical
viscosity), which is controlled by the user-defined parameter smu2. The smu2 parameter is
therefore dimensionless.
B.2.2 The 4th order operator
The technique used for the 4th order operator is identical to the technique of the 2nd order








(~∇w)Ω j · (~xΩ j −~xk)− (wΩ j −wk)
]
(B.17)




For example, on a 1D uniform mesh, of mesh size ∆x, this yields:



















































Adding these 2 contributions gives:
dwk = smu4
∆x
16∆t (wk−2−4wk−1 +6wk−4wk+1 +wk+2) (B.21)
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where ∆∆FDk,∆x is exactly the classical FD bi-Laplacian operator evaluated at k and of size ∆x.
This shows that κAV can be seen as an “artificial” 4th order hyper-viscosity, which is controlled
by the user-defined parameter smu4. Just like smu2, the smu4 parameter is dimensionless.
B.3 Characteristic wave decomposition
B.3.1 Basic definitions
mass density ρ = ∑k ρk
mass fractions Yk = ρk/ρ
momentum m1 = ρu, m2 = ρv, m3 = ρw
sensible energy esk =
∫ T
0 CvkdT
sensible enthalpy hsk =
∫ T
0 CpkdT
sensible energy density ρes = ∑k ρkesk = ρ∑k Ykesk
sensible enthalpy density ρhs = ∑k ρkhsk = ρ∑k Ykhsk
kinetic energy density ρec = 12ρ(u







total energy E = ρE = ρec +ρes
total enthalpy H = ρH = ρec +ρhs
For each species:
rk =Cpk−Cvk γk =
Cpk
Cvk
Mean (mixture) quantities are defined as:
Cv = ∑
k
YkCvk Cp = ∑
k
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The fundamental relation between enthalpy and energy reads:
H = E +P
It is useful to introduce two new parameters:




χkYk = rT −βes = β (CvT − es) =−βe0s
where e0s is defined by e0s = es−CvT so that the sensible energy can be locally written as a linear
function of temperature:
es =CvT + e0s
Of course, Cv and e0s are not constant and es is not a linear function of T over the whole range
of temperature. However, this notation is useful to simply the coding in AVBP.
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These are useful differential relations:
dρ = ∑
k
dρk dP = ρrdT +∑
k










udρk dm2 = ρdv+∑
k
vdρk dm3 = ρdw+∑
k
wdρk
d(ρec) = ρudu+ρvdv+ρwdw+∑k ecdρk
= udm1 + vdm2 +wdm3−∑k ecdρk
d(ρes) = ρCvdT +∑
k





(ec + esk)dρk +ρCvdT
dE = udm1 + vdm2 +wdm3 +∑
k
(−ec + esk)dρk +ρCvdT
dE = ρudu+ρvdv+ρwdw+∑
k






dE = udm1 + vdm2 +wdm3 +∑
k
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As from AVBPV5.1 the esk are tabulated in intervals of 100 K such that Cvk are piecewise
constant.
B.3.2 Governing equations









basis (where ~n is the
inward normal to the patch reference vector and ~t1,~t2 the tangential ones). Then projection on
a characteristic basis will be detailed. The key idea is to build three transformation matrices:
the first, called M−1, allows the passage from conservative (U) to primitive variables (V ), the
second, called Ω−1V the rotation to the basis normal to the wall (Vn) and the third, called L the
characteristic decomposition (W ). Then, these matrices are combined to give the global trans-
formation. The notation of Nicoud [88] is retained for the mathematical derivation. Table B.1
summarises the whole procedure showing the three transformations.
Conservative Primitive Primitive Characteristic
in a normal basis


































∂W 1 = ∂un + ∂Pρc
∂W 2 =−∂un + ∂Pρc
∂W 3 = ∂ut1







Table B.1: Summary of links between different set of variables and passage matrices involved in the
wave decomposition process.
The model equations for solving the Boundary Conditions for U are the compressible 3D











































































where ~U is the vector of conserved variables:
~U = (m1,m2,m3,E ,ρk)t (B.30)













































































































































2u−βu −βv −βw β −uu+βec +χ1 . . . −uu+βec +χN
v u 0 0 −uv . . . −uv
w 0 u 0 −uw . . . −uw
H−βuu −βuv −βuw (1+β )u −uH +βuec +uχ1 . . . −uH +βuec +uχN






















YN 0 0 0 −uYN . . . u−uYN

where ec is the kinetic energy and H, β and χ are defined in the previous section (appendix B.3.1).
















































































































v u 0 0 −vu . . . −vu
−βu 2v−βv −βw β −vv+βec +χ1 . . . −vv+βec +χN
0 w v 0 −vw . . . −vw
−βvu H−βvv −βvw (1+β )v −vH +βvec + vχ1 . . . −vH +βvec + vχN






















0 YN 0 0 −vYN . . . v− vYN

















































































































w 0 u 0 −wu . . . −wu
0 w v 0 −wv . . . −wv
−βu −βv 2w−βw β −ww+βec +χ1 . . . −ww+βec +χN
−βwu −βwv H−βww (1+β )w −wH +βvec + vχ1 . . . −wH +βvec + vχN






















0 0 YN 0 −wYN . . . w−wYN

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The AU , BU and CU Jacobian matrices are difficult to diagonalise. It is more convenient to
reintroduce the primitive variables V
V = (u,v,w,P,ρk)t
The M matrix allows to change from conserved variables U to primitive variables V:
∂U = M.∂V M = ∂U
∂V
Obviously, the inverse relations hold:
∂V = M−1.∂U M−1 = ∂V
∂U





























































































ρ 0 0 0 u . . . u
0 ρ 0 0 v . . . v
0 0 ρ 0 w . . . w
ρu ρv ρw 1β ec− χ1β . . . ec− χNβ





















































































































ρ 0 0 0 − uρ . . . − uρ
0 1ρ 0 0 − vρ . . . − vρ
0 0 1ρ 0 −wρ . . . −wρ
−βu −βv −βw β βec +χ1 . . . βec +χN






















0 0 0 0 0 . . . 1

where ec is the kinetic energy and H, β and χ are defined as in the previous section (ap-
pendix B.3.1).
It is important to notice that the ∂ operator is not applied to matrix M. This means that
the matrix does not change depending on the way variations are calculated and therefore on
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The Jacobians for primitive variables are then:
AV = M−1.AU .M BV = M−1.BU .M CV = M−1.CU .M (B.36)
The primitive Jacobian matrices are thus:
AV =

u 0 0 1ρ 0 . . . 0
0 u 0 0 0 . . . 0
0 0 u 0 0 . . . 0
ρc2 0 0 u 0 . . . 0


























v 0 0 0 0 . . . 0
0 v 0 1ρ 0 . . . 0
0 0 v 0 0 . . . 0
0 ρc2 0 v 0 . . . 0


























w 0 0 0 0 . . . 0
0 w 0 0 0 . . . 0
0 0 w 1ρ 0 . . . 0
0 0 ρc2 w 0 . . . 0






















0 0 ρN 0 0 . . . w

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The next step is to write this system of equations in the basis associated to the boundary(
~n,~t1,~t2
)
. For simplicity the derivation is described first in two dimensions and then extended
in 3D.
The transformation can be done in two steps: first, a change of coordinates (x,y)⇒ (X ,Y )
must be performed and second, the velocity must be expressed in this new orthogonal basis
~s = u~i+ v~j = un~n+ut~t.
Let ~p be a generic space vector. It can be written as:
~p = x~i+ y~j = X~n+Y~t (B.37)












These two vectors are linked by a rotation matrix ΩΘ by:
P(~i,~j) = ΩΘP(~n,~t) (B.39)












where~n = nx~i+ny~j and~t = tx~i+ ty~j.
The matrix ΩΘ is orthogonal:
Ω−1Θ = Ω
T
Θ = Ω−Θ (B.41)
An interesting property is that:










or dP(~i,~j) = ΩΘdP(~n,~t) (B.43)











dY = (∇Z)(~n,~t) dP(~n,~t) (B.45)





































Eq. (B.35) can be recast in the (~n,~t) basis:
∂V
∂ t
+(AV nx +BV ny)
∂V
∂X




The final transformation is to make a new change of variable:
V2D = ΩV2DVn2D (B.50)
with:
Vn2D = (un,ut ,P,ρ1, . . . ,ρN)
T (B.51)




nx tx 0 0 . . . 0
ny ty 0 0 . . . 0
0 0 1 0 . . . 0



















0 0 0 0 . . . 1

(B.52)





nx ny 0 0 . . . 0
tx ty 0 0 . . . 0
0 0 1 0 . . . 0



















0 0 0 0 . . . 1

(B.53)
In three dimensions two vectors are linked by a rotation matrix ΩΘ1,Θ2,Θ3 by:
P(~i,~j,~k) = ΩΘ1,Θ2,Θ3P(~n,~t1,~t2) (B.54)
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. The matrix ΩΘ can
be written as the product of three bi-dimensional rotation matrices :
ΩΘ1,Θ2,Θ3 =
 cosΘ1 sinΘ1 0−sinΘ1 cosΘ1 0
0 0 1
 cosΘ2 0 sinΘ20 1 0
−sinΘ2 0 cosΘ2
 1 0 00 cosΘ3 sinΘ3
0 −sinΘ3 cosΘ3

In summary, the matrix ΩV allows to change from variables V in (~i,~j,~k) frame to variables
Vn in (~n,~t1,~t2) frame. The link between Vn and V is:
V = ΩVVn (B.55)
with
Vn = (un,ut1,ut2,P,ρ1, . . . ,ρN)T (B.56)
These are the same variables as V except for the velocity which is now written in the (~n,~t1,~t2)
basis. The matrix ΩV is thus:
ΩV =

nx t1x t2x 0 0 . . . 0
ny t1y t2y 0 0 . . . 0
nz t1z t2z 0 0 . . . 0
0 0 0 1 0 . . . 0






















0 0 0 0 0 . . . 1

(B.57)





nx ny nz 0 0 . . . 0
t1x t1y t1z 0 0 . . . 0
t2x t2y t2z 0 0 . . . 0
0 0 0 1 0 . . . 0






















0 0 0 0 0 . . . 1

(B.58)
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where
An = AV nx +BV ny +CV nz
Bn = AV t1x +BV t1y +CV t1z
Cn = AV t2x +BV t2y +CV t2z














N = Ω−1V AnΩV (B.61)
and
T1 = Ω−1V BnΩV (B.62)
T2 = Ω−1V CnΩV (B.63)
The matrix N, contains the normal Jacobian in primitive variables and can now be diago-
nalised to decompose the system into characteristic waves:
D = L.N.L−1 = L.N.R (B.64)
N = L−1.D.L = R.D.L (B.65)
D is the diagonal matrix that contains the eigenvalues of the system, L is the matrix composed




1 0 0 1ρc 0 . . . 0
−1 0 0 1ρc 0 . . . 0
0 1 0 0 0 . . . 0
0 0 1 0 0 . . . 0
0 0 0 −Y1
c2






















0 0 0 −YN
c2





2 −12 0 0 0 . . . 0
0 0 1 0 0 . . . 0




2 0 0 0 . . . 0ρ1
2c
ρ1

























2c 0 0 0 . . . 1

(B.66)













It must be noticed that three eigenvectors are associated to the same eigenvalue ~u.~n. This
means that the choice of right and left eigenvectors is not unique because every linear com-
bination of these three eigenvectors is still an eigenvector of the system. Hirsch [59] defined
an adapted set of eigenvectors which did not require the calculation of the orthonormal basis
(~n,~t1,~t2). The disadvantage is that entropic and shear waves are mixed, leading to problems to
impose boundary conditions. In AVBP, to have separated waves, the approach of M. Manna
(VKI PhD Thesis 1992) is followed. In this derivation an ”if” statement is introduced in the

























This approach is not used for 2D cases since there is no ambiguity in the basis definition.
In this derivation only the normal Jacobian has been diagonalised, this means that the flow
is decomposed into waves travelling normally to the boundary. However, no unique direction
of propagation exists in multidimensional problems, because the jacobian matrices N, T1 and
T2 are not simultaneously diagonalizable. Fortunately, the boundary condition analysis only
requires that any one coordinate direction be diagonalizable at a time, and this may always be
done. So, even tangent jacobian matrices can, in theory, be decomposed into waves propagating
in the two tangent directions. This approach is useful for the treatment of edge and corners even
if the implementation is somehow cumbersome. In AVBP, the decomposition is performed only
for the direction normal to the boundary since most important physical aspects of the flow (i.e.
acoustics) can be taken into account in this way.
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The transformation into characteristic variables ∂W can be recast as{
∂W = L∂Vn
∂Vn = L−1∂W = R∂W
(B.69)



























L and L−1 perform the passage from the variations of primitive variables to the variations of the
characteristic variables without making any assumptions on how to calculate these variations.
This is very important since it allows the use of different formulations for describing physical
quantities variations (see sections 5.2.2 and 5.2.3).
Now that we have obtained the variation of characteristic variables ∂W from the variation of
primitive variables in a local normal basis ∂Vn we can start going back. Reminding that
D = L.N.R
N = Ω−1V .An.ΩV
we obtain for D
D = L.Ω−1V .An.ΩV .R (B.72)
and defining now
LV = L.Ω−1V






ρc 0 . . . 0
−nx −ny −nz 1ρc 0 . . . 0
t1x t1y t1z 0 0 . . . 0
t2x t2y t2z 0 0 . . . 0
0 0 0 −Y1
c2






















0 0 0 −YN
c2
0 . . . 1

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RV =

+nx2 −nx2 t1x t2x 0 . . . 0
+ny2 −
ny
2 t1y t2y 0 . . . 0
+nz2 −nz2 t1z t2z 0 . . . 0ρc
2
ρc
2 0 0 0 . . . 0ρ1
2c
ρ1

























2c 0 0 0 . . . 1

characteristic variables can be obtained directly from primitive variables in a global basis using
the following relations:
∂W = LV∂V
∂V = RV∂W (B.74)
In the same way, reminding that:
AV = M−1.AU .M (B.75)
we can define the following matrices






















































































2c(u− cnx) ρt1x ρt2x u . . . uρ
2c(v+ cny)
ρ
2c(v− cny) ρt1y ρt2y v . . . vρ
2c(w+ cnz)
ρ

















































∂U = RU∂W (B.78)
allow the passage from conserved variables in a global basis to characteristic variables.
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The following relations show wave definitions, in terms of ∂W , for primitive and conserva-
tive variables. Moreover, some useful identities obtained with the following inverse relations
are detailed.
∂V = RV∂W ∂U = RU∂W (B.79)
In primitive variables, we have:
∂W 1 = +~n.∂~u+ 1ρc∂P λ
1 = ~u.~n+ c
∂W 2 = −~n.∂~u+ 1ρc∂P λ 2 = ~u.~n− c
∂W 3 = +~t1.∂~u λ 3 = ~u.~n
∂W 4 = +~t2.∂~u λ 4 = ~u.~n
∂W 4+k = −Yk
c2
∂P+∂ρk λ 4+k = ~u.~n
While in conserved variables:





∂ρk λ 1 = ~u.~n+ c





∂ρk λ 2 = ~u.~n− c
∂W 3 = 1ρ~t1.∂ρ~u−∑k~t1.~uρ ∂ρk λ 3 = ~u.~n
∂W 4 = 1ρ~t2.∂ρ~u−∑k~t2.~uρ ∂ρk λ 4 = ~u.~n




∂E +∂ρk− Ykc2 ∑ j(βec +χ j)∂ρ j λ 4+k = ~u.~n
One can also find the entropy wave ∂W S by adding all the species waves W 4+k. ∂W S is a
linear combination of eigenvectors that have the same eigenvalue~u.~n and thus this pseudo-wave
is also convected at the speed~u.~n.
∂W S = ∑ j ∂W 4+k = ∂ρ− ∂Pc2 λ S = ~u.~n
B.3. CHARACTERISTIC WAVE DECOMPOSITION 197
We also have the following inverse relations:
∂ (~u.~n) = 12(∂W
1−∂W 2)
∂ (~u.~t1) = ∂W 3
∂ (~u.~t2) = ∂W 4
∂u = 12nx(∂W
1−∂W 2)+ t1x∂W 3 + t2x∂W 4
∂v = 12ny(∂W
1−∂W 2)+ t1y∂W 3 + t2y∂W 4
∂w = 12nz(∂W






1 +∂W 2)+∂W 4+k
∂ρ = ρ2c(∂W





∂ r = 1ρ
(
∑k rk∂W 4+k− r∂W S
)
∂T = βT2c (∂W
1 +∂W 2)−∑ j r jTρr ∂W 4+ j
∂ρu = ρ(u+cnx)2c ∂W
1 + ρ(u−cnx)2c ∂W
2 +ρt1x∂W 3 +ρt2x∂W 4 +u∂W S
∂ρv = ρ(v+cny)2c ∂W
1 + ρ(v−cny)2c ∂W
2 +ρt1y∂W 3 +ρt2y∂W 4 + v∂W S
∂ρw = ρ(w+cnz)2c ∂W
1 + ρ(w−cnz)2c ∂W
2 +ρt1z∂W 3 +ρt2z∂W 4 +w∂W S
B.3.3 Link between AVBP formulation and original NSCBC
This section presents some theory about the NSCBC method [97]. As said in section 5.2.2,






The link betweenL and ∂W formulations is detailed in table B.2. To recast the original notation
of Poinsot, acoustic waves should be multiplied by ρc and species waves by c2.
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Inflow boundary
Type Way NSCBC MS [87] AVBP V5.X Nicoud [88]
acoustic wave out -L L−∆t strength(5) ∂W 2
entropy wave in -L LS∆t strength(1) ∂W s
transverse shear in -L Lt1∆t strength(2) ∂W 3
transverse shear in -L Lt2∆t strength(3) ∂W 4
acoustic wave in -L L+∆t strength(4) ∂W 1
species waves in -L Lk∆t strength(5+k) ∂W 4+k
Outflow boundary
Type Way NSCBC MS [87] AVBP V5.X Nicoud [88]
acoustic wave in -L L−∆t strength(4) ∂W 2
entropy wave out -L LS∆t strength(1) ∂W s
transverse shear out -L Lt1∆t strength(2) ∂W 3
transverse shear out -L Lt2∆t strength(3) ∂W 4
acoustic wave out -L L+∆t strength(5) ∂W 1
species waves out -L Lk∆t strength(5+k) ∂W 4+k
Table B.2: Correspondence between notations in the NSCBC MS paper [87], the ∂W notation and the
strength in the AVBP implementation (in 3D).














The acoustic wavesL+ andL− are convected respectively at the velocity un+c and un−c. All
other waves are convected with the flow at the velocity un. The waves Lt1 and Lt2 are shear
waves. The remaining waves Lk (for k = 1 to N) are species waves. The entropy wave LS is
















The central idea of characteristic methods for boundary conditions is to identify the outgoing
and incoming waves crossing a boundary. The outgoing waves carry information from the
interior of the domain and must be kept as computed by the numerical scheme. However, the
incoming waves carry information coming from the outside (i.e. controlled by the boundary
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condition). They cannot be computed from interior points data [97]. The principle of NSCBC
is to infer the amplitude of the incoming waves from the amplitude of the outgoing waves using
appropriate LODI (Local One Dimensional Inviscid) relations [97]. These LODI relations are
obtained by writing eq. B.60 near the boundary as if the flow were locally inviscid and one-














































At this point, the physical behaviour of the boundary must be taken into account to find which
LODI relation should be used in order to assess the entering wave(s). Some examples of useful
LODI relations are given below, using standard notations (Mn is the local Mach number in
direction n : Mn = un/c and β = γ−1) :












(L+−L−) = 0 (B.87)
∂ut1
∂ t
+Lt1 = 0 (B.88)
∂ut2
∂ t



















































(Mn−1))+ cMnLS = 0 (B.96)
Additional LODI equations can be written for enthalpy, entropy, momentum or for normal
gradients, by combining the previous relations. These LODI relations can be used to set the
incoming wave amplitude as a function of the outgoing waves and the variations on the bound-
ary. For example on fixed velocity inlet, eq. B.87 suggests that the incoming waveL+ must be
equal toL−. In AVBP, LODI relations written here are not actually used. They are replaced by
the inverse relations obtained from eq. B.79, in terms of ∂W , which are equivalent.
B.4 Analytical solution for the 1D cavity mode
The solution for instantaneous pressure in a 1D cavity is the following
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+∇p1 = 0 (B.100)





















if we are interested on the values of the velocity derivative of the first Eigen-mode at x=0.
























which is always zero if we consider the first Eigen-mode at x=0.
B.5 On the equivalence between Dirichlet and characteristic
wall treatments
The principle of Dirichlet boundary conditions for walls is to force to zero the velocity while
leaving other quantities as predicted by the numerical scheme. The only quantities which remain
to determine are the wall pressure and density.
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For the Dirichlet method (HARD), the density is simply obtained as a predicted quantity and no
correction is performed. This means that the density is obtained using a ∂ρ∂ t given by the density














considering the velocity zero at walls.
On the contrary, characteristic boundary conditions (WAVE) use waves to infer the appro-
priate values of variables on the boundary (see B.3 and [25]). In the case of a wall they state
that the incoming acoustic waveL+ should be the same as the outgoing oneL−. Applying this









(L++L−)+LS = 0 (B.106)













considering thatLS is zero because uwall = 0.
Compared to eq. B.105, eq. B.107 shows an additional term1 involving a spatial derivative
of pressure. According to the analytical solution of the acoustic eigenmode (see section B.4),
this derivative is supposed to be zero, however, due to discretization errors related to the finite
number of mesh points, this is not the case. This simple analysis shows that Dirichlet and
characteristic wall boundary conditions are not equivalent because the density equations solved
at wall boundaries by the two methods are not the same. This additional term is therefore
responsible for the different behaviours observed in sections 6.3.2 and 6.3.3 when employing
Dirichlet or characteristic boundary conditions 2
B.6 The stability matrix analysis
In order to better understand the very different behaviours observed in sections 6.3.2 and 6.3.3
the stability matrix [59, 35] of the global numerical scheme has been derived taking into ac-
count:
1The same analysis has been performed for the linearised Euler equations in annex B.6 (called here ABC term
for Additional Boundary Condition term). In that case the additional term involves the spatial derivative of density.
2To confirm this assumption, the amplification matrix for the WAVE CSOT case (see annex B.6.6) has been
modified neglecting the term c ∂ρ∂x but no entire rows have been discarded. This new formulation can be seen as an
hybrid form between Dirichlet and characteristic approaches. The resulting scheme was found to be unstable.
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• the linearised Euler equations
• a 15-point one-dimensional mesh
• the Lax-Wendroff numerical scheme
• the presence of the artificial boundary closure (see eq. 4.2.4)
• the presence of both Dirichlet and characteristic wall no-slip boundary conditions.
A few studies concerning the interaction of boundary conditions and numerical boundary
closures can be found in the literature [35, 33, 24, 1, 2]. but all of them discuss issues related to
compact implicit finite-difference schemes [81].

























where ρ is the density, u the velocity, p the pressure and E = e+ 1/2u2 the total energy. We
consider a perfect gas, so that p = ρrT being T the temperature. Moreover, the flow is consid-
ered isentropic and the mean velocity u¯ = 0. After linearization (all quantities are decomposed















where c2 = p
′
ρ ′ is the speed of sound.
To simplify the notation, the superscript X ′ is neglected in the rest of the section.
B.6.1 Derivation for the internal points
The derivation is first performed for points which are ”inside” the domain in order to consider
only the numerical scheme in the center of the computational domain without the additional dif-
ficulties linked to the boundary discretization and to the boundary conditions. The LW scheme
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is used to discretize the unknowns ρ et u.
ρn+1 = ρn +∆t ∂ρ
∂ t
∣∣∣∣n + 12∆t2 ∂ 2ρ∂ t2
∣∣∣∣n +O(∆t3) (B.113)
un+1 = un +∆t ∂u
∂ t
∣∣∣∣n + 12∆t2 ∂ 2u∂ t2
∣∣∣∣n +O(∆t3) (B.114)
As usual, the superscripts n+1 and n indicate respectively time instants n+1 and n.
Following the LW principle, using eq. B.111 and B.112 we obtain:





























































Considering the solution vector U written as:
U = (. . . ,ρ j−1,u j−1,ρ j,u j,ρ j+1,u j+1, . . .)T (B.119)
the amplification matrix for the system of equations B.117 et B.118 is:
Qint =

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .












2h 0 . . . . . . . . .
















h2 0 . . . . . . . . .












2h 0 . . . . . .
















h2 0 . . . . . .












2h 0 . . .
















h2 0 . . .
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

(B.120)
Matrix B.120 does not include the points on the boundaries of the mesh, the procedure to take
into account these points is presented in section B.6.2, for the boundary condition treatment,
and B.6.3 for the numerical boundary closure. Sections B.6.4 to B.6.7 describe how boundary
points are taken into account according to different kind of boundary conditions and numerical
boundary closures.
B.6. THE STABILITY MATRIX ANALYSIS 205
B.6.2 Boundary conditions
The following presents the procedure for the integration of Dirichlet and characteristic wall no-
slip boundary conditions into the amplification matrix. To this point, matrix Q can be rewritten
as:
Q=Qint +Qbound (B.121)
where Qint includes the coefficients concerning all the points of the mesh but the ones lying on
the boundaries (these lines are replaced by zeros). Matrix Qbound , instead, contains non zero
values only in the rows that correspond to the boundary points. The treatment of the boundary
numerical scheme is also taken into account in this matrix.
When using Dirichlet boundary condition the velocity is set to zero in a hard way. Therefore,
in a discrete form, the boundary condition is:
un0 = 0 ∀n ∈ N∗ (B.122)







where index P refers to values predicted by the numerical scheme and index C correspond to
values corrected by the boundary condition.
Characteristic boundary conditions require a more complex derivation because the linearised
Euler equations need to be modified at boundaries according to the characteristic decomposi-




















The eigenvalues of the system can then be computed yielding:
λ+ =+c , λ− =−c




) , l− = (1,− ρ¯
c
)
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System B.126 can now be written in the characteristic space.
∂ρ
∂ t
+d1 = 0 (B.129)
∂u
∂ t











The wall boundary condition can be enforced by imposing the incoming acoustic wave equal
to the outgoing one (total acoustic reflection). In this way eqs. B.129 and B.130 become:
• On the left wall (point 0):
∂ρ
∂ t




• On the right wall (point N):
∂ρ
∂ t




B.6.3 Numerical boundary terms
This section discusses the inclusion in the amplification matrix of the two available numerical
boundary treatments described in section 4.2.4, USOT and CSOT, regarding the treatment of the
artificial second order term. As discussed in section 4.2.4, the computation of the boundary term
BTi leads to the annihilation of the second order term globally. Therefore, no second derivatives
are present in matrices related to the CSOT scheme.
On the other hand, when the boundary term is forced to zero (USOT), the second order
term to be computed in the whole domain needs to be taken into account. Since this term is
computed also on boundary nodes, a problem arises because in these points only a two-point
stencil is available. Larger upwind stencils or ghost-nodes methos are not coded in AVBP due to
their complicated implementation in an unstructured framework. In order to perform a second
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derivative on a two-point stencil, some additional hypothesis are therefore needed. The second









Second derivatives present in USOT computations are computed using the discretization pre-
sented in eq. B.136.
Once boundary conditions and boundary terms are included, the stability analysis is per-
formed by computing the eigenvalues of the global amplification matrix. Numerical instability
occurs when an eigenvalue of the system has modulus larger than unity.
B.6.4 Dirichlet + CSOT
This case is labelled as HARD CSOT in section 6.3.3. The solution vector is
U = (ρ0,ρ1,u1, . . . ,ρN−1,uN−1,ρN)T
. Taking into account boundary conditions, the numerical boundary scheme is:
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The boundary amplification matrix is:
Qbound =



























h2 0 ... 0
0 ... ... ... ... ... ... 0
.. ... ... ... ... ... ... ...
0 ... ... ... ... ... ... 0
































































Figure B.3: Global view (left) and zoom (right) of the eigenvalues of matrix Q for case HARD CSOT
Fig. B.3 shows the eigenvalues of the system in a complex diagram. It can be noticed that
six eigenvalues have modulus larger than one. The instability of the global numerical scheme,
already observed in section 6.3.3, is confirmed. Other computations performed at different CFL
numbers, shows that this scheme is unconditionally unstable.
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B.6.5 Dirichlet + USOT
This case is labelled as HARD USOT in section 6.3.3. The solution vector is the same as the
previous case, i.e. it does not contain u0, and uN because they are not unknowns but they are
fixed by the Dirichlet boundary condition. So, only eqs. B.137 and B.142 are modified to give:
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Fig. B.4 shows that all the eigenvalues have modulus smaller than one. This choice for
boundary scheme is therefore stable.
B.6.6 Characteristic BC + CSOT
This case is labelled as WAVE CSOT in section 6.3.3. The solution vector
U = (ρ0,u0,ρ1,u1, . . . ,ρN−1,uN−1,ρN ,uN)T
contains all the unknowns of the system because none of them is fixed in a ”hard” way. Ma-
trix Qbound contains only the first (ρ0,u0) and last (ρN ,uN) two rows of the global amplification
matrix.




































































Figure B.4: Global view (left) and zoom (right) of the eigenvalues of matrixQ for the case HARD USOT
Finally the boundary matrix is written as:
Qbound =

1− c∆th ρ¯∆th c∆th − ρ¯∆th 0 ... ... ... ... 0
0 1 0 0 0 ... ... ... ... 0
.. ... ... ... ... ... ... ... ... ...
0 ... ... ... ... 0 c∆th
ρ¯∆t
h 1− c∆th − ρ¯∆th
0 ... ... ... ... 0 0 0 0 1
 (B.151)
All the eigen-values shown in fig. B.5 have modulus smaller than one. This numerical ap-
proach is therefore stable.
B.6.7 Characteristic BC + USOT
This case is labelled as WAVE USOT in section 6.3.3. The solution vector is the same as the

























































Figure B.5: Global view (left) and zoom (right) of the eigen-values of matrix Q for the case
WAVE CSOT

















for the right wall. The boundary matrix is:
Qbound =











h 0 ... ... ... ... 0
0 1 0 0 0 ... ... ... ... 0
... ... ... ... ... ... ... ... ... ...









0 ... ... ... ... 0 0 0 0 1

(B.156)
Also in this case, the eigenvalues shown in fig. B.6 confirm the stability of the numerical
scheme.






































Figure B.6: Global view (left) and zoom (right) of the eigen-values of matrix Q for the case
WAVE USOT
B.7 Training period at Siemens Power Generation
This work was part of the fellow training exchange program in the framework of the Marie
Curie RTN FLUISTCOM (FLUId-STructure interaction for COMbustion systems) project.
In the last years, constraints on pollutants emissions for gas turbines became more and more
severe. Experiments and calculations show that systems operating at lean regimes, required for
low NO formation, can exhibit strong thermo-acoustical instabilities. The high level of induced
pressure fluctuations may lead to strong structural vibrations and even to the destruction of the
system. So, there is an important link between pollutants formation, thermo-acoustic instabil-
ities and structural vibrations and all these phenomena should be analysed and understood by
gas turbine manufacturers.
This work relates on the first ring of the chain: pollutants formation. Obtaining precise and
quantitative information on, for example, CO and NO at the end of a combustion chamber is
a very hard task for CFD. Solving the unsteady reactive flow in a whole combustion chamber
using a detailed chemistry mechanism (involving tens of species and reactions) is not possible
considering the computer power available today. LES with a reduced chemical scheme (up to 4
reactions) is possible but still too expensive for the everyday industrial needs. More affordable
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approaches are RANS (or URANS) computations coupled with a 5 step chemical scheme or a
presumed PDF flamelet method. However, in this case, the accuracy of the prediction is heavily
influenced by the performances of the turbulence model employed.
In order to get more precise quantitative information on pollutants production, a post-processing
tool (LaPaC solver) has been developed [1]. The LaPaC solver couples a converged RANS so-
lution with a 1D detailed chemistry code (Senkin). The coupling is performed by means of a
particle tracking applied to the RANS solution. The tracking allows for the “condensation” from
three-dimensional into one-dimensional data that can be used to feed the 1D chemical solver.
One of the most important assumptions made in the development of this tool is that chemi-
cal reactions are supposed to occur in a well stirred reactor regime. Defining the Damko¨hler
number (Da) as the ratio between a turbulent time-scale and a chemical time-scale, the well
stirred reactor regime occurs if Da 1. This means that the mixing process, induced by turbu-
lence, is much faster than any chemical reaction. In other words, reactants are always perfectly
mixed (by fast turbulence) and “ready” to react. Unfortunately, in real operational combustion
chambers, this condition is not always satisfied. Therefore, some corrections are needed to take
into account the non perfect mixing of the chemical species. In the first version of LaPaC this
problem was overcome by multiplying the real residence time in the 1D reactor by a so-called
residence factor. This parameter, being smaller than one, reduces the residence time trying to
take into account the incomplete mixing. A weak point of this approach is that the residence
factor is global (one value for all the 1D reactors of the computation) and user-defined.
The aim of the work was the improvement of the LaPaC tool, with respect to the turbulence-
flame interaction, in order to take into account the effects of the incomplete mixing. According
to this target a new zonal model has been proposed. This approach has been tested calculating
CO and NO emissions for a high pressure test rig operating at two different regimes: partial
and full load. The zonal model computes locally, for each section, a different residence factor
according to the local Damko¨hler number. The key feature of this method is the computation of
the chemical timescale needed for the calculation of the Damko¨hler number. Three different re-
gions have been identified in the combustion chamber: the flame zone, the burnout zone and the
CO zone (a thin strip located right after the flame). Then, the most important chemical process
occurring in each of these regions, has been used to develop a procedure for the computation
of a chemical time scale. In the flame zone the global reaction was used for combustion of
methane and in the NO zone (burnout zone) a simplified reaction mechanism for the thermal
NO pathway. For the CO zone, seen the complexity of the CO formation pathway, a blending
of the two previous models was employed. Testing this basic approach revealed a too high level
of NO when applying the model to the full load case.
To get a deeper understanding of the real, local, behaviour of the LaPaC solver and, hope-
fully, some hints on how to improve the model, the evolution of several quantities along some
trajectories has been analysed. The conclusion of this study was that it is necessary to improve
the mixing by adding some exhaust gases in the region between the beginning of the reaction in
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RANS computation and the ignition in Senkin.
[1] A. Gu¨nther. Advanced flame modeling in gas turbine combustors with CFD methods.
SIEMENS internal report. 2006
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Analysis of the effects of artificial boundary terms in
Taylor-Galerkin schemes.
M. Porta1,∗, N. Lamarque1 and F. Nicoud2
1 CERFACS, Toulouse, France
2 University Montpellier II, CC51, 34095 Montpellier, France. E-mail: nicoud@math.univ-montp2.fr
SUMMARY
Artificial second order terms appear in numerical schemes involving a Taylor expansion in time (Taylor-
Galerkin schemes, residual distributions, finite volume formulations of the Lax-Wendroff scheme)
even for pure convection problems. These terms must be assessed everywhere in the computational
domain as well as on its boundaries. This paper is about the analysis of the interaction between
the aforementioned boundary numerical corrections and boundary conditions for compressible flows.
Copyright c© 2000 John Wiley & Sons, Ltd.
key words: Taylor-Galerkin schemes, boundary numerics, characteristic boundary conditions
1. INTRODUCTION
Recent studies of turbulent reactive flows in complex geometries have shown the great potential
of compressible LES (Large Eddy Simulations) to predict thermo-acoustic instabilities [1].
To provide accurate results in the most computationally efficient way, massively parallelized
high-order low-dissipative numerical schemes on unstructured grids have to be used. To
this respect, the Taylor-Galerkin family of schemes [2][3] is an excellent candidate. In this
approach, accuracy is increased by taking advantage of a Taylor expansion in time. Using the
homogeneous convection equation, time derivatives are replaced by the corresponding spatial
derivatives. Applying the Galerkin method, the term containing second spatial derivatives can
then be integrated by parts, leading to two different contributions: one to be computed in
the whole domain and the other one only at boundaries. Considering a second order Taylor
expansion and following the mathematical derivation of [4] we obtain:
MRn+1 = −L(Un) −
1
2
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∆t the temporal residual, U the
solution vector, L(Un) the first spatial derivative operator and LL(Un) the second spatial
derivative operator. This term is then splitted into two contributions, LLdomain(Un) and LL
bound
(Un) ,
to be computed respectively in the whole domain and only at boundaries.
Boundary terms are common in finite element formulations and they are usually prescribed
in order to impose the physical boundary conditions. For example, in diffusion problems the
boundary terms are used to impose Neumann or Robin conditions. The treatment of the
LLbound(Un) term is more complicated because no physical argument can be used to prescribe
it. One must note that this difficulty concerns all numerical methods close to the Galerkin
finite element approach using Taylor expansions in time, such as finite volume cell-vertex and
residual distribution formulations of the Lax-Wendroff scheme [5].
Of course, to perform a complete analysis of the numerical scheme at boundaries, boundary
conditions need to be taken into account. In this work, a characteristic based boundary
treatment [6] will be used in order to handle the physical boundary terms in the most
appropriate way.
The aim of this paper is the analysis of the interaction between the numerical treatment
of the artificial second order term and characteristic boundary conditions. Section 2 describes
the numerical boundary treatment to be used in order to get the right amplitude of waves.
Section 3 will confirm the results of section 2 taking advantage of the stability analysis of the
amplification matrix [7, 8] of the system.
2. EFFECTS OF ARTIFICIAL SECOND ORDER TERMS
To understand the behavior of the artificial second order term LL(Un) with respect to its
closure at boundaries, two numerical formulations were tested:
(i) Un-cancelled Second Order Term (USOT) formulation: only the LLdomain(Un) term is
computed in each cell of the mesh. The LLbound(Un) term is not accounted for: it is set
to zero.
(ii) Cancelled Second Order Term (CSOT) approach: LLbound(Un) is computed in such a way
that LL(Un) is null over the boundary nodes.
To determine which formulation provides the right waves amplitudes, a simple test case has
been performed. The axial velocity in a one-dimensional cavity is initialized with a saw-tooth
shape, imposing the normal gradient equal to 1 in the left half and -1 in the right half.
Pressure, temperature and density are constant. Fig. 1 shows velocity and pressure initial
fields. Characteristic wall no-slip boundary conditions [6] are used at both sides of the domain.
The simulation has been stopped after one iteration (time step corresponding to an acoustic
CFL number of 0.7) and the computed value of the outgoing acoustic wave (on the left side)










where n indicates the inward normal vector. Given the initial velocity u and pressure p fields,
the acoustic wave can be written, in terms of density ρ = 1.10100143 kg/m3 and speed of
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Figure 1. Velocity and pressure initialisation for the one-iteration test case.
sound c = 358.728 m/s, as Lout = ρc
2 = 141683 SI. The computation was performed
using a cell-vertex finite volume formulation of the Lax-Wendroff scheme implemented in
the AVBP [9] code of CERFACS. The computed values of the characteristic wave Lout were
obtained according to the following relation [6]:
∂Aout
∂t
+ Lout = 0 (3)
considering the temporal variation of the acoustic waveAout. Table I shows the results obtained
for both CSOT and USOT formulations. It is important to note that only the CSOT scheme
predicts the correct value of the outgoing acoustic wave. This is consistant with the fact that
Table I. Computed values of the outgoing acoustic wave after one iteration for different treatment of
the artificial second order term. The exact value is 141683 SI.
CSOT USOT
LW 141798 215834
Error % 0.08 52.33
high-order artificial terms are not present in the boundary region. The large error obtained
with USOT demonstrates that simply ignoring the artificial boundary term, although usual,
is not appropriate.
3. AMPLIFICATION MATRIX ANALYSIS
In order to confirm the findings of the previous section and to get a deeper insight about the
long-term behaviour of the two numerical boundary treatments USOT and CSOT, the global
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have been discretized using a Lax-Wendroff scheme on a 15-point 1D grid. As usual, prime
values stand for small fluctuations around the mean state. Spatial gradients are assessed by
using a second order centered scheme except at boundaries where a biased, first order scheme
is used. Characteristic boundary conditions are introduced by applying the characteristic
decomposition to eqs. 4 and 5. The wall physical boundary condition is then enforced by
imposing the incoming acoustic wave equal to the outgoing one (total acoustic reflection).
Eqs. 4 and 5 are therefore replaced by:
∂ρ′
∂t




The fully discretized problem can be then formulated as Un+1 = QUn where Q is the
amplification matrix and U is the column vector containing the density and velocity
fluctuations nodal values. Fig. 2 compares the eigenvalues of Q for both USOT and CSOT
formulations. Computations have been performed at CFL number equal to 0.7. It can be
noted that both approaches are stable: no eigenvalues with modulus larger than unity have
been found. Moreover, a qualitative analysis of the eigenvalue distribution suggests that the
CSOT formulation could have a less dissipative behavior than the USOT approach because
the eigenvalue having the biggest modulus (considered only eigenvalues with modulus different
than one) of matrix Q is larger for the CSOT scheme (see fig. 2). In order to confirm the results
Figure 2. Eigenvalues of the amplification matrix for CSOT and USOT formulations. Overall view
(left) and zoom (right).
obtained with the amplification matrix analysis, the computation of an acoustic eigen-mode
of a 1D closed cavity has been performed. Initial values of pressure and velocity correspond to








, p = 101300Pa (7)
where p′ = 10Pa is the equivalent pressure fluctuation, l = 0.01m is the length of the cavity,
ρ is the density and c the speed of sound. A 15-point mesh and wall no-slip characteristic
boundary conditions are used as in the previous analysis. Fig. 3 shows profiles for initial
velocity and pressure. Fig. 4 shows the temporal evolution of the wall pressure of the cavity for
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Figure 3. Velocity and pressure initialisation for the acoustic eigenmode.
both USOT and CSOT formulations. The theoretical damping predicted by the amplification
matrix (biggest eigenvalue) is also shown. Theoretical and computed damping of the acoustic
mode match perfectly. This confirms the results obtained with the amplification matrix: 1)
both schemes are stable and 2) the CSOT formulation is less dissipative. Therefore, the
CSOT scheme coupled to characteristic boundary conditions has to be used for compressible
hyperbolic problems. According to fig. 4 the acoustic mode is strongly damped, even using the
Figure 4. Temporal evolution of the wall pressure for CSOT (left) and USOT (right) formulations.
Dashed lines show the damping predicted by the eigenvalue having the biggest modulus (different
than unity).
more accurate CSOT formulation. In order to decrease the dissipation, a three-point second
order upwind discretization has been included in the amplification matrix for boundary points.
The resulting scheme has a restrained stability region (CFL < 0.12, see fig. 5) but, as shown in
fig. 4, it is less dissipative than the scheme employing a first-order discretization at boundaries.
In fact the biggest eigenvalue of matrix Q computed at CFL = 0.1 is larger when using a second
order boundary discretization: 0.9999230 for first order, 0.9999994 for second order.
Copyright c© 2000 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids 2000; 00:1–6
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Figure 5. Spectral radius of the amplification matrix for first (left) and second (right) order boundary
discretizations. CSOT formulation.
4. Conclusions
In this paper the effects of the artificial second order term stemming from the Taylor expansion
in time required by the family of Taylor-Galerkin schemes have been investigated. Emphasys
was put on the discretization of boundaries, where a special numerical treatment is needed and
boundary conditions must be taken into account. Two numerical boundary formulations were
tested: the Cancelled Second Order Term (CSOT) and the Un-cancelled Second Order Term
(USOT) approaches. Some computations and the stability analysis of the amplification matrix
of the system showed that the CSOT discretization, coupled with characteristic boundary
conditions, has to be used when dealing with convection and reflection of acoustic waves.
In order to increase dissipation properties, a second order boundary discretization has been
tested in the amplification matrix. The resulting scheme is less dissipative than the one using
a first-order boundary discretization but suffers of a strongly reduced stability region.
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Abstract
Pilot flames, created by additional injectors of pure fuel, are often used in turbulent burners to enhance flame
stabilisation and reduce combustion instabilities. The exact mechanisms through which these additional rich zones
modify the flame anchoring location and the combustion dynamics are often difficult to identify, especially when
they include unsteady hydrodynamic motion. This study presents Large Eddy Simulations (LES) of the reacting
flow within a large-scale gas turbine burner for two different cases of piloting, where either 2 or 6 percent of the
total methane used in the burner is injected through additional pilot flame lines. For each case, LES shows how
the pilot fuel injection affects both flame stabilisation and flame stability. The 6 percent case leads to a stable
flame and limited hydrodynamic perturbations in the initial flame zone. The 2 percent case is less stable, with a
small-lift-off of the flame and a Precessing Vortex Core (PVC) in the cold stabilisation zone. This PVC traps some
of the lean cold gases issuing from the pilot passage stream, changes the flame stabilisation point and induces
instability.
Keywords: Combustion instabilities; Partially premixed; Swirled; Large Eddy Simulations
1. Introduction
Modern heavy duty gas turbines usually operate
in lean premixed regimes to satisfy emissions regu-
lations and can be very sensitive to combustion in-
stabilities [1–3]. In most cases, flame stabilisation is
provided by swirl injectors. A key zone of the cham-
ber controlling instabilities is the burner outlet section
where swirl is very intense and must provide flame
stabilisation. In these regions, the natural unstable
modes of swirling flows (Precessing Vortex Cores or
PVCs [4–8]) can interact with stabilisation and lift-off
phenomena [9–12] to produce undesired oscillations.
A method to encourage robust stabilisation is to use
small pilot flames in these regions, usually by adding
pure fuel injection. This leads to increasedNOX lev-
els and therefore a compromise between stabilisation
and pollution levels must be sought. Furthermore, sta-
bilisation is a difficult task because its basic mecha-
nisms in a piloted swirled zone are not well under-
stood. Proof of the importance of fuel injection are
observed in active control examples in which a small
modulation of flow rate in the fuel lines feeding the
pilot flame can be sufficient to alter the stability of
the combustor [13–15].
Large Eddy Simulation (LES) is becoming a
standard tool to study the dynamics of turbulent
flames [16–18]. The objective of this paper is to use
LES (section 2) to compare two different cases of pi-
loting in a gas turbine burner. Either 2 or 6 percent
of the total methane used in the burner is injected ad-
ditionally through pilot fuel lines. The burner is de-
scribed in section 3. The 6% pilot fuel case leads to a
robust and stabilized flame while the 2% case induces
a small lift-off zone of the flame where a PVC can
develop and lead to flame oscillations (section 4).
Because of the complexity of the burner, no de-
tailed measurements are available. However, observa-
tions in the full scale atmospheric test rig confirm LES
predictions: the 2% leads to a more unstable flame
than the 6% case.
2. Numerical approach used in Large Eddy
Simulations
A fully compressible explicit code is used to solve
the multi-species Navier-Stokes equations on hybrid
grids [8, 19, 20]. Subgrid stresses are described by
the classical Smagorinsky model [21]. A two-step
chemical scheme is fitted for lean regimes on the GRI-
Mech V3 reference [20]. The objective of the fit pro-
cedure is that the two-step mechanism and the GRI
mechanism must produce the same flame speeds and
maximum temperatures for laminar premixed one-
dimensional flames for equivalence ratios ranging be-
tween φ = 0.4 and φ = 1.2.
The flame / turbulence interaction is modeled by
the Dynamic Thickened Flame (DTF) model [22]
which accounts for both mixing and combustion, and
is crucial in partially premixed flames.
The explicit Lax-Wendroff numerical scheme uses
second-order spatial accuracy and second-order time
accuracy. The boundary condition treatment is based
on a multi-species extension [19] of the NSCBC
method [23], for which the acoustic impedance is con-
trolled to minimise the unwanted reflections [24]. The
adiabatic walls are handled using a logarithmic law-
of-the-wall formulation which is known to perform
well with the classical Smagorinsky model [25]. Typ-
ical runs are performed on a grid composed of 1.4
million tetrahedra on parallel architectures. Multi-
ple validations of this LES tool are available for non-
reacting [26, 27] and reacting flows [8, 20, 28, 29].
3. Target configuration
The test geometry is an axisymmetric combustion
chamber (Fig. 1-a), with a 3MW full scale burner inlet
(Fig. 1-b). This burner is composed of two coaxial
swirlers:
• The premix passage swirler contains 24 vanes.
Methane is injected through 10 small holes on
each vane, ensuring efficient mixing and deliv-
ering approximately 90% of the total mass flow
rate. In the LES, this flow is assumed to be fully
premixed.
• The pilot passage swirler (detailed in the upper
part of Fig. 1-b) delivers the remaining 10% of
the flow rate (pure air). The central hub is con-
nected to 8 vanes. Four additional tubes are in-
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Fig. 1: a) Global view of the test geometry and b) zoom on
the burner (pilot and premix passages) inner parts.
The computational domain includes all pilot pas-
sage vanes as well as the pilot fuel tubes, but not the
premix passage vanes. Appropriate profiles of veloc-
ity and species are imposed to mimic the inlet exper-
imental data [20] downstream of the premix passage
vanes (Fig. 2).
The two operating points simulated in this study
(2% and 6%) only differ by the fuel mass flow rates
in the pilot fuel inlets:
• In the pilot passage stream, the fuel delivered by
pilot injection leads to a global equivalence ratio
of φ = 0.36 (case 6%) and φ = 0.12 (case 2%),
of which the latter is outside the flammability
limits. However, the very heterogeneous mix-
ture may allow combustion to develop locally in
rich pockets or in diffusion flamelets, depending
on the mixing efficiency.
• In the premix passage stream, the imposed pro-
files in both cases correspond to a perfectly pre-
mixed flow with an equivalence ratio of φ =
0.53.
4. Results and discussion
In swirling flows, the general mechanism leading
to flame stabilisation is well known [8, 20]: a cen-
tral core of hot gases is maintained along the burner
axis by the strong recirculation zone induced by swirl.
This section shows how this classical stabilisation
mechanism is affected by the pilot flames. Figures 3
and 5 respectively present statistical profiles (time av-
eraged and RMS values) of temperature and axial ve-
locity in the central plane. The axial location of these
profiles is shown on Fig. 2. Velocity, temperature and
location along axis are normalised respectively by ref-
erences Uref, Tref and the pilot passage radius R.
Premix passage inlet
Pilot passage















Fig. 2: Cross section of the test geometry and location of the
planes used in Fig. 3, 5 and 8.
In the 6% pilot fuel case, the flame is clearly an-
chored on the central hub of the pilot passage, and
the temperature fluctuations remain small (Fig. 3-b):
burnt gases are found along the axis from x = 0
to x = 2R. Flame lift-off appears in the 2% case
(Fig. 3-a). The gases between x = 0 and x = 2R
are cold. Hot pockets begin to appear after x = 2R
but they are very intermittent, as demonstrated by the
very large values of the RMS temperature (error bars
on Fig. 3-a). A clearer understanding of the differ-
ences between the two cases can be gained by plotting
isosurfaces of temperature and stoichiometric equiv-
alence ratio (Fig. 4). For the 6% case, the hot zone
(T = 2/3 · Tref) is directly connected to the pilot
passage hub (Fig. 4-b). For the 2% case, the flame is
stabilised on a ’finger’ of burnt gases which is rotat-
ing around the x-axis (Fig. 4-a), thereby inducing the
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Fig. 3: Profiles of mean temperature (thick line), RMS
of temperature (error bars) and T = Tref reference line(dashed line) for a) 2% case and b) 6% case.
large RMS fluctuations of temperature seen in Fig. 3-
a.
The axial velocity fields (Fig. 5) also present sig-
nificant differences. For the 6% case, a very large
zone with small velocities (mean as well as RMS) de-
velops between x = 0 and x = 3R (Fig. 5-b). This
zone contains the hot gases (Fig. 3-b) which provide
stabilisation. The 2% case (Fig. 5-a) is characterised
by a more intense recirculation (see for example cuts
at x = 2R or x = 3R) and a much higher level
of RMS velocities. This zone (between x = 0 and
x = 3R) contains cold gases (Fig. 3-a) which experi-
ence intense fluctuations. Even when the temperature
increases (downstream of x = 3R), the velocity RMS
values (Fig. 5-a) remain much higher for the 2% than
for the 6% case, confirming that the 2% flame is not
only lifted but also more hydrodynamically unstable.
Instantaneous combustion regimes can be visu-
alised by scatter plots of reaction rate versus local
mixture fraction Z (Fig. 6). In both cases, most react-
ing points are located very close to the global mixture
fraction of the combustor Zmean, but in the 6% case,
combustion also takes place at richer regimes, even
slightly above stoichiometric (Zst), yielding higher
maximum heat release. These points correspond to
the roughly stoichiometric mixture issuing from the
four pilot fuel jets after it has mixed with the premix
Fig. 4: Instantaneous isosurface of temperature (T = 2/3 ·
Tref, colored by axial velocity) and isosurface of equiva-
lence ratio (φ = 1, colored in blue) for a) 2% case and b)
6% case. color figure in print
passage air and passed through the vanes. By burning
vigourously, these zones provide the robust stabilisa-
tion observed in Fig 4-b. For the 2% case, almost
no combustion takes place above the mean mixture
fraction Zmean, indicating that the fuel injected in
the pilot lines mixes too fast and cannot produce any
significant diffusion flame zones which could provide
stabilisation.
Typical instantaneous fields of equivalence ratio
are displayed on Fig. 7. While the 6% case remains
roughly axisymmetric and stoichiometric near the pi-
lot passage hub, the 2% case in this zone has an asym-
metric pattern below the flammability limit (φ < 0.4),
which rotates around the x-axis.
The near stoichiometric zone of Fig. 7-b for the 6%
case is the source of the robust stabilisation of this
regime: this allows the flame to propagate back to the
burner and anchor to the hub. On the other hand, for
the 2% case (Fig. 7-a), mixing between the pilot fuel
and the pilot passage air is too fast and leads to a mix-
ture at the pilot passage mouth which is too lean for
flame propagation. Figure 7 also shows a zone within
which the flow is reversed. This central recirculation
zone is delimited by the white isoline U = 0. Note
a)
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Fig. 5: Profiles of mean velocity (thick line), RMS of veloc-
ity (error bars) and U = 0 reference line (dashed line) for a)























Fig. 6: Scatter plot of instantaneous heat release versus mix-
ture fraction for a) 2% case and b) 6% case.
that the 6% case exhibits a smaller zone of reversed
flow (as expected from the mean velocity profiles of
Fig. 5) than the 2% case. Obviously, having reversed
flow is not a sufficient criterion for stabilisation: hav-
ing robust burning pilot flames is more important (as
for the 6% case). For the 2% case, the absence of











Fig. 7: Instantaneous field of equivalence ratio on central
plane for a) 2% case and b) 6% case. Flammability zone
(φ = 0.4): black line. Recirculation zone (U = 0): white
line.
which even reversed flow can not anchor the flame.
The existence of such a lean and cold zone leads to
the formation of a PVC [4–8]. This PVC only occurs
in the 2% case and precesses at 408Hz. The drastic
change of velocity field near the pilot passage mouth
for this case presented on Fig. 5 is one of the factors
which most probably facilitate its development.
A specific feature of the 2% case is the correlation
between the lean jet of methane and cold air issuing
from the pilot passage and the low pressure zone due
to the PVC structure. Figure 8 displays fields of pres-
sure, temperature and local equivalence ratio (recon-
structed through the mixture fraction) for both pilot
fuel cases in a transverse plane at x = 3R.
The low pressure regions are a good indicator of
the PVC presence (Fig. 8-a), and are well correlated
with the cold (Fig. 8-b) and lean (Fig. 8-c) regions
for the 2% case. The PVC appears to capture some
of the lean cold gases produced by the pilot passage
and prevents their mixing with the surrounding prod-
ucts. This observation is consistent with detailed mix-
ing studies of jet / vortex interaction which show that
mixing can be strongly decreased within vortex struc-
tures [30].
The flame then features a cold non-reacting
”finger-like” rotating structure protruding within the
stabilisation zone (illustrated by Fig. 4-a and sketched
on Fig. 9). This is clearly not favorable either for






























Fig. 8: Instantaneous fields of a) pressure, b) dimensionless
temperature and c) equivalence ratio on transverse plane (see
Fig. 2) for 2% case (left) and 6% case (right).






Fig. 9: Sketch of the finger-like rotating structure for the 2%
case and location of the transverse plane (see Fig. 8).
flame stabilisation nor for thermoacoustic stability:
RMS pressure levels for the 2% case can be as high
as 6000 Pa (170 dB) on the axis and the noise is ra-
diated to 2000 Pa (160 dB) at the wall while they do
not exceed 500 Pa for the 6% case. For the 6% case,
the situation is very different: a PVC is not observed
(Fig. 8-a’), less cold gas reaches the plane at x = 3R
(Fig. 8-b’) and lean gases are not found around the
axis (Fig. 8-c’).
The mechanism leading to the PVC formation in
the 2% case is purely due to hydrodynamic and com-
bustion effects but not to acoustic coupling. A ba-
sic proof of the absence of acoustic coupling can be
assessed by comparing the acoustic eigenfrequencies
of the combustion chamber with the precessing fre-
quency of the PVC (408 Hz). The fundamental trans-
verse eigenmode is 575 Hz, and the non reflecting in-
let/outlet treatment [24] is built to damp all the longi-
tudinal modes.
5. Conclusions
This study presents Large Eddy Simulations (LES)
of piloting effects in a full-scale gas turbine burner.
By computing explicitely all details of the pilot pas-
sage zone where pure pilot methane is injected up-
stream of the vanes, LES provides new insights on the
key mechanisms that control flame stability. When
enough methane is injected in the pilot zone (in the
6% case), a roughly stoichiometric zone is formed at
the burner mouth, allowing flame propagation within
this zone and preventing the formation of a Precess-
ing Vortex Core (PVC). On the other hand, when the
flow rate of pilot fuel is too small (in the 2% case),
the mixture issuing from the pilot passage is too lean,
preventing flame stabilisation and leading to the for-
mation of a PVC containing lean cold gases which di-
minishes the effect of piloting even more. Obviously,
between the 2% and 6% piloting cases, a bifurcation
takes place in the basic flow structure. The significant
effects of this bifurcation captured by LES coincide
with observations on stability limits in the full scale
test rig.
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Abstract
Interaction between the unsteady reactive flow in a combustion chamber with the 
surrounding structure is a complicated and yet unexplored process. During the last 
years, increasingly severe legal constraints on pollutants emissions for gas turbines were 
imposed. Both experimental investigations and computer calculations have shown that 
systems operating under lean regimes, a pre-requisite for low NOx formation, can 
exhibit strong thermo-acoustical instabilities. The high level of pressure fluctuations 
may induce severe structural vibrations and may even lead to the destruction of the 
system. 
In this work the amplitude and frequency of these oscillations have been simulated 
numerically in order to gain inside into the material fatigue problems that can arise 
under such unsteady pressure loads. Numerical results were compared to experiments.  
Other important issues have been addressed: to which extend does the structural 
deformation/motion affect the flow? The need of a full 2-way coupling between the 
fluid-structure and structure-fluid is investigated.
Introduction
In the present study the one-way coupling fluid-structure interaction was performed on 
the flexible part of the liner of the 125 kW lab-scale burner developed by University of 
Twente [1] and Siemens PG in the framework of the FP5 European  project DESIRE 
(Design and Demonstration of Highly Reliable Low NOx Combustion Systems for Gas 
Turbines). Fig. 1 presents a sketch of the global setup. The preheated air enters the 
supply room and flows into the plenum through the acoustic decoupling system pipes. 
Downstream of the swirler, the air mixes with natural gas injected through four small 
holes. The resulting mixture reaches the long combustion chamber where the flame is 
stabilized. The thickness of the chamber walls is 4mm; a section of length 400mm and 
thickness 1.5mm is located at 0.920m from the burner mouth. The fluid-structure 
analysis has been limited to this region. A more robust casing surrounds the liner 
providing also the flow of cooling air.  
Fig. 1 Sketch of the global setup
CFD Numerical simulation
The aerodynamical flow field  is computed using the Large Eddy Simulation (LES) 
approach. LES computes directly the unsteady large turbulent structures leaving 
modelled only the smallest ones. The AVBP code of CERFACS [2] was used for these 
simulations. AVBP solves the three-dimensional, compressible, reactive Navier-Stokes 
equations on unstructured hybrid grids. The computational domain includes all parts 
ranging from the air supply plenum to the outlet flange. The external casing and the 
cooling passage are not computed, however, wall heat losses due to the cooling air are 
taken into account using a heat loss boundary condition [3]. Chamber walls are 
modelled using a law of the wall approach [3]. 
The steady air flux at the inlet is 72.4g/s at 573° K, while the fuel flux is 3.06 g/s at 
298° K.  
The numerical scheme employed is a second order explicit centered Lax-Wendroff 
discretization. To satisfy both stability and accuracy requirements, the acoustic CFL 
number of the computation is fixed to 0.7 (time step = 1.5 10-7 s). Total simulated 
physical time is 20ms. Unsteady wall pressure fluctuations are recorded at selected wall 
mesh points at intervals of 250 iterations and are stored for the subsequent structural 
computation.   
CSD numerical computation.
The structural response was computed using the direct temporal integration. The 
problem was solved taking into account the inertial effects. Comparison with the static 
computation has shown, that with the load oscillations at the exhibited frequency 
(around 400 Hz), the inertial effects play an important role. For the solution, the 
structural part of the multi-physics software KRATOS, developed at CIMNE has been 
adopted. 
The thin liner part of the test rig was modelled as an elastic material with the following 
properties: density of 7800 kg/m3, Young's modulus at the operating temperature = 
143Gpa, and Poisson's ratio of 0.3. The temperature effects on the dilatation were not 
taken into account, but the materials properties, (Young's modulus) were chosen 
identical to this of steel at elevated temperature (750 C)
The model was discretized by linear tetrahedra of the approximate size of 10 mm, 
resulting in ~5000 nodes and 16000 elements (sse Fig. 2 a).  
For the boundary conditions we chose zero displacements at both ends. The choice of 
the boundary conditions was dictated by the hard welded connections between the thin 
liner part and the rest of the structure.
For the structural computation the following setting was chosen:
Newmark-Bossak time integration scheme
Bi-conjugate gradient linear solver with pre-conditioner (for the linear system)
The time step of  0.0375 ms was chosen.
Simulation time 20 ms (determined  by the duration of the fluid simulation).
Fig. 2 a) The FE model of the thin liner  b) the boundary conditions
FSI Coupling
The location of the nodes of the structural mesh was recorded over time and the 
pressure data was extracted at these locations in the fluid simulation. Since the mesh of 
the fluid simulation differs from the grid in the structural simulation, the simple “nearest 
neighbour” projection technique was used.
Finally, the values of the fluctuating pressures interpolated to the points of interest 
(location of the structural nodes), were directly used for the input of the structural 
simulation. 
Results
Fig. 3 shows the deformed structure at 2 time instances, namely at  3 and 10 ms. The 
deflection is magnified by the factor of ~600 000. One can see, that the exhibited 
displacements lie within the range of 10-5  to 10-4 m.
Fig. 3 Deflected structure at time instances: t=3ms and t=10ms (magnification=600000)
On the Fig. 4 displacement, velocity of the displacement, and acceleration histories are 
presented. The point of analysis is chosen on the upper wall, 5 mm away from the edge 
in the middle. One can see, that even though the displacements and the velocity of the 
displacement are small, the structure vibrates with a considerable accelaration of ~E+2 
m/s.
The period of the vibration is about 2,4 ms and thus the frequency is of ~402 Hz, which 
means that the structure is vibrating in a forced regime and the vibration is completely 
governed by the flow, in particular by the second accoustic mode, which agrees with the 
results reported by Huls et. al [1]. 
Fig. 4 Displacement, velocity and acceleration histories in x,y and z directions.
Discussion and conclusions
The obtained displacement history shows that the maximal displacement exhibited by 
the structure lies in the range of 10-5 to 10-4 meters. Indeed, such displacements are 
extremely small, and even surface roughness might have a larger effect. This indicates 
that it is not necessary to take into account geometrical alterations of the structure in the 
fluid simulation since the turbulent flow field usually cannot be affected by such small 
deformations. Hence, in the absence of geometrical displacements the computational 
mesh for the fluid computation can be preserved.
However, the velocity of the above displacements and the respective accelerations 
suggest that the structure can possibly act as a source for acoustic excitations of the 
flow. This indicates that acoustics (but not displacements) is the only phenomenon to be 
considered in the coupling process. The 2-way coupling could then be reduced to a 
“1.5-way coupling” and performed by means of a specific boundary condition using a 
characteristic approach.
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Abstract. The use of wall functions has been investigated for LES and URANS numeri-
cal simulation in pulsating and oscillating channel flow applications. The results show that
the wall function approach is accurate in the so-called quasi-steady regime but there are
discrepancies with the experimental results in the intermediate frequency range. A special
attention is given to the wall-shear stress prediction, and in particular on the wall-shear
stress phase shift with respect to the free stream velocity. In order to capture such unsteady
flow effects, the boundary layer needs to be resolved. Different approaches such as Low
Reynolds Number near wall turbulence modeling (URANS) or the proposed Wall-Normal
Resolved strategy (LES) seem to be suited for this purpose. The drawback is unfortunately
the increasing of computational points in the boundary layer and consequently the higher
computational costs.
1 INTRODUCTION
With the continuous growing of the computational resources, the use of unsteady nu-
merical simulations is becoming a strategic tool in designing complex industrial compo-
nents. Many examples of that can be found in turbomachinery and combustion chamber
applications. Commercial CFD softwares are widely used in industry and a critical factor
for the design development resides in an optimal balance between numerical costs and
prediction accuracy. Unsteady Reynolds averaged Navier-Stokes (URANS) and, in the
last years, Large Eddy Simulations (LES) have been used increasingly by industry for the
study of critical components. For internal turbulent flow simulations, in order to save
1
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computational time, the wall-boundary layer resolution is often neglected. In both, the
LES and URANS approach, the tendency is to model the inner-part of the boundary layer
by means of so-called wall functions. The use of wall functions significantly reduces the
number of computational points required in the boundary layer region and for this reason
it is widely used. However, it is questionable whether in pulsating and unsteady flow
conditions the hypothesis under which the wall functions have been developed are still
valid. A deeper investigation on the accuracy of the use of wall functions for unsteady
turbulent flow applications is therefore needed.
Despite their simple geometry, pulsating channel flows are representative of many in-
teresting industrial configurations. In the present work, the accuracy of the use of wall
functions in LES and URANS is investigated by means of such testing cases. Our atten-
tion is focused on the unsteady wall-shear stress prediction since it is important also as
an indirect measure of the unsteady wall heat transfer.
In the present work two very different CFD research solvers are used. OpenFoam1 has
been chosen for the URANS calculations and AVBP2 for the LES calculations. These two
codes differ not only for the discretisation schemes used but also for the mathematical
formulation of the problem. A brief description of the codes and governing equations will
be given in the next sections. For the near wall treatment, both codes employ a similar
wall function approach. Details about the LES code and its wall functions implementation
are given in section (2) and (2.1). In section (2.2) a validation of the LES code in an
oscillating channel flow configuration against DNS (Direct Numerical Simulation) results
from Spalart and Baldwin3 is presented. Details of the URANS solver are given in section
(3) and the implementation of wall functions is briefly described in section (3.1). The
URANS code is validated against the experimental results of Tardu et al.4 in section
(3.2). Finally in the last part of the paper, the URANS results obtained in section
(3.2) for pulsating flow conditions are compared with comparable LES pulsating channel
simulations and experimental results using characteristic non-dimensional parameters.
Main attention is paid on wall-shear stress and its phase shift respect to the free stream
velocity.
2 LES Solver
DNS and LES computations, object of this work, were performed using the AVBP code
developed by CERFACS and IFP. AVBP is a parallel CFD code that solves the laminar
and turbulent compressible Navier-Stokes equations in two and three space dimensions
on unstructured and hybrid grids. The data structure of AVBP employs a cell-vertex
finite-volume approximation. The basic numerical methods are based on a Lax-Wendroff
or a Finite-Element type low-dissipation Taylor-Galerkin discretisation in combination
with a linear-preserving artificial viscosity model. In this paper only the former was
used, the study of the influence of the numerical scheme on the solution remains open for
future works. The time discretisation is explicit making use of a Runge-Kutta multi-stage
time stepping. For turbulent compressible flows, AVBP solves the LES formulation of the
2
Daniele Panara, Mauro Porta and Thilo Schoenfeld
Navier-Stokes equations. In the LES approach, the governing equation are filtered in space
before discretising and solving. Additional unresolved terms appear in the convective
fluxes. For the Reynolds stresses we have:
τij
t = −ρ¯(u˜iuj − u˜iu˜j) (1)
The over-bar represents a filtered numerically resolved quantity and the tilde represents
a mass-weighted Favre filtering.
ρ and ui represent respectively the density and the i
th component of the velocity vector
u. The unresolved sub-grid scale (SGS) terms are generally closed using the following
formulation:
τij









































where Cw and CS are model constants ( Cw = 0.4929 and CS = 0.18 ), ∆ is the










where g˜ij denotes the resolved velocity gradient. The WALE model was developed for
wall bounded flows in an attempt to recover the scaling laws of the wall without using
the wall function approach.
2.1 Wall Functions Implementation
The wall law implemented in AVBP is presented in detail by Schmitt8 and is here
shortly described. As mentioned above AVBP uses a cell-vertex scheme. All quantities are
stored at the cell-corners. For the calculation of the viscous fluxes AVBP needs the shear
stresses at the cell boundary and heat fluxes. Imposing the appropriate values of velocity
and temperature at the boundary plus the correct fluxes, using the wall-law formulations,
constrains the flow too much and leads to oscillatory solutions. The strategy used by
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Figure 1: Typical velocity profile near the wall and notation used for near-wall quantities.
Step 1 Compute uτ iteratively from Eq. (8) or (9) with y
+ = u¯τy
ν
and u+ = u¯
u¯τ
Input values: u = u2, ν = ν(T1), y = ∆y.




with ρ = ρ1.
Step 3 Apply τw and advance flow equations.
Step 4 Set normal component of u1 to zero and go to Step 1.
Table 1: Working principle of the wall-function boundary condition.
Schmitt is then to impose the wall-shear stress τw (and heat flux qw) at the boundary
using the wall-function approach without fixing the value of velocity and temperature at
the cell corners (u1 and T1 in Figure (1)). Only the normal component of the velocity
at the wall is imposed to vanish for continuity reasons. This is equivalent, as shown in
Figure (1), to imagine the real wall boundary shifted by a small distance δw away from
the computational domain. Assuming that the shift is small compared to the distance
between the wall and the first point in which the wall-function is evaluated (δw ≪ yw), it
can be neglected when computing the wall distance. The wall shear stress is then imposed
at the boundary following the steps in Table (1).
2.2 LES code Validation for Oscillating Flow
In order to validate the code in a turbulent oscillating channel flow application the
numerical results are compared with a DNS from Spalart and Baldwin3. Two series of
near wall treatments have been employed: the Wall Function approach as explained in
section (2.1) and a so-called Wall-Normal Resolved approach.
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The computational domain consists of a cubic box of 0.006m side centered in the axis
origin. On the upper and lower box-sides solid wall boundary conditions are applied. The
other remaining boundaries are treated as periodic. The flow is considered aligned with
the x axis. The y axis is normal to the walls and the z axis is aligned with the span-wise
direction.
The flow is oscillated using a pressure source term which realizes an harmonic pressure
gradient.
For the Wall-Function computations an equally-spaced 31x31x31 grid in the three
axis direction is used. A wall function treatment is employed in the near wall region as
explained in (2.1).
In the Wall-Normal Resolved computations, the used grid is equally spaced in the
x and z directions, but stretched in the wall-normal direction in order to resolve the
boundary layer up to a y+ value of the order of 2. The y+ value is computed using in
first approximation the usual steady channel flow correlations and the maximum velocity
value in the cycle. An hyperbolic tangent stretching law has been employed.
The fluid considered is N2 with a kinematic viscosity value of 1.710
−5m2/s. The max-
imum τw is calculated considering the maximum cycle velocity at the channel center line.
We choose a maximum velocity amplitude, Umax ≈ 70m/s and a frequency of 100Hz in
order to have a Reynolds number based on the Stokes length around 1000 and comparable
with the results in Spalart and Baldwin3.
For the Wall-Resolved computations, the WALE model has been used in order to
reproduce the asymptotic behavior of the SGS turbulence terms to the wall6. For the
Wall-Function computations, the SGS viscous terms have been closed using the classical
Smagorinsky model.
2.2.1 Results
The numerical results for the Wall-Function and Wall-Normal Resolved computations
are reported in Figure from (4) to (8) and from (9) to (13). For each time phase (π/6,
π/3, 2π/3, 5π/6 and π) the non-dimensional values of the wall shear stress (τw/U
2
o ), the
velocity distribution (u/Uo), the fluctuation of the velocity components (u
′/Uo,v
′/Uo and
w′/Uo) and the dimensional pressure fluctuations (P
′) are reported in function of the non-
dimensional wall distance. The value of flow quantities have been non-dimensionalised
using the velocity amplitude (Uo) and the Stokes length (δl).
The results are obtained by phase-locking averaging the numerical instantaneous values
over several cycles. As seen from the graphs, the velocity profiles are well captured by
either near wall approach. We notice a non-zero value of the velocity at the wall due
to the wall-function implementation as explained in section (2.1). In the Wall-Function
computations, the values of the velocity fluctuations are not well captured at the wall
since near the wall the turbulent structure are not resolved but indeed modeled by the wall
law. The Wall-Normal Resolved computations instead, reproduce quite well the turbulent
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structure at the wall even if the grid is resolved only in the y-direction. The values of
u′/Uo,v
′/Uo and w
′/Uo agree very well with the DNS results. Concerning τw we observe a
good agreement in both series of computations. We notice that the Wall-Normal Resolved
computations predict pressure fluctuations one order of magnitude larger with respect to
the Wall-Functions computations. In Figure (14) τw is reported vs. phase and compared
with the DNS results. The Wall-Function computations seem to better reproduce the
amplitude of the wall shear stress oscillations. We notice a little phase shift between
the peak value of τw that is not present in the Wall-Normal Resolved results. The Wall-
Normal Resolved τw predictions seem to underestimate the peak value of the wall-shear
stress but seem to be more in phase with the DNS data. The overall behavior of both
approaches is quite good for this oscillation frequency.
The most striking discrepancy is on the pressure fluctuation prediction. Unfortunately,
no direct DNS data are available. In Figure (15) the pressure term of the Reynolds-
stress budget is reported compared with the DNS data. Only the phase φ = π has been
reported for shortness but similar results have been obtained in all the other phases. The
figure shows that the Wall-Normal Resolved result agree with the DNS data. The Wall-
Function results are not reported in the graph since out of scale. The results oscillations
are probably due to numerical noise related to the discretisation scheme employed.













The URANS calculation where performed using the OpenFoam solver. OpenFoam
(Open Field Operation and Manipulation) is a CFD toolbox that uses finite volume
numerics to solve systems of partial differential equations ascribed on any 3D unstructured
mesh of polyhedral cells. The top-level code used for our computations is the standard
OpenFoam solver turbFoam, a transient solver for incompressible, turbulent flow that will
be shortly described below.
turbFoam solves the URANS equation for a turbulent fluid flow using a robust, implicit,
pressure-velocity, iterative algorithm based on the PISO scheme7 (Pressure-Implicit with
Splitting of Operators).
For the URANS simulations, two series of near wall treatments have been employed: the
Wall Function approach as explained in section (3.1) together with a k-ǫ High Reynolds
Number model and a resolved boundary layer approach using the k-ǫ Low Reynolds
Number model from Launder and Sharma9.
3.1 Wall Functions Implementation
The use of wall functions is based on two important assumptions:
1. The validity of the universal law of the wall
6
Daniele Panara, Mauro Porta and Thilo Schoenfeld




ln y+ + C y+ > 40 (9)
2. The assumption of turbulent local equilibrium in the near wall region:




where P and ǫ represent the production and dissipation term of the turbulent kinetic
energy transport equation. The turbulent kinetic viscosity νt in the k-ǫ turbulent
model formulation depends on the solution of the two additional transport equations
for k and ǫ.
In the above hypothesis, assuming a known distribution of k and ǫ near the wall by
solving their transport equation, it is possible to obtain an expression for τw that can be
used as boundary condition for the solution of the momentum equation.
3.2 URANS code Validation for Pulsating Flow
The URANS code is validated against the experimental data of Tardu et al.4. The test
channel is 100 mm in width, 2600 mm in length and 1000 mm in span. The working fluid
is water and the flow is pulsated using a special device which details are given in 4. The
flow can be considered isothermal. The flow pulsations at the channel center line can be
expressed:
uc(t) = Uc(1 + au˜c cosωt) (11)
or
uc(t) = Uc + Au˜c cosωt (12)
The values of au˜c are varied in the experiment in the range from 0.1 to 0.6. The value
of Uc varies up to 0.5 m/s. The pulsation frequency is given in relation to the so called
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Where u¯2w is the skin friction velocity of the relative steady channel case with Uc velocity
at the channel center line.
The grid employed with Low Reynolds Number turbulence models ( LR-Grid ) is a two
dimensional grid with 150x80 points. The points in the direction normal to the channel
wall are stretched using a simple grading algorithm in which the ratio between the larger
and the smaller cell has been set to 5. The instantaneous values of y+ are varying during
the unsteady computations but are always between 10 and one.
The grid employed with wall functions ( HR-Grid ) is not stretched and it is composed
of 150x40 points. As expected the Wall Functions approach requires a minor number of
computational points and the y+ values are in this case of the order of 50.
Concerning the boundary conditions, a turbulent inlet profile is pulsated at the inlet
and a fixed static value of pressure is prescribed at the outlet.
3.2.1 Results
In Figure (2) we report the near-wall velocity profiles in different phases compared
with the experimental results for l+s = 8.1,au˜c = 0.64 and Uc = 0.169 m/s. The computed
skin friction velocity for the steady case is 0.92 cm/s. According to the definition of l+s
it is possible to calculate the pulsating flow frequency: f = 0.41 Hz. The high Reynolds
number and low Reynolds number boundary layer treatments are indicated with HR and
LR. The figure shows a first limitation of the wall law approach. In this flow regime, the
magnitude of the pulsations determines the flow reversal close to the solid walls. This is
not captured by the HR model even though there is a quite good agreement between the
HR and LR model far from the wall.
Computing the wall shear stress according to the wall-function formulation and using





a phase shift with respect to the velocity centreline of −8◦ and 33◦ as shown in Figure
(3) has been obtained. Besides the calculations done for l+s = 8.1, a variety of further
simulations was done for other values of l+s . In Figure (3) the value of wall-shear stress
phase shift is shown as function of the dimensionless viscous Stokes layer thickness l+s .
The numerical results are compared with the experimental results reported by Tardu4
(symbols in black). The graph shows the incapability of the wall law approach to predict
the experimental wall-shear stress phase shift. The red and blue vertical lines separate the
regimes of quasi-laminar and quasi-steady boundary layer behavior. Depending on the
pulsation frequency, different boundary layer regimes are experienced. In the quasi-steady
regime, the turbulence has time to relax to the local (in time) equilibrium. The flow can
be studied as a succession of steady states and the wall function assumption seems to
be still valid in this flow conditions as shown in Figure (3). With increasing frequency
the turbulence production and dissipation start to show a phase lag. In this situation a
8
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change in amplitude and phase of the wall-shear stress in respect of the outer velocity is
measured. A Stokes layer, where the effects of the outer flow oscillations are confined,
occurs. The thickness of the Stokes Layer decreases with increasing forcing frequency and
in the inertia dominated or ( quasi-laminar ) regime the Stokes layer resides completely
within the viscous sub layer. In this case a flow solution can be obtained combining the
laminar Stokes solution in the laminar sub-layer with a turbulent plug flow far from the
wall.
4 LES and URANS Near Wall Numerical Predictions in Turbulent Pulsating
Flows
For the comparison between URANS and LES near-wall numerical prediction in tur-
bulent pulsating flow we designed a LES pulsating channel case in order to meet the value
of l+s considered by Tardu et al.
4. The computational domain and boundary conditions







= Kosc sinωt+K (16)
Kosc in first approximation has been evaluated using the laminar analytical solution for
oscillating flows (Kosc = Ucω). K has been chosen, as a first approximation, to balance
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where h is the channel heigth and in our case the size of the cubic numerical domain
chosen. For the case of l+s = 14.14 we considered a value of Uc = 70 m/s and an heigth
of the channel h = 0.006 m. We obtained then using steady channel correlation a value
of τ¯w = 13.88 N/m
2 and u¯τ = 3.48 m/s with a channel Reynolds number of 98800. The
consequent pulsation frequency can be sought from the l+s definition and it is around 1140
Hz.
The amplitude of the velocity pulsation (Au˜c) has been chosen equal to 20 m/s. For
different values of l+s only the oscillating frequency has been changed in the evaluation
of the source terms. All the computations are then made with the same channel size
(h = 0.006 m) and the computed values of Uc and Au˜c are always around 70 and 20 m/s.
For the Wall-Function computation an equally spaced grid 31x31x11 has been used.
For the Wall-Normal Resolved computations a wall-normal stretched grid 21x21x21 with
an hyperbolic tangent stretching law has been employed. For comparison, a DNS channel
of h = 0.0015 m with same values of Uc and Au˜c has also been computed. In order to
match the nominal condition of l+s = 14.14 the pulsation frequency has been set to 1500
Hz. The DNS grid consists of a wall-normal stretched grid with 73x73x9 points.
The results are shown in Figure (3)
5 Conclusions
The use of wall-functions for LES and URANS has been investigated paying special
attention to the wall shear stress phase shift. The LES computations were validated
using the DNS results from Spalart and Baldwin3 on oscillating flows showing a good
agreement between the Wall-Function and Wall-Normal Resolved approaches. When the
two near wall modeling were tested in pulsating conditions discrepancies have been found
in the wall-shear stress phase shift predictions. Similar results have been obtained also
for URANS calculations using as a test case the experimental results from Tardu et al.4.
It is interesting at this stage to point out that the oscillations in the case of Spalart
and Baldwin are well above the quasi-steady regime. The l+s parameter in this case has
been computed using the maximum skin friction velocity during the period of oscillation.
We do not expect indeed strong phase shift effects in cases with large values of l+s and
for this reason the validation results are in accordance with our findings. The Wall-
Normal Resolved computations and the Low-Reynolds turbulent model seem to capture
the unsteady effects of pulsation on the wall-shear stress phase shift. The use of wall
functions is accurate only in cases in which the oscillations are well above the quasi-steady
regime. In all the other cases the use of wall-functions in URANS and LES computations
is questionable especially in applications for which phase lags can play an important role
such as the prediction of thermo-acoustic instabilities.
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Figure 3: Wall shear stress phase shift dependence on pulsation frequency
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7 Figures
Figure 4: Phase pi/6, Wall-Function Computation.
Figure 5: Phase pi/3, Wall-Function Computation.
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Figure 6: Phase 2pi/3, Wall-Function Computation.
Figure 7: Phase 5pi/6, Wall-Function Computation.
13
Daniele Panara, Mauro Porta and Thilo Schoenfeld
Figure 8: Phase pi, Wall-Function Computation.
Figure 9: Phase pi/6, Wall-Normal Resolved Computation.
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Figure 10: Phase pi/3, Wall-Normal Resolved Computation.
Figure 11: Phase 2pi/3, Wall-Normal Resolved Computation.
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Figure 12: Phase 5pi/6, Wall-Normal Resolved Computation.
Figure 13: Phase pi, Wall-Normal Resolved Computation.
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Figure 14: Wall-shear stress vs. phase, Wall-Normal Resolved and Wall Function Computation.
Figure 15: Pressure term, Reynolds stress budget.
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Abstract — Some limitations of the classical Wall-Function approach for the near-wall boundary layer
treatment in LES and URANS are presented for isothermal oscillating and pulsating channel flows.
Despite their simple geometry, pulsating and oscillating flows are interesting unsteady flow test cases
representative of many industrial components. A special attention will be focused on the unsteady wall-
shear stress prediction since it is also an indirect measure of the unsteady wall-heat transfer. A correct
evaluation of the unsteady wall heat transfer is in fact critical, for example, in combustion chamber
applications when flow unsteadiness due to flame instability occurs and in general in each unsteady flow
situation where thermo-acoustic phenomena play an important role.
1. Introduction
With the continuous growing of the computational resources, the use of unsteady numerical
simulations is becoming a strategic tool in designing complex industrial components. Many
examples of that can be found in turbomachinery and combustion chamber applications. Com-
mercial CFD softwares are widely used in industry and a critical factor for the design develop-
ment resides in an optimal balance between numerical costs and prediction accuracy. Unsteady
Reynolds averaged Navier-Stokes (URANS) and, in the last years, Large Eddy Simulations
(LES) have been used increasingly by industry for the study of critical components. For in-
ternal turbulent flow simulations, in order to save computational time, the wall-boundary layer
resolution is often neglected. In both, the LES and URANS approach, the tendency is to model
the inner-part of the boundary layer by means of so-called wall functions. The use of wall func-
tions significantly reduces the number of computational points required in the boundary layer
region and for this reason it is widely used. However, it is questionable whether in pulsating and
unsteady flow conditions the hypothesis under which the wall functions have been developed
are still valid. A deeper investigation on the accuracy of the use of wall functions for unsteady
turbulent flow applications is therefore needed.
Despite their simple geometry, pulsating channel flows are representative of many interesting
industrial configurations. In the present work, the accuracy of the use of wall functions in
LES and URANS is investigated by means of such test cases. Our attention is focused on the
unsteady wall-shear stress prediction since it is important also as an indirect measure of the
unsteady wall heat transfer.
In the present work two very different CFD research solvers are used. OpenFoam [1] has been
chosen for the URANS calculations and AVBP [2] for the LES calculations. These two codes
differ not only for the discretisation schemes used but also for the mathematical formulation
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of the problem. A brief description of the codes and governing equations will be given in the
next sections. For the near wall treatment, both codes employ a similar wall function approach.
Details about the LES code and its wall functions implementation are given in section (2.) and
(2.1.). Details of the URANS solver are given in section (3.) and the implementation of wall
functions is briefly described in section (3.1.). Detail on code validations and their results for
oscillating and pulsating flow are given in [10]. In section (4.) the most interesting validation
results are reported. Finally in the last part of the paper, the URANS results are discussed to-
gether with comparable LES pulsating channel flow simulations and experimental results using
characteristic non-dimensional parameters. Main attention is paid on wall-shear stress and its
phase shift with respect to the free stream velocity.
2. LES Solver
DNS and LES computations object of this work, were performed using the AVBP code de-
veloped by CERFACS and IFP (Institut Franc¸ais du Pe´trole). AVBP is a parallel CFD code
that solves the laminar and turbulent compressible Navier-Stokes equations in two and three
space dimensions on unstructured and hybrid grids. The data structure of AVBP employs a cell-
vertex finite-volume approximation. The basic numerical methods are based on a Lax-Wendroff
or a Finite-Element type low-dissipation Taylor-Galerkin discretisation in combination with a
linear-preserving artificial viscosity model. In this paper only the former was used, the study of
the influence of the numerical scheme on the solution remains open for future works. The time
discretisation is explicit making use of a Runge-Kutta multi-stage time stepping. For turbu-
lent compressible flows, AVBP solves the LES formulation of the Navier-Stokes equations. In
the LES approach, the governing equation are filtered in space before discretising and solving.
Additional unresolved terms appear in the convective fluxes. For the Reynolds stresses we have:
τij
t = −ρ¯(u˜iuj − u˜iu˜j) (1)
The over-bar represents a filtered numerically resolved quantity and the tilde represents a mass-
weighted Favre average.
ρ and ui represent respectively the density and the ith component of the velocity vector u. The
unresolved sub-grid scale (SGS) terms are generally closed using the following formulation:
τij







































where Cw and CS are model constants ( Cw = 0.4929 and CS = 0.18 ), ∆ is the characteristic
filter length and
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where g˜ij denotes the resolved velocity gradient. The WALE model was developed for wall
bounded flows in an attempt to recover the scaling laws of the wall without using the wall
function approach.
2.1. Wall Functions Implementation
The wall law implemented in AVBP is presented in detail by Schmitt [8] and is here shortly
described. As mentioned above AVBP uses a cell-vertex scheme. All quantities are stored at
the cell-corners. For the calculation of the viscous fluxes AVBP needs the shear stresses at the
cell boundary and heat fluxes. Imposing the appropriate values of velocity and temperature
at the boundary plus the correct fluxes, using the wall-law formulations, constrains the flow
too much and leads to oscillatory solutions. The strategy used by Schmitt is then to impose the
wall-shear stress τw (and heat flux qw) at the boundary using the wall-function approach without
fixing the value of velocity and temperature at the cell corners (u1 and T1 in Figure (1)). Only
the normal component of the velocity at the wall is imposed to vanish for continuity reasons.
This is equivalent, as shown in Figure (1), to imagine the real wall boundary shifted by a small
distance δw away from the computational domain. Assuming that the shift is small compared
to the distance between the wall and the first point in which the wall-function is evaluated
(δw ≪ yw), it can be neglected when computing the wall distance. The wall shear stress is then
imposed at the boundary following the steps in Table (1).
3. URANS Solver
The URANS calculation where performed using the OpenFoam solver. OpenFoam (Open Field
Operation and Manipulation) is a CFD toolbox that uses finite volume numerics to solve systems
of partial differential equations ascribed on any 3D unstructured mesh of polyhedral cells. The
top-level code used for our computations is the standard OpenFoam solver turbFoam, a transient
solver for incompressible, turbulent flow. turbFoam solves the URANS equation for a turbulent
fluid flow using a robust, implicit, pressure-velocity, iterative algorithm based on the PISO
scheme [7] (Pressure-Implicit with Splitting of Operators).
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Step 1 Compute uτ iteratively from Eq. (7) or (8) with y+ = u¯τyν and u+ = u¯u¯τ
Input values: u = u2, ν = ν(T1), y = ∆y.




with ρ = ρ1.
Step 3 Apply τw and advance flow equations.
Step 4 Set normal component of u1 to zero and go to Step 1.
Table 1: Working principle of the wall-function boundary condition.
For the URANS simulations, two series of near wall treatments have been employed: the Wall
Function approach as explained in section (3.1.) together with a k-ǫ High Reynolds Number
model and a resolved boundary layer approach using the k-ǫ Low Reynolds Number model
from Launder and Sharma [9].
3.1. Wall Functions Implementation
The use of wall functions is based on two important assumptions:
1. The validity of the universal law of the wall




ln y+ + C y+ > 40 (8)
2. The assumption of turbulent local equilibrium in the near wall region:




where P and ǫ represent the production and dissipation term of the turbulent kinetic en-
ergy transport equation. The turbulent kinetic viscosity νt in the k-ǫ turbulent model
formulation depends on the solution of the two additional transport equations for k and ǫ.
In the above hypothesis, assuming a known distribution of k and ǫ near the wall by solving their
transport equation, it is possible to obtain an expression for τw that can be used as boundary
condition for the solution of the momentum equation.
4. Code Validations
4.1. LES Code Validation
In order to validate the LES code in a turbulent oscillating channel flow application the numer-
ical results are compared with a DNS from Spalart and Baldwin [3]. Two series of near wall
treatments have been employed: the Wall Function approach as explained in section (2.1.) and a
so-called Wall-Normal Resolved approach [10].
For the Wall-Function computations an equally-spaced grid in the three axis direction is used
and a wall function treatment is employed in the near wall region as explained in (2.1.). For the
closure of the SGS terms, the classical Smagorinsky model has been used.
D. Panara et al. 5
In the Wall-Normal Resolved computations, the used grid is equally spaced in two of the three
axis dimensions, but stretched in the wall-normal direction in order to resolve the boundary
layer up to a wall unit value (y+) of the order of 2. The wall unit values are computed using the
maximum velocity value in the cycle. For the closure of the SGS terms, the WALE model has
been used in order to reproduce the asymptotic behavior of the turbulence at the wall [6].
In the following we report just the main findings on the behavior of the wall shear stress (τw).
Details on velocity profiles, velocity fluctuations and pressure fluctuations are reported in Pa-
nara et al. [10]. In Figure (2) τw is displayed vs. phase and compared with the DNS results.
The Wall-Function computations seem to better reproduce the amplitude of the wall shear stress
oscillations. We notice a little phase shift between the peak value of τw that is not present in
the Wall-Normal Resolved results. The Wall-Normal Resolved τw predictions seem to underes-
timate the peak value of the wall-shear stress but seem to be more in phase with the DNS data.
The overall behavior of both approaches is quite good for this oscillation frequency.
The most striking discrepancy has been found on the pressure fluctuation prediction. Unfortu-
nately, no direct DNS data are available. The only pressure fluctuations related quantity reported
by Spalart and Baldwin [3] is the pressure term of the Reynolds-stress transport equation:












In Figure (3) Pterm is reported compared with the DNS data. Only the phase φ = π has been
showed for shortness but similar trends are observed in all the other phases. The figure shows
that the Wall-Normal Resolved results agree with the DNS data. The Wall-Function results
are not reported in the graph since out of scale. The discontinuous results are probably due to
numerical noise related to the discretisation scheme employed.
In conclusion for the frequency investigated, the differences between the two near wall ap-
proaches are small concerning the wall-shear stress prediction. The pressure fluctuations in-
stead are underestimate by the Wall-Function computation and this could be a critical limitation
for thermo-acoustic applications.
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Figure 2: Wall-shear stress vs. phase, Wall-Normal Resolved and Wall Function Computation.
Figure 3: Pressure term, Reynolds stress budget.
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4.2. URANS Code Validation
The URANS code is validated against the experimental data of Tardu et al.[4]. The pulsation












Where u¯2w is the skin friction velocity of the relative steady channel case. Two series of compu-
tations were performed using two different near wall approaches. In the High Reynolds Number
(HR) computations, the High Reynolds Number k-ǫ turbulence model is used together with the
wall function wall treatment as explained in (3.1.). For the Low Reynolds Number (LR) com-
putations, the Low Reynolds number k-ǫ turbulence model from Launder and Sharma [9] has
been used with a wall refined mesh. The points in the direction normal to the channel wall are
stretched using a simple grading algorithm. The instantaneous values of y+ are varying during
the unsteady computations but are always between 10 and one. The number of grid points due
to the boundary layer resolution is consequently higher respect to the non stretched HR grid. At
the inlet a turbulent inlet profile is pulsated and a fixed static value of pressure is prescribed at
the outlet.
In Figure (4) the near-wall velocity profiles in different phases compared with the experimental
results for l+s = 8.1,au˜c = 0.64 and Uc = 0.169 m/s is reported (See Tardu et al.[4] for
parameter definitions). The high Reynolds number and low Reynolds number boundary layer
treatments are indicated with HR and LR. The figure shows a first limitation of the wall law
approach. In this flow regime, the magnitude of the pulsations determines the flow reversal
close to the solid walls. This is not captured by the HR model even though there is a quite good
agreement between the HR and LR model far from the wall.
Computing the wall shear stress according to the wall-function formulation and using the fol-





a phase shift with respect to the velocity centreline of −8◦ and 33◦ as shown in Figure (5) has
been obtained. Besides the calculations done for l+s = 8.1, a variety of further simulations was
done for other values of l+s . In Figure (5) the value of wall-shear stress phase shift is shown
as function of the dimensionless viscous Stokes layer thickness l+s . The numerical results are
compared with the experimental results reported by Tardu [4] (symbols in black). The graph
shows the incapability of the wall law approach to predict the experimental wall-shear stress
phase shift. The red and blue vertical lines separate the regimes of quasi-laminar and quasi-
steady boundary layer behavior. Depending on the pulsation frequency, different boundary
layer regimes are experienced. In the quasi-steady regime, the turbulence has time to relax to
the local (in time) equilibrium. The flow can be studied as a succession of steady states and
the wall function assumption seems to be still valid in this flow conditions as shown in Figure
(5). With increasing frequency the turbulence production and dissipation start to show a phase
lag. In this situation a change in amplitude and phase of the wall-shear stress in respect of the
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Figure 4: Instantaneous velocity profiles in the presence of reverse flow. Uc = 16.9 cm/s,
au˜c = 0.64, l
+
s = 8.1.
outer velocity is measured. A Stokes layer, where the effects of the outer flow oscillations are
confined, occurs. The thickness of the Stokes Layer decreases with increasing forcing frequency
and in the inertia dominated or ( quasi-laminar ) regime the Stokes layer resides completely
within the viscous sub layer. In this case a flow solution can be obtained combining the laminar
Stokes solution in the laminar sub-layer with a turbulent plug flow far from the wall.
5. LES and URANS Near Wall Numerical Predictions in Turbulent Pul-
sating Flows
For the comparison between URANS and LES near-wall numerical prediction in turbulent pul-
sating flow we designed a LES pulsating channel case in order to meet the value of l+s consid-
ered by Tardu et al.[4]. The computational domain and boundary conditions are analogous to






= Kosc sinωt+K (14)
Kosc in first approximation has been evaluated using the laminar analytical solution for oscillat-






where h is the channel height and in our case the size of the cubic numerical domain chosen.
For the case of l+s = 14.14 we considered a value of Uc = 70m/s and an height of the channel
h = 0.006 m. We obtained then using steady channel correlation a value of τ¯w = 13.88 N/m2
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and u¯τ = 3.48 m/s with a channel Reynolds number of 98800. The consequent pulsation
frequency can be sought from the l+s definition and it is around 1140Hz.
The amplitude of the velocity pulsation (Au˜c in the Tardu et al. notation) has been chosen equal
to 20 m/s. For different values of l+s only the oscillating frequency has been changed in the
evaluation of the source terms. All the computations are then made with the same channel size
(h = 0.006m) and the computed values of Uc and Au˜c remain always around 70 and 20m/s.
For comparison, a DNS channel of h = 0.0015 m with same values of Uc and Au˜c has also
been computed. In order to match the nominal condition of l+s = 14.14 the pulsation frequency
has been set to 1500 Hz. The DNS grid consists of a wall-normal stretched grid with 73x73x9
points.
The results are shown in Figure (5). In comparison to the DNS calculation the wall shear
stress phase shift is underestimate by the Wall-Normal Resolved approach. The Wall-Function
approach instead underestimate the phase shift and is also quite off from the experimental data.
The figure shows clearly the limitation of the wall function approach not only in URANS but
also in LES. The Wall-Normal Resolved approach is much more accurate and in agreement with
the experimental data.
Figure 5: Wall shear stress phase shift dependence on pulsation frequency
6. Conclusions
The use of wall-functions for LES and URANS has been investigated paying special attention
to the wall shear stress phase shift. The LES computations were validated using the DNS
results from Spalart and Baldwin [3] on oscillating flows showing a good agreement between
the Wall-Function and Wall-Normal Resolved approaches. When the two near wall modeling
were tested in pulsating conditions discrepancies have been found in the wall-shear stress phase
shift predictions. Similar results have been obtained also for URANS calculations using as a test
case the experimental results from Tardu et al.[4]. It is interesting at this stage to point out that
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the oscillations in the case of Spalart and Baldwin can be considered to be in the quasi-steady
regime. The l+s parameter in this case has been computed using the maximum skin friction
velocity during the period of oscillation. We do not expect strong phase shift effects in cases
with such a large values of l+s and for this reason the validation results are in accordance with
our findings. The Wall-Normal Resolved computations and the Low-Reynolds turbulent model
seem to capture the unsteady effects of pulsation on the wall-shear stress phase shift. The use of
wall functions is accurate only in cases in which the oscillations are well above the quasi-steady
regime. In all the other cases the use of wall-functions in URANS and LES computations is
questionable especially in applications for which phase lags can play an important role such as
the prediction of thermo-acoustic instabilities.
7. Acknowledgements
This work was carried out within the Marie Curie Research Training Network FLUISTCOM (
Fluid-Structure Interaction for Combustion Systems ) under FP6, European Commission, DG
XII.
References
[1] H. G. Weller, G. Tabor, H. Jasak and C. Fureby. A Tensorial Approach to Computational
Continuum Mechanics using Object Orientated Techniques. In Computers in Physics.,
12-6:620-631, 1998.
[2] V. Moureau, G. Lartigue, Y. Sommerer, C. Angelberger, O. Colin and T. Poinsot. Numer-
ical Methods for Unsteady Compressible Multi-Component Reacting Flows on Fixed and
Moving Grids. In Journal of Computational Physics, 202-2:710-736, 2005.
[3] P. R. Spalart and B. S. Baldwin. Direct Simulation of a Turbulent Oscillating Boundary
Layer. In Turbulent Shear Flows 6, pp. 417-440, Springer-Verlag Berlin Heidelberg, 1989.
[4] S. F. Tardu, G. Binder and R. F. Blackwelder. Turbulent Channel Flow with Large-
Amplitude Velocity Oscillations. In J. Fluid Mech., 267:109-151, 1994.
[5] J. Smagorinsky. General Circulation Experiments with the Primitive Equations, I. The
Basic Experiment. In Monthly Weather Review, 91-3:99-164, 1963.
[6] F. Ducros, F. Nicoud and T. Poinsot. Wall-Adapting Local Eddy-Viscosity Models for
Simulations in Complex Geometries. In Numerical Methods for Fluid Dynamics VI,
(Edited by M. J. Baines , pp. 293-299, ICFD, 1998.
[7] R. I. Issa. Solution of the Implicitly Discretised Fluid flow Equations by Operator-
Splitting. In Journal of Computational physics, 62:40-65, 1985.
[8] P. Scmitt. Simulation aux grandes e´chelles de la combustion e´tage´e dans les turbines a`
gaz et son interaction stabilite´ - polluants-thermique - TH/CFD/05/45 Institut National
Polytechnique de Toulouse PhD Thesis, 2005.
[9] B. E. Launder and B. I. Sharma. Application of the Energy Dissipation Model of Tur-
bulence to the Calculation of Flow Near a Spinning Disc. In Letters in Heat and Mass
Transfer, 1:131-138, 1974.
[10] D. Panara, M. Porta, T. Schoenfeld. LES and URANS Unsteady Boundary Layer Strate-
gies for Pulsating and Oscillating Turbulent Channel Flow Applications. In Proceedings
ECCOMAS CFD , TU Delft, The Netherlands, 2006.
