Quantization of Gauge Field Theories on the Front-Form without Gauge
  Constraints I : The Abelian Case by Jacob, Ovid C.
ar
X
iv
:h
ep
-th
/9
31
10
17
v1
  3
 N
ov
 1
99
3
6392
September 1993
T/E
Quantization of Gauge Field Theories on the Front-Form
without Gauge Constraints I : The Abelian Case
⋆
Ovid C. Jacob
†
Stanford Linear Accelerator Center
Stanford University, Stanford, California 94309
ABSTRACT
Recently, we have proposed a new front-form quantization which treated both
the x+ and the x− coordinates as front-form ’times.’ This quantization was found
to preserve parity explicitly. In this paper we extend this construction to local
Abelian gauge fields . We quantize this theory using a method proposed originally
by Faddeev and Jackiw . We emphasize here the feature that quantizing along
both x+ and x− , gauge theories does not require extra constraints (also known as
’gauge conditions’) to determine the solution uniquely.
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1. Introduction
Front-form quantization is usually done by quantization along the front x+ =
const . Usually this is done by quantizing a system with constraints
[1] [2] [3] [4]
. In
a previous papers
[5] [6] [7]
we introduced a quantization which treated x+ and x−
on equal footing.
[8]
The main argument given was that this new approach was
manifestly parity invariant. We also pointed out that this new approach had the
same number of degrees of freedom as the equal-time approach.
We’d like to point out that in some work involving initial value problems in
gravity using front-form coordinates
[9] [10] [11] [12] [13]
, the initial data for these coordi-
nates is also specified along both x+ = const and x− = const surfaces as well as
at x+ = x− = 0 . R. Penrose [11] points out that in this approach there are no
constraints . In this paper we study how this approach could bypass much of the
difficulty coming from the presence of constraints in the presence of local Abelian
(U(1)) gauge symmetry. (A future paper will look at the non-Abelian (SU(N))
case. The point is as follows: in usual gauge theory quantization, the gauge con-
dition is a relation (constraint) between the quantizing degrees of freedom (the
initial data). We show in this work that using the two null hyperplanes, we don’t
need any constraints between initial data.
There are two points which we should mention. First, the use of the reduced
phase space quantization of Faddeev and Jackiw
[14]
(see also
[15]
) allows us to get the
commutation relations easily. Second, as they point out, if the two-form (which
goes in defining the equations of motion ) is invertible, then there are no con-
straints . This fact coupled with Penrose’s remark [11] seem to imply that using
two null hyperplanes, we always have an invertible two-form , hence never any
constraints. Obviously this greatly facilitates the quantization procedure.
2
2. Reduced Phase Space Quantization of QED
We follow the reduced phase space quantization of Faddeev and Jackiw [14] to
study QED :
L = −
1
2
FµνF
µν +
i
2
∂νψγνψ − ψ
i
2
∂νγνψ −mψψ + LI (2.1)
where LI is the interaction part of the Lagrangean:
LI = −eψγ
νψAν (2.2)
The Euler-Lagrange equations of motion are
∂µF
µν − eψγνψ = 0 (2.3)
(iγµ∂
µ −m− eγµA
µ)ψ = 0 (2.4)
To obtain the Hamiltonians for evolution along x+ and x−, we follow the
approach of previous papers [5] and [6] , so we write L out explicitly :
Ld4x =
{
−
1
2
FijF
ij − F+−F+− − F+iF+i − F−iF−i
−2eψ†+A+ψ+−2eψ
†
−A−ψ−+eψ
†
+γ0γiA
iψ−+eψ
†
−γ0γiA
iψ++ψ
†
+
i∂−
2
ψ+−
i
2
(∂−ψ†+)ψ+
+ψ†−
i∂+
2
ψ− −
i
2
(∂+ψ†−)ψ− +−ψ
†
+γ0γi
i∂i
2
ψ− +
i
2
(∂iψ
†
−)γ0γiψ+
−ψ†−γ0γi
i∂i
2
ψ++
i
2
(∂iψ
†
+)γ0γiψ−−mψ
†
+
γ−
2
ψ−−mψ
†
−
γ+
2
ψ+
}dx−dx+d2x⊥
2
(2.5)
where ψ± = Λ±ψ and Λ± = 12γ
0γ± . Note also that ∂ν = ∂∂xν so that ∂
− =
2∂+ = 2
∂
∂x+ and ∂
+ = 2∂− = 2 ∂∂x− . The corresponding conjugate momenta for
3
x+-derivatives are
πiA =
∂L
∂(∂−Ai)
= −
1
2
F+i (2.6)
πψ(x) =
∂L
∂(∂−ψ)
=
i
2
ψ
†
+ (2.7)
πψ†(x) =
∂L
∂(∂−ψ†)
= −
i
2
ψ+ (2.8)
For the momenta corresponding to x−-derivatives we get similar forms:
ρiA =
∂L
∂(∂+Ai)
= −
1
2
F−i (2.9)
ρψ(x) =
∂L
∂(∂+ψ)
=
i
2
ψ
†
− (2.10)
ρψ†(x) =
∂L
∂(∂+ψ†)
= −
i
2
ψ− (2.11)
We rewrite Ld4x in the following way
Ld4x =
1
2
{
πiA∂
−Ai + πiA∂
−Ai + ρiA∂
+Ai + ρ
i
A∂
+Ai
+πψ∂
−ψ+ + πψ∂−ψ+ + (∂−ψ
†
+)πψ† + (∂
−ψ†+)πψ†
+ρφ∂
+φ+ ρφ∂
+φ+ ρψ∂
+ψ− + ρψ∂+ψ− + (∂−ψ
†
−)ρψ† + (∂
−ψ†−)ρψ†
}
d4x
−Hdx+ −Kdx− +Md4x (2.12)
The meaning of these terms is as follows : the first bracket represents the p-q-
dot terms which go into the definitions of the canonical commutation relations;
the second and third term are the Hamiltonians which define the evolution of the
system along x+ , given by H, and along x− given by K finally, the last term
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contains the remaining pieces which give the ’constraints’, though are not ’true
constraints’ [14] as are consistent with the gauge field equations of motions. The
Hamiltonians H and K are :
H =
dx−dx2⊥
2
{1
2
(B−2)+2eψ†+A+ψ++2eψ
†
−A−ψ−+ψ
†
+γ0γi
i∂i
2
ψ−+ eψ
†
+γ0γiA
iψ−
−
i
2
(∂iψ
†
−)γ0γiψ−eψ
†
−γ0γiA
iψ+ +mψ
†
+
γ−
4
ψ− +mψ
†
−
γ+
4
ψ+
}
(2.13)
K =
dx+dx2⊥
2
{1
2
(B+2) + 2eψ†−A−ψ− + 2eψ
†
+A+ψ+ + ψ
†
−γ0γi
i∂i
2
ψ−eψ
†
−γ0γiA
iψ+
−
i
2
(∂iψ
†
+)γ0γiψ− + eψ
†
+γ0γiA
iψ− +mψ
†
−
γ+
4
ψ+ +mψ
†
+
γ−
4
ψ−
}
(2.14)
where B− = B+ = 1√
2
F 12, and for the ’constraints’ we get whatever is left over
M =
{
− ∂iA+F
+i − ∂iA−F−i − F+−F+− + 2eA+ψ
†
+ψ+ + 2eA−ψ
†
−ψ−
}
(2.15)
Well, we can rewrite is as ( up to total derivatives) :
M = A+Cpi + A−Cρ (2.16)
and the ’constraints’ Cpi and Cρ are
Cpi = −∂−F−+ − ∂iF i+ + 2eψ
†
+ψ+ (2.17)
Cρ = −∂+F
+− − ∂iF i− + 2eψ
†
−ψ− (2.18)
We see that Cpi = Cρ = 0 identically by the classical equation of motion for the
gauge fields , as in equation [(2.3)] for ν = +,−.
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Let us write the Ldx4 with the explicit momenta dependence ( up to total
derivatives which we can discard [14],
[16]
), so as to make the resulting commutation
relation clear :
Ld4x =
1
2
2
{
πiAdAi −Aidπ
i
A + πψdψ+ − dπψψ+ + dψ
†
+πψ† − ψ
†
+dπψ†
}dx−dx⊥
2
+
1
2
2
{
ρiAdAi − Aidρ
i
A + ρψdψ− − dρψψ− + dψ
†
−ρψ† − ψ
†
−dρψ†
}dx+dx⊥
2
−Hdx+ −Kdx− + A+Cpid4x+ A−Cρd4x (2.19)
We see now that we have two types of evolutions, one along x+, for which the first
term in equation (2.19) gives the commutation relations along surfaces x+ = y+
according to the form:
[ξa, ξb] = Γ−1ab a, b = 1, ..8 (2.20)
with
ξ1 = π1A, ξ
2 = π2A, ξ
3 = πψ, ξ
4 = πψ† , ξ
5 = A1, ξ6 = A2, ξ7 = ψ+, ξ
8 = ψ†+ (2.21)
and
Γ15 = Γ26 = Γ37 = Γ48 = 2 = −Γ48 = −Γ57 = −Γ62 = −Γ51 (2.22)
and all the other Γ’s are 0 . The second term in equation (2.19) gives the com-
mutation relations along surfaces x− = y− according to the form :
[ηa, ηb] = ∆−1ab a, b = 1, ..8 (2.23)
with
η1 = ρ1A, η
2 = ρ2A, η
3 = πψ, η
4 = πψ† , η
5 = A1, η6 = A2, η7 = ψ−, η8 = ψ
†
− (2.24)
and
∆15 = ∆26 = ∆37 = ∆48 = 2 = −∆48 = −∆57 = −∆62 = −∆51 (2.25)
and all the other ∆’s are 0 . Going now to the quantum commutators, we get the
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following relations for fields at equal x+ = y+ , the usual front-form ’time’ :
[Ai(x+, x−, x⊥), π
j
A(y
+, y−, y⊥)]x+=y+ =
i
2
δ(x− − y−)δ2(x⊥ − y⊥)δij (2.26)
{
ψ+(x
+, x−, x⊥), πψ(y+, y−, y⊥)
}
x+=y+
= +
i
2
Λ+δ(x
− − y−)δ2(x⊥ − y⊥) (2.27)
{
ψ
†
+(x
+, x−, x⊥), πψ†(y
+, y−, y⊥)
}
x+=y+
= −
i
2
Λ+δ(x
− − y−)δ2(x⊥ − y⊥) (2.28)
Thus, the physical (quantized) degrees of freedom on x+ = 0 are Ai , ψ+ and ψ
†
+.
For fields at equal x− = y−, a new front-form ’time’, we get:
[Ai(x+, x−, x⊥), π
j
A(y
+, y−, y⊥)]x−=y− =
i
2
δ(x− − y−)δ2(x⊥ − y⊥)δij (2.29)
{
ψ−(x+, x−, x⊥), ρψ(y+, y−, y⊥)
}
x−=y−
= +
i
2
Λ−δ(x+ − y+)δ2(x⊥ − y⊥) (2.30)
{
ψ
†
−(x
+, x−, x⊥), ρψ†(y
+, y−, y⊥)
}
x−=y−
= −
i
2
Λ−δ(x+ − y+)δ2(x⊥ − y⊥) (2.31)
Here, the physical (quantized) degrees of freedom on x− = 0 are Ai , ψ− and ψ
†
−.
Note that A+ and A− do not enter in the list of physical (quantized) degrees of
freedom.
The equations of motions are now like in Faddeev and Jackiw [14]
Γab∂
−ξb =
∂H
∂ξa
(2.32)
for the x+ variation, and
∆ab∂
−ηb =
∂K
∂ηa
(2.33)
for the x− variation . For a = 5 and b = 1, equation (2.32) gives
∂+F
+1 = +2eψ†+γ0γiψ− + 2eψ
†
−γ0γiψ+ (2.34)
which is just the equation of motion [(2.3)] for ν = 1 . For a = 7 and b = 3 we
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recover the equation of motion for ψ†+
i∂−ψ†+ = i
∂iψ
†
−
2
γ0γi −mψ
†
−
γ0
2
+ 2eψ†+A+ (2.35)
We get similar results from (2.33).
But what is the meaning of the fields A+ and A− ? They obey the following
coupled set of differential equations ,according to Cpi and Cρ :
1
2
∂+∂−A+ −
1
2
(∂+)2A− − (∂i)2A+ = −∂i∂+Ai + 2eψ†+ψ+ (2.36)
1
2
∂−∂+A− −
1
2
(∂−)2A+ − (∂i)2A− = −∂i∂−Ai + 2eψ†−ψ− (2.37)
We’ve arranged the equations so that all the known fields, the independent fields
are on the right-hand side, and the ’new’ fields are on the left-hand side. The point
is that these are not constraint equations since they are not relations between the
initial data , since neither A+ nor A− get initialized on either hyperplane! We
introduce these new fields so that we preserve Lorentz covariance and so that we
have the same equations of motion in the Euler-Lagrange case and the Hamiltonian
case.
Inverting these equations, we got the following equations for A+ and A− :
A+ = ((∂i)2)−1∂i∂+Ai − ((∂i)2)−1eψ†+ψ+ + (∂
+∂− − (∂i)2)−1eψ†+ψ+
−((∂i)2)−1(∂+∂− − (∂i)2)−1(∂+)2eψ†+ψ+ (2.38)
A− = ((∂i)2)−1∂i∂+Ai − ((∂i)2)−1eψ†−ψ− + (∂
−∂+ − (∂i)2)−1eψ†−ψ−
−((∂i)2)−1(∂−∂+ − (∂i)2)−1(∂−)2eψ†−ψ− (2.39)
To fully define these fields, we need to define the operators ((∂i)2)−1 and (∂+∂−−
(∂i)2)−1 . Then we’ll have A+ and A− completely determined in terms of known
fields.
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This is quite straight-forward. For the definition of (∂+)−1, we use the idea of
Zhang and Harindranath [16] of taking anti-periodic boundary conditions for all
the fields. This determines then the definition for this operator we are considering.
It is
1
∂+
f(x−) =
1
2
∫
dk+
2π
e−ik
+x−
{ 1
k+ + iǫ
+
1
k+ − iǫ
}
f(k+) (2.40)
which leads to the following form for its square
(
1
∂+
)2f(x−) =
1
2
∫
dk+
2π
e−ik
+x−
{ 1
k+ + iǫ
+
1
k+ − iǫ
}2
f(k+) (2.41)
In position space, the operator (∂+)−1, is just the convoluted epsilon distribution
[16], while the operator (∂+)−2, becomes
1
2
λ∫
−λ
dx−ǫ(x− − x′−)ǫ(x− − x”−) = −|x′− − x”−|+ λ (2.42)
As Zhang and Harindranath point out, it is crucial that we take this definition in
getting a consistent specification of the front-form singularity k+ = 0.
We treat the sibling operator (∂−)−1, like we did (∂+)−1. We have
1
∂−
f(x+) =
1
2
∫
dk−
2π
e−ik
−x+
{ 1
k− + iǫ
+
1
k− − iǫ
}
f(k−) (2.43)
This leads to the following form for its square
(
1
∂−
)2f(x+) =
1
2
∫
dk−
2π
e−ik
−x+
{ 1
k− + iǫ
+
1
k− − iǫ
}2
f(k−) (2.44)
Just like above, the operator (∂−)−1, is just the convoluted epsilon distribution
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[16], while the operator (∂−)−2, becomes
1
2
λ∫
−λ
dx−ǫ(x+ − x′+)ǫ(x+ − x”+) = −|x′+ − x”+|+ λ (2.45)
The other two operators are simpler to define. ((∂i)2)−1 becomes
((∂i)2)−1f(x⊥) =
∫
d2k⊥
(2π)2
e+ik⊥x⊥
−k2⊥ + iǫ
f(k⊥) (2.46)
while (∂+∂− − (∂i)2)−1 becomes
(∂+∂− − (∂i)2)−1 =
∫
d2k⊥
(2π)2
dk+dk−
(2π)2
e−ikx
4k+k− − k2⊥ + iǫ
f(k+, k−, k⊥) (2.47)
.
3. Quantization of the Fields
Now that we have the commutation relations, we are ready to define the fields
Ai and ψ. According to [11], using two null hyperplanes, the initial data must
be specified on each of the hyperplanes as well as on their intersection . In this
case, we will have initialization on the two surfaces x+ = 0 and x− = 0 . We will
require, though, that on the intersection of these surfaces, at x+ = x− = 0 these
fields satisfy certain consistency conditions. This works out as follows.
On x+ = 0 we have then :
Ai(x
+ = 0, x−, x⊥) =
∫
d2k⊥
(2π)3
dk+
2k+
{
ǫi(k
+, k⊥)a(k+, k⊥)e−ik.x+ǫ∗i (k
+, k⊥)a†(k+, k⊥)e+ik.x
}
(3.1)
ψ+(x
+ = 0, x−, x⊥) =
∫
d2k⊥
(2π)3
dk+
2k+
∑
λ
{
b(k+, k⊥)u+(k+, k⊥, λ)e−ik.x
+d†(k+, k⊥)v+(k+, k⊥, λ)e+ik.x
}
(3.2)
In this case, ik.x = ik+x− − ik⊥.x⊥ and the polarization vector is ǫi(k+, k⊥).
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On the other hyperplane, x− = 0 we get similar forms:
Ai(x
− = 0, x+, x⊥) =
∫
d2k⊥
(2π)3
dk−
2k−
{
ǫˆi(k
−, k⊥)aˆ(k−, k⊥)e−ikˆ.x+ǫˆ∗i (k
−, k⊥)aˆ†(k−, k⊥)e+ikˆ.x
}
(3.3)
ψ−(x− = 0, x+, x⊥) =
∫
d2k⊥
(2π)3
dk−
2k−
∑
µ
{
bˆ(k−, k⊥)u−(k−, k⊥, µ)e−ikˆ.x
+dˆ†(k−, k⊥)v−(k−, k⊥, µ)e+ikˆ.x
}
(3.4)
Here , ikˆ.x = ik−x+ − ik⊥.x⊥ .
We require now that the fields be consistent at x+ = x− = 0. This means that
we have
Ai(x
+ = 0, x− = 0, x⊥) = Ai(x− = 0, x+ = 0, x⊥) (3.5)
This implies
∫
d2k⊥
(2π)3
dk+
2k+
{
ǫi(k
+, k⊥)a(k+, k⊥)e+ik⊥.x⊥ + ǫi(k+, k⊥)∗a†(k+, k⊥)e−ik⊥.x⊥
}
=
∫
d2k⊥
(2π)3
dk−
2k−
{
ǫˆi(k
−, k⊥)aˆ(k−, k⊥)e+ik⊥.x⊥ + ǫˆi(k−, k⊥)∗aˆ†(k−, k⊥)e−ik⊥.x⊥
}
(3.6)
As k+ and k− are just dummy variables here, we get that
a(k+, k⊥) = aˆ(k+, k⊥), a†(k+, k⊥) = aˆ†(k+, k⊥) (3.7)
as well as
ǫi(k
+, k⊥) = ǫˆi(k+, k⊥) (3.8)
and we need to point out that the variables are the same for both creation oper-
ators. So this means that
a(k+, k⊥) 6= aˆ(k−, k⊥), ǫi(k+, k⊥) 6= ǫˆi(k−, k⊥) (3.9)
hence the field Ai has different effects on the two surfaces. On x
+ = 0, Ai(x
+ =
0, x−, x⊥) creates or destroys vector quanta with momentum k = (k+, k⊥) and
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polarization ǫi(k
+, k⊥). On x− = 0, Ai(x− = 0, x+, x⊥) creates or destroys quanta
with momentum kˆ = (k−, k⊥) and polarization ǫi(k−, k⊥) .
[17]
The analysis for the fermion fields goes through just like in the previous paper
[6] .
What about the fields A+ and A− ? As mentioned in the previous section, as
these fields are not initialized on any of the surfaces, they do not constitute con-
straints. We have solved equations [(2.36)] and [(2.37)] in terms of the independent
degrees of freedom Ai and ψ+ , ψ− in equations [(2.38)] and [(2.39)]. We get the
following :
A+(x+, x−, x⊥) = ((∂i)2)−1∂i∂+Ai(x+ = 0, x−, x⊥)
−((∂i)2)−1eψ†+ψ+(x
+ = 0, x−, x⊥) + (∂+∂− − (∂i)2)−1eψ
†
+ψ+(x
+ = 0, x−, x⊥)
−((∂i)2)−1(∂+∂− − (∂i)2)−1(∂+)2eψ†+ψ+(x
+ = 0, x−, x⊥) (3.10)
A−(x−, x+, x⊥) = ((∂i)2)−1∂i∂+Ai(x− = 0, x+, x⊥)
−(∂i)2)−1eψ†−ψ−(x
− = 0, x+, x⊥) + (∂−∂+ − (∂i)2)−1eψ
†
−ψ−(x
− = 0, x+, x⊥)
−((∂i)2)−1(∂−∂+ − (∂i)2)−1(∂−)2eψ†−ψ−(x
− = 0, x+, x⊥) (3.11)
where we use the definitions [(2.46)], [(2.47)], [(2.41)] and [(2.44)] .
So all the fields coming in the definition of QED are defined and A+ or A− do
not represent new modes or new quanta. It is important to point out here that our
gauge field A has only two physical degrees of freedom , Ai, i = 1, 2. The fields
A+ and A− are needed to guarantee Lorentz covariance, but are not gotten from
some constraint equations.
Let us point out that these equations are different in nature than similar equa-
tions one gets in the case of constraint quantization. In the constrained case, one
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needs to solve the constraint equation before quantization. This is often hard and
sometimes impossible analytically. Here, we have already quantized our theory and
are computing new fields, so we are past the quantization stage. The quantization
procedure seems easier in this approach than in the constrained approaches [1], [2],
[3], [4] .
4. Parity in Front-Form Quantization
We are ready now to study how the fields Ai , ψ+ and ψ− transform under
parity. For this we use (Bjorken and Drell for instance
[18]
) :
PAi(x+, x−, x⊥)P−1 = −Ai(x−, x+,−x⊥) (4.1)
since under parity (x+, x−, x⊥)→ (x−, x+,−x⊥) and the vector field has negative
intrinsic parity. For the vector field we get
PAi(x+ = 0, x−, x⊥)P−1 = P
∫
d2k⊥
(2π)3
dk+
2k+
{
ǫi(k
+, k⊥)a(k+, k⊥)e−ik.x
+ǫ∗i (k
+, k⊥)a†(k+, k⊥)e+ik.x
}
P−1 (4.2)
This becomes
PAi(x+ = 0, x−, x⊥)P−1 =
∫
d2(−k⊥)
(2π)3
dk−
2k−
{
− ǫi(k
−,−k⊥)a(k−,−k⊥)e−ik
′.x′
−ǫ∗i (k
−,−k⊥)a†(k−,−k⊥)e+ik
′.x′
}
(4.3)
if
Pa(k+, k⊥)P−1 = a(k−,−k⊥), Pa†(k+, k⊥)P−1 = a†(k−,−k⊥)
and
Pǫi(k
+, k⊥)P−1 = −ǫi(k−,−k⊥) (4.4)
and ik′.x′ = ik−x+ − ik⊥x⊥ . Redefining variables (k−,−k⊥) → (l−, l⊥), we get
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the result
PAi(x+ = 0, x−, x⊥)P−1 = −Ai(x− = 0, x+,−x⊥) (4.5)
Let us consider the fermion fields now. In this case we have the same result of the
previous paper [6]
Pψ(x+, x−, x⊥)P−1 = γ0ψ(x−, x+,−x⊥) (4.6)
and we expect that fields defined on x+ will be mapped into fields defined on x−
by parity. Indeed, that is what we find for ψ+ .
We derive now these relations for arbitrary x+ and x−. Note that for the x+
evolution we have
Ai(x+, x−, x⊥) = e−iP
−x+Ai(x+ = 0, x−,−x⊥) (4.7)
or
ψ−(x+, x−, x⊥) = e−iP
−x+ψ−(x+ = 0, x−,−x⊥) (4.8)
so that the parity-transformed field is
PAi(x+, x−, x⊥)P−1 = Pe−iP
−x+P−1PAi(x+ = 0, x−,−x⊥)P−1 (4.9)
which becomes
PAi(x+, x−, x⊥)P−1 = e−iP
+x−Ai(x− = 0, x+,−x⊥) (4.10)
since
PP−P−1 = P
∫
HP−1 =
∫
K = P+ (4.11)
by use of the equations (2.13) and (2.14). A similar result holds for the fermion
case.
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We also get the generator of x− evolutions to transform properly as well since
PP+P−1 = P
∫
KP−1 =
∫
H = P− (4.12)
again, by use of equations (2.14) and (2.13).
Since now the generators of evolution along x+ and x− (H and K respectively),
transform properly under parity , we can evolve the parity relations obtained at
x+ = 0 and x− = 0 to relations for arbitrary x+ and x−. For the vector case we
get
PAi(x+, x−, x⊥)P−1 = −Ai(x−, x+,−x⊥) (4.13)
as expected from previous work [5] .
For the fermion case, we get [7]
Pψ+(x
+, x−, x⊥)P−1 = γ0ψ−(x−, x+,−x⊥) (4.14)
which show very clearly that parity maps independent fields on x+ = 0 [ψ+(x
+ =
0, x−, x⊥)] , to independent fields on x− = 0 [ψ−(x− = 0, x+, x⊥)] , demonstrating
the it is crucial that we take both x+ = 0 and x− = 0 as quantizing surfaces if we
desire to have fields with parity as an explicit symmetry as already noted [6].
Thus far we have looked at transformation properties of independent fields on
x+ = 0 . It is quite straightforward to show that we get similar results for the
fields which are initialized on x− = 0 :
PAi(x−, x+, x⊥)P−1 = −Ai(x+, x−,−x⊥) (4.15)
for the vector field and
Pψ−(x−, x+, x⊥)P−1 = γ0ψ+(x+, x−,−x⊥) (4.16)
for the fermion field [7] .
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Let us examine the parity transformation properties of the fields A+ and A−.
It is a straightforward exercise to check, using equations [(3.10)] and [(3.11)] that
we get
PA+(x+ = 0, x−, x⊥)P−1 = A−(x− = 0, x+,−x⊥) (4.17)
due to the transformation properties of the fields Ai and ψ+. We likewise get
PA+(x+, x−, x⊥)P−1 = A−(x−, x+,−x⊥) (4.18)
for arbitrary x+.
For the other field A−, results come out as expected as well
PA−(x− = 0, x+, x⊥)P−1 = A+(x+ = 0, x−,−x⊥) (4.19)
due to the transformation properties of the fields Ai and ψ−. We likewise get
PA−(x−, x+, x⊥)P−1 = A+(x+, x−,−x⊥) (4.20)
for arbitrary x−. This completes our demonstration that fields defined on x+ = 0
and x− = 0 transform properly under parity, and define QED consistently.
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