Purpose -Twitter is a popular microblogging service which has proven, in recent years, its potential for propagating news and information about developing events. In this work, we focus on the analysis of information credibility on Twitter. The purpose of our research is to establish if an automatic discovery process of relevant and credible news events can be achieved. Design/methodology/approach -We follow a supervised learning approach for the task of automatic classification of credible news events. A first classifier decides if an information cascade corresponds to a newsworthy event. Then a second classifier decides if this cascade can be considered credible or not. We undertake this effort training over a significant amount of labeled data, obtained using crowdsourcing tools. We validate these classifiers under two settings: the first, a sample of automatically detected Twitter "trends" in English, and second, we test how well this model transfers to Twitter topics in Spanish, automatically detected during a natural disaster. Findings -There are measurable differences in the way microblog messages propagate. We show that these differences are related to the newsworthiness and credibility of the information conveyed, and we describe features that are effective for classifying information automatically as credible or not credible. Originality/value -We first test our approach under normal conditions, and then we extend our findings to a disaster management situation, where many news and rumors arise. Additionally, by analyzing the transfer of our classifiers across languages, we are able to look more deeply into which topic-features are more relevant for credibility assessment. To the best of our knowledge, this is the first article that studies the power of prediction of social media for information credibility, considering model transfer into time-sensitive and language-sensitive contexts.
Introduction
Microblogging is a well-established paradigm for interaction in online social networks. In a microblogging platform, users post short messages which are shown to their followers (or users which subscribe to them) in a real-time fashion. These short messages are known as microblog posts, status updates, or tweets -a term referring to the popular microblogging platform, Twitter a . This communication format is ideal for posting from mobile Internet devices, and indeed a majority of users (54%) access the service from their phones b .
a http://twitter.com/ b http://www.pewinternet.org/Reports/2011/Twitter-Update-2011/Main-Report.aspx Microblog messages display a wide variety of content, as much as everything else on the Web. Nevertheless, most messages correspond to either [Harcup and O'Neill, 2001 ]: 1) conversation items, which are valuable to the user and its immediate circle of friends (e.g. updates about personal activities or whereabouts, gossip, chat, etc.), or 2) information or news items, which have the potential to be valuable to a broader community (e.g. announcements or comments about relevant and/or timely topics of general interest).
In this work we focus mostly on the credibility of newsworthy information propagated through Twitter. Besides helping to communicate relevant events on a dayto-day basis, microblogging can be particularly helpful during emergency and/or crisis situations. Under these circumstances, microblog messages are used to provide real-time information from the actual location where the crisis is unfolding. This information often spreads faster and to a wider audience than what traditional news media sources can achieve.
We have observed in our prior work [Mendoza et al., 2010; Castillo et al., 2011] , that there is a correlation between how information propagates and the credibility that is given by the social network to it. Indeed, the reflection of real-time events on social media reveals propagation patterns that surprisingly has less variablity the greater a news value is. Accordingly, we explore the nature of these patterns and the relation with newsworthiness and credibility. We believe that users can benefit from models which aid them in the process of discovering reliable information. Furthermore, given prior evidence, we believe that this can be achieved in an automatic way using features extracted from information cascades.
Roadmap and contributions
In Section 2 we outline previous work relevant to our research. The following sections present the main contributions of our work:
• In Section 3, we present a case study about information propagation during a natural disaster. We describe differences in how a sample of confirmed news and false rumors propagate in the aftermath of the 2010 Earthquake in Chile. This study provides valuable insight into credibility characteristics in microblogging.
• In Section 4 we present the process of creating a labeled dataset of newsworthy events for credibility assessment. This procedure is performed using crowdsourcing tools. Once our dataset is built we introduce a series of information-cascade-based features for modeling information on Twitter.
• In Section 5 we create two automatic classifiers, trained on our labeled datasets. The first classifier detects newsworthy information cascades. The second classifier receives the newsworthy cascades and classifies them according to their credibility. We analyze the precision of these models with varying amounts of data and time elapsed before and after the event detection. In addition, we round up our work and return to the dataset about the Chilean earthquake, validating the transferability of our system to another language (Spanish), using only language-independent features.
Finally, Section 6 summarizes our main findings and presents directions for future research.
Comparison with our prior work
Section 3 summarizes the main findings of a sample of cases from the Chilean earthquake of 2010 described in our paper "Twitter under crisis: can we trust what we RT?" [Mendoza et al., 2010] .
Sections 4 presents work from the article "Information credibility on Twitter" [Castillo et al., 2011] . Section 5 extends [Castillo et al., 2011] by re-designing the learning scheme, introducing new experiments that enable early prediction by observing only the messages posted before the event is actually detected, and presenting model transfer results.
Related Work
The literature on information credibility is extensive, so in this section our coverage of it is by no means complete. We just provide an outline of the research that is most closely related to ours.
Newsworthiness and credibility of on-line contents
The prediction of news values, often referred as newsworthiness, is a key brick in the process of news construction because can help to determine the impact of a news story to a given audience. In a seminal study in this topic, Glutting and Ruge [Galtung and Ruge, 1962] showed that there are quantitative factors that are consistently applied by journalists for news priorization across different cultures and organizations. However, Harcup and O'Neill [Harcup and O'Neill, 2001] argue that the advent of social media suggests that news priorization is a two-way process where the audience plays a crucial role.
By 2010 the Internet was the source of news for 61% of users [Pew Research Center, 2010] and kept growing. People trust the Internet as a news source as much as other media, with the exception of newspapers [Flanagin and Metzger, 2000] .
In a recent user study, it was found that providing information to users about the estimated credibility of on-line content was very useful and valuable to them [Schwarz and Morris, 2011] . Recently, Morris et al. [Morris et al., 2012] showed that there are discrepancies between features people rate as relevant to determine credibility and those used by major search engines as Google and Bing.
Additionally, [Schmierbach and Oeldorf-Hirsch, 2010] conducted an experiment in which the headline of a news item was presented to users in different ways. Users found the same news headline significantly less credible when pre-sented on Twitter. Twitter users also perceive the credibility of individuals differently in Twitter according to their behavior, in general believing more in users who post what appears to be personal information [Marwick and Boyd, 2011; Johnson, 2011] .
Microblogging as news
While most messages on Twitter are conversation and chatter, people also use it to share relevant information and to report news [Java et al., 2007; Pear Analytics, 2009; Naaman et al., 2010] . Twitter has been used to track epidemics [Lampos et al., 2010] , geolocate events [Sakaki et al., 2010] , and find emerging controversial topics [Popescu and Pennacchiotti, 2010] .
Twitter has been used widely during emergency situations, such as wildfires [De Longueville et al., 2009] , hurricanes [Hughes and Palen, 2009] , floods [Vieweg, 2010; Vieweg et al., 2010; Starbird et al., 2010] and earthquakes [Kireyev et al., 2009; Earle et al., 2009; Mendoza et al., 2010] . Journalists have hailed the immediacy of the service which allowed "to report breaking news more rapidly than most mainstream media outlets" [Poulsen, 2007] . The correlation of the magnitude of real-world events and Twitter activity prompted researcher Markus Strohmaier to coin the term "Twicalli scale"
c . In order to detect news in Twitter, Sankara et al. (2009) used a text-based naive Bayes classifier. A different approach to event detection is to look at changes in the frequencies of the keywords in tweets, as Twitter Monitor [Mathioudakis and Koudas, 2010] does. Indeed, the majority of "trending topics" -keywords that experiment a sharp increase in frequency-can be considered "headline news or persistent news" [Kwak et al., 2010] .
Spam and misinformation in Twitter
Major search engines are starting to prominently display search results from the "real-time web" (blog and microblog postings), particularly for trending topics. This has created a new "bubble" of Web visibility [Gori and Witten, 2005] prompting people to use all sort of deceptive tactics to promote their contents. This has attracted spam [Benevenuto et al., 2010; Grier et al., 2010; Yardi et al., 2010] as well as political propaganda [Mustafaraj and Metaxas, 2010] .
An application to demonstrate how false rumors spread in social media was shown by the British newspaper "The Guardian". They presented a web-based visualization showing the results of a manual classification of 7 confirmed truths and 7 false rumors related to recent riots in London [The Guardian, 2011] . Several signals of blog credibility described in [Rubin and Liddy, 2006] are implemented in [Weerkamp and De Rijke, 2008] . The length of posts and the number of comments are found to be important features, a finding confirmed in [Wanas et al., 2008] , who also use the presence of emoticons and capitalization among the top features.
In [Ulicny and Baclawski, 2007] , links to news sources, the presence of the full name of the author and his/her affiliation, unquoted contents and comments where good indicators of reputable ("tenured" blogs). Along this same line, [Suh et al., 2010] shows, that tweets containing a URL, and tweets containing a hashtag, are more likely to be re-tweeted that those not containing these elements. In general, the presence of links seems to be consistently a positive signal for credibility [Fogg, 2002; Stewart and Zhang, 2003] .
To establish credibility of messages in Twitter, [Al-Eidan et al., 2010; Al-Khalifa and Al-Eidan, 2011] use among other features the presence of links to authoritative/reputable news sources and whether the user is verified or not. They also look at the presence of URLs, user mentions, re-tweets, and hash tags. For the authors, they look at whether there is a location, a biography, and a web site, as well as the number of followers and friends and the "verified" status of the account.
Systems to find credible tweets

The Truthy
d service collects, analyze and visualize the spread of tweets belonging to political "trending topics". It also compute a score for sets of tweets [Ratkiewicz et al., 2011] that reflects the probability that those tweets are deceptive ("astroturfing"). In contrast, in our work we do not focus on willful deception but on factors that can be used to automatically approximate users' perceptions of credibility.
A different system for identifying credible Twitter news in Arabic [Al-Eidan et al., 2010; Al-Khalifa and Al-Eidan, 2011 ] uses as one of its main features the similarity of the posts with contents in reputable news sources, following [Juffinger et al., 2009] , and the result of an heuristic from the "Twitter Grader" system.
e . In contrast with their work, instead of analyzing individual tweets, in our work our basic unit of information is a set of tweets. Recently, Metaxas and Mustafaraj [Metaxas and Mustafaraj, 2012] has proposed a system that can maintain trails of trustworthiness propagated through a number of real-time streams, where the provenance, credibility and independence of the multiple information sources can be provided to users.
Case Study: Twitter during a Crisis Event
The earthquake that hit Chile on February 2010 provided the initial motivation for this work. This section summarizes some observations presented in [Mendoza et al., 2010] about the use of Twitter during this event. Specifically, we compare a sample of posts containing false rumors with a sample of posts containing confirmed news.
Event characterization
The earthquake occurred off the coast of the Maule region of Chile, on Saturday, February 27, 2010 at 06:34:14 UTC (03:34:14 local time). It reached a magnitude of 8.8 on the Richter scale and lasted for 90 seconds; as of May 2012 it is considered the eight stronger earthquake ever recorded in history f . A few minutes after the earthquake, a tsunami reached the Chilean shores. Nearly 560 people died and more than 2 million people were affected directly in some way.
In the hours and days after this earthquake, Twitter was used to post timecritical information about tsunami alerts, missing people, deceased people, available services, interrupted services, road conditions, functioning gas stations, among other emerging topics related to the catastrophe. After the earthquake, bloggers published first-hand accounts on how they used twitter during the emergency g .
Twitter reaction
The earthquake reached the level of trending-topic in Twitter a few hours after the event (e.g. #terremotochile).
To study how Twitter was used during the earthquake in Chile, we collected public tweets during the time window between February 27, 2010 and March 2, 2010. To determine the set of tweets related to the event, we used a filter-based heuristic approach. This was necessary because the data at our disposal from Twitter did not provide geographical information about its users and there were no IP addresses or reliable location information in general. Therefore, we focused on the community that surrounded the topic of the earthquake.
We selected all tweets in the timezone of Santiago (GMT-04:00), plus tweets which included a set of keywords which characterized the event. This set of keywords was chosen by the authors after inspection of a large set of tweets. It included hashtags such as #terremotochile and the names of the towns, cities, and administrative regions affected. The set of keywords is listed in the supplementary material (see [Supplementary Material] to 716,344 different users, which registered an average of 1,018 followers and 227 followees at the time of the earthquake.
Information propagation behavior
We illustrate the impact of the quake by measuring the re-tweet (RT) activity during the first hours. In Figure 1 we show the re-tweet graphs that emerge in the first hour post-quake. In order to illustrate how the propagation process works over the Twitter social network we plot the graphs considering intervals of 15 minutes. Figure 1 shows that tweets with the term "earthquake" are propagated through the social network. In fact, we observe that only thirty minutes after the quake some re-tweet graphs show interesting patterns. In some cases tweet propagation takes the form of a tree. This is the case of direct quoting of information. In other cases the propagation graph presents cycles, which indicates that the information is being commented and replied, as well as passed on. This last case involves bi-directional flows in the information dissemination process.
False Rumor Propagation
In this section we analyze the credibility of information on Twitter and how this information is spread through the social network. To achieve this task, we manually searched some relevant cases of valid news items, which were confirmed at some point by reliable sources. We refer to these cases as confirmed truths. Additionally, we manually searched important cases of rumors which emerged during the crisis but were later confirmed to be false. We refer to these cases as false rumors. Our goal is to observe if users interact in a different manner when faced with these types of information. Each case studied was selected according to the following criteria:
(1) A significant volume of tweets is related to the case (close to 1, 000 or more).
(2) Reliable external sources allow to verify if the claim is true or false.
The next step was to create a list of 7 confirmed truths and 7 false rumors. This list was obtained by manually analyzing samples of tweets and also using first-hand background knowledge of the crisis. A large majority of the news spread through twitter during this event were actually true, as confirmed in Section 5.4; so finding the confirmed truths was easier than finding the false rumors.
Examples. A true news item (confirmed truth) was the occurrence of a tsunami in the locations of Iloca and Duao. In fact this information was quickly informed through Twitter sources while government authorities ignored its existence initially, later on it was confirmed to be one of the most devastating aspects of this earthquake. On the other hand, a rumor that turned out to be false was the death of locally famous artist Ricardo Arjona.
In each case we collected between 42 and 700 unique tweets for classification (identical re-tweets were discarded for classification purposes). These tweets were retrieved by querying the collection using keywords related to each true or false case.
Manual classification of individual messages. The next step was to classify tweets into the following categories: affirms (propagates information confirming the item), denies (refutes the information item), questions (asks about the information item), and unrelated or unknown. We automatically propagated labels in such a way that all identical re-tweets of a tweet get the same label. The results of the classification are shown in Table 1 .
The classification results (see Table 1 ) shows that a large percentage (>95% approx.) of tweets related to confirmed truths validate the information ("affirms" category label). The percentage of tweets that deny these true cases is very low. On the other hand, we observe that the number of tweets that deny information becomes much larger when the information corresponds to a false rumor. In fact, Table 1 : Number of "affirms", "denies" and "questions" for each of the cases studied of confirmed truths and false rumors. All figures correspond to unique (nonduplicate) tweets. this category concentrates around 50% of tweets. There are also more tweets in the "questions" category in the case of false rumors. The main conclusion we extract from this experiment is that false rumors tend to be questioned much more than confirmed truths, which is encouraging as it provides at least one feature that could be used for this automatic classifier. In Section 4, we introduce and test many other features. In Section 5 we return to work further on this dataset.
Modeling Newsworthy and Credible Information.
The main focus of our research is on credibility of time-sensitive information, in particular on current news events. It is important to note that both goals, that of estimating the newsworthiness of a discussion topic, and that of determining its credibility, are equally important to us.
We describe the creation of our labeled dataset, which contains newsworthy events and credible newsworthy events. We describe how this dataset is built from emerging discussion topics on Twitter and their related messages. This section is divided into three parts: emerging event detection, manual labeling, and feature extraction. On the next section we use this data for automatic classification purposes.
This section summarizes and extends our prior work [Castillo et al., 2011] .
Automatic event detection
As mentioned before, our basic research unit is an information cascade, which is composed of all of the messages which usually accompany newsworthy events. The detection of such sets of messages is not a part of this study; we obtain them from Twitter Monitor [Mathioudakis and Koudas, 2010 ] during a 2-months period.
Twitter Monitor is an on-line monitoring system h which detects sharp increases ("bursts") in the frequency of sets of keywords found in messages. For every burst detected, Twitter Monitor provides a keyword-based query of the form (A ∧ B) where A is a conjunction of keywords or hashtags and B is a disjunction of them. For instance, ((cinco ∧ mayo) ∧ (mexican ∨ party ∨ celebrate)) refers to the celebrations of "cinco de mayo" in Mexico. The elements matching the query are a sub-set of those who caused the event detector to trigger. For details on how Twitter Monitor works please see reference [Mathioudakis and Koudas, 2010] . We collected the tweets matching the query during a 2-day window centered on the peak of every burst. Table 2 . We have separated them in two broad types of topics: news and conversation [Java et al., 2007; Pear Analytics, 2009] . Contrary to what one might expect, conversation-type messages can be bursty, corresponding to endogenous bursts of activity [Crane and Sornette, 2008] .
The topic extraction phase yields a large variation in the number of tweets found for each topic, as shown in Figure 2 . For our particular dataset, we decided to keep all of the topics which had at most 10,000 tweets, which corresponds to 99% of the cases and over 2,500 topics. Therefore, our initial topic dataset contained approximately 1,873,000 messages. 
Dataset Labeling Process
Newsworthy topic labeling
Given that the scope of our work is credibility of newsworthy information, we first need to separate newsworthy topics. These are topics which are of interest to a broad set of people, as opposed to conversations/chat, which are of little importance outside a reduced circle of friends [Alonso et al., 2010] .
The manual data labeling process used the crowdsourcing tool Mechanical Turk i . For this task we presented evaluators a randomly selected sample of 10 different tweets from a topic and the list of bursty keywords detected by Twitter Monitor for the topic. We asked if in general, most of the messages were spreading news about a specific event (labeled as class NEWS) or mostly comments or conversation (labeled as class CHAT). For each topic we also asked evaluators to provide a short summary sentence for the topic. Evaluators that did not provide justifications were discarded, to reduce the effect of click spammers in the evaluation system. A screenshot of the labeling interfaces, including examples and guidelines is shown in Figure 3 . It should be noted that to simplify labeling task, we choose to present the evaluators with a sample of related tweets (on average each topic had thousands of tweets). Empirically, we perceived this information to be sufficient for determining the nature of the topic. We selected uniformly at random 383 topics to be evaluated. In total, these topics involve 221,279 tweets. We required 7 different evaluators for each topic, in total 2, 681 unique assessments. Evaluations that did not provide the short summary sentence at this stage were discarded. A class label for a topic was assigned if at least 5 out of 7 evaluators agreed on the label. Cases which did not meet this majority were labeled as UNSURE. Using this procedure, 35.6% of the topics (136 cases) were labeled as UNSURE, 29.5% as NEWS (113 cases), and 34.9% as CHAT (134 cases).
Credibility assessment. We focus next on the perceived credibility of the newsworthy topics. For the task of automatic credibility estimation, newsworthy topics are not known a priori, but must be found in the data stream. Hence, we use an automatic classifier built using the data manually labeled as newsworthy in our dataset (details of this model are given on Section 5.1). Therefore, we are able to expand to 747 the topics labeled as NEWS. We use this extended set of newsworthy topics as an input for our second labeling round, described next.
We asked evaluators to indicate a credibility level of the topic that was presented to them. Again we presented a sample of 10 different tweets per topic, followed by the set of bursty keywords detected by Twitter Monitor for the topic.
We considered four levels of credibility: (i) almost certainly true, (ii) likely to be false, (iii) almost certainly false, and (iv) "I can't decide"
j . An example of the interface is shown in Figure 4 .
As before, we discarded evaluations lacking a justification sentence and asked for a majority of 5 out of 7 labels. This round produced the following results: 41% topics were considered "almost certainly true" (306 cases), "likely to be false" accounted for 31.8% (237 cases), "almost certainly false" accounted only for 8.6% (65 cases), while 18.6% (139 cases) were uncertain.
Feature extraction
The main hypothesis on which we base our work is that the level of credibility of information disseminated through social media can be estimated automatically. We believe that there are several factors that can be observed in the social media platform itself that are useful to establish information credibility. These factors include:
• the reactions that certain topics generate and the emotion conveyed by users discussing the topic: e.g. if they use opinion expressions that represent positive or negative sentiments about the topic; • the level of certainty of users propagating the information: e.g. if they question the information that is given to them, or not; • the external sources cited: e.g. if they cite a specific URL with the information they are propagating, and if that source is a popular domain or not; • characteristics of the users that propagate the information, e.g. the number of followers that each user has in the platform.
Based on this reasoning, we propose an extended set of features (68 in total), many of which are based on previous works [Agichtein et al., 2008; Alonso et al., 2010; Hughes and Palen, 2009] . We use these features to model topics and information cascades associated to them. Some of these features are specific to j There is no option "likely to be true" as in a preliminary round of evaluation it was observed that it attracted almost all the responses from the evaluators. the Twitter platform, but most are quite generic and can be applied to other environments. We divide features into four main types described bellow, and detailed in Tables 9, 10, 11 and 12 (see [Supplementary Material] for a detailed description of each feature): Message-based features consider characteristics of messages, these features can be Twitter-independent or Twitter-dependent. Twitter-independent features include: the length of a message, whether or not the text contains exclamation or question marks and the number of positive/negative sentiment words in a message. Twitter-dependent features include features such as: if the tweet contains a hashtag, and if the message is a re-tweet. User-based features consider characteristics of the users which post messages, such as: registration age, number of followers, number of followees ("friends" in Twitter), and the number of tweets the user has authored in the past.
Topic-based features are aggregates computed from the previous two feature sets; for example, the fraction of tweets that contain URLs, the fraction of tweets with hashtags and the fraction of sentiment positive and negative in a set. Propagation-based features consider characteristics related to the propagation tree that can be built from the re-tweets of a message. These includes features such as the depth of the re-tweet tree, or the number of initial tweets of a topic (it has been observed that this influences the impact of a message, e.g. in [Watts and Peretti, 2007] ).
Prediction Model Creation
In this section we present the methodology we use to create the models involved in automatic newsworthiness and credibility prediction for topics on Twitter. For this, we use the labels and features described in Section 4. It is important to recall, that we use information cascades as a research unit. Therefore, we train our classifiers only on the features which represent aggregated values for a topic, discarding the use of features calculated at user or message level.
Automatic discovery of newsworthy topics
We train a supervised classifiers to determine if a set of tweets describes a newsworthy event. For our supervised training phase we use the labeled topics obtained through Mechanical Turk. These labels consider three classes (NEWS/CHAT/UNSURE) discussed in Section 4.2.
The effect of the UNSURE label. We study the impact of using instances labeled as UNSURE in the training process. For the interested reader, a more detailed account of experimental results are available as supplementary material (see [Supplementary Material] ). In summary, we compare classifier accuracy when training on different sets of labels, such as NEWS vs. CHAT + UNSURE, and NEWS vs. CHAT. Our experiments show that performance improves considerably if instances labeled as UNSURE are completely removed from our training dataset. Therefore, we select only topics labeled as NEWS and CHAT for our training data.
Choice of a learning scheme. Next, we compare experimentally the performance of different learning schemes: Naive Bayes, Bayes Net, Logistic Regression and Random Forest. The results of this comparison show that Bayes Net is the best learning scheme in this scenario. Therefore, we select it for our news classifier (although, Random Forest also performed well). A more detailed account of performance results is available as supplementary material (see [Supplementary Material]).
Feature subsets. Once the details of our learning model have been determined, we study how features contribute in the prediction of newsworthy topics. We evaluate features by dividing them into the following subsets:
Text-only subset: considers all of the features that are based on aggregated properties of the message text. This includes the average length of the tweets, sentiment-based features, features related to URLs, and those related to counting distinct elements (hashtags, user mentions, etc.) per topic. This subset contains 20 features.
User subset: considers all of the features which represent the social network of users. This subset includes aggregated properties of message authors, including number of friends and number of followers. This subset contains the 7 features described in Table 10 .
Topic subset: considers all of the topic features which include the fraction of tweets that contain one of these 4 elements (at topic level): 1) most frequent URL, 2) most frequent hashtag, 3) most frequent user mention, and 4) most frequent author.
Propagation-RT subset: considers the propagation-based features plus the fraction of re-tweets and the total number of tweets. This subset contains the 7 features described in Table 12 . Table 3 shows results obtained for the Bayes networks-based classifier trained on each of these subsets. Noticeably, the Text-only-based subset of features achieves the same performance as the classifier over the full feature set. On the other hand, the propagation-based subset by itself achieves the lowest performance, with a Kappa statistic equal to zero, which indicate a performance equal to that of a random predictor.
Feature selection. We test combinations of feature subsets, selecting arbitrary sets of features, with a best-first strategy and a CFS subset evaluation. We evaluated 684 subsets, and the best subset achieved a merit of 0.371, using 8 features. The boxplots for these features are shown in Figure 5: • Fraction of authors in the topic that have written a self-description ("bio" in Twitter terms).
• Count of distinct URLs.
• Fraction of URLs pointing to domains in the top 100 most visited domains on the web.
• Average length of the tweets.
• Count of distinct user mentions.
• Fraction of tweets containing a hashtag.
• Fraction of tweets containing a "frowning" emoticon.
• Maximum depth of propagation trees.
When analyzing in detail these features we observe that the feature "fraction of authors with a description" indicates that users with information in their profiles are more likely to propagate chat. Also, topics which have longer tweets tend to be more related to news topics. Intuitively, newsworthy topics share more URLs which belong to the top-100 most popular domains, and chat contains more frown emoticons. Also, news topics tend to have less hashtags than chat, and contain more URLs.
Credibility prediction
In this section we study how to automatically assign a credibility level (or score) to a topic deemed newsworthy by our previous classifier. Similarly to the newsworthy classification task, we divide this process into labeled dataset selection, learning scheme analysis and feature space reduction.
Labeled dataset selection. Our objective is to differentiate reliable news from those which are more doubtful. Therefore, we focus on topics labeled as almost certainly true, from now on assigned to the class CREDIBLE. The remaining credibility labels are joined in a class called NOT-CREDIBLE. We apply this criteria to the labeled data obtained in Section 4.2. Therefore, our problem is now reduced to that of binary classification. In total, 152 topic instances correspond to the class CREDIBLE and 136 to class NOT-CREDIBLE, achieving a class balance equivalent to 47.2% / 52.8%. In total, these topics involve 165,312 tweets.
Choice of a learning scheme. We study how different learning algorithms perform in our particular learning scenario. Similarly to Section 5.1. The dataset used at this point is more reduced, as it is a subset of the one used for newsworthiness classification. Therefore we select a leave-one-out validation. We explore the performance of Bayesian methods, Logistic Regression, J48, Random Forest and Meta Learning based on clustering. These former 3 methods achieve the best performance, shown in Table 4 . Random Forest achieves high accuracy rates, although the accuracy of the Meta Learner is quite similar. Regarding error, the best results are obtained by the meta learner, with best accuracy/error rate. We observe that the predictability of the problem is very difficult, with very moderated Kappa statistic values, indicating that improvements over a random predictor are limited. In addition, we analyze in detail how each method performed for each class, and the main conclusions are that misclassification of not-credible topics as credible is significant, but recall rates are quite acceptable. Feature selection. We analyze feature selection to determine which features are the most useful for credibility prediction reducing dimensionality. As for the first classifier, we select subsets of features using a best first strategy and a CFS subset evaluation method. We evaluate 684 subsets, with the best result obtaining a merit of 0.104, using 16 features, shown in Figure 6: • The average number of tweets posted by authors of the tweets in the topic in the past. • The average number of followees of authors posting these tweets.
• The fraction of tweets having a positive sentiment.
• The fraction of tweets having a negative sentiment.
• The fraction of tweets containing a URL that contain the most frequent URL.
• The fraction of tweets containing a URL.
• The fraction of URLs pointing to a domain among the top 10,000 most visited ones.
• The fraction of tweets containing a user mention.
• The average length of the tweets.
• The fraction of tweets containing a question mark.
• The fraction of tweets containing an exclamation mark.
• The fraction of tweets containing a question or an exclamation mark.
• The fraction of tweets containing a "smiling" emoticons.
• The fraction of tweets containing a first-person pronoun.
• The fraction of tweets containing a third-person pronoun.
• The maximum depth of the propagation trees.
Detailed analysis shows that several features display good properties for class separability. For example, users which spread credible tweets tend to register more friends. Note that credible tweets tend to include references to URLs which are included on the top-10,000 most visited domains on the Web. In general, credible tweets tend to include more URLs, and are longer than non credible tweets. Regarding polarity, non credible tweets tend to concentrate more positive polarity scores, as opposite to credible tweets, which tend to express negative feelings. Some very interesting facts can be observed when we consider question and exclamation marks. People tend to concentrate question and exclamation marks on non credible tweets, frequently using first and third person pronouns.
We train using the top-3 classifiers for this task (Random Forest, Logistic and Meta Learner) on the subset of 16 features, using a leave-one-out validation. Results are shown in Table 5 . It is important to note that even though we are using less features, there is no significant performance reduction. Moreover, the results of the logistic regression classifier actually improve achieving better results than classifiers over the full feature set. A possible explanation for the limited scope of these results is that binary separation between credible and not-credible topics is not truly realistic. In addition, since the logistic regression classifier is able to produce output scores, we observe that by using a threshold of 0.6, a 40% of the predictions achieves a 70.4% precision. 
Early prediction of newsworthy and credible topics
We analyze model performance at the moment of topic detection. To simulate this situation we use the same topics in our previous dataset, but only using tweets registered before the first activity burst. This experiment is intended to show if we can give early indicators of topic newsworthiness and credibility.
As part of this analysis we compare how feature distributions vary in comparison to those of the complete dataset. Similar distributions lead to similar classifier performance, also different distributions can lead to a decrease in performance. For this comparison we use a Kolmogorov-Smirnov test for each feature and we evaluate on the best feature sets selected for classification in the previous section. Results show that the distribution differs significantly only in the case of 6 features, four of them used by the newsworthy model and three used by the credibility model. Some interesting findings at this point are that tweets tend to include more URLs and hashtags and exclamation marks before the first burst. Also more users which have information in their profile participate before the burst, indicating greater incorporation of occasional users after the burst.
We study how the different models perform for the cases whose features were calculated using only the tweets before the peak. For the newsworthy detection phase we use the Bayesian model, which achieves the best performance results in the testing phase. Each case was labeled according to the Bayesian model and then only cases labeled as NEWS were analyzed by the credibility model. Thus, both models were evaluated considering error propagation, because they were assembled as a sequential filter bank. As a model for credibility assessment, we explore the performance of the logistic regression model, which allows for the inclusion of an output score threshold. We show a summary of these results in Tables 6 and 7 respectively. Table 6 shows that the accuracy rate decreases in 9%, without a significant decrease in the Kappa statistic, which indicates that the predictability of the newsworthy model is significantly better than a random predictor. Overall we note that the newsworthy model can detect news events by using only tweets registered before the first activity peak without significant performance loss. On the other hand, Table 7 shows results for the Logistic Regression classifier with and without the output score threshold of 0.6. This classifier uses 43% of the original instances, which were the ones labeled as NEWS and when applying the threshold 19% of these instances are discarded. In this scenario almost 75% of the instances are correctly labeled, which increases to almost 80% when the threshold is applied. Kappa statistics are quite significant, indicating that early prediction of credibility is possible.
Credibility during a crisis event and model transfer
As a logical next step, we evaluate the transferability of our model for topics composed of tweets in a language different than English, in this case Spanish. In addition to this we also change the evaluation scenario, to a very different one, that of a crisis event.
We build the information cascades to create the evaluation dataset for the Chilean earthquake. For this, we cluster tweets collected for the time frame described in Section 3. This dataset is too large for a sequential clustering approach, therefore we segment our data into 24-hour time windows and use Mahout k with k-means. It should be noted that Twitter Monitor bursts were not available to us for this time period.
We apply the newsworthy topic classifier on the clustering output, which produced 1566 clusters labeled as NEWS or CHAT. Most instances (93.8%) were labeled in this last category, and only 97 of the clusters were labeled as NEWS. Inspection of the derived clusters shows that many clusters contained combinations of news and chat tweets. This included noise, which was not the case when using information cascades derived from Twitter Monitor. Given the large bias in our class labels, to avoid problems in our evaluation, we create a ground truth using a stratified sampling process over clusters. We generate 6 cluster folds, each containing 130 clusters, where 30 clusters were sampled from those labeled as NEWS and others chosen at random with replacement. This method considers 562 clusters in total.
Folds are then manually labeled in three rounds. For each round a label is assigned to the cluster when there is an agreement of 3 human evaluators. It should be noted that crowdsourcing tools were not used in this process, since this task requires understanding of Spanish and some background on the crisis situation itself. Therefore, labeling was performed by a set of 6 evaluators composed of graduate students in Chile and the authors themselves.
The first labeling round is intended for establishing if the cluster is ON-TOPIC or OFF-TOPIC. Meaning that the cluster itself represents a coherent discussion topic (on-topic), and is not extremely noisy (off-topic). This round produces 224 ON-TOPIC instances. The second round is used to manually label on-topic clusters into the classes NEWS/CHAT/UNSURE. This process generates 52 properly labeled clusters: 34 labeled as NEWS, 15 as CHAT and only 3 as UNSURE. Finally, for the instances labeled as NEWS, we separate clusters which spread confirmed truths from false rumors. This generates 27 CREDIBLE clusters, and only 3 NOT-CREDIBLE clusters.
Similarly to Section 5.3 we compare the feature distributions for the features extracted from the earthquake dataset. We do this for instances labeled as ON-TOPIC, and compare them to the features from our original training datasets. Again we use the a Kolmogorov-Smirnov test for each pair of distributions. This comparison shows that features used for newsworthy classification differ significantly in 4 cases, but feature distribution in credibility classification are quite similar.
We study how our models perform in the Chilean earthquake situation. We perform the newsworthy detection phase over the set of cases labeled as ON-TOPIC. Then, we study credibility performance over the set of cases labeled as NEWS, considering error propagation between both models. For the newsworthy detection phase we use the Bayesian model. Credibility assessment was explored using the Logistic Regression based model without consider an output score threshold. Performance measures per class are in Table 8 . Table 8 shows that the newsworthy detection phase displays similar performance to that of the original dataset collection. Therefore, the newsworthy model has good generalization properties for this news dataset. In particular, the newsworthy model achieves high precision rate for NEWS cases. A good balance was achieved between precision and recall, reaching an F-measure equal to 81% for NEWS cases. For the newsworthy model it was more difficult to detect CHAT topics, achieving a similar recall rate as the one achieved for NEWS cases but with a lower precision. A ROC area equal to 0.807 indicates a good balance between false positives and true positives.
Regarding credibility assessment, CREDIBLE cases were detected with high precision and recall rates. For the credibility model it was hard to detect NOT-CREDIBLE cases, achieving only a precision rate equals to the 50% of the cases. Notice that the high false positive rate registered for the CREDIBLE class is due to the unbalance between the number of cases labeled as CREDIBLE and NOT-CREDIBLE, showing that in the labeled dataset of the earthquake, the absence of false rumor cases was important. Notice that the 90% of the cases labeled as NEWS were labeled as CREDIBLE, being the 96% of these cases correctly labeled by our model. Regarding the tradeoff between false positives and true positives, the credibility models show good balance between both rates (ROC area equal to 0.824).
Conclusions
Our main conclusion is that newsworthy and credible information can be found in a microblogging platform using supervised learning methods over a set of appropriate features. In order to achieve this, we have described an approach in which initially the messages are collected into "topics", then an automatic classifier finds the newsworthy topics, and a second classifier finds the credible topics among the newsworthy ones.
For the creation of topics we used two existing methods: one based on frequency of keywords, and one based on clustering. Not surprisingly, the method based on frequency of keywords generates more newsworthy topics than the method based on clustering. However, it does not generate exclusively newsworthy topics.
We built a classifier for finding newsworthy topics, which achieved AUC of 0.86, and a classifier for finding credible topics, which achieved AUC of 0.64.
Next we attempted to find newsworthy and credible topics immediately at the moment in which they are detected (which means operating with less data). This classifier was worse at detecting newsworthy topics, with an AUC of 0.78 for the newsworthiness task, but more accurate at detecting credible topics among those found to be newsworthy, with AUC of 0.86 for the credibility task.
Finally, we tested if the classifier trained over the English topics detected based on frequency of keywords during a "normal" period of time, performed well over Spanish topics detected based on clustering during a time of crisis. We observed a good performance with AUC of 0.81 and 0.82 in the newsworthiness and credibility tasks respectively. Overall, these results demonstrate the effectiveness of this approach.
Future work. In our experiments, we have considered Twitter as a closed system, without considering e.g. the pages pointed to by the tweets, or the content of other sources of information such as news media or blogs. Those sources may contradict or confirm what is being said in Twitter.
We have also largely ignored the past history of users. We consider shallow characteristics such as their number of followers, but we do not distinguish between those who have accumulated a good reputation in the past, those who have been spreading misinformation or spam in the past, etc. This is also important contextual information that can be exploited.
In general, this research can be extended both by considering more contextual factors when evaluating Twitter information, or by developing improvements or new methods that can be used to establish the credibility of user generated content.
Data availability and Experimental Details
The identifiers of the tweets that were processed and the labeled data used for training and testing are available upon request.
In addition, detailed plots and experimental results of our evaluation process, are available in the form of supplementary material. The suplementary material is available in the following link: http://lahuen.dcc.uchile.cl/~mmendoza/supplementary.pdf 
