This study investigates the bank-specific and other determinants of commercial bank profitability in selected South Asian countries (Bangladesh, India, Pakistan and Sri Lanka). The single-equation, dynamic panel data procedure employed accommodates explicit measures of production efficiency, industry competition, profit persistence and country-specific differences in governance. The findings reveal profit persistence in South Asian banking markets. Even though increasing competition exerts negative pressure on bank profitability, high industry concentration still allows these banks to earn higher profits. The well-capitalised banks and those with relatively more efficient production processes are the more profitable. South Asian banks also seem to experience economies of scale as bank size is positively associated with profitability. The results also indicate that slack legal systems in these countries (leading to inferior contract enforcement) positively affect profits as banks probably require higher risk premiums on their loan contracts.
Introduction
South Asian financial markets are in transition as deregulation and liberalization measures stimulate and facilitate greater competition, improve operational transparency, streamline regulatory policies and achieve higher efficiency levels (Central Bank of Sri Lanka 2009; Bangladesh Bank 2009) . In addition, the South Asian Association for Regional Cooperation (SAARC) and its South Asian Free Trade Agreement (SAFTA) seeks more cross-border trade and competition in financial services. This objective is reinforced further by a range of bilateral trade agreements affording even greater access between South Asian financial markets.
While these regional efforts concentrated mainly on the local to local access, international players are also gaining greater access through the General Agreement on Trade in Services (GATS). The GATS require its members ensure 'level playing fields' in financial services by removing discriminatory policies against foreign banks, thus further exposing the 'protected' South Asian domestic banks to new competitive dynamics and banking strategies. Moreover, South Asian governments must also respond to other regulatory changes within the increasingly 'globalizing' financial markets. These include the Basel Accord capital adequacy requirements, international accounting and auditing standards and practices, and self regulation and market discipline etc.
Such level of change within the region offers a rich basis for inquiry into the competitive dynamics, efficiency and profitability of South Asian banking systems. Some prior studies have examined the factors affecting competitive dynamics and bank production efficiency in isolation ignoring their impact on bank earnings and profitability (see, Wickremanayake 2006 and Wickremanayake 2007) . They provide no direct insights, however, into the determinants of South Asian bank profitability given changes in bank competition and efficiency. Thus, we are motivated to investigate these determinants as only sound and profitable banking sectors can endure negative shocks and contribute to stability of financial systems and economic growth.
Specifically, the following research question is addressed: What bank-specific and external factors drive South Asian bank profitability? Our sample comprises of 119 domestic commercial banks in four selected South Asian countries (Bangladesh, India, Pakistan and Sri Lanka) over 1992-2007 with 1,539 bank-year observations. We utilise a single-equation, dynamic panel data procedure which accommodates explicit measures of production efficiency, industry competition, profit persistence and country-specific differences in governance.
We contribute to the literature in several ways. As far as it could be ascertained, this is the first study to accommodate possible profit persistence (given the high level of concentration in South Asian banking markets) and for cross-country differences in corruption and rule of law. Our model also includes an industry competition measure derived from bank-specific revenue behaviour (Panzar-Rosse H statistic) to control for competitive dynamics. Finally, we utilise an explicit measure of management efficiency in the form of data envelopment analysis (DEA) efficiency scores in our analyses. This approach provides more reliable
The expense management ratios, as proxies for management quality, have also been used in bank profitability studies. Athanasoglou, Brissimis and Delis (2008) separate the total cost of banks (net of interest payments) into operating cost and other expenses (including taxes, depreciation etc.). They argue that only operating expenses are an outcome of bank management. The ratio of these expenses to total assets should be expected to be negatively related to profitability, since their better management may increase efficiency and therefore raise profits. This applies in particular to banking markets (like those in South Asia) where personnel expenses are affected by relatively low productivity and the excess capacity of the larger publicly-owned banks. Hence, a positive relationship is expected between management efficiency and bank profitability in South Asia.
Industry-specific determinants
The market structure (and the number and size distribution of competitors) also influences bank profitability. For example, when competition is weak in concentrated markets, firms may acquire monopoly profits by using their market power to charge higher loan prices and offer lower deposit rates. So increased concentration is not the result of managerial efficiency, but rather reflects increasing deviations from competitive market structures, which lead to monopolistic profits. Consequently, concentration should be positively related to bank profitability. Studies that examine this relationship reach inconsistent results. For example, on the one hand, Gilbert's (1984) review identifies 27 prior studies that provide evidence that banks in highly concentrated markets tend to collude and earn monopoly profits. On the other hand, Kosmidou (2008) finds industry concentration to be statistically significant but negatively related to bank profits. Their implication is that increased industry concentration leads to slack operational efficiency and so reduced profitability. Due to the contradictory evidence, no a priori expectation is formed with regard to the relationship between bank market concentration and profitability.
Country-specific determinants
In addition to these bank specific variables, the literature also has identified other factors important in this relationship such as macro-economic variables and the corruption and rule of law indicators. The macro-economic variables employed (the inflation rate, the long-term interest rate and/or the growth rate of money supply) were found to have a positive relationship with bank profitability (Molyneux and Thornton 1992) . With regard to the corruption and rule of law, banks operating in environments characterised by high levels of law and order and corruption controls earned lower interest margins possibly reflecting lower risk premiums required on bank lending (Demirguc-Kunt and Huizinga 1999). In the South Asian context, the expected relationships between macroeconomic variables and bank profitability and law and order/corruption controls and profitability should be consistent with the existing evidence.
Data and method
This study utilises unconsolidated, bank-specific annual data of 119 domestic commercial banks operating in four South Asian countries (Bangladesh, India Pakistan, Sri Lanka). ISSN 1946 -052X 2013 Unconsolidated data is preferred over the consolidated data as the latter includes revenue and costs from non-bank subsidiaries of bank holding companies. Sample and sample period are constrained by the data availability. For example, other South Asian countries -Bhutan, Maldives and Nepal -are excluded due to data limitations. Other types of banks, such as investment banks, saving banks, cooperatives banks and non-bank financial intermediaries (insurance companies, mortgage houses etc.) are excluded as their regulatory requirements differ from those for commercial banks.
Asian Journal of Finance & Accounting
The primary source of bank-specific annual data is the Bankscope database. Data for corruption control and law and order are obtained from the governance indicators published in a World Bank's policy research paper by Kaufmann, Kraay and Mastruzzi (2007) . These aggregate indicators are based on hundreds of specific and disaggregated individual variables measuring various dimensions of governance, taken from 33 data sources provided by 30 different organizations. The data reflect the views on governance of public sector, private sector and NGO experts, as well as thousands of citizen and firm survey respondents worldwide. As explained later in this section, competition indicators (the H statistics and the Herfindahl-Hirschman Index (HHI) values) and bank-specific efficiency measures (based on data envelopment analysis (DEA)) are computed by the authors.
With regard to sampling procedure, a comprehensive list of 198 licensed commercial banks was initially obtained from the central bank annual reports of Bangladesh, India, Pakistan and Sri Lanka. (A summary of the sampling procedure is given in Table 1 ). These were then searched in the BANKSCOPE database for bank-specific information. Due to data limitations, 70 foreign bank subsidiaries and branches and 8 domestic commercial banks (5 Bangladeshi, 3 Pakistani and 1 Indian) were eliminated resulting in 119 banks. This represents the overall domestic banking markets of the four countries with 94 percent coverage. Of the 119 bank final sample, there are 29 Bangladeshi, 58 Indian, 21 Pakistani and 11 Sri Lankan banks. The high proportion of Indian banks reflects the large number of domestic banks in India. The sample's coverage of each banking market (based on ratio of total assets of sample banks to total assets of the banking sector) is shown in Table 2 and varies from a low of 60 percent in Pakistan to a high of 83 percent in Sri Lanka. In terms of ownership, 69 percent of the sample is private-owned and 31 percent is government-owned. There are 76 listed and 44 ISSN 1946 -052X 2013 non-listed banks in the sample. With regard to number of observations, the final sample consists of 1,539 bank-year observations over 1992-2007. 
where i denotes banks, t time, j countries, X' bank-specific factors, Y industry structure, Z m macroeconomic factors and D a vector of time dummies. π is the profitability of bank, ε is the disturbance, with ν the unobserved bank-specific effect and u the idiosyncratic error. This is a one-way error component regression model, where ν i ~ IIN(0, σ 2 ν ) and independent of IIN(0, σ 2 ν ). Bank profits show a tendency to persist over time reflecting impediments to market competition, informational opacity and/or sensitivity to regional/macroeconomic shocks to the extent that these are serially correlated (Berger et al. 2000) . Hence, a dynamic specification of Equation 1 is utilised by including a lagged dependent variable among the regressors to account for profit persistency as follows:
where π i¸t-1 is the one-period lagged profitability and δ is the speed of adjustment to equilibrium. If δ takes a value close to 0, it means that industry has high speed of adjustment to equilibrium while a value of δ close to 1 implies very slow adjustment to equilibrium. ISSN 1946 -052X 2013 www.macrothink.org/ajfa 371 For empirical investigation, Equation (2) is expanded as follows:
where subscript ROAA denotes bank profitability, EQ bank equity capital, RISK bank liquidity ratio, EFF technical efficiency, TASSETS bank size, COMP industry competition, ROL rule of law, CORR control of corruption and TAX represents tax rate. These variable definitions, summarised in Table 3 , are now each discussed separately. Demirguc-Kunt and Huizinga (1999) With regard to the independent variable, i.e., ROAA, we employ average value of assets rather than end-year values in order to avoid possible use of window dressing techniques as profits are a flow variable generated during the year. The use of average assets values is found to be more reliable measure of profitability as it captures any differences that occurred in assets during the fiscal year (Athanasoglou, Brissimis and Delis 2008) .
The ratio of equity to total assets (EQ in Equation 3) is used as the proxy for a bank's capital strength. Banks with higher capital-assets ratios have low levels of leverage and therefore, less risk. This reduces cost of capital for the bank and increases its profitability. Hence, a positive coefficient for EQ variable is expected.
The ratio of loans to deposits and short term funding (RISK in Equation 3) is used as the proxy for banking risk Kosmidou 2008) . In fact, this ratio captures both credit risk and liquidity risk and affects profitability in multiple ways. For ISSN 1946 -052X 2013 example, higher values for loans to deposits and short term funding ratio signify (1) more funds invested in earning assets and higher expected profitability, (2) lower holdings of liquid assets and lower expected profitability due to increased costs of purchased funds as an alternative, and (3) lower profitability due to increased credit risk and loan losses. Thus, no a priori expectation is made about the sign of the RISK variable.

Management efficiency (represented by EFF in Equation 3
) is measured using bank-specific technical efficiency scores computed using nonparametric data envelopment analysis (DEA). Our approach is consistent with Berger and Humphrey (1997) who profess that frontier-based efficiency scores provide more reliable management efficiency measures. Moreover, the expense ratios used in prior bank profitability studies suffer bias due to accounting adjustments. In the DEA algorithms, consistent with the intermediation approach, banks are viewed as combining deposits and equity capital to generate net total loans and other earning assets. With regard to input-output orientation, we recognise that profit maximisation requires a bank to produce the maximum output given the level of inputs employed (i.e., be technically efficient). Since, profitability improves when banks become more efficient a positive coefficient for EFF variable is expected (Berger, Hancock and Humphrey 1993) .
Bank size (TASSETS) is utilised in Equation 3
to control for scale effects. Insofar large banks exert market power through stronger brand image or implicit regulatory (too-big-to-fail) protection a positive coefficient for TASSETS variable is expected. In contrast, a negative coefficient is expected if bank size is a function of 'empire building' by managers and/or government-sponsored funding programmes.
Bank competition (represented by COMP in Equation 3) is measured using the H-statistics derived from the non-structural Panzar and Rosse (PR) model (Panzar and Rosse 1987) . This approach recognises that competition could be present in markets characterised by relatively high degree of concentration. Using the PR model, the competitive indicator, H statistic, can be defined as the sum of elasticities of the reduced-form revenues with respect to input prices (indexed by k). Market power is assessed by the extent to which a change in input prices ( w ki ) is reflected in the revenues earned by bank i ( R i ). Thus H statistic is defined as: = * * (4) Panzar and Rosse (1987) establish that H statistic is an increasing function of the demand elasticity, e, and hence there is a negative relationship between the level of market power exercised by the firms and the value of H. In other words, higher H values represent more competitive markets and lack or market power at firm level and vice versa. This proposition highlights the explanatory power of H as an indicator of level of competition. Following Bikker and Haaf (2002) procedure, H statistics for the sample countries are obtained and employed in Equation 3 as the proxy for industry competition. Since higher values of the H statistic represents greater competition levels a negative coefficient for COMP variable is expected.
To verify the robustness, we also utilise Herfindahl-Hirschman Index (HHI) as an alternative 3 ). The HHI is a measure of the size of firms in relationship to the industry and an indicator of the amount of competition among them. It is defined as the sum of the squares of the market shares of each individual firm (i.e., the average market share) weighted by market share and expressed as:
Here is square of the market share of each firm "i". Value for HHI can range from 0 to 1 moving from a very large amount of very small firms to a single monopolistic producer, i.e., if a market is closer to being a monopoly and the market's concentration is higher (and the lower its competition) the value is closer to one. Similarly, if there is large number of small firms competing, each would have nearly zero percent market share, and the HHI would be close to zero indicating nearly perfect competition. Hence, decreases in the Herfindahl Index generally indicate a loss of pricing power and an increase in competition, whereas increases imply the opposite (Bikker and Haaf 2002) . To the extent increasing competition exerts downward pressure on profitability a negative coefficient is expected for HHI.
In addition to bank-specific factors and industry competition, other differences across countries may also need to be considered. In particular, corruption and law and order in developing countries (e.g. South Asian countries) may be important in determining bank profitability. For example, not only international investments are affected by a country's state of law and order, but domestic businesses also suffer if state fails to enforce the contracts due to corruption. Thus, we utilize two governance indicators calculated by Kaufmann, Kraay and Mastruzzi (2007) and published by the World Bank: the Rule of Law Index (ROL) and the Control of Corruption Index (CORR). These indicators are reported on a scale of -2.5 to +2.5 with higher values indicating good quality rule of law/corruption controls. As the prevalence of rule of law and effective corruption controls ensures a conducive environment and quality of contract enforcement, positive coefficients are expected for ROL and CORR variables.
Furthermore, following Demirguc-Kunt and Huizinga (1999) we utilise bank-specific tax rate (TAX variable in Equation 3) to control for differing tax regimes and treatments among sample firms. Taxes are expected to increase bank revenue insofar a bank is able to shift its tax bill forward to its depositors and lenders. This is supported by the common observation that bank-stock investors need to receive a net of company tax return that is independent of the company tax. This relationship is tested by Demirguc-Kunt and Huizinga (1999) and it is found that corporate tax is positively associated with bank profitability. Hence, a positive coefficient for TAX variable is expected.
Finally, this study uses annual cross-section and time series pooled data as this helps to remove biases caused by aggregating heterogeneous individual banks. This approach also provides more reliable regression estimates due to the larger sample size and helps to control for any unobserved heterogeneity / omitted variable problems. In a strictly time series or cross section approach, these may be absorbed into the usual error term and can cause problems in estimation (Baltagi 2001) . ISSN 1946 -052X 2013 
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Results
Summary statistics of the data set and econometric issues
The summary statistics for the data set are given in Table 4 . Not surprisingly, the TASSETS shows the largest variation and highlights the wider dispersion of bank size in the sample. The risk profile of the sample banks (RISK) is also diverse with the average ratio of loans to deposits and short-term funding of 58 percent but with a minimum of just 6 percent. This is in line with the EQ variable measuring equity capitalization as the ratio of total equity to total assets with a maximum value of 99 percent. The Rule of Law Index and the Control of Corruption Index (which varies between -2.5 and +2.5) show the lowest variation and signifies little improvement over the sample period.
With regard to the methodology, our relatively larger time period T, (T=15), may lead to issues regarding non-stationarity of the panel. This is evaluated by using Fisher test and null hypothesis of non-stationarity is rejected at the 5 percent level. Maddala and Wu (1999) suggest the use of the Fisher test, which is based on combining the p-values of the test statistic for a unit root in each bank. The advantage of this test is that not only it performs better than other tests for unit roots in panel data but also it can work with unbalanced panels. Prior to obtaining empirical results, we also established whether the difference in coefficients between fixed effects (FE) and random effects (RE) is systematic or not. Hausman test is used for this purpose and as the test statistic indicates, differences are found to be systematic providing evidence in favour the FE model (X 2 (9) = 35).
With regard to extracting consistent and efficient estimates, we used all available lagged values of the dependent variable plus lagged values of the exogenous regressors as instruments (Arellano and Bond 1991) . The use of the Arellano and Bond estimator has been criticized sometimes when applied to panels with very small time periods. The reason suggested is that under such conditions this estimator is inefficient if the instruments used are weak (Arellano and Bover 1995) . In this study however, the T is 15, which is arguably large enough to avoid such problems. Consequently, the model can be safely estimated using the GMM estimator in the Arellano and Bond paradigm. The Sargan test indicates that there is no evidence of over-identifying restrictions, model is correctly specified and instruments are valid (X 2 (106) = 274.61). Although the equations indicate the presence of negative first-order autocorrelation (z=-13.79, p-value=0.0001) this does not imply that the estimates are inconsistent. Estimates are considered inconsistent if second order autocorrelation is present (Arellano and Bond, 1991) , but this case is rejected by the test for AR (2) errors (z=1.52, p-value=0.13). Finally, because the time frame of this study is fairly large (T = 15) and due to the developments and regulatory changes in the South Asian banking markets, time effects can be present in the error component of the model. This issue is addressed by testing for each year and using a vector of dummies to capture time-varying effects.
Discussion of findings
Overall, the coefficients' signs and statistical significance are consistent and there is broad stability across Model 1 and Model 2. This indicates the relative soundness of model fitting and the reliability of the estimates obtained. The main results are now discussed in the same order as presented in Table 5 . The highly significant coefficient for the lagged profitability variable (ROAA(-1)) confirms the dynamic character of the model specification. Its coefficients take values of 0.2352 in Model 1 and 0.1564 in Model 2 which reveal that speed of adjustment is slow and that profits seem to persist to a moderate extent. Athanasoglou, Brissimis and Delis (2008) reported similar findings.
The equity capital level (EQ), as anticipated, is found to be significantly and positively associated with bank profitability. These results substantiate the fact that well-capitalised banks can source deposits and other funding at low cost and thereby increase their profits. Similar results are presented by Pasiouras and Kosmidou (2007) and Athanasoglou, Brissimis and Delis (2008) . (2) z=1.52 (p-value = 0.13) ***, ** and * signify statistical significance at 1, 5 and 10 percent respectively.
Consistent with prior evidence, the ratio of total loans to deposits and short-term funds (RISK variable in Equation 3 ) is negatively associated with bank profitability (weakly significant at 10 percent level in Model 1). This indicates that higher levels of loans to deposits and short-term funds exert downward pressure on bank profitability due to higher levels of non-performing assets and increased liquidity costs. Likewise, the efficiency of bank production (EFF variable in Equation 3) is found to be significantly positively related to bank profitability. This is in line with conventional wisdom that improved efficiency and productivity growth positively affect bank profits. 3 ), bank size is found to be positively related to profitability. This positive association indicates that as South Asian banks increase their size, their profitability also increases perhaps due to increased economies of scale. Moreover, larger banks can achieve greater product and loan diversification and so lower their risk profiles. Hence, required rate of return becomes lower which reduces their costs, generating higher profits. Similarly, large banks may also be able to exert greater market power through stronger brand image or implicit regulatory (too-big-to-fail) protection. Abnormal profits obtained through its exercise in wholesale or capital markets may also contribute to a positive size-profitability relationship. Table 5 , are not statistically significant at 90 percent level. This indicates that input prices in each banking market are not correlated with industry returns: meaning, the equilibrium assumption of the PR model holds and the computed H statistics can be interpreted rationally.
With regard to scale effects (TASSETS in Equation
As anticipated, increasing competition among South Asian banks (captured by higher values for the H statistic, in Model 1) exerts negative pressure on bank profitability (Table 5 , Panel A). This is so because increasingly banks compete on price and incur expenses to counter competitors' strategic moves. Interestingly, in Model 2, higher values of the HHI are associated with higher profitability. This means that those South Asian banks operating in relatively concentrated markets (characterised by higher HHI values) extract economic rents and higher profits. Overall, the received wisdom is that even though increasing competition (arguably driven by on-going deregulation and liberalisation of the financial services industries) exerts negative pressure on bank profitability in these South Asian countries, high levels of industry concentration still allows 'large' banks to earn higher profits. This observation is consistent with the proposition that competition can prevail even in highly concentrated markets. Moreover, the higher profits earned by these banks (despite increasing competition) may reflect the practice of product differentiation as found by Perera, Skully and Wickremanayake (2007) .
In the South Asian banking markets low quality rule of law (represented by ROL in Equation 3)) and lack of effective corruption control (represented by CORR in Equation 3) are found to be significantly influencing bank profitability. The results indicate that slack legal systems in the South Asian countries (leading to inferior contract enforcement) positively affect bank profits as banks probably require higher risk premiums on their loan contracts. Moreover, arguably, banks may exploit lack of effective corruption controls to create and maintain 'profitable' relationships which otherwise would not have existed.
The result for TAX variable is not consistent with expectations as the tax rate is found to have significantly negative impact on bank profitability. This indicates that South Asian banks must bear most of their tax costs and are unable to pass these onto their customers. The vector of time dummies utilised to account for time-varying omitted influences reveal that during 1997-1999 Asian financial crisis period bank profitability declined. This is consistent with the decline in earning asset growth and incline in substantial provision for non-performing assets during that period.
We also experimented with three other macroeconomic variables: long-term interest rate, inflation rate and real output growth. These three variables were found to be highly correlated with each other and the bank size variable included in Equation 3. We acknowledge that bank size is more relevant in controlling for uneven distribution in firm size in the sample and hence included. It is argued that the inclusion of the vector of time dummies can capture, partially at least, time-varying effects of economic life cycle.
Conclusion
This paper investigated the bank-specific and external determinants of South Asian bank profitability. The sample consisted of 119 commercial banks with 1,539 bank-year observations. A single-equation, dynamic panel data procedure was employed to accommodate explicit measures of production efficiency, industry competition, profit persistence and country-specific differences in governance.
The findings reveal that well-capitalised low risk banks and those with relatively more efficient production processes are more profitable. South Asian banks also seem to experience economies of scale as bank size is positively associated with profitability. With regard to competition, even though increasing competition (arguably driven by on-going deregulation and liberalisation of the financial services industries) exerts negative pressure on bank profitability, high levels of industry concentration still allows banks to earn higher profits. This observation is consistent with the proposition that competition can prevail even in highly concentrated markets. Moreover, the higher profits earned by these banks (despite increasing competition) may also be due to the practice of product differentiation. The results also indicate that slack legal systems in the South Asian countries (leading to inferior contract enforcement) positively affect bank profits as banks probably require higher risk premiums on their loan contracts. Moreover, arguably, banks may be able to exploit lack of effective corruption controls to create and maintain 'profitable' relationships which otherwise might not have existed.
The findings have important implications to regulators, bankers and bank shareholders. For regulators, their policy formulation and implementation can be streamlined by directing scarce regulatory resources to focus on external factors that restrict profitable and stable banking systems (such as mergers and acquisitions that increase industry concentration). At the same time, regulators and authorities should scrutinize banking practices in these countries as there is a positive association between low quality rule of law/corruption controls and bank profitability. For bankers, the findings should help to identify the key drivers (both internal and external) to achieve stable profits which in turn lead to sustainability and stability at the firm level. This is important due to the increased competition through globalization of banking and foreign bank entry into the South Asian financial markets. For shareholders, it helps to assess how varying bank characteristics can alter the quality of their returns and control for those factors that can adversely affect the bank profits.
This study, however, suffers from some limitations. With regard to sample composition, as almost all foreign-owned banks operating in South Asia publish only their world-wide consolidated reports, it is not possible to include foreign-owned banks even as a control sample. Due to resource constraints and data limitations, we could also not include some other bank-specific and country-specific factors that might also impact on bank profitability (e.g. off balance sheet activities, a composite measure of deregulation and financial liberalisation over the years etc.). Moreover, annual bank-specific data is used as higher frequency data (e.g. weekly or monthly data) was not available. Finally, due to lack of detailed information on different bank products, it could not be identified whether the use of different products (or product mixes) might affect bank profitability.
