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We provide a review of the experimental and theoretical research in the field of quantum tomog-
raphy with an emphasis on recently developed adaptive protocols. Several statistical frameworks for
adaptive experimental design are discussed. We argue in favor of the Bayesian approach, highlight-
ing both its advantages for a statistical reconstruction of unknown quantum states and processes,
and utility for adaptive experimental design. The discussion is supported by an analysis of several
recent experimental implementations and numerical recipes.
I. INTRODUCTION
Quantum state tomography is a general notion stand-
ing for a set of statistical methods for the reconstruc-
tion of a density matrix, describing an unknown quan-
tum state, using the experimental data. One can also
talk about quantum process tomography, where similar
techniques are applied to infer the parameters, describ-
ing an unknown transformation of the quantum state –
a quantum process. However, quantum process tomog-
raphy may be reduced to quantum state tomography in
a larger Hilbert space (at least on the mathematical side
[1, 2]), so in this review we will focus on state tomogra-
phy. The importance of accurate and fast procedures for
statistical inference in quantum tomography is motivated
by the ongoing quest of developing more and more com-
plicated circuitry for quantum computation. The correct
operation of quantum gates should be certified, and that
could only be done by some kind of statistical processing
of intrinsically random outcomes of quantum measure-
ments.
Let us consider a generalized experiment, sketched in
the Fig. 1. We assume that an experimentalist has ac-
cess to a large ensemble of quantum systems, prepared
in identical states, described by a density matrix ρ. The
experimentalist is free to choose a set of measurements,
to be performed on the systems of interest. These mea-
surements are in general described by a set of operators
M = {Mi} corresponding to each of the outcomes, la-
beled by i, and constituting a positive operator-valued
measure (POVM)[3]. The Born’s rule of quantum theory
dictates, that the probability pi of the i-th outcome is
pi = Tr (Miρ). In an experiment, of course, we have
no access to ’true’ probabilities of the outcomes. In-
stead we can approximate them with empirical frequen-
cies ni = Ni/N , where Ni is the number of times the i-th
outcome was observed in the series of N experiments.
Now a straightforward estimate for the unknown state
would be ρˆlin, being the solution to the set of linear equa-
tions
ni = Tr (Miρˆlin) . (1)
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FIG. 1. Quantum state tomography. An experimentalist
has access to N quantum systems in identical states ρ. He is
free to perform measurements described by a POVM Mα =
{Mαk}, the choice of a particular measurement is governed by
the settings of the measurement setup, which we describe by a
generalized parameter α. The outcomes of this measurements
are fed to the statistical estimation procedure, which outputs
an estimate ρˆ. If the choice of measurements is performed
iteratively depending on the current estimate, the procedure
is called adaptive. Otherwise, the measurement settings α are
chosen beforehand and used throughout the experiment.
For a unique solution to exist, the set of measurements
should be tomographically complete, i.e. it should in-
clude at least d2 different measurement outcomes, sub-
ject to a constraint
∑
i pi = 1, to determine the d
2 − 1
real parameters, describing a Hermitian density matrix
with unit trace. Usually it suffices to restrict ourselves
to projector-valued measures, i.e. choose Mi to be one-
dimensional projectors Mi = |i〉 〈i|. Such a choice corre-
sponds to most of the experimental situations (although
we will discuss a general case later). For example, in the
case of a single qubit it suffices to perform three measure-
ments with two outcomes each, described by the following
projectors:
M1±=
1
2
(|0〉 ± i |1〉)(〈0| ± i 〈1|),
M2±=
1
2
(|0〉 ± |1〉) (〈0| ± 〈1|) , (2)
M3+= |0〉 〈0| , M3− = |1〉 〈1| .
The corresponding frequencies determine the, so-called,
Stokes parameters: si = (ni+ − ni−)/(ni+ + ni−), and
the linear inversion estimate for the density matrix is
ρˆlin =
1
2
∑
i siσi, where σi are the Pauli matrices.
The simplicity of the linear inversion tomography has
a significant drawback – since experimentally observed
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2frequencies are random quantities, they necessarily fluc-
tuate for every finite number of observations. That leads
to solutions ρˆlin of (1) that may be unphysical, i.e. non-
Hermitian, having a non-unit trace or violating a positive
semi-definiteness condition. Authors of [4] empirically
conclude, that it happens in about 75% of cases for low-
entropy states. More sophisticated statistical methods
are required to ensure, that the reconstruction process
will always produce valid physical density matrices.
II. MAXIMUM LIKELIHOOD AND OTHER
FREQUENTIST METHODS
The first solution to the problem was developed by
Hradil back in 1997 [5], and it was based on the
well-known concept of maximum-likelihood estimation
(MLE). The measured data are associated with the like-
lihood function, being the joint probability of observing
the data (empirical frequencies ni), given the particular
hypothesis on what the ’true’ density matrix is, consid-
ered as a function of the parameters, describing this den-
sity matrix:
L(ni|ρ) =
∏
i
Tr(Miρ). (3)
The point estimate for the ’true’ density matrix in MLE
is the most-likely state – the state ρˆMLE maximizing the
likelihood function. Now one can get rid of unphysical
estimates by simply performing a constrained optimiza-
tion – restricting the space of parameters describing the
density matrix to the physical manifold, for example, to
the interior of a Bloch ball in the case of qubits.
One can easily show, that if the linear inversion esti-
mate ρˆlin lies inside the physical domain, it coincides with
the MLE estimate [6]. However, if the result of the linear
inversion turns out to be unphysical, the MLE procedure
forces the estimate to the border of the physical domain.
In this case, ρMLE is usually rank-deficient, i.e. one or
several of its eigenvalues are zero. Whether this situation
is acceptable or not is a subject of a somewhat philo-
sophical discussion. One of the main arguments against
rank deficient estimates is that they assign essentially
zero probabilities to some measurement outcomes, while
that is an implausible conclusion for a finite amount of
data analyzed [6]. There is an ad hoc way to remedy the
situation by using a so-called hedged likelihood function
LH(ρ) = L(ρ) × (det ρ)β , with some constant β, which
forces the estimate ρˆ to be full-rank [7]. Other authors,
however, argue that rank deficient and even completely
pure estimates are valid statistical models, as long as they
describe the observed data, and one should use model se-
lection criteria to decide, whether a full-rank or a rank
deficient model should be used [8]. An extreme position
following this line of thought leads to the model averaging
approach, where the density matrix is simultaneously re-
constructed using models of different rank, and the result
is averaged over the probability assigned to each model
[9]. This approach is, however, of Bayesian nature.
The same subtlety complicates the process of assign-
ing ’error bars’ to the point estimate. The simplest way
to estimate the uncertainty in the reconstructed state is
to use the Cramer-Rao bound: if the density matrix is
parametrized by a vector of parameters sj : ρ = ρ(sj)
(for example, these can be the generalized Stokes param-
eters), then the variance of the estimator is bounded from
below
(∆sˆj)
2 ≥ (I−1F )jj , (4)
where IF is the Fisher information matrix, defined as
(IF )ij =
〈
∂
∂si
logL ∂
∂sj
logL
〉
. (5)
However, the Cramer-Rao bound is valid only for un-
biased estimators, so it may be used only, when the esti-
mated state is mixed and lies far enough from the bound-
ary of the manifold of physical states. For the reasons
discussed above, close to the boundary, i.e. for almost
pure states, the MLE estimate tends to be biased. This
region is, of course, the most interesting one, since exper-
iments in quantum information usually aim at working
with states of highest possible purity. So other, more so-
phisticated methods for assigning ’error bars’ were pro-
posed. For example, the concept of confidence regions
was introduced in quantum state estimation by Chris-
tandl and Renner [10] and Blume-Kohout [11]. In the
latter work, confidence regions were shown to have a sim-
ple interpretation as likelihood-ratio regions – the region
Rˆα is called a likelihood-ratio region with confidence α
if for all ρ ∈ Rˆα, the ratio of the likelihood to its max-
imal value is bounded as L(ρ)/L(ρˆMLE) > Λα, where
Λα is a constant, depending on the confidence level α.
Confidence regions have here the same interpretation as
confidence intervals in the simple one-parametric classical
statistical estimation problem: the ’true’ ρ is guaranteed
to lie in Rˆα with probability at least α [10, 11].
MLE is quite a computationally demanding procedure
– for high-dimensional states the dimensionality of the
likelihood functional to be maximized grows exponen-
tially. That ’dimensionality curse’ can not be completely
cured, however, some alternative and sometimes faster
strategies exist [12], for example one may reduce tomog-
raphy to least-squares regression [13–15]. Of course these
strategies suffer from the same drawbacks, as MLE - they
tend to be biased and produce rank-deficient estimates
for low-entropy states.
III. BAYESIAN STATE ESTIMATION
A different perspective on quantum state estimation
is offered by Bayesian statistics [6, 16]. Here inference
is based on consistent application of the Bayes rule for
conditional probability [17]. At first some prior prob-
ability distribution over the state space p(ρ) should be
3specified. The choice of this prior is the main source of
controversy in Bayesian statistics in general, and we will
discuss it in more details later. It is obvious, however,
that the prior distribution, specified before any measure-
ments are made, should be maximally uninformative, i.e.
uniform in some sense. When the measurements are per-
formed and the data collected, the distribution should be
updated using the Bayes rule to obtain the posterior dis-
tribution p(ρ|D) ∝ L(ρ;D)p(ρ), where D = {γj} is the
set of all measurement outcomes γj – the actual data,
used for inference. This posterior distribution reflects
our current knowledge about the unknown density ma-
trix in a most complete way. A natural point estimate for
the unknown state would be a Bayesian mean estimate
(BME) ρˆBME , being a mean over the posterior distribu-
tion:
ρˆBME =
∫
ρp(ρ|D)dρ. (6)
BME by construction represents a physical density ma-
trix, as long as the prior has support only on the space
of physical states, which is the case for any reasonable
prior. It is also full-rank for any finite set of data (un-
less the prior is artificially restricted to rank-deficient
states), since rank-deficient states have zero measure. So
in the Bayesian approach there is no problem with rank-
deficient estimates.
In contrast to MLE and other frequentist methods,
besides a point estimate, Bayesian inference provides a
whole distribution, which may be used to estimate error
bars, as well as to obtain estimates for any properties
of the state of interest as averages over the posterior.
A natural way to assign ’error bars’ to BME is to use
the concept of credible regions – Bayesian counterparts
of confidence intervals [18, 19]. An α-credible region is
the smallest set Xα such that the probability of ρ ∈ Xα
is at least 1− α: ∫
Xα
p(ρ|D)dρ ≥ 1− α. (7)
Precise estimation of an optimal (smallest) credible re-
gion for a given dataset under natural constraints on the
density matrices set is a non-trivial problem, recently
claimed to be NP-hard [20]. However for all practical
purposes it can be effectively approximated. In a similar
way one may determine the credible intervals for the de-
rived properties of the state, such as purity or fidelity to
some other state [21].
We are particularly interested in the Bayesian ap-
proach to state estimation, because it allows for an easy
implementation of adaptive measurement strategies. Be-
fore we discuss adaptive experimental design let us pay
some attention to the practical aspects of Bayesian infer-
ence.
IV. BAYESIAN TOMOGRAPHY: NUMERICS,
PRIORS, ETC.
The main disadvantage of Bayesian methods, which
until recently was preventing them from being widely
used for quantum state estimation tasks, is their extreme
demands for computational power. Indeed, normaliza-
tion of the posterior and computation of BME in (6) is
essentially a high-dimensional integration, which in gen-
eral, is a much slower procedure, than maximizing a func-
tional in the same space. In quantum tomography the
dimensionality of the space in question grows very fast –
while for a single qubit it is a three-dimensional ball, for
two-qubits it is already a manifold with 15 real dimen-
sions. Monte Carlo algorithms are the only way to make
this integration tractable [22]. Fortunately, recently a
number of fast numerical algorithms for Bayesian infer-
ence were developed, inspired by machine-learning tasks.
Particularly relevant algorithms belong to the family of
sequential Monte Carlo methods and were pioneered for
Bayesian inference in quantum tomography by Housza´r
and Houlsby [23], and later used in the number of works
[16, 19, 24, 25], including experimental ones [26, 27].
The main idea behind sequential Monte Carlo is to
approximate the posterior distribution by a discrete set
of samples {ρs}Ns=1 as follows[28]
p(ρ|D) ≈
∑
s
ws(D)δ(ρ− ρs), (8)
where weights ws are normalized to sum to unity∑
s ws = 1. At the beginning, the particles are sam-
pled from the prior distribution, and all the weights are
equalized, such that all the information about the distri-
bution is contained in the particle positions. As new data
are obtained, the weights should be updated according to
the Bayes rule:
ws(Dj+1) = P(γj+1|ρs)ws(Dj), (9)
where P(γj+1|ρs) is the conditional probability to observe
an outcome γj+1 under the hypothesis, that the unknown
state is ρs. After every update the weights are renormal-
ized. The main advantage here, is that the complexity
of this procedure is independent of the total amount of
data, since only the last term in the likelihood is used
in the update. However, as the algorithm proceeds, all
the weights, except a few tend to collapse to zero, reduc-
ing the quality of approximation. This situation should
be avoided by adding a resampling procedure – period-
ically the particle positions ρs should be changed and
weights reset to the uniform distribution. Various meth-
ods may be used to resample the posterior correctly, such
as Metropolis-Hastings sampling [29] as in [23], or a sim-
plified Liu-West algorithm [30] as in [25, 31]. We refer an
interested reader to these references and to recent papers
[32, 33] for a detailed discussion of Monte Carlo meth-
ods for sampling from the space of quantum states. An
example of sampled distributions for the case of a rebit
4(a qubit restricted to the equatorial plane of the Bloch
sphere) tomography is shown in Fig. 2. A sequential im-
portance sampling algorithm with Liu-West resampling
was used to generate these distributions.
When the posterior distribution is represented by
weighted samples, it is straightforward to compute the
Bayesian mean estimate ρˆBME =
∑
s wsρs. Credible
regions may be approximated by sorting the particles
according to their weights and selecting those with the
largest weights, until they sum to the desired probabil-
ity
∑
wi ≥ 1 − α. Then an efficient procedure exists to
obtain the smallest ellipsoid enclosing this set of points,
which may be reported as an estimate for an α-credible
region [19].
a) b) c)
FIG. 2. Sampled distributions at different stages of the se-
quential Monte Carlo algorithm: (a) sampled uniform prior
distribution, (b) posterior after 100 measurements, point
sizes correspond to particle weights, (c) resampled posterior,
weights are equalized, all information about the posterior is
again contained in the spatial distribution of the particles.
The green point denotes the true state, while the red one
corresponds to BME according to the current posterior.
V. HOW TO QUANTIFY THE PRECISION OF
ESTIMATION?
Statistical inference, either Bayesian or frequentist, in
quantum tomography provides us with a point estimate
of the ’true’ state and region estimates for the ’error bars’.
However, the point of tomography as a practical primi-
tive is to diagnose the deviation of the state from some
ideal one, which the experimentalist intended to prepare.
For example, tomography is invaluable for debugging the
quantum gates, since it is practically the only way to say,
what goes wrong with the particular implementation. In
order to quantify the deviation, we need to define the
distance on the space of quantum states. There are nu-
merous ways to endow the Hilbert space with geometry,
we will not go into much details here and refer to an
excellent book of Z˙yczkowski and Bengtsson [34] for a
thorough discussion of related mathematical subtleties.
Ideally, a good notion of distance should have a statisti-
cal meaning – it should quantify distinguishability of the
two states in an experiment.
A straightforward notion of distance is provided
by the Hilbert-Schmidt distance for density matrices:
dHS(ρ1, ρ2) = Tr
[
(ρ1 − ρ2)2
]
. Although convenient, the
Hilbert-Schmidt distance has limited statistical signifi-
cance. However, one may show, that BME is an opti-
mal estimator in terms of the Hilbert-Schmidt distance
[6]. The same holds for a more statistically sound notion
of relative entropy S(ρ1||ρ2) = Tr [ρ1(log ρ1 − log ρ2)],
which is related to the probability of erroneously mis-
taking ρ2 for ρ1 in an experiment with a large number of
copies of the state.
The simplest distinguishability measure is the trace
distance dtr(ρ1, ρ2) =
1
2Tr|ρ1 − ρ2|. It quantifies the
probability of error in distinguishing two a priori equally
probable quantum states with a single measurement. As
a ’single-shot’ quantity it is of little relevance to quan-
tum tomography, where one usually deals with a large
number of measurements over identically prepared states.
The most widely used distinguishability measure for this
scenario is the fidelity :
F (ρ1, ρ2) =
[
Tr
√√
ρ1ρ2
√
ρ1
]2
. (10)
In the case of pure states it is just the transition
probability |〈ψ1|ψ2〉|2. It was shown by Wootters [35]
that dA(ρ1, ρ2) = arccos
√
F (ρ1, ρ2) is a natural quan-
tum generalization of the statistical Fisher-Rao dis-
tance, which determines the statistical distinguishability
of probability distributions in the limit of large number
of samples. It is essentially the Fisher-Rao distance be-
tween the distributions of the measurement outcomes,
maximized over all possible POVMs [36]. Fidelity itself
is not a proper distance, but dA, called the Bures angle
is. It is convenient to use its infinitesimal version, namely
the Bures distance:
dB(ρ1, ρ2) =
√
2− 2
√
F (ρ1, ρ2), (11)
since it defines the same Riemannian metric on the state
space and as such may not only be used to quantify
the estimation quality, but also to supply an integra-
tion measure for Bayesian inference. Since d2B(ρ1, ρ2) ≈
1 − F (ρ1, ρ2) in the limit of small infidelity 1 − F  1,
in the following we will use Bures distance and infidelity
interchangeably.
Bayesian distributions should be integrated, therefore
they require an integration measure on the space of quan-
tum states. The same measure defines the notion of uni-
formity for an uninformative prior. One may choose an
ordinary Euclidean measure and the corresponding prior,
as is done in Fig. 2 for illustrative purposes. However,
this choice is not based on rigorous statistical grounds.
We argue, that a more appropriate choice for tomo-
graphic tasks would be a Bures-uniform prior, i.e. a
uniform distribution with respect to the Bures metric
induced measure. Indeed, as we have seen, if one uses
(in)fidelity to quantify distinguishability, the natural no-
tion of distance is given by the Bures metric, and as ev-
ery proper Riemannian metric it induces a measure in a
natural way. This measure has somewhat peculiar prop-
erties, see [34] for a discussion. Monte Carlo algorithms
5require a fast procedure to sample from the prior. Such
a procedure for a Bures-uniform distribution is provided
in [37, 38].
VI. MEASUREMENT SETS FOR QUANTUM
TOMOGRAPHY PROTOCOLS
Quantum tomography consists of two basic elements: a
set of measurements performed, and an estimator, which
maps the outcomes of this measurements to an estimate
of the unknown state. So far we have discussed the ad-
vantages and drawbacks of various estimators, however,
the performance of a tomography protocol depends as
well on the proper choice of measurements.
First of all, to obtain a unique estimate, the measure-
ment set should be tomographically complete, i.e. the
corresponding POVM should include at least d2 oper-
ators. We should note, that this is not always possi-
ble to achieve in practice, especially if the state space
is infinite dimensional, so methods of informationally in-
complete tomography are developed to treat such cases,
see [39] for a review. We restrict ourselves to finite di-
mensional systems and informationally complete (usually
over-complete) sets of measurements.
The natural question to ask is: what is the optimal
measurement for a system of a given dimensionality? Let
us illustrate the concept for qubits. The most widespread
measurement set, corresponding to the measurement of
Stokes’ parameters, is given by 6 operators in (2), it is
obviously over-complete. The minimal measurement for
a qubit should be described by a POVM with four op-
erators. Such a POVM was introduced in [40] and con-
sists of the following operators: Mi =
1
4 (1 + ~ai~σ), where
~σ = {σ1, σ2, σ3} is a vector of Pauli operators. The Bloch
vectors, describing the measurements are the normal vec-
tors to the faces of an ideal tetrahedron, with equal angles
between each pair:
~ai~aj =
4
3
δij − 1
3
. (12)
Rˇeha´cˇek et al. showed in [40], that this POVM is an opti-
mal one, in the sense that, for a fixed number of outcomes
obtained (sample size) N , the variance of the Bloch vec-
tor components describing the estimated state is min-
imal among all possible four-element POVMs. Such a
minimal measurement is quite tricky to realize experi-
mentally, since every detector click in the experimental
apparatus should be in one-to-one correspondence with
one of the Mi, which in this case are not the orthog-
onal projectors. An optical implementation for single-
photon polarization qubits was demonstrated in [41] with
a complicated polarimeter, involving a specially designed
partially-polarizing beamsplitter.
In practice, fixed measurement setups, like that of [41],
are rarely used. It is much easier to realize a set of
two-outcome projective measurements with POVM com-
ponents Mj± = {|ψj〉 〈ψj | , 1− |ψj〉 〈ψj |}. For example,
HWPQWP P D
D
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FIG. 3. A simple setup for polarization qubit tomogra-
phy. A sequence of a quarter- and half-wave plates (QWP
and HWP) allows for an arbitrary unitary rotation Uα, and
the two-outcome projective measurement is performed by a
polarizing beamsplitter (PBS), followed by two single-photon
counting detectors (D). Such a setup realizes a POVM Mα =
{|ψα〉 〈ψα| , 1− |ψα〉 〈ψα|}, where the particular measurement
to be performed is specified by the waveplates angles, encoded
by α.
in a polarization qubit setting such an apparatus corre-
sponds to a device, shown in Fig. 3. Measurements in
this case are performed one-by-one, with different set-
tings of the apparatus corresponding to different values
of j. Sets of projective measurements of this kind for
qubits were investigated in [42] and later in [43]. It was
shown, that the Bloch vectors of optimal measurements
should be isotropically arranged on the Bloch sphere. For
POVMs, containing few measurements optimal sets of
measurements correspond to vertices of Platonic solids,
and in the limit of large number of measurements one
obtains an optimal Haar-uniform POVM [42]. The main
result of [43] was to show, that over-complete measure-
ment sets, corresponding to polihedra with larger number
of vertices outperform ’tetrahedral’ and ’cube’ (6-state)
measurements in terms of fidelity. Experimental assess-
ment of the comparative performance of the protocols
based on Platonic solids was performed in [44, 45], con-
firming the advantage of over-complete protocols with a
larger number of projectors.
For higher-dimensional states, the generalizations of
the 6-state POVM are POVMs based on the so-called mu-
tually unbiased bases (MUBs) – bases in Hilbert space,
such that |〈ψi|ψj〉|2 = 1d , where d is the Hilbert space
dimensionality, for all states belonging to different bases.
Generalizations of the tetrahedral POVM are symmet-
rical informationally complete measurements [46] (SIC-
POVMs). Unfortunately, SIC-POVMs are notoriously
hard to construct, and are not even proven to exist in
the space of arbitrary dimensions. So most of the exper-
imental high-dimensional tomography relies on measure-
ments, that are simply tensor products of single-qubit
ones.
6VII. PERFORMANCE OF QUANTUM STATE
ESTIMATION
Different tomography protocols – estimation strategies,
based on a particular choice of an estimator and measure-
ments, should be compared to each other and optimized
for precision. The notion of optimality may, however, de-
pend on the chosen figure of merit – i.e., strictly speaking,
it may be different if the estimation precision is measured
in terms of (in)fidelity or, for example, Hilbert-Schmidt
distance. We will therefore focus on infidelity as a figure
of merit for statistical reasons discussed above.
As usually in estimation tasks we are mostly concerned
with the behavior of infidelity as a function of the sam-
ple size N – the overall number of measurement out-
comes registered. The first peculiar observation is, that
infidelity behaves differently for states of different purity
[47, 48]. Let us illustrate it by a qubit example, following
[47]. If qubit states are described by the Bloch vectors ~s
and ~s′, then the fidelity of the corresponding density ma-
trices may be calculated as F (ρ, ρ′) = 12 (1 + ss
′), where
the bold letters stand for the four-dimensional vectors,
defined as s = {√1− |~s|, ~s}. Let ρ be a pure state with
a unit Bloch vector |~s| = 1, and ρ′ – a slightly mixed state
with |~s′| = 1 − ε collinear with ~s. It is easy to calculate
the infidelity: 1 − F (ρ, ρ′) = ε/2. At the same time, for
mixed states which lie outside the ε-shell near the surface
of the Bloch ball, the infidelity will be 1− F (ρ, ρ′) = ε2.
We can draw two conclusions out of this observation:
- the hard-to-estimate states lie in the vicinity of the
Bloch sphere;
- infidelity is hypersensitive to small eigenvalues of the
density matrix.
Now consider the 6-state measurements (2) and the
corresponding linear inversion estimate. The estimated
values of the Stokes parameters will be [48]:
sˆi = si ±
√
3
2N
√
1− s2i . (13)
So for the length of the Bloch vector inferred from the
tomographic estimate we may expect the accuracy on the
order of N−1/2, which means that the same scaling will
be observed for infidelity of the states lying in the shell
near the surface of the Bloch ball. The thickness of this
shell is ε ∼ N−1/2. For all other states, infidelity scales
as 1− F ∼ N−1.
The increasingly thin shell of hard-to-estimate states
is nevertheless not to be neglected. First of all, the states
of interest for most quantum information tasks are pure
(to the extent, which is possible with current technol-
ogy), i.e. lie in this shell. From a more statistically
rigorous point of view, it is reasonable to consider the
average performance of tomographic protocols over all
states. Averaging requires a prior probability distribu-
tion. A reasonable choice is again a uniform distribution
with respect to the measure induced by Bures distance,
since it may be argued, that such a Bures-uniform dis-
tribution is a maximally random distribution of mixed
states [49]. The Bures-uniform prior for qubits induces
the following distribution for the length of the Bloch vec-
tor s = |~s| [34]:
pB(s) =
4s2
pi
√
1− s2 . (14)
This distribution strongly favors the states with high pu-
rity, so the relative volume of the ε-shell is significant.
Bagan et al. showed in [50], that the Bures-averaged in-
fidelity scales as 1 − F ∼ N−3/4. Using other sets of
measurements, for example, SIC-POVMs instead of 6-
state POVMs may improve the proportionality constant,
but the scaling remains unaffected.
At the same time the ultimate limits of precision are
known at least for qubits, and are set by collective pro-
tocols, where a complicated measurement is performed
on the whole ensemble of N qubits. Although unprac-
tical, such extreme estimation strategies are useful to
set the upper bounds of achievable precision for tomo-
graphic protocols. The problem was first considered for
pure states of qubits in [51] where the bound for fidelity,
now known as the Massar-Popescu bound was derived:
F ≤ N + 1
N + 2
. (15)
The results for mixed states were obtained in [50, 52].
It was shown [50], that with the optimal collective mea-
surement onN qubits one can achieve the Bures-averaged
fidelity of
F = 1−
(
3
4
+
4
3pi
)
1
N
+ o(N−1). (16)
A natural question arises: is it possible to improve the
local (measuring one qubit at a time) tomographic proto-
cols to come closer to this ultimate bound? The answer
turns out to be positive, but the structure of the proto-
col should be changed significantly – it should become an
adaptive estimation scheme.
VIII. ADAPTIVE QUANTUM TOMOGRAPHY:
SIMPLEST STRATEGIES
Standard tomography protocols described above use
predetermined sets of measurements. This is not the
most general local measurement scheme. Indeed one can
try to benefit from using the information about the un-
known state, obtained from the previous measurements,
to optimize the next ones. It is evident from the analysis
in the previous section, that such a strategy may help to
improve the performance of tomography.
Note, that the variance of the estimate in (13) depends
on the ’true’ state. It is minimal for states with si ≈ 1,
which coincide with one of the basis states for the 6-state
measurement in (2). If the state was known a priori, the
best strategy would have been to make measurements in
7FIG. 4. An asymptotic dependence of infidelity for a 6-
state protocol on the total number of samples N . The scheme
shows the equatorial section of the Bloch ball. The hard-to-
estimate states belong to the thin layer near the surface. Note
the N−1 convergence in the directions, coinciding with the
measurement basis.
the basis, which diagonalizes ρ. Now it is straightforward
to come up with a simple adaptive strategy: one has
to perform standard 6-state tomography on some frac-
tion of N0 qubits and obtain a preliminary estimate for
ρ. Then one rotates the measurement basis, such that
it coincides with the eigenbasis of ρ and performs the
remaining N − N0 measurements. To the best of our
knowledge, this two-step strategy was first mentioned by
Gill and Massar in [53], where it was suggested to at-
tain the precision limit for local measurements on qubits
1− F = (9/4)N−1 + o(N−1), known as the Gill-Massar
bound. Later it was refined by Rˇeha´cˇek et al. [40] and
Bagan et al. in [47].
Surprisingly, the question of how to chooseN0 in an op-
timal way turns out to be not entirely trivial. Authors of
[47] optimize average infidelity and find, that an asymp-
totically vanishing fraction of measurements N0 = N
α
with 1/2 < α < 1 is enough for the rough estimate. The
constant depends on a choice of prior, and for the partic-
ular case of a Bures prior α = 2/3 is found to work fine
by numerical simulations. This is, however, not enough
to optimize the worst-case performance – for almost pure
states it scales as N−5/6 [48]. Optimal worst-case per-
formance requires sacrificing N0 = βN measurements for
the first estimate. Numerical experiments in [48] showed,
that β = 1/2 is the best choice.
The first experimental demonstration of two-step
adaptive tomography was performed for polarization
qubits and confirmed the quadratic improvement in in-
fidelity scaling [48]. The experimentally obtained value
for p in 1− F = aNp was p = −0.90± 0.04.
In a later work [54] the protocol was modified to
achieve optimality in terms of the mean squared er-
ror, rather than infidelity. The main difference is that
the Pauli measurements M1,2 and M3 (2) on the sec-
ond step of the protocol are performed with different
probabilities: p1 = p2 = 1/(2 +
√
1− sˆ2) and p3 =√
1− sˆ2/(2+√1− sˆ2), where sˆ is the length of the Bloch
vector for the estimate ρˆ, obtained at the first step, and
the z-axis at the second round coincides with ~ˆs. This
modified protocol was experimentally shown to saturate
the Gill-Massar bound for local measurements of qubits.
IX. SELF-LEARNING MEASUREMENTS
A natural extension of the two-step adaptive strategy is
a fully adaptive protocol, where the measurement basis
is realigned with the current estimate after every mea-
surement. Such a protocol was considered in [40] for a
4-state optimal POVM. Authors considered aligning or
anti-aligning the tetrahedron (12) with the current esti-
mate for the Bloch vector ~ˆs. The aligned strategy turned
out to be less sensitive to misalignments with the true
state, which are inevitable due to the finite estimation
accuracy on any step of the protocol. The protocol was
shown numerically to asymptotically reach the Massar-
Popescu bound (15), however, to the best of our knowl-
edge, it was never implemented experimentally.
This kind of adaptive strategy is a particular case of a
general approach, known as self-learning measurements
or adaptive experimental design. It will be more instruc-
tive to look at the concept in the framework of Bayesian
inference. Let Mα be the POVM, corresponding to some
particular choice of settings in the experimental appara-
tus, which we denote α. Adaptive tomography aims at
choosing α in an optimal way, based on the current data.
Let us denote the set of observed outcomes of n measure-
ments Dn = {γ1, . . . , γn}. More or less any algorithm for
self-learning measurements from the Bayesian point of
view may be reduced to the following scheme [17]:
- the first measurement setting α0 is chosen at random;
- n-th measurement is chosen by optimizing a selected
utility function U(α,D) averaged over the possible mea-
surement outcomes:
αn = arg max
α
∑
γn
p(γn|α)U(α,Dn). (17)
Here the probability p(γn|α) of observing a particular
outcome γn should be calculated using the current pos-
terior distribution for the state ρ:
p(γn|α) =
∫
dρp(ρ|Dn−1)Tr [Mαγnρ] . (18)
- the optimal measurement Mαn is performed and the op-
timization procedure is repeated with the new posterior
p(ρ|Dn) to chose the next measurement.
Choosing the suitable utility function is obviously the
most important issue in the whole procedure. Several
possible variants are known in statistical literature. They
may be roughly divided in two groups. In the first one
the utility functions are constructed to optimize the pa-
rameters of the estimate. Examples are A-optimality,
8where the minimized quantity is the trace of the covari-
ance matrix for the estimate, and D-optimality, where
the determinant of the same matrix is minimized. The
second group focuses on the information gain of an ex-
periment. On information-theoretic grounds the utility
function here is chosen to be the expected relative en-
tropy between the posterior p(ρ|D, α) and the prior p(ρ)
distributions:
U(α,D) =
∫
dρp(ρ|D, α) log p(ρ|D, α)
p(ρ)
. (19)
Both types of utility functions were used in the design
of adaptive protocols for quantum tomography. We will
overview the main contributions and achievements below.
Adaptive Bayesian experimental design for optimal
quantum tomography of qubits was first proposed by Fis-
cher et al. back in 2000 [55]. They considered utility
functions belonging to both classes: information gain-
based, and fidelity-optimized. Authors considered pure
states only, so the fidelity-optimized utility function used
was
U(α, γn) = max|ψ〉
〈ψ| ρˆn(γn) |ψ〉 , (20)
where ρˆn is the Bayesian mean estimate over the pos-
terior after the n-th measurement. Similar utility func-
tion was considered in [56]. Fischer et al. numerically
showed, that both strategies are advantageous over the
random choice of measurements (which is the optimal
non-adaptive strategy) in terms of infidelity scaling with
N . Perhaps unsurprisingly, fidelity optimization per-
forms slightly better, than the strategy, based on infor-
mation gain. The difference was analyzed in more details
in [56], where it was shown, that average fidelity maxi-
mization naturally generates MUB’s for qubits in the first
few iterations. Authors of [56] conjectured, that this is
true for any dimension, which, if true, would allow to find
MUB’s for the dimensions, where analytical solutions are
not known.
An optimality criterion based on the quantum Cramer-
Rao inequality was put forward in [57] and [58]. Here the
trace of the inverse Fischer information matrix (IF )
−1 (5)
is used as a utility function. An extension of this method
leads to a quantum version of an A-optimality criterion,
developed in [59]. We also refer to [59] for an overview
of some other examples of useful utility functions.
The question of which utility function to choose is a
controversial one: all mentioned candidates, as well as
a number of others, were successfully used in adaptive
experimental design. There seems to be no consensus
on the single preferable utility function, and the choice
may be tailored for a particular task. In the context of
quantum tomography there is, however, a generic desir-
able property for any utility function to be useful – it
should be efficiently computable. In the end, we want an
online protocol, capable of making a decision about the
best measurement at the rate of data acquisition. In this
context, A-optimality, for example, taking into account
all the data previously obtained, is hardly an option, un-
less one succeeds in finding an analytical solution for the
optimization problem, which was done for qubits in [59].
Whether this can be done in higher dimensions is an open
question. The strategy based on information gain in a
measurement as a utility function looks favorable – fast
methods for its calculation were developed in the field
of machine-learning and brought into the realm of quan-
tum tomography by Husza´r and Houlsby [23]. We will
discuss this and other approaches to practical adaptive
tomography below.
The performance of self-learning protocols is expected
to be at least not less, than that of two-step adaptive
procedures, discussed in the previous paragraph. Indeed
they demonstrate the optimal scaling of infidelity 1−F =
aN−1, with the prefactor a slightly varying depending
on the particular choice of the utility function and other
details of the protocol.
X. IMPLEMENTATION FOR QUBITS
Implementation of the ideas discussed above in experi-
ment is mostly limited by computational difficulties of
solving a nonlinear optimization problem for choosing
the optimal measurement. The first experimental adap-
tive state estimation was performed in 2001 by Hanne-
mann et al. [60]. The experiment was performed with
qubits encoded in the hyperfine states of a single trapped
171Yb+ ion. Authors used the fidelity-optimized proto-
col of [55] with a utility function (20). The optimal mea-
surements were precomputed and stored in the look-up
table, rather than be performed online. The size of the
look-up table grows as 2N with the number of sequential
measurements N . That limited the number of prepare-
and-measure steps in the experiment to a short sequence
of N = 12. An important experimental observation was,
that the advantage of an adaptive estimation strategy
over a random one is even more pronounced when the
estimated state is affected by decoherence.
Online implementation of self-learning measurements
was first demonstrated by Okamoto et al. [61]. Their
work was based on the ideas of [57, 58] and actually im-
plemented a single parameter estimation only – the di-
rection of polarization for linearly polarized pure photon
states of the form |ψ〉 = cos(ϕ) |H〉+sin(ϕ) |V 〉, described
by a single parameter ϕ was reconstructed. A similar ex-
periment for the estimation of an unknown relative phase
in the entangled state of two qubits was performed in
[62]. Qubits were encoded in the spectral components
of pulsed frequency-correlated photon pairs. Although
formally the state was two-qubit, that was still a single
parameter estimation experiment.
The first experiment, where full tomography of qubits
with self-learning measurements was implemented online
in the course of experiment, was reported by Kravtsov
et al. [26]. In this work the optimal measurement was
determined after every detection event. This was made
9possible by the development of a fast Bayesian protocol
by Husza´r and Houlsby [23].
There are two main advantages of adaptive Bayesian
tomography, which make it fast enough to be performed
in an online manner. First of all the fast sequential im-
portance sampling algorithm is employed, with a rela-
tively slow Metropolis-Hastings sampling only required
on the infrequent resampling stages. The second key ad-
vantage was the fast procedure for the computation of
the information gain (19). Let us first note, that the ex-
pression for the optimal measurement at the n-th step of
the protocol (17) with the utility function (19) may be
rewritten as
αn = arg max
α
(
H[p(ρ|D)]− Ep(γn|α,D) [H[p(ρ|α, γn,D)]]
)
,
(21)
where H(p) is the Shanon entropy of the correspond-
ing probability distribution, Ep(·) denotes the expecta-
tion with respect to the probability distribution p, and
D = {γ1, . . . , γn−1} is the data, obtained in the previous
measurements [23]. Now the meaning of this criterion
becomes intuitively clear – it favors measurements, the
outcomes of which reduce the entropy of the posterior the
most. It seems, that one needs to evaluate the full pos-
terior for every possible outcome of every measurement
to compute αn from (21). However this is not the case,
since (21) may be equivalently rewritten as
αn = arg max
α
(
H[p(γn|α,D)]− Ep(ρ|D) [H[p(γn|α, ρ)]]
)
,
(22)
where p(γn|α,D) =
∫
dρp(γn|α, ρ)p(ρ|D) is the average
predictive probability of the outcome γn under the cur-
rent posterior. All quantities in (22) are discrete en-
tropies and may be computed using current posterior dis-
tribution p(ρ|D) only, represented as a set of samples (8).
We should note, that such a reformulation is only possi-
ble for the particular utility function – the information
gain, which makes it a natural choice for a fast adaptive
protocol.
The experimental results of [26] confirmed the advan-
tage of the adaptive protocol over both standard 6-state
MUB measurements and random measurements, sam-
pled from the optimal uniform POVM. Since the ’true’
state is not known exactly in the real experiment, the
infidelity was estimated as a mean Bures distance to
the Bayesian mean estimate for the posterior distribu-
tion. This quantity was shown to indeed estimate the
infidelity 1 − F (ρ, ρˆBME) by numerical simulations [27].
Fig. 5 shows the experimental data for all three proto-
cols, and the theoretical bounds for collective (Massar-
Popescu) and local (Gill-Massar) measurements. Note,
that the adaptive Bayesian protocol saturates the Gill-
Massar bound.
FIG. 5. The experimentally measured dependence of infi-
delity on the number of measurements for the state tomogra-
phy of single qubits. Solid blue line – the adaptive Bayesian
protocol, solid black line – the Bayesian protocol with random
measurements, solid green line – the 6-state MUB protocol.
Theoretical bounds are shown for comparison: solid red line –
the Gill-Massar bound 9
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N−1, dashed blue line – the Massar-
Popescu bound 1/(N + 2).
XI. MULTI-QUBIT STATES AND THE CURSE
OF DIMENSIONALITY
The task of estimating multi-qubit states, living in
high dimensional Hilbert spaces is exponentially hard.
Full reconstruction with a fixed set of measurements
is feasible for a Hilbert space dimension as high as 36
[63]. Numerically full tomography was recently demon-
strated for a 14-qubit state (Hilbert space dimensional-
ity of 214) [64]. Experimental tomography with MUBs
[15] and SIC-POVMs in [65] for 25- and 10-dimensional
systems, respectively, was reported. Implementing adap-
tive strategies for something that large is hard for two
main reasons. First of all, the computational complex-
ity of high-dimensional optimization required to find an
optimal measurement quickly becomes overwhelming for
most of the self-learning strategies. Second, and probably
more important, the problem is that optimal measure-
ments in high dimensions almost certainly turn out to be
projections on entangled states, which are extremely hard
to do in experiment. There may be, however, paths to
partly overcome both problems, which became recently
an area of active research.
The first route, recently taken in [27] and [66], is based
on using optimization algorithms, that are fast enough to
be implemented online even for systems of several qubits.
Both works report experiments with polarization states
of correlated photon pairs.
Struchalin et al. [27] used the information gain crite-
rion in the formulation of (22) to find optimal measure-
ments for two-qubit state tomography. Unconstrained
optimization according to this criterion leads to entan-
gled projectors, which were only studied numerically.
However, even if the admissible set of measurements is
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restricted to factorized projectors, which correspond to
separate measurements on each of the qubits, the adap-
tive strategy based on (22) provides an advantage. It
was shown both numerically and experimentally, that
for pure and close to pure states such factorized adap-
tive measurements in fact perform as well as a general
adaptive strategy without any restriction on measure-
ments. The squared Bures distance scaling in numer-
ical simulations was found to be d2B(ρ, ρˆ) ∼ Na, with
a = −0.96 ± 0.01. Experimentally obtained perfor-
mance was somewhat lower with a = −0.83± 0.05, nev-
ertheless still way beyond that for a random protocol
arnd = −0.61 ± 0.04. The reduced performance in the
experiment may to some extent be attributed to instru-
mental errors – the actually performed measurements are
never exactly the ones, predicted by the algorithm. The
influence of the technical noise was studied and the adap-
tive protocol was shown to outperform random measure-
ments even in the presence of a strong technical noise.
Interestingly, the advantage of factorized adaptive
measurements is pronounced for the states of high purity
only, and vanishes if averaged over random states with a
Bures-uniform distribution [27]. To achieve an advantage
in performance on average, one has to use general non-
factorized projective measurements. However, in practice
one hardly deals with states randomly sampled from the
Bures-uniform distribution. Usually, the states of inter-
est have high purity. The numerical simulations in [27]
showed, that if the purity of the estimated state exceeds
0.94, there is no practical advantage to use general mea-
surements, since factorized ones perform similarly well.
The average dependence of infidelity for pure states is
shown in Fig. 6.
FIG. 6. Performance of tomography protocols for two-qubit
states averaged over 1000 random pure states drawn from
the Haar-uniform distribution. Solid blue line – the adaptive
Bayesian protocol with unconstrained measurements, solid
red line – the adaptive Bayesian protocol constrained to fac-
torized measurements, solid black line – the Bayesian protocol
with random measurements. Theoretical bounds are shown
for comparison: dashed red line – the Gill-Massar bound
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N−1.
The approach of Qi et al. [66] was based on state esti-
mation by recursive linear regression used previously by
the same group in [14]. Optimal POVMs are chosen to
minimize the mean squared error matrix for the estimate
at the current step of the recursive procedure. Again
two types of measurements were considered as admissi-
ble: product measurements and general unconstrained
measurements. In contrast to [27], here the adaptive
protocol with unconstrained measurements was found to
outperform the constrained one in terms of the prefactor
on average for pure states.
There are no experimental demonstrations going be-
yond two qubits so far, and that may be challenging
in terms of computational time even for the fastest al-
gorithms. There is an interesting alternative route to
measurements optimization, which may turn out to be
beneficial for higher-dimensional tomography. The so-
called self-guided quantum tomography was first pro-
posed by Ferrie in [67]. The idea of the method is to
treat the statistical reconstruction of a quantum state
as a direct optimization problem. Considering the av-
erage infidelity f(ρˆ) = 〈1 − F (ρ, ρˆ)〉 as a directly mea-
surable quantity, the task is to find ρˆ, which mini-
mizes f(ρ). The procedure uses a stochastic algorithm,
known as simultaneous perturbation stochastic approxi-
mation, which resembles the gradient descent along ran-
dom directions. Starting from the random initial state
|ψ0〉 the algorithm generates measurements of the form
Mn,± = |ψn−1 ± εn∆n〉 〈ψn−1 ± εn∆n|, where ∆n is a
random vector consisting of ±1 with equal probabilities,
and εn is the parameter chosen to ensure convergence.
The gradient of infidelity is estimated via
gn =
fn+ − fn−
2εn
∆n, (23)
and the next estimate for the state is |ψn〉 =
|ψn−1 + αngn〉. The procedure converges as long as
εn = n
−1/3, and αn = n−1. The procedure was numeri-
cally tested for the states of up to 7 qubits [67], which is
the largest reported Hilbert space dimension for adaptive
state estimation. The infidelity scales with the number of
iterations as 1 − F ∼ n2/3. Self-guided tomography was
realized experimentally in [68] for single- and two-photon
polarization states. In the two-photon case the measure-
ments were restricted to factorized projectors, similarly
to [27].
An obvious drawback of the self-guided quantum to-
mography is that it works for pure states only and has
no built-in procedure to provide ’error bars’ for an es-
timate. Granade et al. [25] proposed to use it as an
adaptive heuristic for Bayesian state estimation. This
proposal solves the problem by analyzing the outcomes
of measurements, returned by the self-guided algorithm,
with a Bayesian estimation technique, which we discussed
above in details.
Algorithms, based on heuristics, rather than precise
evaluation of the utility function, with self-guided tomog-
raphy being an example, may be fast enough to be used
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online in experiments with few qubits. It would be inter-
esting to see such experiments performed in the nearest
future.
XII. CONCLUSION
We have provided a short review of recent advances in
adaptive quantum state estimation. Several approaches
were discussed with an emphasis on the methods using
Bayesian experimental design. A qualitative advantage
in precision offered by adaptive tomography in compari-
son to traditional protocols make it an attractive exper-
imental tool. Adaptive methods have recently enjoyed
experimental implementations for single and two-qubit
systems, and we believe that future experiments using
quantum tomography should make extensive use of sim-
ilar ideas. They will be especially useful in complicated
experiments with large quantum systems, where the data
acquisition rate may be very low, and so extracting max-
imal information from the limited number of detected
events is of paramount importance. We can provide re-
cent works with multi-photon states [69, 70] as an ex-
ample of such experiments. Although full tomography of
such states may be extremely computationally demand-
ing, some techniques of restricted state estimation ex-
ist, allowing for an efficient reconstruction of sparse or
highly symmetric density matrices [71–73]. Supplement-
ing these approaches with online measurement optimiza-
tion may be one of the future research directions.
The natural limitations of the format did not allow us
to cover other closely related topics. Examples include
tomography with unknown POVMs, where the recon-
struction procedure resembles algorithms used for noisy
image processing [74–77], which were also recently shown
to benefit from adaptively optimized measurements [78].
Similar techniques may prove to be useful to fight the
technical noise in measurements, probably using other
active machine learning algorithms. Besides tomogra-
phy, Bayesian experimental design was successfully im-
plemented for learning the parameters of the Hamilto-
nian, governing the evolution of the quantum system
[79–81], phase estimation [82–84], and characterization
of coherent states [85]. We believe, that we will see more
fruitful applications of ideas from machine learning to
quantum measurements in the nearest future.
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