The particle swarm, which optimizes neural networks, has overcome its disadvantage of slow convergent speed and shortcoming of local optimum. The parameter that the particle swarm optimization relates to is not much. But to evaluate the environmental effect of an agricultural project, and researched application and Particle Swarm learning algorithm based on adjustment of parameter. This paper, we use MATLAB language .The particle number is 5, 30, 50, 90, and the inertia weight is 0.4, 0.6, and 0.8 separately. Calculate 10 times under each same parameter, and analyze the influence under the same parameter. Result is indicated that the number of particles is in 25 ~ 30 and the inertia weight is in 0.6 ~0.7, and the result of optimization is satisfied.
INTRODUCTION
Artificial neural network (ANN) is a rising borderline science. Compared to the mathematical statistics, Artificial neural network doesn't need exact PSO is a generic heuristic optimization algorithm based on the concept of swarm intelligence. It requires less computation times and less memory. Till now PSO has fewer parameters to adjust, and it has been used to solve many engineering and economic problems. PSO as the data analysis tool of a kind of complicated non-linear course, has already extensively applied in patternrecognition, knowledge engineering, trend analysis, ect. However, it has not been employed so far in an environmental assessment of agricultural project. Here, we apply the adapted PSO approach to search for good environmental assessment of agricultural project sequences with fitness function (Zhao Bo, et al.,2004) .
PARTICLE SWARM OPTIMIZATION ALGORITHM

Mathematical models of PSO algorithm
Particle swarm optimization is a member of the wide category of swarm intelligence methods that traces its evolution to the emergent motion of a flock of birds searching for food. It uses a number of particles that constitute a swarm. Each particle traverses the search space, looking for the global minimum (or maximum). During each generation, each particle moves in the search space with a velocity according to its own previous best solution and its group's previous best solution.
The basic particle swarm model consists of an initial swarm of random particles. At the beginning, the PSO algorithm randomly initializes the population (called swarm) of individuals. If there are m particles which conclude a group in D-dimensional space, the ith particle is X i =(x i1 , x i2 ,…, x iD ), where (i=1, 2,…, m), that is, the position of the ith particle in dimensional space is X i . While searching optimal solution in search space , each particle remembers two variables : one is the best position found by its own so far , denoted by pbest and another is the best position among all particles in the swarm , denoted by gbest . The ith particle's flying speed can be noted as V i =(v i1 , v i2 ,…,v iD) . (LI Qiang et al.,2007) .
Each particle updates its own velocity and position according to formula Equ. ( 1 ) 
where 1 n id x is the current position of Particle i ; p id is the searched optimal position of Particle i ; p gd is the searched optimal position of the whole particle swarm . In the above equations, c 1 is called self-confidence range; c 2 is called swarm range, and they pull each particle towards pbest and gbest positions; r 1 and r 2 are randomly generated value between 0 and 1. They determine the affection of p id and p gd ,the relative influences of the social and the cognition components; w is the inertial weight factor, which is able to adjust the abilities of overall and local search; 
PSO algorithm procedures
The whole process of the proposed algorithm can be described as follows:
(1) Randomly generate particles and the particle velocities; Initialize particle positions and velocities.
(2) Evaluate its degree of adaptability to the particle swarm. Calculate all the fitness values of each particle.
(3) Compare each individual's evaluation value with its pbest. The best evaluation value among the pbest's is denoted as gbest. Update pbest and then gbest based on the values. If the new value is better than the previous pbest , the new value is set to be pbest.
(4) Modify the member velocity of each individual P g according to Eqs.(1) and Eqs. (2).
(5) If the stopping criteria are met, the positions of particles represented by gbest are the optimal solution. If the result is satisfied with the number of iteration or precision, then terminate the calculation, or else return to the step (2).
2.3
Analysis on inertia weight in particle swarm optimization
Particle Swarm Optimization PSO is simple and easy to implement, and it can generate high-quality solutions within shorter calculation time and more stable convergence characteristic than other stochastic methods. There are not many parameters which need to be tuned in PSO. Although the dimension of particles and the range of particles is important factors in particle swarm optimization. Here, we focus on the influence of the number of particles and the inertia weight.
The inertia weight is the crucial parameter of the particle swarm optimization. It controls the impact of the previous history of velocities on the current velocity. Suitable selection of inertia weight w provides a balance between global and local explorations, thus requiring less iteration on average to find a sufficiently optimal solution. The inertia weight is an important parameter of the PSO choice which can be divided into two categories: fixed inertia weight and time variant inertia weight. The choice of a fixed inertia weight is to choose a constant value as a weight in the process, and it is unchanged in the optimization.
The time variant inertia weight is selected a certain range. For example, Here, a linearly iteration decreasing w is used, which is usually employed as a trade off between the global and local exploration abilities of the swarm. The general inertia weight  linearly descend with the number of iterations in common. It is better to initially set the inertia weight to a large value, in order to promote global exploration of the search space, and gradually decreases it to get more refined solutions. Thus the inertia weight can be described as w = wmax -[(wmax -wmin)/itermax]·iter (3) In the equation, where w max and w min denote the maximum and minimum value of the inertia weight; iter max denote the maximum number of iterations, and iter is the current number of iterations. For example, the parameters of PSO algorithm are selected as w=1.5~0.2, which means that w starts from 1.5 and gradually decreases to 0.2.
In this paper, we supposed the weights are fixed inertia weight. Usually, larger w is expected to facilitate the global exploration at the beginning of the run, while smaller w is expected to facilitate the local exploration near the end of the run. The initial positions and velocities of all particles are generated randomly in the search space. Then, the processes from Eqs. (1) to Eqs. (3) are repeated until a user defined stopping criterion is reached.
2.4
Artifical experiments
Establish index system of an environmental assessment of agricultural project
In this paper, we use an agricultural project as an example and utilize PSO-BP to evaluate environmental-quality assessment. We establish the index system of an environmental assessment of agricultural project. The index we select here is mainly reflect environmental benefits ,environmental pollution and ecological degradation ( Chen li ,Zhu Weidong, 2008) (Table 1. ). 
Application and Particle Swarm learning algorithm based on adjustment of parameter
To demonstrate the good performance of PSO, PSO-BP is also used to find the optimal parameter combination. However, the computation time using PSO-BP is much less than using BP. So, it is much faster using PSO-BP than BP. In this paper, we do not compare the computation time using PSO-BP and BP. The proposed PSO based approach was implemented by using the MATLAB language and the experiments have been carried on two infrared images using MATLAB7.0 on 2.0 GHz Pentium 4 PC. Initially, several runs have been done with different values of the PSO. Meanwhile, several experiments have been done in order to obtain the penalty parameters.
In the neural network algorithm trained by particle swarm optimization: Parameters in PSO algorithm are described as follows: the maximum allowed iteration number is 2000 ; the acceleration constants are selected as the default values c 1 = c 2 = 2.SSE is equivalent to 2.3187e+003; The segmentation results are shown in Fig1. Tables 2 ~4 show the preliminary results of the comparisons. Each test is run 10 times and each run Loops 2000 generations. Sufficient experiments have been done on inertia weight that it is an important parameter in the algorithm. The particle swarm, which optimizes neural networks, has overcome its disadvantage of slow convergent speed and shortcoming of local optimum. The parameter that the particle swarm optimization relates to is not much. But the particle swarm optimization is strongly sensitive to the parameter.
When the particle number is 5, 30, 50, 90 separately, and the inertia weight is 0.4, 0.6, 0.8 separately, calculate 10 times under the condition of each same parameter. Analyze the influence of the parameter. The acceleration constants are selected as the default values c 1 = c 2 = 2.The inertia weight w is 0.4, 0.6, and 0.8, respectively. The SSE of optimization with PSO by changing inertia weight is listed in Table 2 . The Optimum value and the poorest value of the target satellite are listed in Table 3 . Results of optimization with PSO by changing inertia weight are listed in Table 4 . 
Experiments analysis
Analysis from Table 2, Table 3, and Table 4 , we can conclude:
(1) We test each sample with 10 times for impartial results and treat the average of each sample as the final result. In the test, all the algorithms run 10 times with 2000 iterations. When the swarm size particle number is fewer, calculating under the same condition ten times, the SSE of optimization with PSO fluctuates greatly. When the number of the particle is 5, and the inertia weight is 0.8, and optimum value of the ten times is 0.7778.The worst value is 19597. When the number of the particle is greater than 20, calculating under the same condition, the SSE of optimization with PSO fluctuates not greatly (Table 2. ).
(2) In Fig.1 , the PSO algorithm converges fast at the beginning of the run but slows down when it gets close to the global optimum. It has overcome its disadvantage of local optimum when the inertia weight is greater, but it has the relatively slow convergent speed.
(3) Final optimization results of the algorithm are shown in Table 2 . In the test, all the algorithms run 10 times with 2000 iterations.
From the result of PSO operation of a agriculture project, we find that 5-90 particles are used in PSO, which is a balance between the accuracy From the result of the applications assessment of agricultural projects based on the PSO, we find that although only few parameters are required, they are important for the optimization efficiency of particle swarm optimization. The inertia weight and the 1387 required in search of the global optimum and time consumed (Table 3. ). Through being ten experiments, result is indicated that the number of particles is in 25 ~ 30 and the inertia weight is in 0.6 ~0.7, and the result of optimization is satisfied. When the inertia weight is too great, such as 0.9 , the result is not pretty good. (Table 4. ).
The result of this paper has confirmed that the reliability of the PSO algorithm is more powerful in the aspects of an environmental assessment of agricultural project. PSO algorithm has been successfully applied to solve the environmental assessment of agricultural project.
CONCLUSION
From the result of the applications assessment of agricultural projects based on the PSO, we find that although only few parameters are required, they are important for the optimization efficiency of particle swarm optimization. The inertia weight and the number of PSO are the crucial parameters of the particle swarm optimization.
Results indicated that when the inertia weight is smaller, especially when the particle is fewer, it is fast convergent speed at this moment, but apt to fall into local optimum. The larger the number of particles adopted in PSO, the fewer the opportunities to be trapped in suboptima. It finds particle counts between 25-30, while weight in 0.6-0.7, and it optimizes that result is getting more ideal.
The results of this paper confirmed that the reliability of the PSO algorithm is more powerful in the aspects of an environmental assessment of agricultural project.
PSO-BP neural network can be used to predict PSO Applications assessment of agricultural projects based on adjustment of parameters, which not only overcomes the long time of network learning, but also avoids the failure of convergence. No more than 2.3187e+003 maximum errors showed that the model predicted the PSO Applications assessment of agricultural projects with highly accuracy.
The application field and the theory about PSO still need exploring. The results of this paper confirmed that the reliability of the PSO algorithm is more powerful in the aspects of an environmental assessment of agricultural project. Comparison functions adopted here are four benchmark functions used by many researchers. They are the Sphere, Griewank, Rastrigrin and Rosebrock . How to advance the accuracy of the results by inducing other optimization methods and how to make our method be applied in practice is future research for us. It should be noted that the validity of the proposed method in this study is limited within the cases where inertia weight is fixed. The time variant inertia weight and the four benchmark functions mentioned above should be addressed in the future.
