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概要
本研究では，構文解析結果を用いることなく，品詞などの表層的な情報のみを用いて，対訳フレーズを抽出
することを目指す．提案手法では，まず従来のアライメントモデルを内容語に限定して適用し，正確度の高い
アライメントを得る．その際に，内容語に特化した独自のヒューリスティックを用いる．次に，表層的な統語
素性を用いた確率モデルによって機能語を近傍の内容語に統合し，対訳フレーズを抽出する．内容語のアライ
メントにおいては，提案するヒューリスティック手法が，高いアライメント性能を実現できることを確認し
た．また，抽出された対訳フレーズを用いて翻訳実験をおこなった結果，翻訳性能の上昇を確認した．
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1 序論
句に基づく機械翻訳 [2] は現在の統計的機械翻訳の
研究におけるベースラインとなっている．この手法は
語順の似通った言語対においては一定の成果を上げて
いる．一方，言語構造が大きく異なる言語間の翻訳に
おいて適切な翻訳結果が得られない場合が多い．
この問題を解決するべく，言語学的な情報を用いた
様々な翻訳モデルが提案されている．特に，構文解析
結果を統計的なモデルに組み込む手法は，言語間の構
造の違いに適応し翻訳性能の向上を実現している．し
かし，このアプローチには計算量の増大および構文解
析の誤りという課題点が残されている．
また，言語構造が大きく異なる言語間の翻訳におけ
る問題点として，機能語のアライメントの問題が存在
する．現在主流の単語アライメント手法である IBM
モデル [1] では，内容語と機能語の区別をおこなわず
にアライメントを計算する．ゆえに，対応関係が存在
しないはずの機能語が，不適切に対応付けされること
がある．その結果，内容語のアライメントの正確度に
も悪影響を及ぼしている．
これらの背景を踏まえて，本研究では，構文解析結
果を用いることなく，品詞などの表層的な情報のみを
用いて，対訳フレーズを抽出することを目指す．提案
手法では，まず IBM モデルを内容語に限定して適用
し，正確度の高いアライメントを得る．その際に，内
容語に特化した独自のヒューリスティックを用いる．
次に，表層的な統語素性を用いた確率モデルによって
機能語を近傍の内容語に統合し，対訳フレーズを抽出
する．
内容語のアライメントにおいては，提案するヒュー
リスティック手法が，高いアライメント性能を実現で
きることを確認した．また，抽出された対訳フレーズ
を用いて翻訳実験をおこなった結果，翻訳性能の上昇
を確認した．
2 提案手法
提案手法は独立した 2 つのステップから成り立って
いる．まず，それぞれの対訳文中から機能語を取り除
き，内容語に限定した訓練データを用いてアライメン
トを学習する．次に，それぞれの言語ごとに機能語を
近傍の内容語に統合する，チャンキング処理をおこな
い対訳フレーズを抽出する．なお，本研究では自然言
語文中の各単語が内容語と機能語のどちらに分類され
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(a) 内容語のアライメント
(b) チャンキング
図 1 提案手法の流れ
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図 2 英日対訳文の語数差
るべきかについては議論せず，形態素解析器の出力す
る品詞情報を基に内容語と機能語を定義する．図 1 に
2 つのステップの適用例を示す．
2.1 内容語のアライメント
機能語が持つ役割は各言語に固有であることも多
いので，適切なアライメントを求めることは本質的に
難しい．対照的に，内容語については意味的に等価な
1 対 1 の対応関係が得られやすい．図 2 は，日英新
聞記事対応付けデータ (JENAAD) [3] の各文ごとに，
英語と日本語の語数の差をプロットしたものである．
原文では日本語の文の方が語数が多い傾向が見られる
が，内容語のみの文の場合は分布の裾が絞られ言語間
の偏りも軽減されている．このことからも内容語は比
較的対応関係が明確であることが裏付けられる．以上
の性質に基づいて，提案手法では IBM モデルによっ
て学習された 1 対多のアライメントを組み合わせる際
に，内容語の特性に着目した独自のヒューリスティッ
クを用いる．
はじめに対訳コーパス中から機能語である単語を取
り除く．またアライメントエラーを減らすために，言
語間において内容語の語数が大きく異なる文について
も訓練データから取り除く．さらにデータスパースネ
スに対する頑健性を高めるために，動詞などの活用す
る内容語については見出し語化をおこなう．次に内容
語のみに限定された訓練データから IBM モデルを用
いて単語アライメントを学習する．最後に IBM モデ
ルによって得た 1 対多のアライメントを組み合わせ，
対称なアライメントを獲得する．
従来の句に基づく機械翻訳機械翻訳において一般
的に用いられる Grow-Diag-Final-And ヒューリス
ティックでは，両方向の単語アライメントの交差集
合 (Intersection) を基にして，隣接する 8 方向に結
合アライメントが存在する際にそれらを貪欲に追加す
る [2]．このモデルは多対多の対応を獲得するための
ものであるが，内容語のアライメントでは 1 対 1 の
対応を前提としている．そこで，提案する Limited-
Diag-Final-And ヒューリスティックでは，8 方向で
はなく，斜め 4 方向に隣接する結合アライメントのみ
を追加する．また，結合アライメントを貪欲に追加す
るのではなく，上下左右方向にすでにアライメントが
存在する際には追加しないよう制限する．全くアライ
メントが存在しない領域の補間には既存手法と同様の
Final-And ヒューリスティックを用いる．
2.2 チャンキングの確率モデル
各機能語を近傍の内容語に統合し，フレーズを構成
する．この過程を，アライメントが付与された内容語
から次の内容語までの各単語間の中から，フレーズの
区切り位置を選ぶ分類問題としてモデル化する．
入力文字列 x = x1 x2 ::: xN が与えられたときの
フレーズの区切れ位置を，1-of-K 符号化ベクトル
y = (y1; y2; :::; yN 1) によって表す．x1 および xN
はアライメントが付与された内容語である．y の各要
素の値は，フレーズの区切れ位置が xi と xi+1 の間に
あるとき，yj = (j; i) となる．p(yi = 1 j x) を直接
モデル化し，arg max
i
p(yi = 1 j x) をフレーズ区切り
位置として決定する．p(yi = 1 j x) を次式のように定
式化する．
p(yi = 1 j x) =
MX
k=1
wk
  log k(xi; xi+1)PN 1
j=1   log k(xj ; xj+1)
(1)
wk は
PM
k=1 wk = 1 の制約を満たす混合係数である．
k(xi; xi+1) は xi と xi+1 の結びつきの強さを表す任
意の関数である．この関数の負の対数をとることによ
り，\xi と xi+1 が結びつく" という事象の情報量を
表現している．分母の正規化項を用いて，x という局
所的な範囲内における，相対的な結びつきやすさにス
ケーリングすることによって，異なる特徴空間から得
た M 個の素性値を統一的な尺度で評価している．
素性関数 k(xi; xi+1) には M = 8 として次の
2-gram 確率を用いる．
1(xi; xi+1) = P (xi+1 j xi) (2)
2(xi; xi+1) = P (xi j xi+1) (3)
3(xi; xi+1) = P (gi+1 j gi) (4)
4(xi; xi+1) = P (gi j gi+1) (5)
5(xi; xi+1) = P (gi+1 j xi) (6)
6(xi; xi+1) = P (xi j gi+1) (7)
7(xi; xi+1) = P (xi+1 j gi) (8)
8(xi; xi+1) = P (gi j xi+1) (9)
gi は xi の品詞を表す．品詞情報から得られる大局的
な統計量と各単語ごとの局所的な統計量を組み合わ
せ，低頻度語の推定に対する頑健性を高めている．ま
た前向きと後ろ向きの 2-gram を用いることにより，
修飾の方向に依らない推定をおこなっている．
混合パラメータ wk の値は言語依存である．例
えば日本語の場合は，名詞などの内容語の後に
助詞などの機能語が結びついて一つの文節を構
成する場合が多いので，前向きの素性に対する
重みを大きくすると適切な区切り位置が得られ
やすい．最適な wk の値を決定するために，人
手によって区切り位置を与えた少量のコーパス
D = f(x(1);y(1)); (x(2);y(2)); :::; (x(jDj);y(jDj))g を
用いてパラメータチューニングをおこなう．EM アル
ゴリズムの枠組みに基づいたパラメータチューニング
の手順を Algorithm 1 に示す．d;k は，それぞれの
データ x(d) に対して，混合要素 k が y(d) の観測を説
明する，負担の度合いを表している．
Algorithm 1 Parameter tuning
initialize the mixing parameters wk
repeat
for all (x(d);y(d)) such that 1  d  jDj do
for all k such that 1  k M do
for all i such that 1  i  N   1 do
if yi = 1 then
k(xi;xi+1)   log k(xi;xi+1)PN 1
j=1
  log k(xj ;xj+1)
else
k(xi;xi+1)   log(1 k(xi;xi+1))PN 1
j=1
  log(1 k(xj ;xj+1))
end if
end for
d;k  1
N   1
N 1X
i=1
wkk(xi; xi+1)PM
k
0
=1
wk0k0 (xi; xi+1)
end for
end for
wnewk  1jDj
jDjX
d=1
d;k
until the parameters converge
3 評価実験
内容語アライメントの性能およびチャンキングに
よって抽出した対訳フレーズを用いた翻訳の性能の評
価をおこなった．
3.1 内容語アライメントの評価
日英新聞記事対応付けデータ (JENAAD) を用いて
内容語のアライメントの性能評価をおこなった．訓練
データのサイズは，内容語の語数差が 10 語以上異な
る文を除いた 120,000 文，テストデータのサイズは
100 文である．形態素解析器として，英語には Enju
のスーパータガー *1，日本語には MeCab*2 を用いた．
アライメントの評価指標として precision/recall およ
び AER を用いた．
Intersection, Grow-Diag-Final-And ヒューリステ
ィック，および Limited-Diag-Final-And ヒューリス
ティックによって獲得された，それぞれの内容語アラ
イメントに対する評価結果を表 1 に示す．Limited-
*1 Enju - A fast, accurate, and deep parser for English,
http://www.nactem.ac.uk/enju/, accessed 2015.02.02
*2 MeCab: Yet Another Part-of-Speech and Morpholog-
ical Analyzer, https://code.google.com/p/mecab/, ac-
cessed 2015.02.02
表 2 翻訳結果の評価
Method
JENAAD KFTT
1-gram 2-gram 3-gram 4-gram BLEU 1-gram 2-gram 3-gram 4-gram BLEU
Baseline 47.2 15.9 6.7 3.0 11.01 54.5 26.4 14.2 8.2 20.22
Proposed 47.2 16.2 7.0 3.2 11.34 54.4 26.3 14.2 8.3 20.23
表 1 内容語アライメントの評価
Method precision recall AER
Intersection 97.98 83.03 10.11
Grow-Diag-Final-And 85.11 93.92 10.71
Limited-Diag-Final-And 97.27 91.14 5.90
Diag-Final-And ヒューリスティックでは precision
の低下を最小限に抑えながらも recall を大幅に上昇さ
せることにより，AER の低下を実現している．
3.2 翻訳結果の評価
チャンキングによって抽出された対訳フレーズを
用いて翻訳実験をおこなった．ベースライン手法には
Grow-Diag-Final-And ヒューリスティックによるア
ライメントから抽出されたフレーズテーブルを用いて
いる．提案手法ではチャンキングによって抽出された
対訳フレーズをベースラインのフレーズテーブルに追
加する．
対訳コーパスには日英新聞記事対応付けデータ
(JENAAD) および京都フリー翻訳タスク (KFTT)*3
を用いた．訓練データのサイズは JENAAD が
120,000 文，KFTT が 329,169 文，テストデータのサ
イズは JENAAD が 4,213 文，KFTT が 2,326 文と
なっている．チャンキングのパラメータチューニング
には，それぞれの訓練データごとに最初の 100 文を用
いた．翻訳評価指標として，BLEU を用いた．
翻訳結果に対する BLEU の値とその内訳を表 2 に
示す．JENAAD については，大局的な対応関係を用
いることにより，2-gram, 3-gram, 4-gram の適合率
が上昇している．一方 KFTT については，BLEU の
上昇は僅かであった．これは，専門用語に対する形態
*3 Graham Neubig, \The Kyoto Free Translation Task,"
http://www.phontron.com/kftt/, accessed 2015.02.02
素解析が適切におこなわれなかったことが理由として
考えられる．
4 結論
本研究では，既存のアライメント手法を内容語に限
定して適用したのちに，機能語を近傍の内容語に統合
することにより，対訳フレーズを抽出する手法を提案
した．内容語のアライメントにおいては，内容語に特
化したヒューリスティックを用いて両方向のモデルを
組み合わせる手法が，高いアライメント性能を実現す
ることを確認した．また，抽出された対訳フレーズを
用いて翻訳実験をおこなった結果，翻訳性能の上昇を
確認した．
提案した手法では，内容語と機能語の区別を人手に
よって実験的に規定したが，各品詞をどちらに分類す
べきかは自明ではない．また，チャンキングの重みパ
ラメータを決定するために，人手によって区切り位置
を与えたコーパスを用いた．これらの人手による処理
を自動化し，各言語に対する前提知識を必要としない
モデルに改善することが，今後の課題である．
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