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摘  要 








































Cellular neural network(CNN) is a kind of parallel processor unit，its 
locally-connected feature makes it amenable to VLSI implementation，which is 
different from globally-connected Hopfield Neural Network. So it is well-suited 
for visual image processing and pattern recognition. In this thesis，at first we 
introduce the architecture and principle of CNN Universal Machine(CNNUM)，
and then we introduce logic programmable principle of microprocessor to 
illustrate universal algorithmic programming of CNN parallel processor. Next，
we discuss CNN algorithmic theorem of visual pattern recognition. With that，
we also gather and combine all kinds of algorithmic elements with various 
functions of pattern recognition to create a complete instruction set which can be 
applied to 2-D visual image processing tasks. Finally，based on this instruction 
set，we apply CNN universal algorithmic programming in pattern recognition 
about letter，fingerprint and euler solving. 
As for our contribution to this thesis，first we give the classification of 
CNN algorithmic elements for visual image processing. Secondly，we create a 
complete instruction set of CNNUM for visual image processing and illustrate 
its completeness on 2-D visual image processing. 
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第一章  绪论 
 
1





家 W.C.McCulloch 和数学家 W.H.Pitts 根据解剖学和生理学方面的成果，
提出了“以逻辑符号来描述神经元及由其组成的神经网络，以通过对神经
元间联结强度和神经元阈值的适当选择来表征大脑内神经元对外部世界的





然而到了上个世纪 60 年代末期，著名人工智能专家美国 MIT 的教授





上解决神经网络的并行优化算法的理论问题。 直到上个世纪 80 年代初，
美国生物物理学家 J.J.Hopfield教授提出了一种可用作联想存储器的互连
网络(也称 Hopfield 网络模型，即 HNN)[9]，并引入 Lyapunov 函数(也称
“Hamilton能量函数”)成功地分析 Hopfield网络联想存储功能这一并行
优化计算的本质问题。Hopfield 的这一突破性工作致使神经网络理论研究


























不过，于 1988 年在美国加州大学 Berkeley 分校留学的中国学生杨林
在国际著名非线性电路研究专家 L.O.Chua 教授的指导下提出了一种易于
VLSI兑现的细胞神经网络模型(Cellular Neural Network，简称 CNN)[12]。
这种 CNN模型是基于 Hopfield模型的基础上提出来的，它们的等效电路是
相似的，即每个神经元均可看成是由独立电流源、电压控制电流源和电阻 R、
电容 C 所组成。但是，不同之处在于 HNN 中神经元之间是全互联的，CNN





































计算时间瓶颈问题。而 CNN 图像处理则没有计算时间瓶颈问题，因为 CNN
微处理器可以同时对图像内的各像素进行并行处理的，即在同一时间内每














































































































第二章  CNN模型与并行处理器 













图 2.1  CNN模型 
 


























图 2.2  单个神经元的等效电路图 
 
其中: ijE 即 iju 是神经元 ijc 内的独立电压源， xijV 是神经元 ijc 内的状态电压，
ijI 是神经元 ijc 内阈值电流， xR 是状态电阻，其作用是和状态电压一起产生
总电流，C是电容，它和 ijR 的乘积决定了整个神经元电路的稳定时间。 xuI
是输入压控电流源，反映了周围神经元(包括本身) 的输入对自己的控制关
系。 xyI 是反馈压控电流源，反映了周围神经元(包括本身)的输出对自己的
反馈关系。 yijV 是神经元 ijc 的输出电压， yR 是输出电阻，它和 yijV 一起决定
了输出电流 yxI 的大小。为了便于数学分析，可以令 Ω=
310Rx ， FC 910−= ；










 (i=1，⋯，M;j=1，⋯，N) (2.1) 
其中 ijx 为某神经元 ijc 的当前状态值， klu 和 kly 分别为与其他各神经元的初
始输入值和当前输出值； ),( jiNr 表示与神经元 ijc 相邻半径为 r范围内的所
有神经元； klB 为前馈连接系数（通称控制模板），它表示神经元 ijc 和与之
相邻的神经元内部的输入 klu 对自身的前馈关系； klA 为反馈连接系数（通称
反馈模板），它表示神经元 ijc 和与之相邻的神经元的输出 kly 对自身反馈关





















驱动点轨迹图[14]来分析 CNN 阵列的图像处理功能。对于 ),( jiNr =9 的 CNN
并行阵列，设有模板和阈值为: 
1,
  0    0    0
   1     1     1
   0    0    0
,
0   0   0
0   2   0























= IBA       (2.3) 
将式(2.3)代入式(2.1)，可得对神经元 ijc 的状态方程： 
1)(2 1,,1, −++++−= +−
•
jijijiijijij uuuxyxx      (2.4) 
令 11,,1, −++= +− jijiji uuug ，则有: 
gxyxx ijijij ++−=
•


























第二章  CNN模型与并行处理器 
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首先令所有神经元的初始状态为-1(白色)，则对 ijc 的输入值讨论如下： 
当 1=iju ，即 ijc 的输入为黑色时，有: 
1,1, +− += jiji uug         (2.6) 
对于 ijc 旁边两个像素的不同输入u即为 1(黑)或-1(白)时，式(2.6)的
值分别为 g=2、0、-2。 其中 g=2时，图 2.3中所示 +Q 是状态稳定平衡点，
此时 1, ≥jix ，即得 1, =jiy ， ijc 为黑色。g=0时，分别有两个 +Q 和 −Q 两个
状态稳定平衡点，此时输出应取决于 ijc 的原来的初始状态，也就是保持原
来的状态即 ijc 为白色。而 g=-2时， −Q 是状态稳定平衡点，此时 1, −≤jix  即
得 1, −=jiy ， ijc 由黑变白。 
当 1−=iju ，即 ijc 的输入为白色时，有： 
                g= 21,1, −+ +− jiji uu           (2.7) 








输入图               输出图 


























图 2.5  神经元输出特性图 
           
首先满足的条件为每个神经元的状态边界准则，方程(2.1)可改写为如
下形式： 
          )(|)1||1(|5.0* tgxxAxx ijijijijij +−−++−=
•
     (2.8) 
其中: 













yAuBItg     (2.9) 
如果 ijx 的初始值处在(-1，1)内时，(2.8)式进一步可表示成 
)(*)1( tgxAx ijijij +−=
•
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