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I. Introduction
E
lectric propulsion (EP) Geostationary Earth orbit (GEO) satellites are more efficient because they cost a lower
fuel consumption and thus increase the payload mass or reduce the launch mass, compared to conventional
chemical propulsion GEO satellites. EP has been tested and applied a lot in many deep space missions, and its
application to the Earth orbit satellites has been a growing interest [1, 2]. The world-first all-electric GEO platform,
Boeing 702SP, has already been launched in March 2015 by a Falcon 9 rocket. China also launched its first EP-GEO
satellite in April 2017. The design of GEO satellites is rapidly changing from classic high-thrust propulsion more and
more toward low-thrust propulsion. Low-thrust orbit raising brings in a many-revolution long-duration transfer that is
a special characteristic of EP-GEO satellites.
Autonomous orbit raising is necessary for future EP-GEOmissions because the support from the ground is expensive
when transfer time is very long, for instance, hundreds of days for low-thrust orbit raising from low Earth orbit (LEO)
to GEO. Recently, neural networks (NNs) have attracted the interest of many researchers and have had applications in
various fields in recent years, including astrodynamics [3]. For landing problems and short-duration orbit transfers,
NNs are trained to learn the optimal state-control pairs [4–6] and image-control relations [7]. Their results show that
NNs have excellent performance in learning the optimal control of short-duration problems. In this Note, NNs are
trained to learn the optimal control of many-revolution long-duration problems, that is, time-optimal low-thrust orbit
raising problems.
Optimization of time-optimal low-thrust orbit raising problems is necessary before training neural networks.
The many-revolution long-duration characteristic makes it extremely difficult for numerical optimization methods
to converge. Some methods based on Edelbaum’s approach [8] have been proposed under the assumption of quasi-
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circular orbits [9, 10]. However, Edelbaum’s approach obtains only sub-optimal solutions, and the quasi-circular
orbit assumption limits its application. Besides Edelbaum’s approach, some control laws are designed to implement
low-thrust orbit raising tasks [11, 12], but their optimality cannot be ensured. Indirect methods are applied a lot
in optimizing low-thrust trajectories [13–16] because of its optimality. In indirect methods, the original optimal
control problem is transformed into a two-point boundary value problem (TPBVP) which can be solved by shooting
methods. It is difficult for the shooting of low-thrust orbit raising problems to converge because of the many-revolution
long-duration characteristic. Effective techniques such as homotopy, switching function detection, and computing the
analytic state transition matrix are applied to improve the convergence rate [17–19]. In addition, modified equinoctial
elements (MEE) are utilized in [20, 21] to overcome difficulties in convergence.
In this Note, a number of trajectories are optimized to generate datasets that are used for NNs to learn. The
trajectory starting from a nominal departure orbit is optimized at first using the method proposed in [1], and then
departure orbits are randomly created around the nominal departure orbit and corresponding trajectories are optimized
using the solutions of the nominal departure orbit as the initial guess. As NN performance is highly affected by
hyper-parameters, random search [22] is applied to search for hyper-parameters because random search is effective and
easy to implement [23]. As will be shown, NN-driven control is capable for time-optimal low-thrust autonomous orbit
raising. This work shows that besides the short-duration optimal control problems such as landing problems that are
studied mostly, NNs can also be applied in this very long duration optimal control problem.
The rest of thisNote is organized as follows. In Section II, trajectory optimizationmethods and dataset generation are
presented. In Section III, the architecture of NNs and random search is detailed, and how to evaluate NN performance
is also defined. Simulation results are shown in Section IV and conclusions are drawn in Section V.
II. Trajectory Optimization
A. Time-Optimal Low-Thrust Problem
Time-optimal low-thrust trajectories are optimized with indirect methods. The orbital states are expressed in
modified equinoctial elements (MEE; p, ex , ey, hx , hy, L). The relations between MEE and the classical orbital
elements are
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p = a(1 − e2)
ex = e cos(ω +Ω)
ey = e sin(ω +Ω)
hx = tan(i/2) cos(Ω)
hy = tan(i/2) sin(Ω)
L = ω + Ω + θ
(1)
where a is the semi-major axis, e the eccentricity, i the orbital inclination,Ω the right ascension of the ascending node,
ω the perigee anomaly, θ the true anomaly; p is the semilatus rectum, and L the true longitude.
The dynamic equations of low-thrust propelled spacecraft in a two-body model are:
Ûx = u
Tmax
m
Mα + D,
Ûm = −u
Tmax
Ispg0
(2)
where x = [p, ex , ey , hx , hy, L], m is the instantaneous mass of the spacecraft, g0 the standard value of gravitational
acceleration, Tmax the maximum achievable thrust magnitude, and Isp the thruster specific impulse. M is a transforma-
tion matrix and D the gravity vector; their expression can be found in [20]. u ∈ [0, 1] is the engine thrust ratio, and α
is the thrust unit vector of the thrust
α = [cos β cosα, cos β sin α, sin β]⊤ (3)
where α is the azimuth angle and β the elevation angle. The thrust vector is defined in the Local Vertical-Local
Horizontal (LVLH) frame.
In minimum-time problems, the performance index takes the forms:
J =
∫ t f
t0
1dt (4)
Introducing the co-state vector λ(t)= [λx , λm], the Hamiltonian is
H = u
Tmax
m
λ
⊤
x Mα + λ
⊤
x D − u
Tmax λm
Isp g0
+ 1 (5)
and the dynamics of λ is given by
Ûλ = −
∂H
∂x
(6)
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Applying Pontryagin’s minimum principle, the direction of the optimal thrust is determined as:
α
∗
= −
M
⊤
λmee
‖M⊤λmee‖
(7)
while the optimal thrust magnitude is
u =


0, if ρ > 0,
1, if ρ < 0,
[0, 1], if ρ = 0,
ρ = −
Ispg0‖M
⊤
λx ‖
m
− λm
(8)
We notice that λm > 0 since Ûλm = −∂H/∂m < 0 and λm(t f ) = 0. Therefore, ρ in Eq.(8) is always negative,
and thus u = 1 for all times in minimum-time problems. Eventually, t f is found through the transversality condition
H(t f ) = 0.
Given the boundary condition, the optimal control problem can be transformed into a TPBVP and it can be solved by
shootingmethods solving shooting equations. In our problem, the final mass is set to be free, and the final true longitude
L can be both free or fixed. According to the optimal control theory, if one of final states is free, then the corresponding
co-state at final time has to be zero. The boundary vector Bx and Bλ are given as B
L− f ree
x = [1, 1, 1, 1, 1, 0, 0] and
B
L− f ree
λ
= [0, 0, 0, 0, 0, 1, 1] or B
L− f ixed
x = [1, 1, 1, 1, 1, 1, 0] and B
L− f ixed
λ
= [0, 0, 0, 0, 0, 0, 1]. Then the optimal control
problem can be transformed into a TPBVP and can be solved by shooting methods solving shooting equations:
Φ(λ0, t f ) = [(x f − x(t f )) ◦ Bx, (λ f − λ(t f )) ◦ Bλ, H(t f )]
⊤
= 0 (9)
with shooting variables (λ0, t f ), where ◦ is the Hadamard product.
B. Thrust Homotopy
In solving the TPBVP, finding an initial guess forλ0 and t f that assure convergence is difficult in thismany-revolution
low-thrust optimization problem, therefore a continuation method named thrust homotopy is employed [1]. In thrust
homotopy, a high maximum thrust is used at first, and then gradually decrease the maximum thrust to the nominal
maximum thrust. For the starting high maximum thrust, random guess is used for the shooting. In the homotopy
process, the relationship between t f and T is t f × T ≈ const as found in [24]. Thus, the guess of t f is given as this:
t f (Ti+1) = Ti × t
∗
f (Ti)/Ti+1 (10)
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where t∗
f
(Ti) is the optimal transfer time when using a thrust magnitude Ti .
To guess λ∗0, the continuation method is selected between zero path:
λ0(Ti+1) = λ
∗
0(Ti) (11)
and linear path:
λ0(Ti+1) = λ
∗
0(Ti) +
Ti+1 − Ti
Ti − Ti−1
(
λ
∗
0(Ti) − λ
∗
0(Ti−1)
)
(12)
The first attempt is zero path but linear path will be carried out in case that it does not converge for some situations
such as low thrust-to-mass ratios and high eccentricities of the starting orbit.
In this work, the optimal trajectories are found by using Low-Thrust TrajectoryOptimizer (LT2O), a tool developing
at Politecnico di Milano [13, 20].
C. Dataset Generation
A time-optimal low-thrust trajectory from a nominal departure orbit is optimized using methods proposed above
at first. Two types of departure orbits, low Earth orbit (LEO) and geostationary transfer orbit (GTO) are considered.
The departure LEO is a circular orbit with a semi-major axis of 6671 km and an inclination of 5 deg. The starting
GTO is a high eccentric orbit with a perigee radius of 6671 km, an apogee radius of 42164 km, and an inclination
of 5 deg. The inclination is compatible with launches from Kourou. Both the Ω and ω are set to zero without any
loss of generality. All transfers start from the apogee. The final state is GEO with a semi-major axis of 42164 km
and inclination of 0 deg. The final true longitude is free. The initial mass of the spacecraft is 1000 kg. Two types of
thruster, one with maximum thrust 1 N and Isp 2000 s and the other with maximum thrust 0.2 N and Isp 2500 s, are
considered. Therefore, altogether four nominal trajectories are optimized.
To generate datasets, departure orbits are created randomly around the nominal departure orbit:
r = rn + cr∆rmaxar
v = vn + cv∆vmaxav
(13)
where rn and vn are the nominal initial position and velocity, c random numbers between [0 1], and a random unit
vectors. Considering the orbit determination error, the max errors are set to ∆rmax= 100 m and ∆vmax = 0.1 m/s. The
initial guesses of random departure orbits are the solutions of the nominal departure orbits.
In each case, 1,000 trajectories are generated as the training dataset, 100 trajectories as the validation dataset, and
100 trajectories as the test dataset. In each trajectory 1,000 points are randomly selected into the dataset. At each point,
states, that are mass and MEE, and action, represented by two direction angles α and β, are stored.
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III. Neural Network Design
A. Architecture of NNs
The structure of a feed-forward neural network with multiple hidden layers is determined by the number of layers
nlayer and the number of neurons nneuron at each hidden layer. At each layer, denoting the input li , the output li+1 is
calculated as follows:
li+1 = f (wli + b) (14)
where w is the weight matrix, b the bias vector, and f a nonlinear function named the activation function. There are
three most commonly used activation functions expressed in Eq.(15) for the hidden layers: the sigmoid function (sig),
the hyperbolic tangent (tanh) function, and the rectified linear (ReLu) function.
fsig(x) =
1
1 + e−x
,
ftanh(x) =
ex − e−x
ex + e−x
,
frelu(x) = max(0, x)
(15)
The training is to adjust the value of the parameters of each layer to minimize the loss function in the form of mean
squared error:
E =
1
n
n∑
i=1
(yˆ − y)2 , (16)
where y is the actual value, yˆ the estimated value, and n the number of data in the training iteration. Gradient descent
(GD) algorithms are state-of-art in training the parameters, e.g.,
w′ = w − η
∂E
∂w
, (17)
where η is the learning rate. Some modified gradient descent algorithms are also very effective, such as momentum
gradient descent (MGD) [25] and Adam gradient descent (AGD) [26].
NN performance is highly sensitive to hyper-parameters. As shown in Eq.(17) the learning rate η is a important
factor that affect the training. With a small learning rate, the NN may take a very long time to converge, while with a
large learning rate the NN may oscillate around the optimal solution. Therefore, it is a good strategy to start from a
large learning rate and decrease the learning rate gradually. Two decay schedules are applied in this paper, exponential
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decay (ED) and natural exponential decay (NED):
η′ED = ηc
t,
η′NED = ηe
−ct,
(18)
where c is the decay rate and t is the step.
In training, the initialization of weights is also a factor that can affect NN performance. Two initialization schemes
are used: Fan_in initializer and Fan_avg:
xin =
√
2
in
,
xavg =
√
6
in + out
(19)
where in and out are the number of units of the previous and following layers.
Besides the hyper-parameters mentioned above, the batch size B is also a hyper-parameter that must be chosen. A
batch of data is put into the DNN to train and then the weights are updated. Early stopping is utilized here, and the
training will stop when there is no improvement in the last N epochs.
The form of input, which is also known as features, is also an important factor that affects the performance of NNs.
For the problem considered in this Note, the input is a set of transfer parameters. Three forms are considered: modified
equinoctial elements MEE (p, ex , ey, hx , hy, L), classical orbit elements COE (a, e, i, Ω, ω, f ), and Cartesian form
ECI (x, y, z, vx , vy, vz), and the corresponding input forms are denoted Fmee, Fcoe, and Feci , respectively. All of the
inputs are normalized to make the average of inputs is zero and standard deviation of inputs is one.
B. Selection of NN models
The NN performance is highly affected by hyper-parameters. Many model choices are implemented by manual
search, which gives the impression of neural network training as an art [27]. Random search [22] is applied in this
paper to search for hyper-parameters, as suggested in [23] because it is effective and easy to implement. Parameters
considered in this Note are: number of layers (nlayer), number of neurons at each hidden layer (nneuron), activation
function ( f ), weights initializer (ini), batch size (B), optimizer (opt), initial learning rate η, decay model (dm), decay
step (ds), and decay rate (c), and input form F . The search space is listed in Table 1. These parameters are uniformly
random, except that the learning rate is uniform in the log-domain. The step for early stopping is set to 50. It should be
noted that the minimum layer number can be one, which makes up a shallow network. To evaluate the performance of
the shallow network with many neurons, when the layer number is one, the neuron number is set to be twice the value
selected from the search space.
The selection of NN models is based on the validation dataset. The test dataset is finally used to evaluate the
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Table 1 Search space of random search
Hyper-parameters Search space
nlayer 1–7
nneuron 32–512
f sigmoid, tanh, relu
ini Fan_in, Fan_avg
B 100 – 1000
opt GD, MGD, AGD
η 0.1 – 0.0001
dm ED, NED
ds 100 – 500
c 0.8 – 1
F Fmee,Fcoe,Feci
performance of the selected model. When a model-selection process is considered the validation and test datasets must
be separated.
C. Evaluation of NN performance
To check the accuracy of NN predictions, mean absolute percentage error (MAPE) is used on the test dataset:
MAPE =
1
n
n∑
i=1
| yˆ − y |
y
(20)
where y is the actual value, yˆ the estimated value, and n the number of data in the test dataset.
NN-driven trajectories are integrated using the same dynamics in Eq.(2) except that the thrust pointing angle is
given by a NN controller rather than optimal control. The NN-driven trajectory will reach the vicinity of GEO, and
the distance between the NN-driven trajectory and GEO is defined as the velocity increment needed from the current
trajectory to GEO estimated by Edelbaum’s approach [8]:
∆v = v0
√
(0.5
δa
a0
+ 0.649δe)2 + (1.571δi)2 (21)
where δ is the orbital element difference between the current trajectory and GEO, a0 and v0 the semi major axis and
velocity of the current trajectory. It should be noted that this ∆v is just a measurement and not the actual ∆v needed
because actual ∆v can be lower after optimization [28].
The NN-driven trajectory stops when the ∆v begins to increase. The final semimajor-axis a f , eccentricity e f , and
inclination i f can be used to evaluate the NN performance.
To evaluate the NN performance in terms of optimality, it is fair to compare their performance indexes J using the
same initial and final states. The indirect method is applied using the same initial and final states of NN-trajectory. In
this case the final true longitude L is fixed. The optimality is evaluated also by MAPE of their performance indexes J.
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IV. Simulation
A. Results of nominal trajectories
Optimization results of nominal trajectories are presented firstly. In thrust homotopy, the starting maximum thrust
is set to be 50 N, and then the maximum thrust gradually reduces to 1 N in Isp 2000 s cases and to 0.2 N in Isp 2500
s cases. Trajectories starting from LEO or GTO are shown in Fig.1. The transfer days t and revolution number N are
also given in the figure. The longest duration case is the one that starts from LEO with thrust 0.2 N and Isp 2500 s,
and its transfer time is 247.23 days and revolution number is 1646.
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Fig. 1 Nominal trajectories.
The control angles changing with true longitude L for LEO cases are shown in Fig.2, where the true longitude
L is modified between 0 and 360 deg and the colorbar represents the revolution number. In LEO cases, the in-plane
azimuth angles α is centralized near 90 deg to raise the orbit altitude. The out-plane elevation angles β distributes
between about [-20, 20] deg symmetrically are used to reduce the inclination, and maximum of β becomes higher as
9
the revolution increases because it is more efficient to reduce the inclination at the high orbit.
Fig. 2 Control angles of LEO cases
The control angles changing with true anomaly θ for GTO cases are shown in Fig.3. In GTO cases, α and β behave
differently from that in LEO cases. The in-plane azimuth angles α changes from 0 to 360 deg within one revolution
to reduce the eccentricity and raise the altitude. α is about 270 deg when θ is around 0 deg (near perigee) and about
90 deg when θ is around 180 deg (near apogee), which is efficient to reduce the eccentricity, and at the same time the
altitude of apogee is also reduced as shown in Fig.1. As the revolution number increases, α is near 90 deg more to raise
the altitude. The out-plane elevation angles β is no longer symmetrically distributed. In the first tens of revolutions β
is higher when θ is around 180 deg (near apogee), because it is more efficient to reduce the inclination at apogee for
a high eccentric orbit. In the last tens of revolutions when the eccentricity is already reduced, β is higher when θ is
around 0 deg (near perigee), because the velocity in the perigee is higher which makes it more difficult to change the
inclination, more thrust should be allocated to the out-plane part.
These results shows that the many-revolution time-optimal low-thrust transfer can be optimized effectively using
10
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Fig. 3 Control angles of GTO cases
the indirect method proposed in Section II. It should be noted that although some simple laws can be concluded, the
actual value of control angles should still be determined by the optimization algorithm. In the followings, NNs are
trained to learn the optimal control.
B. Results of neural networks
The datasets are generated using the approach described in Section II. For each case, NN models are searched
using random search respectively. The iteration of hyper-parameter random search is set to 50. Some selected hyper-
parameters and MAPE of control angles are given in Table 2. It can be found that the accuracy in LEO cases is higher
than that in GTO cases in general because the changes of control angles in LEO cases are simple while they are quite
complex in GTO cases. In addition, all selected input features are Cartesian form. NN models with the best results of
each case will be used in the following analysis.
NN-driven trajectories from nominal departure orbits are computed, and control angles in the last several days
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Table 2 Hyper-parameters and training results of neural networks
F nlayers nneurons f opt MAPEα MAPEβ
LEO, T=1 N ECI 6 350 tanh AGD 0.0113% 0.5453%
LEO, T=0.2 N ECI 6 452 relu AGD 0.0137% 1.6961%
GTO, T=1 N ECI 4 176 sigmoid AGD 0.4769% 3.8810%
GTO, T=0.2 N ECI 5 138 sigmoid AGD 2.1169% 2.5237%
of transfers are shown in Fig.4 and Fig.5. The optimal control, NN predictions, and NN control are compared. The
NN predictions use the states in optimal control as inputs. It can be seen that NN predictions are accurate and NN
control coincides well with optimal control. In some cases the NN control continues after the optimal control stops,
this is because the NN control stops at the final states that are not exactly the same as GEO. However, as the optimal
mechanism has been learned, the NN can still perform the control similar to the optimal control.
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Fig. 4 Comparison of optimal control, NN predictions, and NN control in LEO cases
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Fig. 5 Comparison of optimal control, NN predictions, and NN control in GTO cases
C. Generalization
The generalization capability is to evaluate NN performance using data that is not in training datasets. To test the
generalization capability of NNs, four test types are considered:
Inside A: A is the initialization area of departure orbits in datasets. Departure orbits are randomly created inside
A using Eq.(13).
Outside A: Departure orbits are randomly created outside A using c∈[1, 1.2] in Eq.(13).
Uncertainty: Thruster direction uncertainty is considered. The one-sigma thrust direction uncertainty is set to be
0.5 deg.
Perturbation: Unknown perturbation is considered. The magnitude of the perturbation force is set to be 0.01 of
the gravity, and the direction of the perturbation force is random. Perturbations such as J2, atmosphere, third body, and
solar pressure are not considered because they are regarded as known perturbation, and they can be included in the
dataset generation process.
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For each test type, one hundred random NN-driven trajectories are computed. The average of ∆v distance to GEO,
final states, and optimality of NN-driven trajectories are given in Table 3. Results show that NN-driven trajectories
can be very close to GEO in all cases, especially in case "Inside A". Even though the final states are not exactly
the same with GEO, NNs are considered to be capable to accomplish the orbit raising task regarding that these are
long-duration many-revolution transfers and the ∆v distances are quite small. In terms of optimality, the NN-driven
control is extremely close to the optimal control, which means neural networks have learned the optimal mechanism.
Table 3 Generalization capability of NNs
Test type ∆, m/s a f , km e f i f , deg MAPEopt
LEO, T=1 N Inside A 0.4509 42164.231186 0.000206 0.001428 2.834408e-05%
Outside A 0.8709 42161.778090 0.000023 0.002729 2.374521e-06%
Perturbation 1.0482 42171.089540 0.000157 0.002987 /
Uncertainty 2.5811 42103.798130 0.000154 0.007023 /
LEO, T=0.2 N Inside A 0.6676 42163.143722 0.000026 0.002627 1.296593e-03%
Outside A 1.9543 42147.614946 0.000183 0.004002 2.056340e-03%
Perturbation 1.4110 42152.087963 0.000464 0.001741 /
Uncertainty 2.5920 42095.769201 0.000028 0.005368 /
GTO, T=1 N Inside A 3.9861 42201.270567 0.000805 0.003591 3.438311e-02%
Outside A 4.8633 42211.150492 0.001573 0.004172 2.029110e-02%
Perturbation 4.1550 42216.795524 0.001118 0.002458 /
Uncertainty 6.3300 42227.793957 0.002497 0.006605 /
GTO, T=0.2 N Inside A 1.3677 42153.839955 0.000352 0.003452 1.536073e-02%
Outside A 2.9879 42164.097556 0.001445 0.009086 2.070352e-03%
Perturbation 4.0165 42167.825382 0.001917 0.008089 /
Uncertainty 3.1512 42166.491379 0.001488 0.008852 /
V. Conclusion
In this Note, neural networks are applied for autonomous time-optimal many-revolution low-thrust orbit raising
problems. To generate datasets, the low-thrust optimization problem is solved using the indirect method with modified
equinoctial elements and thrust homotopy. Random search is utilized to search for parameters of neural network
models, and the evaluation approach of neural network performance is defined. Simulation results show that neural
networks learn the optimal mechanism well and are capable to accomplish the autonomous orbit raising task. This
Note shows that besides short-duration optimal control problems that have already been studied a lot, neural networks
can still have excellent performance in very-long duration optimal control problems.
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