Two real vector fields emerge as spin connections of the fermion field introduced as a representation of the local Lorentz group by Dirac spinors. One of these fields is identified (following V.Fock [1]) as the electromagnetic field. The second axial field is sufficient to describe parity non-conserving effects in atoms and it is sensitive to the second internal degree of freedom [2] of a Dirac spinor field. The quantum number related to this degree of freedom is a distinctive characteristic of a fermion in a spatially closed finite-size state. An intrinsic flexibility of microscopic dynamics in fermion systems that facilitates their transformations is found.
Introduction
The two different ways of thinking about the "minimal" interaction between the matter fields have been advocated by H. Weyl and V. Fock in the late 1920-th. Weyl declared a comprehensive superiority of the gauge invariance as the possibility of an arbitrary change of the phase of a wave function [3] , and derived his motivation of the gauge principle from the physical interpretation of the |ψ| 2 of the Schrödinger wave function. Fock took a more vigilant approach and derived the gauge transform as an element which complements the local Lorentz transform of the Dirac field. Fock obtained the electromagnetic field as a part of spin connection and considered gauge invariance as an important aspect rather than a first principle [1] . A few years later, similar observation has been made by Schrödinger [4] and reiterated by Pauli [5] . (At that time, electricity and gravity were the only known interactions and Weyl and Fock were partially addressing the issue of an "electron as a corpuscle".) All future development of quantum physics clearly indicated that only fermion fields should be thought of as the fundamental fields of a matter. All scalar and vector charged particles appeared to be either some composition of spinor fields or the transition currents.
The two-component spinors represent the light cone of special relativity in a most straightforward way -their current is light-like. Therefore the dynamics of fermions dominate all physical phenomena, like electron-proton deeply inelastic scattering, where sharp space-time localization occurs. The ultrarelativistic heavy ion data provide the most recent example of this kind. Dynamics of fermion clusters -from nuclear and chemical reactions to electron tunneling in nanodevices -reveal another unique property of fermion fields, their extreme agility. These seemingly different phenomena motivated the study presented in this paper.
I show that following the Fock method one can derive the existence of a second real vector field, which is minimally coupled to the axial vector current of a Dirac fermion. From a theoretical perspective, this field seems to be just overlooked, and (at that time) there were no experimental evidence of its probable existence. For the lack of an established term, I shall call it as axial field. This field is not gradient invariant and thus should be massive; it very much resembles the neutral vector field of electro-weak theory. The axial field resolves the second internal degree of freedom of a Dirac fermion, existence of which was pointed out by V.Fock [2] . The presence of this field in Dirac equation reasonably describes the (well known by now) parity non-conservation (PNC) phenomena in atomic physics. The most distinctive physical feature of this axial field is that its Lorentz force pulls the left and right components of 4-spinor in the opposite directions. This causes an additional polarization of the electron field and a new type of fermion modes with quantum numbers that correspond to extended objects becomes possible. Alike the electromagnetic field, the axial field emerges as one of ingredients of parallel transport of Dirac spinor; it is a kinematic effect stemming from complex nature of spinor field and a large number of its polarization degrees of freedom. None of immediately anticipated physical effects of axial field seem to be unknown or unexpected. Surprising is the fact that this field is derived at the most basic level of Lorentz invariance and that it was not motivated by any phenomenological input, e.g., a symmetry observed in particular processes.
A major focus of this paper is on classical aspects of axial field. Technically, this includes a detail analysis of parallel transport of Dirac and Weyl spinors, derivation of electromagnetic and axial fields as unavoidable components of spin connections, and an analysis of possible effects of external axial field for spherically symmetric states (hydrogen-like atom). Among the possible effects of axial field there is a static axial vector potential ∼ 1/r 2 in Dirac equation which changes its sign depending on the fermion polarization with respect to the radial direction. It leads to an additional shift of levels in hydrogen-like system. Slow fluctuations of axial field are expected. The static axial field can be very singular and thus lead to the phenomenon of "falling onto the center" and deep bound states with negative energy for one of polarization modes of a spinor field.
Parallel transport of Dirac field.
In order to define the derivative of a vector or tensor field one has to simultaneously compare many components at two neighboring points. Only for the vectors given in Cartesian coordinates the notion of parallel transport has no ambiguity. Even if the same flat space-time is parameterized by oblique coordinates one has to account for a continuous rotation of the local coordinate hedgehogs along a displacement path and include an affine connection into a definition of covariant derivative of a vector. The latter can be derived in a relatively simple way because rotation of a vector at a given point follows the rotation of the local coordinate axes. There is no similar rule for spinors since their components are not given in terms of tensor variables.
Tetrad formalism
The tetrad formalism [6] inherits the local equivalence principle of special relativity in a most direct way. The four components V µ of a usual (coordinate) vector are replaced by four coordinate scalars V a , which behave as the vectors with respect to Lorentz rotations Λ b a (x) of local coordinate axes,
The four tetrad vectors e a µ are Lorentz vectors and coordinate vectors at the same time. The curvilinear metric g µν (x) is connected with the local metric g ab of Minkowski space, 1) and the latter is the same at all space-time points. The coordinate and the tetrad components of the covariant derivatives are
. In these equations, Γ ν µλ are the Christoffel symbols, ∂ a = e µ a ∂ µ is the derivative in direction a, and ω abc are the Ricci rotation coefficients, ω bca = (∇ µ e ν b )e cν e µ a = −ω cba . It is useful to keep in mind that the absolute differential, DV a , of a vector V a is the principal linear part of the vector increment with respect to its change in the course of a parallel transport along the same infinitesimal path. (A bonus for this definition is that DV a is also a vector.) Therefore, the parallel transport just means that DV a = 0, and the same definition should be adopted for spinors as long as they can represent vector observables. As the matter of fact, the tetrad representation most adequately reflects the local nature of vector fields in relativistic field theory. The law of Lorentz transformation and the definition of parallel transport for spinors are far less obvious, because their components are not directly connected with the vectors of coordinate axes. Therefore, spinors should always be treated as coordinate scalars.
Convention for Dirac matrices
All observables associated with spinor fields are Lorentz tensors, which are bilinear forms that are built with the aid of the Dirac matrices. We use an old-fashion convention that corresponds to spinor representation. The conjugated spinor is just ψ + , and the conserved charge is associated with the unit matrix. The sixteen Dirac matrices can be conveniently arranged as the products like ρ a σ b , a, b = 0, 1, 2, 3. The basic matrices ρ i and σ i , i = 1, 2, 3, were introduced by Dirac [7] ; we reserve various notation, ρ 0 = σ 0 = 1 , for the same unit matrix. The other notation of Dirac matrices are:
The 4 × 4 matrices σ and ρ satisfy the same commutation relations as the Pauli matrices, and all matrices σ commute with all matrices ρ,
Three 4 × 4 matrices σ i have a block form with the standard 2 × 2 Pauli matrices τ i ,
along the block-diagonal, i.e. σ i = 1⊗ τ i . Matrices ρ are the same products in inverse order, ρ a = τ a ⊗ 1,
All these matrices should be always treated as coordinate scalars. The Dirac matrices ρ i , σ i , as well as their products like α a are just purely number constructs which are used to make certain substitutions of the components of Dirac spinors. They are the same at each inertial Lorentz frame at each world point.
Parallel transport of Dirac spinors and spin connections
It is important to realize that one cannot look at the spinors as the fields until the prescription to compare spinors at two different points and the rules for the parallel transport is made clear. Dirac spinors are comprised from two Weyl spinors ψ L = ξ α and ψ R = ηα, 5) and realize the (1/2, 0)⊕(0, 1/2) representation of the Lorentz group. We may arrange the 16 components of various tensors as, J b a = ψ + ρ a α b ψ . It is natural to require that the vector current,
is a Lorentz vector. Indeed, its temporal component is the unit quantum mechanical operator, which thus commutes with all other operators, including the Hamiltonian, and by all means represents a unique conserved quantity. In the vector j a this operator is allied with the time-like tetrad vector that designates the direction of Hamiltonian evolution and thus defines all observables and, ultimately, the physical content of a theory. As long as (in quantized theory) the time-like component is used to normalize the states to the unit probability of detecting the fermion in a particular state, this probability becomes a quantized quantity 1 . This vector is transformed as j a (x) → Λ b a (x)j b (x) under the local Lorentz rotation, and its variation under the parallel displacement dx µ is δj µ = Γ ν µλ j ν dx µ . The tetrad components of this vector change by
when this vector is transported at ds a . Let matrix Γ a (the spin connection) defines the change of the spinor components in the course of the same infinitesimal displacement, δψ = Γ a ψds a , δψ + = ψ + Γ + a ds a . This gives yet another expression for δj a ,
The latter must be the same as in Eq. (2.7). Hence, the equation that defines Γ a is
The matrices {1, ρ a , σ i , ρ a σ i } form a complete set, and all of them except for the unit matrix are traceless; the square of each of these matrices is a unit matrix. Therefore, the spin connection can be expanded as
This results in a system of equations for the coefficients that has the following solution,
where A b and W b are the tetrad components of two real vector fields. These fields appear because equations (2.9) yield only two relations, a b * + a b = 0 and r b * 3 + r b 3 = 0, for the complex coefficients a b and r b 3 , which leave their imaginary parts arbitrary functions. Therefore we have 12) where the last two terms can be squeezed into a short expression, Ω b (x) = (1/4)ω cdb (x)γ c γ d . It is instructive to write down the left and right components of the spin connection separately,
The first row is the spin connection for the left (not dotted) spinor ξ α , the second row is the connection for the right (dotted) spinor ηα, and one can observe some differences. The first and the last terms are the same for both spinors. The second and the third one have opposite signs. One can easily understand the difference in the third term by recalling that ω abc are the Ricci coefficients of rotation. The ω abc ds c is the angle at which the local tetrad is rotated in the ab plane when it is transported by infinitesimal ds c . Rotation ω 0ic is the Lorentz boost. It must have opposite signs for the left and right spinors. The last term is just a spatial rotation; it is the same for both spinors. The first term is immediately recognized (and will be proved) to be the vector potential of the electromagnetic field. The second one will become the field that interacts with the axial current. Next, we have to find the transformation properties of the twelve remaining elements of the type ψ + ρ a σ b ψ. The array j 5 a = ψ + ρ 3 α a ψ ≡ ψ + (ρ 3 , σ i )ψ ≡ψγ 5 γ a ψ is known as the axial current. Using Γ a of Eq. (2.12) we find that δj 5 b = ω bca j c 5 ds a . Hence, the axial current j 5 b is indeed transported as a Lorentz (pseudo-)vector. The two other densities, S =ψψ ≡ ψ + ρ 1 ψ and P =ψγ 5 ψ ≡ ψ + ρ 2 ψ, are expected to behave as scalars. This is indeed the case in a sense that their parallel transport does not depend on the parameters of Ricci rotations, δS = 2gPW a ds a , and δP = −2gSW a ds a . However, in the course of the parallel transport the axial field W mixes them 2 ,
The skew-symmetric Lorentz tensor M ab is supposed to be transported as
However, an explicit calculation shows that the increment of this tensor with the components 15) indeed has a correct Lorentz part prescribed by Eq. (2.14), but it also acquires an additional piece due to the field ρ 3 W a ,
Therefore, contrary to a naive expectation, the parallel transport of scalar, pseudoscalar and skewsymmetric tensor results in additional terms, which are proportional to the W µ = e a µ ρ 3 W a 3 . This field does not affect parallel transport of vector and axial currents (vector and antisymmetric tensor of rank three). However, the axial field W does affect the parallel transport of the antisymmetric tensor M ab of rank two and its scalar invariants S and P, all of which are built with the aid of the off-diagonal matrices ρ 1 and ρ 2 . These matrices mix the left and right spinors in equation of motion and various observables. Mathematically, the two additional fields, A a (x) and W a (x), correspond to the extra degrees of freedom that are left to spinors by Lorentz invariance of the tensor observables.
Parallel transport and Lorentz transformations.
The redundant invariance that has appeared in the law of parallel transport must show up in Lorentz transformation of spinors also. Indeed, let us derive the law of the Lorentz transform for a spinor, ψ → Sψ, ψ + → ψ + S + , starting from the same current j a = ψ + α a ψ, which is transformed as j a → Λ b a (x)j b . This gives 17) which is the equation that determines S. The matrix S(x) can have one of two forms,
[The "dotted" spinor η must be transformed either as dual to ξ (by matrix (λ + ) −1 = τ 2 λ * τ 2 ) or as conjugated to it (matrix λ * ) in order that (1/2, 0) and (0, 1/2) were the different representations of the Lorentz group.] This transformation should preserve Eq. (2.9) in its coordinate form. This form can be derived by introducing α µ (x) = e a µ α a and Γ µ = e a µ Γ a and accounting for the fact that the tetrad vectors are covariantly constant, D µ e b ν = ∇ µ e b ν − e a µ ω b ca e c ν = 0, (which is just another way to define the Ricci coefficients). Hence, covariantly constant are the matrices α µ (x), i.e.
which is just a translation of Eq. (2.9) from the tetrad basis into coordinate one. The covariance of (2.19) implies that the Lorentz transform of a spinor, ψ(x) →ψ = S(x)ψ(x), must be accompanied by a similar transform of the the matrices α µ (x), i.e. α µ (x) →α µ (x) = S −1 (x)α µ (x)S(x). Hence, in order that Eq. (2.19) was the same in any local Lorentz frame the spin connections should transform as
where S is the solution of Eq. (2.17). (Because S −1 = S + we also have (Γ) + = (Γ + ) ). The first term of this formula "rotates" the spinor indices at each point, while the second inhomogeneous term adds a gradient.
In order to compare S with the law of parallel transport, consider the infinitesimal Lorentz transform, when Λ ab = δ ab + ̟ ab , S = 1 + T . Then Eq. (2.17) becomes
which is exactly the equation (2.9) with the ω abc ds c replaced by an infinitesimal ̟ ab = −̟ ba . The most general solution of this equation that has a required form (2.18) is
One can recognize the same pattern as in Eq. (2.12), the left and right spinors are transformed differently. Thus, the local Lorentz rotation of spinor field acts in agreement with the transformation of its spin connections. Note, however, that Eq. (2.22) misses the counterpart of the term ρ 3 W a (x)ds a in the spin connection even though the latter is minimally coupled to the fermion field 4 . This is a consequence of the above requirement that matrix S had form (2.18).
Parallel transport of Weyl spinors
The axial field W a (x) must affect in some way the parallel transport of the two-component left and right (dotted) Weyl spinors. This can be established from the Lorentz nature of the right and left currents,
, and j R a = η +τ a η = η + (1, −τ i )η, treated separately. These two-component spinors,
realize the (1/2, 0) and (0, 1/2) representations of Lorentz group and each of them yields only one vector observable, the left or right current. These currents are light-like, and their squares, j L a j La = j R a j Ra = 0, are the only scalars that can be built for each of them. Both currents have positive temporal component,
The rule of their parallel transport is easily found along the previous guidelines. Namely, for the Lorentz vector j L a we have
which yields the following spin connection for the left spinor,
and a similar expression with the opposite sign of the boost for the right one,
The fields are proportional to the two-dimensional unit matrix τ 0 . Their relative sign, i.e. their identification with the fields A a (x)ρ 0 and W a (x)ρ 3 , the spin connections of Dirac spinor, yet has to be established. The form (2.12) of the Dirac spin connection prompts to the possibility that Φ L b (x)τ 0 and Φ R b (x)τ 0 will be some combinations of these fields. There exists a well-known set of algebraic identities between various invariants of Dirac and Weyl spinors. First of all, the vector and axial currents are the sum and the difference of the left and the right currents,
It is straightforward to check that
where
. These relations are written down for the tensor densities and they are identically satisfied at every point.
One can easily make the following observations. (i) In an inertial Lorentz frame where the right and left spinors coincide, ξ = η, the vector current density j a has the only nonzero component j 0 . In this frame also vanishes the time component of the axial current density, J 0 5 = 0 and J 2 5 = −j 2 0 ; also vanish the pseudoscalar P = 0 and all components of the vector K = 0 (therefore, S 2 = L 2 = j 2 0 ). If these relations are true in one common Lorentz frame throughout all space, we are just dealing with a plane-wave electron in its rest frame. We may also conclude that because the axial current density is a space-like vector, the sign of its temporal component is not defined and there cannot be an associated conserved charge. (ii) The real part of the last one of the Eqs. (2.27) reads as
Thus, the pseudoscalar density will be large, P 2 ≫ S 2 , whenever the boost K dominates the rotation L, K 2 ≫ L 2 .
Equations of motion and conservation laws
It is common to begin field-theory calculations from a Lagrangian that has an alleged symmetry of a dynamical system under investigation and to derive the equations of motion and conservation laws using a variation principle. Because of a new axial field in the covariant derivative of Dirac spinor we have to take an old-fashioned approach. Namely, one has to establish the equations of motion as the first step, then to compare their compliance with the data and derive the identities that have a form of conservation laws, and only after that write a Lagrangian that reproduces the same results.
Equation of motion (The Dirac equation revisited).
We have nothing else at our disposal that could have been be used to create an equation for spinor field, except the covariant derivative of a spinor field. In a tetrad basis it was found to be Dψ = D a ψds a = (∂ a ψ − Γ a ψ)ds a , with the connection of equation (2.12). The structure of this spin connection is two-fold; its spin indices are being used to parameterize rotations of the local tetrad basis by means of Pauli matrices. Its Lorentz index shows the direction of parallel transport. The first step is to parameterize the Lorentz index a by a spinor and thus to convert this derivative entirely into spinor representation 5 . This should be done exactly as for the covariant coordinate vector x a . Actually we have to use x a → x αβ = 1x 0 + τ · x and x a → xα β = 1x 0 − τ · x for the left and right spinors, respectively. This simultaneous conversion for two components of Dirac spinor is carried out by means of matrix α a = (1, ρ 3 σ i ) -the left and right spinors are Lorentz transformed differently. An obvious conjecture should be that the two spinors do not evolve independently. Otherwise the electron would be a composition of two dynamically disconnected fields each having its own light-like current. Thus, the equation of motion for spinor field must be compiled according to the correspondence principle, which can take different forms. The Dirac form that appeals to the relativistic p 2 = E 2 − p 2 = m 2 can be found in almost any textbook. Another form can be traced back to the Fock proper-time argument [8] . It employs virtually the same classical limit but in dimensionless form, u 2 = u 2 0 − u 2 = 1. It is equivalent to the previous one as long as P µ = mu µ , but it does not allow for the continuous limit of m 2 → 0. This second form is more restrictive -it is a requirement that the electron had a rest frame, and a continuous limit of u 2 → 0 just does not exist. Assuming this form, and taking the linear relation, u µ P µ = m, as a prototype for the equation of motion, we can write down the following version of Dirac equation,
with the spin connection (2.12). This equation includes an additional vector field W a (x) that acts differently on different spinor components. The existence of such field must be confirmed by data at the same level of confidence as in case of the electromagnetic field. Once again, the scheme of minimal coupling has emerged from Lorentz invariance; not from a gauge invariance that corresponds to some real or artificial symmetry (especially, broken later on). Spinors are genuinely complex objects; two complex numbers are used to parameterize four real coordinates. There is no need in any additional U (1) symmetry. The conjugated equation reads as
The differential operators of these equations are self-adjoint which is confirmed by the conservation of the vector current j µ .
Conservation identities for vector currents.
The equations of motion (3.1) and (3.2) allow one to derive a number of useful identities. One of them,
clearly indicates the conservation of the probability current, while the second one tells that the axial current cannot be conserved,
in a full compliance with its space-like nature. This equation becomes a trivial identity only in the rest frame of a free fermion which is not probed by any field. It is not the mass m of the fermion field (which is nothing but a scale parameter) that is so important here. A major factor is a finite pseudoscalar density which is a measure of a dynamic interplay between the left and right components of the Dirac spinor. This source seems to become active every time when a Dirac particle experience a large acceleration and its field deviates from a perfect parity-even configuration encoded in conventional Dirac equation (Cf. [11, 12] ).
3.3
The energy-momentum conservation.
If we introduce the Hermitian energy-momentum tensor which is designed as a flux of the momentum (α σ is the quantum mechanical operator of the velocity and D µ is a prototype of kinetic momentum P µ = mu µ ),
then, by virtue of the equations of motion, the following identity holds 6 ,
The commutator in brackets is noting but the curvature tensor,
Since the connection Γ a is defined only in terms of their tetrad components we must recognize that the physical meaning has not D σµ but the tetrad components of this tensor,
where in its turn,
can be related to some Lie group associated with the parallel transport. The commutator of covariant derivatives can be expressed in terms of two gradient invariant tensors (the field strengths), 9) and the Riemann curvature tensor. Since the vector current is conserved, we have ∇ σ ∇ µ (ψ + α σ ψ) = R σµ ψ + α σ ψ, where R σµ = R λ ·σ;λµ is the Ricci tensor. The final answer reads as follows,
We have the divergence of the formally gauge-invariant fermion energy-momentum tensor on the left and the gradient-invariant Lorentz forces from electromagnetic field and a new axial field on the right. The electromagnetic force, eF σµ j µ , is due to the conserved probability current j a and it drives the left and right currents in one common direction. The axial force, gG σµ J µ 5 , is due to the not conserved axial current J 5 a , and it pulls left and right currents in opposite directions. This new force must act between any two Dirac fermions. Its effect is parity-odd; it has not been introduced ad hoc and it cannot be rejected a priori within a realm of various PNC atomic or nuclear phenomena. An extra term which is proportional to the axial potential W µ and the mass of a fermion is not gradient invariant.
The next step is to convert this equation into the divergence of one common energy momentum tensor for all fields in the system. In order to do that, one needs the equations of motions for the fields A µ and W µ . Eqs. (3.9) immediately yield the first (without the sources) couple of Maxwell equations for the field strengths F µν and G µν ,
The equations that interconnect fields and currents must be invented and account for the available data.
The hydrogen spectra provides quite enough. First of all, the spectra indicate that with a great accuracy 6 The last term in this equation is the result of the following transformation of an anti-Hermitian form,
, where a purely geometric relation (2.19), Dµασ = 0, is employed and neither equations of motion nor a specific form of spin connections were used. the electron moves in the field with potential U = −e/r that satisfies the equation △U = −4πeδ(r). Second, one can refer to the PNC phenomena as an indication that the axial current is also involved in the electron dynamics.
The potentials A µ and W µ are Lorentz vectors. Therefore, if we identify U = A 0 and − eδ(r) = j 0 in the rest frame of the atom, then the only possible Lorentz invariant form of the second equation is 11) so that F µν is the massless gradient-invariant Maxwell field. Actually, this choice is so straightforward and simple because the current j µ is conserved. The Lorentz force in Eq. (3.10), where the field tensor F µν is already in a right place, prompts the same equation of motion, because it allows one to present the gradient-invariant Lorentz 4-force of the electromagnetic field as the divergence of its energy-momentum tensor,
For the axial field W µ the choice is much less obvious because besides the Lorentz force gG σµ J σ 5 there is an additional gradient non-invariant term 2g(mc/h)W µ ψ + ρ 2 ψ = gW µ (∇ ν J ν 5 ). One cannot just duplicate Eq. (3.11) 7 . Several observations on atomic spectra facilitate the choice: (i) The external field W does not depend on time; (ii) The field W a does not seem to deviate from spherical symmetry, and hence the only not vanishing components are W 0 (r) and W r (r). Then only G 0r = −∂ r W 0 (r) = 0. This field must be strongly confined near the nucleus, which requires a scale. A plausible form is a Yukawa potential, so that
which by the argument of Lorentz invariance suggests that W µ is a massive neutral vector field,
(Cf. footnote [ 4 ] ). Taking the covariant derivative of this equation we get
In a perfectly static case, the last equation can be presented in the integral form which looks as a kind of "Gauss' law",
where the static pseudoscalar density serves as a source of a static three-dimensional axial field, which thus must be distributed in space around the source. If the fermion dynamics does not render the 7 It is the second Lorentz force that enforces us to consider the field W as a real field. The formal argument of adding the phase factor exp[iφ(x)ρ3] as an element of a chiral symmetry to the fermion field would not be sufficient. Though the construct i∂a − ρ3Wa is formally gauge (phase and gradient) invariant nothing prompts that this is a symmetry since it does not lead to any conserved charges. This is also the reason to put the mass term in Eq. (3.13)-without it there would be a conflict with the anti-symmetry of Gµν . Even if ∂µJ µ = 0, the divergence ∂µJ µ can be only a Lorentz scalar; we have only two of them S and P.
integral Pd 3 x = 0 then any stationary bound fermion cluster must have a long range tail of the axial current.
Using (3.13) and (3.4) one can transform the Lorentz force of the axial field in (3.10) into divergence of its energy-momentum tensor,
Putting Eqs. (3.10)-(3.17) together, one finds that
18)
The two terms on the right hand side are imaginary and proportional to the Plank's constant. These terms exactly cancel each other, so that
the total energy-momentum of three interacting fields, ψ, A µ , and W µ is conserved, which is an additional indication that the system of equation of motion is self-consistent. (Even though ∇ λ T λ µ = 0 is an identity that follows from the equations of motion, to be a true conservation law it needs that a system had a time-like Killing vector field.)
An important observation is in order. If, following [1] , we took a not-Hermitian form of the energymomentum tensor of the spinor field ( T , twice the first term in (3.5)) then Eq. (3.19) would be
where on passing from the first line to the second one we essentially employed the probability current conservation, ∇ σ (ψ + α σ ψ) = 0. Comparing the beginning and the end of (3.20), one can once again read out Eq. (3.19) which indicates that the Hamiltonian H = T 0 0 d 3 x of three interacting fields, ψ, A µ , and W µ is a Hermitian operator and have real eigenvalues. The corresponding evolution operator of quantum theory, in line with the probability current conservation, will be a unitary operator in any curved space-time background. Though the geometric part of spin connections (Ricci coefficients) has completely dropped out of the energy-momentum balance, they remain in the Dirac equation and can be very different for different bound states, up to being the elements of some symmetry group.
Finally, the Euler equations that can be derived from the action
are exactly the equations of motion for the fields ψ, A µ , and W µ that where conjectured at the very beginning. In the next section we shall address the problem of hydrogen atom and find the effect of static fields W 0 (r) and W r (r) on the solutions of Dirac equation. Of a particular interest will be the quantum numbers of this problem and the existence of stationary states.
Dirac's hydrogen with the Dirac proton.
An obvious way to test the existence and properties of the new axial field is to study its effect on atomic electrons treating the field W µ (x) as a classical external field. This must be possible: indeed, as long as any massive fermion is sensitive to this field it must be its source as well. This is an equivalence principle which is true for all kinds of interaction. Therefore, we shall look at the nucleus as a cluster of Dirac fermions. The electric and axial currents of the nucleons are the sources of electric and axial fields. The axial field, which has been introduced on quite different premises, very much resembles the neutral gauge field of the standard model of electro-weak interactions. The neutron-rich nuclei are known to have a larger weak charge. For the sake of simplicity, the field of the nucleus will be taken time independent and spherically symmetric. We do not account for the screening type radiative corrections to the Coulomb field (e.g., we leave aside the Lamb shift of atomic levels). The hydrogen atom is used as an example where a new pattern naturally emerge in the course of solving the Dirac equation with axial field W.
Dirac equation and separation of variables
For the hydrogen-like atoms we expect a perfectly spherically symmetric geometry with a natural metric ds 2 = g µν dx µ dx ν = dt 2 − r 2 dθ 2 − r 2 sin 2 θdϕ 2 − dr 2 . The tetrad vectors form a diagonal matrix, e a µ = diag(1, r, r sin θ, 1), and the only non-vanishing components of the Ricci rotation coefficients are
Assume that in addition to the Coulomb field A 0 (r) the nucleus is also a source of a spherically symmetric axial field with the temporal component W 0 (r) and a radial one W r (r). These are the only components that can be present in a spherically symmetric static solution. The Dirac equation is
In terms of a new unknown functionψ(r, θ, ϕ) = r √ sin θψ, this equation becomes
Equation (4.2) is Dirac equation in tetrad basis. This is a primary form of spinor equation because it treats spinor field according to its original definition via the parallel transport. A conventional form (with spinors related to Cartesian coordinates) follows from this one if at each space-time point the spinor is Lorentz-rotated at a corresponding angle. In order to get its solution one has to separate the angular and radial variables in this equation. This is known to be somewhat tricky problem even in a pure QED case (when W a = 0 ). All terms in Eq. (4.3) are hermitian operators. One can rewrite it as
with the tetrad components of the momenta
in spinor representation and the potentials U = eA 0 and W = g(ρ 3 W 0 − σ 3 W r ) . The operators p 1 and p 2 are clearly associated with the angular motion. If the coefficients in this equation where not the matrices, it would have already been an equation with the separated variables which would match a perfect spherical symmetry of the external fields A µ and W µ . It is not a notorious term mρ 1 , the matrix that mixes the right and the left spinors, which causes a trouble here. Even if m = 0, the operators of radial and angular momenta do not commute (they anti-commute, [α 3 p 3 , (α 1 p 1 + α 2 p 2 )] + = 0 ). A regular procedure to go around this obstacle is as follows [3, 7] . One attempts to construct a minimal set of the operators that commute with the Hamiltonian. For example, one can check that the commutator [α 3 p 3 , ρ 1 (α 1 p 1 + α 2 p 2 )] − = 0 and take the operator ρ 1 (α 1 p 1 + α 2 p 2 ) as a generator of the conserved quantum number. 
and these operators have the same sets of eigenvalues. In our case we have
In terms of the modified operator of total angular momentum L ′ and the projection L 3 the Dirac equation becomes
and we can require the wave function to be an eigenfunction of two operators,
The modified operator L ′ of total angular momentum yields an additional integer quantum number κ, which is different from orbital momentum (otherwise there would be no relativistic doublets of fine splitting). In this representation, the mass term in Eq. (4.5) becomes qualitatively not very much different from the angular momentum -they both mix right and left spinors. If there were no axial field W µ at all, this would have been a complete solution of the problem, the system would have two "angular" quantum numbers and a radial one (or the energy). In the presence of the field W a (r), which is not proportional to the unit matrix and does not commute with the rest of Hamiltonian, this is not the case. One can have the states either with a given energy or with a given κ, not both of them. Indeed, if one decides to preserve the stationary states then the exact solutions with a given energy should be looked for as linear combinations of the two degenerate states (with quantum numbers κ = −l < 0 and κ = l + 1 > 0 and the same non-perturbed energy E(κ 2 )) which are mixed by the static interaction W . In terms of these states one can diagonalize the Hamiltonian and find the stationary energies of the mixed states. Alternatively, one may preserve the angular quantum number and find a spectrum of energies for each value of orbital angular momentum. This is a natural way to go in the framework of the perturbation theory. Then, in the lowest orders, the weak additional interaction will result only in slight splitting of degenerate states and small parity-odd admixture to the wave functions.
Because the hydrogen atom looks so simple, we can try to proceed as far as possible with the full Dirac equation in order to study the general properties of its solutions and quantum numbers. A part of this information can be lost in perturbation theory and/or the non-relativistic limit. In order to account for the spherical symmetry of the problem the general solution for two spinors in Dirac equation is looked for in the following form (the notation will become clear later on),
Substituting it into the first of Eqs.(4.6) we separate the angular variables and obtain the system of equations for the angular functions Y and Z,
In order that these equations with f L↑ = f R↓ and h R↑ = h L↓ were self-consistent, one should have f L↑ h L↓ = f R↓ h R↑ . These functions can be used for various purposes. If the angular momentum appears to be a good quantum number, then they are the corresponding egenfunctions and do the job of the separation of variables. They can be also used to separate the variables regardless of the angular momentum conservation. In order to clarify if these two roles are exactly the same we can put equations (4.5) and (4.8) together as follows [in each line the first equation belongs to (4.5) and the second one is taken from (4.8)],
Just by inspection, one can see that the angular functions Y κ,m (θ, ϕ) and Z κ,m (θ, ϕ) that satisfy the equations 
which (unless W µ = 0) does not break up into two independent systems and does not allow for a simple identification of radial modes.
In the absence of axial field W, we have two identical couples of equations for radial functions that yield a well known energy spectrum of hydrogen atom. Interestingly enough, this is exactly the spectrum given by Sommerfeld formula of fine structure, the solution of relativistic Keppler problem with the Bohr-Einstein quantization of of radial motion and of the precession of perihelion. Therefore, without axial field the quantum eigenvalue problem yields a classical relativistic answer, in accordance with the prototype u µ P µ = m of Dirac equation. As long as the spinor polarization is balanced between the left and right components, there is no any visible spin effect.
In the presence of axial field, the spinor polarization becomes more agile and spinor field deviates from its classical counterpart. If one try to use (4.8) formally, then the Dirac type equation (4.9) will split into two different independent systems for two polarization modes of the Dirac wave function. One of these modes has the angular dependence Y(θ, ϕ) and only two non-zero components, ξ 1 and η 1 , which correspond to the positive (outward) sign of the radial polarization. The second mode has the angular dependence Z(θ, ϕ) and only ξ 2 and η 2 components. Its radial polarization is directed towards the center (inward). Taken separately, these parts are not the eigenstates of the angular momentum operator. The equations for radial functions of these modes are different. Let us look for the stationary solutions. For the outward mode we have Eqs. (4.9.a,c), 
The wave functions of inward and outward polarization modes have different time dependence. Therefore, in general, Eqs. (4.8) cannot be satisfied by such radial functions and the whole construct cannot coordinate surfaces has a priority over quantum numbers of angular momentum (even when there is a spherical symmetry). The integer κ of this particular problem seems to be a prototype of a more general quantum numbers that correspond to approximately periodic motion in finite fermion systems [13] .
("Approximately" is a reservation for metastable objects.) In context of field theory, the statement that a system has this type of motion is equivalent to the existing of a preferred reference frame. In this case, the Lorentz invariance can be employed in two opposite limits, either very globally, when the whole object is treated as a material point, or very locally, at scales much shorter than a size of the object (when it is violently destroyed by the interaction). In the former, a deviation from an ideal point-like object is given by a formfactor; in the latter one, the process of interaction is characterized by a structure function, and this requires a totally different geometric background [14] . Perhaps, it is a general property of Dirac Hamiltonians that there is no obvious choice of the conserved quantum numbers that lead to the separation of variables in these matrix equations. However, the separation of generalized angular (cyclic) variables always is a priority. It well may occur that the fermion systems can have, in general, only the stationary states of Poincare-Kolmogorov-Arnold type [15] , and not quantized states of a Schrödinger eigenvalue problem.
be based on stationary solutions. Such solutions may have Eqs. (4.11) where not only left and right but also upward and downward components are mixed. In the presence of axial field, an attempt to assign a usual mode structure to the Dirac spinor will result in an apparently non-stationary behavior. I intentionally use the word 'polarization' and not 'spin', because for a finite-sized objects the corresponding degree of freedom cannot be associated neither with angular momentum nor with any other conserved "charge", as it is for a usual plane-wave state. The difference between the inward and outward modes is topological by its nature. There is three four-dimensional vectors with spatial components J a = ψ + ρ a σψ, a = 0, 1, 2, 3, defined by the Pauli spin matrix σ. In fact, the axial current J 5 = J 0 = ψ + σψ with temporal component J 5 0 = ψ + ρ 3 ψ is a current only by its name. It is a dual to the rank three totally anti-symmetric canonical tensor of spin angular momentum Σ λµν , so that
. Furthermore, this tensor enters the conservation of angular momentum as ... + ∂ λ Σ λµν = 0, so that in the integral form we have, e.g.,
We are used to call J 5 0 = Σ 123 as the 'axial charge', while in reality it is an isotropic (radial) flux of the radial spin component of the angular momentum. No wonder, that being arranged as a vector current, the spin density components cannot be a part of a conservation law. It is just a mere coincidence that for the two-component spinors the axial current coincides with the probability current.
It is interesting to see by how much these new solutions deviate from a purely Coulomb problem. It has been already mentioned that in a perfectly spherical static case the field W can have only two components W 0 (r) and W r (r) and that in this case only G 0r (r) = 0. Then by virtue of (3.13) and (3.15) we have a short-range Yukawa field W 0 (r) with the source gJ 5 0 (r) which is spread at a distance r w ∼ 1/M , and a radial field,
The latter is determined from Gauss' law for the field − → W with the nuclear pseudoscalar density as a source 9 . Depending on how singular distribution of this density is, the shape of potential W r can range from nearly homogeneous within the nucleus to as singular as r −2 .
The position of potential W 0 in Eqs. (4.12) and (4.13) is such that one can absorb the W 0 (r) into a phase factor by means of the substitution,
Taking an attractive Coulomb potential with the point-like charge + Ze for A 0 (r) and W r (r) from Eq. (4.14) we obtain two systems of equations for two topologically distinct modes, 
r , so that the static interaction gJ5W of two axial currents is indeed a point-like (four-fermion) interaction with the effective Fermi coupling constant GF ∼ g 2 /M 2 . This is in contrast with the static electromagnetic interaction which is always non-local.
Let us assume that Q w (r) > 0 within some range of radius r and take a close look at these equations. The inward ↓-component of the Dirac spinor is universally attracted and the outward ↑-component is universally repulsed from the positive central pseudoscalar charge. From this perspective, the distribution of pseudoscalar density in the integrand of the "charge" Q w is the most intriguing issue. If this distribution is smooth then the 1/r 2 dependence of the potential gW r (r) is realized only outside the nucleus and it cannot noticeably affect the electron levels -the full potential will be a little bit more attractive for the ↓-components than for the ↑-component. Because of a small energy difference ∆E = E ↑ − E ↓ the ↑-and ↓-components can be easily mixed by almost any perturbation; the fermion system can exhibit slow fluctuations caused by the transitions between these two modes. The fermion clusters can be more agile than we used to think of. In the opposite case, if the pseudoscalar density is localized in a very small volume, the potential ±Q w /r 2 will overwhelm the Coulomb potential. It will be strongly repulsive for the ↑-component and strongly attractive for the ↓-component, even reaching the critical boundary of falling onto the center. One may wonder if this dynamics can lead to the formation of stable and/or metastable states, what the quantum numbers of these states are and how rich the spectrum of these states is. The radial dependence of gW r (r) is such that, unless it is screened at very short distances, this potential always wins. While the Coulomb potential can become catastrophically attractive only at Z ≥ 137, when it overwhelms the centrifugal barrier, nothing can withstand the attractive −Q w /r 2 at small r, regardless of the magnitude of Q w 10 . For example, the possibility that a positron can have a metastable state which is localized near a ( not necessarily supercharged ) atomic nucleus cannot be excluded a priori. Of a special interest can be the domains where an interplay between electric and axial potentials renders eA ≈ ±gW. Such domains will effectively work as projectors, 1 ∓ ρ 3 = 1 ± γ 5 , in spin connection and filter out left or right components of a Dirac fermion. An opened question is if in this way one can build a picture of charged weak currents. The above arguments are very qualitative -only a full four-component spinor is a physical object.
Charge conjugation
The operation of charge conjugation is defined at the basic level of spinor calculus and is a part of the definition of the skew-symmetric metric in spinor space. The conjugation is given by the following rule of substitution, For any stationary solution this equation coincides with its original (4.3) after the replacement eA 0 → −eA 0 and E → −E. No change of sign for the field gρ 3 W is required. This is indeed the electric charge conjugation. If the electron interaction with the axial field indeed lead to the "falling onto a center" modes this may open an unusual possibility to have the states with negative energy. These modes have an unlimited from the below energy spectrum. The charge symmetry in such picture will not be as transparent as in QED. But, eventually, we know that even positrons do not live infinitely long in a real world.
Non-relativistic limit
At the atomic scale, the relativistic effects are small corrections unless the polarization (spin) effects are involved. Since small v/c ≪ 1 assumes large mass, p/mc ≪ 1, the so-called Gordon decomposition of electric current captures important features of the non-relativistic limit, being at the same tame an exact representation of a full current. Because the new axial field is present in wave equation it is expedient to begin with Gordon's representation of both electric and axial currents and only then do a formal v/c expansion that leads to Pauli equation.
Gordon's decomposition
Considering a heavy fermion as a source of an external axial field it is useful to have its current in a suitable representation. Such representation is known as Gordon decomposition and we have to derive it for a new Dirac equation. It is convenient to work with the Dirac equations in its symmetric (Pauli) 
Then the Dirac equation and its conjugate are (in tetrad components, so that all matrices are constants)
with the spin connections
Then it just takes some algebra to rewrite the tetrad components of the vector current, j a = ψ + α a ψ = ψγ a ψ, and of the axial current, j A a = ψ + ρ 3 α a ψ =ψγ a γ 5 ψ, as follows.
3)
In many cases these formulae draw a clear cut between the convection and polarization currents. They can be rewritten in a compact and transparent form in terms of the operators of "convective", ↔ D a , and "polarization",P a , derivatives, which become the closest relatives of the macroscopic velocity and the internal polarization whenever the Dirac particle has a trajectory. The convective derivative is gauge invariant and includes only electromagnetic field that does not pull the Dirac field of a particle apart. The polarization derivative coincides with the covariant derivative of a spinor field with only the axial field retained in spin connection. Thus, 6) where the curly brackets are put as a reminder of how these symbolic operators work:
↔ ∂ a = − → ∂ a − ← − ∂ a and ρ 3 must be placed between ψ + and ψ. (Cf.P a with Eqs. (2.13) and (2.16) .)
The scalar density S = ψ + ρ 1 ψ in the vector (probability) current is transported by a convection and the polarization currentP b {M ab } is of a Maxwell type (slightly modified by the presence of axial field). In the axial current, the convection "drags" the density of polarization M ab , while the "long gradient" of pseudoscalar density P = ψ + ρ 2 ψ takes a role of an "axial polarization". The polarization terms are not gradient invariant and the presence of the axial field in local polarization is well motivated physically.
Pauli equation
Let us return to the Dirac equation The first three terms on the right hand side are the well known terms of Pauli equation. Despite the presence of axial field, the kinetic Schrödinger type term captures only the convection pattern; in line with the Gordon decomposition (5.3) it is not altered by axial field. The fourth and the fifth terms are due to the vector and scalar parts of the axial potential, respectively. The latter is frequently used in non-relativistic calculations. It is attributed to the interaction of axial electron current with vector part of electro-weak current and gives a major contribution to the PNC atomic phenomena in heavy atoms. The potential g( σ · − → W) is as previously given by Eq. (4.14) and it corresponds to the interaction between the electron and nuclear spin. The Pauli equation can also be written down in tetrad basis in spherical coordinates and the ↑-and ↓-modes with radial polarization can be recovered. A detail analysis of spin polarization effects that lead to PNC in atomic physics can be found in book [17] .
Conclusions
The content of this paper is limited to the origin of the axial field and effects of external static axial field on fermions in most symmetric geometry. The effects of axial field propagation will be described in a separate paper. The theory yet has to be quantized along standard guidelines of Hamiltonian dynamics. Because all interactions are the minimal ones with dimensionless couplings the perturbation expansion for this theory is expected to be renormalizeable.
One can anticipate two major fields where the effect of axial field may be physically significant. At short scales, the axial field can contribute to formation of deeply bound states. The most interesting, however, can be the role of axial fields in transient processes in fermion clusters, like nuclear and chemical reactions or electric current in nano-scale electronic devices. The non-stationary (accelerated) spinor fields (particles) tend to be the strongest sources of axial field and it seems that the axial field play an important role in building the spatially closed configurations of fermion fields in their polarization space, i.e. in self-organization of a matter at various scales.
I am grateful to V. Zelevinsky for numerous insightful conversations. I appreciate discussions of tunneling phenomena in small devices with Z. Gribnikov and V. Mitin, and of quantum dynamics of chemical reactions with B. Schlegel. This work was supported by an interdisciplinary NSF program.
