Abstract-A basic two-terminal secret key generation model is considered, where the interactive communication rate between the terminals may be limited, and in particular may not be enough to achieve the maximum key rate. We first prove a multi-letter characterization of the key-communication rate region (where the number of auxiliary random variables depends on the number of rounds of the communication), and then provide an equivalent but simpler characterization in terms of concave envelopes in the case of unlimited number of rounds. Two extreme cases are given special attention. First, in the regime of very low communication rates, the key bits per interaction bit (KBIB) is expressed with a new "symmetric strong data processing constant", which has a concave envelope characterization analogous to that of the conventional strong data processing constant. The symmetric strong data processing constant can be upper bounded by the supremum of the maximal correlation coefficient over a set of distributions, which allows us to determine the KBIB for binary symmetric sources, and conclude, in particular, that the interactive scheme is not more efficient than the one-way scheme at least in the low communication-rate regime. Second, a new characterization of the minimum interaction rate needed for achieving the maximum key rate (MIMK) is given, and we resolve a conjecture by Tyagi regarding the MIMK for (possibly nonsymmetric) binary sources. We also propose a new conjecture for binary symmetric sources that the interactive scheme is not more efficient than the one-way scheme at any communication rate.
playground, because of its connections to various measures of dependence. Consider the case of two i.i.d. sources with per-letter distribution Q XY . The maximum key rate that can be produced without any constraint on the communication rate equals the mutual information I (X; Y ) [1] . In the other extreme where the communication rate vanishes, the key bits per communication bit under the one-way protocol in [1] is a monotonic function of the strong data processing constant (see e.g. [13] , [32] ); and under the omniscient helper protocol [33] , the region of the achievable communication bits per key bit (which is a vector of dimension equal to the number of receivers) is a reflection of the polar set (see the definition in, e.g. [41, p. 125] or [36, Sec. 3.b.] ) of the set of hypercontractive coefficients (which can be seen [33, Eq. (44) ] and [33, Remark 8] ).
Despite the successes mentioned above, which mainly concern models allowing only unidirectional communication among terminals, many basic problems have remained open in settings involving interactive communications or multiterminals [17] [18] [19] . Most of the existing literature focuses on the minimum communication rate required to achieve the maximum possible key rate (the most notable exception is the basic source model with one-way communication, where the complete tradeoff between the key rate and the communication rate is known; see [1] , [50] ). Csiszár and Narayan [17] showed that the maximum key rate obtainable from multiterminals having public interactive communications equals the entropy rate of all sources minus the communication rate needed for communication for omniscience [17] , the latter related to the subject of interactive source coding studied by Kaspi [29] . Moreover, Tyagi [46] showed that the mini coding [29] , where each round of communication accounts for a new auxiliary random variable and introduces an additional term to the rate expressions which resembles the expressions in the one-way counterparts. In our interactive key generation problem, we derive a similar multi-letter characterization as the first step.
In Section III, we then simplify the multi-letter characterization of the key-communication tradeoff region using XY -concave envelopes, partially inspired by a similar characterization in the context of interactive source coding by Ma et al. [34] , who noticed that each auxiliary random variable in the multi-letter region, which corresponds to each public communication round, amounts to convexifying the rate region with respect a marginal distribution. Hence in the infinite-round limit, the minimum sum rate can be described in terms of a marginally convex envelope, i.e.,the the greatest functional which is convex with respect to each marginal distribution and dominated by a given functional. The convexifying role of auxiliary random variables is very common in information theory (e.g. [19] ) At first sight, this idea is easily overlooked as a mere restatement of the multi-letter region. However, as demonstrated by Ma et al. [34] as well as the present paper, the conceptual simplification opens the possibility of tackling specific open questions and making new connections. Moreover, we introduce a notions of X-absolute continuity and XY -absolute continuity, so that the marginal concave envelope approach is applicable to general nondiscrete sources. In fact this framework may be applied to other problems involving convex/concave envelopes to avoid the technical difficulty of defining a conditional distribution from a given joint distribution.
Section IV focuses on the regime of very small communication rates. The key bits per interaction bit (KBIB) is defined as the fundamental limit on the maximum amount of key bits that can be "unlocked" by each communication bit, which is the most befitting for the scenario of stringent communication constraints and relatively abundant correlated resources. Generally, KBIB is not completely implied by the rate region since the length of the communication bits can be a vanishing fraction of the blocklength; but for stationary memoryless sources, it can be shown to be equal to the slope of the boundary of the achievable rate region at the origin. We introduce a "symmetric strong data processing constant" (SSDPC), defined as the minimum of a parameter such that a certain information-theoretic functional touches its XY -concave envelope at a given source distribution. The concave envelope characterization of the achievable rate region for key generation developed in Section III can then be used to show that KBIB is a monotonic function of SSDPC. It is interesting to compare SSDPC with the conventional strong data processing constant [3] , which has a similar (but only one-sided) convex envelope characterization [5] and is similarly related to the key bits per communication bit in the one-way protocol [13] , [32] . For binary symmetric sources and Gaussian sources, we show that the SSDPC coincides with the strong data processing constant, implying that oneway communication is sufficient for achieving KBIB for those sources.
Returning to the MIMK problem considered by Tyagi [46] , a new characterization of the minimum interaction rate needed for achieving the key capacity is given. The proof of this characterization relies on a saddle point property of an optimization problem, which we prove in the finite-alphabet case by establishing semicontinuity and convergence properties of XY -concave functions. In [46] Tyagi conjectured that MIMK equals the minimum one-round communication rate for achieving the maximum key rate for all binary sources. Here we use the new characterization of MIMK to prove that, unless the binary random variables are independent, the necessary and sufficient condition for the conjecture to hold is that the conditional distribution of one binary random variable given the other is a binary symmetric channel. We also propose a new conjecture that the complete key-interaction tradeoff region for binary symmetric sources can be achieved with one-way communication, and provide some numerical and analytical evidence for its validity.
II. PRELIMINARY

A. Problem Setup
In Figure 1 , let Q XY be the joint distribution of the sources. Terminals A and B observe X and Y , respectively. Terminal A computes an integer W 1 = W 1 (X) (possibly stochastically) and sends it to B. Then B computes an integer W 2 = W 2 (W 1 , Y ) and sends it to A, and so on, for a total of r rounds. Then, A and B calculate the integer-valued keys 1 K = K (X, W r ) andK =K (Y, W r ), respectively, possibly stochastically. The objective is that K =K with high probability, and that K is (almost) independent of the public messages W r observed by the eavesdropper. The compliance with these two objectives can be measured by a single quantity (see for example [25] , [45] ):
Here T KK denotes the target distribution under which K =K is equiprobable, that is,
The total variation | · | is defined as the 1 distance. Note that such a performance measure arises naturally when the likelihood encoder is used in the achievability proof (see for example [32] or Appendix A).
In the case of stationary memoryless sources and block coding, we substitute X ← X n and Y ← Y n , where n is the blocklength.
Definition 1: The triple (R, R 1 , R 2 ) is said to be achievable in r rounds (r ∈ {1, 2, . . . , ∞}) if a sequence of generation schemes (indexed by the blocklength n) in r rounds 2 can be designed to fulfill the following conditions:
lim sup
where we used the following notation: for integers s and r , 
The relation to (1) is as follows: Clearly, n → 0 implies that n → 0. Also, notice that for arbitrary P and Q on the same alphabet X , [16, Lemma 2.7] gives
Thus by Jensen's inequality and Markov inequality, we have
The same upper-bound holds for D(QK |W r TK |Q W r ). Therefore, if we assume that
On the other hand, by Pinsker's inequality, ν n → 0 implies |Q K W r − T K Q W r | → 0, which, combined with n → 0, implies that n → 0. Definition 2: The set of achievable rate tuples for key generation in r (r ∈ {0, 1, 2, . . . , ∞}) rounds is denoted by R r (X, Y ). Define the total sum rate
and denote by S r (X, Y ) the set of achievable (S, R). Note that in the r = 0 case,
From the standard diagonalization argument [24] , R r (X, Y ) and S r (X, Y ) are closed.
Clearly R r (X, Y ) is "increasing" in r . We can also show that it is "continuous" at r = ∞, that is R ∞ (X, Y ) equals the closure of ∞ r=1 R r (X, Y ). The "⊇" part is immediate from the definitions. Although less obvious, "⊆" can be seen from Theorem 1.
The set S r (X, Y ) is a linear transformation of R r (X, Y ); the former sometimes admits simpler expressions than the latter, but does not distinguish the communication rates in the two directions.
Inspired by Kaspi's multi-letter characterization of the rate region for interactive source coding [29] , we prove in Appendix A and B that Theorem 1: For stationary memoryless sources and r ∈ {0, 1, 2, . . . , ∞}, R r (X, Y ) is the closure of the set of
and consequently S r (X, Y ) is the closure of the set of (S, R) satisfying (19) where in both cases the auxiliary r.v.'s satisfy
Remark 2: For finite X and Y , the achievability part of Theorem 1 can also be obtained from [22, Th. 3] by setting Z = S = Y 1 = Y 2 = ∅ and R 0 = 0 (see [22, Remark 3] , but with finite R 12 and R 21 ) which was established by the output statistics of random binning technique. Our present proof in Appendix A, based on the likelihood encoder [44] , directly applies to general distributions.
Remark 3: Using the fact that the mutual information equals its supremum over finite partitions (see e.g. [37, Proposition 3.3.3]), we can show that the U 1 , . . . , U r in Theorem 1 can be restricted to be finite, even when X and Y are not finite. The boundary points in R r (X, Y ) may not be equal to the quantities on the right sides of (15)- (17) for some finite U r , but can be approximated by choosing a sequence of finite U r .
This bound is quite intuitive: depending on whether i is odd or even, U i corresponds to the messages sent by either the terminal A or B. The first round of communication contributes to the term (I (U 1 ; Y ), I (U 1 ; X) − I (U 1 ; Y ), 0) in the rate tuple expressions, which are exactly the rates in one-round key generation [1] . The second round contributes similar mutual informations except that they are now conditioned on U 1 , which is now shared publicly, and so on.
The related common randomness (CR) generation problem is similar to the key generation problem, except that K need not be almost independent of W r . For stationary memoryless sources, the achievable region for common randomness generation is a linear transform of the achievable region for key generation; see e.g. the arguments in [2] and [46] . For a given allowable interactive communication rate, the maximum achievable CR rate is the maximum achievable key rate in the corresponding key generation problem plus the allowable interactive communication rate (when local randomization is allowed).
B. XY -Absolutely Continuity
In this subsection, we introduce a framework for convex geometric representations of rate regions, which will later (Section III) be applied to the key generation problem. The convex geometric representation is closely related to representations via auxiliary random variables. Consider a distribution Q U XY under which U − X − Y , and suppose that |U| < ∞. Then for any u ∈ U,
where
is a bounded function depending on x only. Moreover, consider Q U r XY under which the Markov chains (20) and (21) are satisfied, where U r can be assumed finite (Remark 3). By repeating the same argument, we see that for any u 1 , . . . , u r , there exist bounded functions
These observations motivate the following definition: Definition 3: A nonnegative finite measure ν XY is said to be XY -absolutely continuous with respect to μ XY , denoted as ν XY μ XY , if there exists bounded 3 measurable functions f and g on X and Y, respectively, such that dν
μ XY -almost surely. Further ν XY is said to be X-absolutely continuous with respect to μ XY , denoted as
if one can take g = 1 in (24) .
The converse is also true, and one can in fact choose t = 1: consider μ XY , ν XY , f and g as in (24) , then put
3 The boundedness assumption gives certain technical conveniences; for example the measure in (30) is guaranteed to be finite.
which is guaranteed to be a finite measure since f is assumed to be bounded.
Definition 4:
The relation X is a preorder relation 4 on the set of nonnegative finite measures. We denote by
the lower set of μ in the set of nonnegative finite measures. Similarly, M(μ) is defined as the lower set of μ with respect to . Both relations also make the set of probability distributions a preordered set. Denote by P X (Q XY ) and P(Q XY ) the corresponding lower sets.
Remark 5:
The lower set P(Q XY ) appears frequently information theory (with different notations and names). Csiszár [14] showed that the I -projection of Q XY onto the linear set of distributions having given marginal distributions, if exists, must belong to P(Q XY ). Due to this fact, P(Q XY ) has emerged, e.g. in the context of hypercontractivity [28] and multiterminal hypothesis testing [38, Eq. In interactive source coding [34] , P(Q XY ) has been defined for discrete distributions, without introducing the preorder relation. In both [34] and the present paper, the appearance of P(Q XY ) is due to the conditioning on auxiliary random variables satisfying Markov structures, cf. (15)- (17) .
Next, we introduce notions of concave functions and concave envelopes with respect to the marginal distributions, generalizing the discrete case defined in [34] . We refine those definitions using the XY -absolute continuity framework to resolve the technicality of defining a conditional distribution from a joint distribution.
Definition 5: A functional σ on a set P of distributions is said to be X-concave if for any P XY ∈ P, (P i XY ) i=0,1 and α ∈ [0, 1] satisfying
it holds that
Moreover, σ is said to be XY -concave if it is both X-concave and Y -concave. Definition 6: Given a functional σ on a set P of distributions, the functional σ is said to be the X-concave envelope of σ , denoted as env X (σ ), if σ is X-concave, dominates σ , and is dominated by any other X-concave functional which dominates σ . The XY -concave envelope, denoted by env XY (σ ), is defined analogously in terms of XY -concavity.
The existence of the X-concave envelope follows from the existence of the conventional concave envelope for a function. For the existence of XY -concave envelope, we can take the X-concave envelope and Y -concave envelope of the given functional alternatingly, and the pointwise limit (as the number of taking the marginal concave envelopes tends to infinity) exists by the monotone convergence theorem. The limit functional satisfies the condition in Definition 6. To summarize, we have Proposition 1: Given a functional σ on a set P of distributions, both env X (σ ) and env XY (σ ) exist. Moreover, env XY (σ ) equals the pointwise limit of σ r , r → ∞ where σ 0 := σ and
Now return to the examples discussed at the beginning of the subsection. Fix Q XY and a functional σ on P X (Q XY ). We have
for any P XY ∈ P X (Q XY ), where the supremum is over conditional distribution P U |X for which U is finite, and P U XY = P U |X P XY . Thus, characterizations via auxiliary random variables can be reformulated in terms of concave envelopes. Similarly, rate regions expressed using auxiliaries U 1 , . . . , U r satisfying the Markov structure (20)- (21) can be reformulated taking X-concave envelopes and Y -concave envelopes alternatingly, which will converge to the XY -concave envelope as r → ∞; this will be explored in detail in the next subsection.
III. CONVEX GEOMETRIC CHARACTERIZATIONS OF THE RATE REGIONS Building on Theorem 1, in this section we derive an alternative characterization of the tradeoff between the key rate R and the sum interactive communication rate R 1 + R 2 (equivalently, a characterization of S r (X, Y )) in terms of concave envelopes, which is given in Theorem 2 below. A similar approach, which we do not elaborate here, can be applied to the tradeoff between R, R 1 and R 2 (the region R r (X, Y )).
For any Q XY U r where the finite-valued auxiliary random variables U r satisfy the Markov chains (20) - (21), denote by R(Q XY U r ) the right side of (15) . Similarly, for the total sum rate, define
Observe that
where (40) used the Markov condition U 1 − X − Y . Hence by rearranging,
Now the key observation is that the right side of (41) is similar to the left except that each term is conditioned on U 1 , the roles of X and Y are switched, and (conditioned on U 1 ) there are r − 1 auxiliary random variables left. Similarly, we also have
and similar observations can be made. In fact, by iterating the process we have
In the case of non-discrete (X, Y ), we can choose a reference measure and replace the entropy/conditional entropy terms above with relative entropy/conditional relative entropy, at the cost of slightly more cumbersome notation, so there is no loss of generality with this approach. Given Q XY , and s > 0, define a functional on 5 P(Q XY ) by
where 
which agrees with the pointwise limit of ω s r as r → ∞ (Proposition 1).
The main result of this section unveils the connection between ω s r (Q XY ) and the achievable rate region: 5 In principle (45) can be defined on the set of all distributions on X × Y, although for the purpose of computing ω s r (Q XY ), considering the smaller set of P(Q XY ) gives the same result while being more computationally economical.
where U r is finite valued and satisfies (20)- (21). Proof: By Theorem 1, (49) is an immediate consequences of (48) . From (43) and (44), we see that (48) is equivalent to the following:
Note that (50) is reduced to the definition of ω s r when r = 0. When r = 1, the validity of (50) follows since the supremum of a functional over an auxiliary can be represented in terms of concave envelope, as explained in the end of Section II-B (see (36) ). The r > 1 case follows by induction: conditioned on U r = u for any u ∈ U r , we can apply the induction hypothesis for r − 1.
Because H (X, Y ) and I (X; Y ) do not involve U r , Theorem 2 tells us that characterizing the closed convex set S r (X, Y ) is equivalent to computing ω s r (Q XY ) for each s > 0. The significance of Theorem 2 is that we can sometimes come up with a XY -concave function that upper-bounds ω s 0 . If the upper-bounding function evaluated at Q XY happens to also be achieved by a known scheme, then we can determine ω s ∞ (Q XY ).
IV. KEY BITS PER INTERACTION BIT
In this section we consider the following fundamental limit for the interaction key generation problem, which is analogous to the capacity per unit cost [42] , [48] in the context of channel coding. We show its connection to certain measures of correlations (strong data processing constants), and evaluation them in the binary symmetric and the Gaussian cases.
Definition 7:
as the maximum real number γ ≥ 0 such that there exists a sequence (indexed by k) of r -round (possibly stochastic) key generation schemes which fulfill the following conditions:
where k is defined in (1). The key bits per r -round interaction bit is defined as
The key bits per interaction bit (KBIB) is ∞ (X; Y ). Note that there is no constraint on the blocklength in Definition 7. In particular, the blocklength can grow superlinearly in log |W r |, in which case the rates are zero and the fraction in (51) cannot be written as 
Proof: The ≥ part is more clear here. For the ≤ part, we need to be a bit careful about the zero rate case (R = R 1 = R 2 = 0) mentioned above; this is handled by Corollary 2 in Appendix B which provides an upper-bound on | log |K| |W r | that does not depend on the blocklength n.
Next, we provide a compact formula for ∞ in terms of a "symmetric strong data processing constant" which may be viewed as a variant of the strong data processing constant in information theory (cf. [3] , [5] , [39] ).
A. Symmetric SDPC and ∞
In this subsection we discuss the connection between KBIB and certain measures of the correlation between random variables. To begin with, recall that the key bits per communication bit (cf. [13] , [32] ) 6 is the r = 1 special case of KBIB, and according to (15)- (17), admits the formula
where the strong data processing constant (cf. [3] , [5] , [39] ) is defined as
and we always assume that the suprema are over auxiliary random variables such that the fraction is well defined. Conventionally, s * 1 is denoted as s * [3] , [5] , but in the context of the present paper we will stick with s * 1 . From (58), it is not hard to see that s * 1 (X; Y ) has the following equivalent characterization. Recall (45) defined a functional on P(Q XY ) by
where P XY Q XY and (X ,Ŷ ) ∼ P XY . The strong data processing constant admits the following alternative concave-envelope representation, which will motivate our definition of the key quantity of interest in the interactive case (Definition 8 ahead).
where we defined ω
. 6 Incidentally, Ahlswede made pioneering contributions to both the strong data processing constant [3] and key generation [1] , although it appears that he never explicitly reported a connection between the two.
Proof: By Theorem 2,
and the claim follows from (59).
If either X or Y are non-discrete, we may choose an arbitrary reference measure and replace the entropies with (the negative of) the relative entropies, so there is no loss of generality with the concave envelope characterization approach. In the discrete case, the concave envelope characterization in Proposition 3 is essentially shown by Anantharam et al. [5] , noting that the third term in (60) is linear in P X for fixed Q Y |X . However, by using the framework in Section II-B, Proposition 3 avoids the challenge of defining a conditional distribution Q Y |X from the possibly non-discrete joint distribution Q XY . Also we remark that, in contrast to (58), the original definition the strong data processing constant [3] was in terms of the relative entropy:
The equivalence between the relative entropy definition and the mutual information definition was shown in [5] . Remark 6: For some simple joint distributions, s * 1 can be computed explicitly. For the binary symmetric sources (BSS) with error probability , s
The scalar Gaussian sources with correlation coefficient ρ has
For an erasure channel with erasure probability and equiprobable input distribution, we have s * 1 (X; Y ) = 1 − and numerical simulation suggests that s * 1 (Y ; X) = 1 log 2 1− for small enough 1 − . Additional examples including the Z-channel or the binary symmetric channel (BSC) with non-equiprobable inputs can be found in [4] .
Returning to key bits per interaction bit, we can define a similar notion of data processing constant from a multiletter expression, or equivalently according to the analysis in Section III, with the following concave envelope characterization:
Definition 8: Define the symmetric data processing con-
where we defined ω s ∞ := env XY ω 
2)
3)
4) If X and Y satisfy the Markov chain X
where the expression of
Proof: (66) is immediate from Definition 8; (68) follows from Proposition 3; (67) and (69) follow from Theorem 1 and the data processing property of the mutual information. (70) follows from Definition 8 and Theorem 2. As with many other problems in information theory (see for example the discussion in [32] ), the algebraic steps in proving the converse for the region
where + denotes the Minkowski sum, which in turn implies (71) in view of (70). Note that, in contrast to (66), the conventional strong data processing constant s * 1 (·) is generally not symmetric [5] . The symmetric SDPC is related to the operational quantities by the following:
Theorem 3: For any stationary memoryless source,
Proof: The result follows from (70) and (55).
B. Upper-Bounding s * ∞ in Terms of the Maximal Correlation
In this subsection we provide an upper bound on s * ∞ , which allows us to determine its value for the binary symmetric sources and the Gaussian sources.
For any U r satisfying (20)- (21) and odd i ∈ {1, 2, . . . , r }, the following upper-bound follows from the definition (58) of SDPC:
≤ sup
where (75) follows since it is trivial to check by induction that [21] , [26] , [40] is defined as
where the supremum is over measurable real valued functions f and
Ahlswede and Gács [3, Th. 8] (see also [11] ) proved a useful relation between SDPC and the maximal correlation coefficient, which, in the language of Section II-B, is that
assuming that X and Y are finite. From Definition 3 and (77), we have sup
= sup
where (X ,Ŷ ) ∼ P XY . As a consequence, for any stationary memoryless source with per-letter distribution Q XY , 
for each odd i ∈ {1, 2, . . . , r }. Since the right side of (83) is symmetric in X and Y , by the same argument we see that for each even i ∈ {1, 2, . . . , r },
has can be upperbounded by the right side of (83) as well. However by (70) and Theorem 1,
Therefore (81) follows from the fact that
for any nonnegative (a i ) and (b i ) for which the fractions are defined.
The sufficient condition for the equalities can be seen from (57) and the fact that ρ 2 m (X;Ŷ ) ≤ s * 1 (X ;Ŷ ) for any P XY .
In general, the maximal correlation coefficient is much easier to compute than the strong data processing constant. Let us use the boldface to denote a matrix corresponding to a discrete joint distribution. e.g.
with the marginal distributions always expressed as column vectors. Define
and let M := A A. Then ρ 2 m (X;Ŷ ) is the second largest eigenvalue value of M (cf. [5] ). See also [30] for an extension to non-discrete distributions.
Using the calculus of variation, we show next a necessary condition that the discrete distribution P XY = Q XY achieves the supremum in (82), whose proof is deferred to Appendix E.
Definition 10: The graph of a discrete distribution distribution Q XY is defined as the bipartite graph whose adjacency matrix is the sign 7 of Q XY . We say Q XY is indecomposable [51] if its graph is connected, and decomposable otherwise. 
Proof: See Appendix E. Remark 7: Conditions (89) and (90) need not be satisfied when Q XY is decomposable (e.g. consider X = Y binary but not equiprobable under P XY ).
Applying Theorem 5 to BSS, we have the following result.
Theorem 6: If Q XY is a BSS with error probability
As a consequence, interaction does not increase KBIB for BSS:
for any r ∈ {1, 2, . . . , ∞}. Proof: We may assume without loss of generality that ∈ (0, 1). Then by [27] , the maximal correlation coefficient is continuous at any P XY with fully supported marginal distribution. It is also elementary to show that ρ 2 m (X;Ŷ ) vanishes as either P X or P Y tends to a deterministic distribution. Therefore, the supremum in the definition ofρ m is achieved. We assume for convenience that Q XY is a maximizer, and we will show that Q X and Q Y are equiprobable. By Theorem 5, the singular vectors u and v corresponding to the second singular value ρ m satisfy (89) and (90). However, the singular vectors associated with the largest singular value 1 are Q
That is, a positive entry of Q XY yields an entry 1 in the adjacency matrix, and a zero entry of Q XY yields a zero entry in the adjacency matrix.
(this is true for any Q XY ). In the case of X = Y = {0, 1}, the fact that the singular vectors corresponding to the largest and the second largest singular values are orthogonal implies
Similarly Q Y must also be equiprobable. Remark 8: [3, Sec. 6] showed a weaker version of (91) where the supremization is only over P XY X Q XY . see also the related computations in [51] .
Theorem 6 may also be proved directly without invoking Theorem 5:
Second Proof of Theorem 6: We only need to show that
is the matrix such that P XY equals the Hadamard product (i.e. pointwise product)
Although M is parameterized by four scalars, it only has two degrees of freedom because P XY ∈ P(Q XY ) implies M is rank-one (indeed, according to the definition of P(·) we have M = fg for some vectors f and g), and the sum of the coordinates of P XY equals 1. In fact, given the sum s = β + γ and product p = βγ of the two parameters, we can express the sum and product of x and y:
We know ρ m (X ;Ŷ ) is the second largest singular value of
. After some straightforward algebra, we can express it in terms of s and p:
For PXŶ ∈ P(Q XY ), the admissible s and p satisfy
Under the conditions (99) and (100), it is elementary to show that (98) is maximized when p = 1 4 and s = 1. A celebrated central limit theorem argument by Gross [23] showed that Gaussian hypercontractivity can be obtained by BSS hypercontractivity, which, by the fact that the strong data processing constant can be computed from the hypercontractivity region (see e.g. [3] , [5] ), implies that
for jointly Gaussian (X, Y ), where ρ denotes the correlation coefficient. A similar central limit argument can be applied to upper-bound the key bits per communication bit [32, Appendix D] . Here, a similar argument can again be used to upper-bound the symmetric strong data processing constant and the key bits per interaction bit:
Theorem 7: For any jointly Gaussian distribution Q XY with correlation ρ,
As a consequence, interaction does not increase KBIB for the Gaussian source:
for any r ∈ {1, 2, . . . , ∞}. Proof: The "≥" part in (102) is immediate from (68) and (101). Here we only need to prove "≤" in (102). Suppose this is not the case, then by Theorem 3,
Then by Proposition 2, there exists a sequence of schemes (indexed by blocklength n) such that
where T KK is defined in (2). Now consider a stationary memoryless binary symmetric source (X i ,Ỹ i ) ∞ i=1 with crossover probability = Then according to the multivariate central limit theorem (e.g. applying [47, Th. 4] and then using the smoothness of the Gaussian density),
as L → ∞, where the convergence is in the total variation distance, and (X, Y ) ∼ Q XY . Thus, by taking sufficiently large "super symbols" of size L, we can apply the original encoders and decoders to the simulated source to produce K andK from
while (105) and (106) are retained. This means that
in contradiction to Theorem 6. We may also define the key bits per unit cost if the communication costs in the two directions differ. From Theorem 6 and Theorem 7 we see that one-round communication is also optimal for achieving this quantity in the case of BSS or Gaussian sources, provided that we have the flexibility to choose the direction of communication which has the lower cost. 
V. MINIMUM INTERACTION FOR MAXIMUM KEY RATE
This section focuses on the minimum interactive communication rate needed for obtaining the maximum key rate in r rounds, starting from A to B, which we have denoted by I r (Q XY ). This is the same question considered in [46] , but we derive a new characterization based on concave envelopes and use it to disprove a conjecture in [46] . Precisely, I r (Q XY ) can be defined in the following ways from the rate region or the multi-letter characterization of the rate region:
where S(Q XY U r ) and R(Q XY U r ) were defined in Section III. We then have the following general concave envelope characterization. Its proof is essentially based on a very simple geometric fact about the supporting hyperplane of a convex set (see Figure 3) , which should be applicable to other similar problems as well. 
where ω s r is as in (46) . Proof: From (48), the right side of (114) equals
From (113), the infimum in (116) is upper-bounded by I r (Q XY ) for any s, establishing the ≥ part of (114). For the other direction, choose an arbitrary > 0. Here, note that 
For such an s, the infimum in (116) is lower-bounded by I r (Q XY ) − , as desired. Again, for non-discrete distributions we may choose a reference measure and replace the entropy with the relative entropy in the analysis, so a similar result holds, mutatis mutandis. However, it should be pointed out that I r (Q XY ) is usually infinite for non-discrete sources, such as the Gaussian source.
Next we provide an even simpler characterization of the MIMK. Define
and define σ ∞ as the XY -concave envelope of σ 0 . Note that by (116),
where U r is finite and satisfies (20)- (21) . In view of (43)- (44), we can express σ r (Q XY ) in a similar form:
where in (121) notice that
is always nonnegative. The next result ensures that in the finite alphabet case, we can indeed switch the order of the supremum and the infimum. As is often the case, compactness (in this case related to the finite alphabet assumption) guarantees such saddle point properties. Lemma 1: Fix Q XY where |X |, |Y| < ∞. For any P XY ∈ P(Q XY ) and r ∈ {0, 1, 2, 3, . . . , ∞},
Proof: The pointwise convergence (123) trivially holds when r = 0, in view of the definition (118). For other values of r , the proof follows by induction, using the fact that ω s r (P XY ) monotonically decreases in s and Proposition 5.
Note that the nonnegativity assumption in Proposition 5 because 1 s ω s r (P XY ) = H (P XY ) > 0 when eitherX orŶ is constant.
Remark 9: The proof for the r < ∞ case is quite brief; see Proposition 5.1 in the Appendix D. The the r = ∞ case is slightly trickier, and we prove that case by first establishing certain semicontinuity of the XY -concave functions in Lemma 3 in Appendix C. Remark that for fully supported Q XY , the proof of such semicontinuity is simple since Lemma 3.1-2 will become obvious; for general Q XY our proof can be viewed as a natural extension of the idea despite involving additional machineries.
Remark 10: The famous von Neumann min-max theorem [49] states that if X and Y are compact convex sets in Euclidean spaces (of possibly different dimensions), and f : X × Y → R is a continuous convex-concave function, then
The quantity inside {} in (120) can be viewed as a function of
s and (H (X, Y ) − S(Q XY U r ), I (X; Y ) − R(Q XY U r ))
, which is convex-concave (in fact, it is linear-linear). In the case of finite X and Y and r < ∞, we can show that the union of
× [I (X; Y ) − R(Q XY U r ), I (X; Y )] (125)
over finite U r satisfying (20)- (21) is compact (by the same argument showing that the convex combination of two compact sets in a Euclidean space is compact [41] ). The other argument 1 s ∈ (0, ∞) does not have a compact domain, but this is not an essential obstacle when the objective function is linear-linear (for example, one can invoke other min-max theorems such as Lagrange duality [41] ). This amounts to an alternative proof of Lemma 1 in the case of r < ∞.
Theorem 9: If Q XY is a distribution on a finite alphabet, then for r ∈ {1, . . . , ∞}
Proof: Immediate from Lemma 1 and Theorem 8. Remark 11: In [46] a quantity called "interactive common information" C I r (X ∧Y ) is defined, and the main result therein is that
Hence C I r (X ∧Y ), σ r (Q XY ) and I r (Q XY ) are closely related. 
Corollary 1: If X and Y are both binary under Q XY , then the necessary and sufficient condition for
with the normalization constant
That is, there exists a one-to-one correspondence from ( f, g) ∈ [0, 1] 2 to P XY ∈ P(Q XY ). Our proof will rely on the parameterizations in (129). Let π be such a bijection, and
). To avoid cumbersome notations, for a functional σ on P(Q XY ) we will sometimes abbreviate σ (π( f, g)) as σ ( f, g), but keep in mind that concavity are always with respect to the probability distributions rather than ( f, g). For fixed ∈ [0, 1/2), we claim that the functional 9
is XY -linear (in particular, XY -concave) on P(Q XY ) and
hence also upper bounds σ ∞ . Indeed, since
we have
Hence for fixed g, we see that ( f, g) is linear in P X , meaning that is X-concave. By symmetry, is also Y -concave. Next observe that there exists a real number c such that
for all g ∈ [0, 1]. Indeed, when viewed as as functions of the binary distribution ḡ g * ,¯ ḡ g * , the right side of (136) is linear whereas the left side of (135) is concave, and for any c ∈ R both functions have the same evaluation at the equiprobable distribution (
where σ 0 was defined in (118), to establish (132) we only 8 We use the notationx := 1 − x for x ∈ [0, 1], and a * b :=āb + ab denotes the binary convolution of a, b ∈ [0, 1]. 9 In this paper, h( ) := log 1 + (1 − ) log 1 1− denotes the binary entropy function.
need to consider the case where f gfḡ = 0. However, when f = 0 we have σ 0 ( f, g) = h ḡ g * , hence (132) is reduced to (136). Similarly, (132) also holds for the cases of f = 1, g = 0, or g = 1 cases, establishing the claim.
Since Q Y |X is BSC with crossover probability , the para-
where (137) can be seen from
and
Thus 
so it is straightforward to check that the solution of λ ∈ [0, 1] to
is given by
Then by definition,
where • (147) follows since σ 0 ( f, g) = −∞ when f gfḡ > 0, which implies that when computing env X (σ 0 )
only the boundary points ( f = 0 or 1) will play a role.
• To see (151), notice that
≥ env X σ 0 g, 1 2 (154)
where (154) and (157) follow from the symmetry of σ 0 and σ ∞ , respectively. However, in (137)- (140) we have shown that the right sides of (155) and (157) are both equal to h( ). 
except possibly at the endpoints (i.e. when f ∈ {0, 1}). In sum, we have shown
and by symmetry, we also have
which implies that the left side of (128) is strictly larger than the right side. 2) | supp(Q XY )| = 3. Assume without loss of generality that Q XY (0, 0) = 0. We can parameterize P(Q XY ) with f, g via the map
Thus,
Next, for fixed
Then for x ∈ (0, 1),
(171) implies that σ 1 ( f, ·) is strictly Y -concave for f = 0. Now suppose there exist some ( f 0 , g 0 ) for which f 0 g 0f0ḡ0 = 0 such that
Since σ 1 (·, g 0 ) is linear (caution: in the distribution rather than in f ), σ ∞ (·, g 0 ) is concave, and both functions agree on the endpoints (which can be seen from the fact that taking marginal concave envelopes does not change the boundary values), (174) implies that, actually,
and in particular σ ∞ (·, g 0 ) is linear. By symmetry, σ ∞ (g 0 , ·) is also linear. This is a contradiction since σ ∞ (g 0 , ·) and σ 1 (g 0 , ·) agree at two points g = 0, g 0 but the former linear function dominates the latter strictly concave function. Thus (174) is impossible, and in particular, we conclude by symmetry that
as desired.
VI. CONCLUDING REMARKS
When the communication rate is very low or high enough to achieve the maximum key rate, Theorem 6 and Corollary 1 imply that allowing interaction does not increase the maximum key rate achievable in the one-way communication scheme for BSS. These two facts naturally lead to: For a binary symmetric source (X, Y ) ,
For a BSS (X, Y ) and under the A→B unidirectional protocol, the optimal key-rate-communication-rate is (I (U ; Y ), I (U ; X) − I (U ; Y )), parameterized by the symmetric Bernoulli auxiliary random variable U satisfying U −X −Y . The optimality of such auxiliary random variable can be shown using the concavity of the function x → h( * h −1 (x)); see also [52] and [53] or the proof of [12, Proposition 5.3] . What is less obvious is that such a scheme is also optimal among protocols allowing interactions, as Conjecture 1 postulates. If Conjecture 1 holds, then S 1 (X , Y ) = S ∞ (X , Y ) for any Q X Y such that Q Y |X is a BSC, and in fact S ∞ (X , Y ) will be the intersection between a translation of S r (X, Y ) and the first quadrant. In Appendix F, we argue that Conjecture 1 is implied by a conjectured inequality involving four parameters, whose validity has been supported by reasonably extensive numerical computations.
We hope that some of the methods in this paper can be useful beyond the scope of the key generation problem in this paper, we hope some of our methods to become useful in other areas. For example, we have already seen that the XY -absolute continuity framework allows us to define the strong data processing constant directly from a joint distribution without worrying about the technical difficulty of determining the conditional distribution from the joint in nonstandard measurable spaces. The newly introduced symmetric strong data processing constant (Definition 8) has a concave envelope definition very similar to the conventional strong data processing constant, and its significance is worth exploring in other contexts as well as its properties. The techniques used for analyzing the concave envelope characterization, such as expressing the MIMK as a limit as the slope of the supporting line vanishes in Theorem 8 and the minimax result for finite-alphabet distributions in Lemma 1 (based on fundamental properties of XY -concave envelopes in Appendix C-D) are likely to be useful in the related interactive source coding problem or the broader area of interactive function computation originally studied in [54] , and which has gained recent popularity among the theoretical computer science community [7] [8] [9] [10] , [20] .
APPENDIX A PROOF OF THEOREM 1: ACHIEVABILITY
We are given a stationary memoryless source Q XY and random transformations (Q U i |U i−1 X ) i∈O r and (Q U i |U i−1 Y ) i∈E r . For convenience, we assume without loss of generality that r is even. At blocklength n, we consider
Notice that we have used the sans serif font to indicate perletter distributions, and roman font to indicate the n-letter extensions. We first generate a codebook u 1 of size , and so on. The messages sent are w 1 , w 2 , w 3 . . . . The receivers have to decodeŵ 1 ,ŵ 2 , . . . which are reconstructions of the unsent part of the indices. Therefore the reconstructed multi-indices areŵ
for i ∈ {1, . . . , r }. To see how the likelihood encoder [44] operates, consider the first round first. LetP W 1 be a distribution under which
where, naturally, Q X |W 1 := Q X |U 1 (·|u
) is defined as the output distribution of the random transform Q X |U when the input is the U 1 -codeword u 
then
where (186) uses a basic property of the total variation distance; (187) follows from the soft-covering lemma (see e.g. [44] and the references therein), and → indicates convergence in expectation (with respect to the random codebook). However, in contrast to the real distribution Q XPW 1 , and conventional channel coding achievability bounds can be used (see [44] for examples of such analyses in other network information theory problems); ii) F 1 and F 1 , which correspond to the public message and the key respectively, are exactly independent (see [32] for a similar analysis in the context of a one-round key generation model). Now denote byPŴ 1 |Y W 1 the decoder used in i) above. Let us use ≈ to indicate that the total variation distance between two distributions converges to zero in expectation (w.r.t. the random codebook). If
thenP
where • (189) is from (187).
• In (190) we definedPŴ 1 |W 1 as the identity transform, and used (188) and the channel coding theorem. Indeed, since the total variation distance is twice of the minimum probability that two random variables are not equal over all couplings,
for any y and w 1 . Integrating both sides with respect toP W 1 X Q Y |X shows the total variation between the two joint distributions is upper-bounded by twice of the error probability of channel decoding.
• In (191) we defined, naturally,
Notice that the left side of (189) is the true distribution whereas the distribution in (190) is an ideal distribution under whichŴ 1 = W 1 is equiprobable. After decoding W 1 , Terminal B uses the likelihoodP W 2 |Y W 1 which is similar to the likelihood encoderP W 1 |X used at A except that now the roles of A, B are switched and everything is conditioned on W 1 . In short, the actions of B is depicted bŷ
therefore multiplying both sides of (189)-(191) byP W 2 |Y W 1 and tracing outŴ 1 , we obtain
Note that on the right side of (194) we peeled off a factor of P W 1 while the remaining part Q Y X|W 1P W 2 |Y W 1 is analogous to the product Q Y XPW 1 |X we started with at the beginning of the second round, except that we switch the role of A, B and everything is conditioned on W 1 . We can repeat the steps above to show "algebraically" that in r -round interactive communications, the multi-indices W r are close to the equiprobable distribution:
• (196) has been shown in (194).
• (197) is similar to (196) except that the roles of A, B are switched and everything is conditioned on F 1 . The same arguments work through; indeed the one-shot achievability bounds of the conditional versions of channel coding and resolvability (i.e. the case with universally known side information) are simple extensions of the unconditional counterparts where the information densities inside the probabilities are replaced by conditional information densities. Also, note thatP W 2 |W 1 =w 1 =P W 2 is the equiprobable distribution which is independent of w 1 . Hence, asymptotically and averaged over the random codebook, the distribution of the indices W 1 , . . . , W r is close to the equiprobable distribution. Moreover these indices are known to both terminals with high probability. The achievability proof is thus completed by identifying W 1 , . . . , W r with the secret key. Note that when we apply the induction on the number of rounds, the rate assumptions needed, which are analogous to (184) and (188), are given by
lim inf
and lim sup
which match (15)- (17) .
APPENDIX B PROOF OF THEOREM 1: CONVERSE In view of the asymptotic equivalence of the performance metrics noted in Remark 1, the converse part can be seen by taking , ν ↓ 0 in the following bound.
Theorem 10: Consider a stationary memoryless source with per-letter distribution Q XY a positive integer r , and
Suppose that there exists an r -round scheme such that for some blocklength n, i∈O r
satisfies (15)- (17).
The following auxiliary result has proved useful in the converse proofs of many key generation problems: 
Proof of Theorem 10: We only consider the case where r is even; the odd case can be proved in a similar fashion. Let J be equiprobable on {1, . . . , n} and independent of (K ,K , W r , X n , Y n ). Define for i ∈ {1, . . . , r },
and set U i :=Ũ i for i ∈ {1, . . . , r − 1} and U r := (Ũ r ,K ). First, to bound R 1 , observe that for any i ∈ {1, 3, 5, . . . , r − 1},
in the proof of (212).
• (213) used Lemma 2. Therefore,
To bound R 2 , note that when i ∈ {2, . . . , r − 2} we can perform the computations similar to (212)-(214) to obtain that
The i = r case needs special care, but still works through:
where (218) used Lemma 2, and (223) used Fano's inequality. Therefore,
To bound R, we first observe a decomposition of a mutual information term associated with the last (r -th) round:
which allows us to temporarily focus onŨ r rather than U r . For any i ∈ {1, 3, 5, . . . , r −1}, consider the following quantity
where (231) has been shown in (213), and (232) is justified as follows:
where we used the Markov chains
where we used X n − (Y n , W r ) −K . Now we can lower bound
where (238) 
where the nonnegativity of each summand follows since for each i , either
The proof is finished by identifying
in the single-letter formula.
The following bound on δ ∞ (X; Y ) (Definition 7) can be obtained from Theorem 10. Note that the blocklength n does not appear in the bound. (For a similar result in the context of channel coding with costs, see [48] where the error δ ∈ (0, 1) is defined as the right side of (1), and
where U 1 , . . . , U r satisfy the same constraints as in (15)- (17) . Proof: As shown in Remark 1, we have
The result then follows by rearrangements of (1).
APPENDIX C SEMICONTINUITY OF XY -CONCAVE FUNCTIONS
Recall that a concave function on a simplex which is lower bounded (or more or less equivalently, nonnegative) on the vertices is necessarily lower semicontinuous (cf. [41, Theorem 10.2] ). For XY -concave functions, we prove a similar basic result, which will be used in the proof of Proposition 5. 
where f is an m-vector whose first k coordinates are 1 and last (m − k)-coordinates aref. Denote by e l the l-vector (l ≥ 1) whose coordinates are all 1. Then π is an embedding from a neighborhood of e m+n−k to R mn (cf. [6] ), because it is standard to check that the rank of the differential of π at e m+n−k is m − k + n (full rank), where the calculation is essentially reduced to the case of an indecomposable distribution and the result in part 1) can be used. 
, and observe that (256)-(257) are satisfied because f and g have strictly positive coordinates.
Also,
But from (262), 1 − δ/2 < |ν| < 1 + δ/2, so the probability distribution T :=
Then (258)- (259) holds by the triangle inequality. 3) Consider an S XY ∈ P(Q XY ). Denote by a > 0 the minimum nonzero entry of S XY , and assume without loss of generality that S X and S Y are supported on {1, . . . , m 1 } and {1, . . . , n 1 }, respectively. For any δ ∈ (0, a/4), find > 0 as in 2). For any R ∈ P(Q XY ) satisfying
define, for x ∈ {1, . . . , m} and y ∈ {1, . . . , n},
Invoke 2) and find T satisfying (256)-(259). We have
so that
where each D x X T is a distribution under which X is deterministic, and
x λ x = δ a . Denote by σ the XY -concave function in question. By its marginal concavity,
Since the minimum nonzero entry in T is at least a−δ > a/2, we haveR
whereR := 1 |μ| μ = R XY |X ≤m 1 ,Y ≤n 1 , so a similar argument also shows that
Moreover, considerR 1 := R XY |Y ≤n 1 . Since 1 − ≤ |μ| ≤ 1 by (270), we haveR
so applying the similar argument again,
Assembling (275), (277), (282), (283) and noting that δ and can be chosen to be arbitrarily small, we must have
APPENDIX D POINTWISE CONVERGENCE OF MARGINALLY CONCAVE ENVELOPES
The following result forms the basis of the proof of Lemma 1, the assumptions of which resemble Dini's theorem in real analysis. 
Remark 13: There are simple counterexamples to show that, in general, the limit and the concave envelope cannot be switched if a sequence of continuous functions is only assumed to converge pointwise to a certain continuous function. Moreover if the functions are decreasing but not necessarily continuous, the switching can also fail. Therefore both the monotonicity of ω s r (P XY ) in s and the continuity in P XY play an essential role in the proof of Lemma 1.
Proof: For 1), the env f (x) ≤ lim s↓0 env f s (x) part is trivial. For the opposite direction, notice that the following statements are equivalent:
where (289) Consider a small perturbation, parameterized by df, where f is a vector of dimension |X | so that
To ensure that the total probability is preserved under the perturbation, df must satisfy
Recall that A := diag(P X ) where P and Q are orthogonal matrices and is a nonnegative diagonal matrix whose second diagonal value is ρ m (X; Y ). Then u and v are the second columns of P and Q respectively, hence
By the definitions of u and v, we have
• (300) follows since assuming that v maintains the unit 2 norm under the perturbation,
• (302) follows from (297). But from (293),
Let P Y |X be the |Y|×|X | matrix with entries being the conditional probabilities, which is invariant under the perturbation df. Define P X |Y similarly as an |X | × |Y| matrix. We have
Hence
This implies that we must have
for some real number a. Summing up the entries on each side on both sides gives a = 0. Thus
The necessity of (87) and (88) have been shown. To show the further simplification (89)-(90) under additional assumptions, notice that
which, combined with (87), shows that
where we abuse the notation by considering u •2 as a probability distribution. However, the by symmetry we also have {sS −R}.
Then geometrically, ω s r (Q XY ) is as illustrated in Figure 3 . Notice that the slope of the supporting line intersecting the upper-right point of S s 1 (X, Y ) (resp. S s ∞ (X, Y )) is exactly the SDPC s * 1 (X; Y ) (resp. the SSDPC s * ∞ (X; Y )), both equal to (1 − 2 ) 2 for a BSS with error probability .
We need to parameterize the lower set P(Q XY ) with two parameters as in (129), via the bijection ( f, g) → P XY . It can be easily verified that for fixed g, the transitional probability P Y |X is also fixed, hence f only controls the marginal P X . Further, the function
is XY -linear (defined similarly as XY -concave with obvious changes) for any real numbers A and c. If α ∈ [0, 
We can choose a unique A such that χ and ω s 0 have the same values at those four points, and a unique c such that the two functions have the same first order derivatives at those four points. 
(remember that h is the binary entropy function, P XY was defined in (129), and (X ,Ŷ ) ∼ P XY ) and the equality holds at the four points (321)-(324). Remark 14: By symmetry of the functions involved, we only have to verify for α, , f ∈ (0, 
Therefore the conjecture inequality is equivalent to
(s + 1)H (X,Ŷ ) ≤ H (X) + H (Ŷ ) + s[h( ) + h(α)] − [h(α * ) − h( )]
Although Conjecture 2 seems elementary, we have not been able to find a full proof. Nevertheless, since it only involves four parameters we can parameterize the space (0, 1) 4 and verify numerically. We computed the difference between the right hand side of (328) and the left hand side. From the choice of A we know that the difference is exactly zero at the four points (321)-(324). Using Matlab we computed difference between the right hand side of (328) and the left hand side for f, g, , α ranging from vectors As the result, the minimum value of the difference is −5.841478017444557 × 10 −17 with double precision, which is quite small. Moreover negativity of the difference occurs only when 0.496333333333333 ≤ < 0.5 and 0.499333333333333 ≤ α < 0.5. If we make and α closer to 0.5, then the magnitude of the difference can further increase, up to about 10 −9 at most; however in this case the image of the left hand side becomes noise-like of the magnitude about 10 −9 as well, so the error is most likely due to the limit of the double precision. In fact, when we use variable precision arithmetic (vpa), the images become smooth and good looking again, and the minimum difference becomes zero.
To visualize what is happening in Conjecture 2, we plotted ω s 0 , χ and their difference in Fig. 4-6 for a particular instance of and α (the value of k is then uniquely determined).
From those numerical results, the inequality is close to failure only in the regime of very small communication rates and very noisy BSS, but in former case, Theorem 6 has guaranteed the validity of the conjecture, while in the latter case, we proved the inequality using Taylor expansion in Appendix G. In this section, we perform the Taylor expansions of both sides of the inequality in Conjecture 2 as functions of − 1 2 , and show that the dominant terms, which are of the order of ( − 
Thus we obtain d 2 d 2 I (X ;Ŷ ) the span of ∇φ( f * , f * ). In our case, this means that the
