Abstract: Convex combinations of long memory estimates using the same data observed at different sampling rates can decrease the standard deviation of the estimates, at the cost of inducing a slight bias. The convex combination of such estimates requires a preliminary correction for the bias observed at lower sampling rates, reported by Souza and Smith (2002) . Through Monte Carlo simulations, we investigate the bias and the standard deviation of the combined estimates, as well as the root mean squared error (RMSE), which takes both into account. While comparing the results of standard methods and their combined versions, the latter achieve lower RMSE, for the two semi-parametric estimators under study (by about 30% on average for ARFIMA(0,d,0) series).
Introduction
Asymptotic self-similarity in long memory time series ensures that the memory parameter is constant even when changing the sampling rate. Tschernig (1995) , Chambers (1998) and Souza (2003a,b) provide results on the issue. So, a convex combination of estimates from different sampling rates can reduce the estimation variance if the bias of the estimates from lower sampling rates is small and the correlation between the different estimates is not high. At a first glance this is likely to occur at least for values of d close to zero. However, Souza and Smith (2002) show that decreasing the sampling rate induces a substantial bias in some estimators (all that were under study) due to the aliasing effect 1 . To overcome such a problem a bias correction can be applied to the estimates obtained from lower sampling rates.
In this paper, we implement a procedure for combining convexly the estimates from different sampling rates taken from the same data. This procedure is a purely artificial construct to take advantage from asymptotic self-similarity, and to our knowledge no other computationally intensive method for enhancing the long memory estimation upon an existing estimator has been proposed so far. It is intended for small samples, where the root mean square error of some long memory estimators is high, even though most of them have been proved consistent. Correction for the bias in the memory parameter is applied to estimates from decreased sampling rates using the heuristic formula proposed by Souza and Smith (2002) . The convex combination of the long memory estimates can decrease the standard deviation (and the root mean squared error -RMSE) by up to 50% in some cases, however a slight bias remains.
The RMSE is reduced by about 30% on average if the process is an ARFIMA (0,d,0) . This paper is organised as follows. Section 2 briefly introduces long memory and the effect of changing the sampling rate on it. Section 3 explains how the convex combination is carried out and shows its results. Section 4 offers some concluding remarks.
2 Long memory and the sampling rate
Long memory
Long memory models are receiving more attention in the econometrics literature these days, as many instances of apparently stationary time series with long-range dependence arise.
Among alternative definitions of long memory in stationary time series available in the literature, we work with the following two.
The first definition refers to the asymptotic behaviour of the autocorrelations. Let X t be a stationary process and let ρ(k) be the k-th order serial correlation of the series X t . If there exists a real number d ∈ (0, 0.5) and a positive function c k ρ ( ) slowly varying as k tends to infinity such
then X t is said to have long memory or long range dependence. When d ∈ (-0.5, 0) and c k ρ ( ) is no longer positive, the process X t is said to be "antipersistent" (Mandelbrot, 1977, p.232) .
The second definition considers the spectrum behaviour close to the zero frequency, as where f(λ) is the spectral density function of the stationary process X t , then X t is a stationary process with long memory with (long-)memory parameter d. The behaviours defined by (1) and (1.A) are not equivalent, but arise together with the same parameter d in a number of long memory models, such as in the ARFIMA class of models, which is defined below, for a subset of the parametric space.
X t is said to follow an autoregressive integrated moving average model (ARIMA) if
where ε t is a mean zero constant variance white noise process, B is the backward shift operator, such that BX t = X t-1 , and Φ(B) = 1-φ 1 B-…-φ p B p and Θ(B)=1+θ 1 B+…+θ q B q are the autoregressive and moving average polynomials, respectively. ARIMA models allowing for a non-integer value of the parameter d are called ARFIMA, and it can be shown (Granger and Joyeux, 1980, Hosking, 1981) that they display long memory dependence according to (1) and (1.A) while are still stationary when d ∈ (0, 0.5) and the roots of Φ(B) are outside the unit circle.
The fractional difference can be more easily understood by expanding the polynomial (1-B) d in a binomial series, yielding an infinite AR polynomial:
where Γ(.) is the gamma function.
Estimators
In this paper we consider two semiparametric estimators, the one proposed by Geweke and Porter-Hudak (1983) , henceforth GPH, and its smoothed version, SMGPH, proposed by Hassler (1993) . Choosing semiparametric long memory estimators (instead of parametric ones)
implies that not all the spectrum will be considered, but only a band of it, discarding short memory components are known to bias the estimation. On the other hand, using a parametric estimator would require a prior specification for the model. The use of only a band of frequencies poses the question as to which bandwidth to choose, and there is a trade-off between bias and standard deviation implied by such choice. The wider the bandwidth, the more biased the estimator will be, but, on the other hand, the lower standard deviation it will achieve. It is well known that a positive autoregressive component bias upward and a negative moving average 2 component bias downward long memory estimation (Smith, Taylor and Yadav, 1997, Souza and Smith, 2002) , the bias increasing with the parameter value. On the other hand, negative autoregressive or positive moving average components do not bias considerably the estimation.
The GPH estimator, proposed by Geweke and Porter-Hudak (1983) , estimates d from the spectrum behaviour close to the zero frequency. Taking the log of the both sides of (1.A) yields
in the positive vicinity of the zero frequency. Replacing the spectral density function by the periodogram I(λ j ) and rearranging gives way to:
where λ j = 2πj/T, j = 1, …, m, are the first Fourier frequencies and T is the sample size. Leastsquares estimation applied to (2.A) yields an estimate for d. Hurvich, Deo and Brodsky (1998) prove that this estimator is consistent provided that the time series is Gaussian and m → ∞ and (m log m)/T → 0 as T → ∞. They also prove asymptotic normality:
Note that the variance of the asymptotic distribution depends only on the number of Fourier frequencies used in the estimation. It is usual to consider m as a function of the series length (m = g(T)). We use in this paper g(T) = T 0.5 , a common choice in the literature, although Hurvich, Deo and Brodsky (1998) claim that the optimal rate would be g(T) = O(T
4/5
). However, this is an asymptotic rate, and the bias can be particularly strong in small samples if a wide band is chosen.
Results for different bandwidths are useful as a means of comparison, but are left for future research.
The smoothed version of the GPH, called here SMGPH, has a similar approach, using a smoothed estimator, instead of the raw periodogram, to estimate the spectrum. In this paper, the periodogram is smoothed by the Parzen lag window with degree of smoothness β = 0.8, such that the window size is 2l + 1 and l = T β (for details on the Parzen window, refer to Priestley, 1981) .
Invariance of the memory parameter to changes in the sampling rate
Using equation (1), it is easy to show the invariance of the long memory parameter, d, to changes in the sampling rate. Suppose the sampling rate is decreased n times, implying one samples every n th observation. The autocorrelations, ρ n , of the process X nt , as the lag, k, tends to infinity behave like
and the series X nt has the same long memory parameter, d, as X t , although its autocorrelations are lower and thus X nt does not display exactly the same behaviour as X t . The same result holds for d ∈ (-0.5,0]. For d = 0, if there is no short memory component, both X t and X nt are white noise processes. Souza and Smith (2002) show that there is a bias induced by decreasing the sampling rate, due to the aliasing effect, and propose a heuristic formula to account for this bias The reasons why not to use temporally aggregated series instead of sampling rate decreased series are twofold: first, there are less temporally aggregated series to be convexly combined than sampling rate decreased ones (one series for each n in the former case and n series for each n in the latter case); second, the estimates are highly correlated among themselves across levels of aggregation (Ohanissian, Russel and Tsay, 2003, and Souza, 2003b) , which amounts to little or no gain when convexly combining them. One might argue that the bias of temporally aggregated series is lower (as shown, e.g., by Souza, 2003a, and Smith, 2003) , as the "anti-aliasing" filter applied prior to sub-sampling would alleviate the bias induced by this sub-sampling. This would be particularly welcome in the case d < 0, as the bias has almost the same magnitude as d if the series is simply sub-sampled. However, small-scaled simulations not shown here point to that little or no gain at all is obtained at convexly combining estimates from series with different levels of aggregation, probably because of the high correlation among estimates (as opposed to the low correlation observed in the estimates from different sampling rates). If d is negative, it is equivalent and simpler to use the conventional estimators. On the other hand, the computationally intensive methodology proposed here achieves gains in the RMSE over traditional estimates if d is non-negative, while not suffering much on accuracy otherwise.
Accounting for the bias
Let nj dˆ, j = 1, …,n, be the estimate of d obtained from the j-th series with sampling rate 1/n, and
be the average estimate from all series with sampling rate 1/n. It is reasonable to assign equal weights to all series coming from the same original series and same sampling rate, as any of them must contain the same amount of information as each other. If the estimates from these series coming from the same sampling rate are highly correlated, there would be little or no gain in averaging them. But this is not the case and there are gains in so doing. However, as shown in Souza and Smith (2002) , these estimates are biased if n > 1 and must be bias corrected. The correction is made using the heuristic formula 3 for the bias based on an ARFIMA (0,d,0) derived in Souza and Smith (2002) , which is as follows:
, the bias induced by decreasing the sampling rate. To use it as an estimate of the bias, (5) requires the actual value of d, which we replace by its best uncombined estimate 1 d . The upper limit g(T) in the summation is equivalent to the number of Fourier frequencies used in the GPH regression. For n>1, at first sight g(T/n) frequencies should be used. However, the j-th Fourier frequency regards the same sinusoidal component, having in mind the original series, no matter which sampling rate is applied (provided the sub-sampled series has length equal to or greater than 2j), even though the nominal frequency of this component changes across sampling rates. A component of the original process having frequency λ when n=1 has frequency nλ when n>1 and the j-th Fourier frequency is also increased n times (2jπ/T when n=1 and 2njπ/T for n>1). It is the highfrequency components that are discarded when one uses a lower sampling rate, as the ability to detect them disappears. When one chooses the bandwidth in the original series, it is a decision on those original sinusoidal components of the Fourier decomposition which amount to the whole series. For this reason, using always g(T) maintains the desired "effective bandwidth", as in so doing the estimation on different sampling rates discards the same high-frequency components that may bias the results. As mentioned above, the estimators used here are semiparametric, and using the whole spectrum to estimate d makes the estimation more susceptible to bias due to the short memory components that may be present in the series. The convex combination is undertaken for the GPH and the SMGPH estimators, but this approach is extensible to other semiparametric estimation procedures not shown here, as long as the possible bias due to increasing n is accounted for.
Convex Combination
Yamamoto and Hughson (1991 and Hughson ( , 1993 have also used lower sampling rates applied to long-range dependent processes, in what they call "coarse graining". They aimed, however, at the separation between fractal properties and harmonic oscillations, in which they are successful.
Here we aim at improving the precision of long memory estimates taking advantage of fractal properties and computational effort.
To study the influence of the maximum n used in the combination, we consider a convex combination of data from n = 1 to n = n*, where n* = 1, 2, …, 10 (ten different estimators).
When n* = 1, this corresponds to the conventional estimator, as n = 1 corresponds to the original series. This case is useful as a benchmark, to measure the gain (or loss) obtained by the use of the technique introduced here. Since n d ; n = 1, 2, …; are based on the same number of observations, it is not unreasonable to use equal weights in the convex combination, such that the proposed estimator becomes:
where HB(T,n,d) stands for the bias correction and is given by (5). A more refined weighting scheme would require further research, which is left for the future. In practice, one must regard the fact that the sub-sampled series have length T/n, and that series that are too short are inadequate to estimate long memory. For this reason, in this paper we use series with a minimum length of 50 observations (provided that 50 > T/n).
Before estimating the long memory of a time series, it is wise to study its characteristics and statistical properties, so that one really suspects the presence of long memory (d > 0) in the series. It includes visual inspecting the spectrum and the autocorrelation decay. Once the evidence is strong for long memory, the analyst carries on with the analysis and estimate its degree. If the evidence is weak, there may be a considerable cost in threat the series as having the long memory property, due to the probability of misspecification. Ray (1993) and Man (2003) used respectively AR(p) and ARMA(2,2) to predict ARFIMA(0,d,0) processes, and these approximations proved useful for short-range predictions. Crato and Ray (1996) suggest that, in practice, only a long and strongly persistent time series justify using ARFIMA models for forecasting purposes. For this reason, we study only cases where d ≥ -0.2.
The heuristic bias given by (5) is noted among the results of these approaches, the second one performing slightly better and the first one slightly worse than the last one. The greatest differences are noted when d < 0 (or rather when the estimate is expected to be negative, like when there is a negative MA component), which correspond to the worst case and are briefly explained hereafter. In the first approach, there is the littlest bias induced by the technique, showing the bias given by (5) a good approximation, while on the other hand the standard deviation has the least decrease. In the second approach the bias in general has the greatest increase while achieving the least decrease in the standard deviation. The third and last approach has the best trade-off between bias increase and standard deviation reduction (also the best worst case), so that we choose this approach to
show the results (and to use in practice). To sum up, we do not correct the bias when n d is negative.
These differences in the precision of 1 d and n d , n = 2, …, n*, are not shown in this paper, as they would require more tables and space to be displayed, but were observed in handling the results (statistics on this, however, are available from the authors under request).
Results
In order to verify the usefulness of the proposed method, a Monte Carlo simulation is obtained by the convex combination method is assessed. The best results where achieved by the maximum n*, and so these will be outlined in the next paragraphs. Table 1 and d = -0.2, the RMSE is increased by about 37%, but sample sizes smaller than 1000 see reduction in the RMSE. However, note that the RMSE of the SMGPH is lower than that of GPH, so that is preferable to use the former in practical applications. Even in the worst case for the convex combination applied to the SMGPH (T = 2000, d = -0.2, commented above), the RMSE is pretty much the same as that from the convex combination applied to the GPH. Table 3 The RMSE reduction achieved by the method on the SMGPH for ARFIMA(1,d,0) and
is not shown here, but is in general slightly worse than that obtained for the GPH in percentage points. On the other hand, the RMSE of the SMGPH is originally lower than that of the GPH, such that the RMSE resulting from the convex combination frequently favours the SMGPH. It is important to point out that the technique proposed here achieves considerable reduction in the RMSE when the DGP is an ARFIMA(0,d,0), and a smaller reduction in general when a positive AR or negative MA (the most likely to bias the long memory estimation) of magnitude 0.5 is present. It is noted that the greater n* used, the better result is achieved in general, but the greater n* are likely to worsen the few unfavourable cases.
Concluding Remarks
In this paper, we propose a convex combination of long memory estimates taken from the same data using different sampling rates. The Geweke and Porter-Hudak (1983) estimator and its smoothed version are used, and the estimates from lower sampling rates must be bias corrected.
We use for this purpose the heuristic bias formula in Souza and Smith (2002) The RMSE reduction for the ARFIMA (0,d,0) case makes it advantageous to use the convex combination to estimate the degree of fractional integration, even taking into account the risk of the misspecification in the bias formula. T=200  500  1000  2000  T=200  500  1000  2000  T=200  500  1000  2000  T=200  500  1000 T=200  500  1000  2000  T=200  500  1000  2000  T=200  500  1000  2000  T=200  500  1000 Table 3 : Bias, standard deviation and RMSE obtained by the method upon the GPH estimator for ARFIMA(1,d,0) processes, φ = 0.5 (n*=1 corresponds to the GPH alone). T=200  500  1000  2000  T=200  500  1000  2000  T=200  500  1000  2000  T=200  500  1000 
