In this paper, a new type of 3D bin packing problem (BPP) is proposed, in which a number of cuboidshaped items must be put into a bin one by one orthogonally. The objective is to find a way to place these items that can minimize the surface area of the bin. This problem is based on the fact that there is no fixed-sized bin in many real business scenarios and the cost of a bin is proportional to its surface area. Our research shows that this problem is NP-hard. Based on previous research on 3D BPP, the surface area is determined by the sequence, spatial locations and orientations of items. Among these factors, the sequence of items plays a key role in minimizing the surface area. Inspired by recent achievements of deep reinforcement learning (DRL) techniques, especially Pointer Network, on combinatorial optimization problems such as TSP, a DRL-based method is applied to optimize the sequence of items to be packed into the bin. Numerical results show that the method proposed in this paper achieve about 5% improvement than heuristic method.
Introduction
Bin packing problem (BPP) is a classical and important optimization problem in logistic system and production system. There are many variants of BPP, but the most meaningful and challenging one is 3D BPP, in which a number of cuboid-shaped items with different sizes should be packed into bins orthogonally. The size and cost of bins are fixed and known and the objective is to minimize the number of bins used, i.e., minimize the total cost. BPP is a typical and interesting combinatorial optimization problem and is NP-hard ( [Coffman et al., 1980] ), so it is a very popular research direction in optimization area. In addition, BPPs have many applications in practice. An effective bin packing algorithm means the reduction of computation time, total packing cost and increase in utilization of resources.
Because the cost of packing materials, which is mainly determined by their surface area, occupies the most part of packing cost, and we have found that in many real business scenarios there is no bin with fixed size (e.g., flexible and soft packing materials, not cartons or other bins, are used to pack items in cross-border e-commerce), so a new type of 3D BPP is proposed in our research. The objective of this new type of 3D BPP is to pack all items into a bin with minimized surface area.
Due to the difficulty of obtaining optimal solutions of BPPs, many researchers have proposed various approximation or heuristic algorithms. To achieve good results, heuristic algorithms have to be designed specifically for different type of problems or situations, so heuristic algorithms have limitation in generality. In recent years, artificial intelligence, especially deep reinforcement learning, has received intense research and achieved amazing results in many fields. In addition, DRL method has shown huge potential to solve combinatorial optimization problems ( [Vinyals et al., 2015] , [Bello et al., 2016] ). In this paper, a DRL-based method is applied to solve this new type of 3D BPP and numerical experiments based on real data are designed and conducted to demonstrate effectiveness of this method.
Related Work

3D bin packing problem
Bin packing problem is a classical and popular optimization problem. Since 1970s, it has attracted great interest of many researchers and some valuable achievements have been obtained. The two-dimensional BPP is NP-hard ( [Coffman et al., 1980] ), so as a generalization of 2D BPP, 3D BPP is strongly NP-hard. For this reason, a lot of research focuses on approximation algorithms and heuristic algorithms. [Scheithauer, 1991] proposed the first approximation algorithm for 3D BPP and investigated the performance bound of the algorithm. And many effective heuristic algorithms, such as Tabu Search ( [Lodi et al., 2002] , [Crainic et al., 2009] ), guided local search ( [Faroe et al., 2003] ), extreme point-based heuristics ( [Crainic et al., 2008] ), hybrid genetic algorithm ( [Kang et al., 2012] ), have been proposed. There are also some research about exact solution method for 3D BPP. [Chen et al., 1995] considered a problem of loading containers with cartons of non-uniform size, which is a generalization of 3D BPP where bins may have different sizes, and a mixed integer programming model was developed to obtain optimal solutions. An exact branch-and-bound algorithm for 3D BPP was proposed in [Martello et al., 2000] and many instances with up to 90 items can be solved to optimality within a reasonable time limit. Some variants of BPP from real world are also studied, such as variable size bin packing problem ( [Kang and Park, 2003] ), bin packing problem with conflicts ( [Khanafer et al., 2010] , [Gendreau et al., 2004] ) and bin packing problem with fragile objects ( [Clautiaux et al., 2014] ).
Another class of packing problem, named strip packing problem, is also worth mentioning here, because it is very similar to our proposed problem. In the strip packing problem, a given set of cubiod-shaped items should be packed into a given strip orthogonally by minimizing the height of packing. The length and width of the strip is fixed and limited, and the height is infinite (for two dimensional strip packing problem, the width of strip is fixed and the length is infinite). This type of problem has many applications in steel industry and textile industry, and different types of algorithms have been proposed to solve the problem, such as exact algorithms in [Martello et al., 2003] and [Kenmochi et al., 2009] , approximation algorithm in [Steinberg, 1997] , heuristic algorithm in [Bortfeldt and Mack, 2007] and meta-heuristic algorithms in [Bortfeldt, 2006] and [Hopper and Turton, 2001 ].
DRL in combinatorial optimization
Even though machine learning and combinatorial optimization have been studied for decades respectively, there are few investigations about application of machine learning method in combinatorial optimization problems. One research direction is designing hyper-heuristics based on reinforcement learning (RL) ideas. An overview of hyperheuristics is presented in [Burke et al., 2013] , in which some hyper-heuristics based on learning mechanism are discussed. In [Nareyek, 2003] , the heuristics selection probability is updated based on non-stationary RL. In addition, various score updating methods have been proposed in the area of hyper-heuristics, such as binary exponential backoff ([Remde et al., 2009] ), tabu search ([Burke et al., 2003] ) and choice function ([Cowling et al., 2000] ).
Recent advances in sequence-to-sequence model ([Sutskever et al., 2014] ) have motivated the research about neural combinatorial optimization. Attention mechanism, which is used to augment neural networks, contributes a lot in areas such as machine translation ([Bahdanau et al., 2014] ) and algorithm-learning ([Graves et al., 2014] ). In [Vinyals et al., 2015] , a neural network with a specific attention mechanism named Pointer Net was proposed and a supervised learning method is applied to solve the Traveling Salesman Problem. [Bello et al., 2016] developed a neural combinatorial optimization framework with RL, and some classical problems, such as Traveling Salesman Problem and Knapsack Problem are solved in this framework. Because of the effectiveness and generality of the methodology proposed in [Bello et al., 2016] , our research is mainly based on their framework and methods. In a typical 3D BPP, a set of items must be packed into fixedsized bins in the way that minimizes the number of bins used. Unlike typical BPP with fixed-sized bins, we focus on the problem of designing the bin with least surface area that could pack all the items. In real business scenarios, such as crossboard e-commerce, no fixed-sized bin is available and flexible and soft materials are used to pack all the items. At the same time, the cost of a bin is directly proportional to its surface area. In this case, minimizing the surface area for the bin would bring great economic benefits. The exact formulation of our problem is given below. Given a set of cuboid-shaped items and each item i is characterized by length(l i ), width(w i ) and height(h i ). Our target is to find out the least surface area bin that could pack all items. We define (x i , y i , z i ) as the left-bottom-back (LBB) coordinate of item i and define (0, 0, 0) as the left-bottomback coordinate of the bin. The details of decision variables are shown in Table 1 . Based on the descriptions of problem and notations, the mathematical formulation for the new type of 3D BPP is presented as follows:
where
Constraints (9), (10), (11) denote the length, width, height of item i after orientating it. Constraints (1), (3), (4), (5) are used to guarantee there is no overlap between two packed items while constraints (6), (7), (8) are used to guarantee the item will not be put outside the bin.
We have tried to solve the problem by optimization solvers, such as IBM Cplex Optimizer, but it is very difficult to solve in reasonable time limit and we will prove this problem is NP-hard in the appendix. 
A DRL-based method
In this section, we will describe the DRL-based method to solve this new type of 3D BPP. Since solving it exactly is intractable, we use a constructive approach, i.e., packing items one by one in sequence. There are three class of decisions to make:
1. the sequence in which the items are packed into the bins.
2. item orientation to be put into the bin.
3. the strategy that selects an empty maximal space to put the item.
We design a heuristic algorithm to choose the sequence, orientation and empty maximal space. When putting an item, the algorithm will go over all empty maximal spaces and 6 orientations for this item and choose the empty maximal space and orientation that yields least surface area. After that, we will go over all the remaining items and identify one that will yield least waste space. The detailed algorithm is described in the appendix. In this paper, DRL is used to find better sequence to pack the items, other strategies for choosing item orientation and empty maximal space are the same as the heuristic mentioned above. In doing so, we are only demonstrating that DRL can be powerful in finding a better solution than well-designed heuristic. In our future work, we will investigate how to incorporate all of item sequence, orientation and empty maximal space choice into DRL framework.
Architecture of the network In our research, the design of network architecture is inspired by the work of [Vinyals et al., 2015] and [Bello et al., 2016] . In their studies, a neural network architecture named Pointer Net (Ptr-Net) is proposed and used to solve some classical combinatorial optimization problems, such as Traveling Salesman Problem (TSP) and Knapsack Problem. For example, when solving TSP, the coordinates of points on twodimensional plane are used as input to the model step by step, and the sequence in which points are visited is the predicted results. This architecture is similar to sequence-to-sequence model, which is proposed in [Sutskever et al., 2014] and is a powerful method in machine translation. There are two main differences between Ptr-Net and sequence-to-sequence model: first, the number of target classes in each step of the output in sequence-to-sequence model is fixed, but in Ptr-Net, the output dictionaries size is variable; second, the attention mechanism is used to blend hidden units of the encoder to a context vector in sequence-to-sequence model, but Ptr-Net use attention as a pointer to select a member of the input sequence as the output.
The neural network architecture in our research is shown in Figure 1 . The input to this network is a sequence of size data (length, width and height) of items to be packed, and the output of this network is another sequence which represents the order we pack those items. The network consists two RNNs: an encoder network and a decoder network. At each step of encoder network, the size data (length, width and height) of one item are embedded and given as input to the LSTM cell and the cell output is collected. After the final step of the encoder network, the cell state and outputs are given to the decoder network. At each step of decoder network, one of the outputs of encoder network is selected as the input of the next step. For example, as show in Figure 1 , the output of the 3rd step of decoder network is 4, so the output of the 4th step of encoder network is selected (pointed) and given as the input to the 4th step of the decoder network. And the attention mechanism and glimpse mechanism proposed in [Bello et al., 2016] is also used to integrate the information of output of decoder cell and outputs of encoder network to predict which item will be selected in each step. Policy-based reinforcement learning method In this paper, reinforcement learning methodology is used to train the neural network. The input of network can be de-
, where l i , w i , h i represents the length, width and height of the ith item respectively. The output of network is the sequence in which the items are packed into the bin, which can be denoted as o. And if the items are packed in this sequence, there will be a smallest bin that can pack all the items. We use the surface area (SA) of the bin to evaluate the sequence, and we use SA(o|s) to denote the surface area. The stochastic policy of the neural network can be defined as p(o|s), i.e., the probability of choosing sequence o in which items are packed given a number of items s. And the goal of training is to give high probabilities to sequences that correspond to small surface areas. To be more specific, we use θ θ θ to denote the parameters of the neural network, and the training objective is the expected surface area, which is defined as:
In [Williams, 1992] , a general class of associative reinforcement learning algorithms, called REINFORCE algorithms are proposed. These algorithms can make weight adujustments in a direction that lies along the gradient of expected reinforcement. Based on the ideas of these algorithms, in each step of training, if the reward, baseline value and probability distribution of prediction are obtained, then the parameters of the neural network, θ θ θ, is incremented by an amount
where b(s) denotes the baseline value of surface area and is used to reduce the variance of the gradients. And if we randomly get M i.i.d. samples s 1 , s 2 , . . . , s M , then the above gradients can be approximated by:
Baseline iteration: memory replay For a sample s i , the baseline value b(s i ) is initialized by calculating the surface area of a packing plan which is generated by a heuristic algorithm. And in each step, the baseline value is updated as:
where SA(o i |s i ) is the surface area calculated at each step.
Random sampling and beam search
For each sample, the output of neural network is randomly sampled based on the probability distribution given by the policy network during training stage. While in testing stage, the greedy strategy is applied, i.e., in each step, the prediction with maximal probability is selected as output. In addition, a beam search method is used in the testing procedure to enhance the performance of neural network, i.e., the predictions with top-k highest probability are selected and maintained in each step. As a conclusion of the discussion above, the training procedure of the neural network can be shown in Algorithm 1.
Experiments
To test the performance of the model, a series of experiments on real data are conducted. The experiments can be classified into three categories based on the number of items in one customer order, i.e., 8, 10 and 12. In all of the experiments, we use 150,000 train samples and 150,000 test samples. Despite the difference in item number, we use the same hyper-parameters to train the model. We use mini-batch of size 128 and LSTM cell with 128 hidden units. We train the model with Adam optimizer with initial learning rate of 10 Select a batch of sample s i for i ∈ {1, · · · , B}.
6:
Sample solution o i based on p θ (·|s i ) for i ∈ {1, · · · , B}.
7:
8:
Update θ = ADAM (θ, g θ ).
9:
for i ∈ {1, · · · , B}. 10: end for 11: return pointer net parameters θ. norm of our gradients to 1.0. We use the surface area calculated by heuristic algorithm as initial baseline input and apply α = 0.7 during the baseline iteration. We use 1000,000 steps to train the model and it will take about 12 hours for Tesla M40 GPU machine. When testing, we use beam search (BS) of size 3. Model implementation with TensorFlow will be available soon. The performance indicator is average surface area (ASA). The results of testing are shown in Table 2 . Using beam search (BS), the proposed method achieves 4.89%, 4.88%, 5.33% improvement than heuristic algorithm for Bin8, Bin10 and Bin12. Optimal sequences for 5000 samples of Bin8 are obtained by exhaustive method, and the gap between results of heuristic algorithm and optimal solutions is about 10%, which means that RL BS results are very close to optimal sequences.
Conclusion
In this paper, a new type of 3D bin packing problem is proposed. Different from the classical 3D BPP, the objective of the new problem is to minimize the surface area of the smallest bin that can pack all items. Due to the complexity of the problem, it is very difficult to obtain optimal solution and heuristic algorithm may have the problem of lack of generality. Therefore, we apply the Pointer Net framework and and a DRL-based method to optimize the sequence of items to be packed. The model is trained and tested with a large number of real data. Numerical experiment results show that the DRL-based method outperforms a well-designed, effective heuristic algorithm significantly. Our main contributions include: firstly, a new type of 3D BPP is proposed; secondly, the DRL technique is firstly applied in solving bin packing problem. In the future research, we will focus on investigation of more effective network architecture and training algorithm. In addition, integrating the selection of orientation and empty maximal space into the architecture of neural network is also worthy of study.
[ Martello et al., 2003] 
A 3D Bin Packing Heuristic Algorithm
The detailed 3D bin packing heuristic algorithm is:
The heuristic algorithm uses both least surface area heuristic and least waste space heuristic while our DRL method only uses least surface area heuristic. Proof: First of all, we will prove the new type of 2D BPP is NP-hard. To show it is NP-hard, we will give a reduction of 1D Bin Packing Problem.
Given a one-dimensional bin packing problem, it consists of n items with integer size w 1 , · · · , w n and bins with integer capacity W . The objective is to minimize the number of bins used to pack all items.
To convert it into new type of 2D BPP, we assume that there are n items with width w i and height 1/(n · max(w i )). And there is also a item with width W and height W · n · max(w i ), which is called as Base Item. The new type of 2D BPP problem is to find the bin with least surface area to pack the generated n + 1 items.
Without loss of generality, we assume the Base Item is on the left-buttom of the bin. Adding one item on the right side Algorithm 2 3D Bin Packing Heuristic Algorithm 1: Denote the set of n items as I. Each item is of length l i , height h i and width w i . 2: Initialize a sufficiently large bin(B) with length L, width Select an item with largest surface area.
7:
Put the item into the bin and generate 3 empty maximal spaces ES1. Update ES = ES1. Select a item i from set S according to least waste space heuristic(Algorithm 4). UpdateÎ ←Î \ i.
10:
Select an empty maximal space from ES and decide the orientation according to Least surface Area Heuristic(Algorithm 3).
11:
Generate new empty maximal spaces(ES1) and delete those that are intersected and overlapped(ES2). Update ES ← ES ES1 \ ES2. Calculate the volume V after packing item i according toŝ i ,ô i (which is determined by Least surface Area Heuristic). Denote the least waste space of item LW V i = V − V i .
7:
if LW V i < LV then 8:
Update LV = LW V i .
9:
Updateî = i.
10:
end if 11: end for 12: Return item i.
of the Base Item yields the total surface area is increased by at least (W · n · max(x i ))/(n · max(w i )) = W . At the same time, even if all the items are added on the upper side of the Base Item, the total increased area is at most W . Thus, all the items will be put on the upper side of the Base Item.
Next, we will prove the length and width of the item will not be reversed. If reversing one item with width and length, the increased area is at least W · min(w i ) for this item. However, the increased area is at most W for all items if no item is reversed.
If we can find out a bin with least surface area to pack this n + 1 items, we find out the least number of bins of capacity W that can contain n items of size w 1 , · · · , w n . Therefore, if we can solve the new type of 2D BPP in polynomial time, the one-dimensional bin packing problem can be solved in polynomial time, which completes the proof that this new type of 2D BPP is NP-hard unless P = NP.
For the new type of 3D bin packing problem, we will add length 1/(n · max(w i ))
