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Groupes d’isome´tries permutant doublement
transitivement un ensemble de droites
vectorielles
Lucas Vienne
Departement de mathe´matiques. Universite´ d’Angers. France
Re´sume´
Soit n ≥ 3 un entier, et G un groupe fini d’isome´tries d’un espace euclidien E
de dimension finie agissant deux fois transitivement sur un ensemble de droites
vectorielles G = {U1, . . . , Un}. Alors G est une gerbe e´quiangulaire de droites, ce
qui signifie que, pour 1 ≤ i, j ≤ n, il existe des ge´ne´rateurs ui des droites Ui, une
constante c et des coefficients εi,j dans {−1,+1} tels que
∀i, j, 1 ≤ i, j ≤ n, ‖ui‖ = 1, et si i 6= j alors (ui|uj) = εi,j.c
On associe a` ce syste`me ge´ne´rateur (u1, . . . , un) le graphe simple Γ sur l’ensemble
X = {1, . . . , n} pour lequel deux points distincts i et j sont lie´s lorsque εi,j = −1.
Dans cet article on e´tudie les proprie´te´s du graphe (Γ,X) implique´es par la double
transitivite´ de G, puis on recherche des graphes remplissant ces conditions et les
groupes d’isome´tries qui leurs sont associe´s. C’est notamment le cas des graphes de
Paley.
Key words: groupe, graphe, graphe fortement re´gulier, strongly regular graphs,
groupe doublement transitif, Paley graphs, equiangular lines
1 Introduction
Soit n ≥ 3 un entier, E un espace vectoriel re´el de dimension finie et G un
sous-groupe fini du groupe line´aire GL(E) qui permute deux fois transitive-
ment un ensemble de droites vectorielles G = {U1, . . . , Un}. On sait qu’il existe
un produit scalaire ϕ = ( | ) sur E pour lequel G apparaˆıt comme un sous-
groupe d’isome´tries du groupe orthogonal Oϕ(E), et la double transitivite´ de
G sur G nous montre que les droites Ui (1 ≤ i ≤ n) font deux a` deux un
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angle constant ; nous dirons que G est une gerbe e´quiangulaire. Choisissant
des ge´ne´rateurs ui de norme 1 pour chaque droite Ui, il existe une constante
c et des coefficients εi,j tous pris dans {−1,+1} (1 ≤ i, j ≤ n) tels que
∀i, j, 1 ≤ i, j ≤ n, (ui|ui) = 1 et si i 6= j, (ui, |uj) = εi,j.c.
Chacun des 2n choix de ces syste`mes de ge´ne´rateurs (u1, . . . , un) est associe´ a`
un graphe simple Γ sur l’ensemble X = {1, . . . , n}, deux sommets distincts i
et j de X e´tant lie´s si et seulement si εi,j = −1.
Dans la premie`re partie de cet article nous de´crivons les proprie´te´s ge´ome´triques
des graphes Γ implique´es par la double transitivite´ du groupe G agissant sur
la gerbe G. Ces graphes seront dits extensibles.
Dans la deuxie`me partie on construit des graphes extensibles. On montre
notamment que ce sont toujours des graphes fortement re´guliers et que les
graphes de Paley P (q) sont tous extensibles.
La troisie`me partie s’appuie sur les re´sultats d’un article pre´ce´dent ([5]) pour
montrer que toute repre´sentation d’un graphe extensible sur une gerbe e´qui-
angulaire est la somme d’une repre´sentation nulle et d’une repre´sentation dite
re´duite, ces dernie`res e´tant naturellement associe´es aux valeurs propres de la
matrice du graphe Γ. On applique ce re´sultat aux graphes construits dans
la deuxie`me partie pour de´terminer les gerbes e´quiangulaires et les groupes
d’isome´tries qui leurs sont associe´s.
2 Re´sultats pre´liminaires
Un entier n ≥ 3 e´tant choisi, la matrice E = (εi,j) d’un graphe simple Γ sur
l’ensemble X = {1, . . . , n} est donne´e par son (i, j)-e`me coefficient εi,j qui
vaut −1 si i et j sont lie´s (note´ i ∼ j) et 1 dans le cas contraire.
Donnons nous un espace quadratique (E, α) c’est-a`-dire un espace vectoriel
re´el E de dimension finie muni d’une forme biline´aire syme´trique α. Une
repre´sentation de (Γ, X) dans (E, α) est une application u de X dans E note´e
u : i→ ui telle que pour deux constantes (ω, c) on ait
(1) ∀i, j ∈ X, α(ui, ui) = ω et si i 6= j, α(ui, uj) = εi,j.c.
On dit que ω et c sont les parame`tres de u et que la matrice note´e SΓ(u) ou
plus simplement S(u) de coefficient ge´ne´ral α(ui, uj) (i, j ∈ X) est la matrice
de la repre´sentation u. Comme elle ne de´pend que de Γ et des parame`tres ω
et c, on la note aussi S(ω, c) ; remarquons que E = S(1, 1). On appelle res-
pectivement rang et degre´ de u le rang de S(u) et la dimension de E. Enfin
l’ensemble G(u) des droites vectorielles engendre´es par les vecteurs ui (i ∈ X)
s’appelle la gerbe e´quiangulaire ou isome´trique associe´e a` u. On dira aussi que
le graphe Γ est repre´sente´ sur la gerbe G(u).
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2.1 Matrices et graphes associe´s
Sauf indication contraire, le (i, j)-e`me coefficient d’une matrice M est note´
Mi,j . Pour tout σ dans le groupe SX des permutations de X , notons Pσ sa
matrice, dont le (i, j)-e`me coefficient vaut Pσ,i,j = δi,σ(j) (ou` δ est le sym-
bole de Kronecker usuel), et pour toute matrice M de type n × n posons
σM = Pσ.M.P
−1
σ , de sorte que pour deux indices i, j arbitraires dans X on
a σM i,j = Mσ−1(i),σ−1(j). En remarquant que pour deux permutations σ et δ
de X on a σδM = σ(δM), on voit que l’ensemble des permutations σ de X
telles que σM = M est un sous-groupe de SX dit stabilisateur de M et note´
stab(M). De plus σE est la matrice du graphe σΓ, image de Γ par la permu-
tation σ qui est donc dans le groupe Aut(Γ) des automorphismes du graphe
Γ si et seulement si σE = E . Autrement dit, stab(E) = Aut(Γ).
Soient (Γ, X) un graphe repre´sente´ par une gerbe isome´trique G = {Ui | i ∈ X}
dans un espace quadratique (E, α), et des ge´ne´rateurs ui des droites Ui (pour
i ∈ X) satisfaisant a` la condition (1). Choisissant une suite (ν1, . . . , νn) de
coefficients dans {−1, 1}, les ge´ne´rateurs u′i = νiui des droites Ui (i ∈ X) sa-
tisfont encore a` la condition (1) si l’on remplace la matrice E = (εi,j) par la
matrice E ′ = (ε′i,j) dont le (i, j)-e`me coefficient vaut ε′i,j = νiνjεi,j. Ce chan-
gement de ge´ne´rateurs induit aussi une modification du graphe Γ associe´ a` la
gerbe G qui doit eˆtre remplace´ par le graphe Γ′ de matrice E ′. Cette reflexion
nous conduit a` la
De´finition 1
Soient Γ et Γ′ deux graphes sur le meˆme ensemble X de sommets, de matrices
respectives E = (εi,j) et E ′ = (ε′i,j). On dit que les matrices E et E ′, ou les
graphes Γ et Γ′, sont associe´s s’il existe une suite (ν1, . . . , νn) de coefficients,
tous pris dans {−1, 1} tels que
(2) ∀(i, j) ∈ X ×X, ε′i,j = νiνj.εi,j
La proposition suivante nous donne quelques informations sur cette relation.
Proposition 1
1. La relation d’association entre graphes ou matrices est une relation d’e´quivalence.
2. L’ensemble G(E) = G(Γ) des permutations σ de X telles que les matrices
E et σE , ou les graphes Γ et σΓ, soient associe´s est un sous-groupe de SX
contenant le groupe stab(E) = Aut(Γ).
3. Si deux graphes (Γ, X) et (Γ′, X) de matrices respectives E et E ′ sont as-
socie´s, les groupes G(E) et G(E ′) sont e´gaux.
De´monstration . Le point 1 est imme´diat. Les points 2 et 3 se montrent facile-
ment en remarquant que, pour σ dans SX , les matrices E et σE sont associe´es
si et seulement si il existe une suite (ν1, . . . , νn) de coefficients, tous pris dans
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{−1, 1} tels que
(3) ∀(i, j) ∈ X ×X, εσ(i),σ(j) = νiνj.εi,j 
Notation : Lorsque le graphe Γ ou sa matrice E sont de´termine´s sans ambigu¨ıte´
on notera plus simplement G le groupe G(E) = G(Γ).
2.2 Localisation
Certains graphes associe´s a` (Γ, X) vont jouer un roˆle important.
Proposition 2 (et de´finition de la localisation)
Soit (Γ, X) un graphe de matrice E , et j un point de X.
1. Il existe une unique matrice E ′ = (ε′k,l) associe´e a` E telle que pour tout k
dans X, ε′k,j = 1. On a
∀k, l ∈ X, ε′k,l = νkνl.εk,l ou` νk = εk,j si k 6= j et νj = 1.
2. Il existe un unique graphe Γ′ associe´ a` Γ tel que j soit un point isole´ de Γ′,
c’est-a`-dire qu’aucune are`te de Γ′ ne contient j.
Nous dirons que E ′ est la matrice localise´e de E en j et la noterons E ′ = jE.
De meˆme Γ′ est le graphe localise´ de Γ en j et on le note Γ′ = jΓ.
De´monstration . Bien entendu la deuxie`me affirmation n’est que la traduction
de la premie`re dans le langage des graphes. Montrons donc la premie`re. Posons
pour tout indice k dans X ,
νk = εj,k si k 6= j et νj = 1,
puis pour deux indices arbitraires k, l dans X ,
ε′k,l = νk.νl.εk,l.
La matrice E ′ = (ε′k,l) est associe´e a` E et satisfait a` ε′j,k = νj .νk.εj,k = ε2j,k = 1,
pour tout k dans X ; elle re´pond donc a` la question. Si E ′′ = (ε′′k,l) est une
deuxie`me solution de coefficient ge´ne´ral ε′′k,l = µk.µl.εk,l, ou` les µk sont pris
dans {−1, 1}, il vient, pour deux indices k, l dans X ,
εk,l = νk.νl.ε
′
k,l = µk.µl.ε
′′
k,l et εk,j = νk.νj = µk.µj,
donc εk,j.εl,j = νk.νj .νl.νj = µk.µj.µl.µj puis νk.νl = µk.µl,
d’ou` l’on tire ε′k,l = ε
′′
k,l et enfin E ′ = E ′′. 
Rassemblons quelques proprie´te´s de la localisation.
Proposition 3
Soient Γ et Γ′ deux graphes sur X de matrices respectives E et E ′.
1. Pour deux indices j, k dans X, on a kE = k(jE), que l’on note plus sim-
plement kjE .
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2. Les matrices E et E ′ sont associe´es si et seulement si il existe un indice k
dans X tel que kE = kE ′ et dans ce cas l’e´galite´ jE = jE ′ a lieu pour tous les
indices j de X.
3. Pour toute permutation σ de X, on a les e´quivalences entre :
(a) Les matrices E et σE sont associe´es.
(b) Pour tout indice j dans X on a σ(jE) = σ(j)E.
(c) Il existe un indice k dans X tel que σ(kE) = σ(k)E .
De´monstration
1. Les matrices E , kE et k(jE) sont associe´es et la k-e`me colonne de k(jE)
ne contient que le nombre 1. Or, d’apre`s la proposition 2, cette proprie´te´
caracte´rise la matrice kE . Donc kE = k(jE).
2. Si E et E ′ sont associe´es, alors kE et kE ′ le sont aussi mais de plus, leur k-e`me
colonne ne contenant que des 1, elles sont e´gales d’apre`s la proposition 2.
Inversement si kE = kE ′ alors par transitivite´ on voit que E ′ est associe´e a` E .
Dans ce cas on obtient pour tout indice j dans X ,
jE = jkE = jkE ′ = jE ′.
3. Tout d’abord la de´finition 1 nous montre que, pour toute permutation σ de
X , si les matrices E et E ′ sont associe´es alors σE et σE ′ le sont aussi.
Partant de l’hypothe`se (a), comme pour chaque indice j dans X , E et jE sont
associe´es, on en de´duit que E , σE et σ(jE) sont associe´es, or
∀i ∈ X, σ(jE)σ(j),i = jEσ−1σ(j),σ−1(i) = jE j,σ−1(i) = 1,
donc σ(jE) est l’unique matrice associe´e a` E dont la σ(j)-e`me colonne ne
contient que des 1, c’est-a`-dire σ(jE) = σ(j)E , ce qui prouve (b).
Bien entendu (b) implique (c).
Supposons enfin que, pour un indice k, on ait σ(kE) = σ(k)E . Alors comme E ,
kE et σ(k)E sont associe´es, σE est associe´e a` σ(kE) = σ(k)E , et par transitivite´
E et σE sont associe´es. Donc (c) implique (a). 
Remarque : en utilisant la correspondance naturelle entre les graphes et leurs
matrices on obtient une adaptation imme´diate de cette proposition en terme
de graphes que nous laissons au lecteur.
Nous allons maintenant interpre´ter ge´ome´triquement l’incidence de la locali-
sation sur un graphe, c’est a` dire comparer, pour deux points x et y de X , les
graphes localise´s xΓ et yΓ.
Introduisons une notation : si x est un point d’un graphe (Γ, X) et d un entier
positif, on note Γ(x, d) l’ensemble des points de X qui sont a` distance d de x,
et Γ(x, d+) l’ensemble de ceux qui sont a` une distance supe´rieure ou e´gale a` d.
Lemme 1
Soient x et y deux sommets distincts d’un graphe (Γ, X) de matrice E . Notons
xE et yE les matrices des localise´s xΓ et yΓ du graphe Γ en x et y.
1.a. Il existe une suite de coefficients νk (k ∈ X), tous dans {−1, 1}, tels que
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∀k, l ∈ X, xEk,l = νkνl.yEk,l, ou` νk = −1 ⇔ k ∈ yΓ(x, 1) ⇔ k ∈ xΓ(y, 1)
1.b. On a yΓ(x, 1) = xΓ(y, 1) et les graphes induits par xΓ et yΓ sur cet
ensemble sont e´gaux.
2. Soit {k, l} une paire de points dans X. La nature de la liaison entre k et l
(are`te ou non) est identique dans les graphes xΓ et yΓ si et seulement si le
cardinal de {k, l} ∩ yΓ(x, 1) est pair.
De´monstration
1a. Comme la matrice xE est la localise´e en x de yE (car xE = xyE d’apre`s la
proposition 3), la proposition 2 nous montre que les matrices xE et yE sont
lie´es par les relations
∀k, l ∈ X, xEk,l = νkνl.yEk,l, ou` νk = yEk,x si k 6= x et νx = 1
On en de´duit que νk = −1 si et seulement si {k, x} est une are`te de yΓ,
autrement dit si k ∈ yΓ(x, 1). Or l’e´galite´ xEk,l = νkνl.yEk,l est syme´trique
en x et y (yEk,l = νkνl.xEk,l est obtenue en multipliant ses deux membres par
νkνl), donc νk =
yEk,x = xEk,y, ce qui montre que {k, x} est une are`te de yΓ si
et seulement si {k, y} est une are`te de xΓ, autrement dit yΓ(x, 1) = xΓ(y, 1),
et ceci prouve 1.a.
Revenons a` l’interpre´tation ge´ome´trique de l’e´galite´ xEk,l = νkνl.yEk,l. Elle
signifie que la liaison entre les points k et l (are`te ou non-are`te) est de meˆme
nature dans les graphes localise´s xΓ et yΓ si et seulement si le produit νkνl
vaut 1. On en de´duit imme´diatement 1.b. en choisissant k et l dans yΓ(x, 1) =
xΓ(y, 1) et plus ge´ne´ralement 2, en prenant pour {k, l} une paire arbitraire de
points dans X . 
Les graphes xΓ et yΓ
2.3 Le proble`me de la transitivite´
Un graphe (Γ, X) de matrice E e´tant donne´, la proposition suivante pre´cise
a` quelles conditions le groupe G = G(E) ope`re transitivement ou doublement
transitivement sur X .
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Proposition 4
1. Le groupe G ope`re transitivement sur X si et seulement si les localise´s xΓ
de Γ, pour x variant dans X, sont deux a` deux isomorphes.
2. S’il ope`re doublement transitivement sur X, le groupe d’automorphismes
Aut(xΓ) de l’un d’eux ope`re transitivement sur l’ensemble Xx = X − {x}.
3. Si pour deux points x et y de X distincts les groupes d’automorphismes
Aut(xΓ) et Aut(yΓ) ope`rent transitivement, respectivement sur Xx = X−{x}
et Xy = X − {y} alors le groupe G ope`re doublement transitivement sur X.
De´monstration . Les points 1 et 2 sont clairs car pour toute permutation σ
dans le groupe G on a σ(xE) = σ(x)E et σ(xΓ) = σ(x)Γ d’apre`s la proposition 3.
3. Sous l’hypothe`se faite, on voit que X−{x} et X−{y} sont respectivement
des orbites sur X des sous-groupes Aut(xΓ) et Aut(yΓ) de G. Mais l’inter-
section (X − {x}) ∩ (X − {y}) n’est pas vide puisque |X| = n ≥ 3, donc le
groupe G posse`de une orbite sur X contenant la re´union (X−{x})∪(X−{y})
qui n’est autre que X ; il est donc transitif sur X et comme le sous-groupe
Aut(xΓ) de G agit transitivement sur X − {x}, on en de´duit que G agit deux
fois transitivement sur X comme voulu. 
Cette proposition nous conduit a` e´tudier les graphes satisfaisant aux deux
conditions suivantes :
C1. Les localise´s de Γ en deux points quelconques de X sont isomorphes.
C2. Pour un point x de X , le groupe d’automorphismes Aut(xΓ) du graphe
xΓ ope`re transitivement sur l’ensemble Xx = X − {x}.
Notations : un point x de X e´tant donne´, on note Γx le graphe induit par xΓ
sur l’ensemble Xx = X − {x}. Le graphe Γx ne diffe`re donc de xΓ que par la
suppression du point isole´ x.
The´ore`me 1
Soit (Γ, X) un graphe simple satisfaisant aux conditions C1 et C2.
1. Le groupe G ope`re deux fois transitivement sur X.
2. Pour tout point x de X le diame`tre du graphe (Γx, Xx) est au plus 2, et s’il
vaut 1, Γx est le graphe complet sur l’ensemble Xx et G(Γ) = SX .
3. Soient x et y deux sommets distincts de (Γ, X)
3.a. Les ensembles Γx(y, 1) et Γy(x, 1) sont e´gaux, de cardinal pair, 2s.
3.b. Les ensembles Γx(y, 2) et Γy(x, 2) sont e´gaux, de cardinal pair, 2s.
3.c. Tout point de Γx(y, 1) est lie´ a` s points de Γx(y, 2) et a` t = 2s − s − 1
points de Γx(y, 1).
3.d. Tout point de Γx(y, 2) est lie´ a` s points de Γx(y, 2) et a` s points de Γx(y, 1).
4. Toute are`te de (Γx, Xx) est contenue dans exactement t = 2s − s − 1
triangles.
5. On a |X| = n = 2 + 2s+ 2s.
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De´monstration :
1. Tout d’abord les conditions C1 et C2 nous montrent que les actions des
groupes Aut(xΓ) et Aut(yΓ) sur les ensembles Xx = X−{x} et Xy = X−{y}
sont transitives. Par la proposition 4 on en de´duit que le groupe G ope`re deux
fois transitivement sur X . Donc les cardinaux des ensembles Γx(y, 1), Γx(y, 2)
et Γx(y, 2+) ne de´pendent pas du choix des sommets x et y pourvu qu’ils soient
distincts.
2. Dire que le diame`tre du graphe (Γx, Xx) est 1 e´quivaut a` dire que c’est le
graphe complet sur Xx et l’e´galite´ G(Γ) = SX en de´coule imme´diatement.
Comme le graphe Γx ne diffe`re de xΓ que par la suppression du point isole´ x
l’e´galite´ Γx(y, 1) = Γy(x, 1) vient simplement du lemme 1 (1.b).
Supposons que le diame`tre de (Γx, Xx) est au moins 2, et choisissons un point
z2 dans Γ
x(y, 2+) et un point z dans X . Comme x est isole´ dans xΓ, on a
Γx(y, 1) = xΓ(y, 1) et le lemme 1 nous montre que si z n’est pas dans Γx(y, 1)
la liaison entre z et z2 est identique dans les graphes
xΓ et yΓ, tandis que si
z est dans Γx(y, 1) = Γy(x, 1) (repre´sente´ par z′ sur la figure A) alors {z2, z}
est une are`te de Γx si et seulement si c’est une non-are`te de Γy. Or la double
transitivite´ du groupe G agissant sur X montre que le nombre d’are`tes issues
de z2 doit eˆtre le meˆme dans les graphes Γ
x et Γy. On en de´duit donc que
le nombre d’e´le´ments de Γx(y, 1) est un nombre pair, 2s, et que z2 est lie´ a`
exactement s d’entre eux dans le graphe Γx. Mais on en de´duit aussi que z2 est
a` distance 2 de y dans le graphe Γx, donc les graphes Γx et Γy sont de diame`tre
2 et les ensembles Γx(y, 2) et Γy(x, 2) sont e´gaux car ils sont le comple´mentaire
commun dans X de {x, y} ∪ Γx(y, 1). De plus les s sommets de Γx qui sont
lie´s a` z2 mais pas dans Γ
x(y, 1) sont ne´cessairement dans Γx(y, 2). Ceci ache`ve
la preuve de 2, 3.a et 3.d.
figure A figure B
Choisissons maintenant un point z1 dans Γ
x(y, 1) et un point z dans X . En
raisonnant de fac¸on analogue, on voit que les liaisons entre z1 et z sont de
meˆme nature dans les graphes xΓ et yΓ si z est dans Γx(y, 1), et de nature
contraire si z est dans {x, y} ∪ Γx(y, 2) (repre´sente´ par z′ sur la figure B),
donc le nombre d’e´le´ments de Γy(x, 2) = Γx(y, 2) est un nombre pair, 2s, et le
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sommet z1 est lie´ a` exactement s d’entre eux dans dans le graphe Γ
x. Tenant
compte du fait que z1 est lie´ a` y, on en de´duit, par soustraction que z1 est lie´
a` exactement t = 2s− s − 1 points de Γx(y, 1), ce qui ache`ve la preuve de 3.
Enfin ce nombre t = 2s − s − 1 est aussi le nombre de triangles dont {y, z1}
est une are`te, et ceci prouve 4.
5. C’est une simple addition puisque X = {x, y} ∪ Γx(y, 1) ∪ Γx(y, 2). 
Avant de passer a` la construction de graphes satisfaisants aux conditions du
the´ore`me 1, prenons un instant pour nous accorder avec les notations usuelles.
Un graphe simple (Λ, Y ) est dit fortement re´gulier lorsqu’il posse`de les trois
proprie´te´s suivantes :
∗ Chaque sommet de Λ est lie´ a` exactement k sommets de Λ.
∗ Chaque are`te est contenue dans exactement λ triangles.
∗ Deux points non lie´s sont simultane´ment lie´s a` µ sommets.
On note souvent v le cardinal de Y et on dit que le graphe (Λ, Y ) est de type
(v, k, λ, µ). Les parame`tres d’un tel graphe ne sont pas totalement inde´pendants
puisqu’il ve´rifient la relation (v−k−1)µ = k(k−λ−1). Il est facile de ve´rifier
que les conditions impose´es par le the´ore`me 1 au graphe (Γx, Xx) en font un
graphe fortement re´gulier avec les parame`tres (v, k, λ, µ) = (n− 1, 2s, t, s), et
l’e´galite´ (v − k − 1)µ = k(k − λ− 1) se traduit alors par n = 2 + 2s+ 2s.
Pour des raisons essentiellement typographiques (les lettres v, k, λ, et µ sont
bien utiles) nous gardons dans la suite les parame`tres n, t, s et s pour de´crire
le graphe (Γ, X).
3 Constructions de graphes
Fixons quelques notations.
Dans cette partie, un point x de X e´tant donne´, on renomme (Λ, Y ) le graphe
(Γx, Xx) et on suppose qu’il satisfait aux conditions 3, 4 et 5 du the´ore`me 1 :
1. Le graphe (Λ, Y ) est diame`tre 2.
2. Pour tout point y de Y ,
2.a. L’ensemble Λ(y, 1) des points lie´s a` y est de cardinal pair 2s.
2.b. L’ensemble Λ(y, 2) des points a` distance 2 de y est de cardinal pair 2s.
2.c. Tout point z de Λ(y, 1) est lie´ a` s points de Λ(y, 2) et a` t = 2s − s − 1
points de Λ(y, 1).
2.d. Tout point z de Λ(y, 2) est lie´ a` s points de Λ(y, 2) et a` s points de Λ(y, 1).
3. Chaque are`te du graphe (Λ, Y ) est contenue dans exactement t = 2s−s−1
triangles.
4. On a |Y | = 1 + 2s+ 2s.
Nous dirons qu’un graphe (Λ, Y ) satisfaisant a` ces quatre proprie´te´s est ex-
tensible et que les constantes (t, s, s) sont ses parame`tres. Lorsqu’aucune am-
bigu¨ıte´ n’est possible concernant le point y de Y , on notera (Λ1, Y1) et (Λ2, Y2)
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les graphes induits par (Λ, Y ) sur les ensembles Y1 = Λ(y, 1) et Y2 = Λ(y, 2),
c’est-a`-dire les graphes dont les are`tes sont celles de (Λ, Y ) qui sont contenues
dans Y1, ou Y2.
Remarquons que la connaissance du graphe (Λ, Y ) = (Γx, Xx) de´termine, a`
isomorphisme pre`s, pour tout y dans X , le graphe (Γy, Xy), puisque yΓ = yxΓ.
Plus pre´cise´ment on a
Proposition 5
Si pour un point x de X le graphe (Γx, Xx) est extensible, alors le graphe
(Γy, Xy) l’est pour tout y dans X, et les parame`tres des graphes (Γx, Xx) et
(Γy, Xy) sont e´gaux.
De´monstration . Simple de´compte. 
3.1 Le graphe comple´mentaire
On appelle comple´mentaire d’un graphe (Λ, Y ) le graphe (Λ, Y ) admettant le
meˆme ensemble de sommets Y que (Λ, Y ) et dont les are`tes sont les non-are`tes
de (Λ, Y ).
Proposition 6
Si (Λ, Y ) est un graphe extensible, son graphe comple´mentaire (Λ, Y ) l’est
aussi et ses parame`tres (t, s′, s′) sont lie´s aux parame`tres (t, s, s) de (Λ, Y ) par
s′ = s, s′ = s, t + t = s+ s− 2 = s′ + s′ − 2
Cette proposition, qui se montre tre`s simplement, nous permet de limiter notre
recherche aux cas ou` t ≤ t, ce qui e´quivaut a` 2t ≤ s + s− 2.
On aborde maintenant la recherche des graphes extensibles (Λ, Y ) de pa-
rame`tres (t, s, s). On organise la discussion en fonction du parame`tre t qui
nous donne le nombres de triangles incidents a` une are`te donne´e. Nous regar-
dons tout d’abord les cas t = 0 et t = 1. Ensuite on verrons que les graphes
de Paley P (q) forme une famille infinie de solutions admettent un syste`me de
parame`tres de la forme (t, s, s) = (t, t + 1, t+ 1) ou` q = 4t+ 5.
3.2 t = 0
The´ore`me 2
1. Si t = 0, le graphe (Λ, Y ) existe uniquement si (t, s, s) = (0, 1, 1). C’est un
pentagone.
2. Son groupe d’automorphismes Aut(Λ) est le groupe die´dral D5, dont l’ex-
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tension G(Γ) est un groupe ope´rant doublement transitivement sur l’ensemble
X = Y ∪ {x}, semblable a` la repre´sentation doublement transitive du groupe
alterne´ A5 sur un ensemble de cardinal 6.
De´monstration
1. Il est clair qu’un pentagone est un graphe extensible de parame`tre t = 0.
Inversement si (Λ, Y ) est extensible et t = 0, choisissons un point y dans Y et
un point z dans Y2 = Λ(y, 2) qui est donc lie´ a` 2s points de Y dont s sont dans
Y1 = Λ(y, 1) et les autres dans Y2. Comme (Λ, Y ) ne contient aucun triangle
chaque point z2 de Λ(z, 1) ∩ Y2 est lie´ a` s points dans Y1 (proprie´te´ 2d des
graphes extensibles) qui sont tous dans le comple´mentaire C de Λ(z, 1) ∩ Y1
dans Y1. Or, d’apre`s la condition 2d, |Λ(z, 1)∩Y1| = |C| = s, donc inversement
chaque chaque point de C est lie´ aux s points de Λ(z, 1) ∩ Y2.
Supposons que s > 1. On peut alors choisir deux points distincts y1 et z1 dans
C lie´s a` y et aux s points de Λ(z, 1)∩Y2. Il vient donc |Λ(y1, 1) ∩ Λ(z1, 1)| ≥ s+ 1,
ce qui contredit la condition 2d. Donc, par l’absurde, s = 1, s = 1 et le graphe
(Λ, Y ) est un pentagone.
2. Revenons au graphe (Γ, X) pour lequel (Γx, Xx) = (Λ, Y ). D’apre`s la pro-
position 5, pour tout y dans X , le graphe (Γy, Xy) est extensible, de meˆmes
parame`tres que (Γx, Xx), et l’unicite´ de la construction ci-dessus nous montre
qu’il s’agit aussi d’un pentagone. Le groupe G(Γ) ope`re donc transitivement
sur X et le stabilisateur d’un point x de X est semblable, dans son action sur
Xx au groupe die´dral D5. 
3.3 t = 1
Nous allons montrer que lorsque le parame`tre t vaut 1, il existe, a` isomorphisme
pre`s, quatre graphes extensibles (Λ, Y ) dont les parame`tres sont
(1, 1, 0), (1, 2, 2), (1, 3, 4), (1, 5, 8)
Comme pre´ce´demment on choisit un sommet y dans Y et on note (Λ1, Y1) et
(Λ2, Y2), les graphes induits par (Λ, Y ) sur Y1 = Λ(y, 1) et Y2 = Λ(y, 2).
Proposition 7 Pour des indices i et j entre 1 et s on a :
(1) Le graphe (Λ1, Y1) dessine sur Y1 une partition par s are`tes, qu’on notera
α1 = {a′1, a′′1},. . .,αs = {a′s, a′′s}.
(2) Notant A′i (resp. A
′′
i ) l’ensemble des points de Y2 lie´s a` a
′
i (resp. a
′′
i ), pour
chaque indice i, {A′i, A′′i } est une partition de Y2 en deux sous-ensembles de
cardinal s = 2(s− 1).
(3) Le graphe (Λ2, Y2) ne contient aucun triangle.
(4) Toute are`te de (Λ2, Y2) est contenue dans exactement un ensemble parmi
A′1, A
′′
1, . . . , A
′
s, A
′′
s , et le graphe (Λ2, Y2) induit sur chacun d’eux une partition
par s− 1 are`tes.
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(5) Si α′ et α′′ sont deux are`tes du graphe (Λ2, Y2) choisies respectivement
dans A′i et A
′′
i , il existe des are`tes β
′ et β ′′ du graphe (Λ2, Y2), uniquement
de´termine´es telles que α′, α′′, β ′ et β ′′ forment un carre´.
De plus il existe un unique indice j tel que β ′ et β ′′ soient respectivement
contenues dans A′j et A
′′
j .
Repre´sentation symbolique de la proposition 7
De´monstration
(1) Comme t = 1, l’ensemble des triangles de sommet y dessine sur Y1 une
partition par s are`tes, que l’on note α1 = {a′1, a′′1}, . . . , αs = {a′s, a′′s}.
(2) Chacun des sommets a′i (resp. a
′′
i ) est donc lie´ a` un ensemble A
′
i (resp. A
′′
i )
de 2s − 2 points dans Y2. La condition t = 1 nous montre que pour chaque
indice i l’intersection A′i∩A′′i est vide et donc {A′i, A′′i } est une partition de Y2
(3) S’il existait un triangle T dans Y2, une de ses are`tes serait contenue dans
l’un des ensembles A′1 ou A
′′
1 et serait donc commune a` deux triangles (T et
un triangle de sommet a′1 ou a
′′
1), ce qui contredirait la condition t = 1. Ceci
prouve (3).
(4) La condition t = 1 nous montre aussi que, pour chaque indice i, l’ensemble
des traces sur Y2 des triangles de sommet a
′
i (resp. a
′′
i ) dessine sur A
′
i (resp. A
′′
i )
une partition par s − 1 are`tes. Inversement toute are`te contenue dans Y2 est
contenue dans un unique triangle dont le troisie`me sommet est ne´cessairement
l’un des a′i ou des a
′′
i . Donc cette are`te est contenue dans A
′
i ou A
′′
i .
(5) Soient u et v les deux sommets de l’are`te α′ et βj = {u, uj} la liste des
s − 1 are`tes d’origine u (1 ≤ j ≤ s − 1), contenues dans Y2 et distinctes de
α′. Comme, d’apre`s (4), aucune d’elle ne peut eˆtre contenue dans A′i, leurs
extre´mite´s u1, . . . , us−1 sont toutes contenues dans A
′′
i . Mais comme Y2 ne
contient aucun triangle l’ensemble {u1, . . . , us−1} ne contient aucune are`te.
Donc chacune des s− 1 are`tes contenue dans A′′i contient exactement l’un des
points uj. En particulier il existe un unique indice k tel que uk soit un sommet
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de l’are`te α′′. En raisonnant de meˆme avec le point v, on voit qu’il existe un
sommet vl de l’are`te α
′′ tel que {v, vl} soit une are`te. De plus comme Y2 ne
contient pas de triangle, on voit que uk 6= vl, autrement dit α′′ = {uk, vl}.
Ceci nous prouve la premie`re partie de (5) (avec β ′ = {u, uk} et β ′′ = {v, vk}).
Soient maintenant ak (resp. al) le troisie`me sommet du triangle dont β
′ (resp.
β ′′) est une are`te. Comme les deux sommets u, v de ces triangles sont lie´s par
une are`te, le raisonnement qui pre´ce`de nous montre que le graphe induit sur
les quatre sommets uk, vl, ak, al est un carre´. Or {ak, uk}, {uk, vl} et {vl, al}
sont des are`tes donc {ak, al} est la quatrim`e are`te, ce qui montre que pour un
indice j bien de´termine´ on a (ak, al) = (a
′
j , a
′′
j ) et ceci termine la preuve de
(5). 
Remarques et terminologie. Lorsque s = 1, on a s = 2(s − 1) = 0 et l’e´tude
du graphe (Λ2, Y2) perd tout inte´reˆt ; on supose donc maintenant que s ≥ 2.
D’apre`s la proprie´te´ (4), a` chaque are`te α du graphe (Λ2, Y2) on peut associer
un unique indice i, (1 ≤ i ≤ s), tel que α soit contenue dans A′i ou dans A′′i .
L’ensemble des are`tes ainsi associe´es a` un meˆme indice forment une partition
Di de Y2 qu’on appelle leur direction. A` chaque direction Di on associe aussi
la translation de Y2 donne´e par ti(u) = v si et seulement si {u, v} est une
are`te de direction Di. Enfin nous dirons qu’une partie S de Y2 est sature´e
si elle est stable par toute translation dont la direction est celle d’une are`te
contenue dans S. Ainsi, par exemple, toute are`te est une partie sature´e et la
proposition 7 nous montre que les carre´s sont des parties sature´es de (Λ2, Y2).
En reprenant ses notations on peut pre´ciser la structure du graphe (Λ2, Y2) :
Lemme 2 Choisissons deux indices i et j entre 1 et s.
(a) Le groupe T des permutations de Y2 engendre´ par les translations t1, . . . , ts
est abe´lien 2-e´le´mentaire, et ope`re re´gulie`rement sur Y2.
(b) Il est de rang r ≥ s− 1, et s’il est de rang s− 1 alors ts = t1 ◦ . . . ◦ ts−1.
(c) On a (t, s, s) ∈ {(1, 1, 0), (1, 2, 2), (1, 3, 4), (1, 5, 8)}
De´monstration
(a) Conside´rons ti et tj deux translations de directions Di et Dj distinctes, u
un point de Y2 et les are`tes
α′i = {u, ti(u)}, α′′i = {tj(u), titj(u)}, β ′j = {u, tj(u)}, β ′′j = {ti(u), tjti(u)}.
Les are`tes α′i et α
′′
i ont meˆme direction, mais ne sont pas simultane´ment dans
A′i ou dans A
′′
i , sinon l’are`te β
′
j serait elle meˆme contenue dans A
′
i ou A
′′
i ,
ce qui contredirait (4). La proprie´te´ (5) nous montre donc l’existence d’une
unique are`te β ′′ de meˆme direction que β ′j telle que les quatre are`tes α
′
i, α
′′
i ,
β ′j et β
′′ forment un carre´. Or ceci implique clairement que β ′′j = β
′′, puis que
ti ◦ tj(u) = tj ◦ ti(u). Cet argument s’appliquant a` tout point u de Y2, on en
de´duit que ti ◦ tj = tj ◦ ti. Le groupe T , qui est donc commutatif et engendre´
par des involutions, est 2-e´le´mentaire. Enfin la condition (5) de la proposition
7 nous montre que T ope`re transitivement sur Y2, mais aussi re´gulie`rement
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puisqu’il est commutatif.
(b) Soit r le rang de T et, quitte a` renommer les translations t1, . . . , ts, on
suppose que t1, . . . , tr est un syste`me ge´ne´rateur minimal de T . On se donne
un point u dans Y2 et a` chaque are`te αi d’origine u et de direction Di on
associe le coefficient εi = εi(u) qui vaut 1 si l’are`te αi est contenue dans A
′
i et
−1 si elle est dans A′′i . On note ε(u) = (ε1, . . . , εs).
Compte tenu de la description des carre´s donne´e dans la proposition 8, (5),
on ve´rifie que la translation de vecteur tj, (1 ≤ j ≤ s), transforme le point u en
une image tj(u) associe´e au s-uplet ε(tj(u)) = (−ε1, . . . ,−εj−1, εj,−εj+1 . . . ,−εs).
Choisissons un indice j > r et supposons, quitte a` modifier l’ordre des ge´ne´rateurs
t1, . . . , tr de T , que pour un entier k compris entre 2 et r on ait tj = t1◦ . . .◦tk.
En e´valuant de deux fac¸ons ε(tj(u)) il vient
(−ε1, . . . ,−εj−1, εj,−εj+1 . . . ,−εs) = ((−1)k−1ε1, . . . , (−1)k−1εk, (−1)kεk+1, . . . , (−1)kεs)
Mais alors en utilisant les ine´galite´s 2 ≤ k ≤ r < j ≤ s, on voit successivement
que k est pair, j = s (donc la denie`re e´galite´ ” impossible ” −εs = (−1)kεs
n’a pas lieu), s = r + 1 puisque j > r implique j = s et enfin k = r, ce qui
prouve (2).
(c) Le groupe T , de rang r, ope´rant re´gulie`rement sur Y2 qui est de cardi-
nal 2.s = 4(s − 1), on a 2r = 2.s = 4.(s − 1) et s − 1 ≤ r ≤ s d’apre`s
ce qui pre´ce`de. Donc s doit ve´rifier l’une des deux e´quations 2s = 4.(s − 1)
ou 2s−1 = 4.(s − 1). La premie`re conduit aux solutions (1, 2, 2) et (1, 3, 4),
la deuxie`me conduit a` la solution (1, 5, 8). Enfin la solution (1, 1, 0) est par-
ticulie`re puisqu’elle correspond au cas ou` Y2 est vide ; dans ce cas le graphe
(Λ, Y ) est un triangle. 
Venons en a` la synthe`se : le the´ore`me 2 nous montre que les renseignements
obenus sur le graphe (Λ2, Y2) dans le lemme 2 sont suffisant pour e´tablir l’exis-
tence et l’unicite´ des graphes ayant ces proprie´te´s.
The´ore`me 3
1. Lorsque t = 1, il existe, a` isomorphisme pre`s, quatre graphes (Λ, Y ) exten-
sibles. Leurs parame`tres (t, s, s) sont :
(1, 1, 0), (1, 2, 2), (1, 3, 4), (1, 5, 8)
2.a. Si (t, s, s) = (1, 1, 0), on a |Y | = 1 + 2s+ 2s = 13, et |X| = |Y |+ 1 = 4.
Le graphe (Λ, Y ) est un triangle. Le groupe Aut(Λ, Y ) est isomorphe a` S3 et
le groupe G(Γ) est isomorphe a` S4.
2.b. Si (t, s, s) = (1, 2, 2), on a |Y | = 9 et |X| = |Y |+ 1 = 10.
Le groupe Aut(Λ2, Y2) est semblable au groupe C des isome´tries d’un carre´,
donc d’ordre |C| = 8, et le groupe Aut(Λ, Y ) e´tant transitif sur Y il est d’ordre
9.|C| = 72. Enfin le groupe G(Γ), doublement transitif sur X, est d’ordre
10.72 = 720.
2.c. Si (t, s, s) = (1, 3, 4), on a |Y | = 15 et |X| = |Y |+ 1 = 16.
Le groupe Aut(Λ2, Y2) est semblable au groupe C des isome´tries d’un cube,
donc d’ordre |C| = 48, et le groupe Aut(Λ, Y ) e´tant transitif sur Y , il est
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d’ordre 15.|C| = 720. Enfin le groupe G(Γ), doublement transitif sur X, est
d’ordre 16.720 = 11520.
2.d. Si (t, s, s) = (1, 5, 8), on a |Y | = 27 et |X| = |Y |+ 1 = 28.
Le groupe Aut(Λ2, Y2) est semblable au groupe H des isome´tries d’un hyper-
cube en dimension 4 comple´te´ par ses diagonales principales, donc d’ordre
|H| = 24.5! = 1920, et le groupe Aut(Λ, Y ) e´tant transitif sur Y , il est d’ordre
27.|H| = 51840. Enfin le groupe G(Γ), doublement transitif sur X, est d’ordre
28.51840 = 1451520. Il est semblable a` la repre´sentation de degre´ 28 du groupe
simple S6(2) = PSp6(2).
De´monstration
Le principe est assez simple. L’analyse pre´ce´dente nous a montre´ que, pour
tout point y d’un graphe extensible (Λ, Y ) de parame`tres (t, s, s), le graphe
(Λ2, Y2) induit par (Λ, Y ) sur Y2 = Λ(y, 2) satisfait aux conditions de la propo-
sition 7 et du lemme 2. Donc, si inversement, ces conditions nous permettent
de construire le graphe (Λ, Y ), a` isomorphisme pre`s, on en de´duira de´ja` l’exis-
tence et l’unicite´ du graphe (Λ, Y ) de parame`tres (t, s, s), mais aussi la tran-
sitivite´ sur Y du groupe de ses automorphismes Aut(Λ). En utilisant alors la
proposition 5, on voit que les localise´s du graphe initial (Γ, X) en des points
distincts de X sont isomorphes et on en de´duit la double transiivite´ de l’action
de G = Aut(Γ, X) sur X en utilisant par exemple la proposition 4.
∗ s = 1. Ce cas est trivial. On a Y2 = ø et le graphe (Λ, Y ) est un triangle.
Donc le groupe Aut(Γ, X) est le groupe S4 agissant naturellement sur X .
∗ Autres cas. Pour montrer l’unicite´ de ces graphes (a` isomorphisme pre`s) on
utilise deux remarques :
∗∗ Le nombre s e´tant donne´, ainsi que s = 2(s− 1), dans chaque cas le cardi-
nal de Y2 est une puissance de 2 et il n’existe qu’une repre´sentation re´gulie`re
d’un groupe T , 2-e´le´mentaire sur Y2. Par ailleurs si t1, . . . , tr est un syste`me
ge´ne´rateur minimal de T , le lemme 2 nous montre que les are`tes du graphe
(Λ2, Y2) sont les orbites sur Y2 de chacune des ti (1 ≤ i ≤ r), et e´ventuellement
de la translation ts = t1 ◦ . . . ◦ ts−1 lorsque le rang r de T est s − 1 (c’est-
a`-dire si s = 5). Ceci prouve que les liaisons internes au graphe (Λ2, Y2) sont
entie`rement de´termine´es par la connaissance de l’action de T sur Y2.
∗∗ Pour de´terminer comple`tement le graphe (Λ, Y ) il nous suffit donc de re-
construire les liaisons entre (Λ2, Y2) et (Λ1, Y1) et les liaisons internes a` (Λ1, Y1).
Or les conditions (1) et (2) de la proposition 7, nous montrent que l’ensemble
{a′1, a′′1 . . . , a′s, a′′s} des points de Y1 est en bijection naturelle avec l’ensemble
des parties {A′1, A′′1 . . . , A′s, A′′s} de Y2 associe´es aux translations ti. Il nous suf-
fit donc de montrer que la repre´sentation du groupe T sur Y2 de´termine toutes
les partitions de Y2 en {A′i, A′′i } pour en de´duire l’unicite´ du graphe (Λ, Y ).
Or, pour un indice i et un point u de Y2 donne´s dans A
′
i, la condition (5) de
la proposition 7 nous montre que chaque point tj(u) pour j 6= i est dans A′′i
ainsi que les points ti ◦ tj(u) ce qui nous donne les s = 2(s− 1) points de A′′i .
Ceux de A′i sont obtenus par exemple, par comple´mentarite´. Ceci ache`ve la
preuve de l’unicite´.
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L’existence se de´montre facilement par de´nombrement puisqu’on peut repre´senter
”a` la main” les diffe´rents graphes Y2 :
∗ Si (t, s, s) = (1, 2, 2), (Λ2, Y2) est un carre´.
∗ Si (t, s, s) = (1, 3, 4), (Λ2, Y2) est un cube.
∗ Si (t, s, s) = (1, 5, 8), (Λ2, Y2) est un hypercube en dimension 4 auquel on
rajoute ses diagonales principales.
Venons en a` la de´termination des groupes d’automorphismes de ces graphes.
On ne revient pas sur le cas s = 1.
Si (t, s, s) = (1, 2, 2). On a |Y | = 1 + 2s+ 2s = 9 et |X| = |Y |+ 1 = 10.
Le groupe Aut(Λ2, Y2) est, par construction, isomorphe au groupe die´dral D4
des automorphismes d’un carre´ et le groupe Aut(Λ, Y ) e´tant transitif sur Y il
est d’ordre 9.|D4| = 72. Enfin le groupe Aut(Γ, X) est a` son tour transitif sur
X , donc doublement transitif, et d’ordre 10.9.8 = 720
Si (t, s, s) = (1, 3, 4). On a |Y | = 1 + 2s+ 2s = 15 et |X| = |Y |+ 1 = 16.
Le groupe Aut(Λ2, Y2) est, par construction, isomorphe au groupe C des
isome´tries d’un cube d’ordre |C| = 48, et le groupe Aut(Λ, Y ) e´tant tran-
sitif sur Y il est d’ordre 15.|C| = 720. Enfin le groupe Aut(Γ, X) est a` son
tour transitif sur X , donc doublement transitif, et d’ordre 16.720 = 11520.
Si (t, s, s) = (1, 5, 8). On a |Y | = 1 + 2s+ 2s = 27 et |X| = |Y |+ 1 = 28.
Le groupe Aut(Λ2, Y2) est, par construction, isomorphe au groupe H des
isome´tries d’un hypercube en dimension 4 comple´te´ par ses diagonales prin-
cipales d’ordre |H| = 24.5! = 1920, et le groupe Aut(Λ, Y ) e´tant transitif sur
Y il est d’ordre 27.|H| = 51840. Enfin le groupe Aut(Γ, X) est a` son tour
transitif sur X , donc doublement transitif, et d’ordre 28.51840 = 1451520,
tout comme la repre´sentation de degre´ 28 du groupe S6(2) = PSp6(2), ce qui
permet de l’identifier. 
L’hypercube et ses diagonales principales
3.4 Les graphes de Paley P (q) ou` q = 4t+ 5
Rappelons que si les parame`tres du graphe (Λ, Y ) sont (t, s, s), ceux de son
graphe comple´mentaire (Λ, Y ) sont (t, s, s) ou` t+t = s+s−2. On peut donc se
contenter de rechercher l’un des deux graphes (Λ, Y ) ou (Λ, Y ). Cette remarque
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nous pousse aussi a` regarder en priorite´ les graphes susceptibles d’e`tre iso-
morphes a` leur comple´mentaire, autrement dit pour lesquels (t, s, s) = (t, s, s).
On a alors s = s = 2s− t−1, donc s = s = t+1. Or lorsque de plus q = 4t+5
est une puissance d’un nombre premier p il existe effectivement un graphe
fortement re´gulier avec ces parame`tres : le graphe de Paley P (q) ([ ? ?]). On
en donne ci-dessous une construction montrant que ce graphe est extensible.
On choisit un entier naturel t tel que q = 4t + 5 soit une puissance d’un
nombre premier p, et on pose s = s = t+ 1. Soit Fq le corps fini a` q e´le´ments,
V = Fq × Fq et X = P(V ) la droite projective associe´e qui est de cardinal
q+ 1 = 4t+6. Notons aussi i une racine primitive quatrie`me de 1 dans Fq, C
l’ensemble des carre´s non nuls et C l’ensemble des non-carre´s dans Fq. Enfin
pour tout scalaire λ, on pose λ+ C = {λ+ c | c ∈ C}.
Lemme 3
1. |C| = |C| = (q − 1)/2 = 2s.
2. Si λ est un carre´ non nul alors |(λ+C)∩C| = s−1 et |(λ+C)∩C| = s.
3. Si µ n’est pas un carre´ alors |(µ+ C) ∩ C| = s et |(µ+ C) ∩ C| = s.
De´monstration
1. La premie`re affirmation est claire puisque l’application x→ x2 de F ∗q dans
lui meˆme est un morphisme d’image C et de noyau {±1}.
2. Pour montrer ces e´galite´s, on remarque tout d’abord que la multiplication
par un carre´ non nul λ induit une bijection de (1 +C)∩C sur (λ+C)∩C et
de (1+C)∩C sur (λ+C)∩C , donc il nous suffit de les e´tablir lorsque λ = 1.
Recherchons le cardinal de l’ensemble B des carre´s non nuls b2 aussi dans 1+C.
Dans le plan projectif, la conique projective d’e´quation x2+y2 = z2 comporte
exactement q+1 points (voir [13] par exemple) dont 6 exactement ont une com-
posante nulle, a` savoir 〈(0, 1, 1)〉,〈(0, 1,−1)〉, 〈(1, 0, 1)〉, 〈(1, 0,−1)〉, 〈(1, i, 0)〉
et 〈(1,−i, 0)〉. L’ensemble des q−5 points restant se projette surjectivement sur
l’ensemble des carre´s b2 recherche´s (par 〈(x, y, z)〉 → z2/x2), et chaque carre´ b2
posse`de exactement quatre ante´ce´dents par cette projection qui sont 〈(1, y, z)〉,
〈(1,−y, z)〉, 〈(1, y,−z)〉, 〈(1,−y,−z)〉. On en de´duit donc que le nombre des
carre´s b2 qui sont aussi dans 1 +C est (q− 5)/4 = s− 1. La deuxie`me e´galite´
s’en de´duit facilement en remarquant que {C,C} est une partition de F ∗q , que
|C| = |C| = |λ+ C| = 2s et que 0 ∈ (λ+ C) (car (−1) est un carre´). On en
tire |(λ+ C) ∩ (C ∪ C)| = 2s− 1 et |(λ+ C) ∩ C| = (2p− 1)− (p− 1) = p.
3. Remarquant que la multiplication par un non-carre´ µ echange les ensembles
C et C, on en de´duit que |(µ+ C) ∩C| = |(µ2 + C) ∩ C| = p, puis par trans-
lation |C ∩ (µ + C)| = p, enfin comme {C,C} est une partition de F ∗q et
(µ+ C) ⊂ F ∗q , il vient |C ∩ (µ+ C)| = 2p− p = p. 
Donnons nous une base range´e (u, v) de V et l’application θ : λ→ 〈λ.u+ v〉
de Fq dans l’ensemble X
u = P(V )− {〈u〉}. Comme θ est clairement bijective
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on peut associer a` la base (u, v) un graphe Γuv sur X
u donne´ par ses are`tes :
deux points 〈α.u + v〉 et 〈β.u + v〉 sont lie´s si et seulement si α − β ∈ C, ce
qu’on note aussi
〈α.u+ v〉 ∼ 〈β.u+ v〉 ⇐⇒ α− β ∈ C
(comme (−1) est un carre´ cette liaison est syme´trique).
Remarque. On voit qu’en particulier le point x = 〈α.u + v〉 est lie´ a` 〈v〉 si et
seulement si α ∈ C, mais aussi que deux points x = 〈α.u+ v〉 et y = 〈β.u+ v〉
sont simultane´ment lie´s ou non lie´s a` 〈v〉 si et seulement si αβ ∈ C.
Le the´ore`me 3 nous montre que les graphes (Γuv , X
u), et nous de´crit leur groupe
d’automorphismes ainsi que le groupe G des permutations de X qui permutent
les graphes (Γuv , X
u).
The´ore`me 4
On choisit une base (u, v) de V .
1. Le diame`tre du graphe Γuv est 2. Pour deux points x et y dans X
u on a
∗ Si d(x, y) = 0 alors Γuv(x, 1) = Γuv(y, 1) est de cardinal (q − 1)/2 = 2s.
∗ Si d(x, y) = 1 alors Γuv(x, 1) ∩ Γuv(y, 1) est de cardinal t = s− 1.
∗ Si d(x, y) = 2 alors Γuv(x, 1) ∩ Γuv(y, 1) est de cardinal s.
2. Le graphe Γvu est le localise´ en 〈v〉 de Γuv .
3.a. Pour tout automorphisme ϕ ∈ GL2(q) le graphe Γϕ(u)ϕ(v) sur Xϕ(u) est l’image
par ϕ du graphe Γuv sur X
u : ϕ(Γuv) = Γ
ϕ(u)
ϕ(v) .
3.b. Supposons de plus que ϕ stabilise la droite 〈u〉.
Si le de´terminant det(ϕ) est un carre´ dans le corps Fq, alors Γ
ϕ(u)
ϕ(v) = Γ
u
v .
Sinon, le graphe Γ
ϕ(u)
ϕ(v) est le graphe comple´mentaire Γ
u
v de Γ
u
v sur X
u.
4. Le groupe SL2(V ) posse`de deux orbites sur l’ensemble des graphes Γ
u
v . L’or-
bite de l’un d’eux est l’ensemble de ses localise´s en tous les points de X = P(V ).
De´monstration
1. Posons x = 〈α.u + v〉, y = 〈β.u + v〉, z = 〈γ.u + v〉 et cherchons a` quelle
condition z est simultane´ment lie´ a` x et y. On a
x ∼ z et y ∼ z ⇐⇒ γ − α ∈ C et γ − β ∈ C ⇐⇒ γ ∈ (α + C) ∩ (β + C)
Or par translation |((α+C)∩(β+C)| = |(α−β)+C)∩C|. Utilisons le lemme 4.
∗ Si x = y alors α = β et il vient |Γuv(x, 1)| = |Γuv(y, 1)| = |C| = 2s.
∗ Si x et y sont lie´s, alors α− β est un carre´ non nul et d’apre`s le lemme 4
|((α− β) + C) ∩ C| = s− 1. Il vient donc |Γuv(x, 1)| = |Γuv(y, 1)| = s− 1.
∗ Enfin si x et y ne sont pas lie´s alors α−β ∈ C, et |((α− β) + C) ∩ C| = s > 0.
On en de´duit que x et y sont a` distance 2 et que |Γuv(x, 1)| = |Γuv(y, 1)| = s.
2. Comparons les are`tes des graphes Γvu et de Γ
u
v .
Soient x = 〈α.u + v〉 et y = 〈β.u + v〉 deux points de Γuv distincts de 〈u〉 et
〈v〉 (donc αβ 6= 0).
Dans le graphe Γuv on a : x = 〈α.u+ v〉 ∼ 〈v〉 ⇐⇒ α ∈ C ,
et dans le graphe Γvu on a : x = 〈u+ (1/α)v〉 ∼ 〈u〉 ⇐⇒ 1/α ∈ C.
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Donc les points a` distance 1 (resp. 2) de 〈v〉 dans Γuv sont les meˆmes que les
points a` distance 1 (resp. 2) de 〈u〉 dans Γvu.
Par ailleurs x et y sont lie´s dans le graphe Γuv si et seulement si α − β ∈ C,
tandis qu’ils sont lie´s dans le graphe Γvu si et seulement si
1
α
− 1
β
=
β − α
αβ
∈ C.
Donc les liaisons entre x et y sont conserve´es si αβ ∈ C et inverse´es dans le
cas contraire. Mais d’apre`s la remarque qui pre´ce`de le the´ore`me 3 cela signifie
que la liaison entre deux points x et y est inverse´e (x ∼ y ←→ x 6∼ y) si et
seulement si x et y ne sont pas a` la meˆme distance de 〈v〉 (ou 〈u〉). Or ceci
signifie pre´cise´ment que Γvu est le localise´ de Γ
u
v (voir le paragraphe 2.2).
3.a. Chaque e´le´ment ϕ de GL2(V ) agit naturellement sur l’ensemble des points
〈w〉 de X = P(V ) par ϕ(〈w〉) = 〈ϕ(w)〉, et en particulier ϕ(〈α.u + v〉) =
〈α.ϕ(u) + ϕ(v)〉, donc deux points x = 〈α.u+ v〉 et y = 〈β.u+ v〉 de Xu sont
lie´s dans le graphe Γuv si et seulement si leurs images ϕ(x) et ϕ(y) le sont
dans le graphe Γ
ϕ(u)
ϕ(v) .
3.b. Les graphes Γuv et Γ
ϕ(u)
ϕ(v) ont meˆme ensemble de sommets puisque X
u =
Xϕ(u). L’image de la base (u, v) par ϕ est de la forme (a.u, w = b.u + c.v) ou`
ac 6= 0, donc choisissant deux points x = 〈αa.u + w〉 et y = 〈βa.u + w〉 de
Xu, on voit qu’ils sont lie´s dans le graphe Γ
ϕ(u)
ϕ(v) si et seulement si α− β ∈ C,
tandis qu’en les re´-e´crivant x = 〈(αa+ b)
c
.u+ v〉 et y = 〈(βa+ b)
c
.u+ v〉 on
voit qu’ils sont lie´s dans le graphe Γuv si et seulement si (α− β)a/c ∈ C. Ainsi
les liaisons des graphes Γuv et Γ
ϕ(u)
ϕ(v) sont toutes identiques lorsque a/c ∈ C et
toutes diffe´rentes lorsque a/c ∈ C. Comme detϕ = (a/c).c2, le re´sultat en
de´coule.
4. D’apre`s 3a le groupe PGL2(V ) ope`re transitivement sur l’ensemble Γ des
graphes Γuv . Donc, comme le groupe PSL2(V ) est d’indice 2 dans PGL2(V ),
soit il est lui meˆme transitif sur Γ, soit il y posse`de deux orbites. Mais prenant
l’un des graphes Γuv , on voit qu’il n’existe aucun e´le´ment ϕ de SL2(V ) tel que
ϕ(Γuv) = Γ
ϕ(u)
ϕ(v) = Γ
u
v , car cela impliquerait tout d’abord que ϕ stabilise la droite
vectorielle 〈u〉 puis, graˆce a` 3a., que Γϕ(u)ϕ(v) = Γuv = Γ
u
v . Donc SL2(V ) posse`de
deux orbites sur Γ, et pour terminer il nous faut montrer que tout localise´ d’un
graphe Γuv est dans l’orbite de Γ
u
v sous l’action de SL2(V ). Mais ceci vient du
fait (vu en 2) que le localise´ de Γuv en 〈v〉 est Γvu et que le morphisme ϕ qui
envoie la base (u, v) sur la base (v, u) admet pour de´terminant (−1) qui est
un carre´ dans Fq. 
4 Repre´sentations re´duites des graphes
Dans cette partie on associe aux graphes pre´ce´demment calcule´s leurs repre´sen-
tations re´duites. Le principe repose sur l’article ([5]) et plus particulie`rement
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sur ses propositions 1, 2 et le the´ore`me 1. On y prouve que toute repre´sentation
re´duite u : X → (E, α) d’un graphe (Γ, X) est caracte´rise´e par ses parame`tres
(ω, c) et donc par sa matrice S(u) = S(ω, c). Pour X = {1, . . . , n}, soit
x1, . . . , xn une base orthonome´e d’un espace euclidien E dont le produit sca-
laire est note´ ϕ = ( | ) et x : X → E la repre´sentation triviale de Γ donne´e
par x : i→ xi pour tout i dans X . La forme biline´aire sur E dont la matrice
dans la base x1, . . . , xn est E = S(1, 1) est note´e β ainsi que l’endomorphisme
syme´trique qui lui est associe´ par
∀y, z ∈ E, β(x, y) = (β(x)|y) = (x|β(y)).
A` chaque nombre re´el λ on associe la forme biline´aire β − λ.Id de matrice
S(1−λ, 1) et de rang n−m(λ) ou` m(λ) est la multiplicite´ de λ comme valeur
propre de S(1, 1) (e´ventuellement nulle). Soit enfin pλ le projecteur orthogo-
nal de E sur l’image Iλ de β − λ.Id et Eλ = ker pλ son noyau. Le rang de
S(1−λ, 1) e´tant e´gal a` la dimension de Iλ, la repre´sentation uλ := pλ ◦x de Γ
sur Iλ est re´duite, de matrice S(1− λ, 1), ce qui nous donne une construction
d’une repre´sentation re´duite de matrice donne´e.
Pour calculer explicitement les repre´sentations re´duites des graphes e´tudie´s
dans la section 3 il nous faut bien suˆr calculer les valeurs propres de la ma-
trice SΓ(1, 1) de chacun d’eux. Nous allons tout d’abord e´tablir un re´sultat
inte´ressant en soi.
4.1 Nombre de valeurs propres de la matrice E = S(1, 1)
Proposition 8
Soit (Γ, X) un graphe de matrice E = S(1, 1).
Si le groupe G(Γ) ope`re deux fois transitivement sur l’ensemble X, alors la
matrice S(1, 1) posse`de au plus deux valeurs propres distinctes.
De´monstration . On garde les notations ci-dessus. Soit λ1, . . . , λs les valeurs
propres de S(1, 1). L’espace E est une somme orthognale des sous-espaces
propres Et := Eλt de la forme β de matrice S(1, 1) (1 ≤ t ≤ s) :
E = E1 ⊕ · · · ⊕ Es
Par de´finition du groupe G = G(Γ), si σ est dans G, il existe une suite de
coefficients ν1, . . . , νn dans {−1,+1} tels que
(3) ∀(i, j) ∈ X ×X, εσ(i),σ(j) = νiνj .εi,j ,
ce qui nous permet d’associer a` σ une β-isome´trie fσ de E en posant
∀i ∈ X, fσ(xi) = νi.xσ(i).
Mais fσ est aussi une ϕ-isome´trie de E puisque l’image par fσ de (x1, . . . , xn)
est une base orthonorme´e de (E,ϕ). On en de´duit donc que pour deux points
y et z quelconques de E on a
(fσ ◦ β(y)|z) = (β(y)|f−1σ (z)) = β(y, f−1σ (z)) = β(fσ(y), z) = (β ◦ fσ(y), z).
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Par conse´quent fσ ◦ β = β ◦ fσ. On en de´duit que les sous-espaces propres Et
de β sont stables par l’isome´trie fσ, et si, pour tout vecteur y et tout indice t
entre 1 et s, on note qt(y) := y
t la projection orthogonale de y sur Et, on a
∀y ∈ E, fσ(qt(y)) = qt(fσ(y)).
Montrons que l’application ut := qt ◦x : X → Et est une repre´sentation de X .
Prenons quatre points i, j, k, l de X tels que i 6= j et k 6= l. Le groupe G
ope´rant doublement transitivement sur X , il existe une permutation σ de X
telle que σ(i) = k et σ(j) = l. De´finissons des constantes ct et ωt par les
egalite´s
(xti|xtj) = εi,jct et (xti|xti) = ωt.
Il vient en remarquant que εk,l = εσ(i),σ(j) = νiνj .εi,j,
(xtk|xtl) = (νi.fσ(xti)|νj .fσ(xtj)) = νiνj(xti|xtj) = νiνjεi,jct = εk,lct.
Par conse´quent la constante ct est inde´pendante du couple d’indices distincts
(i, j). Un raisonnement similaire montre que la constante ωt ne de´pend pas
de l’indice i et ceci montre que l’application ut := qt ◦ x : X → Et est
une repre´sentation de X sur Et, de matrice S(ωt, ct). On a rappele´ plus
haut que les repre´sentations re´duites de Γ sont de degre´ rt = n − m(λt)
ou` λ1, . . . , λs de´signent les valeurs propres de la matrice S(1, 1). Par ailleurs,
d’apre`s la proposition 2 de ([5]) toute repre´sentation d’un graphe est somme
d’une repre´sentation nulle et d’une repre´sentation re´duite. La dimension m(λt)
de chaque sous-espace propre Et de S(1, 1) doit donc eˆtre supe´rieure ou e´gale
a` l’un des nombres rj = n −m(λj). Comme n = m(λ1) + · · · +m(λs) on ne
peut qu’avoir pour tout t, m(λt) ≥ n−m(λt). En additionnant ces ine´galite´s
il vient n ≥ s.n− n donc 1 ≥ s− 1 soit encore 2 ≥ s comme attendu. 
Remarque. Lorsque λ 6= 1 les repre´sentations de matrices S(1 − λ, 1) et
S(1, 1/(1−λ)) sont homothe´tiquement semblables et le coefficient c = 1/(1−λ)
est ge´ome´triquement inte´ressant puisqu’il repre´sente le cosinus de l’angle com-
mun de deux droites dans la gerbe de la repre´sentation.
4.2 Application aux graphes
Dans la section 3 nous avons obtenu diffe´rents graphes extensibles (Γx, Xx),
de parame`tres (t, s, s). Chacun d’eux est le localise´ d’un graphe (Γ, X) dont
les repre´sentations re´duites rang r < n = |X| sont associe´es, d’apre`s ce qui
pre´ce`de, soit a` la matrice S(0, 1) lorsqu’elle est singulie`re, soit aux racines du
polynoˆme χ(x) = det(S(1, x)). En utilisant Maple, on constate que parmi ces
exemples, aucune des matrices S(0, 1) n’est singulie`re. On calcule alors dans
chaque cas le polynoˆme χ(x) = det(S(1, x)).
∗ Graphe (Γx, Xx) : (t, s, s) = (0, 1, 1). On a |X| = 2 + 2s+ 2s = 6,
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χ(c) = −(5c2 − 1)3 et cos θ = ± 1√
5
Le graphe (Γ, X) admet donc une repre´sentation u dans un espace euclidien E
de dimension 3. La gerbe de droites G(u) = {〈u1〉, . . . , 〈u6〉} compte six droites
formant deux a` deux un angle θ dont le cosinus vaut ±1/√5. On reconnait ici
les six axes passant par les centres des faces oppose´es d’un dode´cae`dre.
Le groupe d’automorphisme G(u) est semblable au groupe alterne´ A5 agissant
doublement transitivement sur un ensemble de cardinal 6.
∗ Graphe (Γx, Xx) : (t, s, s) = (1, 1, 0). On a |X| = 2 + 2s+ 2s = 4
χ(c) = −(3c− 1)(c+ 1)3 et cos θ = 1
3
ou cos θ = −1
Le graphe (xΓ, xX) est un ”triangle pointe´ ”, c’est-a`-dire un triangle auquel
on a rajoute´ un point isole´. C’est aussi le localise´ en x d’un te´trae`dre. Il
admet deux repre´sentations re´duites correspondant a` ces deux pre´sentations.
La premie`re est donne´e par la gerbe des quatre droites joignant le centre d’un
te´trae`dre re´gulier a` ses sommets (cos θ = 1√
3
). La seconde (cos θ = −1) envoie
les trois sommets du triangle de (xΓ, xX) sur le point 1 de l’axe re´el et le point
isole´ x sur −1.
∗ Graphe (Γx, Xx) : (t, s, s) = (1, 3, 4). On a |X| = 2 + 2s+ 2s = 16
χ(c) = (5c+ 1)6(3c− 1)10 et cos θ = −1
5
ou cos θ =
1
3
Le graphe (Γ, X) admet deux repre´sentations re´duites de degre´ < 16 sur une
gerbe isome´trique de 16 droites. L’une dans un espace euclidien de dimension
6, les droites faisant deux a` deux un angle θ tel que cos θ = 1/3, l’autre dans
un dans un espace euclidien de dimension 10, les droites faisant deux a` deux
un angle θ tel que cos θ = −1/5.
Le groupe G(u) des isome´tries stabilisant ces gerbes de droites est semblable
au groupe G(Γ) agissant sur X . Il est d’ordre 11520 et ope`re deux fois transi-
tivement sur la gerbe G(u).
∗ Graphe (Γx, Xx) : (t, s, s) = (1, 5, 8). On a |X| = 2 + 2s+ 2s = 28
χ(c) = −(9c+ 1)7(3c− 1)21 et cos θ = −1
9
ou cos θ =
1
3
Le graphe (Γ, X) admet deux repre´sentations re´duites de degre´ < 28 sur une
gerbe isome´trique de 28 droites. L’une dans un espace euclidien de dimension
7, les droites faisant deux a` deux un angle θ tel que cos θ = 1/3, l’autre dans
un dans un espace euclidien de dimension 21, les droites faisant deux a` deux
un angle θ tel que cos θ = −1/9.
Le groupe G(u) des isome´tries stabilisant ces gerbes de droites est semblable
au groupe G(Γ) agissant sur X . Il est d’ordre 1451520 = 2.725760 et ope`re
deux fois transitivement sur la gerbe G(u).
22
∗ Graphe (Γx, Xx) : (t, s, s) = (t, t+ 1, t+ 1). |X| = 2 + 2s+ 2s = q + 1.
Le graphe (Γx, Xx) est un graphe de Paley P (q), pour q = 4t+ 5.
χ(c) = ε(c
√
q − 1) q+12 (c√q + 1) q+12 , ou` ε = ±1 et cos θ = ± 1√
q
Le graphe (Γ, X) admet deux repre´sentations re´duites de degre´ < q+1 sur une
gerbe isome´trique de q+1 droites place´es dan un espace de dimension q+1)/2.
Elles forment deux a` deux un angle θ dont le cosinus vaut ±1/√q.
Le groupe G(u) des isome´tries stabilisant ces gerbes de droites est semblable
au groupe PSL2(q) agissant sur l’ensemble X des points de la droite projective
P1(Fq) qui est d’ordre (q + 1)q(q − 1)/2.
5 Prolongements
Ce travail n’est bien suˆr pas ferme´. Tout d’abord il reste a` comple´ter la liste
des graphes (Λ, Y ) extensibles. Comme nous l’avons mentionne´ plus haut ce
sont tous des graphes fortement re´guliers dont les parame`tres, habituellement
note´s (v, k, λ, µ) sont relie´s aux notations de cet article par
v = n, k = 2s, λ = t, µ = s.
Mais inversement, si les parame`tres (v, k, λ, µ) d’un graphe fortement re´gulier
(Λ, Y ) satisfont a` ces relations pour des entiers n, s, t convenablement choisis,
est on suˆr que le graphe (Λ, Y ) est extensible ?
En particulier il existe des graphes (Λ, Y ) de parame`tres (t, t+ 1, t+ 1) (i.e.
v = 4t+ 5, k = 2t+ 2, λ = t, µ = t+ 1), dit ”conference graphs”, qui ne sont
pas des graphes de Paley. Lesquels sont extensibles ? Quels groupes leurs sont
associe´s ?
6 Bibliographie
Articles
[1] Dominique de Caen, Large equiangular sets of lines in Euclidean spaces.
The electronic journal of comninatorics. November 9, 2000.
[2] L. Nguyen Van The, On a problem of Specker about Euclidean represen-
tations of finite graphs., (2008)
http ://arxiv.org/abs/0810.2359
[3] Aidan Roy , Minimal Euclidean representations of graphs. (2008)
http ://arxiv.org/abs/0812.3707
23
[4] J.J. Seidel, Discrete Non-Euclidean Geometry, pp. 843-920 in Handbook
of Incidence Geometry (F. Buckenhout, ed.), Elsevier 1995.
[5] L. Vienne, Repre´sentations line´aires des graphes finis. (2009)
http ://arxiv.org/abs/0902.1874.
[6] Blokhuis, A. On Subsets of GF (q2) with Square Differences. Indag. Math.
46, 369-372, (1984).
[7] Brouwer, A. E. ; Cohen, A. M. ; and Neumaier, A. Conference Matrices
and Paley Graphs. In Distance Regular Graphs. New York : Springer-Verlag.
Livres
[8] Godsil, Chris, and Royle, Algebraic Graph Theory.New York : Springer. (2001)
[9] Dembowski, P. Finite geometries. Springer-Verlag (1968)
[10] Norman Biggs. Finite groups of automorphisms. London Mathematical Society. (1970)
[11] Norman Biggs. Algebraic Graph Theory.Cambridge University Press, (1993)
[12] P. J. Cameron and J.H.Van Lint. Designs, graphs,codes and their links,
vol 22 of London Mathematical Society Student Texts, Cambridge University
Press, Cambridge, (1991).
[13] L. Vienne. Pre´sentation alge´brique de la ge´ome´trie classique. Vuibert. (1996).
24
