We propose a bootstrap-based robust high-confidence level upper bound (Robust H-CLUB) for assessing the risks of large portfolios. The proposed approach exploits rank-based and quantile-based estimators, and can be viewed as a robust extension of the H-CLUB method (Fan et al., 2015) . Such an extension allows us to handle possibly misspecified models and heavy-tailed data. Under mixing conditions, we analyze the proposed approach and demonstrate its advantage over the H-CLUB. We further provide thorough numerical results to back up the developed theory. We also apply the proposed method to analyze a stock market dataset.
where Σ denotes the unknown volatility (or covariance) matrix of R t . i.e., Σ := E (R t − ER t )(R t − ER t )
T .
Assessing the risk of a portfolio includes two steps: First, we need a covariance matrix estimator Σ est ; Secondly, we construct a confidence interval for w T Σw based on Σ est .
Assessing the risk Risk(w) is challenging when d is large. For example, given a pool of 2,000 candidate assets, the volatility matrix Σ involves more than 2 million parameters. However, for daily returns data, the sample size is in general no larger than 500 over one and a half years. This is a typical "small n, large d" problem which leads to the accumulation of estimation errors (Jagannathan and Ma, 2003; Pesaran and Zaffaroni, 2008; Fan et al., 2012) . To handle the curse of dimensionality, more structural regularization is imposed in estimating Σ. For example, Fan et al. (2008) and Fan et al. (2013) impose the factor model structure on the covariance matrix. The assumed factor structure reduces the effective number of parameters that have to be estimated. In addition, Ledoit and Wolf (2003) propose a shrinkage estimator of Σ. Moreover, Barndorff-Nielsen (2002) , Zhang et al. (2005) , and Fan et al. (2012) consider estimating Σ based on high-frequency data. Other literature includes Chang and Tsay (2010) , Gómez and Gallón (2011) , Lai et al. (2011) , Fan et al. (2011) , Bai and Liao (2012) , and Fryzlewicz (2013) .
However, most of these papers focus on risk estimation instead of uncertainty assessment. To construct a confidence interval for w T Σw, Fan et al. (2012) propose to use w 2 1 Σ est − Σ max 1 as an upper bound of |w T ( Σ est −Σ)w|. However, this bound depends on the unknown Σ and has proven to be overly conservative in numerical studies. To handle this problem, Fan et al. (2015) further exploit several sample covariance based estimators Σ est of Σ and propose a high-confidence level upper bound (H-CLUB) of |w T ( Σ est − Σ)w|: For a given confidence level 1−γ, under certain moment and dependence assumptions on the time series, the derived H-CLUB proves to dominate |w T ( Σ est − Σ)w| with probability approximating 1 − γ as both T and d increase to infinity. This paper proposes new methods for uncertainty assessment of risks of large portfolios for high dimensional heavy-tailed data. In particular, we derive confidence intervals for w T Σw when the asset returns R 1 , . . . , R T are elliptically distributed. This setting has been commonly adopted in financial econometrics (Cont, 2001 ). To handle heavy-tailed data, we propose a new risk uncertainty assessment method named robust high-confidence level upper bound (Robust H-CLUB). The Robust H-CLUB exploits a new block-bootstrapbased approach for uncertainty assessment of Risk(w). More specifically, we decompose the problem of assessing the risk w T Σw into two parts: (i) We propose a robust estimator Σ est of Σ; (ii) We derive the variance of w T ( Σ est − Σ)w. For estimating Σ, we exploit rankbased Kendall's tau estimators and quantile-based median absolute deviation estimators. For estimating the variance of w T ( Σ est − Σ)w, we employ the circular block bootstrap method (Politis and Romano, 1992) . Theoretically, when T, d → ∞ and d is possibly much larger than T , we develop an inferential theory of the robust risk estimators. In particular, we show that √ T w T ( Σ est −Σ)w is asymptotically normal with variance σ 2 , and the block-bootstrap-based estimator σ 2 est of σ 2 is consistent. The theory holds even when d is nearly exponentially larger than T . Moreover, it holds under any elliptical model. Thus we no longer need strong moment conditions (e.g., exponentially decaying rate on the tails of distributions) on the asset returns.
Other Related Work
There is a vast literature on estimating large sparse/factor-based covariance matrices. Under the assumption that data points are mutually independent, many sample covariance based regularization methods, including banding (Bickel and Levina, 2008b) , tapering (Cai et al., 2010) , thresholding (Bickel and Levina, 2008a; Cai and Zhou, 2012) , and factor structures (Fan et al., 2008; Agarwal et al., 2012; Hsu et al., 2011) , have been proposed. They are further applied to study stationary time series data under vector autoregressive dependence (Loh and Wainwright, 2012; Han and Liu, 2013c) , mixing conditions (Pan and Yao, 2008; Fan et al., 2011 Fan et al., , 2013 Han and Liu, 2013b) , and physical dependence (Xiao and Wu, 2012; Chen et al., 2013) . This paper is also related to the literature on estimating large correlation/covariance matrix under the misspecified or heavy-tailed model. For example, Han and Liu (2014b) , Han and Liu (2013a) , Wegkamp and Zhao (2013) , Mitra and Zhang (2014) , and Fan et al. (2014) exploit the rank statistics, while Qiu et al. (2014) focus on quantile statistics. None of these works study the risk inference problem as in our paper. Throughout the paper, we use c, c 1 , c 2 , . . . , and C, C 1 , C 2 , . . . to represent generic absolute positive constants, for which the actual values may change at from one line to another. For any real positive sequences {a n } and {b n }, we write a n b n if we have a n ≥ cb n for some absolute constant c and all large enough n. We write a n b n if we have b n a n , and a n b n if a n b n and a n b n . For a ∈ R, we define a and a to be the smallest integer larger than a and the largest integer smaller than a respectively.
Notation

Paper Organization
The rest of this paper is organized as follows. Section 2 introduces the Robust H-CLUB estimator for assessing the uncertainty of the portfolio risk. We consider three settings: (i) The marginal variances of the returns are known; (ii) The marginal variances are unknown, but with additional information for helping determine the values; (iii) The marginal variances are unknown and there is no additional information available. Section 3 presents the inferential theory for the risk estimators and justifies the use of Robust H-CLUB. Sections 4 and 5 present synthetic and real data analyses to back up the developed theory. Section 6 summarizes the results and discusses future work. Section 7 presents all the proofs.
Robust H-CLUB
This section introduces the Robust H-CLUB method. We consider a multivariate time series of asset returns R 1 , . . . , R T with R t = (R t1 , . . . , R td )
T ∈ R d for t = 1, . . . , T . Let Σ := Cov(R t ) be the covariance matrix and D ∈ R d×d be a diagonal matrix with diagonals
dd . It is easy to derive Σ = DΣ 0 D, where Σ 0 is the correlation matrix of R t .
For a given portfolio allocation vector w ∈ R d , we aim to construct a confidence interval for w T Σw. Throughout this section, our interest is on analyzing heavy-tailed returns, which are common in financial applications. We exploit the elliptical distribution family to model heavy-tailed data. The elliptical distribution is routinely used in modeling financial data (Owen and Rabinovitch, 1983; Hamada and Valdez, 2004; Frahm and Jaekel, 2007) . More specifically, a random vector Z ∈ R d follows an elliptical distribution with mean µ ∈ R d and positive definite covariance
where
, and ξ is an unspecified nonnegative random variable independent of U satisfying Eξ 2 = d. We impose the following stationary assumption on {R t } T t=1 : • (A0). R 1 , . . . , R T are continuous and identically distributed as an elliptical random vector R with covariance and correlation matrices Σ and Σ 0 .
For parameter estimation, we define the rank-based Kendall's tau correlation coefficient and quantile-based median absolute deviation estimators. In detail, given R 1 , . . . , R T , the sample and population Kendall's tau matrices T = [ τ jk ] and T = [τ jk ] are defined as
T are two independent copies of R 1 . Under the elliptical model, the Kendall's tau matrix T and correlation matrix Σ 0 satisfy (Lindskog et al., 2003) :
Next, we define the quantile-based median absolute deviation estimator of the scale parameter. We start with some extra notation. Let X ∈ R be a random variable and {X 1 , . . . , X T } be T realizations of X. For any q ∈ [0, 1], we define the population and sample q-quantiles as
are the ordered sequence of X 1 , . . . , X T 2 . We then define the population and sample median absolute deviations for {X 1 , . . . , X T } as the population and sample medians of absolute values of the centered data. The formal definitions are as follows:
They are robust alternatives to the population and sample standard deviations. In particular, for an elliptically distributed random vector R = (R 1 , . . . , R d ) T , Han et al. (2014) prove that 5) where for arbitrary random variable X, sd(X) represents the standard deviation of X. Under the elliptical model and using the rank-and quantile-based estimators, we propose three robust approaches to construct the confidence interval of w T Σw. Formally speaking, for each proposed robust covariance matrix estimator Σ est and any given γ > 0, we aim to find a U est (γ) such that To estimate the asymptotic variance of the estimator w T Σ est w, we adopt a circular block bootstrap procedure introduced in Politis and Romano (1992) . First, we extend the sample X 1 , . . . , X T periodically by concatenating X i+T = X i for i ≥ 1. We then randomly select a block of l = l T T 1− 0 consecutive observations from the extended sample for some absolute constant 0 < 1 (e.g., we can pick 0 to be 0.9). As the financial time series admits weakly dependence structure, the choice of block size l is not very important. We repeat this process b = T /l times independently to obtain a sample X * 1 , . . . , X * T , so that for each k = 0, . . . , b − 1, 
The corresponding confidence interval for the risk is
In Section 3 we will show that, under mild conditions,
interval covering the true w T Σw.
Additional Data
This section considers the setting that there are available historical data for estimating D.
To adapt to the current market condition, we usually pick a short time series such that the asset returns are approximately stationary. However, it is likely that each univariate time series is stationary over a longer time scale than the multivariate time series, and hence we can incorporate extra information into calculation of the marginal standard deviations.
Inspired by this, we consider a setting where historical information is available. We do not assume the historical data to be multivariately stationary, but only marginally stationary. Formally speaking, let R 1 , . . . , R T be the observed stationary multivariate time series, and H 1 , . . . , H T h be the available historical data with H t = (H t1 , . . . , H td ) T and
), where δ is an absolute constant. (2.9) H 1 , . . . , H T h could have overlap with R 1 , . . . , R T . However, H t is not necessarily identically distributed to either H t or R 1 for any t = t ∈ {1, . . . , T h }. Instead, we only assume that
We then estimate w T Σw by separately estimating D and Σ 0 .
Formally, for estimating D, we use the historical data H 1 , . . . , H T h and derive 10) and σ 
where σ 2 h is calculated by employing the circular block bootstrap method introduced earlier. The corresponding confidence interval for the risk is
Unknown Marginal Volatilities
This section considers the setting that D is unknown with no additional data available. More precisely, we use a data splitting strategy for separately estimating D and Σ 0 . More precisely, we estimate D using the whole dataset: We then obtain a Robust H-CLUB estimator as
where σ 2 s is calculated by employing the circular block bootstrap method. Accordingly, we construct the confidence interval of the risk as
Remark 2.2. In (2.13), for estimating the scaling factor, we can employ a similar average version as in Remark 2.1. We also note that the data splitting strategy is mainly proposed for theoretical analysis. In practice, we can set δ = 0 and use the entire data set in calculating Σ s and performing the block bootstrap.
Asymptotic Theory
In this section we prove that the confidence intervals of w T Σw corresponding to three settings discussed in Section 2 have desired coverage probability. In other words, we prove that the Robust H-CLUB estimators proposed in (2.7), (2.11), and (2.14) are asymptotic (1 − γ)100% confidence upper bound for the risk. It is clear that this problem reduces to calculating the limiting distributions of w T ( Σ est − Σ)w for Σ est = Σ, Σ h , and Σ s . In the sequel, we adopt the triangular array setting as in Fan and Peng (2004) and Greenshtein and Ritov (2004) and allow the dimension d to increase with the sample size n. We introduce several mixing conditions for measuring degree of dependence. We start with an introduction of three mixing coefficients. For a d-dimensional stationary process {R t } t∈Z , let F b a be the σ-algebra generated by R a , . . . , R b for a ≤ b. We define the α-, β-, and φ-mixing coefficients as follows:
For an arbitrary positive integer n, we have α(n) ≤ β(n) ≤ φ(n) (Yoshihara, 1976) .
We further define the following 3 quantities which will be useful in the later sections:
In the following, we assume that the elliptical time series model in Section 2 holds.
Theory for Known Volatilities
We make the following four assumptions which regulate the portfolio allocation vector w and the stationary process {R t } t∈Z .
(A1) There exist absolute constants C 1 and C 2 such that w 1 ≤ C 1 and Σ max ≤ C 2 .
(A2) σ is lower bounded by a positive absolute constant.
(A3) The process {R t } t∈Z is φ-mixing with φ(n) ≤ n −1− for some > 0.
Assumption (A1) regulates the portfolio allocation vector w to prevent extreme positions. It is a common assumption made for stability of the portfolio (Jagannathan and Ma, 2003; Fan et al., 2012 Fan et al., , 2015 . Assumption (A2) guarantees that the portfolio risk can not be diversified away. This is mild given that the returns are commonly assumed to follow a factor model (Chamberlain, 1983; Fan et al., 2015) . Assumption (A3) is routinely used in analyzing time series to capture the serial dependence strength (Pan and Yao, 2008; Han and Liu, 2013b) . Lastly, Assumption (A4) allows d to grow nearly exponentially faster than T and hence is mild. In the setting of Section 2.1 and Assumptions (A1)-(A4), we derive the limiting distribution of w T ( Σ−Σ)w. The following theorem shows that
Theorem 3.1 (CLT, known volatilities). Assuming that (A0) -(A4) hold and in the setting of Section 2.1, we have
as both T and d go to infinity.
The following theorem verifies that σ 2 calculated using the circular block bootstrap approach is a consistent estimator of σ 2 . This result, combined with Theorem 3.1 and Slutsky's theorem, confirms that √ T w T ( Σ − Σ)w/ σ converges weakly to the standard Gaussian. Accordingly, the confidence interval in (2.8) gives a reliable coverage probaility.
Theorem 3.2 (bootstrap, known volatilities). Under Assumptions (A0) -(A4), we have
and accordingly, for any given γ ∈ (0, 1), as T, d → ∞, we have
The above two theorems only assume that the marginal second moments exist. Therefore, the Robust H-CLUB estimator naturally handles heavy-tailed data.
Theory with Additional Data
In this section we study the setting in Section 2.2. When D is unknown, we require additional assumptions. First, the following three assumptions require that d does not grow too fast compared to n and the given time series {X t } t∈Z (either {R t } t∈Z or {H t } t∈Z ) is φ-mixing with an exponentially decaying serial dependence.
• (A6). The process {X t } t∈Z is φ-mixing with φ(n) ≤ C 1 exp(−C 2 n r ) for some absolute constants C 1 , C 2 , r > 0.
• (A7). Letting a = max(1, 1/r), we require that log
Recall that δ is defined in (2.9) for characterizing the length of historical data. Secondly, we require that the returns' (4 + 1 )-th moments exist for some absolute constant 1 > 0, and the density functions are bounded away from zero around the median:
• (A9). Let f j andf j be the density functions of X j and |X j − Q(X j ; 1/2)|. For any j ∈ {1, . . . , d}, we require inf |x−Q(f ;1/2)|<κ f (x) ≥ η for some positive absolute constants κ and η, and any f ∈ {f j ,f j }.
Theorem 3.3 (CLT, unknown volatilities with additional data). Assume that Assumptions (A0) -(A2) hold. In addition, assume that Assumptions (A5) -(A7) hold for both {R t } t∈Z and the additional data {H t } t∈Z , and Assumptions (A8) -(A9) hold for {H t } t∈Z . Then in the setting of Section 2.2, we have
The next theorem shows that σ 2 h is a consistent estimator of σ 2 and accordingly the confidence interval in (2.12) is valid.
Theorem 3.4 (bootstrap, unknown volatilities with additional data). Under the assumptions of Theorem 3.3, we have
Theory with Unknown Marginal Volatilities
Lastly we study the setting in Section 2.3. Under this setting, we use a data splitting strategy and make inference only on a subsequence of length T 1−δ . The next theorem justifies the use of such an approach.
Theorem 3.5 (CLT, unknown marginal volatilities). Assume that Assumptions (A0) -(A2) hold and Assumptions (A5) -(A9) hold for {R t } t∈Z . Then, under the setting of Section 2.3, we have
Furthermore, the bootstrap-based estimator σ 2 s proves to be a consistent estimator of σ 2 .
Theorem 3.6 (bootstrap, unknown marginal volatilities). Under the assumptions of Theorem 3.5, we have
Remark 3.7. Compared to the method in Fan et al. (2015) , the Robust H-CLUB estimator gains substantial robustness since it only assumes that the (4 + 1 )-th moments exist for the marginal returns. In comparison, Fan et al. (2015) require a strong exponentially decaying rate in the tails (Check, for example, Assumption 3.4 therein). Such assumptions are often too restrictive and rarely satisfied in real applications. The Robust H-CLUB estimator attains the power for handling heavy-tailed data at the cost of a small T δ efficiency. This is due to the data splitting strategy, which is an artifact of the proof. In practice, we find that the method introduced in Section 2.3 performs well.
The data splitting strategy allows the portfolio allocation vector to be random. More specifically, suppose that w is calculated based on the data R 1 , . . . , R T . The next theorem shows that √ T s w T ( Σ s − Σ) w is asymptotically normal under assumptions outlined below.
Corollary 3.1. Under the assumptions in Theorem 3.5, let w = ( w 1 , . . . , w d ) T be an esti-
for some absolute constant C, any j ∈ {1, . . . , d}, and any t > 0. We then have, as T, d → ∞,
In this case, we can also employ a similar circular block bootstrap procedure for estimating the asymptotic variance of
Simulations on Synthetic Data
In this section we examine the finite-sample performance of the Robust H-CLUB estimators on synthetically generated data with heavy tails and noise contamination. We calculate several statistics of the estimators, following those used in Fan et al. (2015) , to show the quality of the estimators. Our analysis shows that the Robust H-CLUB estimator performs well in all of the cases considered when compared to the full-confidence bound ξ T = w 2 1 Σ est −Σ max . We observe that 95% confidence intervals by our proposed method are much tighter than the bound given by ξ T . We also demonstrate that the H-CLUB calculated based on the robust estimators outperforms the H-CLUB based on the sample covariance matrix estimator S proposed in Fan et al. (2012) in the presence of heavy-tailed data. In particular, we show that the H-CLUB estimator does not achieve coverage proportions of 95% in the heavy-tailed setting, while the performance of the Robust H-CLUB estimator is consistently reliable. Lastly, we show that the Robust H-CLUB estimators also perform competitively when applied to the Gaussian data.
Calibration and Parameter Selection
To calibrate the parameters governing data generation in our model, we use the daily returns of the S&P 500's top 100 stocks ranked by market capitalization (as of June 29th, 2012), and the 3-month Treasury bill rates, sourced from the COMPUSTAT database (www.compustat.com) and the CSRP database (www.crsp.com), respectively. We consider the excess returns { y t } over the period from July 1, 2008 to June 29, 2012. We extract the following features:
with d † i equal to the sample standard deviation of the i-th stock.
, the sample correlation matrix of the observations y t .
From these, we extract the mean and variance of {d † i } 100 i=1 , denoted respectively by µ d † and σ 2 d † . We also compute the average and standard deviation of all pairwise correlations, denoted respectively by µ Σ 0 † and σ 2 Σ 0 † . These parameters are used to generate correlation matrices and marginal variances later on.
We also have several tuning parameters to select. We choose T h = T 1/(1−δ h ) with δ h = 0.1 as the parameter determining the quantity of historical data available to the estimator Σ h , l = T 1− 0 with 0 = 0.8 as the parameter controlling the block size in the block bootstrap, N bootstrap = 50 as the number of bootstrapped datasets generated, and T s = T 1−δ with δ = 0.01 as the parameter controlling the data-splitting used in the estimator Σ s .
Simulation
For each given gross exposure constraint c := w 1 , we set T = 300 and allow d to range from 50 to 500 in multiples of 50. For each value of d we conduct 200 iterations of the same procedure: Generate a model, synthesize data from that model, and then calculate estimates based on the synthesized data. We collate the outputs across these 200 iterations to allow us to compare performance between different estimators. The detailed procedure is described as follows:
independently from the Gamma distribution with mean
2. Generate entries {Σ ij } i =j of Σ 0 independently from the Gaussian distribution with mean µ Σ 0 † and variance σ 2 Σ 0 † . We threshold these off-diagonal elements to be no greater than 0.95 and set the diagonals of Σ 0 to be 1. If the matrix is not positive definite, we use Higham's algorithm (see, e.g. Higham (2002) ) to make it so, while keeping the diagonals fixed at 1.
Define the covariance matrix
independently from the multivariate t distribution with 5 degrees of freedom and covariance matrix Σ. Generate independent historical data {H t } T h t=1 from the multivariate t distribution with 5 degrees of freedom and covariance matrix D 2 .
5. Add noise contamination to the data by selecting a random 1% of the elements in {R t } T t=1 and multiplying each one by a random variable drawn independently from a Unif(1, 15) distribution. Do the same to 1% of the elements in {H t } T h t=1 . This step can be regarded as the news arrivals on the firms that cause their returns to jump.
6. Calculate the covariance estimates given by the sample covariance matrix S and the robust estimators Σ, Σ h , and Σ s , using the tuning parameters given in Section 4.1 4 .
7. Generate 500 portfolio allocation vectors w according to the method outlined in Fan et al. (2015) , which is approximately uniformly distributed on the manifold {w :
For this we use the block size parameter l h = T 1− 0 h , entirely analogously to the block bootstrapping performed on {R t } T t=1 with l = T 1− 0 . We use this modification throughout Sections 4 and 5.
8. For each portfolio allocation, calculate the H-CLUB estimates corresponding to the estimators listed in Step 6. As proof-of-concept, we also calculate the estimator with Σ s Ts=T , which is the estimator Σ s with T s = T (i.e., no data-splitting performed).
9. Over the 500 portfolios, compute the averages of the true risk R(w) := √ w T Σw, as well as ∆ := |w T ( Σ est − Σ)w|, ξ T := w 2 1 Σ est − Σ max , and U (0.05) = 2 σ 2 /T for each of the estimators Σ est considered.
We plot the averages of ∆, ξ T , and U (0.05) against d for every estimator considered and for c = 1, c = 1.6, and c = 2 to observe the effects of gross exposure on risk assessment.
Next, for d = 200 and d = 500, we calculate the following quantities over the 100,000 portfolios (500 portfolios over 200 synthetic datasets) : The coverage proportion, defined as the fraction of the sample in which the 95% confidence interval contains the true risk R(w) = (w T Σw) 1/2 , the ratio of bounds defined as
and the relative error defined as
Again, we compute these for c = 1, 1.6, and 2. The measure RE 1 compares the upper bound with the half width of the 95% confidence interval, whereas RE 2 is the half width of 95% confidence interval for the portfolio risk {w T Σw} 1/2 divided by the portfolio risk itself. The former depicts how inefficiency the confidence upper bound is and the latter measures how informative the constructed confidence interval is. Lastly, we repeat the previous calculations of coverage proportions, RE 1 and RE 2 in a setting where the data are generated from a Gaussian distribution without any noise contamination. This means we alter Step 4 of the procedure above (but substitute Gaussian distribution for t distribution) and remove Step 5. This allows us to examine the degree of efficiency loss for robustness when data are normal. In this setting, we also calculate the ratio U (0.05)/∆ as a measure of how tight the H-CLUB is relative to the theoretical minimum bound.
Results
In Figures 1 and 2 , we plot the average risk estimation errors along with the estimated error bounds with gross exposure c = 1, 1.6, and 2, using estimators Σ est = Σ, Σ h , Σ s , and Σ is commonly used in practice. We also use the sample covariance matrix estimator S, for which an H-CLUB estimator was derived in Fan et al. (2015) , which is not robustified.
From these plots, we see that
• The dashed curve lies above the solid blue line throughout, an indication of the validity of the 95% bound given by U (0.05). It is interesting to note that this still holds for the sample covariance matrix estimator S, but this is in the average sense. As we will see in Table 1 , however, S fails to attain 95% coverage.
• The crude bound ξ T is much larger than either the true error ∆ or the 95% confidence bound U (0.05). This discrepancy increases with d, but also with c as we can see by comparing Figure 1 with Figure 2 . This is quantified in Table 2 .
• For large d the crude bound on the sample covariance matrix estimator is almost 100 times larger than on any of the robust estimators. This suggests inaccurate estimation of the sample covariance in the presence of heavy tails and contamination. sample covariance matrix estimator S has substantially lower coverage. It is not sufficiently robust to give a valid bound under the current setting.
We make further comparisons between the robust estimators we have proposed. Table 2 illustrates averages and standard deviations of the ratio RE 1 = ξ T / U (0.05): the ratio between the full confidence bound and the H-CLUB. These serve to quantify some of our observations made on Figures 1 and 2 -in particular, that the ratio ξ T / U (0.05) increases strongly with c and weakly with d.
We observe that:
• The value of RE 1 is considerably bigger than 1, reflecting the fact that the confidence interval given by the Robust H-CLUB is much tighter than that given by the crude bound. In almost all cases the value of RE 1 reflects a difference of scale of an order of magnitude between the H-CLUB interval and the crude interval using ξ T . 
corresponds to an ordering based on the amount of information used to estimate the marginal standard deviations.
• The value of RE 1 increases strongly with c and weakly with d. This suggests that the accuracy benefits of using the H-CLUB over the crude bound are particularly substantial for larger portfolios and those with higher gross exposure. Table 3 summarizes the relative error (RE 2 ), which shows how informative our confidence intervals for the true portfolio risks are. Similar to Table 2 , we show the mean and standard deviation of RE 2 calculated over 200 simulations with 500 randomly generated portfolios per simulation (i.e. 100,000 portfolios total).
Here we see a similar pattern as before. Values are generally better (smaller, here) when more information is available in our estimation of the marginal standard deviations. This statement comes from the observation that RE 2 ( Σ)
We also observe that here the value of RE 2 does not appear to vary much with either c or d. It is also substantially larger than the values seen in, e.g., Fan et al. (2015) , presumably due to the heavier tails and presence of noise in the data here which is not seen in those settings. This difference can be immediately observed by comparing with Table 4 . From the last row of Table 3 , the uninformative construction of the confidence interval is mainly due to the inaccurate estimation of the marginal variances in presence of large random noises Table 4 that the robust estimators are still competitive with the sample covariance based estimator when the data are drawn from a Gaussian distribution without noise contamination. In this table we present coverage proportions, means of RE 1 and RE 2 , as well as the mean of the ratio between the 95% H-CLUB and the value it is upper bounding, with this ratio given by U (0.05)/∆. These are calculated over 200 randomly generated models. 
An Empirical Study
In this section we examine the behaviour of the Robust H-CLUB estimators when applied to real-world data. We use the daily excess returns of 100 industrial portfolios formed on size and book-to-market ratio, as available on the website of Kenneth French. We use the subset of data spanning from July 1, 2008 to June 29, 2012. For each 21 day period (nominal month), we use the preceding 21 days' data to estimate the covariance matrix via the Robust H-CLUB estimator with data-splitting ( Σ s ), the Robust H-CLUB with no data splitting ( Σ s Ts=T ), and the Robust H-CLUB estimator with known history ( Σ h ). For the matrix of additional observations used in the latter estimator, we use the preceding 1.5 months (31 days) of returns data. Note that for all robust estimators in this section we use the tuning parameter l = T 0.5 (i.e. 0 = 0.5) for the block size in the bootstrapping procedure. All other parameters are as in the previous section. Finally, we also estimate the covariance via the sample covariance matrix estimator S for comparison. We track the performance of the H-CLUB estimators on three portfolios: one portfolio with equal weighting ( w = (1/100, . . . , 1/100)), and two portfolios of minimum variance with gross exposure c = 1 and c = 1.6, as given by w = arg min
Note that on occasion the estimated covariance matrix is not positive definite, leading to problems in solving for the portfolio of minimum variance. In these cases, we coerce the estimated covariance matrix to be positive definite using Higham's algorithm before calculating the minimum variance portfolio. The portfolios of minimum variance are calculated at the start of each nominal month. The actual risk during the holding month for each w as defined above is then
where {y t } T t=1 are the centralized daily returns over the holding month. This is calculated for each month in the four year period of study.
For each estimator and portfolio strategy, we consider five quantities. These quantities are summarized via their mean (calculated over the whole study period) in Table 5 . We compare the first two columns of Table 5 and provide several observations.
• The values of ∆ are comparable among the four estimators considered. This suggests that all estimators are similar in their estimations of the covariance matrix Σ, and that differences between them lie in their ability to accurately conduct inference on Σ est (i.e. construct a valid H-CLUB).
• The (non-robustified) sample covariance matrix estimator S fails to give a valid upper bound, as U (0.05) is less than ∆ throughout.
• For the robust estimators, U (0.05) is greater than ∆ for all cases except one. This is broadly consistent with the expectation that the value of U (0.05) for the robust estimators is a 95% upper bound of the estimation error for portfolio variance. We note that for the single discrepancy ( Σ h , on the minimum variance portfolio with w 1 = 1.6), the value of U (0.05) still only falls below ∆ by a small margin.
Lastly, the estimated risk error U (0.05)/ 4w T Σ est w is an H-CLUB estimate for the true risk error |(w T Σw) 1/2 − (w T Σ est w) 1/2 | (we can see this simply by applying the delta method to the results of, e.g. Theorem 3.6). The last two columns of Table 5 show that the robust estimators hold true to this, with the estimated risk error uniformly bounding the true risk error in all cases. However, the non-robustified sample covariance estimator does not yield a good upper bound, with the estimated risk error uniformly falling below the true risk error. This is again an evidence for the strength of the proposed robust estimators in the presence of heavy-tailed or noisy data.
Conclusion and Discussion
This paper considers the problem of assessing the risks of large portfolios in a robust manner. We consider three different settings depending on whether D is known or not, and propose three corresponding Robust H-CLUB approaches based on robust rank and quantile statistics. For the first time in the literature, we provide an inferential theory of these robust risk estimators. Compared to Fan et al. (2015) , the proposed approaches do not require strong moment assumptions on the data. Both theoretical and empirical results verify that the Robust H-CLUB approaches are more appropriate for studying heavy-tailed asset returns.
In the present paper, we do not impose any structural assumption on the covariance matrix, such as the low rank plus sparse structure induced by the factor model. Fan et al. (2015) propose methods based on factor-based covariance matrix estimators proposed in Fan et al. (2008) and Fan et al. (2013) . A natural extension to Fan et al. (2013) is to use Σ (or Σ h , Σ s ), instead of the sample covariance S, as the pilot estimator and plug it into the POET algorithm (Fan et al., 2013) . This constructs another robust risk estimator. We plan to investigate the theoretical properties of such robust risk estimators and their limiting distributions in the future. The results in this paper also raise a number of interesting questions for future research. One example is on deriving the limiting distributions of functionals of Σ other than w T Σw.
For example, Han and Liu (2014a) study the limiting distribution of Σ max as T, d → ∞ in the setting that the observations are mutually independent. It is interesting to investigate such asymptotic theory for a multivariate time series.
Proofs
In this section we provide the proofs of results in Section 3. In the sequel, using Assumption (A1), we assume that w = 1 and Σ max ≤ 1 without loss of generality.
Supporting Lemmas
Lemma 7.1 (Kontorovich et al. (2008) and Mohri and Rostamizadeh (2010) ). Let f : Ω T → R be a measurable function that is c-Lipschitz with regard to the Hamming metric for some c > 0: sup
and X 1 , . . . , X T be a sequence of stationary φ-mixing random variables. Then, for any > 0, the following inequality holds: Yoshihara (1976) ). Let {X t } t∈Z be a stationary process with the distribution function F . For T ≥ m, we define
be a U -statistic with order m and kernel function g. Let the function g i (·) be defined as
for 1 ≤ i ≤ m, and let parameters θ and σ 2 be defined as
Suppose there exists a constant δ > 0 such that for r = 2 + δ, the following conditions hold:
3. {X t } t∈Z is β-mixing with β(n) = O{n −(2+δ )/δ } for some 0 < δ < δ.
Assuming that the above conditions hold, we then have
where Z ∼ N (0, 1) is a standard Gaussian random variable. Yoshihara (1976) ). Let {X t } t∈Z be a d-dimensional stationary process with the marginal distribution function F , and X 1 , . . . , X T be a sequence of observations. Suppose
is a kernel function such that for some constants ζ > 0 and H > 0, we
where P(X t 1 , X t 2 ) is the joint distribution function of (X t 1 , X t 2 ). For arbitrary random vectors {X, Y }, we define
If the process {X t } t∈Z is β-mixing with mixing coefficient β(n) = O{n −(2+ζ )/ζ } for a constant ζ ∈ (0, ζ), then, for the U -statistic
we have
where λ := min 2(ζ − ζ )/{ζ (2 + ζ)}, 1 .
Lemma 7.4. Let {X t } t∈Z be a d-dimensional stationary process with the marginal distribution function F , X 1 , . . . , X T be a sequence of observations, and X * 1 , . . . , X * T be a block bootstrapped sample with block length l T 1− 0 defined in Section 2.1. For a kernel function
to be the U -statistics based on the observed sample and bootstrap sample, respectively. Now supposing that h satisfies (7.2) and (7.3), and the process {X t } t∈Z is β-mixing with mixing coefficient β(n) = O{n −(2+ζ )/ζ } for a constant ζ ∈ (0, ζ), we have
where Var * is the variance operator of the resampling distribution P * conditional on X 1 , . . . , X T .
The fact that for two random variables X and Y , we have
Similarly, using the fact that
By Theorem 2.3 of Shao and Yu (1993) , regarding h 1 , we have
On the other hand, by Lemma 7.3, we have Var{
Combining them with (7.4) and (7.5), we have
Similar arguments yield that
Combining (7.7) and (7.8), we obtain
Combining the above equation with (7.6) completes the proof.
Lemma 7.5. Let {X t } t∈Z be a stationary sequence of φ-mixing random vectors. Suppose the φ-mixing coefficient satisfies Assumption (A3). Then we have
where T and T are sample and population Kendall's tau matrix defined in (2.1).
Proof. For any two constant 1 ≤ s < t ≤ T , we have
be two pre-determined real sequences. Note that for i 0 = 1, . . . , h, given {X sj ∈ [a i 0 −1 , a i 0 ]}, the event {X tj > X sj } implies the event {X tj > a i 0 −1 }. This yields
On the other hand, given {X sj ∈ [a i 0 −1 , a i 0 ]}, the event {X tj > a i 0 } implies the event {X tj > X sj }. Thus, we have
and similarly define ψ L h to be
Otherwise. .
Without loss of generality, supposing that we have
By the definition of φ-mixing coefficient, we have
Moreover, letting X = (X 1 , . . . , X d )
T have the same distribution as X 1 and independent of (X s , X t ), we have
This yields
Plugging the above equation into (7.9), we obtain
Note that by the definition of conditional probability, we have
Thus, combining the above two equations, we have
Using similar arguments, we can prove
By definition, we have τ jk = E{sign(X tj − X j )(X tk − X k )}. Applying the definition of expectation, we have
By the same reason, we have
Now, by the definition of τ jk , we have
Plugging (7.14) and (7.15) into the above equation, and applying (7.10) -(7.13), we obtain
The last inequality is because by Assumption (A3), we have
This completes the proof.
Lemma 7.6. Let {X t } t∈Z be a stationary sequence of φ-mixing random vectors. Suppose the φ-mixing coefficient satisfies Assumption (A3). Then we have
where T and T are the sample and population Kendall's tau matrix based on {X t } T t=1 . Proof. Consider the following function
We have
Thus, f jk is c-Lipschitz with respect to the Hamming metric. By Lemma 7.1, we have
for any > 0. Here ∞ l=1 φ(l) < ∞ is guaranteed by Assumption (A3). Thus, we have
Combining the above equation with Lemma 7.5 completes the proof.
Lemma 7.7.
[Theorem 1 in Doukhan and Neumann (2007) ] Suppose that X 1 , . . . , X T are real-valued random variables with mean 0, defined on a common probability space (Ω, A, P). Let Ψ : N 2 → N be one of the following functions:
We assume that there exist constants K, M, L 1 , L 2 > 0, a, b ≥ 0, and a non-increasing sequence of real coefficients {ρ(n)} n≥0 such that for any u-tuple (s 1 , . . . , s u ) and v-tuple (t 1 , . . . , t v ) with 1 ≤ s 1 ≤ · · · ≤ s u ≤ t 1 ≤ · · · ≤ t v ≤ T , the following inequalities hold: 17) where for the sequence {ρ(n)} n≥0 , we require that
We also assume that the following moment condition holds:
Then, for all x > 0, we have (7.20) where C 1 and C 2 are constants depending on K, M, L 1 , L 2 , a, and b:
Lemma 7.8. Let {X t } t∈Z be a d dimensional stationary φ-mixing process satisfying Assumptions (A6), (A7), and (A9). Let R = diag( σ M,1 , . . . , σ M,d ) be a diagonal matrix of sample median absolute deviations based on {X t } T t=1 , and R = diag{σ M (X 11 ), . . . , σ M (X 1d )} be its population counterpart. Then we have
Proof. We first focus on a marginal process {X tj } T t=1 . For notational brevity, we suppress the index j and denote the process as {X t } T t=1 . Define X = X 1 . Let F be the distribution function of X and F T be the empirical distribution of {X t } 
This implies that
By the definition of F T , we further have
Since {X t } t∈Z is φ-mixing, the process {−I{X t ≤ F −1 (q) + u} + F {F −1 (q) + u}} t∈Z is also φ-mixing. By Lemma 6 in Doukhan and Louhichi (1999) , {−I{X t ≤ F −1 (q)+u}+F {F −1 (q)+ u}} t∈Z satisfies (7.17) with K = 2, M = 1, b = 0, any of the four Ψ functions, and
By Proposition 8 in Doukhan and Neumann (2007), (7.18 ) is satisfied with a = max(1, 1/r) and some constants L 1 and L 2 . Since −I{X t ≤ F −1 (q) + u} + F {F −1 (q) + u} is bounded, (7.19) is also satisfied with b = 0. Thus, applying Lemma 7.7, we have 22) for F {F −1 (q) + u} − q − 1/T > 0, where
for x > 0, a = max(1, 1/r), and some absolute constants C 1 and C 2 . On the other hand, we have
By similar arguments, we have
Combining (7.22) and (7.23), we have
Next, we continue to derive exponential tail probabilities for σ M ({X t } T t=1 ). We write m := Q({X t } T t=1 ; 1/2) and m := Q(X 1 ; 1/2) to be the sample and population medians. Let F 1 and F 2 be the distribution functions of X and |X − Q(X; 1/2)|. By the definition of σ M , we have
On the other hand, using the same technique, we have
Combining (7.25) and (7.26), we have
Now applying Inequality (7.24), we have
whenever
Here the last inequality is due to Assumption (A9) and the fact that ψ is non-decreasing. Similarly, we also have 29) whenever
Again the last inequality is due to Assumption (A9) and the fact that f is nondecreasing. Here we recall that F 1 and F 2 are the distribution functions of X and |X − Q(X; 1/2)|. Combining Inequalities (7.27), (7.28), and (7.29), we have
whenever we have 0 < u/2 < κ and ηu/2 > 1/T . Now we switch the focus back to the entire matrix R. By the sub-additivity of probability measures, we have
We recall that by the definition of the function ψ(·), we have
.
To simplify the denominator on the right-hand side of the above equation, we require that
Then we have ψ(ηu/2 − 1/T ) ≥ T /(2C 1 )(ηu/2 − 1/T ) 2 . Plugging this into (7.30), we obtain
Next we select a proper u to derive the rate of convergence. To this end, we set
This leads to
Plugging the above equation into (7.31), we get
Thus, (7.31) holds as long as we have log
holds. Plugging (7.33) into (7.32), we get
Thus, as T and d both go to infinity, we have
Proof of Theorem 3.1
Proof. Denote a = Dw. Using Taylor expansion entry-wise on sin(π T/2) at sin(πT/2), we have
where for each j, k ∈ {1, . . . , d}, θ jk lies between τ jk and τ jk . Using Lemma 7.6 and assumption (A4), we have (7.38) Here the first inequality is due to the fact that for any vectors v 1 , v 2 ∈ R d and matrix
Next, we focus on A 1 . We can expand A 1 by 40) where g(·) is defined in Equation (3.1). Note that U T is a U -statistic of order 2 and the kernel function g(·) satisfying
Thus g(·) is a bounded kernel function. Assumption (A3) guarantees that {R t } t∈Z is also β-mixing with β(n) ≤ n −1− . Thus, by Lemma 7.2, we have 
Remind that g(·) is a bounded kernel function and Assumption (A3) implies that the process {R t } t∈Z is β-mixing with β(n) ≤ n −1− . By Lemma 7.4 and Assumption (A2), we then have
where U T is defined in Equation ( By the circular block bootstrap procedure, the process {R * t } t∈Z is still a φ-mixing process with mixing coefficient φ(n) ≤ n −(1+ )(1− 0 ) = O(n −1− 2 ) for some 2 > 0 as long as > 0 /(1 − 0 ). Thus, by Lemma 7.6, we have T * − T max = O P ( log d/T ). Thus, we have A * 2 = O P (log d/T ) and accordingly 7.4 Proof of Theorem 3.5
Proof. Denote a := Dw. We can write
. (7.47) By the same arguments as in the proof of Theorem 3.1, we have (7.48) where Z ∼ N (0, 1) is a Gaussian random variable. It remains to show that B 2 is ignorable asymptotically. Using (7.39), we have
Using Lemma 7.9 and Assumption (A5), we have |B 2 | = O P ( log d/T ) = o P (σ/ √ T s ). Together with (7.47) and (7.48), using Slutsky's theorem, we have the desired result.
Proof of Corollary 3.1
Proof. By (3.5), we have P(| w j /w j − 1| > t) ≤ exp(−CT t 2 ). Thus, we further have P(max j | w j /w j − 1| > t) ≤ dP(| w j /w j − 1| > t) ≤ exp(log d − CT t 2 ).
To simplify the rate of convergence, setting t = (3 log d)/(CT ), we have and (7.55), we have Using the above two inequalities with (7.52) and (7.58), we can conclude that Var * ( √ T s R * ) = σ 2 {1 + o P (1)}.
7.7 Proofs of Theorems 3.3 and 3.4
The proofs of Theorems 3.3 and 3.4 are close to those of Theorems 3.5 and 3.6. The main difference is that now T h plays the role of T , and T plays the role of T s . We accordingly omit the proofs.
