Process models need to reect the real behavior of an organization's processes to be benecial for several use cases, such as process analysis, process documentation and process improvement. One quality criterion for a process model is that they should precise and not express more behavior than what is observed in logging data. Existing precision measures for process models purely focus on the control-ow dimension of a process model, thereby ignoring other perspectives, such as the data objects manipulated by the process, the resources executing process activities, and time-related aspects (e.g., activity deadlines). Focusing on the control-ow only, the results may be misleading. This paper extends existing precision measures to incorporate the other perspectives and, through an evaluation with a real-life process and corresponding logging data, demonstrates how the new measure matches our intuitive understanding of precision.
behavior without empirical support. Therefore, the precision of a model is not an absolute value but it is relative to an event log. In other words, precision depends on what has been observed.
Multiple measures for precision have been proposed in the literature [2, 3, 4, 5, 6, 7] . However, these approaches can only be used to measure precision of models that do not encompass data-, resource and time-related aspects. This is a serious limitation, since these aspects play an important role in real business processes. The importance of data in business processes is, for example, paramount as it is often data that drives the decisions that participants make [8] . In industrial practice, the modeling of additional perspectives is picking up, too. Consider, for example, that support for the standard Decision Model And Notation (DMN) was recently added to the process modeling tool of a major vendor 1 .
We wish to illustrate the problem of measuring precision while ignoring perspectives beyond control ow. Let us consider a fragment of a credit application process that generated the event log shown in Table 1 . Figures 1 and 2 show BPMN models that describe the entire behavior of the process, i.e., the models are perfectly tting with respect to the event log E. When disregarding the data perspective, model M 1 (Fig. 1) can be seen as a precise representation of the observed behavior. The dierence between models M 1 and M 2 (Fig. 2) is that the latter species additional rules: Depending on the requested loan amount either activity Simple Check or activity Extensive Check needs to be executed. For certain loan amounts between 1,000 and 2,000 the decision between Simple Check or Extensive Check is left to the process worker. 2 Moreover, in M 2 , a separation-of-duty constraint is implemented between activities Call Customer and Handle Request: These must be performed by dierent resources. 3 Intuitively, these rules based on process data make the process model M 2 more precise than M 1 : Their presence provides additional constraints that reduce the amount of allowed behavior. For example, model M 1 would allow to 1 http://www.signavio.com/news/managing-business-decisions-with-dmn-1-0/ 2 We apply this non-standard BPMN semantics as simplication. 3 We use an annotation as this rule cannot be expressed in BPMN. Simple Check for any amount, but Simple Check is only considered for an amount smaller than 2,000 in the event log. The major insight here is that existing approaches [2, 3, 4, 5, 6, 7] would return the same precision score for both models.
The main contribution of this paper is a technique that generalizes the precision measure proposed in [6, 9] to incorporate additional rules relating to multiple perspectives. More precisely, it supports multi-perspective rules that can be encoded as constraints over data attributes and directly inuence the execution of the process. The approach in [6] returns, for both M 1 and M 2 , the same precision score of 0.913, because it ignores the constraints of duty separation as well as those at decision points. By contrast, our approach, when applied to the shown process model and event log, returns a lower precision score 0.757 for process model M 1 and a higher precision score 0.848 for the process model M 2 . Thus, the precision added by specifying data-driven rules for choices in process models is reected in our measure. Note that the scores returned by our approach should not be compared directly to the scores returned by the approach in [6] , since we compute the precision in a new, more generic manner that acknowledges the precision added by those rules and penalizes their absence. We implemented the multi-perspective precision measure as a plug-in in the ProM framework, and evaluated it in the context of a real-life process.
The remainder of the paper is organized as follows. In Sect. 2, we dene the precision measure for multi-perspective process models, illustrate the measure using examples and describe its actual implementation. Sect. 3 evaluates the introduced measure using several process models created for a real-life event log.
Finally, Sect. 4 concludes with a summary and sketches future work.
Precision of Multi-perspective Process Models
In this section, we dene a precision measure for multi-perspective process models that determines the precision of process models in relation to event logs.
Event Log and Process Model
In Sect. 1 we informally introduced event log E by listing the recorded events in Table 1 . Each of the recorded events refers to the execution of an activity in a process instance, therefore, each event is unique. In the remainder of our paper, we dene an event log E as a collection of unique events: E = {e 1 , . . . , e n } [1, 9] .
Each event is associated with a set of pairs (v, u) indicating that the event assigns value u to a process attribute v. In the remainder of the paper, we use V to dene the set of attribute names that are relevant for the process in question and U to indicate the universe of possible values for attributes. Each event records some special attributes such as the case identier Case and the activity name Activity. Each event and its location in the trace is uniquely identied through an Id. We denote with A ⊆ U the set of recorded activity names. Given an event log E, we also introduce the function act ∈ E → A that extracts the name of the executed activity from an event.
Our approach to measure the precision of multi-perspective process models is independent of the formalism used to model the process, e.g., BPMN, EPCs or YAWL. To safeguard this independence, we use a transition-system notation to represent a process model. We use a transition system, which can be considered as a foundational formalism to capture processes: Denition 1 (Process Model). A process model denes a transition system P = (S, s 0 , S F , F ) consisting of a set S of states, an initial state s 0 ∈ S, a set of nal states S F ⊆ S, and a transition function F ∈
Here, we abstract from details on the state function to be congurable for dierent settings. For process models expressed as Petri nets, the reachability graph is an example of a possible transition-system representation. Several translations from BPMN models to transition systems are available. In the remainder of the paper, we assume the existence of a transition system having the following structure. Given a function f , we use dom(f ) to denote the domain of that function. Given the set V of model attributes, the set U of potential values, and the set A of labels of BPMN activities, the transition system of BPMN models is a tuple
; the initial state is s 0 = (⟨⟩, ass 0 ) with ass 0 being the function with an empty domain (initially no model attributes take on values); the set of nal states S F ⊆ S contains all activity sequences (with the latest value assignments to model attributes) that reach the nal BPMN event;
from any state (σ, ass) ∈ S, a state transition δ = (a, w)
is dened if the BPMN activity a ∈ A together with the value assignments w ∈ V ̸ → U can be executed in state (σ, ass); for each state s = (σ, ass) ∈ S, for each transition δ = (a, w) ∈ A × (V ̸ → U ) dened in that state, the state-transition function is dened as follows:
Events in the log can be related to a state of the transition system as follows:
Denition 2 (State Prior to the Occurrence of an Event). Given an event log E and a process model P = (S, s 0 , S F , F ), we dene function state P : E → S that, for each event, returns the state reached in the transition system just before the event happened.
For the sake of simplicity, we assume that the event log ts the process model.
Also, the names/labels of attributes and their values observed in the event log
(including the activity labels as a special case) are matched with the ones in the process model. Moreover, if the process model contains unobservable routing activities (i.e., invisible transitions) or multiple activities sharing the same label (i.e., duplicate activities), then we assume that the event log contains information to uniquely identify all executed activities including unobservable ones. For any event log that does not meet these requirements, we can transform the log to the closest event log matching the requirements. This can be done, for example, by using alignment-based techniques for multi-perspective process models as [10] , which squeeze any non-compliant log portion into a compliant one, adds events for required unobservable activities, and uniquely identies every executed activities. In [6] it is reported that this alignment has little eect on the precision measurement even for event logs with major deviations.
Precision Measure
The precision of a process model in relation to an event log must take into account the extra behavior allowed by the model that is not seen in the event log. In Sect. 1, we mentioned that the precision of a process model is computed with respect to an event log that records executions of such a process. It is the ratio between the amount of observed behavior as recorded in the log and the amount of possible behavior as allowed by the model. All behavior that is allowed by the model yet never observed in the log makes a model less precise.
More precisely, we dene possible behavior with respect to each event e ∈ E. It consists of the the possible activities that can be executed in the state prior to the occurrence of e according to the process model. Denition 3 (Possible Behavior). Let P = (S, s 0 , S F , F ) the transition system of a process model. Let E be an event log. The possible behavior when event e occurs as allowed by a model can be represented as a function pos P : E → 2 A :
In a similar way, we dene the observed behavior prior to the occurrence of any event e ∈ E as the activities that can observed in the whole event log when being in the same state as prior to the occurrence of e: Denition 4 (Observed Behavior). Let P = (S, s 0 , S F , F ) be the transition system of a process model. Let E be an event log, and e ∈ E an event. The observed behavior as seen in the event log can be represented as a function obs P :
Using the denitions of possible and observed behavior in the context of an event, we dene the precision of a multi-perspective process model P according to an event log E as follow.
Denition 5 (Precision of a Process Model wrt. an Event Log). Let P be the transition system of a process model. Let E be an event log. The precision of P with regard to E is a function precision : P × E → [0, 1]:
Since for each event e ∈ E, |obs P (e)| ≤ |pos P (e)|, precision scores are always between 0 and 1. Note that the transition system is nite: a state s is only considered if there is an event e ∈ E such that state P (e) = s. Since the number of events is nite, the number of states to consider is also nite.
For each event e ∈ E, computing state P (e) is O(|E|), because, in the worst case, one needs to iterate over all events in E to reconstruct the state. Once state P (e) is computed, computing obs P (e) and pos P (e) is linear in the number of activities: O(|A|). Since these functions need to be computed for each e ∈ E, the worst-case time complexity of computing precision is O(|E|(|A|+|E|)), which is O(|E| 2 ) as |E| >> |A| (the number of events is way larger than the process activity).
Illustration of the Measure
We proceed to show that our denition is intuitive by discussing a series of illustrative examples. In this section activities and attribute names are abbreviated with their rst letter; also, with abuse of notation, any model M i also refers to its transition-system representation as dened in Sect. 2.1. We obtain the following sets of observed and possible behavior for the events listed in Table 1 and the initial model M 1 :
For example, the set of observed behavior for e 2 is {S, C} because the execution of both activities Simple Check and Call Customer can be observed in those Table 1 , it becomes clear that events e 2 and e 6 contribute to the set of observed behavior for e 2 . Please note that the e 2 and e 6 are events from dierent traces, i.e., the whole event log is considered when computing the observed behavior. Continuing in the same manner with the remaining events yields a precision of precision(M 1 , E) = 28 37 ≈ 0.76. Applying the same measure on the process model M 2 , we get:
and subsequently a value of precision(M 2 , E) = 28 33 = 0.848. It is easy to see that the added constraints regarding the attribute Loan limits the set of possible activities for event e 2 to Simple Check and Call Customer. The activity Extended Check cannot be executed anymore in the state prior to the occurrence of e 2 , as the value of the attribute Loan would need to be higher than 1,000.
This improves the precision of model M 2 . Moreover, the observed parallelism of activities Simple Check and Call Customer for a Loan value of 750 is not seen as imprecision in either case, as reected in the set of observed behavior {S, C} for event e 2 . Note that the assignment of data attributes needs to be exactly the same in order to detect parallelism in the model as a precise representation of the observed behavior. Otherwise, when parallelism is observed with dierent attribute values, it is seen as an imprecision because a more precise process model using the dierent attribute values for a data rule can be created.
Next to the two process models introduced in Fig. 1 and Fig. 2 , we consider two additional, illustrative process models representing extreme cases. Fig. 3 shows an example of a process model that is very imprecise in relation to event log E. Always starting with Handle Request, model M 3 in Fig. 3 allows to execute the remaining activities any arbitrary number of times and, also, in any order. On the opposite side of the spectrum, model M 4 in Fig. 4 is very precise, as only exactly the observed behavior in E is possible. For instance, the order of the activities Simple Check and Call Customer depends on the value of the The example above also shows that models scoring a very high precision value are not always the most preferable. In particular, model M 4 in Fig. 4 with a perfect precision score allows for exactly the behavior observed in the event log and nothing more. Given that event logs only contain example behavior as observed in a limited time frame, one cannot assume that all possible behavior has been observed. Hence, a process model should to some extent generalize and allow for more behavior than what has simply been observed, yet is potentially admissible. In other words, using data-mining terminology, model M 4 is probably over-tting the event log. Therefore, when using the proposed precision measure to, e.g., rank the quality of discovered process models it should be balanced with other quality criteria [9] , rather than aiming for a perfect precision score.
Implementation
This section shows the concrete implementation of the precision measure as a plug-in for the process mining framework ProM 5 . We use Data Petri Nets (DPNnets) [10] as modeling language with simple and clear semantics.
A DPN-net is a Petri net [11] extended with variables (i.e., data attributes).
Transitions update the values of variables through so-called write operations and can be associated with guards that further constrain when transitions are enabled to re. A transition in a DPN-net can re only if all its input places contain at least one token and the guard, if any, is satised. Guards can be formulated as an expression over the process variables. Fig. 5 shows how the BPMN model M 2 (Fig. 2) can be expressed using the DPN-net notation. For instance, transition Request, is larger than 1,000. However, at times one may wish to constrain the values that a transition is allowed to write. In those cases, variables are postxed with a prime symbol, indicating the value assigned by the transition. For instance, the guard of transition Call Customer states that the resource executing the activity must dier from the resource who executed the Handle Request:
in this way, we can enforce a separation of concerns. Readers are referred to [10] for more details. The behavior of a DPN-net can be represented as a transition system similarly as discussed in Sect. 2.1 for BPMN models.
To provide diagnostics on the precision measurement, we can compute a local precision score for each place by including only those events that correspond to DPN-net transitions that consume tokens from the place. A visualization of this diagnostics for model M 2 is shown in Fig. 5 . Each place is colored according to its local precision score (darker colors correspond to lower precision). Additionally, the table on the right side provides an overview about the precision scores.
Evaluation
The evaluation is based on a real-life case study, which is concerned with the process of handling road-trac ne by an Italian local police force [10] . Specically, we employed a real-life event log 6 that records the execution of 11 dierent activities and contains 550,000 events grouped into 150,000 traces. In total there are 9 data attributes. All experiments were conducted with a memory limit of 2 GB, which is lower than what current-day, regular computers contain.
For this evaluation, we used ve dierent models:
Model A, which is discovered using the Inductive Miner (IM) set to guarantee perfect tness [12] ;
Model B, which extends model A with guards as discovered by the decision-tree miner (DTM) [13] ; the minimal instances per decision-tree leaf parameter was set to 125 to avoid over-tting; Model C, which is the normative model, shown in [10] , but without any guards;
Model D, the normative model from [10] again, yet including all those guards that concern attributes available in the public event log;
Model E, which extends Model C with the guards discovered with the DTM (using the same as for model B).
7 Table 2 shows the precision and tness scores for the described process models. Intuitively, Model A should be the least precise process model. This model does not constrain the allowed behavior with any data rules. Also, the IM, set to guarantee perfect tness, is unlikely to discover a precise model for this event log, which includes infrequent behavior. Indeed, Model A scores a low precision of 0.298. Model B (shown in Fig. 6 ) has the same control-ow as Model A, but additional guards based on discovered rules. As expected, the discovered rules in Model B result in an improved precision of 0.344 and a lower tness. Fig. 6 shows the precision measurement for Model B as it is returned by the ProM plug-in. The coloring of the places allows to locate the eect of the discovered rules on precision. It shows that the data rule added for Send for Credit Collection results in a perfect precision in that part of the model, i.e., the rule added to this transition is mutually exclusive with the rule added for the alternative transition τ 4 . Still, Model B arguably allows for too much behavior. The normative model without data rules, Model C, is more precise than the models discovered with the IM; it precision is 0.639. As expected, adding the normative data rules shown in [10] to arrive at Model D will increase its precision to 0.694. However, adding those data rules has an impact on the tness of model D (-0.025). As reported in [10] , the event log shows that the rules are not always respected.
Finally, we applied the DTM on the normative model, which resulted in Model E. It scores best on precision (0.801), and better on tness than model D.
Completely in line with expectations, Model E scores better in tness, because it discovers the as-is rules rather than the to-be rules. A cursory glance on the results may invoke surprise that the precision of model E is higher than the precision of model D. However, this can be expected: The guards are discovered so as to maximize tness and precision. Therefore, the rules added in model D only reect constraints on the process from a compliance perspective, e.g. Send of Credit Collection should only be executed if the ne is not yet fully paid.
By contrast, the DTM strives for discovery of mutually-exclusive rules that describe the real behavior as observed in the event log. Being based on the real are omitted and the gure was redrawn to improve the readability on paper process executions, these rules may violate the normative rules and provide logic that has no business relevance. This case study shows that our way of computing precision is applicable to evaluate the quality of multi-perspective process models and provides intuitive results.
Conclusion
In this paper, we proposed a new measure for the precision of multi-perspective process models in relation to behavior that is described in the form of an event log. Whereas process modeling languages commonly used in practice (e.g. BPMN) allows one to specify data-driven rules to model choices, existing approaches to measure the precision of a process model ignore data-related aspects.
The precision of a process model can be seen as the fraction of the possible behavior allowed by the model in relation to what has actually been observed, as recorded in the event log. This paper reports on the rst proposal to measure precision for multi-perspective process models.
As future work, we aim to put our technique to the test in several reallife case studies. In particular, we want to perform an end-user evaluation with business analysts to verify whether our notion of precision is in line with their expectations. Our preliminary results make us believe that will be the case. In particular, given an event log of a certain process and a number of models for the same process, we are able to determine which model scores higher on precision. For each model, the respective precision score can be combined with the tness score, which, for instance, can be computed using the approach reported in [10] . In many cases, higher values of precision are associated with lower values of tness, and vice versa. By nding the right trade-o between these two quantities, we can determine which model provides a better representation of the process in question. Last but not least, we aim to employ the precision measure to improve the discovery of guards. The approach proposed in [13] only allows for discovering mutually exclusive guards at decision points. Often, guards at decision points are not mutually exclusive: in the same process state, multiple alternatives need to be enabled. We want to allow for multiple alternatives (to increase tness), but not for too many (which would reduce precision).
