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Abstract
We study in this paper how to initialize the parameters of
multinomial logistic regression (a fully connected layer fol-
lowed with softmax and cross entropy loss), which is widely
used in deep neural network (DNN) models for classifica-
tion problems. As logistic regression is widely known not
having a closed-form solution, it is usually randomly ini-
tialized, leading to several deficiencies especially in trans-
fer learning where all the layers except for the last task-
specific layer are initialized using a pre-trained model. The
deficiencies include slow convergence speed, possibility of
stuck in local minimum, and the risk of over-fitting. To ad-
dress those deficiencies, we first study the properties of lo-
gistic regression and propose a closed-form approximate so-
lution named regularized Gaussian classifier (RGC). Then
we adopt this approximate solution to initialize the task-
specific linear layer and demonstrate superior performance
over random initialization in terms of both accuracy and
convergence speed on various tasks and datasets. For ex-
ample, for image classification, our approach can reduce
the training time by 10 times and achieve 3.2% gain in ac-
curacy for Flickr-style classification. For object detection,
our approach can also be 10 times faster in training for the
same accuracy, or 5% better in terms of mAP for VOC 2007
with slightly longer training.
1. Introduction
Training a deep neural network is generally solving a
non-convex optimization problem over millions of parame-
ters with no analytical solutions. When there are large scale
training data, e.g. ImageNet [28] or millions of face images
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[11], typically people train a DNN model from scratch with
an iterative solver, which takes days, or up to weeks even
with the great progresses in computing infrastructure and
optimization method. On the other hand, when training a
DNNmodel for a specific task (e.g. object detection, seman-
tic segmentation, fine-grained classification) which tends to
have smaller scale of training data, fine-tuning (sometimes
called transfer learning) is widely adopted.
In this paper, we focus on improving the fine-tuning
method in terms of both accuracy and training speed. Con-
ventionally, in the fine-tuning schema, the parameters of
the lower level layers of the model to be trained are trans-
fered directly from a pre-trained model, e.g. AlexNet [19],
ResNet [14], which is trained on a much larger scale dataset,
e.g. ImageNet-1k [28] classification dataset, while the pa-
rameters of the last layer are randomly sampled from cer-
tain distributions (usually Gaussian) [31] and are optimized
together with previous layers in a multinomial logistic re-
gression manner (i.e. a fully connected layer followed with
softmax and cross entropy loss). Examples include Flickr
style estimation [17], flower recognition [22], and places
recognition [36]. Fine-tuning schema can also be used in
other image recognition domain. For example, image clas-
sification models trained on ImageNet can also be used to
initialize an object detection model, such as YOLO [24] and
Faster R-CNN [25], and lead to better performance.
The conventional fine-tuning method successfully lever-
ages the low level visual pattern extractors learned from gen-
eral tasks (classification), which reduces the over-fitting is-
sue to some extend, and typically converges faster than train-
ing from scratch. However, the conventional fine-tuning
still suffers from the following two challenges because new
layers are randomly initialized. The first is still over-fitting.
Even locking the lower level layers and only updating new
layers still has the over-fitting issue. The reason might be
that the dimension of the input (called features) to the last
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layer is generally too high compared with the limited train-
ing data, and setting the parameters of new layers randomly
at the initial stage might be too far away from the optimal
solution. For example, the input of the ’fc8’ layer in VGG
[30] or AlexNet [19] is a tensor with 4096 channels and the
input of ’fc’ layer in ResNet-50 [14] is a tensor with 2048
channels. Our experiments with various tasks validate this,
as discussed in the experimental results section.
The second challenge of the conventional fine-tuning is
the convergence speed. Though for image classification,
fine-tuning can converge very fast, for more complex tasks
like object detection, it still needs hours or days to fine-tune
from pretrained models [25, 24]. This is mainly because
with a randomly initialized linear layer, one has to use a
smaller learning rate for the parameters in the non-linear fea-
ture extraction layers to avoid gradients of randomly initial-
ized parameters in new layers ruining the pre-trained model.
This is impractical or inefficient for applications that require
frequent model training or prototyping. For example, for a
web-based training service like Microsoft Custom Vision1,
the model needs to be trained within couple of minutes to
guarantee the user experience and the productivity.
The above problems are mainly caused by the fact that
the newly added layer is randomly initialized due to the
lack of closed-form solution of logistic regression. Re-
cent research [9] has shown that DNN models have near
linear decision boundaries. Thus we can assume the pre-
trained feature extractor is general enough to obtain near
linearly separable features on the new training set. As a
result, we can leverage solutions from other linear classi-
fiers, e.g. linear discriminative analysis (LDA), to initialize
the linear layer in logistic regression, with the hope that a
well-initialized linear layer is closer to the optimum than a
randomly initialized linear layer. We have explored several
linear classifiers and found all of them give reasonably good
results. Among these classifiers, logistic regression gives
the best result which makes sense because logistic regres-
sion is more consistent with the loss function (cross entropy
loss) in DNN training. However, the problem is that logistic
regression is time-consuming since it does not have closed-
form solution and needs an iterative solver.
In order to tackle the above drawbacks of logistic regres-
sion, we first study the properties of logistic regression and
find that it has an exponential family distribution. We fur-
ther show that the exponent is an infinite order polynomial
with zero and first order coefficients class-dependent and all
other higher order coefficients class-independent. Based on
this finding, we can approximate the distribution of the fea-
tures for each class with a special case of exponential family
with polynomial exponent, i.e. Gaussian distributions. To
satisfy the coefficient constraints, the Gaussian distribution
should have a class-dependent mean vector (first-order coef-
1http://customvision.ai
ficients) and a class-independent covariancematrix (second-
order coefficients). We derive a closed-form solution of the
optimal linear classifier by maximum likelihood (ML) un-
der this approximation named regularized Gaussian classi-
fier (RGC). RGC can be served as an approximate solution
to multinomial logistic regression in DNNs while having
the advantages that it is fast, it has a closed-form solution,
and it is hyper-parameter free. This linear classifier is then
used to initialize the last layer of the DNN model. That is,
we copy the solution of RGC (wk and bk for each of the
K categories, k = 1, . . . ,K) to initialize the parameters
in the last linear layer in the DNN model. Compared with
the random initialization algorithm, the proposed algorithm
can dramatically reduce the training cost and lead to a better
model with negligible initialization cost.
We have applied the proposed model initialization algo-
rithm to both the image classification and object detection
problems. Extensive experiment results demonstrate the su-
periority of the method in both scenarios. For example,
for image classification, our approach can reduce the train-
ing time by 10 times and achieve 3.2% gain in accuracy
for Flickr-style classification. For object detection, our ap-
proach can also be 10 times faster in training for the same
accuracy, or 5% better in terms of mAP for VOC 2007 with
slightly longer training.
2. Related Works
2.1. Model Fine-tuning
A typical deep neural network model can be decoupled
into two parts, a non-linear feature extraction part φ(·)
which corresponds to a stack of layers, followed by a lin-
ear classification part. The assumption that the feature ex-
traction part can extract some general task-independent fea-
tures gives rise to the possibility of fine-tuning. Existing
fine-tuning schema mainly fall into two categories: 1) ran-
domly initializing the last linear layer and fine-tuning both
the linear and non-linear stages (entire model) on the new
data set [16, 22, 36], and 2) fixing the model parameters in
the feature extraction stage and training a linear classifier,
such as linear SVM, or multinomial logistic regression, for
the new task [34]. The second category could be very fast
for some lightweight image classification tasks, but suffers
from suboptimal accuracy on test sets. As shown in [34], the
authors retrained the last layer (linear classification stage)
with the parameters from the non-linear stage fixed and ob-
tained suboptimal accuracy. In order to overcome the prob-
lem of over-fitting, various model regularization methods,
for example, weight decay, have been proposed. However,
weight decay degrades the efficiency of SGD optimization
and may lead to the under-fitting problem. In this paper, we
find that our proposed model initialization method prevents
models from over-fitting during fine-tuning, without tuning
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any hyper parameters.
2.2. Model Initialization
Previous works initialize models from a predefined distri-
bution (also known as random initialization), e.g. uniform
distribution or Gaussian distribution with different statis-
tics (i.e. mean and standard distribution of a Gaussian
distribution) to deal with the vanishing gradient problem
[31, 7, 13]. More recent works have placed attentions on
data-dependent model initialization. [18] proposed to nor-
malize randomly initialized weights according to the train-
ing data in order to let parameters to learn at the same
rate (activations are equally distributed), finally, they resacle
each layer such that the gradient ratio is constant across lay-
ers. However, the initialization is still stochastic in [18].
In this paper, we propose a deterministic data-dependent
model initialization method and we find our method in-
crease the convergence speed significantly. [29] proposes a
PCA-based model initialization method where PCA is first
turned into an auto-encoder, then the auto-encoder is trained
and the weights are used to initialize the model. However,
there is no closed-form solution for the auto-encoder and the
training requires tuning many hyper-parameters. Compared
with this method, our proposed method has a closed-form
solution thus it does not require tuning any hyper-parameter.
3. Logistic Regression in Deep Learning
3.1. Multinomial Logistic Regression Revisit
Softmax with cross-entropy loss is widely used in mod-
ern DNN network structures. It is well-known that a sin-
gle fully connected neural network with Softmax and cross-
entropy loss is equivalent to multinomial Logistic regres-
sion. Suppose that x is the input of the network, k ∈ K
is the class label, wk and bk are network parameters asso-
ciated with class k. Then the probability of x belonging to
the class k can be defined by the Softmax function:
p(k|x) =
1
z(x)
exp(wTk x+ bk) , (1)
where z(x) =
∑K
j=1 exp(w
T
j x + bj). Then the likelihood
function of class k will be:
p(x|k) = exp(wTk x+ b
′
k − ǫ(x)) , (2)
where terms wk and b
′
k = bk − log(p(k)), which only de-
pend on class k, and ǫ(x) = log(z(x)) − log(p(x)), which
only depends on x. Let F(x, k) = wTk x+ b
′
k, Eq. 2 can be
written as
p(x|k) = exp(F(x, k) − ǫ(x)) (3)
Let the log-likelihood function be q(x, k) = log(p(x|k)) =
F(x, k) − ǫ(x). We notice that q(x, k) has a class-
dependent part F(x, k) which is linearly dependent of class
k and a class-independent part ǫ(x). If we use multi-
variable Taylor series to represent q(x, k) at point a, we
will have:
q(x, k) = q(a, k) +∇q(a, k)(x − a)
+
1
2
(x− a)THq(a, k)(x − a) + ...
(4)
Since the class-dependent term is only linearly dependent
on class k, meaning the second and higher order derivatives
in Eq. 4 are independent of class k. From Eq. 3 and 4,
we can conclude that logistic regression has the following
properties:
1. The examples in each class follow a exponential family
distribution.
2. The exponent is a polynomial with infinite order and
only the coefficients of zero and first order are depen-
dent on class.
3.2. Gaussian Classifier as Logistic Regression
It is well known that there is no analytical solution for
logistic regression. However, if we ignore the 3rd and
higher order terms, the samples in each class can be as-
sumed to follow a Gaussian distribution with some spe-
cific requirements. Since the second order term in a Gaus-
sian distribution only depends on its covariance matrix, a
class-independent second order coefficient indicates a class-
independent covariance matrix.
If we assume that the features from the same class for
the last linear layer come from a Gaussian distribution with
a class-specific mean vector and a shared covariance ma-
trix Σ, then the resulting Gaussian classifier becomes logis-
tic regression. Based on this assumption, let {xi, yi}, i =
1, 2, ..., N , yi ∈ K denote the features and class labels for
the last linear layer. The class centroidsµk can be computed
as µk =
1
|Ck|
∑
i∈Ck
xi, where Ck is the set of indices of
samples belonging to class k. The likelihood function can
be evaluated by
P (x|k) = |2πΣ|−
1
2 exp
(
−(x− µk)
TΣ−1(x− µk)
2
)
(5)
Although it is only an approximation of logistic regres-
sion, Gaussian classifier has the advantage that it has a
closed-form solution. Even if the solution is not optimal,
it is reasonable to use this solution to initialize the task-
specific last layer in fine-tuning because the additional op-
timization steps can push this sub-optimal solution towards
the optimal solution.
Our experimental results show that even without fine-
tuning, a Gaussian classifier based model initialization can
already achieve a promising accuracy. Moreover, as the
DNN model is fully initialized, the model parameters can
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be fine-tuned together with the same learning rate, leading
to a even faster convergence speed.
4. Model Initialization with RGC
4.1. Regularized Gaussian Classifier (RGC)
Suppose classes are uniformly distributed in real world,
then maximum a posterior (MAP) classifier is the same as
maximum likelihood (ML) classifier due to the fact that:
p(k|x) =
p(x|k)p(k)
p(x)
∝ p(x|k)
Based on the assumption the second order coefficient in the
exponent is class-independent, we can assume features are
from a Gaussian distribution with class dependentmean and
class independent covariance matrix. Thus, we assign a
class label to the sample by maximizing the likelihood func-
tion of the underlying Gaussian distribution in Eq. 5:
yˆ = argmax
k∈K
p(x|k) (6)
Since the quadratic term xTx and the exponential func-
tion does not affect the order, we can rewrite Eq. 6 in the
linear form:
yˆ = argmax
k
µTkΣ
−1
x−
1
2
µTkΣ
−1µk (7)
Let
wk = Σ
−1µk, bk = −
1
2
w
T
k µk (8)
Eq. 7 becomes
yˆ = argmax
k∈Y
w
T
k x+ bk (9)
Therefore, Eq. 9 shows an optimal solution to a linear
classifier for the problem. However, many real applications
do not have sufficient training data. The covariance matrix
estimation becomes highly variable, and the weights esti-
mated by Eq. 8 is heavily weighted by the smallest eigen-
values and their associated eigenvectors. In order to avoid
this problem, we introduce a regularization term to the co-
variance matrix. We have wk = (Σ + ǫI)
−1µk, where I
is an identity matrix and ǫ is the regularization term (a pre-
chosen small constant, we set it to 0.1 for most of our ex-
periments). In practice, wk can be efficiently calculated by
solving the following equation,
(Σ + ǫI)wk = µk . (10)
Using Eq. 10, we avoid the calculation of matrix inverse,
which is usually 2-3 times faster in practice.
4.2. Parameter Calibration
Generally, for any constant α > 0, β and constant vec-
tor v, we can define an infinite set of weights and biases
{wˆk, bˆk}, where
wˆk = αwk + v, bˆk = αbk + β (11)
We can prove that all these parameters are equivalent in
terms of classification accuracy. However, their impact on
SGD optimization will be different. Note that multi-class
logistic regression is normally implemented as fully con-
nected layer followed by Softmax with cross entropy loss
layer in most deep learning platforms [16]. If we increase
α by ten times, the cross-entropy loss after the Softmax op-
eration will be changed, and the loss propagated to previ-
ous layers will be changed as well. However, there is no
analytical solution to finding an optimal set of parameters
which can minimize the cross entropy loss. Instead of solv-
ing it directly, we use the weights {w′k} of the last linear
layer in the pre-trained network as the reference. We want
both networks to have similar scales of loss which can be
properly propagated to previous layers. Therefore, we align
wˆ ∈ {wˆk} and bˆ ∈ {bˆk} to w
′ ∈ {w′k} and b
′ ∈ {b′k} as
follows.
E(wˆ) = E(w′) , (12)
E(bˆ) = E(b′) , (13)
E(‖wˆ− E(wˆ)‖2) = E(‖w′ − E(w′)‖2) , (14)
where E(.) denotes expectation. From Eq. 11 and Eq. 12-
14, we have
v = E(w′)− αE(w) , (15)
β = E(b′)− αE(b) , (16)
α =
√
E(‖w‖2)− ‖E(w)‖2
E(‖w′‖2)− ‖E(w′)‖2
. (17)
Based on Eq. 11, 15-17, we can get the optimal set of
weights {wˆk, bˆk} to initialize the last FC layer of a DNN
model.
4.3. Relationship to Other Data Based Methods
We can find that nearest centroid classifier (NCC) [32]
is a special case of RGC when ǫ → ∞. When ǫ → 0,
RGC is very similar to LDA for binary classification. Com-
pared with the multi-class LDA algorithm, RGC omits the
calculation of between-class scatter matrix. Using this trick,
RGC avoids two times of SVD calculation, which makes
RGC 5-20 times faster in practice than the traditional LDA
algorithm. The weakness of RGC is that it is incapable of
performing dimension reduction, which is not an issue for
the model initialization problem. The regularization used in
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RGC is not something entirely new. It have been frequently
used in different situations, for example, regularized LDA
[6], ridge regression, etc.
There are also many other linear classification algo-
rithms, such as support vector machine and Gaussian Pro-
cess. Compared with logistic regression with SGD, most of
these algorithms are slow, especially in a high dimensional
feature space with non-linear separable data.
5. Experimental Results
In this section, we evaluate our method on several tasks
including finetuning, e.g. fine-grained recognition and ob-
ject detection. We compare our method with other data-
independent and data-dependent methods thoroughly on
these tasks. Experimental results demonstrate the effective-
ness of our method. In the following experiments, all speeds
are tested on a DGX-1 sever using one NVIDIA Tesla P100
GPU and Intel E5-2698v3 CPU.
5.1. Convergence of class covariance matrices
To demonstrate the covariance matrix of approximated
Gaussian classifier is independent on class, we train a
ResNet-18 network on the ImageNet dataset for 650k itera-
tions. We use SGD with a mini-batch size of 256. The learn-
ing rate starts from 0.1 and divided by 10 for each 150k it-
erations. For every 20k iterations, we extract DNN features
from the “Pool5” layer for every images in the ImageNet
test set. Then we use the correlation matrix distance (CMD)
[15] metric, which is defined in Eq. 18, to measure the sim-
ilarity of the covariance matrices between different image
categories.
dcoor(R1, R2) = 1−
tr{R1R2}
‖R1‖f‖R2‖f
, (18)
where R1 and R2 are two covariance matrices, tr{.} is the
trace of a metric, ‖.‖f is the Frobenius norm of a matrix.
Since there are only 50 images for each category in the
ImageNet validation set, dimension reduction is required to
get robust estimation of the covariance matrices in the fea-
ture space. Thus we (i) pre-process the feature vector by
subtracting its corresponding class mean vector to improve
the efficiency of the dimension reduction; (ii) use PCA to
reduce the dimensionality of feature vector from 512 to 2,
(iii) calculate the covariance matrices for each categories
and calculate the mean of these covariance matrices; (iv)
for each category, calculate the CMD distance between the
class covariance matrix and the mean covariance matrix;
and (v) calculate the mean and the variance of these CMD
scores. The final results are shown in Fig. 1.
From Fig. 1, we find that in the initial training stages,
the covariance matrices from different categories are quite
similar. The main reason is due to the model random ini-
tialization method which is homogeneous. As the training
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Figure 1: The study of convergence of class covariance ma-
trices over different iterations.
continues, the model starts to fit to the training data, and
the mean of the CMD score reaches its maximum at the
320th iteration. After that, the mean and variance of the
CMD scores continually drop until converging to the value
around 0.04. This result verifies our conclusion that CNN
is capable of learning feature to meet the requirement of
logistic regression, and as a result the covariance matrices
tend to be class-independent under Gaussian approximation.
However, it does not converge exactly to zero because the
distribution is not exactly Gaussian.
5.2. Fine-grained Classification
We choose the Flickr-style dataset [17] for ablation study
to evaluate our method on the fine-grained classification
task due to its popularity in transfer learning. Flickr-style
dataset contains 80, 000 images labeled with 20 different vi-
sual styles. We use the same setting as [16]: 80% for train-
ing and 20% for testing and fine-tune a AlexNet [19] for
fine-grain classification which is pre-trained on ImageNet
[28] for 100,000 iterations and achieved the final validation
accuracy of 39.16%. It takes 7 hours using Caffe on a K40
GPU.
There are two fine-tuning strategies, one is only fine-
tuning the last FC layer while fixing all the previous layers,
and the other is fine-tuning both the pretrained layers and
the last FC layer together. The first method is usually used
when there is not enough data, it treats pretrained layers
as feature extractor and train a separate task-specific linear
layer, e.g. an SVM, on the new dataset. It is fast but usually
suffers from over-fitting. The latter treats pre-trained layers
as model initialization and optimize both feature extractor
and linear classifier simultaneously but with different rate,
the latter is slow but usually generalizes better. If otherwise
stated, experiments are done with the second setting.
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Table 1: Model initialization accuracies (without fine-
tuning) and corresponding costs (not considering feature ex-
traction time). RGC: regularized Gaussian classifier (ours),
SVM: support vector machine, LDA: linear discriminative
analysis, LR: multinomial logistic regression.
Algorithm Accuracy Time (s)
Hyper-Parameter
Selection
RGC 38.11 3.34 No
SVM 37.27 13.78 Yes
LDA 37.42 24.73 No
LR 38.57 97.02 Yes
Table 2: RGC model initialization for Flickr-style
Algorithm Iter Acc (%)
Baseline [16] 100000 39.16
RGC 0 37.96
RGC 3000 39.20
RGC 10000 42.39
5.2.1 Data-dependent model initialization details
In this section, we discuss the implementation details about
data-dependentmodel initialization methods. First, we drop
the last task-specific layer of AlexNet and feed the entire
training set to the pre-trained Alexnet to extract features
from the output of the “fc7” layer. Then, we use these ex-
tracted features to initialize the newly added task-specific
layers following Eq. 15-17.
5.2.2 Comparison with other initialization methods
We compare our proposed RGC with different initialization
methods, including RAND (the MSRA random initializa-
tion method [13]), LDA (linear discriminative analysis), LR
(multinomial logistic regression), SVM (linear support vec-
tor machine classifier). In this experiment, implementations
of LDA, LR and SVM are from the scikit-learn Python pack-
age 2. In Tab. 1, we evaluate the accuracy after model initial-
ization without fine-tuning. Comparing RGC with other
model initialization methods, RGC is extremely fast, which
only takes 3.34 seconds not considering feature extraction
time. Another advantage of RGC algorithm is that RGC is
hyper-parameter free and insensitive to regularization.
Compared with LR and SVM, the RGC algorithm is almost
parameter free (we use a fixed ǫ = 0.1 for most scenarios),
which is critical for online services when a customer lacks
machine learning experience. On the other hand, LR and
SVM algorithms require a lot of effort to manually se-
lect dataset-dependent hyper-parameters (e.g. learning
rate) to get optimal results.
2http://scikit-learn.org
Next, we fine-tune the models after initialization. We
conduct experiments with RGC model initialization de-
scribed in Eq. 15-17 and let all parameters to update with
the same learning rate. This setup makes a fair and closer
comparison with [16]. More specifically, we follow all set-
tings from [16], except for the following two parameters.
First, since our model is properly initialized, we do NOT
use 10 times of learning rate to update the parameters in
the last linear layer. Second, since the initial model is al-
ready close to the optimal solution, we reduce the step size
to 3000. The experimental result is shown in Tab. 2. With
the help from the RGC model initialization method, the
proposed approach achieves 37.96% top-1 accuracy in the
initial state, and 39.20% at 3000th-iteration. Finally, the
model achieves 42.39% top-1 accuracy, which is signifi-
cantly higher than the best published results with the same
network structure.
We hypothesize that there are two reasons that might con-
tribute to the gain:
1. RGC-initialized weights are more consistent in distri-
bution as pre-trained weights (this is because they have
higher accuracy after initialization), which makes all
parameters learning at the same rate during fine-tuning.
As discovered in [18], it is important to have all param-
eters in the network to learn at the same rate. Although
the learning rate of RAND-initialized layers are scaled
by 10, they are not guaranteed to learn at the same rate.
2. We find that RGC-initialized models are less likely
to over-fit and we argue that some of the accuracy
gap is due to over-fitting. Details about why RGC-
initialization reduces over-fitting are discussed in Ap-
pendix.
5.2.3 More results
We also evaluate our RGC model initialization method on
more fine-grained classification datasets (Flower-102 [22]
and Caltech-256 [10]). Compared with state-of-the-art re-
sults, using the same pre-trained deep learning model, our
model initialization method shows 2-4 times faster in con-
vergence iterations with better results, as shown in Tab. 3
and 4
Table 3: RGC model initialization for Oxford flower-102
Algorithm Iter Acc (%)
Baseline [8] 16000 93.04
RGC 0 81.37
RGC 9000 93.33
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Table 4: RGC model initialization for Caltech-256 data set
Algorithm Iter Acc (%)
Baseline [35] 7100 73.50
RGC 0 63.86
RGC 1600 73.91
5.3. Object Detection
Recent object detectors can be categorized into two
types: two-stage detectors, e.g. Faster R-CNN [25] and its
variants [2, 20, 12, 1, 33], which generates region proposals
first and then focuses on the recognition of the proposals;
and one-stage detectors, e.g. YOLO [23, 24] and SSD [21],
which directly predicts the bounding box coordinates and
the classification scores. However, what they have in com-
mon is that both types of detectors have separate classifiers
to classify regions and bounding box regressors to predict
object locations.
In the following experiments, we demonstrate that our
method works well for both the two-stage (Faster RCNN)
and one-stage (YOLO V2) detectors.
5.3.1 Implementation details
To demonstrate the effect of model initialization for the clas-
sification layer, we modify detectors to have class agnostic
bounding box regression so that the bounding box regres-
sion layer does not depend on object class. Then we use
the pre-trained detector (on ImageNet 200 detection set) to
initialize bounding box regression layer in all experiments.
For our baseline models, we follow their original implemen-
tation to initialize the newly added classification layers ran-
domly with Gaussian distribution. We use the RGC initial-
ization to initialize the classification layer as our proposed
method. In the following experiments, we demonstrate the
effectiveness of our method on YOLO V2 with Darknet-19
backbone [24], and Faster R-CNN with ZF backbone [26].
5.3.2 VOC2007 dataset
The first experiment is conducted on the standard VOC2007
dataset [5] with 20 classes. It contains 5011 images for train-
ing and validation and 4952 images for testing. We used
VOC2007 trainval set to train the model and evaluate our
model on the VOC2007 test set. The accuracy is measured
by the standard mean average precision (mAP) at the inter-
section over union (IoU) of 0.5. Results are shown in Fig 2,
RGC model initialization shows significant gains in both
object detection algorithms as well as faster convergence
speed.
With YOLO V2, the RGC initialized model achieves
mAP of 41% after 50 iterations of training, and mAP of
67% after 1, 000 iterations, which is 10 times faster than
0 2000 4000 6000 8000 10000
Iterations
0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
M
A
P
Baseline
RGC_Init
1000 iters = 20.03 mins
(a) YOLOV2
0 5000 10000 15000 20000 25000 30000 35000 40000
Iterations
0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
M
A
P
Baseline
RGC_Init
1000 iters = 1.62 mins
(b) Faster R-CNN
Figure 2: Model initialization for (a) YOLO V2 and (b)
Faster R-CNN on PASCAL VOC 2007 dataset
the baseline. After the same number of 10, 000 iterations, it
outperforms the baseline algorithm by 5% in terms of mAP.
With Faster R-CNN, the RGC initialized model achieves
mAP of 44% after 100 iterations of training. Compared
with the baseline algorithm, it uses only 2, 000 iterations
to achieve mAP of 60%, which is 17 times faster. With
the same number of 35K iterations, our scheme eventually
achieves 65%mAP, which is 4% higher than the baseline in
terms of mAP.
5.3.3 Flickr Logo32 dataset
The PASCAL VOC2007 dataset [4] and the ImageNet
dataset [3] are very similar in both distribution and context,
we are interested to see the performance of our model ini-
tialization method when applied to another domain. We use
the Flickr-Logo32 [27] for logo detection. It contains 2240
images of 32 brands (we removed 6000 non-logo images).
We further split the data set into a training set with 1736
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Figure 3: Model initialization for (a) YOLO V2 and (b)
Faster R-CNN on Flickr Logo32 dataset
images and a testing set with 434 images.
Results are shown in Fig 3 , we observe that the RGC
model initialization method consistently improves YOLO
V2 with a 4 times speedup and 2.4% mAP gain in the fi-
nal model. It also helps the convergence of Faster R-CNN,
with a 2.4 times speed up but marginal gain in mAP in the
final model. We argue that the decrease of gain in Faster
RCNN might be due to its algorithm structure. As pointed
out in [23], YOLO is better at transferring to other domains
than Faster RCNN. However, the consistent improvements
in convergence speed demonstrates the effectiveness of our
proposed method.
6. Conclusion
In this paper, we have presented a regularized Gaussian
classifier (RGC) with closed-form solution to initializing
the last linear layer of a DNN model, which was normally
randomly initialized due to the lack of analytical solution of
logistic regression. This model initialization algorithm sig-
nificantly reduces the DNN model fine-tuning cost and also
leads to a better model, as validated on both image classi-
fication and object detection tasks. We also showed that
properly initialized model parameters can reduce the model
variance which is the main reason for the performance im-
provement. There are still some problems not addressed
in this paper. For example, 1) how to initialize the model
for regression tasks which is crucial for many vision tasks,
such as face alignment and bounding box regression; 2) how
to regularize the weights which also minimize the cross-
entropy loss. These will be our future research directions.
A. Appendix
A.1. Discussion on over-fitting
In this work, we have shown that RGC-based model ini-
tialization leads to faster convergence, which is easy to un-
derstand as it initializes a CNN model with an approximate
rather than random solution. But we also found that this
approach also leads to better accuracy, which is counter-
intuitive as logistic regression is known to be convex and
any initialization should lead to the same global optimal so-
lution.
The understand this, we performed the following two
experiments to study why RGC-initialized models are less
likely to over-fit.
In the following experiments, we fix all layers other than
the newly initialized one. First, we fine-tune the new layer
with learning rate 0.01 and weight decay 0.0005 and fine-
tune the model for 5000 iterations. Results are shown in Fig.
4 (a). We can see that the performance of data-dependent
model initialization methods are similar which are better
than the RAND initialization by nearly 3.0%.
To demonstrate the degradation of RAND initialization
is caused by over-fitting, we perform the second experi-
ment by increasing the weight decay 100 times to impose
a stronger regularization and results are shown in Fig. 4 (b).
Increasing weight decay does not have much effect on data-
dependent initialization methods but significantly improves
the performance of RAND initialization. It means some of
the gap in the first setting is caused by over-fitting.
These experiments show that RGC along with other data-
dependent initialization methods prevent model from over-
fitting.
Fine-tuning only the last layer is equivalent to solving
multinomial logistic regression with an iterative solver (e.g.
SGD). Since the cross entropy of an exponential family is
always convex, multinomial logistic regression is convex
and has a unique global minimum. This is why all data-
dependent initialization end up with similar accuracy. How-
ever, an interesting problem is why RAND initialization be-
haves differently?
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Figure 4: Fine-tune the last layer for the Flickr-style task
with different model initialization methods.
To address this problem, we fix the learning rate to 1e-
4 and continue training the model for 20k iterations. Re-
sults are shown in Fig. 5 (a), both training losses and test-
ing losses of RGC-initialized model and RAND-initialized
model are converged. We also find from Fig. 5 (b) that
RGC-initialized model has smaller training loss to testing
loss ratio which means it is less likely to over-fit than the
RAND-initialized model.
Compared with Fig. 4 (a) and Fig. 4 (b), we find that the
data-dependentmodel initialization methods reduce the risk
of over-fitting. We observed such phenomena consistently
in different experiments, which can be explained in Fig. 6.
SGD is a local greedy optimization algorithm. It gradually
seeks for path to reduce the loss on the training set. How-
ever, due to the variance between training and testing set,
SGD may be stuck early in a local minimum of the loss
function defined on the training set, which is possibly not
even close to the global optimal solution of the test set. A
good model initialization method has the potential to move
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Figure 5: Training and testing loss on Flickr-style task
(weight decay=0.0005). The red curves represent the results
from the randomly initialized method, the green curves rep-
resent the results from the RGC model initialization.
the SGD initial condition closer to the test set optima and
lead to a better result. Especially when using a approximate
solution, it may even place the initial condition within the
same local minimum region. In contrary, RAND initializa-
tion places initial condition far from global optimal, since
fine-tuning uses small learning rate, SGD is likely to stuck
in a local minimum far from global optimum.
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