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Abstract
We present a three-point $nite-di%erence method based on non-uniform mesh for a class of singular two-point boundary
value problem
(xy′)′ =f(x; y)
y(0)=A; y(1)=B; 06¡1:
We show that the method, based on non-uniform mesh, provides O(h4)-convergent approximations. This method is illus-
trated by two numerical examples, one is linear and the other is non-linear. c© 2001 Elsevier Science B.V. All rights
reserved.
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1. Introduction
Consider the class of singular two-point boundary value problems:
(xy′)′=f(x; y); 0¡x61;
y(0)=A; y(1)=B: (1)
Here ∈ [0; 1) and the constants A; B are $nite. It is well known that (1) has a unique solution if
for x∈ [0; 1]; y∈R(A) f(x; y) is continuous, @f=@y exists, is continuous and nonnegative.
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There is considerable amount of literature on singular boundary value problems. In 1975, for =1
Russell and Shampine [7] have shown that for linear f(x; y)= ay + g(x): g∈C[0; 1], (1) possesses
a unique solution if −∞¡a¡J 20 ; where J0 is the smallest positive zero of the Bessel’s function
J0(x). For ∈ [0; 1) and in the linear case Jamet [4] considered a standard three-point $nite-di%erence
scheme with uniform mesh for the solution and has shown that the error is O(h1−) in maximum
norm. Ciarlet et al. [2] considered the application of Rayleigh–Ritz–Galerkin method and have shown
that the error is O(h2−) in uniform norm. Gustafsson [3] considered the linear problem in (; 1)
instead of (0; 1) and constructed compact second-order, fourth-order and noncompact fourth-order
methods for its solution. Reddien [5] and Reddien and Schumaker [6] used certain projection meth-
ods and singular splines to solve the linear problem and studied the existence, uniqueness, and
convergence rates of these methods. In 1982, Chawla and Katti [1] proposed three-point di%erence
methods of second order under appropriate conditions using the boundedness of f′, f′′ and f′′′.
For =1, Russell and Shampine [7] wrote the di%erential equation in the form (xy′)′+xf(x; y)= 0
and considered the discretization
−xk−1=2yk−1 + 2xkyk − xk+1=2yk+1 − h2xkfk + Tk(h)= 0;
where Tk(h) is O(h4). The case =1 is especially important in electro-hydro-dynamics and the
theory of thermal explosions.
The purpose of this paper is to give a three-point $nite-di%erence method based on non-uniform
mesh for the class of singular two-point boundary value problems (1). Our method is based on three
evaluations of f. To derive this method we take one more term in the expansion of f in the method
M3 obtained by Chawla and Katti [1]. The advantage of this is that the order of error is increased
to four.
In Section 2, we $rst obtain our $nite-di%erence method, in Section 3 we show that under quite
general conditions on f, the present method provides O(h4)-convergent approximations which has
the property that for =0 it reduces to the classical fourth-order Numerov’s method based on three
evaluations of f and in Section 4, the method and its convergence is illustrated by two numerical
examples, one a linear and the other a nonlinear.
2. The nite-dierence method
To derive the method we consider the following Chawla’s identity (see [1]):
yk+1 − yk
Jk
− yk − yk−1
Jk−1
=
I+k
Jk
+
I−k
Jk−1
; k =1(1)N − 1; (2)
where we have set
Jk =(x1−k+1 − x1−k )=(1− ): (3)
I+k =
1
1− 
∫ xk+1
xk
(x1−k+1 − t1−)f(t) dt;
I−k =
1
1− 
∫ xk
xk−1
(t1− − x1−k−1)f(t) dt: (4)
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We approximate f(t) in I±k by linear interpolation at xk , xk±1:
I±K = a
±
0; kfk + a
±
1; kfk±1 + a
±
2; kf
′′
k + a
±
3; kf
′′′(±k ); (5)
where
a±0; k =
1∑
j= 0
(−1) j
2− − j
(
1
j
)
(x2−−jk±1 − x2−−jk )x jk
∓ 1
2h
2∑
j= 0
(−1) j
3− − j
(
2
j
)
(x3−−jk±1 − x3−−jk )x jk ;
a±1; k = ±
1
2h
2∑
j= 0
(−1) j
3− − j
(
2
j
)
x jk (x
3−−j
k±1 − x3−−jk );
a±2; k =
1
6
3∑
j= 0
(−1) j
4− − j
(
3
j
)
x jk (x
4−−j
k±1 − x4−−jk )
∓h
4
2∑
j= 0
(−1) j
3− − j
(
2
j
)
x jk (x
3−−j
k±1 − x3−−jk );
a±3; k = ±
h
4
2∑
j= 0
(−1)j
3− − j
(
2
j
)
xjk(x
3−−j
k±1 − x3−−jk ):
Note that a±0; k , a
±
1; k , a
±
2; k¿0 and a
±
3; k¡0. With the help of (5), and from identity (2) we obtain
− 1
Jk−1
yk−1 +
(
1
Jk
+
1
Jk−1
)
yk − 1Jk yk+1 + b0; kfk
+
a+1; k
Jk
fk+1 +
a−1; k
Jk−1
fk−1 + b2; kf′′k + tk =0; k =1(1)N − 1; (6)
where tk = b3; kf′′′(k) (7)
and
bm;k =
a+m;k
Jk
+ (−1)m a
−
m;k
Jk−1
; m=0; 2; 3:
Note that b0; k¿0 and b3; k¡0. In method (6) we choose the mesh xk =(kh)1=1−.
3. Convergence of the method
We next discuss the convergence of the method showing that, under suitable conditions, this
method is O(h4)-convergent for all ∈ [0; 1). For this purpose, it is convenient to introduce ma-
trix notation. In this method, the di%erential equation is discretized at xk for k =1(1)N − 1 and
y0 =A; yn=B.
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Let D=(dij) denote the (N − 1)× (N − 1) tridiagonal matrix with
dk;k−1 = − 1Jk−1 ; dk; k =
1
Jk
+
1
Jk−1
; dk; k+1 = − 1Jk
let P=(pij) denote the tridiagonal matrix:
pk;k = b0; k − 2h2 b2; k ; pk;k+1 =
a+1; k
Jk
+
b2; k
h2
;
pk;k−1 =
a−1; k
Jk−1
+
b2; k
h2
;
and let Q=(q1; 0; : : : ; 0; qN−1)T, where
q1 =
A
J0
−
(
a−1;1
J0
+
B2;1
h2
)
f0;
qN−1 =
B
JN−1
−
(
a+1;N−1
JN−1
+
B2;N−1
h2
)
fN−1:
Also, let F(Y )= (f1; : : : ; fN−1)T; Y =(y1; : : : ; yN−1)T and let T =(t1; : : : ; tN−1)T, then the discretiza-
tion of (6) can be expressed in the matrix form
DY + Pf(Y ) + T =Q: (8)
Method (6) now consists of $nding an approximation Y for KY by solving the (N − 1) × (N − 1)
system:
D KY + PF( KY )=Q: (9)
Let E= KY − Y , we may write F( KY ) − F(Y )=ME where M =diag{U1; : : : ; UN−1}, (note that Uk =
@fk=@yk¿0), and then from (8) and (9) we obtain the error equation
(D + PM)E=T: (10)
For the discussion in the following, we give here some of the common de$nitions. Let Z =(1; : : : ; 1)T,
and let S =(S1; : : : ; SN−1)T = (D + PM)Z denote the vector of row-sums of D + PM . Similarly, let
S∗=(S∗1 ; : : : ; S
∗
N−1)
T =DZ denote the vector of row-sums of D. Also, let V =(V1; : : : ; VN−1)T where
Vj =exp(2)− exp(xj), and let R=(R1; : : : ; RN−1)T =DV .
For this method, xk =(kh)1=1−, k =0(1)N , and since for $xed xk and for h→ 0; a±1; k∼(h2=6)x−k ,
it is easy to see that D+PM is irreducible. Again, since b0; k¿0; a±1; k¿0, by the row-sum criterion
it follows that D+PM is also monotone. Therefore, (D+PM)−1 exists and (D+PM)−1¿0. Since
D is also irreducible and monotone and since PM¿0, therefore (D+PM)−16D−1. We next obtain
bounds for D−1.
Since S∗1 = 1=J0 and S
∗
N−1 = 1=JN−1, with the help of D
−1S∗=Z we obtain
d−1i;161=S
∗
1 = h
1−=(1− );
d−1i;N−161=S
∗
N−1¡2h
1−; i=1(1)N − 1: (11)
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To obtain bounds for the rest of d−1ij we consider the vector R. It is easy to see that for this
method R1; RN−1¿0, and that for suLciently small h,
Rk¿(h=2)x−1k ; k =2(1)N − 2: (12)
Since D−1R=V , with the help of (12) we obtain for suLciently small h,
(h=2)
N−2∑
j= 2
d−1kj x
−1
k 6V0 = e
2 − 1; k =1(1)N − 1: (13)
To obtain bounds for the truncation error tk , we assume that x1−|f′′′|6 KN 1, 0¡x61. For a suitable
constant KN 1, since for $xed xk and h→ 0, b2; k∼ − h3=12, b3; k∼ − h5=24, we have for suLciently
small h, |b2; k |¡h3=24, |b3; k |¡h5=48 and then from (7) it follows that for suLciently small h,
|tk |6(h5=48)x−1k KN 1; k =1(1)N − 1: (14)
Now, since (D + PM)−16D−1 from (10) we have ‖E‖6‖D−1T‖, and with the help of (11), (13)
and (14) we obtain the following result.
Theorem. Assume that f satis3es (A); further; let f′′′ ∈C{(0; 1]×R}; x1−f′′′ ∈C{[0; 1]×R}. Then;
for the method (6) with xk =(kh)1=1−; we have for su4ciently small h; and for all ∈ (0; 1); ‖E‖=
O(h4).
4. Numerical illustrations
To illustrate our method (6) we consider the following two singular two-point boundary value
problems.
Problem 1.
(xy′)′= /x+/−2((+ / − 1) + /x/)y:
y(0)= 1; y(1)= e;
with exact solution y(x)= exp(x/).
Problem 2.
(xy′)′= /x+/−2(/x/ey − (+ / − 1))=(4 + x/);
y(0)= ln(1=4); y(1)= ln(1=5);
with exact solution y(x)= ln(1=(4 + x/)).
We solved Problems 1 and 2 using method (6) for two sets of values =0:5 /=2:0; =0:75 /=
1:75 with h=2−k ; k =3(1)6. The absolute errors in the results obtained are given in Tables 1 and
2. The results obtained by our method are superior compared to the results of [1]. The results also
show the fourth-order convergence of method (6).
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Table 1
Absolute errors ‖E‖ in Problem 1
N ‖E‖
=0:5 /=2:0
8 6:5(−2)
16 4:3(−3)
32 2:6(−4)
64 1:6(−5)
=0:75 /=1:75
8 6:7(−1)
16 3:8(−2)
32 3:1(−3)
64 1:9(−4)
Table 2
Absolute errors ‖E‖ in Problem 2
N ‖E‖
=0:5 /=2:0
8 2:0(−3)
16 1:3(−4)
32 8:4(−6)
64 5:2(−7)
=0:75 /=1:75
8 3:3(−2)
16 1:9(−3)
32 1:4(−4)
64 1:0(−5)
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