This paper presents a simple non-asymptotic method for carrying out inference in IV models. The method is a non-Studentized version of the Anderson-Rubin test but is motivated and analyzed differently. In contrast to the conventional Anderson-Rubin test, the method proposed here does not require restrictive distributional assumptions, linearity of the estimated model, or simultaneous equations. Nor does it require knowledge of whether the instruments are strong or weak. It does not require testing or estimating the strength of the instruments. The method can be applied to quantile IV models that may be nonlinear and can be used to test a parametric IV model against a nonparametric alternative. The results presented here hold in finite samples, regardless of the strength of the instruments.
INTRODUCTION
Instrumental variables (IV) estimation is an important and widely used method in applied econometrics. However, inference based on IV estimates is problematic if the instruments are weak or the number of instruments is large. With weak or many instruments, conventional asymptotic approximations can be highly inaccurate. Startz (1990a, 1990b) illustrate this problem with a simple model. Angrist and Krueger (1991) is a well-known empirical application in which the problem arises. Bound, Jaeger, and Baker (1995) and Hansen, Hausman, and Newey (2008) provide detailed discussions of the problems of inference in Angrist and Krueger (1991) .
Exact finite sample methods for inference in IV estimation exist but depend on strong assumptions about the population from which the data are sampled and/or require the model being estimated to be linear in the unknown parameters. This paper presents a simple method for carrying out inference in IV models that is easy to implement and does not rely on strong assumptions or asymptotic approximations. The method is a modification of the well-known Anderson-Rubin (1949) test but does not require restrictive distributional assumptions, linearity of the estimated model, or knowledge of whether the instruments are strong or weak. It does not require testing or estimating the strength of the instruments. The results presented here hold in finite samples under mild assumptions that are easy to understand, regardless of the strength of the instruments. The method described here also can be used to carry out inference in quantile IV models that may be nonlinear and to test a parametric IV model or quantile IV model against a nonparametric alternative.
There is a long history of research aimed at developing reliable methods for inference in IV estimation, and the associated literature is very large. One stream of research has been concerned with deriving the exact finite-sample distributions of IV estimators and test statistics based on IV estimators.
The test of Anderson and Rubin (1949) is a well-known early example of this research. Phillips (1983) and the references therein present additional results of early research in this stream. Recent examples of exact finite-sample results include Andrews and Marmer (2008) ; Andrews, Moreira, and Stock (2006) ; Dufour and Taamouti (2005) ; and Moreira (2003 Moreira ( , 2009 . Obtaining exact finite-sample results often requires strong assumptions about the population from which the data are sampled. Most results are based on the assumption that the data are generated by a linear simultaneous equations model whose stochastic disturbances are homoskedastic and normally distributed with a known covariance matrix. Andrews and Marmer (2008) assume a linear model but not a system of simultaneous equations or normality.
approximations when the number of instruments and exogenous covariates is small compared to the sample size. Section 2 of this paper describes the version of the standard IV model that we consider, the hypotheses that are tested, and the test method. Section 3 presents the main result for the model of Section 2. Section 4 presents extensions to quantile IV models and to testing a parametric model against a nonparametric alternative. Section 5 presents the results of a Monte Carlo investigation of the numerical performance of the method. Section 6 presents conclusions. The proofs of theorems are presented in the appendix, which is Section 7.
THE STANDARD IV MODEL, HYPOTHESES, AND METHOD

The Model and Hypotheses
The model considered in this this section and Section 3 is
where Y is a scalar outcome variable, X is a vector of covariates, U is a scalar random variable, g is a known real-valued function, and θ is an unknown finite-dimensional vector of constant parameters. The parameter θ is contained in a compact parameter set d Θ ⊂  for some 1 d ≥ . One or more components of X may be endogenous. Z is a vector of instruments for X . The elements of Z include any exogenous components of X . U can have any (possibly unknown) form of heteroskedasticity that is consistent with (2.1) and the regularity conditions given in Section 3. Let q denote the dimension of Z .
The dimension of X does not enter the notation used in this paper.
be an independent random sample from the distribution of ( , , ) Y X Z .
Let ij Z ( 1,..., ; 1,..., } i n j q = = denote the j 'th component of i Z . For any θ ∈ Θ , define
Denote the covariance matrix of the random vector [ ( , )]
We consider two hypotheses about θ , one simple and one composite. :
The alternative hypothesis is 
The critical values 0 ( )
The α level test based on 0 ( ) n T θ has asymptotic power exceeding α against alternatives whose
, but the test does not have optimal asymptotic power in general. The statistic 0 ( ) n T θ and its quantile analog that is described in Section 4 are designed to avoid the need for estimating θ and the inverses of matrices that may be nearly singular. Estimators of θ and inverses of nearly singular matrices can be very imprecise, and non-asymptotic inference about an estimator of θ is difficult or impossible in nonlinear models. A test that requires possibly imprecise estimation of θ and inverses of matrices can have low finite-sample power, and there can be a large difference between the true and nominal probabilities with which the test rejects a correct null hypothesis.
The Test Procedure
Under the simple null hypothesis (2.2),
(2.5)
. If the distribution of ZU were known, the finite-sample distribution of 0 ( ) n T θ could be computed from (2.5) by simulation. However, the distribution of ZU is unknown. To overcome this problem, define V to be the 1 q × vector whose j 'th component ( 1,...,
. Let Σ be a consistent estimator of Σ , and let V be a 1 q × random vector that is distributed as
The distribution of Section 3 presents a non-asymptotic upper bound on
that holds with high probability under 0 H . Accordingly, the test procedure proposed here consists of:
1. Estimate Σ using the estimator Σ consisting of the× matrix whose ( , ) j k component is
(2.1). Make the following assumptions, which are stated in a way that accommodates tests of both simple hypothesis (2.2) and composite hypothesis (2.3).
Assumption 1: (i) { , , :
is an independent random sample from the distribution of ( , , ) Y X Z . (ii) θ ∈ Θ , and Θ is a compact set. Assumption 1 specifies the sampling process. Assumption 2 states that 0 θ is identified.
Assumption 3 establishes mild non-singularity conditions. For example, if U and Z are independent, then Assumption 3 requires cov( ) Z to be non-singular. Assumption 4 requires the distributions of the components of ξ and η to be thin-tailed. The assumption is satisfied, for example, if these distributions are sub-exponential. 
For any
The probability that the n T test rejects a correct simple or composite null hypothesis does not
The upper bound on this probability does not depend on the structural function g , 0 θ , or how X is related to the instruments. In particular, the upper bound on the probability of rejecting a correct simple or composite null hypothesis does not depend on the strength or weakness of the instruments.
The non-asymptotic bound in (3.1), like other large deviations bounds in statistics and the Berry-Esséen bound, tends to be loose unless n is large because it accommodates "worst case" distributions of ( , , ) Y X Z . For example, the distribution of
might be far from multivariate normal. The numerical performance of the test procedure of Section 2.3 in less extreme cases is illustrated in Section 5.
The bound on the right-hand side of (3.1) decreases at the rate 1/2 n − as n increases if q remains fixed. If q increases as n increases, the bound is
and converges to zero if 4 / 0 q n → . In practice, this implies that the left-hand side of (3.1) is likely to be close to zero only if 2 1/2 / q n is close to zero. The ratio 4 / q n is larger than the ratio obtained by several others. Newey and Windmeijer (2009) obtained asymptotic normality with 3 / 0 q n → . Andrews and Stock (2006) obtained a similar result for a linear simultaneous equations model. Faster rates of increase of q as a function of n are possible under stronger assumptions. See, for example, Bekker (1994) . In contrast to these results, (3.1) is nonasymptotic, holds under weak distributional assumptions, and does not require linearity or simultaneous equations.
To obtain the asymptotic distribution of 
Let Π denote the orthogonal matrix that diagonalizes Σ . That is ′ ΠΣΠ = Λ , where Λ is the diagonal matrix whose diagonal elements are the eigenvalues , j λ , of Σ . Let j γ be the j 'th element of
We now have 
Theorem 3.2 implies that the α level test based on 0 ( ) n T θ has asymptotic power exceeding α against alternatives whose "distance" from 0 H is
QUANTILE IV MODELS AND TESTING A PARAMETRIC MODEL AGAINST A NONPARAMETRIC ALTERNATIVE
Section 4.1 treats quantile IV models. Section 4.2 treats tests of model (2.1) and quantile IV models against a nonparametric alternative.
Inference in Quantile IV Models
The quantile model is
< . As in model (2.1), Y is the dependent variable, X is a possibly endogenous explanatory variable, and Z is an instrument for X . The null hypotheses to be tested are (2.2) and (2.3).
However, as is explained in Section 2.2, testing hypothesis (2.3) can be reduced to testing hypothesis (2.2). Therefore, only a test of hypothesis (2.2) is described in this section. Jun (2008) and Andrews and Mikusheva (2016) describe asymptotic tests for quantile IV models that are robust to weak instruments.
Other asymptotic tests of (2.2) can be based on any estimation method that yields an estimator of θ that is asymptotically normally distributed after suitable centering and scaling. The test presented in this section is non-asymptotic and does not require g to be a linear function of X . Chernozhukov, Hansen, and Jansson (2009) describe an exact finite-sample test of a hypothesis about a parameter in a class of parametric quantile IV models that is more restrictive than (4.1). The method of Chernozhukov, Hansen, and Jansson (2009) does not apply to (4.1). 1
be an independent random sample from the distribution of ( , , ) Chernozhukov, Hansen, and Jansson (2009) 
, where g is strictly increasing in U and certain other conditions hold. This model is more restrictive than (4.1) because it specifies a parametric model for all quantiles of Y , whereas (4.1) is a parametric model for only one quantile.
Denote the covariance matrix of the random vector ( )
be the consistent estimator of Q Σ that is defined in the next paragraph. The statistic for testing hypothesis
The test procedure is: 
is an independent random sample from the distribution of ( , , ) Y X Z . (ii) θ ∈ Θ , and Θ is a compact set. For any
The following theorem gives the non-asymptotic bound on 
The asymptotic distribution of 0 ( ) Qn T θ under the sequence of local alternative hypotheses (3.2) is given in Theorem 4.2 (iii).
Testing a Parametric Model against a Nonparametric Alternative
This section explains how the methods of Sections 2 and 4 can be used to carry out a nonasymptotic test of a parametric model against a nonparametric alternative. Horowitz (2006) and Horowitz and Lee (2009) describe an asymptotic tests of models (2.1) and (4.1) against nonparametric alternatives.
The tests described in this section are non-asymptotic.
Consider, first, model (2.1). Let G be a function that is identified by the relation
where Y , X , and Z are as defined in Section 2. denote the probability density of U conditional on , X Z whenever this quantity exists. Make assumption Q5 for model (4.1) and assumption Q6 for models (2.1) and (4.1). 
Let Qj τ be the j 'th element of the
 , where κ is as in (3.2). We now have 
MONTE CARLO EXPERIMENTS
This section reports the results of a Monte Carlo investigation of the numerical performance of the test procedure described in Section 2.2. Section 5.1 presents the results of experiments with a correct null hypothesis. Section 5.2 presents results about the power of the test.
Probability of Rejecting a Correct Null Hypothesis
The probability of rejecting the correct composite hypothesis ( for some 0 β such that 0 θ satisfies (2.1). Therefore, an upper bound on the probability of rejecting a correct simple or composite hypothesis can be obtained by carrying out an experiment with a simple hypothesis. Accordingly, experiments for correct null hypotheses were carried out only for simple hypotheses. When a simple hypothesis is correct,
The distribution of 0 ( ) n T θ does not depend on the function g or the distribution of X , so these are not specified in the designs of the experiments.
Experiments were carried out with sample sizes of 100 n = and 1000 n = , and with 1 q = , 2, 5, and 10 instruments. The instruments were sampled independently from the (0,1) N distribution. Six distributions of U were used. These are:
1. The uniform distribution: ~[ 2,2] U U − .
2. A mixture of the (0,1) N and (2.5,1) N distributions centered so that U has mean 0. The mixing probabilities are 0.75 p = and 0.25 p = , respectively, for the (0,1) N and (2.5,1) N distributions.
The resulting mixture distribution is skewed.
3. A mixture of the (0,1) N and (4,1) N distributions centered so that U has mean 0. The mixing probabilities are 0.75 p = and 0.25 p = , respectively, for the (0,1) N and (4,1) N distributions.
The resulting mixture distribution is bimodal.
4. The Laplace distribution..
5.
The Student t distribution with 10 degrees of freedom. This distribution does not satisfy assumption 5.
The difference between two lognormal distributions.
The nominal rejection probability was 0.05. There were 1000 Monte Carlo replications per experiment.
The results of the experiments are shown in Table 1 . The differences between the empirical and nominal probabilities of rejecting 0 H are small when 1 q = . The empirical rejection probabilities tend to be below the nominal rejection probability of 0.05 when 100 n = and 2 q ≥ or 1000 n = and 5 q ≥ . This behavior is consistent with Theorem 3.1. When n is fixed and q increases, the difference between the true and nominal rejection probabilities decreases at the rate 2 1/2 / q n . When 100 n = , 2 1/2 / 0.10 q n = if 1 q = , but 2 1/2 / 0.40 q n = if 2 q = . When 1000 n = , 2 1/2 / 0.13 q n = if 2 q = , but 2 1/2 / 0.79 q n = if 5 q = . The increases in the differences between the true and nominal rejection probabilities reflect the large increases in the value of 2 1/2 / q n as q increases from 1 to 2 when 100 n = and from 2 to 5 when 1000 n = .
The Power of the Test
This section presents Monte Carlo estimates of the power of the n T test described in Section 2.2.
To provide a basis for judging whether the power is high or low, the power of the n T test is compared with the power of the test of Anderson and Rubin (1949) .
In the experiments reported in this section, data were generated from two models, one where The model for the composite 0 H is
where ~(0, ) q Z N I ; 1 X is the endogenous explanatory variable, 2 X is exogenous; 2 X ,U , and ε have With both models, the sample sizes are 100 n = and 1000 n = , and the numbers of instruments are 1 q = , 2, 5, and 10. The nominal level of the test is 0.05.
The results of the experiments with the simple 0 H are shown in Table 2 for 0.50 c =
and Table 3 for 0.25 c = . The results of the experiments with the composite 0 H are shown in Table 4 for 0.50 c = and test applies to nonlinear and quantile models, but the Anderson-Rubin test does not apply to these models.
The power of the n T test, like that of the Anderson-Rubin test, can be lower than the power of certain other tests if the number of instruments is large. However, the number of instruments is small (often one) in most applications. The power of the n T test is similar to that of other tests when the number of instruments is small.
CONCLUSIONS
This paper has presented a non-asymptotic method for carrying out inference in models estimated by instrumental variables. The method is a non-Studentized version of the Anderson-Rubin (1949) 
For any 0 a ≥ , the set
is convex. Therefore, (7.1) follows from Theorem 1.1 of Bentkus (2003) . See, also, Corollary 11.1 of Dasgupta (2008) . Q.E.D.
Define ( ) r t as in Theorem 3.1. Define ω = Σ − Σ . 
Therefore, inequality (7.4) follows from (7.3) and (7.5). Q.E.D.
Define the random variables ~(0, ) V N Σ and, conditional on Σ , ˆ( 0, )
Lemma 7.3: Define ( ) r t  as in Theorem 3.1. For any 0 t > such that (7.2) holds and ( ) 1 qr t <  ,
with probability at least 2 1 2 t q e − − . 
By the definition of the total variation distance,
By DasGupta (2008, p. 23), 
where for any× matrix A , 
Therefore,
We have 
In addition, 
n n a n n n n a n n n n a n n n a a Proof of Theorem 3.2: Let i Z be the 1 q × vector whose j 'th component is ij Z . A Taylor series expansion yields
P T a P T a P T a P T a P T a P T a P T a P T a P T a P T a
where θ  is between * n θ and 0 θ . It follows from the multivariate generalization of the Lindeberg-Levy theorem and Theorem 2 of Jennrich (1969) that
where ~(0, ) N ξ Σ . As in Section 3, let Π denote the orthogonal matrix that diagonalizes Σ . That is ′ ΠΣΠ = Λ , where Λ is the diagonal matrix whose diagonal elements are the eigenvalues , j λ , of Σ .
Then 1/2 1/2 0 1/2 1/2 
where u  is between 0 and 1/2 ( ) n x − ∆ . Therefore, 
