Characterizing the material properties of soft materials sheets through bulge testing relies on accurate measurement of deformation, which is experimentally challenging. To avoid having to measure the deformation, we propose a hydrodynamic bulge test for characterizing the material properties of thick, pre-stressed elastic sheets via their fluid-structure interaction with a steady viscous fluid flow. Specifically, the hydrodynamic bulge test relies on a pressure drop measurement across a rectangular microchannel with a deformable top wall. We develop a mathematical model using first-order shear-deformation theory of plates with stretching, and the lubrication approximation for Newtonian fluid flow at low Reynolds number. Specifically, a relationship is derived between the imposed flow rate and the total pressure drop. Then, this relationship is inverted numerically to yield estimates of the Young's modulus (given the Poisson ratio), if the pressure drop is measured (given the steady flow rate). Direct numerical simulations of two-way-coupled fluid-structure interaction are carried out in ANSYS to determine the cross-sectional membrane deformation and the pressure distribution in a flow-rate-controlled set-up. Taking the simulations as "ground truth," a hydrodynamic bulge test is performed using the simulation data to ascertain the accuracy and validity of the proposed methodology for estimating material properties. An error propagation analysis is performed via Monte Carlo simulation to characterize the susceptibility of the hydrodynamic bulge test estimates to noise. We find that, while a hydrodynamic bulge test is less accurate in characterizing material properties, it is less susceptible to noise, than a hydrostatic bulge test, in the input (measured) variable.
Introduction
Bulge testing is a standard technique for measuring mechanical properties of thin films of elastic materials [1, 2] . In the development of microfluidic platforms, soft polymeric materials, such as polydimethylsiloxane (PDMS) [3] , are used for rapid manufacture of fluid-conveying microchannels [4] via soft lithography [5] . However, the mechanical properties (such as the Young's modulus and Poisson ratio) of such materials are sensitive to how the polymers are mixed, how long the mixture is cured, and the ambient thermal conditions [6] . Therefore, bulge testing is used to estimate the elastic properties of soft materials, such as PDMS and also polyurethane (PU), used in microfluidics [7, 8] . * Author to whom correspondence should be addressed.
A bulge test involves clamping a thin elastic sheet over an orifice (or a window) and, then, measuring its deformation under a known (usually uniform) pressure field [2, 7, 8] . The measured deformation as a function of the known pressure load can then be converted to strain as a function of stress, by employing a suitable structural mechanics model (e.g., the theory of linear elasticity). In turn, knowing the stress as a function of the imposed strain allows for straightforward estimation of the elastic modulus of the material (assuming that the Poisson's ratio is known) [2, 7, 8] . Knowledge of the stress distribution within the structure is also used to estimate fracture properties of the material [9, 10, 11] . Several techniques have been proposed to improve the accuracy of "traditional" bulge tests. These improvements include, but are not limited to, accounting for the film's bending stiffness [12] , accounting for pre-stress in the film [2, 13] , considering the possibility of buckling [14] and better prediction of the stress distribution near edges [15] by using elastically clamped (instead of the traditional rigidly clamped) boundary conditions [9, 10] .
One of the main sources of uncertainty in bulge tests is the experimental measurement of the film's deformation [8] . Traditionally, deformation has been measured by interferometric techniques and, less frequently, by high-resolution microscopy. Both of these measurement techniques have certain limitations. On the one hand, interferometers are prone to errors induced from external sources of vibrations [8] , which limits the spatial resolution of the measurements and makes it difficult to accurately resolve deformations in the small-strain regime relvant to bulge testing [2, 8] . On the other hand, microscopes are not well suited to analyze samples with high reflectance, such as PDMS [8] . Thus, there is motivation for developing bulge testing techniques that bypass the deformation measurement altogether.
Often, bulge testing techniques discussed in the literature have focused on circular membranes [2] , with only a few studies addressing the case of rectangular membranes with prestress [9, 10, 11, 16] using energy minimization methods [1] . Residual pre-stress (pre-tension) is common in samples being tested because the thin film of material has to be stretched taut over an orifice (say, a rectangular microchannel) to ensure that it is flat before the commencement of the experiment [17, 18] . Furthermore, most of the bulge testing theories in the literature assume that the film has negligible thickness and deformations due to shear along the transverse direction are, thus, not accounted for.
To improve upon some of these drawbacks of static bulge testing, we propose a theory of hydrodynamic bulge tests, in which the applied pressure load on the thin structure is due to viscous fluid flow underneath it. We account for both uniform isotropic pre-stress and the finite thickness of a rectangular elastic sheet. The novelty of this approach is that it does not require a measurement of the deformation profile of the elastic membrane. Through this approach, we are able to characterize the elastic properties of a soft material using a mathematical model derived to relate the total pressure drop, at steady state, over the length of the elastic sheet to the imposed volumetric flow rate of the fluid flow underneath it.
The interplay of pre-stress-induced stretching, pressureinduced bending and the finite thickness of a plate-like structure leads to several different physical regimes of flow-induced deformation. Thus, a hydrodynamic bulge test is an example of low-Reynolds-number fluid-structure interaction (FSI) [19] . This problem, rather than the problem of the deflection of circular membranes typically studied in the bulge testing literature, is more relevant to microfluidics because PDMS microchannels' walls are generally not circular but rectangular [8, 20] . A mathematical model of such FSI requires the use of the lubrication approximation to obtain the leading-order (with the flow-wise aspect ratio as the small parameter) fluid flow field, and then coupling it to a deformation profile obtained under an appropriate structural mechanics model (herein, a plate theory) [20, 21] . The main result of the mathematical deriva-tions in this work is the flow rate-pressure drop relationship for flow in a long and shallow rectangular microchannel with deformable top wall. In [22] , this relationship was employed to non-invasively measure the non-uniform hydrodynamic pressure distribution within a microchannel from the wall deformation. Here, we pose the opposite FSI problem: if the pressure profile is known, can a mathematical model be used to infer the deformation? Then, can the total pressure drop be used to infer the material properties of the thin solid film that comprises the deformable channel wall?
To answer these questions in the affirmative, in Sec. 2, we first derive the governing equations of a first-order sheardeformation plate theory, incorporating finite transverse thickness and pre-stress. Specifically, for a long and wide geometry, the problem is reduced to two coupled ordinary differential equations (in the spanwise coordinate) for the rotation of the normal and the vertical displacement (Sec. 2.5). Three regimes of deformation are delineated, and a solution for the deformation, given an axially-varying pressure load, is found in each regime (Sec. 2.6). Section 3 summarizes the hydrodynamics problem under the lubrication approximation for viscous flow in slender geometries, and we obtain the flow rate-pressure drop relation by coupling the fluid and solid mechanics problems. In Sec. 4, we compare the latter theoretical result to direct numerical simulations of FSI in ANSYS, showing good agreement. On the basis of this validation, a hydrodynamic bulge testing theory is proposed, and a sensitivity (error propagation) analysis is performed on it via Monte Carlo simulations in Sec. 5. Conclusions are stated in Sec. 6, and two appendices provide further mathematical results regarding the deformation profile in different regimes (Appendix A) and the special case of a "classical" thin-plate theory (Appendix B).
Structural Mechanics
Consider the geometry depicted in Fig. 1 . An elastic plate, clamped on all its edges, is placed as the top wall over a rectangular channel that is long and wide. The plate's thickness is smaller than its spanwise width (t/w < 1), but it is not negligible (t/w → 0). Furthermore, the reference configuration of the plate is assumed to have an uniform (isotropic) pre-tension T , defined as a force per unit length (stress resultant). In this section, we derive a plate theory, starting from the Reissner-Mindlin (RM) plate theory [23, 24] , that also accounts for the pre-tension/stretching in the elastic body. RM, or "thick-plate," theories are also referred to as first-order shear-deformation theories (FOSDT) (see the recent historical overview of the development of these theories by Challamel and Elishakoff [25] ). Then, we show how this thick-plate theory with pre-tension can be used to obtain a complete description of hydrodynamic bulge testing of elastic structures.
Kinematics
In FOSDT, the assumption that the transverse normals are straight and inextensible leads to the following displacement field within the plate [26] :
Here, u x0 and u z0 are the in-plane displacements, u y0 is the transverse displacement (henceforth denoted just as u y for simplicity and without fear of confusion), and φ x and φ z are the rotations of the normal to the plate about the x-and the zaxis, respectively. Equations (1) are written assuming y = 0 is the mid-plane (neutral surface) of the plate, as shown in Fig. 1 . In FOSDT, the nonlinear terms in the strain tensor, which arise from von Kármán strains, are neglected and the strain tensor is written in the column vector form as:
Here, Φ is the curvature strain tensor, which arises from bending, while γ 0 represents the in-plane stretching and deformation due to transverse shear. It is a feature of FOSDT that the transverse shear strains remain constant across the thickness, while the in-plane strains vary linearly with y.
Equations of Static Equilibrium
As is standard in plate theory, we integrate the stresses across the thickness and define the corresponding stress resultants as
and the bending moments as
There are only two independent variables in the plate theory: the in-plane coordinates x and z. Thus, here, N xx and N zz are the normal stress resultants in these, x and z directions, respectively. Likewise, Q x and Q z are the transverse shear stress resultants acting on the planes which have their outward normals in the x and z directions, respectively. Meanwhile, N xz is the in-plane shear stress resultant. Similarly, M xx and M zz are bending moments, while M xz is the twisting moment.
There are no moments due to the transverse stresses σ xy and σ zy [27] . Additionally, the assumption of a plane-stress state means that σ yy = 0, and σ yy does not contribute to any stress resultants.
The equations of equilibrium, written in terms of the stress resultants [26, Ch. 10] , are
where
couples the displacement in the transverse direction (bending) to the in-plane displacements (stretching). This term accounts for moderate rotations and originates from employing von Kármán strains in the derivation of the equations of equilibrium [26] .
Thus, we have neglected the nonlinear terms in the kinematics of the problem, but opted to retain these terms in the equations of static equilibrium. Neglecting N in Eq. (5c), would decouple the bending response from the stretching response. In other words, the transverse deflection would not be affected by stretching (pre-stress) at all, which is valid only when the stretching is negligible. Retaining N in the equations of static equilibrium thus enlarges the scope of application of the theory, and allows for the consideration of prestressed (pre-stretched) plates. On the other hand, if we had also incorporated the nonlinear (moderate rotation) terms in the kinematics, and employed the von Kármán strains, then we would have obtained the nonlinear von Kármán plate theory [28] , which is difficult (if not impossible) to solve analytically [26, 28] . In the von Kármán plate theory, stretching and bending responses are tightly coupled, unlike a linear plate theory in which N is dropped altogether from the analysis.
To summarize: in this paper, the coupling between stretching and bending is one-way; stretching influences bending but the converse is not true. The current theory may thus be regarded as "weakly nonlinear" in a sense, providing a suitable trade-off between the nonlinear von Kármán plate theory (with stretching) and a linear FOSDT theory (in which stretching decouples).
Constitutive Equations
For the condition of plane stress, the constitutive equations reduce (see [26, 29] 
where ν is the Poisson ratio and E is the Young's modulus of the linearly elastic material. Next, we substitute the expressions for the strains in terms of displacements from Eq. (2) into Eq. (7), the result of which, upon being employed in Eq. (3), yields:
Note that due to the assumption about linear strains, the in-plane stress resultants are only functions of the in-plane strains, and they are independent of the transverse deflections and rotations. Similarly, the bending moments from Eq. (4) are calculated to be
where we observe that the bending moments are only a function of the rotations.
Next, the constitutive equations for the shear stresses are modified as:
where G = E/[2(1 + ν)] is the shear modulus, and κ is Timoshenko's "shear correction factor" [30] , which is commonly introduced to account for nonuniform distribution of the transverse shear strain across the thickness [31, 32, 33] . Now, we substitute the expressions for σ xy and σ zy from Eqs. (10) into Eq.
(3) to relate the shear stress resultants to the deformation and rotation of the normal:
Zhang [33] proved mathematically that the equations of linear elasticity and those of the RM plate theory, both in the limit of t/w → 0 + , agree only when κ = 1. Therefore, as in our previous works [34, 35] , we take κ = 1 when generating our results below. However, we keep the variable κ throughout our equations for consistency with the applied mechanics literature. This completes the derivation of the stress resultants in terms of the displacements under the FOSDT.
Differential Equations for the Displacement
The final step in the derivation of a FOSDT with both stretching and bending, is to substitute the stress resultants from Eqs. (8), (9) and (11) into the equations of equilibrium (5), to obtain a set of differential equations for the displacements and the rotations of the normal:
is the bending rigidity, and D s := Et/(1 − ν) is the extensional rigidity, of the plate [28, 36] . Equations (12a) and (12b) completely describe the in-plane displacement field, which is independent of the transverse deflection and/or rotations. In the analysis below, this in-plane displacement field will not be necessary, thus we discard these two equations. Finally, in this work, we assume that the stretching response of the plate is due to a known isotropic, uniform pre-tension (pre-stress) T , i.e.,
Then, Eq. (12c) becomes,
Together, Eqs. (14), (12d) and (12e) describe the transverse deflection and rotations of the normal to the mid-plane of a thick, pre-stressed plate. A subtle consequence of imposing the prestress on the model a priori, rather than computing it through internal strains, is that the equations of the present weakly nonlinear theory become equivalent to equations of von Kármán's plate theory with given constant isotropic pre-tension [28] .
Shallow, Slender Plates: Regimes of Deformation
First, we rewrite the governing differential equations (14), (12d) and (12e) using the following dimensionless variables:
Here, F x , F z and U c are the characteristic scales for the rotation of the normal in the x and z directions, and the characteristic scale for the deformation itself, respectively. These scales will be determined self-consistently through the mathematical analysis below. The characteristic pressure scale is P c , which will be obtained from the analysis of the fluid mechanics problem. For a long and wide microchannel, following [21] , assume that
where ǫ := h 0 /ℓ and δ := h 0 /w, and h 0 is the undeformed height of the channel (recall Fig. 1 ). Substituting the dimensionless variables from Eq. (15) into Eqs. (14), (12d) and (12e) yields a dimensionless set of governing equations:
In Eqs. (17b) and (17c), the terms involving ∂U/∂ X and ∂U/∂ Z arise from the transverse shear resultant, meaning they are a key aspect of the FOSDT. To retain these terms asymptotically, we take
Next, we substitute the expressions for F x and F x from Eq. (18) into Eq. (17b) and multiply by h 2 0 to obtain:
Under the assumed asymptotic scaling given in Eq. (15), we retain terms of O(δ 2 ) in the last equation, while dropping the terms of O(ǫ 2 ), to obtain:
To balance all terms in the last equation, we must require that
This scaling can be interpreted in two ways. First, in the "stiffness space," it can be rewritten as
which means that the ratio of the transverse shear stiffness to the bending stiffness, though small, is still finite, unlike "thin-plate" (Kirchhoff-Love) theory [37, 38] (referred to as "classical plate theory" in [26] ) in which it is identically zero. Second, by using the definition of the bending stiffness
Eq. (21) can be rewritten as
which is an equivalent relation in the "dimensions space," and portrays the relationship between the thickness and the width of the plate in an order of magnitude sense. Next, Eq. (20) can be rewritten as
where a scaled dimensionless thickness T has been defined for convenience.
Similarly, for Eq. (17a), we substitute F x and F z from Eq. (18) and multiply by h 2 0 w 2 /D b to obtain:
Again, we neglect terms of O(ǫ 2 ) and retain terms of O(δ 2 ), arriving at
where λ := T w 2 /D b has been defined as a dimensionless tension-to-bending number.
To summarize, the FOSDT equations (in terms of the deformation U and the rotation of the normal Φ X ) for bending of a long and wide plate, initially subject to a uniform isotropic pretension, are
The corresponding (four) clamping boundary conditions (BCs) at the channel's lateral sidewalls are
The characteristic deformation scale U c remains unknown, and will be determined by considering appropriate balances in Eq. (27b), depending on the order of magnitude of λ.
Solution of the Deformation Equation
It was shown in [21] (see also Sec. 3 below) that, under the lubrication approximation, the hydrodynamic pressure load can vary at most in the flow-wise direction; i.e., P = P(Z) only. Then, the governing differential equations Eqs. (27) for Φ X and U are a set of coupled, inhomogeneous, ordinary differential equations (ODEs) in X with constant coefficients. Based on the definition of λ from Eq. (27b), we can delineate four regimes of structural deformation:
• Regime 1 (λ ≪ 1): Pre-tension is negligible compared to transverse shear and bending, i.e., T w 2 /D b ≪ 1.
• Regime 2 (λ = O(1)): Pre-tension and transverse shear are comparable to bending:
• Regime 3a (λ = O(1/δ 2 )): Pre-tension is much stronger that transverse shear and bending:
• Regime 3b (λ ≫ 1/δ 2 ): Again, pre-tension is much stronger that transverse shear and bending, but there are no longer dominant balances involving λ in the governing equation
Regime 1 is bending dominated, and the problem reduces to the no-pre-tension case considered in previous work [34, 35] . In Regime 3b, the problem reduces to the trivial case of biaxial stretching of a bar, without any FSI, which is not of interest either. In Regime 2, both pre-tension and bending effects are important. Thus, Regime 2 is of primary interest in this paper, and a solution will be sought for the displacement in this regime. Then, the displacement under Regimes 1 and 3a can be easily found from the solution in Regime 2 as special/limiting cases. A brief independent treatment of Regimes 1 and 3a is presented in Appendix A for completeness. Next, Eq. (27b) can be solved for ∂Φ X /∂ X:
which, in turn, can be differentiated twice with respect to X, to obtain:
Taking ∂/∂ X of Eq. (27a) and substituting into it the results from Eq. (29) and (30), yields a single ODE for U:
Thus, to balance all terms (and account for bending, stretching and pressure loading), we must choose the scale of deformation to be
Equation (31) is subject to the four BCs from Eq. (28). Again, two of them need to be converted from BCs on Φ X to corresponding BCs on U. To that end, differentiate Eq. (29) to obtain an expression for ∂ 2 Φ x /∂ X 2 , which is then substituted into Eq. (27a). Next, evaluate the result at X = ±1/2 and impose the BCs Φ X | X=±1/2 = 0 to obtain the new BCs
By inspection, the particular solution of Eq. (31) is − 1 2λ P(Z)X 2 . For the homogeneous problem, the characteristic polynomial is
the roots of which are
where r = 0 is a double root. Thus, the general solution of Eq. (31) is
where C 1,2,3,4 (Z) are arbitrary functions of integration. The X → −X Symmetry of the boundary-value problem (BVP) specified by Eq. (31) and its BCs requires that C 1 (Z) = C 2 (Z) and C 4 (Z) = 0. Thus, the general solution (36) can be rewritten as
The BCs in Eq. (33) require that
Then, the BCs U| X=±1/2 = 0 require that
(39) Thus, the complete solution for the cross-sectional deformation profile of the pre-stressed plate is
As a consistency check, we also note that, in the limit of negligible thickness (T → 0), Eq. (40) reduces to the deformation profile of a pre-stressed thin membrane [16, Eq. (8) ] (see also [10, Eq. (10) ]), which is derived independently in Appendix B as Eq. (A21).
On the other hand, in the limit λ → 0 + , Eq. (40) reduces to the solution for thick plate without pre-tension, i.e., the solution for Regime 1 from [34] , derived independently in Appendix A.1 as Eq. (A6). In Regime 3a, λ = O(1/δ 2 ), i.e., λ ≫ 1, and a straightforward Taylor series expansion of Eq. (40) for λ → ∞ gives
The leading-order term in this equation is also derived independently in the Appendix A.2 as Eq. (A12).
For future reference, Eq. (40) can be put back into dimensional form:
Then, by x → −x symmetry, the maximum deformation over the cross-section is its value at x = 0:
Fluid Mechanics
The slenderness of the channel allows us to invoke the lubrication approximation [39] , according to which the dimensionless velocity field (see [21] for details) is
for no-slip boundary conditions at the vertical walls Y = −t/(2h 0 ) and at Y = −t/(2h 0 )−H(X, Z). The pressure P varies only in the flow-wise Z-direction, thus a complete (not partial) derivative is featured in Eq. (44); however, due to FSI, dP/dZ const. as it would be in pipe flow [39] . Here, V Z (X, Y, Z) = v z (x, y, z)/V z is the dimensionless velocity in the streamwise direction (recall Fig. 1) , while H is the dimensionless deformed height of fluid domain:
Here, on using Eq. (32), we have defined
as a dimensionless group, which we term the FSI parameter. This parameter quantifies the compliance of the plate compared to the characteristic magnitude of the applied hydrodynamic pressure load. The dimensionless flow rate is evaluated as the area integral of the streamwise velocity from Eq. (44), then written solely in terms of the dimensionless deformation U(X, Z) via Eqs. (45) and (40):
where we have introduced the dimensionless deformation-topressure ratio
The left-hand side of Eqs. (47) is unity because we have employed a flow-rate-based velocity scale V z = q/(h 0 w) as in prior work [21, 35] , yielding a dimensionless flow rate Q = q/q = 1 under steady flow with imposed inlet q = const.
Performing the integration in Eq. (47c) reduces it to a firstorder nonlinear ODE in P(Z):
where we have defined
Note that {I i } are known functions of λ and T (but not X or Z), even if obtaining them analytically might be challenging. Now, the ODE Eq. (49) is solved subject to the boundary condition that P(1) = 0 (outlet gauge pressure) to obtain an implicit dimensionless relation for P(Z):
Finally, the steady flow rate-pressure relation can be put in dimensional form by taking P c = V c µℓ/h 2 0 = q µℓ/(wh 3 0 ) [21] to be the viscous flow pressure scale under constant flow rate conditions:
where µ is the (constant) dynamics viscosity of the Newtonian fluid.
Results
The previous sections were devoted to the derivation of the theory of steady-state fluid-structure interaction (FSI) in a microchannel between the viscous fluid flow within and a prestressed elastic top wall clamped on all edges. In this section, we compare the latter theoretical results to direct numerical simulations (DNS) of FSI performed using the commercial software suite by ANSYS [40] . The simulations are twoway coupled to ensure full fidelity. Many of the details of such simulations have been presented in previous publications [21, 34, 35, 41] . Nevertheless, to ensure that this work is selfcontained, a short summary is provided next.
Computational Approach
ANSYS employs a segregated solution procedure to perform FSI simulations, wherein the mechanical deformation field is solved in the 'Static Structural' module, using the finite element method (FEM), while the fluid flow field is solved separately in the 'Fluent' module, using the finite volume method (FVM).
In the Static Structural module, we have switched on the option of 'large deformations.' Therefore:
• The difference between deformed and undeformed coordinates is maintained.
• The logarithmic (Henky) strain and the true (Cauchy) stress are employed as the strain and stress measures, respectively, instead of engineering strain and engineering stress, which would have been employed in a small-strain analysis.
• The stiffness matrix in the FEM formulation is a function of the displacements and results in a nonlinear governing equation for each node, which is solved by iterative methods.
Importantly, the assumptions of the plate theory, from which the mathematical model in Sec. 2 was derived, are not imposed on the numerical solution. Similarly, Fluent solves the steady 3D incompressible Navier-Stokes equation on a deforming domain without any a priori approximations. Previously, we carried out mesh refinement studies [34] , and we explored choices of algorithms for mesh smoothing [35] , in similar FSI problems. We carry over the lessons learned to the present study to obtain the right blend of numerical accuracy and computational effort. The distinguishing feature of the FSI simulations carried out in this work is the inclusion of pre-stress in the elastic wall. To this end, we employed two Static Structural modules, instead of one. In the first Static Structural module, forces were imposed on the edges of the structure to induce pre-stress in the elastic wall. The resulting pre-stress distribution was then written to a file. This file containing the information about pre-stress at every node was then read into the second Static Structural module using the 'inistate' command.
The geometric details of the model are given in Table 1 . The channel has a linearly elastic top wall characterized by a Young's modulus E = 1.6 MPa and a Poisson ratio ν = 0.4999, similar to PDMS [34] . Three values of the uniform pre-stress (pre-tension) of the elastic top wall were considered: T = 13.62, 27.24 and 68.11 N·mm, which correspond to λ ≡ T w 2 /D b = 1, 2 and 5, respectively. The remaining three walls of the channel are rigid. The fluid inside the channel was taken to be water with a constant density ρ = 997.3 kg/m 3 and dynamic viscosity µ = 9.14 × 10 −4 Pa·s. The dimensions of the channel have been chosen so that the assumptions of a long and slender geometry, as stated in Eq. (16) , are satisfied, and thus the simulations may be compared to the theory. Table 1 : Dimensions and relevant geometric parameters for DNS of FSI in ANSYS. All lengths are given in mm.
Cross-Sectional Deformation Profile
A major result of the proposed theory is the self-similar form of the dimensionless cross-sectional deformation profiles scaled by the hydrodynamic pressure, i.e., the ratio U(X, Z)/P(Z) from Eq. (40) is independent of the flow-wise coordinate Z. This result connects the local deformation with the local pressure in the flow. To verify this result of the theory, in Fig. 2 we plot the results from ANSYS FSI simulations for U(X, Z)/P(Z) as a function of X alongside the prediction from from Eq. (40) . We observe that the simulations (represented by symbols and colors, corresponding to the different flow rates q and evaluated at different flow-wise locations z) collapse neatly onto a single curve, which closely matches the theoretical profile (solid curve). In practice, validation of this prediction cannot be carried out in a noninvasive manner due to the need to measure the deformation at several flow-wise locations.
Next, we carried out the simulations for fixed q but different values of the pre-stress T . In Fig. 3 , the profile U(X, Z)/P(Z) from ANSYS simulation is compared to the theoretical profile from Eq. (40), for different values of the bending-to-tension ratio λ. We observe good match between the theoretical prediction and the results of simulation. We also observe that an increase in pre-tension leads to decrease in overall deformation. The match worsens as the pre-stress (i.e., λ) increases. A possible explanation may be that significant stretching occurs in the structure at high λ, which invalidates the small strain assumption employed in the FOSDT of plates. We also see that the match is better at the center of the cross-section, compared to the sides. For example, the maximum relative error occurs at the grid point closest to the clamped edge (≈ 47.51% for λ = 5), while the relative error at the center is far smaller (≈ 3.64% for λ = 5). Colors correspond to flow rates: red is q = 10 mL/min, yellow is q = 20 mL/min, gray is q = 30 mL/min, black is q = 40 mL/min, green is q = 50 mL/min, and orange is q = 60 mL/min. Symbols correspond to different axial locations: is at z = 4 mm, is at z = 8 mm, and △ is at z = 12 mm. Note that many symbols overlap due to the high quality of the collapse. 
Flow Rate-Pressure Drop Relationship
Next, we shift our focus to the flow rate-pressure drop relationship obtained in closed-form from the theory as Eq. (52). This result involves variables that need to be measured only at the inlet and/or the outlet of the microchannel; these measurements can be done noninvasively. Therefore, there is no need to measure quantities inside the system (channel) to obtain an estimate of the material properties from Eq. (52). The latter idea underpins the proposed hydrodynamic bulge test, which renders the system a "black box" for experimental materials characterization, unlike the hydrostatic case, which requires measuring u max (z) at some axial position z and inverting Eq.
To illustrate our FSI theory, in Fig. 4 , we plot the full pressure drop ∆p = p(0) − p(ℓ) = p(0), as calculated from Eq. (52), as a function of the volumetric flow rate q, for different tension-to-bending ratios λ. Additionally, the corresponding results from our ANSYS FSI simulations are shown as symbols. Clearly, the theory agrees with the simulations for the range of q and λ considered. An increase in λ causes the pressure drop to increase, because of the decrease in deformation as pre-stress "stiffens" the plate. The match worsens at larger q and λ due to "stronger" FSI. For each λ, the maximum error between theory and simulation occurs at the maximum flow rate q = 60 mL/min; still, this maximum relative error is just ≈ 2.53% for λ = 5.
Characterization of Material Properties and Scope of Validity of Theory
The goal of this work is to introduce a theory of hydrodynamic bulge testing, wherein the material properties of a finitethickness elastic membrane (plate) are characterized using a pressure drop measurement and the relationship in Eq. (52), without measuring the membrane's transverse deformation. To achieve this goal, the measured pressure drop, the imposed flow rate, and the known geometric dimensions are substituted into Eq. (52), which is then solved using the bisection method [42, Ch. 5] in a Python script using SciPy [43] , to obtain the Young's modulus E given the Poisson ratio ν.
To demonstrate how a hydrodynamic bulge test might work, we carried out FSI simulations for different values of the elastic modulus E of the top wall. The simulations were carried out for flow rates of q = 60 mL/min, 80 mL/min, and 100 mL/min for λ = 1, 2, and 5. The resulting pressure drop from Figure 5 : Estimation of the elastic modulus E from a hydrodynamic bulge test versus its "true" value (used in the simulations). Colors correspond to different flow rates: orange is q = 60 mL/min, blue is q = 80 mL/min, and red is q = 100 mL/min. Symbols correspond to different values of the tension-to-bending ratio λ:
is λ = 5, is λ = 2, and △ is λ = 1. All other quantities are as given in Table 1 . The shaded area corresponds to an uncertainty of ±15% in E.
the simulation was used to predict the value of E by inverting Eq. (52). The results of this analysis are shown in Fig. 5 .
Clearly, there is acceptable match between the actual (here, simulation) values and the estimated (here, theoretical) values of E, for the chosen range that is typical of PDMS. The quality of this match is gauged by the closeness of the symbols to the line with slope 1 passing through the origin. The maximum error is about 43% for the case of q = 60 mL/min and E = 2.4 MPa. We note that the match is better for stiffer walls (larger values of E) at higher flow rates, and for softer walls (smaller values of E) at lower flow rates.
This observation can be explained by considering the regime of validity of our theory, which is given in mathematical terms as:
Here, the inequality t w means that we have accounted for moderate (rather than vanishing, t ≪ w) plate thickness. The equivalence U c ∼ w means that we have accounted for stretching in the equilibrium equations and, thus, the plate's bending response is coupled with its stretching response. The inequality of w ≪ ℓ is necessary to ensure that the lubrication approximation is valid (for the fluid mechanics problem), and that cross-section deformation profiles are decoupled from each other in the flow-wise direction (for the structural mechanics problem). Therefore, if the characteristic deformation U c is large compared to the dimensions of the channels, i.e., U c > w, the structural mechanics problem is no longer linear and our FSI theory breaks down. On the other hand, if U c is extremely small, i.e., U c ≪ w, and the FSI in the system is weak, the estimate of E deteriorates. In the limiting case of a rigid channel, in which there is obviously no FSI, it would not be possible to estimate E at all because there is no deformation.
Employing Eq. (53) in conjunction with the results in Fig. 5 , we posit that, for the proposed hydrodynamic bulge testing theory to predict the Young's modulus with a maximum relative error of ±15%, the ratio U c /w should be within the following bounds:
or
This inequality is an important result in practice. Since one can control q, µ, ℓ, t, w and h 0 , then it always possible to set up a sample, to be characterized by the proposed hydrodynamic bulge test, such that the bulge test is accurate.
Error Propagation and Sensitivity Analysis
It is important to compare the hydrostatic and hydrodynamic bulge tests with respect to error propagation via a sensitivity analysis. Any experimental measurement has an uncertainty associated with it, due to measurement errors [44] . The uncertainty in the independent (measured) variable propagates to an uncertainty in the dependent (estimated) variable. In this section, we discuss examples of how errors propagate in the hydrostatic and the hydrodynamic bulge testing theories. Specifically, we simulate how uncertainty in the corresponding independent variables (∆p in the hydrodynamic case and u max in the hydrostatic case) leads to an uncertainty in the dependent variable, the Young's modulus E, and compare the two cases to each other. In our theory from Sec. 3, the relationship between the dependent variable and the independent variables is given by Eq. (52) in conjunction with Eqs. (48) and (50) . These set of coupled equations is not amenable to a standard uncertainty quantification by analytical means, such as a Taylor seriesbased root-mean-squared error propagation [44, Sec. 4.7] . This situation is unlike the hydrostatic case in which E is determined (via D b in λ) by measuring u max (z) at some axial position z and inverting Eq. (43) , which is could be amenable to an error propagation analysis. Hence, we take a statistical approach and perform Monte Carlo simulations of error propagation.
The Monte Carlo simulation of error propagation is straightforward. The independent variables u max and ∆p are replaced by random variables, which are sampled from a normal distribution. The normal distribution is, in turn, determined from a nominal value, the given mean u max or ∆p in Table 2 , and the upper and lower limits on uncertainty Υ as a percentage, from which the standard deviations ς of the distributions are found to be
∆p.
(57b)
The factor Υ/F −1 (0.9) in Eqs. (57), where F −1 (0.9) is the inverse of the normal cumulative density function at the 90th quantile, ensures that 90% of the area under probability density function is below the specified upper limit (+Υ%) and similarly 90% of the area under probability density function is above the specified lower limit (−Υ%). A total of 1000 samples were taken of the input random variables. The sample size of 1000 was chosen as a trade-off between the computational effort expended and the desired accuracy of probabilistic models. Example distributions of the input variables are shown in Fig. 6 . The means match the deterministic values used in the AN-SYS simulations corresponding to a flow rate q = 80 mL/min, a tension-to-bending ratio λ = 2, and Young's modulus E = 1.6 MPa. The uncertainty in the pressure drop measurement corresponds to that of a standard off-the-shelf pressure measurement device like Omega PXM409-007BDWUI. On the other hand, the uncertainty in the deformation has been taken to be an order of magnitude larger, at 10%, which is close to the uncertainty in deformation measurements extracted from the experimental data in [8, 45] .
The mean and the standard deviation of the output sam- ples for E were computed for both models. The results are shown in Fig. 7 and in Table 3 . To gauge the sensitivity of the estimate of E to the input distributions of u max and ∆p, we employed a statistical rank order correlation, specifically Kendall's tau rank correlation coefficient, available in Python's SciPy module [43] . The value of Kendall's tau rank correlation lies between −1 and +1; a value of +1 denotes strong positive correlation, a value of −1 denotes strong negative correlation, while a value of 0 denotes no correlation at all. From Fig. 7 and Table 3 , we conclude that estimates of elastic modulus obtained from the hydrostatic bulge test are more accurate compared to those obtained from the hydrodynamic bulge test, though the difference is not very large (≈ 2.5%). However, the noise in the estimates of elastic modulus is much large for the hydrostatic bulge test than for the hydrodynamic bulge test, as evidenced by the larger standard deviation of hydrostatic bulge test's output distribution. The higher noise in the estimated variable E is attributed to the higher noise in the measured variable u max itself, as the absolute value of rank correlation coefficient Kendall's τ is approximately the same for both models.
Conclusion
In this paper, we proposed a hydrodynamic bulge testing technique for soft materials characterization problems relevant to design of microfluidic systems and devices. Specifically, we derived a theory of the fluid-structure interaction (FSI) between a pre-stressed linearly elastic plate with finite thickness and a viscous fluid flow underneath it. The flow rate-pressure drop relationship for the case when the elastic plate is clamped as the top wall of a rectangular microchannel conveying a "slow" viscous Newtonian fluid flow (low Reynolds number), was obtained in the form of Eq. (52). Then, we showed that this relationship can be inverted numerically to characterize the material properties of the elastic plate, specifically its Young's modulus E, by only measuring the total pressure drop across its length. We argued that, in microfluidics, a measurement of the pressure drop is easier and/or more accurate than a measurement of the membrane deflection due to the (hydrodynamic) pressure flow underneath.
We also carried out three-dimensional direct numerical simulations of fluid-structure interactions using the commercial computational engineering platform by ANSYS. These simulations did not require any of the assumptions used to derive the mathematical model. The deformation profile and pressure drop obtained from the simulations showed favorable agreement with the predictions of our model, thus validating it.
Overall, from the mechanics point of view, pre-stressing the membrane makes it appear "stiffer," thus its deformation (induced by either hydrodynamic or hydrostatic pressure) is smaller than a corresponding initially stress-free plate. To sustain the same flow rate in a microchannel with an initially prestressed top wall thus requires a larger pressure drop. These conclusions were drawn from the general displacement profile, Eq. (40), which we believe is a novel result because mathematical expression accounts for the non-negligible thickness of the membrane (t/w → 0), while the current literature on bulge testing concerns mainly thin-film membranes (t/w → 0) [16, Eq. (8) ].
Next, the simulations were used as "ground truth" (in lieu of experiments) to establish the predictive power of hydrodynamic bulge tests. Specifically, a region in the parameter space was identified and represented as Eq. (53). Through Fig. 5 , this parameter space region of validity was quantified as the inequality in Eq. (56), which provides specific guidance to the experimentalist in designing the hydrodynamic bulge test so as to be maximally accurate. Furthermore, a sensitivity analysis, performed through Monte Carlo simulation, showed that the hydrodynamic bulge test's estimate is only slightly less precise than a hydrostatic bulge test, while allowing a greater degree of "control" over error propagation.
In future work, the proposed hydrodynamic bulge testing technique could be extended to handle liquid blister tests [46] , which are used to measure the strength of bonding (via the work of adhesion), if the fluid layer is made much thinner than the solid film. Beyond bulge tests, the FSI between a viscous fluid and a pre-stressed plate-like elastic structure can be harnessed to create soft microfluidic actuators [18] . Similar multiphysics problems can also be motivated by biomedical and physiological applications, such as the reopening of strongly collapsed airways [17] . These problems are unsteady, thus one must obtain dynamic equations for the motion of the fluid front during expansion (or collapse) [47, 48, 49, 50] . Therefore, the present analysis could be extended/become the foundation of further research on these problem as well. The solution of Eq. (A4) subject to Eq. (A5) and U| X=±1/2 = 0 is easily found to be U(X, Z) = P(Z) 24
This profile was already obtained in [34, Eq. (21) ] in the absence of pre-tension.
A.2 Regime 3a
For Regime 3a, λ = O(1/δ 2 ), thus λ ≫ 1 for δ ≪ 1. Keeping only the largest terms in Eq. (31) for λ ≫ 1, we obtain
Retaining the pressure on the right-hand side of the last equation can be justified by arguing that, in Regime 3a, we should choose the scale deformation
so that the coefficient of P(Z) is now 1/(λδ 2 ) = O(1). The ODE (A7) is still subject to the boundary conditions given in Eq. (28) , which means that, as before, we need to convert the BCs on Φ X to appropriate BCs on U. To that end, we first insert Φ X | X=±1/2 = 0 in Eq. (27a) to obtain:
Next, we differentiate Eq. (27b), evaluate it at X = ±1/2, and insert the expression for ∂ 2 Φ X /∂ X 2 from Eq. (A9) into it to obtain:
Now, since λ = O(1/δ 2 ), the above equation to the leading order in δ ≪ 1 is
The solution of Eq. (A7) subject to Eq. (A11) and U| X=±1/2 = 0 is easily found to be U(X, Z) = P(Z) 2λδ 2
where, due to the differing choice in U c , the last equation contains a δ 2 not present in Eq. (41) . Note that neglecting bending rendered the deformation profile given in Eq. (A12) independent of the thickness of the structure. Thus, Eq. (A12) is suitable for both thin and thick plates. Equation (A12) has been used in the literature to characterize the material properties of thin membranes undergoing strong compression (λ < 0) and buckling (see Eq. (8) and Table II in [16] ). 
B Thin-plate theory
For a Kirchhoff-Love [37, 38] or "classical" [26] (thin) plate theory , φ x and φ z are not independent degrees of freedom; instead, they are expressed in terms of the transverse displacement (see, e.g., [29, Ch. 4] ) as
The constitutive equations for the in-plane stress resultants, N xx , N zz and N xz for the thin-plate theory are still given by Eq. (8) . However, for the bending moments, when we substitute the equations for the rotations from Eqs. (A13) into Eq. (9), we obtain:
The equations for static equilibrium for a thin plate undergoing combined bending and stretching are the same as those for thick plate. However, in thin-plate theory, since the transverse shear stains (and, thus, the transverse shear stress resultants) are negligible, it is customary to eliminate Q x and Q z from Eqs. (5c), (5d) and (5e) to obtain:
Equation (A15) along with Eqs. (5a) and (5b) are the equations expressing the static equilibrium of a thin plate undergoing both stretching and bending (see, e.g., [26, Ch. 3] ). Equations (12a) and (12b) are still the equations governing the in-plane displacements for the thin-plate case. To obtain a PDE governing the transverse deflection of the thin plate, we
