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1 INTRODUCTION
Molecular Dynamics (M.D.) Simulation is in principle very simple: the time devel-
opment of a many particle system is evaluated by numerically integrating Newton’s
equations of motion. But, as with most simple principles, many additional concepts
and techniques have to be applied to make the main principle operational. The ad-
ditional concepts and techniques are required, not because the main principle needs
correction or refinement, but because a bare implementation of the main principle
would result in very sluggish software without practical value. For that reason, from
the outset in the fifties, much work has been done to turn a simple principle into a
useful tool. In this thesis no new techniques are proposed, but existing techniques
are revised. As a result, a number of concepts of M.D. simulation are simplified, and
alternative implementations are proposed.
In this chapter the main concepts of the M.D. simulation technique are introduced
and an overview of this thesis is given. Also the goal of this thesis is formulated and
some remarks are made about the way current M.D. implementations are created.
1.1 M.D. simulation in outline
Main principle
The main principle of M.D. simulation is as follows: given the system state S(t0),
that is, the position r and velocity v of every particle (atom) in the system at time
t0, subsequent states S(t0 + ∆t), S(t0 + 2∆t), : : :, are calculated by using Newton’s
law F = ma. For accurate results small timesteps ∆t have to be used. To calculate
S(t0+(n+1)∆t) fromS(t0+n∆t), first for every particle i, Fi(t0+n∆t) is calculated.
F
i
(t0 + n∆t) is the sum of the forces on i as exerted by the other particles of the
system at time t0 +n∆t. For every particle i the force Fi(t0 +n∆t) is then integrated
to get the new velocity v
i
(t0 + n∆t). Using this velocity, for every particle i the new
1
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position r
i
(t0 + (n+ 1)∆t) can be calculated. See Figure 1.4.
Integration
A widely used, simple and numerically stable, integration algorithm is the leapfrog
algorithm. In this algorithm particle positions are calculated at times t0 + n∆t and
velocities at midpoints, i.e. at t0 + (n + 12)∆t (this differs from the scheme in the
previous paragraph where particle positions and velocities were both evaluated at


























+ ∆t=2)∆t : (1.2)
Interaction forces
Generally speaking, in an M.D. simulation the forces between particles only depend
on particle positions, not on velocities. Usually, interactions are specified by giving
an expression for the potential energy of the interaction, hence the force can be
written as a gradient of the potential.
Non-bonded interactions
Two classes of interactions may be distinguished: non-bonded interactions and
bonded interactions. Non-bonded interactions model flexible interactions between
particle pairs. Two well-known non-bonded interaction potentials are the Coulomb
potential and the Lennard-Jones potential. Using the convention that the distance


























are the charges of particles i resp. j. The Coulomb force on particle
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). The depth of the potential
well is determined by ", and the diameter of the particle by .
where " is a constant determining the depth of the potential well, and where 














attracting force with a longer interaction range. Adding these two terms gives a
potential well. The force of the Lennard-Jones interaction exerted on particle i by





























Due to the ‘action= reaction’ principle (Newton’s third principle), the forces






So, the force between every particle pair i, j has to be evaluated only once instead
of twice. The usual way to evaluate every interaction only once is to use the j > i
criterion, i.e., to calculate explicitly the force on the particle with the highest particle
number. The force on the other particle is calculated with (1.7).
Bonded interactions
Bonded interactions model rather strong chemical bonds, and are not created or
broken during a simulation. For this reason, these interactions may be evaluated
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by running through a fixed list of groups of particle numbers, where each group
represents a bonded interaction between two or more particles. The three most widely
used bonded interactions are the covalent interaction, the bond-angle interaction, and
the dihedral interaction.












This interaction may be thought of as a very stiff linear spring between i and j. The








  b0)(rij=rij) : (1.9)
The bond-angle interaction is a three particle interaction between i; j; k (see


















(Valid for small (Θ   Θ0).) This interaction may be thought of as a torsion spring
between the lines i; j and k; j. The spring has a neutral angle Θ0 and a spring constant
KΘ.
The dihedral-angle interaction V () is a four particle interaction between i; j; k; l
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where  and 0 are constants. The definition of the dihedral angle  is given by
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r
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FIGURE 1.2 a: Bond-angle interaction. Θ is the angle between the lines i; j and k; j.
b: Dihedral interaction with negative . m is normal to the i; j; k plane, n is normal to the
j; k; l plane.
Cut-off radius and neighbour searching
In principle, a non-bonded interaction exists between every particle pair. Because
most of the CPU time of an M.D. simulation is spent in non-bonded force calculations,
the greatest gain in performance can be achieved by efficiency improvements in this
part. Two optimisations are widely applied: the use of a cut-off radius, and the use
of neighbour lists.
Earlier we proposed to evaluate all pair interactions, no matter how far the particles
are separated. However, the main contribution to the total force on a particle is
from neighbouring particles. Therefore, only a small error is introduced when only





so that for each particle 100 to 300 other particles are within
cut-off radius gives a good balance between correct physics and efficiency. For a
system of 104 particles this makes the non-bonded force computation a factor 104100 to
104
300 faster.
Still, when using a cut-off radius, all pairs have to be inspected to see if their
separation is less than R
co
. This is called neighbour searching. However, the
timesteps made, are so small that particles travel only a very small distance during
one timestep. In other words, the set of particles within R
co
of a given particle
hardly changes during one timestep. Therefore, only a small error is made when
only every 10 or 20 timesteps all pairs are inspected to see if their distance is less
than R
co
. Pairs with a distance less than R
co
are stored in so called neighbour lists
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which are used the next 10 or 20 timesteps. In this way the all-pairs inspection every
timestep is replaced by an all-pairs inspection every 10 or 20 timesteps at the cost of
some memory space to store the neighbour list of every particle. Using R
co
and a
neighbour list, non-bonded force calculations still take about 70% of the total CPU
time.
Periodic boundary conditions
Because of the limited CPU power, in current M.D. simulations typically 103    105
particles are involved. Single systems of this size suffer strongly from finite system
effects. For example, due to the surface tension of water (or Laplace pressure), the
pressure in a spherical droplet of water consisting of 2  104 molecules, will be
approximately 275 bar. Many other anomalies are introduced by using small, single
systems. Therefore, most simulations are done with periodic boundary conditions.
This means that the simulation takes place in a computational box, which is virtually
surrounded by an infinite number of identical replica boxes, stacked in a space filling
way, all with exactly the same contents (see Figure 1.3). Only the behaviour of
one box, the ‘central box’, has to be simulated; other boxes behave in the same
way. When periodic boundary conditions are used particles may freely cross box
boundaries. For each particle leaving the box, at the same instant an identical particle
from an adjacent replica box enters the box at the opposite side. In an M.D. system
with periodic boundary conditions particles are influenced by particles in their own
box and particles in surrounding boxes.
The shape of the computational box should be such that it can be stacked in a
space filling way. For reasons of efficiency only convex boxes are used. In 3-D
space there exist five box types with these properties: the triclinic box, the hexagonal
prism, two types of dodecahedrons, and the truncated octahedron. A system with
periodic boundary conditions is an infinite system, but has a crystal-like long range
order. Ideally, one would like to have a system without this long range order. By
choosing R
co
not too large, the long range order effects are limited.
Constraint dynamics
Every timestep, during the force calculations, many types of interaction forces are
evaluated: Coulomb forces, Lennard-Jones forces, covalent forces, etc. Some of
these interactions are very rigid. The most rigid interaction in an M.D. simulation
is the covalent interaction. This means that two particles having a covalent interac-
tion, have an almost constant distance, or put in another way, two particles with a
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FIGURE 1.3 2-D Periodic Boundary Conditions. One box is surrounded by eight identical
boxes.
covalent bond vibrate with a high frequency. The maximally allowed timestep used
in an M.D. simulation is dictated by the allowed numerical drift of the integration
algorithm, so it is dictated by the highest frequency in the system, and should be
approximately 1=(40highest frequency). However, the behaviour of covalent inter-
actions is not part of the physics of interest of an M.D. simulation because covalent
vibrations are only weakly coupled to the other vibrations of the system. Leaving out
frequencies above 1/4 to 1/2 the highest covalent eigenfrequency does not influence
the outcome of an M.D. simulation. So, it is a waste of computer time to use a
timestep based on covalent eigenfrequencies. For that reason, nowadays in most
M.D. programs, the covalent interactions are handled using constraint dynamics,
which means that the distance between particles with a covalent bond is kept con-
stant. Then the timestep may be as high as 1/20 to 1/10 (highest frequency). In
this way, the same time span of physics can be simulated two to four times faster.
Because an atom may have covalent interactions with a number of atoms, sub-
stituting covalent interactions with length constraints will in general result in a set
of connected length constraints with a, possibly cyclic, graph-like structure. In a
typical M.D. system the number of constraints is of the same order as the number of
particles.
The introduction of length-constraints has no consequences for the force calcu-
lations, except of course that the forces of covalent interactions are not calculated.
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However, the introduction of length-constraints has severe consequences for the al-
gorithm in which Newton’s law is integrated, resulting in a matrix equation. As
the rank of the matrix is the number of constraints in the system, for systems with
many constraints, solving this equation directly is complex. There exists however
a fast, iterative method, called SHAKE to solve the matrix equation. The special
thing about SHAKE is that its iterative way of solving the matrix equation is directly
reflected in iterative adjustments of pairs of particle positions.
SHAKE is used as follows. Every timestep, the interaction forces, the new
velocities, and new positions are calculated as if no constraints exist, except that no
covalent interaction forces are evaluated. Particle positions obtained in this way do
not fulfil the distance constraints between particles. Then SHAKE is invoked. In
SHAKE, particle positions are iteratively corrected until all length-constraints are
fulfilled within a predefined tolerance. So, at the end of every timestep many SHAKE
iterations have to be done.
Applications
M.D. simulations are used to complement and to replace experiments in physics and
chemistry. As such, M.D. has been used to study simple gases, liquids, polymers,
crystals, liquid crystals, proteins, proteins in liquids, membranes, DNA-protein in-
teractions, etc. For example, the equation of state (the p; T; V diagram) or transport
phenomena, such as thermal conductivity of a gas, may be calculated by an M.D.
simulation. For polymers M.D. has been used to calculate mechanical properties
like compressibility and tensile strength. In the area of drug design, M.D. is used
to calculate the free energy of a reaction. Nuclear Magnetic Resonance experiments
give incomplete information about inter-atom distances; M.D. is used to refine these
data. Many of the physical properties mentioned are not derived from one system
state but as a time average over a long sequence of consecutive states. A much
broader overview is given in [1].
1.2 The subjects of this thesis
In this thesis, all the subjects mentioned in the previous section are revised, except
neighbour searching and integration. So, the following subjects are discussed: non-
bonded force calculations, bonded force calculations, constraint dynamics, and box
shapes. Moreover, mapping M.D. simulation on a parallel computer with a ring
1.2 The subjects of this thesis 9
Unconstrained





















FIGURE 1.4 Main components of the M.D. simulation algorithm.
architecture is discussed. More precisely:
In Chapter 2, an alternative method is presented to calculate non-bonded forces in
systems with periodic boundary conditions.
In Chapter 3 it is shown that the concept of ‘box shape’, as used in molecular
simulations of systems with periodic boundary conditions, is superfluous. It is
shown that every simulation can be done in a computational box with a simple
shape.
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In Chapter 4 the formalism of constraint dynamics is revised, so that it is suitable
to study the (near) instantaneous behaviour of a system.
In Chapter 5, alternative expressions of the torsional angle interaction are derived
by using first principles of mechanics.
In Chapter 6 it is shown that the scalar configurational pressure (virial) of angle-
dependent interactions, is zero. This is also demonstrated with an M.D. simu-
lation.
In Chapter 7 it is shown how M.D. simulations may be mapped on a ring archi-
tecture, so that the communication related to the bonded force- and constraint
interactions is minimised.
In Chapter 8 a combined hardware and software solution is presented to speed up
the synchronisation of constraint iterations on parallel computers with a sparse
communication structure.
Except for this chapter, all chapters of this thesis have been published (2,5,6,7,8),
or will be submitted (3,4), so, are self-contained. For that reason the literature is
given per chapter. The chapters in this thesis are not ordered chronologically but
going from concepts to implementation. As a result, in some chapters reference is
made to later chapters.
1.3 Research goals
The research presented in this thesis stems from two questions:
How can the different parts of the M.D. algorithm be reshaped, such that it becomes
simpler and more efficient?
How should the various parts of the M.D. algorithm be mapped on a ring architec-
ture?
Although we did not have the intention to do research in the field of physics, a




In the beginning, M.D. simulation was mainly used to study small artificial systems,
but there was, and still is, a strong inclination to apply it to more realistic and more
complex systems. All this with the intention to discover new, and explain known
phenomena of molecular systems. This urge for results, together with the fact that
M.D. software is designed and implemented by the M.D. community itself, has
resulted in an evolutionary development of M.D. simulation software. This has the
advantage that most simulations can be implemented quickly by adapting an existing
implementation, but on the other hand runs the risk of evolutionary processes in
general: the lack of an integral design. Once an idea has been implemented in some
way, it is copied by other members of the M.D. community in their implementations,
often without further critical reconsiderations. Besides the urge for results, also the
apparent simplicity of the principles of M.D. simulation give the feeling that it is a
waste of time to try to reshape M.D. simulation software.
When one takes into account that M.D. simulation software was created by an
evolutionary process, so, with the risk that errors in the software are passed on to
later generations, it may come as a surprise that the physics of the great majority
of simulations is correct. This is the case because the M.D. community is aware
of the fact that the results of M.D. simulations are very sensitive to errors in the
implementation. Therefore, before using a modified M.D. program for answering
new questions, many test runs on old systems are done to validate the modified
implementation. A significant amount of simulation time is spent on this. In contrast,
as pointed out before, little time is spent on creating alternative implementations of
parts of, or of the whole M.D. implementation. This thesis is an attempt to remedy
this situation.
In this thesis it is not tried to treat the M.D. simulation algorithms as a whole.
Instead, some crucial concepts are reformulated and worked out separately. We there
run the risk that more elegant concepts and more efficient algorithms, emerging from
such an integral approach, are overlooked. We feel however that such an approach
would be impracticable. In the first place because of the size of the problem. (The
GROMOS M.D. simulation package is 1 Mbyte of FORTRAN code.) Secondly,
because it is very difficult to find correctness preserving transformations, resulting
in more efficient code. Thirdly, because, when the first two steps could be made
with success, the resulting code would probably lack transparency. This is a major
problem because much M.D. code is continuously modified by its users.
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This thesis results from work directly and indirectly related with the GROMACS1
project. This project was started with the goal to design and construct a special
purpose computer for M.D. simulations. Because this computer would have con-
sisted of a long and wide unstructured pipeline with  100 ALU’s, registers, local
memories, etc., it was important to use a specification of the M.D. algorithm that
resulted in as simple as possible hardware. Therefore we started with analysing
many parts of the M.D. algorithm. This proved to be a very important stage of the
project, even when the project eventually was transformed into a project aimed at the
design and implementation of a parallel computer for M.D. simulation, consisting of
conventional processors. In the software of the resulting parallel computer, (a ring of
36 i860 processors) ideas presented in this thesis were implemented, notably those
in the Chapters 2, 5, 6, 7.
Although the activities were initially related to special purpose hardware, most of
the ideas and concepts presented in this thesis may be used in M.D. implementations
in general. The exceptions are the ideas in the Chapters 7 and 8.
We have the feeling that besides the subjects treated in this thesis, some other
parts of the M.D. algorithm are worth a critical reconsideration. To mention a few:
Neighbour searching implemented with grid cells.
The implementation of the force and energy evaluations with tables.
The development of a very efficient, well documented M.D. kernel which can serve
as a starting point for most implementations.
Literature
[1] W.F. van Gunsteren and H.J.C. Berendsen, Computer Simulation of Molecular
Dynamics: Methodology, Applications, and Perspectives in Chemistry. Angewandte
Chemie Int. Ed., 29, 992 (1990).
(1)GROMACS (GROningen MAchine for Chemical Simulations) was, in the period 1990–
1992, jointly developed by the RuG departments of Biophysical Chemistry and of Computing
Science in STW project GCH88.1602.
2 AN EFFICIENTNON-BONDED FORCEALGORITHM
A notation is introduced and used to transform a conventional specification of the
non-bonded force and virial algorithm in the case of periodic boundary conditions
into an alternative specification. The implementation of the transformed specification
is simpler and typically a factor of 1.5 faster than a conventional implementation.
Moreover, it is generic with respect to the shape of the simulated system, i.e. the
same routines can be used to handle triclinic boxes, truncated octahedron boxes etc.
An implementation of this method is presented, and the speed achieved on various
machines is given. The essence of the new method is that the number of calculations
of image particle positions is strongly reduced.
2.1 Introduction
Conceptually, the M.D. simulationtechnique is simple: the time development of
a many particle system is numerically evaluated by integrating the equations of
motion. However, the inevitable introduction of time saving concepts as a cut-off
radius, periodic boundary conditions, the nearest image criterion, and non-trivial box
shapes makes realistic implementations complex, and makes it difficult to think in a
clear way about alternative algorithms.
In this chapter we will try to master this complexity by starting at the specific-
ation level and by introducing a notation which makes it easy to derive alternative
specifications in a formal way from an initial specification. This proves to be simple
and clear, and results in a surprising new non-bonded force (NBF) algorithm and
a new virial algorithm. The new algorithms are generic with respect to the shape
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of the computational box, that is, the same NBF and virial algorithm may be used
for the triclinic box, the truncated octahedron, and three more box shapes which
can be stacked in a space filling way. Moreover, the implementation of the new
algorithms, tested on a wide range of machines, proves to be faster than conventional
implementations by at least a factor of 1.5.
Besides these tangible results, our derivations also have the potential of giving
a solid base to existing and new algorithms of other parts of the M.D. algorithms
such as neighbour searching (NS) and bonded force calculations. In this chapter we
will confine ourselves to the non-bonded and virial calculations, and do not address
neighbour searching.
As will be clear from the foregoing, we do not arrive at the new algorithms
by transformations on the implementation level but by transforming a specification
which is subsequently implemented rather straightforwardly in software. Three
conditions should be fulfilled to make this method feasible: a suitable formal notation
should be introduced, a correct initial specification should be available, and a set of
transformation rules should be given. In [1] we used a notation which is rather
clumsy, and which did not enable us to derive the results we present in this chapter.
In contrast, the notation we use in this chapter lends itself very well for creating and
manipulating specifications, and yet is simple. Also, in [1] we did not manipulate a
specification but gave a proof at the operational level. In contrast, we now start with
the specifications. The derivation of a correct specification for the NBF calculations
is rather straightforward. Although a bit more complex this also is the case for
the virial calculation. The set of transformation rules we apply is simple and their
correctness is easily verified with a two-particle M.D. system.
Following the usual M.D. practice, involving the minimum image convention,
we assume that the cut-off distance R
co
is such that particles in the central box only
interact with particles which are in the central box and in directly adjacent boxes.
The minimum image convention requires that every particle interacts with every
other particle at most once, implying that R
co
does not exceed half the length of the
smallest image displacement vector. However, the algorithms we derive can be used
as well for larger values of R
co
.
The algorithms derived in this chapter have been implemented on the GROMACS
parallel computer for M.D. simulations [2,3]. However, because the GROMACS im-
plementation also contains other innovations we will not discuss that implementation
but a simpler one.
In the next sections of this chapter we will discuss some properties of systems
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with Periodic Boundary Conditions (PBC), introduce a notation for particle positions
and forces in PBC systems, and derive new force and new virial algorithms. We
will discuss an implementation of these algorithms and compare the performance of
a conventional implementation with the newly derived implementation. Finally we
generalise the theory to other box shapes and discuss some other possible derivations
of other parts of the M.D. algorithm.
2.2 Derivations
2.2.1 Notation
To mitigate boundary effects in finite systems, most M.D. simulations are done on
systems with PBC. An M.D. system with PBC consists of a central computational
box with N particles, surrounded by an infinite number of translated identical image
boxes, stacked in a space filling way. In the following we concentrate on the often
used generalised cube or triclinic box, which is a chunk of space enclosed between
six pairwise parallel planes. Other box shapes will be treated in Section 2.3. The
box is defined by its three spanning vectors a;b; c. Every image box is a translated













2 Z) : (2.1)
We define the minimum box size L
min
as the minimum distance between the





2Lmin. To calculate the behaviour of the infinite system, only the





particles in the central box can only be influenced by particles in the central box and
particles in the 26 directly adjacent boxes. So by numbering the boxes from 13 to




















 1 ; (2.2)
so the central box has boxnumber 0. In Figure 2.1 a 2-D PBC system is shown with
 4  k  4. Note that the box opposite to box k with respect to the central box has
boxnumber k.










FIGURE 2.1 2-D PBC system with boxes numbered -4 to 4, and with the relations between
the four forces as given by equation (2.4). Note that box k is opposite of box  k.
We will use the notation (j:k) to indicate the particle with number j in box k. A
single particle number j will indicate the particle with number j in box 0, that is,
particle j is another notation for particle (j:0).
The position of particle (j:k) is denoted by r
(j:k)
and is given by the position of
its parent particle in the central box plus the translation vector t
k








The force exerted on particle (j:k) by particle i in the central box is denoted by F
(j:k)i
.

















In the usual implementation of a system of N particles the total force F
i
on particle

















CP-COSP (i.1) CP-COSP (i.4)
FIGURE 2.2 (a) Cut-off sphere in conventional way; dot is CP. (b) Cut-off sphere partitioned
according to (2.8); dots are CP-COSPs.
Although we include the full sum over k, under the minimum image convention for
each j only one k will contribute to the sum; all other image forces vanish because
of the cut-off condition.













When k runs from  13 to 13,  k runs from 13 to  13. Because addition is
commutative the order in which k runs through the interval [13; 13] does not















Let us elaborate on this expression because it is a central idea of this chapter.
What (2.8) means is that the total force on particle i is calculated as a sum of forces
on images of i (including the ‘null image’ in the central box) exerted only by particles
in the central box. It is as if the usual cut-off sphere is partitioned by (image) box
boundaries, and every cut-off sphere partition (COSP) is translated into the central
box. With those COSPs which actually are translated, the central particle of the
original cut-off sphere is also translated, resulting in central particles of partial cut-
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For further discussions we introduce the following notions. We call the con-
ventional unpartitioned cut-off sphere ‘Cut-Off Sphere’ (COS), and partition the
conventional cut-off sphere into ‘cut-off sphere partitions’ (COSPs). Also we keep
calling the central particle (i:0) of the conventional cut-off sphere ‘central particle’
(CP), and call the central particle of a COSP, ‘central particle of cut-off sphere par-
tition’ (CP-COSP). With neighbours of a CP we will mean all particles, both in the
central box and image boxes, within R
co
of that CP. With neighbours of a CP-COSP







2Lmin the neighbours of a given CP are located in at most
eight boxes (including the central box). Therefore, every particle in the central
box is split in at most eight CP-COSPs, each with its own neighbourlist. The total
number of neighbours in these neighbourlists is equal to the number of neighbours
in the neighbourlist of the corresponding CP, so the total number of NBF interaction
calculations is not influenced by the use of the COSP method.
2.2.3 Virial derivations
We define the virial tensor product W
ij









where the tensorial direct product





































represents the internal Clausius virial in a periodic system. This expression takes
each interaction for which i and j are both in the central box, into account only once.
Interactions over the boundary of the central box occur pairwise (see Figure 2.1). Of
these interactions only one is taken into account by (2.11).
Equation (2.11) can be used to calculate the instantaneous pressure tensor P of





















is the mass and v
i
the velocity of the ith particle, and V the volume of the
system.
The straightforward implementation of (2.11) involves its evaluation in the in-
ner loop of the non-bonded force routine, which results in a significant CPU time
consumption for this expression. We will therefore investigate how this expensive









, we split r
i(j:k)






















































 A+B + C : (2.13)
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k= 13 Fi(j:k) = Fi we get the required equation (2.14).
To rewrite C we define g
k
as the total force on box k exerted by all higher












































The last expression for W means that the virial may be calculated as if no periodicity
exists (thePN
i=1 ri
Fi part), corrected with the
P13
k= 13 tk
gk part. So, we have now
reduced the double sum for W to a single sum plus a correction part C , which both
can be cheaply evaluated in an outer loop of the NBF routine. Also, the calculation
of g
k
, required forC , can be done in an outer loop of the NBF routine because, when
using the COSP method, for every CP-COSP (i:k) the sum PN
i=1 F(j:k)i is calculated
(2.8). (See the first statement on line 27 of the listing in Section 2.2.3.)
The term C in (2.22) can be written in several ways. Which one is the most
practical depends on the way forces are calculated. We will now derive some
alternative expressions for C .
By exchanging i and j in (2.20) and rewriting the double sum as was done in
going from (2.16) to (2.18) we find that g
k














































































A comparison of (2.23) and the last expression in (2.25 ) shows that the correction



































This equation truly represents the total force of all particles in the central box on all
particles in box k.
2.2.4 Neighbour searching
In this subsection we will discuss the consequences of (2.8) on neighbour searching
and the structure of neighbourlists.
When non-bonded forces are calculated in the conventional way, that is with
(2.6), for every CP a neighbourlist has to be constructed. When non-bonded forces
are calculated in the new way, that is with (2.8), for every CP-COSP a neighbourlist
has to be constructed. In contrast to the neighbourlist of a CP, the neighbourlist of a
CP-COSP should only contain particles located in the central box.
Using the nearest image criterion it is possible to calculate for every neighbour
particle of a given CP its position, i.e. to calculate how the parent particle in the central
box should be shifted to become the nearest image. With the new algorithm, instead
of shifting neighbouring particles the CP-COSP is shifted. By using the nearest image
criterion and the positions of particles in the neighbourlist of a given CP-COSP, it is
possible in principle to calculate in which image box this CP-COSP should be located.
This however is inefficient. It is much better to identify a CP-COSP by its particle
number and its box identifier k. Doubling the memory requirements for CP-COSPs
is relatively cheap compared to the memory requirements for the neighbourlists. In
the rest of this chapter we shall mean by the COSP method the combination of (2.8)
and the use of stored box identifiers of CP-COSPs in the CP-COSP list.
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There is yet another reason for storing the box identifiers, which has to do with
the integrity of charge groups. A charge group is a small group of particles which are
involved in a common cut-off criterion, which means that all these particles or none
of these particles are involved in a particular interaction. During NBF calculations
all particles of a given charge group should undergo the same translation, even when
this leads to a violation of the nearest image criterion. That is because a disrupted
charge group would create a non-physical electric field over a long distance, leading
to erroneous simulation results. The only way to prevent this situation is to calculate
during neighbour searching the required translation of the charge group as a whole,
and to use during NBF calculations this translation for all particles of the charge
group, no matter what their actual position may become during subsequent timesteps.
The identical translation requirement of charge group particles is not introduced
by the COSP method. For the same reason as depicted above, in conventional
implementations the translation of particles constituting a charge group should also
be the same and kept constant between two successive neighbour searching calls.
2.3 The Implementation
2.3.1 The algorithm
In this subsection we will show the outlines of an implementation of the M.D.
algorithm with emphasis on the implementation of the new NBF method (2.8) and the
new virial method (2.22). We will use a Pascal-like pseudo programming language
which is capable of assigning vectors with one statement, returning a vector as a
function result, etc. Some parts of the implementation are only outlined while other
parts are given in more detail. The best way to understand this program is to first
study the neighbourlist structure, that is, the data structures cp cosp and nl. To
comment on this listing line numbers are used. After the listing the comments are
given. To keep the listing clear, we use procedures without parameter list, which
implies global access to data. Names used in this pseudo implementation are as close
as possible to the symbols in the rest of this text. For the sake of simplicity we do
not introduce differing particle types, charge groups, bonded forces, etc.
01: program MD;
02: constant
03: N = 10000; f= maximum nr of particlesg
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04: MAX NR CP COSP = 8*N;
05: MAX NR INTERACTIONS = 160*N;
06: type vec = array [1..3] of real;
07: var
08: cp cosp: array [1..MAX NR CP COSP+1] of
09: record i, k, first: integer end;
10: nl: array [1..MAX NR INTERACTIONS] of integer;
11: r, v, F: array [1..N] of vec;
12: n, nr cp cosp, nr timesteps, lifetime of nl, i: integer;
13: t, g: array [ 13..13] of vec;
14: w: array [1..3, 1..3] of real;
15: procedure nbf;
16: var
17: a, b, i, j, k: integer;
18: f i k, fij, r i: vec;
19: begin
20: g := 0; F := 0;
21: for a:=1 to nr cp cosp do begin
22: i := cp cosp[a].i; k := cp cosp[a].k;
23: f i k:= 0; r i:= r[i] + t[k];
24: for b:=cp cosp[a].first to (cp cosp[a+1].first) 1 do begin
25: j:= nl[b];
26: fij:= force(r i,r[j]);
27: f i k += fij; F[j] -= fij;
28: end; fb loopg
29: g[k] += f i k; F[i] += f i k;
30: end; fa loopg
31: w := 0;
32: for i:=1 to n do w += r[i]
 F[i];





37: for i:=1 to nr timesteps do begin







FIGURE 2.3 The neighbourlist structure of our pseudo implementation. In the array
cp-cosp for every CP-COSP the particle number and box number is stored, as well
as an index in the array nl. In the array nl the neighbours of the CP-COSP cp cosp[a]
are located between cp cosp[a].first and (cp cosp[a+1].first)-1.
38: if (i mod lifetime of nl) = 1 then search neighbours;
39: nbf;
40: integrate;
41: end; fi loop g
42: end; fmaing
Comments:
04: We have chosen the maximum number of CP-COSPs to be 8N, which works
fine for small N. For large N, and a normal R
co
, there are far less CP-COSPs because
then many of the cut-off spheres intersect with less than eight boxes.
05: We assume a maximum average number of particles within R
co
of 320. This
results in an average of at most 160 non-bonded force calculations per particle.
08, 10: For storing neighbour information two arrays are used: cp cosp and
nl. In cp cosp the particle number i and the box number k of every CP-
COSP is stored. The neighbours of the CP-COSP described in cp cosp[a]
are located in the array nl, at the places with index cp cosp[a].first, : : :,
(cp cosp[a+1].first)-1. See Figure 2.3.
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11: Position, velocity, and total force.
12: Actual number of particles, actual number of CP-COSPs during this lifetime of
the neighbourlists, total number of timesteps to be done, number of timesteps to be
done with the same neighbour lists, and loop variable.
13, 14: See (1), (20), and (9). t is updated every time the box dimensions change,
e.g. by pressure scaling.
18: Accumulated force on CP-COSP i:k, interaction force introduced for the sake
of efficiency, and image position of particle i introduced for the sake of efficiency.
20: Clear the arrays g and F.
26: The function force, not declared in this pseudo program, returns a vector
valued result.
32, 33: See (22). We assume the existence of the tensorial product in our pseudo
language.
36: Reads in the input, and initialises all relevant variables.
38: The procedure search neighbours is not declared in this pseudo program.
Every time it is invoked it fills the variables cp cosp, nl, and nr cp cosp.
40: Using r, v, and F, the variables r and v are updated.
2.3.2 The implementation
Based on the previous algorithm we have made an implementation of the M.D.
algorithm with COSP and, for comparison purposes, an implementation without
COSP (non-COSP). Both implementations were done in C.1 For a fair comparison
the implementations only differ at those places where the COSP and non-COSP
algorithms differ, that is, in the neighbour searching routine and the NBF routine.
The main body of both implementations is exactly the same.
In the implementation of both the COSP method and the non-COSP method we
store particle numbers and box identifiers in the neighbourlists. As we explained
before, this means that, in case of COSP, of every CP-COSP its number and box
identifier k is stored. In case of non-COSP, the neighbourlist of every CP consists of
particle numbers and box identifiers k. This makes our non-COSP implementation
somewhat unconventional because in the NBF routine normally the nearest image
criterion is used to determine the image box of particles. However, using the nearest
image criterion for non-COSP, and the stored box identifier for COSP would lead to
(1)The complete set of sources can be obtained by anonymous ftp from ftp.cs.rug.nl
in directory pub/moldyn.
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an unfair comparison between the speeds of the COSP and non-COSP programs in
favour of the COSP method. This is because the nearest image calculation is more
expensive than the calculation of image positions using stored box identifiers.
To minimise the time required for neighbour searching we use a grid search
method. This means that a grid is constructed in the computational box, and that the
particles are assigned to the appropriate grid cell before constructing the neighbourl-
ist. Searching for neighbours of a particle is done by only inspecting the particles in
its own and neighbouring cells. Experience shows that a grid size L = 12Rco gives an
optimal neighbour searching speed. Approximately one in four inspected particles
is then in cut-off range. For M.D. systems as used in our tests, using a grid search
technique gives an approximate NS
NBF
CPU time ratio of 1  3. (See test results.)
Using an all-pairs neighbour searching technique gives a ratio of 2 1, i.e. the NS
time is six times longer without the use of a grid search technique. The COSP method
causes no problems with the implementation of the grid search technique.
In order to allow a straightforward interpretation of the results we kept our test
programs simple. That means that a single cut-off range was implemented, only
one particle type was considered, no charge groups were implemented, no Bonded
Forces (BF) were calculated etc.
2.3.3 The machines used
We tested our implementations on a wide variety of machines to show that the type of
machine does not influence the speed improvement we get. We also ran our program
on the Convex and CM5, but because we did not vectorise or parallelise our code
we do not include the results of those runs. We used the following machines and
software:
HP1 Hewlett Packard HP 9000-735; 128 Mb memory; 200 Mb swap; gcc 2.3.3.
HP2 Hewlett Packard HP 9000-720; 64 Mb memory; 200 Mb swap; gcc 2.3.3.
IRIS Silicon Graphics SGI 210; 32 Mb memory; 48 Mb swap; gcc 2.4.3.
i860 Intel i860XR; 40 Mhz; 8 Mb memory; hcc.
i486 Intel 80486 running SCO Unix; 66 Mhz; Local bus; 32 Mb memory; 64 Mb
swap; gcc 2.4.3.
SUN SPARC station SLC; 16 Mb memory; 40 Mb swap; gcc 2.3.3.
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2.3.4 The test M.D. system
All tests were done on an argon-like system with PBC consisting of 8000 particles in
a cubic box with sides 21.0 units long (reduced density ? = 0:863). The potential
used is the dimensionless Lennard-Jones potential
V (r) =  4:0=r6 + 4:0=r12 : (2.28)
For all tests the initial system conditions are identical. Initially particles are distrib-
uted over the box by placing them at the grid points of a cubical grid, and giving
them small random displacements. Initial velocities are Gaussian distributed with
random direction, such that the net system momentum is zero.
R
co
was chosen such that there were either 100 or 300 neighbours on average
within cut-off range. The neighbourlist was updated every 10 timesteps. Having
100 neighbours means that on average approximately 50 NBF evaluations per particle
are done. This number of particles within cut-off is typical for particles in a protein,
which are only interacting with other protein particles. The other R
co
is typical of
water atoms which are only interacting with other water atoms.
The timestep was the same for all simulations, and all runs had a length of
10 timesteps.
2.3.5 The Test Runs
To keep the test circumstances on all machines as much as possible constant the
same operating system (UNIX) and the same files were used for all tests. This means
that the same compiler, the gcc compiler, was used for all tests on all machines.
The exception was the i860 for which no gcc compiler was available to us. On that
machine we used the Intel High C compiler instead.
The timing was done by clocking the two parts of the inner loop using the system
clock. Again, the i860 was the exception because in this case the timing was done
using the clock of a connected transputer.
We used single processor programs; no use was made of the multiprocessor
capabilities some of the machines have.
2.3.6 Results
In Table (2.1) the results of the measurements done for both the non-COSP and COSP
program for both cut-offs, with their respective number of neighbours, are given as
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the number of steps per second and the percentage of time spent on non-bonded force
calculations for each run. It is easy to deduce from the table the execution time of
the NBF routine.
NON-COSP COSP
neighbours 100 300 100 300
system speed %NBF speed %NBF speed %NBF speed %NBF
HP1 0.64 (73) 0.21 (76) 0.89 (64) 0.31 (68)
HP2 0.27 (74) 0.087 (79) 0.40 (68) 0.14 (72)
IRIS 0.26 (79) 0.083 (82) 0.38 (81) 0.12 (84)
i860 0.17 (73) 0.050 (72) 0.25 (70) 0.076 (73)
i486 0.097 (79) 0.030 (82) 0.16 (83) 0.052 (82)
SUN 0.031 (84) 0.010 (86) 0.049 (85) 0.015 (87)
TABLE 2.1 Comparison of the speed in steps per sec. of the conventional (non-COSP) and
the COSP algorithm, including neighbour searching once per 10 steps, performed on various
machines. The tests were done for two cut-off ranges (100 and 300 particles withinR
co
). The
COSP implementation is consistently 1:5 faster than a conventional implementation. In
parenthesis the percentage of total step time spent in NBF. The rest of the time was taken
up by NS.
From these results it is clear that the COSP implementation is consistently almost
1:5 times faster than the non-COSP implementation. This is the most important
conclusion to be drawn from the table.
Some further observations can be made. As expected, on all machines the number
of timesteps per second decreases by a factor of three when the number of particles
within cut-off range is increased by a factor of three.
The percentage of time spent in NBF calculations is lower for the high perform-
ance machines. Because the rest of the time is spent in neighbour searching this
means that neighbour searching is relatively more efficient on simpler machines.
However, in all tests, irrespective of the machine, the times spent on neighbour
searching and on NBF calculations for the COSP implementation are less than the
corresponding times for the non-COSP implementation.
The differences in hardware speeds also account for the differences in time spent in
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force calculations between COSP and non-COSP. In neighbour searching the COSP
way the percentage of integer calculations is much higher than in the non-COSP way.
2.4 Extensions
2.4.1 Generalisation to other box shapes
In the previous sections of this chapter we assumed that the computational box,
and consequently image boxes, are triclinic. When we limit ourselves to convex
figures there are however five different regular figures, called parallelohedra, whose
translated replicas can be fitted together along whole faces to cover the whole space
just once [5]. In increasing order of complexity they are: the cube (six squares),
the hexagonal prism (six rectangles and two hexagons), the rhombic dodecahed-
ron (twelve rhombi), the elongated dodecahedron (eight parallelograms and four
hexagons), and the truncated octahedron (six squares and eight hexagons). Of course
the affine transforms of these figures can also be stacked in a space filling way,
which for example generalises the cube to the triclinic shape. All five shapes consist
of pairwise parallel planes, so for every one L
min
can be defined analogous to the
definition in Section 2.2.1.
Of these five figures the cube requires the largest minimal number of surrounding
image systems to be fully enclosed by these image systems. That is because the cube
has six faces in common with surrounding systems, twelve vertices, and eight edges,
giving a total number of surrounding systems of 26.
The derivations in Section 2.2 were done for a triclinic box but they also hold
for the other four box shapes because (2.4) (2.5) and (2.6) do not depend on the box
shape. All the information concerning the place of image boxes is stored in t. So,
when the COSP method is used literally the same NBF and virial routine may be
used for all five box shapes. For the time being, only the neighbour searching routine
is different for every box shape, as is the routine which resets particles in the box
previous to neighbour searching. In a next chapter we will however show how these
five figures can be mapped on a rectangular box. This will make neighbour searching
and resetting particles also generic with respect to the box shape. Combining the
COSP method with the generic neighbour searching and resetting algorithm will
result then in a completely box shape independent M.D. algorithm.
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2.4.2 Applicability
In this section we make a few remarks about other possible applications of the
methods we presented in earlier sections of this chapter, and a few remarks about
implementing only a part of the methods proposed.




2Lmin. For a part
this is for physical reasons; to mitigate effects introduced by PBC a particle should
interact with at most one image of a particle. Another reason is that with existing
M.D. software it is difficult to identify multiple images of a given particle. With our
method this is no problem because CP-COSPs are identified by a particle number
and a box identifier k. In that way it is possible to represent multiple occurrences of
the same parent particle within R
co
of a given particle. In our implementation this
would only mean a longer t and g array, and require a modified neighbour searching
routine.
Interactions over the central box boundary in a half space. In the usual
M.D. simulation practice and also in our implementation particles in the central
box interact with particles in the central and surrounding boxes, where surrounding
boxes may have both positive and negative image identifiers k. With the notation and
transformation rules we introduced in Section 2.2 it is however possible to derive a
specification and consequently an implementation in which particles in the central box
interact with particles in the central and surrounding boxes, with only non-negative
image identifiers k. That is because for every interaction of a particle in the central
box with a particle in an image system there exists a translated but otherwise identical
interaction over the opposite box boundary (see Figure 2.1). Which interaction is
evaluated in the NBF routine is a matter of choice, so the neighbourlists may be
constructed in such a way that only interactions which cross the boundary to image
systems with a non-negative k are entered into the lists.
At this moment we do not see a useful application for an algorithm of this kind
but maybe it is useful on a future exotic parallel computer. We mention an algorithm
of this kind to show how useful formal methods as introduced in this chapter are to
derive alternative M.D. algorithms.
Mixed COSP and conventional implementations. From practical consider-
ations one may wish to implement only certain parts of the COSP method. For
example, one may wish to use (2.22) for calculating the virial in an otherwise con-
ventional implementation. Also, one may wish to use the COSP method without the
introduction of explicit box identifiers, or the other way around, to use explicit box
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identifiers but not the other parts of the COSP method. Although not impossible in
principle, implementations of this kind are inconsistent and clumsy. We recommend
that the COSP method should be adopted as a whole or a conventional implementation
should be used.
2.5 Conclusion
Specifying and transforming the NBF and virial routine in case of PBC, and the
introduction of the explicit image identifier k has roughly speaking three results.
First, the formal derivation gives existing and new M.D. algorithms a solid base. Yet,
the derivations are so simple that the contact between the derivation and the actual
M.D. algorithm is never lost. This gives a better insight in what is going on in the
NBF and virial algorithm.
Secondly, the algorithms we derived, are significantly (1:5) faster than conven-
tional algorithms, without penalty on applicability.
Thirdly, the algorithms are generic with respect to the box shape. The same NBF
and virial routine may be used for triclinic, truncated octahedron box shapes etc.,
without any loss of speed. Only the neighbour searching routine has to know what
box shape is being used. The character of the NBF and virial routine is generic
because the COSP method strongly reduces the number of images to be calculated,
and thus makes it possible to store explicit image identifiers k of the few remaining
images instead of recalculating images during the NBF calculations.
In short, using COSP in MD programs will make these programs run faster with
roughly a factor 1:5 compared with conventional implementations, and will make
the NBF routine general with respect to box shape.
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3 UNIFICATION OF BOXSHAPES IN MOLECULARSIMULATIONS
In molecular simulations with periodic boundary conditions the computational box
used, may have five different shapes: triclinic, the hexagonal prism, two types of
dodecahedrons, and the truncated octahedron. In this chapter we show that every
molecular simulation, irrespective of the shape of the initial computational box, can
be done as a simulation in one of the other ones, i.e. we show that in a preprocessing
phase a simulation formulated in one particular box can be transformed into a
simulation in another box such that the simulation in the new box is exactly identical
to the simulation in the original one. This means that every molecular simulation
may be done in the same type of box. Because the triclinic box is the easiest one to
implement, we pay special attention on how to transform the other four box types into
triclinic boxes. As a consequence, simulations in the often used truncated octahedron
are superfluous; they may be done in a much simpler way in a triclinic box.
3.1 Introduction
To mitigate finite system effects most molecular simulations are done on systems
with periodic boundary conditions (P.B.C.). This means that the computational box
is surrounded in a space-filling way by replica boxes, with identical content. In terms
of the crystallographic Bravais lattices we consider only triclinic systems, i.e systems
without symmetry elements.
In [1] it is proven that in 3-D space there are five convex1 box types (see Figure 3.1)
(1)This property is not strictly necessary, but image calculations would become very complex
for a non-convex box.
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FIGURE 3.1 Instances of the triclinic box, the hexagonal prism, two types of dodecahed-
rons, the truncated octahedron, and the most regular instance of the truncated octahedron, in
this chapter designated by PCT1, PCT2, PCT3, PCT4, PCT5, and PCT5R respectively.
that can be stacked in a space filling way, i.e. that there are five possible types of
boxes which may serve as a computational box: the triclinic box, the hexagonal
prism, two types of dodecahedrons, and the truncated octahedron. For short we will
designate these box types by PCT1, PCT2, PCT3, PCT4, and PCT5, where PC
stands for ‘Primitive Cell’, and T stands for ‘Type’. The notion ‘primitive cell’ will
be explained later. The rectangular instance of PCT1 will be designated by PCT1R
and the most regular instance of PCT5 by PCT5R. In the M.D. world, PCT5R is often
called ‘the truncated octahedron’, but as we will show later it is only the most regular
instance of a broader class of boxes. In the early years of molecular simulationPCT1
was used. Later PCT3 was introduced [9], and then PCT5R [8].
In current implementations of molecular simulation algorithms, the shape of the
computational box has to be taken into account at many places in the algorithm,
notably in neighbour searching, in non-bonded force calculations, in bonded force
calculations, and in the part in which particles are reset into the box. For the
computational boxes PCT2, : : :, PCT5, which have a complex shape, calculating the
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position of image particles outside the box as a function of their position in the box,
is complex. For this reason, in most molecular simulation packages only a limited
set of box shapes has been implemented. E.g. in the molecular dynamics package
GROMOS [2] only a limited instance of PCT1 and PCT5R have been implemented.
In this chapter we will show that every molecular simulation which is formulated
in one of the boxes PCT1, : : :, PCT5, can be transformed into a simulation in any
one of the other boxes. So, a simulation, formulated in PCT2, : : :, PCT5 can be
transformed into a simulation in PCT1 or PCT1R. These transformations can be
done in a preprocessing stage of a molecular simulation, so the actual simulation
can take place in for example PCT1 or PCT1R, including neighbour searching, non-
bonded force calculations, bonded force calculations, resetting particles into the box,
pressure scaling, etc. The simulation in PCT1 and PCT1R is exactly identical to
a simulation of the initial, untransformed system. So, for example, the number of
particles and interactions to be evaluated is exactly the same in all cases.
The structure of this chapter is as follows. In Section 3.2 we define the shape of
PCT1, : : :, PCT5 in an algebraic way by a lattice and an alternative metric. Using this
representation we derive the main theorem of this chapter. The lattice-and-metric
way of defining PCT1, : : :, PCT5 is not suitable for geometrical considerations.
Therefore, in Section 3.3 we introduce a different, but equivalent representation of
PCT1, : : :, PCT5. Using this representation, we show that PCT1, : : :, PCT4 are
degenerate instances of PCT5, and we show show how a tiling of the space with
PCT5 defines a lattice. In Section 3.4 we define a PCT1 and a PCT1R in terms of a
given PCT5, such that PCT1 and PCT1R define the same lattice as PCT5. Because
PCT1, : : :, PCT4 are degenerate instances of PCT5, the same expressions may be
used to define a PCT1 and a PCT1R in terms of PCT1, : : :, PCT4.2 In Section 3.5
we show how to map particles from one box into another one. As an example, in
Section 3.6 we show how a simulation, formulated in PCT5R, is transformed into
PCT1 and PCT1R.
The fact that every simulation, formulated in some box may be transformed into
a simulation in an other box, clarifies a number of unresolved matters. Notably the
pressure scaling of simulations in an PCT2, : : :, PCT5 box, controlling the long
range order of a molecular systems, and the maximum allowed cut-off radius. These
(2)Obviously, transforming PCT1 into PCT1 is an identity transformation. But because of
the generic character of the algorithms we propose, we do not have to exclude PCT1 from
our algorithms.
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matters and more will be discussed in Section 3.7.
The methods presented in this chapter may be used to transform existing molecular
simulations, formulated in PCT2, : : : PCT5, into a simulation in for example PCT1
and PCT1R. That is, however, not the best way to set up a new simulation because
then, complex boxshapes are still used to set up a simulation. In Subsection 3.7.4 it
is shown how to set up a new simulation without using complex boxes.
We feel that the methods as presented in this chapter to do molecular simulations
in a simple box, together with the efficient method presented in [3], will result in
faster and simpler molecular simulation software with a wider range of features. All
this, is brought about, not by improving existing implementations, but by revising
the basic concepts of M.D. simulation.
3.2 Defining primitive cells by a lattice and a metric
In 3-D space, a lattice L is the set of points
L(K;L;M)  n1K + n2L + n3M ; with n1; n2; n3 2 Z ; (3.1)
where K , L, and M are three independent vectors, called the basis vectors. We
define a lattice vector as a vector connecting two lattice points, so, because the origin
is a lattice point, lattice vectors are also given by (3.1). Two points, 1 and 2, are
called corresponding points when their positions are related by
r1 + lattice vector = r2 : (3.2)




(p1; p2) = (p1   p2)
T I (p1   p2) : (3.3)
where I is the unit matrix. The Euclidean distance function satisfies the general
conditions of a distance function
d(p1; p2) > 0; if p1 6= p2; d(p1; p1) = 0; (3.4)
d(p1; p2) = d(p2; p1); d(p1; p2)  d(p1; p3) + d(p3; p2); 8p3: (3.5)
However, the Euclidean distance function is not the only one meeting these condi-
tions. Every function defined as
d
2
(p1; p2) = (p1   p2)
Tm (p1   p2) ; (3.6)
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FIGURE 3.2 Two primitive cells defined by the same lattice but two different distance
functions.
with m a positive definite matrix, satisfies (3.4), (3.5). (A matrix m is called positive
definite when
mT = m and xTmx > 0; for all x 6= 0 : (3.7)
Note that m is by definition symmetric.)
We can use a lattice and a distance function to partition the whole space in
primitive cells in the following way. To every lattice point p belongs a primitive
cell PC , defined so that every point in PC is closer to p than to any other lattice
point. This is the well known Voronoi or Wigner-Seitz construction [10], using a
more general metric. In Figure 3.2 two 2-D examples are given of a primitive cell
defined by the same lattice but by different distance functions. It has been proven
that by giving a lattice and a metric, the 3-D space is partitioned into five types of
primitive cells [6]. These are the triclinic box, the hexagonal prism, two types of
dodecahedrons, and the truncated octahedron, i.e. PCT1, : : :, PCT5. In this way
every primitive cell is uniquely determined by a lattice and a distance function. I.e.
every possible computational box can be described by giving a lattice and a metric,
and the other way around.
In our definition of a lattice, the origin is a lattice point. We will designate a
primitive cell in general by PC, and a primitive cell centred around the origin by
PC0. The primitive cells PCT1, : : :, PCT5, PCT1R, and PCT5R, centred at the
origin, are denoted as PC0T1, : : :, PC0T5, PC0T1R, and PC0T5R. In each primitive
cell is a unique lattice point, which we will often call the centre of PC.
A primitive cell defined in this way is an open set of points, because, in our
definition of a primitive cell, we do not consider points with the same distance to two
lattice points. This would mean that a point with equal distance to two or more lattice
points is not in any primitive cell at all. For molecular simulation this is undesirable;
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every point in the infinite PBC system should belong to exactly one (image) box.
Therefore it is necessary that we define a primitive cell as a half open, half closed
set of points, so that tiling the space with primitive cells covers every point of space
exactly once. How this is implemented is of no importance in later discussions.
There we will simply take a primitive cell as a half open half closed set of points.
Using the lattice-and-metric way to define primitive cells, we will now derive some
theorems about primitive cells, culminating in the main theorem of this chapter. We
present these derivations in an informal style.
A molecular system with P.B.C. is in principle an infinite system because every
(image) box is surrounded by replica boxes. With an infinite system we will mean
the set of particles, not the boxes. This gives the following definition:
Definition 1 Two infinite molecular systems IS and IS0 are called identical when for
every particle in IS there is an identical particle in IS0 at the same position, and when
for every particle in IS0 there is an identical particle in IS at the same position.
Theorem 1 A primitive cell does not contain two corresponding points.
Proof: Assume that a primitive cell PC contains two corresponding points i and j.





is a lattice vector. Primitive cells are centred around lattice
points, so the relative position of primitive cells are lattice vectors. This means
that shifting a point, belonging to some primitive cell, over a lattice vector





brings it to j, which is in the same cell. This contradiction implies that
the first assumption is wrong.
Theorem 2 A lattice L and a metric m define the cell PC0. Then, for every point in
space, there is a corresponding point in PC0.
Proof: A tiling of the space with PC covers every point of the space. So, every point
p will fall in some PC. This PC is shifted over a lattice vector with respect to
PC0. Shifting p over minus this lattice vector will bring this point into PC0.
According to Theorem 1 this is the only translation over a lattice vector which
brings p into PC0.
Consequently, when we have two primitive cells defined by the same lattice but
different metrics, for every point in one cell there is a corresponding point in the
other one, and the other way around. The central theorem of this chapter is:
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Theorem 3 A lattice L and a metric m define a primitive cell PC0. PC0 contains
particles. Tiling the space with PC0 gives an infinite system IS. The same lattice L
and another metric m0 define PC00. According to Theorem 2, the particles from PC0
are brought into PC00 by shifts over lattice vectors. Tiling the space with PC00 gives
an infinite molecular system IS0. Then IS and IS0 are identical.
Proof: The position of a particle in PC0 and its position in PC00 only differ by a
lattice vector (Theorem 2). IS is created by tiling the space with PC, that is,
by locating a tile PC at every lattice point. IS0 is created by locating a tile
PC0 at every lattice point. So, particles are only shifted over lattice vectors.
Because tiling means shifting over all possible lattice vectors, every particle in
IS coincides with a particle in IS0.
So far for theorems. We will now investigate how many parameters are required
to specify the most general primitive cell, being PCT5. In 3-D space, a lattice is
defined by giving three independent vectors, so, by giving nine numbers. A distance
function is fully defined by giving a symmetric 3  3 matrix m, so, by giving six
numbers. However, we do not use the distance function to measure distances but
only to compare distances. So, for our purpose it does not matter whether we use m,
or m multiplied with a uniform factor. In this way, the number of parameters required
to define the distance function reduces from six to five. Therefore, we arrive at nine
plus five is fourteen parameters to describe a primitive cell. Describing a primitive
cell in this way means that its shape and its orientation in space is determined, but
not its position.
A last remark, about the diameter of a PC. The diameter of a PC is the maximum
of the distance between any pair of points belonging to PC. It can be shown that for
any lattice L, potentially the diameter of the primitive cell is unbounded.
Using a lattice and metric to define a primitive cell is conceptually elegant, but
not very well suited for geometrical considerations. In the next section we will use
another way to describe PCT1, : : :, PCT5, which makes it possible to think in a more
geometrical way about these box types.
3.3 Defining boxes by their edges
It has been proved [4] that a primitive cell, as introduced in the previous sections,
is centrally symmetric, and that it is bounded by pairs of parallel faces. A face is a
centrally symmetric hexagon or parallelogram. The edges of a primitive cell consist














FIGURE 3.3 An instance of PCT5 defined by the six edges b; c; d; e; f; g.
of groups of parallel lines. Using this last property, we come to our way of describing
a primitive cell.
We describe PCT5 by giving its edge vectors b; c; d; e; f; g (see Figure 3.3).
These six vectors completely define PCT5 because it consists of 36 edges, which can
be grouped into six groups of six parallel edges each. When the vectors b; c; d; e; f; g
were independent, PCT5 would have 6  3 = 18 degrees of freedom. However, the
f     0
cde
g     0 e     0
PCT5 PCT1PCT2PCT3PCT4
lin.dep.
FIGURE 3.4 PCT5, PCT4 created by letting g ! 0 of PCT5, PCT3 created by letting
f ! 0 of PCT4, PCT2 created by letting jcdej ! 0 of PCT3, PCT1 created by letting
e! 0 of PCT2. Fat lines go to zero.
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vectors defining the hexagonal planes should be coplanar. This gives four constraint
conditions: jc; e; gj = 0, jb; d; gj = 0, jc; d; f j = 0, jb; e; f j = 0. So, PCT5 can be
described by 18  4 = 14 parameters, which corresponds with the number found in
the previous section.
The number of degrees of freedom of PCT4, : : :, PCT1 can be obtained by
degenerating PCT5 as shown in Figure 3.4. To degenerate PCT5 into PCT4, only
the length of the vector g should go to zero because the direction of g is not free.
That is because g is the intersection of the planes defined by the vectors c; e and b; d.
So, PCT4 has one degree of freedom less than PCT5, i.e. 14  1 = 13. In the same
way PCT4 can be degenerated into PCT3 by letting f ! 0. Again, because f is
the intersection of two planes, defined by the vectors c; d and b; e, only the length of
f can be changed. So, PCT3 can be described by 13   1 = 12 parameters. PCT2
can be obtained from PCT3 by choosing the vectors c; d; e to be linearly dependent.
This condition brings the number of degrees of freedom of PCT2 to 12   1 = 11.
PCT1 can be obtained from PCT2 by e! 0. The vector e is not completely free; it
should be in the plane defined by the vectors c; d. So it has two degrees of freedom.
This brings the number of degrees of freedom of PCT1 to 11  2 = 9. This number
of degrees of freedom is what may be expected expected from a triclinic box.
The whole process of going from PCT5 to PCT1, can be concisely written as
PCT5 g!0 ! PCT4 f!0 ! PCT3 jcdej!0—— ! PCT2 e!0 ! PCT1 : (3.8)
This shows that PCT1, : : :, PCT4 are degenerate instances of PCT5, that PCT1, : : :,
PCT3 are degenerate instances of PCT4, etc. Put in an other way one can say that
PCT5 is the generic space filler. Therefore, in the following paragraphs we only
consider transformations of PCT5. Some properties of PCT5, : : :, PCT1 are given
in Table 3.1.
Again something about notation. Until now we only have been speaking about
different box types. In this and the following sections different ways to describe
boxes are introduced. We will denote a box described by the vectors b; c; d; e; f; g
as PCDg. The g stands for ‘general’ because this is the most general way to describe
a primitive cell. The box PCDg can be of any type because some vectors may be
chosen zero or linearly dependent. Later, two other ways to describe boxes will be
introduced. Analogous to our previous notation, the box PCDg centred at the origin
is designated by PC0Dg.
A few words about the absolute position of boxes. The centre of symmetry of
PCDg is half way the line connecting two opposite points of PCDg. The opposite
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PCT5 PCT4 PCT3 PCT2 PCT1
nr. faces 14 12 12 8 6
nr. rhombi 6 8 12 6 6
nr. hexagons 8 4 0 2 0
nr. edges 36 28 24 18 12
nr. vertices 24 18 14 12 8
degr. freedom 14 13 12 11 9
TABLE 3.1 Some properties of PCT5, : : :, PCT1.
vertices marked by a dot in Figure 3.3 are connected by the vector  (b + c + d +
e + f + g). We will use the vector a to give the position of PCDg. Centring PCDg




(b+ c+ d+ e+ f + g) ; (3.9)
so, by applying this expression, a PCDg becomes a PC0Dg.
3.4 Constructing simple boxes
Theorem 3 was about box shapes and particle positions. Let us first focus only on box
shapes. In Theorem 3 it was shown that every box PC00, which generates the same
lattice as PC0, may be used to construct an infinite molecular system IS0, identical
to IS. In this section we will propose two boxes, a triclinic and a rectangular one,
generating the same lattice as an initial box PCDg.
We will first derive expressions for the lattice vectors of the lattice generated by
a box PCDg. We start by considering an PC0Dg. As can be seen in Figure 3.5, the
centres of replica boxes, fitted to this box are at the positions
K = (g + d+ e + f); L = (g + b+ e); M = (f   c+ e) : (3.10)
With some patience, it can be verified that every other replica box fitted to the original
box, is shifted over an integer linear combination of K;L;M . So, the whole space
can be tiled with copies of the original box centred at the lattice points defined by
K;L;M . As long as the vectors b; c; d are linearly independent the expressions
(3.10) forK;L;M are meaningful, i.e. they also hold for the boxes PCT1,: : :,PCT4.







FIGURE 3.5 The vectors K;L;M defined by PCT5 with three replica boxes fitted along
whole faces. It can be seen by inspection that K = (g + d + e + f), L = (g + b+ e),
M = (f   c+ e) (not shown).
With the lattice vectors K;L;M we can easily define a primitive cell which
generates the lattice defined by K;L;M , namely the triclinic box spanned by the
lattice vectors themselves (see Figure 3.6). We will call a box defined by the vectors
K;L;M , ‘PCDKLM’, and ‘PC0DKLM’ when it is centred at the origin. We will use
these names only in relation with a given box PCDg or a given latticeK;L;M . The
boxes PCDKLM and PC0DKLM can only be of the type PCT1.
Now we will introduce a rectangular box that generates the lattice defined by the
ML
K
FIGURE 3.6 The most trivial primitive cell of a lattice is the triclinic box PCT1, spanned
by the basis vectors of the lattice.
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FIGURE 3.7 A rectangular primitive cell PCDUVW (fat lines), and the the PCDKLM from
which it is derived (thin lines), both centred around the same point.
vectors K;L;M . First the vectors K;L;M have to be reordered such that
jKj  jLj  jM j : (3.11)
As we will show in Appendix B this simplifies some calculations in a later stage.
Using the reordered vectors K;L;M , the vectors U; V;W spanning a rectangular
primitive cell are given by a Gram-Schmidt orthogonalisation process (see Figure 3.7)




K; W =M   (M KˆL)KˆL ; (3.12)
with aˆ  a
a
and with bˆc  bc
jbcj
. The first expression needs no comment. The
second expression means that V is perpendicular to K, so to U , and that it is in the
plane defined byK andL. The third expression means thatW is perpendicular to the
plane defined byK and L, which implies that it is perpendicular to the plane defined
by U and V . Analogously with the nomenclature already introduced, we will call
the primitive cell described by the vectors U; V;W PCDUVW or PC0DUVW. We
will use these names only in relation with a given box PCDKLM or a given lattice
K;L;M .
Boxes should be centred at lattice points, so, should be stacked with relative
shifts over the lattice vectors K;L;M . This means that in a tiling with the boxes
PCDUVW, the boxes are not fitted along whole faces (see Figure 3.8). This last
fact looks a bit special because with the primitive cells PCT1, : : :, PCT5, the space
could be tiled by fitting these boxes along whole faces. A way out of this seemingly
strange property of PCT1R is by taking it as a PCT5, with some of its faces in the
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FIGURE 3.8 The box PCT1R has to be centred at lattice points, resulting in a tiling that is
seemingly not a tiling along whole faces. However, by taking PCT1R as a special instance
of PCT5, this tiling may be taken as a face to face tiling. This is indicated by the fact that
every box PCT1R is directly surrounded by 14 boxes, just like a tiling with a general PCT5.
same plane. In general PCT5 has contact along whole faces with 14 adjacent boxes,
just like PCDUVW. So, by taking PCT1R as a special instance of PCT5 the anomaly
is explained.
Let us now briefly look at the volume of the various primitive cells we encountered.
For a given lattice, defined by the vectorsK;L;M , the volume of the primitive cells
PCDg, PCDKLM, and PCDUVW is the same, and is given by determinants jK;L;M j
and jU; V;W j. That is because to every lattice point belongs one primitive cell, no
matter the shape of this primitive cell.
With this we have finished the discussion on how to transform one type of primitive
cell into another type. In the following section we will see how the particles in one
primitive cell should be mapped into another primitive cell.
3.5 Translating particles between primitive cells.
In Theorem 2 it was shown how to map particles from a primitive cell PC0 into a
primitive cell PC00, both defined by the same lattice but a different metric: particles
should be shifted from PC0 to PC00 over lattice vectors. In this way, the infinite
molecular system generated by tiling the space with PC00 is identical to the infinite
system generated by tiling the space with PC0. In principle, that is all there is to
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mapping particles between primitive cells. The only remaining problem is to find for
every particle the lattice vector bringing the particle from PC0 into PC00. In general,
it is difficult to give an explicit expression for the required shift. Therefore, we will
not use a direct method to find the required lattice vector, but try lattice vectors.
This can be done because it is possible to give an upper bound of the order of the
required shift, i.e. if the required shift is n1K + n2L + n3M it is possible to give
an upper bound of n1; n2; n3. For example, in Appendix A it is proved that particles
in PC0Dg have to undergo at most first order shifts to be translated into PC0DKLM,
i.e.  1  n1; n2; n3  1. This way of determining the required lattice vectors is not
the most efficient, but it is general. Because the process of translating particles from
PC0 into PC00 is done in a preprocessing stage of the actual molecular simulation,
the inefficiency is no problem.
The algorithm for translating particles
We will now discuss two algorithms to move particles from PC0Dg into the related
PC0DKLM. We assume that we have a boolean function INPC0D2(r), which
determines whether r is in the box PC0DKLM. With this function, and using the
boundedness of the required translations, the algorithm to move a particle from
PC0Dg into PC0DKLM is as follows:
procedure PutIntoPC0D2(var r: vector);
fr is shifted from PC0D1 into PC0D2g
constant
maxOrder = 1; fsee Appendix Ag
var
n1, n2, n3: integer;
s: vector;
fk,l,m are vectors, globally declared and initialisedg
begin
for n1 := -maxOrder to maxOrder do begin
for n2 := -maxOrder to maxOrder do begin
for n3 := -maxOrder to maxOrder do begin
s := n1*k + n2*l + n3*m;fvector operatorsg
if InPC0D2(r + s) then begin
r := r + s; fvector operatorsg
exit(PutIntoPC0D2);
end; fif InPC0D2g





This implementation of PutIntoPC0D2 is not very efficient because trans-
lations over first order shifts are tried first, while the shift over zero is the most
probable one. Later we will encounter a case where maxOrder is more than one,
which results in even more inefficiency. Therefore we will now show a more efficient
implementation of PutIntoPC0D2. The inefficiency is removed by first trying the
most probable shift, which is the zero shift. Then, the second most probable shifts
are tried, which are shifts over lattice vectors in the first layer around the origin.
Then, if max order > 1, the shifts over lattice vectors in the third layer are tried,
and so on.
procedure PutIntoPC0D2(var r: vector);
var
j, a, b, maxRadius: integer;
procedure tryShiftingIntoBox(n1, n2, n3: integer);
var
shift: vector;
begin fnote vector operationsg
shift := n1*k + n2*l + n3*m;
if InPC0D2(r+shift) then begin
r := r + shift;
exit(PutIntoPC0D2);
end; fifg
if inbox1(r -- shift) then begin






for j := 0 to maxRadius do begin
f try further and further away g
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for a :=  j to j do begin




for a :=  j to j do begin




for a :=  j+1 to j 1 do begin







Comments on this pseudo code: Note that we use vector operators in this code.
The code consists of three similar blocks, each consisting of a nested loop over a
and b. In the first block all lattice points in the top and bottom plane of a cube with
‘radius’ j are visited. In the second block the lattice points in the left and right plane
are visited, and in the third block the lattice points in the front and back plane are
visited.
In Appendix B it is shown that particles in PC0DKLM have to undergo at most
second order shifts to be translated into PC0DUVW. This means that the procedure
proposed in this subsection can also be used for that case, with of course the exception
that in the algorithms maxOrder:=2. Later we will encounter a case where the
maximum order of the translation is unbounded, but still zero shifts are the most
probable ones with decreasing probability outwards. For that case, the second
implementation of the procedure PutIntoPC0D2 is the only one that can be used
because in the first implementation infinite translations would be tried first.
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3.6 An example transformation of a simulation
In the M.D. simulation package GROMOS, two box shapes are implemented:
PCT1R, and PCT5R. In this section, as an example application of the theory,
we will show how a simulation, formulated in PCT5R, can be transformed into a
simulation in PCT1 and PCT1R. We will assume that PCT5R is centred at the origin,
so, that it is actually a PC0T5R.
PC0T5R is obtained by cutting away pieces of a cube with edge lengths h. The
cutting away of pieces is done with the Voronoi, or Wigner-Seitz construction, using



































































































































































































It can be checked that the volume of each of these three figures (PC0T5R, PC0T1,
PC0T1R) is 12h3.
In Figure 3.9a PC0T5R is shown with a (fancy) spherical molecule. The molecule
is mapped into PC0T1 according to Theorem 2 (see Figure 3.9b). The fact that the
molecule is ‘cut into pieces’ in PC0T1 indicates that the atoms of the molecule are
shifted over different lattice vectors when translated from PC0T5R into PC0T1.
PCT5R is the most regular instance of PCT5. Consequently, as can be seen in
(3.15), the lattice vectors K;L;M are also special, i.e., to create image particles
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b)a)
FIGURE 3.9 a: PC0T5R with a (fancy) spherical molecule. b: PC0T1 derived from
PC0T5R, with the molecule mapped into it. It is instructive to copy b) on a transparent
sheet, and to fit this copy at various faces to its original. It can then be seen that the molecule
is reconstructed.
surrounding the original box PCT5R, the particles in the box have to undergo regular
shifts. The regularity of these shifts is exploited in [5] to calculate in a simple way
the required shifts. Quite appropriately, this shift pattern is called the ‘checker-
board’ periodic boundary condition. However, this shift method is only applicable
to PCT5R, and the actual simulation is still done in PCT5R.
We have made some software available3 as both Turbo Pascal and C code with
executables. In DEM1 the primitive cells PCT1, : : :, PCT5 can be (randomly)
generated, and visualised (in X). In DEM2 the process of moving particles from
PC0T5R into PC0DKLM and PC0DUVW is implemented. DEM2 can thus be used by
the M.D. community to transform existing simulations, formulated in PCT5R, into a
simulation in PC0DKLM and PC0DUVW.
3.7 Related Topics
3.7.1 Pressure scaling
The most general pressure of an molecular system can be represented by a 3 3











(3)Can be obtained by anonymous ftp from ftp.cs.rug.nl in directory pub/mdbox.
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In many M.D. simulations, every now and then the M.D. system, that is, the box and
particle positions, is scaled depending on the most recently calculated pressure. In
case the computational box is triclinic, it is well known how to scale the system [11]:
in case only the scalar pressure is calculated, the box and particles are scaled in every
dimension with the same factor. In case the pressure is calculated per dimension,
the system is scaled per dimension, proportional to the components of the pressure
vector. In case the full tensorial pressure is used, the system is scaled by multiplying
all particle position and box vectors with the scaled pressure tensor. As a result of
the the last two types of pressure scaling, the angles of the system may change.
With the notions developed in this article, it is clear how to scale the system
when the computational box is one of PCT2, : : :, PCT5 and a pressure scaling per
dimension or a full tensorial pressure is used. Then, just as in the case of a triclinic
box, the system may be scaled by scaling box vectors and particle positions per
dimension, resp. by multiplying box vectors (b, : : :, g) and particle positions with a
scaled tensor P. This is because the infinite M.D. system may be taken as a tiling of
the space with one of PCT2, : : :, PCT5 but just as well as a tiling with PCT1.
3.7.2 Lattice reduction
Until now our attention has been focussed on transforming simulations in a complex
box into simulations in a simple box, i.e. on transformations between different box
types. We will now discuss a transformation from one PCT1 into another PCT1,
both defining the same lattice.
Let us suppose that a 2-D simulation of a long thin molecule is set up as shown in
Figure 3.10a. In principle the simulation may be done in this box but for a number
of practical reasons this may be unattractive. For example, then the cut off sphere
may be located in many boxes at the same time. To improve this situation, a general
technique, called lattice reduction [6], may be applied. According to Theorem 3 a
simulation may be done in every box that defines the same lattice as the original box.
When we assume that the original box defines the lattice basis vectorsK;L, the same
lattice is defined by the basis vectorsK;L nK with n 2 Z. So, the simulation may
just as well be done in a box defined by the vectorsK;L  nK. When the particles
are moved from the original box to the new one this results in a system as shown in
Figure 3.10b. This method may be generalised to 3-D.
Let us now be a bit more precise. For a given box PCT1, spanned by the vectors
K;L;M , we look for three vectors K0; L0;M 0, such that the vectors K0; L0;M 0
52 Chapter 3 Unification of Box Shapes in Molecular Simulations
a) b)
FIGURE 3.10 2-D example of two primitive cells of the same type (parallelogram), defining
the same lattice. Applying lattice reduction to a gives b, resulting in a cell with shorter
spanning vectors than the original primitive cell. The molecule in a is mapped into b
according to Theorem 2.
define the same lattice as the vectors K;L;M . Moreover, the vectors K0; L0;M 0
should span a ‘nice’ box, where nice means something like ‘as cubic as possible’.
The process of transforming the vectors K;L;M into the vectors K0; L0;M 0 is
called lattice reduction. Many different notions of ‘reduced’ exist in the literature,
but roughly speaking, they all mean that the cellK0; L0;M 0 is as cubic as possible. It
has been shown [6] that in 3-D the three shortest, linearly independent lattice vectors
are a basis of the lattice. We will define a reduced basis as follows: a reduced basis
consists of the three shortest, linearly independent lattice vectors.
After the process of lattice reduction, particles from the box K;L;M should be
mapped into the box K0; L0;M 0. This should be done according to Theorem 2, i.e.
particles should be shifted over lattice vectors. Which lattice basis is used,K;L;M
or K0; L0;M 0, does not matter because both are a basis of the same lattice. The
algorithm from Section 3.5 may be used to shift particles over the required lattice
vectors, although, unlike the situation in Section 3.6, now there is no upper limit on
the required shift (called max shift in the algorithm).
A useful application of lattice reduction has to do with the maximum allowed
cut-off radius. More precise: for a given triclinic box spanned by the (unre-
duced) vectors K;L;M , how large may the cut-off radius be at most, such that
a particle has no interactions with two corresponding particles? This may be re-
formulated as: how large may the cut-off sphere be at most, such that it does not





2 min(jKj; jLj; jMj). Using our foregoing definition of ‘reduced






FIGURE 3.11 a: 2-D example of an unreduced primitive cell. When R
co
is chosen half
the length of the shortest vector spanning the primitive cell, the cut-off sphere still contains
corresponding particles. b: WhenR
co
is chosen half the length of the shortest vector spanning
the reduced primitive cell, the cut-off sphere does not contain corresponding particles.













i.e. the cut-off radius should be less than half the shortest reduced lattice basis vector
(Figure 3.11b).
3.7.3 Long range order
Stacking boxes in a space filling way introduces a well defined long range order in
the infinite system. This long range order may influence the results of a simulation.
For example, when the box shape is chosen such that it defines a long range order
close to the long range order of ice, it may happen that in a simulation of pure water,
the water freezes above 0 oCelsius. By simulating water in a box with a long range
order incompatible with the long range order of ice, the water may be liquid below
0 oCelsius. Probably, for every solvent and depending on the type of simulation,
there is an optimal long range order, so that the solvent behaves normal. So, when
setting up a simulation, the resulting lattice must be compatible with the desired long
range order. This means that the shape of the computational box is not completely
free anymore.
3.7.4 How to set up a simulation
From the foregoing it will be clear that a molecular simulation can be done without
using complex boxes. We will now show that setting up a simulation can also be
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done without using complex boxes, i.e. we will show that it is not necessary to set up
a simulation in a complex box which is subsequently transformed into a simulation
in a simple box. Historically, M.D. simulations are done in complex boxes because
it was believed that this was the only way to get a minimal volume simulation. An
implicit condition was that the box should contain an unfragmented molecule. This
superfluous implicit condition has led to the use of complex shaped boxes. As will
be clear from this chapter, it is not forbidden that the molecule is stored in the box in
pieces, provided that the molecule is reconstructed when the boxes are stacked.
Let us now assume that one single large molecule has to be simulated in a solvent.
The molecule has been given, the solvent has to be added later. We will designate
this molecule by ‘mol’. See Figure 3.12. In general a molecule is not allowed to
interact with its own image molecules, so, in the infinite system the smallest distance
between two atoms of two different images of mol should be at least R
co
apart. For
this purpose we surround mol by an enlarged convex hull, such that no atom of mol is
closer than 1=2R
co
to this enlarged hull. We will designate this enlarged hull of mol
by MOL. Three replica’s of MOL, with the same orientation as MOL, are designated
by MOL0, MOL00, and MOL000.
To set up a PBC simulation with a minimal amount of solvent means that we have
to find a densest lattice packing of translates of MOL. A practical approach to this
minimisation problem is to fit MOL0, : : :, MOL000 to MOL, such that the volume of
the tetrahedron defined by these four molecules is minimal. More exactly, when we
define the vector K as the vector connecting the centre of MOL with the centre of
MOL0, the vector L as the vector connecting MOL with MOL00, and the vector M
as the vector connecting MOL with MOL000, the problem boils down to: minimise
jK;L;M j so that each of the molecules MOL, : : :, MOL000 is touched4 by the other
three. This is a minimisation problem in three parameters. This can be seen as
follows: because MOL0 has to touch MOL, the position of MOL0 is determined by
two angles, say  and , where the origin of these two angles is somewhere in MOL.
MOL00 should touch MOL and MOL0, so there is only one degree of freedom in
the placement of MOL00. Finally, MOL000 has to touch the first three ones, so the
placement of MOL000 is completely determined by the positions of MOL, : : :, MOL00.
Thus, we have a minimisation problem in three variables, (minimise jK;L;M j),
subject to six contact conditions (contact between every pair of MOL, : : :, MOL000).
(4) It is a well known property of the densest lattice packing of convex figures that every
figure is touched by twelve other ones.







FIGURE 3.12 To find a computational box with a minimal volume, containing a single
molecule MOL, three translates of MOL have to be fitted to MOL, defining three vectors
K;L;M , such that the volume of box defined byK;L;M is minimal. After finding such a
minimal box, the atoms of MOL can be translated into this box by shifts over lattice vectors,
where the lattice is defined by K;L;M .
A near minimal solution can be found by a standard minimisation procedure as for
example NAG routine E04UCF. When a minimal volume configuration of MOL,
  , MOL00 has been found, the vectorsK;L;M are the vectors defining the triclinic
simulation box.5 By shifts over lattice vectors, the atoms of mol can now be brought
into this triclinic box, and the empty space can be filled with solvent. Of course, if
desired this box can be transformed into a rectangular box as described earlier in this
chapter.
3.7.5 Which box to use: the triclinic or the rectangular?
The main message of this chapter is that complex shaped boxes with particles, as
for example PCT5 and its degenerates PCT4,   , PCT2, can be transformed into
simpler ones, i.e. into PCDKLM and PCDUVW. Which one of these last two is the
best one as a simulation box is not very clear. The choice may be slightly influenced
by some parts of the simulated system and the simulation methods used. We will
(5)Obviously, when the simulation has to be set up with a predefined long range order the
optimisation process may be skipped.
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briefly discuss some of these aspects. Still, this discussion will not lead to a strong
preference.
Neighbour searching: As has been shown in [7], using a grid search technique
significantly improves the efficiency of neighbour searching. The essence of the grid
search technique is that a grid is constructed in the computational box, and that for
every particle it is determined in which grid cell it is located. Neighbour searching
for a given particle then boils down to inspecting its own and directly neighbouring
grid cells for neighbouring particles. In [7] it was shown that a grid size ofL = 12Rco
gives an optimal neighbour searching speed, which is six times faster than neighbour
searching without using a grid. However, as far as we can see now, the grid search
technique can only work efficiently when the grid cells are rectangular, or even better,
cubic. Obviously, a rectangular box can be partitioned in cells in a natural way. This
does not hold for the non-rectangular box PCDKLM, so then many grid cells will be
empty. Therefore we think that in case neighbour searching is implemented with
the grid search technique, the rectangular box is to preferred over the triclinic box.
Of course, although the box is rectangular, image particles are created by shifting
particles over lattice vectors, so not over the orthogonal vectors U; V;W .
The function inbox(r): Every now and then during an M.D. simulation,
particles that moved outside the computational box have to be reset into the box.
To check whether a particle is inside or outside the computational box, the boolean
function inbox(r) is used. When r is inside the box the function evaluates to
true. Obviously, when PCT1R is used as a computational box, and the directions of
U; V;W coincide with the x; y; z axes, inbox(r) can be implemented by checking
independently in three directions in what range the components of r are. This does
not work that simple in case of a non-rectangular triclinic box. Then a linear
transformation on r has to be done, or some other more complex calculation. So, for
the implementation of inbox(r) it is desirable to work with PCDUVW.
Full pressure scaling: As we explained before, three kinds of pressure scaling are
possible in an M.D. simulation: uniform in every direction, scaling per dimension,
and by using the full pressure tensor. In general, the last two ways of pressure scaling
will change the directions of the vectors spanning the computational box. This means
that when PCDUVW is used as a computational box, the angles between the vectors
U; V;W will change, i.e. afterwards the box will not be rectangular anymore. Then,
in principle, the functioninbox(r)will not work properly, and the search grid will
not be rectangular anymore. However, the computational effort of recalculating the
vectorsU; V;W and resetting particles is small, so possibly pressure scaling will not
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be an obstacle for using a rectangular box.
Summarising one may say that a rectangular box simplifies the implementation
of some parts of molecular algorithms (grid search, inbox(r)), but causes small
complications in the implementation of other parts.
3.8 Conclusion
In this chapter we studied the possible shapes of the computational box of molecular
simulations with PBC. For this purpose, five types of boxes are suitable: triclinic,
the hexagonal prism, two types of dodecahedrons, and the truncated octahedron, for
short PCT1,   , PCT5. We showed that PCT1,   , PCT4 are degenerate instances
of PCT5.
The main purpose of this chapter is to show that for every simulation in some type
of box, simulations in the other four types can be devised which give exactly the same
simulation result, i.e. it is shown that boxes with a complex shape are superfluous.
Therefore we first showed how to transform the complex shaped box into a triclinic
one, and how to transform the triclinic one into a rectangular one. Then we showed
how to map particles from the complex shaped box into the simpler ones.
Important conceptual tools in this chapter are lattices and primitive cells. It was
shown that a simulation box may be taken as a primitive cell. Tiling the space with a
box with particles gives an infinite molecular system. A cornerstone of this chapter
is a theorem in which it is stated which transformations are allowed on the original
box with particles, subject to the condition that the infinite system generated by tiling
the space with the transformed box with particles gives the same infinite system as
the initial box.
Although most of this chapter is about transforming complex boxes with particles,
this does not mean that a molecular simulation should be set up in a complex box
which is subsequently transformed into a simpler box. On the contrary, because
every simulation in a complex box can be transformed in a simpler one in a triclinic
box, nothing is lost when a simulation is set up right away in a triclinic box. In
Subsection 3.7.4 it is explained how this can be done.
With the concepts developed in this chapter, some questions are clarified. This
includes amongst others: pressure scaling in a complex box, and the long range order
introduced by the shape of the box.
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PC’0
PC0
FIGURE A1 Particles in PC0 have to be shifted over more than first order shifts to be
translated into PC00.
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Appendix A
We will prove that particles in the box PC0Dg have to be shifted at most over first
order shifts, i.e. over n1K + n2L + n3M , with   1  n1; n2; n2  1, to be located
in the related PC0DKLM. It is instructive to see that this does not hold in general
(see Figure A1), i.e. that particles in a primitive cell PC0 potentially require infinite
shifts in order to be located in a related PC00, where ‘related’ means that the cells
define the same lattice.
The reason that between PC0Dg and PC0DKLM at most first order shifts are
required, has to do with the special choice ofK;L;M . Consequently, when PC0Dg
is long and thin, PC0DKLM is also long and thin and is oriented in the same direction.
In this way PC0Dg and PC0DKLM have a large overlap, so going from one to the
other cell, only limited particle shifts are required.
Let us now give a more formal proof. Using the 3-D nomenclature, we give the








FIGURE A2 Every point belonging to PC0DKLM is also in F.
and its eight first order images. We will call this arrangement of 9 tiles ‘F’. See
Figure A2. In this same figure the related PC0DKLM is drawn. It is constructed by
scaling the rhombus A,B,C,D with a factor 1/2. The rhombus defined by A,B,C,D is
in F because the boundary of the rhombus A,B,C,D is in F. This last fact is because,
when two space fillers (either 2-D or 3-D) are fitted face to face, the line connecting
their centres of symmetry lies in these two figures. Because PC0DKLM is in the
rhombus A,B,C,D, it is also in F. The particles in F are shifted from PC0Dg over at
most first order lattice vectors, so, the particles in PC0Dg have to be shifted over at
most first order shifts to be located in PC0DKLM.
Appendix B
In this appendix we will show the necessity to order the vectors K, L, M before
calculatingU , V , W . We first show what may go wrong when it is not done. Just as
in Appendix A, using the 3-D nomenclature, we will do this for 2-D.
Suppose that we have a PC0DKLM as shown in Figure B1. We can construct a
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b)
a)
FIGURE B1 a: When the vectors K,L,M are not ordered such that jKj  Lj  jM j,
possibly the boxes PCDKLM and PCDUVW have little overlap, so possibly, particles
require shifts over high order lattice vectors to be moved from one box into another one. b:
The boxes PCDKLM and PCDUVW have a large overlap because the longest box vector is
called K.
rectangular primitive cell from PC0DKLM in two ways: by U = K and V ? U
(Figure B1a), and by U = L and V ? U . (Figure B1b). From these figures it is
clear that PC0DUVW has a large overlap with PC0DKLM when the longest one of
the pair K,L is defined as U. So, ordering K,L,M prevents possibly infinite shifts of
particles going from PC0DKLM into PC0DUVW.
Now, just like in Appendix A, we will determine the maximum shift required to
bring a particle from PC0DKLM into PC0DUVW. We suppose that the vectorsK, L
are ordered, i.e. that jKj  jLj. We define ‘F’ as the array of nine cells, created by
all possible first order shifts of PC0DKLM (Figure B2). To show that every point of
PC0DUVW is in F it is sufficient to show that C0 is in F. This last statement can be
reformulated as: show that the distance of C0 to C is less than the distance C to D.
This last statement is true because CC0 < CE  DC. So, at most first order shifts
are required to bring particles from PC0DKLM into PC0DUVW.
For the 3-D case the reasoning above can be applied twice. Thus, in 3-D at most







FIGURE B2 When the vectors K;L;M are ordered such that jKj  jLj  jM j, every
point belonging to PC0DUVW is also in F.
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4 CONSTRAINT DYNAMICS
The equations of constrained motion of systems subject to holonomic time independ-
ent constraints are studied. This is done for systems with unconstrained equations
of motion of zeroth, first and second order. Special attention is given to systems of
which the equations of constrained motion can be written as a matrix equation. As an
example, the instantaneous decay of motion along a polymer chain is investigated.
4.1 Introduction
The equations of motion of a system are differential equations, which give the
relationship between the force exerted on the system and the response of the system,
in terms of either position, velocity or acceleration. So, in principle, the trajectory
of a system, subject to a given force, can be obtained by integrating the equations of
motion. However, when the system is subject to constraints, it takes a bit more effort
to evaluate the motion of the system. Generally speaking, two different approaches
may then be used:
A: The non-constrained equations of motion may be integrated, subject to con-
straints. A general purpose method may be used, capable of integration sub-
ject to algebraic constraints, as for example the NAG routine D02SAF, or an
integration method developed for a specific type of problem may be used. An
example of the last case is the SHAKE method [1], which is based on solving
a set of Lagrange multipliers, and which is used to integrate the equations of
motion of a constrained molecular system. In the SHAKE algorithm the equa-
tions of motion are not formulated in a closed form. Because it is designed to
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integrate without drift, it is conceptually more complex than naive methods.
B: New, and fewer coordinates are introduced by switching to generalised coordin-
ates. In principle, the equations of constrained motion may then be expressed
in closed form. The new equations of motion are not expressed in Cartesian
coordinates, and are of the Euler-Lagrange type or of the Hamilton type,
without constraint conditions [2]. In general they are complex, and not easily
integrated.
In this chapter we will study the equations of motion of a constrained discrete
particle system in a closed form, expressed in Cartesian coordinates. The price
paid for this explicit form, and for avoiding the use of generalised coordinates, is that
numerical drift may occur during the integration process. Drift is however no problem
when only instantaneous properties of the system are investigated, because such
properties can be derived from the equations of motion without actual integration.
Usually, with ‘equations of motion’ are meant first or higher order differential
equations. In this chapter, with ‘equations of motion’ we will also mean zeroth order
differential equations, i.e. Hookelike equations. We will show that for a number of
systems the equations of motion of zeroth, first and second order systems, constrained
and unconstrained, are of the same form.
Deriving the equations of constrained motion is straightforward. It is done in the
next section. In Section 4.6, as an example, we will use the equations of motion
to calculate the ensemble averaged instantaneous decay of motion along a random
polymer chain. We will also mention some other possible applications of the theory.
4.2 Zeroth order equations of motion
We consider a system of N particles, at Cartesian positions r1, : : :, rN . We will












































The system is subject to a conservative potential V (R). We assume that V (R)
has a (local) minimum at (R0), i.e. the second derivative matrix of V (R) is positive
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definite at (R0). Around R0, V (R) can be expanded into































+    : (4.2)
The first term on the right hand side is the potential energy of the equilibrium position.
Because the zero-point of the potential energy may be freely chosen, we choose it to




= 0. We will assume that ∆R is so small that terms in (4.2) beyond the second



























This means that the system behaves like a multidimensional linear spring, with a



























































the displacement of the particles from the equilibrium position may be written as
∆R = K 1F : (4.6)
Although this equation is about displacements, we will call it the equation of (un-
constrained) motion. Because no time derivatives of R are involved, we will call it a
zeroth order equation of motion.
With (4.6) we arrive at the starting point of our investigation. We will constrain
the motion of the system by ` time independent constraint equations
g1(R) = 0; : : : ; g`(R) = 0 (4.7)
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and we will derive the equations of motion of the constrained system. We will show
that the equation of constrained motion is still of the form (4.6) and we will derive
an explicit expression for the new K.








∆R3N = 0; 1  h  ` : (4.8)
This can be written concisely as
B∆R = 0 ; (4.9)









In [3], [4] and [5], by using Lagrange multipliers, respectively by using the
principle of least constraint, respectively by using the principle of least action, it is
shown that for specific 
j







































(4.11) may be written as
Fc = BT : (4.13)
In the new equilibrium position the net force on every particle has to be zero again,
i.e. the sum of force of the linear springs, the constraints, and the external force has
to be zero, so
  K∆R + BT+ F = 0 : (4.14)
Multiplying this expression with BK 1, and using (4.9) gives
BK 1BT+ BK 1F = 0 (4.15)
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so,
 =  (BK 1BT ) 1BK 1∆F : (4.16)
This equation, together with (4.13) shows that there is a linear relation between the
constraint force Fc and the exerted force F. Inserting  into (4.14) and solving for
∆R gives
∆R = (K 1   K 1BT (BK 1BT ) 1BK 1)F : (4.17)
We can now define a new matrix L as
L  K 1   K 1BT (BK 1BT ) 1BK 1 : (4.18)
The constrained motion of the system can thus be written as
∆R = LF : (4.19)
which is of the same form as (4.6). Note that the rank of L is 3N   `.
4.3 First order equations of motion
We again consider a system ofN particles, with positions given by R, and velocities
given by ˙R. Without further motivation, we assume that the velocity of the particles
only depends on the forces, i.e. their motion is governed by a linear friction as
˙R = D 1F ; (4.20)
where D is a 3N  3N matrix, representing the ‘drag’ per unit velocity. An example
of such a system is a set of identical spherical particles in a medium with linear
viscosity. In that case D is a diagonal matrix with identical diagonal elements.
However, in later discussions we will only assume that D is non-singular.
We will now constrain the motion of the system by ` time-independent constraint
equations
g1(R) = 0; : : : ; g`(R) = 0 : (4.21)
In the following we will show that the equation of constrained motion is still of the
form (4.20), and we will derive an explicit expression for the new D.
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= 0; 1  h  ` : (4.22)
This can be written as
B ˙R = 0 ; (4.23)
where B is defined in (4.10). Just as in the previous section, the constraint force may
be written as
Fc = BT : (4.24)
During stationary, constrained motion of the system, the sum of the drag force, the
constraint force, and the exerted force is zero, so
  D ˙R + BT+ F = 0 : (4.25)
Solving for in the same manner as in (4.14) : : : (4.16) gives
 =  (BD 1BT ) 1BD 1 F: (4.26)
Inserting in (4.25) and solving for ˙R gives
˙R = (D 1   D 1BT (BD 1BT ) 1BD 1)F: (4.27)
We can now define a matrix E as
E  D 1   D 1BT (BD 1BT ) 1BD 1: (4.28)
The constrained motion of the system can thus be written as
˙R = EF ; (4.29)
which is of the same form as (4.20). Note that the rank of E is 3N   `.
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4.4 Second order equations of motion
We again consider a system of N particles, with positions given by R, velocities by
˙R, and accelerations by ¨R. We will assume that, under the influence of some force
F the behaviour of the system is given by
¨R = M 1F ; (4.30)
where M is a 3N 3N matrix, representing the masses of the particles. For a system
of interacting particles in Cartesian coordinates, M is a diagonal matrix. However,
in later discussions we will only assume that M is non-singular.
We will again constrain the motion of the system by ` time independent constraint
equations
g1(R) = 0; : : : ; g`(R) = 0: (4.31)







































= 0; 1  h  ` : (4.32)



























we can rewrite (4.32) as
B ¨R + H = 0 : (4.34)
The sum of the acceleration force, the constraint force, and the exerted force has to
be zero, so
  M ¨R + BT+ F = 0 : (4.35)
Substitution of B ¨R in (4.35) with (4.34) gives
H + (BM 1BT )+ BM 1F = 0 : (4.36)
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In this differential equation, the term  BT (BM 1BT ) 1H represents the constraint
force due to the motion of the system, i.e. the centrifugal force, the Coriolis force,
etc. The term  BT (BM 1BT ) 1BM 1F represents the constraint force caused by
the exerted force F.
(4.37) is a non-linear differential equation,and there is no general way to transform
it into a linear one. However, for some special cases it reduces to a linear differential
equation without first derivative.
1. When ˙R = 0, obviously, the term  BT (BM 1BT ) 1H becomes zero. A
matrix N can be defined as
N  M 1   M 1BT (BM 1BT ) 1BM 1 : (4.38)
The constrained motion of the system (at rest), can then be written as
¨R = NF ; (4.39)
i.e. it is of the same form as the equation of motion of the unconstrained system
(4.30).
2. As mentioned before, the term  BT (BM 1BT ) 1H represents the constraint
force due to the motion of the system. This means that, when the system is
rotated (including the particle velocities), this term rotates in the same way. So,
for a given configuration with given particle velocities, averaging this term over
all spatial orientations, gives zero. This means that the orientation averaged












or more concise, h ¨Ri = hNiF.
In the literature [6] a method is described to integrate (4.37) by using a non-
iterative matrix method, i.e. the impression is given that (4.37) can be transformed in
a differential equation of the form (4.39). This method is incorrect for the following
reason. To integrate the unconstrained equations of motion, the Verlet algorithm
is chosen. In this algorithm it is assumed that the differential equation does not
contain first derivatives, which is the case for the unconstrained equations of motion.
Subsequently, the integration scheme of this method is adapted to handle the first
derivative term in (4.37), i.e., afterwards, at the level of the integration scheme the
first derivative is introduced.
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4.5 Discussion
In an obvious way the equations of motion of higher order systems can be derived.
We will however not do so because, with the theory as presented, we can already
study phenomena of realistic systems. But first we make a few remarks about the
equations we have derived in the previous paragraphs.
We define a pure nth order differential equation as a differential equation only
containing nth order derivatives. As can be seen in the derivations of (4.19) : : :
(4.30), a pure zeroth respectively first order equation of unconstrained motion can
be transformed into a pure zeroth respectively first order equation of constrained
motion. A pure second order equation of unconstrained motion only transforms into
a pure second order equation of constrained motion under special conditions.
Because (4.19), (4.29), and (4.39) are of the same form we limit our remarks
to (4.39); similar remarks hold for (4.19) and (4.29). A necessary and sufficient
condition for the existence of (BM 1BT ) 1 in (4.39) is that the rank of B is `, and
the rank of M is 3N , and ` < 3N . When the rank of B is less than ` the constraint
conditions are overdetermined. In the theory as presented, the only condition on M
is that it is non-singular. Of course, for conservative systems in a stable position,
M is symmetric and positive definite, but the theory presented also holds for non-
symmetrical and indefinite or negative definite M. (A matrix M is called positive
(resp. negative) definite when RTMR > 0 (resp. RTMR < 0) for every R. Usually,
systems absorb energy subject to an external force, which is equivalent to saying that
M is positive definite.)
As is shown in most textbooks on classical mechanics, holonomic time independ-
ent constraints do no work. This means that constraints cannot change a positive
definite system without constraints into a negative definite one, and the other way
around, or put in a different way, a system with a positive resp. negative definite M 1
also has a positive resp. negative definite N. An indefinite system without constraints
can be made positive definite or negative definite at will by applying constraints.
Every column vector of M 1 and N represents the accelerations of the particles
of the system in the x, resp. y, and resp. z, direction as a result of a unit force in
the x, resp. y, and resp. z, direction on a particular particle. Resulting from this
unit force, the energy, the momentum, and the angular momentum of the system
change. Because every column represents the behaviour of the whole system under
a particular force, the conservation of energy, momentum, and angular momentum
shows up as properties within every column. For example, in Appendix C it is shown
72 Chapter 4 Constraint Dynamics
that for some systems the sum of the elements of every column in M 1 and N is one.
It is a well known property of positive- and negative definite matrices that they
can be represented by a symmetric matrix. This means that when M 1 is symmetric,
N is also symmetric. When M 1 is non-singular, its rank is 3N . However, in N, `
constraint conditions are incorporated, so the rank of N is 3N   l. This means that
from the motion of the system it cannot be determined what force was exerted, which
is equivalent to saying that N has no inverse.
The derivations in this chapter are very simple compared with the ones in [1],
for short RCB. The RCB algorithms include the well known SHAKE algorithm.
The derivations of the RCB algorithms are complex because the RCB algorithms
are designed so that the constraint condition itself is maintained, while the equations
of constrained motion derived from (4.19), (4.29) and (4.37), only maintain the
derivatives of the constraint equations. As a result, the RCB algorithms can be used
without any drift correction, while the algorithms discussed here sooner or later will
suffer from drift. In that respect, our algorithm is inferior to the RCB ones. However,
(4.19), (4.29), and (4.37) are explicit expressions as opposed to the RCB expressions,
which makes it possible to use them for other purposes than the RCB expressions.
It is interesting to compare our formulation of constraint dynamics with the
essential dynamics (E.D.) method [9]. In both E.D. and in our method a matrix N is
constructed. The difference between E.D. and our method is that in our method N
is calculated using mathematical constraint relations known in advance, while in the
E.D. method N is calculated without using mathematical constraint relations, but by
analysing the dynamic behaviour of the system over a long time-span. The essence
of the E.D. method is that a low dimensional N is constructed, that approximates the
observed motion of the system. The rank of N is often chosen to be  20. To get a
low dimensional N from the observed N, small eigenvalues are set to zero. It can be
shown that zeroing eigenvalues is equivalent to introducing constraints. So, in the
E.D. method, the system is subject to typically 3N   20 constraints. The main goal
of the E.D. method is to give a good approximation of the observed motion of the
system.
4.6 Example applications
We will now apply the theory by studying the instantaneous decay of motion along a
polymer chain. The polymer chain consists of N identical atoms, linearly connected
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by length constraints of length one. Atom n, 1  n  N   1, is connected to
atom n + 1 by a length constraint jr
n
  r
n+1j = 1. There is no interaction potential
between the atoms and the chain is not self avoiding. This means that a random chain
may be generated by making a random walk with step size one. We will assume that
the polymer is in a medium with linear viscosity, and that without the existence of
constraints, the relation between the drag force on the particles and the exerted force
is given by (4.20), where D 1 is the unit matrix. For the constraint relations described
above, every row of B contains six non-zero elements, each given by (4.10). With
known D 1 and B, E can be calculated according to (4.28).
To get some confidence in the method we will first do some simple calculations,
of which the results can be checked by inspection. We will first calculate E of two
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It can be seen that the properties of this E are in accordance with those mentioned in
the previous section, i.e. it is symmetric, positive definite, the sum of the elements in
every column is one, etc. It can also be seen that motion of the system is correctly
represented by (4.42): a unit force in the x direction on particle 1 results in a velocity
of 12 in the x direction of particle 1 and 2 (column 1 of E). A unit force in the y
direction on particle 1 results in a velocity 1 in the y direction of particle 1, (column
2 of E).
Let us now look at the decay of motion along this very short chain. Obviously,
as can be seen in (4.42), the velocity in the x direction of particle 1 is the same as
the velocity in the x direction of particle 2. So the motion in the x direction does not
decay. This is because the length constraint is oriented in the x direction. As can be
seen in (4.42), in the y and z direction the motion of particle 1 and 2 is not coupled.







FIGURE 4.1 Molecule of two atoms with an angle of' between r12 and the x-axis. A force
F is applied to atom 1.
Let us now calculate analytically the ensemble averaged decay of motion in the
x direction, where the averaging is done over all spatial orientations of the vector
r1   r2. Later we will calculate this same quantity by averaging E over a randomly
generated ensemble. We assume that the angle between the vector r21 and the x
axes is ' (see Figure 4.1), and that on particle 1 a unit force is exerted in the x
direction, so, f1 = xˆ, where r21  r2   r1. Due to the length constraint, the velocity
of both particles in the direction r21 is the same, and is half the component of f1 in






The constraint force on particle 2 is the opposite. The x component of the total force










= 1   1
2
cos2 ' : (4.44)
















2 sin'd' = 56 : (4.45)
















2 sin'd' = 1
6
: (4.46)
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This result can also be obtained in a simpler way by noting that there is a linear
relationship between the force and the response. For such a system, orientational
averaging may be done by taking the average value of the responses of the system,
where the system is oriented along the three coordinate axes. When the system
is oriented in the x direction, the response of the system to a unit force in the x
direction, exerted on particle 1, is given by (12 ; 0; 0;
1
2 ; 0; 0)
T
, (which is the first
column of (4.42)). When the system is oriented in the y resp. z direction, as can
be seen by inspection, the response to the same force is given by (1; 0; 0; 0; 0; 0)T
resp. (1; 0; 0; 0; 0; 0)T . Averaging these three responses gives (56 ; 0; 0;
1
6 ; 0; 0)
T
. So,
the ratio between the averaged velocities in the x direction of particle 1 and 2 is 0:2,
which is the same as found in the previous calculations. By doing the same for unit
forces oriented in the other directions and also applied on particle 2, the complete
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As a test of our formalism we generated 105 randomly oriented configurations, and
calculated the average E of this ensemble. It was, within expected tolerance, equal
to (4.48).
All this gives enough confidence in the method to try it on a polymer chain
consisting of 40 atoms, again linearly connected by unit-length constraints, and with
the same properties as the previous example. The atoms are numbered 1 : : : 40 along
the chain. We will concentrate on a few questions:
 What is the ensemble averaged velocity of particles in the middle of the chain,
resulting from a unit force on that particle.
 How does the motion, forced upon a particle somewhere in the middle of the
chain, decay along the chain?
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 How long should the chain be in order that particles in the middle of the chain
behave as if they are virtually in an infinite chain?
 What is the average velocity of particle 1 and particle 40 when a unit force is
applied to these particles?
For a system consisting of 40 atoms the matrix hEi is 120 120. Averaging was
done over 105 randomly generated configurations, and over the particles 10  i  30.
The average value of the 60 diagonal elements in the middle of the diagonal was






hNi(i; i) = 0:666634: (4.49)
This answers our first question. (From (4.49) it can be seen that besides averaging
in the x direction, averaging in the y and z direction was also done. That is to get
better statistics.)
To answer the second question we assume that particles with numbers between
10 and 30 behave as if they are part of a truly infinite chain, so, only these particles
will be used to calculate the decay of motion along the chain. This assumption will
be justified later. When a particle i, with 10  i  30, is subject to a unit force in
either the x, y, or z direction, we are interested in the average velocity of particle
i + 1, i   1, i + 2, i   2, etc. in the x resp. y resp. z direction. In this way we
obtained nine average velocities, including the (already found) average velocity of
the particle on which the unit force was applied. The result is listed in Table 4.1, and
plotted in Figure 4.2.
In Table 4.1 it can be seen that the average velocity of particle i + 8 and i   8
is 0:17507  10 5. This shows that the motion decays with a factor of 0:2013 per
monomer. We think that in a longer simulation the decay factor will prove to be
0:2, i.e. that it will be the same decay as found in the two particle system, described
before. This can be explained as follows.
A particle in an infinitely long chain is in the ensemble average surrounded by
an isotropic cloud of particles of its chain. So, in the ensemble average, the particle
behaves as a particle with isotropic properties. This holds for all particles of the
chain. Therefore, an infinitely long chain may be taken as a chain consisting of two
particles with isotropic properties, connected by a length constraint. In the first part
of this section we showed that for a chain of two particles, connected by a length
constraint, the ratio between the velocities is 0:2. This ratio does not depend on the
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TABLE 4.1 Average velocity versus Distance.







FIGURE 4.2 Simulation result showing that the decay of motion along a polymer chain
is almost exactly a factor 0:2 per monomer. The least squares fit gives h ˙Ri =
0:6669(0:2013) Dist.
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drag coefficient of the particles; it was only assumed that the drag coefficients of
both particles are isotropic and identical. This explains why motion decays in an
infinitely long chain in the same way as in a two particle system.
Now that we know that in a long chain the decay of motion is 0:2 per monomer,
we can explain why the driven particle has an average velocity of 0:66666. For this,
we use the fact that, for this system, the sum of the elements in every column is one
(see Appendix C). Calling the unknown average velocity of the driven particle V , we
may write the geometric series
V + 2V (0:2) + 2V (0:2)2 + 2V (0:2)3 +    = 1; (4.50)
which results in V = 0:6666.
We still have to justify the use of the particles 10::30 to obtain our results, i.e.,
do these particles behave as if they are part of an infinite chain? Over 9 monomers,
motion has decayed with a factor of (0:2)9 = 0:5  10 6, so our assumption is
justified that the particles more than 9 monomers away from the end of the chain are
virtually in an infinite chain.
Summarising, we have derived by simulation, that the average velocity of the
driven particle is 0:6666, and that the motion along the chain decays with a factor of
0:200 0:001 per monomer.
It is interesting to compare the decay of motion along a polymer chain in the
limit of Rouse dynamics, with the results of Binders theory [7] for polymer melt
morphology dynamics. There it is conjectured that the effect of a force on an atom in
a polymer melt, where the polymer is long, is that atoms within the gyration radius
of the atom on which the force is exerted, all move approximately over the same
distance, i.e. there the decay is much slower.
Let us now look at the end of the chain. Our simulation shows that the average
velocity of the particles 1 and 40 under a unit force is 0:81461, and that due to
that same force the particles 2 and 39 have an average velocity of 0:14794. So, the
average decay of motion from particle 1 to 2, and particle 40 to 39 is a factor of
(0:14794=0:81461) = 0:18160. This ratio is lower than 0:2, as found in the middle
of the chain, and does not look like a ‘nice’ number. As far as we can see, this low
ratio is mainly due to the high average velocity of the end particles, not to a low
average velocity of the particles 2 and 39.
We will stop here with analysing the results of our simple numerical experiment
because this is not a chapter about the behaviour of polymers but about a method to
simulate the behaviour of constraint systems in general.
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An other application
Besides the instantaneous behaviour of a polymer, many other applications can be
thought of. For example materials with a negative Poisson ratio. Common materials
undergo a transverse contraction when stretched in one direction. Materials that show
transverse expansion when stretched in one direction are said to have a negative
Poisson ratio. Such behaviour can be explained by modelling the material as a
network of length constraints and springs. In the existing literature [8] the equations
of motion of the particles constituting the material are derived in an unsystematic
way for all kinds of spring-constraint structures. With the method presented in this
chapter the equation of motion can be derived almost in an algorithmic way.
4.7 Conclusion
In this chapter it has been shown how zeroth, first, and second order equations
of unconstrained motion may be transformed into zeroth, first, and second order
equations of constrained motion. The unconstrained and constrained equation of
motion are given in a closed form. For many cases the equations of motion can
be written as matrix equations. The equations of motion suffer from numerical
drift, so, are not very suited for integration over many timesteps. In spite of these
restrictions, many applications can be thought of, all concerning questions about
(near) instantaneous behaviour of the system. Because the equations of constrained
motion are in a simple closed form, it is possible to use them for ensemble averaging.
As an example, the ensemble averaged, instantaneous decay of motion along a
simple polymer chain in the non-inertial viscous regime was studied. This gave
results which to our knowledge are new. The most important result we found is that
motion decays along this chain with a factor of 0:2 per monomer.
Appendix C
In this appendix we will show that for the polymer system as described in Section 4.6
the sum of the elements in every column of E is one. We return to the conventional
notation, so, instead of using R, the position of particle i is denoted by r
i
.
We first have to note that for the polymer system the sum of the constraint forces,
as exerted on the particles, is zero because only constraints between particles are
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] = 0 : (C1)
That the sum of the constraint forces is zero means that a unit force exerted on
the system will be compensated only by the drag forces on the particles. The relation
between the drag force and the velocity is given by the unit matrix D 1, so for the
constrained and unconstrained system the sum of the velocities of the particles equals
the exerted force. Because every column of E and D 1 represents the response of
the system to a unit force, the sum of every column will be one.
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5 TORSIONAL-ANGLEPOTENTIALS
Simple expressions for the forces due to dihedral-angle interactions are derived using
first principles of mechanics. The expressions require significantly fewer numerical
operations than those generally used in the literature and provide insight in the
physics of dihedral-angle interactions. It is also shown that the scalar virial due to
angle dependent interactions is zero.
5.1 Introduction
In a molecular dynamics simulation most of the computing effort is spent on non-
bonded force calculations. However, the computing effort of calculating the bond-
angle and dihedral-angle forces is by no means insignificant. Because Newton’s
equations of motion are only valid in Cartesian coordinates, the forces must be given
as gradients of the potential energy function with respect to the Cartesian coordinates
of the particles involved in a specific interaction term. For the dihedral-angle or
torsional-angle potential energy term, this gradient can be obtained in different ways:









can be used, and different factorisations when applying
chain rule differentiationcan be used. In principle, the various arithmetic expressions
for the dihedral-angle forces all yield identical forces. In numerical practice, this
is not true: Some expressions are complex, contain singularities when sin = 0,
are hard to simplify, and are not necessarily the most efficient ones to evaluate
numerically. Moreover, the mathematical derivation using chain rule differentiation
does not provide physical insight in the origin of the forces involved.
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FIGURE 5.1 a: Dihedral interaction with negative . The dihedral angle  is defined by
(5.3a).m is normal to the i; j; k plane, n is normal to the j; k; l plane. b: Small displacement
of particle i perpendicular to the plane defined by particles i; j and k.
The various expressions for the dihedral-angle forces found in the literature [1-
12] can be characterised by dihedral-angle definition and chain rule factorisation.









of particles i; j; k and l. The force on particle








and likewise for particles j, k and l. The classical definition of the dihedral angle 
is given by (see Figure 5.1)





















j and rˆ  r
jrj . Since it involves cross products of
vectors, we will call this the cross product definition of . It has been used in most
of the literature [2-4,6,8-11], but leads to complex expressions for the forces. An
alternative definition of the dihedral angle  is (see Figure 5.2)


























which only involves dot products of vectors. So, we will call this the dot product
definition of . It has been used in [7,12]. It leads to simpler expressions for
the forces than (5.2a). Most authors [2-4,6,7,9,11] obtain the gradientr
i
V by the





V =  (dV=d)(d=d cos )(@ cos=@r
i
) : (5.4)
This expression contains a singularity for  = 0 or  = , due to the factor
d=d cos  =   sin 1  : (5.5)








The literature can be summarised as follows. The standard procedure [2-4,6,9,11]
is to use the cross product definition and factorisation (5.4), which leads to complex
expressions and -singularities. The latter have been removed [8,10] by using (5.6)
while simple formulae have been obtained using the dot product definition for 
[5,7]. In [12] both the dot product definition and factorisation (5.6) have been used,
leading to simple, singularity free formulae for the dihedral-angle forces.
In this chapter we will derive the expressions for the dihedral-angle forces using
first principles of mechanics, rather than mathematical differentiation. Only very
simple formula manipulation and elementary linear algebra is required. This leads
to expressions equivalent to those derived by chain rule differentiation. They require
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significantly fewer numerical operations than the expressions in [2-4,6-11], and
provide insight in the physics of dihedral-angle interactions. We also prove that the
trace of the virial of angle dependent potential energy terms is zero.
5.2 Dihedral-angle force expressions
We will construct the expression for F
i
by first considering the direction of F
i
and









must be normal to the equipotential plane in which i can
move without changing V (), that is, without changing . Because  is the angle
between the planes defined by i; j; k and j; k; l, the equipotential plane is obviously
the plane i; j; k since  does not change when i is moved in the plane i; j; k. Hence
F
i






j mˆ : (5.7)
We will now determine jF
i








j (see Figure 5.1.b) in the direction m then













































Combining (5.7) and (5.10), and restoring the minus sign which was lost by taking
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= 0. Therefore, introducing an unknown vector S, we











Shifting any of the atoms i, j, k, l independently in the direction r
kj
does not change












































 S) = 0 : (5.17)








), we must determine S from
r
kj
 S = A : (5.18)
We know that S ? r
kj
, so S has the direction of A r
kj
and the size jAj=r
kj
. Hence
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, and on the pair j; k a
torque S  r
ij
. The components in the direction of r
jk
of the torques on i; j and k; l
cancel. The sum of the components perpendicular to r
jk
of the torques on particles
i; j and k; l is compensated by S  r
ij
. It is a general property of angle-dependent
potentials that the forces can be written as a sum of torques.
Taking the gradient of the dihedral-angle potential energy function using (5.2a)



































































































It is of course possible to arrive at (5.11), (5.12), (5.21) and (5.22) by simplifying these
equations but it takes quite some formula manipulation (see Appendix D). Taking
formally the gradient of the dihedral potential, it is much easier to arrive at (5.11),
(5.12), (5.21) and (5.22) by defining  as in (5.3a). This is done in Appendix E.
When the force equations in (5.11), (5.12), (5.21) and (5.22) are used, the number
of floating point operations is reduced with approximately 40% as compared with
the equations (5.23) through (5.26).
Finally, we consider the sign of the dihedral angle . In the IUPAC convention
[13], the cis conformation, (i.e., particles i, j, k, and l lie in one plane and i and l
at the same side of the line through j and k) has  = 0. The sign of  is negative,
if looking in the direction from k to j, the bond (k; l) has to be rotated around the
axis (k; j) counterclockwise to reach the cis conformation over the smallest rotation
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 (m  n)) : (5.27)
A simpler definition of sign() is
sign()  signum(r
ij
 n) : (5.28)
Expression (5.28) simply determines on which side of the plane through j; k and l
particle i lies. The so-called polymer convention for the dihedral angle  only differs
from the IUPAC one in its choice of zero point:  = 0 for the trans conformation, or
(polymer) = (IUPAC)  : (5.29)
5.3 The virial of angle-dependent interactions
The potential energy of the bond-angle and dihedral-angle interactions only depends
on the angles between the vectors connecting the particles. Let us consider a static
system (that is a system without motion) with only angle-dependent interactions.
When we translate or rotate such a system or scale it in every dimension with the
same factor 0 <  < 1, the angles in the system do not change. This means
that the internal energy U of the system does not change, i.e. ∆U = 0. Using
∆U = P  dV , we see that P = 0, where P is the scalar pressure of the system, and
dV = (
3
  1)V0 is the change in volume. The scalar pressure P of a static system









. Therefore, the scalar virial
W and consequently the scalar pressure of the angle dependent interactions is zero.
In Appendix F this is proved in a more formal way. A practical implication of this
finding for molecular dynamics simulation software is that the contribution of the
angle-dependent terms in the interaction function need not be evaluated, if only the
scalar virial W is required.
Appendix D
We will simplify the expressions (5.23)-(5.26) so that the expressions (5.11), (5.21),
(5.22), and (5.12) will emerge. Starting with (5.23) and subsequently using (5.2a),
the vector identity
A (B C) = B(C  A)  C(B  A) ; (D1)
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the fact that n m =  rˆ
kj
jmjjnj sin  , the vector identity (D1) again and the fact
that (m  r
kj



































































































































Using the vector identity (D1) and the fact that (r
ik
m) = 0, and (r
kl














































































which is identical to (5.21). Formula (5.22) can be derived from (5.25) correspond-
ingly.
Appendix E
We will derive the expression for F
i
using the alternative definition (5.3a) of .
Using (5.1) and (5.3a-5.5), F
i











jRj  jSj : (E1)




jRj  jSj =
jRj  jSjr
i
(R  S)  (R  S)r
i
jRj  jSj
jRj2  jSj2 : (E2)
Applying the vector identitiesr
i
(R  S) = S andr
i




jRj  jSj =
jRj  jSjS  (R  S) ˆRjSj
















It can be checked in Figure 5.2 that























= 1 ; (E6)





has unit length. Since ( ˆS cos() ˆR) ˆR = 0, vector (E7) is orthogonal to ˆR. Because
both ˆR and ˆS are orthogonal to r
kj
, it follows that vector (E7) is orthogonal to r
kj
.
As m is orthogonal to ˆR and r
kj
too, vector (E7) is anti-parallel to m, i.e.
(
ˆS  cos() ˆR)





































ˆR  ( ˆS  ˆR) ˆS] : (E11)
Appendix F
We will prove that angle-dependent interactions give no contribution to the trace of
the pressure tensor W, i.e. give no contribution to the hydrostatic pressure of the
system.
As a preliminary we will derive two properties about the angle defined by three
particles. Three particles a; b; c define an angle , where  is the angle between the








 = 0 : (F1)









 = 0 : (F2)
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We could prove this by giving a definition of  and applying the due mathematical
machinery to this. However, a much shorter proof can be given by an informal
approach. r
a
 is the direction in which a has to move to give the maximum change
in . Clearly this is in the plane a; b; c and perpendicular to r
ab
since moving a in the
direction r
ab










Having done this groundwork we can start with the actual proof. We define
the shape of a system of N particles as the set of geometrical quantities that do not
change under translation, rotation, or scaling with a factor of the system. The shape
of a system is specified by giving a complete set of independent angles defined by
particle triples. For three particles, two angles suffice to specify the shape. For every
additional particle, three more angles are required. In general, 2 + (N   3)3  M
angles are required for an N  3 particle system.
Because every angle occurring in the system can be calculated from the complete
set of independent angles, every angle dependent potential energy function V only
depends on the complete set of independent angles, i.e. V = V (1; : : : ; M).
Because we are interested in the scalar virial W of a system with only angle



























































For a specific , 

in (F4) is a specific angle from the complete set of independent





. That is because 

is defined by three particles, say a; b; c.








































 = 0 : (F5)
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6 THE VIRIAL OF ANGLEDEPENDENT POTENTIALS
In this chapter it is proved that the scalar virial of potentials which only depend
on angles is zero. This is proved for non-periodic boundary conditions as well as
periodic boundary condition (PBC) systems. This theory is tested on a molecular
dynamics simulation of butane with PBC.
6.1 Introduction
Since the pressure is an important observable property of Molecular Dynamics (M.D.)
systems, in normal M.D. simulation practice the pressure of the system is calculated
every time step. The pressure is calculated as the sum of a kinetic part and a
configurational part, the virial [1]. The virial in its turn consists of contributions
from different types of interactions such as Lennard-Jones-, Coulomb-, bond-angle-
and dihedral interactions. It is easily seen that the virial expression of central
force interactions represents a force flux averaged over the system. However, angle
dependent interactions are more complex, so understanding their contribution to the
virial is less straightforward. In this chapter we will prove that the instantaneous
scalar virial of angle dependent interactions is zero, and that the time averaged
dimensional virial in isotropic systems is zero. We prove the first property three
times: first in an informal way both for periodic boundary conditions (PBC) and non-
PBC systems, then in a formal way for non-PBC systems, and finally in Appendix G
for PBC systems. To show the correctness of these theorems we present the results
of an M.D. simulation of butane.
A practical implication of these findings is that, to prevent superfluous numerical
93
94 Chapter 6 The Virial of Angle Dependent Potentials
noise with zero mean in the scalar virial, it should be calculated using only forces of
non-angle-dependent interactions.
6.2 Theory
The instantaneous pressure tensor P of anN particle non-PBC M.D. system is a 33











































and where V = box volume, and F
i
is the total force on particle i exerted by other
particles (so not the wall) of the system. For M.D. systems with PBC (6.3) does
not hold, so here we concentrate on non-PBC systems. PBC systems are treated in
Appendix G.










. Because we are
interested in the virial contribution to the scalar pressure and to the pressure per












6.2.1 The virial of interactions with angle dependent potentials
The class of angle dependent interactions consists of interactions for which the
potential is invariant under translation, rotation, and uniform scaling of the system in
all dimensions. The most commonly used interactions in this class are the bond-angle
interaction, and the proper- and improper dihedral interaction. These interactions
have in common that the potential is of the form V = V (') where cos' is defined
as an inner product between two unit vectors.
Let us consider a static system (that is a system without motion) with only angle
dependent interactions. When we translate or rotate such a system or scale it in every
dimension with the same factor 0 <  <1, the angles in the system do not change.
This means that the internal energy U of the system does not change, i.e. ∆U = 0.
Using ∆U = P∆V , we see that P = 0, where P is the scalar pressure of the system,
and ∆V = (3   1)V0 is the change in volume. From P = 0, using (6.4), (6.1),
K = 0, and (6.5) we find W = 0. This informal proof holds for non-PBC and PBC
systems because scaling of a single system, and scaling of identical systems stacked
in a space filling way, does not change any angle.
In the next paragraphs we will again prove that W = 0 for angle dependent
interactions, but then in a formal way. We will concentrate on non-PBC systems.
The proof for PBC systems is quite analogous but a bit more complex because then
particles in image boxes have to be considered; it is given in Appendix G.
We will again prove that trace(W) = 0 for angle dependent interactions. Using








= 0 ; (6.6)
with F
i
the total force on particle i by angle dependent interactions.
As a preliminary we will derive two properties about the angle defined by three
particles. Three particles a; b; c define an angle , where  is the angle between the








 = 0 : (6.7)









 = 0 : (6.8)
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We could prove this by giving a definition of  and applying the due mathematical





is the change in  due to an infinitesimal change dr
a
in
the position of atom a. If dr
a
is parallel to r
ab














Having done this groundwork we can start with the actual proof. We define the
shape of a system of N particles as the set of geometrical quantities that do not
change under translation, rotation, or scaling with a factor  of the system. The
shape of a system is specified by giving a complete set of independent angles defined
by particle triples. For three particles, two angles suffice to specify the shape. For
every additional particle, three more angles are required. In general, 3N   7  M
angles are required for an N  3 particle system.
Because every angle occurring in the system can be calculated from the complete
set of independent angles, every angle dependent potential energy function V only
depends on the complete set of independent angles, i.e. V = V (1; : : : ; M).
Because we are interested in the scalar virial W of a system with only angle



























































For a specific , 

is a specific angle from the complete set of independent angles.





. That is because 

is defined by three particles, say a; b; c. Using









































 = 0 : (6.12)
This means that the instantaneous scalar virial of angle dependent interactions is
zero.
Using this result we can say something about the time averaged virial per di-
mension of angle dependent systems that are orientational diffusive, that is, systems
in which individual molecules have no time averaged directional preference. We
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proved that the scalar virial, which is the sum of three virials per dimension, is zero.
Because in every dimension of an isotropic system the scalar virial occurs with equal
probability, the time averaged virial per dimension will be zero. Of course averaging
should take place much longer than the orientational correlation time.
6.3 Simulated system and methods
In order to verify the above theoretical results molecular dynamics simulations have
been performed using the program package Gromos [2]. A model system with PBC
consisting of 64 butane-like molecules was chosen in order to have a simple system
yet comprising internal degrees of freedom. Each molecule consisted of four atoms,
i.e. the hydrogens were included in the carbons to form united atoms. The force field
employed was the standard Gromos force field. It consists of a Lennard-Jones 6-12
potential for the non-bonded interactions between all atoms in different molecules
and, with different parameters, between the end atoms of the same molecule. For
angle interactions an harmonic bond angle potential was used





where 0(= 109:5) is the equilibrium value of the angle . For dihedral interactions
a periodic dihedral potential was used
V () = C

(cos(3) + 1) ; (6.14)
where  is the dihedral angle defined such that  = 0 for a cis configuration. The
parameters used for the angle-dependent and non-bonded potentials were the same
as in the G simulation of [3]. The bond lengths b were represented by a harmonic
potential





where b0 is the equilibrium bond length (0.153 nm) and Cb is the force constant
(334.7 MJ mol 1 nm 2). The contributions to the virial from the different parts of
the potential were calculated and summed separately (for more details see [4]). The
simulation lasted for 261 ps of which the last 100 ps were analysed for this work.
The temperature was weakly coupled to an external bath [5] at 260 K with a coupling
constant of 0.1 ps yielding a resulting temperature of 259.8 K. The cubic periodic
box had a side of 2.1 nm and the time step was 0.5 fs.
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Kinetic L-J Bonds Angles Dihedrals
P
xx
58.3(4.4) 11.3(21.2) 6.6(71.2)  0.41(18:25) 0.01(2.09)
P
yy
61.2(4.5) 13.6(20.0) 6.3(75.9) 0.09(18.67)  0.15(2:04)
P
zz
58.8(4.6) 10.2(19.9) 6.3(73.0) 0.32(18.92) 0.15(2.04)
P 59.5(1.6) 11.7(13.8) 6.4(50.3)  1 10 6(10 4)  5 10 8(10 5)
TABLE 6.1 Average pressure contributions in kJ mol 1 nm 3 from different sources for
a simulation of 64 flexible butane-like molecules. (The virial contributions are multiplied









direction). R.M.S. fluctuations are given in parenthesis.
6.4 Simulation results
The contributions to the pressure from different sources are given in Table 6.1. The
time correlation functions of the pressure contribution of angle dependent potentials
are also given in Figure 6.1. From this it is clear that the contribution from the
angle-dependent potentials to the instantaneous scalar pressure (or rather the trace of
stress tensor) is zero in accordance with the above theorem. Also the time averaged
contributions to the pressure per dimension due to angle dependent potentials is zero.
These contributions are, however, only zero for an isotropic system after a simulation
period long enough to average out the thermodynamic fluctuations (which could be
rather large and long-lived for a small system as this). The fluctuations in the
scalar virial from the angle dependent forces are zero whereas the fluctuations in
the individual components are large. The results agree with the fact that the
instantaneous fluctuations in the diagonal elements of the pressure tensor are anti-
correlated with a correlation coefficient of 0:5.
To summarise, we conclude that there is no direct contribution from angle de-
pendent potentials to the scalar virial or its fluctuations. For an isotropic system there
is also no contribution to the average of the diagonal components of the pressure
tensor but nevertheless there is a contribution to their fluctuations.
Appendix G
In M.D. simulations with PBC, particles in the central box interact with particles in
the central box and particles in image systems. Because for non-bonded interactions
a cut-off radius is used, and because generally the separation of particles involved in






ACF for dihedral contribution to pressure














FIGURE 6.1 Time correlation function for the deviation from the average pressure for the
contributions of the dihedral potential to the total pressure for the butane-like system.
Dotted curve: scalar pressure P (average of diagonal elements);
Solid curve: P
xx
; Long dashed curve: P
yy
; Short dashed curve: P
zz
.
Note that the correlation for the total pressure is zero after the first point (10 fs) of the
correlation function indicating that the total pressure is just numerical noise.
the same bonded interaction is less than the box size, only particles in boxes directly
adjacent to the central box are involved in boundary crossing interactions. Therefore,
in case of a triclinic box, we only have to consider particles in the central box and its
26 directly surrounding boxes. Other box shapes may have less surrounding boxes,
but otherwise may be treated as the triclinic box. Therefore, in the following we only
consider a triclinic box.
We identify every box by a number k, with  13  k  13 in the following way.
The central box has number 0. The box with number k is opposed, w.r.t. the central
box, by box  k.
For a PBC system, a single particle number is not enough to identify a particle in













FIGURE G1 PBC system with boundary crossing dihedral interaction. Particles are identi-
fied by giving their number and box number.
a unique way. Therefore, particle i in box k is represented by i:k. So, r
i:k
represents
the position of particle i in box k, and F
i:0;j:k represents the force on particle i in the
central box exerted by particle j in box k. For an interaction potential V , the force






where i:k may lay in an image box.








i:0  Fi:0 : (G2)
In the case of PBC, particles involved in interactions, notably bonded interactions,
may lie in image systems. For virial calculations the actual position r
i:k
of every















For example, in Figure G1 V consists of a single dihedral interaction which crosses




V is non-zero for i:k
is 1:0, 2:0, 3:1 and 4:1. Of course an identical interaction exists which crosses
the boundary between box 0 and box  1. In the following we assume that in the
interaction potential of the whole system only one of every pair of boundary crossing
interactions is included, which one does not matter.
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For the sake of completeness we want to mention that, in the case of PBC, the
force F
i










i.e. the forces on all images of particle i, including the unshifted image, are summed.
From F
i
it cannot be deduced which part of F
i
results from which image of particle
i, so F
i
cannot be used for the virial calculations. That is because for the virial
calculation the constituting parts of F
i
, being the forces F
i:k
, and the respective
positions r
i:k
are required. For a more thorough introduction and use of this notation
see [6].
Now that we have introduced a notation for particles and boxes in the case of PBC
we can start with the actual proof. It is analogous to the proof in Subsection 6.2.1.
We will use the letters a, b, and c as particle numbers, and the letters k, l, and m as
box identifiers.
As a preliminary we will derive two properties about the angle defined by three
particles of which some may be in image systems. Three particles a:k, b:l, and
c:m define an angle , where  is the angle between the lines a:k, b:l and b:l, c:m.








 = 0: (G5)









 = 0: (G6)




is the change in  due to an
infinitesimal change dr
a:k
in the position of atom a:k. If dr
a:k
is parallel to r
a:k;b:l














The shape of a PBC system is specified by giving a complete set of independent
angles defined by particle triples. We have to consider particles in the central box
and particles in image systems so we have a total of 27N particles Therefore, there
are 3(27N)   7  M independent angles in the case of PBC. That the position of
particle i:k is related to the position of particle i:0 does not change this.
Because every angle occurring in the system of 27 boxes can be calculated from the
complete set of independent angles, every angle dependent potential energy function
V only depends on the complete set of independent angles, i.e. V = V (1; : : : ; M ).
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Because we are interested in the scalar virial W of a system with only angle










































































For a specific , 

is a specific angle from the complete set of independent angles.
This means that for fixed  and i:k running through all particles and all 27 boxes, we




. That is because 

is defined by three particles,













































 = 0 : (G12)
This means that the instantaneous scalar virial of angle dependent interactions in a
PBC system is zero. Analogous to Subsection 6.2.1 it follows that the time averaged
dimensional virial of an isotropic PBC system is zero.
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7 MAPPING MD ON A RINGARCHITECTURE
A method is proposed and worked out to generate during a preprocessing phase an
almost optimal data and task allocation for molecular dynamics simulation calcu-
lations on a ring architecture. This is done by using an algorithm that reduces the
bandwidth of a large sparse binary random matrix, which is equivalent to numbering
a graph in such a way that closely connected vertices get close numbers. This method
has been used to solve linear equations in the field of finite elements and structure
analysis, but not for task allocation.
In this chapter we first state the M.D. task allocation problem, look at it as graphs
and adjacency matrices, propose our solution, and apply it to some large molecules.
7.1 Introduction
Molecular dynamics (M.D.) simulation is a widely used computational technique







is numerically integrated over many time steps for every
particle i in the system. The force on a particle is calculated as the sum of the forces
exerted by the other particles. This force is used to calculate the new velocity of that
particle; from this velocity, its new position is calculated. Repeating this procedure
gives the time development of the microstate of the system. From these states, using
the laws of statistical mechanics, macroscopic properties can be calculated [1].
For a realistic simulation on a large system (10,000 particles) many hours of
supercomputer time are needed. Clearly, for future simulations, of more complex
systems, over more time steps, parallel computers will be needed. For this reason,
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we are implementing an M.D. program on a ring of 4 to 32 i860 processors. In this
way we hope to create a very high speed, scalable and cost effective system. We call
this machine GROMACS (GROningen MAchine for Chemical Simulations).
In this chapter we are concerned with mapping the various parts of the M.D.
algorithm on a ring architecture. Forces on particles only depend on relative particle
positions, not on particle velocities. Two classes of interparticle forces exist: Non
Bonded Forces (NBF), and Bonded Forces (BF). BF calculations are done using fixed
interaction lists, where NBF interaction lists may change every timestep. Also, in
order to maintain certain constraints within the system (e.g. fixed distances between
some particles), constraint calculations have to be performed.
The allocation of the NBF calculations has been implemented by other groups and
works well. The allocation of the BF and constraint calculations is in an experimental
stage, and until now, no general allocation method has been proposed. We propose
a general allocation strategy for constraint calculations which has as a byproduct an
optimal allocation of BF calculations.
7.2 M.D. simulation in more detail
As with most realistic problems, M.D. is more complicated than stated in the in-
troduction. An M.D. simulation usually takes place in a finite volume V called the
(computational) box. Every particle in V has a unique number, and attributes like
position, velocity, mass, charge, etc. GROMACS is designed to work optimally on
medium to large systems (1,000 to 50,000 particles).
7.2.1 Non Bonded Forces
The NBF interaction is a two-particle interaction usually consisting of a Coulomb and
a Lennard-Jones term. In principle this interaction exists between every particle pair.
However, because this would lead to an unacceptable number of NBF calculations,
and because the NBF between particles with a large distance is small, often a cut-off
radius (R
co
) is used. This means that the NBF between particle pairs with a distance
> R
co
is supposed to be zero. The price of this simplification is that neighbour
searching has to be done, that is, for every particle, neighbouring particles within a
distanceR
co
have to be found. The result of neighbour searching is a set of neighbour
lists. For the purpose of this presentation, we represent the set of neighbour lists as
an N  N binary symmetric matrix Anbf, where N is the number of particles, and















c: neighbour lists of constant length.
row i of Anbf represents the neighbour list of particle i (see Figure 7.1a). If ai;j = 1
it means that particle i and j are less thanR
co
apart, so the NBF between i and j has
to be calculated. Anbf is traceless because particles do not interact with themself. (In
describing NBF interactions, it is customary to use the index i for the central particle,
and the index j for surrounding particles.)







on particle i, exerted by particle j), one NBF calculation gives the force (of this
interaction) on both i and j. This property can be used by filling the neighbour list
of particle i only with particle numbers j > i, i.e. to clear the left lower part of
Anbf (see Figure 7.1b). This results however in neighbour lists of strongly variable
length, depending on the particle number of the central particle of the list. For vector
computers this is a minor nuisance, but for M.D. on a parallel computer, where as
we will see undivided neighbour lists are evaluated per processor, this will result
in a very unbalanced load. Therefore we construct neighbour lists containing pairs
i; j : j = j
m
mod N; i < j
m
< i +N=2 (see Figure 7.1). In this way the average
length of neighbour lists is the same for every list, making load balancing easier.
The usual value of R
co




, neighbour lists represent
typically 150 NBF interactions. In principle, neighbour searching has to be done
every timestep because as a result of one timestep particles may enter or leave the
cut-off sphere. However with R
co
sufficiently large, the same set of neighbour lists
may be used 10 to 20 timesteps.
To give an impression of the CPU time required: one NBF calculation requires
typically 100 flop, so the net NBF on one particle requires 1=2  100  150 =
7:5 103flop. For a system of 104 particles this means that the NBF calculations in
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one timestep require 7:5107 flop. A realistic simulation may involve 105 timesteps,
leading to a total of 7:5 1012 flop for the NBF part of one simulation. Because the
number of bonds of a particle is far less than 150, most of the M.D. simulation time
is spent in NBF calculations and neighbour searching.
7.2.2 Bonded forces and constraints
Bonded forces occur between particles that are chemically bonded, so they only take
place within molecules. Four types of bonded force interactions exist: covalent (two
particles), bond angle (three particles or triplets), and proper and improper dihedral
interactions (four particles or quadruplets). During a simulation no bonds are created
or broken, so BF calculations are done using fixed lists of particle numbers.
Because covalent interactions involve two particles, we can represent the set of all
covalent interactions (just as with NBF interactions) by a matrix A
cov
. The difference
between Anbf and Acov is that Anbf changes every few timesteps and has  150 non-
zero entries per row, whereas A
cov
is constant and typically has 2–4 non-zero entries
per row.
Obviously, bond angle and dihedral interactions can not be represented by
matrices because these are three and four particle interactions.
The covalent interaction is very rigid. This means that two particles having a
covalent bond have an almost constant distance, or put in another way, covalent
interactions have a high eigenfrequency. The timestep used in an M.D. simulation
is dictated by the highest frequency in the system and should be approximately
1=(40highest frequency). However, covalent interactions in itself are not part of the
physics of interest of an M.D. simulation. The highest frequency of interest is 1=4
the highest covalent eigenfrequency. Therefore, it is a waste of computer time to use a
timestep based on covalent eigenfrequencies. For that reason, nowadays in most M.D.
programs, the covalent interactions are handled using constraint dynamics. Then the
timestep follows from the highest eigenfrequency of interest, and interactions with
higher eigenfrequencies are frozen, i.e., the distance between particles with a covalent
bond is kept constant.
SHAKE The SHAKE method is widely used for maintaining constraints [2]. It
is invoked after calculating unconstrained positions. SHAKE calculates constrained
positions in an iterative way by pairwise resetting the positions of particles coupled
by a constraint. This is done for all constrained pairs. Resetting a particle due to one
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constraint may however disturb another constraint. Therefore after every sweep of
resetting, the constraint conditions are checked. If these conditions are not fulfilled
within a predefined tolerance, another iteration is performed. For large molecules,
some hundred iterations may be required.




search_neighbours; {fill NBF neighbour lists}
do B times { 1<=B<=20 }
calculate_BF_and_NBF; {evaluate neighbour lists







7.3 Allocation of the NBF calculations on a ring
The allocation we describe here is primarily intended for the GROMACS architecture.
However, it can be used for any system where fast ring communication is available.
The GROMACS architecture is a ring of SPC-860 boards [3],where each SPC-860
board consists of an i860 processor, memory (up to 64 Mbyte), and communication
hardware. Communication can take place in three ways: over the PC bus, over four
transputer links, and over two 8-bit parallel interfaces.
The PC bus (eight bits wide, bandwidth 1Mbyte/sec) is used to do external
communication and program loading. The two parallel interfaces are used to make
a ring of SPC-860 boards. These interfaces communicate over a 1K8 dual ported
RAM. We measured an effective throughput of 4Mbyte/sec in the ring, with the
possibility of vice versa interrupts between adjacent boards. The four C012 link
adaptors interrupt the processor for every byte sent or received. Therefore, massive
communication over these links lames the i860 processor. Because of the relative
bandwidths of PC bus, parallel interfaces, and transputer links, we will assume in the













FIGURE 7.2 AC method with distribution of positions and summation of forces.
following that the parallel interfaces (the ring connection) is the sole communication
path available.
For NBF calculations we use the alternating circulation (AC) method which
resembles the systolic loop method [4], [5], [6]. In the AC method, particles are
distributed evenly but otherwise freely over the processors (see Figure 7.2). Every
particle i has a home processor H
i
which is responsible for calculating the particle’s
new speed and position every timestep. Every timestep, particle positions are first
distributed over half the ring in one direction (the scatter phase). Thereafter, all













on their way to the home processor H
i
(the gather phase). We will briefly comment
on some parts of this method.
 The difference between our AC method and the systolic loop method lies in
the interleaving of communication and calculation. In the AC method, first all
particle positions are distributed over half the ring, then calculations are done,
and finally partial forces distributed over half the ring are collected and accu-
mulated. In the systolic loop method the interleaving between communication
and calculations is more finely grained: first positions are transmitted to the
neighbouring processor, then part of the calculations is done, then positions are
transmitted to the next processor, etc. The systolic loop method requires less
memory than the AC method because positions arrive at processors, are used,
and are transmitted further without being stored. A problem arises when three
and four particle interactions have to be evaluated. Then, in general, it is not
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possible to arrange things so that positions required are at the same instant on a
processor. Even with the AC method that is not possible without an allocation
strategy. However, using the allocation strategy we propose, combined with
the AC method, it is possible.
 We use static task allocation, which means that H
i
does not change during
a simulation. Using dynamic allocation and a distribution strategy based on
the spatial distribution of particles (domain decomposition), it is possible to
distribute particle positions over less than half the ring. However, the number of
NBF calculations remains the same, so when communication is no bottleneck,
dynamic allocation has no advantage.
 Let us number particles with 0; : : : ; N   1 and processors with 0; : : : ; P   1.
We will assume that N = k  P; k 2 IN. Processor p has as its immediate
neighbours (p   1) mod P and (p + 1) mod P . Particle i has as its home
processor H
i
= i (N=P ). During the scatter phase the position r
i
of every
particle i is distributed over the next higher P=2 processors, with P=2 pulses.





) is present once on some processor.
At the home processor H
i
of particle i the position r
i
is present as well as the
r
j
of all its potential neighbours. The force F
ij
is computed and stored at H
i
,
while the force F
ji
is transmitted to H
j
in the gather stage. On the way to H
j
other partial forces on particle j are added to F
ji
.
 By far, most of the CPU time is spent in NBF calculations. Therefore, when
we expect neighbour lists of equal length for every particle, load balance is
achieved by evaluating the same number of neighbour lists at every processor.
The neighbour list of particle i is evaluated at H
i
, so load balance is achieved
by placing the same number of home particles on every processor.
 Although particle allocation on processors is done using the particle numbers,
we still have the freedom to number particles as we like. Later we will use this
freedom to number particles in such a way that BF and constraint calculations
are allocated in a convenient way.
For NBF calculations both the AC and the systolic loop method work well The
main point of both methods is that without any numbering and allocation strategy,
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crosslink
FIGURE 7.3 Long molecule with five cross-links.
As we did see, this does not hold for triplets and quadruplets. BF calculations
require specified particle position triplets and quadruplets to occur somewhere, so
potentially all particle positions should be available on every processor, not only half
the number. This problem can be solved by transmitting particle positions over the
whole ring; for the bond forces, this would not lead to an unacceptable communic-
ation overhead. For SHAKE however, such a communication is prohibitively time
consuming. As we shall see, solving the communication problem for SHAKE will
also solve the communication problem for the bond forces.
The communication problem of SHAKE is caused by the potentially large number
of SHAKE iterations per timestep, leading to a high communication/computation
ratio of SHAKE. We take as example a very long linear molecule with some
crosslinks (see Figure 7.3). A crosslink is a bond between two remote atoms of
the main chain. We assume that the atoms are numbered more or less linearly
along the chain. When this molecule is mapped in a naive way on a linear array
of P processors, (H
i
= i  L; (L  N=P )), then for every iteration of
SHAKE, communication between processors with a large separation is required to
calculate the covalent interaction along the cross-link. Clearly, large molecules with
many random connections lead to very complicated communication during SHAKE.
Because SHAKE calculations are not very time consuming, SHAKE communication
without use of a proper allocation strategy, may well take 90% of the total (including
NBF calculations) simulation time.
Therefore, the home processors of particle pairs having a constraint interaction
should be as close together as possible, that is the communication distanceD should




j (i; j 2
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constraint pairs). Without allocation strategy D  P=2, where we strive for e.g.
D  2.
Two other methods exists to implement constraint dynamics: the multiple timestep
method and a method in which a large matrix has to be solved. Both methods have
the same communication structure as SHAKE. For the sake of clarity, in the rest of
this chapter we concentrate on the SHAKE method, but our allocation strategy can
be used just as well for the other methods.
Allocation strategies as used nowadays are too primitive to fulfil the demands
stated above. Simulated annealing is a good candidate but the cost function is complex
and the preprocessing runtime is very long. We propose an allocation strategy which
clusters constrained particle pairs, and also clusters triplets and quadruplets.
7.4 Allocation of constraint- and BF calculations
In Section 7.2.2 we introduced the covalent interaction matrix A
cov
. From now on
we will call this matrix A
constr
because we suppose that covalent interactions are
treated as constraint interactions. A
constr
represents the constraint graph G
constr
,
where edges represent constraints, and vertices represent particles. G
constr
directly
represents the molecular structure.
When we suppose that processor p is the home processor of particles with number
n, with pL  n < (p + 1)L, and that we are free to renumber particles, then the
problem of constraint calculation with minimal communication distance D, boils
down to finding a particle numbering of G
constr
, such that D is minimal.
In general, it is difficult to find a close numbering because molecular structures
are irregular, notably proteins with many crosslinks (see Figure 7.3). Finding a close
numbering is an NP-complete problem (N atoms can be numbered in N ! ways), so
even for small N only heuristics can give a solution. Fortunately, in the past many
techniques have been developed to deal with this numbering problem.
7.4.1 Theory
Let A be a large sparse symmetric binary N  N matrix. We call A banded if
all nonzero elements are clustered near the diagonal. We define the bandwidth 
of this matrix as   max
a
ij
6=0 ji   jj, or in words,  is the largest distance of an
unspecified nonzero matrix element to the diagonal. When the nonzero elements
in A are at random places then   N . However, most of these random matrices
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reduce
FIGURE 7.4 Effect of Reduce on sparse matrix.
can be turned into near band matrices by interchanging rows and columns, i.e. by
renumbering vertices in the graph G which is represented by A. After [7] we will
call the renumbering procedure ‘Reduce’. (See Figure 7.4.) Many implementations
of Reduce are available, all using different but closely related heuristics. We use
an implementation of Reduce from the ACM library (Algorithm 508), which is an
implementation of the Gibbs-Poole-Stockmeyer algorithm1.
In general the bandwidth of matrices renumbered by Reduce is very close to
the theoretical minimum [8]. Long simulated annealing runs on small bandwidth
matrices produced with this technique could hardly ever improve the bandwidth
significantly.




Now let us see how we can use Reduce. Suppose we have a molecule numbered
in some way. We renumber this molecule so that the bandwidth of A
constr
is small,
i.e. we apply Reduce to A
constr
. This gives us a new numbering and the bandwidth 
of this numbering. The relation between the processor load L, , and the maximum
communication distance D is:
D  d=Le (L  bN=P c) (7.1)
Proof:









) D  max ji L  j  Lj ; (7.2)
(1)This FORTRAN routine can be obtained freely by sending e-mail containing the text
send 508 from toms to netlib@orln.gov. (We re-implemented this routine in
Pascal).



































 d=Le : (7.3)
In other words, the maximum communication distance D depends linearly on the
bandwidth  of A
constr
.
An (unrealistic) small example:
Suppose we have one molecule consisting of 16 particles, numbered by Reduce
in some way from 0 to 15, with  = 6. We have 5 processors. On processors
0::3 we put 3 particles per processor, and on processor 4 particles 12; : : : ; 15. (See
Figure 7.5.) We want to do distributed constraint calculations on 5 processors, with
at most second neighbour communication (D = 2). Is that possible? Yes, this is
possible because D  d=Le (2  d6=b16=5ce) holds. Inspection of the figure
shows that, no matter on which row the worst case pair i; j with ji  jj = 6 is placed,







 The expression D  d=Le holds, as long as D  P=2, for linear as well
as circular arrays of P processors. When D > P=2 then for a circular array,
communication in the opposite direction gives a smaller D i.e. D := P  D.
The cases we will study give very small values of , so communication in the
opposite direction is never needed.
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 Because we use a ring architecture it would be nice if Reduce worked mod-
ulo N . Then Reduce would produce banded matrices with some additional
non-zero elements in the left lower and right upper corner of A
constr
. This
would mean that during SHAKE data exchange would also take place between
processor 0 and P   1. This is not the case with the Reduce we use, and we
do not know whether an implementation of Reduce of this kind exists.
 The case we have been looking at (one large molecule distributed over all
processors) is the worst case. However, most simulations are not done on
single large molecules but on large molecules surrounded by many small
molecules (e.g. a protein solved in water). In that case  only depends on the
structure of the large molecule, and L depends on the total number of atoms in
the system, i.e. the condition D  d=Le is fulfilled more easily.
7.4.2 Triplet and quadruplet allocation
In the previous section we dealt with the problem of particle allocation such that
communication is minimal during SHAKE. We will now show that this allocation is
also very nice with respect to triplet and quadruplet interaction calculations.
In general, for every triplet interaction (i; j; k), a constraint interaction between
(i; j) and (j; k) exists. Also for quadruplet interactions (i; j; k; l) a constraint exists
between (i; j), (j; k) and (k; l). (If these constraints do not exist then they should be
added in A
constr
before calling Reduce, and be deleted afterwards.) Because Reduce
clusters constrained pairs, the home processors of particles involved in triplet and
quadruplet interactions will also have a small distance. We showed that when




j  D. For

















j = 3D. For D = 1 (a realistic value as we
will see), this means that 3 pulses are sufficient to distribute data for BF calculations.
For P < 6 this means that BF calculations dictate the number of pulses required.
For small processor systems however, with sufficiently largeL, six pulses are hardly
ever required. The number of pulses actually required for a certain allocation, can




j, over all quadruplet interactions (i; j; k; l).
To summarise: by reducing A
constr
, the home processors of particles involved in
triplet and quadruplet interactions are also close because consecutive particle pairs
in triplet and quadruplet interaction lists are also present in constraint lists.
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Reduce is very suitable as a particle and task allocation strategy for M.D. cal-
culations because the constraint graph G
constr
is in most cases more or less linear,
much more linear than for example the graphs of structure analysis and finite element
calculations [11].
7.5 Results and discussion
7.5.1 Test of Reduce on protein molecules
We have tested the Reduce method of data allocation on three protein molecules
(MOL1, MOL2, MOL3). We use protein molecules as a test case because these are
complex large molecules occurring in typical simulations.
In the test molecules we use, of every triplet (i; j; k), the pairs (i; j) and (j; k)
are also present in the constraint interaction list; the pair (i; k) need not be present.
For quadruplets the same kind of relation holds. Therefore, by reducing the matrix
A
constr
we may expect to cluster triplet and quadruplet data also.
We use the following procedure to test the Reduce allocation method:
1. Apply Reduce to A
constr
2. Number constraint, triplet, and quadruplet interaction lists using the new num-
bering.









j for all a and b in these lists. This gives for all three types
of interaction the maximum communication distance (MCD) required.
We applied this to the following example molecules:
MOL1 Cyclosporine: circular peptide, 5 amino acids. 62 atoms, 63 constraint





= 5. Preprocessing time by Reduce (on 68020 processor): 0.6 sec. See
Table 7.1.
MOL2 BPTI (Bovine Pancreatic Trypsin Inhibitor) molecule, 2 cross links. 568
atoms, 582 constraint interactions, 834 triplet interactions, 610 quadruplet
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P 4 8 16 32
MCD
constr
1 (3) 1 (7) 2 (15) 3 (31)
MCD
triplets
1 (3) 2 (7) 3 (15) 5 (31)
MCD
quadruplets
1 (3) 2 (7) 3 (15) 7 (31)
TABLE 7.1 Maximum Communication Distance (MCD) of various types of interaction





= 18. Preprocessing time by Reduce: 2.1 sec.
See Table 7.2.
MOL3 Subtilisine, 7 cross links. 1195 atoms, 1224 constraint interactions, 1758





Preprocessing time by Reduce: 5.6 sec. See Table 7.3.
7.5.2 Discussion
 When we calculated the maximum communication distances for a linear array
architecture, we find numbers MCD larger than P=2 (see the tables). For a ring
architecture, we might use communication in both directions, limiting MCD
to P=2. However, when Reduce is used, MCD’s are far less than P=2, so we
never have to worry about communication in two directions to distribute data.
 For allocation without Reduce we see that for all types of interaction MCD 
P . That is to be expected for random allocation.
P 4 8 16 32 64
MCD
constr
1 (3) 1 (7) 1 (14) 1 (28) 3 (56)
MCD
triplets
1 (3) 1 (7) 1 (14) 2 (28) 4 (56)
MCD
quadruplets
1 (3) 1 (7) 1 (14) 3 (28) 6 (56)
TABLE 7.2 Maximum Communication Distance (MCD) of various types of interaction
calculations of MOL2 with and (without) allocation by Reduce.
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P 4 8 16 32 64
MCD
constr
1 (3) 1 (6) 1 (12) 1 (25) 2 (50)
MCD
triplets
1 (3) 1 (6) 1 (12) 2 (25) 3 (50)
MCD
quadruplets
1 (3) 1 (6) 1 (12) 2 (25) 4 (50)
TABLE 7.3 Maximum Communication Distance (MCD) of various types of interaction
calculations of MOL3 with and (without) allocation by Reduce.




are far less than P=2
so P=2 scatter pulses before NBF calculations are sufficient to do triplet and





are far less than P=2, data required for triplet and quadruplet
interaction calculations is present at many processors, so we have much free-
dom to place triplet and quadruplet calculations. This may be comfortable for
additional load balancing.
 The relation D  d=Le holds for all tabulated MCD
constr
, with and without
allocation by Reduce.




with allocation by Reduce
are less than but close to the conservative estimate of 2=L respectively 3=L.
 The result of MCD
constr
= 1 for MOL3 on a 32 processor ring surprised us.
We used MOL3, a molecule with 7 cross links and many complex structured
amino acids, to test the method at its extreme. That constraint calculations on
this molecule can be done on a 32 processor system with at most first neighbour
communication proves the power of this allocation method.
 The proteins used as examples are typical for most synthetic and biolo-
gical polymers. The method may break down for densely connected three-
dimensional lattices, such as occur in covalently bonded crystals or clusters
of atoms. However, in such cases the use of iterative methods to handle con-
straints is not recommended (and in practice not used). Instead of constraints,
flexible bonds are then preferred.
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7.6 Conclusion
Allocation of constraint, triplet, and quadruplet interaction calculations on a linear
or circular array of processors by reducing the bandwidth of the adjacency matrix
of constraint interactions has been tested and appears to work very well. Data
is clustered very nicely, leading to short communication distances for constraint
calculations. In all cases we tested, triplet and quadruplet data needed less thanP=2
pulses for data distribution, i.e. data distribution for NBF calculations (with P=2
pulses) is sufficient for triplet and quadruplet calculations. The Reduce method is
straightforward, with negligible preprocessing time.
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8 DELAY INSENSITIVESYNCHRONISATION
The performance of some algorithms, running on a message passing computer, is
limited by the high latency of global communications. To increase the performance,
a simple open collector bus, operated by delay insensitive programs running on each
processor can be used as we show by an example. The example is the constraint
algorithm SHAKE as used in Constraint Molecular Dynamics (M.D.) simulation. We
present a parallelizable SHAKE algorithm and show how it can be implemented on a
ring architecture. On a large ring the use of message passing to synchronise SHAKE
iterations may take up to 40% of the total time. We show how the communication
time can be reduced by adding a very simple open collector bus, in combination with
a delay insensitive algorithm. In this way the time spent on the synchronisation of
SHAKE iterations will be negligible.
We want to emphasise that this kind of open collector bus can be used with
many delay insensitive algorithms. To show this we will mention other possible
applications.
8.1 Introduction
Message passing systems consisting of a large number of processors, connected by
a sparse interconnection topology (e.g. a ring or a mesh) prove to be a cost effective
solution for many practical applications. These systems offer local communication
with a high bandwidth and a low latency but their global communication falls short
in two respects: bandwidth and latency. This may give problems for the following
classes of algorithms:
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FIGURE 8.1 Open collector line, running along P processors. The value read at every
processor is the same. It is the logical and of the values written at all processors, where
True(False) corresponds to an open(closed) gate.
(i): Algorithms limited by the sustained bandwidth of the architecture. These
algorithms often require local or global communication of large amounts of data
followed by calculations which take up less time. This chapter is not about this class
of algorithms but about:
(ii): Algorithms limited by the latency of the communications. These algorithms
often require global communication of very small amounts of data followed by some
calculations. An important instance of such an algorithm is the synchronisation of a
fine grained iterative process.
This chapter is about a simple hardware extension, solving the class of problems
described in (ii). To be more specific, we will show that a very simple open col-
lector bus (O.C.-bus), running along all the processors, may be used to improve the
performance of the algorithms in (ii). The O.C.-bus consists of a few (4: : :8) lines,
without any further lines for clocking or control. (See Figure 8.1.) Each of these
lines is memory mapped, which means that by clearing or setting a specific bit in
memory every processor can clamp (pull down) respectively unclamp the line. By
reading a specific bit in memory, every processor can obtain the logical value of each
line. This value is the same on every processor, and is the logical and of the values
written on that line.
We will show that delay insensitive algorithms are very suitable to operate this
bus. By using delay insensitive algorithms the electronic quality of the O.C.-bus can
be low: no bus terminators are required, no characteristic impedance, etc. Moreover,
the use of delay insensitive algorithms, also called self timed algorithms, makes it
possible to operate the O.C.-bus without clock or control lines.
The rest of this chapter consists of a worked out example of molecular dynamics
simulation on a message passing system. First a general introduction of constraint
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molecular dynamics is given. Then it is shown that running this algorithm on a ring
architecture leads to the type of problem described in (ii). Finally, it is shown how
the use of an O.C.-bus, operated by a delay insensitive algorithm solves this problem.
Also two similar applications of the O.C.-bus are mentioned.
8.2 Constraint Molecular Dynamics simulation
Molecular Dynamics (M.D.) Simulation is a method to simulate the behaviour of
a many particle (atom) system by numerically integrating Newton’s equation of





of every particle i in the system at time t0 is given.




for every particle, subsequent states S1, S2,
: : : , S
n
are calculated where S
n
 S(t0 + n∆t). To calculate Sn+1 from Sn, first the
total force F
i
(t0 + n∆t) on every particle i due to all other particles in the system is
calculated. Then this force F
i
(t0+n∆t) is used to calculate for every particle the new
velocity v
i
(t0 + (n+ 1)∆t). Using this velocity, the new position ri(t0 + (n+ 1)∆t)
of every particle is calculated. Repeating this procedure gives the time development
of the system.
Every timestep, during the force calculations, many types of interaction-forces
are evaluated: Coulomb forces, Lennard-Jones forces, covalent forces, etc. Some of
these interactions are very rigid. The most rigid interaction in an M.D. simulation is
the covalent interaction. This means that two particles having a covalent interaction,
have an almost constant distance, or put in another way, covalent interactions have a
high eigenfrequency. The maximal allowed timestep used in an M.D. simulation is
dictated by the allowed numerical drift of the integration algorithm, so it is dictated
by the highest frequency in the system, and should be approximately 1=(40highest
frequency). However, the behaviour of covalent interactions is not part of the physics
of interest of an M.D. simulation. Leaving out frequencies above 1/4 to 1/2 the highest
covalent eigenfrequency does not influence the outcome of an M.D. simulation. So,
it is a waste of computer time to use a timestep based on covalent eigenfrequencies.
For that reason, nowadays in most M.D. programs, the covalent interactions are
handled using constraint dynamics, which means that the distance between particles
with a covalent bond is kept constant. Then the timestep may be as high as 1/20 to
1/10 (highest frequency). In this way an M.D. simulation runs two to four times
faster.
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Because an atom may have covalent interactions with a number of atoms1, sub-
stituting covalent interactions with length constraints will in general result in a set of
connected length constraints with a, possibly cyclic, graph-like structure. Covalent
interactions are bonded interactions, so, no constraints are created or broken during
a simulation.
The introduction of length-constraints has no consequences for the force calcu-
lations, except of course that the forces of covalent interactions are not calculated.
However, the introduction of length-constraints has severe consequences for the al-
gorithm in which Newton’s law is integrated, resulting in a matrix equation. As
the rank of the matrix is the number of constraints in the system, for systems with
many constraints, solving this equation directly on a parallel computer is complex.
There exists however a fast, iterative method called SHAKE [1], to solve the matrix
equation. The special thing about SHAKE is that its iterative way of solving the
matrix equation is directly reflected in iterative adjustment of pairs of particle posi-
tions. This last interpretation of the SHAKE method has become so familiar that it
is almost forgotten that it is a matrix solver in disguise. We will adhere to this habit,
and in what follows write about the SHAKE algorithm as pairwise adjusting particle
positions to constraint conditions in an iterative way.
SHAKE is used as follows. Every timestep, the interaction forces, the new
velocities and new positions are calculated as if no constraints exist, except that
no covalent interaction forces are evaluated. Clearly, particle positions obtained in
this way do not fulfill the distance constraints between particles. Then SHAKE is
invoked. In SHAKE, particle positions are corrected in an iterative way, so that
finally all length-constraints are fulfilled within a predefined tolerance. So, at the
end of every timestep many SHAKE iterations have to be done.
SHAKE is implemented as follows. The particle numbers of every pair of particles
between which a distance constraint exists, are kept in a constraint-list (CL). So, in
CL, every constraint is represented by two particles. (In this chapter we assume that
the constraint distance is the same for every constrained pair of particles, so we need
not store this in CL.) In every iteration, SHAKE goes through CL once; the order in
which items of CL are processed does not matter. Processing an item of CL means
that the positions of the particles of this pair are adjusted such that their relative
distance becomes the required constraint distance.2 Because a particle may have
(1) In a typical M.D. system the number of constraints is of the same order as the number of
particles.
(2)Although not relevant for this chapter, adjusting positions goes as follows. The particles
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more than one constraint interaction, repositioning a particle due to one constraint
may disturb another, previously adjusted constraint. Therefore, after every iteration
of adjusting positions of particle pairs, the constraint conditions are checked. If these
conditions are not fulfilled within a predefined tolerance, another iteration is done, in
which all constraints in CL are processed once again. Typically, at the end of every
timestep SHAKE does 4 : : : 40 iterations, but for large molecules, some hundreds of
iterations may be required. On a single processor, SHAKE typically takes 5: : :20%
of the total CPU time of an M.D. simulation.
In the SHAKE algorithm as we presented it, two particle positions are adjusted
when processing an item from CL. When processing the next item from CL, a
possibly previously adjusted particle position is adjusted further. So, items from
CL cannot be processed simultaneously. Fortunately, the SHAKE algorithm can be
restated without these dependencies. When processing an item from CL, instead of
immediately adjusting the two particle positions, the resulting particle displacements
are accumulated.3 After processing the whole CL, particles are displaced over their
accumulated displacements. In pseudo code, the parallelizable SHAKE algorithm
looks like:
procedure SHAKE;
type rvec = array[1..3] of real;
partId = 1.. N; f number of particles is N g
var r, displ: array [partId] of rvec;




for i:=1 to nr constr do begin
displ[CL[i].a] += ... ; f See footnote2 g
displ[CL[i].b] += ... ; f See footnote2 g
end;
for i:=1 to N do r[i] += displ[i];
until all constraints within tolerance;
end;









(t ∆t), so that the centre of mass of this pair does not change, and their distance becomes
the constraint distance.
(3)This cannot be derived by transformations of the algorithm, but is a matter of numerical
mathematics.
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8.3 SHAKE on a ring architecture
At the departments of physical chemistry, and computer science in Groningen, the
M.D. simulation package GROMACS [2,3] has been implemented on a custom-built
ring architecture, consisting of 32 i860 processors. Each i860 board plugs into a
collective PC bus, and has two eight bits wide parallel interfaces (2 Mb/sec) to
connect the board in the ring. Also on the PC bus is an i486, running UNIX, which
serves as host. This host uses the PC bus to load code and initial data on the i860
processors, and for I/O purposes.
In the GROMACS ring implementation, particles are statically allocated on pro-
cessors. An M.D. system of N particles, numbered from 1 to N , is mapped on P (in
our case P = 32) processors by allocating the firstN=P particles on processor 1, the
second N=P on processor 2, etc. The processor H
i
on which particle i is allocated,
is called its home processor. The home processor of particle i calculates the final
position of i after a timestep (constrained and unconstrained). As will be clear, the
particle numbering determines the home processor of every particle.
For the force calculations it does not matter how particles are allocated on the
processors. That is because every particle potentially interacts with every other
particle. Therefore, at the beginning of every timestep, the position of every particle i
is, starting from its home processor H
i
, distributed over half the ring, in say the
positive direction. Distribution over half the ring is sufficient because in this way




is present on at least one processor. After this distribution
stage, interaction forces are calculated. Then the interaction forces on every particlei
are communicated4 in the negative direction to H
i
where they are summed to the
net force on particle i. Finally, on the home processor of each particle its new,
unconstrained velocity and position is calculated. Now SHAKE is invoked. Because
between any two particles there may be a constraint, in principle for every SHAKE
iteration, as in the force calculations, particle positions would have to be distributed
over half the ring. However, this would take far too much time. In [4] we proposed a
method to minimise communication during SHAKE calculations. It is based on the
bandwidth reduction algorithm of Gibbs, Poole and Stockmeyer. The essence of the
method is that particles are numbered in such a way that particles between which a
length constraint exists, get close numbers, so, are mapped on close processors. In
fact, with this method, even for rather complex molecules, particles between which
(4)On the GROMACS ring architecture this communication, together with the foregoing
communication to distribute particle positions takes about 5% to 10% of the total time.










FIGURE 8.2 The lists NCCI, LCI and PCCI on processor p for the part of some constraint
graph mapped near processor p. NCCI= (3,2); (4,2). LCI= (4,5); (5,6); (6,7). PCCI= (6,10);
(5,8). On processor p constraint interactions in NCCI and LCI are evaluated.
a constraint exists, are mapped on the same or on directly adjacent processors.5 So,
during SHAKE only communication between very near processors is required.
Most parallel implementations of the M.D. algorithm do not include constraint
dynamics. In those cases where it is included [5,6] no use is made of accumu-
lated displacements to parallelise SHAKE, nor the bandwidth reduction method to
minimise communication during SHAKE iterations.
We are now almost ready to write down the SHAKE algorithm as it runs on every
processor of the ring, but first we will explain how the global constraint list CL, as
introduced in Section 8.1, is distributed over processors, and how on every processor
this partial list is partitioned into even smaller parts.
The contents of CL do not change during a simulation, so an almost perfect
load balance for parallel SHAKE calculations can be accomplished by assigning the
same number of items of CL to every processor. On every processor the constraint
interactions assigned to that processor are stored in LCL (Local Constraint List). The
list LCL is subdivided still further into three sublists (see Figure 8.2): NCCI, LCI, and
PCCI (Negative-Crossing, Local-, and Positive-Crossing Constraint Interactions).
On processor p, NCCI (PCCI) contains those constraint interactions of which particle
b is home on processor p   1 (p + 1), and particle a is home on p. LCI contains
interactions of which both particles are home on p. So on p, the list PCCI contains
the same number-pairs, but in reverse order, as the list NCCI on p + 1. The data
structures NCCI, LCI and PCCI can be used to define which constraint interactions
(5) If this is not the case, the particles are still mapped on very close processors. Such a case
can be handled by a straightforward extension of the method we propose, but we did not
encounter molecules with constraint structures of this complexity.
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are evaluated by which processor: processor p evaluates the constraints in its NCCI
and LCI list. Then the SHAKE algorithm as it runs on every processor is as follows:
procedure SHAKE;
f parallel SHAKE on a ring architecture,
see also Figure 8.2 g
type rvec= array[1..3] of real;
partId=1..N; f N is the number of particles g
var
r, displ: array [partId] of rvec;
NCCI: array [1..nr NCCI] of record a,b: partId end;
f home(a)= p, home(b)=p 1 g
PCCI:f home(a)=p, home(b)=p+1 g;
LCI: f home(a)=p, home(b)=p g;
begin
send PCCI b positions to posdir;




f due to constraints in NCCI and LCIg
send NCCI b displacements to negdir;
receive PCCI b displacements from posdir;
sum displacements and add to r;
f for particles home on this processor g
send PCCI b positions to posdir;
receive NCCI b positions from negdir;
LCWT:=check local constraints;
fLocal Constraints Within Toleranceg
until ACWT;
fAll Constraints Within Toleranceg
end;
With this, the parallel SHAKE algorithm is completely specified, except for the
last few statements with LCWT and ACWT (Local- and All Constraints Within
Tolerance), which concern the evaluation of the global stop criterion of SHAKE
iterations during the current timestep. This will be discussed in the next section.
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8.4 The function ACWT implemented with the open
collector bus
SHAKE iterations should be stopped when on every processor the constraints in the
lists NCCI and LCI are within tolerance, i.e. when on every processor the boolean
variable LCWT is true. Representing LCWT on processor p by LCWT
p
, the function
ACWT can be specified as ACWT:=LCWT1 and LCWT2 and : : : and LCWTP .
On a message passing ring architecture such as GROMACS, the function ACWT
can be implemented in three ways.
(i) By sending a single message around the whole ring twice. First the message
accumulates the logical and of all LCWT, and in a second round this result is passed
to all processors as ACWT.
(ii) As P messages, all moving around the whole ring once. At every processor one
message is released which returns to that same processor. While moving around
the ring, the message evaluates the logical and of all LCWT. When arriving at the
processor from which it was released, this processor inspects the contents of the
message to see if another iteration of SHAKE is required.
(iii) The third implementation uses the PC bus and the host computer. Every processor
sends its LCWT to the host. There, the logical and is evaluated and transmitted back
to the individual processors.
As will be clear, each of these methods takes at least P communications. On our
GROMACS ring implementation, we measured that sending a minimal message (1
byte) from a processor to an adjacent processor, or from a processor to the host, takes
150sec, mainly due to startup overhead. So, forP = 32, evaluating ACWT takes
at least 32 15 10 5 = 4:8 10 3 sec. We also measured that the calculations of
one SHAKE iteration take the same amount of time. (20 SHAKE iterations, without
communication can take 10% of the total time. One timestep takes 0.1: : :1 sec, let
us say 1 sec, then one SHAKE iteration takes about 5 10 3 sec.) On the present
architecture the one-to-one ratio of the time spent in SHAKE calculations and its
synchronisation is however no problem because SHAKE typically take only 10%
of the total time, so spending an additional 10% in ACWT is no major problem.
However, when the same type of simulation is done on a ring consisting of twice as
many processors, the total time spent on calculations is halved while the time spent
in ACWT doubles. So, about 40% of the total time will be spent in ACWT. This is
an unpleasant prospective as we plan to purchase another GROMACS machine with
roughly twice as many processors as our current machine.
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To solve this problem we will equip our next architecture with an eight line
O.C.-bus as described in the introduction of this chapter. The function ACWT can
be implemented using four of these lines. We will call these four lines ‘valid’,
‘accepted’, ‘next’, and ‘data’. We name the values written on these lines: l valid,
l accepted, l next, l data; and the values read: g valid, g accepted, g next, g data.
The prefixes l and g stand for local and global. The local variables are write-only
and the global variables are read-only. The signals ‘valid’, ‘accepted’, and ‘next’
will serve as global control signals. In [7] it is explained why at least three control
signals are required. A delay insensitive implementation of ACWT which runs on




l accepted:=False; l valid:=True;
repeat until g valid;
ACWT:=g data;
fACWT:= LCWT1 and : : : and LCWTP g
l next:=False l accepted:=True;
repeat until g accepted;
l valid:=False; l next:=True;
repeat until g next;
end;
After the first repeat, ‘data’ is valid. After the second repeat, ‘data’ has been accepted
by all processors. The third repeat is necessary to return to the neutral state. Initially,
l valid (g valid) must be false. It can be seen that after g valid becomes true, i.e. after
the slowest process has evaluated its LCWT and assigned it to l data, the evaluation
of the function ACWT proceeds without delay. On every processor, immediately
after finishing the function ACWT the next SHAKE iteration is started, or SHAKE
iterations are stopped.
Apart from communication, ACWT is nothing but the logical and of all LCWT.
We could implement ACWT by transmitting all LCWT, that is LCWT1 : : :LCWTP ,
to every processor. Again, this can be done over the O.C.-bus. On every processor
the logical and of LCWT1 : : :LCWTP could then be calculated, giving the value
of ACWT. However, in our implementation of ACWT, the line ‘data’ is used as a




In our particular case, that is, constraint molecular dynamics on a ring architecture,
adding a small O.C.-bus is a sensible investment because the price of this feature
is low (a few hundred dollars) compared with the price of the whole computer (
$100,000), while the speed increase is much higher than this ratio. Moreover, the
hardware risk that goes with this feature, that is, the risk of destabilizing an otherwise
well functioning architecture, is very small.
In our opinion, there are many other useful applications of an O.C.-bus in a
message passing computer. Especially the combination of an O.C.-bus with delay
insensitive algorithms looks promising. We will briefly mention two other applica-
tions.
The first example we want to mention is process arbitration. On every processor a
number is generated. Process arbitration means that on every processor it is decided
whether the highest number is on this processor. A delay insensitive arbitration
algorithm, using four wired or lines has been designed (unpublished) by C.E. Molnar.
This way of process arbitration will be much faster than using the message passing
mechanism.
The second example is the TRIMOSBUS [7]. The TRIMOSBUS is a general
purpose bus, operated with a delay insensitive algorithm. It consists of at least four
open collector lines, three of which are used for sequencing, and the other ones
as data lines. It may be used for arbitrary point to point communications, and for
broadcasting. In this way, on a parallel computer, small amounts of data may be
exchanged between processors much faster than with the usual message passing
mechanism.
The research field of ‘delay insensitive’ algorithms and hardware is thriving
nowadays. Many delay insensitive algorithms are conceived, and experimental,
delay insensitive hardware is designed. Of both, the correctness can be proved
by delay insensitive algebra [8,9]. How delay insensitive algorithms and hardware
will develop is not clear at this moment. We do feel however, that a simple O.C.-
bus connecting the processors of a parallel message passing architecture combined
with delay insensitive algorithms, is a simple and fast general purpose feature, which
may be used to increase the performance of algorithms which cannot be implemented
efficiently or elegantly with the message passing mechanism. Obviously, an O.C.-bus
cannot replace the usual communication and routing hardware of message passing
systems, but for a number of applications it can increase the performance in a
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straightforward way. Because the price/performance ratio of the O.C.-bus is low, and
because it is a simple and robust piece of hardware, it is worth considering to add
this hardware feature to sparsely connected parallel computers.
8.6 Conclusion
In our opinion a small O.C.-bus, operated by delay insensitive algorithms, is a fast
and simple mechanism, which on message passing systems can be used to increase
the performance of many applications.
An example of such an application is M.D. simulation where the need for con-
straint dynamics arises. This is done in the SHAKE function. A SHAKE iteration
can be parallelized by accumulating the displacements of every particle and adding
the total displacement to the particle position at the end of the iteration.
Synchronizing iterations and the termination of SHAKE on a message passing ring
architecture, proves to be relatively time-consuming due to the latency of message
passing. SHAKE becomes less time-consuming by extending the hardware with a
small O.C.-bus. Synchronization can then be done by a simple delay insensitive
algorithm.
Acknowledgments
We want to thank M.K.R. Renardus for carefully reading and commenting this text,
and J.T. Udding for his expertise in the field of delay insensitive algorithms.
Literature
[1] J.P. Ryckaert, G. Ciccotti, H.J.C. Berendsen. Numerical integration of the
Cartesian equations of motion of a system with constraints: molecular dynamics
of n-alkanes. Journal of Comp. Phys. 23, 327-341, 1977.
[2] H. Bekker, H.J.C. Berendsen, E.J. Dijkstra, S. Achterop, R. v. Drunen, D. vd.
Spoel, A. Sijbers, H. Keegstra, B. Reitsma, and M.K.R. Renardus. GROMACS: a
parallel computer for molecular dynamics simulation. Conf. Proc. Physics Com-
puting ’92, pages 252-256, World Scientific Publishing Co. Singapore, New York,
London, 1993.
8.6 Conclusion 135
[3] H. Bekker, E.J. Dijkstra, H.J.C. Berendsen. Molecular Dynamics simulation on
an i860 based ring architecture. Supercomputer 54, X-2, 4–10, 1993.
[4] H. Bekker, E.J. Dijkstra, H.J.C. Berendsen. Mapping molecular dynamics sim-
ulation calculations on a ring architecture. In Parallel Computing: From Theory to
Sound Practice, ed. W. Joosen and E. Milgrom, pages 268–279, IOS Press, Amster-
dam, 1992.
[4] See also Chapter 7.
[5] A.R.C. Raine. Systolic loop methods for molecular dynamics simulation, gener-
alized for macromolecules. Molecular Simulation, Vol. 7, pages 59-69, 1991.
[6] S.E. DeBolt, P. Kollman. AMBERCUBE MD, Parallelization of AMBER’s Mo-
lecular Dynamics Module for Distributed-Memory Hypercube Computers. Journal
of Comp. Chem., Vol. 14, No. 3, 312-329, 1993.
[7] I.E. Sutherland, C.E. Molnar, C.E. Sproull, J.C. Mudge. The TRIMOSBUS.
Proc. of the Caltech Conf. on VLSI, January 1979.
[8] L. Lavagro and A. Sargiovanni-Vincentelli. Algorithms for Synthesis and Testing
of Asynchronous circuits, Kluwer Academic Publishers, 1993.
[9] M.B. Josephs, J.T. Udding. An overview of Delay Insensitive Algebra. In
Proc. of the 26th Annual Hawaii Int. Conf. on System Sciences, ed. T.N. Mudge,
V. Milutinovic, L Hunter, 329-338, IEEE Computer Society Press, 1993.

SAMENVATTING
Natuurkundige verschijnselen werden vroeger bestudeerd door experimenten en door theo-
retische beschouwingen. Sinds de komst van de computer kan dat ook door ze te simuleren.
Dit proefschrift gaat over computersimulatiemethoden van e´e´n bepaald soort systemen, na-
melijk systemen bestaande uit een groot aantal (duizenden) atomen die bewegen, elkaar
aantrekken en afstoten, en onderling botsen. Deze methode wordt Moleculaire Dynamica
(M.D.) simulatie genoemd.
In M.D. simulaties worden atomen voorgesteld als bolletjes. Van elk van die atomen is op
een gemeenschappelijk begintijdstip de beginpositie en beginsnelheid bekend. Bovendien
is bekend hoe groot de onderlinge krachten tussen de atomen zijn. De essentie van M.D.
simulatie is dat van dit stelsel van atomen wordt berekend wat de positie en snelheid van
alle atomen is op een hele reeks achtereenvolgende momenten. De tijd tussen twee moment-
opnamen is heel kort; ongeveer 10 15 seconde. Het resultaat van een M.D. simulatie lijkt
dus wat op een film, met dien verstande dat een momentopname niet bestaat uit een beeldje
maar uit getallen die de posities en snelheden van de atomen voorstellen op dat moment.
Een complete M.D. simulatie omvat al gauw 100 000 momentopnamen.
Uit een lange reeks achtereenvolgende momentopnamen kunnen allerlei eigenschappen
van het systeem worden afgeleid, zoals de druk, de temperatuur, electrische geleidbaarheid,
etc. Bijvoorbeeld, als het systeem van atomen zo wordt gekozen dat het een kunststof
molecuul voorstelt, dan kan op deze manier de sterkte van die kunststof worden berekend.
Vormen de atomen een eiwit of medicijn, dan kan de werking daarvan worden bestudeerd
zonder gebruik van reageerbuizen en microscopen. Kortom, door in de computer de wer-
kelijkheid op atomaire schaal na te bootsen kan veel kennis worden verkregen die anders
alleen met heel moeizame experimenten vergaard zou kunnen worden. Natuurlijk werkt deze
methode alleen wanneer de eigenschappen van de atomen in de simulatie de werkelijkheid
goed benaderen maar dat is tegenwoordig heel redelijk het geval.
Dit proefschrift gaat vooral over methoden om een reeks momentopnamen te berekenen,
en slechts zijdelings over het daaruit afleiden van eigenschappen. De methode om een reeks
momentopnamen te berekenen is op zich vrij eenvoudig, maar werkt te langzaam en geeft
geen goede resultaten. Om dit te verbeteren zijn door de wetenschappelijke gemeenschap
in de loop der tijd een aantal hulpmethodes ontwikkeld. Vooral deze hulpmethodes zijn het
onderwerp van dit proefschrift. De vraag is dan: kunnen ze anders of eenvoudiger?








FIGUUR 1 (a) De centrale kubus omringd door 8 kopiee¨n. De kracht op atoom A wordt veroorzaakt
door de atomen binnen de cirkel. (b) Alternatief: De totale kracht op A is de som van de krachten op
A, A1, A2 en A3.
we ze bespreken. Alle paragrafen staan min of meer op zichzelf. De eerste paragraaf is
gedetailleerd en geeft zo een goede indruk van veel wetenschappelijk werk. Dit is vaak te
omschrijven als ‘een simpel idee met verstrekkende gevolgen’.
Oneindig grote M.D. systemen
Door de beperkte snelheid en geheugengrootte van computers omvatten M.D. simulaties
op z’n hoogst ongeveer 105 atomen. Dat is te weinig voor een goed resultaat. Echter, er
bestaat een elegante methode om een oneindig groot M.D. systeem te simuleren, zonder aan
oneindig veel atomen te rekenen. De essentie van deze methode is dat de M.D. simulatie
gedaan wordt in een simulatiebox met een bijzondere vorm. De vorm van de simulatiebox
wordt zo gekozen dat deze ruimtevullend gestapeld kan worden met kopiee¨n van zichzelf.
De eenvoudigste voorbeelden hiervan zijn een kubus en een rechthoekige doos. Zoals we
later zullen zien bestaan er in totaal vijf verschillende vormen die ruimtevullend te stapelen
zijn, maar voor dit ogenblik is het voldoende alleen de kubus in gedachten te houden. De
atomen van het M.D. systeem worden in de kubus geplaatst. Met kopiee¨n van deze kubus
vol atomen wordt de hele ruimte geplaveid. Zo ontstaat een oneindig groot M.D. systeem.
Een atoom in dit oneindig grote M.D. systeem wordt beı¨nvloed door atomen uit de eigen
kubus, maar ook door atomen uit omringende kubussen.
Om het gedrag van dit oneindige systeem te berekenen, hoeft alleen het gedrag van
de atomen in e´e´n willekeurige kubus te worden berekend en bewaard. Het gedrag van de
atomen in alle andere kubussen is net zo, dus dat hoeft niet uitgerekend en bewaard te
worden. De kubus waarin wordt gerekend noemen we de centrale kubus. Een atoom wordt
alleen beı¨nvloed door atomen die niet te ver weg zijn, dus door atomen binnen een bepaalde
straal. Zie Figuur 1a. Een willekeurig atoom A wordt alleen beı¨nvloed door atomen binnen
de cirkel. In de bestaande M.D. simulatie programma’s wordt de kracht op A op deze manier
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FIGUUR 2 De vijf mogelijke ruimtevullers
berekend.
In Hoofdstuk 2 van het proefschrift wordt een nieuwe manier voorgesteld om de kracht
op atoom A te berekenen. Dat gaat als volgt (zie Figuur 1b). In de omliggende kubussen
bevinden zich kopiee¨n van A. We noemen die kopiee¨n A1, A2 en A3. Om te beginnen
wordt de kracht op A berekend ten gevolge van die atomen die zowel binnen de cirkel om A
liggen als in de centrale kubus. Daar wordt dan bij opgeteld de kracht op A1 ten gevolge van
die atomen die zowel binnen de cirkel om A1 liggen als in de centrale kubus. Op dezelfde
manier wordt ook de kracht op A2 en A3 berekend en daarbij opgeteld.
Deze nieuwe manier om de kracht op een atoom te berekenen, lijkt ingewikkelder, maar
blijkt bij implementatie in een programma eenvoudiger, en werkt ongeveer 1.5 maal sneller
dan de oude methode. Deze methode is dan ook geı¨mplementeerd in nieuwe M.D. simulatie
software. Een ander resultaat van de nieuwe methode is dat duidelijker wordt hoe de druk
van een M.D. systeem tot stand komt. Dit heeft geresulteerd in nieuwe formules om de druk
te berekenen.
Andere vormen van de simulatie box
In de vorige paragraaf werd het oneindige M.D. systeem gecree¨erd door de ruimte te plaveien
met kubussen. Echter, er zijn nog vier andere vormen waarmee de ruimte geplaveid kan
worden zonder tussenruimtes. In Figuur 2 zijn ze alle vijf te zien. We noemen ze voor het
gemak maar RV1, RV2, RV3, RV4 en RV5. (RV betekent ‘ruimte vuller’.) In de bestaande
M.D. simulatie programma’s zijn RV1 en RV5 geı¨mplementeerd. Maar iedereen had het
gevoel dat omwille van de volledigheid ook RV2, RV3 en RV4 geı¨mplementeerd zouden
moeten worden. In Hoofdstuk 3 wordt bewezen dat dit niet nodig is. Er wordt bewezen
dat een oneindig M.D. systeem, dat wordt gemaakt door de ruimte te vullen met RV2, RV3,
RV4 of RV5, net zo goed gemaakt kan worden met RV1. Dus zelfs RV5 is niet meer nodig.
Dit betekent een sterke vereenvoudiging van M.D. simulatie programma’s.
Hoe bewegen gekoppelde atomen?
De wet van Newton (F = m  a) beschrijft het effect van een kracht op een vrij bewegend
atoom. Echter, in een M.D. simulatie worden atomen vaak met starre verbindingen onderling
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gekoppeld. Zo worden moleculen gemodelleerd. Het gedrag van een atoom wordt dan niet
meer beschreven door Newton’s wet maar door een ingewikkelder wet. Dat komt doordat
het gedrag van het atoom nu ook bepaald wordt door de atomen waaraan het gekoppeld is.
De formule die het gedrag van gekoppelde atomen beschrijft, is al lang bekend, maar in
Hoofdstuk 4 van dit proefschrift wordt deze formule in een wat grotere context beschouwd.
Uit deze studie blijkt dat een recent voorgestelde methode om deze formules te gebruiken
minder goed is dan eerst werd aangenomen. Een ander resultaat van deze studie is het
inzicht dat sommige vragen, die gewoonlijk beantwoord worden door een M.D. simulatie
te doen, op een eenvoudiger manier beantwoord kunnen worden, d.w.z. zonder een M.D.
simulatie te doen. Bij wijze van test van laatstgenoemd inzicht wordt het gedrag van een
lange keten achter elkaar gekoppelde atomen bestudeerd. Deze teststudie heeft geleid tot
nieuwe kennis op het gebied van de polymeerchemie. Hoofdstuk 4 is representatief voor
veel wetenschappelijk werk. Veel gemanipuleer met formules, met als resultaat een toename
in inzichten, en een klein maar nieuw resultaat.
Hoekafhankelijke krachten
Hoofdstuk 5 en 6 van dit proefschrift gaan over een bepaald soort krachten die de atomen
in een M.D. systeem op elkaar uitoefenen. Het bijzondere van deze krachten is dat ze niet
afhangen van de afstanden tussen atomen maar van de hoek die verbindingslijnen tussen
bepaalde atomen maken. Zo hangt de kracht tussen drie atomen af van de hoek die de lijnen
tussen de atomen 1 en 2, en 2 en 3 maken. De kracht tussen vier atomen hangt op een
nog ingewikkelder manier af van de hoeken tussen de verbindingslijnen. In de bestaande
literatuur zijn de formules voor deze krachten puur wiskundig afgeleid. In Hoofdstuk 5
van dit proefschrift worden diezelfde formules afgeleid door de elementaire principes van
de mechanica te gebruiken. Op die manier wordt duidelijker wat de betekenis van elk
tussenresultaat in de afleiding is. Door deze afleidingen zo te doen, ontstond er meer inzicht
in de eigenschappen van interacties tussen drie of vier atomen, resulterend in een nieuwe
stelling over het effect van deze krachten op de druk van M.D. systemen. Kern van die
stelling is dat de druk in vloeistoffen en gassen door deze krachten niet wordt beı¨nvloed. In
Hoofdstuk 6 wordt deze stelling met een M.D. simulatie getest. Deze test bevestigt dat het
M.D. systeem zich gedraagt zoals werd beschreven in de stelling.
Voor deze twee hoofdstukken geldt hetzelfde als voor Hoofdstuk 4: veel werk om op
het niveau van de al bestaande literatuur te komen, een beetje daaraan toegevoegd door de
onconventionele manier van afleiden, en een nieuwe, niet spectaculaire maar aardige stelling
over druk bewezen.
M.D. op parallelle computers
Om een M.D. simulatie in kortere tijd te doen, laat men tegenwoordig vaak meerdere com-
puters gelijktijdig werken aan dezelfde M.D. simulatie. Zo’n stel nauw samenwerkende
computers wordt een parallelle computer genoemd, en een enkelvoudige computer in een
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parallelle computer wordt een processor genoemd. De processoren van een parallelle com-
puter zijn op de e´e´n of andere manier onderlinge verbonden, bijvoorbeeld in een ring.
Een probleem bij het rekenen op een parallelle computer is dat het uitwisselen van
gegevens tussen processoren veel tijd kost. In Hoofdstuk 7 van dit proefschrift wordt een
methode voorgesteld en uitgewerkt om een M.D. simulatie op een ring van processoren te
laten werken, op zo’n manier dat de communicatietijd zo klein mogelijk is. Die methode
werkt als volgt.
Voor veel berekeningen zijn de gegevens van slechts 3 of 4 atomen nodig. Minimaliseren
van communicatie houdt in dat de gegevens die nodig zijn op een bepaalde processor niet
van heel ver in de ring moeten komen. Op welke processor de gegevens van een atoom
te vinden zijn hangt af van het nummer van het atoom. Dus door de atomen op de juiste
manier te nummeren kan de communicatie worden geminimaliseerd. In Hoofdstuk 7 wordt
een nummeringsmethode voorgesteld en getest die erg goed blijkt te werken. Door atomen
met deze methode te nummeren zijn de benodigde gegevens vrijwel altijd te vinden op de
processor waar de berekening plaatsvindt, of op e´e´n van de beide buurprocessoren.
De methode in Hoofdstuk 7 werkt goed voor berekeningen waarvoor gegevens nodig zijn
van een klein aantal processoren, maar niet voor berekeningen waarvoor gegevens van elke
processor nodig zijn. In hoofdstuk 8 wordt een eenvoudige uitbreiding van de elektronica
van parallelle computers voorgesteld om snel een heel kleine hoeveelheid gegevens van elke
processor te halen zonder de gewone ringverbindingen te gebruiken.
De hoofdstukken 7 en 8 gaan vooral over de communicatie tussen de processoren van
een ringarchitectuur. Daarmee zijn ze representatief voor veel informatica onderzoek op het
gebied van parallel rekenen. Daar heeft een belangrijk deel van het onderzoek te maken met
de minimalisatie van communicatie.
Nabeschouwing
Het begon allemaal zo eenvoudig. Een groep atomen met snelheden en onderlinge krachten,
en de wet van Newton. Gaandeweg blijkt echter dat er heel wat bijkomende technieken nodig
zijn om zo’n simpel principe om te zetten in een realistische en efficiente simulatie methode.
De doelstelling van dit proefschrift was om een aantal van die bijkomende technieken
eens te heroverwegen. Dat heeft mij een boeiende en gevarieerde tocht bezorgd door de
natuurkunde, wiskunde en informatica, met nuttige resultaten. Maar bovenal heb ik leren
inzien dat wetenschapsbeoefening niet een kwestie is van ’heel veel weten over heel weinig’.
Juist het heen en weer lopen tussen gebieden prikkelt de creativiteit, doet je inzien dat er




Dit proefschrift is tot stand gekomen door samen te werken met meerdere mensen.
Met genoegen zie ik terug op de tijd die ik met mijn promotor Herman Berendsen
heb doorgebracht. Het was heel aangenaam om in een ontspannen sfeer gezamenlijk
met natuurkunde bezig te zijn.
Bij het tot stand komen van dit proefschrift heeft Michael Renardus een grote
actieve rol gespeeld. Michael’s inbreng was heel nuttig ter compensatie van mijn
soms wat al te enthousiaste stijl.
Mijn scholing op het gebied van de informatica heb ik grotendeels te danken aan
Eelco Dijkstra. Van Eelco heb ik geleerd vooral de essentie van de dingen te zoeken.
Nicolay Petkov dank ik voor de grote vrijheid die hij mij heeft gelaten. Wilfred
van Gunsteren dank ik voor het enthousiasme dat hij uitstraalt, en voor de BIOMOS
meetings. Wim Hesselink dank ik voor het zorgvuldig doorlezen van het proefschrift
en voor zijn aandeel in Hoofdstuk 3. Harm Paas dank ik voor zijn bijstand op
systeemgebied. Berend Reitsma en Hessel Keegstra dank ik voor hun aandeel in het
GROMACS project.
Daarnaast waren er veel mensen in de vakgroepen informatica, wiskunde, natuur-
kunde en scheikunde waar ik zo maar eens kon binnenlopen met een vraag of om
hulp. Het is heel aangenaam omringd te zijn door zoveel deskundige en vriendelijke
mensen. Mijn overheersende gevoel is dan ook dat wetenschap bedrijven mooi werk




Op 5 juni 1950 ben ik geboren in Ee. Mijn moeder was moeder, mijn vader was
timmerman. Daarom ging ik in 1962 naar de L.T.S. om ook timmerman te worden.
Op de L.T.S. was ik een vrij matige leerling, behalve als het om natuurkunde ging.
In 1966 ging ik aan het werk als gediplomeerd timmerman/metselaar. Gelijktijdig
volgde ik een negenjarige avondschool om leraar natuurkunde op een L.T.S. te
worden. Ik wilde echter meer van natuurkunde weten dan daar aan de orde kwam,
dus begon ik in 1967 in de eerste klas van de H.B.S. In 1970 moest ik in militaire
dienst. Zomer 1971 kreeg ik een ongeluk met een scheikunde experiment. Na
herstel ging ik naar de HAVO. Daar ontmoette ik Ymie, waarmee ik gelukkig mijn
verdere belevenissen doormaakte. Na anderhalf jaar HAVO ging ik in 1973 naar een
tweedegraads lerarenopleiding natuurkunde, scheikunde en wiskunde. In 1975 werd
ik, na een colloquium doctum, toegelaten tot de universiteit in Groningen. Door
ziekte deed ik pas in 1987 doctoraal examen natuurkunde. Vanaf dat moment ben ik
een gelukkige huisvader van Hendrik, Sytske en Bert, en deeltijd wetenschappelijk
onderzoeker bij de vakgroep informatica van de Rijksuniversiteit Groningen. Vanuit
de vakgroep informatica heb ik deelgenomen aan een samenwerkingsproject met de







































































densest lattice packing, 54
diagonal matrix, 69
differential equation
























equation of state, 8
equations of motion, 63, 64
Euler-Lagrange, 64
first order, 64, 67
Hamilton, 64
non-constrained, 63




first order shifts, 58








hexagonal prism, 6, 29, 34











































minimum image convention, 14






























































task allocation, 111, 117
timestep, 1, 125
torque, 85
triclinic box, 6, 15, 34
triclinic systems, 33
truncated octahedron, 6, 29, 34
Verlet algorithm, 70
virial, 10, 13, 18, 93
Clausius, 18
dimensional, 93
scalar, 87, 93, 94
Voronoi, 37
Wigner-Seitz, 37
