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太陽光では 109cd/m2 と、1015 ものダイナミックレンジを持つ。一方、人間の眼は、瞳孔











BT.2020 [35] と従来の放送規格である BT.709 [36] との色域の比較を図 2.2 に示す。輝
度の表現範囲を広げる HDRと、色の表現範囲を広げる広色域とを組み合わせることで、
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RGBE フォーマットは、Radience によって提唱された HDR 画像フォーマットであ
る [11]。RGBEフォーマットの構成図を図 2.7に示す。このフォーマットでは、各ピク
セルは 32ビット長であり、共通の 8ビットの指数部と、RGBそれぞれの 8ビットの仮
数部で構成されている。指数部を共通化することで、効率よく符号化を行っている点が特
徴である。
RGBE フォーマットの各コンポーネント RM , GM , BM , E は、HDR 画像の各画素 p
の実数値 RW , GW , BW から、以下の通り計算される。
E(p) = ⌈log2max(RW,GW,BW) + 128⌉ ,
12









非正規化数 0, 2−24 − 2−14
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Sign Exponent Mantissa






OpenEXRフォーマットは、Industrial Light and Magic社によって提唱された HDR
画像フォーマットである [10]。このフォーマットでは、各 RGBピクセルは 48ビット長
からなり、各色は 1 ビットの符号部と、5 ビットの指数部、10 ビットの仮数部で構成さ






正規化数における実数 F と、符号 s ∈ {0, 1}、指数部 FE、仮数部 FM の関係は、以下
の式で表される。




F = (−1)s · 2−14 · FM
1024
. (2.2)
正規化数と非正規化数は、指数部 FE(p)によって選択される。1 ≤ FE(p) < 30の場合に
正規化数表現となり、FE(p) = 30の場合に非正規化数表現となる。
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ここでは、単精度フォーマットについて説明する。実数 F2 と、符号 s2 ∈ {0, 1}、指数
部 F2E、仮数部 F2M との関係は、以下の式で表される。
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ら始まる。トーンマッピング処理では、まず、各画素 pにおいて HDR画像の RGB値
16
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HDR Image
World Luminance Geometric Mean Scaled Luminance
Display LuminanceRound
: Floating-Point Data : Integer Data
: Floating-Point Arithmetic
LDR Image
図 2.12 トーンマッピング処理 [1]のブロック図
から HDR画像の輝度 Lw(p)を以下の通り計算する。
Lw(p) = 0.27R(p) + 0.67G(p) + 0.06B(p), (2.4)
R(p), G(p), B(p)は、HDR画像の浮動小数点表現された RGB値である。
(b) Scaled Luminance
次に、スケーリングされた輝度 L(p)を以下の通り計算する。
L(p) = k · Lw(p)
L¯w
, (2.5)
k ∈ [0, 1]は “key value”と呼ばれるパラメータである。
(c) Geometric Mean
17
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(e) LDR Image Generation
次に、浮動小数点表現された LDR画像のピクセル値 CF (p)を以下の通り求める。
CF (p) = Ld(p) · C(p)
Lw(p)
, (2.9)
C(p) ∈ {R(p), G(p), B(p)}
CF (p) ∈ {RF (p), GF (p), BF (p)}
LDR画像を 8bitのカラー画像として生成する場合は、Cf (p)を 255倍して整数値に
丸め込むことにより、LDR画像の RGB値 CI(p)を生成する。
CI(p) = round (CF (p) · 255) , (2.10)
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2.5 HDRにおける標準化技術
本節では、HDRにおける標準化技術について述べる。TV放送や映像配信などの分野
で標準化されている ITU-R BT.2100 [39]方式や、HDR画像（静止画）圧縮技術として










最後に、OETFと逆の関係をもつ EOTF (Electro Optical Transfer Function)と呼ば
れるガンマーカーブを適用することにより、元のリニア信号が復元される。
以上の処理フローのうち、ITU-R BT.2100 では、OETF と EOTF とを規定してい
る。ITU-R BT.2100 では、カメラ側のガンマカーブである OETF を規定した Hybrid
Log Gamma (HLG) 方式と、ディスプレイ側のガンマカーブである EOTF を規定した
Perceptual Quantization (PQ)方式との 2種類が標準化されている。以下に、それぞれ
について説明する。
Hybrid Log Gamma (HLG)方式




図 2.14 に、HLG 方式の OETF を、図 2.15 に EOTF を示す。HLG の OETF は、
SDRテレビにおける白を基準の輝度 1とし、そのときの HDR信号の値が 0.5となるよ
うに設定されている。ガンマカーブは、輝度 1までを SDRの輝度 50%の輝度にしたも
19









図 2.14 HLG方式の OETF （出典：文献 [34]）
のとほぼ同等であり、これにより従来の SDRテレビとの互換性を保っている。
20
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図 2.15 HLG方式の EOTF （出典：文献 [34]）
Perceptual Quantization (PQ)方式
PQ方式では、HLG方式とは異なり、輝度値を絶対値として扱う。10bit表現の場合、
“64”が 0.01 [cd/m2]を表し、“940”が 10000 [cd/m2]を表す。PQ方式では、EOTFを
規定している。OETFは、EOTFの逆関数となる。
図 2.18に、PQ方式の OETFを、図 2.19に EOTFを示す。PQ方式の OETFは、人
間の視覚特性をモデル化した Barten モデルに基づいて規定されている。Barten モデル
と OETF との関係を図 2.16 に示す。図 2.16 中の紫色の破線は、Barten モデルによる
閾値を示す曲線である。この閾値を上回る領域では、人間の目で階調差を知覚でき、下回
る領域では階調差を知覚できないことを意味する。図 2.16中の緑色の実線が PQ方式の
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図 2.16 Barten曲線と PQ方式の EOTF (10bit) （出典：文献 [41]）
2.5.2 JPEG XT
JPEG XTは、ISO/IEC 18477で策定された HDR画像の圧縮形式である [31]。ベー
スレイヤと拡張レイヤとからなる二階層の符号化方式を採用している。また、従来の
JPEGとの後方互換性を持つことが特徴の一つである。JPEG XTの概念図を図 2.24に、
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Profile Aのエンコーダの構成を図 2.20に示す。Profile Aでは、入力 HDR画像をま
ず RGB色空間から YCbCr 色空間へ変換する。Profile Aにおける残差画像は、YCbCr
色空間における除算と減算によって生成される。Y 情報は、入力 HDR 画像と、トーン
マッピング処理後の LDR 画像とのそれぞれの Y 情報の比を取ることで算出される。一
方、CbCr 情報は、色の差分を取ることで算出される。
23
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図 2.18 PQ方式の OETF （出典：文献 [34]）
Profile B
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図 2.19 PQ方式の EOTF （出典：文献 [34]）
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図 2.21 JPEG XT ProfileBのエンコーダ （出典：文献 [27]）
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Base Layer
Application Marker Segment 1
EXIF
Application Marker Segment 11
JPEG Compressed Data
End of Image
図 2.23 JPEG XTのデータ構造





















今後は、有機 ELパネルや、微細な LEDを配置したマイクロ LED技術など、バック
27














図 2.25 JPEG XTエンコーダの基本構成
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World Luminance Geometric Mean Scaled Luminance
Display Luminance
CE (p), CM(p)
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図 3.1 整数化トーンマッピング処理 [21]のブロック図





















および RGBの各仮数部 CM (p)が以下の通り求められる。






0 ≤ CE(p) ≤ 255, 0 ≤ CM (p) ≤ 255
C(p) ∈ {R(p), G(p), B(p)}
CM (p) ∈ {RM (p), GM (p), BM (p)}
整数化トーンマッピング処理法は、以下の (a)～(e)の手順により処理が行われる。
(a) World Luminance
まず、HDR画像の輝度 Lw(p)の指数部 LwE (p)と仮数部 LwM (p)を以下の通り計算
する。
LwE (p) = ⌈log2(ML(p) + 0.5) + CE(p)− 8⌉ , (3.3)
LwM (p) =
⌊
(ML(p) + 0.5) · 2CE(p)−LwE (p)
⌋
, (3.4)
ML(p) = 0.27RM (p) + 0.67GM (p) + 0.06BM (p)
0 ≤ LwE (p) ≤ 255, 0 ≤ LwM (p) ≤ 255
ただし、CE(p) = 0の場合は LwE (p) = LwM (p) = 0とし、LwM (p) = 256の場合は
LwM (p) = 255とする。
(b) Geometric Mean
次に、HDR 画像の輝度の幾何平均値 L¯w の指数部 L¯wE と仮数部 L¯wM を以下の通り
計算する。



















log2 (LwM (p) + 0.5)
0 ≤ L¯wE ≤ 255, 0 ≤ L¯wM ≤ 255
このとき、LwE (p)の非ゼロ要素のみを用いて計算を行う。
(c) Scaled Luminance









ALw(p) · 2136+LwE (p)−LE(p)
⌋
, (3.8)
ALw(p) = k · LwM (p) + 0.5
L¯wM + 0.5
ここで、LE(p) < 0 の場合は LE(p) = LM (p) = 0 とし、LE(p) > 255 の場合は
LE(p) = LM (p) = 255とする。すなわち、0 ≤ LE(p) ≤ 255, 0 ≤ LM (p) ≤ 255と
なる。
(d) Display Luminance
次に、ディスプレイ輝度 Ld(p)の指数部 LdE (p)と仮数部 LdM (p)の計算を行う。この
計算は、使用するトーンマッピング関数によって計算式が異なる。ここでは、例として
式 (2.8)のトーンマッピング関数を使用する。
LdE (p) = ⌈log2(FL(p)) + 128⌉ , (3.9)
LdM (p) =
⌊




LM (p) + 0.5
LM (p) + 0.5 + 2136−LE(p)
. (3.11)
ここで、LdE (p) < 0 の場合は LdE (p) = LdM (p) = 0 とし、LdE (p) > 255 の場合は
LdE (p) = LdM (p) = 255とする。すなわち、0 ≤ LdE (p) ≤ 255, 0 ≤ LdM (p) ≤ 255
となる。
(e) LDR Image Generation
最終的な LDR画像の RGB値 CI(p)は以下の通り得られる。
CI(p) = round
(




第 3 章 固定小数点トーンマッピング処理法
RL(p) =
(LdM (p) + 0.5)(CM (p) + 0.5)

























LM (p) + 0.5
2136−LE(p)
, (3.14)
LdE (p) = ⌈log2(LM (p) + 0.5)− (136− LE(p)) + 128⌉ , (3.15)
LdM (p) =
⌊




式 (6.16)において、136− LE(p) < −16の場合、分母の右部分は非常に小さくなるた
37
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World Luminance Geometric Mean Scaled Luminance
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(Branching and Approximation)




FL(p) = 1, (3.17)
LdE (p) = 128, (3.18)









は、提案法と、浮動小数点演算を前提とした従来法 [1, 21] とを用いて LDR 画像を生成
し、処理時間の比較および PSNRの測定を行った。HDR画像には、RGBEフォーマッ
38
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表 3.1 従来法 [21]に対する提案法の PSNR
Image PSNR [dB] Image PSNR [dB]
1 69.6 13 68.9
2 70.0 14 70.1
3 69.8 15 69.7
4 70.1 16 73.6
5 69.7 17 54.8
6 70.3 18 54.1
7 70.7 19 56.0
8 53.3 20 70.6
9 54.7 21 69.3
10 70.1 22 69.4
11 69.1 23 54.6
12 69.0 24 70.4
表 3.2 従来法 [1]に対する提案法の PSNR
Image PSNR [dB] Image PSNR [dB]
1 56.7 13 56.0
2 56.5 14 58.1
3 56.3 15 56.7
4 56.6 16 55.0
5 57.5 17 55.0
6 55.2 18 55.0
7 58.2 19 55.4
8 54.9 20 55.5
9 55.9 21 56.2
10 56.3 22 55.3
11 57.3 23 54.7
12 56.9 24 55.7
トの 24枚を用いた。また、トーンマッピング関数として式 (2.8)を用いた。提案法では、
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図 3.3 従来法 [1]により得られた LDR画像
3.4.1 LDR画像の比較




合でも高い PSNR を示していることが分かる。平均 PSNR は 66.2 dB であった。した
がって、浮動小数点演算から固定小数点演算への変更に伴う品質劣化が小さいことを確認
40
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図 3.4 提案法により得られた LDR画像
した。
また、表 3.2は、従来法 [1]に対する提案法の PSNRである。従来法 [1]では、トーン
マッピング処理におけるすべてのデータ表現と演算が浮動小数点で行われている。表 3.2
から、PSNR の最低値は 54.5 dB であり、平均 PSNR は 56.1 dB であった。このこと
から、提案法が精度を保ちつつトーンマッピング処理を行っていることが確認できる。













図 3.5 提案法および従来法 [1, 21]の処理時間
グ処理を行っていることを確認した。
3.4.2 処理時間の比較
提案法および従来法 [1,21]の処理時間を図 3.5に示す。この処理時間は、512× 768ピ
クセルの HDR画像のトーンマッピング処理を行ったときにかかった時間である。また、
実験環境は PXA270 ARMプロセッサ 624MHz、128MBの RAMである。






















































































HDR画像の各画素 pの実数値 RW (p), GW (p), BW (p)から中間フォーマットの各指数
部 RE(p), GE(p), BE(p) および各仮数部 RM (p), GM (p), BM (p) を求めるエンコード関
46
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数は、以下の式で表される。
RE(p) = ⌈log2RW(p) + 128⌉ ,
GE(p) = ⌈log2GW(p) + 128⌉ ,







































ここで、異なる式は式 (3.1)および式 (3.2) であり、以下の通り置き換えられる。
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Conventional TMO
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LwE (p), LwM (p)
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質との関係を検証した。本実験では、32 枚の RGBE フォーマットの画像と、42 枚の
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Proposed 32-bit Fixed-point 8-bit Integer
Conventional 64-bit Floating-point 64-bit Floating-point
OpenEXRフォーマットの画像を入力 HDR画像として用いた。
図 4.8に、中間フォーマットの指数部と仮数部それぞれのビット長と、平均 PSNRを






本実験では、32 枚の RGBE フォーマットの HDR 画像と 42 枚の OpenEXR フォー
マットの HDR画像とに対し、提案法と従来法 [1]とを用いてトーンマッピング処理を施
50
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(a) The examples of HDR images in the RGBE format.
(b) The examples of HDR images in the OpenEXR format.
図 4.7 実験で用いた HDR画像の例
し、トーンマッピング後の LDR画像の PSNRを測定した。表 6.1に、本実験の条件を示
す。なお、パラメータ k として 0.5を用いた。
表 4.2および表 4.3に、各 LDR画像の PSNRを示す。また、表 5.1に、最大、最小、
平均の PSNRを示す。この結果から、提案法は全てのケースにおいて高い PSNR値が得
られていることがわかる。





























1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
図 4.8 中間フォーマットのビット長と平均 PSNRの関係（指数部と仮数部で同一のビット長）
4.4.3 処理時間の比較





点演算を用い、従来法 [1]では 64ビットの浮動小数点演算を用いた。図 6.1に、本実験
の条件を一覧で示す。
図 5.7に、提案法と従来法 [1]との処理時間の比較を示す。
提案法は、入力 HDR 画像フォーマットが IEEE754 のとき 7.26 倍、OpenEXR のと
き 10.44 倍、RGBE のとき 17.13 倍高速である。提案法は、フォーマット変換のオーバ
ヘッドのため、入力 HDR画像フォーマットによって処理速度が異なっているものの、い
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表 4.2 入力 HDR画像が RGBEフォーマットの場合の PSNR
Image No. PSNR [dB] Image No. PSNR [dB]
1 56.74 17 56.05
2 56.49 18 58.06
3 56.31 19 56.69
4 56.59 20 54.99
5 57.48 21 55.02
6 55.23 22 54.16
7 58.23 23 55.38
8 54.94 24 55.54
9 55.92 25 56.16
10 56.34 26 54.71
11 57.26 27 54.66
12 52.56 28 55.74
13 56.70 29 56.07
14 55.09 30 55.16
15 56.32 31 57.61





表 5.2 に、入力 HDR 画像が A × B の場合の各計算におけるメモリ使用量を示す。
表 5.2に含まれていない計算は、画素毎の処理が可能である（図 4.5）。
表 5.2から、提案法では、画像サイズに依存するメモリ使用量を 75.0%削減しているこ
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表 4.3 入力 HDR画像が OpenEXRフォーマットの場合の PSNR
Image No. PSNR [dB] Image No. PSNR [dB]
1 57.13 22 56.62
2 55.15 23 48.89
3 60.05 24 62.27
4 53.23 25 59.35
5 69.26 26 59.78
6 56.72 27 56.87
7 55.53 28 56.71
8 68.23 29 60.52
9 55.04 30 56.41
10 57.14 31 60.52
11 54.48 32 55.31
12 61.43 33 54.29
13 56.34 34 55.68
14 57.48 35 59.26
15 55.03 36 57.94
16 55.53 37 60.83
17 53.86 38 49.01
18 54.68 39 50.66
19 61.70 40 61.73
20 57.64 41 55.05
21 56.62 42 55.88
表 4.4 最大、最小、平均の PSNR
Input PSNR [dB]
Formats Maximum Minimum Average
RGBE 57.43 52.28 55.67
OpenEXR 69.26 48.89 57.27
4.5.1 処理時間の比較
提案法と従来法 [20–22]において、393216画素の RGBEフォーマットの HDR画像に
対するトーンマッピングの処理時間は、それぞれ 0.77秒、0.47秒、78.42秒、0.55秒であ
る。提案法および従来法 [21, 22] で用いた CPU は PXA270 ARM プロセッサ 624MHz
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図 4.9 従来法 [1]で生成した LDR画像 (OpenEXR)
であり、従来法 [20]の CPUは Pentium4 1800MHzである。
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図 4.10 提案法で生成した LDR画像 (OpenEXR)
4.5.2 PSNRの比較
従来法 [21, 22] は提案法のベースとなっている手法であり、これらは RGBE フォー
マット専用に設計されている。本実験では、提案法と従来法 [21, 22] を用いて 32 枚の
RGBEフォーマットの画像に対しトーンマッピング処理を行い、その平均 PSNRの比較
を行った。
提案法、従来法 [21]、従来法 [22]の PSNRは、それぞれ 55.67 dB、58.78 dB、56.18 dB
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している。しかしながら、平均 PSNRは依然 55 dB以上を維持しており、十分高い値を
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図 4.13 提案法と従来法 [1]の処理時間
表 4.5 従来法 [1]と提案法のメモリ使用量
The data used in Memory usage [bits]
the methods Conventional [1] Proposed
An HDR image A×B × 192 A×B × 48
World luminance A×B × 64 A×B × 16
Geometric mean 64 16
Table (for log2 and 2
x) − 8192
提案法は、中間フォーマットを用いることにより、RGBEフォーマット [11]のみなら

































また、これらの手法は GPGPU（General-purpose computing on graphics processing
units）への実装を想定している。GPGPUでは、浮動小数点演算を用いた並列計算を行




















まず、各画素 x, y の world luminance Lw(x, y)を、以下の通り計算する。
Lw(x, y) = 0.27R(x, y) + 0.67G(x, y) + 0.06B(x, y), (5.1)
R(x, y)、G(x, y)、B(x, y)は、浮動小数点表現された HDR画像の RGB値である。
(b) Geometric Mean












M および N は、入力 HDR画像の幅と高さである。
(c) Scaled Luminance
次に、scaled luminance L(x, y)を以下の通り計算する。
L(x, y) = α · Lw(x, y)
L¯w
, (5.3)
α ∈ [0, 1]は “key value”と呼ばれるパラメータである。
(d) Display Luminance
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次に、display luminance Ld(x, y)をトーンマッピング関数 y()を用いて計算する。




1 + L(x, y)
. (5.5)
(e) LDR Image Generation
浮動小数点表現された LDR画像のRGB値CF (x, y) ∈ {RF (x, y), GF (x, y), BF (x, y) }
は、以下の通り求められる。
CF (x, y) = Ld(x, y) · C(x, y)
Lw(x, y)
, (5.6)
C(x, y) ∈ {R(x, y), G(x, y), B(x, y)} は、浮動小数点表現された入力 HDR 画像の
RGB値である。
最後に、整数表現された LDR画像の RGB値を以下の通り求める。






ローカルオペレータは、式 (5.5)の分母の L(x, y)を V (x, y, s)へ置き換えることで得
られる。V (x, y, s)は、L(x, y)と、様々なスケール sのガウシアンフィルタ G(x, y, s)か
ら以下の通り得られる。
V (x, y, s) = L(x, y)⊗G(x, y, s), (5.8)
⊗は畳み込み演算を示す。
従来法 [1]では、まず以下の条件を満たす最大のスケール sm を求める。
|W (x, y, sm)| < ϵ, (5.9)
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W (x, y, si) =
V (x, y, si)− V (x, y, si+1)
2φα/s2 + V (x, y, si)
. (5.10)





1 + V (x, y, sm)
. (5.11)
ここで、 V (x, y, sm)は、注目画素の周辺の順応輝度である。写真現像における覆い焼き
や焼き込みと同様に、白飛びが発生する領域では V (x, y, sm)を大きくすることで輝度値
を抑制し、黒つぶれが発生する領域では V (x, y, sm)を小さくすることで輝度値を上げて
いる。




い。例えば、スケールが小さすぎる場合（図中の Scale too small）は、細部のコントラ
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図 5.2 ローカルオペレータにおけるスケールの設定例
る。中間フォーマットのエンコード関数およびデコード関数は以下の通りである。HDR
画像の RGB 値 I から、中間フォーマットの指数部 IE および仮数部 IM を求めるエン
65






Exponent data Mantissa data
Conventional TMO
Exponent data Mantissa data
Exponent data Mantissa data
Exponent data Mantissa data
図 5.4 整数化トーンマッピング処理法における合成関数
コード関数は、以下の式で表される。
IE = ⌈log2 I + 128⌉ , (5.12)
IM =
⌊
I · 2136−IE⌋ , (5.13)
一方、中間フォーマットから HDR画像の RGB値を求めるデコード関数は、以下の式で
表される。
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値とする手法である。（図 5.4）
まず、入力 HDR 画像の RGB 値 C(x, y) を、中間フォーマットに変換する。中間
フォーマットの指数部 CE(x, y) ∈ {RE(x, y), GE(x, y), BE(x, y)}と仮数部 CM (x, y) ∈
{RM (x, y), GM (x, y), BM (x, y)}は以下の通り求められる。
CE(x, y) = ⌈log2 C(x, y) + 128⌉ , (5.15)
CM (x, y) =
⌊




続いて、World luminanceLw(x, y)の指数部 LwE (x, y)と仮数部 LwM (x, y)が、以下
の通り計算される。
LwE(x, y) = ⌈log2ML(x, y)− 8⌉ , (5.17)
LwM (x, y) =
⌊
ML(x, y) · 2−LwE(x,y)
⌋
, (5.18)
ML(x, y) = 0.27(RM (x, y) + 0.5) · 2RE(x,y)+
0.67(GM (x, y) + 0.5) · 2GE(x,y)+
0.06(BM (x, y) + 0.5) · 2BE(x,y), (5.19)
RM (x, y) = GM (x, y) = BM (x, y) = 0 の場合、ML(x, y) = 0 である。その場合、
LwE(x, y)および LwM (x, y)も 0となる。
(b’) Geometric Mean
次に、Geometric meanL¯w の指数部 L¯wE(x, y)と仮数部 L¯wM (x, y)が、以下の通り求
められる。





















log2 (LwM (x, y) + 0.5) . (5.23)
(c’) Scaled Luminance
次に、scaled luminance L(x, y) の指数部 LE(x, y) および仮数部 LM (x, y) が、以下
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log2(ALw(x, y)) + LwE(x, y)− L¯wE + 128
⌉
, (5.24)
LM (x, y) =
⌊
ALw(x, y) · 2136+LwE(x,y)−LE(x,y)−L¯wE
⌋
, (5.25)




次に、display luminance Ld(x, y) の指数部 LdE(x, y) および仮数部 LdM (x, y) を、
式 (5.11)のローカルオペレータを用いて以下の通り計算する。
LdE(x, y) = ⌈log2(FL(x, y)) + 128⌉ , (5.27)
LdM (x, y) =
⌊




(LM (x, y) + 0.5) · 2LE(x,y)
2136 + (VM (x, y, sm) + 0.5) · 2VE(x,y,sm) . (5.29)
V (x, y, s)の指数部 VE(x, y, s)と仮数部は VM (x, y, s)は、以下の通り求めることがで
きる。
VE(x, y, s) = ⌊log2((LM (x, y) + 0.5) · 2LE(x,y)−136
⊗ (GM (x, y, s) + 0.5) · 2GE(x,y,s)−136 + 128⌋, (5.30)
VM (x, y, s) = ⌊(LM (x, y) + 0.5) · 2LE(x,y)
⊗ (GM (x, y, s) + 0.5) · 2GE(x,y,s)) · 2VE(x,y,s)−136⌋, (5.31)
GE(x, y, s) および GM (x, y, s) は、それぞれガウシアンフィルタ G(x, y, s) の指数部
と仮数部であり、⊗は畳み込み演算を示す。
続いて、以下の条件を満たす最大のスケール sm を求める。
(WM (x, y, sm) + 0.5) · 2WE(x,y,sm)−136 < ϵ, (5.32)
WE(x, y, si) = ⌈log2(|FW (x, y, si)|) + 128⌉ , (5.33)
WM (x, y, si) =
⌊
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FW (x, y, si) =
(VM (x, y, si) + 0.5) · 2VE(x,y,si) − (VM (x, y, si+1) + 0.5) · 2VE(x,y,si+1)
2φ+136α/s2 + (VM (x, y, si) + 0.5) · 2VE(x,y,si) . (5.35)
しかし、これら VE(x, y, s)および VM (x, y, s)の計算には、多くの計算コストが要求さ
れる。提案法では、これらの計算を以下のステップにより行うことで、効率的に処理を
行うことができる。
まず、暫定的な指数部 V ′E(x, y, s)を以下の通り計算する。
V ′E(x, y, s) = max{GE(u, v, s) + LE(x− u, y − v)),
u = 0, 1, · · ·A− 1, v = 0, 1, · · · , B − 1} − 136, (5.36)
Aおよび B は、それぞれガウシアンフィルタの幅と高さである。
次に、暫定的な仮数部 V ′M (x, y, s)を以下の通り計算する。





(GM (u, v, s) + 0.5) · (LM (x− u, y − v) + 0.5) · 2SV ′M , (5.37)
SV ′M = GE(u, v, s) + LE(x− u, y − v)− V ′E(x, y, s)− 136. (5.38)
さらに、V ′M (x, y, s)のあふれを V ′E(x, y, s)に加算することで、VE(x, y, s)を得る。
O = ⌊log2(V ′M (x, y, s))− 7⌋ , (5.39)
VE(x, y, s) = V
′
E(x, y, s) +O. (5.40)
最後に、VM (x, y, s)を以下の通り得る。
VM (x, y, s) =
⌊












(LdM (x, y) + 0.5)(CM (x, y) + 0.5)


















FW (x, y, si) =
1− VM (x,y,si+1)+0.5VM (x,y,si)+0.5 · 2VE(x,y,si+1)−VE(x,y,si)
α/s2
VM (x,y,si)+0.5
· 2φ+136−VE(x,y,si) + 1
(5.44)
さらに、式 (6.16)を分母の 2の冪乗に応じて 3つに場合分けし、近似を行う。
(i) 場合 1
式 (6.16)において φ+ 136− VE(x, y, si) > 16であるとき、分母の左項が非常に大き
くなるため、分母と分子の’1’は無視することができ、以下の通り近似される。




式 (6.16)において φ+ 136− VE(x, y, si) < −16であるとき、分母の左項は非常に小
さくなるため無視することができ、以下の通り近似される。
FW (x, y, si) ≈
1− VM (x, y, si+1) + 0.5
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表 5.1 最大、最小、平均 PSNRと平均 SSIM
PSNR [dB] SSIM
Maximum Minimum Average
RGBE 54.36 46.56 50.52 0.9992
OpenEXR 61.08 39.95 51.48 0.9991
Long-integer 59.04 43.63 52.27 0.9989
上記の分岐条件は、32ビットの計算環境を用いて固定小数点演算を行うことを想定し
て設定している。







た。実験では、提案法の精度を確かめるため、トーンマッピング後の LDR 画像の peak





提案法では 32 ビットの固定小数点演算を用いた。浮動小数点数には、IEEE754 倍精度
フォーマットを用いた。なお、パラメータは φ = 8、ϵ = 0.05、α = 0.5を用いた。
トーンマッピング後の LDR画像の画質
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図 5.5 従来法 [1]により得られた LDR画像










本実験では、提案法と従来法とを用いて、346 × 512 画素の OpenEXR フォーマッ
トの画像に対しトーンマッピング処理を行い、その処理時間を測定した。実験環境とし
て、624MHzの PXA270 ARMプロセッサと 128MBのメモリを用いた。なお、このプ
ロセッサは FPUを搭載していない。
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図 5.6 提案法 [1]により得られた LDR画像
表 5.2 従来法 [1]と提案法のメモリ使用量
The data used in Memory Space [bits]
the methods Conventional [1] Proposed
HDR RGB Value M ×N × 192 M ×N × 48
World Luminance M ×N × 64 M ×N × 16
Geometric Mean 64 16
Scaled Luminance M ×N × 64 M ×N × 16
Display Luminance M ×N × 64 M ×N × 16
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153.4
238.9




























また、逆トーンマッピング処理は、既存の LDR 画像を HDR 画像へと拡張するだけ

























法として用いてきた “Photographic Tone Reproduction” の逆オペレータは、以下の式
で求められる [45]。
(a) Display Luminance
まず、LDR画像の RGB値から、display luminance L′d(p)を以下の通り求める。
















(c) HDR Image Generation


























された HDR 画像を生成する。その後、中間フォーマットから、OpenEXR フォーマッ




トの指数部と 8ビットの仮数部とからなる。中間フォーマットの指数部 FE および仮数部
FM は、RGB値 F から、以下のエンコード関数を用いて求められる。
FE = ⌈log2 F + 128⌉ , (6.4)
FM =
⌊
F · 2136−FE⌋ , (6.5)
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Conventional method













Exponent data Mantissa data
Conventional ITMO
Exponent data Mantissa data
図 6.4 整数化逆トーンマッピング処理法における合成関数
一方、中間フォーマットから RGB値を求めるデコード関数は以下の通りである。
F = (FM + 0.5) · 2FE−136. (6.6)
6.3 整数化逆トーンマッピング処理法
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(a’) Display Luminance
まず、display luminance L′d(p)の指数部 LdE (p)と仮数部 LdM (p)を以下の通り計算
する。
LdE (p) = ⌈log2 Ld(p) + 128⌉ , (6.7)
LdM (p) =
⌊
Ld(p) · 2136−LdE (p)
⌋
, (6.8)
Ld(p) = (0.27RI(p) + 0.67GI(p) + 0.06BI(p)) · 1
255
, (6.9)
上記式において、0 ≤ LdE (p) ≤ 255, 0 ≤ LdM (p) ≤ 255である。
(b’) World Luminance
次に、world luminance L′w(p)の指数部 LwE (p)と仮数部 LwM (p)とを以下の通り計
算する。
LwE (p) = ⌈log2 FLw(p) + 128⌉ , (6.10)
LwM (p) =
⌊




LdM (p) + 0.5




上記式において、0 ≤ LwE (p) ≤ 255 and 0 ≤ LwM (p) ≤ 255である。
(c’) HDR Image Generation
さらに、中間フォーマットの HDR 画像の指数部 CE(p) と仮数部 CM (p) を以下の通
り得る。
CE(p) = ⌈log2 FC(p) + LwE (p)− LdE (p) + 128⌉ , (6.13)
CM (p) =
⌊




LwM (p) + 0.5




































= (LdM (p) + 0.5) ·
L¯w
k




log2(LdM (p) + 0.5 ·
L¯w
k





(LdM (p) + 0.5) ·
L¯w
k
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Conventional method











Proposed 32-bit Fixed-point 8-bit Integer











生成された HDR画像のModified PSNR [27]を評価した。
IHDR(p) = ITa[ILDR(p)], (6.21)
I ′HDR(p) = ITb[ILDR(p)], (6.22)
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表 6.2 The PSNR and HDR-VDP-2.2 values.
Average value
Modified PSNR 52.66 dB
HDR-VDP-2.2 69.14
ILDR(p)は入力 HDR画像であり、ITa[·]と ITb[·]は、それぞれ従来法および提案法によ
る逆トーンマッピング処理を示す。A× B 画素の HDR画像のModified PSNR [27]は、
以下の式で得られる。






[IHDR(p)− I ′HDR(p)]2, (6.24)
DR = max(IHDR(p))−min(IHDR(p)). (6.25)
HDR-VDPの Q値は、0から 100の値をとり、高い値であるほど 2つの画像の類似性が
高いことを意味する。





ピング処理を施し、その処理時間を測定した。実験環境は 624MHzの PXA270 ARMプ
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第 7 章 総論
効果を示した。
第 4 章では、第 3 章で提案した手法を拡張し、様々なフォーマットで統一的に処理





































ら、表現可能な最大値は (24 − 2−4) = 15.9375となる点に注意しなければならない。す
付録 A 固定小数点演算と浮動小数点演算
2   = 8
2   = 4
2    = 2
2   = 1
2    = 0.5
2   = 0.25
2    = 0.125

































0 0 1 1 1 1 0 0




0 0 1 1 1 1 0 0
0 0 1 0 1 0 0 0+ )
3.75
2.5
0 1 1 0 0 1 0 0 6.25
図 A.3 固定小数点演算による加算処理の例
㽢 )
0 1 1 0 0 1 1 0 6.375
0 1 1 0 0 1 1 0 0 0 0 0
4䝡䝑䝖ྑ䛻䝅䝣䝖
0 0 1 1 1 1 0 0













1 bit 8 bit 23 bit
図 A.5 IEEE754単精度浮動小数点形式の構造
Sign Exponent Mantissa



























3.75 = (11.11)2 = (0.1111)2㽢22
25.5 = = (0.1011)2㽢2(101.10) 3
0 0 1 0 1 1 1 1 0 0













0 0 1 1 0 1 1 1 1 0





0 1 1 1 1 0
+ ) 1 0 1 1 0 0
0 0 1 0 1 01
Step3.௬ᩘ㒊䜢ṇつ໬䛧䚸ᣦᩘ㒊䛻཯ᫎ䛩䜛
0 1 0 0 1 0 0 1 0 1




0 0 1 0
0 0 1 1
Step1.ᣦᩘ㒊ྠኈ䜢ຍ⟬䛩䜛
Step2.௬ᩘ㒊ྠኈ䜢஌⟬䛩䜛
1 1 1 1 0 0
㽢 ) 1 0 1 1 0 0
0 1 0 0 0 00
Step3.௬ᩘ㒊䜢ṇつ໬䛧䚸ᣦᩘ㒊䛻཯ᫎ䛩䜛
0 1 0 1 1 0 1 0 0 0
2 = 20(0.101000) 2㽢2 = (10100.00)5
+ )
0 1 0 1
0101 0






[1] E. Reinhard, M. Stark, P. Shirley, and J. Ferwerda, “Photographic Tone Re-
production for Digital Images,” ACM Trans. Graphics, Vol.21, No.3, p.267-276,
July. 2002.
[2] E. Reinhard, G. Ward, S. Pattanaik, P. Debevec, W. Heidrich, and K.
Myszkowski, “High Dynamic Range Imaging - Acquisition, Display and Image
based Lighting,” Morgan Kaufmann, 2010
[3] F. Drago, K. Myszkowski, T. Annen, and N. Chiba, “Adaptive logarithmic map-
ping for displaying high contrast scenes,” Computer Graphics Forum, Vol.22,
p.419-426, 2003.
[4] R. Fattal, D. Lischinski, and M. Werman, “Gradient Domain High Dynamic
Range Compression,” ACM Trans. Graphics, Vol.21, No.3, pp.249-256, July.
2002.
[5] M. Iwahashi and H. Kiya, “Efficient Lossless Bit Depth Scalable Coding for HDR
Images,” Proc. APSIPA Annual Summit and Conference, no.OS.49-IVM.17-5,
Dec. 2012.
[6] M. Iwahashi and H. Kiya, “Two Layer Lossless Coding of HDR Images,”
Proc. IEEE International Conference on Acoustics, Speech and Signal Processing
(ICASSP), pp.1340-1344, Vancouver, BC, Canada, 28th May 2013.
[7] R. Xu, S. N. Pattanaik, and C. E. Hughes, “High-Dynamic-Range Still Image
Encoding in JPEG2000,” IEEE Trans. Computer Graphics and Applications,
Vol.25, No.6, pp.57-64, Nov.2005
[8] Y. Zhang, E. Reinhard, and D. Bull, “Perception-based high dynamic range video
compression with optimal bit-depth transformation,” roc. IEEE International
Conference on Image Processing (ICIP), pp.1321-1324, 2011.
参考文献
[9] G. Ward, M. Simmons, “JPEG-HDR: a backwards-compatible, high dynamic
range extension to JPEG,” ACM SIGGRAPH Courses, No.3, Jul. 2006.
[10] F. Kainz, R. Bogart, and D. Hess, “The Openexr Image File Format,” ACM
SIGGRAPH Technical Sketches, 2003.
[11] G. Ward, “Real Pixels,” Graphics Gems 2., pp. 80-83, San Diego, CA, USA:
Academic Press, 1992.
[12] T. Viitanen, P. Jaaskelainen, O. Esko, and J. Takala, “Simplified Floating-point
Division and Square Root,” Proc. IEEE International Conference on Acoustics,
Speech and Signal Processing (ICASSP), pp.2707-2711, May 2013.
[13] C. H. Lampert, and O. Wirjadi, “Anisotropic Gaussian Filtering Using Fixed
Point Arithmetic,” Proc. IEEE International Conference on Image Processing
(ICIP), pp.1565-1568, Oct. 2006.
[14] K. J. Hass, “Synthesizing Optimal Fixed-Point Arithmetic for Embedded Sig-
nal Processing,” Proc. IEEE International Midwest Symposium on Circuits and
Systems (MWSCAS), pp.61-64, Aug. 2010.
[15] C. S. Cho, Y. H. Kim, H. S. Shin, B. H. Choi, ”Implementation of a fixed-point
MPEG-4 scalable lossless coding encoder,” IEEE Broadband Multimedia Systems
and Broadcasting (BMSB), pp.1,5, Shanghai, China, Mar. 2010.
[16] J. Marrot, S. Bourennane, ”Fast tensor signal filtering using fixed point algo-
rithm,” Proc. IEEE International Conference on Acoustics, Speech and Signal
Processing (ICASSP), pp.921,924, Las Vegas, Nevada, the U.S., Mar. 31, 2008.
[17] Shen, J.; Jin, X.; Sun, H.: High dynamic range image tone mapping and re-
texturing using fast trilateral filtering. The Visual Computer 23(9-11) (2007),
641-650.
[18] Shen, J.; Fang, S.; Zhao, H.; Jin, X.; Sun, H.: Fast approximation of trilateral
filter for tone mapping using a signal processing approach. Signal Processing
89(5) (2009), 901-907.
[19] Jiang Duan, Guoping Qiu, “Fast tone mapping for high dynamic range images,”
Proc. International Conference on Pattern Recognition (ICPR), Vol.2, pp.847-
850, Aug. 2004.
[20] S.K. Thakur, M. Sivasubramanian, K. Nallaperumal, K. Marappan, N. Vish-
wanath, “Fast tone mapping for high dynamic range images,” IEEE Interna-




[21] T. Murofushi, M. Iwahashi, and H. Kiya, “An Integer Tone Mapping Operation
for HDR Images Expressed in Floating Point Data,” Proc. IEEE International
Conference on Acoustics, Speech and Signal Processing (ICASSP), pp.2479-2483,
May 2013.
[22] T. Dobashi, T. Murofushi, M. Iwahashi, and H. Kiya, “A Fixed-Point Tone Map-
ping Operation for HDR Images in the RGBE Format,” Proc. APSIPA Annual
Summit and Conference, no.OS.37-IVM.16-4, Nov. 2013.
[23] “Information technology – Microprocessor Systems – Floating-Point arithmetic,”
ISO/IEC/IEEE 60559, 2011.
[24] Z. Wang, A. C. Bovik, H. R. Seikh, and E. P. Simoncelli, “Image quality assess-
ment: From error visibility to structural similarity,” IEEE Trans. Image Pro-
cessing, Vol.13, No.4, pp.600-612, Apr. 2004.
[25] T. Dobashi, M. Iwahashi, and H. Kiya, “A Fixed-Point Local Tone Mapping
Operation for HDR Images,” Proc. EURASIP European Signal Processing Con-
ference (EUSIPCO), pp.933-‒ 937, Aug. 2016.
[26] T. Murofushi, T. Dobashi, M. Iwahashi, and H. Kiya, “An Integer Tone Mapping
Operation for HDR Images in OpenEXR with Denormalized Numbers,” Proc.
IEEE International Conference on Image Processing (ICIP), no.TEC-P10.6, Oct.
2014.
[27] S. Choi, O. Kwon, D. Jang, and S. Choi “Performance Evaluation of JPEG XT
Standard for High Dynamic Range Image Coding,” Proc. the World Congress on
Engineering (WCE), pp.552–556, Jul. 2015.
[28] M. Slomp, and M. M. Oliveria, “Real-Time Photographic Local Tone Repro-
duction Using Summed-Area Tables,” Computer Graphics International, pp.82
‒ -91, 2008.
[29] Q. Tian, J. Duan, and G. Qiu, “GPU-accelerated local tone-mapping for high dy-
namic range images,” Proc. IEEE International Conference on Image Processing
(ICIP), pp.377-380, Oct. 2012.
[30] R. Urena, P. Martinez-Canada, J. M. Gomez-Lopez, C. A. Morillas, and F. J.
Pelayo, “Real-time tone mapping on GPU and FPGA,” EURASIP J. Image and
Video Processing 2012, 2012.
[31] “Information technology – Scalable compression and coding of continuous-tone
95
参考文献
still images –,” ISO/IEC 18477-1, Jun. 2015.
[32] P. E. Debevec and J. Malik, “Recovering High Dynamic Range Radiance Maps
from Photographs,” Proc. the 24th annual conference on Computer graphics and
interactive techniques, ACM, pp. 369 ‒ 378, 1997.
[33] 総務省 情報通信審議会 情報通信技術分科会　放送システム委員会　 HDR 作業班,
”HDR技術に関する動向,” 2015.
[34] 総務省 情報通信審議会 情報通信技術分科会　 ITU部会, ”HDR 方式の比較,” 2015.
[35] “Parameter values for ultra-high definition television systems for production and
international programme exchange,” Rec. ITU-R BT.2020, 2015.
[36] “Parameter values for the HDTV standards for production and international
programme exchange,” Rec. ITU-R BT.709, 2015.
[37] P. Sen and C. Aguerrebere, “Practical High Dynamic Range Imaging of Everyday
Scenes,” IEEE Signal Processing Magazine, pp.36–44, Sep. 2016.
[38] P. Sen, N. K. Kalantari, M. Yaesoubi, S. Darabi, D. B. Goldman, and E. Shecht-
man, “Robust patch-based HDR reconstruction of dynamic scenes,” ACM Trans.
Graphics, vol. 31, no. 6, pp. 203:1-‒ 203:11, 2012.
[39] “Image parameter values for high dynamic range television for use in production
and international programme exchange,” Rec. ITU-R BT.2100, 2017.
[40] P. G. J. Barten, “Physical Model for the Contrast Sensitivity of the Human
Eye,” Proc. SPIE 1666, Human Vision, Visual Processing, and Digital Display
III, pp.57–72, 1992.
[41] S. Miller, M. Nezamabadi and S. Daly, “Perceptual Signal Coding for More Ef-
ficient Usage of Bit Codes,” Proc. The 2012 Annual Technical Conference and
Exhibition, pp.1–9, Hollywood, CA, USA, 2012.
[42] “Reference electro-optical transfer function for flat panel displays used in HDTV
studio production,” Rec. ITU-R BT.1886, 2011.
[43] M. Narwaria, R. K. Mantiuk, M. P. Da Silva, and P. Le Callet, “Hdr-vdp-2.2:
a calibrated method for objective quality prediction of high-dynamic range and
standard images,” Journal of Electronic Imaging, vol. 24, no. 1, 2015.
[44] “High efficiency video coding,” ISO/IEC 23008-2, 2016.
[45] Y. Kinoshita, S. Shiota, and H. Kiya, “Fast Inverse Tone Mapping with Reinhard’
s Global Operator,” Proc. IEEE ICASSP, pp.1972 ‒ 1976, March 2017.
[46] Y. Kinoshita, S. Shiota, and H. Kiya, “Fast Inverse Tone Mapping Based on
96
参考文献
Reinhard’s Global Operator with Estimated Parameters,” IEICE Trans. Funda-
mentals, vol.E100-A, no.11, November 2017.
[47] Y. Kinoshita, S. Shiota, M. Iwahashi, and H. Kiya, “A Remapping Operation
without Tone Mapping Parameters for HDR Images,” IEICE Trans. Fundamen-
tals, vol.E99-A, no.11, pp.1955 ‒ 1961, November 2016.
[48] Y. Endo, Y. Kanamori, and J. Mitani, “Deep Reverse Tone Mapping,” ACM
Transactions on Graphics (Proc. of SIGGRAPH ASIA 2017), Vol.36, No.6, Ar-
ticle 177, November 2017.
[49] H. Youngquing, Y. Fan, and V. Brost, “Dodging and burning inspired inverse
tone mapping algorithm,” Journal of Computational Information Systems, vol.9,
no.9, pp.3461–3468, 2013.
[50] T.-H. Wang, C.-W. Chiu, W.-C. Wu, J.-W.Wang, C.-Y.Lin, C.-T. Chiu, and J.-J.
Liou, “Pseudo-multiple-exposurebased tone fusion with local region adjustment,”
IEEE Transactions on Multimedia, vol.17, no.4, pp.470–484, 2015.
[51] F. Banterle, P. Ledda, K. Debattista, and A. Chalmers, “Inverse tone mapping,”
Proc. The 4th international conference on Computer graphics and interactive




2.1 ダイナミックレンジの比較 . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.2 色域の比較 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.3 カラーボリュームの比較（出典：文献 [33]） . . . . . . . . . . . . . . . 10
2.4 HDR画像の取得から表示までの処理フロー . . . . . . . . . . . . . . . . 11
2.5 多重露光撮影の例 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.6 hat関数 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.7 RGBEフォーマットの構成 . . . . . . . . . . . . . . . . . . . . . . . . 12
2.8 OpenEXRフォーマットの構成 . . . . . . . . . . . . . . . . . . . . . . 13
2.9 IEEE754フォーマット（単精度）の構成 . . . . . . . . . . . . . . . . . 14
2.10 IEEE754フォーマット（倍精度）の構成 . . . . . . . . . . . . . . . . . 15
2.11 トーンマッピング処理で得られる LDR画像 . . . . . . . . . . . . . . . 16
2.12 トーンマッピング処理 [1]のブロック図 . . . . . . . . . . . . . . . . . . 17
2.13 HDR映像伝送システムのフロー . . . . . . . . . . . . . . . . . . . . . 20
2.14 HLG方式の OETF （出典：文献 [34]） . . . . . . . . . . . . . . . . . 20
2.15 HLG方式の EOTF （出典：文献 [34]） . . . . . . . . . . . . . . . . . 21
2.16 Barten曲線と PQ方式の EOTF (10bit) （出典：文献 [41]） . . . . . . 22
2.17 Barten曲線と PQ方式の EOTF (12bit)（出典：文献 [41]） . . . . . . 23
2.18 PQ方式の OETF （出典：文献 [34]） . . . . . . . . . . . . . . . . . . 24
2.19 PQ方式の EOTF （出典：文献 [34]） . . . . . . . . . . . . . . . . . . 25
2.20 JPEG XT ProfileAのエンコーダ （出典：文献 [27]） . . . . . . . . . 25
2.21 JPEG XT ProfileBのエンコーダ （出典：文献 [27]） . . . . . . . . . . 26
2.22 JPEG XT ProfileCのエンコーダ （出典：文献 [27]） . . . . . . . . . . 26
2.23 JPEG XTのデータ構造 . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.24 JPEG XTの概念図 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
図目次
2.25 JPEG XTエンコーダの基本構成 . . . . . . . . . . . . . . . . . . . . . 28
2.26 JPEG XTデコーダの基本構成 . . . . . . . . . . . . . . . . . . . . . . 28
2.27 液晶パネルの駆動方式 . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
2.28 バックライト出力とダイナミックレンジの関係 . . . . . . . . . . . . . . 31
2.29 多重露光撮影とゴーストの発生（出展：文献 [37]） . . . . . . . . . . . . 32
3.1 整数化トーンマッピング処理 [21]のブロック図 . . . . . . . . . . . . . . 34
3.2 提案法のブロック図 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
3.3 従来法 [1]により得られた LDR画像 . . . . . . . . . . . . . . . . . . . 40
3.4 提案法により得られた LDR画像 . . . . . . . . . . . . . . . . . . . . . 41
3.5 提案法および従来法 [1, 21]の処理時間 . . . . . . . . . . . . . . . . . . 42
4.1 統一的トーンマッピング処理法の概念 . . . . . . . . . . . . . . . . . . . 45
4.2 提案する中間フォーマットの構成 . . . . . . . . . . . . . . . . . . . . . 46
4.3 従来法 [1]と整数化トーンマッピング処理法の違い . . . . . . . . . . . . 48
4.4 整数化トーンマッピング処理法における合成関数 . . . . . . . . . . . . . 48
4.5 提案法のブロック図 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
4.6 実験のブロック図 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
4.7 実験で用いた HDR画像の例 . . . . . . . . . . . . . . . . . . . . . . . . 51
4.8 中間フォーマットのビット長と平均 PSNRの関係（指数部と仮数部で同
一のビット長） . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
4.9 従来法 [1]で生成した LDR画像 (OpenEXR) . . . . . . . . . . . . . . 55
4.10 提案法で生成した LDR画像 (OpenEXR) . . . . . . . . . . . . . . . . . 56
4.11 従来法 [1]で生成した LDR画像 (RGBE) . . . . . . . . . . . . . . . . . 57
4.12 提案法で生成した LDR画像 (RGBE) . . . . . . . . . . . . . . . . . . . 58
4.13 提案法と従来法 [1]の処理時間 . . . . . . . . . . . . . . . . . . . . . . . 59
5.1 グローバルトーンマッピングとローカルトーンマッピングの画像比較 . . 61
5.2 ローカルオペレータにおけるスケールの設定例 . . . . . . . . . . . . . . 65
5.3 提案する中間フォーマットの構成 . . . . . . . . . . . . . . . . . . . . . 66
5.4 整数化トーンマッピング処理法における合成関数 . . . . . . . . . . . . . 66
5.5 従来法 [1]により得られた LDR画像 . . . . . . . . . . . . . . . . . . . 72
5.6 提案法 [1]により得られた LDR画像 . . . . . . . . . . . . . . . . . . . 73
5.7 提案法と従来法 [1]の処理時間 . . . . . . . . . . . . . . . . . . . . . . . 74
99
図目次
6.1 提案法の概念 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
6.2 提案する中間フォーマットの構成 . . . . . . . . . . . . . . . . . . . . . 77
6.3 従来法と整数化逆トーンマッピング処理法の違い . . . . . . . . . . . . . 78
6.4 整数化逆トーンマッピング処理法における合成関数 . . . . . . . . . . . . 78
6.5 実験のブロック図 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
6.6 提案法と従来法 [1]の処理時間 . . . . . . . . . . . . . . . . . . . . . . . 83
A.1 固定小数点表現による各ビットの重み . . . . . . . . . . . . . . . . . . . 87
A.2 固定小数点表現の例 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
A.3 固定小数点演算による加算処理の例 . . . . . . . . . . . . . . . . . . . . 88
A.4 固定小数点演算による乗算処理の例 . . . . . . . . . . . . . . . . . . . . 88
A.5 IEEE754単精度浮動小数点形式の構造 . . . . . . . . . . . . . . . . . . 89
A.6 IEEE754倍精度浮動小数点形式の構造 . . . . . . . . . . . . . . . . . . 89
A.7 本節で用いる浮動小数点表現形式 . . . . . . . . . . . . . . . . . . . . . 90
A.8 浮動小数点表現の例 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
A.9 浮動小数点演算による加算処理の例 . . . . . . . . . . . . . . . . . . . . 91




2.1 OpenEXRフォーマットにおける正規化数と非正規化数の表現範囲 . . . 13
3.1 従来法 [21]に対する提案法の PSNR . . . . . . . . . . . . . . . . . . . 39
3.2 従来法 [1]に対する提案法の PSNR . . . . . . . . . . . . . . . . . . . . 39
4.1 実験条件 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
4.2 入力 HDR画像が RGBEフォーマットの場合の PSNR . . . . . . . . . 53
4.3 入力 HDR画像が OpenEXRフォーマットの場合の PSNR . . . . . . . 54
4.4 最大、最小、平均の PSNR . . . . . . . . . . . . . . . . . . . . . . . . 54
4.5 従来法 [1]と提案法のメモリ使用量 . . . . . . . . . . . . . . . . . . . . 59
5.1 最大、最小、平均 PSNRと平均 SSIM . . . . . . . . . . . . . . . . . . 71
5.2 従来法 [1]と提案法のメモリ使用量 . . . . . . . . . . . . . . . . . . . . 73
6.1 実験条件 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
6.2 The PSNR and HDR-VDP-2.2 values. . . . . . . . . . . . . . . . . . 82
102
謝辞
本研究は、著者が首都大学東京大学院システムデザイン研究科システムデザイン専攻情
報通信システム学域において、多くの方々の御指導、御協力の元に進めたものであります。
はじめに、指導教官である貴家仁志教授には、本研究の全般にわたり、進行、執筆、発
表に関する熱心な御指導、御助言を賜りました。ここに心より厚く御礼申し上げます。
また、田川憲男教授、岩橋政宏教授には、本論文の審査を通して貴重な御助言と御指導
を賜り、深く感謝の意を表します。
藤吉正明准教授には、本研究のみならず、各種機器の使用法、会議の手続きなどをはじ
めとする各方面において大変貴重な御助言、御指導を頂きました。ここに深く感謝致し
ます。
著者が在学中にお世話になった先輩、公私にわたり良き相談相手となってくれた同輩、
後輩に感謝致します。
最後に、これまでの学生生活を理解し、暖かい御支援を頂いた家族に心から感謝致し
ます。
これらの支援がなければ本研究を完成させることはできませんでした。心から感謝致し
ます。
