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PERIODS AND (χ, b)-FACTORS OF CUSPIDAL
AUTOMORPHIC FORMS OF SYMPLECTIC GROUPS
DIHUA JIANG AND CHENYAN WU
Abstract. In this paper, we introduce a new family of period integrals
attached to irreducible cuspidal automorphic representations σ of symplec-
tic groups Sp
2n
(A), which detects the right-most pole of the L-function
L(s, σ × χ) for some character χ of F×\A× of order at most 2, and hence
the occurrence of a simple global Arthur parameter (χ, b) in the global
Arthur parameter ψ attached to σ. We also give a characterisation of first
occurrences of theta correspondence by (regularised) period integrals of
residues of certain Eisenstein series.
1. Introduction
Let σ be an irreducible cuspidal automorphic representation of a symplectic
group Sp2n(A) with A the ring of adeles of a number field F . The tensor
product L-functions L(s, σ×τ), with τ varying in the set of equivalence classes
of irreducible unitary cuspidal automorphic representation of a general linear
group GLa(A), are important invariants associated to σ. R. Langlands proves
that this family of L-functions converges absolutely when the real part of s is
large and has meromorphic continuation to the whole complex plane ([Lan71]).
It remains to show that they satisfy the standard functional equation and have
finitely many poles on the real line with s ≥ 1
2
. Various approaches have been
undertaken in order to establish these expected analytic properties of those
L-functions. The recent progress includes the work of J. Arthur ([Art13])
for the case when σ has a global generic Arthur parameter, the Langlands-
Shahidi method in [Sha10], and the work ([GJRS11] and [She13]) for general
σ. As discussed in ([Jia14, Section 8]), it is not hard to check via the relevant
theory on automorphic representations that the location of the poles of the
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L-functions L(s, σ × τ) essentially detects the occurrence of the simple global
Arthur parameter (τ, b) in the global Arthur parameter ψ of σ.
In this paper, we consider a special subfamily of those L-functions, that
is, the L-functions L(s, σ × χ) with χ being characters of F×\A× of order at
most 2. There are three different types of global zeta integrals which repre-
sents this family of L-functions. First we have the doubling method which is
given in [GPSR87] by I. Piatetski-Shapiro and S. Rallis. It is regarded as the
natural generalisation of the method of J. Tate and of Godement-Jacquet. In
their new way to get Euler products in [PSR88], Piatetski-Shapiro and Rallis
give a second way, using an idea based on the property that cuspidal automor-
phic representations are non-singular. The theory of non-singular automorphic
forms has been established through the work of R. Howe for symplectic groups
([How81]) and of J.-S. Li for general classical groups ([Li92]). The third method
outlined in [GJRS11] uses the Fourier-Jacobi coefficients of cuspidal automor-
phic forms. The idea is based on the extension of the Bernstein-Zelevinsky
derivatives from general linear group to classical groups, which has now been
used to produce the automorphic descent method of Ginzburg-Rallis-Soudry
in [GRS11].
When this family of L-functions is represented by the doubling zeta in-
tegrals, the poles of the L-functions are closely related to the theta corre-
spondences from symplectic groups to the towers of orthogonal groups via
the regularised Siegel-Weil formula of Kudla-Rallis and the Rallis inner prod-
uct formula ([KR94]). A complete theory using the values or poles of the
L-functions L(s, σ × χ) to detect the local-global relation of the theta corre-
spondences, initiated by Rallis in his series of work, has been given in recent
papers of S. Yamana in [Yam14] and of Gan-Qiu-Takeda in [GQT14]. We refer
to [GQT14] for the complete story of the theory and the relevant references
on the topic.
One of main results of this paper is a characterisation of the lowest occur-
rences of theta correspondence in terms of poles of certain Eisenstein series
E(g, fχ⊗σ, s) constructed from (σ, χ) (Thm. 3.10). A more intricate result con-
cerns non-vanishing of period integrals of residue of the E(g, fχ⊗σ, s) and the
first occurrences of theta correspondence (Cor. 3.9). We note that the first oc-
currence is a finer invariant of (σ, χ) than the lowest occurrence. (See Sec. 2.3
for the difference.) These period integrals (3.11) are integrations of residue of
E(g, fχ⊗σ, s) twisted by a theta function over automorphic quotients of sym-
plectic subgroups or Jacobi subgroups of Sp2(n+1)(A). Arthur truncation is
applied to regularise the integrals, but it turns out that the values do not de-
pend on the truncation parameter. As a result, we have a notion of distinction
by symplectic subgroups or Jacobi subgroups. We say that those automorphic
forms are distinguished by a symplectic subgroup or a Jacobi subgroup if the
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relevant (regularised) period integrals do not vanish. Period integrals (3.2) of
a cusp form in σ over these two types of subgroups of Sp2n(A) occur in our
computation of Fourier coefficients of theta lifts of σ. Their vanishing and
non-vanishing essentially determine the first occurrence index. Thus we are
inspired to investigate distinction by these two types of subgroups. We find
that the distinction of residue of E(g, fχ⊗σ, s) and that of cusp forms in σ are
related. This is a technical result of this paper (Thm. 3.8), on which several
other results are based. Since the L-function L(s, σ × χ) appears in the con-
stant term of the Eisenstein series E(g, fχ⊗σ, s), it is easy to deduce that the
existence of the poles of the partial L-function LS(s, σ×χ) implies that of the
poles of the Eisenstein series E(g, fχ⊗σ, s) in the corresponding location. Thus
we get a relation between the non-vanishing of such periods and the poles of
the L-functions L(s, σ×χ). Hence as discussed in [Jia14], we obtain a relation
between the non-vanishing of such periods attached to σ and the occurrence
of the simple global Arthur parameter (χ, b) in the global Arthur parame-
ter ψ of σ. However, it is not known in general whether the existence the
poles of the Eisenstein series E(g, fχ⊗σ, s) implies that the poles of the partial
L-function LS(s, σ×χ) in the corresponding location. It remains a hard prob-
lem to normalise properly the local intertwining operators involving cuspidal
automorphic representations with non-generic global Arthur parameters.
The arguments presented in this paper are based on two lines of ideas. One
is from the work of Mœglin ([Mœg97a]), which gives a characterisation of the
first occurrence of the irreducible cuspidal automorphic representation σ of
Sp2n(A) in the tower of orthogonal groups in terms of the right-most pole of
the Eisenstein series E(g, fχ⊗σ, s) built from (σ, χ). The other idea is from the
work of [GJS09] which treats orthogonal groups. Our previous work ([JW16])
extends partially their results to the case of unitary groups and our work in
progress [JW14] will complete the picture for that case. This paper extends
fully the results to the case of symplectic groups. In addition, it exposes more
precise relations among the various period integrals.
The main results of this paper are supposed to be parallel to those in [GJS09,
JW16, JW14]. However they are not simple analogues. The family of periods
involved are new and special to symplectic groups. First, the periods contain
theta kernels to account for various Witt towers of orthogonal groups which
form dual reductive pairs with the given symplectic groups. Theta kernels
are only known to be of moderate growth. Much more delicate analysis is
employed here to show absolute convergence which is needed to justify change
of order in the computation of values of the period integrals. The periods in the
unitary case also call for theta kernels and have their own peculiarities. They
will be treated in [JW14]. Second, in the symplectic case, we have to consider
not only the periods over subgroups of Sp2n that are symplectic groups, but
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also those that are Jacobi groups. These new phenomena are the cause for the
complexity in the computation of period integrals.
It is worth mentioning that the periods considered in [GJS09] have been used
in a recent work of Bergeron, Millson and Mœglin on Hodge type theorems
for arithmetic manifolds associated to orthogonal groups ([BMM16b]). It is
expected that similar applications will be found for the periods studied in
[JW16] and [JW14] for unitary groups and those investigated in this paper for
symplectic groups ([BMM16a] and [HH12]).
The paper is organised as follows. After setting up some notation in Sec. 2.1,
we define the Eisenstein series associated to the data (σ, χ) in Sec. 2.2 and
characterise the locations of their maximal possible poles. We also show that
the maximal pole of the partial L-function LS(s, σ × χ) forces the Eisenstein
series to have a pole at a corresponding point (Prop. 2.2). Then we define the
first occurrences and lowest occurrences of theta lifts from symplectic groups to
orthogonal groups in Sec. 2.3. The lowest occurrence is a coarser invariant than
the first occurrence since it is the minimum of first occurrences across many
Witt towers. Via the regularised Siegel-Weil formula, we are able to show in
Thm. 2.8 that the location of poles of Eisenstein series provides an upper bound
for the lowest occurrence of theta lifts. This section is largely a restatement
of [Mœg97a]. It is included for completeness and for fixing notation. Sec. 3
contains our main results on periods (Thms. 3.7, 3.8 and Cor. 3.9). We get
finer results that relate first occurrences to distinction or non-distinction by
symplectic groups or Jacobi groups of residues of Eisenstein series twisted
by theta functions. One implication (Thm. 3.10) is that the inequality in
Thm. 2.8 is, in fact, an equality. For the periods we consider, the theta twist
is necessary, since the target of theta lift may not be split orthogonal groups.
This is different from the case studied in [GJS09] where the target of theta
lift is symplectic groups (which always split). In addition, in our case both
symplectic groups and Jacobi groups must be considered in order to have
a complete picture. The proofs of our main results occupy the rest of the
paper. We indicate here briefly the line of thoughts. In Sec. 3.1, by studying
Fourier coefficients of theta lifts, we get relations (Props. 3.2, 3.4) between
first occurrences and distinction or non-distinction of automorphic forms in
σ twisted by theta functions. The corresponding period integrals inspire us
to consider theta-twisted period integrals of Eisenstein series of the form in
Sec. 3.2. However due to the fact that those theta-twisted period integrals
of Eisenstein series are generally divergent, we apply the Arthur truncation
method to regularise them. We unfold the period integrals and analyse the
resulting components. Sec. 4 is devoted to the computation of values of those
components, while Sec. 5 justifies the change of order of summations and
integrations in the computation by dealing with issues of absolute convergence.
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We are able to show that after taking residue at a certain point only one term
can possibly remain and that it contains a theta-twisted period integral on σ
as inner integral. Under conditions on distinction of σ, we can show that it
indeed does not vanish for some choice of data. Thus distinction of σ leads to
distinction of residue of Eisenstein series. The precise statement can be found
in Thm. 3.8. Coupled with the result that conditions on first occurrence supply
all the necessary distinction or non-distinction of σ, we deduce Cor. 3.9. In
this way theta correspondence becomes a means to detect the location of the
maximal pole of the partial L-function LS(s, σ × χ), or, in other words, the
simple factor of the form (χ, b) in the global Arthur parameter ψσ of σ for
largest possible integer b. This forms part of the (χ, b)-theory as explained in
[Jia14]. We plan to extend the theory to the general (τ, b)-theory for general
irreducible cuspidal automorphic representations τ of GLa(A) with a ≥ 2.
2. Notation and the Basic Settings
2.1. Notation. Let F be a number field and A = AF its ring of adeles. Fix
a non-trivial additive character ψF of F \A. We will generally write ψ for ψF
unless there is confusion. Note that ψ also denotes a global Arthur parameter
in the Introduction. Let X be a non-degenerate symplectic space over F
of even dimension m. The symplectic pairing is denoted by 〈 , 〉X . Let Ha
denote a-copies of the hyperbolic plane. Let e+1 , . . . , e
+
a , e
−
1 , . . . , e
−
a be the basis
for Ha such that 〈e
+
i , e
−
j 〉Ha = δij and 〈e
+
i , e
+
j 〉Ha = 〈e
−
i , e
−
j 〉Ha = 0, for
i, j = 1, . . . , a, where δij is the Kronecker delta. Let ℓ
+
a (resp. ℓ
−
a ) be the
span of e+i ’s (resp. e
−
i ’s). Then Ha has the polarisation Ha = ℓ
+
a ⊕ ℓ
−
a . Let
Xa = X ⊥ Ha be the (m + 2a)-dimensional symplectic space. Let G(Xa) be
the isometry group which acts on Xa on the right. Let Qa be the parabolic
subgroup of G(Xa) that stabilises the isotropic subspace ℓ
−
a . Let Ma be its
Levi subgroup and Na its unipotent radical. Then Ma ∼= GLa ×G(X). With
respect to the ‘basis’ ℓ+a , X, ℓ
−
a , for x ∈ GLa and h ∈ G(X), we set m(x, h) to
be the element 
x h
x∗

 ∈Ma
where x∗ ∈ GLa is determined by x via the pairing of ℓ
+
a and ℓ
−
a . An element
in G(X) will be naturally regarded as an element of G(Xa). Fix a good
maximal compact subgroup Ka = KG(Xa) of G(Xa)(A) such that the Iwasawa
decomposition holds: G(Xa)(A) = Qa(A)Ka. For a non-degenerate subspace
Z of X , set Za to be the subspace Z ⊥ Ha of Xa. Let Y be a non-degenerate
quadratic space over F with symmetric bilinear form 〈 , 〉Y . Similarly we form
the extended quadratic space Ya = Y ⊥ H
′
a where H
′
a is a split quadratic space
as defined analogously to Ha. The isometry group G(Ya) is considered to act
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on the left of Ya. As in [KR94, (0.7)], let χY be the character of F
× \A×
given by χY (a) = (a, (−1)
dimY (dimY−1)/2 det〈 , 〉Y ), where ( , ) is the Hilbert
symbol. Thus χY = χYa for all a ∈ Z≥0.
Next we introduce some notation from the doubling method. Let X ′ be the
symplectic space with the same underlying space as X but with symplectic
form 〈 , 〉X′ = −〈 , 〉X . We will naturally identify G(X
′) with G(X). Let
W be the doubled space X ⊥ X ′. Then W has the polarisation X∆ ⊕ X∇
where X∆ = {(x, x) ∈ W |x ∈ X} and X∇ = {(x,−x) ∈ W |x ∈ X}. Also
form the extended space Wa and let ι = ι1 × ι2 : G(Xa) × G(X
′) → G(Wa)
denote the natural inclusion map. Then Wa = (X
∆ ⊕ ℓ+a ) ⊕ (X
∇ ⊕ ℓ−a ) is a
natural polarisation. Let Pa denote the Siegel parabolic subgroup of G(Wa)
that stabilises X∇ ⊕ ℓ−a .
2.2. Poles of Certain Eisenstein Series. The results in this section are not
new. They are included for fixing notation and for completeness. We follow
the line of ideas of Mœglin in [Mœg97a] to determine the poles of a family of
Eisenstein series, which will form a basis of arguments in later sections. See
also [JW16]. We follow mostly the notation of [Art78].
Consider the Eisenstein series on G(Xa) associated to the parabolic sub-
group Qa. Since Qa is a maximal parabolic subgroup, the space a
∗
Ma is one-
dimensional. We identify C with a∗Ma,C via s 7→ s(
m+a+1
2
)−1ρQa , following
[Sha10], where ρQa is the half sum of the positive roots in Na. As a result
we sometimes regard ρQa as the number (m+ a+ 1)/2. Let Ha be the homo-
morphism Ma(A) → aMa such that for all m ∈ Ma(A) and ξ ∈ a
∗
Ma we have
exp(〈Ha(m), ξ〉) =
∏
v |ξ(mv)|v. Explicitly exp(〈Ha(m(x, h)), s〉) = | det(x)|
s
A,
for x ∈ GLa(A) and h ∈ G(X)(A). We extend Ha to a function of G(Xa)(A)
via the Iwasawa decomposition. Let χ be a quadratic character of F× \A×
and σ ∈ Acusp(G(X)), the set of all equivalence classes of irreducible cuspi-
dal automorphic representations of G(X)(A). Denote by Aa(s, χ, σ) the space
of smooth C-valued functions f on Na(A)Ma(F ) \G(Xa)(A) that satisfy the
following properties:
(1) f is right Ka-finite;
(2) for any x ∈ GLa(A) and g ∈ G(Xa)(A), we have
f(m(x, IX)g) = χ(det(x))| det(x)|
s+ρQa
A f(g);
(3) for any fixed k ∈ Ka, the function h 7→ f(m(Ia, h)k) on G(X)(A) is a
smooth right Ka ∩G(X)(A)-finite vector in the space of σ.
For f ∈ Aa(0, χ, σ) and s ∈ C, a section fs(g) := exp(〈Ha(g), s〉)f(g) of
Aa(s, χ, σ) can be identified with a smooth section in Ind
G(Xa)(A)
Qa(A)
χ| |sA ⊗ σ.
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Form the Eisenstein series:
EQa(g, s, f) =
∑
γ∈Qa(F ) \G(Xa)(F )
fs(γg).
By Langlands’ theory of Eisenstein series, this is absolutely convergent for
Re s > ρQa and has meromorphic continuation to the whole s-plane with
finitely many poles in the half plane Re s > 0, which are all real in our case.
Let Pa(χ, σ) denote the set of positive poles of E
Qa(g, s, f) for f running
over Aa(0, χ, σ). The number s0 > 0 lies in Pa(χ, σ) if and only if for some
f ∈ Aa(0, χ, σ), the Eisenstein series E
Qa(g, s, f) has a pole at s = s0.
Proposition 2.1. Assume that P1(χ, σ) is non-empty and let s0 be its maximal
member. Then for all integers a ≥ 1, s = s0 +
1
2
(a− 1) lies in Pa(χ, σ) and is
its maximal member.
Proof. The proof for the unitary case [JW16, Prop. 2.1] goes through word for
word for the current case. See also [Mœg97a]. 
Proposition 2.2. Assume that the partial L-function LS(s, σ× χ) has a pole
at s = s0 >
1
2
and that it is holomorphic for Re s > s0. Then for all integers
a ≥ 1, s = s0 +
1
2
(a− 1) ∈ Pa(χ, σ).
Proof. By Langlands’ theory, the poles of the Eisenstein series is determined
by its various constant terms. Since we consider the maximal (i.e., the right-
most) pole of the partial L-function, it is enough to consider the poles of
the intertwining operator M(w∅, s) where w∅ is the longest Weyl element in
Qa \G(Xa)/Qa. By the Gindikin-Karpelevich formula, we find the normalising
factor to be∏
1≤j≤a
LS(s− 1
2
(a− 1) + j − 1, σ × χ)
LS(s− 1
2
(a− 1) + j, σ × χ)
·
∏
1≤i<j≤a
ζS(2s− (a− 1) + i+ j − 2)
ζS(2s− (a− 1) + i+ j − 1)
where ζS are partial Dedekind zeta functions. This can be simplified to I1 · I2
with
I1 =
LS(s− 1
2
(a− 1), σ × χ)
LS(s+ 1
2
(a+ 1), σ × χ)
and I2 =
∏
1<j≤a
ζS(2s− (a− 1) + j − 1)
ζS(2s− (a− 1) + 2j − 2)
.
There is an extraneous factor in the proof of [Mœg97a, Remarque 2] which
should be absorbed into the Rankin-Selberg L-function.
At s = s0 +
1
2
(a − 1), the numerator of I1 has a pole and it cannot be
cancelled out by the factor in the denominator of I1 or the factors of I2. Thus
we conclude that s0 +
1
2
(a− 1) ∈ Pa(χ, σ). 
Next we relate the Eisenstein series EQa(s, g, f) on G(Xa) to the Siegel
Eisenstein series on the ‘doubled group’ G(Wa).
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Proposition 2.3. Let Fs be a KG(Wa)-finite section of Ind
G(Wa)(A)
Pa(A)
χ| |sA and
φ ∈ σ. Define a function Fφ,s(ga) on G(Xa)(A) by
(2.1) Fφ,s(ga) =
∫
G(X)(A)
Fs(ι(ga, g))φ(g)dg.
Then the following hold.
(1) It is absolutely convergent for Re s > (m+ a+ 1)/2 and has meromor-
phic continuation to the whole s-plane;
(2) It is a section of Aa(s, χ, σ);
(3) The following identity holds via the meromorphic continuation:
(2.2)
∫
[G(X)]
EPa(ι(ga, g), s,Fs)φ(g)dg = E
Qa(ga, s, Fφ,s).
Proof. Formally we have
Fφ,s(ga) =
∫
[G(X)]
∑
γ∈G(X)(F )
Fs(ι(ga, γg))φ(g)dg.
Since ι2(G(X)(F )) ∩ Pa(F ) is trivial we have an embedding
G(X)(F ) →֒ Pa(F ) \G(Wa)(F ).
Thus the sum above is a partial sum of an Eisenstein series, which is absolutely
convergent for Re s > ρPa = (m + a + 1)/2. Since φ is cuspidal, the integral
defining Fφ,s is absolutely convergent for Re s > (m+ a+ 1)/2.
Now we check if Fφ,s(ga) is a section of Aa(s, χ, σ). Since ι1(NQa(A)) is a
subset of NPa(A), Fφ,s is left-invariant under NQa(A). For ta ∈ GLa(F ), we
have ι1(m(ta, 1)) ∈MPa(F ) and hence Fφ,s is left invariant under the factor of
MQa(F ) that is isomorphic to GLa(F ). Let h be an element in the subgroup
G(X)(A) of MQa(A). Because ι(h, h) ∈ Pa(A), we have
Fφ,s(hga) =
∫
G(X)(A)
Fs(ι(hga, g))φ(g)dg
=
∫
G(X)(A)
Fs(ι(h, h)ι(ga, h
−1g))φ(g)dg
=
∫
G(X)(A)
Fs(ι(ga, h
−1g))φ(g)dg
=
∫
G(X)(A)
Fs(ι(ga, g))φ(hg)dg.
Thus h 7→ Fφ,s(hga) is in the space of σ.
For meromorphic continuation, it suffices to check that when h belongs to
the subgroup G(X)(A) of MQa(A), Fφ,s(h) has meromorphic continuation, or
PERIODS AND (χ, b)-FACTORS OF CUSPIDAL FORMS OF Sp(2n) 9
equivalently, that for all ξ ∈ σ, the inner product of Fφ,s|G(X)(A) and ξ has
meromorphic continuation. By the basic identity in [GPSR87], we have∫
[G(X)]
Fφ,s(h)ξ(h)dh =
∫
[G(X)]
∫
G(X)(A)
Fs(ι(1, g))φ(hg)ξ(h)dgdh
=
∫
[G(X)×G(X)]
EP (ι(h, g), s,Fs)φ(g)ξ(h)dgdh
where EP is an Eisenstein series on G(W ) associated to the Siegel parabolic
P and where we regard Fs as a section of Ind
G(W )(A)
P (A) χ| |
s+ 1
2
a
A via restriction.
Then meromorphic continuation follows from that of Eisenstein series. 
We summarise from [Ike92, Ike96b, KR90, KR94] the location of possible
poles of the Siegel Eisenstein series.
Proposition 2.4. The poles with Re s > 0 of EPa(g, s, Fs) are at most simple
and are contained in the set
Ξm+a(χ) = {
1
2
(m+ a + 1)− j|j ∈ Z, 0 < j <
1
2
(m+ a+ 1)},
if χ 6= 1; and in the set
Ξm+a(χ) = {
1
2
(m+ a + 1)− j|j ∈ Z, 0 ≤ j <
1
2
(m+ a+ 1)},
if χ = 1.
We note the following lemmas whose proofs are completely analogous to
those in [JW16, Lemma 2.6]. See also [GJS09] and [Mœg97a].
Lemma 2.5. Fix s1 ∈ R. Then for large enough a, every section of Aa(s, χ, σ)
can be approximated by sections of the form (2.1) for Re s > s1.
Lemma 2.6. Let s0 be the maximal element in P1(χ, σ). Then for large enough
a, there exists a section of Aa(s, χ, σ) of the form Fφ,s as in (2.1) such that
EQa(g, s, Fφ,s) has a pole at s = s0 +
1
2
(a− 1).
This leads to the following:
Proposition 2.7. If s0 is the maximal element in P1(χ, σ), then s0 =
1
2
(m+
2)− j for some integer j with 0 < j < 1
2
(m+ 2).
Proof. Assume that s0 is the maximal element in P1(χ, σ), then s0 +
1
2
(a− 1)
belongs to Pa(χ, σ) by Prop. 2.1. Thus there exists a section of Aa(s, χ, σ) of
the form (2.1) such that EQa(g, s, Fφ,s) has a pole at s = s0 +
1
2
(a− 1). Then
from (2.2), this must lie in Ξm+a(χ). Thus s0 must be of the form
1
2
(m+2)− j
for some integer j with 0 ≤ j < 1
2
(m+ 2).
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The Siegel Eisenstein series EPa can have a pole at s = 1
2
(m + a + 1) only
when χ = 1. In this case, the space of the residues of EPa at s = 1
2
(m+ a+1)
is the trivial representation. By (2.2), we see that residue of EQa(ga, s, Fφ,s)
must vanish at s = 1
2
(m+ a+ 1). In other words, s0 cannot achieve the value
1
2
(m+ 2). 
2.3. First Occurrence of Theta Correspondence. We recall that X is
a symplectic space and that Y is a quadratic space. We have the space of
Schwartz functions on a maximal isotropic subspace of (Y ⊗F X)(A). When
we do not want to emphasise which maximal isotropic subspace is used, we
write (Y ⊗X)+ for a maximal isotropic subspace and denote by SX,Y (A) the
space of Schwartz functions on (Y ⊗X)+(A). The local version is denoted by
SX,Y (Fv) for a place v of F . Since in this paper Y is even dimensional we do
not need to consider the metaplectic cover of G(X)(A). Recall that we have
fixed a non-trivial character ψ of F \A. The Weil representation ωψ,X,Y of
G(X)(A)×G(Y )(A) can be realised on the Schro¨dinger model SX,Y (A). The
explicit formulae can be found, for example, in [Ike96a].
For Φ ∈ SX,Y (A), g ∈ G(X)(A) and h ∈ G(Y )(A), we form the theta series
θψ,X,Y (g, h,Φ) :=
∑
w∈(Y⊗X)+(F )
ωψ,X,Y (g, h)Φ(w).
Let σ ∈ Acusp(G(X)). For φ ∈ σ and Φ ∈ SX,Y (A), define
(2.3) θYψ,X(h, φ,Φ) :=
∫
[G(X)]
θψ,X,Y (g, h,Φ)φ(g)dg.
Then the theta lift θYψ,X(σ) of σ from G(X) to G(Y ) is defined to be the span of
all such θYψ,X(h, φ,Φ)’s. We note that if Y trivial, then the Weil representation
is the one-dimensional trivial representation and the theta series reduces to a
constant function of G(X)(A).
The first occurrence index FOYψ (σ) of σ in the Witt tower of Y is defined to
be the smallest number dimY ′ such that θY
′
ψ,X(σ) is non-zero for Y
′ running
through the spaces that are in the Witt tower of Y . Fix a quadratic character
χ. Then we define the lowest occurrence index of σ with respect to χ as follows:
LOψ,χ(σ) = min
Y
{FOYψ (σ)},
where Y runs over all non-degenerate quadratic spaces with χY = χ and
dimY ≡ 0 (mod 2).
With this setup we can state our theorems that derive information on lowest
occurrence of theta lift from poles of Eisenstein series or L-functions.
Theorem 2.8. Let σ ∈ Acusp(G(X)) and s0 be the maximal element in the
set P1(χ, σ). Then
PERIODS AND (χ, b)-FACTORS OF CUSPIDAL FORMS OF Sp(2n) 11
(1) s0 =
1
2
(m+ 2)− j for some integer j such that 0 < j < 1
2
(m+ 2);
(2) LOψ,χ(σ) ≤ 2j;
(3) 2j ≥ rX where rX =
m
2
is the Witt index of X.
Proof. The first part is just Prop. 2.7. For the second part we make use of the
Siegel-Weil formula. Most of the ingredients can be found from [KR94]. Part
of the theorem was proved in [Mœg97a]. See also [JW16]. We give full details
only for the part that is new.
Assume that s0 =
1
2
(m+2)−j is the maximal element in P1(χ, σ). Then by
Prop. 2.1 and (2.2) we find that s0 +
1
2
(a− 1) ∈ Pa(χ, σ). Thus there exists a
section of Aa(s, χ, σ) of the form Fφ,s as in (2.1) such that E
Qa(s, g, Fφ,s) has
a pole at s = s0 +
1
2
(a− 1). Taking a large so that dimY < m+ a + 1, since
the residue of the Siegel Eisenstein series is square-integrable, we get from the
Siegel-Weil formula [KR94, Ich01]:
ress=s0+ 12 (a−1)
EPa(ι(ga, g), s, Fs) =
∑
Y :dimY=2j
χY =χ
cY
∫
[G(Y )]
θψ(ι(ga, g), h, ωψ(αY )ΦY )dh
where αY is some element in the local Hecke algebra of G(Wa) at a good
place that is used to regularise the integral, cY is some non-zero constant
determined by αY and ΦY is someKG(Wa)-finite Schwartz function in SWa,Y (A).
By integrating both sides over [G(X)] against φ(g), we obtain that the left-
hand side then becomes the residue at s = s0+
1
2
(a−1) of EQa(ga, s, Fφ,s). As
this is non-zero, at least one term on the right-hand side is non-zero. In other
words there exists a quadratic space Y of dimension 2j and character χ such
that ∫
[G(X)]
∫
[G(Y )]
θψ(ι(ga, g), h, ωψ(αY )ΦY )φ(g)dhdg 6= 0.
We may assume that ωψ(αY )ΦY = Φ
(1)
Y ⊗ Φ
(2)
Y for Φ
(1)
Y ∈ SXa,Y (A) and Φ
(2)
Y ∈
SX,Y (A). Then after separating variable we get∫
[G(X)]
∫
[G(Y )]
θψ,Xa,Y (ga, h,Φ
(1)
Y )θψ,X,Y (g, h,Φ
(2)
Y )φ(g)dhdg
=
∫
[G(Y )]
θψ,Xa,Y (ga, h,Φ
(1)
Y )
∫
[G(X)]
θψ,X,Y (g, h,Φ
(2)
Y )φ(g)dgdh.
Thus the inner integral, which is exactly the theta lift of φ ∈ σ to G(Y ), is
non-vanishing. This concludes the proof of the second part.
For the third part, assume that the lowest occurrence is realised in the Witt
tower of Y so that FOYψ (σ) = 2j
′ for some j′ ≤ j. We may assume dimY = 2j′.
Let π = θYψ,X(σ). Then it is cuspidal as this is the first occurrence. It is
irreducible by [Mœg97b, The´ore`me]. It is known that FOXψ−1,Y (π) ≤ 4j
′. By
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the involutive property in [Mœg97b] we have θXψ−1,Y (π) = θ
X
ψ−1,Y (θ
Y
ψ,X(σ)) = σ.
Thus m ≤ 4j′ ≤ 4j. 
Theorem 2.9. Let σ ∈ Acusp(G(X)) and s0 be the maximal element in P1(χ, σ).
Then the following hold.
(1) Assume that the partial L-function LS(s, σ × χ) has a pole at s =
1
2
(m+ 2)− j > 0. Then LOψ,χ(σ) ≤ 2j.
(2) If LOψ,χ(σ) = 2j < m+2, then L
S(s, σ×χ) is holomorphic for Re s >
1
2
(m+ 2)− j.
(3) If LOψ,χ(σ) = 2j ≥ m+2, then L
S(s, σ×χ) is holomorphic for Re s ≥
1
2
.
Proof. This theorem is a consequence of Thm. 2.8 and Prop. 2.2. Assume that
LS(s, σ × χ) has a pole at s = 1
2
(m + 2) − j > 0. Let 1
2
(m + 2) − j′ be its
maximal pole. Then s = 1
2
(m + 2)− j′ is a pole of the Eisenstein series EQ1.
Let 1
2
(m+ 2)− j′′ be the maximal element of P1(χ, σ). We have j
′′ ≤ j′ ≤ j.
By Thm. 2.8, the lowest occurrence LOψ,χ(σ) ≤ 2j
′′ ≤ 2j.
Assume that LOψ,χ(σ) = 2j < m+2 and L
S(s, σ×χ) is not holomorphic for
Re s > 1
2
(m+2)−j. This means that LS(s, σ×χ) has a pole at s = 1
2
(m+2)−j0
for some j0 < j. Part (1) implies that LOψ,χ(σ) ≤ 2j0 which is strictly less
than 2j. We get a contradiction.
Assume that LS(s, σ×χ) is not holomorphic for Re s ≥ 1
2
. Then LS(s, σ×χ)
has a pole at s = 1
2
(m+ 2)− j0 for some j0 ≤
1
2
(m+ 1). Then from Part (1),
we get that LOψ,χ(σ) ≤ 2j0 ≤ m+ 1. 
3. Periods and Main Results
As noted in the proof of Thm. 2.8, for σ ∈ Acusp(G(X)), the first occurrence
of σ under the theta correspondence to the orthogonal group is irreducible
and cuspidal. Then by the theory of Li on the non-singularity of cuspidal
automorphic representations ([Li92]), there exists at least one non-zero Fourier
coefficient of maximal rank for the first occurrence representation of σ under
the theta correspondence. An explicit calculation of such a Fourier coefficient
leads to our definition of a new family of period integrals on σ. Note that the
period integrals are similar to what we defined in [JW16]. However they are
different from what was introduced in [GJS09] due to the presence of theta
twist in general.
In this section, for easier indexing, the quadratic space Y is assumed to be
anisotropic so that it sits at the bottom of its Witt tower.
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Definition 3.1. Let G be a reductive group and J be a subgroup of G. Let
σ be an automorphic representation of G. For f ∈ σ, if the period integral
(3.1)
∫
[J ]
f(g)dg.
is absolutely convergent and non-vanishing, we say that f is J-distinguished.
Assume that for all f ∈ σ, the period integral is absolutely convergent. If there
exists f ∈ σ such that f is J-distinguished, then we say σ is J-distinguished.
If for all f ∈ σ, f is not J-distinguished, then we say σ is not J-distinguished.
3.1. Fourier Coefficients and Periods. Let Θψ,X,Y denote the space of
theta functions θψ,X,Y (·, 1,Φ) for Φ running over SX,Y (A). Let Z be a non-
degenerate symplectic subspace of X . Then G(Z) is the symplectic group of
Z. Let L be a totally isotropic subspace of Z. Let Q(Z, L) be the parabolic
subgroup of G(Z) that stabilises L. Define J(Z, L) to be the Jacobi subgroup
of Q(Z, L) that fixes L element-wise. Assume that L+ is any totally isotropic
subspace of Z that is dual to L and that a subspace W ⊂ Z is such that
Z = L+ ⊕ W ⊕ L. Then with respect to the ‘basis’ L+,W, L, we have the
following description in terms of block matrices:
Q(Z, L) =



∗ ∗ ∗∗ ∗
∗

 ∈ G(Z)

 , J(Z, L) =



I ∗ ∗∗ ∗
I

 ∈ G(Z)

 .
In our convention the 0 space is both totally isotropic and anisotropic. We
allow L to be the 0 space. In this case J(Z, L) = G(Z). Note that the
groups act on the vector space Z from the right. With this set-up we have the
following:
Proposition 3.2. Let σ ∈ Acusp(G(X)) and let Y be a (possibly trivial)
anisotropic quadratic space. Assume that FOYψ (σ) = dimY + 2r0. Let Z be a
non-degenerate symplectic subspace of X and L a totally isotropic subspace of
Z. Let r be a non-negative integer. Then the following hold.
(1) If dimX − dimZ + dimL + r < r0, then σ ⊗ Θψ,X,Yr is not J(Z, L)-
distinguished for any choice of (Z, L).
(2) If dimL = 0, 1 and dimX − dimZ + dimL = r0, then σ ⊗ Θψ,X,Y is
J(Z, L)-distinguished for some choice of (Z, L).
Proof. We will suppress the subscript ψ and taking F -rational points unless
there is confusion. For example G(X)(F ) will simply be G(X). Let φ ∈ σ and
Φ ∈ SX,Yr(A). The periods under consideration are
(3.2)
∫
[J(Z,L)]
φ(g)θX,Yr(g, 1,Φ)dg.
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Since φ is a cuspidal automorphic form and the theta series is of moderate
growth, the whole integrand is rapidly decreasing on the Siegel domain of
G(X). The Jacobi group J(Z, L) is a semi-direct product of some symplectic
subgroup G(Z ′) of G(X) and a unipotent group. It can be seen that the Siegel
domain of G(Z ′) is contained some Siegel domain of G(X). Thus the period
integrals are all absolutely convergent.
Recall that θYrX (h, φ,Φ) denotes the theta lift in (2.3) for φ ∈ σ and Φ ∈
SX,Yr(A). We consider its β-th Fourier coefficients θ
Yr
X,β(h, φ,Φ) for β ∈ Alta
for a ≤ r of the form
(
β0 0
0 0
)
, where β0 ∈ Altb is a non-degenerate element.
Note that b must be even. Let na denote the homomorphism:
Alta → G(Yr), z 7→

Ia 0 zI 0
Ia

 .
Then we have
(3.3) θYrX,β(h, φ,Φ) =
∫
[Alta]
∫
[G(X)]
φ(g)θYrX (g, na(z)h,Φ)ψ(tr(βz))dgdz.
In order to compute θYrX (g, na(z)h,Φ) we realise the Weil representation on
S((ℓ−a ⊗X ⊕ Yr−a ⊗X
+)(A)). Then
θYrX (g, na(z)h,Φ) =
∑
u,v,w
ωX,Yr(g, na(z)h)Φ(u, v, w)
where the summation runs over u ∈ ℓ−a ⊗X
+, v ∈ ℓ−a ⊗X
− and w ∈ Yr−a⊗X
+.
Writing out the action explicitly, we find that each term is equal to
ψ(tr(zutv))ωX,Yr(g, h)Φ(u, v, w).
Thus integration over dz in (3.3) vanishes unless utv = β, which implies that
〈x, x〉X = x
(
I
−I
)
tx = 2β, if we set x = (u, v) ∈ ℓ−a ⊗ X . Thus (3.3) is
equal to ∫
[G(X)]
∑
x,w
〈x,x〉X=2β
φ(g)ωX,Yr(g, h)Φ(x, w)dg
where x runs over ℓ−a ⊗X and w over Yr−a⊗X
+. Write x =
(
x0
x1
)
for x0 ∈ ℓ
−
b ⊗X
and x1 ∈ ℓ
−
a−b⊗X . Thus we need 〈x0, x0〉X = β0, 〈x0, x1〉X = 0 and 〈x1, x1〉X =
0. We note that x0’s form one orbit under action of G(X), that Span{x1} is a
totally isotropic subspace contained in the orthogonal complement of Span{x0}
and that the G(X)-orbits of Span{x1}’s are parametrised by dimension. We fix
one x0 ∈ ℓ
−
b ⊗X such that 〈x0, x0〉X = β0 and x
(i)
1 ∈ ℓ
−
a−b⊗X of rank i such that
〈x0, x
(i)
1 〉X = 0 and 〈x
(i)
1 , x
(i)
1 〉X = 0 for i = 0, . . . ,min{(dimX − b)/2, a − b}.
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To parametrise x1 rather than Span{x1} we need to apply GLa−b-action on the
left. The stabiliser in G(X) of x0 and Span{x
i
1} is J({x0}
⊥, x
(i)
1 ) where {x0}
⊥
denotes the orthogonal complement of Span{x0} in X and to avoid clutter we
write x
(i)
1 rather than Span{x
(i)
1 } here. Thus (3.3) is equal to∫
[G(X)]
∑
i
∑
δ
∑
γ
∑
w
φ(g)ωX,Yr(g, h)Φ(
(
x0
δ−1x
(i)
1
)
γ, w)dg
=
∫
[G(X)]
∑
i
∑
δ
∑
γ
∑
w
φ(g)ωX,Yr(γg,mG(Yr),a−b(δ)h)Φ(
(
x0
x
(i)
1
)
, w)dg
where w runs over Yr−a ⊗ X
+, i over {0, . . . ,min{(dimX − b)/2, a − b}},
δ over (StabGLa−bx
(i)
1 G(X)) \GLa−b and γ over J({x0}
⊥, x
(i)
1 ) \G(X). Here
StabGLa−bx
(i)
1 G(X) denotes the stabiliser in GLa−b of the G(X)-orbit of x
(i)
1
and we set
mG(Yr),a−b : GLa−b → G(Yr), δ 7→ diag(Ib, δ, I, δ
∗, Ib)
with δ∗ determined by δ via the quadratic form on Yr. We may freely change
order of summations and integration because of absolute convergence. We
collapse the sum over γ and the integration to get
∑
i
∑
δ
∫
J({x0}⊥,x
(i)
1 ) \G(X)(A)
φ(g)
∑
w
ωX,Yr(g,mG(Yr),a−b(δ)h)Φ(
(
x0
x
(i)
1
)
, w)dg
=
∑
i
∑
δ
∫
J({x0}⊥,x
(i)
1 )(A) \G(X)(A)
∫
[J({x0}⊥,x
(i)
1 )]
φ(g′g)
(3.4)
θX,Yr−a(g
′, 1, ωX,Yr(g,mG(Yr),a−b(δ)h)Φ(
(
x0
x
(i)
1
)
, ·))dg′dg.
We separate the discussion for the case of r < r0 and the case of r = r0.
First, suppose r < r0. Then (3.4) is identically 0, because it is a Fourier
coefficient of an earlier occurrence than the first occurrence. We use induction
on dimL to show part (1). Assume that b = a ≤ r. In this case a is forced to
be even. Then (3.4) being equal to 0 simply means
0 =
∫
J({x0}⊥,0)(A) \G(X)(A)
∫
[J({x0}⊥,0)]
φ(g′g)θX,Yr−a(g
′, 1, ωX,Yr(g, h)Φ(x0, ·))dg
′dg.
Consider the inner integral
∫
[J({x0}⊥,0)]
φ(g′)θX,Yr−a(g
′, 1,Ψ)dg′, where Ψ ∈
SX,Yr−a(A). For all choice of data, the above must vanish. Otherwise we can
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choose Ψ′ ∈ S(ℓ−a ⊗X(A)) supported very close to x0 at ramified places such
that
∫
J({x0}⊥,0)(A) \G(X)(A)
∫
[J({x0}⊥,0)]
φ(g′g)
θX,Yr−a(g
′g, 1, ωX,ℓ+a⊕ℓ−a (g, 1)Ψ
′(x0)Ψ(·))dg
′dg
is non-vanishing, which is a contradiction. Letting a and β0 vary as long as
b = a ≤ r < r0, we get that
∫
[J(Z,L)]
φ(g′)θX,Yt(g
′, 1,Ψ)dg′ = 0, for all choice of
data as long as dimL = 0 and dimX − dimZ + dimL+ t < r0.
Assume that
∫
[J(Z,L)]
φ(g′)θX,Yt(g
′, 1,Ψ)dg′ = 0, for all choice of data when-
ever dimL < n0 and dimX − dimZ + dimL + t < r0. We consider the case
when a − b = n0. Then those terms in (3.4) corresponding to i < n0 must
vanish by the induction hypothesis. Also the set StabGLa−bx
(n0)
1 G(X) \GLa−b
that δ runs over is trivial. Thus there is only one term left:
∫
J({x0}⊥,x
(a−b)
1 )(A) \G(X)(A)
∫
[J({x0}⊥,x
(a−b)
1 )]
φ(g′g)
θX,Yr−a(g
′, 1, ωX,Yr(g, h)Φ(
(
x0
x
(a−b)
1
)
, ·))dg′dg.
By a similar argument as in the case a = b, the inner integral must vanish.
Thus for all choice of data, the integral
∫
[J(Z,L)]
φ(g′)θX,Yt(g
′, 1,Ψ)dg′ must
vanish whenever dimL = n0 and dimX−dimZ+dimL+t < r0. We conclude
the proof for part (1).
Now we consider the case r = r0 to prove part (2). In this case the theta
lift does not vanish for some choice of φ ∈ σ and Φ ∈ SX,Yr(A). We take
β-th Fourier coefficients for β ∈ Altr0 . In other words, a = r0. By the Main
Theorem of [Li92] there exists β of maximal possible rank such that the β-th
Fourier coefficient does not vanish. When r0 is even, β is of rank r0. There is
only one term left in (3.4) corresponding to i = 0:
(3.5)∫
J({x0}⊥,0)(A) \G(X)(A)
∫
[J({x0}⊥,0)]
φ(g′g)θX,Y (g
′, 1, ωX,Yr(g, h)Φ(x0, ·))dg
′dg
and it does not vanish. Note that there is no summation over δ and that the
inner integral is of the form:
∫
[J(Z,0)]
φ(g′)θX,Y (g
′, 1,Ψ)dg′ for some choice of φ
and Ψ. As (3.5) does not vanish, we conclude that
∫
[J(Z,0)]
φ(g′)θX,Y (g
′, 1,Ψ)dg′
does not vanish for some choice of data. When r0 is odd, β is of rank r0 − 1.
PERIODS AND (χ, b)-FACTORS OF CUSPIDAL FORMS OF Sp(2n) 17
There are only two terms left in (3.4) corresponding to i = 0 and 1:
∫
J({x0}⊥,0)(A) \G(X)(A)
∫
[J({x0}⊥,0)]
φ(g′g)θX,Y (g
′, 1, ωX,Yr(g, h)Φ(x0, ·))dg
′dg
(3.6)
+
∫
J({x0}⊥,x
(1)
1 )(A) \G(X)(A)
∫
[J({x0}⊥,x
(1)
1 )]
φ(g′g)
θX,Y (g
′, 1, ωX,Yr(g, h)Φ(
(
x0
x
(1)
1
)
, ·))dg′dg
and this sum does not vanish. For the term corresponding to i = 1, in
fact, there should be a summation over δ ∈ StabGL1x
(1)
1 G(X) \GL1, but one
can check that this set has only one element which is the identity element.
Now we look at the two terms. The first has an inner integral of the form∫
[J(Z,0)]
φ(g′)θX,Y (g
′, 1,Ψ)dg′ with dimX − dimZ = r0− 1 < r0 and thus must
vanish by part (1). Thus the term corresponding to i = 1 must be non-
vanishing. This has an inner integral of the form
∫
[J(Z,L)]
φ(g′)θX,Y (g
′, 1,Ψ)dg′
with dimL = 1 and dimX−dimZ+dimL = r0. This must be non-vanishing
for some choice of data. 
Remark 3.3. If Y = 0, the theta series reduces to a constant. Compare with
Prop. 5.2 in [GJS09]. When Z = X and L = 0, the period integral is just the
integral for theta lift of σ to G(Yr). In fact the above period integrals can be
replaced by
∫
[J(Z,L)]
φ(g′)θψ,Z,Y (g
′, 1,Ψ)dg′, where Ψ ∈ SZ,Y (A).
There is a certain converse to the previous proposition.
Proposition 3.4. Let σ ∈ Acusp(G(X)) and Y be a (possibly trivial) anisotropic
quadratic space. Assume that σ ⊗ Θψ,X,Y is J(Z, L)-distinguished for some
(Z, L) with dimL = 0 or 1, but that it is not J(Z ′, L′)-distinguished for all
(Z ′, L′) with dimL′ = 0 or 1 and dimZ ′ − dimL′ > dimZ − dimL. Let
r = dimX − dimZ + dimL. Then FOYψ (σ) = dimY + 2r.
Proof. We will drop the subscript ψ to avoid clutter. Let r0 = (FO
Y
ψ (σ) −
dimY )/2. We need to show r0 = r.
Suppose first that L is the zero space. The period integral corresponding
to J(Z, 0)-distinction is
∫
[J(Z,0)]
φ(g′)θX,Y (g
′, 1,Ψ)dg′. It occurs as an inner
integral of the β-th Fourier coefficient of θYrX (h, φ,Φ) in the space of theta lift
of σ to G(Yr) (c.f. (3.5)) for some β ∈ Altr of full rank r. As in the proof
of Prop. 3.2, for some choice of data, the Fourier coefficient is non-vanishing.
Thus r0 ≤ r.
Suppose second that L is an isotropic line. The period integral correspond-
ing to J(Z, L)-distinction is
∫
[J(Z,L)]
φ(g′)θX,Y (g
′, 1,Ψ)dg′. This is not directly
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an inner integral of a certain Fourier coefficient of a theta lift. Consider the
β-th Fourier coefficient of theta lift of σ to G(Yr) where β ∈ Altr is of the
form
(
β0
0
)
where β0 is non-degenerate in Altr−1. From (3.6), we see that
our period integral is an inner integral of the second double integral for some
choice of data. The inner integral of the first double integral is of the form∫
[J(Z′,0)]
φ(g′)θX,Y (g
′, 1,Ψ)dg′
with dimZ ′ = dimX − (r − 1). Thus dimZ ′ > dimZ − dimL, so the first
term in (3.6) vanishes by assumption. The J(Z, L)-distinction means that the
inner integral of the second term in (3.6) is non-vanishing for some choice of
data. By a similar argument as in Prop. 3.2, we can further choose some more
data to make the outer integral non-vanishing. This shows that r0 ≤ r.
We need to show equality r0 = r. Assume that r0 < r. Then Prop. 3.2
shows that
∫
[J(Z′,L′)]
φ(g′)θX,Y (g
′, 1,Ψ)dg′ is non-vanishing for some choice of
data with dimX−dimZ ′+dimL′ = r0. Here dimL
′ = 0 or 1 is determined by
parity of r0. Then dimZ
′−dimL′ = dimX−r0 > dimX−r = dimZ−dimL,
which contradicts our assumption. 
We also get the following implication.
Proposition 3.5. Let σ ∈ Acusp(G(X)) and Y be a (possibly trivial) quadratic
space. Assume that for some t > 0, σ ⊗ Θψ,X,Y is not J(Z
′, L′)-distinguished
for all (Z ′, L′) with dimL′ = 0 or 1 and dimZ ′−dimL′ > t. Then σ⊗Θψ,X,Y
is not J(Z ′′, L′′)-distinguished for all (Z ′′, L′′) with dimZ ′′ − dimL′′ > t.
Proof. Assume that FOYψ (σ) = dimY + 2(dimX − t0). Then σ ⊗ Θψ,X,Y is
J(Z, L)-distinguished for some (Z, L) with dimL = 0 or 1 and dimZ−dimL =
t0. Thus t0 ≤ t. Prop. 3.2 shows that for all (Z
′′, L′′) with dimZ ′′−dimL′′ > t0,
σ⊗Θψ,X,Y is not J(Z
′′, L′′)-distinguished. Thus a fortiori, for all (Z ′′, L′′) with
dimZ ′′ − dimL′′ > t, σ ⊗Θψ,X,Y is not J(Z
′′, L′′)-distinguished. 
3.2. The Arthur Truncation Method. In this section we still assume that
Y is anisotropic. Let Z be a non-degenerate subspace of X . Let V denote
its orthogonal complement in X . Similarly we form the extended space Z1 =
ℓ+1 ⊕ Z ⊕ ℓ
−
1 . Thus Z1 is a non-degenerate subspace of X1. Let L be a totally
isotropic space of Z of dimension 0 or 1. We consider period integrals of the
following form ∫
[J(Z1,L)]
EQ1(g, s, fs)θψ,X1,Y (g, 1,Φ)dg
for fs ∈ A1(s, χ, σ) and Φ ∈ SX1,Y (A). The integrals diverge in general,
and can be regularised by applying Arthur truncation[Art80, Art78] to the
Eisenstein series, for instance. We will drop the superscript Q1 from now on.
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Since the parabolic group Q1 is maximal, aM1 is one-dimensional and is
identified with R. Define two functions on R as follows. For c ∈ R>0, set τˆ
c
to be the characteristic function of R>log c and set τˆc = 1R − τˆ
c. We put in
log to ease later computation. Then in our special case the Arthur truncation
formula has only two terms
ΛcE(g, s, fs) = E(g, s, fs)−
∑
γ∈Q1 \G(X1)
EQ1(γg, s, fs)τˆ
c(H(γg))
where EQ1 denotes the constant term of the Eisenstein series along Q1. The
summation has only finitely many terms (depending on g). For Re s > ρQ1 we
have
EQ1(g, s, fs) = fs(g) +M(w, s)fs(g),
where w is the longest Weyl element in Q1 \G(X1)/Q1. The above identity ac-
tually holds for all s as meromorphic functions. Thus the truncated Eisenstein
series ΛcE(g, s, fs) equals∑
γ∈Q1 \G(X1)
fs(γg)τˆc(H(γg))−
∑
γ∈Q1 \G(X1)
M(w, s)fs(γg)τˆ
c(H(γg)),
where the first summation is absolutely convergent for Re s > ρQ1 and the
second has only finitely many terms. Both have meromorphic continuation to
the whole complex plane.
Set
ξc,s(g) =fs(g)θψ,X1,Y (g, 1,Φ)τˆc(H(g));
ξcs(g) =M(w, s)fs(g)θψ,X1,Y (g, 1,Φ)τˆ
c(H(g)).
Also set
I(ξ) =
∫
[J(Z1,L)]
∑
γ∈Q1 \G(X1)
ξ(γg)dg(3.7)
for ξ = ξc,s or ξ
c
s. Then∫
[J(Z1,L)]
ΛcE(g, s, fs)θψ,X1,Y (g, 1,Φ)dg = I(ξc,s)− I(ξ
c
s).
Since the truncated Eisenstein series is rapidly decreasing, the left-hand side
is absolutely convergent. The absolute convergence of the two terms on the
right will be discussed later.
We examine the G(Z1)-orbits in the generalised flag variety Q1 \G(X1)
which classifies isotropic lines in X1. We use the correspondence given be-
low:
Q1 \G(X1)←→ {Isotropic lines in X1}
γ ←→ ℓ−1 γ.
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Given an isotropic line ℓ in X1 we write γℓ for an element in G(X1) such that
ℓ−1 γℓ = ℓ. In the following we always try to choose γℓ as simple as possible to
facilitate computation.
Given an isotropic line in X1 we pick a non-zero vector x on the line and
write x = v + z according to the decomposition X1 = V ⊥ Z1. We define
(1) Ω0,1 to be set of (isotropic) lines in X whose projection to V is 0,
(2) Ω1,0 to be set of (isotropic) lines in X whose projection to Z1 is 0,
(3) Ω1,1 to be set of the remaining (isotropic) lines.
Note that lines in X are automatically isotropic as they lie in a symplectic
space and that each set is stable under the action of G(Z1).
We analyse the G(Z1)-orbits of each of these sets. The set Ω0,1 forms one
G(Z1)-orbit. We take Fe
−
1 = ℓ
−
1 to be the orbit representative. Its stabiliser
in G(Z1) is the parabolic subgroup Q(Z1, F e
−
1 ) that stabilises Fe
−
1 . The set
Ω1,0 has orbit representatives Fv for v running over a set of representatives
of V − {0}/F×. The stabiliser of Fv is G(Z1). Consider the set Ω1,1. For
v ∈ V − {0}, the line F (v + z) is in the same orbit as F (v + e−1 ). Let
v1, v2 ∈ V − {0}. For F (v1 + e
−
1 ) to be in the same orbit as F (v2 + e
−
1 )
there should exist γ ∈ G(Z1) and c ∈ F
× such that
v1 + e
−
1 γ = c(v2 + e
−
1 ).
Thus F (v + e−1 ) gives a set of orbit representatives as v runs over a set of
representatives of V − {0}/F×. The stabiliser is J(Z1, F e
−
1 ). Thus we write
I(ξ) = IΩ0,1(ξ) + IΩ1,0(ξ) + IΩ1,1(ξ)
with
IΩ0,1(ξ) =
∫
[J(Z1,L)]
∑
δ∈Q(Z1,F e
−
1 ) \G(Z1)
ξ(δg)dg;(3.8)
IΩ1,0(ξ) =
∫
[J(Z1,L)]
∑
v∈V −{0}/F×
ξ(γFvg)dg;(3.9)
IΩ1,1(ξ) =
∫
[J(Z1,L)]
∑
v∈V −{0}/F×
∑
δ∈J(Z1,F e
−
1 ) \G(Z1)
ξ(γF (v+e−1 )δg)dg.(3.10)
Proposition 3.6. For ξ = ξc,s or ξ
c
s, the integrals IΩ0,1(ξ), IΩ1,0(ξ) and IΩ1,1(ξ)
are absolutely convergent for Re s and the truncation parameter c large enough.
This will be proved in Sec. 5 where more precise statements will be given.
For some of them we can relax conditions on s or c.
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3.3. Periods of Truncated Eisenstein Series and Residues. First we
state our results on the relation between the distinction and certain theta-
twisted periods of residue of Eisenstein series. The proofs hinge on the com-
putation (c.f. Sec. 4) of various integrals occurring in the period integrals.
To avoid too much repetition, in this section, Z (resp. Z ′, Z ′′) is always a
non-degenerate subspace of X and L (resp. L′, L′′) is always a totally isotropic
subspace of Z (resp. Z ′, Z ′′).
Theorem 3.7. Let σ ∈ Acusp(G(X)) and let Y be a (possibly trivial) anisotropic
quadratic space. Assume that σ ⊗ Θψ,X,Y is J(Z, L)-distinguished for some
(Z, L) such that dimL = 0 or 1, but that it is not J(Z ′, L′)-distinguished for
all (Z ′, L′) such that dimL′ = 0, . . . , dimL+1 and dimZ ′−dimL′ > dimZ−
dimL. Let r = dimX−dimZ+dimL and s0 =
1
2
(dimX− (dim Y +2r)+2).
Then s0 is a pole of E
Q1(s, g, fs) for some fs ∈ A1(s, χY , σ).
Proof. We claim that the intertwining operator M(w, s) must have a pole at
s = s0. Indeed, assume otherwise. Consider the period integral∫
[J(Z1,L)]
ΛcE(g, s, fs)θψ,X1,Y (g, 1,Φ)dg.
In Sec. 3.2 we have shown that it is equal to
(IΩ0,1(ξc,s) + IΩ1,0(ξc,s) + IΩ1,1(ξc,s))− (IΩ0,1(ξ
c
s) + IΩ1,0(ξ
c
s) + IΩ1,1(ξ
c
s)).
Let ξ = ξc,s or ξ
c
s. First assume that dimL = 0. Then Propositions 4.2,
4.3 show that IΩ1,0(ξ) and IΩ1,1(ξ) vanish. As we assume that M(w, s) does
not have a pole at s = s0, we see from (4.2) that IΩ0,1(ξ
c
s) does not contribute
a pole at s = s0. Proposition 4.1 shows that IΩ0,1(ξc,s) has a pole at s = s0
for some choice of data. Thus the truncated Eisenstein series and also the
Eisenstein series must have a pole at s = s0.
Second assume that dimL = 1. In Sec. 4.2 we further cut IΩ0,1(ξ) and
IΩ1,1(ξ) into 3 parts each and computed the values. Using the notation there
we have
IΩ0,1(ξ) = JΩ0,1,1(ξ) + JΩ0,1,2(ξ) + JΩ0,1,3(ξ).
Proposition 4.7 shows that IΩ1,0(ξ) vanishes, while Propositions 4.8, 4.9, 4.10
show that all 3 parts of IΩ1,1(ξ) vanish. Propositions 4.4, 4.6 show that
JΩ0,1,1(ξ) and JΩ0,1,3(ξ) vanish. As we assume that M(w, s) does not have
a pole at s = s0, we see from (4.7) that JΩ0,1,2(ξ
c
s) does not contribute a pole
at s = s0. Finally Proposition 4.5 shows that JΩ0,1,2(ξc,s) has a pole at s = s0
for some choice of data. Thus the truncated Eisenstein series and also the
Eisenstein series must have a pole at s = s0.
In both cases, we find that the Eisenstein series has a pole at s = s0, so this
contradicts our assumption that M(w, s) doe not have a pole at s = s0. Thus
the intertwining operator M(w, s) must have a pole at s = s0. Therefore the
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Eisenstein series must have a pole there. We note that the conditions of the
propositions we have invoked are satisfied by the conditions on the distinction
and the non-distinction. 
For a complex number s1, let Es1(g, fs) denote the residue of E
Q1(g, s, fs) at
s = s1. As we will see in the proof of the following theorem, the value of the
period integral
(3.11)
∫
[J(Z1,L)]
Es0(g, fs)θψ,X1,Y (g, 1,Φ)dg,
which is regularised via Arthur truncation does not depend on the trunca-
tion parameter. Thus we may extend the notion of distinction. We say that
Es0(g, fs)θψ,X1,Y (g, 1,Φ) is [J(Z1, L)]-distinguished if (3.11) is non-vanishing.
Theorem 3.8. With the same setup as in Theorem 3.7, assume further that
s0 > 0. Then the following hold.
(1) s0 is in P1(χ, σ) and it corresponds to a simple pole.
(2) Es0(g, fs)θψ,X1,Y (g, 1,Φ) is J(Z1, L)-distinguished for some choice of
fs ∈ A1(s, χY , σ) and Φ ∈ SX1,Y (A).
(3) For any choice of fs ∈ A1(s, χY , σ) and Φ ∈ SX1,Y (A), the function
Es1(g, fs)θψ,X,Y (g, 1,Φ) can not be J(Z1, L)-distinguished at any 0 <
s1 6= s0.
(4) For any (Z ′′, L′′) with dimL′′ = 0 or 1 and dimZ ′′−dimL′′ > dimZ−
dimL and for any choice of fs ∈ A1(s, χY , σ) and Φ ∈ SX1,Y (A),
Es1(g, fs)θψ,X1,Y (g, 1,Φ) can not be J(Z
′′
1 , L
′′)-distinguished at any s1 >
0.
Proof. The computation of the theta-twisted periods of truncated Eisenstein
series is done in Sec. 4. The periods are sums of several integrals that are
absolutely convergent for Re s large enough. In addition most of them vanish.
(See proof of Thm. 3.7.) We essentially just read off the residues of those
non-vanishing integrals to show this theorem.
We make use of the notation introduced in Sec. 3.2. Let s1 be a positive
real number. Set
θc(g) =
∑
γ∈Q1 \G(X1)
Es1,Q1(γg, fs)τˆ
c(H(γg))
=
∑
γ∈Q1 \G(X1)
ress=s1(M(w, s)fs(γg))τˆ
c(H(γg)).
Then the truncated residue is given by
ΛcEs1(g, fs) = Es1(g, fs)− θ
c(g).
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The period ∫
[J(Z1,L)]
θc(g)θψ,X1,Y (g, 1,Φ)dg
is absolutely convergent when Re s and the truncation parameter c are suf-
ficiently large, has meromorphic continuation to the complex plane and as
s1 > 0, is equal to ress=s1I(ξ
c
s) by Sections 5 and 4. Thus we find that∫
[J(Z1,L)]
Es1(g, fs)θψ,X1,Y (g, 1,Φ)dg(3.12)
=
∫
[J(Z1,L)]
(ΛcEs1(g, fs) + θ
c(g))θψ,X1,Y0(g, 1,Φ)dg
=ress=s1(I(ξc,s)− I(ξ
c
s)) + ress=s1I(ξ
c
s)
=ress=s1I(ξc,s).
When s1 6= s0, the period (3.12) vanishes. This proves part (3). When s1 = s0,
the period (3.12) is non-vanishing for some choice of data by Prop 4.1 for
dimL = 0 and by Prop. 4.5 for dimL = 1. These two propositions also show
that the values are independent of the truncation parameter. This proves part
(2) and as a result, part (1). For part (4), as the domain of integration is over
a ‘larger’ group, Section 4 coupled with the assumptions on non-distinction
shows that the period analogous to (3.12) vanishes. 
Corollary 3.9. Let σ ∈ Acusp(G(X)) and Y a (possibly trivial) anisotropic
quadratic space. Assume that FOYψ = dimY +2r. Let s0 =
1
2
(dimX−(dim Y +
2r)+2). Then s0 is a pole of E
Q1(s, g, fs) for some fs ∈ A1(s, χY , σ). Assume
further that s0 > 0. Then the following hold.
(1) s0 is in P1(χ, σ) and it corresponds to a simple pole.
(2) For some choice of (Z, L) with dimL = 0 or 1 and dimX − dimZ +
dimL = r, fs ∈ A1(χY , σ) and Φ ∈ SX1,Y (A), Es0(g, fs)θψ,X1,Y (g, 1,Φ)
is J(Z1, L)-distinguished.
(3) For 0 < s1 6= s0, the function Es1(g, fs)θψ,X1,Y (g, 1,Φ) can not be
J(Z1, L)-distinguished for any choice of (Z, L) with dimL = 0 or 1
and dimX − dimZ + dimL = r, fs ∈ A1(χY , σ) and Φ ∈ SX1,Y (A).
(4) For any s1 > 0, Es1(g, fs)θψ,X1,Y (g, 1,Φ) cannot be J(Z
′′
1 , L
′′)-distinguished
for any (Z ′′, L′′) with dimL′′ = 0 or 1 and dimX−dimZ ′′+dimL′′ < r,
fs ∈ A1(χY , σ) and Φ ∈ SX1,Y (A).
Proof. By Prop. 3.2, the assumptions imply that σ⊗Θψ,X,Y is J(Z, L)-distinguished
for some (Z, L) such that dimL = 0 or 1 and dimX − dimZ +dimL = r and
that it is not J(Z ′, L′)-distinguished for all (Z ′, L′) with dimX − dimZ ′ +
dimL′ < r. Hence the assumptions of Thm. 3.7 or Thm. 3.8 are satisfied. An
application of the theorems gives our results. 
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Now we can strengthen our results in Thm. 2.8.
Theorem 3.10. Let σ ∈ Acusp(G(X)) and s0 be the maximal element in
P1(χ, σ). Write s0 =
1
2
(dimX + 2)− j. Then
(1) j is an integer such that 1
4
dimX ≤ j < 1
2
(dimX + 2);
(2) LOψ,χ(σ) = 2j.
Proof. Part (1) is a restatement of Thm. 2.8. We show part (2). We have
already shown that LOψ,χ(σ) ≤ 2j. Assume that the lowest occurrence is
achieved in the Witt tower of Y so that we have LOψ,χ(σ) = FO
Y
ψ (σ) = 2j
′ ≤
2j. However, by Cor. 3.9, for some choice of fs ∈ A1(s, χY , σ), E
Q1(s, g, fs)
has a pole at s = 1
2
(dimX +2− 2j′). Thus j ≤ j′ by maximality of s0. Hence
we are forced to have j′ = j. In other words, LOψ,χ(σ) = 2j. 
4. Computation of Values of Integrals
Assuming absolute convergence of relevant integrals, we proceed to compute
values of the integrals (3.8), (3.9) and (3.10). Thus we will exchange orders
of integrations and/or summations freely. First we set up some notation. For
t ∈ GL1, let m1(t) denote the element in G(Fe
+
1 ⊕ Fe
−
1 ) given by
(
t 0
0 t−1
)
. We
also write m1(t) for its natural image in G(X1). For a symplectic space V and
a totally isotropic subspace L in V , let Q(V, L) be the parabolic subgroup of
G(V ) that stabilises L, M(V, L) be the Levi part, N(V, L) be the unipotent
radical and N(V, L) the opposite unipotent subgroup. In this section, Z (resp.
Z ′) is always a non-degenerate subspace of X and L (resp. L′) is a totally
isotropic subspace in Z (resp. Z ′). Set r = dimX − dimZ + dimL and
s0 =
1
2
(dimX − (dimY + 2r) + 2). We separate the computation into two
cases.
4.1. Case dimL = 0.
4.1.1. IΩ0,1. We need to consider the integral (3.8). We compute
IΩ0,1(ξ) =
∫
[G(Z1)]
∑
δ∈Q(Z1,F e
−
1 ) \G(Z1)
ξ(δg)dg
=
∫
Q(Z1,F e
−
1 ) \G(Z1)(A)
ξ(g)dg
=
∫
KG(Z1)
∫
[Q(Z1,F e
−
1 )]
ξ(qk)dqdk
=
∫
KG(Z1)
∫
[G(Z)]
∫
[GL1]
∫
[N(Z1,F e
−
1 )]
ξ(nm1(t)hk)|t|
−2ρ
Q(Z1,Fe
−
1 )
A dndtdhdk.(4.1)
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Let ξ = ξc,s. Then
ξ(nm1(t)hk) =fs(nm1(t)hk)θX1,Y (nm1(t)hk, 1,Φ)τˆc(H(nm1(t)hk))
=χY (t)|t|
s+ρQ1
A fs(hk)θX1,Y (nm1(t)hk, 1,Φ)τˆc(H(m1(t))).
Only θX1,Y involves n. We realise the Weil representation on S((Y ⊗ℓ
+
1 ⊕ (Y ⊗
X)+)(A)). Using the explicit formula for Weil representation and the fact that
Y is anisotropic, the inner integral over [N(Z1, F e
−
1 )] is∫
[N(Z1,F e
−
1 )]
θX1,Y (nm1(t)hk, 1,Φ)dn
=
∫
[Hom(ℓ+1 ,Z)]
∑
w∈(Y⊗X)+
ωX1,Y (n(µ, 0)m1(t)hk, 1)Φ(0, w)dµ
=
∑
w∈(Y⊗X)+
ωX1,Y (m1(t)hk, 1)Φ(0, w)
=χY (t)|t|
dimY/2
A θX,Y (h, 1,Φk)
where Φk(·) = ωX1,Y (k, 1)Φ(0, ·) and for µ ∈ Hom(ℓ
+
1 , Z), n(µ, 0) denotes the
element in N(Z1, F e
−
1 ) that sends e
+
1 to e
+
1 + µ(e
+
1 ) and that acts on Z by
duality. Then we integrate over [GL1]. We just focus on the terms involving t:∫
[GL1]
χY (t)|t|
s+ρQ1
A χY (t)|t|
dimY/2
A τˆc(H(m1(t)))|t|
−2ρ
Q(Z1,Fe
−
1
)
A dt
=vol(F× \A1)
∫ c
0
ts−s0d×t.
Thus for Re s > s0 we have
IΩ0,1(ξc,s) = vol(F
× \A1)
cs−s0
s− s0
∫
KG(Z1)
∫
[G(Z)]
fs(hk)θX,Y (h, 1,Φk)dhdk.
This expression provides a meromorphic continuation of IΩ0,1(ξc,s) as function
in s. An analogous computation shows that for Re s > −s0,
IΩ0,1(ξ
c
s) = vol(F
× \A1)
c−s−s0
s+ s0
∫
KG(Z1)
∫
[G(Z)]
M(w, s)fs(hk)θX,Y (h, 1,Φk)dhdk.
(4.2)
Note that the inner integrals are period integrals on σ ⊗Θψ,X,Y .
Proposition 4.1. (1) If σ ⊗ Θψ,X,Y is not G(Z)-distinguished, then both
IΩ0,1(ξc,s) and IΩ0,1(ξ
c
s) vanish identically.
(2) IΩ0,1(ξc,s) does not have a pole at s 6= s0.
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(3) If σ ⊗Θψ,X,Y is G(Z)-distinguished, then the residue
vol(F× \A1)
∫
KG(Z1)
∫
[G(Z)]
fs0(hk)θX,Y (h, 1,Φk)dhdk
of IΩ0,1(ξc,s) at s = s0 does not vanish for some choice of data. Here
Φk(·) = ωX1,Y (k, 1)Φ(0, ·).
Proof. We just need to show part (3). We will suppress ψ to save space.
Since we assume that σ ⊗ ΘX,Y is G(Z)-distinguished, there exist φ ∈ σ and
Ψ ∈ SX,Y (A) such that ∫
[G(Z)]
φ(h)θX,Y (h, 1,Ψ)dh
is non-vanishing. We may assume that Ψ is a pure tensor of the form ⊗vΨv.
We will construct fs ∈ A1(s, χ, σ) from φ and Φ ∈ SX1,Y (A) from Ψ. Let
Sur be the set of finite places of F such that χv and ψv are unramified, φ is
invariant under KG(X),v and Ψv is the characteristic function of Y ⊗X
+(Ov).
Let Srf be the rest of the finite places of F . Let S∞ be the set of infinite places
of F . Set Sram = Srf ∪S∞. We follow the idea in [JR92, Prop. 2], but we need
finer analysis to account for the theta twist.
Assume that v ∈ Srf . Choose a small compact open subgroup Ω
′
v of N1,v
such that Ωv := (Q1,v ∩KG(X1),v) · Ω
′
v ⊂ KG(X1),v. For kv ∈ Ωv we write
kv = nkvm1(akv)hkvω
′
kv
with nkv ∈ N1,v ∩KG(X1),v, akv ∈ O
×
v , hkv ∈ G(X)v ∩KG(X1),v and ω
′
kv
∈ Ω′v.
Assume v ∈ S∞. Fix a complement of Lie(M1,v ∩ KG(X1),v) in Lie(KG(X1),v),
choose a small open subset in this complement and let Ω′v denote its expo-
nential. Set Ωv = (M1,v ∩ KG(X1),v) · Ω
′
v. Also choose a smooth function αv
supported in Ω′v with αv(I) = 1. For kv ∈ Ωv we write kv = m1(akv)hkvω
′
kv
with akv ∈ O
×
v , hkv ∈ G(X)v ∩ KG(X1),v and ω
′
kv
∈ Ω′v. Note that fs is de-
termined by its values on KG(X1). For k ∈ KG(X1), we determine fs(k) as
follows
fs(k) = fs(
∏
v∈Sram
kv)
=


φ(
∏
v∈Sram
hkv)χ| · |
s+ρQ1
A (
∏
v∈Sram
akv)
∏
v∈S∞
αv(ω
′
kv) if kv ∈ Ωv, ∀v ∈ Sram;
0 otherwise.
Now construct a Schwartz function Ψ0 = ⊗vΨ0,v ∈ S(Y ⊗ Fe
+
1 (A)) and
set Φ = Ψ0 ⊗ Ψ. Assume v ∈ Sur ∪ Srf . Take Ψ0,v ∈ S(Y ⊗ Fe
+
1 (Fv)) to
be the characteristic function of Y ⊗ Fe+1 (Ov). For v ∈ Srf , we may shrink
Ω′v such that Φ0,v is invariant under the action of Ω
′
v. For v ∈ S∞, take
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Ψ0,v ∈ S(Y ⊗ Fe
+
1 (Fv)) to be any Schwartz function taking value 1 at the
origin. Write Ω′∞ =
∏
v∈S∞
Ω′v and α∞ =
∏
v∈S∞
αv etc. It can be checked
that the residue in question is equal to a non-zero constant times∫
KG(Z1)
∫
[G(Z)]
fs(hk)θX,Y (h, 1,Φk)dhdk
=
∫
Ω′∞
∫
[G(Z)]
φ(h)θX,Y (h, 1,Φω′∞)α∞(ω
′
∞)dhdω
′
∞.
Thus if we pick Ω′∞ to be small enough, then, by continuity, the above is
non-vanishing. 
4.1.2. IΩ1,0. We need to consider the integral (3.9). For each v ∈ V − {0},
fix a dual vector v+ ∈ V such that 〈v+, v〉V = 1. Then we may choose
γFv to be the element in G(X1) that is determined by the following action:
e+1 ↔ v
+ and e−1 ↔ v, with identity action on orthogonal complement. Then
γFvG(Z1)γ
−1
Fv = G(Fv
+ ⊕ Z ⊕ Fv). Thus
IΩ0,1(ξ) =
∑
v∈V−{0}/F×
∫
[G(Fv+⊕Z⊕Fv)]
ξ(gγFv)dg
and thus we get
Proposition 4.2. If σ⊗Θψ,X,Y is not G(Z
′)-distinguished for all Z ′ ⊃ Z such
that dimZ ′ = dimZ + 2, then IΩ1,0(ξ) vanishes for ξ = ξc,s and ξ
c
s.
4.1.3. IΩ1,1. We need to consider (3.10). For each v ∈ V − {0}, fix a dual
vector v+ ∈ V such that 〈v+, v〉V = 1. We take γF (v+e−1 ) to be the element in
G(X1) that is determined by the following action: e
+
1 7→ v
+, v+ 7→ e+1 − v
+,
v 7→ e−1 , and e
−
1 7→ v + e
−
1 , with identity action on orthogonal complement.
With respect to the basis e+1 , v
+, v, e−1 , it can be written as γ1γ2 where
(4.3) γ1 =


1
1
1
1

 , γ2 =


1 −1
1
1 1
1

 .
Using Iwasawa decomposition we find that each v-term in (3.10) is equal to∫
KG(Z1)
∫
GL(A)
∫
[J(Z1,F e
−
1 )]
ξ(γF (v+e−1 )gm1(t)k)|t|
−2ρ
Q(Z1,Fe
−
1 )
A dgd
×tdk.
We can check that γ2 commutes with each element in J(Z1, F e
−
1 ) and that
γ1J(Z1, F e
−
1 )γ
−1
1 = J(Fv
+ ⊕ Z ⊕ Fv, Fv). Thus we get the inner integral∫
[J(Fv+⊕Z⊕Fv,Fv)]
ξ(gγF (v+e−1 )m1(t)k)dg.
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Therefore we have:
Proposition 4.3. If σ ⊗Θψ,X,Y is not J(Z
′, L′)-distinguished for all Z ′ ⊃ Z
such that dimZ ′ = dimZ + 2 and L′ an isotropic line of Z ′ in the orthogonal
complement of Z, then IΩ1,1(ξ) vanishes for ξ = ξc,s and ξ
c
s.
4.2. Case dimL = 1. Take a non-zero vector f−1 ∈ L. Fix f
+
1 ∈ Z dual to f
−
1
with 〈f+1 , f
−
1 〉Z = 1. Write Z = Ff
+
1 ⊕W ⊕Ff
−
1 . Set W1 = Fe
+
1 ⊕W ⊕Fe
−
1 .
4.2.1. IΩ01 . We need to further analyse the integral (3.8). The generalised flag
variety Q(Z1, F e
−
1 ) \G(Z1) parametrises isotropic lines in Z1. For an isotropic
line ℓ ∈ Z1 we set δℓ to be an element in G(Z1) such that e
−
1 δℓ = ℓ. We consider
the J(Z1, L)-orbits of isotropic lines. An isotropic line F (af
+
1 + w + bf
−
1 ) for
a, b ∈ F and w ∈ W1 is in the same J(Z1, L)-orbit as
Ff+1 , if a 6= 0;
Fe−1 , if a = 0 and w 6= 0;
Ff−1 , if a = 0 and w = 0.
The stabiliser of Ff+1 in J(Z1, L) is G(W1). This implies that the quo-
tient StabJ(Z1,L)(Ff
+
1 ) \J(Z1, L)
∼= N(Z1, L). Set NJ1 to be the subgroup
of J(Z1, L) consisting of elements of the form


1 ∗ 0 0 0
1 0 0 0
I 0 0
1 ∗
1


with respect to the ‘basis’ f+1 , e
+
1 ,W, e
−
1 , f
−
1 and NJ2 to be the subgroup of
J(Z1, L) consisting of elements of the form


1 0 ∗ ∗ ∗
1 0 0 ∗
I 0 ∗
1 0
1

 .
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Then StabJ(Z1,L)(Fe
−
1 )
∼= NJ2⋊Q(W1, F e
−
1 ). For Ff
−
1 the stabiliser is J(Z1, L).
Thus (3.8) further splits into three parts: IΩ0,1 = JΩ0,1,1+JΩ0,1,2+JΩ0,1,3 where
JΩ0,1,1(ξ) =
∫
[J(Z1,L)]
∑
η∈N(Z1,L)
ξ(δFf+1 ηg)dg;(4.4)
JΩ0,1,2(ξ) =
∫
[J(Z1,L)]
∑
η∈NJ2⋊Q(W1,F e
−
1 ) \ J(Z1,L)
ξ(ηg)dg;(4.5)
JΩ0,1,3(ξ) =
∫
[J(Z1,L)]
ξ(δFf−1 g)dg.(4.6)
Now we compute each of the three integrals.
The integral (4.4) is equal to:
∫
N(Z1,L)(A)
∫
[G(W1)]
ξ(δFf+1 gn)dgdn. We pick
δFf+1 to be the element in G(Z1) that is determined by the following action:
e+1 ↔ −f
−
1 and e
−
1 ↔ f
+
1 , with identity action on orthogonal complement.
Then δFf+1 G(W1)δ
−1
Ff+1
= G(Ff+1 ⊕W ⊕ Ff
−
1 ) = G(Z). Thus we get an inner
integral
∫
[G(Z)]
ξ(gδFf+1 n)dg, and we have:
Proposition 4.4. If σ⊗Θψ,X,Y is not G(Z)-distinguished, then JΩ0,1,1(ξ) van-
ishes for ξ = ξc,s and ξ
c
s.
The integral (4.5) is equal to:
∫
NJ1(A)
∫
[NJ2]
∫
Q(W1,F e
−
1 ) \G(W1)(A)
ξ(n2n1g)dgdn2dn1
=
∫
KG(W1)
∫
NJ1(A)
∫
[NJ2]
∫
[N(W1,F e
−
1 )]
∫
[G(W )]
∫
[GL1]
ξ(n2n1nm1(t)gk)
|t|
−2ρ
Q(W1,Fe
−
1 )
A dtdgdndn2dn1dk
=
∫
KG(W1)
∫
NJ1(A)
∫
[N(Z1,F e
−
1 ⊕Ff
−
1 )]
∫
[G(W )]
∫
[GL1]
ξ(n3n1m1(t)gk)
|t|
−2ρ
Q(W1,Fe
−
1
)
A dtdgdn3dn1dk.
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We conjugate m1(t) across n1, which produces a modular character, and ex-
change n1 and g since they commute. We get∫
KG(W1)
∫
NJ1(A)
∫
[N(Z1,F e
−
1 ⊕Ff
−
1 )]
∫
[G(W )]
∫
[GL1]
ξ(n3m1(t)gn1k)
|t|
−2ρ
Q(W1,Fe
−
1
)
−1
A dtdgdn3dn1dk
=
∫
KG(W1)
∫
NJ1(A)
∫
[N ′]
∫
[N(Z,Ff−1 )]
∫
[G(W )]
∫
[GL1]
ξ(n′m1(t)vgn1k)
|t|
−2ρ
Q(W1,Fe
−
1 )
−1
A dtdgdvdn
′dn1dk
=
∫
KG(W1)
∫
NJ1(A)
∫
[N ′]
∫
[J(Z,Ff−1 )]
∫
[GL1]
ξ(n′m1(t)gn1k)
|t|
−2ρ
Q(W1,Fe
−
1
)
−1
A dtdgdn
′dn1dk
where we set N ′ = N(Z1, F e
−
1 ) ∩N(Z1, F e
−
1 ⊕ Ff
−
1 ).
Suppose that ξ = ξc,s. Then
ξc,s(n
′m1(t)gn1k)
=fs(n
′m1(t)gn1k)θX1,Y (n
′m1(t)gn1k, 1,Φ)τˆc(H(n
′m1(t)gn1k))
=χY (t)|t|
s+ρQ1
A fs(gn1k)θX1,Y (n
′m1(t)gn1k, 1,Φ)τˆc(H(m1(t)gn1)).
Only the term θX1,Y involves n
′. By explicit formula of Weil representation,
we get ∫
[N ′]
θX1,Y (n
′m1(t)gn1k, 1,Φ)dn
′ = χY (t)|t|
dimY/2
A θX,Y (g, 1,Φn1k)
where Φn1k = ωX1,Y (n1k, 1)Φ(0, ·). In total, the exponent of |t|A is
s+ ρQ1 + dimY/2− 2ρQ(W1,F e−1 ) − 1 = s− s0.
It can be checked thatH(m1(t)gn1) = H(m1(t)n1). Set c(n1) = exp(〈H(n1), 1〉).
Write n for n1 to emphasise the fact that NJ1 is a subgroup of the opposite
unipotent. We find that JΩ0,1,2(ξc,s) is equal to∫
KG(W1)
∫
NJ1(A)
∫
[J(Z,L)]
fs(gnk)θX,Y (g, 1,Φnk)
∫
[GL1]
τˆc(H(m1(t)n))|t|
s−s0
A dtdgdndk
= vol(F× \A1)
∫
KG(W1)
∫
NJ1(A)
∫
[J(Z,L)]
fs(gnk)θX,Y (g, 1,Φnk)
(c/c(n))s−s0
s− s0
dgdndk.
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Thus we find that the above can possibly have a pole only at s = s0. The
residue is
vol(F× \A1)
∫
KG(W1)
∫
NJ1(A)
∫
[J(Z,L)]
fs0(gnk)θX,Y (g, 1,Φnk)dgdndk.
Note that the inner most integral is a period integral on σ ⊗Θψ,X,Y .
Similarly we can compute JΩ0,1,2(ξ
c
s):
(4.7) vol(F× \A1)
∫
KG(W1)
∫
NJ1(A)
∫
[J(Z,L)]
M(w, s)fs(gnk)θX,Y (g, 1,Φnk)
(c/c(n))−s−s0
s+ s0
dgdndk.
Proposition 4.5. (1) If σ⊗Θψ,X,Y is not J(Z, L)-distinguished, then both
JΩ0,1,2(ξc,s) and JΩ0,1,2(ξ
c
s) vanish identically;
(2) JΩ0,1,2(ξc,s) does not have a pole at s 6= s0;
(3) If σ ⊗Θψ,X,Y is J(Z, L)-distinguished, then the residue
vol(F× \A1)
∫
KG(W1)
∫
NJ1(A)
∫
[J(Z,L)]
fs0(gnk)θX,Y (g, 1,Φnk)dgdndk
of JΩ0,1,2(ξc,s) at s = s0 does not vanish for some choice data. Here
Φnk = ωX1,Y (nk, 1)Φ(0, ·).
Proof. We just need to show part (3). We will suppress ψ to save space. Since
we assume that σ ⊗ ΘX,Y is J(Z, L)-distinguished, there exist φ ∈ σ and
Ψ ∈ SX,Y (A) such that ∫
[J(Z,L)]
φ(h)θX,Y (h, 1,Ψ)dh
is non-vanishing. We may assume that Ψ is a pure tensor of the form ⊗vΨv.
We will construct fs ∈ A1(s, χ, σ) from φ and Φ ∈ SX1,Y (A) from Ψ. Let
Sur be the set of finite places of F such that χv and ψv are unramified, φ is
invariant under KG(X),v and Ψv is the characteristic function of Y ⊗X
+(Ov).
Let Srf be the rest of the finite places of F . Let S∞ be the set of infinite places
of F . Set Sram = Srf ∪ S∞. The construction is much more involved than in
Prop. 4.1.
Assume that v ∈ Srf . Choose a small compact open subgroup Ω
′
v of N1,v
such that Ωv := (Q1,v ∩KG(X1),v) · Ω
′
v ⊂ KG(X1),v. For kv ∈ Ωv we write
kv = nkvm1(akv)hkvω
′
kv
with nkv ∈ N1,v ∩KG(X1),v, akv ∈ O
×
v , hkv ∈ G(X)v ∩KG(X1),v and ω
′
kv
∈ Ω′v.
Assume v ∈ S∞. Fix a complement of Lie(M1,v ∩ KG(X1),v) in Lie(KG(X1),v),
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choose a small open subset in this complement and let Ω′v denote its exponen-
tial. Set Ωv = (M1,v ∩KG(X1),v) · Ω
′
v. In fact, this is M1,v ∩KG(X1),v times a
small neighbourhood of the identity element. Also choose a smooth function
αv supported in Ω
′
v with αv(I) = 1.
Construct a Schwartz function Ψ0 = ⊗vΨ0,v ∈ S(Y ⊗ Fe
+
1 (A)) and set
Φ = Ψ0 ⊗ Ψ. Assume v ∈ Sur ∪ Srf . Take Ψ0,v ∈ S(Y ⊗ Fe
+
1 (Fv)) to be
the characteristic function of Y ⊗ Fe+1 (Ov). For v ∈ Srf , we may shrink
Ω′v such that Φ0,v is invariant under the action of Ω
′
v. For v ∈ S∞, take
Ψ0,v ∈ S(Y ⊗ Fe
+
1 (Fv)) to be any Schwartz function taking value 1 at the
origin.
Now focus on the term fs(gnk) in the period integral. For an unramified
place v, fs has to be KG(X1),v-invariant. For v ∈ Sram, we want fs|G(X1)v to be
supported in Ωv. We check how elements in NJ1(A) conjugate with elements
in N(W1, F e
−
1 )(A). This is to deal with the nkv part of kv ∈ Ωv. Let
n =


1
a 1
I
1
−a 1

 and n =


1 0 µ 0 α
1 0
I ν
1 0
1


with respect to the basis e+1 , f
+
1 ,W, f
−
1 , e
−
1 . Then nnn
−1 is equal to

1 0 µ aα α
1 aµ a2α aα
I aν ν
1 0
1

 = n
′ ·


1 0 0 0 0
1 aµ a2α 0
I aν 0
1 0
1


for some n′ ∈ N1(A). After conjugating with g ∈ J(Z, L)(A), n
′ drops out
of fs. In addition, for the theta term in the period integral, n
′ leaves Φ(0, ·)
invariant. Also note that the matrix following n′ in the equation above will
be absorbed into J(Z, L)(A) in the integration. Conjugation of NJ1(A) and
M1(W1, F e
−
1 )(A) is clear.
Now we check when fs(gnk) can possibly be non-vanishing. Assume that
v ∈ Srf . Recall that w is the longest Weyl element in
Q(W1, F e
−
1 )v \G(W1)v/Q(W1, F e
−
1 )v.
Consider the Bruhat cells Q(W1, F e
−
1 )vw
′N(W1, F e
−
1 )vw of G(W1)v. We are
actually using a variant of Bruhat decomposition. The open cell is
Q(W1, F e
−
1 )vN(W1, F e
−
1 )v.
We can check that for v ∈ Srf , if kv ∈ KG(W1),v is not in the open Bruhat cell
Q(W1, F e
−
1 )vN(W1, F e
−
1 )v then nvkv cannot be in Q1,vN1,v. Thus for fs(gnk)
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to not vanish, it is necessary that kv ∈ Q(W1, F e
−
1 )vN(W1, F e
−
1 )v. Suppose
that kv ∈ Q(W1, F e
−
1 )vN(W1, F e
−
1 )v∩KG(W1),v with decomposition kv = qvn
′
v.
We have shown how qv conjugates over nv. Thus for fs(gnk) to not vanish, it
is necessary that nvn
′
v ∈ Ω
′
v. Since NJ1,v and N(W1, F e
−
1 )v are ‘disjoint’, the
requirement is equivalent to nv and n
′
v ∈ Ω
′
v. Thus just as in Prop. 4.1, only
kv ∈ Ωv can contribute. In addition if we write nv in matrix form as above, av
should have small v-adic norm.
Assume that v ∈ S∞. Again assume nv is given as above. Conjugating an
element in M(W1, F e
−
1 )v ∩KG(W1) across nv will not change the norm of av.
Thus for fs(gnk) to be non-vanishing, it is necessary that av ∈ Fv lies in a
small open around 0 and that kv ∈ Ωv.
Assume v ∈ Sur. If av 6∈ Ov, we decompose nv according to the Iwasawa
decomposition induced from
(
1
av 1
)
=
(
a−1v 1
av
)(
−1
1 a−1v
)
. Since fs(·k)
for any k ∈ KG(X1) is in the space of σ, thus by Lemma 5.1 for any r1 there
exists a constant C1 such that we have bound
|fs(gnk)| < C1
∏
v∈Sur
av 6∈Ov
|a−1v |
s+ρQ1
v |av|
−r1 dimX
v mP0(g)
−r1ρP0 .
We have made use of the fact that for v ∈ Sram, av has small norm. Also we
have bound for theta series
|θX,Y (g, 1,Φnk)| < C2||g||
r2||n||r2.
for some constant C2 and r2 > 0. Note that
||n|| =
∏
v
sup{|av|v, 1} =
∏
v∈Sur
av 6∈Ov
|av|v.
Here again we have used that fact that for v ∈ Sram, av has small norm. Fix s
and fix a large enough r1. Then for any 0 < ε < 1, there exists C3 such that
if norm of v ∈ Sur is larger than C3 then
|a−1v |
s+ρQ1
v |av|
−r1 dimX+r2
v < ε.
We shrink Sur to exclude these finitely many places of small norm and expand
Srf , so that the above bound holds for all v ∈ Sur. We remark that C3 depends
on C1 and C2. However we may use the same C1 in the bound for fs even
though it is changed after enlarging the set Srf . Also enlarging Srf has no
effect on the Φ we have constructed. In short, C3 depends only on φ ∈ σ and
Ψ ∈ SX,Y (A). Then we find that∫
KG(W1)
∫
NJ1(A)
av 6∈Ov
for some v∈Sur
∫
[J(Z,L)]
|fs(gnk)θX,Y (g, 1,Φnk)|dgdndk < C4ε
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where C4 =
∫
[J(Z,L)]
C1C2mP0(g)
−r1ρP0 ||g||r2dg is a finite number. Thus this
part is negligible. Finally we check that the remaining part is equal to∫
KG(W1)
∫
∏
v∈Sram
NJ1(Fv)×
∏
v∈Sur
NJ1(Ov)
∫
[J(Z,L)]
fs(gnk)θX,Y (g, 1,Φnk)dgdndk
=
∫
∏
v∈S∞
Ω′v
∫
NJ1,∞
a∞has small norm
∫
[J(Z,L)]
fs(gnk)θX,Y (g, 1,Φnk)dgdndk
where we may need to shrink Ω′v further to get invariance for theta series to
get the equality. By continuity, for small enough Ω′v with v ∈ S∞, the above
is non-vanishing. 
Now we compute the integral (4.6). We pick δFf−1 to be the element in
G(Z1) that is determined by the following action: e
+
1 ↔ f
+
1 and e
−
1 ↔ f
−
1
with identity action on orthogonal complement. Then δFf−1 J(Z1, L)δ
−1
Ff−1
=
J(Z1, F e
−
1 ). Thus (4.6) is equal to∫
[J(Z1,F e
−
1 )]
ξ(gδFf−1 )dg =
∫
[N(Z1,F e
−
1 )]
∫
[G(Z)]
ξ(ngδFf−1 )dgdn.
We see that the above has an inner integral of the form
∫
[G(Z)]
ξ(gnδFf−1 )dg.
Proposition 4.6. If σ⊗Θψ,X,Y is not G(Z)-distinguished, then JΩ0,1,3(ξ) van-
ishes for ξ = ξc,s and ξ
c
s.
4.2.2. IΩ1,0. We need to consider (3.9). For each v ∈ V − {0}, we choose
v+ ∈ V that is dual to v so that 〈v+, v〉V = 1. We pick γFv to be the element in
G(X1) that is determined by the following action: e
+
1 ↔ v
+ and e−1 ↔ v, with
identity action on orthogonal complement. Then γFvJ(Z1, L)γ
−1
Fv = J(Fv
+ ⊕
Z ⊕ Fv, L). Thus (3.9) is equal to
∑
v∈V−{0}/F×
∫
[J(Fv+⊕Z⊕Fv,L)]
ξ(gγFv)dg
and we get:
Proposition 4.7. If σ ⊗ Θψ,X,Y is not J(Z
′, L)-distinguished for all Z ′ ⊃ Z
such that dimZ ′ = dimZ + 2, then IΩ1,0(ξ) vanishes for ξ = ξc,s and ξ
c
s.
4.2.3. IΩ1,1. We need to consider (3.10). For each fixed v ∈ V − {0}/F
×, we
analyse each term:
∫
[J(Z1,L)]
∑
δ∈J(Z1,e
−
1 ) \G(Z1)
ξ(γF (v+e−1 )δg)dg.
We choose v+ ∈ V , dual to v, so that 〈v+, v〉V = 1. The set J(Z1, F e
−
1 ) \G(Z1)
parametrises non-zero isotropic vectors in Z1. We will make use of notation
we set up for IΩ0,1 . For a non-zero isotropic vector z ∈ Z1 we set δz to be
an element in G(Z1) such that e
−
1 δv = v. We consider their J(Z1, L)-orbits.
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An isotropic vector af+1 + w + bf
−
1 for a, b ∈ F and w ∈ W1 is in the same
J(Z1, L)-orbit as
af+1 , if a 6= 0;
e−1 , if a = 0 and w 6= 0;
bf−1 , if a = 0 and w = 0.
For a ∈ F× the stabiliser of af+1 in J(Z1, L) is G(W1) and hence
StabJ(Z1,L)(af
+
1 ) \ J(Z1, L)
∼= N(Z1, L).
For the isotropic vector e−1 we have
StabJ(Z1,L)(e
−
1 )
∼= NJ2 ⋊ J(W1, F e
−
1 ).
For bf−1 with b ∈ F
×, the stabiliser StabJ(Z1,L)(bf
−
1 ) is J(Z1, L). Thus we
further split IΩ1,1 as JΩ1,1,1 + JΩ1,1,2 + JΩ1,1,3 where
JΩ1,1,1(ξ) =
∫
[J(Z1,L)]
∑
a∈F×
∑
η∈N(Z1,L)
ξ(γF (v+e−1 )δaf
+
1
ηg)dg;(4.8)
JΩ1,1,2(ξ) =
∫
[J(Z1,L)]
∑
η∈NJ2⋊J(W1,F e
−
1 ) \ J(Z1,L)
ξ(γF (v+e−1 )ηg)dg;(4.9)
JΩ1,1,3(ξ) =
∫
[J(Z1,L)]
∑
b∈F×
ξ(γF (v+e−1 )δbf
−
1
g)dg.(4.10)
We recall that we have chosen γF (v+e−1 ) to be γ1γ2 as in (4.3).
We find that (4.8) is equal to∫
[J(Z1,L)]
∑
a∈F×
∑
η∈N(Z1,L)
ξ(γF (v+e−1 )δaf
+
1
ηg)dg
=
∫
N(Z1,L)(A)
∫
[G(W1)]
∑
a∈F×
ξ(γF (v+e−1 )δaf
+
1
gn)dgdn.
We note that δaf+1 G(W1)δ
−1
af+1
= G(Z) and γF (v+e−1 ) commutes with elements
in G(Z). Thus the above is equal to∫
N(Z1,L)(A)
∫
[G(Z)]
∑
a∈F×
ξ(gγF (v+e−1 )δaf
+
1
n)dgdn.
Proposition 4.8. If σ⊗Θψ,X,Y is not G(Z)-distinguished, then JΩ1,1,1(ξ) van-
ishes for ξ = ξc,s and ξ
c
s.
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The integral (4.9) is equal to
∫
[J(Z1,L)]
∑
η∈NJ2⋊J(W1,F e
−
1 ) \ J(Z1,L)
ξ(γF (v+e−1 )ηg)dg
=
∫
NJ1(A)
∫
[NJ2]
∫
J(W1,F e
−
1 ) \G(W1)(A)
ξ(γF (v+e−1 )n1n2g)dgdn2dn1
=
∫
NJ1(A)
∫
KG(W1)
∫
A×
∫
[NJ2]
∫
[J(W1,F e
−
1 )]
ξ(γF (v+e−1 )n1n2gm1(t)k)dgdn2dtdkdn1
=
∫
NJ1(A)
∫
KG(W1)
∫
A×
∫
[J(Z1,F e
−
1 ⊕Ff
−
1 )]
ξ(γF (v+e−1 )n1gm1(t)k)dgdtdkdn1
=
∫
NJ1(A)
∫
KG(W1)
∫
A×
∫
[J(Z1,F e
−
1 ⊕Ff
−
1 )]
ξ(γF (v+e−1 )gn1m1(t)k)dgdtdkdn1.
We can check that γ2 commutes with g ∈ J(Z1, F e
−
1 ⊕ Ff
−
1 ) and that
γ1J(Z1, F e
−
1 ⊕ Ff
−
1 )γ
−1
1 = J(Fv
+ ⊕ Z ⊕ Fv, Fv ⊕ Ff−1 ).
Thus we get an inner integral:
∫
[J(Fv+⊕Z⊕Fv,Fv⊕Ff−1 )]
ξ(gγF (v+e−1 )n1m1(t)k)dg.
Proposition 4.9. If σ⊗Θψ,X,Y is not J(Z
′, L′⊕L)-distinguished where Z ′ ⊃ Z
such that dimZ ′ = dimZ+2 and L′ is an isotropic line of Z ′ in the orthogonal
complement of Z, then JΩ1,1,2(ξ) vanishes for ξ = ξc,s and ξ
c
s.
For the integral (4.10) we note that δbf−1 J(Z1, L)δ
−1
bf−1
= J(Z1, F e
−
1 ), that γ2
commutes with elements in J(Z1, F e
−
1 ) and that
γ1J(Z1, F e
−
1 )γ
−1
1 = J(Fv
+ ⊕ Z ⊕ Fv, Fv).
Thus we get
∫
[J(Fv+⊕Z⊕Fv,Fv)]
∑
b∈F× ξ(gγF (v+e−1 )δbf
−
1
)dg.
Proposition 4.10. If σ⊗Θψ,X,Y is not J(Z
′, L′)-distinguished where Z ′ ⊃ Z
such that dimZ ′ = dimZ+2 and L′ is an isotropic line of Z ′ in the orthogonal
complement of Z, then JΩ1,1,3(ξ) vanishes for ξ = ξc,s and ξ
c
s.
5. On Absolute Convergence of Integrals
In this section we prove Prop. 3.6 which concerns absolute convergence of
various integrals to justify our computation. As absolute convergence for the
case dimL = 1 follows from the case where dimL = 0, we just treat the latter
case. Thus throughout this section the integrals are over [G(Z1)].
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5.1. Bounds for cuspidal automorphic forms and theta series. We need
some bounds in the later computation and we list the results here. Let Z and
V be two non-degenerate subspaces of X orthogonal to each other and assume
X = Z ⊕ V . Choose minimal parabolic subgroup P0,Z (resp. P0) of G(Z)
(resp. G(X)) such that P0,Z = P0 ∩ G(Z). Let M0 denote the Levi subgroup
of P0 and N0 the unipotent radical. Set M0(A)
1 = ∩χ∈Rat(M0)Ker|χ|, where
Rat(M0) denotes the set of all rational characters of M0. Recall the map
mP0 : G(X)(A)→M0(A)
1 \M0(A)
as defined in [MW95, I.1.4]. Write g ∈ G(X)(A) as g = umk for u ∈ N0(A),
m ∈ M0(A) and k ∈ KG(X). Then mP0(g) = M0(A)
1m. This is well-defined.
We also define the analogous map mP0,Z for G(Z)(A).
Lemma 5.1. Let σ ∈ Acusp(G(X)) and φ ∈ σ. Then for all positive integer
r, there exists a constant C such that
|φ(hg)| < CmP0(h)
−rρP0
for all h ∈ G(Z)(A) and g ∈ G(V )(A).
Proof. Assume that P0,Z stabilises the complete isotropic flag Z
(1) ⊂ · · · ⊂ Z(t)
of Z. Let P1 denote the parabolic subgroup of G(X) stabilising the isotropic
flag Z(1) ⊂ · · · ⊂ Z(t). We note that MP1(A)
1mP0(h) = MP1(A)
1mP1(hg)
and ρP0 = ρP1 when restricted to the image of M0,Z(A) in M0(A). Then by
[MS12, Thm. D], for all positive integer r, there exists a constant C such that
|φ(hg)| < CmP0(h)
−rρP0 . 
Let v0 ∈ V and let v
+
0 ∈ V be a dual vector to v0. Let U be the orthogonal
complement of Fv+0 ⊕ Fv0 in V . Here we assume that P0 is compatible with
P0,F v+0 ⊕Z⊕Fv0.
Lemma 5.2. Let σ ∈ Acusp(G(X)) and φ ∈ σ. Then for all positive integer r
there exists a constant C such that
|φ(nhg)| < CmP0(h)
−rρP0
for all h ∈ G(Fv+0 ⊕ Z ⊕ Fv0)(A), g ∈ G(U)(A) and n ∈ N(X,Fv0)(A).
Proof. Assume that P0,Z stabilises the complete isotropic flag Z
(1) ⊂ · · · ⊂
Z(t) of Z. Let P2 denote the parabolic subgroup of G(X) stabilising the
isotropic flag Fv0 ⊂ Z
(1) ⊕ Fv0 ⊂ · · · ⊂ Z
(t) ⊕ Fv0. Then MP2(A)
1mP0(h) =
MP2(A)
1mP2(nhg) and ρP0 = ρP2 when restricted to the image ofM0,F v+0 ⊕Z⊕Fv0(A)
in M0(A). Thus by by [MS12, Thm. D], for all positive integer r, there exists
a constant C such that |φ(nhg)| < CmP0(h)
−rρP0 . 
Finally we need an estimate of theta series. For h ∈ G(X)(A), let ||h||
denote the height of h as defined in [MW95, I.2.2].
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Lemma 5.3. Fix Φ ∈ SX1,Y (A). There exist C > 0, r > 0 and R > 0 such
that
|θX1,Y (nm1(t)hk, 1,Φ)| < C(|t|
dimY
2
A + |t|
−r
A )||h||
R
for all n ∈ N1(A), t ∈ GL1(A), h ∈ G(X)(A) and k ∈ KG(X1).
Proof. First we fix a basis for Y and a symplectic basis for X . Thus we have a
polarisation: X = X+ ⊕X−. The Schwartz space SX1,Y (A) is realised on the
space S(Y ⊗ℓ+1 (A)⊕Y ⊗X
+(A)). We may assume that n lies in a compact set
because the theta series is invariant under N1(F ) on the left. Then by conti-
nuity we only need to show the bound for fixed n. Furthermore via reduction
theory we may assume that h lies in the Siegel domain ωA0,G(X)(t0)KG(X) of
G(X). We refer the reader to [MW95, I.2.1] for notation. The only difference
is that we add in subscripts to indicate the group under consideration. Since
∪a∈A0,G(X)(t0)a
−1ωa is relatively compact in P0(A), we may assume further that
h ∈ A0,G(X). We may also assume that t lies in A
×
∞ rather than A
×. It is not
essential if h lies in A0,G(X)(t0) or the bigger set A0,G(X). Let κ = [F : Q].
Given a ∈ R>0 we let τa be the element in A
×
∞ which is equal to a
1/κ at any
infinite place. Write h = m(τa1 , . . . , τar) for ai ∈ R>0 where r = dimX/2. Let
a = diag{a1, . . . , ar} and τa = diag{τa1 , . . . , τar}. We may replace t by τt with
t ∈ R>0. Thus we are reduced to showing that there exists C > 0, a > 0 and
R > 0 such that
|θX1,Y (nm1(τt)hk, 1,Φ)| < C(|t|
dimY
2 + |t|−r)||h||R
for fixed n, for all t ∈ R>0 and h = m(τa1 , . . . , τar) ∈ A0,G(X) and k ∈ K
′
G(X1)
where K ′G(X1) is some compact subset of G(X1)(A).
Via explicit formulae of Weil representation, we find
|θX1,Y (nm1(τt)hk, 1,Φ)| = |
∑
y∈Y⊗ℓ+1
w∈Y⊗X+
ωX1,Y (nm1(τt)hk, 1)Φ(y, w)|
≤
∑
y∈Y⊗ℓ+1
w∈Y⊗X+
|t det a|dimY/2|ωX1,Y (k, 1)Φ(yτt, (yµ+ w)τa)|,
where µ ∈ (HomF (ℓ
+
1 , X))(A) is determined by n and can be viewed as a row
vector of length dimX . By [Wei64, Lemme 5] there exists Φ0 ∈ SX1,Y (A) such
that
|ωX1,Y (k, 1)Φ(y, w)| ≤ Φ0(y, w)
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for all k ∈ K ′G(X1), y ∈ Y ⊗ ℓ
+
1 (A) and w ∈ Y ⊗X
+(A). Henceforth we replace
Φ by Φ0 but still write it as Φ. The problem reduces to finding a bound for
(5.1)
∑
y∈Y⊗ℓ+1
w∈Y⊗X+
Φ(yτt, (yµ+ w)τa).
We may assume that Φ can be separated into archimedean and finite part:
Φ = Φ∞⊗Φf with Φf being the characteristic function of some open compact
subgroup C
(1)
f ×C
(2)
f of Y ⊗ℓ
+
1 (Af)⊕Y ⊗X
+(Af). This open compact subgroup
determines a lattice Λ1⊕Λ2 in Y ⊗ℓ
+
1 ⊕Y ⊗X
+. Furthermore we may assume
that after suitably enlarging C
(2)
f , for all yf ∈ C
(1)
f , we have yfµf ∈ C
(2)
f where
µf is the finite part of µ. Then (5.1) is equal to
(5.2)
∑
y∈Λ1
w∈Λ2
Φ∞(yτt, (yµ∞ + w)τa).
We adapt the basis for Y ⊗ℓ+1 ⊕Y ⊗X
+ to a Q-basis of ResF/Q(Y ⊗ℓ
+
1 ⊕Y ⊗X
+).
In fact we just need to consider Y as a κ dimF Y -dimensional Q-vector space.
After scaling we can make Λ1 and Λ2 integral with respect to the basis. Then
in our case, the bound in [Wei65, P. 21] reads
Φ∞(y, w) ≤ Cα
κdimY∏
j=1
dimX/2∏
i=1
(1 + |yj|
α)−1(1 + |wij|
α)−1.
for α > 1. Since we have fixed a basis, y and w can be viewed as matrices
and the subscripts indicate the corresponding entry. The linear map µ also
becomes a matrix (or rather a vector). Thus (5.2) is bounded by
Cα
κdimY∏
j=1
dimX/2∏
i=1
∞∑
m=−∞
∞∑
n=−∞
(1 + |t1/κn|α)−1(1 + |a
1/κ
i (nµ∞,j +m)|
α)−1
≤C ′α sup{1, t
−α}dimY
dimX/2∏
i=1
sup{1, a−αi }
dimY .
Thus the theta series is bounded by the above multiplied by |t det a|dimY/2.
We see that the t-part of the bound is bounded by |t|
dimY
2
A + |t|
−c
A and that the
h-part of the bound is bounded by
∏dimX/2
i=1 sup{a
dimY/2
i , a
−c
i } for some c > 0.
From the definition of height ||h|| of h, we get our desired bound. 
5.2. Absolute Convergence of IΩ0,1. In order to show absolute convergence
of IΩ0,1(ξ) (c.f. (3.8)), we just need to show absolute convergence of (4.1).
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Assume ξ = ξc,s. Then using Lemma 5.3 and [MS12, Thm. A], we find that
for all n > 0 there exists a constant C such that the integrand is bounded by
C(|t|
dimY/2
A + |t|
−r
A )||h||
−n|t|
s−2ρ
Q(Z1,Fe
−
1 )
+ρQ1
A τˆc(m1(t))
for some r > 0 and all h in a Siegel domain of G(Z1)(A). Thus integration
over h ∈ [G(Z)] converges. Thanks to truncation that gives upper bound to
|t|A, integration over t also converges as long as Re s is large enough to make
real part of exponents of |t|A positive. Integration over n ∈ [N(Z1, F e
−
1 )] and
k ∈ KG(Z1) is compact integration. Thus we have shown that IΩ0,1(ξc,s) is
absolutely convergent for Re s large enough. Similarly we can check absolute
convergence of IΩ0,1(ξ
c
s) for Re s large enough.
Lemma 5.4. For Re s large enough, IΩ0,1(ξc,s) and IΩ0,1(ξ
c
s) are absolutely
convergent.
5.3. Absolute Convergence of IΩ1,0. Next we consider absolute convergence
of IΩ1,0(ξ) (c.f. (3.9)). We need to make our choice of γFv’s more uniform. Fix
v0 ∈ V and a dual vector v
+
0 ∈ V . Let U be the subspace of V such that V =
Fv+0 ⊕U⊕Fv0. The set V −{0}/F
× is parametrised by Q(V, Fv0) \G(V ). We
use the correspondence: η 7→ Fv0η between Q(V, Fv0) \G(V ) and V −{0}/F
×.
For v ∈ V −{0} we write ηFv for its preimage. Fix γFv0 as in Sec. 4.1.2. Note
that it is in KG(X1). Then we may pick γFv to be γFv0ηFv. We rewrite IΩ1,0 as
∫
[G(Z1)]
∑
η∈Q(V,Fv0) \G(V )
ξ(γFv0ηg)dg.
Assume that ξ = ξc,s. In fact the theta part is invariant under G(X1)(F ).
Thus for g ∈ G(Z1)(A), we have
ξc,s(γFv0ηg) =fs(γFv0ηg)θX1,Y (γFv0g, 1,Φ)τˆc(H(γFv0ηg))
=fs(γFv0gη)θX1,Y (γFv0g, 1,Φ)τˆc(H(γFv0gη)).
Conjugate γFv0 across g we get an integral∫
[G(Fv+0 ⊕Z⊕Fv0)]
∑
η∈Q(V,Fv0) \G(V )
fs(gγFv0η)θX1,Y (gγFv0, 1,Φ)τˆc(H(γFv0η))dg.
We use {1} ⊔ w0N(V, Fv0) as representatives for Q(V, Fv0) \G(V ) where w0
is the image in G(V ) of the element that is
(
0 1
−1 0
)
, with respect to the basis
v+0 , v0. For η = 1, the integral is absolutely convergent. We just need to show
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absolute convergence for∫
[G(Fv+0 ⊕Z⊕Fv0)]
∑
η∈N(V,Fv0)
fs(gγFv0w0η)θX1,Y (gγFv0, 1,Φ)τˆc(H(γFv0w0η))dg
=
∫
[G(Fv+0 ⊕Z⊕Fv0)]
∑
η∈N(V,Fv0)
fs(gγFv0ηw0)θX1,Y (gγFv0, 1,Φ)τˆc(H(γFv0η))dg
=
∫
[G(Fv+0 ⊕Z⊕Fv0)]
∑
η∈N(U1,F e
−
1 )
fs(ηgγFv0w0)θX1,Y (gγFv0, 1,Φ)τˆc(H(η))dg.
Write η = nηm1(aη)hηkη in the Iwasawa decomposition with nη ∈ N(U1, F e
−
1 )(A),
aη ∈ GL1(A), hη ∈ G(U(A)) and kη ∈ KG(U1). Then the above is equal to∫
[G(Fv+0 ⊕Z⊕Fv0)]
∑
η∈N(U1,F e
−
1 )
|aη|
s+ρQ1
A fs(hηkηgγFv0w0)θX1,Y (gγFv0, 1,Φ)τˆc(H(m1(aη)))dg
=
∫
[G(Fv+0 ⊕Z⊕Fv0)]
∑
η∈N(U1,F e
−
1 )
|aη|
s+ρQ1
A fs(ghηkηγFv0w0)θX1,Y (gγFv0, 1,Φ)τˆc(H(m1(aη)))dg.
By Lemma 5.1, we have a uniform bound for fs(ghηkηγFv0w0) which is in the
space of the cuspidal representation σ, i.e., for all r1 > 1 there exists C1 > 0
such that
|fs(ghηkηγFv0w0)| < C1mP0(g)
−r1ρP0
for all g ∈ G(Fv+0 ⊕ Z ⊕ Fv0)(A) and all η ∈ N(U1, F e
−
1 ). Also θX1,Y is of
moderate growth in g, i.e., there exist C2, r2 ∈ R such that
|θX1,Y (gγFv0, 1,Φ)| < C2||g||
r2
for all g ∈ G(Fv+0 ⊕ Z ⊕ Fv0)(A). Thus integration over [G(Fv
+
0 ⊕ Z ⊕ Fv0)]
is absolutely convergent. It remains to show that∑
η∈N(U1,F e
−
1 )
|aη|
s+ρQ1
A τˆc(H(m1(aη)))
is convergent or a fortiori
∑
η∈N(U1,F e
−
1 )
|aη|
s+ρQ1
A is. We find a bound for this
series. It is equal to
∑
η∈N(U1,F e
−
1 )w0
|aη|
s+ρQ1
A , which is bounded above by∑
η∈{1}⊔N (U1,F e
−
1 )w0
|aη|
s+ρQ1
A =
∑
η∈Q(U1,F e
−
1 ) \G(U1)
|aη|
s+ρQ1
A .
The last one is an Eisenstein series. Thus for Re s large enough this is con-
vergent. In fact, truncation is not necessary for absolute convergence for
IΩ1,0(ξc,s). Let ξ = ξ
c
s. Via a similar argument we reach the step where we
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need to show convergence of
∑
η∈N(U1,F e
−
1 )
|aη|
−s+ρQ1
A τˆ
c(H(m1(aη))). This is a
finite sum because of truncation. Thus convergence is trivial.
Lemma 5.5. For Re s large enough, IΩ1,0(ξ∞,s) (i.e., without truncation) is
absolutely convergent. For any s where M(w, s) is defined, IΩ1,0(ξ
c
s) is abso-
lutely convergent.
5.4. Absolute Convergence of IΩ1,1. We study the absolute convergence of
IΩ1,1 (c.f. (3.10)). We make use of notation set up in Sec. 5.3. Thus we also
fix v0, v
+
0 in V and make choices of γFv as in Sec. 5.3. Let U be the subspace
of V such that V = Fv+0 ⊕ U ⊕ Fv0. For t ∈ GL1, we let m
′
1(t) denote the
element in G(Fv+0 ⊕ Fv0) given by
(
t 0
0 t−1
)
. Write γ0 for γF (v0+e−1 ). We need
to consider absolute convergence for
∫
J(Z1,e
−
1 ) \G(Z1)(A)
∑
η∈Q(V,Fv0)
ξ(γ0ηg)dg,
which is formally equal to∫
KG(Z1)
∫
[N(Z1,F e
−
1 )]
∫
GL1(A)
∫
[G(Z)]
∑
η∈Q(V,Fv0) \G(V )
ξ(γ0ηngm1(t)k)|t|
−2ρ
Q(Z1,Fe
−
1 )
A dgdtdndk.
First let ξ = ξc,s. As observed in Sec. 5.3, the theta part is invariant under
G(X1)(F ). We have bound for the theta part by Lemma 5.3:
|θX1,Y (ngm1(t)k)| < C(|t|
dimY/2
A + |t|
−R1
A )||g||
R2
for some constants C,R1, R2 > 0. Thus it suffices to consider∫
KG(Z1)
∫
[N(Z1,F e
−
1 )]
∫
GL1(A)
∫
[G(Z)]
∑
η∈Q(V,Fv0) \G(V )
fs(γ0ηngm1(t)k)
τˆc(γ0ηngm1(t)k)|t|
R||g||R2dgdtdndk.
for some constants R ∈ R and R2 > 0. Note that γ0ηngm1(t) = n
′gγ0m1(t)η
for n′ ∈ N(Fv+0 ⊕Z⊕Fv0, F v0)(A). Thus we are reduced to showing absolute
convergence for∫
KG(Z1)
∫
[N(Fv+0 ⊕Z⊕Fv0,F v0)]
∫
GL1(A)
∫
[G(Z)]
∑
η∈Q(V,Fv0) \G(V )
fs(n
′gγ0m1(t)ηk)
τˆc(H(γ0m1(t)η))|t|
R
A ||g||
R2dgdtdn′dk.
As in Sec. 5.3 we use {1}⊔N(V, Fv0)w0 as representatives forQ(V, Fv0) \G(V )
and as w0 ∈ KG(X1) we just need to consider absolute convergence for∫
KG(Z1)
∫
[N(Fv+0 ⊕Z⊕Fv0,F v0)]
∫
GL1(A)
∫
[G(Z)]
∑
η∈N(V,Fv0)
fs(n
′gγ0m1(t)ηk)
τˆc(H(γ0m1(t)η))|t|
R
A ||g||
R2dgdtdn′dk.
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Write η = n′ηm
′
1(aη)hηkη in the Iwasawa decomposition
G(V )(A) = N(V, Fv0)(A)M(V, Fv0)(A)KG(V ).
Here M(V, Fv0) ∼= GL1 ×G(U). Then
γ0m1(t)η = γ0n
′
ηm
′
1(aη)hηm1(t)kη = (γ0n
′
ηγ
−1
0 )γ0m
′
1(aη)hηm1(t)kη.
If we write n′η =

1 µ αI ν
1

, with respect to the ‘basis’ v+0 , U, v0, then
γ0n
′
ηγ
−1
0 = uη(n
′
η)
−1 with
uη =


1 0 µ −α α
1 0 0 −α
I 0 ν
1 0
1


with respect to the ‘basis’ e+1 , v
+
0 , U, v0, e
−
1 . After conjugating n
′g over uη, it
drops out of fs and τˆc. We also note that
γ0m
′
1(aη)hηm1(t) = hηm1(aη)m
′
1(t)u(−aηt
−1)γ1kη
where u(−aηt
−1) is the element that acts on e+1 , v
+
0 by
( 1 0
−aηt
−1 1
)
and on v0, e
−
1
by duality. We change variable t 7→ −aηt
−1 and thus the integral under con-
sideration becomes∫
KG(Z1)
∫
[N(Fv+0 ⊕Z⊕Fv0,F v0)]
∫
GL1(A)
∫
[G(Z)]
∑
η∈N(V,Fv0)
|t|RA ||g||
R2
fs(n
′g(n′η)
−1hηm1(aη)m
′
1(t)u(−aηt
−1)γ1kηk)τˆc(H(m1(aη)m
′
1(t)u(−aηt
−1)))dgdtdn′dk
=
∫
KG(Z1)
∫
[N(Fv+0 ⊕Z⊕Fv0,F v0)]
∫
GL1(A)
∫
[G(Z)]
∑
η∈N(V,Fv0)
|aηt
−1|RA ||g||
R2
fs(m1(aη)n
′g(n′η)
−1hηm
′
1(−aηt
−1)u(t)γ1kηk)τˆc(H(m1(aη)u(t)))dgdtdn
′dk.
The Iwasawa decomposition of u(t) can be make explicit. Write t = t∞t1t2
where t∞ is the infinite part of t, t1 consists of finite local components tv of
t such that |tv|v ≤ 1 and t2 consists of finite local components of t such that
|tv|v > 1. Then(
1
t 1
)
=
(
1 t∞T
−1
∞
1
)(
T−1∞
T∞
)(
T−1∞ −t∞T
−1
∞
t∞T
−1
∞ T
−1
∞
)
(
1
t1 1
)(
1 t−12
1
)(
t−12
t2
)(
−1
1 t−12
)
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where T∞ = (t∞t∞+1)
1
2 and bar denotes complex conjugation. Thus we have∫
KG(Z1)
∫
[N(Fv+0 ⊕Z⊕Fv0,F v0)]
∫
GL1(A)
∫
[G(Z)]
∑
η∈N(V,Fv0)
|aηT
−1
∞ t
−1
2 |
s+ρQ1
A
fs(n
′g(n′η)
−1hηm
′
1(−aηt
−1T∞t2)ktγ1kηk)
τˆc(H(m1(aηT
−1
∞ t
−1
2 )))|aηt
−1|RA ||g||
R2dgdtdn′dk.
where kt ∈ KG(X1) is determined by t. We have bound from Lemma 5.1: for
any R3 > 0 there exists C3 > 0 such that
|fs(n
′g(n′η)
−1hηm
′
1(−aηt
−1T∞t2)ktγ1kηk)| < C3mP0(gm
′
1(−aηt
−1T∞t2))
−R3ρP0
= C3mP0(g)
−R3ρP0 |aηt
−1T∞t2|
−R3 dimX
A
where mP0 is the map G(X)(A)→ M0(A)
1 \M0(A) as defined in [MW95] for
the minimal parabolic subgroup P0 of X . Thus when R3 is large enough inte-
gration over [G(Z)] is absolutely convergent. The summation over η is abso-
lutely convergent for Re s large enough because it is bounded by an Eisenstein
series as is the case in Sec. 5.3. For ‘t’-part we need to check convergence of∫
A×
|T−1∞ t
−1
2 |
s+ρQ1+R3 dimX
A |t|
R3 dimX−R
A d
×t
We set C4 = ρQ1 + R3 dimX and C5 = R3 dimX − R. We pick R3 such that
C5 > 1. To define height of a vector, temporarily let X be any vector space
over F with a fixed basis. Let x ∈ X(A). We define ||x||v to be the maximal
norm of the coordinates of xv if v is finite, the usual Euclidean norm if v is real
and the square of the usual Euclidean norm if v is complex. Then define ||x|| =∏
v ||x||v. Then |T
−1
∞ t
−1
2 |A is comparable to ||e
−
1 u(t)||
−1 = ||e−1 − tv0||
−1. Thus
we just need to show that
∫
A×
||e−1 − tv0||
−(s+C4)|t|C5A d
×t converges. Consider
the local integrals. For a finite place v of F∫
F×v
||e−1 − tv0||
−(s+C4)
v |t|
C5
A d
×t =
∫
F×v
max{1, |t|v}
−(s+C4)|t|C5A d
×t
=
∫
F×v
|t|v≤1
|t|C4A d
×t +
∫
F×v
|t|v>1
|t|−(s+C4−C5)v d
×t =
Lv(C5)Lv(s+ C4 − C5)
Lv(s+ C4)
.
Thus the product over all finite places of F is absolutely convergent for Re s
large enough. For a real place v of F ,∫
F×v
||e−1 − tv0||
−(s+C4)
v |t|
C5
A d
×t =
∫
F×v
(1 + |t|2v)
− 1
2
(s+C4)|t|C5A d
×t
while for a complex place v of F ,∫
F×v
||e−1 − tv0||
−(s+C4)
v |t|
C5
A d
×t =
∫
F×v
(1 + |t|v)
−(s+C4)|t|C5A d
×t.
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They are both absolutely convergent for Re s large enough. This shows that
IΩ1,1(ξc,s) is absolutely convergent for Re s large enough. In fact truncation is
not needed for absolute convergence.
Next let ξ = ξcs. Via an analogous computation we reach the point where
we need to show absolute convergence for∫
KG(Z1)
∫
[N(Fv+0 ⊕Z⊕Fv0,F v0)]
∫
GL1(A)
∫
[G(Z)]
∑
η∈N(V,Fv0)
|aηT
−1
∞ t
−1
2 |
−s+ρQ1
A
M(w, s)fs(n
′g(n′η)
−1hηm
′
1(−aηt
−1T∞t2)ktγ1kηk)
τˆ c(H(m1(aηT
−1
∞ t
−1
2 )))|aηt
−1|RA ||g||
R2dgdtdn′dk.
In this case truncation is essential. We note that |aηT
−1
∞ t
−1
2 |A is comparable to
||e−1 γ1ηγ
−1
1 u(t)||
−1 = ||e−1 γ1ηγ
−1
1 − tv0||
−1.
Thus there exists some constant c′ > 0 such that only those terms with
||e−1 γ1ηγ
−1
1 − tv0||
−1 > c′c are preserved. On the other hand
||e−1 γ1ηγ
−1
1 − tv0|| ≥ ||e
−
1 γ1ηγ
−1
1 || ≥ ||e
−
1 ||.
Thus if we choose c large enough none of the terms is preserved. In this case
we obviously have absolute convergence.
Lemma 5.6. For Re s large enough, IΩ1,1(ξ∞,s) (i.e., without truncation) is
absolutely convergent. For large enough truncation parameter c, IΩ1,1(ξ
c
s) is
absolutely convergent for any s where M(w, s) is defined and it has value 0.
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