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Introduzione
La forza di Lorentz è avvertita da una particella con carica elettrica quando si
muove in un campo elettromagnetico, come conseguenza dell’interazione che
ha con esso. In questo elaborato si studia la generalizzazione dell’espressione di
questa forza quando si ha l’interazione tra una carica ed una forza generalizzata
descritta da un campo di gauge non abeliano.
L’elaborato si basa su una ricerca bibliografica ed è costituito da tre capitoli.
Nel primo di questi si studia in profondità l’espressione della forza di Lorentz
portandola dal linguaggio vettoriale/matriciale tridimensionale, tipico degli
studi di primo livello in Fisica, alla notazione tensoriale indiciale con l’aggiunta
delle correzioni relativistiche. Inoltre, la si ricava anche dal Principio di Minima
Azione che contiene la corretta lagrangiana la quale descrive l’accoppiamento
della particella con i potenziali elettromagnetici, interpretati come campi di
gauge abeliani associati al gruppo U(1).
Nel secondo capitolo si presentano le basi necessarie per costruire una ge-
neralizzazione non abeliana. Si definisce il commutatore, che compare come
misura della proprietà non commutativa dei gruppi non abeliani, e descrive
l’algebra di Lie associata al gruppo. Questa algebra di Lie descrive le trasfor-
mazioni infinitesime del gruppo non abeliano, e caratterizza in modo molto
preciso la struttura del gruppo. Si introducono inoltre anche i numeri an-
ticommutanti, o variabili di Grassmann, utili per poter descrivere le cariche
i
ii
generalizzate. In seguito si definisce appunto una carica generalizzata come
vettore di uno spazio vettoriale opportuno associato al gruppo, lo spazio vet-
toriale della rappresentazione aggiunta, usando sia le variabili dinamiche sia
quelle di Grassmann. Vengono inoltre definiti il potenziale di gauge ed il
corrispondente tensore campo di forza generalizzato. Infine si esegue una deri-
vazione dal Principio di Minima Azione e si presenta l’espressione della forza di
Lorentz generalizzata, che compare nelle cosiddette equazioni di Wong, le quali
descrivono la legge del moto della particella nel campo di gauge non abeliano.
Vengono anche presentate le notazioni usate da diversi autori, paragonandole
tra loro.
Si conclude con un terzo capitolo dove viene sviluppata l’espressione della
forza di Lorentz generalizzata, applicata ai casi particolari delle quattro forze
fondamentali. Si comincia con i due casi abeliani, cioè la carica elettrica con il
campo elettromagnetico, studiato in maniera indipendente nel primo capitolo,
e la carica gravitazionale ovvero la massa che risente del rispettivo campo
gravitazionale. Poi si presentano i casi non abeliani, cominciando dalla carica
di isospin debole con il suo rispettivo campo debole, basato sul gruppo SU(2),
e poi la carica di colore con il rispettivo campo forte della Cromodinamica
Quantistica (QCD), basato sul gruppo SU(3). Entrambi sono alla base delle
forze nucleari nelle particelle subatomiche del Modello Standard.
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Capitolo 1
Forza di Lorentz
Quando una particella puntiforme con carica elettrica si muove in un campo
elettromagnetico, risente di una forza definita come:
~F ≡ q( ~E + ~̇r × ~B) (1.1)
dove ~E è il campo elettrico, ~B il campo magnetico, q la carica elettrica della
particella ed ~̇r la velocità della particella ovvero la derivata della sua posizione
rispetto al tempo. Questa forza è conosciuta come forza di Lorentz.
1
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1.1 Dal linguaggio vettoriale/matriciale al lin-
guaggio tensoriale
L’equazione (1.1) può essere espressa in coordinate cartesiane come:

Fx
Fy
Fz
 = q

Ex
Ey
Ez
+ q

ṙx
ṙy
ṙz
×

Bx
By
Bz
 (1.2)
Esplicitando il prodotto vettoriale e riscrivendolo come prodotto matriciale
si ha che:

Fx
Fy
Fz
 = q

Ex
Ey
Ez
+ q

ṙyBz − ṙzBy
ṙzBx − ṙxBz
ṙxBy − ṙyBx
 (1.3)

Fx
Fy
Fz
 = q

Ex
Ey
Ez
+ q

0 Bz −By
−Bz 0 Bx
By −Bx 0


ṙx
ṙy
ṙz
 (1.4)
Ora, si osserva che questa espressione può essere scritta con un unico
prodotto matriciale:

Fx
Fy
Fz
 = q

Ex 0 Bz −By
Ey −Bz 0 Bx
Ez By −Bx 0


1
ṙx
ṙy
ṙz
 (1.5)
Cosicché si trova il bisogno di dover lavorare con i quadrivettori forza e
velocità aggiungendo le loro componenti temporali.
Secondo Gasperini [13, pag.100], la componente temporale della forza viene
definita come la potenza dissipata dalla forza, cioè la variazione di lavoro effet-
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tuato dal campo sulla particella per unità di tempo. Seguendo l’osservazione di
Chiese [11, pag.32] (sicuramente basandosi su Gasperini [13, pag.95]), siccome
la forza che esercita il campo magnetico è perpendicolare al suo spostamento,
allora il lavoro corrispondente è nullo. Ne consegue che:
F 0 = Potenza =
dEnergia
dt
= Forza · ~̇r = q ~E · ~̇r (1.6)
e quindi l’espressione della forza di Lorentz rimane:

Ft
Fx
Fy
Fz
 = q

0 Ex Ey Ez
Ex 0 Bz −By
Ey −Bz 0 Bx
Ez By −Bx 0


1
ṙx
ṙy
ṙz
 (1.7)
Ora si considerano le correzioni relativistiche con le trasformazioni di Lo-
rentz. Per farli definiamo il quadrivettore velocità
vµ =
dxµ
dτ
=
(
c
γ
,
~̇r
γ
)
(1.8)
dove τ è il tempo proprio e γ rappresenta il fattore di Lorentz ovvero 1√
1− |
~̇r|2
c2
.
Da qui segue:
(
c, ~̇r
)
= γvµ =
(
γc, γ~̇x
)
(1.9)
D’altronde la componente temporale della forza viene moltiplicata e divisa
per c e rimane:
F 0 =
q
c
~E · c~̇r (1.10)
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Con queste aggiunte, l’espressione rimane:

Ft
Fx
Fy
Fz
 =
q
c

0 Ex Ey Ez
Ex 0 Bz −By
Ey −Bz 0 Bx
Ez By −Bx 0


γc
γ dxx
dτ
γ dxy
dτ
γ dxz
dτ
 (1.11)
Dal raccoglimento del fattore 1
c
ci si accorge che è meglio dividere per c
anche ~̇r (ridefinendo opportunamente il campo magnetico), ottenendo la forma
usata da Gasperini [13, eq.6.71].
Dopodiché, cambiando la notazione degli indici, si ha che:

F0
F1
F2
F3
 =
q
c

0 E1 E2 E3
E1 0 B3 −B2
E2 −B3 0 B1
E3 B2 −B1 0


γc
γ dx1
dτ
γ dx2
dτ
γ dx3
dτ
 (1.12)
Infine usando la notazione indiciale con la convenzione di Einstein, si ricava
la forza di Lorentz espressa nel seguente modo:
fµ =
q
c
F µν
dxν
dτ
(1.13)
dove F µν viene detto tensore del campo elettromagnetico. Questo tensore
viene anche usato per rappresentare le equazioni di Maxwell.
1.2 Definizioni preliminari con notazione tensoriale 5
1.2 Definizioni preliminari con notazione tenso-
riale
Si presentano delle definizioni, raccolte da Gasperini [13], che permetteranno
una rapida dimostrazione dell’equazione della forza di Lorentz dal Principio di
Minima Azione.
1.2.1 Quadrivettore posizione
Il quadrivettore posizione è indicato da
xµ ≡ (ct, ~x) (1.14)
e definisce un punto nello spazio di Minkowski (detto evento). Nello spazio
di Minkowski, la distanza tra due punti viene dato dal modulo quadro del
quadrivettore impulso, definito da una metrica ηµν , detta appunto metrica di
Minkowski.
s2 = ηµνx
µxν = xµx
µ = |~x|2 − (ct)2 (1.15)
definendo la metrica di Minkowski, nella forma controvariante, nel seguente
modo:
ηµν =

−1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
 (1.16)
1.2.2 Differenziale di tempo proprio
L’intervallo di tempo proprio dτ è l’intervallo di tempo tra due eventi misurato
nel sistema di riferimento in cui la loro separazione spaziale è nulla, cioè d~x = 0.
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Differenziando il modulo quadro del quadrivettore posizione dell’espressio-
ne (1.15) si ha che:
ds2 = |d~x|2 − c2dt2 (1.17)
Se consideriamo t = τ , i due eventi hanno separazione spaziale nulla, di
conseguenza il differenziale di tempo proprio può essere definito come:
dτ =
1
c
√
−ds2 (1.18)
ed è interpretabile come il tempo nel sistema di riferimento solidale con la
particella.
1.2.3 Quadrivettore velocità
Il quadrivettore velocità, usato nell’espressione (1.13), viene definito nella for-
ma controvariante come la derivata del quadrivettore posizione rispetto al
tempo proprio:
uµ ≡ dx
µ
dτ
=
dt
dτ
d
dt
(ct, ~x) = (γc, γ~v) (1.19)
dove ~x e ~v sono i vettori spaziali della posizione e la velocità rispettivamente.
1.2.4 Impulso
L’impulso viene definito come il prodotto della massa propria, cioè a riposo,
per il quadrivettore velocità, quindi nella forma covariante la sua espressione
è:
pµ ≡ muµ = m
dxµ
dτ
= (mγc,mγv) (1.20)
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D’altronde l’impulso può essere ricavato come integrale primo dell’equazio-
ne di Eulero-Lagrange nel caso che la lagrangiana non dipenda dalle coordinate,
ovvero
d
dτ
∂L
∂ẋµ
= 0 (1.21)
Quindi
pµ ≡
∂L
∂ẋµ
(1.22)
dove la lagrangiana è data da L = −mc
√
−ẋµẋµ. Espressione che verrà
spiegata nella seguente sezione con l’espressione (1.37).
Cosicché
pµ =
mcẋµ√
−ẋν ẋν
(1.23)
Considerando che da (1.19) si può dedurre che nello spazio di Minkowski
ẋµẋµ = γ
2(v2 − c2), allora si ha che:
ẋµẋµ =
1
1−
(
v
c
)2 (v2 − c2) = −c2 (1.24)
Quindi le definizioni (1.20) e (1.23) sono equivalenti.
1.2.5 Quadrivettore forza
Il quadrivettore forza, usato nell’espressione (1.13), viene definito nella for-
ma covariante come la derivata del quadrivettore impulso rispetto al tempo
proprio:
fµ ≡
dpµ
dτ
(1.25)
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1.2.6 Quadrivettore densità di corrente
Il quadrivettore densità di corrente viene definito, nella forma controvariante,
come il prodotto tra la densità di carica e la velocità:
Jµ ≡ (ρ~v, ρc) = ρdx
µ
dτ
(1.26)
dove ρ = eδ3(~x− ~x(t)).
Infatti, Chiese [11, eq.2.32 e 2.33], nel suo elaborato, definisce la carica
elettrica in funzione della densità di carica come e =
∫
ρ(x)dx3 dove ρ(x) è la
densità di carica.
Considerando che la delta di Dirac δ è una distribuzione che associata ad
una funzione f(x), soddisfa la proprietà:
∫ ∞
−∞
f(x)δ(x− a) = f(a) (1.27)
si può affermare che nel caso puntiforme, con la distribuzione delta di Dirac,
si ha che ρ(~x, t) =
∫
eδ3(~x− ~x(t)). Infatti, sotto questa espressione la densità
risulta non nulla nel punto dove si trova la carica puntiforme.
1.2.7 Quadrivettore gradiente
Il quadrivettore gradiente viene definito, nella forma covariante, come:
∂µ ≡
∂
∂xµ
=
(
∇, 1
c
∂
∂t
)
(1.28)
1.2.8 Quadrivettore potenziale
Il quadrivettore potenziale è definito nella sua forma covariante come:
Aµ =
(
~A, φ
)
(1.29)
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essendo ~A la sua parte vettoriale e φ la sua parte scalare.
La relazione tra campo e potenziale rimane:
~E = −~∇φ− 1
c
∂ ~A
∂t
e ~B = ~∇× ~A (1.30)
1.2.9 Tensore del campo elettromagnetico
Il tensore di campo F µν (“Field”), usato nell’espressione (1.13), viene rappre-
sentato come una matrice antisimmetrica 4× 4; nella forma controvariante ha
la forma:
F µν =

0 E1 E2 E3
E1 0 B3 −B2
E2 −B3 0 B1
E3 B2 −B1 0
 (1.31)
D’altronde, considerando la relazione tra campi e potenziali (1.30), il ten-
sore F µν può essere scritto nella sua forma covariante nel seguente modo:
Fµν = ∂µAν − ∂νAµ (1.32)
dove Aµ e ∂µ sono i quadrivettori definiti nelle espressioni (1.29) e (1.28)
rispettivamente.
1.2.10 Funzionale d’azione
L’azione è definita come l’integrale della lagrangiana rispetto al tempo:
S =
∫
dt L (1.33)
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Poi la lagragiana L può essere scritta come l’integrale di una densità di
lagrangiana L rispetto allo spazio, cosicché risulta:
S =
∫
dt
∫
d3x L =
∫
Ω
d4x L (1.34)
L’azione S ha le dimensioni di [energia]× [tempo].
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1.3 Dimostrazione. Principio di Minima Azione
Nel caso della particella puntiforme, libera e con massa m, l’azione (1.33)
assume la forma:
S = −mc2
∫
dτ (1.35)
con il riferimento temporale τ che rappresenta il tempo proprio. Sostituendo
(1.18) si ha che:
S = −mc2
∫
1
c
√
−ds2 = −mc
∫ √
−ds2 (1.36)
Poi, considerando (1.15) si ha la forma alternativa:
S = −mc
∫ √
−dxµdxµ (1.37)
Utilizzando ora un parametro arbitrario τ per descrivere la linea di mondo
della particella, l’azione diventa:
S = −mc
∫
dτ
√
−dxµ
dτ
dxµ
dτ
= −mc
∫
dτ
√
−ẋµẋµ (1.38)
Invece se la particella è carica e si muove in un campo elettromagnetico
esterno, allora all’azione viene aggiunto un termine di interazione, che descri-
ve appunto l’interazione tra il potenziale Aµ e la corrente elettromagnetica
associata alla carica, ovvero la densità di corrente (1.26). La lagrangiana da
aggiungere deriva da un termine di accoppiamento che nell’azione della teoria
di campo dell’elettromagnetismo assume la forma:
S =
1
c
∫
d4x Aµ(x)J
µ(x) (1.39)
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con Jµ la densità di corrente. Per una particella puntiforme possiamo prendere
la forma:
Jµ =
∫
dτ eδ4(x− x(τ))dx
µ
dτ
(1.40)
dove e è la carica della particella. Il termine d’interazione assume quindi la
forma:
S =
e
c
∫
dτ Aµ(x(τ))
dxµ
dτ
(1.41)
da cui riconosciamo la lagrangiana:
L = e
c
Aµ(x(τ))
dxµ
dτ
(1.42)
Cosicché l’azione di una particella massiva e carica puntiforme diventa:
S(xµ) = −mc
∫ √
−ẋµẋµ dτ +
e
c
∫
Aµẋµ dτ (1.43)
Secondo Landau e Lifshitz [16, pag.24] il principio di Minima Azione indica
appunto che l’azione ha un valore minimo sulla configurazione che risolve le
leggi del moto del sistema in studio.
Ora si procede a calcolare il minimo del funzionale di azione S[xµ(τ)]:
dS(xµ)
dxµ
=
∫
dτ
[
−mc 1
2
√
−ẋµẋµ
(−2ẋµδẋµ) +
e
c
Aµδẋµ +
e
c
∂Aν(x
µ)
∂xµ
δxµẋν
]
= 0
(1.44)
Seguendo il metodo usato da Landau e Lifshitz [16, eq.23.2], nei primi due
membri viene applicato il metodo per parti.
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Semplificazione dei primi due termini:
∫
dτ
[
mc ẋµ√
−ẋµẋµ
δẋµ + e
c
Aµδẋµ
]
=
mc ẋµ√
−ẋµẋµ
∫
dτδẋµ −
∫
dτ d
dτ
[
mc ẋµ√
−ẋµẋµ
] ∫
dτδẋµ+
e
c
Aµ
∫
dτδẋµ −
∫
dτ e
c
d
dτ
[Aµ]
∫
dτδẋµ =
mc ẋµ√
−ẋµẋµ
δxµ −
∫
dτ d
dτ
[
mc ẋµ√
−ẋµẋµ
]
δxµ+
e
c
Aµδx
µ −
∫
dτ e
c
d
dτ
[Aµ]δx
µ
(1.45)
Inoltre, i termini senza integrale si annullano per ẋµδxµ = 0 e Aµδxµ = 0,
questo come conseguenza delle caratteristiche delle traiettorie secondo Landau
e Lifshitz [16, pag.60]. Le condizioni al contorno sulle traiettorie sono fissate
specificando la posizione della particella, in questo caso δx deve valere zero al
tempo iniziale ed al tempo finale.
Poi, semplificando il terzo termine di (1.44) con la notazione presente
dell’espressione (1.28) e raccogliendo δxµ, rimane:
∫
dτδxµ
[
− d
dτ
(
mcẋµ√
−ẋµẋµ
)
− e
c
d
dτ
Aµ +
e
c
∂µAν(x
µ)ẋν
]
= 0 (1.46)
Siccome
d
dτ
Aµ =
dxν
dτ
∂
∂xν
Aµ = ∂νAµ(x
µ)ẋν (1.47)
Allora
∫
dτδxµ
[
− d
dτ
(
mcẋµ√
−ẋµẋµ
)
+
e
c
(∂µAν(x
µ)− ∂νAµ(xµ)) ẋν
]
= 0 (1.48)
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Poi, considerando le definizioni (1.23) e (1.32)
∫
dτδxµ
[
−dpµ
dτ
+
e
c
Fµν ẋµ
]
= 0 (1.49)
−dpµ
dτ
+
e
c
Fµν ẋν = 0 (1.50)
dpµ
dτ
=
e
c
Fµν ẋν (1.51)
Infine per (1.25), si ha:
fµ =
e
c
Fµν ẋν (1.52)
che costituisce la forma covariante della forza di Lorentz, presentata preceden-
temente in (1.13).
Capitolo 2
Generalizzazioni non abeliane
2.1 Commutatore e Principio di Heisenberg
Innanzitutto bisogna chiarire o ricordare che il termine “abeliano” è equivalente
a “commutativo”. Risulta quindi necessario definire e misurare il grado di
non commutatività nell’operazione binaria di due elementi, e lo si fa con la
differenza tra l’operazione effettuata in un ordine e la stessa operazione degli
stessi elementi eseguita con l’ordine invertito.
Nasce cosí il commutatore, definito secondo Zucchini [23, eq.6.6.1] come:
[
Â, B̂
]
= ÂB̂ − B̂Â (2.1)
dove Â e B̂ operatori.
Il commutatore soddisfa le seguenti proprietà:
- Linearietà: [
Ĉ, aÂ+ bB̂
]
= a
[
Ĉ, Â
]
+ b
[
Ĉ, B̂
]
[
aÂ+ bB̂, Ĉ
]
= a
[
Â, Ĉ
]
+ b
[
B̂, Ĉ
] (2.2)
15
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- Regola di Leibnitz:[
Ĉ, ÂB̂
]
=
[
Ĉ, Â
]
B̂ + Â
[
Ĉ, B̂
]
(2.3)
- Anticommutatività: [
Â, B̂
]
+
[
B̂, Â
]
= 0 (2.4)
- Identità di Jacobi:[
Â,
[
B̂, Ĉ
]]
+
[
Ĉ,
[
Â, B̂
]]
+
[
B̂,
[
Ĉ, Â
]]
= 0 (2.5)
dove Â, B̂ e Ĉ sono operatori. Le ultime due proprietà possono essere dimo-
strate dalle prime due.
In Fisica, due osservabili possono essere rappresentati da due operatori. Co-
me conseguenza del Principio di Indeterminazione di Heisenberg, nella Mec-
canica Quantistica, due osservabili non possono avere dei valori ben definiti
simultaneamente. La misura di questa imprecisione, secondo Gratton [14,
eq.8.40], viene definita dal commutatore dei rispettivi operatori, il quale può
essere uguagliato ad un terzo operatore immaginario, cioè:
[
Â, B̂
]
= ÂB̂ − B̂Â = iĈ (2.6)
Per gli operatori che non commutano si soddisfa la relazione:
∆A∆B >=
1
2
|C̄| (2.7)
dove ∆A e ∆B sono le incertezze degli operatori Â e B̂ rispettivamente.
Facile da riconoscere come una generalizzazione della relazione del Principio
di Indeterminazione di Heisenberg, infatti se Â = x e B̂ = px allora Ĉ = ~
perché ∆x∆px >= 12~ (Gratton [14, eq.8.52]).
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2.2 Elementi della Teoria dei Gruppi
Seguendo l’elaborato di Bastianelli [6], un gruppo G viene definito come un
insieme di elementi g che soddisfano le seguenti proprietà:
- Esistenza di una legge di composizione:
Presi g1, g2 ∈ G allora ∃g3 ∈ G / g1 · g2 = g3
- Esistenza dell’elemento identità:
Preso g ∈ G allora ∃e ∈ G / g · e = e · g = g
- Esistenza dell’elemento inverso:
Preso g ∈ G allora ∃g−1 ∈ G / g · g−1 = g−1 · g = e
- Associatività:
Presi g1, g2, g3 ∈ G allora (g1 · g2) · g3 = g1 · (g2 · g3)
A continuazione, vengono definiti alcuni gruppi discreti:
U(1): detto Unitario, viene definito come il gruppo dei numeri complessi
unitari ovvero U(1) = {z ∈ C/|z| = 1}; viene anche detto gruppo delle fasi.
Sotto il Modello Standard delle particelle elementari viene considerato come
il gruppo dell’ipercarica. Essa si conserva nel corso dell’interazione debole e
viene definita da Semprini [19, pag.263] come Yw = 2(q−t3) dove q rappresenta
la carica elettrica delle particelle subatomiche (quark e leptoni) e t3 il terzo
operatore di isospin debole.
SU(N): detto Speciale Unitario, è il gruppo delle matrici unitarie N ×N
con determinante unitario.
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SO(N): detto Speciale Ortogonale, è il gruppo delle matrici reali ortogonali
N × N con determinante unitario. Lascia invariato il prodotto interno tra
tensori.
In particolare SU(2) è utile per definire la carica di isospin debole.
Invece il caso di SU(3) viene usato per definire la carica di colori della
Forza Forte che agisce sui quark. Invece, per quanto riguarda i leptoni, non
interagendo con questa forza vengono considerati scalari sotto questo gruppo.
Questo caso serve anche a descrivere gli adroni composti dai tre sapori dei
quark più leggeri (up, down, strange) nel modello statico a quark.
Gli elementi di un gruppo possono trasformarsi secondo un parametro reale
θ nel seguente modo:
g(θ) = eiθaT
a
(2.8)
essendo T a gli operatori di gruppo ed a = 1, ..., dimG.
Seguendo l’espressione (2.6), L’algebra di Lie del gruppo, ovvero i commu-
tatori dei suoi generatori infinitesimi, è definita come:
[
T a, T b
]
= ifabc T
c (2.9)
dove fabc vengono detti coefficienti di struttura del gruppo, secondo Srednicki
[20, eq.69.7].
Si può alzare un indice a queste costanti sotto la proprietà:
fabc = fabd γ
dc (2.10)
dove γdc rappresenta la metrica di Killing, definita positiva solo per gruppi di
Lie compatti, come ad esempio SU(N) e SO(N).
Nei gruppi U(1) il generatore infinitesimo T = 1 (matrice identità), ne
consegue che la sua algebra di Lie sia [T, T ] = 0. Ad esempio, nella rappre-
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sentazione di carica q, si ha che il generatore infinitesimo è rappresentato da
T = q, cioè matrici 1 × 1 ovvero degli scalari, da lì che la sua algebra di Lie
sia [T, T ] = 0 e di conseguenza abeliano.
Invece per i gruppi SO(N) con N > 2, l’algebra di Lie prende dei valori
diversi da zero e fanno sì che i gruppi siano non abeliani.
In particolare nel caso SU(2), fabc = εabc ovvero il tensore di Levi Civita
(Srednicki [20, eq.69.8]), e T a = σa
2
essendo σa le matrici di Pauli ovvero:
σ1 =
 0 1
1 0
 σ2 =
 0 −i
i 0
 σ3 =
 1 0
0 −1
 (2.11)
Il tensore di Levi-Civita viene definito come:
εabc =

+1 se (a, b, c) = (1, 2, 3), (3, 1, 2), (2, 3, 1) cioè permutazioni pari
−1 se (a, b, c) = (3, 2, 1), (1, 3, 2), (2, 1, 3) cioè permutazioni dispari
0 altrimenti
(2.12)
ovvero
ε1bc =

0 0 0
0 0 1
0 −1 0
 ε2bc =

0 0 −1
0 0 0
1 0 0
 ε3bc =

0 1 0
−1 0 0
0 0 0
 (2.13)
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D’altronde nel caso SU(3), T a = λa
2
essendo λa le matrici di Gell-Mann
ovvero:
λ1 =

0 1 0 0
1 0 0 0
0 0 0 0
0 0 0 0
 λ
2 =

0 −i 0 0
i 0 0 0
0 0 0 0
0 0 0 0
 λ
3 =

1 0 0 0
0 −1 0 0
0 0 0 0
0 0 0 0

λ4 =

0 0 0 1
0 0 0 0
0 0 0 0
1 0 0 0
 λ
5 =

0 0 0 −i
0 0 0 0
0 0 0 0
i 0 0 0
 λ
6 =

0 0 0 0
0 0 0 0
0 0 0 1
0 0 1 0

λ7 =

0 0 0 0
0 0 0 0
0 0 0 −i
0 0 i 0
 λ
8 = 1√
3

1 0 0 0
0 0 0 0
0 0 0 0
0 0 0 −2

(2.14)
Queste matrici sono normalizzate secondo la convenzione:
Tr(T aT b) =
1
2
δab (2.15)
con δab delta di Kronecker (elementi della matrice identità).
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2.3 Variabili di Grassmann. Algebra di Clifford
Seguendo l’elaborato di Bastianelli [5] e l’articolo di Catto et al. [10] le variabili
di Grassmann anche detti numeri anticommutanti vengono definite come dei
generatori θi tale che:
{θi, θj} = θiθj + θjθi = 0 (2.16)
ovvero
θiθj = −θjθi (2.17)
Vengono usati per descrivere i fermioni a livello pseudoclassico e modelli
che riproducono i gradi di libertà associato allo spin. Il prefisso “pseudo” è
dovuto al fatto che i numeri di Grassmann non possono essere misurati come
una grandezza fisica.
Una conseguenza immediata della definizione (2.16) è che se i = j, allora
si ha che:
θiθi + θiθi = 0 (2.18)
Quindi
θ2i = 0 (2.19)
Secondo Catto et al. [10] è importante evidenziare il fatto che soddisfino
anche la proprietà associativa:
[θi, θj, θk] = (θiθj)θk − θi(θjθk) = 0 (2.20)
Un esempio di questi numeri astratti lo si trova realizzato nell’operatore
derivata esterna d usato nelle leggi di Maxwell senza sorgente, ovvero dF = 0,
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come scritte nella notazione delle forme differenziali. La derivata esterna ha la
proprietà che d2 = 0, per cui una soluzione di dF = 0 è proprio quella di scrive-
re F = dA, che difatti introduce i potenziali elettromagnetici A. L’invarianza
di gauge emerge dal fatto che A′ ∼ A+ dΛ con Λ funzione arbitraria.
Infatti se si considera f come tensore di campo elettromagnetico e A come
quadri-potenziale, si ha che f = dA; di conseguenza ddA = 0 e siccome A 6= 0
allora d2 = 0. D’altronde, considerando l’invarianza di gauge, dA′ ∼ d(A +
dΛ) = dA+ ddΛ = dA, per cui ddΛ = 0 e d2 = 0.
D’altronde, secondo Bastianelli [5] le variabili di Grassmann possono essere
reali o complesse. In questo caso, nel prodotto di variabili di Grassmann il
complesso coniugato include uno scambio dell’ordine delle variabili:
(θ1θ2)
∗ = (−θ2θ1)∗ = −θ∗2θ∗1 (2.21)
Le Variabili di Grassmann complesse η ed η∗ possono sempre essere definite
in termini di variabili di Grassmann reali nel seguente modo:
η =
1√
2
(θ1 + iθ2) (2.22)
η∗ =
1√
2
(θ1 − iθ2) (2.23)
essendo θ numero reale, di conseguenza θ∗ = θ.
Essi ricordano gli operatori di annichilazione e creazione, definite secondo
Catto et al. [10, eq.49 e 50] come:
ai =
1√
2
(xi + ipi) (2.24)
a†i =
1√
2
(xi − ipi) (2.25)
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essendo x e p gli operatori posizioni e momento lineare rispettivamente, i quali
soddisfano le seguenti relazioni di commutazione:
[x̂i, x̂j] = [p̂i, p̂j] = 0 (2.26)
[x̂i, p̂j] = iδij (2.27)
dove le parentesi quadre rappresentano il commutatore definito in (2.1) e δij
la delta di Kronecker.
Si può osservare che l’espressione (2.27) rappresenta la relazione di inde-
terminazione ovvero misura di imprecisione (2.6). D’altronde secondo Bala-
chandran et al. [1, eq.2.13] essa viene espressa con la notazione delle parentesi
graffe che rappresentano le parentesi di Poisson, di conseguenza:
[âi, âj] = [â
†
i , â
†
j] = 0 (2.28)
[âi, â
†
j] = δij1 (2.29)
proprietà trovate con questa notazione in [23, eq.8.12.34].
Le proprietà (2.26), (2.27), (2.28) e (2.29) soddisfano l’algebra di Clifford,
definite secondo Catto et. al. [10, eq.8] come gli elementi γ che soddisfano le
proprietà anticommutativa ed associativa:
{γµ, γν} = 2δµν (2.30)
[γµ, γν , γλ] = 0 (2.31)
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dove le parentesi graffe rappresentano l’operazione di anticommutatività usata
nella definizione (2.16) e le parentesi quadre rappresentano l’associatività usata
nella proprietà (2.20).
La soddisfazione dell’algebra di Clifford è necessaria per avere l’esistenza
di una rappresentazione matriciali. Si ha ad esempio in [10, eq.20 e 21]:
θ =
1
2
(σ1 + iσ2) =
 0 1
0 0
 (2.32)
π =
1
2
(σ1 − iσ2) =
 0 0
1 0
 (2.33)
dove σi sono le matrici di Pauli (2.11).
Poi si ha che θ2 = π2 = 0, il quale soddisfa (2.19) e {θ, π} = 1 che soddisfa
(2.30).
L’algebra di Clifford risulta consì una struttura che generalizza la nozione
di numero complesso e di quaternione.
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2.4 Definizioni preliminari nella generalizzazio-
ne non abeliana
Si presentano delle definizioni che serviranno di base per la costruzione e
dimostrazione dell’equazione della forza di Lorentz dal principio di Minima
Azione.
2.4.1 Traiettoria
La traiettoria di una particella può essere descritta dal quadrivettore posizione
xµ al variare di un parametro τ :
xµ(τ) (2.34)
Spesso τ è il tempo proprio, come definito nel capitolo 1 insieme al suo
differenziale nell’espressione (1.18), ma altre scelte sono possibili. La curva
definita da xµ(τ) viene anche detta linea di mondo, come in Parikh [17, eq.4.8].
2.4.2 Velocità ed accelerazione
La velocità e l’accelerazione vengono rappresentate rispettivamente come la
derivata prima e seconda della traiettoria rispetto al tempo proprio:
ẋµ(τ) = d
dτ
xµ(τ)
ẍµ(τ) = d
2
dτ2
xµ(τ)
(2.35)
Possono essere anche espresse con la notazione indiciale di quadrivettore.
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2.4.3 Vettore carica
I casi particolari commutativi, come la carica elettrica e la carica gravitazionale
ovvero la massa, sono scalari rappresentate sotto il gruppo U(1), il quale è
abeliano.
Per addentrarsi nella nozione di una carica generalizzata è necessario defi-
nirla come un vettore. Cosicché la carica di colori ad esempio, corrispondente
al campo di Forza Forte, presenta otto componenti derivate dalle combinazioni
non scalari dei tre tipi di carica fondamentale di SU(3): blu, verde e rosso.
Invece la carica di isospin debole, corrispondente al campo di Forza Debole,
presenta tre componenti derivate dau suoi due tipi di cariche fondamentali
desritte dal gruppo SU(2). Questi gruppi sono entrambi non abeliani.
In generale, per un gruppo non abeliano la carica di colore può essere vista
come un vettore nello spazio della rappresentazione aggiunta, corrispondente
appunto al fatto che i generatori del gruppo T a hanno un indice a, che per
SU(N) assume N2 − 1 valori.
La carica generalizzata viene dunque associata ad una rappresentazione del
gruppo di simmetria. Nel caso del modello standard delle particelle elementari
si ha il gruppo di simmetria di gauge ovvero SU(3)×SU(2)×U(1); che include
i tre tipi di cariche appena spiegati. I fermioni del modello standard hanno
cariche generalizzate sotto questi gruppi.
Secondo la ricerca di Salvi [18, pag.49] (sicuramente basandosi su Bastia-
nelli [6, pag.14]), la carica è un vettore nello spazio delle rappresentazioni, ana-
logo al momento angolare quantizzato; da questo si intuisce come possa essere
rappresentata da un generatore del gruppo in una opportuna rappresentazione.
Per ottenere le equazioni del moto da un principio d’azione, si può esprimere
ogni componente del vettore carica come un prodotto hermitiano tra variabili
complesse tramite un generatore del gruppo di gauge. Cosicchè aggiungendo
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l’indice a del vettore carica, si ha un’espressione per rappresentare ognuno di
questi prodotti interni nel seguente modo:
ρa = z̄α(T
a)αβz
β (2.36)
detta espressione della carica con variabili complesse; essendo (T a)αβ generatori
nella rappresentazione definente usato nella sezione (2.2) e z le variabili com-
plesse ausiliari, da considerare come variabili dinamiche associate alla carica
non abeliana della particella.
Secondo Bastianelli et al. [7, eq.5] le variabili dinamiche possono essere
numeri complessi commutanti o no, e quantisticamente possono essere associate
ad operatori di creazione ed annichilazione (2.24) e (2.25).
Poi in [7, pag.2] Bastianelli et al. indicano che le variabili ausiliari potreb-
bero essere usate in qualsiasi altra rappresentazione prescelta e trovano nel
corrispondente spazio di Hilbert tutti i possibili prodotti tensoriali simmetrici
o antisimmetrici della rappresentazione scelta.
Un modo simile di esprimere l’espressione del vettore carica, è attraverso
l’uso delle variabili di Grassmann spiegate nella sezione (2.3), essa sarebbe
secondo Barducci et al. [3, eq.3.4]:
Ia = θ∗τaθ (2.37)
dove τa è il generatore infinitesimo che soddisfa l’algebra di Lie (2.9), e θ le
variabili di Grassmann.
Questa espressione coincide con la definizione riportata da Balasin et al.
[2, eq.2.11] che presenta la seguente notazione:
qa = − i
2
fabcΛbΛc (2.38)
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Essi esprimono l’Algebra non abeliana delle cariche attraverso le parentesi
di Poisson:
{qa, qb} = fabcqc (2.39)
D’altronde, Balachandran et al. [1, eq.2.5] la definiscono come variabile di
isospin e la rappresentano come:
Iα = θ†aT
α
abθb (2.40)
Di maniera analoga al ragionamento che porta dall’espressione (2.27) a
(2.29), secondo Balachandran et al.[1, eq.2.13] siccome {θa, θ†b} = −iδab, allora
{Iα, Iβ} = fαβγ Iγ dette parentesi di Dirac per variabili di isospin.
Un’altra espressione della carica si basa nella sua densità. Infatti, conside-
rando la delta di Dirac (1.27), di maniera analoga, aggiungendo la componente
temporale, la densità di carica generalizzata da potrebbe essere espressa come:
da =
∫
ρaδ4(x− ξ(τ))dτ (2.41)
dove a rappresenta l’indice che elenca ogni carica con la sua rispettiva densità.
Infine, viene evidenziata una proprietà della carica la quale sarà fondamen-
tale per ricavare la seconda equazione di Wong nella seguente sezione. Si tratta
della sua conservazione covariante rispetto al tempo proprio, per cui soddisfa
l’espressione:
D
dτ
ρa = 0 (2.42)
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2.4.4 Densità di corrente generalizzata
Secondo Yang e Mills [22, eq.13], la densità o divergenza di corrente viene
definita come:
~Jµ = iΨ̄γµ~τΨ (2.43)
dove γµ sono matrici 4 × 4 di traccia nulla dette matrici gamma di Dirac, le
quali vengono definite come:
γi =
 0 −iσi
iσi 0
 γ4 = −i
 1 0
0 −1
 (2.44)
dove σi sono le matrici di Pauli, già definite in (2.11) e 1 è la matrice identità
di 2 × 2. Inoltre, i generatori di spin isotopico sono per il gruppo di gauge
SU(2) identici alle matrici di Pauli, ~τ = ~σ. Le matrici gamma soddisfano
l’algebra di Clifford spiegate nella sezione (2.3).
D’altronde, la densità di corrente può essere definita nella forma controva-
riante come il prodotto tra la densità di carica (2.41) e la velocità (2.35):
Jaµ = g
∫
ρa(τ)ξ̇µ(τ)δ4(x− (τ))dτ (2.45)
essendo δ la delta di Dirac (1.27) e g la costante di accoppiamento o peso
relativo tra le azioni.
L’espressione (2.45) viene usata da Boozer [9, eq.7] senza la costante di
accoppiamento e con il simbolo solito dei vettori al posto dell’indice a:
~Jµ =
∫
~ρ̇µδ4(x− (τ))dτ (2.46)
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Questa notazione è presentata con l’intenzione di paragonarla al caso par-
ticolare di campo elettromagnetico che egli esprime con carica q, velocità w e
traiettoria o posizione z(τ) Boozer [9, eq.3].
Di maniera analoga, l’espressione (2.45) viene espressa da Wong [21, eq.16]
ma con ~I al posto del vettore carica:
~Jµ = g
∫
~I(τ)ξ̇µδ4(x− ξ(τ))dτ (2.47)
Wong [21, sec.Validity] infatti presenta I come una matrice di elementi;
bisogna evidenziare che egli non usa la notazione indiciale per la carica.
2.4.5 Teoria di Yang-Mills e campo di gauge
Secondo Srednicki [20, pag.410], la teoria di Yang-Mills o Teoria non-abeliana
di gauge è quella in cui fabc dell’espressione (2.9) è non nulla.
Secondo Boozer [9, sec.I], questa teoria gioca un ruolo centrale nello studio
delle interazioni forte e debole; ed include anche lo studio dell’elettrodinamica
quantistica.
Il campo di gauge viene definito attraverso il suo potenziale Aµ in SU(N)
detto “potenziale di gauge” o “connessione” che secondo Bastianelli [4] definisce
geometricamente una specie di trasporto parallelo in un certo spazio. Aµ è una
matrice hermitiana senza traccia che segue, secondo Srednicki [20, eq.69.9], la
trasformazione di gauge:
Aµ → U(x)AµU †(x) +
i
g
U(x)∂µU
†(x) (2.48)
essendo U una matrice unitaria speciale, che può essere scritta in funzione delle
matrici generatrici T nel seguente modo:
U(x) = e−igθ
aTa (2.49)
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espressione che segue la notazione (2.8).
D’altronde, seguendo proprietà per alzare o abbassare gli indice ad un
tensore (2.10), il potenziale viene sviluppato in termine dei generatori T a
dell’algebra di Lie nel seguente modo:
Aµ = A
a
µT
a (2.50)
dove Aaµ = 2TrAµT a.
Questa espressione coincide con quella di Srednicki [20, eq.69.17] ed anche
con quella di Bastianelli [4, eq.25], quest’ultimo però con l’aggiunta dell’unità
immaginaria:
Aµ = −iAaµT a (2.51)
Secondo Boozer [9, sec.II], nel caso del campo elettromagnetico (caso abe-
liano), si ha l’invarianza rispetto alla trasformazione
Aµ → Aµ + ∂µλ (2.52)
dove λ è un parametro arbitrario dipendente dalla posizione.
Questa trasformazione di gauge viene detta locale perché λ può essere di-
versa in diversi punto dello spazio-tempo, e viene anche detta abeliana perché
l’effetto netto di due trasformazioni è indipendente dal ordine in cui vengono
eseguite.
Invece, nel caso non abeliano λ è un vettore e sarebbe definito come ~λ =
−1
g
~θ con g costante di unità inversa a quella della carica (Boozer [9, sec.IV]).
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2.4.6 Gradiente generalizzato
Secondo Srednicki [20, eq.69.11], il gradiente generalizzato viene definito, nella
forma covariante, come:
Dµ ≡ ∂µ − igAµ (2.53)
dove Aµ è il potenziale di campo dell’espressione (2.50) e g la costante di
accoppiamento o peso relativo tra le azioni.
Secondo Bastianelli [4] il gradiente trasforma tensori in tensori, quindi non
distrugge il carattere tensoriale. Inoltre rende locale la simmetria SU(N).
2.4.7 Tensore del campo
Secondo Bastianelli [4], il tensore del campo può essere interpretato come
curvatura di un determinato oggetto geometrico.
Srednicki [20, eq.69.13] lo definisce attraverso il commutatore di gradienti
nel seguente modo:
Fµν =
i
g
[Dµ, Dν ] (2.54)
Sostituendo la definizione di gradiente generalizzato (2.53), rimane:
Fµν =
i
g
[∂µ − igAµ, ∂ν − igAν ] (2.55)
Cosicché, considerando la proprietà di linearietà del commutatore (2.2), si
ha che:
Fµν =
i
g
([∂µ, ∂ν − igAν ]− ig [Aµ, ∂ν − igAν ]) (2.56)
Fµν =
i
g
[∂µ, ∂ν − igAν ] + [Aµ, ∂ν − igAν ] (2.57)
2.4 Definizioni preliminari nella generalizzazione non abeliana 33
Fµν =
i
g
([∂µ, ∂ν ]− ig[∂µ, Aν ]) + ([Aµ, ∂ν ]− ig [Aµ, Aν ]) (2.58)
Fµν =
i
g
[∂µ, ∂ν ] + [∂µ, Aν ] + [Aµ, ∂ν ]− ig [Aµ, Aν ] (2.59)
Considerando che il primo termine vale zero perché gli operatori derivate
commutano, sviluppando il secondo ed il terzo termine con la definizione di
commutatore (2.1) e considerando che applicate su una funzione si avrebbe
[∂µ, Aν ]f = ∂µ(Aνf) − Aν∂µf = ∂µAνf + Aν∂µf − Aν∂µf = ∂µAνf , infine si
ha che:
Fµν = ∂µAν − ∂νAµ − ig [Aµ, Aν ] (2.60)
espressione analoga a quella del tensore di campo elettromagnetico (1.32) con
l’aggiunta del termine non abeliano considerando (2.6).
Questa espressione coincide con quella di Balasin et al. [2, pag.7] nello
spazio di Moyal, dove si applica il commutatore con operatori che vengono
definiti nello spazio di Hilbert. Coincide anche con la definizione proposta
da Yang e Mills [22, eq.4] mantenendo l’invarianza sotto la trasformazione
isotopica di gauge.
Poi, moltiplicando entrambi i membri dell’espressione (2.9) per −i, si ha
che −i[Aµ, Aν ] = fabcT a. Dopodiché considerando T a = [Aaµ, Aaν ], il tensore
rimane:
F aµν = ∂µA
a
ν − ∂νAaµ + gfabc
[
Aaµ, A
a
ν
]
(2.61)
detta equazione di campo di Yang-Mills secondo Parikh [23, eq.4.7].
D’altronde Balachandran et al. [1, sec.II] presentano il termine non abe-
liano come −gfαβγAβµAγν , espressione che coincide con Bastianelli [4, eq.38] ma
con segno positivo.
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Secondo Chiese [11, eq.4.94], il tensore F soddisfa l’identità di Bianchi:
DρF
a
µν +DµF
a
νρ +DνF
a
ρµ = 0 (2.62)
dove Dµ è stato definito nell’espressione (2.53). Corrisponde infatti, nel ca-
so del tensore elettromagnetico, all’espressione delle leggi di Maxwell senza
sorgente.
Questa proprietà viene espressa anche daWong [21, eq.21] usando il simbolo
di nabla come operatore gradiente generalizzato.
2.4.8 Funzionale d’azione
Il funzionale d’azione mantiene la definizione (1.33). La sua generalizzazione
viene applicata sulla lagrangiana generalizzata nella seguente sezione.
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2.5 Dimostrazione. Principio di Minima Azione
Si considera l’azione della particella puntiforme, libera e massiva dell’espres-
sione (1.37) e si aggiunge il termine di interazione tra il vettore carica (2.36)
o (2.37) ed il campo generalizzato di potenziale (2.51). Il termine di questa
interazione viene costruita imitando lo svolgimento usato nella dimostrazione
del capitolo 1 (1.43) con la definizione di densità di corrente (2.45). L’azione
rimane:
S =
∫
dτ(−mc
√
−ẋµẋµ + gẋµρaAaµ) (2.63)
espressione che coincide con quella di Balasin [2, eq.2.4] ma con segno diverso
nel secondo termine. Questo per il modo come è stato definito il potenziale di
gauge.
Ora, viene applicato il Principio di Minima Azione, per cui si deriva ed
eguaglia a zero l’azione appena definita. Per quanto riguarda il primo termine,
corrispondente alla particella libera, viene applicato lo stesso metodo usato
in (1.45), invece per quanto riguarda il secondo termine ovvero il termine di
interazione, si procede il calcolo della variazione nel seguente modo:
∫
dτ [gρaδ(ẋµAaµ(x
µ))] (2.64)
Si specifica che il campo Aµ si esprime in funzione della posizione, in mo-
do di considerare anche la sua derivata interna ovvero seguire la regola della
catena.
Applicando la derivata del prodotto, seguendo la regola di Leibnitz ed
usando il metodo usato in (1.45) per il secondo termine e la semplificazione
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(1.47), si ha che:
∫
dτ [gρa(−δxµDνAaµẋν + ẋνDµAaνδxµ)] (2.65)
Poi, raccogliendo il differenziale di posizione e la velocità:
∫
dτδxµ[gρa(−DνAaµ +DµAaν)ẋν ] (2.66)
Poi applicando la definizione (2.53), si ha che:
∫
dτδxµ[gρa(−∂νAaµ + igAaνAaµ + ∂µAaν − igAaµAaν)ẋν ] (2.67)
Cosicché, sistemando i termini, si ha:
∫
dτδxµ[gρa(∂µA
a
ν − ∂νAaµ − ig[Aaµ, Aaν ])ẋν ] (2.68)
Poi, applicando lo stesso passaggio usato per trasformare l’espressione (2.60)
in (2.61), si ha che:
∫
dτδxµ[gρa(∂µA
a
ν − ∂νAaµ + gfabc[Aaµ, Aaν ])ẋν ] (2.69)
Infine, sostituendo con la definizione (2.61), rimane:
S =
∫
dτδxµgρaF aµν ẋ
ν (2.70)
Quindi, la derivata dell’azione totale rimane:
∫
dτδxµ
[
− d
dτ
(
mcẋµ√
−ẋµẋµ
)
+ gρaF aµν ẋ
ν
]
= 0 (2.71)
Poi, considerando le definizioni (1.23), si ha:
∫
dτδxµ
[
−dpµ
dτ
+ gρaF aµν ẋ
ν
]
= 0 (2.72)
2.5 Dimostrazione. Principio di Minima Azione 37
−dpµ
dτ
+ gρaF aµν ẋ
ν = 0 (2.73)
dpµ
dτ
= gρaF aµν ẋ
ν (2.74)
Infine, per (1.25) si ha:
fµ = gρ
aF aµν ẋ
ν (2.75)
la quale sarebbe la forma generalizzata della forza di Lorentz.
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2.6 Altre forme e considerazioni
Wong [21, eq.14], nel suo articolo, descrive la forza di Lorentz nella sua forma
covariante, esprimendo la forza come la massa per l’accelerazione, ovvero:
mξ̈µ(τ) = gf
a
µν · I(τ)ξ̇ν (2.76)
dove I è una matrice di elementi (Wong [21, sec.5]) e ξ la posizione o traiettoria
definita in (2.34); ξ̇ν la velocità e ξ̈µ l’accelerazione, entrambe definite in (2.35).
Cosicché nella notazione del presente elaborato rimarrebbe:
mẍµ(τ) = gF µνaẋνq
a (2.77)
D’altronde secondo Wong [21, eq.12], il primo membro dell’espressione
(2.74) viene scritto come dπi
dτ
, dove πi è detto momento meccanico e viene
definito come il momento meccanico classico più il termine quantistico:
πi = pi − gbi · I (2.78)
dove b è il campo di Yang-mills ed I è una matrice di elementi definita come
I = ~X con X “set” di generatori tali che [Xα, Xβ] = εαβγXγ dove εαβγ è
tensore di Levi-Civita (2.12).
Dall’espressione di conservazione d
dτ
I2 = 0 presente in Wong [21, eq.18] si
deduce che I sia la carica (2.37).
Di maniera analoga Balachandran et al. [1, eq.2.12], definisce il momento
meccanico con l’espressione:
πi = pi + gA
α
µI
α (2.79)
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L’espressione della forza di Lorentz sarebbe una delle due equazioni dette
“Equazioni di Wong” le quali descrivono le equazioni del moto. La seconda
equazione sarebbe:
D
dτ
ρa = ρ̇a + gẋµfabcAbµρ
c = 0 (2.80)
dove ρ̇a = d
dτ
ρa. Questa equazione può essere ottenuta dalla conservazione
della carica rispetto al tempo proprio, ovvero (2.42).
Una variazione interessante nella dimostrazione delle equazioni di Wong la
si trova nel modo di definire l’integrando dell’azione ovvero la lagrangiana, il
quale viene definita, secondo Balachandran et al. [1, eq.2.1], come:
L = −m(ẋµẋµ)1/2 + iθ†aDabθb (2.81)
dove Dabθb = θ̇a + igẋµAαµTαabθb.
Sostituendo, si ha che:
L = −m(ẋµẋµ)1/2 + iθ†a(θ̇a + igẋµAαµTαabθb) (2.82)
Per cui distribuendo:
L = −m(ẋµẋµ)1/2 + iθ†aθ̇a − gθ†aẋµAαµTαabθb (2.83)
Questo spiega perché alcuni autori come Bastianelli et al. [7, eq.5] presen-
tano, dentro la parte di lagrangiana di particella libera, un termine aggiuntivo
con variabili dinamiche iz̄αżα. Inoltre, usando q come simbolo della carica e
W come simbolo del campo.
Infatti Salvi [18, pag.49 e 50] nel suo elaborato dimostra le equazioni di
Wong variando, dall’azione, la variabile xµ e le variabili dinamiche. Con la pri-
ma variazione dimostra l’espressione della forza di Lorentz e con la variazione
delle variabili dinamiche dimostra invece l’espressione (2.80).
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Di maniera analoga, secondo Barducci et al. [3, eq.3.1], dentro la parte di
lagrangiana di particella libera viene aggiunto il termine 1
2
i
∑n
α=1(θ
∗
αθ̇α−αθ̇∗α)
dove θ rappresenta le variabili di Grassmann. Questo stesso termine lo si trova
nella definizione di carica di Balachandran et al. [1, eq.5.6]. È da aspettarsi
visto che Balachandran commenta e si appoggia all’articolo di Barducci.
Un’altra alternativa secondo Barducci et al. [3, eq.3.14], sarebbe quella di
aggiungere 1
2
i
∑n
a=1 ξ
aξ̇a definendo invece Ia come 12f
a
bcS
bc con Sab = −1
2
[ξa, ξb].
ξ sono variabili di Grassmann che rispettano l’algebra di Clifford. La presenza
del simbolo di sommatoria sostituisce l’uso della notazione di Einstein per gli
indici.
Un’altra espressione della forza di Lorentz viene data da Jackiw [15, eq.3.18
e 3.20.c]:
∂µθ
µν = 2trJµF
µν (2.84)
dove θµν è il tensore energia-momento e tr sta per traccia. In questa espressione
scompaiono la costante di accoppiamento e la carica, perché si trovano incluse
dentro della definizione della densità di carica Jµ (2.45) . Questa espressio-
ne corrisponde alla definizione di potenziale di campo Aaµ(x) = 2TrAµ(x)T a
trovato in Srednicki [20, eq.69.18].
Di maniera simile, secondo Balasin et al. [2, eq.2.9] l’espressione detta forza
di Lorentz-Yang-Mills, viene descritta con la traccia:
mẍ = Tr(qF µν ẋν) (2.85)
Poi Balasin et al. [2, eq.2.16] la esprime con energia-momento e densità di
carica:
∂νT
νµ = Tr(qF µνjν) (2.86)
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identica all’espressione (2.84).
D’altronde secondo Jackiw [15, eq.3.29], l’espressione della forza di Lorentz
si può esprimere differenziando i potenziale abeliani dai non abeliani, inoltre
separando il campo in due componenti analoghi a quello elettrico e magnetico,
nel seguente modo:
v̇ + v · ∇v = force+QaEa +
v
c
×QaBa (2.87)
dove force è la pressione di forza proveniente dal potenziale V e di conseguenza
abeliana, Qa è il vettore carica, v rappresenta la velocità, E e B sono i campi
rispettivamente cromoelettrico e cromomagnetico, espresse rispetto al tensore
di campo come Eia = cF ai0 e Bia = −12ε
ijkF ajk con εijk tensore di Levi-Civita
(2.12).
D’altronde, sempre secondo Jackiw [15, eq.3.26], la seconda equazione di
Wong rimane:
r∑
s=1
jµ(s)[AµK(s)] = 0 (2.88)
dove, secondo [15, eq.3.11], jµ(s) è un tensore tale che J
µ =
∑r
s=1Q(s)j
µ , Aµ è
il potenziale considerato come matrice di rotazione, e K(s)è un tensore tale che
Q(s) = gK(s)g
−1. Quest’ultima espressione è equivalente all’espressione (2.36),
dimostrando che K(s) sarebbe il generatore associato alla carica e g le variabili
dinamiche. Curiosamente, questo autore usa l’indice covariante con parentesi
tonde.
Balachandran et al. [1, eq.2.3, 2.4 e 2.6] e Barducci et al.[3, eq.3.12 e 3.13]
coincidono, nella forma, con le espressione delle equazioni di Wong (2.74) e
(2.80).
Inoltre, Barducci et al. [3, eq.4.10 e 4.12] presenta dei termini aggiuntivi
dovuto alla considerazione della particella di spin semiclassico senza simmetria
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interna, includendo la differenziazione tra variabili di Grassmann pseudoscalari
e pseudovettoriali.
D’altronde, un altro modo di presentare le equazioni di Wong, detto equa-
zioni di Lorentz-Yang-Mills continuo, secondo Balasin et al. [2, e.A.4] è:
∇νT νµ = F aµν jaν (2.89)
con Dµjaµ = 0, dove j la densità di corrente e T è il tensore di densità energia-
momento
∫
dτδ4(y − x(τ))mẋµ(τ)ẋν(τ).
Per quanto riguarda la dimostrazione dell’espressione della forza di Lorentz,
un altro metodo sarebbe partire dall’integrale primo (momento coniugato) delle
equazioni di Eulero-Lagrange come esegue Gasperini [13, pag.98] ovvero partire
dall’Hamiltoniano come esegue Chiese [11, pag.51] e Balachandran et al. [1,
sec.II]. Inoltre, Balasin et al. [2, 9] la dimostrano partendo dalla conservazione
del differenziale di densità di carica.
Inoltre, Balasin et al. [2, sec.4] esprimono il tensore di campo dichiarato non
uniforme rispetto ad un tensore uniforme in modo tale che ci sia un parametro
theta che sarà colui che avrà la parte non uniforme. Alla fine, oltre a questa
variazione, arrivano alla stessa equazione di Lorentz non alterata.
Boozer [9, sec.IV], evidenza il fatto che la forma dell’equazione non subisce
nessuna modifica rispetto all’equazione originale del campo elettromagnetico,
rispettando comunque le conservazione della carica e della densità di corren-
te; questo dovuto al fatto che le modifiche furono fatte nelle definizioni di
potenziale di campo e dell’operatore gradiente.
Boozer [9, eq.38] esprime il prodotto tra il potenziale ed il vettore carica
come un prodotto vettoriale:
d~q
dτ
= −gwµ ~Aµ × ~q (2.90)
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dove wµ rappresenta il quadrivettore velocità e ~q il vettore carica. Questo con
l’obbiettivo di riportare il lettore all’idea di una rotazione, spiega così che il
vettore carica viene ruotato dal vettore potenziale attraverso questa operazio-
ne. La presenza di questo effetto è dovuta all’invaranza sotto la trasformazione
de gauge locale non abeliana, richiesta dettata dalla Teoria di Yang-Mills. Per
quanto riguarda la costante di accopiamento g, indica che è proporzionale a
questi effetti. Ne consegue che la Teoria di Yang-Mills non soddisfi il Principio
di Sovrapposizione (Boozer [9, sec.IV]). Questo punto di vista verrà sviluppato
nella sezione (3.3.2) del seguente capitolo.
Capitolo 3
Casi particolari nelle forze
fondamentali
In questo capitolo viene applicata la generalizzazione della forza di Lorentz nei
quattro campi fondamentali della Fisica come casi particolari dell’espressione
generalizzata, ricavata nel capitolo 2.
3.1 Costante di accoppiamento
Rappresentato in questo elaborato con la lettera g, è un valore adimensionale
di una costante d’accoppiamento che varia a seconda del campo. Ha un ruolo
fondamentale nelle espressioni delle equazioni di Wong, in particolare quella
della forza di Lorentz, ad esempio secondo Bastianelli [4] il principio di gauge
permette di derivare tutti i vertici di interazione tra campi di spin 1/2 ed 1
dipendenti dalla sola costante d’accoppiamento g.
A continuazione si elencano i valori per ognuno dei campi delle quattro
forze fondamentali, seguendo la descrizione data da Semprini [19, pag.147] con
la notazione α:
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Per il campo della Forza Elettromagnetica:
αElettr =
e2
(4πε0)~c
≈ 1
137
≈ 7, 3× 10−3 (3.1)
dove e sta per carica dell’elettrone il cui valore in SI è circa 1, 6 × 10−19C, ε0
per costante dielettrica nel vuoto il cui valore in SI è circa 8, 85 × 10−12 C2
Nm2
,
~ = h
2π
con h la costante di Planck il cui valore in SI è circa 6, 63× 10−34Js e
c la velocità della luce nel vuoto il cui valore in SI è circa 3× 108ms−1.
αElettrè anche detta costante di struttura fine e presenta ordine di grandezza
10−2.
Nel caso del campo della Forza Forte:
αForte =
√
MoLoc
~
≈ 2, 18 (3.2)
dove Mo e Lo stanno rispettivamente per massa e diametro del nucleone di
valori in SI 1, 67 × 10−27Kg e 10−15m. Il valore numerico di αForte presenta
ordine di grandezza 100.
Nel caso del campo della Forza Debole:
αDeb =
GfE
2
~3c3
≈ 1, 04× 10−5 (3.3)
dove Gf rappresenta la costante di Fermi di valore approssimato in SI di 1, 46×
10−62Jm3 e E = M0c2. αDeb presenta ordine di grandezza 10−5.
E nel caso del campo della Forza Gravitazionale:
αGrav =
GNE
2
~c5
≈ 5, 39× 10−39 (3.4)
dove GN rappresenta la costante di gravitazione universale di valore approssi-
mativo in SI di 1, 67 × 10−11Nm2
Kg2
. Presenta ordine di grandezza 10−38, note-
volmente inferiore rispetto alle prime tre.
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3.2 Casi abeliani
Si presentano i due casi abeliani ovvero col termine commutativo nullo della
forza di Lorentz, partendo dalla generalizzazione sviluppata nel capitolo 2.
3.2.1 Nel campo elettromagnetico
A differenza della costante di accoppiamento (3.1), viene considerato che g = 1
c
.
Sostituendola nell’espressione di forza di Lorentz generalizzata (2.75), rimane
l’espressione (1.52). Il vettore carica diventa uno scalare detto “carica elettrica”
e viene rappresentato con la lettera e.
Il resto degli elementi, come l’azione ed il potenziale di campo sono stati
già sviluppati con dettaglio nel capitolo 1.
3.2.2 Nel campo gravitazionale
Seguendo l’elaborato di de Andrade e Pereira [12] viene chiarito il fatto che
questo campo, interagendo a grande scala, non presenta caratteristiche quan-
tistiche e di conseguenza non ha bisogno della generalizzazione non abeliana.
Nonostante ciò si parte dalla Teoria di Gauge per gruppo di traslazione, fa-
cendo analogia con una particella senza spin, imitando la Teoria di Gauge
elettromagnetica in U(1).
La carica sarebbe uno scalare detta massa e la geodetica dello spazio-tempo
in cui si lavora, basandoci sulla Relatività Generale potrebbe essere quello
che presenta torsione ma non curvatura (di Weitzenböch) ovvero quello che
presenta curvatura ma non torsione (di Riemann).
L’equazione della forza di Lorentz descrive la traiettoria di una particel-
la massiva sottomessa al campo gravitazionale in uno spazio-tempo piatto
(Minkowski).
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Viene considerato un quadricampo (“tetrad field”) dove la quaterna (“te-
trad”) è parallela, da lì che si parli di parallelismo assoluto o teleparallelismo.
A continuazione si elencano le grandezze necessarie per definire una forza di
Lorentz di campo gravitazionale seguendo la notazione di Pereira e de Andrade:
L’operatore gradiente, seguendo una struttura simile a (2.53), viene definito
come:
Dµ = ∂µ + c
−2Bαµ
δ
δaα
(3.5)
dove c è la velocità della luce nel vuoto, Bαµ rappresenta il potenziale del campo
gravitazionale e procede da Bµ = BαµPα, espressione analoga a (2.50), con la
differenza che Pα generatore di traslazioni infinitesimali, è commutativo ovvero
soddisfa: [Pα, Pβ] = 0.
D’altronde il tensore di campo commutativo sarebbe:
Fαµν = ∂µB
α
ν − ∂νBαµ (3.6)
Espressione che imita l’espressione (1.32) del tensore elettromagnetico in
U(1).
La Lagrangiana [12, eq.14] sarebbe
L = 1
16πG
[
1
4
FαµνF
θρβηµθηαβη
νρ
]
(3.7)
dove G è la costante di gravitazione universale, e η rappresenta la metrica di
Minkowski ovvero la matrice 4× 4 definita in (1.16).
Dopodicché l’azione dell’interazione tra la carica gravitazionale (massa) ed
il suo rispettivo campo rimane:
S =
∫
c−1Bαµpαdx
µ =
∫
c−1Bαµpαẋ
µdτ (3.8)
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dove pα è il quadrivettore momento definito nel in (1.20). di Andrade e Pereira
[12, eq.16] presentano c−2 perché definiscono il momento con l’aggiunta di c
come fattore.
Per cui, l’azione totale [12, eq.17] considerando anche l’azione della parti-
cella puntiforme, libera e massiva (1.37) sarebbe:
S =
∫
dτ(−mc
√
−ẋµẋµ + c−1ẋαẋµmBµ) (3.9)
espressione analoga a (1.43) e (2.63) tranne per la presenza di un altro quadri-
vettore velocità.
Anche in questo caso, la costante di accoppiamento gravitazionale (3.4)
rimane g = 1
c
.
Cosicchè l’espressione della forza di Lorentz [12, eq.18] rimane:
fµ = c−1F µνaẋν ẋ
νm (3.10)
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3.3 Casi non abeliani
Si presentano i due casi non abeliani ovvero col termine commutativo non
nullo della forza di Lorentz. Si sviluppa ogni caso per approfondire i concetti
generalizzati di vettore carica e campo di Yang-Mills.
3.3.1 Nel campo debole
Yang e Mills [22] cercavano di studiare il decadimento tra il protone ed il
neutrone dalla loro carica elettrica, basandoci sul fatto che entrambi fossero
due stati della stessa particella. Evidentemente non era stata ancora introdotta
l’idea del quark.
Essi [22, eq.22] definiscono la carica elettrica come:
Q = e(ε−1T z +R) (3.11)
dove R è una costante, T una matrice di trasformazione detto "momento ango-
lare di spin isotopico", ε−1 la costante di accoppiamento e z indica la direzione
dello spazio isotopico.
Secondo Wong [21, eq.2], Bastianelli [4, eq.18] e Yang-Mills [22, eq.11], la
lagrangiana di una particella provvista da spin isotropico in interazione con il
campo di Yang e Mills nel limite classico è:
LQED = −
1
4e2
F aµνF
µνa − Ψ̄γµDµΨ−
mc
~
Ψ̄Ψ (3.12)
dove Dµ corrisponde a (2.53).
Bastianelli [4, eq18] considera che il parametro e tiene conto del peso relati-
vo tra i vari termini della lagrangiana che sono separatamente gauge invarianti.
Bastianelli [4, pag.2] evidenza il fatto che la costante e prima introdotta rap-
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presenta la costante d’accoppiamento ed è identificata con la carica elementare
dell’elettrone.
Balachandran et al. [1, eq.4.7] presenta l’espressione della forza di Lorentz
come:
m~̇v = gIα( ~Eα + ~v × ~Bα) + g
m
~∇Iα ~Bα · ~S (3.13)
dove g
m
~S rappresenta il momento magnetico e ~S momento angolare intrinseco.
Poi, secondo Bastianelli et al. [7, eq.40] l’azione del fermione colorato di
spin 1/2 risulta:
S =
∫ 1
0
dτ
[
1
2e
(ẋ+ χΨµ)2 + 1
2
ΨµΨ̇
µ + cα(∂τ + ia)cβ − isa
−igẋµAaµc̄α(T a)βαcβ + ie2 gΨ
µΨνF aµν c̄
α(Ta)
β
αcβ
] (3.14)
Stando a Balasin et al. [2, pag.6], le equazioni di Wong appaiono nella
Relatività Generale per una particella di spin nello spazio curvato dalla con-
trazione del tensore di Riemann. Il tensore S gioca un ruolo simile al tensore
di campo F nella teoria di Yang-Mills.
Secondo Barducci [3, eq.4.29] la seconda equazione di Wong rimane:
İa = gf
c
abẋ
νAbµIc −
ig
2mRc
√(
ẋµ −
i
mc
ξµξ̇5
)2
f cabF
b
µνIcξ
µξν (3.15)
dove, secondo [3, eq.4.9] mRc =
√
m2c2 − gF aµνIaξµξν
Inoltre ξµ e ξ5 sono rispettivamente le variabili di Grassmann pseudovet-
toriali e pseudoscalari. Balachadran [1] li chiama variabili di isospin anticom-
mutanti.
Questa equazione si differenza da quella originale di Wong per il secondo
termine il quale considera la teoria di quantizzata.
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Analogamente, secondo Barducci [3, eq.4.29] l’espressione della forza di
Lorentz ovvero prima equazione di Wong rimane:
mcẍµ = gF
a
µν ẋ
νIa −
ig
2mc
F aρλ;µIaξ
ρξλ (3.16)
3.3.2 Nel campo forte
Basandoci sulla Cromodinamica Quantistica secondo Srednicki [20, pag.410],
si ha il campo di Dirac, corrispondente ai quark, ognuno con 3 colori: verde,
blu e rosso, da lì che si basi sul gruppo di gauge SU(3), e 6 sapori: up, down,
strange, charm, top e botton. La lagrangiana corrispondente è:
L = −1
2
Tr(F µνFµν)−mlΨ̄lΨl − iΨ̄ilγµDµilΨil (3.17)
dove Ψil(x) rappresenta il campo di Dirac, m la massa, i l’indice di colori e l
l’indice di sapori. D è il gradiente definito in (2.53), aggiungendo, a parere di
Srednicki [20, eq.69.25], l’indice "a" che corrisponde agli 8 gluoni.
Dµ ≡ ∂µ − igAaµT aR (3.18)
dove T aR è una matrice hermitiana di dimensione finita (R forma parte del
nome, non è un indice, indica la dimensione della rappresentazione).
Bastianelli [4, eq.47] usa invece la sommatoria per rappresentare i 6 termini
di sapori con l’indice f (“flavors”):
L = −1
4
F µνFµν −
6∑
f=1
Ψ̄f (γ
µDµ +mf )Ψf (3.19)
considerando che −1
4
F µνFµν =
1
2
Tr(F µνFµν) secondo Bastianelli [4, eq.33].
Si può trovare la stessa espressione in Srednicki [20, eq.69.16-69.23].
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Tenendo conto di Semprini [19, pag.137 e 187], il numero di campi gluo-
nici è uguale al numero di generatori della trasformazione di gauge per cui se
N sono le cariche, N sono le componenti del vettore complesso, SU(N) è il
gruppo di trasformazioni ed 2N − 1 è il numero di generatori. Infatti, nel caso
della Cromodinamica N = 3, di conseguenza il numero di gluoni risulta 8, nu-
mero che corrisponde alle 8 combinazioni non scalari dei colori, legati, secondo
Bastianelli [4] agli 8 generatori infinitesimi di SU(3) rappresentati tramite le
matrici di Gell-Mann (2.14).
Stando a Bastianelli et al. [7, eq.10] l’azione, usando le variabili dinamiche,
rimane:
S =
∫ 1
0
dτ
[
ẋ2
2e
+
em2
2
− igẋµAaµc̄α(T a)βαcβ + cα(∂τ + ia)cβ − isa
]
(3.20)
dove c sono le variabili dinamiche. Si riesce ad identificare il vettore carica
(2.36) nel suo terzo termine.
Per quanto riguardo il vettore carica detta di colori, viene definita in SU(3),
appunto con 3 tipi di carica presenti ed 8 componenti corrispondenti agli 8
gluoni. Secondo Boozer ogni tipo di carica di colore produce un tipo di campo
di colore. Cosicché la forza totale esercitata su una particella è la somma
delle forze esercitate da ciascuno dei tre campi di colore, com’è da aspettarsi
seguendo il principio di sovrapposizione.
Sotto la notazione di Bozzer [9] la carica si denoterà come ~q ed il campo ~Aµ.
Invece stando a Bastianelli [4] questi vengono espresse con notazione tensoriale
aggiungendo un altro indice, cosicché rimangono ρa e Aµa.
Secondo Boozer [9, sec.III], deve essere ammessa una simmetria addizionale
sulla la carica, il campo, la densità di corrente ed il tensore elettromagnetico;
ed è l’invarianza sotto la trasformazione di rotazione.
Così, sotto le due notazioni si ha che:
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~q → R~q ovvero ρa → Raaρa.
~Jµ → R ~Jµ ovvero Jµa → RaaJµa.
~Aµ → R ~Aµ ovvero Aµa → RaaAµa.
~F µν → R ~F µν ovvero F µνa → RaaF µνa.
Ne consegue che la teoria dipenda solo dall’orientamento relativo dei vettori
di colore tra di essi e non dal loro orientamento assoluto nello spazio dei colori.
Questa idea risulta analoga al fatto che sotto le trasformazioni di Lorentz,
due particelle dipendono dalle loro velocità relative e non dalle loro velocità
assolute rispetto ad un sistema di riferimento esterno.
Tenendo conto che qualsiasi trasformazione può essere considerata come
una sequenza di trasformazioni infinitesimi, detta rotazione può essere espressa:
~q → ~q + ~θ × ~q con ~θ = θn̂ essendo n̂ il versore dell’asse di rotazione, ovvero
ρa → ρa + Rabρb considerando che un prodotto vettoriale può anche essere
rappresentato come un prodotto tra una matrice antisimmetrica ed un vettore
com’è accaduto nel passaggio (1.3).
Analogamente:
~Jµ → ~Jµ + ~θ × ~Jµ ovvero Jµa → Jµa +RabJµb.
~Aµ → ~Aµ + ~θ × ( ~Aµ + ∂µ~λ) ovvero Aµa → Aµa + Rab (Aµb + ∂µλb), tenendo
conto dell’invarianza analoga (2.52).
~F µν → ~F µν + ~θ × ~F µν ovvero F µνa → F µνa +RabF µνb.
Secondo Parikh[17, eq.4.4] la forza di Lorentz viene descritta come:
d~p
dt
= gIa(Ea + ~v × ~Ba) (3.21)
dove Ia rappresenta la matrice di operatori e descrive, nel caso SU(3) della
Forza Forte, la dinamica dei colori del sistema. Dentro la parentesi tonda si
trova un’espressione analoga a quella usata per il campo elettromagnetico in
(1.1). Segue una forma analoga a quella descritta nell’espressione (2.87).
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Poi, Parikh [17, eq.4.5] presenta l’equazione di Wong come il nuovo ingre-
diente per descrivere la dinamica dei colori dei quark in questa estensione non
abeliana; la esprime, con una notazione analoga alla precedente, come:
dIa
dt
= −gεabc(A0b − ~v · ~Ab)Ic (3.22)
dove ε è il tensore di Levi-Civita (2.12), A0 e ~Ab sono rispettivamente la parte
scalare e la parte vettoriale del campo.
Parikh [17] cita Wong(1970) [21] dando una trattazione delle sue equazioni
sotto la Teoria dei Fluidi anche detta Teoria Cinetica per studiare l’interazione
tra diversi particelle con carica di colori, dette anche plasma QCD. Lo stesso
studio viene eseguito da Boozer [15, sec.VI e VII] con diversi esempi.
Conclusioni
L’obbiettivo di questo elaborato è stato quello di raccogliere, dallo studio di
diversi autori, la generalizzazione dell’espressione della forza di Lorentz in una
struttura che parte dal caso elettromagnetico con una dimostrazione basata
sul Principio di Minima Azione per poi seguire un processo similare partendo
da definizioni di carica e campi generalizzati.
Per quanto riguarda la dimostrazione, è stata svolta attraverso il metodo del
Principio di Minima Azione, anche se alcuni autori preferiscono partire dalle
equazioni di Eulero-Lagrange o dall’Hamiltoniana al posto della Lagrangiana.
Si presentano le diverse notazioni trovate nei diversi autori con il loro col-
legamento sia nelle definizioni preliminari sia nell’espressione della forza di
Lorentz, la quale riesce a mantenere la stessa forma grazie alla modifica del-
la definizione di operatore gradiente e di conseguenza del tensore del campo,
questo con l’aggiunta del termine non abeliano.
Si presenta il bisogno di aggiungere un indice nell’espressione per riuscire
ad avere la carica come un vettore. Si presentano due modi di definire la
carica, una attraverso le variabili dinamiche ed un’altra attraverso le variabili
di Grassman. Entrambi le definizioni portano alla stessa forma di espressione
nella forma generalizzata.
Gli autori che usano le variabili di Grasmmann si basano, quasi tutti, sul-
l’articolo di Wong [21] dal quale nascono le equazioni che portano il suo nome,
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tra di esse l’espressione su cui si basa questo elaborato.
Questa espressione ci offre l’opportunità di generalizzare l’interazione tra
una carica ed un campo, permettendo una generalizzazione dell’espressione
della legge della dinamica della particella. La generalizzazione resta valida in
ognuna delle diverse applicazioni.
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