Abstract. We apply a kernel smoother to the particles in the standard SIR filter for non-linear state space models with additive Gaussian observation noise. This reduces the Monte Carlo error in the estimates of both the posterior density of the states and the marginal density of the observation at each time point. We correct for variance inflation in the smoother, which together with the use of Gaussian kernels, results in a Gaussian (Kalman) update when the amount of smoothing turns to infinity. Our main contribution is a study of different criteria for choosing the optimal bandwidth h in the kernel smoother. We derive the rate at which h → 0 as the number of particles increases. The resulting formula is used to show consistency of posterior and marginal densities, and to study the effect of state dimension and the effect of correlation among the state variables on the optimal h. Further, we study the limit h → ∞, and thereby shed light on the effect of nonGaussianity on the currently popular Ensemble Kalman Filter. Finally, we illustrate our approach using examples from econometrics. Our filter is shown to be highly suited for dynamic models with high signal-to-noise ratio, for which the SIR filter has problems.
Introduction
State space models are commonly used to represent dynamical systems in a wide range of scientific fields. For linear and Gaussian state space models, the Kalman Filter can be used to sequentially obtain the posterior mean and covariance of the current state vector, as well as the likelihood function required for estimation of model parameters. Gaussian mixture filters (Alspach and Sorenson, 1972) were among the first attempts to account for non-normality in the posterior, resulting from nonlinearity, either in the state equation or in the observation equation. Later, sequential Monte Carlo (MC) based filtering methods, collectively known as particle filters, were introduced (Gordon et al., 1993; Kitagawa, 1996; Liu and Chen, 1998) . The particle filter has the prospect of providing a sampling-based consistent estimate of the posterior distribution, but for high dimensional state vectors the sample size (number of particles) required to bring the MC error within tolerable bounds is prohibitively large. Consequently, there is now a large literature on improving the base line particle filter algorithms to work for a moderate numbers of particles. These include Pitt and Shephard (1999) , various methods proposed in the chapters of Doucet et al. (2001) and more recently Polson et al. (2008) , Chorin and Tu (2009) and Chopin, Jacob, and Papaspiliopoulos (Chopin et al.) .
The particle filter literature is focused on discrete time dynamical systems, while real world phenomena evolve in continuous time governed by a set of differential equations. This latter viewpoint is prevailing in for instance geophysics (Evensen, 2003) . The length of the time step in the discretization is usually determined by the frequency at which observations are made. Linearization between timepoints of observation, which is the basis for the widely used extended Kalman filter (Sorenson, 2 1985) and the approach of Alspach and Sorenson (1972) , is often too crude an approximation. Many improved particle filters, such as local Monte Carlo method for sequential importance sampling (Liu and Chen, 1998) and the fully adapted auxiliary particle filter (Pitt and Shephard, 1999) , require the ability to evaluate the transition density function of the state. The transition density, depending on the Jacobian of the state transition function, has a computational cost that is d times that of the state transition function, where d is the dimension of the state vector. Thus, filtering methods targeting high dimensional problems, such as the Ensemble Kalman filter (EnKF) of Evensen (2003) and the Unscented Kalman filter of Julier and Uhlmann (2004) avoid evaluation of the Jacobian, and rely only on the ability to simulate the dynamical system.
Recently, a renewed interest in the use of particle filters for computing marginal likelihood (integrating over state variables) for the purpose of parameter estimation has emerged (Fernandez-Villaverde and Rubio-Ramirez, 2007; Andrieu et al., 2010; Malik and Pitt, 2011; DeJong et al., 2011) . This is also the context of the present paper. Similar to Malik and Pitt (2011) and DeJong et al. (2011) we obtain a likelihood approximation which is continuous in the parameters, hence facilitating numerical optimization. We target particularly on highly non-linear state evolution and high signal-to-noise ratios.
Let x t and y t denote the state vector and observation vector, respectively, at time t, and define Y t = [y 1 , . . . , y t ]. In particle or ensemble methods the predictive density p (x t+1 |Y t ) is represented by a random sample. We propose to use a kernel smoother p (x t+1 |Y t ) which can be updated analytically against a linear Gaussian measurement model p(y t+1 |x t+1 ). From the resulting mixture approximation of the posterior p (x t+1 |Y t+1 ) we draw a uniformly weighted sample of particles, which after a parallel run through the state equations, constitutes the approximation of the next predictive distribution p (x t+2 |Y t+1 ). The resulting filter, which we call the Pre-Smoothed Particle Filter (PSPF) differs from other improved particle filters, in that PSPF does not rely on evaluation of the computationally costly p (x t+1 |x t ), only the ability to simulate x t+1 from x t via the state transition function.
The main contribution of the present paper is to determine the optimal amount of smoothing in each updating step of the PSPF. We compare different criteria for choosing the bandwidth h of the kernel smootherp (x t+1 |Y t+1 ), with the target of minimizing the mean square error in the MC approximation of the likelihood. This is done adaptively, i.e. for each time point t an optimal h is sought. For small h the PSPF approaches the SIR filter, i.e. low bias but high variance. We derive an asymptotic formula for h valid for large ensemble sizes, by minimizing the mean square error ofp (y t+1 |Y t ), thereby addressing the problem of optimal bandwidth selection for a convolution of a kernel smoother and a Gaussian measurement error. Further, we correct for variance inflation (Jones, 1991) , and hence the kernel estimatep (x t+1 |Y t ) reduces to a Gaussian density with mean and covariance calculated from the ensemble representation of p (x t+1 |Y t ) when h → ∞. At this end of the h spectrum the PSPF is strongly related to the Ensemble Kalman Filter (Stordal et al., 2011) , which has low MC variance but high bias.
The rest of this paper is laid out as follows. Section 2 fixes notation and explains challenges related to particle filtering. Section 3 explains the pre-smoothed update and the PSPF, and also compare the PSPF to other particle filters using a simulation experiment. Finally, Section 4 outlines two realistic applications, and 5 provide discussion. from a distribution with density p(x 0 ). It is assumed that g(·, ·) and v t is sufficiently regular to admit that all conditional distributions can be estimated consistently using kernel density estimators.
The observation equation is (2.2)
where y t ∈ R dy , Σ ε ∈ R dy×dy is non-degenerate and the matrix M ∈ R dy×dx is independent of the state, but may vary non-stochastically with time t. Moreover, we use the notation Y t ≡ [y 1 , . . . , y t ], Y 0 = ∅, and let n denote the number of particles employed. N (x|µ, Σ) denotes the multivariate Gaussian probability density function evaluated at x, I q the q × q identity matrix, and tr(A) denotes the trace of matrix A.
2.2.
The SIR filter and sample impoverishment. In this section, the notation of particle filters is introduced via the Sampling Importance Resampling (SIR) filter 5 of Gordon et al. (1993) , which later is shown to be the limit (h → 0) of the PSPF.
Any particle filtering approach relies on alternating between two steps: prediction (p) in which p(x t+1 |Y t ) is represented by the random sample {x
, and filtering (f) in which p(x t+1 |Y t+1 ) similarly is approximated by {x
. These random samples of size n are referred to as filter-and predictive swarms, respectively, and are updated iteratively from each other. The prediction step, used in both SIR and PSPF, consists of x
t+1 are independent random draws from the distribution of v t+1 . In the filtering step Bayes formula is invoked:
The SIR filter approximates (2.3) by performing a SIR update (Rubin, 1987) , representing p(x t+1 |Y t+1 ) as a weighted sample with locations {x
and corresponding weights
) is a normalizing constant. Obtaining a uniformly weighted sample {x
to complete next time-step's prediction is simply a matter of drawing multinomially from {x
with weights (2.4). A byproduct of the SIR filter is that the marginal likelihood of Y t needed for parameter estimation can be approximated as
for large n (see e.g. Del Moral (2004, Proposition 7.4.1.) ).
Sample impoverishment in the SIR filter occurs when, at time step t, the predictive particle swarm {x
and the data likelihood p(x t |y t ) ∝ p(y t |x t ) are poorly 6 aligned (see e.g. Pitt and Shephard (1999) and DeJong et al. (2011) ). The multinomial probabilities (2.4) then become very unevenly distributed, and the multinomial sampling will yield many repeated particles. Over time the swarm will degenerate in the sense that all particles can be traced back to a single particle in the initial swarm (t = 0). Sample impoverishment also increases the MC error of the likelihood estimator (2.5). This is likely to cause problems during numerical optimization of the likelihood, when the optimization algorithm tries an infeasible parameter value rendering the particle swarm and the data likelihood p(y t |x t ) incompatible. The effect is amplified by a high signal-to-noise ratio in the system. Numerous strategies have been proposed for aligning (adapting) the predictive swarm to the coming observation (see e.g. Cappe et al. (2007) for an overview), but these typically rely on evaluation of p(x t+1 |x t ) (or some of the characteristics of p(x t+1 |x t )) which is costly. The PSPF, on the other hand, avoids evaluation of p(x t+1 |x t ), and relies only on the ability to simulate (2.1) efficiently.
Pre-Smoothed Particle Filters
This section present the pre-smoothing (PS) update, as an alternative to Rubin (1987)'s SIR update when the observation equation is linear in the state and additively Gaussian, with the goal of reducing the problem of sample impoverishment. Sections 3.1-3.8 limit consideration to a single time step, and address the Bayesian updating problem of evaluating the posterior density p(x|y) and the marginal density p(y) when the prior π(x) is represented by a random sample. In Section 3.9 we again return to the filter setting. 
in a setting where π is an unknown prior density, while M and Σ ε are given matrices.
The available information about π is a random sample
drawn from π.
Our aim is to estimate both p(x|y) and p(y) for a given y. We denote byμ x andΣ x the empirical mean and covariance matrix of x, respectively.
Consider the shrunk kernel estimate (Jones, 1991; West, 1993) 3) avoids the "variance inflation" to which the standard kernel estimator (Silvermann, 1986 ) is prone, as it is easily verified that the mean and variance under π(·) isμ x andΣ x , respectively. For b close to 1 (h close 0)π(·) behaves as a standard kernel estimator with an empirical density as the limit, and for 
−1 is the Kalman gain matrix, δ(x) denotes a unit point mass located at the origin and c
By substitutingπ for π in Bayes rule, we obtain the PS estimatorŝ
where
In our notation above and in the following, we have omitted the dependence on b.
As b varies from 1 to 0 the PS updates moves from a SIR update to the Gaussian update, both of which are summarized in Table 1 . The mean m i + Q(y − Mm i ) of each posterior mixture component moves smoothly from
dictated by the likelihood, reducing the potential for sample impoverishment. In the same vein, we have w i → n −1 as b → 0, i.e. zero weight variance. In a particle filtering perspective, these observations are in contrast with the post-smoothed particle filters 9 advocated by Musso et al. (2001) and Flury and Shephard (2009) , where the (one step) posterior locations and weights are unchanged relative to the SIR. However, these approaches are not confined to the Gaussian data-likelihood which is underlying the PS update. Another consequence of the shrinkage, which will be essential later,
The fact thatp(x|y) is a finite Gaussian mixture (b < 1) has a number practical advantages. Firstly, moments, marginal-and conditional distributions of the approximate posterior are easily derived from the representation (3.5). Further,p(·|y) has continuous support, and therefore direct copying of particles, which is applied in the SIR filter, is avoided in the resampling step. Sampling fromp(·|y) is trivial, and also continuous sampling (with respect to the parameters), resulting in a continuous simulated likelihood function, can be implemented.
3.1.1. Local behavior around the Gaussian update. Table 1 gives the expression for the Gaussian update, which arises in the limit b → 0 whenπ(x) approaches a Gaussian density. In this case it is only the first and second moments of the sample
that enter into the expression for the posterior density. We shed light on the nature of the PS update for b > 0 by providing a series expansion of the posterior mean and variance around b = 0. A separate motivation for obtaining such an expansion is the desire to better understand the effect of non-Gaussian features of the swarm x on the EnKF, which is a topic of current focus in the data assimilation literature (Stordal et al., 2011) , as the update step in the EnKF is closely related to the PS update with
For simplicity we consider a univariate setting, i.e.
Ep(x|y) and V arp(x|y) the expectation and variance under the density (3.5), which is the exact posterior density of the sampling system (3.6)
where ε ∼ N (0, Σ ε ). We define the standardized skewness of the swarmk
, and note that the standardized skewness underπ is b 3k 3 .
Proposition 1. The estimated posterior mean and variance have the following asymptotic expansions
are the quantities involved in the Gaussian update.
Note that the b and b 2 terms are missing in both expansions. Further, both correction terms have expectation zero, because E(y) =μ x and V ar(y) = Σ ε + Σ x under (3.6).
In the expansion of Ep(x|y) we see that when (y −μ x ) 2 > Σ ε + Σ x , i.e. y is far from µ x , the correction goes in the direction of the heaviest tail ofπ(x). Oppositely, when (y −μ x ) 2 < Σ ε + Σ x the correction is towards the lighter tail ofπ(x), a fact that is more difficult to interpret, but is caused by the need for the correction term to have expectation zero under (3.6). The correction becomes zero when either Σ ε → 0 or Σ ε → ∞, and the largest correction occurs for Σ ε = Σ x when the ratio of variances takes the value √ Σ ε /4.
The correction of V arp(x|y) has a somewhat simpler interpretation:
is an indication that x has been drawn from the heavy tail ofπ(x), yielding increased 11 uncertainty about x. The magnitude of the correction scales with
3.2. Criteria for smoothing parameter selection. A critical part of the PS update is smoothing parameter selection, with the aim of obtaining a representative particle swarm. For this purpose Flury and Shephard (2009) argue that the integrated mean squared error (MISE) ofp(x|y), commonly used in the kernel smoothing literature (Silvermann, 1986) , is not a suitable criterion. Rather, they propose to minimize the MISE of the posterior cumulative distribution function (CDF). We propose two other criteria for selecting b, and compare these in a simulation experiment to the criterion from Flury and Shephard (2009) . For mathematical convenience, until section 3.8 we use a version of the prior estimator (3.3) in whichμ x andΣ x have been replaced by their true value µ x and Σ x .
3.2.1. Penalized minimization of weight variance. The first performance criterion we consider is the MSE ofp(y) defined in (3.4)
where the MSE is evaluated over the random sample x, but ignoring sampling vari-
gives an optimal bias-variance balance that depends on the observation y.
In a dynamical system setting (with x = {x
),p(y) estimates p(y t |Y t−1 ) which occur in expression (2.5) for p(Y T ). Further, the criterion (3.7) has a clear interpretation in a particle filtering setting of minimizing weight variance V ar(W i ) which is the key to avoid sample impoverishment. Later, we shall exploit repeatedly that E(W i ) and V ar(W i ) have closed form when π is a finite Gaussian mixture.
3.2.2. Penalized maximization of efficient sample size. Repeating the above arguments, but taking the logarithm in (2.5), yields the following criterion
where the term in the square bracket is the asymptotically dominating part of the bias term. The second term is related to the efficient sample size n ef f ≡ (
, which is a commonly used diagnostic in the particle filter literature (Liu and Chen, 1998) , via the the fact that n/n ef f − 1 → V ar(W i )/E(W i ) 2 as n → ∞. Hence, minimization of (3.8) balances the maximizing the efficient sample size against minimization of bias.
3.2.3. Optimal inversion sampling. Inspired by optimal inversion sampling for a postsmoothed filter, Flury and Shephard (2009) consider selecting bandwidths by minimizing the MISE of the estimator of the posterior CDF F (x|y). We follow their approach in the PS framework, noting that the CDF counterpart of (3.5) may be written asF
Provided a positive definite Σ ε , W i and Γ i ≤ W i are bounded with respect to x (i) and therefore admit a central limit theorem on
for each x. By the Delta method with
becomes our large n approximation to M ISE(F (x|y)), which constitute the third and last criterion. Table 2 ) under each of the criteria (3.7), (3.8) and (3.9). Table 2 Potentially huge decreases in RMSE originate in using an intermediate b relative to the SIR update in the high signal-to-noise ratio cases (i.e. small Σ ε ) and the outlier cases (i.e. large |y|). For the easier cases (i.e. larger Σ ε and smaller |y|), the PS methods retain the small RMSE of SIR. The absolute bias of logp(y) in the Gaussian update, being equal to the RMSE, is larger than for the contending methods in the Table 2 . RMSE of quantities of interest associated with marginal and posterior estimators (3.4-3.5) for different combinations of y and Σ ε , with the tail probability given in parenthesis. For reference, we also include the expected efficient sample size and the optimal smoothing parameter. The RMSEs and means are calculated across 1000 replica with n = 1000 and prior π(x) = 0.7N (x| − 0.37, 0.69 2 ) + 0.3N (x|0.82, 1.1 2 ). The lowest RMSEs are indicated with bold font, and the probability of obtaining y or larger in sampling system (3.1-3.2) is also indicated. easier cases as expected. Other choices of π lead to the same overall picture (see supplementary material, section 1).
The three criteria appear to give similar results with none being uniformly better. In the proceeding we shall focus on C 1 as our preferred criterion as it is easy to compute and study theoretically. Further, it is not based on any asymptotic approximations which may break down for small n .
3.4. Large n results. Unlessp(y) is unbiased for b < 1 (notably the Gaussian π case) it follows from (3.7) that the optimal b approaches 1 as n → ∞, and hence we expand C 1 around b = 1. To simplify the calculations, we still replaceμ x and Σ x in (3.3) by their true values µ x and Σ x . Recall the expressions for the Kalman
−1 and the Gaussian posterior mean as
and µ x|y and Σ x|y are mean and covariance of p(x|y) respectively (see supplementary material, section 2, for details). Note that B 1 depends only on π through the two first moments of p(x|y). Further, as a consequence ofp(y) being unbiased when
, simple algebraic manipulations lead to B 1 = 0 in this case.
For V ar(p(y)) we define r(x) = p(y|x) 2 π(x) and R =´r(x)dx. The mean and covariance of the normalized density r(x)/R are denoted by µ R and Σ R respectively.
Then, in the neighborhood of b = 1,
Provided that V 1 ≥ 0, which we are not able to prove in general, the variance increases as a function of b. This is reasonable since lower values of b correspond to weaker dependence of W i on x (i) . Combining (3.10) and (3.11), we obtain the following result concerning the bias-variance trade off C 1 (b):
Proposition 2. Provided B 1 = 0 and for large n,
Proposition 2 shows that the PS update with b = b opt converges to the SIR update whenever B 1 = 0 as n grow and is therefore consistent in the sense thatp(y) → p(y) and the law represented byp(x|y) converges (weakly) to p(x|y). The rate n −1 is independent of the dimension d x of the problem, and therefore echoes the dimensional invariance in the rate of n found by Flury and Shephard (2009) . Figure 3.1. Exact C 1 (b) (solid) and its approximation (dotted) based on the explicitly given leading terms in (3.10) and (3.11). The prior is as in section 3.3 with y = 5.0 and Σ ε = 0.25.
to the difficulty of in practice judging whether n is sufficiently large, we shall in the following not use Proposition 2 but instead rely on exact evaluation of the MSE.
3.5. Effect of dimension. A complete characterization of the behavior of b opt when d x (and d y ) varies appears to be a formidable task, and is not attempted here. However, we provide some insights in the d x = d y case which suggest that bandwidth selection based on C 1 (b) is robust in the sense that the PS update converges to a Gaussian update when the dimension of the state vector grows and n remains fixed but large. Thus we should expect a mitigation of curse of dimensionality-problems typically associated with particle filters and kernel estimates of densities.
Let momentarily π(x) be non-Gaussian with independent elements, Σ ε = σ 2 ε I dx and M = I dx . Then, it is easily verified that B 1 = O(d x ) and B 2 = O(d x ), and further that the asymptotic deviation from b = 1 in (3.12) goes as
We therefore expect that the PS update with b chosen w.r.t. C 1 (b) converges to a Gaussian update when the dimension of the state grows.
Next we conduct a numerical investigation in which the independence assumption is avoided. We take the model 3.6. Effect of correlation between states. As for variable d x and d y , a complete characterization of the optimal b when the dependence structure of the state varies appears difficult, and we therefore provide only some observations on the matter. In light of the previous section, it is intuitive that the presence of correlation between the elements in the state vector should increase optimal b. However, this effect has to be traded against how the Gaussianity of π(x) is affected by corrlation as the following example shows. Figure 3.2. Optimal b with respect to C 1 (b) for the model given by equations (3.13-3.14) for n = {500, 1000, 10000} and variable dimension of the state d x . All elements of y are set to 0 for reasonable comparison across dimensions.
Let z 1 ∼ N (0, 1) and z 2 ∼ 0.5N (0, 0.5) + 0.5N (0, 1.5) (V ar(z 2 ) = 1), and consider two bivariate priors π 1,ρ (x), π 2,ρ (x) defined by the transformations x 1 = z 1 , x 2 = ρz 1 + 1 − ρ 2 z 2 and x 1 = z 2 , x 2 = ρz 2 + 1 − ρ 2 z 1 respectively. The priors have a common Σ x with unit variances and correlation ρ. However, there is a subtle difference in that π 1,ρ approaches a degenerate Gaussian as ρ → 1, −1, whereas the same limits are non-Gaussian for π 2,ρ . Using computer algebra, we calculate the leading term of b opt given in Proposition 2 with y = [0, 0] , Σ ε = M = I 2 and n = 10.000 as a function of ρ. For π 1,ρ , we have that b opt = 0.9914 − 0.0293ρ 2 − 0.0655ρ
) which is decreasing for small ρ 2 . The converse is true for π 2,ρ where
). This case underpins the intuition that the PS update approaches the SIR update when the dependence gets "stronger" in the non-Gaussian case. 3.7. Pilot densities. To evaluate C 1 (b) in practice we need to estimate π from the sample x. As in Silvermann, 1986 , section 3.4.1, we fit simple parametric densities (pilot densities) to data. For the variance part of C 1 , we employ a Gaussian pilotπ V (x) ≡ N (x|μ x ,Σ x ). For the squared bias, a Gaussian pilot is ruled out as this leads to zero bias for all b, and instead a two-component Gaussian mixturê
The bias pilotπ B is flexible, allow for analytical computations of moments and {q l ,μ l ,Σ l } 2 l=1 may be estimated generically from x using the EM-algorithm. To simplify the computations we perform only a few EMiterations, and further savings in computation is obtained by running the EM on a subsample of x when n is large.
3.8. Operational smoothing parameter selector. In the preceding analysis, we have substituted true first moments of π forμ x andΣ x in the estimators (3.4-3.5) when evaluating C 1 (b). In practical situations, these moments need to be estimated from x, and failing to account for variance intrinsic in such estimation will lead to oversmoothing. To see this, observe that the variance term in C 1 (b) (with true moments plugged in) is zero for b = 0. Thus will C 1 (b), for small b, underestimate the MSE ofp(y) based on estimated first moments.
To achieve mathematical tractability we assume thatμ x andΣ x have been estimated from a N (μ x ,Σ x ) sample of size n, that is independent of x. Namely p(μ x ) is Gaussian with O(n −1 ) variance and the variation ofΣ x is treated using a Delta method (Iwashita and Siotani, 1994) . The the asymptotically insignificant independence clause is included to address the complication that the moments ofp(y) cannot be computed whenμ x andΣ x are estimated from x.
Based on these approximations and the pilot densities of section 3.7, calculations detailed in section 3 of the supplementary material lead to operational squared bias
and
with respect to b will in the rest of this text be the smoothing parameter selector. (1) Simulate {x
, set t = 1 and l = 0. (2) As for the SIR filter (section 2.2) set x
t ), i = 1, . . . , n to obtain an approximate sample from p(x t |Y t−1 ).
to obtainπ B ,π V based on the predictive sample {x
. (4) Compute optimal smoothing parameter b by minimizingĈ(b) given y = y t .
(5) Update using the PS formulas (3.4-3.5) with this optimal b, y = y t and
from the posterior representation (3.5) to obtain an equally weighted approximate sample from p(x t |Y t ).
(8) If t < T , set t → t + 1 and go to step 2, else stop.
Various bias reduction techniques are available (see e.g. Shephard and Pitt (1997)) for computing the log-likelihood increment log p(y t |Y t−1 ) ≈ log( 1 n n i=1 W i ), but we do not employ those here to make comparisons easy. The PSPF has, like the SIR filter computational complexity of O(T n). We have found that in practice the bottleneck in the PS update is actually fitting the prior pilotπ B using the EM algorithm. Other, more problem specific pilots are conceivable, but we do not discuss this further here. 3.11. Comparison with other particle filters. To compare the proposed methodology with currently preferred particle filters, we carry out a simulation experiment for the model
for dimensions d = {2, 5, 10} and ξ = {0.01, 0.1}. The log-likelihood log p(Y T ) is available via the Kalman filter by conditioning on each component in the t = 0 mixture, and therefore admit comparison between the particle filter-based log-likelihood approximations and the truth for this globally non-Gaussian model. We consider a short (T = 10) time series so that the non-Gaussian features introduced by the initial Gaussian mixture do not die out. The contending filters are PSPF, SIR and Ensemble Kalman Filter (EnKF), all of which rely only on simulation from the state equation, and are therefore directly comparable with respect to scope. As additional references, we also compare with Auxiliary SIR (ASIR, based on the mean of x t |x t−1 as described in section 3.2 of Pitt and Shephard (1999) ) and a fully adapted Auxiliary SIR (FASIR, Pitt and Shephard (1999) ) . ASIR and FASIR use knowledge of the mean of x t |x t−1 , and knowledge of the full distribution of x t |x t−1 respectively, and are therefore not directly comparable to PSPF with respect to scope. We calculate estimates of bias, standard error and RMSE of estimates of log p(Y T ) across 10.000 data sets simulated from (3.15-3.17). The particle filter-based approximate log-likelihoods were computed using n = 10.000 for PSPF and n = 50.000 for the other filters so that the computing times for each filter are comparable when implemented in MATLAB. For all filters but EnKF, non-continuous resampling was performed in each time step.
From Table 3 , we see that PSPF produces systematically smaller RMSEs then other filters based only on simulation of the state, with differences being largest for smaller dimensions. The performances of the PSPF and the EnKF are fairly similar, but it should be noted that the EnKF is not consistent, and therefore the biases cannot be eliminated. For increasing dimensions and fixed n, PSPF and EnKF becomes more similar, which is a consequence of b being chosen closer to 0 in the high-d cases, further underpinning the hypothesis that the PSPF is robust with respect to curse of dimensionality-problems. As expected, the SIR performs poorly in all the high signalto-noise ratio (ξ = 0.01) cases, and also in the moderate signal-to-noise ratio (ξ = 0.1) cases for d = 5, 10. The ASIR exhibit highly variable second stage weights, suggesting that the generic importance sampling density implicitly introduced works poorly for this model. As it is the optimal one step ahead particle filter, FASIR works extremely well in all cases, with RMSEs that are two orders of magnitude smaller than PSPF. Table 3 . Monte Carlo estimates of the log-likelihood function for the model (3.15-3.17). All quantities are calculated across 10.000 independent replica. The PSPF is implemented with n = 10.000 particles, whereas the other filters are implemented with n = 50.000 particles so that computing times using MATLAB are on the same order.
Thus in the (not too often encountered) cases where full adaptation is possible, one should still opt for the FASIR over the PSPF.
Illustrations
Different aspects of PSPF are illustrated through two example models. In section 4.1 we consider a simple non-linear interest rate model with high signal-to-noise ratio, 26 under which the PSPF is shown to outperform the SIR filter. The mathematical tractability of this model also allow us again to compare the PSPF with a state of the art filter: the FASIR (Pitt and Shephard, 1999 ). The second model (section 4.2) is included to show that the PSPF can easily handle multiple states, and even non-linear measurement equations via augmentation of the state.
4.1. One-factor interest rate model with micro-structure noise. The first example model we consider is the continuous time CEV diffusion,
of Chan et al. (1992) , where B τ denotes a canonical Brownian motion. We shall consider interest rate data available at daily frequency, and a yearly time scale, corresponding to observations at times τ = ∆t, t = 1, . . . , T where ∆ = 1/252. We apply an Euler-Maruyama discretization of (4.1),
It is well known that interest rate data are subject to micro structure noise at daily frequency and a common workaround is to use data at slower frequencies (see e.g. Aït-Sahalia (1999) who use monthly data). To enable the usage of daily data, we model the micro structure noise as being zero-mean Gaussian, i.e. 
Equations (4.2) and (4.3) constitute state-space systems on the form (2.1-2.2) with M = 1, Σ ε = σ 2 y and parameter vector θ = (α, β, σ, γ, σ y ). Thus we may estimate the parameters using PSPF-based simulated maximum likelihood. To contrast with not accounting for micro structure noise, we also fitted the timediscretized CEV diffusion (4.2) directly to the data using maximum likelihood, and report the results in the upper panel of Table 4 . Judging from the log-likelihood values, we find significantly better fit for the model accounting for noise, and the estimates for the volatility structure, i.e. σ and γ are significantly different. As the PSPF does not require the evaluation of transition probability densities p(x t |x t−1 ), it is straight forward to apply more finely time-discretized versions of (4.1) to the data.
In line with , we found the single step discretization (4.2) to be sufficiently accurate. Figure 4 .1 provides some diagnostic plots for t = 1, . . . , 200 and a randomly selected seed in the PSPF. There are no signs of sample degeneracy, as the filter density is well spread out during the whole time frame (and beyond). The fact that solid and dashed lines almost overlap suggests that the model has a high signal-to-noise 29 ratio whereby most of the information in p(x t |Y t ) originates from p(x t |y t ). In the lower panel, it is seen that the PS update is closer to the parametric update in cases with large absolute returns |∆y t |, whereas less smoothing is imposed in easier cases corresponding to smaller returns.
As p(x t |y t , x t−1 ) and p(y t |x t−1 ) are closed form Gaussian densities under (4.2) and (4.3), we are also able to implement a fully adapted auxiliary particle filter (Pitt and Shephard, 1999) . The mean and MC standard error of the log-likelihood (based on 100 replications, n = 2048) for the parameters in Table 4 , lower panel reads 1051.5 and 0.52 respectively, showing that the PSPF is fully capable of competing with specialized filters that exploit model-dependent structures. The SIR filter with n = 65, 536 in the same situation obtains an expected log-likelihood 1016.9 and MC standard error of 7.3 (based on 100 replications). Thus allowing for the finite n bias in the likelihood intrinsic to the PSPF may be preferable over the highly variable but unbiased particle filter.
4.2.
Dynamic stochastic general equilibrium model. Recently, a renewed interest in particle filters in the econometric literature have at least partly been driven by the aim of estimating non-linear solutions to dynamic stochastic general equilibrium (DSGE) models (Fernandez-Villaverde and Rubio-Ramirez, 2007; Amisano and Tristani, 2010; Andreasen, 2011; DeJong et al., 2011; Flury and Shephard, 2011; Malik and Pitt, 2011) . We consider a simple neoclassical growth DSGE model (King et al., 1988; Schmitt-Grohe and Uribe, 2004) , with equilibrium condition given as
where c t denotes optimal consumption, k t is capital and A t is a positive productivity shock. A second order polynomial approximation (replicating Schmitt-Grohe and Uribe (2004)) to the solution process in the log-deviation from non-stochastic steady statesĉ t = log(c t /c),k t = log(k t /k) andÂ t = log A t is applied. The resulting system may be written in state space form with observation equation augmented with Gaussian noiseĉ (4.4) and state evolutionk t+1 = h(k t ,Â t ),Â t+1 = ρÂ t + σ A η t,A , where j, h are quadratic forms in their arguments and η t,c , η t,A ∼ iid N (0, 1).
As the observation equation (4.4) is non-linear in the state (k t ,Â t ), we include an additional instrumental state x t,3 to obtain a linear observation equation and set in our notation x t,1 =k t , x t,2 =Â t , y t =ĉ t : y t = x t,3 + r 2 σ y η t,y , η t,y ∼ iid N (0, 1), (4.5)
x t,1 = h(x t−1,1 , x t−1,2 ), (4.6)
where r 1 , r 2 > 0, conform to r In the computations, we fix r 1 to 0.05 to maintain some variation in state x t,3 . We rely on a Maple script, called before each run of the filter, to compute the second order approximation. As x t,3 |Y t is not used for prediction at time t+1, it suffices to use the bivariate continuous resampling algorithm sketched in the supplementary material for x t+1,1 , x t+1,2 |Y t . The structural parameters β = 0.95, α = 0.3, γ = 2.0 are kept fixed in simulation and estimation with values equal to those considered in Schmitt-Grohe and Uribe (2004) and the deprecation of capital is kept at δ = 0.5. A simulated data set (T = 250) is generated with the remaining parameters θ = (ρ, σ, σ A ) at logit −1 (ρ) = 2.0, σ A = σ y = 0.1 and is subsequently subject to simulated maximum likelihood analysis using the PSPF. Table 5 provides parameter estimates and statistical standard deviations, along with corresponding standard deviations due to MC error across 50 independent replications of the experiments. A typical computing time is 160 seconds to maximize a simulated log-likelihood for n = 2048 using our C++ implementation and 4 EM iterations distributed on 4 kernels of the 2010 laptop used. We consider two different swarm sizes, n = 2048 and n = 4096, to assess the robustness of the results, and find only very small differences except for the obvious decreases in MC uncertainties for the larger swarm. Malik and Pitt (2011) fit the same model using their (non-adapted) continuous particle filtering method, but their routine required "20000 particles to obtain robust results" for a somewhat shorter data set. They do not report MC standard deviations or the values of structural parameters they used, and therefore a direct comparison is difficult. However, it is clear that the PSPF requires one order of magnitude fewer particles to obtain robust results, which is very likely to justify the computational overhead of the PSPF.
Discussion
In this paper, we explore the pre-smoothed update and the resulting particle filter with a special emphasis on smoothing parameter selection. Through simulation experiments (see also section 6 of the supplementary material) and a real data study, the pre-smoothed particle filter is shown to perform very well, and we have established consistency of all quantities computed through the large n convergence to the SIR filter. We have focused primarily on parameter estimation via maximizing simulated likelihoods, but of course the PSPF may be applied for more diverse tasks, such as filtering and forecasting.
The PSPF borrows ideas from a number of sources, including the filter of Alspach and Sorenson (1972) and the subsequent literature, but differ in the use of a resampling step. In Alspach and Sorenson (1972) the mixture approximation of the posterior is propagated through the system, allowing a non-uniform distribution of the weights to evolve. The exact updating of finite Gaussian mixtures when the observation noise is additively Gaussian is due to Kotecha and Djuric (2003) . Shrunk kernel estimates in particle filters with constant smoothing parameter were proposed by Liu and West (2001) . The dynamic smoothing parameter selection that we advocate is most closely related to that of Flury and Shephard (2009) . The PSPF also borrows ideas from particle-based high-dimensional (d x large) data assimilation methods such as the Ensemble Kalman Filter (Evensen, 2003; Rezaie and Eidsvik, 2012) in that Gaussian updating formulas are used, but our focuses on potential applications and precision are very different.
A major advantage of the proposed particle filtering approach is that it is very easy to adapt to new models. The PSPF is not based on importance sampling, and therefore the need for problem-specific importance densities, and the potential for unbounded weight variance (Geweke, 1989) , is mitigated. Provided an implementation of the PS update and smoothing parameter selection (C++ and MATLAB source code is available from the first author upon request), a user is only responsible for providing routines for simulating the state equation and specifying the observation equation. Implementation of the PS-update is also trivial when using a high-level language such as MATLAB. Our implementation in MATLAB used in section 3.11
amounts to a few dozen lines when using built in functions for minimizing C 1 and fitting priorπ B .
The linear and Gaussian assumption implied by the data likelihood in (2.1) may appear rather restrictive. However, we have shown in the DSGE example that nonlinear measurement equations with additive Gaussian noise can also be handled by simple augmentation of the state vector as is commonly done in the EnKF literature.
Indeed, augmenting the state with any kind of measurement operator is also possible provided the modeler can accept a small Σ ε additional instrumental Gaussian noise.
An example of this approach is the stochastic volatility model considered in Lee et al. (2010) . Another possible remedy for non-Gaussian noise, if this last approach is not desirable, is to approximate x → p(y|x) to desired precision with a possibly unnormalized mixture of Gaussians with components that are linear in x (see e.g. Shephard, 1994) . Then analytical expression forp(x|y) is still available, and calls for a separate b for each component in the approximating mixture.
One possible direction for further work is the application of parallel computing, including on graphics processing units (Lee et al., 2010; Durham and Geweke, 2011) , as the time consuming parts of the algorithm are highly parallelizable. At this stage, we have only quite unoptimized parallel implementation of the EM algorithm running.
The overhead associated with fitting the prior pilot is also a subject for further work.
Until now, we have also considered Edgeworth expansions as pilots as they may be fitted using moments, but have found these highly cumbersome and unstable in states with several dimensions. Other possibilities include fixing some non-Gaussian location-scale family (e.g. stationary distribution of state dynamics if it exist) to be used with appropriate shifting and scaling in each time step.
Currently on our research agenda is also the exploration of including parameters in the state to perform Bayesian analysis along the lines of Liu and West (2001) as an alternative to particle MCMC (Andrieu et al., 2010) . This approach will require modification to the smoothing parameter selection procedure, but will alleviate the need for continuous resampling.
