This paper presents an analysis of electrically large antennas using the adaptive integral method (AIM). The arbitrarily shaped perfectly conducting surfaces are modeled using triangular patches and the associated electric field integral equation (EFIE) is solved for computing the radiation patterns of these antennas. The method of moments (MoM) is used to discretize the integral equations and the resultant matrix system will be solved by an iterative solver. The AIM is employed in the iterative solver to speed up the matrix-vector multiplication and to reduce the memory requirement. As specific applications, radiation patterns of parabolic reflectors and X-band horns are computed using the proposed method. key words: adaptive integral method, electric field integral equation, method of moments
Introduction
High frequency methods such as Geometry Optics, Geometry Theory of Diffraction, Physical Optics and Physical Theory of Diffraction have been widely used to analyze electrically large reflector antennas and horn antennas [1] - [5] . However, the high frequency methods cannot always promise highly accurate solutions to the entire radiation problems and their associated physical quantities such as antenna patterns. In order to predict the radiation pattern accurately, one can use numerical methods such as finite element method (FEM) [6] and method of moments (MoM) [7] to perform a full wave analysis of the electromagnetic problem [8] - [10] .
The FEM formulates the electromagnetic problem using a differential equation. By discretizing the solution domain using small polygons and minimizing the functional of the problem, one can obtains a sparse matrix equation which can be solved by using an iterative solver. However for open region problems, such as scattering and radiation problems, one needs to apply appropriate absorbing boundary techniques to truncate the simulation domain which involve the entire open space. The use of absorbing boundary techniques will inevitably generate truncation error. Moreover, the FEM also suffer with dispersion error as the waves are propagating using the unstructured mesh.
In contrast to FEM, the MoM formulates the problem using an integral equation which satisfies the far-field radiation condition. Hence the simulation domain is confined to the scatterer and the MoM only needs to discretize the scatterer. By using appropriate basis and testing functions, the MoM converts the integral equation to a system of linear equations which can be solved by using either a direct solver or an iterative solver. The direct solver requires O(N 3 ) operations to solve the matrix equation while an iterative solver needs only O(N 2 ) operations for the matrix-vector multiplication in each iteration, where N denotes the number of unknowns of the problem. The memory requirements for these two solvers are both in the order of O(N 2 ). The computation complexity and memory requirement of the MoM are too expensive to solve a radiation problem of electrically large antennas. However, several fast algorithms, such as fast multipole method (FMM) and its extension multilevel fast multipole algorithm (MLFMA) [11] - [13] , adaptive integral method (AIM) [14] - [17] and its variant, precorrected-FFT (P-FFT) [18] , [19] , have been proposed to reduce the memory requirement of storage and to accelerate the matrix-vector multiplications of the iterative solver. Although the FMM (or MLFMA) exhibits better asymptotic bound over AIM, but it is advantageous to implement AIM on a personal computer since the AIM generally needs less memory for the overall simulation setup.
In this paper, we will present a full MoM analysis of the radiation problem of electrically large antennas using a personal computer. The AIM will be employed in this analysis to accelerate the matrix-vector multiplication and to reduce the memory requirement. We will first carry out the formulation of the integral equation for a perfectly conducting object and follow by a brief description of the AIM. Some numerical results will be given to demonstrate capability and accuracy of the proposed method.
Formulation

Method of Moments
To analyze the radiation problem of an open conducting structure (such as reflector antennas), the electric field integral equation (EFIE) would be a good point to start with. Considering the tangential components of the electric field on the surface of a perfectly electric (PEC) conducting object, we obtain
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with J and k being the induced surface current distribution and free space wave number, respectively. The whole geometrical structure of the problem under consideration is discretized on the surface and the discretization is conducted using the triangular patches. The RaoWilton-Glisson (RWG) vector basis functions [20] , which are defined on a pair of triangular patches, are employed to expand the electric surface current distributions and to discretize the integral equation. Then, we apply the Galerkin's method of moments scheme to test both sides of the integral equation and thus convert it into a system of linear equations written as
where Z, V and I denote impedance matrix, excitation vector and coefficient vector of induced current expansion, respectively. The elements in the impedance matrix Z are given as follows
where f n denotes the RWG vector basis function.
Adaptive Integral Method
The memory requirement and computational complexity of the method of moments are evaluated to be in O(N 2 ) and O(N 3 ), respectively if a direct solver is used to solve the matrix equation. The computational cost is prohibitively expensive for solving problems with a large number of unknowns which must be assumed to maintain the desired accuracy for the electrically large dimensional scattering and radiation problems. The AIM was thus proposed to reduce the memory requirement and to accelerate the matrix-vector multiplications in an iterative solver. The basic idea used in the AIM is to split a matrix-vector multiplication into two parts, i.e.
where Z near I and Z far I represent near-zone interaction and far-zone interaction, respectively. The far-zone interaction is approximated using the fast Fourier transform (FFT) while the near-zone interaction is computed directly using the method of moments.
To employ the AIM, the object is enclosed in a rectangular grid and then recursively subdivided into small rectangular grids. In order to use the FFT to approximate the far-zone interaction, we need to transform the RWG basis functions, f n , to the Cartesian grids. We also note that the matrix elements in Eq. (3) can be expressed as a linear combination in the following form
where the transformation function is expressed as ψ n (r) = f n , ∇ · f n . Mathematically, this transformation function can be approximated as a linear combination of Dirac delta functions, that is,
where M stands for the expansion order and Λ nu represents the expansion coefficients of ψ n (r). The coefficients, Λ nu , can be determined using multipole expansion [14] , which is based on the criteria that the coefficients, Λ nu , produce the same multipole moments of the original basis functions.
Once the transformation function has been determined, the matrix elements can be approximated as
Using the transformation function, we are now able to compute the two components in the matrix-vector multiplications in Eq. (5) with
where Z MoM nz denotes the matrix that contains only the direct interaction of neighbor elements and Λ represents the basis transformation matrix of the elements. The matrix g is Toeplitz, so this enables the FFT to be used and implemented in the algorithm for computing efficiently the 3-D convolution in Eq. (8) . Mathematically, we can represent the matrix-vector multiplication as
where F {•} and F −1 {•} stand for the FFT and its inverse FFT, respectively.
Numerical Results
In this section, all the examples are computed on a Pentium 4 personal computer. The Generalized Minimal Residual (GMRES) [21] iterative solver is used to solve the resultant matrix equation while the AIM is employed to accelerate the matrix-vector multiplication. The iteration process is terminated when the normalized residual error falls below 10 −3 . In our AIM implementation, we have used expansion order M = 2, and set the cell size and the near-zone threshold equal to 0.16λ and 0.3λ, respectively. 
Case I: Sphere
In order to validate the accuracy of our codes, we first present results of radar cross section due to a perfectly electric conducting sphere having a radius of 3λ. The bistatic RCSs for VV-and HH-polarizations at 900 MHz are computed with 22,536 unknowns. The total near-zone elements involved is 1,900,226 or 0.37% of the total number of MoM matrix elements. The results are shown in Figs. 1(a) and (b) and are compared with the well-known Mie series solution (which is considered to be an exact solution). Apparently, excellent agreements are obtained, as observed in Figs. 1(a) and (b).
Case II: Pyramidal Horn Antenna
After our theory and code are partially validated in the first example, we next consider a pyramidal horn antenna with the aperture dimensions of 3λ × 4λ and a height of 8.2λ. The horn antenna is fed by a dipole antenna placed at the center of the waveguide. The discretization of the horn antenna is made using triangular patches and it results in 15,101 RWG basis functions. The total near-zone elements involved in this example is 1,317,357 or 0.58% of the total number of MoM matrix elements. The radiation patterns in the E-and H-planes are shown in Figs. 2(a) and (b) . The results are also compared with the measurement data. It is seen that a fairly good agreement between the computed results and the experimental data is demonstrated in Figs. 2(a) and (b) . The computed gain of the pyramidal horn antenna is 20.38 dB. In addition to the radiation patterns, we have also computed the transverse electric field E y along the central cut of both E-and H-planes at the aperture and shown in Fig. 3. 
Case III: Parabolic Reflector Antenna Fed by a Circular-Dish Backed Dipole
The third example under consideration is a parabolic reflector that has a diameter of 5λ and a F/D ratio of 0.375. The reflector is fed by a dipole backed by a circular dish which is having a radius of 0.28λ and is 0.3λ apart. In the numerical analysis, the parabola reflector is modeled using triangular patches, and resulting 7,157 RWG basis functions. The total near-zone elements involved in this example is 536,769. The E-and H-plane radiation patterns computed using the AIM are shown in Figs. 4(a) and (b) . The results are again compared with the measurement data [22] where a fairly good agreement between computed results and the experimental data is again depicted. The induced surface current density on the parabolic reflector is shown in Fig. 5 where some physical phenomena of the surface current distribution can be observed. The computed gain of the parabolic reflector is 24.11 dB. Table 1 shows the comparison of memory storage requirements and solution time between the method of moments and the adaptive integral method that are needed for examples 2, 3 and 4 (or Cases II, III and IV). From Table 1 , we can see that the memory storage requirement is reduced significantly by using the AIM. We also notice that the saving in time is significant for problem with a large number of unknowns, i.e. nearly 62% for the last example.
Conclusion
In this paper, the AIM has been successfully implemented to solve the radiation problem of electrically large-sized parabolic reflector antennas and horn antennas. As a results, the radiation characteristics of these antennas are analyzed. In the approach, the problem is formulated using the EFIE. Then, the MoM together with the RWG basis functions has been used to discretize the integral equation and to convert it into a matrix equation. The AIM is employed and implemented in the iterative solver to reduce the memory requirement and to accelerate the matrix-vector multiplication, so that large scaled antenna radiation problems can be handled systematically and accurately by the approach. Numerical results of four cases are presented to demonstrate the accuracy of the proposed method and its broad applicability via good agreement between the computed results and the available experimental data. 
