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We study the dynamics of condensation for a stochastic continuous mass transport process defined
on a one-dimensional lattice. Specifically we introduce three different variations of the truncated
random average process. We generalize hereby the regular truncated process by introducing a new
parameter γ and derive a rich phase diagram in the ρ − γ plane where several new phases next to
the condensate or fluid phase can be observed. Lastly we use an extreme value approach in order
to describe the conditions of a condensation transition in the thermodynamic limit. This leads us
to a possible explanation of the broken ergodicity property expected for truncation processes.
I. INTRODUCTION
Condensation is a phenomenon occurring in a plethora
of physical systems and through several realizations. The
most prominent example is the Bose-Einstein Condensa-
tion [1]. In statistical physics the notion of real-space
condensation is widely used to describe any process in
which a finite fraction of some conserved quantity be-
comes localized in space. In this context there has been
an increasing interest in condensation transitions arising
out of equilibrium observed in a variety of works in fields
as diverse as traffic models [2–4], quantum gravity [5],
networks [6, 7], economics [8, 9], granular materials [10],
and mass transport [11]. It is important to note here
that many of these different instances of condensation
share common and basic features. The analysis of these
properties advanced greatly in the last years through the
study of driven diffusive systems and, in particular, of
the zero-range process (ZRP) or variants of it [12].
Our goal in this paper is to expand this study to
a substantially diverse manifestation of the stochastic
mass transport process. In the usual contexts mentioned
above, condensation is a phenomenon observed for sys-
tems evolving in a countable state space. Here we are
concerned with the condensation transition occurring in
continuous stochastic mass transport models such as the
random average process (RAP) [13–15]. RAP can be
grasped as a continuous variant of the zero-range process
(ZRP) where instead of particle configurations we are
engaged with the distribution of continuous variables,
which we will call masses. Processes taking place in a
continuous phase space setting have served as a basic
model for a variety of physical systems and therefore have
been the object of a large number of studies in the last
years [16–27].
We have to note here that they also provide an in-
teresting challenge since in contrast to processes with a
countable state space the existence of a unique station-
ary measure is not given [28–30] allowing us thus to study
systems with broken ergodicity [32, 33]. Furthermore the
metastability and phase transition properties related to
the condensation phenomenon which became recently an
object of scientific interest [34–37] are easily implemented
in a continuous phase space setting.
Several features arising out of complex dynamics, like
the ones encountered in traffic models or server commu-
nication, are not sufficiently described by the traditional
zero-range process and require a truncation mechanism.
Here, as in several papers on this field, we describe the
dynamics of the system by introducing a probability den-
sity function φ(r|m) which defines the fraction of the
transported mass between different sites. In order to re-
alize this complex behavior a modification of the state-
dependent function is necessary. This in turn makes a
large set of useful results, arising from a large deviation
theory approach, inapplicable. An analytical approach to
questions regarding the condensation transition and the
nature of the condensate seems thus impossible for trun-
cation models. Fortunately rigorous results related to the
condensation transition in the thermodynamic limit can
be derived by analyzing the extreme value distribution of
the free ARAP model.
The remainder of this paper is organized as follows.
In the next section we will briefly introduce the random
average process. We will describe hereto the dynamics
the free asymmetric random average process and discuss
some relevant properties arising from the corresponding
factorizable single site mass distribution. This more or
less extended recapitulation will be the foundation of the
calculations presented in section IV. But before that we
will introduce the concept of truncation in section III
by presenting and analyzing numerically three different
cases of a state-dependent probability density function,
φ(r|m), associated with the truncated asymmetric ran-
dom average process (TARAP), zero-range random aver-
age process (ZRRAP) and the shortened random average
process (SRAP). In section IV we will evaluate the ex-
treme value properties of this distribution and discuss
the implications for the thermodynamic limit. The last
section is reserved for our final remarks.
II. MODEL
The random average process is a stochastic mass trans-
port system defined on a lattice of L sites, which we fix to
be one-dimensional with periodic boundary conditions.
This picture is equivalent to that of a particle system de-
fined on a ring as shown in Figure 1. Configurations are
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2FIG. 1. Equivalence between the particles on a circle and
mass exchange between different sites picture for the asym-
metric random average process
denoted by m(t) = {mk(t) : k ∈ [0, L], t ∈ N} ∈ ML
where mk(t) ∈ R is the mass at site k ∈ ΛL at the time
point t. Each mass can be arbitrarily large and the state
space is here given by ML = RL+.
We consider here parallel update dynamics where
at each discrete time step a random vector r(t) =
{rk(t) : k ∈ [0, L], t ∈ N} with ri(t) ∈ [0, 1] is gen-
erated from a probability density function φ(r|m) =
φ(r1(t), ...|m1(t)...). The random variable ri(t) deter-
mines the amount of mass ri(t)mi(t) chipped off from
site i. For totally asymmetric processes the chipped off
mass is transported to one neighboring site (we choose
here the direction i → i + 1). The process is therefore
described by the equation
mi(t) = (1− ri(t− 1))mi(t− 1) + ri−1(t− 1)mi−1(t− 1).
(1)
In the past several rigorous results for state-independent
functions, φ(r), have been derived [22–26]. The sim-
plest version of the asymmetric random average pro-
cess (ARAP) is given for a constant fraction density
φ(r) = const. This process is often referred to as free
ARAP since no restriction (except the conservation of
the total mass, M =
∑
imi(t) = ρL) is applied.
In the following section we prefer to consider the or-
der statistics {`k(t)}, where `k(t) is the k-largest mass
at the time-point t in the system, instead of the mass
configuration {mi(t)}. Hence we use the notation `k(t)
with
`L(t) < `L−1(t) < ... < `1(t) = max
1≤i≤L
mi(t). (2)
We will use the largest value, `1(∞), of the system in the
large time limit as an order parameter in order to char-
acterize the different phases of the system. We hereby
compare this value to the expectation of the largest value
of the free ARAP which we will characterize by `∗. In
Section IV we derive an analytical expression for this
value.
As we will see shortly this observable is not sufficient
for a full characterization of the phase diagram. There-
fore we introduce the flux in the system at a specific
time-point t as
J(t) =
L∑
i=1
ri(t)mi(t)
M
. (3)
III. TRUNCATED PROCESSES
In the past several models have been proposed in order
to describe the stochastic transport for many interactive
particle systems [31]. In many of these models a reduc-
tion of the flux is not only explained by the interaction
between the different particles but due to the limited
transport properties of the system. As example, data
transport between different servers is not only limited
by the capacities of the servers but also depends on the
competency of the connection between them. In order
to describe this feature a truncation mechanism proves
useful.
Usually truncation processes as the one presented in
[32] are defined by a cutoff parameter, ∆, according to
which the dynamics of the process are specified. A simple
example is the truncated free asymmetric random average
process for which the fraction of transported mass is set
to zero if the transported amount is bigger than the cutoff
φ(r|m) = [1−R(m)] δ(r) + Θ (R(m)− r) (4)
where Θ is the Heaviside step-function and
R(m) = min
(
1,∆m−1
)
(5)
represents the maximum possible fraction.
In the following we choose to set ∆ = 1. This of course
does not lead to a loss of generality since the dynamics of
the process and specifically the occurrence of a conden-
sate are fully specified by the ratio ∆/ρ and the length of
the system. The exact dependence on these parameters
will be discussed in full detail in the next section.
Truncated process can be generalized further in order
to describe processes for which the expected flux is below
that of the free ARAP
〈J〉 ≤ 0.5ρ. (6)
This definition deviates from the usual one associated
with processes for which the transported fraction of
mass is finite even in the thermodynamic limit. We
will consider here the special case where the difference
0.5ρ − 〈J〉 depends solely on the actual configuration
m(t) = (m1(t), ...,mL(t)) and is expressed through the
probability density function of the fractions φ(r|m).
We start now with the analysis of truncation processes
with a finite length of the lattice. Hereby one has to con-
sider next to the probability of the condensate transition
also the stability of those condensates. Unfortunately an
analysis of this property proves to be difficult, if not im-
possible. In order to avoid this problem we decided to
introduce a parameter γ which allows us to control the
persistence of a condensate in the system. The effect of
this parameter can be read from the corresponding prob-
ability density function φ(r|m) presented in the following
three subsections.
3FIG. 2. Phase diagram for the TARAP model in the ρ-γ plane
for L = 100. The dashed line does not correspond to a phase
transition but describes the crossover between LF1-LF2.
A. TARAP
We start by generalising the case of the truncated ran-
dom average process (TARAP) by introducing the frac-
tion density
φ(r|m) = [1−R(m)]δ(r) + Θ(R(m)− r), (7)
where Θ is the Heaviside step-function and
R(m) = min
{
1,m−γ
}
(8)
represents the maximum possible fraction. If we choose
to set γ = 1 then the expression of the original TARAP
for ∆ = 1 is restored. The moments of the transported
mass per site and time-step, µk(m) = 〈rkmk〉, are given
by the equation
µk =
1∫
0
dr rkmkφ(r|m) = m
kRk+1(m)
k + 1
. (9)
By using Monte Carlo simulations one can observe
three different phases as represented in Figure 2. We
characterize these phases by the distribution of the pa-
rameters 〈`1(T )〉ρ−1L−1 and 〈J(T )〉 averaged over 105
realizations in the stationary regime. We have to note
here that since it is impossible to define analytically the
time necessary for the distribution to become stationary,
a numerical method becomes indispensable. For most of
the parameter sets {ρ, γ} and L = 100 a running time of
T = 105 is sufficient.
In the following we will consider only systems with L =
100. This makes the comparison between the different
models easier. For L = 100 we see with a simple Monte-
Carlo simulation that the mean largest value for the free
ARAP is equal `∗ = 0.0365. This value will serve as
reference point for the characterization of the phases in
the following.
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FIG. 3. Mean largest value of the TARAP in the stationary
limit for L = 100 and different values of γ.
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FIG. 4. Time evolution of the largest mass for the TARAP
for L = 100, γ = 1 and different densities.
For γ < 0 we see that the flux of the system is below the
free ARAP expectations and the overall variance of the
single site mass distribution is also minimal. We therefore
characterize this phase as low-flow phase (LF). In this
phase for small densities the mean largest value of the
system is below `∗. This feature changes completely for
higher densities (ρ ≈ 0.4 for γ = −1), where we observe
values of `1 well above the free ARAP expectation `
∗.
We see that in this case the truncation has a significant
effect on the distribution of the largest value (LF1).
For increasing densities (ρ > 1.2) the order parameter
`1 shows no difference to the free ARAP case as shown in
Figure 3. For such high densities more than half of the
sites have a mass above 1 and the effect of the truncation
in the distribution of the largest value becomes negligible.
At the same time this state is completely distinguishable
4from the free ARAP state since the flux in the system is
well below ρ/2 (LF2).
For γ > 0 we can observe two different phases. For
small values of γ the differences to the free ARAP sys-
tem are minimal. This phase is often characterized, due
to the high flow in the system, as fluid phase (F). The
probability of condensation as well as the lifetime of the
corresponding condensates are small in this phase and
consequently no deviation of 〈`1〉 from `∗ could be ob-
served in our simulation.
For high densities and γ values we are in the conden-
sate phase (C). In this phase several condensates may
appear in the system and a steady increase of the largest
value can be observed for high values of ρ (Figure 4). Dif-
ferent condensates compete with each other due to the
conservation of the density and with evolution of time
only one condensate may survive.
Regarding the stability of the condensate we can say
that the fluctuations observed early in the system dimin-
ish for `1 > 0.9ρL but never disappear and in rare cases
may lead to the destruction of the condensate which is
characterized by a drop of the largest mass in the system
and the following change in the position of the conden-
sate. Finally we have to note that all of these dynam-
ics observed in the condensate phase are accelerated for
lower densities.
We summarize the characteristics of these phases in
the next table.
〈`1(∞)〉 〈J(∞)〉
C > `∗ ∼ 0
F ∼ `∗ ∼ ρ/2
LF1 strong fluctuations < ρ/2
LF2 ∼ `∗ < ρ/2
TABLE I. Characterization of the different phases of the
TARAP.
B. ZRRAP
The truncation of the TARAP analyzed in the last
subsection manifests itself in two different ways: the
prohibition of transport expressed through the term
(1−R(m)) δ(r) and the reduction of the transported
fraction as dictated by the term Θ (R(m)− r). In order
to understand the relevance of these two distinct effects
for the condensation mechanics we decided to study two
different processes designed according to these terms.
By starting with the first term we arrive at a process
which can be regarded as the continuum state space ana-
logue of the zero range process. We will therefore here
call this process zero-range random average process (ZR-
RAP). The fraction density of this process is given by
φ(r|m) = (1−R(m)) δ(r) +R(m)Θ(1− r) (10)
where we use for R(m) the same expression as defined
above by Eq. (8). With regard to the moments of this
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FIG. 5. Mean largest value of the ZRRAP in the stationary
limit for different values of γ.
density we get the expression
µk =
1∫
0
dr rkmkφ(r|m) = m
k
k + 1
R(m). (11)
This fraction density describes a process for which with
a state-dependent probability the transport rate ri(t) of
a certain site i at the time point t will be set to 0, while
in the complementary event, the rate ri(t) is randomly
distributed with equal probability in the interval [0, 1].
This property is the big difference between the ZRRAP
and the TARAP, introduced in the last subsection, where
the transported mass per site and time-step had an upper
bound of mR(m), as seen by Eq. (7).
For the ZRRAP three different phases can be defined.
By choosing γ < 0 we can see that the mean largest value
shows a very interesting behavior, whereas the expected
value is always bigger than `∗ for ρ < 1.2 (LF1). This
fact can be observed in Figure 5. Initially a spatial con-
centration of masses with mi > 1 takes place, which trav-
els through the system unhindered. At the same time the
rest of the mass in the system contributes only marginally
to the overall flow leading thus to a low-flow phase. This
local concentration of mass leads of course to a station-
ary mean largest value with 〈`1(∞)〉 > `∗. For higher
densities (ρ > 1.2) this effect disappears and the free
ARAP-like case is restored (LF2).
By studying the system for γ > 0 we can observe again
a fluid and condensate phase as for the TARAP (see Fig-
ure 6). There is in general a striking similarity between
the two diagrams, which proves the relevance of the re-
straint on the transition (δ-term in Eq. (7)) for the con-
densation effect. The dynamics of condensation are in
general simillar to the ones for the TARAP. The main
difference lies in the speed with which the condensate
builds up in the system. The concurrence between dif-
ferent condensates resolves hereby faster in the ZRRAP
5FIG. 6. Phase diagram for the ZRRAP model in the ρ-γ plane
for L = 100. The dashed line does not correspond to a phase
transition but describes the crossover between LF1-LF2.
in comparisson to the TARAP. This also reflected in the
fact that for the same values of γ a smaller ρ is necessary
for a condesnate to appear in the system. Fluctuations
persist hereby for all parameter values and decrease for
increasing values of γ and decreasing densities allowing
therefore for a smooth crossover to the stable high flow
phase (F).
All of these results lead us to the following tabular
representation of the phase diagram.
〈`1(∞)〉 〈J(∞)〉
C > `∗ ∼ 0
F ∼ `∗ ∼ ρ/2
LF1 > `∗ < ρ/2
LF2 ∼ `∗ < ρ/2
TABLE II. Characterization of the different phases of the ZR-
RAP.
C. SRAP
In the last two subsections we investigated the effect of
truncation for fraction densities with a non-zero proba-
bility for the event {ri(t) = 0}. In this subsection we
will show that even for transport processes for which
{ri(t) > 0 ∀i, t} holds, a condensate phase appears in
the ρ− γ plane.
We introduce hereto the function
φ(r|m) = 1
R(m)
Θ (R(m)− r) (12)
where Θ(x0−x) is the Heaviside function and R(m) as in
Eq. (8) . It is clear that for γ = 0 the free ARAP model
is restored. As before the introduction of the parameter γ
FIG. 7. Mean transported mass per time-step for a site with
mass m for the ZRRAP and the SRAP and different parame-
ters γ. We can see that for these two models the first moment
µ1 is described by the same function (Eq. (11) and (13)).
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FIG. 8. Mean largest value of the SRAP in the stationary
limit for different values of γ.
allows us to study systems with a large range of moments
µk =
1∫
0
dr rkmkφ(r|m) = m
kRk(m)
k + 1
(13)
In Figure 7 we can see the first moment of the trans-
ported mass µ1 as function of the mass. We will see later
that although the first moments for the transported mass
of the two models (SRAP and ZRRAP) are equal, the
corresponding phase diagrams have a completely differ-
ent structure.
The phase diagram of this model differs greatly from
those of the other two models. We can see that the con-
densate/fluid separation appears in the system only for
γ > 1. For the fluid case we again observe that the
largest value in the system remains constant around the
6FIG. 9. Phase diagram for the SRAP model in the ρ-γ plane
for L = 100. The dashed lines do not correspond to a phase
transition but describe the crossover between LF1-LF2 and
HLF1-HLF2 correspondingly.
expected value of `∗ with small fluctuations. The same
holds for the flux which fluctuates around 0.5ρ.
In the condensate phase this no longer holds. We can
clearly see that 〈`1(∞)〉 > `∗ and 〈J(∞)〉 < 0.5ρ. It is
especially interesting that in this regime the spatially ex-
tended condensate performs a drift through the system.
For high values of γ (γ > 1.5) the position of the conden-
sate stabilizes and the largest value in the system rises up
to a stationary value which is close to M . Fluctuations
are present even after the formation of the condensate,
but this value remains stationary when integrated over
long time-intervals
(
T = 103
)
.
For 0 < γ < 1 the flow of the system is below ρ/2 while
at the same time we can observe a homogeneous mass
distribution. We therefore characterize this phase as ho-
mogeneous low flow phase (HLF). Surprisingly we found
that for ρ > 0.9 as shown in Figure 8 the mean largest
value in the system decreases with increasing densities
(HLF2). This discovery is explained by the slowdown
of the mass drift for sites with m > 1 due to the trun-
cation effect. Correspondingly we get an equilibration
of the mass distribution and thus a lower mean largest
value. This effect does not arise for lower densities and
we regain the expected mean largest value of `∗ (HLF1).
The phase diagram for this process is quite more com-
plicated for the previous models. But as seen in the ta-
ble above a clear distinction between the different phases
can be made. We have to note here that although for
the HLF1 and the LF2 the truncation effect seems to
have no effect on the mean largest value distribution the
two phases have completely different characteristics. In
the one case (LF2) we have collective dynamics while
in the other (HLF1) the mean largest value distribution
is solely defined by single site mass deviations. This is
the reason why these two phases appear on completely
different ranges of the density parameter.
〈`1(∞)〉 〈J(∞)〉
C > `∗ ∼ 0
F ∼ `∗ ∼ ρ/2
LF1 strong fluctuations < ρ/2
LF2 ∼ `∗ < ρ/2
HLF1 ∼ `∗ < ρ/2
HLF2 ≤ `∗ < ρ/2
TABLE III. Characterization of the different phases of the
SRAP. No difference between the HLF2 and LF2 phase can
be determined if we observe only the parameters `(∞) and
J(∞). But the two phases have completely different dynamics
as explained in the text below.
Regarding the γ < 0 case we have the same structure
as described above for the TARAP. For ρ < 1.2 we see
again a strong fluctuation of the mean largest value with
respect to the density. Like in the former processes these
fluctuations disappear for ρ > 1.2. It becomes clear that
the dynamics of condensation for the TARAP and there-
fore the transition from fluid to the condensate phase are
controlled by single site fluctuations and consequently by
the prohibition of transport (δ − term). At the same time
the nature of the phases for γ < 0 is controlled by collec-
tive dynamics and the reduction of the mass transport
(Θ− term).
IV. THERMODYNAMIC LIMIT
In the last section we derived the phase diagram for
three different truncation models with finite lengths. One
question that arose was if this phase structure survives
in the thermodynamic limit. Here we will concentrate on
this question by focusing on the transition between the
condensate and the fluid phase for increasing lengths.
For all systems considered in this paper we follow the
free ARAP update rules as long as `1(t) < 1 for γ > 0
or `L(t) > 1 correspondingly if γ < 0. This allows us
to make some analytical predictions about the behavior
of the system in the thermodynamic limit by using some
well known results of the past. In the following we use for
the values of the single site mass and the extreme value
distribution of the free ARAP the notation mi and `k
correspondingly.
As shown in [38] the steady state distribution of mass
transport processes factorizes if the fraction density is
given by a relation of the form
φ(r|m) ∝ v(r)u(m− rm). (14)
For this fraction density we have a stationary state de-
scribed by the mass distribution
P (m1, ...,mL) =
∏L
i=1 f(mi)
Z(M,L)
δ
(
L∑
i=1
mi −M
)
(15)
7where the function f(m) is given by
f(m) =
∫ 1
0
drmv(r)u(m− rm) (16)
and the ”canonical partition function” is just the normal-
ization
Z(M,L) =
L∏
i=1
∫ ∞
0
dmi f(mi)δ
(
L∑
i=1
mi −M
)
(17)
We note here that P (m1, ...,mL) is equivalent to the
probability density of picking L independent and identi-
cally distributed random variables from a common dis-
tribution f(m), conditioned on the fixed value of their
total sum. This allows us to verify our analytical results
by using a Monte Carlo simulation where we create L in-
dependent and identically distributed random variables,
m˜i ∀i ∈ Z∩ [0, L], with the single-site mass distribution
p(m˜) = f(m˜)
Z (ρL− m˜, L− 1)
Z (ρL,L)
(18)
and normalize them by their sum
mi =
ρLm˜i∑L
i=1 m˜i
. (19)
By comparing this method with the more time consuming
one, where different initial configurations were evolved
according to the update rules derived from the equa-
tion (1), we can observe an excellent agreement. The
presented approach is a reasonable approximation in the
fluid phase and serves as a simple algorithm to derive the
numerical results presented in this section. For processes
with truncation such a method would be misleading.
For general fraction densities (14) is not fulfilled and
a factorization of the corresponding partition function
is impossible. Consequently a relation for the critical
density, ρc, of the form
ρc =
∫
dmf(m)m (20)
like in [39] cannot be applied. We characterize here as
critical density ρc the density value above which conden-
sation occurs in the system.
We know from [40] that the probability of `1 ≤ x is
given by
P (x,M,L) =
I(x,M,L)
Z(M,L)
(21)
where
I(x,M,L) =
L∏
i=1
∫ x
0
dmi f(mi)δ
(
L∑
i=1
mi −M
)
(22)
and Z(M,L) is given by Z(M,L) = I(∞,M,L) (see
equation (5) above).
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FIG. 10. Numerical (red circles) and analytical (black line)
derivation of the largest value distribution density for a free
ARAP system with L = 100 and ρ = 1.
The Laplace transform of I(x,M,L) is easily computed
by ∫ ∞
0
dM I(x,M,L)e−sM =
[∫ x
0
dmf(m)e−sm
]L
.
(23)
The critical density for a condensation phase transi-
tion of the free ARAP is infinite and we can apply the
Bromwich integral in order to invert the expression (23)
in order to get
P (x,M,L) =
∫ c+i∞
c−i∞ ds exp [L (ρs+ ln g(s))]∫ c+i∞
c−i∞ ds exp [L (ρs− 2 ln s)]
(24)
with M = ρL and
g(s) = s−2(1− e−sx − sxe−sx). (25)
The integration is performed along the vertical line
<(s) = c in the complex plane such that c is greater than
the real part of all singularities of the integrand. Since we
are in the fluid phase we can use a saddle point approxi-
mation as the one presented in [41] where to leading order
the saddle point, s0, of the integrand is independent of x
and is given by the equation
ρ =
∫∞
0
dmm2e−s0m∫∞
0
dmme−s0m
=
2
s0
. (26)
Inserting this formula in
P (x,M,L) = exp
[
−L
∫∞
x
dmme−s0m∫∞
0
dmme−s0m
]
(27)
leads finally to the approximative solution
P (x,M,L) = P
(
xρ−1, L
)
= exp
[
−L
(
2x
ρ
+ 1
)
e−
2x
ρ
]
.
(28)
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FIG. 11. Mean largest value for different lengths in the special
case of ρ = 1. Each data point was calculated by averaging
over 104 different Monte Carlo simulations. We have evolved
hereby a periodic boundary system with random initial con-
dition according of the dynamics of the free ARAP. The blue
line was derived by a numerical evaluation of the integral in
Eq. (30).
Although the derived equations are approximations
they can be still useful even for finite systems as shown
in Figure 10 where we can see a good agreement between
the Monte Carlo simulation and our analytical prediction
for the probability density function of the largest value
q
(
xρ−1, L
)
= ρ
∂
∂x
P
(
xρ−1, L
)
. (29)
We can use now this expression to calculate the mean
largest value in the system
〈`1〉
ρ
=
∞∫
0
dy yq (y, L) = ρ−1
∞∫
0
dxx ∂∂xP
(
xρ−1, L
)
=
= −
∞∑
n=1
(−L
n
)n 1
2n
n∑
k=0
nk
k! . (30)
We preferred here a numerical evaluation of the inte-
gral in Eq. (30). The results of which are presented in
Figure 11 where we also plotted the results of a Monte
Carlo of a free ARAP system. The derived curve is best
approximated by the function
〈`1〉 = 0.54ρ ln(8.63L+ 1). (31)
Now if we set L = 100 then we can derive
〈`1〉 = 3.65ρ = 100ρ`∗, (32)
whereas `∗ is the value for 〈`1〉ρ−1L−1 that we could
observe in the fluid phase for all of the truncated models
studied in the last section. Unfortunately the extreme
value distribution can be determined analytically only
for the fluid case.
Nevertheless the presented approximations prove ex-
tremely useful in the analysis of the broken ergodicity
property of truncated models. This characteristic was
first noticed in [32] where the divergence of the lifetimes
of the high flow and the low flow states in the thermody-
namic limit could be observed. Here we also expect an
ergodicity breaking for the TARAP and the ZRRAP in
the case of γ > 0 and for the SRAP if we assume that
γ > 1.
This statement relies on two facts, the stability of con-
densates for truncated models and the degeneracy of the
exteme value distribution in the thermodynamic limit.
In the last section we characterized the condensate
phase by the large deviation of the mean largest value
from the derived expectation of Eq. (31). By using
Monte Carlo simulations we could see that for increas-
ing times this deviation is also increasing. Specifically
we could say that for large time intervals following prop-
erty becomes evident〈
∂`1(t)
∂t
〉
≥ 0 as long as `1(t) > 1. (33)
This assumption would of course not hold for all time-
points in a finite system due to the conservation of the
mass, M , but it becomes reasonable if we consider the
case of L → ∞. Now for `1(t)  1 this would lead
to a condensate with infinite lifetime, meaning that the
probability of the mass on this site to return to values
below 1 is becoming zero. This condition alone is not
sufficient for the appearance of condensates in the studied
systems since no guarantee for the survival of states with
`1(t) = 1+ε can be made. Therefore we have to consider
the order statistics of the free ARAP.
We note here that the position of the largest value in
the fluid phase is neither stable nor does it perform a
continuous drift but shows irregular jumps. It is there-
fore appropriate to consider this as a resetting of the
largest value to a random position constantly during the
evolution of the system. Due to this resetting it is im-
portant to calculate the distribution of the second largest
value in order to describe the properties of the transition
{`1(t) < 1} ↔ {`1(t+ 1) > 1}.
We start therefore by the formula
Pr {`2 < x} = Pr {`1 < x}+ Pr {`2 < x < `1} . (34)
Since the term P {`1 < x} has been calculated above we
concentrate now on the second term [42]
Pr {`2 < x < `1} = L
∫∞
x
dm1 f(m1)×
L∏
i=2
∫ x
0
dmi f(mi)δ
(
L∑
i=2
mi−M−m1
)
L∏
i=1
∫∞
0
dmi f(mi)δ
(
L∑
i=1
mi−M
) . (35)
In order to evaluate this expression we use, as before, a
saddle point approximation of the inverse Laplace trans-
form by determining the minimum of the function
h(s) = ρs+ 1L ln
∫∞
x
dmf(m)e−sm +
+ L−1L ln
∫ x
0
dmf(m)e−sm. (36)
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FIG. 12. N = ∫ dρPr {`2 < 1 < `1} vs the length of the sys-
tem L. We find that for increasing lengths this weight tends
to zero with an algebraic law. Numerically we find N ∝ L−2.5
for L→∞. The blue line correspond to our numerical fit.
Using a numerical calculation we can see that
lim
L→∞
Pr {`2 < x} ∼ lim
L→∞
Pr {`1 < x} . (37)
This follows from the fact that the expression
Pr {`2 < x < `1} vanishes faster than Pr {`1 < x} when
L → ∞. One can use the same approach in order to
show that
lim
L→∞
Pr {`k+1 < x} ∼ lim
L→∞
Pr {`k < x} ∀k  L. (38)
The dependency of the probability Pr {`2 < x < `1} on
the length of the system is reflected in Figure 4 where the
quantity
N =
∫
dρPr {`2 < 1 < `1} (39)
is shown as function of the length of the system. We
choose N in order to show that the likelihood of a tran-
sition {`1(t) > 1} ↔ {`1(t+ 1) < 1}, which strongly de-
pends on Pr {`2 < x < `1}, is vanishing for all densities.
On the other side if we consider the density ρ∗ for
which the expression Pr {`2 < 1 < `1} is maximal,
d
dρ
Pr {`2 < 1 < `1} |ρ∗ = 0, (40)
we can see in Figure 13 that the behavior of the function
ρ∗(L) is described by a monotone decreasing function for
increasing lengths.
In detail we show that for sufficiently high densities
(ρ > (lnL)
−1
) in the thermodynamic limit we arrive
at a state where a macroscopic number of sites have a
mass above 1. If we assume that these states have a sur-
vival probability (meaning the probability of remaining
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ρ
∗
log10 L
FIG. 13. Density ρ∗ as function of the length of the system.
above 1) that is higher than zero, then the existence of a
macroscopic number of such states in combination with
the increasing survival probabilities for increasing masses
when truncation dynamics apply is a sufficient condition
for the creation of a condensate in the system.
Similarly for ρ  (lnL)−1 we almost surely can ob-
serve states with `1(t) < 1 and a vanishing transition
probability {`1(t) < 1} → {`1(t+ 1) > 1} for L → ∞
and ∀t ∈ N. By taking into account these two facts the
broken ergodicity property for truncated models in the
thermodynamic limit becomes evident.
V. CONCLUSION
We introduced and studied three different truncated
random average processes. We started with the analysis
of finite size systems which could be approached only by
numerical methods. A convenient choice for the char-
acteristic variables of this system are the largest single-
site mass and the flow in the system. The introduction
of the parameter γ allowed us to control effectively the
dynamics of the system and hereby the stability of the
condensates that appear in the evolution of the system.
The impact of this parameter on the condensation tran-
sition was studied by determining numerically the phase
diagram in the ρ − γ plane. By comparing the different
diagrams we could also clarify the relevance of the differ-
ent processes like prohibition of transport (δ - term) or
reduction of the fraction (Θ - term) for the nature of the
condensates.
We were able to derive analytical results only in the
limit L → ∞ by studying the order statistics of the
free ARAP. This unconvential approach proves extremely
useful when dealing with problems of condensation tran-
sitions arising out of single site deviations. Specifically
we could see that in the thermodynamic limit the system
can be in either of two states: no site has a mass above
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the cutoff or a macroscopic number of sites has a mass
above the cutoff. This property in combination with the
stability of the condensates which could be observed by
the numerical approach of section III confirm the broken
ergodicity property described in [32].
Interesting generalizations of the presented model may
arise. As example one could consider the transport prop-
erties of a similar model with open boundary conditions.
Another question that arose during this work and has
not been answered yet is the behavior of systems with
γ = −∞. In this case an absorbing stationary state exists
in the system and the relation to similar non-equilibrium
processes is at hand. Surprisingly, as we will show in a
future paper, it is possible to determine the single site
mass distribution for this absorbing state analytically.
Lastly it would be extremely interesting to consider the
question with regard to the nature of the phase transi-
tion occurring in the crossover from the HLF2 to the C
phase.
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