The existing image captioning approaches typically train a one-stage sentence decoder, which is difficult to generate rich fine-grained descriptions. On the other hand, multi-stage image caption model is hard to train due to the vanishing gradient problem. In this paper, we propose a coarse-to-fine multi-stage prediction framework for image captioning, composed of multiple decoders each of which operates on the output of the previous stage, producing increasingly refined image descriptions. Our proposed learning approach addresses the difficulty of vanishing gradients during training by providing a learning objective function that enforces intermediate supervisions. Particularly, we optimize our model with a reinforcement learning approach which utilizes the output of each intermediate decoder's test-time inference algorithm as well as the output of its preceding decoder to normalize the rewards, which simultaneously solves the well-known exposure bias problem and the loss-evaluation mismatch problem. We extensively evaluate the proposed approach on MSCOCO and show that our approach can achieve the state-of-the-art performance.
Introduction
The challenge of image captioning lies in designing a model that can effectively utilize the image information and generate more human-like rich image descriptions. Motivated by the recent advances in natural language processing, current image captioning approaches typically follow the encodingdecoding framework (Ranzato et al., 2016) , which consists of a Convolutional Neural Network (CNN) based image encoder and a Recurrent Neural Network (RNN) based sentence decoder, with various variants for image captioning (Fang et al., 2015; Mao et al., 2014; Wu et al., 2016) . Most of these existing image captioning approaches are trained by maximizing the likelihood of each ground-truth word given the previous ground-truth words and the image with back propagation.
There are three major problems in these existing image captioning methods. Firstly, it is extremely hard for them to generate rich fine-grained descriptions. This is because rich descriptions require high-complexity models, where the problem of vanishing gradients often occurs, considering the back-propagated gradients diminish in strength as they propagate through many layers of a complex network. Secondly, there is an exposure bias between the training and the testing (Ranzato et al., 2016; Wiseman and Rush, 2016; Gu et al., 2017a) . Specifically, the sentence decoder is trained to predict a word given the previous ground-truth words, while Figure 1: Illustration of our proposed coarse-to-fine framework. Our model consists of one image encoder (CNN) and a sequence of sentence decoders (attention-based LSTM networks), and it takes the image as input and refines the image descriptions from coarse to fine. Here we show the increasingly improved image descriptions in two stages (gray and dark gray).
at testing time, the caption generation is accomplished by greedy search or with beam search, which predicts the next word based on the previously generated words that is different from the training mode. Since the model has never been exposed to its own predictions, it will result in error accumulation at test time. To address the exposure bias problem, scheduled sampling , i.e., randomly selecting between previous ground-truth words and previously generated words, has become the current dominant training procedure to fit RNNs based models. However, it can only mitigate the exposure bias but cannot largely solve it. Thirdly, there is a loss-evaluation mismatch (Ranzato et al., 2016) . Specifically, language models are usually trained to minimize the cross-entropy loss at each time-step, while at testing time, we evaluate the generated captions with the sentence-level evaluation metrics, e.g., BLEU-n (Papineni et al., 2002) , CIDEr (Vedantam et al., 2015) , SPICE (Anderson et al., 2016) , etc., which are non-differentiable and cannot be directly used as training loss.
In this paper, considering the great challenge of generating rich image descriptions in one stage, we propose a coarse-tofine multi-stage prediction framework. Our model consists of an image encoder and a sequence of sentence decoders that repeatedly generate image descriptions in finer details. However, directly composing such multi-stage decoders in an image captioning model faces the risk of the vanishing gradients problem. Motivated by the works on image recognition Fu et al., 2017) , which show that supervising very deep networks at intermediate layers aids in learning, we also enforce intermediate supervisions for each stage. Furthermore, inspired by the recent image captioning work (Rennie et al., 2017) , which uses Reinforcement Learning (RL) to address the loss-evaluation mismatch problem and include the inference process as a baseline in training to address the exposure bias problem, we also design a similar RL-based training method but extend it from one-stage (Rennie et al., 2017) to our multi-stage framework, where rewards are introduced at each stage as intermediate supervision. Particularly, we optimize our model with a RL-based approach which utilizes the output of each intermediate decoder's testtime inference algorithm as well as the output of its preceding decoder to normalize the rewards. In addition, to cope with our coarse-to-fine learning framework, we adopt a stacked attention model to extract more fine-grained visual attention information for word prediction at each stage. Figure 1 illustrates our proposed coarse-to-fine framework, which consists of three stacked Long Short-Term Memory (LSTM) networks. The first LSTM generates the coarse-scale image description, and the subsequent LSTM networks serve as the fine-scale decoders. At each stage in our model, attention weights and hidden vector produced by the preceding stage are used as inputs, which are taken as the disambiguating cues to the subsequent stage. As a result, each stage of the decoder generates words with increasingly refined attention weights as well as words.
The main contributions of this work include: (a) a coarseto-fine framework which increases the model complexity gradually with increasingly refined attention weights for image captioning and (b) a reinforcement learning method that directly optimizes model with the normalized intermediate rewards. Experiments show outstanding performance of our approach on MSCOCO (Lin et al., 2014) .
Related Works
Image Captioning with Maximum Likelihood Estimation. The information gap between the visual content of the images and their corresponding descriptions has been extensively studied Fang et al., 2015; Mao et al., 2014; Wu et al., 2016) . The classical image captioning framework is based on the CNN image encoder and the RNN based sentence decoder . Only providing the global image feature is not sufficient, as the power of RNNs lies in its capability to model the contextual information between time steps, while the global image representation weakens the RNN's memory of the visual information. To better incorporate the image information into the language processing, a few approaches have been proposed (You et al., 2016; Yang et al., 2016a) . Visual attention for image captioning was first being introduced by Xu et al. (2015) which incorporates the spatial attention on convolutional features of images into the encoder-decoder framework through the soft and hard attention mechanisms. Their work was later followed by Yang et al. (2016b) and Liu et al. (2017a) which further improves the visual attention mechanism. However, all these approaches are typically trained by maximising the likelihood estimation, often called as Teacher-Forcing (Williams and Zipser, 1989) . Instead of training the model with the handcrafted loss, some researchers applied the adversarial training for image captioning, called Professor-Forcing (Lamb et al., 2016) , which uses adversarial training to encourage the dynamics of the RNNs to be the same as that of training conditioned on previous ground truth words.
Recently, some works have proposed to encode more discriminative visual information into the captioning model. They leverage visual attributes of the image to enhance the visual information using some weakly supervised approach. In (You et al., 2016; Yao et al., 2017) , they incorporate high-level attributes into the encoder-decoder framework and achieve large improvements. Both of You et al. (2016) and Wu et al. (2016) treat the attribute detection problem as a multi-instance learning (MIL) problem and train a corresponding CNN by minimizing the element-wise logistic loss function. Liu et al. (2017b) uses R-FCN to detect the visual attributes and adopts a sequential attention mechanism to translate the attributes to a word sequence.
Image Captioning with Reinforcement Learning. Several attempts have been made to use reinforcement learning to address the discrepancy between the training and the testing objectives for image captioning (Rennie et al., 2017) . The first work of training RNN-based sequence model with policy gradient was proposed by Ranzato et al. (2016) , in which a REINFORCE-based approach was used to calculate the sentence-level reward and a Monte-Carlo technique was employed for training. Similarly, estimates the action value by averaging three roll-out sequences which is the same as Yu et al. (2017) . Instead of using the sentence-level reward in training, Bahdanau et al. (2017) use the token-level reward in temporal difference training for sequence generation. Recently, the self-critical learning approach proposed by (Rennie et al., 2017) utilizes an improved REINFORCE algorithm with a reward obtained by the current model against the baseline, i.e., the inference algorithm.
All these existing researches on image captioning mainly focus on one-stage training (Mao et al., 2014; Rennie et al., 2017) . However, it is challenging to generate a rich description for the image in one stage. Rather than generating image description in one-step, in this paper, we propose a coarse-to-fine model by stacking multiple intermediate sentence decoders and optimizing them with sentence-level evaluation metrics, where the coarse decoder generates the coarse caption and reduces the computational burden for the fine-scale sentence decoders to generate complex and rich image descriptions. Note that our coarse-to-fine concept at high level is similar to the coarse-to-fine reasoning (Kiddon and Domingos, 2011) , while the latter is not for image captioning. Our RL-based supervision for solving the loss-evaluation mismatch problem is related to (Rennie et al., 2017) , while ours is designed for our multi-stage coarse-tofine model and (Rennie et al., 2017) is for the conventional one-stage model.
Methodology
In this paper, we consider the problem of learning to generate image descriptionŶ = {Ŷ 0 , . . . ,Ŷ T −1 } for an image I, whereŶ t ∈ D is the predicted word, D is the dictionary, and T denotes the sequence length. Our algorithm builds a coarse-to-fine model with the same target as those onestage models, but with the additional intermediate layers between the output layer and the input layer. We first train the model by maximizing log-likelihood of each successive target word conditioned on the input image and the gold history of target words Y = {Y 0 , . . . , Y T −1 }, and then optimize the model with sentence-level evaluation metrics. We denote byŶ i , i ∈ {0, · · · , N f } the predicted word sequence of the i-th stage decoder, and N f is the total number of fine stages. As a result, each intermediate sentence decoder predicts the increasingly refined image description, and the prediction of the last decoder is taken as the final image description. Note that we treat stage i = 0 as the coarse decoder, and stages i >= 1 as the fine decoders.
Image Encoding
We first encode the given image I to the spatial image
where k × k is the number of regions, each feature channel V i depicts a region of the image, and d v is the dimension of the feature vector for each region. Specifically, we extract the image features from the final convolutional layer of CNN, and use spatial adaptive average pooling to resize the features to a fixed-size spatial representation of
Coarse-to-Fine Decoding
The overall coarse-to-fine sentence decoder consists of one coarse decoder and a sequence of attention-based fine decoders that repeatedly produce refined attention maps for the prediction of each word based on the cues from the preceding decoder. The first stage of our model is a coarse decoder which predicts coarse description from the global image feature. In the subsequent stages, each stage i ∈ {1, · · · , N f } is a fine decoder which predicts the improved image description based on image features and the outputs of the preceding stage. Particularly, we use the attention weights of the preceding stage to provide the following stage beliefs of regions for word prediction. More formally, we decode the image features in multiple stages, where the predictionŶ i of each stage is a refinement of the predictionŶ i−1 of previous stage. Figure 2 illustrates the coarse-to-fine decoding architecture, where the top row contains one coarse decoder and two stacked attention-based fine decoders under the training mode, and the bottom row shows the fine decoders under its inference mode (greedy decoding) for computing rewards so as to incorporate intermediate supervisions. In the following, we will introduce the adopted coarse decoder, our proposed fine decoder, our proposed stacked attention model and our proposed RL-based process for incorporating intermediate supervisions.
Coarse Decoder. We start by decoding in a coarse search space in the first stage (i = 0), where we learn a coarse decoder with an LSTM network, called LSTM coarse . At each time step t ∈ [0, T − 1], the input to LSTM coarse consists of the previous target word y t−1 , concatenated with the global image feature, and the previous hidden states. The operation of the LSTM coarse can be described as:
where h 0 t−1 and h
We obtain the global image feature f (V) by taking a mean-pooling over the spatial image features as
In the subsequent stages, each fine decoder predicts the wordŶ i t based on the image features V again, and the attention weights α i−1 t and the hidden state h i−1 t from the preceding LSTM. Each fine decoder consists of an LSTM i fine network and an attention model. At each time step t, the input to LSTM i fine consists of the attended image feature, the previous word embedding y t−1 , its previous hidden state h i t−1 , and the updated hidden state h i−1 t from the preceding LSTM. Note that when t = 1, h 0 t is the hidden output of LSTM coarse ; otherwise h i−1 t is the hidden output of the preceding LSTM i−1 fine . Therefore, the updating procedure of LSTM i fine can be written as:
where o i t is the cell output of LSTM i fine , and g(·) is the spatial attention function which feeds attended visual representations as the additional inputs to LSTM i fine at each time step to emphasise the detailed visual information. During the inference, the final output wordŶ t is drawn from D according to the softmax probability:
Stacked Attention Model. As aforementioned, our coarse decoder generates words based on the global image features. However, in many cases, each word is only related to a small region of an image. Using the global image feature for word prediction could lead to sub-optimal results due to the noises introduced from the irrelevant regions for each prediction (Gu et al., 2015) . Therefore, the attention mechanism has been introduced to significantly improve the performance of image captioning. It typically produces a spatial map highlighting image regions relevant to each predicted word. In this research, to extract more fine-grained visual information for word prediction, we adopt a stacked attention model to filter out noises gradually and pinpoint the regions that are highly relevant to the word prediction. In each fine stage i, our attention model operates Formally, for the time step t of stage i, the stacked attention model is defined as:
where α i,n t corresponds to the attention probability of each image region. We compute the attention probability α i,n t as follows:
is the updated hidden state of LSTM i−1 fine , which is added to the aggregated image features to form a new hidden representationh i−1 t . Note that when i = 1, we set α 0 t to zero.
Learning
The coarse-to-fine approach described above results in a deep architecture. Training such a deep network can be prone to the vanishing gradient problem, where the magnitude of gradients decreases in strength when back-propagated through multiple intermediate layers. A natural approach to address this problem is to incorporate supervised training objectives into the intermediate layers. Each stage of the coarse-to-fine sentence decoder is trained to predict the words repeatedly. We first training the network by defining a loss function for each stage i that minimizes the cross-entropy (XE) loss, i.e.,
where the Y t is the ground-truth word, and θ 0:i is the parameters up to the stage-i decoder. By adding the losses at each stage i, we obtain the overall learning objective for the full architecture:
where p θ0:i (Y t | Y 0:t−1 , I) is the output probability of word Y t given by the LTSM i decoder. We share the weights of the models across all time steps. However, training with the loss function of Equation 10 is not sufficient. As mentioned in Section 1, the existing log-likelihood training methods have the problem of the discrepancy between their training and testing modes, where the model is often trained with scheduled sampling, while in testing, greed decoding or beam search is commonly used to get higher scores. Besides, the log-likelihood score of the prediction does not correlate well with the standard evaluation metrics such as BLEU, and CIDEr. Many researchers have explored in the direction of optimizing the image captioning model with the evaluation metrics (e.g., CIDEr in Rennie et al. (2017) ). To optimise the evaluation metrics during each stage, we consider the image caption generation process as a reinforcement learning problem, i.e., given an environment (previous states), we want to get an agent (e.g., RNN, LSTM or GRU) to look at the environment (image features, hidden states, and previous words), and make an action (the prediction of the next word). After generating a complete sentence, the agent will observe a sentence-level reward and update its internal state.
We cast our generative model in the reinforcement learning terminology as in (Ranzato et al., 2016; Rennie et al., 2017) . The LSTM-based decoder of each stage can be viewed as an agent that interacts with the external environment. The policy network parametrized by θ 0:i defines a policy p θ0:i , which receives a state (preceding outputs, internal state of LSTM and image features) and produces an actionỸ i t ∼ p θ0:i which is the prediction of the next word sampled from the LSTM at time step t. Once we have a complete predicted sentenceỸ i , the agent observes a reward r(Ỹ i ) (e.g., CIDEr score) of the sentence. The goal of RL-based training is to minimize the negative expected rewards (punishments) of multi-stages, :
whereỸ i = {Ỹ i 0 , · · · ,Ỹ i T −1 }, andỸ i t is sampled from the stage i at time step t. r(Ỹ i ) is calculated by comparing the generated sentence to the corresponding reference sentences using the standard evaluation metric. Note that we do not consider i = 0 in Equation 11 as the coarse decoder does not has a preceding stage. After that, we calculate the expected gradient using the Monte-Carlo sampleỸ i from p θ0:i as:
To reduce the variance of the gradient estimate in Equation 13, we follow the REINFORCE approach from SCST (Rennie et al., 2017) to approximate Equation 13 as:
where ∆r(Ỹ i ) is the relative reward which can reduce the variance of the gradient estimate. The principal idea of our RL-based coarse-to-fine learning approach is to baseline the REINFORCE algorithm with the reward r(Ŷ i ) obtained in each stage under the inference algorithm at test time, as well as the reward r(Ỹ i−1 ) obtained by its preceding decoder at train time. Particularly, ∆r(Ỹ i ) is defined as:
whereỸ i is a sampled caption of the i-th stage andŶ i is obtained by the conventional greedy decoding. The first term in Equation 15 tends to increase the probability of the samples of stage i that score higher than the results of stage i at test-mode (greedy decoding). In other words, we supress those samples that have the worse scores than the greedy decoding results. The second term increases the probability of the samples from stage i that outperform the samples from stage i − 1, and suppresses the inferior samples.
Experiments
In this section, we first describe the dataset used in our experiments, and then introduce the baseline methods for comparisons and the implementation details followed by the detailed results. We report all the results using MSCOCO caption evaluation tool 1 .
Datasets and Setting
We evaluate the proposed approach on MSCOCO dataset. The dataset contrains 123,000 images, where each image has five reference captions. We follow the setting of (Karpathy and Fei-Fei, 2015) by using 5,000 images for offline validation and 5,000 images for offline testing. 
Baseline Approaches for Comparisons
To gain insight into the effectiveness of our proposed approach, we compare the following models with each other: LSTM and LSTM 3 layers . We implement a one layer LSTM-based image captioning model based on the framework proposed by . We also add two additional LSTM networks after the one layer LSTM model, which is named as LSTM 3 layers . We first train these two models with XE loss, and then optimize the CIDEr metric with SCST (Rennie et al., 2017) . LSTM+ATT Soft and LSTM+ATT Top-Down . We implement two types of visual attention-based image captioning models: the Soft-attention model (LSTM+ATT Soft ) proposed by Xu et al. (2015) and the Top-Down attention model (LSTM+ATT Top-Down ) proposed by Anderson et al. (2017) . We encode the image with ResNet-101 and apply the spatially adaptive pooling to get a fixed-size output of 14 × 14 × 2048. At each time step, the attention model produces an attention mask over the 196 spatial locations. LSTM+ATT Top-Down consists of two LSTM networks, where the first LSTM takes the mean-pooled image feature as input, and the second LSTM predicts the words based on the attended image features and the hidden state of the first LSTM. Similarly, we also train these two models with XE Loss and the RL-based sentencelevel metric (Rennie et al., 2017) .
Stack-Cap and Stack-Cap * . Stack-Cap is our proposed method and Stack-Cap * is a simplified version. In particular, Stack-Cap * incorporates the multiple attention models into LSTM 3 layers . Here we treat the first LSTM as the coarse decoder, and the subsequent two attention-based LSTM networks (N f = 2) as the fine decoders. Stack-Cap has the architecture similar to Stack-Cap * , except that it applies the proposed stacked attention model instead of the independent attention model. We train these two models (Stack-Cap * and Stack-Cap) with the proposed coarse-to-fine (C2F) learning approach.
Implementation Details
In this paper, we set the number of hidden units of each LSTM to 512, the number of hidden units in the attention layer to 512, and the vocabulary size of the word embedding to 9,487. In our implementation, the parameters are randomly initialized except the image CNN, for which we encode the full image with the ResNet-101 pre-trained on ImageNet.
We first train our model under the cross-entropy cost using Adam (Kingma and Ba, 2015) optimizer with an initial learning rate of 4 × 10 −4 and a momentum parameter of 0.9. After that, we run the proposed RL-based approach on the just trained model to be optimized for the CIDEr metric. During this stage, we use Adam with a learning rate 5×10 −5 . After each epoch, we evaluate the model on the validation set and select the model with the best CIDEr score for testing.
During testing, we apply beam search which can increase the performance of greedy decoding. Unlike greedy decoding which keeps only a single hypothesis during decoding, Beam search keeps K > 1 (K = 5 in our experiments) hypotheses that have the highest scores at each time step, and returns the hypothesis with the highest log probability at the end. Quantitative Analysis. In this experiment, we first optimize the models with the standard cross-entropy (XE) loss. We report the performance of our model and the baselines on the Karpathy test split in with the SCST (Rennie et al., 2017) and the performances of two models optimized with the proposed coarse-to-fine (C2F) learning are also reported in Table 2 . We can see that our Stack-Cap model obtains significant gains across all metrics. Online Evaluation. Table 4 reports the performance of our proposed Stack-Cap model trained with the coarse-to-fine learning on the official MSCOCO evaluation server 2 . We can see that our approach achieves very competitive performance, compared to the state-of-the-art. Note that the results of SCST:Att2in (Ens. 4) are achieved by the ensemble of four models, while our results are generated by the single model. 
Qualitative Analysis
To demonstrate that using the proposed coarse-to-fine approach can generate better image descriptions stage-by-stage that correlate well with the adaptively attended regions, we visualize the spatial attention weight for word in the generated captions. We upsample the attention weights by a factor of 16 and apply a Gaussian filter to make it the same size as the input image, and stack all the upsamped spatial attention maps into the original input image. Figure 3 shows some generated captions. By reasoning via multiple attention layers progressively, the Stack-Cap model can gradually filter out noises and pinpoint the regions that are highly relevant to the current word prediction. We can find that our Stack-Cap model learns alignments that correspond strongly with human intuition. Taking the first image as an example, compared with the caption generated in the coarse stage, the first refined caption generated by the first fine decoder contains "dog", and the second fine decoder not only produces "dog", but also identifies "umbrella".
Besides, our approach can generate more descriptive sentences. For example, the attention visualizations of the jets image show that the Stack-Cap model can query the relationship of those "jets" as well as the long trail of smoke behind them, as there are strong attention weights that encompass this salient region. This, together with other examples, suggests that the stacked attention can more effectively explore the visual information for sequence prediction. In other words, our approach via the stacked attention can consider visual information in the image from coarse to fine, aligning well with the human visual system, where we usually use a coarse-to-fine procedure to understand pictures.
Conclusion
In this paper, we have presented a coarse-to-fine image captioning model which utilizes a stacked visual attention model in conjunction with multiple LSTM networks to achieve better image descriptions. Unlike the conventional one-stage models, our approach allows generating captions from coarse to fine, which we found to be very beneficial for image captioning. Our model achieves comparable performance with the state-of-the-art approach using ensemble on the online MSCOCO test server. Future research directions include integrating extra attributes learning into image captioning, and incorporating beam search into the training procedure.
