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Abstract
Thesis title: On some aspects of quantitative risk management: theoretical
and empirical implications for agricultural goods
Author: Meng (Simon) WANG
To the best of our knowledge there are only a few papers on the area of
quantitative risk management that is applied to agricultural markets. This
thesis aims to fill this gap by studying different aspects of the agricultural
data sets within three main chapters.
In the first part (Chapter 2), we focus our attention to agricultural insur-
ances that hedge against the losses from freezing temperature and frost.
Our approach is to define a model of harvest losses based on temperature
and as a result design and price different type of frost insurances. The
results of this part are examined on the real data from San Joaquin in
California, US.
In the second part (Chapter 3), we have studied the Hurst exponent, by in-
troducing a new method to estimate it. Then we applied the new method
to the commodity data set. The results show that commodities can be
differentiated by their Hurst value to agricultural and non-agricultural
goods. This shows the agricultural goods have different time series char-
acteristics (i.e., in terms of long memory) and the way they need to be
hedged are different than non-agricultural goods.
In the third part (Chapter 4), we have studied the insurance markets
on the UK agricultural price indexes. We look at the two sides of the
market, demand side and supply side, and see if such an insurance market
can be run in the UK. We assumed that the demand side (the farmers)
are simply risk minimizers and the supply side (investors and insurance
companies) are profit maximizers. First we design an optimal contract
from the farmers point of view, and then we show how a portfolio of
optimal insurance contracts can benefit insurance companies. The data
of the UK agricultural index prices show that returns from this market is
comparable to FTSE portfolios.
In the last chapter we provide some new insights for further research in
the future.
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Chapter 1
Introduction
This is a thesis on some aspects of risks management applied to agricultural markets.
We shall see how applied mathematics helps with risk analysis, as well as the delivery
of several models that can be applied in the industry for practical usages. Three
main chapters on slightly different topics will be presented in this work, and we shall
provide our humble understanding of these fields.
Before we start with the main chapters, this chapter will be dedicated to provide
the necessary backgrounds and terminologies, so the readers may have the same
understanding when different terms are used and referenced in the thesis.
When we talk about how applied mathematics can help with risk management in
insurance, essentially, we are talking about the creation, exploration and use of the
data sets, algorithms, models and data analyses.
More specifically, in almost all real problem settings, one usually starts with a data
set. Attention needs to be paid to the frequency, volatility, stationary and memory-
ness of the individual data sets as well as parallel time series that provide information
and define the fundamental problems [25, 33]. The characteristics of these data act as
filters in the selection and creation of potential algorithms and models. For example,
in cases where long-memory processes present, using a traditional Auto-Regressive-
Moving-Average (ARMA) model will not be adequate; instead, Long-Range Depend-
ence (LRD) models should be employed (Chapter 3).
Theoretical results usually require assumptions to work and to make them useful
in the real world. Thus, the modelling of risks is yet another issue that can harm our
attempt to introduce the correct models. This is why we need analysis - the bridge
between a real problem that need to be solved, and the theoretical mathematical
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solutions that have been developed behind it. Analyses explain the purpose of the
current study, demonstrates how well the models work, and what still needs to be
done.
In the following, the structure of each chapter follows the same process as above:
from the real data to a proposed model, and from mathematics to real applications.
We shall see in Chapter 2, a method is proposed and tested to price insurance con-
tracts when claims or loss data are not directly available. In Chapter 3, we will
discuss how to introduce a recursive parameter estimation method on long memory
process. Lastly, in Chapter 4, we discuss how to price and find the optimal con-
tracts for an insurance contract with regarding the demand and supply side. All the
chapters are based on real-data calibrations and the results are directly applicable to
risk management businesses.
2
1.1 Definition and properties for risks
Risk is a complicated concept that can be interpreted in different ways. In this
thesis, we are more interested in measuring (or assessing) the (negative) impact of
uncertainties about an event; this is ‘risk’. While the uncertainties about an event
is objective and is only concerned with the modelling, risk assessment can be totally
subjective and depends on the agents’ risk aversion level. In this thesis, the risks that
we are going to talk about are mainly financial risks, i.e. the profits or losses that
are quantifiable along with financial contracts. Before we provide any mathematical
definition of risk, we provide the following example for a clearer understanding of this
concept.
Example 1. Assume for Cattle price index. One wants to issue a financial contract
on it. The contract payoff is calculated at maturity for the difference between market
price (S) and settlement price (K). Figure 1.1.1 and Table 1.1.1 demonstrate the
historical performances for Cattle price index and its statistical properties. As one
can see, the empirical data that is very volatile and showing no easily recognisable
pattern.
2005 2007 2009 2011 2013 2015 2017
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Figure 1.1.1: Historical Deadweight Cattle performance
Assume that the financial product is a rolling contract that settles on the monthly
price differences and the contract holder will gain from price rises and suffer from price
drops. If the trading is happening every month for over the past 138 months (note,
the last month’s contract cannot be closed without new market data), we denote the
3
Deadweight Cattle Price Cattle Price Difference
Count 139.00 138
Mean 302.00 1.27
Std 58.68 6.93
min 192.10 -18.88
25% 268.70 -2.75
50% 319.30 0.96
75% 349.81 5.90
max 400.80 27.45
Table 1.1.1: Statistical summary for Deadweight Cattle data
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Figure 1.1.2: Historical Deadweight Cattle monthly price differences
trader’s payoff by Pt, and clearly Pt = St−Kt = St−St−1, where t is the months and
takes integers from 2 to 139. Figure 1.1.2 shows the historical payoffs for the same
Cattle data. As one can see, the shape and pattern of the payoff Pt are significantly
different from the index price data St. Table 1.1.1 provides a more detailed view on
the trader’s historical positions. The mean value and 50% percentile in Table 1.1.1
show that the trader is making profits for most of the time, and, in the long run,
the huge volatility indicates the large uncertainties are involved in the trading of this
product.
Thus, we use the word ’risks’ in financial frameworks to indicate the potential of
gains or losses in positions (note, risks refer not only to losses, but also applies to
profits).
Furthermore, we can simply look at different quantities as a way to measure the
risk of the difference in the prices (see Table 1.1.2). Actually different quantities can
4
represent different risk aversion attitudes towards risk.
Percentiles 90.5 92.5 95.5 96.5 97.5 99.5
VaR values 9.60 10.37 13.00 13.74 15.16 25.36
Table 1.1.2: Quantities for monthly Cattle price losses
In summary, if one could build a probability measure on scenarios, we could focus
on the resulting distribution of S and try to measure the risk in terms of moments or
quantiles from a probabilistic model. However, a classical measure of risk such as the
variance does not usually capture the basic asymmetry in the financial interpretation
of S where it could be only the downside or upside that matters. Thus, one will need
measures like Value at Risk (VaR) to take into account risk on one side tail of the
distribution.
This thesis will be focus on risks with financial senses, there are different types
risks in this area namely: asset-backed risk, credit risk, foreign exchange risk, liquidity
risks, market risk, operational risk, model risk and etc. In the following sections,
when we refer to ‘risk’, we refer to the potential quantifiable events that may lead
the contract holder or issuer or both to a bad position or to a scenario that can cause
financial losses.
As indicated in the example, due to the underlying market uncertainty, for any
position holder, it is natural to ask the following questions.
Question 1. How to measure the financial risks (particular the downside ones) for
some risk exposure?
(Note that, profit and loss are not good indicators for risk, e.g., the same £18.88
loss in Cattle price or Apple’s stock means two different things.)
Question 2. If a financial downside risk is anticipated, what are the tools one can
use to control losses?
(This is important due to the uncertainty of the market or unfortunate events.)
Question 3. If a certain financial risk is identified, how can one price the protection
cost for such a risk?
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(i.e., what is the cost of the protection against potential risks, and what types of
protection can I expect?)
Question 4. Can financial risks being forecast if one can simulate events that have
long memories?
(For instance, in the previous example uses historical data, what risk event will
happen beyond historical data?)
Question 5. Can financial risks be reduced by studying the supply and demand of the
underlying markets?
(i.e., when designing financial contracts, can we put demand and supply into
considerations and try to minimise risks beforehand?)
We shall provide our answers to these questions in the following chapters. The rest
of this chapter provides a review of some of the necessary concepts that we will use
later, and we try to answer Question 1 and 2. Section 1.2 discusses the risk measures,
their mathematical definitions and their implications. Section 1.3 introduces the
formal definitions of insurance and reinsurance contracts, different protection types
and traditional pricing methods. Section 1.4 presents several modelling techniques
as well as a short analysis of different models and parameter estimations. All these
sections come with examples for clearer interpretations. Section 1.5 summarises the
data sets we used in the thesis. Lastly, we list our contributions and further potential
developments in section 1.6. Following this chapter, Question 2 and 3 will be discussed
using a financial mathematics method developed in pricing frost insurances in Chapter
2. In Chapter 3, we focus on answering Question 4 by introducing a new parameter
estimation method, where a more general time series model is used to model long-
range dependency. Question 3 and 5 are studied again in Chapter 4, where a more
general framework on minimising the risk is proposed, and the prices of contracts are
drawn from market data.
6
1.2 Risk measures
Following [35], we consider a probability space (Ω, F , P ). Here Ω is the set of scen-
arios, F is a σ-field of the subsets of Ω, called the set of events and P is a probability
measure. We denote the set of all random variables on Ω by L0(Ω) = L0. For any
X ∈ L0 the cumulative distribution function (CDF) and probability density function
(PDF) of X are denoted by FX and fX , respectively.
To answer Question 1, we go back to the first example to see what the statistical
characteristics of risk looks like and how we can measure it effectively. In order to
make different underlying assets directly comparable for risk management, profit or
loss (price differences) rather than price itself are usually used. Also, to provide better
modelling results and to meet model assumptions, we will use differences (St−St−1),
returns (
St − St−1
St−1
) and log returns (lnSt − lnSt−1 = ln( St
St−1
) ), see [33] for details.
Figure 1.2.1 shows the histogram for Cattle data in Example 1 when four different
measurements (price itself, price difference, return and long returns) are applied to
the price data.
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Figure 1.2.1: Cattle price histograms
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It is straightforward to observe the risk exposures from the histograms, the per-
centage of losses and the probability of the events. However, comparing the histo-
grams may not necessarily be a good idea, particularly in cases where only negat-
ive risks or the tail events (due to insufficient data) are of interest. Thus, a single
number that can summarise the risk can be very useful in a risk management frame-
work. Straightforward choices are different moments from the sample data or the
empirical densities, i.e. mean, variances, kurtosis, skewness etc. Beside moments, to
deal with the asymmetry, some common risk measures including VaR (value-at-risk),
CVaR(expected-shortfall, conditional value-at-risk) are also useful. However, given
different purposes, a more general definition for the measures is summarised below
from [2, 7] and [71].
Definition 1. Let us consider D ⊂ L0 consists of all loss variables. A risk measure
ρ (premium) is defined as a non-decreasing mapping from D to the real numbers R
that ρ (0) = 0.
A risk measure can have one or few properties from the following list
1. Positive homogeneity of degree one i.e., ρ(λX) = λρ(X),∀λ ≥ 0, X ∈ L0.
2. Cash in-variance i.e., ρ(X + c) = ρ(X) + cρ(1).
3. Monotonicity i.e., ρ (X) ≤ ρ (Y ) , for any two X ≤ Y in D;
4. Law invariance i.e., ρ (X) = ρ (Y ) if FX = FY .
5. Co-monotone additivity i.e., ρ(X + Y ) = ρ(X) + ρ(Y ), for any two non-
decreasing real functions f, g and a random variable Z such that X = f(Z)
and Y = g(Z).
6. Continuity from above i.e., if Xn ↓ X a.s., then ρ (Xn) ↓ ρ (X).
7. Continuity in probability if Xn → X in probability, then ρ (Xn)→ ρ (X).
8. Continuity in Lp i.e., if Xn → X in Lp, then ρ (Xn)→ ρ (X).
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In many applications, we need to put more emphasis on particular events; for
instance, we need to assign larger weights to larger losses (we need to be more pess-
imistic). In the following we introduce Distortion Risk Measures from [32] and[110].
Distortion Risk Measures adjusts risk values by reassigning weights to the density of
a loss variable.
Definition 2. A distortion function g is a non-decreasing function from [0, 1] to [0, 1]
such that g(0) = 0, g(1) = 1, and a distortion risk measure (premium) associated
with g is defined as follows
pig(X) =
∫ ∞
0
g(F¯X(x))dx, (1.2.1)
where F¯X(x) = 1− FX(x) is the survival function of X ∈ L0.
For example, Value at Risk (VaRα) is a popular example of distortion risk measure
with a distortion function
g(x) =
{
0 0 ≤ x < 1− α
1 1− α ≤ x ≤ 1 ,
where α ∈ (0, 1) is the confidence level. Therefore, as shown in Figure 1.2.2, VaR is
defined as
VaRα(X) = inf{u ∈ R : P(X > u) ≤ 1− α}
= inf{u ∈ R : FX(u) ≥ α}.
. (1.2.2)
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Figure 1.2.2: VaR and distortion measures in a premium sense, when α = 0.1 and
N (5, 2) is followed.
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Conditional Value at Risk (CVaR), whose distortion function is given by
gCVaRα(t) =
t
1− α1[0,1−α](t) + 1[1−α,1](t),
is another popular risk premium that can also be represented in terms of VaR as
follows
CVaRα(X) =
1
1− α
∫ 1
α
VaRt(X)dt. (1.2.3)
Finally, the Wang premium function (see [110] and [111]) is introduced by the follow-
ing distortion function known as Wang’s transformation
gβ(x) = Φ(Φ
−1(x) + β), (1.2.4)
where β ∈ R is a real number and Φ is the CDF of the standard normal distribution
with mean equal to zero and standard deviation equal to one. The parameter β is
proportional to the market price of risk, meaning that it measures a reward paid for
holding a risky position. That is why the larger the β, the larger the market price of
risk will be.
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1.3 Insurance and reinsurance
Once risk is directly measurable and can be quantified by using a risk measure,
Question 2 becomes much easier to answer. As a result, we can think of transferring
risk to another party by introducing insurance and reinsurance contracts. In this
section we briefly discuss insurances and reinsurances.
Numerous tools exist for risk protection and hedging, see [92], [6] and [84] for
details. For example, one can construct a portfolio in the market that has negative
correlations with the risk exposure and hedges the risk purely using financial math-
ematics methods, or one can introduce derivatives and insurances to transfer the risk
(like call and put options). While derivatives are not (or cannot be) available for all
types of risks, insurances can always be considered as a common risk protection tool
in the real world. For example, for agriculture goods, the main product traded in
the current derivative markets in the UK and Europe are Wheat and Rapeseed oil
futures where these derivative markets need very high entrancing barriers in terms of
required funds and follow a very strict regulation. It is almost impossible for regular
farmers to protect their losses in these markets for their own goods. Thus, insurances
become a necessary risk protection tool to protect against financial losses.
Following [31], insurance here is a form of risk management primarily used to
hedge against the losses. Recall that, in the previous example, we have a market
price denoted as St, a settlement price Kt. Assume instead of trading on the Cattle
price market, a Cattle farmer wants to hedge against price changes with an insurance
policy. That is one example. The other example can be damages to the real harvest
where we introduce insurance on the yield denoted by Yt. In general, we denote
the loss variable with Xt to denote the loss from prices, indexes, yield or any other
variable related to agricultural goods.
Definition 3. Let fin denotes an insurance policy writes on some risk variable Xt
at time t, the policy also has a settlement value K. t ∈ [0, T ] is the index for
time, and T is the contract length. An insurance contract to protect against falls
(prices, yield, revenue etc.) promises to pay the policy holder the amount of fin(Xt)
= ΣT0max(0, K −Xt) at the end or any time during the contract period [0, T ] for a
protect fee of p. We usually call p the premium of the insurance.
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For the same reason, those who issue insurances, called underwriters or insurance
companies, also need protections for their risk exposures; thus, we call these types
of insurance contracts reinsurance. Reinsurance is insurance that is purchased by an
insurance company from other insurance companies directly or through a broker as a
risk management tool, see [26] for details.
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Figure 1.3.1: Demonstration on insurable risks
Example 2. For instance, following Example 1, let us assume an underwrite writes
a monthly insurance on Cattle prices based on our indices. The settlement price is
monthly adjusted with a linear forecast model as the red line shows in Figure 1.1.2.
The insurer agrees to pay the policy holder the price difference in the case that there
is a price drop every month. The negative blue area plot indicates the insurer’s risks,
thus the policy holder’s claims. If the contract is not a monthly contract but a yearly,
then, the settlements will be the accumulated values for the 12 months. Such an
insurance contract protects the policyholder’s risks for price falls.
In other cases, if the underwriter or the policyholder needs no full protection
for all risk exposures, three difference policies are created: Quota-share insurance,
Stop-loss insurance and Excess-of-loss insurance. Note, the same names also apply to
reinsurance contracts, and, in this section, we shall only give definitions for protections
over drops in value (e.g., following Example 1 for clarity and see [27] for details of
definitions).
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Definition 4. A Quota-share reinsurance is a type of insurance where only a certain
percentage of claims will be covered by the underwriter. Denote fquota as the final
total settlement of a Quote-share insurance for the protection of price drops, then
fquota(K, t) =
T∑
t=0
αmax(0, K −Xt)
where α ∈ R is the Quota-share ratio, K is the settlement value, Xt is the loss variable
at t ∈ [0, T ] for maturity T ∈ R.
Definition 5. Stop-loss reinsurance is where the accumulated settlement is only paid
from a certain level to a certain level; such a contract is designed to eliminate the risk
of huge accumulated risks. Denote fstop as the final total settlement of a Stop-loss
policy protecting values drops, then
fstop(K, t) =

0,
∑T
0 (K −Xt) < BL∑T
t=0(K −Xt), BL 6
∑T
t=0(K −Xt) 6 BU∑T
t=0(K −Xt),
∑T
t=0(K −Xt) > BU
where BL, BU ∈ R and BU > BL > 0 are the Stop-loss barriers or retention levels,
K is the settlement value, Xt is the loss variable at t ∈ [0, T ] for maturity T ∈ R.
Definition 6. Excess-of-loss reinsurance is just when stop-loss insurance applies to
individual claims rather than the accumulated ones. Define fxl as the cumulative
settlement of an Excess-of-loss insurance at the end of the contract to hedge against
price drops, then
fxl(K, t) =
T∑
t=0
(max(0, CU −Xt)−max(0, CL −Xt))
where CL, CU ∈ R and CU > CL > 0 are retention levels for individual claims, K
is the settlement value, Xt is the loss variable at t ∈ [0, T ] for maturity T ∈ R.
Note, if the insure is only taking one claim for the whole period of a contract,
then the Stop-loss policy is equivalent to the Excess-of-loss policy.
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Before, we start the data modelling, we provide an initial attempt to answer
Question 3, by pricing insurance contracts and finding the optimal retention levels.
An insurance contact has to reflect the fair premium price of a risk transformation
tool. Traditionally, the price of an insurance contract is based on the amount of
the risks that the insurer is going to take. If no historical claim data are available, a
careful study of the underlying market is necessary. In Chapters 2 and 4, two different
pricing methods are proposed, one by considering the basis risk embedded in the frost
events and one based on market price indexes respectively.
For the completeness of the thesis, we provide a common practice on insurance
pricing here. In the industry, in general the price of an insurance contract is given
by a risk premium principle of the potential claims. This value can be adjusted
by another loss factor regarding the catastrophic event evaluation and safety loading.
The expected premium rule is used in our example here; the expected premium rule is
simply the expected values of potential claims. We also assume there is no adjustment
needed for insurance prices due to rare or catastrophic events.
Recall the price differences in Figure 1.1.2, for a monthly insurance that protects
price falls and can only be exercised once. We denote claims by Pt. Following the
previous notations, one can have Pt = max(0, Kt − St) where Kt is the linear fitting
values and St is the underlying asset prices. Define the negative claims ratio as:
rP (t) =
Pt
St−1
=
max(0, Kt − St)
St−1
.
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Figure 1.3.2: Negative claims ratios
Figure 1.3.2 shows the negative claims ratios in stem lines. Then the price of the
insurance policy following expected premium rule is defined as
p =
T∑
t=0
rp(t)
T
In this case, p = 7.37% for the plain insurance contract with no catastrophic event
nor safety loading added.
15
1.4 Modelling and forecasting
Recall Figure 1.2.1, where we plot the histograms for different price changes, one can
see, the density of the risk exposures provides us almost all the information one can
observer from the data. However, modelling is an inevitable practice, since the data
on its own cannot answer all the questions we have. For instance, any risk measure
that we introduce summarises the density into a single number by taking a moment,
or looking at a specific area, or changing the shape of the density. This is in principle
impossible without fitting a good model to the real data. In this thesis, we talk about
Question 4 for three reasons: first of all, modelling data can provide us with more
mathematical flexibility to capture and mimic the data behaviours that are not within
the empirical data; second, for problems with very limited raw data sets, modelling
can solve the problem to certain degree that most of the common risk management
tools will become useful, third we can use calibrated model to forecast future events
and distinguish statistical or even economical properties between different products.
We shall give a short introduction of modelling, looking at the statistical prop-
erties that we need in this thesis. Most of the models we use fall into the category
of stochastic models. To be consistent with the literature, we separate them into
stochastic and time series models.
1.4.1 Stochastic models
Stochastic processes have been studied from the late 19th century for better under-
standing financial markets and the Brownian motions. [105] firstly described the
mathematics behind a Brownian motion with the method of least square. Then,
Bachellier (see [9]) presented a stochastic analysis of the stock markets in his PhD
thesis. Einstein [34] subsequently presented a way to indirectly demonstrate the exist-
ence of molecules, describing the fundamentals of a stochastic model. As we discussed
earlier, stochastic models have been developed in the last few decades for pricing fin-
ancial derivatives, and they are an essential part of modelling financial markets.
A stochastic process W (t) is called a standard Brownian motion (also called a
Wiener process) if it satisfies:
1. W (0) = 0, almost surely;
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2. W (t) has independent increments;
3. W (t)−W (s) ∼ N(0, t− s) , 0 ≤ s ≤ t.
4. W (t) is pathwise continuous i.e., for any ω ∈ Ω, t 7→ W (t, ω) is continuous in t.
One of the fundamental models we shall use later is the Geometric Brownian Motion
(GBM). GBM is used to model stock prices in the Black-Scholes model and is the
most widely used underlying model to capture stock price behaviour (see, [49]). To
be specific, a GBM is a continuous-time stochastic process in which the logarithm of
the randomly varying quantity follows a Brownian motion with drift. A stochastic
process St is said to follow a GBM if it satisfies the following stochastic differential
equation:
dSt = µStdt+ σStdWt
where Wt is a Brownian motion, drift µ and volatility σ are constants.
Following the GBM, the second contentious time stochastic model is the Black-
Scholes model published by [13]. It is the most widely used model for estimating the
price of European vanilla options. The model relies on the following assumptions:
1. The rate of return on the risk-less asset is constant;
2. The instantaneous log return of stock price is followed by GBM;
3. Stock does not pay a dividend;
4. There is no arbitrage opportunity in the market;
5. It is possible to borrow and lend any amount of cash at the risk-less rate, as
well as buy and sell any amount of the stock;
6. No taxes and transactions cost included.
7. There is no limit to the scale.
The price of European call options, with strike K and maturity T can calculated
by the Black–Scholes formula:
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C(S, t) = N(d1)S0 −N(d2)Ke−r(T−t)
d1 =
ln(S0/K) + (r + σ
2/2)(T − t)
σ
√
T − t
d2 = d1 − σ
√
T − t
The price of a corresponding put option based on put–call parity is:
P (S, t) = N(−d2)Ke−r(T−t) −N(−d1)S
However, the Black–Scholes formula still has limitations. [19] found some evidence
of inaccurate pricing by using the modified Black-Scholes model and option pricing
model to study prices of European currency options traded in Geneva. As mentioned
by [64], it appears that the rate of return on common stock can be treated as inde-
pendent of the strike price and time to maturity, and follows a normal population with
presumably constant mean but changing variance, a similar problem also realised by
[56]. From the theory of volatility smiles and volatility term structure, [63] shows
that the implied volatility is generally lower for at-the-money options but higher for
out-of-the money and in-the-money options. In such cases, the stochastic feature of
interest rates should not be ignored.
1.4.2 Time series model
Another class of the stochastic models in discrete time is the time series models. A
time series is a sequence of data points over a time interval. Many sets of data are time
series, such as daily stock price, monthly house price, yearly global temperature and
the Cattle price index in Example 1. The impact of time series analysis on scientific
applications, particularly in the field of economic and finance, as well as in physics
and biology, has revolutionised the way people handle a sequence of data sets.
The primary objective of time series analysis is to develop mathematical models
that provide proper descriptions of the sample data. Denote the value of a time series
at t by yt where t ∈ (−∞, ∞). Note t is typically discrete and varies over the integers.
yt−1 indicates the value of y in the previous period and is called the first lag. One
can introduce lag by considering the lag operator B where yt−1 = B(yt). Simply Bj
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is the lag operator for iterated j times i.e., for its jth lag, we have yt−j = Bj(yt), and
the value of y that is h period ahead is denoted by yt+h = B−h(yt).
On the time-domain approach, as the landmark work of [16], develops a systematic
class of models called ARMA models to explain the dependent structure of the current
value on past values.
Definition 7. An ARMA process is defined as a combination of the auto-regressive
process (of order p) and moving average process (of order q):
Yt = δ + φ1Yt−1 + φ2Yt−2 + · · ·+ φpYt−p + εt + θ1εt−1 + θ2εt−2 + · · ·+ θqεt−q
where εt is white noise process of random variables that are independent and identic-
ally distributed as:
εt
iid∼ N (0, σ2)
written in lag operator form gives:
(1− φ1B − φ2B2 − · · · − φpBp)Yt = δ + (1 + θ1B + θ2B2 + · · ·+ θqBq)εt
or
φ(B)(Yt − µ) = θ(B)εt
where µ is the unconditional mean that
µ = δ/(1− φ1 − φ2 − · · · − φp)
and φ(B) and θ(B) are called lag polynomials such that
φ(B) = (1− φ1B − φ2B2 − · · · − φpBp)
θ(B) = (1 + θ1B + θ2B
2 + · · ·+ θqBq)
Definition 8. The ARMA process is stationary if the roots of
1− φ1z − φ2z2 − · · · − φpzp = 0
are outside the unit circle; then, we can obtain:
Yt = µ+ ψ(B)εt
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where
ψ(B) =
(1 + θ1B + θ2B
2 + · · ·+ θqBq)
(1− φ1B − φ2B2 − · · · − φpBp) ,
∞∑
j=0
|ψj| <∞
and ψj is the polynomial for the infinite-order moving average representation of the
ARMA process, see [43] for details.
To simplify the model, in the following we assume that the mean value µ = 0. In
cases where the AR component of the process Yt has a unit root, i.e. z = 1, and all
other characteristic roots are outside the unit circle, we can write the non-stationary
process Yt as
φ(B)Yt = φ
∗(B)(1−B)Yt = θ(B)εt
then
φ∗(B)∆Yt = θ(B)εt
Since all the roots of φ∗(z) = 0 are outside the unit circle, the polynomial of φ∗(B)
is invertible; then, the first difference of the process ∆Yt = Yt− Yt−1 is stationary. In
such a case, the process for Yt is said to be first difference stationary, or difference
stationary.
If a process Yt has one and only one unit root, and becomes stationary after first
differencing, it is said to be integrated of order one, denoted by I(1). Moreover,
Definition 9. If process Yt’s first difference ∆Yt is described by a stationary ARMA(p,q)
process, then process of Yt called the Auto-regressive Integrated Moving Average (AR-
IMA) process of order p, 1, q, denoted by ARIMA (p,1,q).
In general, for an ARMA(p,q) model:
φ(B)Yt = θ(B)εt
If the process has d unit roots, and become stationary after taking dth difference,
then Yt is said to be integrated of order d.
φ∗(B)∆dYt = θ(B)εt
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Thus, a non-stationary ARMA(p,q) model with d unit roots is equivalent to an
ARIMA(p-d,d,q) model for Yt, and can be rewritten as:
∆dYt =
θ(B)
φ∗(B)
t
The ARIMA process has been widely used for modelling and prediction purposes.
For instance, [72] used the ARIMA model for baseline building blocks for impact
assessment, forecasting, and causal modelling. [43] proposed this type of model for
demonstrating changes in regimes based on U.S. real GNP data, which can used as
an objective criterion for measuring U.S. economic cycles.
We shall introduce the Autoregressive Fractionally Integrated Moving Average
(ARFIMA) from [40] in Chapter 3, compare to ARIMA modelsm, ARFIMA model
can better modelling long-memory time series processes.
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1.5 Problems descriptions
1.5.1 Frost losses and insurances
Chapter 2 introduces a possible solution to Question 3 by introducing a quantitative
risk management method to manage the risk of frost losses (see [8]). Agricultural
insurance is a type of risk managerial tool used by farmers to hedge against agricul-
tural losses. The main risks in the agricultural industry are price risk and production
risk. While the former is caused by price volatility due to mismatches between de-
mand and supply, the latter is usually caused by adverse natural events. According
to [51], agricultural insurances can be classified into three major groups: Indemnity-
Based Agricultural Insurances, where the losses are the main factors for the claims;
Index-based Agricultural Insurances, where the claims are based on some indexes;
and Crop Revenue/Yield or Crop Insurances, that guarantee a certain level of return
to the commodity prices. For further reading on agricultural insurances, please see
[65], [115], [116], [77], [48], and [14].
Even though the well-established concept of frost insurance has extensively been
used in practice, there are only a few papers in the literature focusing on this. For
instance, [59] developed a temperature insurance scheme as an alternative to direct
frost damage insurance, [90] addressed the damage from frost and other weather
disruptors, focusing on risk transfers rather than studying the frost insurances, and
[89] studied the risk management instruments for frost irrigation and hail nets. On the
other hand, since frost is an event caused by low temperature, the other most relevant
literature on frost insurances concerns weather index-based insurances. Starting by
[106], the author argues that, even though the weather derivatives can be used as
a form of agricultural insurances, location specifications should be adopted in their
pricing. [30] show the efficiency of temperature-humidity index insurance, whereas
in [29] the authors evaluated three index-based crop insurance contracts in the same
area. In [108], a web-based computer program is designed to evaluate weather risk.
The demand for weather-based insurance policies for rural areas is studied in [76].
While [58] compared the efficiency of various weather indexes, [103] compared different
methods for pricing weather derivatives based on growing degree-days. In addition,
studies on systemic risk in index-based crop insurances in an equilibrium pricing
framework can be found in [17] and [94].
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Nonetheless, we see an extremely small amount of information on the report for
frost damages; the only reliable data source we have is the Florida citrus freeze fact
sheet from Florida Citrus Mutual. For an event that happens once over the last ten
years and three times in the last twenty years in this area, the traditional risk-oriented
pricing method does not work well due to a lack of observable data points. Thus, a
creation of a quantitative method is needed here to find the fair price of protection.
The main challenges in modelling a frost-loss variable based on temperature are,
first, the losses are a non-linear function of temperature, and, second, crops can
resist the first few hours of freezing temperature. In Chapter 2, a universal frost
damage model based on temperature, regardless of any frost protective method, is
proposed. The model bases its fundamentals on a loss function introduced by [109]
and a temperature loss magnitude model by [99].
After characterising a model for our loss variable by finding its cumulative distri-
bution function, we use distortion risk premiums to price a contract that does not
raise the risk of moral hazard. Distortion risk premiums are readily used for pricing
insurance and reinsurance contracts in the literature of actuarial science; see [21],
[78] and [3] for reference. In particular, [78] used some distortion risk premiums for
designing and pricing optimal reinsurance on agricultural goods.
Meanwhile, the risk of moral hazard is one of the most important issues discussed
in pricing agricultural insurances. It occurs when the risk of losses is not felt by one
of the parties, either the farmer or the insurance company. We benefit from a method
in the corresponding literature that removes the risk of moral hazard by considering
that contracts are non-decreasing functions of the total risk. A particular example of
such contracts is a two-layer stop-loss policy that is introduced and used in Chapter
2.
The prices of two-layer stop-loss policies on frost losses for the citrus fruits will be
studied, using Value at Risk, Conditional Value at Risk and Wang’s premium based
on a data set from San Joaquin Drainage, California (Figure 1.5.1).
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Figure 1.5.1: Satellite photo for San Joaquin(Wah ’Keen) in CA, US (source: Google
Earth)
1.5.2 Modelling long memories1
Question 4 can be partially answered by using traditional time series model including
the short memory ARIMA processes. However, in our study of real commodity data,
we find the Box-Jenkins method on the selection of ARIMA model does not work very
well. This is partially due to the limited capacity for the ARIMA model to capture
the long memory property of the underlying time series. Figure 1.5.2 shows the auto-
correlation function and partial auto-correlation function for the Cattle index (from
example 1, the first difference is taken to reach stationarity) sample to the lag of
50. One can see, both correlations failed to converge to 5 critical levels indicated by
the blue lines. Figure 3.3.7 shows such a problem exists in most of the products we
studied.
1This section focuses on the problem introduced in Chapter 3
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Figure 1.5.2: Sample auto-correlation and partial auto-correlation plots for Cattle
index data after first difference
Indeed, LRD or long memory is an important phenomenon in finance and economic
time series, see [61] and [88]. Until suitable stochastic processes became available in
the literature, deviations from the independence assumption were considered far bey-
ond usual modelling practices. However, ground-breaking work by Mandelbrot (and
his colleagues) in introducing “fractals” and ‘self-similarity’ changed the paradigm,
[66, 70, 69], essentially developing a new branch of mathematics for studying LRD,
particularly based on scaling and fractal behaviour (see [67]).
Long-range dependent processes are characterised by a time series’ auto-covariance
function. In a LRD processes, the decay of the auto-covariance function follows a
power law, decaying slower than the normal exponential function which has a shorter
memory. Most of the long-range dependence definitions can be found in the literature
based on the second-order properties of a stochastic process. This is mainly due to the
fact that the second-order properties are conceptually simpler and easier to estimate.
A standard definition of linear dependence structures is given as in [12].
An elegant way to study LRD is to estimate the Hurst exponent which measures
the persistence or mean reversion of a time series. There are many obstacles to using
the Hurst exponent in studying LRD processes. For instance, in estimating the Hurst
exponent, there are a few assumptions that one needs to make on the distribution
of the underlying time series without which the existing estimation methods of the
Hurst exponent are usually unstable. In order to overcome this problem, in Chapter
3, by adopting an iterative convergence approach, we develop a new Hurst coefficient
estimator, which is more reliable than the existing methods in the literature and test
them on simulated data. Then, we use this method to estimate the Hurst exponent
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of the commodity data where we observe that under certain measures, Hurst values
distinguish agriculture and non-agricultural products.
1.5.3 Feasibility analysis for a new type of agriculture insur-
ance
In Chapter 4, we will analyse the feasibility of a new type of price-based agriculture
insurance in the UK agricultural markets.
According to the United States Department of Agriculture2, five factors are de-
scribed as general risks for the farming businesses.
Production risks from weather, diseases, pests and other production related factors
are fundamental risks for the farmers. As we will discuss in Chapter 2, this type of
risk can be avoided by physical protections applied to the production process, or
compensated by the purchasing of Crop insurance, a type of risk management tool to
protect farmers against production risks for agricultural commodities, see [44, 52, 93]
and two papers from Miranda [73, 74] for details.
Marketing Risk and Financial Risk are listed as the second- and third-most im-
portant risks for agriculture goods. These risks represent the scenarios where farmers
and producers may suffer from the lower- or higher-than-expected product prices,
or have insufficient profits to allow the production to continue. Part of the reason
for these risks is the commodities prices’ volatilities. According to [37], the nature of
commodity is more volatile and unstable when compared to other financial or physical
products. This will be discussed in Chapter 4 with comparisons using Sharpe Ratios.
Long debates have happened in the industry for the causes of this phenomenon, and
so does the justification for the existence of commodity trading market. Even though
the public trading commodity market only accounts for one-fifth of the total global
trading volumes, some people still blame the market players’ speculations as the cause
of the high volatilities in commodity prices.
Nevertheless, in the mainstream literature, the general attitude towards to the
existence of such markets like CBOT, Euronext and the multiple marker players like
arbitragers, brokers and speculators is that these help to reduce the uncertainty of
2USDA, https://www.ers.usda.gov
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commodity prices, providing the necessary liquidity to the market itself3. Also, differ-
ent expectations for future commodities prices will help large agricultural producers
to reduce and hedge against their risk exposures. Unfortunately, such types of risk
protections are not available for most of ordinary farmers. Entrance barriers such as
large deposit requirements, technical trading skills and perhaps regulations together
make the accessing to the financial commodity market almost impossible. As a res-
ult, farmers can only choose a handful of risk management tools to help them reduce
these risks. Some of the traditional methods to prevent Marketing and Financial
risks involve actions such as joining marketing cooperatives, diversifying productions,
delaying harvests or even developing strategic business plans. The general lack of an
easy and accessible financial tool for the ordinary farmer to hedge against these risks
inspired us to create a new type of insurance. In Chapter 4 we will provide a possible
solution to these problems by providing a new type of insurance based on the price of
commodities only. Thus, marketing risk and financial risks can be hedged directly by
purchasing prices protection, avoided by the compensations from underwriters in not-
desired scenarios whether it is a price fall for producers or price raise for wholesalers.
When compared to traditional crop yield or revenue insurance, our policies only rely
on third-party or a trusted public price index data, so problems like measuring the
yield, preventing moral hazard and lacking empirical data are avoided (see [51] and
also [73] for more details about these risks).
3We do not necessarily advocate this idea.
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1.6 Our contributions
In this thesis, we study some aspects of risk management in insurance by answering
the five questions posed in Chapter 1 in the next four Chapters.
In Chapter 2, we propose to price frost insurances with financial quantitative
methods; this is to answer Question 3. The aim is to design and price insurances on
frost damages to protect the farmer. The main challenge here is that the data on
frost are so insufficient that it is almost impossible to propose a proper model. The
model we proposed manages the risks from the formation and original, by using the
temperature data set, which is widely accessible, and we hope to reduce risks from
the places where it starts.
Compared to the existing literature, we see our work as unique in two ways. First,
the temperature data are used to construct a model for losses caused by frost, and,
from that perspective, we choose not to use temperature just as an index (while it is
an index). Indeed, from an insurance pricing perspective, the contracts that we price
can be considered as adjusted index-based insurances. However, here the damage is
based on temperature that by using a non-linear loss variable, can properly replicate
the real losses. To further explain our point, note that an important issue with an
index-based insurance is basis risk. Basis risk in index-based insurances arises when
the index measurements do not match an individual’s actual losses. The basis risk
can be a result of a poorly designed product or geographical effects. Our approach
can help mitigate the first issue. The basis risk could be tested by comparing the
payoff of the proposed insurance and the actual production losses; however, that is
out of scope of this thesis, and is left as an important and interesting area for future
research.
Second, our loss variable model is obtained by using the temperature data inspired
by the engineering method from [59]. There are several reasons why we do not use
the data of frost events to directly construct a loss variable. The first reason is that
the data of frost events are usually non-existent, hardly available or not suitable to
construct a model, making us incapable of carrying out reliable statistical tests. This
problem can also result in overseeing major losses and, in particular, the rare and
catastrophic events. The second reason is that the frost damages data cannot exactly
reflect the losses caused by frost since the farmers usually try to manage the risk
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of frost by getting involved in some physical protective activities such as irrigation,
pruning, heating, etc. That is why the damages caused by frost events can be strongly
dependent on the method used in a particular area.
In Chapter 4, Question 4 is discussed on modelling process with long memory.
Our contributions to the existing literature are, first, we proposed a stable parameter
estimation method for ARFIMA processes; second, the method is applied on a set of
commodity data wherein their best ARFIMA fittings are found; third, we discovered
that, for most of the commodities, there exists long-memory, and a distinct trend is
observed from products with different demand elastics.
In the existing literature, there are mainly three ways to estimate the parameters
on an ARFIMA model, maximum likelihood methods, semi-parametric methods and
the heuristic approach. While the first two method all rely on the likelihood functions
which are difficult to find due to parameter mis-identification, the third approach,
heuristic, simplifies the process by hiring a mathematical relation between Hurst
exponent and the fractional parameter in the ARFIMA process. The recursive method
that we propose in Chapter 3 stabilises the estimation method for the Hurts exponent
and yields the best estimations when compared to other methods.
Also, real market data are employed in this research. By studying the absolute of
the log return and the increments data over 40 trading contracts over the last 20-30
years, we discovered that, for all the increments, data (first difference) have a long
memory in present, and most of the absolute log returns also exhibit long memory.
This discovery is consistent with the experience from the industry as well as previous
studies in Hurst and the elasticity of product demands.
Another new observation in Chapter 3 is the Hurst values and their corresponding
products when incremental data are of interest. We observe an increasing trend from
Live animals to crops and then to Cattle data.
The contribution from Chapter 3 is to provide a method to find the parameters
for a powerful long memory model. This model can help us to model the past and
predict the future better; these eventually can help us to better simulate and control
the existence of risks.
Chapter 4 tries to review Question 3 and answer 5. In the commodity risk man-
agement, the demand side usually consists of producers and wholesalers, such as,
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farmers, food factories and supermarkets. They need risk management tools to pro-
tect against adverse events like price fluctuation, loss on harvest due to bad weather
or pests, policy changes like Brexit etc. Insurance policies can be used in almost all
of those events to hedge against potential losses.
Different from Chapter 2 where the direct loss variable is measured based on har-
vest - in that case, damages from frost - we will present agriculture risk management
from a new perspective. By considering the demand side in agricultural risk man-
agement, we come up with an optimal solution that minimises insurers’ global risk
positions, i.e. both the risk exposures and the premiums. Also, for the supply side
(these are usually underwriters, risk capitals), an investment strategy is construc-
ted with two-layer stop-loss style insurances. A portfolio of such strategies is then
bench-marked with main financial indices to show their feasibility and profitability of
them.
More specifically, demand side faces risks like 1. exposure that are not covered
by the insurance contract4 and 2. high premiums paid to purchase insurances. If
proper risk measures are applied to both risks, one can try to minimise the global
risk by altering different policy types, e.g. quote-share or stop-loss policy. We shall
provide a theoretical solution to this problem in the first half of Chapter 4 together
with sensitivity analyses under several market assumptions. As a result, we find that
a two-layer insurance policy exists to solve this problem if certain conditions are met.
On the other hand, the underwriters and risk capitals are usually the supply side
of these risk protection tools. From a supply point of view, a two-layer stop-loss
style insurance also makes sense in terms of risk management requirements. In the
second half of Chapter 4, we shall discuss the spread-style hedging strategies for the
underwriters. These contracts enable the supply side to provide risk protection to
the demand side, as well as protect themselves from adverse events that can cause
extreme losses. After a short introduction of the contracts, we will discuss a modified
pricing method based on [5], [4]. Such a pricing method considers suppliers’ risk
appetites and generates a corresponding premium that fits suppliers’ requirements.
We found that, based on 10 UK agriculture product data sets, such two layer polices
4 (for example, the loss higher than the lower retention levels in a stop-loss insurance)
30
are feasible and even good investments for the suppliers based on the Sharpe Ratio
analysis.
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Chapter 2
Frost Insurance and Reinsurance
The main objective of this chapter is to model the losses caused by frost events and
use it to price frost insurances. Since the data on frost events are either unavailable
or rarely available, we have chosen to obtain a model for frost losses based on temper-
ature by using some fundamental agricultural engineering findings on frost damages.
The main challenges in modelling frost loss variables are first, the non-linearity of
the frost losses with respect to the temperature and second, the fruit resistance to
the first few hours of low temperature. We address both issues when introducing
our frost loss variable. Then after finding the loss model, we use it to price frost
insurances for a general family of insurance contracts that do not generate any risk of
moral hazard. In particular, we will find the premiums of stop-loss policies for losses
to citrus fruits using Value at Risk, Conditional Value at Risk and Wang’s premium
based on temperature data from San Joaquin Drainage County in California.
2.1 Moral hazard
In an insurance contract, moral hazard happens in a scenario where one party does
not feel the risk of losses. [1] is among the first who realised that adverse selection
and moral hazard are important phenomenons in finance and insurance. According to
[28], the concept of moral hazard has been used for more than 200 years and originates
from insurance and economic decision-making literature. [102] uses a game theoretical
approach to show how the competitive equilibrium contract is used as a solution to
sharecropping in presence of moral hazard. Later [101] does a comprehensive research
on the connections between risk, insurance, incentives and imperfect information. In
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agriculture, [46] examine the U.S. mid west data for crop insurance using some utility
functions in presence of moral hazard risk in the farmers businesses. They suggest
fertiliser and pesticides may be risk-increasing inputs as they find farmers with insur-
ance protections use more of them. [98] look at the Kansas dry-land wheat farmers
using econometric methods and come up with a different conclusions. They find that
insured farmers use fewer chemicals in the field due to moral hazard incentives. [114]
again determines the crop insurances lead to an increasing use of chemicals due to
moral hazard risk. He also studies the crop mix problem when designing crop insur-
ance. Finally, [85] employ a new linear model to estimate the extent for which the
moral hazard in crop insurances exists. Interestingly, [112] use a new approach on
simulations with moral hazard costs and conclude that, moral hazard costs can even
be removed or reduced by the design of insurance itself.
In the present thesis, we chose an approach where the risk of moral hazard is
reduced by setting contracts that both parties, the insurer and the insuree, feel the
losses. We assume that the market’s attitude is toward avoiding the moral hazard
risk. Therefore, the contracts have to move co-monotonically with the total risk. This
approach is widely used in the literature of actuarial mathematics e.g., [36], [18], [21],
[20], [22], [3] and [117].
If a contract X is a function f of the loss variable Y, i.e., X = f(Y ), by assuming
that both the insurance company and the farmer have to bear the risk generated by the
loss variable Y , both insurance and farmer’s loss variables, f(Y ) and Y − f(Y ), have
to be non-decreasing functions of Y . Therefore, we have to assume that the functions
x 7→ f(x) and x 7→ x− f(x) are non-negative and non-decreasing real functions. To
set this economic assumption on a sound mathematical basis, the following set of
admissible contracts is introduced by
A = {f(Y )|f ∈ C},
where
C = {f ≥ 0|f(x) and x− f(x) are non-decreasing}.
Note that all members in C are Lipschitz continuous since for any 0 ≤ x1 ≤ x2 we
have x1−f (x1) ≤ x2−f (x2) and f (x1) ≤ f (x2), which result in 0 ≤ f (x2)−f (x1) ≤
x2 − x1. In particular, we have that 0 ≤ f (x) ≤ x , ∀f ∈ C, x ≥ 0. It is known
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that every Lipschitz continuous function f is almost everywhere differentiable and
its derivative is essentially bounded by its Lipschitz constant (see Theorem 7.20 in
[91]). Furthermore, f can be written as the integral of its derivative denoted by h,
i.e., f(x) =
∫ x
0
h(t)dt.
Definition 10. For any indemnification function f ∈ C, the associated marginal
indemnification is a function 0 ≤ h ≤ 1 such that
f(x) =
∫ x
0
h(s)ds, x ≥ 0.
The following proposition is very helpful to compute the premium of a contract
when we have the marginal indemnity.
Lemma 1. Let us assume that pi is a distortion risk measure. If X = f (Y ) where
f (x) =
∫ x
0
h(t)dt ∈ C, then
pi(f (X)) =
∫ ∞
0
g
(
F¯X (t)
)
h (t) dt,
where F¯X is the survival function of X.
Proof. See Lemma 2.1 in [117].
In this chapter, particularly we are interested in two-layer stop-loss policies which
are popular in agricultural insurance industry.
Definition 11. A two-layer stop-loss contract, fstop, with a deduction level r and a
retention level c > r ≥ 0 is as follows
fstop(x) =

0, x ≤ r
x− r, r < x < c
c− r x ≥ c
. (2.1.1)
It follows that in this case h(x) = 1[r,c](x), which results in the following premium
pi(f (X)) =
∫ ∞
0
g
(
F¯X (t)
)
h (t) dt. (2.1.2)
=
∫ c
r
g
(
F¯X (t)
)
dt. (2.1.3)
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2.2 Frost insurance
2.2.1 The proposed model
In the volume two of the Food and Agriculture Organization (FAO) book on frost pro-
tection, [42]’s loss model for the frost risk management is used, where the loss variable
is modeled simply by a Bernoulli distribution. In mathematical terms, [42] denotes
the probability of having frost event over a year by pf , and finds the probability of
having at least one frost event over n years by R = 1 − (1 − pf )n. He also suggests
that the probability can be found by considering a type I extreme distribution for the
frost temperature, i.e.,
pf = 1− exp
(
− exp
(
Tc −m+ 0.45s
0.78s
))
, (2.2.1)
where Tc denotes the frost temperature, m is the average temperature and s is the
empirical standard deviation for temperature over a one-year duration.
This model is not rich enough for our purposes since first, it does not specify
the amount of damages and second, it does not specify how long after freezing tem-
perature the crop starts to get damaged. That is why we have to study further
the fundamentals of the frost damage modelling and temperature forecasting, and
construct a more sophisticated model.
Consequently, we are inspired by the approach introduced by [109] for measuring
the risk of frost damages. First of all, we need to introduce some necessary notations.
Let us denote the total production without any loss by A. Then, one can introduce
the total loss by Y = A · D, where D is the percentage of the production loss. In the
following, we will give a model for D. As before, let us denote the frost temperature
at which the damages will start by Tc, and the temperature at which the total crop is
damaged by Tt. According to [109] the percentage damage at temperature T , denote
as Dd(T ), for a long enough freezing time interval, is defined as follows
Dd(T ) :=

0 if T > Tc(
T−Tc
Tt−Tc
)
η if Tt ≤ T ≤ Tc
1 if T < Tt
, (2.2.2)
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Figure 2.2.1: Temperature after sunset before sunrise, illustration of the damage
mechanism with respect to temperature and time.
where η ≥ 1 measures the vulnerability rate of the crop to the low temperature. For
instance, it is reported that for citrus fruits Tc = 27◦F 1, Tt = 20◦F and η = 1.5,
however, the crop can resist few hours of freezing temperature before being damaged,
for instance, orange takes at least four hours below Tc = 27◦ to have a damage
([109]). Let us assume that the crop is damaged only if the temperature is k hours
below Tc, i.e., the adverse event occurs if T < Tc last at least for k hours. To know
the number of hours below Tc, we use a square root model by [99] which can forecast
the temperature of the weather over a single night. If we denote the temperature at
sunset by T0, the temperature i hours after the sunset and before the sunrise by Ti,
and finally the number of hours between sunset and sunrise by I, the temperature i
hours after sunset is given by
Ti = T0 + (TI − T0)
√
i
I
, i ∈ [0, I]. (2.2.3)
Figure 2.2.1 demonstrates the model using two different scenarios; one with higher
and one with lower sunset temperature. Given that the temperature at sunrise is
always lower than sunset (i.e., TI < T0), then the temperature is a decreasing function
of time. The temperature decreases at a square-root speed, it is convex and tends to
change more slowly towards sunrise. This illustration generated by model is consistent
1Note that ◦F = Degree Fahrenheit.
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with the data observations which we use in the next section for calibrations. Since Ti
is decreasing in i, this simply suggests that damages occur if TI−k ≤ Tc. Based on this
and the definition of the damaged function D(T ), we can introduce the percentage of
damages as follows
D = Dd(TI)1{TI−k≤Tc}. (2.2.4)
Next, we find the distribution of the loss variable D. Let d ∈ [0, 1], we have to find
P(D ≤ d). But before that we need to introduce some notations and consider some
assumptions. Let b = Tc−Tt, B =
√
I−k
I
,M = T0−Tc and N = T0−TI . In the sequel,
we assume that T0 and T0 − TI are independent, which results in the independence
of N and M . This assumption will be justified with the real data in the next section.
Note that since, T0 ≥ TI , we always have N ≥ 0. Furthermore, we assume that
FN(0) = 0 and that N and M have continuous distributions. Additionally, if d = 1
clearly we have P(D ≤ 1) = 1. So let us assume d ∈ [0, 1). We have the following
proposition
Proposition 1. Let us introduce the following function
H (x) :=
∫ Bbx
1−B
−∞
F¯N (bx+ z) fM (z) dz +
∫ +∞
Bbx
1−B
F¯N
( z
B
)
fM (z) dz,
if we assume M and N are independent then we have
P(D > d) = H
(
d
1
η
)
−H (1) , (2.2.5)
where F¯ is the survival function and f is the PDF.
Proof. See the Appendix A.1.
2.2.2 Two analytic solutions
There are not a lot of scenarios that one can find an analytic form for the distribution
of D. Here we present two of them when N is exponential while M is either normal
or exponential distributed.
Proposition 2. Assume N ∼ exp(1/µN) and M ∼ N (µM , σM) are independent.
Then
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FD(d) = 1 +H (1)−H
(
d
1
η
)
, (2.2.6)
where
H (x) = exp
(
σ2M
2µ2N
− (bx+ µM)
µN
)
Φ
 Bbx1−B −
(
µM − σ
2
M
µN
)
σM

+ exp
(
σ2M
2B2µ2N
− µM
BµN
)
Φ
µM − σ2MBµN − Bbx1−B
σM
 .
and Φ is the CDF for the standard normal distribution.
Proof. See the Appendix A.2.
In the following we find the CDF of D whenM follows an exponential distribution.
Proposition 3. Assume N ∼ exp(1/µN) and M ∼ exp(1/µM) are independent.
Then
FD(d) = 1 +H (1)−H
(
d
1
η
)
, (2.2.7)
where
H (x) =
µN exp
(
− bx
µN
)
µN + µM
(
1− exp
(
−
(
1
µN
+
1
µM
)
Bbx
1−B
))
+
BµN
BµN + µM
exp
(
−
(
1
BµN
+
1
µM
)
Bbx
1−B
)
Proof. See the Appendix A.3.
Note that
Dt (TI) =
(
TI − Tc
Tt − Tc
)η
1{Tt≤TI≤Tc} =
(
N −M
b
)η
1{1≥N−Mb ≥0}. (2.2.8)
From Eq. (2.2.8), one can see that if M takes larger negative values, for example if
M is normally distributed, then the risk will decrease. In contrast, if M is exponen-
tially distributed, then we have a riskier situation. Therefore, we always expect the
insurance prices for an exponential M to be larger than a normal M .
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2.3 Calibration for citrus frost insurance contracts
In the following, we price a two-layer stop-loss crop insurance for citrus fruits. A
study in the Florida citrus freeze fact sheet2 shows that weather conditions prior to
cold temperature, duration of cold, position of the trees in the grove or yard, maturity
of the fruits, health and age of the trees can affect trees and fruits hardiness. Usually,
when the temperature falls below 28◦F for more than four hours, fruits start to be
damaged. Four hours at 20◦F can kill 3/8 inch or smaller wood and temperatures
below 28◦F for 12 continuous hours may kill larger limbs and possibly the entire tree.
On the other hand, [109] mention that based on an experiment conducted by the
University of Florida, the value for η for orange is reported to be equal to 1.5. The
same experiment confirms that an orange needs to stay at least four hours below 28◦F
to be damaged. Consequentially, we consider the following set of parameters for our
study
• k = 4,
• Tc = 28◦F , Tt = 20◦F , which results in b = Tc − Tt = 28− 20 = 8 (◦F ) ;
• η = 1.5.
• I = 14, 13.75 and 13 separately for December, January and February based on
monthly average
According to [99], there are two main protection methods: active and passive. While
passive protection methods are done in advance of a frost night; for example, careful
site selection, managing cold air drainage, careful plant selection, proper pruning,
using plant covers etc., active protection methods are done during a frost night; for
example, using heaters and wind machines, helicopters, sprinklers, surface irrigation
etc. A proper insurance contract, which should not increase the risk of moral hazard,
encourages all protection methods. Here, we consider a stop-loss insurance contract
which covers c×100 percent of the citrus losses caused by frost and low temperature.
In this particular contract, since a farmer needs to cover all losses above c × 100
percent, he is encouraged to passively and actively be involved in the crop protection.
2Provided on-line by Florida Citrus Mutual.
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December January February
Ap Kp Ap Kp Ap Kp
M 0.0010 0.1000 0.0010 0.0100 0.0010 0.0916
N 0.0010 0.1000 0.0010 0.1000 0.0010 0.1000
Table 2.3.1: p-values for ADF and KPSS tests for stationary.
We are interested in pricing monthly contracts, thus monthly temperature data
of San Joaquin Drainage County in the state of California, US, is used, where there
are large groves of citrus located3. The data is taken from National Oceanic and
Atmospheric Administration (NOAA) online data set arranging from 1895 to 2016,
a total of 122 years. The damages to the citrus production usually happen during
December, January, and February, when there is a risk of frost. Here, consider the
data of the minimum and the average weather temperature in our studies: TI is the
minimum temperature and T0 is the average temperature. Note that T0 is assumed
to be the temperature at sunset, however, since this data is not available, we use
the average temperature data of each day instead. Furthermore, since we require the
stationarity of the data, we cannot consider the time series data over the whole year,
rather, we fix into three months (hence January, February or December), and study
the time series data of each month over the last 122 years.
Before the independence and goodness-of-fit tests for M and N to construct suit-
able models, the stationarity tests of the time series are carrying out by the augmen-
ted Dickey-Fuller (ADF) and the Kwiatkowski–Phillips–Schmidt–Shin (KPSS) tests4.
The p-values of the tests are denoted by Ap and Kp, respectively. While the former
has the null hypothesis of having a unit root, the latter uses stationarity around a
deterministic trend as null hypothesis. One can see in Table 2.3.1 that our ADF test
rejects all the null hypothesis with very small p-values. The KPSS test fails to re-
ject the stationarity except for January’s M data, but with a relative small p-values.
Thus, we assume all our data is stationary and suitable for fitting purposes.
Next, the serial correlations and stationarity for each individual M and N are
tested. Figure 2.3.1 presents the auto-correlations for all 6 sets of data from December
to February. One can tell, nearly all correlations at time lags 2 to 20 are below the 0.05
3Our frost damage model could be applied to any other places, as our model is based on temper-
ature data set and this data set is accessible for almost every other place.
4Note, for ADF test, we have removed the deterministic trend from the data. The minimum and
maximum p-values are set at 0.001 and 0.1.
40
0 5 10 15 20
Lag
-1
-0.5
0
0.5
1
Sa
m
pl
e 
Au
to
co
rre
la
tio
n
Sample Autocorrelation Function for MDEC
0 5 10 15 20
Lag
-1
-0.5
0
0.5
1
Sa
m
pl
e 
Au
to
co
rre
la
tio
n
Sample Autocorrelation Function for NDEC
0 5 10 15 20
Lag
-1
-0.5
0
0.5
1
Sa
m
pl
e 
Au
to
co
rre
la
tio
n
Sample Autocorrelation Function for MJAN
0 5 10 15 20
Lag
-1
-0.5
0
0.5
1
Sa
m
pl
e 
Au
to
co
rre
la
tio
n
Sample Autocorrelation Function for NJAN
0 5 10 15 20
Lag
-1
-0.5
0
0.5
1
Sa
m
pl
e 
Au
to
co
rre
la
tio
n
Sample Autocorrelation Function for MFEB
0 5 10 15 20
Lag
-1
-0.5
0
0.5
1
Sa
m
pl
e 
Au
to
co
rre
la
tio
n
Sample Autocorrelation Function for NFEB
Figure 2.3.1: Auto-correlations for M and N in December, January and February.
critical values which are marked by the blue lines. Since we have 122 data points for
each month, we believe testing up to time lag of 20 is adequate. The auto-correlation
plots rule out the necessity of employing time series models in this particular study.
Thus, in what follows, we focus on finding reasonable CDFs for M and N .
To justify the independence assumption, in Table 2.3.2, the Pearson product-
moment correlation coefficient and the distance correlation coefficient, as suggested
by [104], are obtained for M and N from December to February. Together, their
p-values are also presented to show the level of independence as it is assumed. One
can tell, the low correlation coefficients indicate lack of correlation between M and
N for all three months, particularly from the distance correlation coefficient, since it
only equals to 0 if and only ifM and N are independent. The relatively large p-values
shows that at the 5% significance level, the evidence from data is not against the null
hypothesis of independence, so our assumption that M and N are independent is
reasonable.
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Test Statistics p-values
Dec Correlation 0.1189 0.1941Distance Correlation 0.1676 0.2687
Jan Correlation 0.0299 0.7437Distance Correlation 0.1660 0.3819
Feb Correlation 0.1021 0.2630Distance Correlation 0.1499 0.4939
Table 2.3.2: Independent test for M and N .
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Figure 2.3.2: Histogram for all M ’s and N ’s with bin size of 10.
A distribution list from the exponential family is chosen after observing the his-
tograms for all M ’s and N ’s in Figure 2.3.2. In the next step, we mange to fit all
6 sets of data into Normal, Gamma, Weibull, Log-Normal and Exponential densities
and test the goodness-of-fit by carrying out a simulation study.
The approach we take for finding relatively realistic distribution functions of all
M ’s and N ’s can be explained as follows. We first fit M and N into the distribution
list as in Table 2.3.3 using method of moments5, then, we generate 500 sets of simu-
lated data with the fitting results for each M and N . The density function for each
distribution and the corresponding notations for parameters are presented in Table
2.3.5. Two-sample Kolmogorov-Smirnov tests are carried out for the real data and
the simulate data for 500 independent runs. This way, we can use the test statistics
(denoted by HM) and their corresponding p-values (denoted by PM) as good indicat-
ors for our goodness-of-fit tests. Table 2.3.3 demonstrates the final results for all M ’s
5Note, method of moments here provides better fitting results for our data set when compare to
Maximum likelihood estimation.
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December
Distributions PM HM PN HN
Log-Normal 0.8449 0 0.5493 0
Gamma 0.8299 0 0.4479 0
Normal 0.7156 0 0.2808 0
Weibull 0.4756 0 0.1642 0
Exponential 1.54E-19 1 1.92E-21 1
January
Distributions PM HM PN HN
Normal 0.8191 0 0.3811 0
Weibull 0.7634 0 0.1119 0
Gamma 0.4507 0 0.5661 0
Log-Normal 0.2457 0 0.5948 0
Exponential 8.43E-16 1 4.28E-21 1
February
Distributions PM HM PN HN
Normal 0.8946 0 0.7803 0
Gamma 0.7438 0 0.8038 0
Weibull 0.6986 0 0.5453 0
Log-Normal 0.6410 0 0.7904 0
Exponential 4.38E-20 1 5.12E-22 1
Table 2.3.3: Fitting results comparing to simulated distributions by Kolmogorov-
Smirnov test.
Gamma Normal Log-Normal Weibull Exponential
M 0.6748 0.8098 0.5772 0.6459 2.810E-16
N 0.6059 0.4807 0.6449 0.2738 2.239E-21
Table 2.3.4: 3-months average(each with 500 independent runs) Kolmogorov-Smirnov
test p-values for each distribution of M and N
and N ’s from December to February. Note, HM value equals to 0 if the test accepts
the null hypothesis that the real data and the simulated data are from the same dis-
tribution at the 5% significance level, and 1 otherwise. In addition, from the p-values,
one can tell generally Normal, Gamma, Weibull and Log-Normal distributions fit the
data properly.
An average results of p-values is summarized in Table 2.3.4 for easy comparison.
From the results in Tables 2.3.3 and 2.3.4, by comparing the p-values for both M and
N , we propose 8 combinations of M and N in terms of CDFs in Table 2.3.6. Since
the analytic solution is not available for most of the cases, we use numerical methods
to generate the final results. Note that in order to keep the final results consistent
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through out all three months, for each scenario, we keep the same distributions for
M and N separately for all the three months.
All fitting results, with their estimated parameters for each M and N at each
month, are presented in Table 2.3.7. The “Distribution” column indicates the CDFs
that are used to fit the data, and “Real” in the first and second rows indicates the
sample observation of the original data. We report the sample mean (µ) , standard
deviation (σ). One can find that the original data has the same moments values as
the estimation results for the Scenarios 1 and 2. 6
2.3.1 Analytic solutions
In Figures 2.3.3 and 2.3.4, we draw the cumulative distribution functions of the loss
variable D for December, January, and February given two different models of normal
and exponential distributions forM , respectively. First of all, one can see that in both
cases the probability of having no damage is rather high. While in the first model
the probability of no damage is always more than 90%, in the second model it is
more than 80%. Therefore, the second model is riskier. On the other hand, while the
probability of having damages is always greater in January, the probability of having
damages in December is always greater than February. A simple implication of this
fact is that the prices of the insurance contracts in January is higher than December,
and in December is higher than February. Finally, one can see the probability of
damages with normal M is always lower than exponential M . The reason is that in
the former case, there is always a possibility of good events (looking at Eq. (2.2.8))
while in the latter there is no such an event.
In Tables 2.3.8 and 2.3.9, we report the prices of two stop-loss policies for two
different assumptions of a normal M and an exponential M , where analytical solu-
tions can be found (Scenarios 1-2 in Table 2.3.6). Note, even though our tests on
the historical data reject the scenarios where exponential distribution is used, for
completeness, and the general application of the method on other data set, we still
present the results here. In each table, we compute the prices of two layer stop-loss
6However, it can be instantly proven that exponential fittings are not optimal solutions as µ is not
close to σ in all of our observations but, we still keep them here because first, the analytic solutions
are available for them, and second, we believe in other real cases beyond this thesis, exponential and
normal may result in better fitting results.
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Table 2.3.5: Distribution list used
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M’s CDF N’s CDF Duration Results
Scenario 1 Exponential Normal 3 months Analytic
Scenario 2 Exponential Exponential 3 months Analytic
Scenario 3 Gamma Gamma 3 months Numerical
Scenario 4 Gamma Log-Normal 3 months Numerical
Scenario 5 Normal Gamma 3 months Numerical
Scenario 6 Normal Log-Normal 3 months Numerical
Scenario 7 Weibull Gamma 3 months Numerical
Scenario 8 Weibull Log-Normal 3 months Numerical
Table 2.3.6: Proposed Scenarios for M and N .
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Figure 2.3.3: The CDF for December, January and February for exponential N and
normal M , based on data from 1895 to 2016 in San Joaquin Drainage of California.
policies for r = 0% and c = 90%, 95% and 100% coverage for December, January and
February using three different risk premiums (distortion risk measures): VaR, CVaR
and Wang’s premium. Note that because of the shape of D’s CDF, in all cases we
do not have any changes in the premium prices for any r lower than 80%. That is
why we consider r = 0 (i.e., a stop-loss insurance with lower retention level at 0 and
higher retention level at c, both percentages). As one can see, the prices are fairly low
for c = 90%. The reason is that the probability of no damage, as discussed earlier, is
pretty high. In addition, as discussed earlier again, since considering an exponential
M will indicate higher risk of damages, for all cases the prices of insurance contracts
for an exponential M tend to be higher than a normal M . We also have higher prices
for CVaR comparing to Wang’s premium and VaR. The reason is that CVaR puts a
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Table 2.3.7: Fitting results for all scenarios
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Figure 2.3.4: The CDF for December, January and February for exponential N and
M , based on data from 1895 to 2016 in San Joaquin Drainage of California.
lot of weight on extreme events comparing to the two other premium rules.
2.3.2 Non analytic solution
Further to the previous two examples, we consider several more realistic scenarios
(Scenarios 3-8 in Table 2.3.6) where numerical solutions are used to solve Eq.(2.2.5).
Besides all similarities to our previous examples, we realize that in these cases, better
model fittings lead to significant lower premiums. For instance, we witness more 0
premiums for the 95% VaR measure as shown in the first results column in the Table
2.3.10 to Table 2.3.11.
In Figure 2.3.5 and Table 2.3.10, the premiums are calculated where the monthly
data of M and N are fitted into Gamma distributions. Based on the test statistics in
Table 2.3.4, this is one of the preferable fitting configurations for our data set stat-
istically. Compare to the analytic solutions, significant prices drop can be observed
in all aspects from different measures to different thresholds. In particular, we see
0 prices in the 95% VaR measure for all three months. This means the underlying
event is so extreme, that it is very unlikely to be observed if no more consideration is
taken into the tail events. And such a solution is consistent for different thresholds
and different measures.
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Table 2.3.8: Prices of stop-loss policies for retention level 90%, 95% and 100% coverage
for December, January and February using exponential N and normal M for three
different risk premiums: VaR, CVaR and Wang premium.
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Table 2.3.9: Prices of stop-loss policies for retention level 90%, 95% and 100% coverage
for December, January and February using exponential N and M for three different
risk premiums: VaR, CVaR and Wang premium.
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Figure 2.3.5: The commutative distribution function for December, January and
February for Gamma N and M, based on data from 1895 to 2016 in San Joaquin
Drainage of California.
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Figure 2.3.6: The commutative distribution function for December, January and
February for Log-Normal N and Gamma M, based on data from 1895 to 2016 in San
Joaquin Drainage of California.
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Table 2.3.10: Prices of stop-loss policies for retention level 90%, 95% and 100% cov-
erage for December, January and February using Gamma N and M for three different
risk premiums: VaR, CVaR and Wang premium.
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Table 2.3.11: Prices of stop-loss policies for retention level 90%, 95% and 100% cov-
erage for December, January and February using Log-Normal N and Gamma M for
three different risk premiums: VaR, CVaR and Wang premium.
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Figure 2.3.7: The commutative distribution function for December, January and
February for Gamma N and Normal M, based on data from 1895 to 2016 in San
Joaquin Drainage of California.
The same observations can be found in Figure 2.3.6 and Table 2.3.11 where the
monthly data M and N are fitted in Gamma distribution and Log-Normal distribu-
tion, separately. One can find the premiums, are again, significantly lower than the
analytical cases due to the goodness-of-fit. As it was expected, under the CVaR meas-
ure, all coverage settings have larger premiums when compare to the corresponding
VaR measures, except the 0 prices cases. The same observation applies to Wang’s
measure when compare to VaR and CVaR.
Again in Figures 2.3.7 and 2.3.12, an increase of prices when α increase and prices
are usually higher in January are consistent with previous results. Here, M and N
are fitted into Gamma and Normal distributions, which are also adequate fittings for
our data set when referencing Table 2.3.4. The overall prices are higher than the
previous two cases, but still significantly smaller than the analytical solutions.
To conclude, Figure 2.3.5 to Figure 2.3.10 and Table 2.3.10 to Table 2.3.15 demon-
strate how our pricing mechanism performs under Scenarios 3-8 as described in Table
2.3.6. Comparing to the analytical solutions, prices are lower in each configurations
and even equals to 0 in some cases. This indicates the importance of fitting in the
proposed model and how sensitive the tail event will affects the premiums - as one can
see, the percentage change of α′s is not linear to the corresponding change ratios of the
premiums, and the later increases much faster. Another general observation through-
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Table 2.3.12: Prices of stop-loss policies for retention level 90%, 95% and 100% cov-
erage for December, January and February using Gamma N and Normal M for three
different risk premiums: VaR, CVaR and Wang premium.
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Figure 2.3.8: The commutative distribution function for December, January and
February. for Log-Normal N and Normal M, based on data from 1895 to 2016 in San
Joaquin Drainage of California.
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Figure 2.3.9: The commutative distribution function for December, January and
February with Gamma N and Weibull M, based on data from 1895 to 2016 in San
Joaquin Drainage of California.
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Table 2.3.13: Prices of stop-loss policies for retention level 90%, 95% and 100% cov-
erage for December, January and February using Log-Normal N and Normal M for
three different risk premiums: VaR, CVaR and Wang premium. (Note the value and
the settings for the number in bold here, later, a robustness study will be based on
this configuration)
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Table 2.3.14: Prices of stop-loss policies for retention level 90%, 95% and 100% cov-
erage for December, January and February using Gamma N and Weibull M for three
different risk premiums: VaR, CVaR and Wang premium.
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Table 2.3.15: Prices of stop-loss policies for retention level 90%, 95% and 100% cov-
erage for December, January and February using Log-Normal N and Weibull M for
three different risk premiums: VaR, CVaR and Wang premium.
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Figure 2.3.10: The commutative distribution function for December, January and
February for Log-Normal N and Weibull M, based on data from 1895 to 2016 in San
Joaquin Drainage of California.
out all solutions is that January is always the month that has the largest premiums.
This is true for different risk measure, different α′s and different thresholds.
2.3.3 Summary of data discussions
We summarize the results of our study by providing Table 2.3.16, in which the max-
imum and the minimum premium prices for all the scenarios above are demonstrated.
Since all the scenarios are only separated by different CDFs fittings to M and N , one
can see Scenario 3 gives the lowest premiums, and Scenario 2 gives the largest in
terms of average premium over all risk measures and coverage. Note, if we are only
concerned with the average p-values from the Kolmogorov-Smirnov test, in all of our
simulations, Scenario 6 has the optimal fitting results for both M ’s and N ’s CDFs.
But this combination does not yield the minimum premium price anywhere among
the maximum nor average prices over all risk measures. Thus we believe an inaccurate
fitting may result overpricing or under-pricing for insurance contacts.
2.3.4 Robustness analysis
It is rather intuitive to assume that a harvest with high resistance to a low temperature
(i.e., high k ) requires lower insurance premium. To test this theory and see how our
method performs under different parameter settings for different types of agriculture
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M’s CDF N’s CDF Maximum Average Minimum
Scenario 1 Exponential Normal 0.9576 0.6769 0.1773
Scenario 2 Exponential Exponential 0.9741 0.7566 0.2729
Scenario 3 Gamma Gamma 0.4336 0.1121 0.0000
Scenario 4 Gamma Log-Normal 0.4515 0.1200 0.0000
Scenario 5 Normal Gamma 0.5097 0.1459 0.0000
Scenario 6 Normal Log-Normal 0.5180 0.1550 0.0000
Scenario 7 Weibull Gamma 0.5777 0.2345 0.0000
Scenario 8 Weibull Log-Normal 0.5829 0.2389 0.0000
Table 2.3.16: Summary of extreme prices for all Scenarios. (Note, scenario 6 in bold
here is the scenario with best fitting results for M and N according to 2.3.4)
products, in the following section, we conduct a robustness analysis. Table 2.3.17
summaries 25 settings. We assume that Tt and Tc range from 17◦F to 23◦F , and
25◦F to 31◦F , respectively and can resist from k = 3 hours to k = 5 hours of low
temperature with an interval of 0.5 hour. To simplify the comparison and focus on
the price-product relation, only January’s data is used. Beside that, we also set the
risk measure as Wang’s premium with β = 2 all the time, and the retention levels for
stop-loss insurance are set at 0 to 1 which means a full coverage for all 25 cases.
In the centre of Table 2.3.17, we have the same setting (number is Bold) as in
Scenario 6 for Wang’s premium with c = 1, β = 2 and η = 1.5, which gives the
insurance premium of 0.2199. As we move around the centre, the premium becomes
higher as k decrease, meaning that the resistance time has reduced. The premium
also decreases as Tt and Tc become smaller, which means that the lower temperature
one product can resist to, the cheaper the premium will be. In Figure 2.3.11, we
simulate a wider range of scenarios, where Tt = 15, 16, 17, ..., 28, Tc = 19, 20, 21, ..., 32
and k = 1, 1.5, 2, ..., 10, to test the stability of the proposed methods empirically, and
demonstrate the flexibility for using such models.
2.4 Interim Conclusion
In this chapter, we provided a framework for pricing frost insurances. The reason for
doing this research is because frost is a type of natural disaster with adverse effects on
agriculture products with very little damage report. We want to create a new method
that can efficiently and accurately price frost insurance based on the relevant data
61
Tt 17 20 20 20 23
Tc 25 25 28 31 31
k = 3 0.0648 0.1106 0.2244 0.3469 0.4854
k = 3.5 0.0631 0.1070 0.2225 0.3463 0.4845
k = 4 0.0609 0.1025 0.2199 0.3456 0.4833
k = 4.5 0.0584 0.0971 0.2166 0.3446 0.4816
k = 5 0.0554 0.0909 0.2124 0.3432 0.4793
Table 2.3.17: Sensitivity test summary of insurance prices. (Note, the number in bold
at the centre is with same configuration as we demonstrate in Table 2.3.13 )
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Figure 2.3.11: 3D plots of insurance prices for sensitivity test for different resistance
hours (k) and scenarios (Tt, Tc).
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one can easily collect. Also, the work we have done in Chapter 2 answers Question 3
in great detail.
The approach we took is to first introduce a frost-loss model based on temperature
that can address the non-linearity of the frost losses with respect to temperature.
The link between frost loss and temperature is important, as stated before, given
that frost damage data are hard to find while temperature data are complete almost
anywhere. Then, we introduced a pricing method where the risk is measured by a
general distortion risk measure. We show that how distortion risk premiums can
properly price a large family of insurance contracts with no risk of moral hazard,
including multiple-layer stop-loss policies.
More specifically, we found a model for the frost-loss damages. However, in com-
parison with existing studies, such as [42] and [99], we decided to address two further
important issues. The first issue is that the damage to the harvest is nonlinear (con-
vex) in terms of the temperature drops. The existing methods usually simplify this
mechanism by setting a Bernoulli distributed loss variable for frost damage; see [99].
Second, we realise from the literature that low temperatures would not cause any
damage unless the harvest experiences at least several hours of the low temperature.
Thus, following the approach in [109], we introduced a variable D in Eq.(2.2.2), where
the percentage of frost damage, as well as temperature changes, are all modelled in
a single variable. After deriving the solutions for Eq.(2.2.2), we further address the
second complication where we incorporate the harvest resistance to low temperat-
ures for a few hours in Ep.(2.2.4). By making some relevant assumptions, we found
that the probability of having no damage is rather high. This is particularly true in
December and February over the course of the winter.
Finally, we tested our models by pricing stop-loss insurance policies based on data
sets from San Joaquin Drainage County in California, using different risk premiums
rules: Value at Risk, Conditional Value at Risk and Wang’s premium. As we realised
earlier from the distribution for losses, D, in all scenarios with different premium
rules, the premium for January is the largest, more than December and February. The
result is consistent with experience and, again, provides quantifiable measurements
for pricing frost insurance and the difference in premiums under each risk measure.
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Chapter 3
Hurst exponent estimation
In order to better modelling the long-memory property, which usually exhibits by
commodity data, we introduce a recursive method for estimating the Hurst exponent
of a time series in this Chapter. Such a method relies on mathematical relations
between the Hurst exponent and the fractal parameter of an ARFIMA model. Our
method estimates the Hurst exponent by applying an auto-regressive filter to the data
repeatedly until its value converges. Following similar studies in this ares like [107]
and [79], we first apply this method on simulated data and observe its stability and
convergence. Then we estimate the Hurst exponents of commodity prices and observe
how Hurst exponent values are different for agricultural and non-agricultural com-
modity prices. In addition, we find the optimal ARFIMA models for each commodity,
which is useful for simulate scenarios for risk management.
3.1 Spectral density and Hurst coefficient
In economics and finance, long memory-ness was first observed in [39] where the
author observed that economic and financial historical data typically exhibit some
distinct low frequent non-periodic cyclical patterns. Simultaneously, in [47] and [41],
the ARFIMA model were introduced which greatly improved the applicability of LRD
studies in statistical practices. Since the 1990s, with the new sources of financial data,
there has been a surge of interest in analysing financial data with LRD. The author
in [23] discussed the relevance between LRD and financial modelling, as well as their
relation with the basic principles of financial theory and possible economic explana-
tions for their presence in financial time series. On the conceptual and empirical level,
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the author concluded that statistical analysis alone is not likely to provide a definite
answer for the presence or absence of LRD. In [40], it is suggested that long memory
in an economic time series can be due to the aggregation of a cross section of time
series with different persistence levels. In [57], the author discussed the evolutionary
models’ impact on LRD, and Kirman in [54] explored the mechanism whereby switch-
ing of agents’ trading behaviours between two or more strategies could be a cause for
LRD in financial data. Finally, Liu in [60] argued that the presence of a Markovian
regime switching mechanism can lead to volatility clustering but not necessarily LRD.
Let us formally introduce the Long-Range Dependence.
Definition 12. Let Yt be a second-order stationary process with auto-covariance
function γY (k) (k ∈ Z) and spectral density
fY (λ) =
1
2pi
∞∑
k=−∞
γY (k)e
−ikλ, λ ∈ [−pi, pi].
Introduce the symmetric function Lf (λ) = fY (λ)|λ|−2d and assume that it is slowly varying
at zero, i.e. ∀a > 0, Lf (at)
Lf (t)
→ 1 as t→ 0. Then Yt exhibits (linear)
(a) long-range dependence, if d ∈ (0, 1
2
)
(b) intermediate dependence, if d = 0 and limλ→0 Lf (λ) =∞;
(c) short-range dependence, if d = 0 and limλ→0 Lf (λ) ∈ (0,∞);
(d) anti-persistence, if d ∈ (−1
2
, 0).
We introduce a simple fractional series as follows
Definition 13. A series Xt is called simple fractional series if it has the spectral dens-
ity f2(λ) = (σ2/2pi)|1− e−iλ|−2d = (σ2/2pi)(2 sin(λ/2))−2d, for some d ∈ (−1/2, 1/2).
Definition 14. Based on Definition 12, let us denote the short memory (short-range
dependence) spectral density by fu(λ). Yt is called a general integrated series if its
spectral density is of the form f2(λ)fu(λ) where f2(λ) is given in Definition 2.
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In [41], the ARFIMA process is referred to a model of time series with long-range
dependence. For a stationary time series, an ARFIMA(p, d, q) model is an ARMA
model where the innovations are fractional white noise, which can be rewritten in lag
operator notation as:
Definition 15. Let Yt be a stationary process with t ∼ iid N(0, σ2 ) such that
Φ(B)(1−B)d(Yt − µ) = Θ(B)εt
where d is a fractional integration parameter that is allowed to take non-integer values,
B is the lag operator (BnYt = Yt−n, n = 1, 2, 3...), Φ(B) = (1−φ1B−φ2B2−· · ·−φpBp)
specifies the AR lag polynomial, and Θ(B) = (1 + θ1B + θ2B2 + · · ·+ θqBq) specifies
the MA lag polynomial.
It is clear that an ARFIMA(p, d, q) is a general integrated series where f2(λ) =
(σ2/2pi)|1− e−iλ|−2d = (σ2/2pi)(2 sin(λ/2))−2d and fu is associated with the ARIMA
part.
The properties of an ARFIMA process Yt depend on the value of the fractional
integration parameter d. However, many researchers such as [97] and [15] suggest the
estimations based on heuristic methods are more robust, and this is the reason why
in this thesis we focus on the heuristic approach to detect LRD.
The following fundamental proposition, relating Hurst exponent and fractional
coefficient d of an ARFIMA process, was proven in [38].
Theorem 1. If Yt is an ARFIMA process with parameter d ∈ (−0.5, 0.5), then it is
also a stationary process with Hurst exponent H = d+ 0.5.
In empirical studies, it is well known that the estimation of ARFIMA model is
not stable due to the ill-behaved likelihood function, see [80, 81, 83, 87, 96, 95, 82] for
details. Here, we use Theorem 1 to construct a convergence algorithm to fit the data.
The algorithm estimates an initial Hurst exponent first, then several loops follow-by
to de-fractionalise underlying data until the most stable Hurst exponent is found. In
the final step, the Hurst exponent is transferred to the fractional parameter to fit
the selected ARFIMA model. We first test this recursive approach to estimate the
Hurst exponent and the ARFIMA parameters for simulated data. Then, we will
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apply the algorithm to a set of commodity price data with the matching Hurst index
and optimal ARFIMA models being reported.
Regarding the estimation methods for ARFIMA processes, there are three main
approaches: maximum likelihood methods (see [113], [100], [24]), semi-parametric
methods (see [38], [86]) and heuristic methods (see [50], [45], [62]). The maximum
likelihood estimator provides a consistent approach to estimate all parameters of
interest simultaneously, but it usually generates unstable results with high computa-
tional costs due to the ill-behaved likelihood function. The other two approaches are
also called two-step estimation methods, where, to fit an ARFIMA(p, d, q) model, we
first estimate the long memory parameter d and then we fit an ARMA model to the
data. More specifically, the Geweke & Porter-Hudak (or GPH) method [38] is based
on the behaviour of the spectral density of the ARFIMA process near frequency
zero, but it shows a bias in the presence of strong autocorrelation in the ARMA
process. A modified version of the GPH estimator that uses a smoothed periodogram
was introduced to reduce the bias by [86].
The exact log-likelihood function for a ARFIMA(p, d, q) process yt is
logL(d, φ, θ, σ2 ) = −
T
2
log(2pi)− 1
2
log|Σ(d, φ, θ, σ2 )| −
1
2
z′Σ(d, φ, θ, σ2 )
−1z.
where d is the fractional integration parameter, φ is the parameters for AR part, θ
is the parameters for MA part, z = y − µ, and Σ is the auto-covariance matrix of
y = (y1, · · · , yT )
Σ(d, φ, θ, σ2 ) = V [y] =

γ0 γ1 . . . γT−1
γ1 γ0
. . . ...
... . . . . . . γ1
γT−1 · · · γ1 γ0
 .
Here, γi is the auto-covariance function of an ARMA model with mean µ
γi = E[(yt − µ)(yt−i − µ)].
In order to show the instability of the standard maximum likelihood estimator
approach and the problem of parameter miss-specification, we depict the likelihood
function on an ARFIMA(1, d, 0) process. Figure 3.1.1 shows the relationship between
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Figure 3.1.1: logL vs φ,d
logL and φ,d, fixing σ2 = 1. Figure 3.1.2 shows the relationship between logL and
d,σ2 , fixing φ = 0.5. Figure 3.1.3 shows the relationship between logL andφ,σ2 , fixing
d = 0.3.
As one can see from the graphs, the ill-behaviour likelihood function makes it
difficult to find the maximum points as it would be trapped in the local maximum
points easily. Even though we find the maximum points based on appropriate initial
values from the three groups separately, it is rather rare for their combinations (i.e.,
the combination of φ, d, σ2 ) to be maximum. Thus, a direct implementation of
maximum likelihood estimator is not recommended.
Although time series models like ARFIMA are developed fairly well, several
researchers such as [15] and [97] suggest that estimating time series data based on
heuristic methods are more robust. By ‘heuristics’ we mean specific techniques that
are developed for the parameter estimation of Hurst components instead of the general
likelihood method or Method of Moments.
In the following, we will see if heuristic approaches to time series estimation of the
spectral density and Hurst coefficient can improve the estimations obtained by the
ARMA and ARFIMA methods. To accomplish this, we present a new algorithm to
determining H from an ARFIMA model and compare the outcomes to the known
approaches in the literature. We show that the algorithm improves the robustness of
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the estimates as measured by lower mean error and standard deviation. We do this
experimentally using simulated data derived from a random number generator with
known H. We then apply the technique to determine the H coefficients for a number
of commodity futures prices and indices.
3.2 Methodologies on estimating the Hurst expo-
nent
Due to the nature of our study, we have chosen methods for estimating the Hurst
exponent based on stability and efficiency. Thus, three methods are used: Re-scaled
Range Statistic Method (R/S in short), Aggregated Variance Method (AV in short)
and a recursive implementation of the AV method (OT in short); see [82].
3.2.1 Existing methods estimate the Hurst exponent
Here, we discuss three estimation methods for the Hurst exponent: Range Statistic
method, Aggregated Variance method and an extension of the Aggregated Variance
Method we have implemented.
3.2.1.1 Range Statistic method
The Range Statistic method or the re-scaled range (or R/S) analysis, is one of the
best-known technique for estimating H. It is able to distinguish a random series from
a fractal series, irrespective of the distribution of the underlying series (Gaussian or
non-Gaussian).
Given a sequence of n observations (y1, y2, · · · , yn), R = R (n) is the difference
between the maximum and the minimum cumulative deviations of the observations
yt from its mean µ i.e.,
R(n) = max
15t≤n
[
t∑
i=1
(yi − µ)
]
− min
15t≤n
[
t∑
i=1
(yi − µ)
]
.
Let S = S(n) denote the standard deviation of the original time series i.e.,
S(n) =
√√√√ 1
n
n∑
i=1
(yi − µ)2.
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The Hurst exponent H is a number that the following holds
E(R(n)/S(n)) = CnH
where C is a positive, finite constant independent of n. As a result, the Hurst exponent
H can be calculated from
H =
log(R(n)/S(n))
log(n)
, 0 < H < 1.
Hence, using a simple regression, the estimate of H can be found by calculating
the slope of log (R/S) against log(n). Based on our observation if the data, for R/S
method, we chose a constant time span of 210 as the observation rolling window
size. This method is able to obtain a robust estimator even for the data followed by
a heavy-tailed probability density function (see [68]). On the other hand, the exact
distribution of the R/S statistic is difficult to determine, since it is usually biased and
affected by the non-stationary property of the data. One possible way is discussed in
[75]: that is to reduce the bias by ignoring the points on the extreme left and extreme
right of the log-log plot; the former due to the influence of the short-term dependence
structure and the latter due to only a few observations. However, another possible
approach is applied in this thesis: Instead of using the slope of common logarithm
(using base 10) of R/S against log(n) we are going to adjust it to the binary logarithm
(using base 2), that is H = log2(R/S)/ log2(n). Note, doing so will reduce the data
outliers for the linear regressions, thus allows us to estimate the slope with all the
available points.
3.2.1.2 Aggregated Variance method
Generally speaking, the Aggregated Variance method (AV in short) introduced in [11]
is the analysis of the variances of aggregated time series processes. Given a sequence
of n observations (y1, y2, · · · , yn), one property of a long-memory process is that the
variance of the sample mean µn converges to zero slower than the rate n−1, where n
is the sample size. For a large sample size n, they have the following relationship (see
[10]):
V ar(µn) ∼ cn2H−2,
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where c > 0. Using the AV method to estimate H, the underlying series is first
divided into n/m blocks (or bins) of size m, and sample mean is computed for each
block
µm(k) =
1
m
km∑
i=(k−1)m+1
yi , k = 1, 2, · · · , n/m,
with sample variance
s2(m) = (n/m− 1)−1
n/m∑
k=1
[µm(k)− µn]2.
Hence, plotting log s2(m) against log(m) should yield points scattered with slope
equal to 2H − 2. The Hurst exponent H can then be estimated by evaluating the
slope through regression, where, again, a first-order linear function is adopted. For
the AV method, we chose a constant block size of 1000 for splitting the data.
Extended Aggregated Variance method
A slight improvement on the aggregated variance method is noted when we updated
the block size continuously within the estimation process. We implemented such a
method (OT in short) where, instead of using a fixed size block size for splitting the
data, we dynamically adjusted it during the estimation process until the block size is
smaller than 5.
3.2.2 Stability for current methods
In Table A.4.4, we generated synthetic time series with known H = d + 0.5 coeffi-
cients using ARFIMA(0, d, 0) process and a first difference fraction Brownian motion
(fBm). We then compared the H statistics, as discussed above, to measure the devi-
ation from d = H−0.5. We can then test the accuracy of the three chosen methods on
estimating the Hurst exponent for simulated data at all Hurst ranges. For generating
artificial ARFIMA process, we chose the fast algorithm processes in [53] where the
calculation speed (number of arithmetic operations) is improved from an order of T 2
to an order of T log(T ), where T is the length of the time series.
Recall that, in an ARFIMA process, the process is stationary if −0.5 < d <
0.5, and according to Theorem 1, d = H − 0.5, i.e. 0 < H < 1. Thus, we
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Figure 3.2.1: ARFIMA(0, d, 0) process box-plot (Blue: RS, Magenta: AV, Green:
OT)
simulate 10000 data points for each of the AFRIMA(0, d, 0), AFRIMA(0.5, d, 0),
AFRIMA(0, d, 0.3), AFRIMA(0.5, d, 0.3) and fractional Brownian Motion processes
with known fractional parameter d ranges from −0.5 to 0.5 separately (or H = 0 to 1).
The simulated procedure involves 5000 random draws for each of the 10000 observa-
tions from known H distributions. For each iteration, we considered 55 separate bins
and computed the mean values in each bin. The box plot for the ARFIMA(0, d, 0)
process showing the means and range for each setting are shown in 3.2.1. Note, first,
that the best fit is that with best projects along a 45 degree line from the origin;
second, since the algorithm requires stationary data, first difference or log transfer
should be applied to data if necessary. The calculated average mean error and average
standard deviation in each of the five models are presented in Table A.4.4 for com-
parison. Generally speaking, the method with the smallest average error and average
standard deviation is the most accurate one for all ranges of Hurst exponent estima-
tions. We find that the AV and OT method perform better in terms of mean values.
However, for a comprehensive study, we keep all three estimations in the following
study and use the average of them as our initial Hurst exponent estimation.
In Figures 3.2.1 and 3.2.2, we visualise part of the simulated estimation res-
ults for three different methods in box-plots. Again, for the ARFIMA(0, d, 0) and
ARFIMA(p, d, q) models, one can see all methods generally work well when d > 0,
i.e. H > 0.5. However, we notice that the traditional heuristic approaches work bet-
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Figure 3.2.2: ARFIMA(0.5, d, 0.2) process box-plot (Blue: RS, Magenta: AV, Green:
OT)
ter with ARFIMA(0, d, 0) model or the pure fractional noise. This can be explained
by the short memory part of the time series which can act like a disruptor when the
measure for long memory is applied. From this observation, one can remove the short
memory part from a time series data, and only estimate the Hurst exponent for the
long memory part. Thus, a more accurate fitting algorithm may be found for the
measure of long memory.
3.2.3 A recursive approach
Adopting the idea from [82], where the authors used an algorithm on testing the
stability of a Hurst estimation, we used a convergence procedure to estimate the
parameters for an ARFIMA model. The procedure goes as follows: we first estimate
an initial Hurst exponent from the methods we mentioned above, then an infinite
auto-regressive filter, Yt = (1 − B)dXt =
∑∞
s=0 b(s)B
sXt, is applied on the data Xt
with the Hurst exponent satisfying d = H − 0.5. With the newly generated data Yt,
we adopt a traditional time series methodology (i.e. Box-Jenkins Method) to find an
adequate ARIMA model. After estimating the polynomials of the ARIMA model,
a new time series is generated by the filter: Ŷt =
Φ̂(B)
Θ̂(B)
Xt in order to find the “pure”
ARFIMA(0, d, 0) process. Finally, a recursive method is applied to estimate Hurst
exponent until the Hurst exponent converges. We provide the following list for the
details of each step in our algorithm:
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1. De-seasonalise and adjust for inflation if needed.
2. Check data’s stationary property and generate the initial time series data Xt.
(a) Carry out Augmented Dickey-Fuller (ADF) test.
(b) Take the increment, log difference or return ratio if needed.
(c) Adjust observed data and generate the initial stationary time series Xt.
3. Carry out initial calculation of the Hurst parameter for Xt.
(a) Use re-scaled Range Statistic Method (R/S procedure).
(b) Use aggregated Variance Method.
(c) Use recursive implementation of the AV method.
(d) Use the average of (a), (b) and (c) as our initial estimation for Hurst.
4. Use H = d + 0.5 to find the initial value of d; the fractional parameter for the
ARFIMA process. (See details and proofs in [38]. Note, H is from d, but one
cannot use d to estimate H.)
5. Calculate the underlying time series Yt for the ARIMA model after removing
the fractional factor d.
(a) Use the infinite auto-regressive filter: Yt = (1−B)dXt =
∑∞
s=0 b(s)B
sXt =∑∞
s=0 b(s)Xt−s, where b(s) = Π
s
k=1
k + d− 1
k
=
Γ(s− d)
Γ(−d)Γ(s+ 1) and Xt is
the observed data after stationary adjustments.
(b) Choose a large s to stop the summation. (In our case we choose s = 150).
6. Adopting traditional time series methodology, find the most adequate ARIMA
model for the de-fractionalised data Yt and estimate the parameters.
(a) Apply the Box-Jenkins Method.
(b) Provide a set of time series models from ARMA(0, 0) to ARMA(6, 6) and
estimate all models in parallel.
(c) Save the selected polynomials for the ARMA (Φ(B)Yt = Θ(B)t) process
as Φ̂(B) and Θ̂(B).
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7. Using theARMA filter, calculate Ŷt =
Φ̂(B)
Θ̂(B)
Xt to find the pureARFIMA(0, d, 0)
process.
8. Re-estimate fractional parameter d from the “pure” process Ŷt. Repeat steps 3
to 8.
9. Stop the algorithm until d converges.
3.2.4 Convergence and stability
To test the convergence and stability of our algorithm, we conducted another two
experiments on the simulated data in Table A.4.5 and Table A.4.3. In Table A.4.5,
we tested the three different Hurst exponent methods together with their average
on simulated data to monitor the convergence of our algorithm in controlled environ-
ments. We simulated 10000 data for three types of ARFIMA models: with AR term,
with MA term and with AR and MA terms. The ‘Steps’ in the second column of
the table indicate the current loop of the recurrent algorithm as we proposed above.
One can see all simulated data convergence in terms of d (thus, the convergence of
the Hurst exponent) with all methods. Convergences happen quickly and are usually
stable within the first 10 steps. The right-most column provides the average error for
each method at each step, which, again, indicates that the AV and OT method work
better in most of the cases. Note, if we take the Hurst exponent as the average of
the three methods, we find decent results in terms of overall error and convergence
speed.
In Table A.4.3, we provide the empirical results for our algorithm on estimating
the parameters for the ARFIMA model applied to simulated data. These are the
fitted results from six individual random runs of our algorithm. Based on a simulated
ARFIMA process with positive and negative Hurst exponents, as well as different
ranges of the fractional parameter, the simulated time series all have 10000 time steps,
which is similar to the real data we have. One can find that the random selection of
our fitting procedure provides adequate performance with acceptable average errors
from an overall perspective.
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3.2.5 Estimation intervals and stability
In order to measure the stability of the estimation and the significance of the es-
timated parameters1, we propose the following testing algorithms following a similar
approach done in [55] for ARIMA models. By applying a direct filter with the estim-
ated parameters, we re-sampled the identical but independent distributed residuals
to regenerate a new sequence with similar memory properties. Then, the fractional
parameter d is estimated again from this newly generated process. Such a procedure
repeats several times, and one can obtain an empirical distribution from the procedure
for d. More specifically, the algorithm for finding confidence intervals and t-Statistics
is as follows:
1. Find the optimal model ARMA (Φ(B)Yt = Θ(B)t ) model and the corres-
ponding Hurst exponent using the algorithm we explained earlier.
2. Construct the residual term as: dt = (1−B)d
(
Φ(B)
Θ(B)
)
(Xt−µ) where Xt is the
original input data and dt is the residual with estimated fractional parameter
d.
3. Regenerate independent and identical normally distributed random number t
with the same variance as dt .
4. Put t back to the equation in step 2, and generate a new sequences X˙t using
the same Φ(B),Θ(B), µ, d and σ as previous estimated.
5. Re-estimate d˙ from X˙t using the previous algorithm.
6. Repeat step 3-5; one will have simulated candidates of d˙’s for d.
7. If d˙ follows a stationary distribution, one can calculate the 5%−95% estimation
intervals by taking the 5 and 95 percentiles from d˙’s.
In the next section we apply the estimation method we developed in the current
section on commodity prices and report the results.
1Note, the statistical significance for ARMA parameters is reported in TableA.4.10 and A.4.11
as AICs and BICs.
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3.3 Application on commodity price and market
3.3.1 Commodity price data sets and their stationary
In this section, we fit commodity price data into the ARFIMA models and select
the best model for each product using the algorithm above. The data we chose
are the daily trading data from Bloomberg for the past 20 or 30 years. For all
individual commodities, we used nearby (front month) futures price data, except for
the commodity index which is a weighted index (GSCI). We used the commodity index
or future prices ranging from industry, oil, metal, livestock and non-livestock. Unlike
the stock prices, the prices for commodities and the relevant financial derivatives are
less liquid and may not be completely hedge-able. This may be due to the properties
of physical goods, storability and convenient yield.
Table A.4.6 summarises the statistical property of the selected data together with
the p-values from the Kwiatkowski–Phillips–Schmidt–Shin (KPSS) tests and the aug-
mented Dickey–Fuller (ADF) tests for stationary processes. One can tell that most
of the data are heavily skewed with fat tail when compared to normal distribution
whose skewness is 0 and kurtosis is 3.
On the other hand, from the p-values, it is not hard to see in general that all of
the prices are not stationary. This creates some trouble in our work as our algorithm
assumption that requires the data to be stationary. Thus, instead of studying the
price data directly, we chose to work with the difference of the prices to indicate
the volatility of the data. The log differences (log return, defined as Yt = logXt −
logXt−1) and the first difference (increments, defined as Yt = Xt −Xt−1) are typical
choices for empirical study as they fit the underlying assumption for most of the
financial theories and are easy to work with. Also, it is mentioned in [79] that the
absolute values of the log return are a good measure for data’s long memory. In
the following part, we will only work with absolute values of log returns and the
incremental data. Table A.4.7 shows the KPSS and ADF tests for the processed data
(Diff: increments; Log: log difference), except for ‘CME FEEDER CATTLE INDEX’
and perhaps ‘BRENT CRUDE OIL INDEX’ in KPSS tests; all other commodities
exhibit stationary property after processing.
It is obvious that the infinite filter in step 5 from the algorithm above converges
to a small enough number that it can be ignored. As a matter of fact, in our practice,
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we found s = 150 to be an adequate choice if not too large (See Figure 3.3.1 for
a comparison on b(s)’s convergence with difference d values). However, in Step 6,
we reckoned that it is not feasible to choose the best ARIMA model for the time
series data manually even if we followed the Box-Jenkins method. This is because,
essentially, we are dealing with a data set with 40 different types of commodities, and
it is too time-consuming so that is not practically comparable with several models. To
solve this problem, after individually studying the data samples, we recognised usually
a model among ARMA(p, q), p, q = 1, ..., 6 as good enough in terms of modelling,
simulation and prediction. Hence, for the filtering procedures, for each commodity,
the algorithm runs separately on each of these possible combinations for a total of
7 × 7 = 49 times. All fitting results and statistical testing parameters were saved in
local files. After that, all models were estimated, and a third program compared the
Akaike or Bayesian information criteria (AIC and BIC). Statistically speaking, the
only uncertain part of our estimation, given the fixed data set, is from the ARMA
model estimation; thus, AIC and BIC are the proper statistics by which to measure
the goodness of estimation. From each realisation of the estimation, we chose the
model according to the AIC and BIC under the condition that convergence in d
occurred. One consideration of this implementation is the calculation efficiency and
running time. However, we believe this approach does not necessarily extend the
running time for the whole algorithm, as each model filter is estimated separately
and does not require any information from the previous steps. So, one can implement
them in parallel and saving a significant amount of computation time.
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Figure 3.3.2: Log plots of convergence ratios (Left: increments Right: Log difference)
3.3.2 Hurst exponent and ARFIMAmodel results of commod-
ity price
In Table A.4.1 and Table A.4.2, we demonstrate the Hurst exponent results from
our algorithms. The optimal ARFIMA models we found using our algorithm are
also provided in Figure 3.3.7. The Akaike and Bayesian information criteria are
provided in the last column as local statistic indexes, and the estimation intervals are
also provided2. We finally chose the best ARFIMA models based on the smallest
2Note, following the algorithm in subsection 3.2.5, we re-sampled 1000 times for each selected
optimal model in order to find the corresponding intervals. A case study is made on increment of
the ‘BRENT CRUDE OIL INDEX’ data, where we demonstrate the histogram of 10000 re-sampling
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AIC/BIC from all of our selections. Note, a vertical comparison between AIC/BICs
from different commodities is meaningless and should be avoided, as these are local
statistical indicators calculated from specific models with the corresponding commod-
ity price data. Within a commodity, a smaller AIC/BIC means the underlying model
is more efficient in terms of the optimal log-likelihood function values and model
complexities.
Since we use the absolute log return as suggested in [79], it is more an index for
measuring the volatility of commodity price movements rather than to forecasting
it. Since the process of the absolute values can only provide information about the
price movements, and not its directions, it can be only used to detect the process’s
long memory. In other words, the best ARFIMA model we found based on this
measure can only be used to simulate and forecast the volatility index itself but not
the price of the commodity. However, this is good enough if our focus is only on
the long memory side and may be useful to explain the repeating patterns in the
absolute log return auto-correlation for most of the commodities; see Figure 3.3.4
Hurst values in Figure 3.3.3. As one can tell, the re-sampling shows a bell-shaped curve, which fits
normal distribution fairly well, and we observed the mean values of the re-estimations as close to the
initial estimations we made for the Hurst exponent using our algorithm. We have made the same
observations for all other commodities. However, given that the values limitation for Hurst is [0, 1],
for Hurst values close to 0 and 1, the bell shape is cut at the boundary.
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Figure 3.3.4: Long-memory in the auto-correlation for commodity price data (Lumber
data here)
for example. From Table A.4.1, we find all the commodity variability exhibits LRD,
and they are persistence as all Hurst exponents are larger than 0.5. This result is
close to the results in [79], where a different method is applied on slightly different
processed data. Among the results, one can see the CME Feeder Cattle Index, CBOT
Corn Future, CBOT Oats Future and WCE Canola Future have the smaller Hurst
exponents than others while CBOT Wheat Future has the largest.
As the previous comparisons focus more on the data memory, for ARFIMA
model estimation, we used the same approach again with the increments of the price.
With the first difference price data, our models economically make sense and can be
used to simulate and forecast future scenarios. In Table A.4.2, we sort the Hurst
indexes in ascending order, and find that, despite the Feeder Cattle price and LB
Lumber CME, all other livestock prices have a lower Hurst exponent when compared
to the crops. A similar observation of CEV models is made in [5]. In [5], the author
derived the constant elastic volatility (CEV) model by using the Ito theorem for a
group of similar agriculture data. Then the model parameters are estimated using
the maximum likelihood method. In [5], the value of the CEV model parameter
differentiates the live- and non-livestock commodities due to the market demand
elasticity. Note, the same linear trend with slightly lower values can be found if the
estimation of Hurst component is made based on average values of the re-sampling
samples. Such a method is mentioned in subsection 3.2.5 when estimation interval is
discussed. This trend, again, indicates the stability of our estimation as well as the
statistical significance of the linear trend.
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Figure 3.3.5: Hurst exponents for commodity price data (log return vs increments)
A one-to-one comparison can be found in Figure 3.3.5 for the results from different
data process methods, where we observe a linear increment for the first difference
results from livestock to crops but random jumps for the log return results if sorted
in the same order. One can see, in the increments data, the Lean Hogs Spot Index
has the lowest Hurst exponent while, both Feeder Cattle Index and Future have
the largest ones. Thirteen out of the 19 commodities have a Hurst index smaller
than 0.5, which indicates they exhibit anti-persistence or mean reversion property;
i.e. a growth in data is more likely to be followed by a decay. Note, a H < 0.5
does not indicate short-range dependence; see Definition12 for details. CT Cotton
NYBOT and NYBOT Coffee Future have Hurst exponents that are quite close to 0.5,
which suggests market efficiency and short-range dependence in the increment data
themselves.
For commodities with Hurst exponents larger than 0.5, e.g. NYBOT Sugar Future,
NYBOT Cocoa Future, CBOT Soybean Oil, Future FC, Cattle Feeder CME and CME
Feeder Cattle INDEX, we see another distinctive difference between crops and Feeder
Cattle. Since the underlying data are the increments of price, the LRD actually
indicates the long-lasting and positive effects of autocorrelations in the changes of
the price; more specifically, an increase in price is more likely followed by a price
increase.
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3.3.3 Hurst exponent and ARFIMAmodel results of commod-
ity market
Table A.4.9 is the output example for ‘CBOT Corn Future’ increment data. In total,
49 models are estimated using the algorithm above. The ‘NoS’ stands for Number of
Steps required for d to converge to a stable value. A minimum boundary of 9 is set for
stability concerns. One can see that all models converge rapidly and different models
do provide significantly different estimations of the fractional parameter. Eventually,
an ARFIMA(5,−0.0218, 5) is chosen by sorting the ‘AIC/BIC’ in an ascending order,
and the Hurst exponent is estimated as the average of the best 3 models. We also
provide Figure 3.3.2 for some of the convergence test. In these figures, the logarithm
of the convergence ratios calculated from both increments data and log difference are
presented. We select some of the most representative commodities, and one can see
they all converge very quickly, usually within 9 steps.
Table A.4.10 and A.4.11 provide the final results. In these tables, we list the best
ARFIMA model for each of the 40 commodities and report their model parameters
in the incremental form and log difference form. We see the algorithm works with all
commodities, and they usually converge very quickly (a minimum step of 9 is used in
all recursions for stability reasons). The details of the estimation of each commodity
is saved in the local files (provided by request) with the convergence test as well as
statistical test values for each parameter. In Figure 3.3.7, we give an overview of the
Hurst exponent for all commodities and the chosen optimal model for each of them.
As one can see in the vertical bar plot, the orange bars indicate the Hurst exponent
for the absolute values log difference data and the blue bars are for the first difference
data. We find the log return generates larger Hurst exponents than the increments
for all data; these results are consistent with the results from [107, 79], where the
Hurst exponents for agriculture commodities are calculated in another two difference
methods. Furthermore, there is no obvious pattern in the optimal ARFIMA models
our algorithm picked, but we see the consideration for a total number of 49 models is
indeed needed, as some of the commodities require rather large models to cooperate
their dynamics.
For those commodities which have index, future or spot prices, we compare their
Hurst exponents in figure 3.3.6. Despite the fact that a future contact and an index
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for the same commodity may not necessarily written on the exact same product, we
can still observe a trend where future prices tend to have a closer values to 0.5 when
compared with the index prices, and spot prices always have a larger Hurst exponent
than the future and index prices. Recall that a Hurst exponent close to 0.5 means
more liquidity in the contract based on the assumptions from financial mathematics.
It is not difficult to understand future prices as derivatives prices are traded more
frequently than indexes; thus, they behave more randomly. Since the spot price of
a product is mostly related to the product itself and all the seasonal facts affecting
it, the larger values in Hurst exponents, which indicate high persistence, for the spot
data also seem reasonable to us.
Figure 3.3.6: Hurst exponents comparison among future and index
Another interesting discovery for commodity categorisation is that agriculture
products tend to have smaller Hurst exponents than industry products if we sort
the commodity with respect to their Hurst exponent calculated from increments.
This pattern does not necessary hold when we examine the log difference data or
if the Hurst exponent is calculated by the R/S method without the recursion. See
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Table A.4.8, where we summarise the estimation results for the Hurst exponent with
increments data and log difference data for both our method and the R/S method in
on run; this pattern only shows in ‘Hurst(Diff)’. In Figure 3.3.7, we color-coded all
commodities with respect to their categories. From bottom to top, red is for livestock
or animal, green is for non-livestock or crops, grey is for metal and orange is for
industrial oil. On average, despite feeder cattle, there is a pattern where the Hurst
exponent increase going from livestock to non-livestock to metal and eventually to
industrial oil. For most of the cases, live- and non-livestock commodities have a Hurst
exponent smaller than 0.5 for their first difference while metals and oils have Hurst
exponents larger than 0.5. We believe this difference between commodities could be
caused partly by their demand elasticity, as similar observations have been made in
[5] for CEV model parameters on agriculture product data.
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Figure 3.3.7: Fitting model results and Hurst exponents for all data
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3.4 Interim Conclusion
The importance of data modelling is addressed in this chapter for answering Question
4.
Here, a new and stable algorithm to calculate the Hurst exponent was applied to
commodity prices and markets. The unsuitability of the maximum likelihood estim-
ator is demonstrated with likelihood function plots. Two Hurst exponent estimation
methods were reviewed and a new one was proposed. A recursive method was then
proposed by employing the relation between the Hurst exponent and the fractional
parameter in ARFIMA models. Also, the stability of our proposed method was tested
with artificial data for error control and with real data for statistical significance exam-
ination. The statistical significance calculation algorithm is proposed with bootstrap
and ARMA filters.
Via our estimation method, we estimated the Hurst exponent of the real data. It
was argued that the absolute log return of all studied agriculture products exhibited
long-range dependence, while most of the increment prices are anti-persistent. These
are true after a careful examination of statistical significance. Note that the estimation
of model parameters follows a recursive algorithm that filters the inadequate models
via the information criteria, namely AIC and BIC. Thus, statistical significance is
already guaranteed within the selected candidate models.
Further observation was consistent with [107, 79]. In the first difference case
(increments), we found results similar to the CEV models in [5], where one can
distinguish between live-animal prices and crops’ prices. For commodity markets,
we also observed a trend where future prices tend to have a closer value to 0.5 and
spot prices always have a larger Hurst exponent than the future and index prices;
moreover, the increments of agriculture product tend to have smaller Hurst exponents
than industry products.
In addition, the optimal ARFIMA models for each product are also estimated by
comparing the information criteria. As one can see in Figure 3.3.7, one can have
good combinations of ARFIMA models for AR and MA steps varying from 0 to 0.7.
The diversification of model selections also indicates the efficiency of the algorithm:
models with larger AR and MA terms that may not be necessarily better than smaller
models.
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Chapter 4
Feasibility analysis for a new type of
agriculture insurance
In this chapter, we propose a framework for designing a new product in the agricul-
tural insurance market. Then we test our findings on the UK agricultural index prices.
Two problems are considered here, based on two different sides of an agricultural index
insurance market. First, we consider the insureds (demand side) consisting of farmers,
farm production retailers and wholesalers. We set an optimal problem where the risk
of the insurer’s global position is minimised. Second, we consider the insurers (sup-
ply side) who have introduced this product, consisting of insurance companies and
investors investing in this new product. We set up a portfolio management problem
to show the profitability of investing in this market.
Besides the theoretical results of this chapter that show how one can find the
optimal insurance contracts on farm index prices, we have found that such a missing
market on the UK farm index prices is a feasible practice. Since agricultural insur-
ances are major tools for farm risk management due to the undeveloped derivative
markets in the UK, the results of this chapter can be used by insurance companies
to design a new market for farm index insurance products. While the issue of agri-
cultural insurance pricing and design (or perhaps derivatives) is of a great concern
to policymakers, investors and insurance companies, an insurance market for agricul-
tural index prices in the UK is non-existent. To the best of our knowledge, this is the
first work addressing this matter in a scientific study.
Managing volatile prices is one of the farming industry’s biggest problems. In-
elastic demand and supply means a small increase in supply can lead to a larger fall
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in prices. However, this is a fundamental fact that is often overlooked by academ-
ics and policymakers. Increasing technology use requires increased investment, and
investment requires confidence in the future. As volatility increases, farmer confid-
ence drops. Farmers need more predictable income to invest in new technology, and
bankers need reliable income to support a growing business.
To break this roadblock, farmers need a simple, affordable and low-risk tool to help
them manage the effects of volatile prices. This means they need a risk management
tool designed and built for farmers, rather than for financiers. The outcome of this
work is the introduction of a product to cover the risk of volatile prices among the
UK farm businesses. This product helps a wide range of farming businesses protect
themselves from volatile costs and risk of fluctuations. It is all based on public indexes
from government organisations such as the AHDB1 and DEFRA2.
The reasons we write this Chapter include, first, there is no good market for
agricultural insurances on price fluctuations in the UK. Second, the current arable
derivatives in ICE (the Intercontinental for OTC markets, taken over by London
International Financial Futures and Options Exchange in 2002) are not insurance, as
insurances are not for speculation (must be issued at a certain amount for each client)
and they have different markets. The third reason is Brexit and the removal of the
common agricultural policy which contributed in direct payment to the UK farmers
and could eventually damage livestock businesses in Wales.
In the following, we take care of the two ends of a new market: demand and
supply sides. Demand for insurance is made by risk-averse farmers and farm-product
consumers who are looking for lower risk, and the supply side are the investors and
underwriters who invest in this business and issue insurances for making higher profits.
On one hand, customers should be convinced that the new insurance is a good
enough product to manage the risk of volatile prices, and, on the other hand, investors
should be convinced that there is a portfolio of the products that makes enough profit.
In the following, we show a schematic picture of how both sides of the market can
interact.
1Agriculture and Horticulture Development Board
2Department for Environment, Food and Rural Affairs
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Figure 4.0.1: An illustration of risk transfer
The products that we consider are put or call spreads. For simplicity, the examples
we supplied here are put bear spread or call bull spread with two European-style
vanilla options: one at (or close to) the money and one out of the money. This is to
mimic the pay-off structure of two-layer stop-loss insurances. The differences between
our policy and a traditional insurance contract include:
1. The policies are only to protect against price falls (or rises). No yield or other
factors will be taken into consideration for the final settlement. The settlement
only happens once at the end of the contract.
2. The based index prices are publicly available data published by a mutually
trusted third party.
3. Both the settlement price and the price of the policies (premium) can be ad-
justed monthly if not weekly. Quotes for different contracts can be generated
automatically in real-time.
4. Both the settlement price and the price of the policies (premium) will be adjus-
ted monthly once the new index price data are available.
5. The client cannot negotiate premiums, and all settlements are executed auto-
matically.
6. The pricing method requires underwriters to set a preferred risk levels (KPIs
like Loss Ratios, ROIs, Premium rate).
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7. The pricing method is based on the traditional actuarial pricing methods, if no
market or claims have been made before.
Following this setting, we are particularly interested in two subjects: the strike prices,
i.e. the retention levels for such two-layer stop-loss policies, and the prices of the
policies.
In the rest of the chapter, we introduce the data sets first in Section 4.1. The
underlying models are introduced in Section 4.2 together with policy specifications.
We discuss the optimal solutions to the demand side in Section 4.3 and provide
sensitivity analysis for the theoretical results in Section 4.4. Section 4.5 is dedicated
to the supply side discussions which leads to Section 4.6 and eventually Section 4.7
to report all the results. A short conclusion is made in the last section.
4.1 Data Set
The underlying assets are agricultural products ranging from Dairy, Livestock and
Arable products. The monthly data set is from AHDB database. A summary of the
data’s characteristics is provided in Table 4.1.1. Note, linear interpolation is used for
missing data points.
Product Metric Data range Most recent Price #Available points Average return
Feed Wheat £/tonne Jan2005-Feb2017 144.20 146 0.82%
Feed Barley £/tonne Jan2005- Feb2017 121.70 146 0.65%
Milling Wheat £/tonne Jan2005- Feb2017 148.80 143 0.62%
OSR £/tonne Jan2005- Feb2017 362.80 146 0.79%
Pig p/kg Jan2005-Jan2017 147.96 145 0.31%
Potato AP £/tonne Jul2005- Feb2017 145.99 140 1.54%
Potato £/tonne Jul2005- Feb2017 250.19 140 3.38%
Milk p/litre Jan2005-Dec2017 26.21 144 0.29%
Deadweight Cattle p/kg Jan2006-Dec2017 352.90 132 0.48%
Lamb Deadweight SQQ p/kg Jan2006-Dec2017 386.90 132 0.53%
Table 4.1.1: Data characteristics summary
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As one can see, for the average return (monthly return calculated average), all
product prices are with up trends. This indicates the underlying market is a good
market for issuing stop-loss policies to hedge against price drop events.
In Table 4.1.2, we also provide the co-variance matrix, where one can see, except
for the potato, all other products are highly correlated. Indeed, the potato normally
follows a very different behaviour; for instance, potato prices are very volatile. This
can be due to high demand for the potato product and derivatives in the food market
e.g., restaurants largely consume potatoes on daily basis. This can be also a sign of
speculation in the potato market, although we cannot provide any evidence for this
in this study.
4.2 Models and Contract
Let us consider the index process (It) is following a geometric Brownian Motion
process
It = µItdt+ σItdWt.
This process has an explicit form that can be expressed as follows:
It = exp
((
µ− 1
2
σ2
)
t+ σWt
)
.
Here µ, and σ are constants for growth shifts and volatility of the asset. Wt is
a standard Brownian motion. Let us consider a time horizon T at which we want to
introduce a loss variable and make an insurance contract to hedge against the risk of
the losses.
In order to be able to define the loss variable, we need to predict the future index
value. Let us denote the value of the prediction by IˆT . This value is in terms
of today’s prices. There are different methods for prediction, including reduced-
form auto-regressive models e.g., ARMA, ARIMA or ARFIMA models, or machine-
learning algorithms e.g., neural network algorithm. Finding the best method for
forecasting is out of scope of this research, so we just assume the predicted value IˆT
is based on all information available today, which is just a constant number. Based
on the predicted value IˆT one can introduce two loss variables: one from the farm
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Table 4.1.2: Correlations between products
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product seller (like farmer) as L =
(
IˆT − e−rT IT
)
+
and one from the farm product
buyer L =
(
e−rT IT − IˆT
)
+
. Without loss of generality, in the theoretical setting, we
consider the loss from the farm product seller’s point of view. The loss distribution
is given as follows (see appendix A.5 for details):
FL(x) =

0, x < 0
N
(
(µ−r− 12σ2)T−log
(
IˆT−x
I0
)
σ
√
T
)
, 0 ≤ x < IˆT
1, x ≥ IˆT
.
Here, N is the cumulative distribution function of a standard normal distribution.
The graph of FL (x) is depicted in Figure 4.2.1.
Figure 4.2.1: Loss densities
4.2.1 Premium
Using the risk-free approach to pricing, we can price any contract H = h(IT ) by using
the risk-free probability measure Q given by
Price = e−rTEQ (h (IT )) = e−rTE
(
dQ
dP
h (IT )
)
,
where
dQ
dP
= e
(
m2
2σ2
−m
2
)
T
(
e−rT IT
I0
)− m
σ2
,
and m = µ − r. However, since the indexes are not traded in the market, we
should replace µ− r by λσ where λ is the market price of risk, whereby we assume it
is a constant number. From this, one can show that
pi (L) = E
(
dQ
dP
h (IT )
)
=
∫ 1
0
VaRt (h (IT )) dΓ (t) ,
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where Γ (t) = N
(
N−1 (t)− |m|
√
T
σ
)
= N
(
N−1 (t)− λ√T
)
and N is the cumulat-
ive distribution function of a standard normal distribution.
Note that, by incorporating the market price of risk, we have:
FL (x) =

0, x < 0
N
((
λ− 1
2
σ
)√
T −
log
(
IˆT−x
I0
)
σ
√
T
)
, 0 ≤ x < IˆT
1, x ≥ IˆT
In designing an optimal insurance contract, we should consider the moral hazard
risk and consider a contract that rules it out. The literature on actuarial mathematics
deals with such a problem in the following manner by considering that both insurer
and insured should feel losses.
We assume that a contract X should be so that both X and L−X are increasing
in L. Hence, the following assumption is necessary.
Assumption 1. We consider contracts X = k (L), where k belongs to the following
set:
C = {k : R+ → R+ | k (x) and x− k (x) are non− decreasing in x} .
4.3 Demand side: Insured
In this part, we set up an optimal insurance problem and seek an optimal solution.
For that, we assume that the insured is a risk-averse agent whose risk is measured by
a distortion risk measure ρ on the set of non-negative random variables defined by:
Definition 16. A distortion risk measure is a mapping defined on the set of all
random variables that can be represented as follows:
ρ(X) =
∫ 1
0
V aRt(X) dΠ(t)
Here Π : [0, 1]→ [0, 1] is a non-decreasing function so that Π (0) = 0 and Π (1) =
1.
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Remark 1. This form can easily be shown to be equivalent to what we introduced
earlier in 1.2 where Π(x) = 1− g(1− x).
This family of risk measures includes very important examples, e.g., Value at Risk
with Π (t) = 1[α,1] or Conditional Value at Risk with Π (t) = t−α1−α1[α,1].
The insurer’s global loss is the part of the loss that is not covered by the insurance
added to the amount that is paid for by the premium i.e.,
Global loss = L−X + pi (X) .
Since distortion risk measures are cash invariant, then the risk of the global loss is
ρ (L−X)+pi (X). To study insurance premiums, we set an optimal insurance design
problem as proposed in [3] and [4]:
min
K∈C
ρ(L− k(L)) + δpi(k(L)),
for a risk-loading factor ρ ≥ 1 that is used by an insurance company. Using the
marginal indemnification function method (MIF) introduced in [3] and [117] (and
further in [4]), this problem can be re-written as follows:
min
0≤k′≤1
∫ 1
0
(δ (1− Γ (FL (t)))− (1− Π (FL (t)))) k′ (t) dt.
Here, k′ is the derivative of k. The optimal solution is then given by X = k (L),
where
k′ (t) =
{
1, 1− Π (FL (t)) > δ (1− Γ (FL (t)))
0, 1− Π (FL (t)) ≤ δ (1− Γ (FL (t)))
Assumption 2. We assume that there are a, b ∈ (0, 1) so that 1−Π (x) > δ(1−Γ (x))
on (a, b) and 1− Π (x) < δ(1− Γ(x)) on (0, a) ∪ (b, 1).
The following proposition is clear enough and needs no proof (for illustration of
what is happening, see Figure 4.3.1).
Proposition 4. Assumption 2 holds for ρ=VaR and CVaR. For VaR, b = α and a
is the solution to δΓ(t) = 1, which gives
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a = N
(
N−1
(
1
δ
)
+ λ
√
T
)
.
For CVaR, a is the same as in the case of VaR, and b is the solution to the following
equation:
1− t
1− α = δΓ(t) = δN
(
N−1 (t)− λ
√
T
)
.
In Figure 4.3.1 we have shown how a, b can be found for VaR and CVaR.
Figure 4.3.1: Possible solutions for cases with VaR and CVaR
Definition 17. A two-layer policy with lower and upper retention levels l and u,
respectively, is defined as
f(x) =

0, x < l
x− l, l ≤ x < u
u− l, x ≥ u
(4.3.1)
The following proposition is again clear, and, for illustration purposes, one only
need to see Figures 4.2.1 and 4.3.2 (a similar detailed proof is provided in [3]).
Proposition 5. If FL (0) < a, the contract is a two-layer policy with lower retention
and upper retention levels as
I = I0
(
1− exp
(
σ
(
λ− 1
2
σ
)
T − σ
√
TN−1 (a)
))
,
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U = I0
(
1− exp
(
σ
(
λ− 1
2
σ
)
T − σ
√
TN−1 (b)
))
.
The existence of the optimal solution and its form depends on
FL (0) = N
(λ− 1
2
σ
)√
T −
log
(
IˆT
I0
)
σ
√
T
 .
Figure 4.3.2: Illustrations for how the layers works
As one can see, there are lots of parameters at play when designing and pricing
an optimal contract, including volatility, interest rate, market price of risk, aversion
parameter, etc.
4.4 Sensitivity analysis
In order to better understand the impact of the parameters involved in designing and
pricing the optimal insurance contracts we found in the previous section, we present
some sensitivity analysis based on the model just provided.
These analyses are from syntactical data and are for demonstration purpose only.
The parameters we used are
99
• Start index price: I0 = 100.
• Estimated index price at time T : IˆT = 100.
• Underlying market volatility: σ = 0.1, 0.12, 0.14, . . . , 2.
• VaR and CVaR criteria: α = 99%.
• Market price of risk factor: λ = 1.
• Risk loading factor: δ = 1.01, 1.02, . . . , 1.99.
• Risk-measures: VaR and CVaR.
Note that, in all formulas, we have found that, for the parameters (upper and lower
retention levels), r is irrelevant once we know λ. Since in the sensitivity analysis, we
fix λ, we really do not assume any value for r. However, if one needs to retrieve µ
(which is not relevant here), one needs to know r and use λ = µ−r
σ
. First, we plot
the upper and lower bounds for both VaR and CVaR risk measures with different
volatilities. In Figure 4.4.1, one can see how the bounds are changing with respect
to the growth of risks. There are three interesting observations. First, both upper
bounds (u) and the lower bound (l) increase with respect to risks (i.e., σ). This is
due to the anticipated price movements in the future, the larger the volatility, the
more price deviations can be expected from current prices later. Thus, to reduce risk,
the algorithm requires the boundaries of the extreme values in very rare events, e.g.
σ > 1. Second, as we observed, the same trend of lower boundaries is observed for
both measures. This is due to the value of a in the calculation of u in both scenarios.
However, a slightly higher upper bound for the VaR compared to CVaR indicates that
CVaR is capturing more risks than VaR - hence, the tight protection interval. Also,
in the final point, we notice that, in our parameter ranges, the condition of FL (0) < a
is always satisfied. The decreasing values for FL (0) proves that, when risks increase,
more probabilities are allocated to larger risks from a cumulative distribution function
point of view.
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Figure 4.4.1: Sensitivity analysis for volatility with VaR and CVaR
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Figure 4.4.2: Sensitivity analysis for risk loading with CVaR
Now let us see if an underwriter has a different risk-loading requirement. We
know, for the same risk appetite, larger risk loadings indicate undertaking more risks
under the same risk-exposure setting. Figure 4.4.2 demonstrates this phenomenon
by changing δ′s from smaller to larger values. Note FL(0) < a still holds for all
simulations. The low optimal bound decreases as δ increases, this means taking more
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and more risks, so the probabilities of claims happening in this range are getting
greater.
Lastly, we look at the contract length. Recall, our algorithms finds the optimal
bounds by minimising global risks, and, for our policies’ assumptions, the longer a
policy lasts, the more risk exposure it endures. With FL(0) < a holds for all simulation
ranges, we present the analysis for optimal bounds with respect to policy length in
Figure 4.4.3. As expected, one can see the reducing of protection intervals as policy
length increases from 1 year to 5 years. Interestingly, for longer contracts, the upper
bound becomes lower than the low bound, which indicates the unavailability of the
optimal solution due to unprecedented potential risk exposures in the long run.
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Figure 4.4.3: Sensitivity analysis for policy length with CVaR
These analyses summarise the behaviour of our algorithms from the demand side;
it is now clear that the model behaves as anticipated, and the simulated results are
consistent with the design purpose of the models.
4.5 Supply side: Investors
As we discussed in the previous part, the main insurance contracts we need to consider
are spreads (which are eventually two-layer policies). We illustrate the payoff and
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mechanism of put and call spreads in Figure 4.5.1.
Figure 4.5.1: Spreads payoffs (left: bear put spread; right: bull call spread)
In Section 4.3, the retention levels l, u are functions of the index volatility σ, (I0),
market price of risk (λ), risk aversion parameter (α), forecasting methods (IˆT ) and
the maturity (T ). It is not clear, though, if the market participants have homogen-
eous assessments of these parameters. That is why finding an optimal contract can be
impossible in this way. However, the optimality of two-layer policies now is clear to
us; therefore, we consider a set of these products and base our analysis on finding the
optimal retention levels by using a different set of criteria. To construct a diversified
portfolio, we assume the underwritten contracts are different in contract length and
settlement price. More specifically, for each underlying asset, we shall issue 10 matur-
ities and 5 strike prices. Thus, our policies range from 3 months to 12 months with
settlement prices at 75%, 80%, 85%, 90%, 95% of the current market asset prices.
In total, we have 10 underlying assets, each with 30 variations. Thus, there are 300
different configurations for all policies. These spreads are all issued to hedge against
price fluctuations.
Now, the problem is, first, how do we find the right strike prices (retention levels),
second, how to price these contracts and, finally, how to form a profitable portfolio
of them.
In order to reduce the underwriters’ risks, we take one step further and apply
forecasting algorithms to the product prices. More specifically, we use the Seasonal
ARIMA Time Series Model to forecast asset prices at any given time.
Definition 18. A Season ARIMA model - ARIMA(p, d, q)× (P,D,Q)S - is given as
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Φ(BS)ϕ(B)(It − µ) = Θ(BS)θ(B)wt
where the non-seasonal components are the AR polynomials: ϕ(B) = 1− ϕ1B −
...−ϕpBp and the MA polynomials: θ(B) = 1+θ1B+...+θqBq. The seasonal compon-
ents are seasonal AR polynomials: Φ(BS) = 1−Φ1BS−...−ΦPBPS and seasonal MA
polynomials: Θ(BS) = 1+Θ1BS+...+ΘQBQS. Where It is the underlying process, B
is the lag operator, wt ∼ N(0, 1) is the residual and p, d, q, P, ,D, Q, S = 0, 1, 2, 3, ...
.
At each time step, we forecast the values of It for the same policy length and
denote it as Iˆt. Then Iˆt is adjusted by It to give the strike price base St = min(It, Iˆt).
This is to avoid the forecast result yielding price rises as the purpose of the policy
is to protect price falls (vice versa for bull spreads). If higher-than-current market
prices are taken as strike price bases, the underwriters’ risks could be amplified by
the forecast algorithms rather than reduced.
The strike price base St is then applied to the percentages we just presented to
yield the final upper bound price of the stop-loss policy. For simplicity, the lower
bound layer ratio is chosen as 60 % of the base price St.
4.6 Policy pricing
However, due to incomplete market information and the instabilities involved in the
model calibration to real data, one still needs a pricing model to determine the con-
tract prices in the real world. In this section, we introduce a new pricing method that
generates policies’ prices based on historical data and the expectations from both the
demand and the supply side. First, we state the fundamental rules behind our pricing
algorithm:
First, premium is positively correlated with the amount of risks an underwriter
takes; i.e. more risks indicate higher premiums.
This, translated in terms of contract length, means one can have,
Contracts that are closer to the current market price will create more risk for the
insurer. For any two contracts, where the only difference is the maturity date, the
longer one will be more expensive than the shorter one.
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Also, in terms of strikes ratios, one can have,
The closer a contract is to the current market price, the more risk for the insurer.
Thus, for any two contracts where the only difference is the strike, the one that is
closer to the underlying asset price is more expensive than the other one.
It is straightforward to justify these statements under a fair and efficient market
condition. It is obvious for the Black-Scholes framework that all statements stand.
The Black-Scholes model provides the pricing formula for vanilla European-style op-
tions.
Note, our policy shares the same payoff as a spread. Equation 4.3.1 can be re-
written as: f(x) = max(0, u − x) − max(0, l − x), for u ≥ l. Thus, under the
Black-Scholes-Merton framework, the policy price is:
Price = N(−d2)ue−rT −N(−d1)It −N(−d4)le−rT +N(−d3)It (4.6.1)
where d1 =
1
σ
√
T
[ln(
It
u
) + (r+
σ2
2
)T ], d2 = d1−σ
√
T , d3 =
1
σ
√
T
[ln(
It
l
) + (r+
σ2
2
)T ]
and d4 = d3 − σ
√
T .
4.6.1 Filtering mechanisms
So far, with the help of numerical methods, one can generate vast sets of potential
option prices. However, we still do not know which one is optimal and has the
correct (fair) price. In this section, we introduce a filtering method based on different
perspectives for both sides of the market, so that we can arrive at a fair price that
satisfies all market participants.
The market fair price of policies should balance between both the demand and the
supply side. In measuring both sides’ preferences, key performance indicators (KPI)
play important roles. More specifically, to evaluate underwritten policies, insurers
usually monitor loss ratio (LR) and return over investment (ROI). On the demand
side, clients or policyholders usually are very sensitive to premium rate, in particular
Spread Price vs Asset Price (SPvsAPs) . The Sharpe ratio (SR) is used by all sides of
the market to determine the quality of portfolios. We define the calculation of KPIs
as follows:
Loss ratio
LS = Claims/Premium
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Return over investment
ROI = (Premium− Claims)/(u− l)
Premium rate
SPvsAP = Premium/Asset Price
Sharpe ratio
SR = (Expected return)/V olatility
While loss ratio indicates the frequency and size of the claims, return over in-
vestment measures the profitability of the polices. The premium rate indicates the
fairness of policy prices and Sharpe ratios are usually used in a portfolio setting
where a selection is needed among different underlying assets. Note here, Claims is
the amount of money an insurer pays to a client at the end of the contract and can
be calculated as Claims = max(0, u − IT ) −max(0, l − IT ). Premium is the price
of a contract that the insurer collects from a client, and its formula is provided by
equation 4.6.1. Asset Price is It, the price of underlying asset at the issuing of the
contract. Expected return is the expectation of ROI over all time periods. V olatility
is the standard deviation of (Premium− Claims) over all time periods.
Thus, a filter algorithm is designed as follows to facilitate policy pricing
1. For each agriculture product, calculate spread prices following equation 4.6.1
and upper/lower retention bounds specifications with a wide range of implied
volatilities (we use 150 equally incremental values from 0 to 35σ).
2. The spread price calculations are done for all available data sets historically, so
that we can calculate the empirical performances of KPIs in the next step.
3. Calculate the KPIs for each configuration at each time step; this forms a large
KPI pool for all potential policies that waiting to be selected as the ones with
fair prices.
4. Underwriters and clients input preferred KPI values, such as setting a loss ratio
smaller than 50%, choosing a return over investment larger than 5% per year,
a premium rate smaller than 8% and the largest possible Sharpe ratio.
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5. Filter out the un-qualified policies based on KPI values as in Figure 4.6.1.
6. Report the results, as to whether such a contract exist or not. For smaller
simulation ranges or very tight filters, it is possible for one to end up with
unsuitable configurations.
7. Rank the initial filtering results based on Sharpe ratios, and choose the final
pricing configuration.
For example, if we keep µ as the estimated mean from the data and choose 150
equally incremental values from 0 to 35σ volatility hence 150 configurations, for the
same policies (contract with the same underlying assets, up and low bounds and
same maturity length), one will have 150 different prices at any given time in history
following formula 4.6.1. With these generated prices, the calculation of KPIs is then
applied to each of them. We list the KPIs for these 150 possible scenarios in Figure
4.6.1 with seven years of historical data and all KPIs are taken as seven years’ average.
As expected, average loss ratios decrease as volatility goes up, expected ROIs
(EROI) have a slight increment and premium rates have the same patterns as average
contract prices. Note that, from top to bottom, the plots in Figure 4.6.1 where KPI
filters are applied step by step result in smaller and smaller configuration ranges.
Finally, in the bottom plot, we arrive at the initial filter results, a set of results that
satisfies both the demand and supply side. These initial results are then again ranked
by their Sharpe ratios to yield the best pricing configuration. Figure 4.6.2 summarises
the process. Since the pricing mechanism relies on the KPI conditions, one cannot
guarantee that the final policy prices can be found. However, in this research, we are
issuing around 300 contracts, and only a few of them are unqualified.
To summarise, our pricing model inputs and outputs at each stage are listed in
Table 4.6.1.
4.7 Empirical results for portfolios
One of this chapter’s purposes is to show the feasibility of the existence of a profitable
agriculture insurance market. A method is developed to test this theory based on
the UK’s commodity data as introduced in the previous section. The steps of the
methodology is proposed as follows:
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Figure 4.6.1: KPI filtering for one contract
Figure 4.6.2: The pricing process
Initial inputs Internal estimations Simulations Outputs
Historical assets price Implied volatility Historical policy prices Policies
Spread specification Market price of risks Random weights Policy prices
Time to maturity KPI filters Simulation size Efficient frontier
Risk-free rate Policies KPIs
Close derivative price Potential policy prices Capital allocations
Policy specification
KPI ranges
Table 4.6.1: Model inputs and outputs
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1. We first set reasonable KPIs for the potential two-layer policies.
2. Then the pricing algorithm introduced previously is applied. For those contracts
that can be priced, we calculated all their historical prices.
3. In the third step, the corresponding policy historical returns are calculated.
These values are used in the portfolio return and volatility calculations.
4. Then, random combinations of the policies are generated to mimic possible
capital allocation.
5. After finding the covariance matrix among all contracts, we calculated portfolio
returns and risks, simulated the efficient frontier and found the greatest Sharpe
ratio.
6. Repeat the previous two steps multiple times and stop the algorithm under one
of the two conditions: if the number of total simulations passed a defined value
or if the greatest Sharpe ratio stopped increasing for a relatively long simulation
time. (In our practice, we chose to let the simulations stop after running 108
times)
7. If, from our simulations, the Sharpe ratio is greater than other financial products,
we determine that such an insurance policy is finical more attractive to investors
when compared to other financial products.
In following these steps and carrying out a simulation study next, the parameters
we used for the final results are
• Product: ones listed in Table 1
• Date range: recent seven years of monthly data: October 2010 to October 2017
• Settlement prices: 75%, 80%, 85%, 90%, 95% of current asset market prices
• Stop prices: 60% of current asset market price
• Contract length: 3, 4, 5, 6, 8, 12-month
• Loss ratio: ≤ 60%
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• Return over investment: ≥ 1%
• Premium rate: ≤ 8%
• Sharpe ratio: the larger the better
• Portfolio simulations: 108 sets of random weights for each maturity
• One-year risk-free rate: 0.05%
• Compare assets: FTSE recent 12-month performance
• Hedging direction: price falls or price rises
In principle, such configurations should provide us with 50 policies for each ma-
turity at any given month in the previous seven years (Note, we ignore the contracts
that have been issued most recently as we do not have future price data to close these
policies; thus, their return data are not available). After running the algorithm, 108
random portfolios were generated with prices calculated through the KIP filters. We
chose to summarise the simulation results into three scenarios for portfolio return and
standard deviation (risks or volatility). For each maturity, we present portfolio per-
formance by finding the largest Sharpe ratio, smallest portfolio standard deviations
and greatest portfolio returns. These scenarios are recorded in Table 4.7.1.
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Bear Spreads, hedge against price falls
Scenarios Maturities 3 4 5 6 8 12
Best
Sharpe
Ratio
Avg. return 0.64 0.44 0.33 0.25 0.17 0.07
Std. 0.09 0.07 0.05 0.04 0.03 0.05
Sharpe Ratio 7.21 6.07 6.06 6.20 5.02 1.55
Best
Standard
Deviation
Avg. return 0.61 0.42 0.31 0.24 0.16 0.07
Std. 0.09 0.07 0.05 0.04 0.03 0.04
Sharpe Ratio 7.08 5.93 5.94 6.12 4.88 1.55
Best
Return
Avg. return 0.71 0.48 0.35 0.27 0.18 0.08
Std. 0.12 0.10 0.07 0.06 0.05 0.06
Sharpe Ratio 5.84 4.60 4.89 4.39 3.47 1.37
Bull Spreads, hedge against price rises
Scenarios Maturities 3 4 5 6 8 12
Best
Sharpe
Ratio
Avg. return 0.34 0.16 0.13 0.12 0.09 0.07
Std. 0.66 0.35 0.30 0.25 0.17 0.11
Sharpe Ratio 0.51 0.47 0.44 0.49 0.55 0.64
Best
Standard
Deviation
Avg. return 0.19 0.10 0.07 0.07 0.05 0.04
Std. 0.39 0.23 0.19 0.17 0.11 0.08
Sharpe Ratio 0.48 0.43 0.38 0.40 0.47 0.52
Best
Return
Avg. return 0.46 0.26 0.15 0.13 0.11 0.08
Std. 0.95 0.60 0.35 0.28 0.21 0.13
Sharpe Ratio 0.48 0.44 0.42 0.47 0.53 0.62
Table 4.7.1: Sharpe ratios for policies
Table 4.7.1 shows the annualised3 portfolio performance for different maturities.
In our simulations, put bear spreads are used as two-layer insurance policies to hedge
against price falls, and call bull spreads are used as similar policies to protect price
rising risks. Recall Table 4.1.1, where we calculated the average monthly return of
all ten products: all products exhibit prices’ increasing trends during the data length
we have obtained. This indicates, in terms of managing price fluctuation risks, that
protecting price falls should be more profitable when compare to contracts protecting
price rises. Nevertheless, the same conclusions are made here where the Sharpe ratios
for bear spreads are significantly larger than bull spreads, particularly for shorter
maturities from our simulation. Note, for the 12-month policies, both bear and bull
spreads share the same returns in the ‘Best Sharpe Ratio’ scenario, and the differences
in Sharpe ratios are only caused by the level of uncertainties.
3Annualised rate is calculated by the continuous compound method where Annualised rate =
((Current time during rate)‘(1/n)− 1), where (Current time during rate) * n = 1 year.
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Figure 4.7.1: Sharpe ratios for different contract length. Left: bear spreads; Right:
bull spreads
Figure 4.7.1 plots only the Sharpe ratios from Table 4.7.1. Interestingly, one can
observe a decreasing trend in price fall protection contracts and an increasing trend
in price rise protection contracts. Coincidentally, for all three scenarios, bear spreads
converge to one point for longer contracts, but bull spreads start from almost the
same point. The explanation behind these phenomena are beyond the scope of this
research, but we think this is due to the lack of liquidity for longer contracts, which,
together with the general up-going trend for prices, accumulate prices’ uncertainties
in long terms. However, these two plots indeed indicate risk capitals’ potential prefer-
ences in both markets for price drop protections, insurers may issue more short-term
policies than long-term policies due to larger Sharpe ratios and vice versa for price
rise protections.
Lastly, we compared our portfolio results to financial market indices. The common
indices for commodities are the DJ-UBS Commodity Index4, Continuous Commod-
ity Index5 and S&P GSCI6. However, none of these indices are UK-specific, and all
of them have smaller Sharpe ratios when compares to our portfolios. To our know-
ledge, the supply side of our portfolios are most likely to be insurance companies
and risk capitals who are seeking long-term stable incomes. We think FTSE and its
4The DJ-UBSCI is composed of commodity futures contracts on physical commodities, traded
on U.S exchanges. The only exception is aluminium, nickel and zinc which are traded in London
(LME). This index is based upon relative trading activity of individual commodities.
5The CCI-index measure prices movements of 22 commodities. It has been live since 1957 and
was earlier called the CRB Index.
6S&P and Goldman Sachs Commodity Index can be seen as a benchmark for investment per-
formance in the commodity markets. S&P GSCI represents un-leveraged, long-only investments in
commodity futures that is broadly diversified across the spectrum of commodities.
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Index 12M Return % 12M Volatility % Sharpe Ratio
FTSE 100 11.2 9.2 1.2
FTSE 250 14.3 8.2 1.7
FTSE SmallCap 18.0 5.7 3.1
FTSE All-Share 11.9 8.4 1.4
FTSE Fledgling 27.8 4.5 6.1
Table 4.7.2: FTSE market performances
sub-portfolios may be more suitable for this study. Table 4.7.2 lists the 12-month per-
formances for some of the FTSE markets. As one can see, in our 12-month-maturity
best case, a Sharpe ratio of 1.55 can be reached with a two-layer price fall protec-
tion that has an average return of 7% per year and a yearly volatility at 5%. It
out-performs FTSE 100 and FTSE All-Share marker in terms of Sharpe ratios due to
smaller volatilities. Meanwhile, for shorter-term contracts, most of the bear spreads
generate better results than the FTSE market by providing risk capitals with greater
annualised returns and less risky assets. Based on these observations, we think the
price-based insurances, particularly the ones to hedge price falls, are good investment
options and substitutions for insurers and risk capital.
4.8 Interim Conclusion
In this chapter, we present a new market potential in the UK’s agriculture insur-
ance sector by studying both the demand and the supply side. This contributes to
answering question 3 and question 5.
On the demand side, a theoretical risk management framework is firstly proposed
which proves a two-layer policy is the optimal setting to reduce overall risks. The
method itself is based on [4] and [5], different from other approaches in the literature
and aiming to find the optimal solutions for global risks. This both reduces the
premiums a contract holder needs to pay and focuses on the risks that are not taken
by underwriters. We first model the underlying index with a GBM process; then, the
loss distribution is given by comparing the current index level to discounted future
price. On the other hand, a risk premium is given following the risk-free approach.
Combined with the marginal indemnification function method, we propose that a
two-layer policy is the optimal solution to this problem on the demand side. The
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conditions to be met and the analytic solutions for the upper and lower bounds are
provided in 5.
On the supply side, our experiences with underwriters and risk capitals also sug-
gest a two-layer policy is a preferable type of risk management tool. We proposed
our solutions to two problems in this part: First, how to find the fair prices of these
two-layer policies and, second, whether these contracts are worth investing for under-
writer and risk capitals. For the first question, we proposed a pricing algorithm based
on the KPI filters - i.e. suppliers’ risk preferences - to find the acceptable prices for
the two-layer stop-loss contracts. The pricing algorithm starts from deseasonalisation
and a Black-Scholes framework. By simulating large numbers of possible scenarios,
we obtained a pool of price candidates. These candidates are then filtered by KPI
preferences to generate the final prices. From the Modern Portfolio Theory, we know
portfolios with greater Sharpe ratios usually attract more investors. For the second
question, real market index data are applied to the pricing model together with ran-
domly generated market weights to simulate possible market behaviours for a portfolio
or the contracts we want to underwrite. Observations from our results show that some
of the simulated portfolios can over-perform in the FTSE market in terms of Sharpe
ratios, average returns and portfolio risks. This indicates that, by using a two-layer
protection policy, one reduces the overall risks from both the demand side and the
supply side. We think such products are attractive to risk capitals and underwriters
as insurance contracts as they are good investment opportunities and possibly good
substitutions for major market indices.
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Chapter 5
Conclusion
This thesis is about risk management in agricultural markets. More specifically, we
discussed pricing frost insurance using quantitative analysis methods, parameter es-
timations for ARFIMA model and pricing insurance contracts. All proposed meth-
ods and algorithms are tested with real data. The purposes of the thesis are to answer
the questions posed in the first Chapter
1. How to measure the financial risks (particular the downside ones) for some risk
exposure?
2. If a financial downside risk is anticipated, what are the tools one can use to
control losses?
3. If a certain financial risk is identified, how can one price the protection cost for
such a risk?
4. Can financial risks being forecast if one can simulate events that have long
memories?
5. Can financial risks be reduced by studying the supply and demand of the un-
derlying markets?
The first and second questions are answered in Chapter 1, where the fundament-
als of risks, insurance and data models are introduced with real cattle price data.
The simplification from general definition of risks to the negative financial risks is ex-
plained. The transformation from a general measurement of a histogram to a simple
value risk measure is demonstrated. Definitions of insurance and reinsurance, as well
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as different types of insurances are presented. Also, for the completeness of the thesis,
we provide a simplified pricing method for insurance contract based on data from Ex-
ample 1. Lastly, the continuous time stochastic model as well as discrete time series
models are introduced. Chapter 1 lays down the foundation of the thesis and provides
all the necessary background in mathematics and insurance.
In Chapter 2, we propose to price frost insurances with financial quantitative
methods. We designed and priced a type of insurances strategy to protect the farmer
from frost damage. In this work, we built the real loss variable from an indirect data
set - temperature - with the help of distortion risk measures. This is due to the
unavailability of the direct loss data and Moral hazard. We concluded that such an
insurance strategies can be widely adapted to frost insurance where temperature data
sets are available and a stop-loss style insurance is optimal in this framework as well.
In Chapter 4, we proposed a parameter estimation method for ARFIMA pro-
cesses. The method solves the problem in modelling long memory data and provide
a more accurate Hurst exponent estimation. The method is applied to a set of com-
modity data wherein their best ARFIMA fittings are found. We discovered that, for
most of the commodities, there exists long-memory in their index prices and a distinct
trend is observed from products with different demand elastics.
In Chapter 4, we build a new risk management framework from both the demand
and supply sides of an underlying market. In commodity risk management, the
demand side of the market usually consists of producers and wholesalers, such as,
farmers, food factories and supermarkets. They need risk management tools to protect
against adverse events like price fluctuations. On the other hand, the underwriters and
risk capitals are usually the supply side of these risk protection tools. A spread-style
hedging strategies for the underwriters is discussed and a modified pricing method
based on [5], [4] is proposed. We found that, based on 10 UK agriculture-product
data sets, two-layer insurance polices are feasible and good alternatives for investment
based on Sharpe Ratio analysis.
5.1 Future development
For further developments, we see the following potential problems from our current
research. First of all, in Chapter 2, a better modelling from temperature and frost loss
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can be developed with real experiments and more supporting data sets. The data we
used in the thesis are from different sources, thus lacking consistency in both location
and time. The modelling for losses can be significantly improved if more data sets
are available and more complicated relations are introduced.
Also, in Chapter 2, we only studied a specific area of grove with no real frost
damage recording data nor insurance claims data for comparison. This means we do
not know if our pricing will be acceptable in reality, and the underwriters will also
have no empirical data by which to test our models. Again, a real experiment in
a controlled environment will improve the model as well as the underwriting of the
policies.
In terms of Chapter 3, the biggest concern for us is the lack of explanations and
implications for the two observations we made in the research. The first observation
is the distinct differences for the Hurst exponent between live animals and crops. The
values jumped when changing the category, possibly due to the differences in demands
or trading patterns. The second observation is that spot prices always have a larger
Hurst exponent than future and index prices. These discoveries are very useful when
designing insurance contracts or trading on the market. This may be due to the fact
that future markets are more liquid. Essentially, from the Hurst exponent, one can
tell if a certain product’s price is more likely to be repeated in long-term or short-
term historical performance. As a matter of fact, the Hurst exponent is an important
trading indicator in commodity trading.
The recursive algorithm we developed in Chapter 3 also suffers from a lack of
efficiency. The ARMA filter is reconstructed each time in the loop, and the best
model comes after testing 49 different models. This setting on its own limits the
capacity of the model, as higher-order models may be better in specific scenarios,
but this algorithm does not have it in the selection process. In the meanwhile, the
algorithm does not carry any pre-model selection, thus becomes very computationally
expensive with large data sets. All of these can be improved with a pre-estimation
that reduces the selection pool of the optimal model recognition process.
For the third topic in Chapter 4, some clear improvements for our approaches in-
clude less complicated simulation models and more detailed study of the observations
made from the simulations results. In the second half of Chapter 4, when we price the
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two-layer policies from the supply side, the underlying pricing model is chosen as a
Black-Scholes style. However, the pricing mechanism works with any type of pricing
rule; with enough computational power, one can even price contracts by putting ran-
dom numbers into the KPI filters. With this said, advanced models that can capture
the real fair market prices more accurately will greatly accelerate the pricing process
and provide one with more realistic prices. On the other hand, we observed some very
interesting results from our final simulation. For instance, the shapes and patterns
of the Sharpe ratios in Figure 4.7.1 have left us with even more curiosity in finding
the hidden mathematical and economical reasons behind them. In the meanwhile,
we think similar large-scale research will be worthwhile for more agriculture indices
globally and perhaps other commodity indices beyond agriculture goods.
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A.1 Proof of Proposition 1
We have
P
(
D(TI)1{TI−k≤Tc} > x
η
)
= P(D(TI) > xη and TI−k ≤ Tc)
= P
((
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Tt − Tc
)η
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√
I − k
I
≤ Tc and Tt ≤ TI ≤ Tc
)
= P((Tc − Tt)x < (T0 − TI)− (T0 − Tc)
and T0 − Tc ≤ (T0 − TI)
√
I − k
I
and T0 − Tc ≤ T0 − TI ≤ (T0 − Tc) + (Tc − Tt))
= P (bx < N −M and M ≤ BN and M ≤ N ≤M + b)
= P
(
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M
B
≤ N ≤M + b
)
=
∫ ∞
−∞
P
(
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z
B
≤ N ≤ z + b |M = z
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fM (z) dz
=
∫ z1
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P
(
bx+ z < N and
z
B
≤ N ≤ z + b
)
fM (z) dz
=
∫ zx
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P (bx+ z < N ≤ z + b) fM (z) dz +
∫ z1
zx
P
( z
B
≤ N ≤ z + b
)
fM (z) dz
=
∫ zx
−∞
(
F¯N (bx+ z)− F¯N (b+ z)
)
fM (z) dz
+
∫ z1
zx
(
F¯N
( z
B
)
− F¯N (b+ z)
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=
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F¯N (bx+ z) fM (z) dz +
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B
)
fM (z) dz
−
(∫ z1
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F¯N (b+ z) fM (z) dz +
∫ +∞
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F¯N
( z
B
)
fM (z) dz
)
= H (x)−H (1) ,
where zx = Bbx1−B . Note that zx is the point at which two line y = bx + z and y =
z
B
intersect, and also note that since B < 1 before zx, bx+z > zB and after zx, bx+z <
z
B
.
A.2 Proof of Proposition 2
Note that the CDF of the exponential distribution of N ∼ exp(λ) is equal to FN(x) =
1−exp(−λx) and the PDF ofM ∼ N (µM , σM) is equal to fM(x) = 1√2piσM exp
(
−1
2
(
x−µM
σM
)2)
.
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Now using them in (2.2.5), we have∫ zx
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F¯N (bx+ z) fM (z) dz =
∫ zx
−∞
(1− FN (bx+ z)) fM (z) dz
=
∫ zx
−∞
exp (−λ (bx+ z)) 1√
2piσM
exp
(
−1
2
(
z − µM
σM
)2)
dz
= exp
(
λ2σ2M
2
− λ (bx+ µM)
)
×∫ zx
−∞
1√
2piσM
exp
(
−1
2
(
zx − (µM − λσ2M)
σM
)2)
dz
= exp
(
λ2σ2M
2
− λ (bx+ µM)
)
Φ
(
zx − (µM − λσ2M)
σM
)
.
On the other hand,∫ ∞
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Therefore, in this case we get
H (x) = exp
(
λ2σ2M
2
− λ (bx+ µM)
)
Φ
(
zx − (µM − λσ2M)
σM
)
+ exp
(
λ2σ2M
2B2
− λµM
B
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2
M
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)
.
A.3 Proof of Proposition 3
Note that the exponential distribution CDF of N ∼ exp(λ) is equal to FN(x) =
1 − exp(−λx) and the PDF of M ∼ exp (ω) is equal to fM(x) = ω exp (−ωx). Now
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using them in Eq.(2.2.5), we have∫ zx
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Therefore, in this case we get
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A.4 Tables
The following are tables mentioned in the Chapter 2 and Chapter 3.
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Table A.4.1: Hurst exponent with 5% − 95% estimation interval from the absolute
log return price
134
C
om
m
od
ity
H
ur
st
A
R
F
IM
A
M
od
el
A
IC
B
IC
S&
P
G
SC
I
Le
an
H
og
s
Sp
ot
In
de
x
0.
39
27
(0
.3
91
5
0.
53
08
)
6,
1,
6
10
01
20
LH
H
og
s,
Le
an
Fu
tu
re
C
M
E
0.
39
98
(0
.3
98
9
0.
50
15
)
1,
1,
1
57
59
5
LB
Lu
m
be
r
C
M
E
0.
40
88
(0
.4
05
0
0.
49
66
)
1,
1,
2
94
61
7
LC
C
at
tl
e
Li
ve
C
M
E
0.
41
09
(0
.4
01
3
0.
56
40
)
0,
1,
4
55
83
8
C
M
E
Le
an
H
og
s
Fu
tu
re
0.
41
41
(0
.4
08
9
0.
49
15
)
1,
1,
1
49
31
8
C
B
O
T
O
at
s
Fu
tu
re
0.
44
32
(0
.4
22
9
0.
55
49
)
5,
1,
4
13
45
73
C
M
E
Li
ve
C
at
tl
e
0.
45
40
(0
.4
09
2
0.
49
33
8)
4,
1,
4
43
32
8
N
Y
B
O
T
O
r
ju
ic
e
Fu
tu
re
0.
45
83
(0
.4
28
9
0.
53
53
)
3,
1,
1
10
09
89
C
B
O
T
So
yb
ea
n
Fu
tu
re
0.
47
48
(0
.4
48
4
0.
57
84
)
2,
1,
3
18
51
41
C
B
O
T
W
he
at
Fu
tu
re
0.
47
75
(0
.4
59
2
0.
53
90
)
2,
1,
2
16
03
99
C
B
O
T
C
or
n
Fu
tu
re
0.
48
15
(0
.4
51
6
0.
53
84
)
5,
1,
5
14
78
04
C
T
C
ot
to
n
N
Y
B
O
T
0.
49
82
(0
.4
72
9
0.
59
21
)
3,
1,
6
92
31
3
N
Y
B
O
T
C
off
ee
Fu
tu
re
0.
49
89
(0
.4
72
8
0.
56
04
)
5,
1,
2
11
29
61
W
C
E
C
an
ol
a
Fu
tu
re
0.
50
62
(0
.4
77
6
0.
57
05
)
4,
1,
4
10
34
63
N
Y
B
O
T
Su
ga
r
Fu
tu
re
0.
50
74
(0
.4
79
6
0.
57
99
)
5,
1,
4
23
95
2
N
Y
B
O
T
C
oc
oa
Fu
tu
re
0.
51
02
(0
.4
64
3
0.
60
62
)
6,
1,
3
22
92
60
C
B
O
T
So
yb
ea
n
O
il
Fu
tu
re
0.
53
25
(0
.4
89
3
0.
65
52
)
6,
1,
6
27
59
3
FC
C
at
tl
e
Fe
ed
er
C
M
E
0.
58
87
(0
.5
58
8
0.
65
57
)
2,
1,
2
38
57
8
C
M
E
Fe
ed
er
C
at
tl
e
IN
D
E
X
0.
62
59
(0
.5
96
0
0.
69
62
)
5,
1,
2
20
32
2
Table A.4.2: Hurst exponent with 5%− 95% estimation interval from the increment
price
135
AR FI MA Average Err.
Real 0.5 0.3
ARFIMA RS 0.5535 0.2548 0.0350
0.5,0.3,0 AV 0.5654 0.2431 0.0433
OT 0.5575 0.2508 0.0378
Average 0.5591 0.2492 0.0390
Real 0.5 -0.3
ARFIMA RS 0.3545 -0.1599 0.1010
0.5,-0.3,0 AV 0.5040 -0.3122 0.0064
OT 0.4651 -0.2735 0.0219
Average 0.4401 -0.2483 0.0395
Real 0.2 0.2
ARFIMA RS 0.1802 0.2125 0.0117
0,0.2,0.2 AV 0.1386 0.2484 0.0391
OT 0.1639 0.2266 0.0224
Average 0.1607 0.2293 0.0245
Real -0.2 0.2
ARFIMA RS -0.1276 0.1239 0.0525
0,-0.2,0.2 AV -0.2344 0.2182 0.0195
OT -0.2262 0.2110 0.0142
Average -0.1964 0.1849 0.0078
Real 0.5 0.1 0.2
ARFIMA RS 0.4107 0.1828 0.2141 0.0409
0.5,0.1,0.2 AV 0.4702 0.1322 0.2055 0.0148
OT 0.4742 0.1288 0.2050 0.0130
Average 0.4524 0.1475 0.2078 0.0226
Real 0.5 -0.1 0.2
ARFIMA RS 0.3936 -0.0017 0.2271 0.0491
0.5,-0.1,0.2 AV 0.5054 -0.0982 0.2125 0.0046
OT 0.5209 -0.1120 0.2112 0.0089
Average 0.4740 -0.0706 0.2157 0.0141
Table A.4.3: Accuracy test
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Table A.4.4: Table of Hurst estimation methods stabilities
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Models ARFIMA ARFIMA ARFIMA
p,d,q (0.5,0.3,0) (0.5,-0.3,0) (0,0.2,0.2) (0,-0.2,0.2) (0.5,0.1,0.2) (0.5,-0.1,0.2) Average
Method Steps 0.3 -0.3 0.2 -0.2 0.1 -0.1 Error
RS 1 0.282508 -0.120719 0.188014 -0.117429 0.212298 0.044687 0.045017
2 0.259761 -0.153673 0.180409 -0.126846 0.187427 0.007140 0.036472
3 0.255753 -0.158888 0.180165 -0.127535 0.183607 0.000085 0.035167
4 0.254986 -0.159766 0.180157 -0.127585 0.182974 -0.001351 0.034939
5 0.254837 -0.159916 0.180157 -0.127588 0.182868 -0.001648 0.034897
10 0.254801 -0.159946 0.180157 -0.127589 0.182847 -0.001725 0.034887
15 0.254801 -0.159946 0.180157 -0.127589 0.182847 -0.001725 0.034887
20 0.254801 -0.159946 0.180157 -0.127589 0.182847 -0.001725 0.034887
25 0.254801 -0.159946 0.180157 -0.127589 0.182847 -0.001725 0.034887
30 0.254801 -0.159946 0.180157 -0.127589 0.182847 -0.001725 0.034887
45 0.254801 -0.159946 0.180157 -0.127589 0.182847 -0.001725 0.034887
AV 1 0.253092 -0.273630 0.140896 -0.226125 0.142337 -0.072987 0.016325
2 0.243741 -0.305453 0.138629 -0.234143 0.132896 -0.094750 0.016018
3 0.243174 -0.310923 0.138612 -0.234419 0.132289 -0.097701 0.016115
4 0.243139 -0.311952 0.138612 -0.234429 0.132249 -0.098133 0.016136
5 0.243137 -0.312149 0.138612 -0.234429 0.132246 -0.098197 0.016140
10 0.243136 -0.312196 0.138612 -0.234429 0.132246 -0.098208 0.016141
15 0.243136 -0.312196 0.138612 -0.234429 0.132246 -0.098208 0.016141
20 0.243136 -0.312196 0.138612 -0.234429 0.132246 -0.098208 0.016141
25 0.243136 -0.312196 0.138612 -0.234429 0.132246 -0.098208 0.016141
30 0.243136 -0.312196 0.138612 -0.234429 0.132246 -0.098208 0.016141
45 0.243136 -0.312196 0.138612 -0.234429 0.132246 -0.098208 0.016141
OT 1 0.293221 -0.193101 0.176548 -0.204196 0.182024 -0.025177 0.026017
2 0.258793 -0.252295 0.164501 -0.224179 0.139805 -0.087479 0.014491
3 0.252460 -0.267381 0.163916 -0.226019 0.131268 -0.104351 0.013228
4 0.251173 -0.271671 0.163887 -0.226188 0.129355 -0.109562 0.013049
5 0.250907 -0.272926 0.163886 -0.226204 0.128917 -0.111232 0.013013
10 0.250837 -0.273451 0.163886 -0.226206 0.128787 -0.112031 0.013002
15 0.250837 -0.273452 0.163886 -0.226206 0.128787 -0.112034 0.013002
20 0.250837 -0.273452 0.163886 -0.226206 0.128787 -0.112034 0.013002
25 0.250837 -0.273452 0.163886 -0.226206 0.128787 -0.112034 0.013002
30 0.250837 -0.273452 0.163886 -0.226206 0.128787 -0.112034 0.013002
45 0.250837 -0.273452 0.163886 -0.226206 0.128787 -0.112034 0.013002
Average 1 0.276274 -0.195817 0.168486 -0.182583 0.178887 -0.017826 0.026713
2 0.253173 -0.238164 0.160906 -0.195481 0.152101 -0.059895 0.018172
3 0.249850 -0.246228 0.160683 -0.196336 0.148224 -0.068243 0.016915
4 0.249335 -0.247898 0.160676 -0.196393 0.147621 -0.070068 0.016671
5 0.249254 -0.248250 0.160676 -0.196396 0.147526 -0.070474 0.016619
10 0.249239 -0.248344 0.160676 -0.196397 0.147508 -0.070590 0.016605
15 0.249239 -0.248344 0.160676 -0.196397 0.147508 -0.070590 0.016605
20 0.249239 -0.248344 0.160676 -0.196397 0.147508 -0.070590 0.016605
25 0.249239 -0.248344 0.160676 -0.196397 0.147508 -0.070590 0.016605
30 0.249239 -0.248344 0.160676 -0.196397 0.147508 -0.070590 0.016605
45 0.249239 -0.248344 0.160676 -0.196397 0.147508 -0.070590 0.016605
p,d,q 0.5,0.3,0 0.5,-0.3,0 0,0.2,0.2 0,-0.2,0.2 0.5,0.1,0.2 0.5,-0.1,0.2
Table A.4.5: Table of the estimation convergence
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Product name Days MeanVariance SkwenessKurtosis KPSSADF
BRENT CRUDE OIL INDEX 4383 62.83 1213 0.2473 1.7393 0.01 0.57
CBOT CORN FUTURE 11356 295.51 16622 1.8275 6.4470 0.01 0.40
CBOT OATS FUTURE 11452 180.07 6459 1.2847 4.2692 0.01 0.29
CBOT SOYBN FUTURE 11457 713.43 79087 1.3174 4.4276 0.01 0.44
CBOT SOYBN OIL FUTURE 10191 26.94 110 1.5061 4.8304 0.01 0.27
CBOT WHEAT FUTURE 10992 403.76 23451 1.5125 5.5088 0.01 0.35
CL CRUDE OIL NYMEX 6624 46.11 979 0.8023 2.2901 0.01 0.41
CME FEEDER CATTLE INDEX 4805 109.85 1518 1.5069 5.1426 0.01 1.00
CT COTTON NYBOT 10080 68.15 368 2.6049 16.5470 0.01 0.34
FC CATTLE FEEDER CME 6446 102.04 1283 1.7922 6.2853 0.01 0.99
GENERIC 1ST FUTURE GOL 10093 534.29 153494 1.6741 4.7814 0.01 0.84
HG COPPER NYMEX 6685 181.52 13005 0.7429 1.9573 0.01 0.50
HO HEATING OIL NYMEX 7296 125.22 8782 0.9644 2.5198 0.01 0.46
LA ALUMINUM FUTURE 4486 1874.19 217237 0.7035 2.5746 0.01 0.47
LA CRUDE OIL SPOT 6163 41.47 1024 0.8416 2.2766 0.01 0.46
LB LUMBER CME 6646 282.54 4487 0.2529 2.4577 0.01 0.39
LC CATTLE LIVE CME 8347 81.99 539 1.6916 5.4931 0.01 0.88
HOGS, LEAN FUTURE CME 7385 61.15 301 1.0170 4.1324 0.01 0.43
LME 3M COPPER FUTURE 7411 3777.42 6095279 0.8835 2.1950 0.01 0.53
LME ALUMINUM SPOT 7034 1785.20 224536 0.9541 3.6849 0.01 0.35
LME COPPER SPOT 7395 3805.70 6104507 0.8680 2.1900 0.01 0.52
LME PL INDEX 5873 884.98 248848 0.5268 1.9135 0.01 0.58
NYBOT COCOA FUTURE 11209 1825.89 674508 0.7549 3.2154 0.01 0.48
NYBOT COFFEE FUTURE 10648 125.17 2660 0.7929 3.6491 0.01 0.21
NYBOT OR JUICE FUTRUE 11348 109.78 1521 0.2347 2.4749 0.01 0.36
NYBOT SUGAR FUTURE 11312 12.01 48 2.1007 9.2338 0.01 0.13
NYMEX CRUDE FUTURE 8094 41.83 892 1.0768 2.8560 0.01 0.35
PA PALLADIUM NYMEX 7269 326.72 55634 0.9770 2.6874 0.01 0.57
PL PLATINUM NYMEX 7941 107.68 1542 0.8977 3.2269 0.01 0.55
GSCI COPPER INDEX SPOT 7354 807.26 227179 0.8662 2.3940 0.01 0.50
GSCI LEAN HOGS SPOT INDEX 9730 230.98 27862 1.2550 3.0455 0.01 0.36
GSCI PALLADIUM INDEX ER 9983 98.53 376 0.8783 5.6554 0.01 0.70
SI SILVER NYMEX 1723 415.07 17772 -0.9263 2.5756 0.01 0.21
WCE CANOLA FUTRUE 10123 9.74 61 1.9738 6.6083 0.01 0.59
WTI CUSING CRUDE SPOT 8421 377.23 9224 0.9768 3.6844 0.01 0.35
XAG SILVER SPOT 8020 41.96 895 1.0688 2.8372 0.01 0.15
XAU GOLD SPOT 11520 9.06 60 2.0231 6.9884 0.01 0.85
XPD PALLADIUM SPOT 10521 527.46 156339 1.6412 4.7355 0.01 0.60
XPT PLATINUM SPOT 5572 398.22 54108 0.6520 2.1052 0.01 0.56
PH GOLD&SILVER INDEX 7441 813.35 228838 0.8320 2.3314 0.01 0.23
Table A.4.6: Data statistical properties
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Product name Diff KPSSDiff ADFLog KPSSLog ADF
BRENT CRUDE OIL INDEX 0.0497 0.0010 0.1000 0.0010
CBOT CORN FUTURE 0.1000 0.0010 0.1000 0.0010
CBOT OATS FUTURE 0.1000 0.0010 0.1000 0.0010
CBOT SOYBN FUTURE 0.1000 0.0010 0.1000 0.0010
CBOT SOYBN OIL FUTURE 0.1000 0.0010 0.1000 0.0010
CBOT WHEAT FUTURE 0.1000 0.0010 0.1000 0.0010
CL CRUDE OIL NYMEX 0.1000 0.0010 0.1000 0.0010
CME FEEDER CATTLE INDEX 0.0162 0.0010 0.0345 0.0010
CT COTTON NYBOT 0.1000 0.0010 0.1000 0.0010
FC CATTLE FEEDER CME 0.1000 0.0010 0.1000 0.0010
GENERIC 1ST FUTURE GOL 0.1000 0.0010 0.1000 0.0010
HG COPPER NYMEX 0.1000 0.0010 0.1000 0.0010
HO HEATING OIL NYMEX 0.1000 0.0010 0.1000 0.0010
LA ALUMINUM FUTURE 0.1000 0.0010 0.1000 0.0010
LA CRUDE OIL SPOT 0.0825 0.0010 0.1000 0.0010
LB LUMBER CME 0.1000 0.0010 0.1000 0.0010
LC CATTLE LIVE CME 0.1000 0.0010 0.1000 0.0010
HOGS, LEAN FUTURE CME 0.1000 0.0010 0.1000 0.0010
LME 3M COPPER FUTURE 0.1000 0.0010 0.1000 0.0010
LME ALUMINUM SPOT 0.1000 0.0010 0.1000 0.0010
LME COPPER SPOT 0.1000 0.0010 0.1000 0.0010
LME PL INDEX 0.1000 0.0010 0.1000 0.0010
NYBOT COCOA FUTURE 0.1000 0.0010 0.1000 0.0010
NYBOT COFFEE FUTURE 0.1000 0.0010 0.1000 0.0010
NYBOT OR JUICE FUTRUE 0.1000 0.0010 0.1000 0.0010
NYBOT SUGAR FUTURE 0.1000 0.0010 0.1000 0.0010
NYMEX CRUDE FUTURE 0.1000 0.0010 0.1000 0.0010
PA PALLADIUM NYMEX 0.1000 0.0010 0.1000 0.0010
PL PLATINUM NYMEX 0.1000 0.0010 0.1000 0.0010
GSCI COPPER INDEX SPOT 0.1000 0.0010 0.1000 0.0010
GSCI LEAN HOGS SPOT INDEX 0.1000 0.0010 0.1000 0.0010
GSCI PALLADIUM INDEX ER 0.1000 0.0010 0.1000 0.0010
SI SILVER NYMEX 0.1000 0.0010 0.1000 0.0010
WCE CANOLA FUTRUE 0.1000 0.0010 0.1000 0.0010
WTI CUSING CRUDE SPOT 0.1000 0.0010 0.1000 0.0010
XAG SILVER SPOT 0.1000 0.0010 0.1000 0.0010
XAU GOLD SPOT 0.1000 0.0010 0.0100 0.0010
XPD PALLADIUM SPOT 0.1000 0.0010 0.1000 0.0010
XPT PLATINUM SPOT 0.1000 0.0010 0.0867 0.0010
PH GOLD&SILVER INDEX 0.1000 0.0010 0.1000 0.0010
Table A.4.7: Stationary test for the increments and log difference data
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Product Hurst (Diff)Hurst (Log)RS (Diff)RS (Log)
GSCI LEAN HOGS SPOT INDEX 0.3571 0.8248 0.5267 0.6102
HOGS, LEAN FUTURE CME 0.4141 0.7618 0.5170 0.6938
LB LUMBER CME 0.4403 0.8436 0.5168 0.7831
CBOT OATS FUTURE 0.4432 0.7433 0.5111 0.7714
LC CATTLE LIVE CME 0.4540 0.7863 0.4911 0.7664
PH GOLD&SILVER INDEX 0.4574 0.7307 0.5720 0.8187
NYBOT OR JUICE FUTRUE 0.4583 0.7747 0.4956 0.7481
CBOT SOYBN FUTURE 0.4748 0.8460 0.5237 0.8569
CBOT WHEAT FUTURE 0.4775 0.8703 0.5265 0.8206
CBOT CORN FUTURE 0.4815 0.7140 0.5225 0.8234
XAG SILVER SPOT 0.4870 0.8652 0.5713 0.8575
SI SILVER NYMEX 0.4932 0.8535 0.5409 0.7506
LME ALUMINUM SPOT 0.4937 0.8674 0.5599 0.8439
GSCI PALLADIUM INDEX ER 0.4972 0.6825 0.5840 0.8604
NYBOT COFFEE FUTURE 0.4989 0.7853 0.5472 0.7741
CT COTTON NYBOT 0.5001 0.8385 0.5607 0.7909
WCE CANOLA FUTRUE 0.5062 0.7566 0.5477 0.8458
NYBOT SUGAR FUTURE 0.5074 0.8636 0.5781 0.8276
NYBOT COCOA FUTURE 0.5102 0.8558 0.5232 0.8161
GSCI COPPER INDEX SPOT 0.5300 0.8726 0.5201 0.7907
CBOT SOYBN OIL FUTURE 0.5325 0.8225 0.5531 0.8265
LME 3M COPPER FUTURE 0.5377 0.8831 0.5549 0.8650
LME COPPER SPOT 0.5406 0.8488 0.5463 0.8664
HG COPPER NYMEX 0.5409 0.8473 0.5362 0.8190
HO HEATING OIL NYMEX 0.5412 0.8075 0.5542 0.8184
XPT PLATINUM SPOT 0.5487 0.8378 0.5066 0.7927
NYMEX CRUDE FUTURE 0.5512 0.8590 0.5470 0.8426
LA ALUMINUM FUTURE 0.5522 0.8488 0.5616 0.7610
PL PLATINUM NYMEX 0.5542 0.8440 0.5389 0.8776
CL CRUDE OIL NYMEX 0.5561 0.8287 0.5601 0.8280
LME PL INDEX 0.5590 0.8324 0.5667 0.8091
WTI CUSING CRUDE SPOT 0.5605 0.7799 0.5793 0.8755
LA CRUDE OIL SPOT 0.5676 0.8323 0.5815 0.8053
XPD PALLADIUM SPOT 0.5724 0.8036 0.5803 0.8157
XAU GOLD SPOT 0.5770 0.8346 0.5962 0.8081
PA PALLADIUM NYMEX 0.5812 0.8017 0.5967 0.7898
BRENT CRUDE OIL INDEX 0.5948 0.8693 0.6111 0.7835
FC CATTLE FEEDER CME 0.6031 0.7878 0.5740 0.7312
GENERIC 1ST FUTURE GOL 0.6192 0.8914 0.5745 0.8676
CME FEEDER CATTLE INDEX 0.6560 0.6680 0.6556 0.6883
Table A.4.8: Hurst exponent for increments and log difference for our algorithm and
the RS method
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Table A.4.9: Output example for “CBOT Corn Futrue”
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This is an estimation sample results from our program for the increments of
‘CBOT Corn Futrue’ data. ‘Model’ column is for the models we estimated, here
the size of the ARMA filter is used as an indicator of the model size. ‘NoS’ is short
for number of steps, it gives the number of steps the program needs to find the conver-
gence of d, a minimum boundary of 9 is used for stability purpose. The value under
“d, C, AR_1, AR_2, AR_3, AR_4, AR_5, AR_6, MA_1, MA_2, MA_3, MA_4,
MA_5, MA_6 and Var” are models parameters for the fraction term, the constant,
the AR and MA parameters and the variance of the error term, normal distribution
error term is used here. The “AICBIC” is calculated by sum up AIC and BIC for
model selection.
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Table A.4.10: Best ARFIMA models for increments data
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Table A.4.11: Best ARFIMA models for log difference data
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A.5 Distribution of loss
First, it is not difficult to see that for x < 0, we have FL (x) = 0, for x = 0 we have
FL (0) = P
(
I0 ≤ e−rT IT
)
= N
(
(µ−r− 12σ2)T
σ
√
T
)
and for x > p0, we have FL (x) = 1.
Now let us consider p0 ≥ x > 0. In this case we have
FL (x) = 1− P (L > x) = 1− P
((
IˆT − e−rT IT
)
+
> x
)
= 1− P
(
IˆT − e−rT IT > x
)
= 1− P
(
IˆT − I0e−rT e(µ− 12σ2)T+σBT > x
)
= 1− P
(
IˆT − x
I0
> e(µ−r−
1
2
σ2)T+σBT
)
= 1− P
 log
(
IˆT−x
I0
)
− (µ− r − 1
2
σ2
)
T
σ
√
T
> B1

= 1−N
 log
(
IˆT−x
I0
)
− (µ− r − 1
2
σ2
)
T
σ
√
T

= N
(µ− r − 12σ2)T − log
(
IˆT−x
I0
)
σ
√
T

Lower retention level is given by solving
N
((
λ− 1
2
σ
)√
T
)
= FL (0) < a = N
(
N−1
(
1
δ
)
+ λ
√
T
)
.
This gives
(−1
2
σ
)√
T < N−1
(
1
δ
)
and therefore, N
((−1
2
σ
)√
T
)
< 1
δ
and 1− 1
δ
<
N
(
1
2
σ
√
T
)
. But since 1
2
σ
√
T ≥ 0 then N
(
1
2
σ
√
T
)
≥ 1
2
. Therefore, δ ≤ 2, is a
sufficient condition.
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