We study the semiflow S(t) defined by a semilinear parabolic equation with a singular square potential V (x) = µ |x| 2 . It is known that the Hardy-Poincaré inequality and its improved versions, have a prominent role on the definition of the natural phase space. Our study concerns the case 0 < µ ≤ µ * , where µ * is the optimal constant for the Hardy-Poincaré inequality. On a bounded domain of R N , we justify the global bifurcation of nontrivial equilibrium solutions for a reaction term f (s) = λs − |s| 2γ s, with λ as a bifurcation parameter. The global bifurcation result is used to show that any solution φ(t) = S(t)φ0, initiating form initial data φ0 ≥ 0 (φ0 ≤ 0), φ0 ≡ 0, tends to the unique nonnegative (nonpositive) equilibrium.
Introduction
Fundamental issues of the linear heat equation with a singular potential ∂ t φ − ∆φ − µ |x| 2 φ = 0, x ∈ Ω, t > 0, φ(x, 0) = φ 0 (x), x ∈ Ω, (1.1)
where Ω is in general an open set of R N , have been analyzed in the works [3, 10, 24] . The behavior of the solutions depends heavily on the critical value of the parameter µ (denoted by µ * ), which is the best constant of the Hardy's inequality. The first fundamental result was that of [3] This is only a basic framework, since there are important and deep phenomena in the range 0 < µ ≤ µ * (e.g. singular behavior at the origin with prescribed rate, even for the solutions φ ≥ 0 associated with good initial data and even non uniqueness of nonnegative distributional solutions). When µ > µ * , there exist initial data of oscillating type for which the solution exists globally in time. Extensions of the results of the bounded domain when 0 < µ ≤ µ * (but with major differences e.g on the rate of decay) have been made on appropriate weighted spaces based on weighted improvements of the Hardy's inequality.
Strongly motivated by the results of [24] , for (1.1) on the bounded domain case, we shall discuss the dynamics of a semilinear analogue of (1.1)
φ(x, 0) = φ 0 (x), x ∈ Ω, (1.2) φ| ∂Ω = 0, t > 0.
with our attention restricted in this work, up to the critical case µ = µ * . We start with the analysis of the set of equilibrium solutions of (1.2). The equilibrium solutions in this case satisfy the semilinear elliptic equation
3)
The results of Section 2, concern the bifurcation of equilibrium solutions with respect to the parameter λ ∈ R. Considering this type of nonlinear term with λ as a varying parameter, is of importance, having in mind the Ginzburg-Landau nonlinearity. Hardy's inequality implies for the subcritical case 0 < µ < µ * , the equivalence H The analysis carried out in [24] for the critical case µ = µ * , suggests that we cannot expect H 
3).
For comparison results and properties of the linear eigenvalue problem (1.4), we will refer to [13] .
The global bifurcation results of Section 2 are of a twofold meaning. On the one hand, they establish the existence of a global branch C λ1,µ , of nonnegative solutions in the critical value µ = µ * . The global branch has the properties proved in PROPOSITION 1.2 Let Ω ⊂ R N , N ≥ 3, be a bounded domain. Assume that 0 < µ ≤ µ * and that (1.5) holds. Then (i) The global branch C λ1,µ bends to the right of λ 1,µ (supercritical bifurcation) and it is bounded for λ bounded.
(ii) Every solution u ∈ C λ1,µ is the unique nonnegative solution for the problem (1.3) . On the other hand, it is well known that qualitative properties of a dynamical system may not depend continuously on the variation of the parameters. A first question of this nature can be addressed, regarding the behavior of global branches of nonnegative solutions possessed by (1.3) in domains not containing the origin, Ω r = Ω \ B r (0). We may consider r > 0 as a parameter: Rabinowitz's theorem, can be applied to prove the existence of global branches C λ1,µ,r in R × H 1 0 (Ω r ), for any 0 < µ ≤ µ * . How these branches behave as r → 0? A simple but careful analysis on the asymptotics of the eigenpairs (λ, u λ,r ) ∈ C λ1,µ,r as r → 0 (on the account of the properties of the space H µ (Ω) and the regularity results in H µ (Ω r ), combined with the Whyburn's Theorem is used to prove
It seems even more interesting to discuss how the branches C λ1,µ for µ < µ * behave as µ ↑ µ * . Regarding the behavior of the global branch C λ1,µ as the parameter µ varies to the transition value µ * , the answer is given in the following theorem, showing that the situation in H 
THEOREM 1.4 Let Ω ⊂ R
N be a bounded domain. We assume that 6) and when N ≥ 4, we assume condition (1.5) .
Observe that the condition (1.5) is slightly modified, distinguishing between the cases N = 3 and N ≥ 4.
In Section 3, and in the spirit of our recent work [18] , we shall use Theorem 1.1 to discuss the stability properties of equilibria and the asymptotic behavior of solutions of (1.2). We discuss first stability by linearization: Using the improved Hardy inequality of [24] and its consequences, we consider appropriate Garding forms to prove the asymptotic stability of the trivial equilibrium when λ ≤ λ 1,µ and the asymptotic stability of the unique nonnegative equilibrium when λ > λ 1,µ , for 0 < µ ≤ µ * . However the setting of [24] , enables for a stronger result: Following closely the semiflow theory [2, 17, 23] , we define a gradient semiflow in H exist and are equilibrium points. Furthermore, any solution of (1.2) , tends to an equilibrium point as t → ∞.
Armed with the fact, that the limit set ω(φ) for each positive orbit φ lying in the global attractor A, is a connected subset of the bounded set E of the equilibrium solutions, the global bifurcation result of Theorem 1.1 will be crucial: It actually shows that E = {0} when λ ≤ λ 1,µ , and is totally disconnected when λ > λ 1,µ ,
The trivial solution is unstable when λ > λ 1,µ , thus the limit set ω(φ 0 ) for every φ 0 ∈ H µ (Ω) of definite sign, is described for all 0 < µ ≤ µ * by
The above result is a rigorous verification that (1.2) which undergoes a pitchfork bifurcation of supercritical type for any µ < µ * in H 1 0 (Ω) preserves this behavior up to the transition µ = µ * in the H 1 µ * (Ω)-phase space (see figure 2) . We remark that in the case λ > λ 1,µ Proposition 1.5, clearly implies that for any φ 0 ≡ 0, any solution φ(t) = S(t)φ 0 converges to one of the equilibrium solutions u or u − , possibly through an heteroclinic orbit connecting them.
However, Theorem 1.4 B. combined with Theorem 1.6 indicate for the "explosive" behavior of the attractor A in H 1 0 (Ω) when µ → µ * . Theorem 1.6 could also be viewed as the analogue of [24, Theorem 4.1, pg. 123] for (1.2), with the exponential decay, replaced by the convergence to the unique nonnegative or the unique nonpositive equilibrium, for any λ > λ 1,µ , according to the sign of the initial data φ 0 .
At this point, we also remark [12] for bifurcation results on H 1 0 (Ω) with µ as a bifurcation parameter, regarding the semilinear elliptic problem
For bifurcation results on the degenerate elliptic problem
related to the Hardy inequality, we refer to [14] . We also point out [7] , on recent bifurcation results for the elliptic problem
where the functions m, b : Ω → R are this time, smooth functions but of changing sign. For a brief reference to existing results on the issue of convergence of solutions of global solutions of evolution equations to steady states, we refer to [9] (see also [18, pg. 366] ). For improvements related to second order Hardy-type inequalities, we refer to the recent work [22] .
Global bifurcation of equilibrium solutions
This section is devoted to the proof of the existence of bifurcation branches for the equilibrium solutions of (1.2) given by the semilinear elliptic equation (1.3) . Here Ω will be an open bounded and connected subset of R N , N ≥ 3 including the origin. We shall assume that 0 < µ ≤ µ * , where
is the best constant of Hardy's inequality 
Basic properties of the phase space.
It well known that the constant µ * is optimal and it is not attained in H 1 0 (Ω). In [6] it was given the following improved version of (2.1)
2)
, where ω N and |Ω| denote the volume of the unit ball and Ω respectively, and z 0 = 2.4048 . . . denotes the first zero of the Bessel function J 0 (z). This constant is optimal when Ω is a ball, but it is also not achieved in H 1 0 (Ω). In [15] was proved that inequality (2.1) admits an infinite series of correction terms. The analysis of [24] , recovered that the natural phase space for the study of linear equation (1.1) system (1.2) is the Hilbert space H µ (Ω), defined for any fixed 0 < µ ≤ µ * , as the completion of the C ∞ 0 (Ω) functions under the norm
and endowed with the scalar product
Consequently, this is also the case for the semilinear analogue (1.2). Friedrich's extension theory is applicable due to the inequality (2.2): is the main ingredient which can be used to consider the operator L = −∆ − V (x) as a positive and self adjoint operator with domain of definition
The improved Hardy-Poincaré inequalities
for all φ ∈ C ∞ 0 (Ω), imply the continuous embeddings,
if 1 ≤ q < 2 and 0 ≤ s < 1. Furthermore, since W 
In the subcritical case 0 < µ < µ * we have the following property of H µ (Ω).
Proof: Clearly from (2.3),
On the other hand, Hardy's inequality (2.1), implies that
Thus, from inequalities (2.9) and (2.10) we conclude that c ||u||
µ > 0 if µ < µ * , and C = 1.
A remarkable property was shown in [24] concerning the critical case µ = µ * : H µ * (Ω) is larger than H 1 0 (Ω), since it contains singularities of the form f ∼ |x| (N −2)/2 , and it is smaller than ∩ q<2 W 1,q (Ω). With the continuous embeddings (2.7) at hand, we can handle the nonlinearity of (1.2).
LEMMA 2.2 Let condition (1.5) be satisfied and assume that
a sequentially weakly continuous map g :
1 and sequentially weakly continuous.
Proof: Starting by the standard Sobolev embeddings, we recall that
We consider the critical exponent
Thus, as an immediate consequence of the embedding (2.7) we infer that
Using (2.13) it can be easily deduced that the functional g is well defined, under the restriction (1.5). Furthermore, it follows from (2.13), that G is well defined if
noting that γ * < γ * . That both functional are sequentially weakly continuous, can be verified by using the compact embeddings (2.8) and repeating the arguments of [2, Lemma 3.3, pg. 38 & Theorem 3.6, pg. 40]. We will check that G is a C 1 -functional, and its derivative is
We consider for φ, ψ ∈ H µ (Ω), the quantity
We set σ = qN N (q−1)+q , σ −1 + p * −1 = 1, and we get
To apply the continuous embedding (2.13) we need the requirement
This requirement produces the restriction (1.5). Letting s → 0, and using the dominated convergence theorem, we infer that G is differentiable with the derivative (2.14).
For the continuity, we consider a sequence
Setting then p 1 = p * σ , the requirement for p 1 > 1, produces again the restriction for 2N N +2 < q < 2. Now for
we get the inequality
The embedding (2.13) is applicable if 2γσp 2 < p * , giving (1.5). Under this condition and as
we conclude from (2.17), the continuity of G ′ .
Existence of a global branch of positive solutions for any
The existence of a global branch of nonnegative solutions will be proved via the classical Rabinowitz's theorem:
Assume that X is a Banach space with norm || · || and consider
, where L is a compact linear map on X and H(λ, ·) is compact and satisfies
If λ is a simple eigenvalue of L then the closure of the set
possesses a maximal continuum (i.e. connected branch) of solutions, C λ , such that (λ, 0) ∈ C λ and C λ either:
We will prove that there exists a global branch (i.e. the second alternative of Theorem 2.3 cannot happen) of solutions bifurcating from the principal eigenvalue λ 1,µ of the problem (1.4), for any µ ≤ µ * .
LEMMA 2.4 Assume that 0 < µ ≤ µ * . Problem (1.4) , admits a positive principal eigenvalue λ 1,µ , given by
with the following properties: (i) λ 1,µ is simple with a positive associated eigenfunction u 1,µ , which belongs at least to C 1,ζ loc (Ω\{0}), for some ζ ∈ (0, 1),
(ii) λ 1,µ is the only eigenvalue of (1.4) with nonnegative associated eigenfunction.
Proof: The existence and the variational characterization (2.19) of the principal eigenvalue follows from the compactness of the embeddings (2.8) implying that L = −∆ − µ |x| 2 for 0 < µ ≤ µ * , has an orthonormal basis of eigenfunctions in H µ (Ω) with an eigenvalue sequence 
loc (Ω\{0}), for some ζ ∈ (0, 1). The positivity of u 1,µ follows from [13, Lemma 2.2]-we also refer to the weak maximum principle of [4] . The simplicity and the uniqueness up to positive eigenfunctions of λ 1,µ can be verified, by using Picone's identity [18] .
For some further properties of the principal eigenvalue and the corresponding eigenfunction, we refer to [13] . We remark [15] , where the weighted space Hilbert space W 
and endowed with the inner product
In [15] , the space W 1,2 0 (Ω; |x| −(N −2) was considered for the proof of the existence of principal eigenvalues for the eigenvalue problem
). Proceeding to the proof of the global bifurcation result, we discuss first the behavior of λ 1,µ , 0 < µ < µ * as µ ↑ µ * . Next lemma demonstrates the qualitative differences in H Proof: (i) Let µ 1 < µ 2 . Then the variational characterization of the principal eigenvalue λ 1,µ (2.19) implies that λ 1,µ1 > λ 1,µ2 . Thus λ 1,µ is decreasing. Applying next the improved Hardy's inequality (2.2) we infer that λ 1,µ is bounded from below by λ Ω . Thus, there exists λ * > 0, such that λ 1,µ ↓ λ * .
(ii) The eigenfunctions u 1,µ should satisfy the weak formula
for any φ ∈ C ∞ 0 (Ω). We still denote by u 1,µ the sequence of normalized eigenfunctions, forming a bounded sequence in H 1 0 (Ω). We deduce that there exists some u ∈ H 1 0 (Ω) such that up to a subsequence (not relabelled),
For some fixed ε > 0, small enough and any φ ∈ C ∞ 0 (Ω), we have that
Let us now assume by contradiction that u ≡ 0. Passing to the limit in (2.22), we get that u must satisfy
for any φ ∈ C ∞ 0 (Ω), or equivalently that u must be a nontrivial solution of the problem
However, since µ * is the optimal constant of (2.2) which is not achieved in H .2), will allow us to employ the method developed in [8] : On the account of (2.19), we define a bilinear form in
We define next the space X, as the completion of C ∞ 0 (Ω) with respect to the norm induced by (2.24), ||u|| 2 X =< u, u > X : Then due to the improved Hardy's inequality (2.2), we deduce the equivalence of norms
Since C ∞ (Ω) is dense both in X and H µ (Ω), it follows that X = H µ (Ω). Henceforth we may suppose that the norm in X coincides with the norm in H µ (Ω) and that the inner product in X is given by < u, v > X =< u, v > Hµ(Ω) . Let us note that the identification principle [25, Identification Principle 21.18, pg. 254]) implies that if < ·, · > X,X * denotes the duality pairing on X, then < ·, · > X,X * =< ·, · >. To proceed further we note that the bilinear form
is clearly continuous in X. The Riesz representation theorem implies that we can define a bounded linear operator L such that
The operator L is self adjoint and compact and its largest eigenvalue ν 1 is characterized by
Then, by Lemma 2.4 it readily follows that the positive eigenfunction u 1 of (1.4) corresponding to λ 1,µ is a positive eigenfunction of L corresponding to ν 1 = 1/λ 1,µ .
After these preparations, we may define the nonlinear operator N(λ, ·) :
for all v ∈ X. Since the functional S : X → R defined by
is a bounded linear functional we have that N(λ, u) is well defined from (2.26). Moreover by using the fact that X = H µ (Ω) and relation (2.25), we can rewrite
Under condition (1.5), the embedding
(Ω) is compact, implying that the map H is compact. To check condition (2.18) of Theorem 2.3, we derive first the inequality
Then, we get from (2.27) that
It remains to prove that C λ1,µ is global. We proceed in two steps , adapting the arguments of [18] .
(a) We shall prove first that all solutions (λ, u) ∈ C λ1,µ close to (λ 1,µ , 0) are positive for all x ∈ Ω. More precisely we shall prove that there exists ǫ 0 > 0, such that any (λ, u(x)) ∈ C λ1,µ ∩ B ǫ0 ((λ 1,µ , 0)), satisfies u(x) > 0, for any x ∈ Ω. Here B ǫ0 ((λ 1,µ , 0)), stands for the open ball of C λ1,µ of center (λ 1,µ , 0) and radius ǫ 0 ) We argue by contradiction, assuming that (λ n , u n ) is a sequence of solutions of (1.3), such that (λ n , u n ) → (λ 1,µ , 0) and that u n are changing sign in Ω. Let u − n := min{0, u n } and U − n =: {x ∈ Ω : u n (x) < 0}. Since
n is a solution of the problem (1.3) it can be easily seen that u − n , satisfies (in the weak sense) the equation
Then, multiplying (2.28) with u − n and integrating over Ω we have that
Since λ n is a bounded sequence, it follows from (2.29) and Hölder's inequality that
. where p * is the critical exponent defined in (2.12), for any q ∈ [1, 2). Then, from (2.30) we get that
with the constant M being independent of n. We denote now byũ n , = u n /||u n || the normalization of u n . Then there exists a subsequence ofũ n (not relabelled) converging weakly in H µ (Ω) to some functionũ 0 . It can be seen thatũ 0 = u 1,µ . Moreover,ũ n → u 1,µ > 0 in L 2 (Ω). Passing to a further subsequence if necessary, by Egorov's Theorem,ũ n → u 1,µ uniformly on Ω with the exception of a set of arbitrary small measure. This contradicts (2.31) and we conclude the functions u n cannot change sign.
(b) We shall exclude next that for some solution (λ, u) ∈ C λ1,µ , there exists a point ξ ∈ Ω, such that u(ξ) < 0: Using (a), the fact that the continuum C λ1,µ is connected (see Theorem 2.3) and the C 1,ζ loc (Ω\{0})-regularity of solutions, we deduce that there exists (λ 0 , u 0 ) ∈ C λ1,µ , such that u 0 (x) ≥ 0, for all x ∈ Ω, except possibly some point x 0 ∈ Ω, such that u 0 (x 0 ) = 0. Then, the maximum principle (see [5, 13] ) and the fact that the solutions are singular at the origin imply that u 0 ≡ 0 on Ω. Thus, we may construct a sequence {(λ n , u n )} ⊆ C λ1,µ , such that u n (x) > 0, for all n and x ∈ Ω, u n → 0 in H µ (Ω), and λ n → λ 0 . However, this is true only for λ 0 = λ 1,µ . As a consequence, we have that C λ1,µ cannot cross (λ, 0) for some λ = λ 1 , and every function which belongs to C λ1,µ is strictly positive.
Approximation by bounded domains not containing the origin
In this subsection we prove Theorem 1.3. The proof is also an alternative approach, to show Theorem 1.1, approximating ( 
with the following properties: λ 1,µ,r , is simple with a positive associated eigenfunction u 1,µ,r and λ 1,µ,r is the only eigenvalue of (P L) r , with positive associated eigenfunction. Furthermore, we have the following LEMMA 2.6 Let 0 < µ ≤ µ * , and λ 1,µ and λ 1,µ,r , be the positive principal eigenvalues of the problems (1.4) and (AL) r , respectively. Then (i) u 1,µ,r (x) ≤ u 1,µ (x), for any x ∈Ω r , and any r > 0.
, and λ 1,µ,r ↓ λ 1,µ , as r ↓ 0.
Proof: (i) Having in mind, that both u λ,r and u λ are sufficiently smooth and positive functions onΩ r , the assertion follows from the comparison principle (cf. [20, Theorem 10.5]).
(ii) We extend u 1,µ,r on Ω asû 1,r (x) =:
for any sufficiently small r > 0, using in the sequel for convenience, the same notation u 1,µ,r ≡û 1,µ,r . We note first that
Since Ω r1 ⊂ Ω r2 , for any r 1 > r 2 , we deduce that λ 1,µ,r is an decreasing sequence as r → 0. Moreover, u 1,µ,r forms a bounded sequence in H µ (Ω), thus u 1,µ,r ⇀ u * in H µ (Ω) (up to a subsequence), and λ 1,µ,r → λ * in R . Then, by the compact embedding H µ (Ω) ֒→ L 2 (Ω) we get that
Hence (λ * , u * ) must be an eigenpair of (1.4) and from Lemma 2.4 (ii), we infer that (λ * , u * ) ≡ (λ 1 , u 1 ). Finally, we consider the difference ψ = u − u λ,r . Standard regularity results imply that
, as r → 0, for some positive constant C independent from r. By a bootstrap argument, we conclude that
Rabinowitz's Theorem 2.3, is applicable for the approximating problems (A) r , by following closely the arguments used in proof of Theorem 1.1.
LEMMA 2.7 Assume that 0 < µ ≤ µ * . The principal eigenvalue λ 1,µ,r of (P L) r is a bifurcating point of the problem (P ) r (in the sense of Rabinowitz) and C λ1,µ,r is a global branch of nonnegative solutions , which "bends" to the right of λ 1,µ . For any fixed λ > λ 1,µ these solutions are unique.
The properties of the global branch C λ1,µ,r can be proved as in Proposition 1.2 (see Subsection 2.4). The nonlinear analogue of Lemma 2.6 is stated in PROPOSITION 2.8 Assume that 0 < µ ≤ µ * , and let λ be a fixed number, such that (λ, u λ,r ) ∈ C λ1,µ,r . Then,
, for any x ∈Ω r , and any r ↓ 0,
Proof: (i) We shall prove first that u λ,r is a bounded sequence in H µ (Ω). We argue by contradiction, assuming that ||u λ,r || Hµ(Ω) → ∞ as r ↓ 0.
(2.32)
From the weak formulation of the problems (A) r we get that u λ,r satisfies the equation
for any r small enough. Settingũ
we get that ||ũ λ,r || Hµ(Ω) = 1, for any r > 0 small enough. Consequently (up to a subsequence)ũ λ,r converges weakly to someũ * in H µ (Ω), as r ↓ 0, and soũ λ,r →ũ * in L 2 (Ω) as well as in L 2γ+2 (Ω), as r ↓ 0. In addition, it follows from (2.34) that ||ũ λ,r || Hµ(Ω) ≤ λ ||ũ λ,r || L 2 (Ω) , for any r > 0, Passing to the limit to (2.35) as r ↓ 0, (2.32) implies thatũ λ,r → 0 in L 2γ+2 (Ω), contradicting thatũ * ≡ 0. Therefore, u λ,r is a bounded sequence in H µ (Ω) converging weakly to some u * in H µ (Ω) as r ↓ 0. Then (2.34), implies again that and u * ≡ 0. Passing to the limit to the weak formulation of (1.3), we deduce that u * is a solution of (1.3). We set u * = u λ . Claims (ii) and (iii) can be proved by similar arguments to those used in Lemma 2.6.
Proof of Theorem 1.3: We are making use of Whyburn's Theorem (see [14] and the references therein). For some R > 0 and some sequence r n ↓ 0, as n → ∞, we define the sets A n as follows:
For every n ∈ N, these sets are connected and closed. In addition, Lemma 2.8 implies that lim inf n→∞ {A n } ≡ ∅.
We will justify next, that the set n∈N A n is relatively compact i.e., every sequence in A n contains a convergent subsequence. To this end, we consider (λ n , u n ) ∈ n∈N A n . Then, the sequence (λ n , u n ) is bounded in R × H µ (Ω). Henceforth there exists a subsequence still denoted by (λ n , u n ), such that λ n → λ * and
Moreover, u n satisfies (2.34), from which it readily follows that
Hence, the subsequence u n converges strongly to u * in H µ (Ω), and arguing as in Proposition 2.8, we get that u * ≡ 0 as well as that (λ * , u * ) is a solution of (1.3). From the same token we have that
Applying similar arguments, we may let R → ∞ in order to obtain that C λ1,µ,r n → C λ1,µ , in R × H µ (Ω) for any R ∈ R + .
Behavior of the branch
We conclude in this section, with the discussion on the properties of the global branches C λ1,µ when 0 < µ ≤ µ * . We start with the proof of Proposition 1.2, which actually shows that the global bifurcation is of supercritical type.
Proof of Proposition 1.2: (i) Assume by contradiction that C λ1,µ bends to the left of λ 1,µ . Then there exists a pair (λ, u) ∈ R × H µ (Ω) with 0 < λ < λ 1,µ , such that
, with λ < λ 1 , contradicting the variational characterization of λ 1,µ . Thus, C λ1,µ must bend to the right of λ 1,µ . To show that C λ1,µ is bounded for λ bounded, we consider the weak formula satisfied by any u ∈ C λ1,µ ,
Setting ψ = u in (2.37) and using the inequality
we get that any u ∈ C λ1,µ , satisfies the bound
The bound (2.39), shows that any u ∈ C λ1,µ , is bounded for each fixed λ.
(ii) Let u ∈ C λ1,µ , and suppose that v is a nonnegative solution of (1.3) with u ≡ v. Considering the approximating solutions u λ,r of the problems (A) r , we get from Proposition 2.8 (ii) (comparison principle) that
Then, by the L ∞ loc -convergence of u λ,r to u of Lemma 2.8 (iii) and (2.40), we infer that
We apply next the weak formula (2.37) for the solutions u and v, setting ψ = v and ψ = u respectively. Subtracting the resulting equations, we get that
Finally, we discuss the behavior of the branches C λ1,µ , as µ ↑ µ * . The eigenfunction u 1,µ * does not belong in H 1 0 (Ω), although the eigenfunctions u 1,µ , 0 < µ < µ * , belong in H 1 0 (Ω). Therefore, the behavior of the branches C λ1,µ as µ ↑ µ * should be completely different if considered in H µ * (Ω) and in H 1 0 (Ω) respectively. Proof of Theorem 1.4: A. By assumption, the pair (λ n , u n ), satisfies
On the other hand, by the definition of the H µ * (Ω)-norm and the hypothesis µ n ↑ µ * , it follows that
Combining (2.43) and (2.44) with the assumption that |λ n | ≤ L, we get the estimate
We employ an argument similar to the one used in the proof of Proposition 2.8, assuming by contradiction that ||u n || H µ * (Ω) → ∞ as n → ∞. We consider the normalizationû n of u n in H µ * (Ω),
which is a bounded sequence in H µ * (Ω). Hence, we may extract a subsequence (not relabelled), converging weakly to someû * in H µ * (Ω). The compact embedding H µ * (Ω) ֒→ L 2 (Ω) and inequality (2.45) imply that u * ≡ 0. Dividing (2.43) by ||u n || 2 H µ * (Ω) , we get the inequality
Passing to the limit to (2.47) as n → ∞, we deduce that u * ≡ 0, which is the contradiction. Thus u n must be bounded in H µ * (Ω), and (up to some subsequence) converges weakly to some u * in H µ * (Ω). The strong convergence (λ n , u n ) → (λ * , u * ) in R × H µ * (Ω), follows from the compactness of the embedding H µ * (Ω) ֒→ L 2 (Ω) and (2.45). Let us remark that if u * ≡ 0, the same argument implies that u n → 0 in H µ * (Ω). In this case, division of (2.42) by ||u n || 2 H µ * (Ω) and passage to the limit, shows that λ n → λ 1,µ * . It remains to prove that the limit (λ * , u * ) ∈ C λ 1,µ * . Note that for any φ ∈ C ∞ 0 (Ω),
Passing to the limit as n → ∞, we need to show that the integral
remains bounded for any φ ∈ C ∞ 0 (Ω) and any n ∈ N. This claim follows by Hölder's inequality and the continuous embedding
The integral in the right hand side of (2.48) converges if q > N N −1 . Combining this requirement with (1.5), the condition (1.6) follows for the case N = 3. When N ≥ 4, the claim is valid under the condition (1.5).
B. Let (λ n , u n ) ∈ C λ1,µ n , and assume that µ n ↑ µ * and λ n → λ 1,µ * as n → ∞. Assuming further that u n remains bounded in H 1 0 (Ω), we may extract a subsequence still denoted by u n , which converges weakly to some u * in H 1 0 (Ω). Passing to the limit in the weak formula as n → ∞, it follows that u * , µ * , λ 1,µ * , satisfy
for any φ ∈ C ∞ 0 (Ω). However, the variational characterization of λ 1,µ * implies that this is true only if u * ≡ 0. Therefore u n ⇀ 0, in H 1 0 (Ω). On the other hand, arguing as in part A., it can be seen from (2.42) that the normalizationū n = u n /||u n || H 1 0 (Ω) converges (up to a subsequence) weakly to u 1,µ * in H 1 0 (Ω) which is impossible. Thus, u n must be unbounded in H 1 0 (Ω).
Definition of a gradient semiflow
In this section we shall define a gradient semiflow associated to the semilinear parabolic equation (1.2),
as a Lyapunov functional. In subsection 3.1, we discuss the stability properties of the equilibrium solutions by linearization. In subsection 3.2, and by following closely the general semiflow theory [2, 17, 23] , we present the proof of Theorem 1.5, as well as the description of the limit set ω(φ 0 ) for nonnegative (nonpositive) initial data φ 0 , φ 0 ≡ 0 given in Corollary 1.6.
Stability of equilibrium solutions by linearization
Seeking for nonpositive stationary solutions u = −u − with u − ≥ 0, u − ≡ 0, it is clear that u − satisfies (1.3). Therefore, Theorem 1.1, can be restated as We first verify that solutions of (1.2) initiating from nonnegative (nonpositive) initial data remain nonnegative (nonpositive) for all times. Then, we will proceed with the asymptotic stability of the nonnegative equilibrium by linearization. For the latter, Hardy's inequalities and their improvements, allow for the definition of appropriate Garding forms, helping us to verify that zero is not an eigenvalue for the linearized flow around the nonnegative (nonpositive) equilibrium. 
is a positively invariant set for the semiflow S(t).
Proof: The argument of [11, Proposition 5.3.1] for the linear heat equation, can be repeated here (see also [18] ). We assume that φ 0 ∈ H µ (Ω), φ 0 ≥ 0 a.e in Ω, and φ(t) = S(t)φ 0 , the global in time solution of (1.2), initiating from φ 0 . We consider φ + := max{φ, 0}, φ − := − min{φ, 0}. Both φ + and φ − are nonnegative, and φ = φ + − φ − . It can be seen from (1.2) that φ − satisfies the equation
Moreover, φ − satisfies the energy equation (see Proposition 1.5),
From (3.2) and (2.19), we get that
where c = λ 1,µ − λ. Thus φ − satisfies
implying that φ ≥ 0 for all t ∈ (0, +∞), a.e. in Ω.
The unique nonnegative (nonpositive) equilibrium point which exists for λ > λ 1,µ is uniformly asymptotically stable.
On the account of Corollary 3.1, we consider only the nonnegative equilibrium u ≥ 0, u ≡ 0. First, we observe that the linearized semiflow around the zero solution, is defined by the Cauchy-Dirichlet problem
We have that φ = 0 is asymptotically stable in H µ (Ω) if λ ≤ λ 1,µ , and unstable in H µ (Ω) if λ > λ 1,µ . The linearized semiflow around the nonnegative equilibrium point u of (1.2), is defined by the Cauchy-Dirichlet problem
To confirm the asymptotic stability of u, we will prove thatμ = 0, is not an eigenvalue for the eigenvalue problem
The weak formulation of (3.5) is
for every ω ∈ H µ (Ω). Using the improved Hardy's inequality and the properties of the H µ (Ω)-space for any 0 < µ ≤ µ * , we may consider a symmetric bilinear form A µ : 
Garding's inequality is satisfied. Then, it follows from [25, Theorem 22.G pg. 369-370] and (2.8) , that the problem (3.5) has infinitely many eigenvalues of finite multiplicity. Counting the eigenvalues according to their multiplicity, we derive the sequence
The smallest eigenvalue can be characterized by the minimization problem
The j-th eigenvalue, can be characterized by the minimum-maximum principlẽ
where M = {ψ ∈ H µ (Ω) : ||ψ|| L 2 = 1} and L j denotes the class of all sets M ∩L with L an arbitrary j-dimensional linear subspace of H µ (Ω). By using similar arguments as for the proof of Lemma 2.4 (see also Lemma 2.6), we may see that for (3.5), the (nontrivial) eigenfunction corresponding to the principal eigenvalueμ 1 is nonnegative, i.e ψ 1 ≥ 0 a.e. on Ω. Sinceμ 1 , ψ 1 satisfy (3.6) we get by setting ω = u that
On the other hand, by setting ψ = ψ 1 to the weak formula (2.37) we get
Subtracting these equations, we obtain that
which implies thatμ 1 > 0. Thusμ = 0 is not an eigenvalue, and u is uniformly asymptotically stable. Proof of Proposition 1.5: It follows from [24] , that the operator L = −∆ − µ |x| 2 with domain of definition (2.4) is a generator of a strongly continuous semigroup T (t), for any 0 < µ ≤ µ * , while the function f (s) = |s| 2γ s − λs, defines a locally Lipschitz map f : Setting h(t) = f (φ(t)), we consider the sequence h n (t) ∈ C 1 ([0, T ]; H µ (Ω)) and φ 0n ∈ D(L) such that
Global attractor in
We define φ n (t) = T (t)φ 0n + t 0 T (t − s)h n (s)ds, and it follows from [19, Corrolary 2.5, p107] that φ n (t) ∈ D(L), φ n ∈ C 1 ([0, T ]; H µ (Ω)) and that they satisfy ∂ t φ n − ∆φ n − µ φ n |x| 2 + f (φ n ) = 0. Finally, by using the continuity of J and (3.12), and passing to the limit to the equation From (3.14) we infer that the unique solution φ, satisfies the energy equation Since J is nonincreasing in t, we conclude with the bound ||φ(t)|| establishing that solutions are globally defined in H µ (Ω), for any 0 < µ ≤ µ * and λ > λ 1,µ . In addition, (3.20) implies that the semiflow S(t) is eventually bounded and since the operator L has compact resolvent, S(t) is asymptotically compact (cf. [2, Proposition 2.3, pg. 36], [17, 23] ). Thus, the positive orbit γ + (φ 0 ) for any φ 0 ∈ H µ (Ω) is precompact and has a nonempty compact and connected invariant ω-limit set ω(φ 0 ). Moreover (3.14) implies that ω(φ 0 ) ∈ E. Equilibria of S(t) are extreme points of J , satisfying the weak formula (2.37). From (2.39), we have that E is bounded for any fixed λ. Hence S(t) is point dissipative.
Proof of Theorem 1.6: Lemma 3.2 and Proposition 1.5, imply that the solution φ(t) = S(t)φ 0 , initiating from initial data φ 0 ≥ 0 (φ 0 ≤ 0), φ 0 ≡ 0 converge towards the set of nonnegative (nonpositive) solutions of (1.3) as t → ∞, in H µ (Ω), for any 0 < µ ≤ µ * . In fact, it follows from Theorem 1.1 that the set of equilibrium solutions E = {u − , 0, u}, when λ > λ 1,µ , the trivial solution being unstable by Proposition 3.3. Thus for any nonnegative (nonpositive) initial condition φ 0 , ω(φ 0 ) = {u} (ω(φ 0 ) = {u − }). While in the case λ < λ 1,µ , Theorem 1.1 combined with Propositions 3.3 and 1.5, imply that dist(S(t)B, {0}) → 0 as t → ∞, for every bounded set B ⊂ H µ (Ω). Thus, when λ < λ 1,µ the global attractor A = {0}.
