Introduction
The timescales of active galactic nuclei (AGN) optical variability range from weeks up to years, which causes data analysis problems that are not usually presented in the case of the fast variable objects. The large number of observations and good sampling covering the full range of frequencies has almost never been possible to achieve in AGN observation. AGN time series are obtained from monitoring campaigns consisting of regular observations over long period, or continuous observations set on much shorter time span. AGNs have strong emissions lines (e.g. the Balmer line series), excited by photoionisation from the continuum emission. These lines respond to the variations of the ionizing continuum, and time delays between continuum and line variations can be related to the distance (geometry) between continuum and line emitting regions. Since AGN do not vary periodically, their delays are seen as echoes of the variations of the continuum. Also, the line response to the continuum can be non-linear, non-stationary at some level. For example, in case of NGC 5548 (see Cackett and Horne(2005) , and reference therein) the Hβ lag relative to the continuum is determined, on a year by year basis using CC, and it was found that lag increases with the increase of the mean continuum flux. Also, various studies shown that emission lines have a nonlinear response to continuum variations (Pogge and Peterson (1992) , Deitrich and Kollatschny (1995) ). Mostly in CC analysis of AGNs, the underlying hypothesis is that estimated quantities do not vary significantly for the duration of the cross-correlated signals.
We investigated CC and time delays of continuum and emission line curves of 4 type 1 AGNs: Arp 102B, 3C 390.3, NGC 5548, and NGC 4051 with assumption that those parameters do not vary with time in our previous work (see Kovačević et al. 2014 ). Our analysis is focused here on the detection of time evolution of linear (measured by CC) and non linear relationships (measured by (MI)) of time series of our data set enlarged with time series of E1821+643. Some geometrical characteristics of broad line region (BLR) can be extracted from the time delays , so any detection of variation of time delays over monitored period can contain information about its geometry variations. The structure of the paper is organized as follows. In the section Data a short description of used data samples is given. In the section Method Gaussian kernel based CC and MI method are described. In the section Results and Discussion the maps of time delay variations during observed periods are displayed and discussed their implications. In the section Conclusion our main findings are summarized. ,L andT S are the average values corresponding to the particular time series and its T S respectively. Comparison of σ rms 2 for all objects as function of the ratio between the observing and the sampling times is given in Table 1 .
An example of nonlinearity of our time series is given on the upper panel in the 
Method
From general point of view, the CC (or similarity) allows discovering groups of objects with similar behavior and, potential anomalies which may be revealed by change in CC. Application of cubic spline interpolation can lead to spurious peaks, so the variance of resampled signal is too high. As opposed to cubic spline, linear interpolation is a robust resampling method, it does not add spurious peaks, but the variance of resampled signal is too low. This arises from the fact that linear interpolation is weighted average of two irregular observations, so the resampled signal will have lower variance than original one.
Rehfeld et al. (2011) probed different CC estimators for irregular time series and
found that a Gaussian-kernel-based estimator performed best, which has the form introduced in Bjoernstad and Falck (2001) :
where ∆t xy i j is the inter-observation time, and k denotes the k-th lag. The CC function can be written as to our intuitive example to measure distance between the joint distribution and the marginals of two random variables we will come to the concept of MI inevitably.
The MI (I(X,Y)) between the variables X = (x 1 , ...x n ) and Y = (y 1 , ..., y m ) is defined (Shannon (1948) , Kolmogorov (1968) ) in terms of entropy
or in terms of their joint probability distribution p(X,Y) as
MI definition assures that its value is always nonnegative and zero only when 
Results and discussion
There is a large theoretical effort to understand the innermost part of active nucleus parametrized by black hole mass, spin and Eddington ratio. However, this process is not stationary imposing additional problems (Czerny and Hryniewizc (2012)).
All our time series (see Kovačević et al. (2014) and reference therein) are very fluctuated, with structural change. Therefore, we firstly examine properties of our data sets by using stationarity test. Time series stationarity is a statistical characteristic of a series mean and variance over time. If both are constant over time, then the series is assumed to be a stationary process (i.e. is not a random walk/has no unit root), otherwise, the series is described as being a non-stationary process (i.e. a random walk/has unit root).
Stationarity of a series is an important phenomenon because it can influence its behavior. For example, the term shock (Brooks (2014) ) is used frequently to indicate an unexpected change in the value of a variable (or error). For a stationary series a shock will gradually terminate. That is, the effect of a shock during time t will have a smaller effect in time t + 1, a still smaller effect in time t + 2, etc.
Non-stationarity can raise from deterministic changes like trend or seasonal fluctuations or the stochastic properties of processes. In the case of testing for non-stationarity and stationarity of the time series autoregressive unit root tests are valid if the time series y t is well described by an AR(1) with white noise errors.
However, many time series posses a complex dynamic structure which cannot be captured by a simple AR(1) model. Said and Dickey (1984) augmented the basic autoregressive unit root test to allow for general ARMA(p,q) models with unknown orders which is called the Augmented Dickey-Fuller (ADF) test. The ADF test probes the null hypothesis that a time series is a non-stationary against the alternative that it is stationary assuming that the underlying data dynamics has an ARMA structure.
The ADF test estimates the test regression in the form
where D T is a vector of deterministic terms (constant, trend, etc). Imposing constrains on constant and time trend to be zero corresponds to modeling a damped random walk, while setting only time trend to be zero corresponds to modeling a random walk with a drift. The total of p lagged difference terms, ∆ y t−1 approximate the ARMA structure of the errors. The value p is set that the error ε t is serially uncorrelated. The error term is assumed to be homoskedastic. The unit root test is then carried out under the null hypothesis φ = 0 against the alternative hypothesis of φ < 0. The ADF t-statistic (ADF t ) and normalized bias statistic (ADF N ) are calculated by means of the least squares estimates of equation and are given by
whereφ is an estimate of the coefficient φ , SE(φ ) is its standard error in alternative model,ψ 1 ···ψ p are stationary coefficient in alternative model, and N is the effective sample size.
We employed Augmented Dickey-Fuller (ADF) test implemented in SciKits
Statmodels of time series analysis in Python language. We tested our time series with a null hypothesis of non-stationarity against an alternative hypothesis of stationarity around:constant, a constant + trend, a constant+ trend + trend squared, and no constant trend respectively. We summarize in Table 2 Fig.1 and Fig.2 ). However, we find that MI method applied on both lines of NGC 5548 (Fig.7) , as well as for other cases, fails, as it only infers the results for time windows with enough points (dark color in the Fig.7) . It is clearly seen that abrupt change in time evolution of 3C 390.3 lags (Fig.2) corresponds to the highest state of both light curves (Fig. 1) , while in the case of E1821+643, the regime shift corresponds to the highest state of continuum only. In To obtain a quantitative understanding of the feasibility of above mentioned results, we modeled a five artificial cases using synthetic light curves obtained by the Cholesky decomposition technique implemented in JAVELIN code (Zu et al. 2011 ). One virtue of JAVELIN is that it produces an explicit mean model light curves constrained by the data.
Since the structures shown in the Fig. 2 (c, d panels) 
for each contributing distribution separately. Adding these up gives the cumulants V (variance) and γ (skew) of the combined distribution function. If we write D = σ + − σ − and S = σ + 2 + σ + 2 then the combined errors σ + , σ − are obtained numerically from following nonlinear equations
From the equations above one can find the solution for D and S, after that simple algebraic manipulation leads to the σ + , σ − . As for an unbiassed weighted mean estimator one has to take following expressioň
where
and weights are given as
. We calculated the weighted mean of time lags obtained by other authors (τ) and combined their errors in the form of σ + and σ − according to Barlow method (see Table 4 ). Their values agree with those time evolved. Namely, the time evolved lags τ are within the region 
Conclusion
To conclude, the present work is a continuation of our previous publication (Kovačević et al. (2014) ) on time series analysis of enlarged data set: Arp 102B, 3C 
