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PREFJ:.CE 
Computer modeling is an important and valuable tool for water 
resources planning and management. In recent years many different 
modeling approaches and techniques have been developed. Some have 
been applied in the Colorado River Basin. A brief and incomplete 
search showed over fifty reports on modeling in the Colorado River 
Basin alone. 
The main motivation for this Seminar was the indication that (l) 
much duplication of effort is occurring among Colorado River modeling 
studies due to lack of information and (2) much of the knowledge now 
available on modeling is not being effectively applied to real problems. 
The overall goals and broad objectives of this conference were 
to provide a forum whereby management policies, existing computer 
modeling techniques. methodolgies, and studie s applied to the planning, 
design, construction, operation, management, and development of the 
water and land resources in the Colorado River Basin might be com-
prehensively reviewed, discussed, and analyzed, and projections of 
future needs and trends developed. 
Specifically, the Seminar attempted to: 
Provide a forum for policy and decision-makers and public 
officials to review, evaluate, discuss, and project the 
needs and applicability of modeling techniques in river 
basin planning and management. 
Acquaint the participants with the present status and 
trends in computer models as they are applicable to 
water resource systems. 
Bring a knowledge of the state-of-the-art in computer 
modeling studies to institutions, agencies, and individualS-. 
Help participants avoid or minimize duplication of 
efforts in future work related to the theme of the seminar. 
Emphasize the importance of comprehensive systems 
analyses, recognizing that subanalysis of a comprehensive 
system through uncoordinated submodels generally is not 
sufficient. 
Enhance, facilitate, and promote interdisciplinary com-
munication in the area of water resource planning and 
management. 
Put in perspective the contribution and importance of each 
discipline involved in modeling work. 
Calvin G. Clyde 
Acting Director 
Utah Water Research 
Laboratory 
Logan, Utah 
23 January 1976 
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TOTAL WATER MANAGEMENT CONCEPT 
IN THE COLORADO RIVER BASIN 
by 
* James J. O'Brien 
This conference provides a great opportunity to interchange ideas 
from a diversity of disciplines on matters of importance to the Colorado 
River Basin and the nation. As one of the tools used in total water man-
.agement, mathematical models provide a more precise and common 
basis for communication between the numerous interests and disciplines 
that must necessarily participate in total water management studies and 
their application. By planning this conference to serve many interests, 
from those interested in an overview of modeling to those directly in-
volved in the development of the models, the conference should go a long 
way toward broadening our understanding of modeling applications in the 
Colorado River Basin ••. a basin on the threshold of rapid change and 
of ever growing importance to our nation's future. 
The use of Colorado River water is of concern to many people and 
institutions. Particularly concerned are the states which have a COInIl'lon 
bond in the basin. In fact, thes e states presently have several organiza-
tions such as the Committee of 14 and the Salinity Control Forum where 
mutual problems are tackled and solved by discussion, negotiation, and 
compromise in an atmosphere of interstate cooperation that is without 
precedent. 
Furthermore, I can think of no more appropriate and timely sub-
ject for modeling than the Colorado River Basin ••• appropriate, be-
cause of the great complexity of factors affecting supply and demand of 
water in the basin •.• timely, beca,use of the potential increase in 
depletions throughout the basin and related matter of controlling salinity 
increases in the lower main stem. 
* A!ssistant Commis sioner, Resource Planning, Bureau of Reclam-
ation, U. S. Department of the Interior. 
The water supply and demand situation in the basin and the many 
constraints upon that supply and demand require the best possible utiliza-
tion of the water and the related land resources of the basin and export 
regions. Efforts to achieve the best possible utilization can only be as 
effective as the accuracy and completeness of information available to 
decision-makers who must wrestle with the tradeoffs necessary in dev-
eloping the program. Indeed, the models must encompass and perfonn 
both the descriptive and prescriptive functions -?,ccurately relating how 
the system works and displaying how to modify or operate the system to 
achieve goals. With appropriate displaying of model input and output, the 
potential effects of contemplated actions may be arrayed so that sound 
judgment may be exercised in determining the courses of action to be 
followed in developing and utilizing the basin's water resources. 
So that I may better deal with the application of the total water man-
agement concept in the Colorado River Basin, I will first briefly describe 
the pertinent physical aspects. of the basin. 
This may be somewhat redundant for those of you who are fully 
familiar with the basin and I hope you bear with me. A brief description 
will help to get us off to an even start. 
The Colorado River drainage basin is bounded on the north and 
east by mountains fonning the Continental Divide and on the wes,t by other 
Rocky Mountain ranges. lower portion of the basin is dominated by 
plateaus, northwest trending mountain ranges, intervening basins, and 
deserts. From its sources in ·western Colorado, southwest Wyoming, 
and northeast Utah, the Colorado River travels 1,400 miles in a south-
westerly direction to the Gulf of California. It drains a vast area of 
242,000 square miles in the United States and 2,000 square miles in 
Mexico. The entire State of Arizona, major parts of Colorado, Utah, 
and Wyoming, and small but significant parts of Nevada, New Mexico, 
and California lie within the hydrologic basin. 
The Colorado River Basin has been divided into the Upper Basin 
and a Lower Basin for the purpose of apportioning surface flows. The 
Upper Basin is defined as that portion of the basin drainage above Lee 
? 
Ferry, a point 1 m.ile below the m.outh of the Paria River near the Arizona-
Utah border. Annual virgin flow for the Colorado River for apportionm.ent 
purposes is determ.ined at Lee Ferry. 
The surface flows of the Colorado River Basin are relied upon very 
heavily by the basin states and Mexico. Yet the flows are sm.all when 
compared to other drainage system.s. The long-term. average annual vir-
gin flow of the Colorado River at Lee Ferry is 14. 9 m.illion acre -feet 
while the analogous flow of the Colum.bia is 180 m.illion acre-feet and that 
of the Mississippi is 440 million acre-feet. 
Of m.ajor importance, too, are the large variations in annual flows 
which have ranged from. 5.6 million acre-feet to 24 m.i11ion acre-feet. 
For the period of 1931 to 1964, the annual virgin flow averaged only 12.9 
m.i11ion acre-feet per year. 
Total dem.ands placed upon surface flows of the basin currently ex-
ceed 12 m.illion acre-feet per year and depletions exceed 9 million acre-
feet per year. 
Groundwater availability and use vary considerably in the Colorado 
River Basin. 
Aquifiers capable of significant yields are quite lim.ited in the basin 
except in central and southern Arizona. The reliance upon groundwater 
varies accordingly. 
Groundwater consumed in the basin is about 67,000 acre-feet in 
the Upper Basin and 3. 5 million ac re -feet in the Lower Basin. Som.e 3 
million acre-feet, or 85 percent of the total groundwater use, occurs in 
the Gila Subbasin in southern Arizona. 
The control of surface flows in the Colorado River Basin has been 
very extensive. 
The initial major storage feature on the Colorado main stem. and 
still the keystone of the Lower Basin control system. is Hoover Dam. 
which was com.p1eted in 1936. 
Construction of other storage and diversion control features in the 
Lower Basin during the first half of this century resulted in virtuall y 
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complete control of the Colorado below Lee Ferry. These structures in-
clude Laguna, Imperial, Parker, and Davis dams. 
Major development in the Upper Basin began in the 1950' s, the 
most important feature being Glen Canyon Dam. 
Completed in 1964, Glen Canyon Dam provided the Upper Basin the 
storage needed to meet downstream obligations. Other important features 
included Flaming Gorge, Navajo, Blue Mesa, and Morrow Point dams. 
A substantial part of the surface water supply is diverted from the 
basin. The diversions amount to about 5 million acre-feet and ultimately 
could increase to about 7.5 million acre-feet. About 75 percent of these 
diversions are used for irrigated agriculture. Imports into the basin 
amount to a mere 6,000 acre-feet and are primarily for agriculture. 
Despite the projected heavy demand for waters of the basin, the 
Colorado River system should yield a supply sufficient to meet demands 
for the midterm, probably until the year 2000. 
In the Lower Basin, full operation of the Central Arizona Project--
some 10 to 15 years from now--will bring to an end any sizable surplus 
in the Lower Basin. 
When diversion into the CAP begins, Arizona and California will be 
using water to the limits of their entitlements. Nevada is expected to 
utilize its entitlement early in the twenty-first century. Thus, the 
future pattern of requirements in the Lower Basin states is firmly estab-
lished. 
By contrast, the future development of the Upper Basin and its 
water requirements are now actively taking shape. The final form will 
depend upon the rate at which federal and other water projects in the Upper 
Basin are put into operation, the rate of oil shale and coal development, 
the rate of expansion of municipal and industrial uses, and the amount of 
agricultural water rights sold for other uses. 
But quantity of flow in the basin is not the only problem. More 
critical at present is the quality of the water in the Lower Basin. 
As the waters of the basin are consumed or are used and then re-
turned to the river system, the flows downstream of the point of diversion 
or return become more saline. 
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Natural sources of salinity suchas mineral springs, marine shales, and 
other salt-laden geologic formations add to the problem. 
The combined effect of water depletions and salt-loading has caused a 
rise in the salinity oithe waters in the lower main stem. The concentrations 
of dissolved solids in this reach are approaching threshold limits for some uses 
and without a salinity control program the salinity is projected to increase. 
While sever al studies to identify the contribution of salinity concentr ations 
from various sources in the basin have been made, additional researchis needed 
to quantify all the sources. The available information indicate s the following 
decreasing order of contributions: (1) natural sour ces, (2) irrigation sour ces, 
(3) reservoir evaporation, (4) out- of-basin export, and (5) municipal and indus-
trial sour ce s . 
Recent studies by the Bureau of Reclamation estimate total annual 
economic losses of about $230,000 for each part per million of future in-
crease in salinity of the Colorado River at Imperial Dam. 
The total damages attributable to salinity in the Colorado River system 
for 1973 were about $53 million. By the year 2000 these damages would reach 
about $124 million per year iiappropriate control measures are not applied. 
Federal, state, and local agencies and organizations are diligently work-
ing to resolve the salinityproblems ofthe Colorado River. The enactment of 
the Colorado River BasinSalinity Control Act, Public Law 93-320, and related 
actions taken by the basin states with respectto the establishment of salinity 
standards under Public Law 92- 500, highlight the great cooperation being ex-
perienced in sol ving the salinity problem. 
Uptothis point, Ihave sought to presentto youan overview ofthe water 
situation in the Colorado River Basin. It should be clear that it will take water 
statesmanship, selfless cooperation, and intensive pursuit of programs to im-
prove the short water supply/salinity issues of the river. 
The solution of this issue leads us to the concept of total water manage-
ment. This concept is viewed with such importance that the Assistant Secre-
tary of the Interior for Land and V'I ... ter Resources, Jack Horton, has proposed 
it as one of four cornerstones of Interior's water policy. 
Total \ll!ater management is a unifying concept and strateelY for water 
and related land resources planning, development, financing, and operations. 
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Drainage basins and export areas are dealt with as hydrologic, economic, 
and institutional sy stems, taking account of all im.pacts: physical, 
economic, social, and environmental. The purpose is to achieve more 
equitable reSOurce allocation and m.ore efficient resource use and to per-
mit a m.ore appropriate distribution of costs and payment obligations 
among beneficiaries, users, and entities. 
A principal aim of total water management is to achieve more 
efficient use and regulation, and improvement of the quality of the avail-
able water supply through the coordinated effort of local, state, and fed-
eral entities. 
The total water management concept stresses nonstructural im.-
provements in the use of the water and land resources where possible, 
although structural additions might prove necessary. The goal would, 
therefore, be achieved primarily by stressing items such as the follow-
ing: 
Approproate involvement of the various local, state, and federal 
entities having an interest in the resources; 
Coordinated use of surfacewater and groundwater supplies; 
Improved irrigation practices; 
Modifications to existing structures; 
Installation of salinity control measures; and 
Identification of potential major structural additions to be studied 
independently of total water management. 
Such actions would be accomplished within the current and future 
requirements for coordinated operations of the control structures. 
Management of the flows of the Colorado River Basin has become 
intricate and complex because of the compacts, laws, contracts, court 
decrees, and an international treaty governing the water allocations and 
use. Extensive control works have been built to meet the water regula-
tion required by these legal commitments. A total water management 
program embracing systematic conservation efforts, nonstructural im-
provements, augmentation opportunities, and closely integrated operation 
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will provide a comprehensive means of developing and implementing so 
lutions to the salinity and water quantity problems of the basin. 
The scope of studies for total water management in a major river 
basin can well be imagined. You can readily see that such studies could 
take years to complete. With this in mind, Reclamation is taking the 
approach of attempting to provide iniorInation on the various aspects of 
the total water management study as soon as possible so that the various 
options identified can be displayed for evaluative and decision-making 
purposes. 
It is this type of study for the Colorado River Basin which I will be 
relating to for the remainder of my discussion here today. The objectives 
of the study are three-fold and in each of these objectives I can see many 
opportunities for the effective use of mathematical modeling. 
The first objective is to identify and analyze the changing needs of 
the river basin. The bulk of the development of the Colorado River Basin 
has taken place in the last 60 years. Just reflect for a second on the 
enormous changes that have occurred in that crucial time period. I am 
sure you will agree that needs in the basin may also be changing from 
those originally satisfied. 
The second objective of the study is to examine the use of the basin 
water resources to see if onfarm practices, reservoir operations, and 
structures can be modified to achieve better management. The sophis-
tication of planning for, providing facilities for, and operating an inte-
grated water resource system has been a progressive development with 
far less thought of integration and maximum practical utilization during 
the early years of basin development. Simple, single-purpose works 
exist in the basin along with complex multiple-purpose works, each gov-
erned by laws and managed by agencies that have likewise evolved un-
evenly. Studies will be made of those criteria and structural options 
available which could have a beneficial impact on the utilization of the 
water resources. By the same token, it is probable that use of the water 
in applications such as irrigation and industry can be more efficient and 
return flow pollution reduced. 
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The third objective of a total water m.anagem.ent study would be to 
explore alternative m.eans of m.eeting changing river operation conditions 
and water needs, within the constraints of existing water rights and other 
legal and institutional parameters, and with various alternatives having 
some or most such constraints removed. 
The body of law concerning the Colorado River Basin has evolved 
over many decades. It has also becom.e increasingly com.plex. Modeling 
studies can assist in bringing the effects of these legal and institutional 
constraints into perspective. It is recognized, of course, that legal and 
institutional param.eters involve m.any vested rights and any changes would 
require agreem.ent of all affected parties. 
Public participation in this study of total water m.anagement poten-
tial will rest upon the philosophy that every reasonably significant interest 
in the basin's water and land resourc es would be repres ented. 
Ultim.ate involvement in the study will include federal and state 
agencies, water districts, and other quasi-governmental agencies, and, 
m.ost em.phatically, a broad spectrum of the public. 
The general plan of study, procedural study details, organization, 
and other study prospectives are now under development. The effort 
will be a cooperative one integrating the diverse interests in the water 
and land resources of the basin. A plan of study will be developed and 
placed before the public for review and comment. This m.aterial will be 
analyzed and used as appropriate in the study. 
Clearly, computer applications involving data acquisition and man-
agement, analyses and operations as they relate to the surface water, 
groundwater, and water use systems will be made. Derivation of the 
plan will involve exam.ining the interrelated structures and physical 
features of the basin with the aim of optim.izing the use and development 
of the available water supply. 
The study will exam.ine and evaluate the existing system. to deter-
mine whether operations and facilities should be m.odified to achieve 
better managem.ent for today's values and objectives. Initial em.phasis 
will be placed upon gains that could be made through application of 
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nonstructural measures such as irrigation scheduling, water yield man-
agement, and operations of the main river system and related operational 
subsystems. 
Potential augmentation will be considered in the study including 
weather modification and the desalting of sea water and geothermal brines. 
These methods of augmentation are possible and, in the case of weather 
modification, quite promising. However, ensuring efficient use of the 
present supply remains a vital facet of any effort to meet increasing de-
mands. 
The prospects for importation frequently arise, but they must be 
viewed in the light or the constraints therein contained in Public Law 
90-537 (Colorado River Basin Act). Any serious future consideration of 
this approach by the states involved would depend upon showing that the 
importation requirement is surplus to the needs of the exporting basin 
and that users within the Colorado River Basin are indeed experiencing 
shortages even though the water is being used in a beneficial, practical, 
and efficient manner. 
Key results of the study would include a display of options for de-
cision-makers. The display would list each option, its benefits, its detri-
ments, constraints on its implementation, and appropriate recommenda-
tions. 
The study would be directed initially at the basin-wide level. The 
basin-wide part of the study would deal with more general aspects such 
as the overall supply situation, depletions, meeting compact and treaty 
commitments, meeting salinity standards required for the main stern, 
and predicting overall basin supply needs. The subbasin part of the study 
would then look with reasonable detail at matters peculiar to each sub-
basin such as the operation of existing projects, irrigation practices, 
water quality problems, weather modification potential, and energy 
development. 
The scope of opportunities for river basin modeling in a total water 
management program can be demonstrated by the areas in which Reclam-
ation is presently developing mathematical models. Essentially, three 
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mathematical river basin models have been developed, each for a specific 
purpose. The first model is identified as the "Colorado River Salt Routing 
Model" which uses simplified tributary inflow 'assumptions and readily per-
mits evaluation of salinity iInpacts resulting from water resource develop-
ments and salinity control works. This model was recently used by the 
Colorado River Basin Salinity Control Forum in arriving at proposed 
numeric criteria for salinity standards to be submitted to the Environmental 
Protection Agency. The model also provided direction for the development 
of the more encompassing and complex model known as the "Colorado 
River Simulation Model" (CRSM). The CRSM model provides data analysis 
along with a capability for a simulation and incorporation of alternative 
operating criteria. It is a sophisticated representation of the Colorado 
River System and is setup to analyze impacts of changes in operating 
criteria, effects of future developments, augmentatian and other influences 
on the flow, including stochastic hydrology and salinity control measures. 
The third model known as the "Colorado River Storage Project" (CRSP) 
model was initially developed to incorporate detailed power and water 
operation criteria and later expanded to account for development and de-
pletion variations and water quality effects. The CRSP model was recently 
utilized to assist in a comprehensive study to si'ze the Yuma Desalting 
Plant as required by the Colorado River Basin Salinity Control Act of 
1974. 
Also, in the area of water quality, we are using a model that pre-
dicts the quality of return flows including the major mineral and nitrate 
loadings and the changes in soil chemistry resulting from irrigation. 
Under development are models to predict the temperature regiment of 
reservoirs and another to simulate alternative ways of developing and 
managing groundwater. 
Another area in which modeling has been applied is weather modi-
fication. Weather modification technology is sufficiently developed to 
help increase water supplies. The present knowledge about clouds and 
precipitation, as well as social, legal, and environmental implications of 
cloudseeding, is incomplete. But there is a tremendous potential in 
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weather modification. Scientists conducting Reclamation's Colorado 
River Basin Pilot Project estimate that annual runoff could be increased 
by 1. 3 million acre-feet through weather modification over selected over 
selected areas in the Upper Basin. 
In wo rking toward the goal of total water management through co-
operative effort, Reclamation has embarked on another program whi.:;h in 
this case is intended to improve the efficiency with which irrigation water 
is used. This program, termed Irrigation Management Services, or IMS, 
was begun in 1970. Although still in the developmental stage, the IMS 
program is currently servicing 20 operating irrigation districts through-
out the west, six of which are in the Colorado River Basin. The six dis-
tricts within the basin have some 33,000 acres under the program. A 
mathematical model serves as an important tool in carrying out this work. 
All information thus far shows that when properly followed IMS brings 
higher profits to the irrigator and is a valuable tool in conserving water. 
Another use of modeling is being made in the evaluation of the 
economic impact of changes in salinity levels of the Colorado River. This 
study, entitled "The Colorado River Regional Salinity Project, n is co-
sponsored by the Bureau of Reclamation and the Office of Water Research 
and Technology. Use of linear programing techniques have been made to 
ascertain estimated decreases in net profit available to farmers as a 
result of salinity impacts. 
But the developments thus far in modeling to assist in analyzing 
hydrologic systems and, in particular, for assisting in total water man-
agement studies have only scratched the surface. As is shown on the 
agenda for this seminar, a number of different models are under develop-
nlent which could add additional capability to evaluating total water nlan-
agement options. With the subbasin and basin-wide approach to studying 
total water management, several types of models will be needed. For 
the basin-wide studies the systenls nlodels now available nlay be sufficient. 
For the subbasins studies, nlodifications of the basin-wide or conjunctive 
use nlodels will need to be developed. Such nlodels would then beconle 
pa rt of the ba sin model. 
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Matherrlatical rrlodeling will be vital to proper study of rrlany other 
areas. For exarrlple, farm systems and management practices should 
and can be analyzed to identify and evaluate methods for bringing about 
water savings, crop yield increases, and other benefits. 
Project systems can be evaluated for the potential of using closed 
conduits, autorrlation, and similar changes. 
River systerrl irrlprovements that could be explored include the 
potential for modification of existing darrls and powerplants and of non 
structural changes such as vegetation rrlanagement and identify potential 
rrlajor additions that rrlay be independently studied. 
Other areas of potential model developrrlents or irrlprovements that 
would be desirable include: 
Reservoir evaporation; 
Reservoir salt precipitation; 
Long-term effects on water quality caused by bank storage, 
consumptive use, and loss criteria; 
Effects of major floods within subbasins or larger areas; and 
Salt routing frorrl and through the diffuse sources. 
Much rerrlains to be done in developing and irrlproving rrlodels for 
the Colorado River Basin. They are an essential tool in achieving better 
rrlanagerrlent of the water resources in the basin. The water supply of 
the Colorado River Basin, while rrlodest, is being called upon to rrleet 
great and ever increasing derrlands; so rrluch so that within 2S years every 
indication is that the supply will fall short of the derrlands unless conser-
vation and augmentation are systerrlatically irrlplemented. 
Efforts to rrlaintain an adequate water supply and to control the 
salinity in the Colorado River systerrl rrlust be continuous and unrelenting. 
It is evident that the Colorado River is receiving a great deal of study. 
We can all gain by improved communication and better coordination of 
our studies in general and the modeling work in particular. In the last 
20 years the growth of cOrrlputer science and technology has exerted an 
unparalleled influence on water resource studies. This will be clearly 
demonstrated as the program of this conference rrloves forward. It 
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seems to me that total water management can be the unifying and directing 
vehicle for the computer applications involv,~:} iil data collection, simu-
lation, optimization, and operation. There az e ~lew needs and opportun-
ities being generated for the use of water and related resources within 
the basin. The total water management study approach can be the focal 
point for interagency and public examination of existing systems to 
determine whether operations and facilities should be modified to achieve 
better management in this extremely complex river basin. 
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MODELING PURPOSES AND STRATEGY 
by 
J. Paul Rile y* 
Introduction 
The problems of managing water resource systems are basically 
those of decision-making based upon considerations ofthe physical, bio-
logical, economic, sociological, and other processes involved. The se 
processes are strongly interrelated and constitute a dynamic and con-
tinuous system. Any combination of these interrelated system vari-
ables yields a management-solution. In recent years, the advent of 
electronic computers has I stimulated the use of modeling analysis for 
planning and management of large and complex systems. In essence, 
the model is intended to reproduce the behavior of the important sys-
tem variables of the prototype under study. 
Once a prototype system is identified, the various processes in 
the system may be represented by either physical or mathematical 
models. Figure 1 indicates the two general categories of mathematical 
modeling as being simulation and mathematical programming. Mathe-
matical programming is an optimizing procedure whereby a solution 
is sought in terms of a specific objective function. Frequently, this 
procedure requires considerable simplification of the real system. 
Simulation is an attempt to represent as realistically as possible (or 
necessary) the processes of the real world. Simulation by physical 
models has found application to many practical problems, such as the 
design of highway bridges and hydraulic structures. However, for 
complex systems such as those encountered in water resource manage-
ment, mathematical simulation often proves to be the only feasible tool 
* Professor, Department of Civil and Environmental Engineering, 
Utah Water Research Laboratory, College of Engineering, Utah State 
University, Logan, Utah. 
15 
..... 
0' 
CoMPUTER {~DELING 
SIMULATION 
DETERMINISTIC $TogiASTIC 
i....-.--------- --~~ ... ~--
Figure 1. Two basic model categories. 
~'l4. THEMA TI CAL PROGRJ\M'1ING 
(OPTIMIZING) 
J 
DETERMINISTIC . STOCHAST Ie 
"- -------.-.... ~. 
for predicting the system behavior. For this reason, this paper places 
emphasis on a discussion of mathematical simulation, whereby models 
are synthesized and solved by means of electronic computers. 
Mathematical simulation is achieved by using algebraic relation-
ships to represent the various processes and functions of the prototype 
systems, and by linking these equations into a systems model. Hope-
fully, simulation models have three basic properties: realism, pre-
ciSion, and generality. 
Thus, computer simulation is basically a technique of analysis 
whereby a model is developed for investigating the behavior or per-
formance of a dynamic prototype system subject to particular constraints 
and input functions. The model behaves like the prototype system with 
regard to certain selected variables, and can be used to predict prob-
able responses when some of the system parameters or input functions 
are altered. 
As illustrated by Figure I, it is possible to employ either stochas-
tic or deterministic techniques, or various combinations of both, in the 
representation of a system. The approach which is adopted is depen-
dent upon a number of conditions including availability of information 
about the system and tIE kinds of problems which the model is required 
to solve. The predictive power of the model within the system response 
space usually will vary with the degree to which the model is stochastic 
or deterministic. The predictive capability of a model in terms of the 
physical interpretation employed in its development (stochastic to deter-
ministic) is illustrated schematically by Figure 2. 
Some Advantages of Simulation Modeling 
Basically, computer simulation models are advantageous because 
of: 
1. The answers they give 
a. Some answers just otherwise unattainable. 
b. Evaluation of a wide array of alternatives. 
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c. Non-destructive testing. 
d. Distribution of error s and judgment variations among 
several coefficients. 
e. Allows the synthesis of many system processes and 
relationships into an integrated package. 
Z. The questions they ask 
a. Indications are provided in quantitative terms of progress 
toward system definition and conceptual understanding. 
b. The relative importance of various system processes 
and input functions is suggested. 
c. Priorities are suggested in terms of planning objectives 
and data acquisition. 
d. A clear identification is required of problems and objec-
tives associated with the system being studied. 
3. The insights they provide 
a. A basis for coordinating information and efforts of per-
sonnel across a broad spectrum of scientific disciplines. 
b. Models are a very effective teaching device. 
In summary, a model provides for maximum utilization of a given 
information base or data pool in terms of predictive capability of sys-
tem performance. Each system performs with a total response space, 
and the greater the information base, the greater is the possibility of 
developing a model which accurately predicts system performance with-
in this space. 
The Process of Simulation Model Development 
A s already suggested, a model is an abstraction from reality, and 
in-this sense is a simplification of the real world which forms the basis of 
the model. The degree of s im pI iii cation is a function of both intent or 
planning and knowledge about the real world. Forrester (1961) pointed 
out that verbal information and conceptualization ma y be tr anslated into 
mathematical form for eventual use in a computer. Therefore, the model 
development proce s s should proceed es sentially from the verbal symbols 
which exist in both theoretical and empirical studies to the mathematical 
symbols which will compose the model. 
The development of a working mathematical model requires two 
maj or steps. The fir st step is the creation of a concept'lal model 
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which represents to some degree the various elements and systems 
existing in the real world. This conceptualization is based on known 
information and hypotheses concerning the various elements of the sys-
tem and their interrelationships. In general, the conceptualizations 
and hypotheses of the real world of a particular study was formulated 
in terms of the available data. Efforts are made to use the most per-
tinent and accurate data available in creating the conceptual model. 
As additional information is obtained, the conceptual model is improved 
and revised to more closely approximate reality. 
The second major step in the development of a working mathe-
matical computer model is between the conceptual model and the com-
puter or working model itself. During this step an attempt is made to 
express in both mathematical and verbal forms the various processes 
and relationships identified by the conceptual model. Thus, the strat-
egy involves a conversion of concepts concerning the real world into 
terms which can be programmed on a computer. This step usually 
require s further simplification, and the resulting working model may 
be a rather gross representation of real life. 
Dr. Yen T. Chow has compared the loss of information, first 
between the real world and the conceptual model, and second, between 
the conceptual model and computer implementation to filtering processes 
as depicted by Figure 3 (Riley, 1970). The real world is "viewed" 
through various kinds of data which are gathered about the system. 
Additional data usually produce an improved conceptual model in terms 
of time and space resolutions. The improved conceptual model then 
provides a basis for improvements in the working model. Output from 
the working model can, of course, be compared with corresponding out-
put functions from the real world, and if discrepancies exist between 
the two, adjustments are indicated in both the conceptual model and the 
working modeL The important steps involved in the process of model 
development are depicted by the diagram of Figure 4. The paragraphs 
which follow are devoted to a brief discussion oIthe steps indicated by thi s 
diagram. 
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Figure 3, Steps in the development of a model of a real world system. 
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Identification of objectives 
Clearly, the starting place in a systems approach to water re-
sources. development would suggest a clear delineation of the different 
purposes and objectives in water development. What do we want to 
accomplish? Why engage in control and management of the resource? 
In the final analysis it becomes apparent that there is a hierarchy of 
related objectives which pyramid down from some overall human ob-
jective. For example, engineering objectives regarding storage, regu-
latiori, and distribution of water is a logical consequence and component 
of some higher order objectives based on human factors. These objec-
ti ve s are all related horizontally and vertically such that a change in 
objectives, criteria, and priorities at one level may require changes 
in others. In this sense we have a "system" of .objectives which serve 
as guides and criteria in planning and development of the resource sys-
tem itsel£. 
There have been many instances of water development where this 
unified spectrum of objectives has not been appreciated. Objectives 
have sometimes been limited to considerations of a particular component 
of development projects and have not been properly integrated with the 
all-important human objectives. Objectives which center around build-
ing of a dam, for example, without a thorough appreciation of the ulti-
mate social and economic objectives to be achieved by its operation 
have ultimately proved to be of little stimulus to the general economy. 
VI, e may design and build magnificent dams and canals which are neces-
sary to control, convey, and manage water so as to bring land under 
irrigation. However, if the lands to be served are inherently unpro-
ductive, or if the potential irrigator has not been trained or experienced 
in irrigation practices essential for sustained irrigation agriculture, 
or if credit and marketing proble.ms have not been considered, we may 
have wasted resources in the construction of the dam without ever 
accomplishing the real objectives of feeding people. 
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System identification 
The basis of system identification is the conceptual model of the 
real world developed through various kinds of data which are gathered 
about the system. In a sense, points at which the system is monitored 
may be regarded as being "windows" through which the dynamic opera-
tion of the real world system is observed at a particular point in space 
and perhaps in time. 
The spacing of these observations in the space and time dimension 
largely determines the refinement of the conceptual model in terms of 
actual or real world conditions. For example, a gross conceptual 
model which is intended to represent the basic structure of hydrologic-
biologic world is shown by Figure 5. A close examination of anyone 
of the three major components depicted by this figure would reveal 
some of its internal processes, and thus lead to an improved conceptual 
understanding of the system. For example, a relatively detailed con-
ceptual model of a typical hydrologic system is illustrated by the block 
flow diagram of Figure 6. In this diagram the blocks indicate stor age 
locations within the system and the lines represent various processes 
by means of which water is transferred from one storage location to 
another. As the real world system is better understood, the conceptual 
model is adjusted to coincide more closely with the system of the real 
world. In this case, the filtering loss is lessened between the real 
world and the conceptual model, as indicated by Figure 3. 
Evaluation and analysis of available data 
This is one of the most important and time-consuming steps in 
the simulation of water resource systems. As already indicated, the 
data provide an understanding of the real world, and thereby establish 
a basis for evaluating model performance. The accuracy of predictions 
from a particular model are governed to a large degree by the reliability 
of the information on which the model is based and the accuracy of the 
data which are input to the model to provide the predicted output functions. 
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Figure 5. A simplified model of an aquatic ecosystem showing com-
ponent subsystems and linking processes. 
Model Formulation 
Model formulation is the step between the conceptual model and 
the working model indicated by Figure 3. The form of the model which 
is used is dependent entirely upon the requirements of the problem (the 
objectives) and the data which are available for the study. The flow 
diagram of Figure 4 indicates four basic model categories, namely, 
distributed parameter, lumped parameter, stochastic, and deterministic. 
In general terms, the mathematical representation of natural 
hydrologic systems may be achieved by means of either a lumped param-
eter model or a distributed parameter model (Chow, 1967a, b). In 
addition, processes within the hydrologic system may be represented 
by relationships which are deterministic or stochastic or a combination 
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of the two (Figure 2). For example, a system might be represented as 
a lumped parameter model with stochastic processes, or as a distri-
buted parameter model with deterministic processes. For lumped 
parameter models, space coordinates, or position, is neglected, and 
all parts of the system being simulated are regarded as being at a 
single point in space. On the other hand, if the space dimension is 
represented by various distributed points or areas within the internal 
space of the system, a distributed parameter model is constituted. 
With reference to distributed and lumped parameter models, 
practical data limitations and problem constraints require that incre-
ments of time and space be considered during model design. For exam-
ple, a monthly time increment might be entirely satisfactory for prob-
lems concerned with reservoir storage requirements for irrigation. 
however, for problems which deal with spillway design capacities, a 
daily, or even hourly, time increment might be needed. In addition, 
data, such as temperature and precipitation readings, are usually 
available as point measurements in terms of time and space, and inte-
gration in both dimensions is usually accomplished by the method of 
finite incren1ents. 
The complexity of a model designed to represent a hydrologic 
system largely depends upon the magnitude of the time and spatial 
increme nt utilized in the model. In particular, when lar ge increments 
are applied the scale magnitude is such that the effect of phenomena 
v.hich change over relatively small increments of space and time is 
insignificant. For instance, on a monthly time increment, interception 
rates and changing snowpack temperatures are neglected. In addition, 
the time increment chosen might coincide with the period of cyclic 
changes in certain hydrologic phenomena. In this event net changes in 
these phenomena during the time interval are usually negligible. For 
example, on an annual basis, storage changes within a hydrologic sys-
tem are often insignificant, whereas On a monthly basis, the magnitude 
of these changes are frequently appreciable and need'to be considered. 
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A s time and spatial increments decrease, improved definition of the 
hydrologic processes is required. No longer can short-term transient 
effects or appreciable variations in space be neglected, and the mathe-
matical model, therefore, becomes increasingly more complex with 
an accompanying increase in the requirements of computer capacity 
and capability. 
Model verification 
A computer model of a hydrologic system 
is produced by .programming on a computer the mathematical relation-
ships and logic functions of the hydrologic cycle. The model does not 
directly simulate the real physical system, but is analogous to the 
prototype, because both systems are described by the same mathe-
matical relationships. A mathematical function which describes a 
basic proce'ss, such as evapotranspiration, is applicable to many dif-
ferent hydrologic systems. The simulation program developed for the 
computer incorporates general equations of the various basic processes 
""hich occur within the system. The computer model, therefore, is 
free of the geometric restrictions which are encountered in simulation 
by means of network analyzers and physical models. The model is 
applied to a particular prototype system by establishing, through a 
verification procedure (sometimes called validation or parameter 
identification), appropriate values for the "constants" of the equations 
required by the system. 
Model calibration. A general hydrologic model is applied to a 
particular basin through a verification procedure whereby the values 
of certain model parameters are established for a particular proto-
type system. Verifications of a simulation model is performed in two 
steps, namely, calibration, or parameter identification, and testing 
of the model. Data from the prototype~ system are required in both 
phases of the verification process. Model calibration involves adjust-
ment of the model parameters until a close fit is achieved beween 
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observed and computed output functions. It therefore follows that the 
accuracy of the model cannot exceed that provided by the historical 
data from the prototype system. 
Testing the model. As indicated in the previous section, model 
veriiication involves the two steps of calibration and testing. Model 
calibration is achieved by a fitting process which establishes the model 
parameters for a particular set of data from a given hydrologic unit. 
Model testing involves using a sec'ond and independent set of data from 
the same hydrologic unit, and again operating the model in order to 
determine the level of agreement between the observed and predi~ted 
(or computed) output functions. Thus, model testing is simply an inde-
pendent test of results achieved under the calibration phase. 
Model results and interpretation's 
The model is, of course, operated during the verification pro-
cedure, and at this time comparisons are made to test the ability of 
the model to represent the system of the real world. It is very possible 
that these tests indicate that some adjustments are necessary, either 
in the data on which the model is based, or in the structure of the model 
itself. The various options associated with this looping, or "feedback," 
procedure are indicated by the flow path labeled "compromises" on the 
diagram of Figure 4. When suitable model verification has been achieved, 
the model is ready for further operations involving management and 
sensitivity studies. 
Sensitivity studies. A sensitivity analysis is performed by changing 
one system variable while holding the remaining variables constant and 
noting the changes in the model output functions. If small changes in 
a particular system parameter induce change s in the output or 
response function, the system is said to be sensitive to that parameter. 
Thus, through sensitivity analyses, it is possible to establish the rela-
tive importance with respect to system response of various system 
processes and input functions. This kind of information is useful from 
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the standpoint of system management, system modeling, and the as sign-
ment of priorities in the collection of field data. 
Management studies. A simulation model does not of itself pro-
duce an optimum solution in terms 01 management objectives. The 
technique does, however, facilitate a rapid evaluation of many possible 
management alternatives. An analytical optimizing procedure used in 
conjunction with a simulation model could produce system optimization 
in terms of a specific objective function. However, the simulation 
model of itself is capable of providing the water resource planner and 
manager with the kind of information needed to facilitate the selection 
of a "best" alternative from a very number of possible choices. 
Though perhaps not directly a part of the simulation or modeling process, 
the loop should be closed, so to speak, by the feedback of results from 
the implementation of the alternative selected to the initial problem 
situation. This suggested feedback loop is illustrated in Figure 4. 
Some Examples of Computer Simulation Studies 
In order to demonstrate both the general utility of simulation 
models and the broad scope of this approach, some examples of com-
puter simulation studies are cited here. Most of the examples are 
drawn from the extensive modeling program at Utah State University 
and will briefly trace the development of this program. Development 
of the hydrologic simulation research program at Utah State University 
beganin 1963 (Bagley et al., 1963), and has proceeded in stages to in-
creasingly detailed models. The important underlying feature through-
out the entire program has been that all of the separately described 
processes and phenomena are interlinked into a total system. Thus, 
for each model it is possible to evaluate the relative importance of the 
various paralneters, explore critical areas where data and perhaps 
theory are lacking, and establiSh for more fruitful and 
meaningful study in subsequent phases of the work. Some specific studies 
performed under this program are mentioned in the following paragraphs. 
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The first hydrologic model, using monthly time measurements, 
gave good results for interbasin effects. The second model was de 
signed for an investigation of in-basin problems, but still utilized a 
large time increment (Riley et al., 19(6). Under the third phase of 
the program, models have been developed which simulate the hydrologic 
processes over small geographic units and short period of time (Riley 
et al., 1'167; Narayana et al., 1969; and Amisial et al., 19(8). Time 
increments fur studies in this category have ranged from five minutes 
to a single day. A general cunceptual model of a hydrologic system 
ba sed upon short increments of space and time is shown in Figure 7. 
The hydrograph of rainfall excess is obtained by chronologically de-
ducting the losses due to interception, infiltration, and depression 
storage. Routing of the rainfall excess is based on either the general 
continuity equation and stage-discharge relationship (Narayana et al., 
1 ') (,'}) , ur by s,il\-ing till' 'l11steady state flow equations in accordance 
'Nith Amisial et al. (1 0b8). ether examples include a model which 
sin1ulates the snow accul11ulation and melt processes over short inter-
vals of space and time (Eggleston et aI., 1970). Typical output from 
the programs of Narayana (1969), Amisial (1968), and Eggleston (1970) 
are shown by Figures 8, 9, and 10, respectively. All models were 
verified or calibrated on the basis of data from other events so that the 
agreement between the measured and simulated output functions "shown 
by these figures represents a test of each model. 
An illustration of the utility of a simulation model for a model 
sensitivity analysis is shown by Figure 11 (Amisial et al •• 1968). This 
figure, which consists of computer plots, "illustrates the relative sensi-
tivity of the model to various hydrologic parameters which influence the 
runoff characteristics of a southwest watershed in the U. S. 
Examples of the addition of other dimensions to the hydrologic 
components include the work of Hyatt et aI., (968) and Packer et aI., 
(1968) in which gross salinity and economic models were superimposed 
upon the hydrologic model. To illustrate, typical output from the hydro-
salinity model is shown in Figure 12 in which comparisons are made 
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-, 
Infiltration 
Figure 7. A flow diagram of a typical hydrologic system using small 
increments of space and time. 
between computed and measured mean monthly inflow rates for water and 
salts from two hydrologic units within the Upper Colorado River drainage. 
In the study by Packer et aI., (1968) fundamental hydrologic and 
economic proces ses were synthesized into a single working model. A 
general flow ·chart of the total hydrologic-economic system is shown in 
Figure 13. With this simulation model, effects of parameter changes 
on any part of the system are readily observed. By utilizing the model, 
it is possible to estimate the marginal primary benefits of water by 
computing incremental changes in net return to the farm unit as the result 
of changes in the water supply. Cropping patterns also can be varied 
within the model and the resulting changes in net returns computed. 
ether management possibilities which might be investigated by the 
means of the model include water export or import alternatives with 
respect to the area under consideration. 
Recently a general approach has been developed in which a digital 
computer is used to simulate the surface water-groundwater system. 
The model provides for detailed definition of both the surface and sub-
surface hydrology in terms of a grid network. Areal variations in 
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Figure 8. Comparison between simulated and observed runoff hydro-
graphs, Waller Creek at Austin, Texas. 
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Figure 10. A comparison between computed and observed snow depths 
for a site at the Central Sierra Snow Laboratory, 1949-50. 
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Figure 11. Overland flow hydrograph for a subzone of Walnut Gulch 
watershed, Arizona, as affected by changes in certain 
parameters. 
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hydrologic parameters, boundary conditions, vegetative distribution, 
and aquifer parameter s are input variables at the grid nodes. The 
time varying re sponses of water table levels are obtained at each 
node. Typical output for a model of this nature is shown in Figure 14 
(Morris and Riley, 1970). Many other practical examples can be cited 
",hich demonstrate the soundness and validity of the computer simula-
tion approach to the operation and management of water resource sys-
tems. 
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.F igure 14. Obser~ed and simulated water table levels for December 
1969, Atlantico 3 Project, Colombia, South America. 
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THE TECHCOM METHODOLOGY 
by 
Dean F. Peterson~'< 
Introduction 
The effort that led to the TechCom methodology took place be-
cause of frustrations encountered by water resource development advo-
cates in attempting to increase federal expenditures for water develop-
ment, especially under Office of Management and Budget requirements 
based on national economic efficiency. While economic efficiency is 
not a general criterion for resource allocation by OMB, progress to-
ward some spectrum of social achievement presumably is. Jack Carlson, 
then an Assistant Director of OME, at a conference in Fort Collins in 
1969 flatly stated that water development projects must be evaluated on 
the basis of their contribution to national social goals. 1 The methodology 
was worked out by a seven-member Technical Committee recruited from 
academia, their graduate students, and various professional associates 
and consultants (The Technical Committee, 1971; The Technical Committee, 
2 . 1974). ThIs paper presents only a very brief summary. The serious 
student should refer to these reports, particularly the 1974 publications. 
* Vice President for Research, Utah State University, Logan, Utah. 
1 The Senate reflected its concern in the language of the FY 1970 
Appropriations Act for the Office of Water Resources Research (now 
Office of Water Research and Technology) which included the admonition: 
", •• that concerted attention be given to research on 
opportunities for Federal-State water resource development 
and management to advancethe nation's high priority social 
goals." 
2 These two documents describe the logistical background, meth-
odology and the field test in detail. They also include discussions of 
the method and its use in relation to philosophical and political con-
texts. A list of participants and reports is included as well as a 
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Description of TechCom 
Conceptual model 
The model proposed by the Technical Committee consists of an 
hierarchical array of elements called (social) goals, subgoals, ~ 
indicators, and action (or decision) variables. One visualizes that a 
change in any element of the model, in general, can effect a change in 
some or all of the other model elements. An expres sion which states 
a relationship between two elements is called a connective. 
Structurally, nine word-described primary goals reflecting the 
aspirations of contemporary American society form the top layer of 
the hierarchy which is arranged in a treelike structure as illustrated 
in Figure 1. 
The set of primary goals chosen by the Technical Committee con-
si sts of: 
1. Collective Security 
2. Environmental Security 
3. Individual Security 
4. Economic Opportunity 
5. Cultural and Community Opportunity 
6. Aesthetic Opportunity 
7. Recreational Opportunity 
8. Individual Freedom and Variety 
9. Educational Opportunity 
Admittedly, the choice of the primary goal-set is arbitrary. The 
rationale leading to this choice is discussed in the Phase I report and 
comprehensive list of references. 
eluded: 
The Technical Committee in-
C. D. Gordon, F. F. Slaney & Company, Vancouver; MarionMarts, 
University of Washington; Robert Roelofs, University of Nevada; Henry 
F. Caulfield, Colorado State University; Ralph d'Arge, University of 
'v\yoming; Ted Roefs, Office of Water Research & Technology, Washing-
ton, D. C.; D. F. Peterson, Utah State University. 
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in other reports. One important consideration was that the set be 
comprehensive •. 
Each primary goal is defined by a finite number of word-stated 
subgoals, As needed, additional levels of subgoals (sub n - goals--
where n is the hierarchical level) are utilized to add needed definition 
to immediately superior level subgoals. For example, one primary 
goal (number 4 of the TechCom.set) is economic opportunity. This 
goal is defined as lUJltld'I<h'''' into) the subgoals: Present living 
standard, future living standard, and equality of economic opportunity. 
The three subgoa1s were each further disaggregated in the fashion indi-
cated below: 
4 Economic opportunity 
4l 
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present living standard 
411 income 
412 consumption of goods and services 
4121 prices of goods and services 
4122 quality of goods and services 
4123 selection of goods and service s 
413 leisure time 
414 stability of the economy 
future living standard 
421 employment potential 
422 savings and investment potential 
423 retirement potential 
43 equality of economic opportunity 
Goals and subgoals are not ~ ~ measurable or measured but 
are concepts perceived as desirable by people and verbally expressed 
in abstract form. There is no suggested priority among goals or sub-
goals at any level. 
At the lowest subgoallevel, one perceives measurable (or mea-
sured) properties which collectively des cribe conditions relevant to the 
achievement of a subgoal. These variables are called indicators, 
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For example, the Technical Committee reasoned that subgoal 414 sta-
bility.2.K the economy is described by some combination of the following 
soc"ial indicators: 
414 (1) growth rate of per capita income (percent) 
(2) rate of inflation (nationwide) 
(3) unemployment (percent) 
(4) business failures as a percent of the total 
number of businesses 
The first digit of each index number refers to the number of the 
primary goal; each successive digit indicates the subgoal number; the 
level of the hierarchical echelon is indicated by the position of the digit 
in the index number. For social indicators the last digit is parenthe-
sized. In some cases a particular social indicator may apply to more 
than one subgoal. Figure I shows a partial disaggregation of the 
Economic Opportunity goal. 
Public actions can be expected to result in changes in social indi-
cators and to affect, thus, the achievement or non-achievement of social 
goals. Such actions or policy changes are called action variables. For 
example, construction of a darn and reservoir will induce changes in 
social indicators which will probably relate to one or more subgoals 
under all or most of the primar y goals. A similar train of effects will 
ensue if numerical standards for salinity are enforced by policy on the 
Colorado River, for example. By predicting social indicator changes 
for various actions considering policy alternatives one can judge the 
relative effects on subgoals and goals. TechCom offer s a methodology 
for quantifying these effects. 
Connectives can exist between action variables, social indicators, 
and Bubgoals within categories, or between one element of a category 
and one of another category, 1. e., between an action variable and either 
a social indicator, or a subgoal or goal; or between social indicators 
and sub goals and goals. This relationship is illustrated in Figure 2. 
Connectives may be in the form of numerical coefficients, .tables, 
graphs, algebraic expressions, or matrices. They may be formulated 
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Figure Z. ScheInatic of connectives in the TechCom model. 
from scientific, economic, or social theory, or from empirical data 
or a combination of these. In many cases, a degree of value judgment 
may be required in estimating connectives; this is bound to be the case 
for connectives between measured or measurable social indicators and 
goals or subgoals. 
Field test 
A substantial, however partial, test of the methodology was con-
ducted using the Lower Rio Grande Basin in New Mexico as a test case. 
Rather than postulating specific preconceived water demand projections 
3 
and structural re sponses to provide them, five alternative future de-
velopment scenarios were projected. These were based on the positions 
reflected by principal interest groups in New Mexico and included: 
l. A default plan, i. e., continue present pattern of development 
and water use. 
Z. A recreation development plan emphasizing provision of 
picnicking, camping, and boating facilities around extant 
3This approach did not seem to apply to the New Mexico Rio 
Grande where available water supplies are essentially fully developed, 
1. e., no structural solution that would increase usable water supplies 
(other than by importation) seems apparent. One should not conclude, 
however, that the TechCom methodology is restricted to non-structural 
alternatives. 
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water recreation sites and cultural facilities around monu-
ments and pueblos. 
3. An indllstrial development plan featuring light, non- polluting 
industry. 
4. An undevelopment plan representing a strict anti-development 
stance. 
5. A cotton phase-ollt plan reflecting a possible phase-ollt of the 
cotton parity program. 
Utilizing the 20- sector economic input-output model developed 
for New Mexico and information from banks, lending agencies, etc., 
growth projections were made at 5-year intervals for a 20-year period 
beginning in 1968 for each of the scenarios. 
Because of limited time and resources, only three goals: 4. 
Econom.ic Opportunity, 6. Aesthetic Opportunity, and 7. Recreational 
Opportunity, and part of one subgoal, 13. Health Security were exam-
ined. FroITl the information mentioned in the previous paragraph and 
other sources, numerical values of 128 relevant social indicators were 
predicted for each scenario for each 5 -year period (3,200 values in 
total). This work was accomplished (at the University of California, 
Riverside) utilizing a computerized Social Indicator Projections System.. 
Principal efforts of the systeITl were inversion of the input-output model 
for each of the 25 projections and development of algorithm.s to derive 
the projected values of the social indicators. 4 
System for Quantified Planning Inquiry (SQPI) 
The planner / decision-m.aker needs to 
1. Be able to compare, hopefully with some degree of quantifi-
cation, the consequences to a goal or sub goal of each of 
several alternative actions. 
2. Be able to retrieve both the process and the information that 
led to the calculated index of achievem.ent. 
New Mexico test was purely of the methodology and its 
feasibility. It is not in any sense a plan or even a cOITlparison of plans 
for that area. 
47 
In manual planning efforts, a hierarchical succession of screening, 
condensing, and reporting loses most of the information and produces 
a set of successively abstract decision options. Because of the perma-
nent information loss, this process is irreversible and cannot be ade-
quately reviewed. Each level of decision is based on both a large meas 
ure of subjective preference and limited, often transitional, sets of 
inform.ation. 
TechCom formalizes the planning abstraction process and pre-
serves or even enhances its flexibility. The SQPI (a computerized sys-
tem designed and implemented at the University of Arizona) permits a 
lead -planner / decision -maker to compare predic ted s ocial'achievement 
indices resulting from alternatives, and preference weightings. It 
reviews, in retrospective sequence, for various actions, the weights 
(connectives) assigned at each step in the process ending with specific 
social indicators and their projected values. Instead of two or three 
alternative evaluations set in concrete by the successive abstractions 
of the manual planning process, the planner/decision-maker can look 
at virtually an unlimited set of evaluation options. This proces s is 
particularly suited to public participation, because preferences (con-
nectives) used by the planner can be displayed and weighted and the 
cons equences of conflicting interest-group preferences examined .either 
informally or through scientifically designed preference public surveys. 
Our country's store of investment capital is allocated: 1) by the 
market place, 2} by political decision, 3) by some combination thereof, 
i. e., a politically regulated or managed market. The share that is 
allocated by politics continue s to increase as doe s the impact of politics 
on the common market place. 
Market bargaining values the goals of individuals. In political 
bargaining. goals of constituencies are at stake. But there must also 
exist in the political market place, pluralities of consensus about the 
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general welfare or else the political structure will fail. These areas. 
of consensus constitue the arena of "national social goals" and it is 
under this rubric that most of our federally-controlled capital is allo-
cated. This is the justification on the executive side, for the existence 
of that vast part of bureaucracy, particularly the Office of Management 
and Budget, that is involved in planning, evaluation, and bureaucratic 
b .. 5 argalmng. 
The common goal space between our abstract and measur-
able indicators is a vast unknown, Figure 3. Like physical space spans 
matter, it is incommensurable both in terms of distance and direction 
and, again like physical space, it must be rapidly expanding as meas-
ured by the broadening gap between stated policy and political action. 
There have been two recent movements toward examining this space. 
One is the "social indicator" movement in which essentially ad hoc 
lists of measurements that might be socially relevant have been pro-
6 posed. The second e££ort consists of two goals studies under the 
auspices of the Chief Executive (Pre sident' s Commission on National 
Goals, 1960; U. S. National Goals Staff, 1970). The latter are sug-
gested administrative policy guidelines rather than comprehensive 
goal statements. Beyond this, our national goals are perceived to be 
embodied in such all embracing, but highly abstract, terms as "general 
welfare," "quality of life," etc. The taxonomic efforts that led to 
TechCom were essentially efforts to describe the structure of this 
space. The particular taxon 7 chosen was in a sense quide arbitrary. 
At the top, the taxonomic set was intended to be comprehensive. 
agency's missions are instrumental responses to per-
ceived goals. Agencies become the narrow advocates of these goals. 
6The writer gains the impression that these lists have been de-
rived essentially from subjective interest, intrinsically, rather than 
as efficient and meaningful measurements of a comprehensive and 
critically-ordered set of social objectives or 
7 Gr. taxi to order or das sHy. sing., a particular order-
ing classification; taxis, pI. Taxonomy, ordering or classifying. 
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Regardless of the primitive nature ol TechCom. the Technical Com-
mittee thinks better navigation in this unmarked space of political 
economy is long overdue. More rational planning must be the appro-
priate response. The Committee thinks that a way to approach this 
• 
GOAL ISSU£ SPACE 
- --
IH~OMJl/ENS'tJ~AB/.E 8f/T 
DECISION T,fIACTI8lE 
MAIi'&IIVA/.. PKEFIKeN«,s 
/feslJI.VASJ.E 
!I/;;/#f~/~#~A/~~ 
SOCIIi/.. iNiJicATOR.s 
NI/jsIJR6D O~ MII'ASU.l:A8I.E 
GOl1L PA'EFERENces ~~. 
1,f~ElE YEN' 
Figure 3. Goal space. 
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problem is to make the goal- space more tractible for decision 
evaluation. 
Connectives 
The goal- space is an idea space, word-described, with decreas-
ing resolution at lower hierarchical levels. In the sense used by the 
Committee, goals are the dimensional characteristics of the goal 
space, not the metrics of specific targets. While the taxon chosen 
for describing the space was influenced by subjective preference and 
background just as is vocabulary, once established, it is intrinsically 
neutral. 
By introducing connectives among the elements of the goal taxon 
and action- or policy- changed social indicators, the result is an evalua-
tive mechanism in which goal and subgoal dimensions measure the ob-
jective function. 1£ all the connectives were known, the objective 
function could be reduced to a single dimension, which might be called 
"general welfare" or "quality of life." The Committee feels that plan-
ning dialogue s should center at lower levels in the goal structure 
whe re the goal metrics are les s abstractly stated and there is non-
animity about goal ideas. In TechCom this level can be chosen to 
suit the desires of the particular constituencies in debate and the time-
liness of the issues under discussion. 
Social indicators may be technical, like "Dissolved Oxygen," 
which cannot be related directly to an intrinsic subgoal, or more per-
ceptual, like number of deaths from water hazards, which can be asso-
ciated with a water safety goal dimension. Connectives are needed to 
related technical indicators to the perceptual ones. Sometimes scien-
tifically-justified connectives can be formulated. More often these 
may have to be based on the technical judgments of experts. 
Social-indicator / subgoal connectives and inter- sub goal and goal 
connectives apparently will have to be derived from constituency prefer-
ences. Clearly, connectives for various constituencies will be different. 
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In the New Mexico study, the Committee used survey techniques, in-
cluding Delphi, to derive these directly. Possibly inferential tech-
niques using budget allocations, legislative history, etc., might be 
developed. Figure 4 shows a Delphi-derived connective between the 
social indicator "Unemployment" and the subgoal "Economic Stability. 11 
Table 1 shows public survey derived weighting coefficients connecting 
four subgoals to the subgoal "Present Living Standard." 
Table 1. Preferences of various interest groups. 
411 Income level 
412 Consumption of goods and services 
413 Leisure time 
414 Stability of the economy 
Application to Colorado Basin 
Conser-General 
vation-Public ists 
0.29 0.28 
0.17 O. 17 
0.18 0.20 
0.36 0.34 
1. 00 L 00 
Indus-
trialists 
0.26 
O. 17 
0.22 
0.35 
1. 00 
Non-
Anglo 
Ethnic 
0.34 
0.21 
0.17 
0.28 
1. 00 
Clearly, resource management and development policy in the 
Colorado Basin will have impacts which will be both substantial, and 
socially comprehensive at regional and national levels. These will 
not be contained within benefit-cost analysis- -then are mostly external. 
Continuing the distributional politics of the past can only tragically 
ruin the common pasture. External imposition of ad hoc standards by 
fiat or coercion has some tactical merit in that it seriously raises the 
issues, but is about as rational a policy approach in the long run as 
rolling the dice. Implicitly this approach assumes there are no trade-
offs, i. e., the marginal costs are either zero or are the same for all 
alternatives. Not only is this approach inherently inefficient, but may 
be internally self-canceling as well. Extension of the philosophy of 
water quality management designed to protect people in cities from 
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water-borne disease to the problem of management of salinity in the 
Colorado River is a thoughtless extrapolation. A TechCom or 
TechCom-like approach could have the advantage of insuring a sub-
stantially larger measure of social comprehensiveness in the decision 
process for the Colorado. It could possibly provide rational strategy 
guidance for planning in an arena where benefit- cost analysis is hope-
lessly naive, distributional politics hopelessly disastrous and ad hoc 
regulation hopeles s inefficient. 
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MULTIPLE OBJECTIVES IN WATER AND RELATED 
LAND RESOURCE PLANNING 
by 
Yacov Y. Haimes* 
Introduction 
The planning of water and related land resources in a river basin 
should be responsive to a diversified set of objectives and goals which 
are often in conflict and competition with one another. The final recom-
mended plan (e. g. by a planning board) should account for the trade-offs 
among these objectives with respect to the following elements: 
• time horizon: short, intermediate, and long term 
• client: various sectors of the public 
• scope: national, regional and local needs 
• constraints: legal, institutional, environmental, social 
political, and economic 
There are many ways and means of identifying and classifying the 
objectives and gOills for such a planning effort. The U. S. Water Resource 
Council (21) advocates four major objectives. These are the enhance-
ment of 
• the national economic development 
• regional economic development 
• environmental quality 
• social well-being 
On the other hand, Peterson et al. (19) identify these nine major goals 
divided into two major groups: 
'~Systems Engineering Department, Case Institute of Technology, 
Case Western Reserve University, Cleveland, Ohio. 
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Maintenance of security 
• environmental security 
• collective security 
• individual security 
Enhancement of opportunity 
• economic opportunity 
• re crea tional opportunity 
• aesthetic opportunity 
• cultural and community opportunity 
• educational opportunity 
• individual freedom and variety. 
Since this paper was inspired through working with the Maumee 
River Basin Planning Board, the objectives identified by the Maumee 
Citizens Advisory Committee (CAC) for a Level-B planning effort will 
be discussed and analyzed here. These objectives are: 
• Enhance water quality 
• Protect fish and wildlife 
• Enhance recreation opportunities 
• Reduce flood dama.ge 
• Protect agricultural land 
• Supply water needs 
• Reduce erosion and sedimentation 
The single objective consideration that dominated most past mathemati-
cal models has undoubtedly contributed to the pre sent skepticism in 
systems modeling and optimization as applied to water resouces prob-
lems. These sources of skepticism can be summarized as follows(7): 
• Lack of multiobjective considerations 
• Lack of proper balance between modeling and optimization 
(overemphasis on optimization techniques at the expense of 
better and more realistic models) 
• Lack of interaction with the decision-makers 
• Lack of adequate considerations of "soft II elements such as 
legal, political, institutional, and social aspects 
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• Lack of a total analysis of the whole system 
• Lack of a follow-up study also known as post-audit 
• Lack of proper planning for data. 
In the case study discussed here, a continuous effort has been and is 
still being made to respond to the above criticisms. 
Multiobjective Analysis and the SWT Method 
Fundamental to multiobjective analysis is the Pareto optimum con-
cept also known as a non-inferior solution. Qualitatively, a non-
inferior solution of a multiobjective problem is that where any improve-
ment of one objective function can be achieved only at the expense of 
degrading another objective function. 
To define a non-inferior solution mathematically, consider the 
following multiobjective function problem also known as a vector optimi-
zation problem (e. g. the seven objectives in the Maumee River Basin 
discussed in the previous section): 
Minimize [f l (x), f2 (x), ••• , fn (x)] 
x EX 
where x is N-dimensional vector of decision variables (1) 
X is the set of all feasible solutions 
X [x Ig. (x) 50, i= 1,2, ... , m.] 
- 1-
Definition: A decision x* is said to be a non-inferior solution to the 
problem posed by the system (1), if and' only if there does 
not exist another x so that f. ) 5f.(x"), j 1, 2, ... , n, 
- J J 
with strict inequality holding for at lea st one j. 
The Surrogate Worth Trade-off (SWT) method is used to analyze 
and optimize the multiobjectives planning problem. A detailed discussion 
of the SWT method is available elsewhere (10, 11, 16) and therefore only 
a brief summary of it is presented here: 
• The SWT method is capable of generating all non-inferior 
solutions to a vector optimization problem. 
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• The method generates the trade-offs between any two objective 
functions on the basis of duality theory in nonlinear programming. 
The trade-off function between the i th and jth objective functions, 
df-
1\. __ , is explicitly evaluated and is equivalent to ~ f1 • 
~ 0 _ 
J 
• The decision-maker interacts with the systems analyst and the 
mathematical model at a .general and very moderate level. This 
is done via the generation of the Surrogate Worth functions, 
which relate the decision-maker's preferences to the non-inferior 
solutions through the trade-off functions. These preferences 
are constructed in the objective function space (more familiar 
and meaningful to the decision-makers) and only then trans-
ferred to the decision space. This is particularly important, 
since the dimensionality of the objective function space. These 
preferences yield to an indifference band where the decision-
maker is indifferent to any further trade-off among the objec-
tives. 
• The SWT method provides for the quantitative analysis of non-
commensurable objective functions. 
• The method is very well suited for the analysis and optimiza-
tion of multiobjective functions with multiple decision-makers (16). 
• The method has an appreciable computational advantage over 
all other existing methods when the number of objective functions 
is three or more. 
• For a review and evaluation of multiobjective programming 
techniques, the reader is referred to the work of Cohon and 
Marks (2). 
The Maumee River Basin Planning: A Case Study 
Background 
The Maumee Basin had a population of approximately 1,520,000 
in 1970, nearly 20 percent of which was located in three Standard 
58 
:Metropolitan Statistical Areas (S:MSA). The Maumee study area con-
tains approximately 8,981 square miles (5,748,000 acres), The basin 
is divided into six planning subareas (PSAs) by county boundaries, of 
which 58,400 acres are water surface (see Map, Figure 1), Most of 
this land is nearly level to very gently sloping, with local areas of 
moderately sloping relief among streams and on glacial moraines. 
The heart of the basin, between Toledo (in Ohio) and Ft. Wayne (in 
Indiana) was formerly an old glacial depression known as the Great 
Black Swamp. Soils, for the most part, have developed into fine tex-
tured glacial fills ·and lake-laid clays. They are slowly to very slowly 
permeable and have poor to very poor natural drainage. These condi-
tions, together with intensive row cropping, produce substantial runoff 
during heavy rainfall, causing sheet erosion. About 85 percent of the 
6,919 square miles (4.4 million acres) within the hydrologic boundaries 
are used for agricultural purposes. Of this amount, about 3.96 million 
acres are used as cropland, 0.13 million acres as pasture, 0.37 million 
acres as woodland, and 0.15 million acres as miscellaneous agricultural 
land. Urban, transportation, and other non-agricultural uses occupy 0.4 
million acres and the remaining area is classified as miscellaneous use 
or as water s·urface. 
The major problems in the Maumee River Basin arise from the 
intensive use of the natural resource base, the degradation of natural 
habitat, and current patterns of land use. For more information on the 
basin, the reader is referred to the Great Lakes Basin Commission 
reports (3). 
Hierarchical modeling 
Four major sources of complexity arise in attempting the model-
ing task for the Level-B planning problem discussed previously. These 
sources, which are inherent in all regional water resource problems 
and due to the coupling in the. system (14), are listed below: 
• Temporal Coupling: The planning time horizon in this study 
spans the period from 1975 to 1990. The dynamic changes in 
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the demographic, economic, hydrologic, and other elements 
should be accounted for. In this study, three 5-year periods 
were considered. 
• Political- geographical Coupling: The basin was divided into 
six major planning subareas (PSA) based on Standard Metropolitan 
Statistical Areas (SMSA), which in turn are based on county 
lines. These county and three state lines cross hydrologic 
boundaries. 
• Hydrological Coupling: The Maumee River Basin is composed 
of eight hydrologically distinct sub-basins which cross SMSA 
boundaries. 
• Functional Coupling: The seven major identified objectives 
(flood, recreation, sedimentation, etc.) are coupled within 
each other so that enhancing one objective affects all others. 
Clearly, each of the above classes of coupling provides a basis 
for a different system decomposition with a corresponding hierarchy of 
models. Figure 2 depicts such a hierarchy of two layers, wher.e the 
first is the decomposition layer and the second is the coordination layer. 
The first layer is composed of two levels. The second 'level constitutes 
the six PSAs based on the geographical-political decomposition. The 
first level constitutes the seven objective functions in the planning study 
based on the functional decomposition. The second layer is the overall 
hierarchical coordination layer where the SWT method is applied for 
that purpose. The temporal and hydrological coupling are analyzed 
implicitly. 
Other hierarchical structures are possible and their choice de-
pends on the specific needs and goals of the systems analyst as well as 
on the type and availability of data. For a detailed discussion on de-
composition and multilevel approach as applied to water resources 
systems planning, the reader is referred to Haimes and Haimes et al. 
(2, 4, 5, 6, 8, 9, 13, 14, 15, 17, and 18). Overlapping coordination 
between two or more hierarchical model structures is discussed in 
reference (14). Such two structures may be a hydrological decomposition 
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Figure Z. Hierarchical modeling for level-B river basin planning. 
and a functional decomposition at the second and first levels respectively 
in one structure where the hierarchical model structure given in Figure 
2 represents the other. 
In the case study discussed here four major phases in modeling 
have been experienced: 
(1) At the first phase a single objective oriented nlOdel was 
developed for each of the seven objective functions as 
applied to one specific planning subarea (i. e. PSA 5). 
(2) At the second phase a gradual integration of these single 
objective oriented Illodels took place where the final pro-
duct was a planning subarea multiobjective integrated 
Illodel for PSA 5. This Illodel was calibrated and analyzed 
with data for PSA 5. 
(3) At the third phase the subarea multiobjective integrated 
model was modified, calibrated and tested for its applica-
bility to all other planning subareas. 
(4) At the fourth phase an overall Illultiobjective integrated 
Illodel will be constructed, calibrated and te sted for the 
entire river basin. This phase is in the process of being 
iIllpleIllented. 
In developing the various functional relationships (cause and effect) 
a linear function was assumed for siIllplicity whenever there was incoIll-
plete inforIllation or data. These first-order linear approxiIllations will 
be iInproved with the acquisition of additional ipforIllation, data, and 
experience. 
To siIllplify the presentation here, only a qualitative presentation 
of the final version of the subIllodels and the planning subarea Illulti-
objective integrated Illodel is discussed. These are: 
• Point Source Pollution subIllodel 
• Land Use subIllodel 
• StreaIll Quality subIllodel 
• Water Supply submodel and 
• Planning Subarea Multiobjective Integrated Illodel 
63 
The analysis of outdoor recreation, flood plain management, and 
wildlife is imbedded in the Land Use submodel. The time domain in the 
analysis is considered in three discrete periods: the first, 1975-1980; 
the second, 1980-1985; and the third, 1985-1990. Four pollutant con-
stituents are considered in the analysis. These are sediment, phosphorus 
from point sources, phosphorus from distributed sources, and BOD load. 
Model description 
Point Source Pollution Submodel. In this model the planning for 
construction and/or capacity expansion of wastewater treatment plants 
is considered. The dynamic planning assumes a continued growth of 
waste production due to both population and industrial growth in the re-
gion. The model is also capable of handling the change s in stream 
quality standards as may be imposed in compliance with P. L. 92-500. 
This part of the capacity expansion algorithm is based on a dynamic 
programming model developed by Haimes et al. (15, 18, 1). In short, 
the objective of this dynamic planning model is to determine the most 
economical expansion schedule for the wastewater treatment plants in 
the region so that the increasing wastewater treatment demand is 
satisfied. 
Each planning subarea (PSAj in the Maumee River Basin is divided 
into a number of reaches. The Streeter-Phelps equation is solved to 
determine the demand in dissolved oxygen at each reach due to discharges 
of effluents upstream. An application of the SWT method to water quality 
management is presented by Haimes and Hall (12). 
Major consideration is given to the activitie s 
of the agricultural sector in the Maumee River Basin due to the fact that 
over 80 percent of the basin is agricultural. Erosion and sedimentation 
are major concerns to this Level-B planning. In this model it is assumed 
that soil sedimentation and accompanying phosphorus eroded from agri-
cultural lands are transported to the basin streams and hence to the 
Maumee Bay. The basic analysis in this submodel is based on the MORE 
(Multiple 0bjectives Resource Evaluation) system developed by the 
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Economic Research Service of the Department of Agriculture (12). The 
MORE system is essentially a linear programming (LP) model where the 
objective function is the cost of various land management practices and 
the constraints are different levels of sedimentation due to given levels 
of agricultural activities. This MORE-LP model was originally solved 
parametrically where changes in the sedimentation and crop yield levels 
are studied. 
The present Land Use submodel adds to both the cost function and 
the constraints of the MORE system where the three time periods are 
also incorporated into the model. The present constraints are as follows: 
• Environmental output constraints including sedimentation and 
phosphorus. 
• Production response output constraints including various crop 
productions. 
• Outdoor recreation and constraints where various land based 
recreational activities are considered. 
• Flood plain management constraints. 
• Wildlife constraints where various levels of hunting and other 
activities are considered. 
• Land availability use constraints where the total land available 
in any specific PSA is limited. 
This model thus derives the trade-offs among the following major 
objectives: 
• Increase crop production 
• Reduce sedimentation and phosphorus runoff 
• Enhance land-based outdoor recreation opportunities 
• Enhance wildlife habitat 
• Reduce flood damage 
This Land Use submodel draws the needed functional relationships 
and coefficients from several other linear programming submodels not 
discussed here. 
This submodel essentially integrates 
the two above submodels where the overall cost of point and nonpoint 
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sources of pollution control are augmented as well as the contribution 
of phosphorus from both of these sources. 
Water Supply Submodel. The purpose of this model is to determine 
the optimum quantities of water conjunctively used from ground and 
surface water sources in the basin to meet projected water needs. These 
needs are based on OBERS Series E Projections to meet the growing 
demands of water for agricultural, domestic and industrial use. This 
can be done by constructing new surface water and groundwater projects 
in a sequence over the planning period, which results in a minimum sum 
of capital and variable operation and maintenance costs by using the same 
dynamic programming model discussed in the Point Source Pollution sub-
model section. The proposed construction and expansion projects are 
drawn from a complete set of feasible groundwater-and surface water 
projects so that the total utilization of all these projects lies within the 
limitation of hydrologic resources of the basin. 
Overall Multiobjective Integrated Model. This model integrates 
all above four submodels, where all seven original objectives identified 
by the CAC have been accounted for in these submodels. 
Note that the first step in the SWT method is the conversion of the 
multiple objective formulation into the E-constraint formulation where 
one objective is kept as a primary one and all the rest are viewed as 
constraints. The E-constraint formulation provides for the generation 
of all non-inferior solutions as well as the corre sponding trade -off 
functions. 
The PSA multiobjective integrated model is already presented in 
E- constraint form. The primary objective function is composed of all 
the above submodels' cost functions. The E-constraints formulation in-
cludes constraints related to sedimentation, BOD and phosphorus, flood 
control, outdoor recreation, wildlife, and water supply. 
Solving this integrated model lies within the capabilities of the 
SWT method. This model has been programmed on the UNIVAC 1108 
where various (Pareto optimal) alternative plans and their associated 
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trade-offs can be generated. This model can be used for both simula-
tion (answering "what if!! questions) as well as for optimization purposes 
Epilogue 
The purpose of this paper was not to provide a quantitative pre-
sentation of the mathematical models developed for the planning study, 
but rather a qualitative discussion of these models and the modeling 
process that takes place. Detailed analyses of all the submodels and 
results from the application of the Surrogate Worth Trade-off method 
will be available in subsequent reports on this on-going project. Readere 
who are interested in obtaining further information on this project are 
encouraged to contact the author. 
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INVESTMENT P.L ANNING FOR COLORADO 
RIVER SALINITY CONTROL 
by 
Donald Erlenkotter and Charles R. Scherer':' 
Introduction 
This paper briefly outlines our on-going work in structuring and 
evaluating optimizing mathematical models for scheduling investment 
for salinity control in the Colorado River. We wish to emphasize that 
this is only an indication of wrok in progress and does not present 
final results. 
This study considers the problem of scheduling investment in 
salinity control proje cts on the Colorado Ri ver. Each proje ct offers 
the possibility of preventing an amount of salt from entering the river. 
Diversions (consistent with "present modified" flows) are made along 
the river for various users. These users (primarily lower basin) 
incur damages as river salinity rises with time due to intensifying use 
upstream. The problem is to find that schedule of investments which 
minimizes the discounted sum of project investment and operating 
costs, and downstream salinity damages over time, subject to optional 
equity- oriented re strictions on (I) financing arrangements and (2) 
quality at selected puints along the river. 
Note that while quality restrictions are mentioned, they are 
optional. Hence this is more than a cost-effective analysis. Rather, 
the approach taken is to let the salinity profile of the river be deter-
mined endogenously within the model, with the optimal timing of in-
vestment based on the dynamic trade-off of investment costs and asso-
ciated uowr,stream damages. 
':'Associate Profess .. 'r, Graduate School of Management; and 
Assistant Professor, Engineering Systems Department. University 
of California, Los Angeles. 
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At the of the study period, a set of (modified) con-
ditions prevails. This means the average (present modified) annual 
flows and salinities of the upper mainstream Colorado, San Juan, Green, 
and San Rafael Rivers, as well as man-caused diversions (for agricul-
ture, power plants and M &: I), are known. The upstream diversions 
are assumed to increase over time (up to their legaIlimit) according 
to some predetermined schedule. This generally causes a concentra-
ting of salts in the lower river. The salinity level at each important 
point of the river, indexed by j, is projected over all time periods, t, 
t=l, 2, ... , T, Diversions 
to users (see Table 1) below Lake Mead are also projected over time. 
The damages to the user at quality point j in period t, as a function of 
salinity, may therefore be expressed in terms of tons of salt, since 
the flows at j are assumed as given and constant in each period. Based 
on a preliminary investigation, the assumption that salinity control 
projects do not materially aIIect flow in the river seems justified. 
Table 1. List of users (jf s) downstream of Lake Mead. 
1. Imperial Valley 1. D. 
2. Coachella Valley 1. D. 
3. Palo Verde 1. D. 
4. MWD 
5. Colorado River Indian Reservation 
6. Other Yuma County Fa:rms 
7. Salt River Proiect (CAP) 
8. Gila Project 
9. Central Arizona Service Dist. M &: I 
10. Lower Main Stem Service Area M &: I 
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Work to Dace on Salinity Management Models 
An excellent summary of on-going work on Colorado River Salinity 
management models is contained in the U. S. Bureau of Reclamation 
Status Report '::;';=:'=";:=::'-='~~:""':':"='=~==c:.L-==::"':::";"';;;=='::""::-=-=:::"='= (10). 
The Bureau has developed an accounting salt routing model ("River Net-
work Salt Routing Model"--also known as Ribbens' Model) and a syn-
thetic hydrology model ("System Simulation Model"). Both relate flow 
and salt inputs to quality downstream; the former on a deterministic 
basis, and the latter on a stochastic basis. We have also developed a 
simplified version of Ribbens' Model since it is necessary to have a 
rapid, easy-to-use routine for evaluating the impact of salinity control 
projects at various points on the river. Although this model sacrifices 
some of the detail of Ribbens' Model, its results are very close to 
those of Ribbens' . 
Work by other researchers is in progress on the estimation of 
salinity damage functions for Los Angeles and Imperial Valley (1). 
These are for "direct" net disbenefits. Other work is in progress using 
input-output models to estimate secondary salinity impacts (6). These 
damage functions are: 
• . to be attached to the Colorado River simulation model 
in order to ascertain the economic impact of various manage-
ment alternatives, salinity controls schemes, water resource 
development projects, and selected scenarios of future basin 
conditions. (1, p. 35). 
With regard to control project costs, work is progressing on 
costs associated with salinity-related irrigation management and other 
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on-farm management techniques (7, 9, 11). The Bureau is developing 
data and cost estimates for the point and diffuse source control projects 
given in Table 2. 
Table 2. List of major controls. a 
1. 
2. 
3. 
4. 
5. 
6. 
7. 
8. 
9. 
10. 
11. 
12. 
13. 
14. 
Gross Salt 
Load 
Controllable Salt 
Loadb 
(Thousand tons per year) (Thousand tons per year) 
Paradox Valley 200 180 
Grand Valley 600 200 
Gunnison (Lower) 1100 ? 
Las Vegas Wa·sh 208 138 
La Verkin Springs 109 103 
Palo Verde 
gation District 148 23 
Colorado River 
Indian Reservation 30 7 
Uinta Basin 450 100 
Glenwood-Dotsero 
Springs 500 200 
Big Sandy River 180 80 
McElmo Creek 130 40 
Price River 240 100 
San Rafael River 210 80 
Dirty Devil 200 80 
Totals 4305 l331 c 
aTaken from reference 10. 
blf the ith "project" is built, this much salt could be kept from the 
river. 
c Does not include Gunnison. 
The Need for an Optimizing Investment Planning Model 
Attaching damage and cost functions to a simulation model and con-
ducting an "intuitive" search of possible investment policies is an accept-
able first cut at salinity management. However, it is likely to over-
look many attactive alternatives, especially where there are many 
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timing and sequencing possibilities for projects. Instead, we present 
here a framework for identifying II globally" optimum investment policies" 
subject to constraints as necessary. In other words we find the invest-
ment policy which is "best" ..:.;..;==:...::=-"==='-"~="--'====-'=-====. 
The unders cored words are very important, for it is here that political 
and institutional reality are reflected in the set of feasible alternative 
control options available for searching. In other words, we do not 
seek "the" optimal policy, but a set of policies that are best, subject 
to various constraints (a set of parametric results). 
We realize that the de sir able detail and informational content of 
a stochastic model cannot be incorporated in an optimizing framework 
of the type presented below. In this regard, our regional optimizing 
model should be considered as a" screening model" to find sets of 
policies which can then be explored in more detail using the Bureau of 
Reclamation's simulation model. 
The Investment Timing Models 
The major contribution of this project is to formulate and evaluate 
models for scheduling control projects. We are considering two differ-
ent approaches to this task. One uses a mixed-integer mathematical 
programming model, and the other exploits the recursive notion of 
dynamic programming. Each has its characteristic advantages and 
disadvantages, and a goal of the research is to compare and test the 
suitability of the approaches JOr planning salinity control. We discuss 
both below. 
We present two basic versions of the mixed integer programming 
model here. One is for the case where control projects are represented 
by one-time-only zero or one decisions. In other words, the project 
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can be built at a single predetermined (salt removing) capacity, and 
once built, cannot be enlarged. This is the discrete version. The 
second model assumes projects of various sizes could be built (capac-
ity is a continuous variable) at once or in installments. This is the 
continuous version. We present these in this order, following some 
fundamental assumtions. 
Assumptions: 
1) Salinity at the /h point on the river during period t if no pro-
jects are built can be estimated using an accounting model. 
.th . 2) Removal oi a ton of salt by the 1 control project (at i) would 
re sult in a reduction of i3 .. (0 i3 .. :5 l) tons at point j. 
1J 1J 
3) The time lag until the reduction occurs at j is negligible, 
relative to the length of time periods in the model. 
4) There is no interaction among control pr ojects vis-a- vis 
salinity reduction at j. 
5) The reduction in flow caused by salinity control projects is 
negligible compared to mainstream flow. 
6) Damages from salinity at j in period t are independent of 
salinity at j in previous periods. 
7) Damages may be related to "salinity" as expressed in terms 
of Total Dissolved Solids . 
.refine: 
u. 
J 
set of available control projects upstream of quality 
point j (a "quality point" is, for example, the inlet to 
Colorado River Aqueduct). 
tons of salt that could be withheld from river if "project 
i" is built. 
Total tons of salt in river at quality point j if no control 
projects built. 
Total tons of salt in river at quality point j in period t 
(since river flows are known and constant during a par-
ticular period, Sjt is equivalent to the salinity level). 
maximum allowable tons of salt at point j in period t, a 
politically determined constraint. 
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cost o£ constructing project i in period t, including an 
allowance for the present value of operating and main-
tenance costs. 
Xit ° or 1; indicates period in which project built. 
Qjt flow in river at point j during period t. 
$ damages to /h user, a function only o£ S.t' because 
Q. is a known a priori. J 
Jt -
~ inflation..:compensated discount factor. 
m = number of projects. 
n number of quality points. 
t 
s. t. T - ~:E 13 .. X.kT. = S.t "it, j 
N jt k= 1 ie:uj 1J 1 1 J 
Xit 0, 1 
Sjt 2: Sjt 2: ° 
'7i 
\fi, t 
"ij, t 
(1) 
(2) 
(3) 
(4) 
(5) 
Since damages are assumed to be convex in salinity, it will be necessary 
to make pieee-wi,e linen approximation' to the fundio", Dit (~ ) 
The continuous model 
Several of the salt control projects could be built at one level and 
enlarged over time. For example, Grand Valley's canals could be lined 
in several stages. For these projects we assu·me a plot of total cost VB. 
tons removed would have the form illustrated in Figure 1. 
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Total 
Cost 
$ 
Salt removed, tons 
This could be approximated using a fixed charge and strictly convex 
piecewise linear function, as shown in Figure 2. 
Total 
Cost 
$ 
Salt removeQ, tons 
These cost relationships may represent either of two possible 
cases. In the first, projects of continuous capacity may be built, but 
the project size is fixed when constructed with no subsequent increment 
in salt removal capacity. To model this case, define: 
M. 
1 
th 1 segment of the piecewise salt removal curve 
1 
cost associated with each unit of Y. lt. 
maximum salt that can be removed at i. 
78 
The 
t 
s.t. T -.E 
N jt t= 1 i3 .. L: 1) 1. '<fj, t 
L: y~ !S M. X. \;ti, t 
1. It 1 It 
Xit 0,1 "ti, t 
?:S ?:O jt "tj, t • 
(6) 
(7) 
(8) 
(9) 
(10) 
(11 ) 
(12) 
In case 2, additional increments in salt removal capacity may be 
added in later periods for the additional cost indicated in Figure 2. We 
have for the cost in the first period at the ith project: 
(13) 
For the second period, 
C1. 
'e1 
k 1. k~ L: Yi2 - Y i1J + Ki2 (14) P. i2 
where: 
1. 
Yi) 
< P. 
- Yi2 
"I P. • 
and for h th . d t e t peno, 
p. ~~l k P. yk ~ L: C i2 Yi2 1. it- Y 
y1. !S yP. 
"Ii. , t (15 ) 
it-I it 
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Then the model becomes: 
T tfm( £ 
min a t~\ :; Cit 
s. t. TN 
jt 
-.L: i3. 
1Eu. J 
J 
t 
L: X M ~ 
k=l ik 
X 0,1 it 
S ~ s jt jt 0 
i <: £ 
it - Y it+1 
!. 
Os Y it s 
-£ 
Yit 
,;;;/i, t 
Vi, t 
¥j, t 
Vi, t,l 
Vi,t,!. 
The Dynamic Programming Model 
(16) 
An alternate model can be formulated through the framework of 
dynamic programming. This approach requires projects to have a 
discrete, rather than a continuous, scale definition. However, several 
alternate discrete scales for each project could be included. The 
following notation is necessary for the formulation. 
I 
I-i 
C. 
1 
-rt 
e 
project index (i=l, 2, ••• , m). 
subset of projects assumed already established. 
set I with iEI deleted. 
investment cost for project i (includes allowance for 
present value of replacement, operating costs). 
discount factor from time t to time 0 at the rate r > O. 
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e.(I, t) 
J 
B.(e, t) 
J 
B. (I, t) 
J 
B (I, t) 
J* ~I 
V(I*,oo) 
salinity level for /h station at time t, as suming all 
projects in I operating at t (implie s operating level of 
projects is not a variable, but effect on salinity can 
depend on other projects in existence, represented by 1). 
benefit rate at /h station at time t given salinity level a. 
benefit rate at jth station at time t given salinity level 
e.(I,t), i.e., B.(I,t) B.(e.(I,t),t). 
J J J J 
total benefit rate at time t given projects in I, defined 
as B(I,t) = z: B.(I,t). j J 
. d . d h kth .. . project in ex asslgne to t e posltlon ln a sequence. 
cOITlplete assignment of project indices for a particular 
sequence, where k = l, 2, ••• ,ITl. 
set of all ITl proj ect indice s. 
set of all ITl! perITlutations of ITl project indices. 
set of first k project indices for a particular sequence, 
wherel
o 
~ Ik + l = \ U i[k+l] for k 0,1" •• ,ITl-1, 
and I I", 
m 
bl ' h . f kth . . h esta 18 ment bITle or project ln a sequence, were 
TO 0, TkSTk+1, andT ITl + I =+00. 
total net benefits over the tiITle interval [O;oc], discounted 
to tiITle 0, for maximuITl-benefit sequencing and tiITling 
decisions for the set of ITl proj ects, 
The general forITlulation for sequencing and tiITling projects with the 
objective of maxiITlizing total benefits is: 
subject to constraints 
ST
1
S T 2
S $,. ::5 T 
m ITl+l (17) 
This forITlulation allows the possibility of not establishing some pro-
jects, since an establishment tiITling of + co implies indefinite post-
poneITlent, which is equivalent to eliminating the projectfroITl consideration. 
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Solution approach 
The formulation (17) may be solved with the dynamic programming 
formulation of Erlenkotter and Rogers (4), which is a refinement and 
Simplification of the basic approach in Erlenkotter (2). 
Discussion of the approach in a benefit-maximization context 
related to the one here is given in Erlenkotter and Trippi (5). It is 
anticipated that the approach can be improved conSiderably by incor-
porating bounding procedures into the dynamic programming frame-
work. Several types of bounds have been derived in Erlenkotter (3). 
Morin and Marsten (8) have also worked on this type of hybrid dynamic 
programming-branch and bound approach and have promising prelimi-
nary results. They, however, are dealing with a much simpler, and 
less realistic, problem definition than the one considered here. 
Discrete vs. continuous-time formulations 
For simplicity in notation, we have described a continuous-time 
formulation here. As noted in (4), an equivalent discrete-time formu-
lation is possible with all the same characteristics. The choice be-
tween one or the other is best made on the basis of computational sim-
plicity, depending on whether integration or period-by-period summa-
tion of benefit functions is easier for the particular functional forms 
employed. For the Colorado River model, it appears that a discrete-
time model will be best suited to providing flexibility in representing 
benefit functions and salinity levels over time. 
Salinity standard s 
In addition to the benefit- cost analysis of salinity control pro-
posed here, inclusion of specific salinity" standards" or limits may 
be desired. This might be desirable to evaluate the welfare loss (if 
any) entailed by such standards. To incorporate salinity standards, 
define: 
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f3. (t) 
J 
salinity standard for /h station at time t, 
specified exogenously. 
Impose the constraints 
6.(1, t) :s; P.(t) for all I, j, and t 
J J 
(18) 
Suppose project i is to be added to the set I-i, and the unconstrained 
optimal timing for adding i is given by (I, i). The optimal constrained 
timing, taking into account the constraints (18), will now be: 
T,;l,'(I,i) = min {T*(I,i); min sup[6.(1-i,e):s; i3
J
.(eJ 
j t J 
for all e E [0, t]} (19) 
This modification sets the optimal unconstrained timing at the earlier 
of the unconstrained timing or the ea-rliest time at which one of the 
constraints becomes violated. Note there is no requirement that the 
standard 13.(t) be non-increasing in t. 
J 
1£ no feasible solution is possible due to the lack of sufficient 
projects and the tightne,,/s of constraints, this would easily be detected 
by finding the maximum horizon length up to which the standards could 
be met with all available projects. 
Anticipated Work 
In keeping with the objectives of this project, these two analytical 
approaches will be investigated with regard to computational feasibility 
and the ease with which they accommodate the characteristics of the 
pr oblem. In per forming this inve stigation, sequencing re sults will be 
determined using data available from the studies mentioned above. 
Since these studies are not drawing to a close as rapidly as had been 
anticipated, the sequencing results may only be preliminary because 
the data from these studies are basic input to the sequencing models. 
Some interesting results can be obtained even with the prelimi" 
nary data now available. For example, it will be possible to compute 
the impact on the investment sequencing schedule, and hence on salinity, 
83 
of extra water from, say, weather modification or inter-basin trans-
fer. Another main result will be the shadow cost of the "1972" stand-
ards, obtained by solving the sequencing models with and without the 
"1972" standards imposed. And, the general models will be available 
for future use as more definitive data becomes available. 
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MODELS AS A MANAGEMENT TOOL 
by 
J. E. Sarenski 
Introduction 
Traditiona1.ly, water quality management planning was viewed as 
a technological problem, solved through the construction of more and 
more sophisticated hardware (treatment plants, pipes, etc.) costing 
more and more money. Because there are still major water pollution 
problems even in areas where extensive planning has occurred, it is 
clear that traditional methods are not getting the job done and new, 
innovative thinking is called for. 
Perhaps a prime reason previous attempts at water quality man-
agement planning have failed is the lack of consideration given to the 
relationships between water quality management and the socio/economic 
setting of an area as illustrated in Figure 1. As illustrated in the 
figure, population has a direct influence on the demand for goods and 
services which stimulates industrial and commercial development. 
This stimulation creates an employment demand and a general increase 
in land development through the need for schools, roads, houses, etc. 
Population and development generate various forms of wastewater which 
influences the environmental pressures created by the diiIerence be-
tween the actual environmental setting and the population's desired 
environmental setting. This environmental pressure is decreased 
through environmental management which may influence the character 
of land development. Stress is constantly generated between land 
development and environmental management, in part due to the di££er-
ence generates pressure for increased development, and thus, additional 
environmental pressure. 
'"Nels on, Haley, Patt er son, and Quirk, Denver, Colorado. 
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Figure 1. Economic/water quality interrelationships. 
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SETTING 
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The major implication of the economic /water quality feedback 
diagram illustrated in Figure 1 is that numerous tradeo££s exist be-
tween economic development and water quality. Tradeo££ elements 
associated with development are readily translated into monetary 
terms, such as value added by industry, increased tax revenues, 
assessed valuation, etc., whereas many elements related to water 
quality are non-quantifiable. Thus, a classic situation exists in 
evaluating tradeo££s. Because. the thrust of recent water quality man-
agement planning programs, including those sponsored under Section 
208 of PL 92-500 (Federal Water Pollution Control Act Amendments 
of 1972), is "implementation," the planning process, whereby the 
tradeo£fs are identified, must be conducted in the public decision-
making arena and the final water quality management system nego-
tiated openly. 
Developing the full range of tradeoffs implicit in the feedback 
loops in Figure 1 requires the water quality planner to display the im-
pact on the various management elements of changes in anyone ele-
ment. To this end, Nelson, Haley, Patterson and Quirk, Inc. (NHPQ) 
has developed a system of integrated mathematical models to as sist 
in the planning proces s. The following sections contain a brief des-
cription of these models as a management tool. 
Physical Systems Planning 
A total of five models are being used by NHPQ in its current 
water quality management planning efforts. These are: 
Land Use 
GENERATE (Wastewater Generation) 
SEWER (Interceptor Design/Cost) 
TPM (Treatment Design/Cost) 
Water Quality 
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The land use and water quality models are generic tools, typi-
cally supplied by the local planning agency and the U. S. Environmental 
Protection Agency (EPA), respectively. For purposes of this presenta-
tion, the land use and water quality models being used in developing 
the Colorado Springs Section 208 Plan are used as examples, although 
GENERA TE, SEWER, and TPM are adaptable to a vast variety of 
land use and water quality models. The land use model developed by 
the Pikes Peak Area Council of Governments (PPACG) is called 
PLUM (1) and the water quality model developed by Battelle Memorial 
Insititue under contract to EPA is named PIONEER (2). 
The relationships among the five models are illustrated in 
Figure 2. Land use forecasts developed from PLUM are converted 
to wastewater generation by using GENERATE. This prescribes the 
wastewater flow within a defined geographical area which is the start-
ing point for interceptor locations. Alternative treatment plant sites 
are selected for wastewater discharges and PIONEER used to define 
maximum wasteloads for various treatment plant siting schemes. 
Alternative wasteload allocations became the effluent constraints for 
TPM and interceptor flow is the influent stream. These two data 
sets are used to develop aternative feasible treatment systems. Inter-
ceptor alignments to transport generated wastewater to the alternative 
treatment plant sites are analyzed by SEWER. 
The input/output of each model is presented below. 
Land use model - PLUM 
PLUM operates with a given set of specified assumptions on 
growth and development patterns and generates certain land use data 
for prescribed geographical areas for 5 year increments between 
1975 to 2000, inclusive. Originally, the geographic areas were 
PLUM ZONES, a set of pseudo-homogeneous development areas, but 
this level of disaggregation proved undesirable for water quality 
planning. Additionally, the types of land use data originally generated 
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SEWER 
PLUM (LAND USE) 
(INTERCEPTOR SPECIFICATION) ... -------- GENERATE (WASTEWATER GENERATI 
DWT ... '------ PIONEER 
(TREATMENT SPECIFICATION) ~ (WATER QUALITY) 
Figure 2. Interrelationships aLnong Project Aquarius Lnodels. 
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were not sufficiently definitive, particlliarly in the industrial sector, 
to permit reasonable wastewater generation forecasts. 
In order to make the PLUM model output more compatible with 
water quality planning, the output was changed by disaggregating the 
land use forecasts by service district (water and sewer). In areas 
around existing service districts where growth is anticipated, the 
development is assumed to be connected to the existing districts. 
In other areas where no service district exists, the location of anti-
cipated development is illustrated on a map. Additionally, the land 
use data forecasts now more closely detail industrial growth. 
The output from the PLUM model includes the following data 
disaggregated by present or future service district for 5 year incre-
ments from 1975 to 2000: 
Residential population 
Residential acres 
Commercial acres 
Industrial employees by two digit SIC between SIC 20 
and 39. 
Wastewater generation model - GENERATE 
The land use data discus sed above serves as input to GENERATE. 
These data are converted to wastewater flow through a series of 
transforms as discussed below. 
Re side ntial 
Residential wastewater flow in MGD is computed by: 
PEOPLE x 10- 4 MGD 
Residential wastewater flow in PE is equal to PEOPLE. 
Commercial 
Commercial wastewater flow in MGD is: 
COMM. ACRES x 2(10,-3 '" MGD 
Commercial wastewater flow in PE is: 
MGD x 104 ", PE 
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Industrial 
Calculating industrial wastewater generation is the most com-
ple~ manipulation of the three. The number of employees in each SIC 
is multiplied by the corresponding transform presented in Table 1, 
and the gallons per day are summed over all SIC's and converted to 
MGD and PE. Thus, the industrial wastewater flow in MGD is: 
39 
L 
i=20 
EMP. x GPED. 
1 1 
1 -6 x 10 = MGD 
and in PE is: 
MGD x 104 PE 
where: 
EMP i number of employees in SICi 
GPED. gallons/employee/day for SIC. 
1 1 
Total wastewater flow in either MGD or PE is simply the sum 
of residential, commercial, and industrial values. An example of 
the output format for GENERATE is presented in Table 2. 
SEWER requires a total wastewater flow and certain physio-
graphic data as input. Total wastewater flow is derived from GENER-
A TE. Profile elevations (ground) are taken from USGS quad-maps. 
Soil type, urban development, pavement, groundwater level, depth 
to bedrock, water crossings, etc., are derived from various maps 
and overlays. The program computes the slope and diameter of re-
quired pipe based on the above inputs plus design criteria including 
minimum/maximum cuts and velocities. Gravity sewer design is 
straightforward, but where a positive slope of ground profile is indi-
cated, the program checks the cost differential between gravity and 
pumped flow. The tota.l cost of the system is estimated by adding 
various surcharges to the basic cost to purchase and deliver rein-
forced concrete pipe. Surcharges include: 
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Table 1. Industrial wastewate r transforms. 
SIC Ga11ons/Em~lo~ee/Da~ 
20 1,490 
21 230 
22 810 
23 0 
24 1,370 
25 190 
26 14,800 
27 0 
28 3,840 
29 4,110 
30 490 
31 1,220 
32 975 
33 3,350 
34 380 
35 250 
36 230 
37 500 
38 380 
39 330 
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Table Z. Example of output format for generate. 
r··············.····.···,.··.·····.· .. ··"' ................................ ,. ........ . 
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3 
earthwork, $/yd 
pavement removal/replacement, $/ ft2 
groundwater control, $/ft 
. 3 
rock excavatlon, $/yd 
water crossing, $/ft 
congestion, $/ft 
Cost data are expressed in terms of: 
capital investment 
annualO/M 
total annual cost 
total annual per capita cost 
An example of SEWER output is pre sented in Table 3. 
PIONEER is a rather complex steady- state water quality model 
developed by Battelle for EPA. It allows one to model a variety of 
conservative and non-conservative constituents/parameters and pro-
vides a printed profile by river mile based on selected river mile 
increments. Inputs to PIONEER are headwater flows and qualities, 
various point and non-point discharges (quantity and quality) and 
reaction rates. Several non-conservative constituents, such as nitro-
gen and phosphorus in various forms, can be modeled by assuming 
simple reaction rates, e. g., NH 3--"'NO 3 , or by more complex model-
ing of the entire constituent cycle. The latter approach is rarely 
taken because of a lack of data. 
For the Colorado Springs 208, the available data base limits 
the use of PIONEER to modeling of: 
BOD 
DO 
NH 3-N 
N0 3-N 
Flow 
Table 3. Example of output format for sewer. 
lNPLIT H.S10l 
SHIRE TEST!'1j 
STUn~jG 5tHIO"- IOtRD 
OT$ll'llCf: I nrSh'Cf' FRO"l S'UIfTJNG SUTtON 
l£~GT"" ltkGTH 0' 'Plf S\llfC .... QGf 
R .. t)n OISTANCE 1.8000 Ll:kGllo( o,eOonC08T P[II ICRf I 1!lO.OO 
R-O';". rHSfAlrrlt~ Ii,noon tF",r.;T1<4 1'l,$onOCOST PER ... Cliff J a11,ftO 
pt"E"Ellll Ot!T.~r.E 1.jli(!f1 lF~r.T'" o.tooC't TYP!! COfliCRF.Tf 
P'VE:"'t~T otaU"Icr: A.1AGO L,,,"ct .. O.IH50{1 TYPf tONeR!!tr 
PliWHU otsU"Cf 0,0 neVAfJrlfli 6nOn,OO 
PRPFtl! 1'IUUNCE I,OOGO tlfVAUDfIi ;t;Il.1.0n 
PHn'YLE OI3HNCf 1,0000 HEvATIfiN I)qIH.OO 
P/ifCIII tlF 'HSH~e~ q,OOOO t.Lf'VArrflt. 5.'3,00 
CALCULtT! TlurHl1 
r.n Tf$TOI 
AOb FLn.. uoao. 
!UTtn"Ws 
8fGt"'NtNG P"OT',1r. 
10,80 1',1'0 
INPUT ,U'h. 
/,lOOO, Pf 
SUlH::"U,R(;FS Rl:hf.'f'''' STUION' to.80 
SuliC"'ARGe: OESC'fPTlOl\ SHTtOI>.l$ 
a[GIN !"D 
(NO 5UI'lCtdRG!Sl 
SUI'lC'oURGe:S Af.hfftf STAltnNS 11,80 
SlIIJCMUf,F OfSCAfPftOH $TnfO"'S 
flEGIN tOO 
(~O SURCIoIAJtGES) 
$U.CIotARG!S &ETwFf" STATJO"" lJ.'''' SU.CIoiI.RGf O!SCRtPTIOl>< ST'TtONS 
SfG!" fNO 
AtGIoiT (\J' ',f 1i1.ao 1'.40 
IifGIoIT oil w.v 15,80 16,10 
P'V£I4£"IT 18.10 11).20 
p'nttftll't 19,10· 19.1. 
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TO 
TV 
TO 
lfoi1TUL 
I'J£PtH 
6,0" • 
t 1.1\0 
Lf.~GTIoI 
Hn 
11,80 
t ~~GTIoI 
nET 
1.:80 
If'';TM 
PH! 
80n. 
300, 
100. 
80, 
Ol'li'lO?21 {'j 
OO~O~c20 
OOOnlZ1Cl 
~on02.?40 
-tN. Pt-! 
Dt",l • 
8,00tfIN. 
cos, , 1S0.00 
cos. t 811,00 
'¥P! cn'C~f Tf 
TVP! eONCR!T! 
,.C~! 
"CR! 
.... NNt"'G 
VAlur 
O,OUiOO 
Table 3. Continued . 
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r;lu,vt'fV SY$Tt,.. 
/I "III,.,." * •• S TART •••• t< .* •• _ .... II •• * .. '* ••• III!: ,"(I •• lit ....... 111 
t.fgJIIJ HftolATff'i'" tilT SHTItHoi flfVATIfllri cuT 
'F:fT nET 
IIl,BO boon.Oil l,Otl u.e!) "991.00 1.bl'! 
Cf"l,r STATIO'" 
CUfGl'RV AfGIN 
Uf'f'RE",n Cl"ST 
fXCAvATIOIoi & 8ACI(' ILL cn.!T 
t 0.&0 
IC,ftO 
... _iII .... _ ...... _ ...... '*" ....... . 
••• •••••• S,. Ali T ... '* .. III'" •••••••••••••••• *.f. ""0.* '* ••• - *._ 
HlfU" HrVATtn"! C\lt SUTTnr.: ELfVAnntl.l cur 
nET 'f!T 
11.150 S9Q7.on '.00 ll t 811 StU,OO 1,00 
enST STATlIJ'" 
CUf'CflffY AfGIN 
REFER,-"'C!: COST 
!XCAvATyn ..... SACK'nL elJ!T 
11,80 
1 t .80 
............................... 
. 
GJUVlT't SYSTflot • 
~ **** II ••• $ TART •• _._ .............. '* •• 111 IIIf "'D •••••••••• 
lTIO"" FL!.VUtOIrr.! CUT SUT%O~ Et.fvlTION CUT 
J'UT '[[T 
!9'H ,00 1.00 1'.80 !)97l.00 1.00 
COST ST l'T 10" 
tA,rsnRY BfIU"" 
Rf'!RtHtf COST 
E"II'CiVATION t eAtKFIll 
RUWT.O, __ iY CO$T 
PiV!M£NT 
Pivf,..£Nf 
COST 
13.80 13.'. 
14.60 
1~. 10 
1'1.10 
[NO 
19.80 
S'II.BO 
15,40 
*',20 
19.18 
GJlOU~D PIP! 
!I..!IP( SLOPt 
.1).0010 .0.tl03tl 
CAPITAL 
COST 
t~'30. 
11U. 
GqJ'UIlfD P!Pf 
SLOP!. SLoPE 
.. 0.0050 .0,0030 
CAPITAL 
enST 
.HU~O. 
4i2i!. 
GR"Ut.lO PIP, 
SLOPt" SlOPE 
.0.00)0 .0.0030 
CAPIhl 
COST 
112<580, 
126'5, 
145, 
ile81, 
nu, 
COST A£'OIOlT fJOA TNURC!P'TOft T!.ST01 
FLO" 
fVP," 
GJU V TT'I 
vnnen" 
,.S 
l.1~4 
V!.LOClTy 
'PI 
2.1.5 
VHaClTv 
,os 
2! .1.5 
PIPE', 
nl'''''.lN, 
l?O 
PTP! 
I"tU".p .... 
12,0 
PIPf 
nlAI1.1"-. 
1i'.0 
TOT Al 'e ilOOO. !ur!n~ to.80 TO 1'.150 U:NGT" 
COST 
ClTfGCI'1n 
Ewtnn!t'ilirt .. BACk'lLl. 
"ilGMT.n,..wn 
PAVf"FIirtT RflotOlJil 
Rf,e;:'I'!NCf PIPfl INf coST 
COST 
CA T£GOR't 
TI')TAl 11111f Lllirt~ enST 
COIi.lTFUeTQR"S CrilirtT!NG!NCY 
l'''.u;.Ii.l. , '"Itt"'. 'fEB 
P!Pf LINf COST 
CAF'UAL 
CfJST 
(Ol 
1'90 t I). 
:U5. 
8T9, • 
tb85TI). 
1 q~1!2, 
0/" 
enST 
U/"R) 
95. 
2. 
", 
845. 
TOTAL IkfEIOlCEPT('!R COSTS 
CAPITAL 
COST 
(II 
19~T2.? 
19344, 
l'i41O. 
.H141b. 
98 
0/" 
CnST 
'$IT~) 
984, 
191. 
IH. 
TQTAL 
ANNUiL 
cnST 
(S1V1t) 
14n. 
21, 
68t. 
1305T. 
15233. 
. . 
TOTAL 
ANNUAL 
COST 
(IIY~) 
t~lJ8. 
]048. 
2143. 
21026. 
TOT, ANt.lUAL 
Ptfl! CAPITA 
COST 
f S/CAP/YR) 
O.lT 
0.01 
0,1'1 
l,2h 
3,31 
TOT. Alirtt.lUAl 
'Ui CiP!TA 
cn~T 
U/C,P:/YR) 
3.61 
0,16 
0,69 
'1.,U 
UNGTH 
Ff."ET 
t 000. 
to·GTM 
'fEr 
2000, 
Lf;IirtGT" 
FHT 
6000. 
However, it is anticipated that as the data become available more 
. parameters will be investigated. 
The input echo print and output from PIONEER is extremely 
lengthy and rather complex. A sample of the output format is presented 
in Table 4. 
Basic input to TPM is: 
Flow, expressed in PE, from SEWER model 
Effluent limits, expressed in PE, for parameters of 
concern, derived from PIONEER or other effluent 
limitation specifications. Presently, the parameters 
of concern are BOD, TSS, Fecal Coliforms, TP, and 
NH 3-N. 
Land cost, $/acr e. 
Required percent removals for each parameter are computed from the 
above. A scan of 30 treatment systems identifies the feasible (in terms 
of ren10val ei£iciencie s) alternative s. The user is allowed to prescribe 
any alternatives not to be considered (e. g., lagoons where land is a 
constraint) and the program will check to see which alternatives meet 
certain capacity requirements (e. g., extended aeration plants are 
considered only below 1, 000 PEl. The program then uses the feasible 
alternatives and associated removal eHiciencies to back-calculate the 
actual effluent quahti,s. 
Capital and O/M costs of each feasible alternative are comput~d 
and adjusted to any desired ENR ·Index. Total annual and annual per 
capita co sts are also computed. Based on the size of plant required 
and character oJ sludge produced, up to 11 sludge handling systems 
are costed. The required land area for each the liquid treatment and 
sludge handling systems is estimated and priced based on dollars/acre 
data entered as input. All alternatives and the various cost elements 
of each are then displayed. A n example of TPM output is pre sented in Table' 
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0,0 
?b.05 
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Table 5. Example of output format for treatment planning/ cost model. 
C 0(101'100<1'5 
"U''': tono n• Of 
fHL!lftH Lpqrs 
Rnn 
· 
lJnl"l n .. Of 
t~S 
· 
C;OOfl. of 
tP lU'H'Hl. P~ 
""1t4.~.ttj ., t,OI)O, Pf 
t .",n C(lST 1,00,00 
H5T q-UI, 
O!SU;N 'l (lw.c 1.00 "'Go tOtinG. Pf SYSfti'"1 THIll'll 
fu ... n'i'! "'''TRp: 
O-t fin!) TSS 'Fe T. 'M1 
• qlj. .'. qq.~q .n. 1., 1 ", ", qq.qq 95, Ja, B 'B, 9B, ,Q.9Q "5, B'. 
• 9' • q~. qq.'i1Q 9!'. 9Z, 10 ". 91, Q9.Qq .'. 
.~, 
II ", .a, 99.99 98, 97, 
12 Bn, q(l, QQ.9Q ", 78, 
I' .. , "2 • t)q,Qq 91, "', !7 "', ,"' .. qq,,,,, 9. , 7., 
I" 97, "', 
qq,qq 02, 92, 
I" Il)n, ton, toe,CO 10C, iOO, 
.* RtE,jIJTRf 0 Rf''''O'HL 
"nO nS 'fe T. ,.1 
~n.o 1)0 , 1) RIA bO.O 50.0 
fFFL!IP .. f MATllt_ 
o. T E'nn TSS ffC T. "MI 
"EO ACT REO .CT REO leT >to ACT fu::a 'CT 
• .. oon, 500, '!:IOOO • SOO, RIl I, aooo, 1000, 500!), sona, , 4000, JOO, ':;000, 100, . /. I • aooo, 500, '000, ilOO, 
• 40'00, lOO, t:lQOO, 200, RIl l, aOOQ, SOO, '000, 11500. 9 41 000, !()O, SOOO, ~oo. RIl I, 41)00. 800, 5000. 81'Hl. 
10 4noo. ;?OO, ~ooo, lol') a 'IA I. 4000. 500. 500O, '00, 
1I 4000, 10O, SOOO, 200. "IA I, 4000. 200, 5000, :!OO. 
12 4000. aooo, '>000. ~OO. "IA I. 4000. 500, 5000. 22DO. 
11 .(1000 ~ 1000, ~000, 601). Nil I, 4000, lOG. '00'0, 1500" 
17 .(Inno. ~GO • SOOO, '500, Nil I, 4000. 1000. !OOO, 100O" 
18 4000, 30'0. SOOO. -;00. • Il I • 4000, 800, 5000. AOO • 
!9 #JGOO, . , 1)00(1. 0, 
. " O. 
.(IOGf!, 0, 1)000. 0, 
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Ta ble 5. Continued. 
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• O,(l} 287. ""0000, 141i00, I;)!4lQ, 15,!(.I 
,0 0.01 ~?, ')20000, 31000, 8U.Q';O, 8.50 
11 0,01 2tO. ~"OOOO, qQOOOI In3"b5, 1 0.1C; 
•••••••••••••••• , ••••••• , •••••••••••••••••••••••••••••••••••••• * •••••••• , •••••••••••••••••••••••••••••••••••• 
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The recent focus in water quality management planning empha-
sizes implementation of the final plan. To achieve this goal, it is 
imperative that the public decision-making process be aware of the 
tradeo££s implicit in the relationships between economic development 
and water quality management. In appreciation of the vast range of 
alternatives which should be considered including alternative land 
use plans, physical system configurations, construction phasing, 
and water uses, a system of integrated models is required to rapidly 
display the impact of various options to the decision-makers. 
In consort with the Pikes Peak Area Council of Governments 
and EPA, NHPQ has developed a system of five integrated mathematical 
models to accomplish water quality management planning in the public 
decision-making arena. These models include: 1) a land use model 
(PLUM) to specify various elements of future development; 2) a 
wastewater generation model (GENERA TEl to convert land use to 
wastewater contributions by geographical areas; 3) a water quality 
model (PIONEER) to estimate the constituent/parameter profile result~ 
ing from a specific wasteload allocation; 4) a treatment 
model (TPM) to select the feasible alternatives for converting the 
generated influent to allowable effluent; and 5) an interceptor de sign/ 
costing model (SEWER) to display the cost of various interceptor con-
figurations. 
Advantages of this modeling sy-stem are the ability to display the 
impact of a large number of alternatives and to assess changes in plan 
alternatives with great speed. 
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LEGAL AND INSTITUTICNAL CONSTRAINTS 
IN THE USE OF MODELS 
by 
Henry P. Caulfield, Jr. '" 
Introductory Remarks of the Moderator 
The engineering literature of systems analysis with regard to 
water resources planning and management often brings the ordering 
of data and their analysis to an abstract, hypothetical "decision-maker." 
Little, if any, consideration usually appears to be given to the legal, 
institutional and political context of decisions, the needs for informa-
tion as viewed by political and administrative deci sion- makers, or to 
the process of decision-making which can be a very complex system 
itse!£, involving many more than one decision-maker. 
The "decision" expected is an affirmation and implementation of 
the analytic result or a choice among alternatives for implementation 
that stem from the analysis. Rejection of the analytic result, or 
failure to make a choice among the choices presented, tends to be 
resented by the analyst in terms that are not flattering to the decision-
maker or to society. And such feelings are often reciprocated. 
The purpose of this session is to help develop understanding of 
the problem of relating systems analysts to decision-makers through 
discussion of "legal and institutional constraints in the use of models. ,,1 
*Professor of Political Science, Colorado State University. 
IFor a more complete version of the Moderator's views on re-
lating systems analysts to decision-making, see "Institutional and 
:Political Constraints," Chapter 2 in Water Resources Planning, Social 
Goals and Indicators: Methodological Development and Empirical Test, 
by the Technical Committee of the Water Resources Research Centers 
in the Thirteen Western States (Utah Water Research Laboratory, Utah 
State University, Logan, Utah 84322: December 31, 1974, PRWG 131-1). 
105 
The decision- maker s of concern to use in this context usually are 
public oHicials. Thus, fundamentally, what is invol ved in their decisions 
is "politics," which here is not taken to be a dirty word. For purposes of 
this analysis, "politics" can best be said to be the processes by which a 
society makes authoritati ve decisions about the allocation of value. 2 
The outputs of politic s can be said to be "policy" and the value signifi-
cant effects ofthe implementation of policy is society. In abstract terms, 
"policy" is the criteria by which a decision- maker de cide s what to do or 
3 
what not to do in a given factual situation. Persons in government are 
very cons cious that criteria external to their own ideas constrain their 
public decisions and, in principle, they believe this to be appropriate. 
More concretely public policy can be seen as a hierarchical 
system of constraints upon the freedom of decision-makers: 
THE CONSTITUTION 
LAWS AND LEGISLATIVE HISTORY 
JUDICIAL INTERPRETATIONS 
REGULATIONS AND EXECUTIVE ORDERS 
(e.g. WRC's Principles and Standards) 
"POLICY" STATEMENTS 
POFESSIONAL STANDARDS 
PERSONAL VALUE PREFERENCES 
~ 
I 
I 
SPECIFIC DECISION I SPECIFIC DECISION ------'> <--
Also, "The Politics of Multiple Objective Planning, " in the Proceedings of 
the Multiple Objective Planning and Decision Making Conference (Water Re-
sources Research Institute, University of Idaho, Moscow, Idaho: Summer 
1975). 
2See David Easton, !fA Framework for Political Analysis," (Prentice-
Lall, Inc., EnglewoodCliHs, NewJersey, 1965) pp. 50, 96-97. 
3 Adapted from Carl J. Friedrich, Constitutional Government and 
Democracy, (GinnandCompany, Boston, 1950)p. 362. Somewhat 
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All of these levels of public policy provide criteria that constrain 
decisions. The higher levels constrain the lower-level sources of 
criteria. 
Decisions involving the taking of pri vate land into public owner-
ship are constrained by the U. S. Constitutional proviSion prohibiting 
the taking of land without just compensation. The U. S. Constitution 
also constrains water resource plans of the federal government due 
to the apparent fact that it has no authority to zone flood plains. Author-
ity for flood plain zoning is only available to state and local govern-
ments. Also, the federal government cannot directly asses s specific 
lands for benefits received from flood protection storage. Thus, 
rather than wait for one or more benefitted states to create the neces-
say local districts to provide reimbursement of some costs (as is the 
case with respect to federal irrigation costs) the federal government 
provides the larger flood protection storage works as a non-reimburs-
able federal expenditure. 
Policy embodied in law, the interpretation of which is conditioned 
by its legislative history, is extensive and becomes very particularized 
in application. Moreover, extant policy in law has been accumulated 
over a long period of time. Some, embodied in the common law, was 
established ages ago. Other extant policy was adopted by statute in 
the 19th century. Much more statute law still applicable to water and 
related land resources has been enacted in this century. 
Judicial interpretation of law clearly provides decision criteria 
that executive decision-makers do not ignore. The well-known exper-
iences of federal water agencies since pas sage of the National Environ-
4 
mental Policy Act in 1969 make this evident. 
similarly, policy is defined by David Easton in A Systems Analysis of 
=-===~ .. == (John Wiley &: Sons, Inc. New York, 1965) as "decision 
adopted by authorities as a guide to behavior ..• II (p. 358). 
4FrederickR. Anderson, .!::!~PA in the Courts - a Legal AnalySiS of 
=",--,:..::::==:::.=.c=::':"::="::=====-=:..;;:.J'-.:.:=' (Published for Resources for the 
Future, Inc. , by The Johns Hopkins Univer sity Press, Baltimore, 1973). 
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The extant Principles and Standards, regulations of the Water 
Resources Council, are clearly intended to provide criteria consis-
tent with law to guide planners and decision- maker s. 
The next three levels of criteria are ver y real, but Ie ss uniform and 
fixed, in terms of their effects upon planning and decision-making. 
Official "policy" statements are, in effect, calls upon lower officials 
in the exercise of their dis cretion to tilt their decisions in accord 
with the explicit or implicit criteria of the policy statement. 
Professional standards derive from intellectual disciplines, 
training, experience, and professional-society policy. Engineers, 
economists, biologists, etc., all bring to their work the professional 
standards of their professions and they are expected to do so. 
Finally, the value preferences of the planner or decision-
maker, within whatever freedom of decision is left to him, are in-
evitably involvedinhisdecisions. His values, impacting upon his 
decisions, can be those that he has long held personally or profession-
ally; or they can be values that he has decided to take into account as 
a result of public participation in processes of planning and decision-
making. 
Specific decisions can be said to derive (to continue the metaphor 
of hierarchy) from criteria imposed from above as well as criteria 
promoted by public participation from below. Because much that 
occurs in government depends upon the active interest and substantial 
concurrence of the affected publics, public participation is an essential 
element in the realization of plans in terms of actual operations and 
achievement of effects. 
Lead planners and field decision-makers work at the initial 
interface in a specific factural context between government and what 
its policy permits, on the one hand, and specific public interests and 
what theseinterests need as the planner or they see their needs, on 
the other. This interface in such a context clearly puts lead planners 
and field decision-makers in "the middle" in a political (i. e. value 
allocational) role. Systems analysts need to see this situation objectively 
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in all of its complexity and then they must plan their potential infor-
mation-analytic contributions to decision-making in an effective, 
realistic manner with the means available to them. 
In this regard, systems analysts need to view legal and institu-
tional constraints as relatively fixed, or static, part of the real 
world that they cannot ignore. They may choose for very good and 
sufficient technical or other reasons not to include explicitly these 
constraints in their models; but they must recognize then that decision-
makers, very appropriately, must view the results of their analysis 
in the context of appropriate implicit constraints in making their 
decisions. 
Although constraints need to be recognized as relatively fixed, 
it should also be recognized that constraints can be changed incre-
mentally at politically opportune times. Policy can be viewed dynamic-
ally, as well as statically, but not usually in the short run. 
The dynamic element can be seen as policy thrusts operating 
in the historic post, as well as presently, to change policy or to resist 
change. In the area of water and related land managements (as well as 
natural resources management generally) three thrusts can be identi-
fied: 
1. Development Thrust 
2. ""Progressive Thrust 
3. Conservation Thrust 
fostering economic expansion. 
fostering egalitarian treatment in 
the distribution of the benefits of 
expansion. 
fostering (on the basis of profes-
sional and other relatively elite 
concerns); 
(a) Sustained yield and multiple use 
(b) Environmental quality -- water quality control 
preservation of wild and 
scenic rivers. 
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In any context of basic policy change, all three of these thrusts 
can be seen to be operative, l;lUt in various mixes of relative strength 
depending upon the nature of the specific policy-change proposal and 
the historical period in which the policy development occurs. An 
extended dis cus sion of this topic cannot be given here. 5 Discus sion 
here will by confined to partial treatments of two currently pertinent 
policy developments. 
In ''Colorado River Basin- -Policy Goals and Values in Historical 
Perspecitve," a general analysis of policy change has been set forth: 
from a policy dominated by the concept of development of the arid West 
to a policy of balance, at least, or developmental and perservational 
interests. 6 The traditional Conservation Movement led by Gifford 
Pinchot at the turn of the century was, in effect, a complex and chang-
ing coalition of the three thrusts bringing about policy developments 
in low and administrative practice. In this early context the dominant 
element of the conservation thrust was .the concept of "sustained yield" 
or renewable resources. Interest in "preservation" was present. But 
it was politically effective only when not frontally challenging develop-
ment, as in establishment of Yellowstone National Park in 1872, and 
Yosemite National Park in 1890 and in passage of the Antiquities Act 
of 1906. But, when directly confronted, preservation had to give way 
even to ideas of possible future developments, as indicated by the 
"reservation clauses" in the documents establishing, for example, 
Grand Canyon National Park, Rocky Mountain National Park and Dinosaur 
further discussion, see Moderator's "The Living Past in 
Federal Power Policy, 11 1959 Annual Report of Resources for the Future, 
Inc., Washington, D. C.; and "Welfare, Economics, and Resource 
Development," Western Resources Papers, 1961, (University of 
Colorado Press, Boulder). 
6 Paper presented by the Moderator at Symposium sponsored by 
the Committee on Arid Lands, American Association for the Advance-
ment of Science, at Annual Meeting, AAAS, San Francisco, California, 
February28, 1974 (unpublished; copies available from the author}. 
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National Monument. And, of course, when preservation interests were 
confronted by immediate developmental interest, as in the celebrated 
Hetch-Hetchy case settled in 1913, the preservation interests lost. Not 
until the political fight that removed the proposed authorization of Echo 
Park dam (which would have been located within Dinosaur National 
Monument) from the Colorado Storage Project Act of 1956 and the pro-
posed authorization of Bridge and Marble canyon dams from the Color-
ado Basin Project Act of 1968 can it be said that the conservation thrust, 
in the sense of preservation of natural conditions, came to be really 
politically potent. But, even then, preservationists had to pay develop-
mentalists politically for their victories, in the first instance, through 
acceptance of ales s than secure solution to the Rainbow Bridge Nation-
al Monument problem and, in the second instance, by agreeing to a 
huge coal-fired stream-electric plant in place of the two hydroelectric 
dams. 
Policy change, historically, can be illustrated also with respect 
to flood hazards. Flood control through channelization and construction 
of levees and dams, was the first policy approach which developed over 
many years and became general federal policy in the Flood Control 
Act of 1936. Of course, this policy, as manifest in engineering works, 
had the e££ect not only of reducing flood losses in terms of existing 
pr operty in flood plains' and los s of life of existing occupants, but 
also of encouraging greater property development and occupying of 
flood plains. Through the valiant efforts over many years of Professor 
Gilbert White, as well as other leaders, to demonstrate the futility 
and costs of this policy in the long run, and with the political aid in 
recent years of those interested in land-use planning generally, and 
particularly open- space in flood plains, the policy is shifting from 
. 7 
"flood protection" to "flood plaIn management." Flood plain zoning, 
flood insurance, open space, flood proofing of buildings, etc. --as 
7 See Gilbert F. White, Strategies of American Water Management 
(University of Michigan Press, AnnArbor: 1969), Chapter Ill. 
III 
well as public engineering works--are seen as multiple means of such 
management. The general authorization by the Congres s to the Army 
Corps of Engineers in 1974 to propose flood plain land for public pur-
chase, on the same local reimbursement terms as for local Hood pro-
tection projects, as a means of flood management, is a key indication 
of Congressional policy shift. However, the Executive Branch through 
the Office of Management and Budget, at last reports, is refusing to 
go along with funds to carry out the initially authorized land acquisition 
projects that the Congress specifically authorized. 
In summary, this introductory overview of the problem of "legal 
and institutional constraints in the use of models ll has sought, first, to 
emphasize the complexity of the decision-making problem. Second, 
the political (1. e., value allocational role) of the decision- maker has 
been highlighted. Third, policy as a hierarchical system of constraints 
upon decision-makers has been set forth together with the role of public 
participation in decision-making. Fourth, it has been emphasized that 
in the conduct of particular modeling efforts. as a part of the planning 
process, policy needs to be looked upon as relatively fixed, or static. 
Finally, it was shown that water and related land resource policy over 
a longer run can be viewed as not fixed, but subject to a dynamic process 
of incremental change. 
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A MODEL OF THE U. S. POLITICAL SYSTEM AND ITS 
APPLICATION TO THE C'OLORADO RIVER BASIN 
by 
Dean E. Mann * 
Natural scientists - -hydrologi sts, ecologists, geologists, biologists 
and geochemists - -who study some characteristic of the Colorado River 
Basin are capable of making measurements of considerable exactitude 
regarding various natural processes taking place in the basin. These 
measurements provide the basis for statements having high levels of 
statistical probability concerning the effects of various physical changes 
associated with management of the river. Thus, they can make predic 
tions concerning Lake Powell with respect to deposition of calcium car-
bonate, growth of salt cedar and Russian Thistle, the process of eutro-
phication, and bank storage. Engineers and other scientists may use 
these data as the basis for making calculations concerning costs of alter-
native decisions with respect to management or structural or biological 
changes in the basin. These scientific measurements and conclusions 
derived from them, plus the costs of dealing with undesirable features 
associated with existing or 
on decision-making. 
conditions, are :major constraints 
Decision-makers with respect to the basin clearly recognize that 
there are also social (including political) processes that take place both 
within and without the basin that provide limits on what can be done. 
Given the element of volition, it is generally not possible to state these 
constraints as scientific "laws" or assign them :mathematical statements 
of probability, but these processes are nevertheless of the "if this, then 
that" variety, relating existing conditions, possible :manage:ment, struc 
tural or biological changes, and likely social and political outco:mes. 
Decision-:makers can ascertain costs of alternative strategies, costs 
that must be :measured in economic, social, and political ter:ms. 
*University of California, Santa Barbara. 
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Social and political constraints often are more limiting and more 
costly to overcome than physical and biological constraints. Despite the 
fact that these constraints are the result of human choice, that they are 
part of the fabric of human institutions, and therefore, presumably capable 
of being refashioned at will, human attac!unents to them and expectations 
derived from them make them very difficult to alter. The laws, traditions, 
administrative rules, and judicial decisions--in large part made up of 
the "Law of the River" in the Colorado River Basin--become battlements 
behlnd which various contending interests defend themselves. They con-
stitute legal and ethical imperatives which generate powerful emotions 
and entrenched political positions. 
These social and politica~ constraints do not necessarily lead to 
optimization of resource use as calculated by the engineer or the econo-
mist. They express deeply held values of various populations affected 
by or dependent on resources. The precis e balance struck among those 
competing values may in fact be in conflict with the optimization values 
developed by economists and engineers, providing instead a political op-
timization of values within the basin and within the broader society. 
The broad outlines of the decision-making system are found in the 
basic structures of the American constitutional system. The system 
tends strongly to decentralize power and to fragment authority. The 
separation of power systems within the national government and the fed-
eral system that divides power between the national government and the 
states make the formation of national majorities difficult except under 
extraordinary circumstances such as in the election of a president. 
Authority for pro grams - -planning, administration, enforc ement - -is 
shared among many agencies. Clientele groups attempting to influence 
diverse agency programs must therefore compete for access in the de-
cision-making process. Local communities, states, and regional or-
ganizations are all major"nuclei around which form political movements 
seeking some benefit from the various levels of government. Particularly 
in dealing with the national government, and especially in the field of 
water resources policy-making, the states are the major mobilizers of 
local, state-wide, and regional support. 
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In such a decentralized political system, the principal mode of 
decision-making is through a process of bargaining among the major in-
terests concerned with given public policy. Bargaining is an essential 
element in any democratic process, relying, as it must, on compromise 
among conflicting interests. In water resource decision-making in the 
Colorado River Basin, this process takes on unique characteristics or 
patterns: 
1. Coalitions are formed by various local and regional groups 
having an interest in projects of benefit to their particular locality. The 
states, through their water resources agencies, play important roles in 
effecting compromises both within and among the states. These com-
promises concern priorities among projects, allocation of costs, policies 
with respect to stream and reservoir management, and project design. 
Illustrations for this process are found in major-legislation over the past 
20 years: the Colorado River Storage Project, the Colorado Basin Proj-
ect Act, and the Colorado River Salinity Control Act. 
2. Federal agencies play vital roles in this political process. The 
Bureau of Reclamation provides technical expertise in project planning, 
including assistance in the bargaining process. Through the Bureau l s 
reclamation program, local agencies are able to obtain financing for 
their projects; the Bureau1s influence in Congress provides confidence in 
the legislators in the authorization and financing of the projects. The 
Environmental Protection Agency has responsibilities for imposing limi-
tations on water use and development in the interest of protecting water 
quality; it also provides funds for planning, research, and construction 
of waste treatment plants. Local and regional interests find it necessary 
to bargain with EPA, particularly with respectto the salinity problem. 
3. The availability of federal financing of projects makes such 
financing, including substantial subsidies, and economic justification 
central goals of project planners and their supporters. Subsidies have 
taken several forms: interest-free money for project construction; 
application of revenues from power production to pay for irrigation bene-
fits; allocation of costs to nOlll'eiulbursable purposes. Economic 
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justification of projects has provided pOlitical support through under-
estim.ation of costs and overestim.ation of benefits. Financing for salinity 
control projects, whether considered federal subsidies or not in view of 
the federal lands involved, provides for the federal governITlent to pay 
for 75 percent of the cost of the first four with the basin develop-
m.ent funds providing the remaining 25 percent. Federal financing makes 
possible vote trading between m.~m.bers of Congress from. the basin and 
members of Congress from other areas that seek projects requiring fed-
eral financial support. 
4. As a corollary to the above, local and regional interests seek 
solutions that minim.ize burdens on themselves through solutions that put 
the burden on nonbasin interests. National assum.ption of responsibility 
for meeting the term.s of the Mexican Water Treaty, proposals for im-
portation of water from. the Northwest, and the desalination plant at Yum.a 
to deal with drainage water from. the Wellton-Mohawk Project illustrate 
this preference. Typically, the major burden is assigned to the national 
taxpayer. 
5. The existence of legal entitlements to water acquired through 
state laws governing appropriations, through Congressional and inter-
state allocations, and through international treaty, makes the bargaining 
process uncertain, in that one of the parties m.ay find proposed arrange-
m.ents sufficiently dam.aging to their interests that they seek judicial 
relief. The threat to do sO constitutes a powerful incentive to achieve 
agreem.ent through com.prom.ise because of the uncertainties of judicial 
results and the transaction costs in time and m.oney in reaching judicial 
decisions. 
Models of the Colorado River Basin m.ust take into account the 
political institutions that govern the basin and the goals sought by the 
parties who have a stake in the policy output associated with the basin's 
water resources. Engineering analysis that seeks to m.axim.ize the avail-
able quantity of water or econom.ic analysis that seeks to m.axiITlize over-
all econom.ic benefit and m.inim.ize overall costs are incom.plete if they 
do not take into consideration questions of political equity for interested 
parties, both with respect to process and to substantive results. 
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"HOW TO GET PEOPLE TO USE MODELS" 
by 
Jay M. Bagley* 
The question of "how to get people to use models" is a large one 
having many ramifications. Mr. Holburt has dissected this question and 
has isolated several major problems which are constraining or inter-
fering with the adoption and use of modeling techniques. 
Obviously, there is a large arsenal of technology transfer tech-
niques that can be employed in appropriate ways to transmit results of 
model development to the practitioner. These techniques range from tra-
ditional university classroom settings, to workshops and seminars, to 
various kinds of reports and papers. Perhaps the most effective tech-
nology transfer of all takes place when an individual with the modeling 
skills moves from a model development environment to a model applying 
atmosphere. In other words, the employment by action or mission 
agencies of those trained or experienced in modeling techniques is one 
of the best ways of carrying this technology. into practical use. However, 
the matter does not end here because modeling is a process which is 
ever changing. New techniques, improvements, and modifications need 
to be incorporated from time to time to working models to improve their 
utility. The practicing modeler, plying his trade with a mission agency, 
can discover all kinds of bugs which limit effective use of a model. Yet 
the fire-fighting demands and deadlines associated with carrying out the 
basic mission may not allow the agency modeler the luxury of probing 
these difficulties in depth and finding ways to overcome them. The 
researcher, on the other hand, has both the time and peripheral support 
to delve into the problems whether they be software or hardward related, 
and corne up with improvements and modifications which lead to more 
effective application. 
~'Proiessor, Civil ana Environmental Engineering, lJw kL and 
Acting Director, Center for WRR, Utah State University. 
117 
.. ,That I am saying is, that getting people to use models and keeping 
them updated and progressively more useful will always require a con-
tinuous two-way information exchange between model developer and 
model user. I would like to confine my focus to a single thread of this 
complex tapestry of model development and use to describe an approach 
that works well in specific instances. It is a workable arrangement that 
gives rather good assurance that the model will be put to good use. This 
is an approach in which modelers and model users organize themselves 
into a working collaboration around a specific problem for which a solu-
tion is needed and for which a faithful model could give insightful answers. 
There are numerous advantages if participants in both the model 
development and model use phases can form a "one-on-one" association 
that continues over the life of a particular modeling problem. With a 
specific problem, there is a specific set of questions to be answered and 
these serve to fix the character and resolution of the model itself. The 
accompanying diagram represents a general description of how research 
supports action programs. Action agencies commonly identify problems 
or information gaps which hinder the effective and efficient accomplish-
ment of their mission. The problem itself leads to the indentification 
of the research need; to formulating the research approach; to conducting 
the research; to summarizing the results and conclusions; and finally, to 
applying the results in the solution of the problem originally encountered. 
I would like to refer to this diagram in describing a collaborative mode 
that has been reasonably successful in "getting people to use models. 11 
Because of organizational, budgetary, and administrative separa-
tions, the cycle commonly operates like a "relay race" in which the 
baton gets passed from user to researcher and back to user. In this kind 
of transmission process, there is great opportunity for partial or total 
loss of information (dropping the baton). For example, the planner-
manager commonly identifies a problem which may need special study 
to provide the analytic tools needed if the mission is to be accomplished 
in the most efficient and cost-effective manner. If there is not full 
communication when the research need is conveyed to the researcher by 
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by the user, the researcher may go off by himself to formulate the 
research approach with a warped picture of what the problem really is. 
Vvhen the results are handed back to the user, they may be good answers 
to the wrong question. Hence, little likelihood of application will result. 
Similarly, even though the problem has been properly identified, 
the approach properly formulated, and the research completed in timely 
fashion, the results may be transmitted to the potential user in a way 
that they cannot be or adapted to be useful in a real world 
problem solution. Without elaborating on all the circumstances that can 
cause this kind of slippage or filtering in the transfer cycle, perhaps it 
has already become obvious that if the process we are describing could 
be viewed as a "hurdle race" instead of a "relay race" the chances of 
dropping the baton could be substantially minimized. 
What this says is that a more sucessful pattern of technology trans-
fer would be obtained if participants in the process, both researcher and 
research user, could remain in a lock-step through all phases of the 
cycle thereby reducing the chances of communication breakdown. (This 
does not mean that the hurdles will not be challenging to overcome. ) This 
opportunity for the research-modeler to team up with the user-modeler 
and jointly follow the result into testing, adaptation, and final utilization 
would be valuable for both parties. The researcher would be exposed to 
viewpoints and ideas that would temper the research approach and give 
it a more practical orientation. There would be less chance that research 
would become marrow. or myopic. Also a closer interchange would de-
velop in the researcher a better insight into the social, political, and 
institutional framework within which his results must be implemented. 
On the other hand, planner-manager personnel would benefit from a 
better interaction with research through the intellectual stimulation that 
would reflect itself in more creative expression and innovation in the 
planning and management arena. A better appreciation and awareness 
of technological limitations and possibilities would give the planner 
manager a more realistic faith in what models can and cannot do and 
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what practicalities exis t in terms of time and budget constraints, as sur-
ances of success, etc. 
At UWRL, we have had some success in getting models used in 
actual planning situations of this kind. In fact, the very first hydrologic 
model attempted nearly 15 years ago was developed within the pattern 
just described. There was not a lot of deep deliberation that went into the 
development of the collaborative pattern. It just evolved in an uncompli-
cated and almost automatic way. This modeling effort was in connection 
with a Sevier River Basin study under the direction of the Soil Conserva-
tion Service. Because the SCS needed to assess the hydrologic conse 
quences of development alternatives that might be proposed, we suggested 
making an electronic analog model of the river basin which would repro-
duce the hydrologic flow system and allow the SCS to test the impacts 
from specific project operations. It was anticipated from the outset 
that, when and if the model were operational, SCS personnel would want 
to be able to make independent use of the model in various kinds of 
analyses that might be found desirable. Consequently, the SCS assigned 
a bright young man with good basic engineering training to collaborate 
closely throughout the formulation and verification of the model. This 
individual attended a special workshop at USU in analog and digital model-
ing. He spent considerable time at the laboratory, collaborating in the 
actual development of mathematical equations used to describe the var-
ious hydrologic processes and in the important phase of linking the var-
ious mathematical components together. As a result of this close work-
ing arrangement, SCS personnel were able to utilize the model indepen-
dently upon its completion. They were fully aware of its limitations, the 
assumptions inherent, and could use it with judgment and confidence. 
Incidently, upon the completion of this river basin study. the 
young SCS man who had worked so closely with the University modelers, 
had gained a capability that proved to be quite valuable to SCS. He was 
called into Washington and given a responsible position where his newly 
developed technology and talents could be reflected in national programs. 
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A second example of successful cooperative study between 
researcher-modelers at UWRL and user-modelers of the Division of 
VI ater Resources entailed the development of a simulation model of the 
hydrology of the Bear River Basin. The Bear River is an interstate 
stream coursing through the three states of Wyoming, Idaho, and Utah. 
Through frequent meetings and discussions, the Division and the UWRL 
jointly conceptualized the modeling approach. A common understanding 
was reached as to what the problems were, what kinds of answers were 
required from the model, the time and space resolution to be used in the 
model, the limitations of available data, and what additional data would 
be needed. Throughout the COurse of the development, a Division 
employee with previous experience in computer modeling spent an aver-
age of two days each week at UWRL. Thus, all questions which arose 
during the study were resolved jointly. When the model was completed, 
the report and computer program constituted more than a "black box" to 
the Division, because its personnel fully understood the model including 
its capabilities and limitations. Since that time, not only has the Division 
independently applied the model to many planning and management studies 
involving the water resources of the Bear River Basin, but also has been 
able to expand and further develop the model and refine it as needed. In 
this case, a highly effective utilization of research knowledge has been 
achieved. 
A final example involves a cooperative effort between UWRL and 
the Bureau of Reclamation for the development of a water resources 
management model of the Provo River Basin in central Utah. This study 
has involved rather detailed considerations of both surface and ground-
water hydrology and has required that other constraints be included, such 
as water rights and reservoir operating rules for multi-purpose develop-
ment. Again, counterpart teams of professionals were organized at both 
the UWRL and the Provo district office of the Bureau of Reclamation. 
Each team had a prime contact man or principal investigator with othdr 
individuals having particular areas of expertise, such as surface water 
hydrology, groundwater hydrOlogy, and water resources management. 
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Throughout this cooperative study, there was a high degree of inter-
change through numerous meetings and discussions, both atUWRL and 
at the BaR offices in Provo. Early in the study, the team from UWRL 
spent several days in the district office discussing various aspects of 
the model development and in processing and evaluating available data. 
In the later phases of the study, the BaR team spent two to three days 
each month at the UWRL in assisting with final development, testing, and 
debugging of the model. Although the model was developed using hybrid 
computer facilities, when it was finally completed it was programmed to 
run on a digital computer to which the BaR has easy access. The teams 
from UWRL and BaR not only worked closely in developing and testing 
the model, but continued to collaborate in subsequent management studies 
involving water resource use and development in the Provo River Basin 
and the relationship of this resource use to the Central Utah Project. At 
the conclusion of this cooperative effort, personnel of the BaR team were 
thoroughly acquainted with the model and were capable of applying it 
independently to various kinds of management studies. Once again, this 
study served to demonstrate that close cooperation between researchers 
and users and the rapid feedback which it promotes can lead to highly 
effective application of modeling techniques for specific problem situa-
tions. 
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Se s sion III - Panel On 
HOW TO GET PEOPLE TO USE MODELS 
by 
Sol Resnick* 
The topic that I will relate to in my part of the panel discussion 
concerns patterns of group instruction in the use of models. 
Patterns of Group Instruction 
A hydrologist at the University of Arizona became convinced 
that models using the finite element method were required t6 predict 
the movement of artificially recharged groundwater. To fully under-
stand the application of this method, he used a year to obtain the 
necessary background in mathematics, and then attended a one-week 
summer course with about 30 others on the finite element method pre-
sented by Pinder and Gray at Princeton University. 
Workshops conducted by University of Arizona faculty have been 
used for training dispenser s and user s of computerized hydrologic data 
pr ovided from models when questioned at various technical levels. 
Modes of Technology Transfer 
The University of Arizona serves most of the Western Region 
from its RECON terminal--RECON being a computerized information 
retrieval system located at the Oak Ridge National Laboratory. For 
example, presently using the key words, mathematical models and 
Colorado River, abstracts of Beven research projects recently com-
pleted or underway are provided. 
"U ni ver sity of Arizona, Tuc son, Arizona. 
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In Arizona, news bulletins, project information bulletins, and 
tapes carry information regarding research results and availability of 
models to over 1,000 researchers and users. There is also a Technical 
Briefing Note series, which provides the Governor and his staff with 
research results in simple understandable language. 
Successful Conferences, Workshops, Seminars 
With regard to successful conferences, workshops, and seminar s, 
one can point to an Evaluation Workshop held in Fort Collins, Colorado, 
in March of this year wherein it was concluded that a digital computer 
model can satisfactorily be used to simulate irrigation return £lows if 
sufficient data are available. Researchers and decision-makers from 
universities, U.S. Bureau of Reclamation, andtheU.S. EnvironmentalPro-
tectionAgencywere involved in the development and evaluationproces ses. 
The, of course, one can potnt to this seminar with regard to in-
formation exchange concerning use of models. 
Elimination of Difficulty 
One real difficulty in successfully developing and using models for 
soving problem s has been the lack of communications between the groups that 
gather data, conceive models, and make decisions. In at least one case, this 
difficulty is being alleviated by having all three groups cooperation in the re-
gional U. S. Office of Water Resources Research and Technology project deal-
ing with salinity management options for the Colorado River; six Universitie s, 
the U. S. Bureau of Reclamation, and a Technical Advisory Boardfrom the 
U. S. Pacific Southwest Inter-Agency Committee are closely involved in the 
project. 
Digital models in particular may be frightening to many people- - such 
models require the learning or under standing of appropriate computer lan-
guages, and the output may be staggering and difficult to under stand. However, 
re ce ntly with the advent of computer graphics, the output from digital models 
may be presented in a form readily understandable and intuitive, even to tne 
layman. 
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SEMINAR ON COLORADO RIVER 
BASIN MODELING STUDIES 
by 
Donald P. Dubois'< 
In this session entitled, "How to Get People to Use Models, II I 
"\NiH focus my remarks on how modeling can provide a device for dis-
playing in a convincing manner the results, values, and alternatives 
to dicision-maker s. Further, I would like to cite some experience 
and recommendations on the general topic. 
We can get people to use models by requiring their use through 
terms of grant conditions, contract requirements, or other regulatory 
measures. A preferable method for getting people to use models is to 
demonstrate their value to the point that people will voluntarily use 
them. We at EPA prefer the volunteer approach and in most cases we 
are optimistic that models can be "sold" on their merit. 
Let me sketch for you a brief history of the involvement of "EPA 
and its predecessor agencies in the water quality modeling area. To 
my per sonal knowledge, we have been involved in modeling efforts for 
over 15 years. Early efforts were, by today's standards, rather sim-
ple and straight-forward. Early emphasis was on mOdeling dissolved 
oxygen behavior in streams receiving organic waste loads. The early 
modeling efforts could be characterized as solving deterministic prob-
lems through the application of analog and digital computer s. From the 
mid-1960s on, we became more and more involved with increasingly com-
plex modeling efforts. The work that culminated in our re port entitled, 
11 The Mineral Quality Problem in the Colorado River Basin, II linked three 
modeling efforts: hydro- salinity, detriment ass es sment, and total 
':<Deputy Regional Administrator; Region VIII. EPA, Denver, 
Colorado 80203. 
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economic impact, where the output of one served as the input to the 
next model. The basinwide impact of continued water use practices 
with and without control programs were quantified. 
Public Law 92-500, The Federal Water Pollution Control Act 
Amendments of 1972, brought forth many additional requirements for 
EPA, states, communities, and industry. One area in particular spurred 
the use of water quality modeling programs. This was in response to 
requirements in the act to develop waste load allocations for all surface 
waters in the country to form a basis for establishing discharge permit 
requirements. Given the short time available to undertake this large 
task, it was necessary to use simple modeling approaches. We expect, 
however, as water quality standards are re vised and refined, as dis-
permits come up for re-issuance, and as we have better data 
available, more sophisticated modeling techniques will be applied. 
The intent of PL 92-500 is to place maximum reliance on state 
and local government to plan and implement water quality programs. 
Because of this, EPA is moving toward an overview and assistance role 
in many areas including modeling aspects of water quality planning. 
EPA transferred $525,000 to the U. S. Bureau of Reclamation 
over a 6 year period to develop and test a basin model that can be used 
to predict the salinity changes resulting from developing a new irrigation 
project. Ashley Valley was used as a verification site. The report is 
expected shortly. 
In two additional basin e£Iorts amounting to about $415,000, EPA 
contracted with and received from this University (1) two models that 
predict the simultaneous movement of salt and water in soils and their 
response to changes in quality of irrigation water and management; (2) 
applications of the above models--expanded to predict plant growth and 
consider other conditions--to specific farm situations. Reports of these 
are available from our Ada, Oklahoma office. 
We would hope that the results of these and other outputs would 
prove useful to federal, state, and local entities. 
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From this experience of EPA and its predecessors, I would like 
to make several observations: 
First, in the early days of modeling and to some extent at the 
present time, modeling was the domain of technical specialists. Deci-
sion-makers had an inadequate understanding of the modeling proces s 
and how it could be helpful in resolving policy questions. This factor, 
combined with unhappy experiences with computers and computer pro-
grams by managers, combined to produce a distrust by program mana-
gers of modeling efforts. It is my belief that the basic solution to this 
problem is for technical specialists in modeling to convey to managers 
explicitly how models can be effectively and economically used. The 
best way to communicate this understanding is through the demonstra-
tion of results. I believe that results are most effectively shown when 
a set of assumptions are listed along with the resulting set of predic-
tions produced by the model, accompanied by a concise explanation of 
the approach used in the modeling program. This allows the decision-
makers to review options and make decisions. Such an approach avoids, 
"the computer said the answer is _____ " syndrome which is so un-
satisfactory to most managers. 
As an example of modeling output, I would like to refer again to 
our report on liThe Mineral Quality Problem in the Colorado River 
Basin. II This report included the following information: 
1. For the 1942-1961 period of record, water use projections 
developed by water resource agencies, and salt budgets developed using 
best available information, total dissolved solids at Hoover Dam were 
projected to increase from 697 mg/l in 1960 to 990 mg/l in 2010. 
2. For the types of agricultural, municipal, and industrial 
water uses below Hoover Dam in 1960, for the least cost alternative 
option available to all users of degrading water quality, and for the pro-
jections of changes in use developed by appropriate agencies, the direct 
penalty costs or increase in costs over and above 1960 costs were 
determined to increase to $16 million annually by 2010. 
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3. For the type of economic activity and inter-regional conditions 
existing in 1960, for the changes in the conditions as expressed by input-
output matrices and based on OBE-ERS projections, and for the reduc-
tions in total gross outputs caused by the penalty costs quantified above, 
the secondary or indirect penalty costs were determined to increase to 
$9 million annually by 2010. 
The knowledge of the increase in user costs resulting from de-
grading water quality provides insights regarding how much to spend 
to ameliorate the projected degradation. Additional effort is needed 
to determine who pays for any remedial programs. 
Another area in which I believe the acceptability of modeling 
could be enhanced is through the continuity of model development and 
in adapting models to a variety of uses. Too often in the past, an indivi-
dual or group of individuals will develop a specific model to solve a 
specific problem but to be forgotten once the immediate goal is achieved. 
I think in general terms that it is far more effective to develop basic 
models then build upon and adapt them to varying situations. This im-
plies, of course, a program of inter-change of information among model 
developers and users--an effort which we at EPA are promoting. 
In summary, we at EPA have used and benefitted from modeling 
for many years. We are convinced that modeling is a valuable tool in 
arriving at rational decisions and that the value of models can be demon-
strated to "doubters" in most cases. Further, we feel that communica-
tion is the largest barrier inhibiting model use and that the most effec-
tive communication is through demonstration of results. 
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HOW TO GET PEOPLE TO USE MODELS 
by 
* Myron B. Holburt 
I am one of four who were selected to serve on the panel on "How To 
Get People To Use Models." In order to avoid repetition, the panel mod-
erator, IvaI Goslin, asked each of us to cover specific areas relative to 
the subject. I will briefly discuss: (l) why mathematical models of the 
Colorado River System are attractive for use, (2) problems in obtaining 
general acceptance of the models, (3) the features of some of the available 
models, and (4) the process that was followed in selecting a model for 
meeting one major problem within the basin. 
Colorado River System and Models 
The 242,000 square mile Colorado River Basin encompasses areas 
with major differences in precipitation, climate, natural and man-made 
feature s. The river and its tributaries experienc e wide variations in 
flow and in quality on a daily, monthly, and yearly basis, with variations 
extending over periods of many years. 
Present use of water and future plans for use by entities in the 
seven Colorado River Basin states and Mexico have resulted in many 
policy, legal, environmental, economic, engineering, and political prob-
lems. The complexity of these demands for water with the variations in 
quality and quantity of flow within the basin makes the use of mathemati-
cal models not only attractive but a necessity to evaluate and solve the 
myriad problems facing the planners, developers, and users of the river 
system. Use of models of the Colorado River System as a tool to analyze 
various problems allows consideration of a number of alternatives of the 
many complex interrelationships existing in the basin. There are a 
':'Chief Engineer, Colorado River Board of California. 
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number of models which have been developed and used in the Colorado 
River Basin. It may be that a significant issue which this panel should 
be addressing, is how to get people to select the correct model from those 
that have already been developed. 
It appears that, in many cases, whenever the need for a new study 
develops, the investigators develop a new model rather than attempt to 
Diodify or improve an existing Diode!' As a result, a large portion of 
available study funds are used to develop a new model that may differ 
froDi one of the existing models only by using a slightly different set of 
basic equations, a new reservoir mixing assumption, or a different num-
erical analysis technique. 
Time and money could be better utilized in trying to understand the 
problems and potential solutions to river problems rather than spending 
time on the mechanics of developing and testing models. 
Acceptance of Models 
One major reason we do not see a greater acceptance of many mod-
els is a lack of understanding and confidence on the part of managers and 
others who would be using the results of model studies. This lack is 
fostered when the modeler develops an aura of secrecy and u=ecessary 
complexity around his work by using his own set of specialized termin-
ology, and introducing an unnecessary semantics problem. The modeler 
often talks in terms of object functions, orders of derivatives, staUs 
tical significance, and other specialized terms generated by the simula-
tions technician. While he may feel the need to present his model and 
its product in such terms in order for it to be accepted by his fellow 
technicians, it would only require a minimal extra effort for him to 
present the same material in non-technical language, thus enhancing the 
public understanding and acceptability of his work. 
Also, in order to have the model used by other than the developing 
agency, enough time must be spent to prepare a complete and understand-
able us e rs manual. 
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Another problem that sometimes develops to cloud the acceptabil 
ity of a model occurs when the modeler fails to understand, or has only 
a superficial understanding, of the problems he is attempting to solve. 
The modeler must understand the problem at hand, the physical system 
to be modeled, as well as the legal and organizational constraints. Too 
often, the modeler says he understands the problem when he really does 
not and then proceeds to develop a model which does not simulate the 
system as it really exists nor does it provide usable results. Frequent 
meetings between the user and the modeler are required. If the project 
is large, involving a number of users and developers, an advisory group 
is one means of providing the necessary inter -communication. 
By presenting the model results in tabular form or easily under 
stood graphics, rather than in terms of complex statistics, user accept-
ability will also increase. Further, the results should be in a form 
that will facilitate rapid checking for reasonability. No matter how 
sophisticated the model or how many long, complicated equations are 
used, it must be explainable in terms understandable by potential users. 
Unless the modeler can do this, the users will not accept his results and 
there is even a real question whether the modeler really understands his 
own model. 
Colorado River Models 
Because of the attractiveness of mathematically relating the com-
plex factors of the Colorado River in order to solve the river's many 
problems, a number of models have been developed and used in the past, 
and new ones are continuing to be developed. Several of these are 
briefly discussed. 
Colorado River Storage Project Model 
This model was originally developed by the USBR for the Colo-
rado River Storage Project and was later modified and used for the 
studies leading to the establishment of the operating criteria for system 
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reservoirs. This model not only simulated hydraulic conditions but also 
evaluated the economics of power production. While it appears to have 
been well designed for its intended task, it did have shortcomings. One 
major difficulty in general acceptability of the model was the inability 
for entities other than the USBR to utilize the model on their own compu-
tational equipment for independent studies. This failure was due mainly 
to the special software packages used by the USBR. Also, the users 
manual was not complete enough to enable people other than the modeler 
to independently utilize the model or to understand its operation. 
Recently, the USBR has modified the program so that it is now 
usable with any computational equipment. However, a complete users 
manual is still lacking. Water quality parameters have also been added 
to this model but quality predictions can be made only for the portion of 
the river, Lake Powell, and below. 
Hydraulic-salinity flow system within 
the Upper Colorado River Basin 
This model was developed in 1970 by Utah State University. This 
research tool was developed to: (1) Simulate the relationship between 
the hydraulic and salinity flow systems, (2) demonstrate the utility of 
electric analog computers for simulation modeling, (3) improve the un-
derstanding of the relationship of the hydro-salinity system, and (4) in-
dicate deficiencies in available quality and quantity data. Its major res-
trictions are that it is limited to the river system above Lake Powell, and 
is designed for an analog computer, which severely limits its use by 
other entities. The model has recently been converted to a digital com-
puter. 
Colorado River system simulation model 
This is the large scale model that the USBR has been developing 
over the past 2. -1/2 years. It consists of two parts: a data generation 
phase, and a simulation phase. The data generation portion utilizes syn-
thetic techniques to develop projections of water supply and salt load. 
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It randomly manufactures water supply and salt load input data which have 
properties similar to historic data. While the water supply facet is workil 
well, the salt loading portion is experiencing some difficulties due to an 
inadequate data base. Further analyses of the salinity data base need to b· 
made before the model can be used extensively with confidence. 
River network model 
This model was developed by Richard Ribbens of the USER. It is 
a relatively simple salt routing model well suited to salinity projections, 
is easily understood, well documented, and provides output in a number 
of easily understood and usable forms. This model's principal limitation 
is that it only covers the river system, Lake Powell, and below. Also, 
it lacks many of the simulation capabilities which are desirable in a full 
systems model. 
Selection and Use of a Colorado 
River Salinity Model 
In preparing testimony for the hearings on the Colorado River Basin 
Salinity Control Bill, in March, 1974, we found it was necessary to make 
projections of future salinity in the Lower Basin. We considered the 
preparation of a model but concluded that time was too short to prepare 
and properly test a model or to investigate and modify an existing model. 
We decided to limit the number of salt and water routing studies and to 
conduct them by hand. A small desk top calculator-computer was used 
to carry out a year-by-year projection for 15 years in the future. These 
hand computations required approximately 5 to 8 man-days for each salt 
and water routing study. Although acceptable for the purpose, the results 
were subject to potential errors both in performing the computations and 
in transcribing results. 
Salinity projections were also necessary in recent work conducted 
by the Colorado River Basin Salinity Control Forum composed of water 
quality and water resource representatives of the seven basin states. In 
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June 1974, the forum undertook to develop Colorado River salinity stand-
ards pursuant to regulations of the Environmental Protection Agency that 
were in response to requirements of Public Law 92-500, the Federal 
Water Pollution Control Act Amendments of 1972. In developing the sal-
inity standards and a plan of implementation, the forum conducted an ex-
tensive study which included projections of future salinity at a number of 
points along the river. A small work group was established to conduct 
the study. 
The number of alternatives that the work group planned to study 
precluded the use of hand studies. Rather than attempting to develop its 
own model, the work group decided to utilize and possibly modify one of 
the existing USBR models discussed earlier in this paper. 
The work group listened to presentations by the USBR on the CRSP, 
the Systems Simulation, and the River Network models. The CRSP mod-
el's major drawback was it extended onI y to Parker Dam, while the forum 
studies required projections at Imperial Dam. Further, there was no 
complete program documentation that would permit independent use. 
The System Simulation Model had a number of drawbacks. It was 
10 times more costly to operate than the River Network Model. The data 
generation portion of the model was not functioning well. Test results 
gave what appeared to be anomalous conditions on the quality side of the 
model. There was no agreement among the regional offices of the USBR 
as to the proper data base to use. These problems, combined with the 
model's use of synthetic hydrology as its data base, resulted in a lack of 
confidence on the part of the work group members in this model. Finally, 
inasmuch as the model developer did not believe the model was fully 
ready for use, it was concluded that this model would not be used. 
The River Network Model was selected because of its reliability 
of results, simplicity, and ease of understanding of its mathematics, 
well documented users manual, easy input data preparation, and the work 
group members had confidence in its results. Some minor modifications 
were made to the model to conform it to the study's needs. It proved to 
be an efficient tool in meeting the forum's needs. Ernest M. Weber, 
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Supervising Geologist on the Board's staff will discuss thi s foruITl study 
in ITlore depth in a case study in this sYITlposiuITl. 
The River Network Model is very siITlilar to the salt routing stud-
ies which have been cOITlputed by hand calculations. However, it contains 
ITlany additional refineITlents which were possible only because of the use 
of the cOITlputer. With the ITlodel working in a satisfactory ITlanner, it is 
interesting to cOITlpare thetiITle required for one solution of the cOITlputer 
ITlodel, including output printing, with perfoXITling the sa=e analysis 
using ITlanual calculators. The ITlodel requires between five and ten ITlin-
utes, while ITlanual cOITlputations required five days. 
It is apparent that the use of the cOITlputer ITlodel enabled the forUITl 
to look at a wide range of alternative water supplies, water use, and 
salinity control ITleasures, which could not be done otherwise because of 
tiITle and ITloney liITlitations. 
SUITlITlaryand Conclusions 
Many of the cOITlplex probleITls which face the Colorado River Sys 
teITl and its users can best be understood through the fOXITlation and use 
of ITlatheITlatical ITlodels, including hydraulic salt routing, econoITlic, or 
other types of ITlodels. However, when ITlodels are developed without a 
full understanding of the probleITls or of the systeITl ITlodeled, the results 
will not only be of suspected validity but will also not be used. Modelers 
need to recognize that the ITlodel is a tool which is to be used to solve the 
probleITls and not an end in itself. Open cOITlITlunications ITlust exist be-
tween developers and users of ITlodels, which will result in the accept-
ance of the ITlodel and its results. This will benefit all those involved in 
planning, developing, and using the Colorado River SysteITl. 
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U.S. BUREAU OF RECLAMATION MODELS 
by 
M. K. Fulcher'" 
The Colorado River is certainly an appropriate one for a seminar 
on river basin modeling studies. No major river in the United States is 
more highly regulated and utilized than the Colorado. Interests and pur-
poses run the entire ga1Uut including municipal and industrial water 
supply, recreation, fish and wildlife habitat, irrigation, flood control, 
hydroelectric energy production, salinity levels, and a host of others. 
The multitude of purposes and interests served by the Colorado is 
further complicated by the high variability in runoff of the river. Thus 
operating criteria need not meet only seasonal demands, but must accom-
modate long-term drought cycles involving the use of carryover storage 
for a number of years. Early attempts to solve these complex problems 
in the Colorado involved, as in other basins, laborious hand-computational 
operation studies. With the advent of digital computers, operation stud-
ies were converted to machine processing. Early versions often involved 
utilizing the computer for the arithmetic with a majority of the decision-
making and other logic handled externally. As the speed and capacity of 
computers increased, so did the sophistication of river routing programs. 
However, computer capability is only one limitation on the degree of 
sophistication that can be incorporated into a river basin model. A more 
real limitation is the availability of detailed input data and documented 
operating criteria. 
With the number of interests and purposes involved in the operations 
of the Colorado River, aside from the natural evolutionary process, it is 
not surprising that a number of models have been developed in an effort 
to provide answers to meet these needs. Also, the specific purpose of 
the studies usually dictates the time units to be utilized. For long-range 
*U. S. Bureau of Recla1Uation, Boulder City, Nevada. 
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studies average monthly data are usually sufficient. Some real 
time operating programs may be dependent upon instantaneous telemetry 
for input. Time frames for other pro grams could fall between thes e ex-
tremes. Availability of data for the different time units is one factor in 
requiring different models to serve different ends. Internal logic require-
ments often vary dramatically. For example, time lag in streaITlflow may 
not be particularly important in annual or monthly time frames. However, 
it is usually absolutely essential that this time lag be recognized in daily 
or even weekly units. 
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STREAMFLOW SIMULATION WITH THE COLORADO 
RIVER SIMULA TION MODEL 
by 
Charles W. Huntley, Robert B. Main, 
and W illiaTIl L. Lane * 
Introduction 
This paper discusses a computerized river basin simulation model 
and its application to the Colorado River "Basin. The model was develop-
ed to provide the user with the capability of varying demand and hydro-
logic inputs at points throughout the basin, thus, permitting an examina-
tion of the effects of these variations on water availability and salinity 
concentrations in the basin. 
The purpose of the paper is to discuss the concept and capabilities 
of the model. Although example results of a typical run are included to 
illustrate capabilities of the model, the purpose is not to present or dis-
cuss results of a study. Node structure and reservoir demand, and 
hydrology inputs are discussed. Salient points of the model operation 
are summarized. Output options are listed. Special features of the 
model required for adaptation to the Colorado River Basin are an im-
portant part of the paper. Example results of a typical model run and 
associated costs are included. 
This model was used for the U.S. Western Water Plan studies in 
1974. Since that time, substantial improveTIlents have been made in 
the model to enhance usability from the user standpOint, to significantly 
reduce running time and costs, and to streamline calculation procedures 
in the model. The model is currently being used in the Engineering and 
Research Center for examination of a of salinity questions on the 
Colorado River. 
*Engineering and Research Center, Bureau of Recla=ation, U. S. 
Department of the Interior, Denver, Colorado. 
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The model utilizes the node concept, each node representing a 
specific reach of river. The node structure which the user sets up for 
the model forms the pattern for all other inputs and model computational 
order. Computations were made on a monthly time basis. 
Four groups of inputs are required: Node structure; reservoir 
operational data; demand data; and hydrology data. These are illustrated 
on the block diagram shown in Figure 1. 
Desired output is written as the computations are made or written 
on a file and extracted after the run is complete depending on the options 
specified at the beginning of the run. 
Node Control Structure 
The node control structure defined in the input data is designed to 
allow mathematical representation of a river basin. Node structure 
refers to the sequence and arrangement of nodes within the basin to be 
modeled. A specific reach of river is modeled by each node. The simu-
lation model presently has capability to handle 25 nodes. The node 
structure currently set up for the Colorado River is shown in Figure 2. 
Each node is set up to compute flows and salinity at sequence 
points in the node, the values representing flows and salinities in the 
river. This computation is made using inflows and outflows and their 
respective salinities at these sequence points. 
A single node can include a maximum of 10 inflow points and 10 
demand points. A typical node is shown in Figure 3. A node can in-
clude one reservoir which requires one of the ten inflow points. Inflows 
include such items as inflow from rim areas or intervening areas from 
the hydrology data file, main streamflow from an upstream node, or 
return flow from a demand on the river. Demand points (outflow from 
the node) include diversions from the river. As will be described under 
"Demand Input, II a separate program is available to combine information 
from up to 10 "users" into the value for one demand sequence point. 
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Figure 1. Rive r basin simulation model block diagram. 
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COLORADO RIV:::~ 
Eigure 2. Node diagram for Colorado River simulation model. 
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Figure 3. Typical node, Colorado River simulation model. 
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The following table summarizes the potential number of nodes, 
inflow sequence points, demand sequence points, and users and shows 
the number of each presently used. 
Table l. Node setup. 
Item 
Nodes 
Inflow sequence points 
Demand sequence points 
Users 
25 
250 
250 
2,500 
aCurrently used for Colorado River model runs. 
25 
154 
78 
129 
The node control structure includes three sets of control informa-
tion. The first set defines node order, node identification, and destina-
tion of node outflow. Node order is set up so that calculations begin at 
the top of the river basin and proceed down the basin to the bottom. Cal-
culations also proceed from the top of a node to the bottom of the node. 
Thus, flow at all upstream nodes is handled prior to any downstream 
node it may affect. 
The second set defines the sequence of inflow points, demand 
points, and the reservoir point within the node. Sequence numbers are 
assigned point by point from top to bottom; positive for inflows, nega-
tive for demands, and zero for a reservoir. Care must be taken in 
assigning inflow and demand points so that basin structure is modeled 
as closely as possible. This will help to prevent the calculation of 
negative flows in river. 
The third set of control information define s the upstream node 
numbers which can provide water for demands within the node. 
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Reservoir Operational Input 
Reservoir operational relationships represented by polynomial 
equations in this model are as follows: (1) Reservoir elevation-area-
capacity; (2) horsepower at full gate versus head; (3) flow rate versus 
head; and (4) tailwater elevation versus flow rate. 
The polynomial is of the form. 
n 
+ ... +a x 
n 
The an coefficients are determined by least squares fit and entered as 
input data. 
Other reservoir operational inputs are: (1) Target capacity values 
for each m.onth called rule curves; (2) bank storage coefficient; (3) evap-
oration rates for each m.onth; (4) capacity at norm.al water; (5) m.axim.um 
and m.inim.um. reservoir capacities; (6) m.aximum and minimum. outlet 
capacities; and (7) beginning reservoir storage and salinities. 
De m.and Input 
The sim.ulation m.odel requires input data on a node and demand 
sequence point arrang';m.ent as described in the section on node control 
structure. However, dem.and input is usually set up on a detailed 
"user" basis and put through a separate program. which prepares the 
information for the simulation model. The user basis m.odel is called 
Simulation Model Demand Input Data (SMDID). 
The user basis allows a more detailed breakdown of demands and 
allows them. to be identified by state and function. SMDID can take de-
m.and information from up to 10 users and com.bine it into the total de-
m.and at a single demand sequence point within the node. 
Types of information required in setting up the demand data for 
a node are listed as follows: (1) Withdrawals for a given user at a de-
m.and point; (2) depletions (or return flow); (3) year of withdrawal and 
depletion; (4) base year (coordinated with hydrology modified flow base); 
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(5) salt pickup; (6) user function (irrigation, municipal and industrial 
(M&I), etc.); (7) state; (8) node, sequence point, user number; and (9) 
node and sequence number for return flow location. 
An important feature of SMDID is the handling of withdrawal and 
depletion data as a step function or a linear trend function depending on 
a flag extended by the user. For example, if data are entered for 1970 
and 1980, the intervening years would use the 1970 value and jump to 
the 1980 value in 1980 if the step function flag is set. If the linear 
function flag is set, the 1970 value would be incremented each year in 
a linear fashion until it reached the 1980 value. 
Another capability of SMDID is summarizing demand information 
into various report-type forms. Five different report forms can be 
produced at the option of the user. These are summarized as follows: 
1. Shows information on a biennial basis at the user level with 
accumulated values shown at the demand sequence point. 
2. Shows information by function for nine functions, (irrigation, 
M&I, fish, etc.) for each node. Data are shown for the first and last 
year and each decade in between. 
3. Shows information by state, upper and lower subbasins, and 
combined basin totals. 
4. Shows information by node and function for the first and last 
year and intervening decades for each individual state. 
S. Shows information by state and function for the first and last 
year and intervening decades for the two subbasins and total basin. 
Hydrology Input 
Hydrology inputs to the simulation model are of two forms: (1) 
Flows and salinities at major rim stations around the periphery of the 
basin; and (2) intervening flows and salinities between the rim stations 
and major downstream stations. Downstream flows and salinities are 
calculated by adding intervening values to rim station values. The 
intervening values may be either positive or negative. 
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Hydrology input data are prepared separately and stored on a 
disk file in the computer, then read from the disk and used in the simu-
lation model computations. The hydrology base presently used in the 
model is synthetically generated with a separate program (GENHYD). 
This program uses statistics developed from historic data with appro-
priate adjustments to the statistics to bring them to the 1970 depletion 
level. The purpose of using synthetic hydrology was to allow model 
operation on a large number of hydrologic traces, thereby testing a 
wide range of flow conditions. The model will also accept historic 
flows or modified historic flows or virgin flows so long as rim and 
intervening flows are on the proper node setup and coordinated 
with the base level of demand data. 
The philosophy behind the synthetic hydrology approach used in 
this application is to define historical streamflow characte ristics as 
completely as possible with cyclical and regressive mathematical re-
lationships. The remaining unexplained or random part of the stream-
flow variation is treated with probability concepts. 
Statistics needed for each rim or intervening flow input to be 
synthetically generated are as follows: (1) Monthly means; (2) monthly 
standard deviations; (3) coefficient for Markov model; (4) coefficients 
for polynomial fit of frequency distribution of residuals; and (5) re-
gression coefficients between flows at this location and flows at other 
locations. 
These statistics are obtained through analysis of historic data 
with proper regard to changes in streamflow characteristics due to 
development in the basin. A separate set of computer programs for 
data analysis are used to analyze the historic data and obtain the nec-
essary information for generation of synthetic flows. 
A detailed discussion of the data analysis procedures and synthetic 
generation procedure is given in the report "Application of Stochastic 
hydrology to Simulate Streamflow and Salinity in the Colorado River, If 
by William L. Lane and Albert E. Gibbs, May 1975 (2), 
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Simulation Model Operation 
At the beginning of a run reservoir operational data, initial de-
mand data, and the first year of hydrology inputs are read in. The one 
year of hydrology data is placed in a temporary file. This temporary 
file is then accessed during the streamflow forecast procedure and each 
month for new hydrology data. 
The model simulates river basin flows on a monthly time frame 
starting at the top of the basin and proceeding completely through the 
basin to the bottom. Simulation is done node by node in the order 
specified in the node control structure input. Within a node, computa-
tions are made from the upstream to downstream end. The general 
operation of the simulation model is shown schematically on Figure 4. 
Riverflows are calculated at each inflow, demand, and reservoir 
sequence point. All calculations for river flow are based on the con-
tinuityequation: 
Flow at next sequence point = Flow from preceding sequence point 
+ Inflow - Demand 
When there is not enough flow in the river at a sequence point to 
supply a demand, a search is made of upstream reservoirs for the 
additional water needed. If there are upstream reservoirs and they have 
sufficient water in storage to meet the demand, the additional increment 
needed is released and routed through the system to the point in need. 
If adequate water is found, the demand is met and the calculations pro-
ceed to the next point downstream. If this second demand cannot be met, 
the amount of shortage is computed and printed and calculations proceed. 
All calculations for reservoir operations are based on another 
form of the continuity equation: 
Change in storage := Inflow - Outflow - Evaporation Bank storage 
A reservoir is operated to meet a target end-of-month contents. 
A release is determined by either a minimum release rate, a flood 
space storage requirement, demands which draw from the reservoir, 
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Figure 4. Operational schematic of river basin simulation model. 
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power releases to meet generation requirements, or demands which 
draw from upstream reservoirs and move water through the reservoir. 
There also may be spills from. the re servoirs. Evaporation, bank 
storage change, and power production are calculated each time water is 
moved through a reservoir. 
When calculations have proceeded through the last sequence point 
of the last node, flows are in balance throughout the entire basin. Sa-
linitie s are then computed throughout the system by a mas s balance 
accounting procedure. Computations are then complete for the monthly 
time frame. 
Before calculations are started for the next month, hydrology in-
puts for the new month are updated from the temporary hydrology file. 
If it is the beginning of a new year, demand and/or reservoir operational 
input data are updated. Simulation of basin operation for the new monthly 
time frame is then repeated. This process is repeated through the final 
month of the last year specified in the input data. 
Special Colorado River Basin Features 
Several features have been incoporated into the general river 
basin model to reflect specific Colorado River operations. These in-
clude use of snowmelt-runoff forecasts for January-July reservoir 
operations, distribution of water between the Metropolitan Water 
District of California (MWD) and the Central Arizona Project (CAP), 
water splitting between the Upper and Lower Basins and storage re-
quirements of the Upper Basin described in section 602(a) of Public 
Law 90-537, and flood operations. 
The model has a procedure to provide a forecast of spring runoff 
with the same error properties as actual forecasting during actual opera-
tion. In the model, the spring runoff (from the month under considera-
tion through July) is summed from the disk file containing one year of 
hydrology data. An error term is applied each month which reflects 
the historical accuracy of the forecast in that month. Thus, in any 
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month the flow used as the forecasted value will be high or low to the 
same degree as actual forecasted flows are in field operations. 
The legal constraints which govern the flow of water between the 
Upper and Lower Basins are incorporated in the model through a spe-
cial subroutine. This aspect of the basin operation uses the forecast 
flows to determine the monthly release from Lake Powell and Lake Mead. 
Before the Upper-Lower Basin analysis is run, the Upper Basin reser-
voirs are analyzed and their rule curves established. 
To determine whether Powell will release more or less than the 
nor:mal 8.23 :million acre-feet (10,151. 71 :million cubic :meters) (from 
a:monthly schedule), an esti:mate is made of Powell and Mead contents 
for the upco:ming October. The forecasted inflow to Lake Powell (fro:m 
the current :month through July) plus the average August and Septe:mber 
inflow forms the expected total Powell inflow. The total release fro:m 
Powell expected through is calculated as 8.23 MAF :minus 
the amount delivered up to the current month. The October Powell 
contents are then the current contents plus the expected inflow, :minus 
the planned releases. Similarly, the October contents of Lake Mead 
can be esti:mated fro:m the current contents plus expected inflow (sa:me 
as Powell releases plus gain between Powell and the Grand Canyon 
gage) :minus the planned releases. 
Once the October contents of Lake Mead are esti:mated, a Lower 
Basin shortage or surplus :may be declared. If Mead's ending water 
surface elevation exceed 1190 feet above sea level (362.7 :meters), 
water above that level is declared surplus and distributed to the Central 
Arizona Project (CAP) and the Metropolitan Water District of California 
(MWD). If Mead is below elevation 1124 (342.6 :meters), a shortage is 
declared and CAP is reduced below its nor:mal de:mand. Between eleva-
tions 1,124 and 1190, the nor:mal release pattern associated with an 
8.23 MAF/year total release is followed. The declaration of a shortage 
or surplus in the Lower Basin does not depend upon the status of Lake 
Powell. However, water splitting between Powell and Mead may in-
crease the supply to the Lower Basin and affect the declaration. 
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Water splitting is based upon three criteria: (1) The Upper Basin 
has adequate water in storage to meet paragraph 602(a) requirements, 
(2) Lake Powell has more water in storage than Lake Mead, and (3) 
Lake Mead does not have surplus water. 
The water needed to meet 602(a) storage requirements is based 
upon future Upper Basin depletions. The water currently available to 
meet 602(a) storage is calculated as the active storage of all Upper Basin 
Colorado River Storage Projects (CRSP) reservoirs. If there is in-
sufficient water available to meet the requirement, releases from Lake 
Powell will not exceed those of the 8.23 MAF schedule regardless of 
the contents of Lake Mead. If 602(a) storage is available, then an addi-
tional release can be made from Powell to the Lower Basin provided 
Mead is storing less than Powell and is not expected to exceed elevation 
1190 in October. 
The model considers these constraints when assessing the potential 
for water splitting. It restrains Powell from releasing too much water 
and violating 602(a) storage requirements, and also releases water from 
Powell only to the point where Powell and Mead are at equal contents. 
As this is done, the October contents are reestimated to reflect possible 
change s for demands by CAP and MWD. 
It is possible that in a particular month the Lake Mead flood 
criteria could force a release greater than that planned by the water 
splitting analysis. In this case, CAP and MWD demands are increased 
as much as possible to utilize the exce ss flows. Water not used by 
Lower Basin demands is passed on to Mexico and is in excess of the 
1. 5 MAF (1850.2 million cubic meters) annual delivery. 
The flood operation of Lake Mead is intended to follow closely the 
regulations specified in the Corps of Engineers Flood Control report (1). 
Essentially three types of criteria govern the releases from Mead: (1) 
Minimum flood storage space in Lake Mead, (2) specified minimum 
rates of release determined by release tables, and (3) operations based 
on inflow forecasts. Each of these will be described separately and 
related to the mechanics of the computer model. 
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Flood storage space is defined on the first of each month from 
August to January. The minimum flood control storage space below 
elevation 1229 (374.6 meters) is as follows: 
Min. sEace reguired 
Date Million cubic 
Acre-feet meters 
August 1 1,500,000 1,850.2 
September 1 1,500,000 1,850.2 
October 1 1,500,000 1,850.2 
November 2,675,000 3,299.6 
December 3,963,000 4,888.4 
January 1 5,350,000 6,599.2 
Storage space in upstream CRSP reservoirs may apply towards the 
above requirements within the following limits: (a) Lake Mead must 
have at least 1,500,000 acre-feet of available space and (b) the maxi-
mum creditable storage space shall not exceed the values below. 
Reservoir 
Lake Powell 
Navajo 
Blue Mesa 
Flaming Gar ge 
l\.1aximum creditable space 
Million cubic 
3,850,000 
1,036, 100 
748,500 
1,507,200 
meters 
4,749.0 
1,278.0 
923.3 
1,859.1 
The difference between maximum storage space and the current storage 
is used as creditable space up to the values shown above. 
From August through September a rule curve is specified which 
maintains 1,500,000 acre-feet of flood storage space. In October, 
November, and December the model applies all creditable upstream 
space to the storage required. It then checks Lake Mead to provide 
at least 1,500,000 acre-feet of space in Lake Mead. 
Beginning in January and continuing through July, the fore cast 
values are used to regulate releases and contents of Lake Mead. The 
flow of the Colorado River at Grand Canyon is forecasted and summed 
from January to July, February to July, l\.1arch to July, etc., until 
July is reached. The objective is to operate Lake Mead to handle all 
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inflows such that 1,500,000 acre-feet of flood storage is available on 
August 1. When inflows are not extremely high or the re servoir is well 
below flood levels, normal releases to meet demands in the Lower Basin 
are adequate. In years of high spring runoff, the Corps of Engineers 
report specifies the minimum average monthly releases to be made for 
January through June. 
To determine the minimum release two quantities are calculated. 
E irst, the maximum runoff from the current month through July is com-
puted as Lake Mead natural inflow adjusted for effective storage space 
in upstream reservoirs excluding Lake Powell. Effective storage space 
is calculated as the smaller of either the actual space available or the 
difference between the minimum forecasted inflow and normal releases. 
The minimum forecasted inflow is obtained by reducing the previously 
forecasted value by 1. 645 times the standard error of estimate for each 
reservoir. This produces a flow value which can be expected to be 
exceeded 19 out of 20 times. The second quantity computed is the space 
in Lake Mead below elevation 1229 (374.6 meters) plus space in Lake 
Powell below elevation 3700 (1127.8 meters) at the first of each month. 
The se quantities are calculated as the maximum reservoir capacity 
minus the previous end-of-month contents. A function subroutine is 
called with the above quantities and computes the release as specified 
by the Corps. 
In each month of the model calculations from January through July, 
the criteria above are analyzed to determine the operation of the reser-
voirs. This operation plan is used in the model either as a required 
release or a control on the final reservoir contents. When these con-
straints are met the basin simulation proceeds. 
Output Options 
A variety of output options are available on the river basin simula-
tion model. These are as follows: 
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1. Forecast Summary. The summarized results of the forecast 
procedure are shown for each month a forecast is made. 
2. Point-to-Point Flows and Salinities. A print is made of main-
stream flows and salinities, and demands on input flows and salinities 
for every demand and inflow sequence point in every node. This informa-
tion can be obtained for a specified month in a specified year, or all 
ITlonths in the year, or all months in all yea rs. 
3. Monthly Reservoir Summary. A monthly summary is printed 
of reservoir operation results for each node including inflow to and out-
flow from a node. This summary can be obtained for any month or all 
12 months. 
4. Annual Summary. An annual summary and statistics of flow 
and flow weighted salinity is printed for key stations in the Colorado 
River Basin. Upon completion of a number of runs the annual values 
at a specific station can be summarized and statistics computed. 
5. Tape Edit. This option writes the monthly results of an entire 
run for every sequence point in every node on a disk file. A separate 
program called TAPEDT extracts information from the disk file and 
puts it in a form specified by the user. Information that can be extracted 
is: a. Flow and salinity input to the mainstream; b. demands requested 
and actually diverted; c. consumptive use and shortage criteria; d. reser-
voir operation results and criteria; e. flow and salinity in the main 
stream; and f. powerplant operation results and criteria. 
The following operations can be done on this information: a. Perform 
math transformations (add, subtract, multiply, or divide by a constant); 
b. compute and print statistics; and c. compare one parameter against 
another; 
The information extracted and the results of the TAPEDT operations 
on the information can be output in the following forms: a. Print' on 
highspeed printer; b. punch data cards; and c. plot on microfilm. 
Careful consideration of output options and their use is essential 
since computer costs go up rapidly with increased output. 
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Associated Programs 
Programs associated with the river basin simulation model are 
summarized in this section in the order of use for a complete study. 
1. Data Analysis Programs. These programs are used to analyze 
historic data if hydrology inputs to the simulation model are to be syn-
thetically generated. These programs do time series analysis and re-
moval of cyclistic components, analysis of probability distributions, 
and multiple regression analysis. Coefficients are computed which are 
input to the synthetic hydrology generation program. 
2. Synthetic Hydrology Generation Program. This program uses 
the coefficients prepared in the data analysis sequence and recreates 
a streamflow sequence ready for input to the river basin simulation 
model. 
3. Simulation Model Demand Input Data Program. This program 
takes demand data in a detailed "user" form, summarizes it into any of 
several report type forms for easy examination and report presentation, 
and accummulate s "user" data into a composite value for a demand 
sequence point and in the required format for input to the river basin 
simulation model. 
4. River Basin Simulation Model. This program uses hydrology, 
demand, and reservoir operational inputs, all based on a node-sequence 
point configuration to compute flows in the mainstream of the basin. 
Special features of the Colorado River operation are included as special 
subroutines. A variety of output options are available to fit the user's 
needs. 
5. Tape Edit Program. This program analyzes a special output 
disk file from the simulation model run if it has been written. A variety 
of parameters can be printed, punched on cards, or plotted on micro-
film. 
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Example Model Run Results 
Results of one series of model runs are included for ill~strative 
purposes. These runs used demand inputs from the Westwide Studies, 
with some modifications. These demands totaled 3.0 million acre-feet 
(3,700.5 million cubic meters) depletion in the Upper Basin in 1970 and 
increased to 5.5 million acre-feet (6,784.2 million cubic meters) in 
year 2000. Lower Basin demands totaled 6. 1 million acre -feet (7,524.4 
million cubic meters) in 1970 and increased to 7.5 million acre-feet 
(9,251. Z million cubic meters) in 1988 and remained at 7. 5 million there 
after. 
Table 2 is an example of the summary of annual values of flow and 
salinity at selected stations for 1 of 30 hydrologic traces. Flows are 
in 1,000 acre-feet increments and salinity is in milligrams per liter 
(1,000 acre-feet x 1. 2335" million cubic meters). 
Typical Model Run Costs 
The river basin simulation model is presently set up to run on the 
Bureau of Reclamation's Control Data Corporation CYBER 70/Model 
74-28 computer at the Engineering and Research Center, Denver, 
Colorado. The model requires 150,000 octal words of storage. 
A typical breakdown of central processer unit time used for major 
functions in the model is shown in Table 3. This time breakdown re-
lates to one 26-year run which printed only the summary table of annual 
values of flows and salinity at the selected stations. 
Simulation model costs associated with several typical runs are 
shown in Table 4. The se costs vary with the amount and type of out-
put desired. 
When synthetic hYdrology data are used, one trace is generated at 
a time and all sets of demand data are run through the model before 
going to the next hydrologic trace. Generation costs are thus reduced. 
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Table 3. Typical central proce sser unit (CPU) time break-down by job 
function. 
CPU sec 
l. Initialize 3.6 
2. Read hydrology tape 5. I 
3. Surplus analysis .3 
4. Read scratch hydrology 2.2 
5. Balance the system 17.7 
6. Route salt 7.6 
7. Write to tape edit 
8. Print summaries . 1 
9. Read transaction cards .9 
10. Print shortage messages .3 
Total time used 
Table 4. Typical model run costs for 26-year run. 
Output Option 
(a) Annual value s of flow and salinity 
(b) Option (a) plus writing all information for the 
tape edit analysis 
(c) Write all output information plus tape edit fHe 
(NOTE: Writing all output is very costly - this 
output is normally used only for debug purposes.) 
Cost 
$12 
$17 
$50 
Percent 
of total 
9.5 
13.5 
.8 
5.9 
46.8 
20.2 
.3 
2.3 
.7 
100.0 
The cost for generating a typical 3D-year trace for the present node 
and sequence point setup is less than $4. The cost for a typical tape 
edit program run is about $10. 
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Development Problems 
A number of problems have arisen as the simulation model and 
associated programs were developed. The most significant of these 
are listed here hopefully to provide guidance to others who are develop-
ing large complex computer programs and simulation models. 
Adequate program documentation was not accomplished during 
model development. With the turnover of personnel associated with 
this modeling effort, continuity of work was thus made quite difficult. 
It is recommended that for future computer program development of 
this type that documentation be carefully written as a first step and the 
program then developed to accomplish the desired result. 
Because of an operational application to the Western U. S. Water 
Plan Studies both program documentation and systematic debugging 
efforts were delayed. The operational application was an excellent 
learning and debugging process for that set of conditions, but did not 
test the range needed to adequately debug the model. 
A number of technical problems associated with generation of syn-
thetic streamflows were solved. Significant probleITls still remaining 
relate to analysis of the historic data base for statistics to be used in 
generation, generation of salinities for intervening inflows, and correla-
tion of these intervening flows with other flows in the basin. 
Analysis of the historic data is complicated by development in the 
basin which may cause different pe riods 01 streaITlflow records to be 
incompa ra ble. 
depletion level. 
Corrections ITlust be made to bring the data to a uniforITl 
Also the length of available records varies greatly 
from station to station within the basin. 
Generation of salinities within a reach of stream are based on 
statistics derived from net values of flow and net values of salinity. 
These net values are ITlade up of both historic inflows and historic out-
flows (demands) from a reach. If inflow and outflow from a reach are 
nearly the same the net inflow to the reach is essentially zero. There 
ma y be a movement of salt into or out of the reach but it is difficult to 
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m.odel because the net flow is zero and thus, this im.plies no carrier for 
the salt. Also correlation of the net value s with other stream.flows is 
difficult. 
The river basin sim.ulation m.odel is nearing the end of the current 
phase of refinem.ent and is being docum.ented. Model runs are being 
m.ade for the Water Quality Office in the Engineering and Research Center. 
The synthetic hydrology generation program. has been revamped to 
streamline computation procedures and significantly reduce running time. 
This alteration is essentially com.plete and docum.entation of the program. 
is partially complete. 
The dem.and input data program for summarizing detailed input data 
is operational and a user's m.anual is available. 
The tape edit program. presently is not operational because of a 
change m.ade in the form.at of the large output disk file written by the 
simulation m.odel. Docum.entation is partially complete. The program 
will be m.ade operational in the near future. 
The data analysis program.s presently are not operational on the 
Bureau's CYBER 70 com.puter, not having been converted from the CDC 
3800 status when used for the Western U. S. Water Plan Studies. Con-
version, streamlining, and program. docum.entation for these data analysis 
programs will be done in the near future. 
The studies accomplished to date have shown areas where refine-
m.ents and improvements should be m.ade on the model and associated 
programs. These are listed in two groups, the first relating to the 
synthetic hydrology generation program, and the second relating to the 
rive r basin sim.ulation model. 
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Sugge ste d improve ments for synthetic hydrolo gy gene ration: 
1. Reanalyze the historic data base, incorporating as much of the 
data for the basin as possible. 
2. Add, as an option, the capability of generating total flow at 
downstream stations, but retain the present capability of generating 
intervening inflows if so desired. The present treatment of intervening 
inflows as net values should be reexamined for the possibility of separat-
ing the inflow and outflow components. 
3. Investigate additional techniques for computing mathematical and 
statistical parameters from historic data and for regeneration of flows in 
an effort to better preserve the characteristics of historical flows. 
Suggested improvements for the river basin simulation model: 
1. Additional streamlining of calculation procedures including 
checking of input data for missing or bad data. 
2. Activating and completing the capability of handling demands on 
a priority basis. 
3. Completing and improving the power generation computation 
capabilities presently in the model. 
Conclusions 
Complex problems arising from past and proposed river basin de-
velopment can be studied over a wide range of conditions using simula-
tion models and large capacity computers. River basin simulation 
models, such as described in this paper, present the opportunity to 
examine the results of a series of solutions. The use of synthetically 
generated data allows analysis of the effects of a large number of flow 
sequences and development of information on a probability basis. Some 
problems have arisen during the development of this model and associated 
programs and data base inputs. When documentation is complete the 
river basin simulation model will be usable by others. 
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COLORADO RIVER STORAGE PROJECT MODEL 
by 
* Wayne Cheney 
Background 
During the planning phase of the Colorado River Storage Project, 
all of the river operation and reservoir sizing studies were done manually. 
After considering the many alternative plans studied, it is clear that a 
model for the Colorado River has been necessary for some time. 
After the by-pass tunnels at Glen Canyon were closed in 1963, per-
iod ic operation plans were made. Operation plans became very impor-
tant as the reservoirs gained significant power head. It wasn't long until 
5 or 6 people dropped everything they were doing for about 10 days every 
month to do operations studies. By 1965, the first version of this model 
became functional out of sheer necessity. At first it was little more 
than an automated hand study. Gradually, the basic structure took shape. 
Decision blocks were manipulated from time to time as experience was 
gained and engineering" judgment could be applied. During 1969 and early 
1970, formal operating criteria were developed. The model was used to 
test these criteria and provide a basis for their acceptance by the states 
and other interested agencies. The formalization of the operating criter-
ia gave the model solid footing for making operating decisions. For the 
first time it was capable of making its own operating decisions. During 
the past five years, the model has shown us some areas of the operating 
criteria that need more definition. It is hoped that the pending operating 
criteria review will result in this additional definition. 
'~U. S. Bureau of Reclamation, Salt Lake City, Utah. 
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Structure 
The name "CRSP Model" is really a misnomer. As can be seen in 
Figure 1, it not only encompasses the Colorado River Storage Project, 
but the entire basin. It ranges from the headwaters of the Green River, 
Colorado River mainstream, Gunnison River and the San Juan, through 
the tremendous storage features of Lake Powell and Lake Mead, to the 
last major diversion point within the boundaries of the United States. 
Physical features of the system are described as accurately as 
mathematics allow. Distance and travel time are not applicable because 
the smallest time increment is one month. All other physical properties 
are incorporated in the mode. 
Parameter Matrix 
The different parameters can be dis<;:ussed with the aid of Figure 2. 
They have been separated into three groups: water group, salinity group, 
and power group. The entire salinity group is not used for reservoirs 
above Glen Canyon. The model has capability to operate salinity in these 
upper reservoirs, but as yet, the effort required to develop data for those 
response points will not be compensated by the expected increase of in-
formation. Sediment is used only in those reservoirs that trap significant 
sediment loads. IInperial Dam is not operated as a reservoir ~ut only 
as terminal response point. 
Water Supply 
The water supply is taken from the 1906-1972 period of flows mod-
ified to the 1968 level of depletion. Thirteen different hydrologic traces 
may be chosen from the base data.. The first of these traces equates 
1906 flows with the starting study year; the second equate s 1911 flows 
with the starting study year, and so on, each shifting the flow data by 
5 years until 1966 is the starting study year. (See Figure 3.) In order 
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to make the cycle complete, the flow data for 1906 and thereafter is as-
sumed to follow that of 1972. Ideally, each hydrologic trace should dif-
fer by a shift of only one y~ar, resulting with 65 traces. Choosing 13 
traces to represent all 65 assumes a linear difference which could be 
approximated by interpolation. Computation time is reduced 500 per-
cent and any loss of accuracy is not thought to be significant. 
Future basin depletions are subtracted from the water supply at 
appropriate times and locations. Therefore, as future basin development 
occurs, it is affected by a corresponding reduction in the water supply. 
Limitations 
The CRSP model is clearly an operations model. It will not des-
cribe project effects, such as Animas -La Plata, Dallas Creek, Central 
Arizona, Central Utah, etc., except to show their effects on the whole 
basin. It is not convenient nor practical to add new features or addition-
al parameters. Its main purpose is to demonstrate the ability of the 
Upper Basin to meet the Lee Ferry commitment. 
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C.R.S.P' 
MODEL 
Figure 1. 
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RIVER NETWORK PROGRAM 
by 
Richard W. Ribbens" 
Intr oduction 
General remarks 
The need to assess the impact of various salinity control projects 
and to determine the effect of future developments on the salinity of the 
Colorado River led to development of a simple accounting or salt rout-
ing model. It was developed prior to completion of the stochastic 
river model to provide interim results. The model does not consider 
power generation and was designed primarily as a project planning tool. 
Descriptions of available existing models were used to determine 
their suitability to meet study requirements. Although none satisfied 
all requirements, ideas and concepts embedded in them were borrowed 
freely for incorporation into a model for use on the Colorado River. 
During model design, special effort was made to develop a general 
model applicable to other river basins. The resulting model was pro-
grammed in Fortran IV for solution by a large second generation com-
puter. It has been run on a Control Data Corporation (CDC) 3800 com-
puter and is presently operational on the Bureau of Reclamation Cyber 
74-28 system which employs CDC-6400 and CDC-6600 central processore 
The program was applied to the Colorado River (Ribbens and 
Wilson, 1973). It has since been used by the Colorado River Board of 
California for use on the Colorado River and by the Water Resources 
Research Institue of the University of Wyoming for application to the 
NorthPlatte River. ltis currently being used by the Bureau of Reclamation 
'" U. S. Department of the Interior, Bureau of Reclamation, Engi-
neering and Research Center, Division of Planning Coordination. 
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Lower Missouri Regional Office for application to front range projects 
of Colorado. 
The program is completely general in the sense that all inputs are 
specified by the user through punched card input. There are no special 
control or driver routines required. Special subroutines or changes 
to existing ones are also unnecessary. Emphasis is on ease of input 
and flexibility on output. Re suIts can be obtained in both printed and 
graphical forms. Extensive error checking of inputs is included to 
help the user avoid useles s runs. Experience has shown this to be 
valuable to the occasional user. A user's manual is available (Ribbens. 
1973). 
This program may be referred to as a river network model or a 
flow and salt accounting model. Although the program incorporate s 
several features common to a simulation, it is more accurately des-
cribed as an accounting or bookkeeping system. It does permit opera-
tion of a river system, routing flows and salts through a which 
can include reservoirs and a branching network. 
are fairly flexible, being specified by the user. 
one month is used. 
Reservoir operations 
A basic time frame of 
The quality system is treated as a conservative one. Thus, the 
precipitation and dissolution of salts are not explicitly simulated. They 
may be roughly accounted for by proper use of the water and salt inputs, 
but this presupposes that the user has this information at his disposal. 
This input requirement, placed upon the us er, highlights the difference 
between the accounting and simulation methods. If the chemical reac-
tions and pathways were simulated, the output information from the 
simulation would be precisely the inputs required for the accounting 
model. However, the simulation model would also require additional 
inputs to define soil and water chemistry characteristics. 
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The term salinity means the total dissolved solids. Salinity units 
for most inputs are specified by the user. For example, if imports 
are included, either the mass of salts in 1, 000 tons or the concentra-
tion in parts per million (ppm) or tons/acre-foot can be specified. 
Similarly, output quality units may be selected as any combination of 
these. 
Input data include the system configuration; reservoir character-
istics' parameters, initial conditions, evaporation rates, and operating 
criteria; upstream and downstream boundary inputs; water use inputs 
including import/exports, exports, irrigation, and variable exports 
whose magnitudes depend on the availability of water; and run and 
outpu t options. 
Output includes printed and cathode ray tube (CRT) plots of 
re suIts at various river locations and reservoir s. Initial input data, 
detailed month-by-month results, and a concise summary for the entire 
run including simple descriptive statistics can be printed. Computed 
£lows and salinity at the downstream boundary may also be written on 
magnetic tape and saved for future use. 
Input Data and Definitions 
System definition - node and 
element concepts 
The configuration of the river system is defined by means of 
element data cards. Only tree-type branching systems are permissible, 
resulting in a single downstream boundary. Model nodes which corres-
pond to an exact geographical location on the river are first located. 
They are chosen to coincide with existing gaging stations, to locate 
points at which model output is desired, to delimit portions of the river 
system such as reservoirs or river reaches, and to subdivide lengths 
of the river to obtain the desired resolution for water use inputs. Nodes 
are consecutively numbered using integer values starting at 1. However, 
177 
there is no restriction on their order: Node 1 can be downstream 
from Node 20 and upstream from Node 7. 
Elements are defined as that portion of the river system between 
geographically adjacent nodes. The only exception is for upstream 
boundary elements which have no upstream node. Consequently, nodes 
represent a single location and elements embody the dimensions of 
length or area. By convention, elements assume the number of the 
downstream node. All inputs for an element must reference this ele-
ment number. 
Five of elements are allowed, with the type specified by 
the numeric code ITYPE on the element data card. They are: 
ITYPE 
2 
3 
4 
5 
Upstream boundary 
Downstream boundary 
River reach 
Junction 
Reservoir 
Both water and salt are introduced to the system at the upstream 
boundary elements. These generally provige the main driving force 
or input to the system. Desired flows at the downstream boundary are 
specified as target values which mayor may not be realized. River 
reach elements are assumed to have no storage properties (sur face or 
bank) and merely route flows from the upstream to downstream nodes 
encompassing the element. Reservoir elements provide for storage 
of water (and salt) and may be operated in a variety of ways as speci-
fied on input. Both evaporation and bank storage are included. The 
confluence of several river branches is accomplished through use of 
the junction element s. 
Provisions are also included to identify each node by a descrip-
tive 24- character label. Each upstream boundary, junction, and 
reservoir element can also be identified by a label. 
Element data completely define the system configuration. It 
includes the element number and type plus the number of the element 
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immediately downstream. The only exception is for the downstream 
boundary element which has no element below it. Additional ihforma-
tion contained on the junction data card includes the number of upstream 
branches entering the junction as well as the element number s. This 
information provides a cross-check on the element data. 
Figure I illustrates the node locating and numbering procedures 
as well as the numbering and typing of elements for a hypothetical 
river basin. 
Only river reach and reservoir elements can have inputs to 
account for additions or withdrawals of water and/or salt. 
Node numbers are used for internal subscripting purposes. Ele-
ment numbers are considered as external and are employed by the user 
for all inputs referencing a given element. However, the program 
internally as signs subs cripts for each element type, starting with 1 
for the first element referenced by any input card. They are cross-
referenced to the external element numbers. Consequently, rearrang-
ing the input deck can result in different internal subscripts, although 
results should be the same. The internal subscripts appear on the 
listings when initial inputs are requested to be printed. These are 
useful for debugging purposes. 
F eservoir inputs 
Reservoir inputs include basic parameters such as area-capacity 
curves, outlet works capacities, and bank storage coefficients; evapora-
tion rates; initial conditions; and criteria for single and multiple 
reservoir operations. Rather than using elevations for items such as 
the top of the inactive storage pool or the spillway crest, the program 
1 
requires the corresponding reservoir surface storage volume. 
IThe term reservoir surface storage volume or surface volume 
is used to signify the volume of water contained in the reservoir proper 
and excludes bank storage. 
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19ure 1. Sa.mple proble.m syste.m, configuration a'nd inputs. 
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Consequently, when the term reservoir level is used, it is considered 
synonomous with the surface volume. 
Volumes for all inputs must be placed on a consistent basis. Nor. 
mally, all volumes are referenced to an empty base condition and in-
clude dead storage. However, it is permissible to subtract dead stor-
age from all volumes, using the top of the dead storage pool as the ref-
erence level. However, in this case water will only be removed by 
evaporation and reservoir inputs down to the dead storage level. Fur-
ther depletions are not permitted. 
The individual input items are now discussed in detail. 
Reservoir inputs - basic parameters 
(I) Bank stc:>rage coefficient. The bank storage coe££icient is de-
fined as the ratio of the volume of water stored in or released from the 
soils and aquifers surrounding the reservoir to the corresponding change 
in the surface storage volume. Mathematically: 
VB 
BANK=- (1) Vs 
where BANK is the bank storage coefficient (dimensionless). 2 
V B is the change in volume of water 3 
in bank storage (L ) 
V S is the change in volume of water 3 
in reservoir surface storage (L ) 
The total change in storage is: 
or 
(2) 
where V T is the total change in storage 
2Units for each variable are indicated in parentheses by the sym· 
bols L for length and T for time, and dimensionless if there are no 
units. 
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In practice, V T is either the inflow to or release from a reser-
voir. For input-output purposes, the surface storage volume is used 
and can be obtained by rearrangement of Equation (2). 
The bank storage coe££icient is as sumed to be a single valued, 
nonnegative constant. It is independent of whether the reservoir is 
filling or lowering. This assumption may be very poor for the initial 
filling cycle since a significant portion of the water entering dry forma-
tions is lost to water retention by the soil particles. It is also assumed 
that water enters or leaves the bank formation within the basic month 
time frame. Consequently, volume 
frame are essentially instantaneous. 
at the end of the time 
As a consequence of these assumptions, if there is no change in 
surface storage during a month, there will be no flow into or out of 
the banks. In reality, this may not be true because of the dynamics of 
groundwater flow in the aquifers. The hydraulic nature and geograph-
icallocation of the aquifer boundaries, transient effects of previous 
operations, and the slow drainage of soil materials may all be signifi-
cant. 
Consequently, the program approach mustbe considered a crude 
ab straction of reality. The bank storage coefficient should be evaluated 
in terms of an effective or active bank storage component. Thus water 
lost to specific retention and to storage great distances from 
the immediate reservoir are excluded. If a detailed accounting of 
these losses is desired, they can be included in an approximate fashion. 
For example, for the initial filling of a reservoir, water lost to remote 
portions of the aquifer can be included as an export if either field data, 
past studies, or a detailed aquifer simulation provides estimates of the 
quantities involved. An initial run would be required to determine the 
filling cycle, with a subsequent run including the losses of water and 
salt by adding an export of appropriate magnitude. 
(2) Area-capacity relationship. Area-capacity curves are re-
quired to define the reservoir sur face area for evaporation cOInputations. 
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The program uses the fourth- order polynomial: 
(3) 
where A is the reservoir surface area 
C l to C s are coefficients in the polynomial (various units) 
The coefficients in the equation must be determined outside the 
program using one of the multiple regression programs available on 
3 
most computer systems and programmable desk calculators. They 
are computed by entering pairs of values of the surface storage volumes 
and corresponding surface areas. Coefficients that are insignificant 
or unused may be left blank on input. 
(3) Contents and outlet works capacities. Three levels or volumes 
are used to divide the reservoir into four zones with associated minimum 
and maximum outlet works capacities, as shown in Figure 2. They are: 
Zone I 
Zone II 
Zone III 
The DEAD STORAGE VOLUME marks the top of the 
dead storage, conservation, or inactive storage pool. 
, 
When levels are in this zone, no water can be 
through the outlet works. The extent of this zone 
may be modified through use of variable constraints 
as described later. 
The SPILLWAY CREST VOLUME marks the top of 
the normal operating zone which is immediately 
above the dead storage zone. When the watel' level 
is in this zone, all releases are assumed controlled 
and the minimum required release is zero. The 
maximum allowable release is based OIl the MAXI-
MUM OUTLET CAPACITY. 
The top of the spill zone is given by the DAM CREST 
VOLUME. When the water level is in the zone be-
tween the spillway and dam crests, provision is 
example, the well-known BMD programs. 
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made for a minimum required released based on 
flows through uncontrolled spillway works. These 
are based on the MINIMUM FLOOD CAPACITY, 
which may be zero. The maximum allowable release, 
based on the MAXIMUM FLOOD CAPACITY, includes 
controlled and uncontrolled spills along with all 
other outlet works operating at full capacity. 
When water levels are above the dam crest, it is 
assumed that the dam is overtopped and the entire 
volume is routed downstream. In this case the 
minimum capacity is assumed sufficient to accomo-
date the entire volume. There is no maximum 
limit. 
It should be noted that specification of a single number for the 
minimum and maximum capacities in a zone ignores head effects. This 
is only a first approximation to the true situation. Consequently, the 
value used should be realistic in terms of the needs of the study. 
All capacities are specified with the units 1,000 acre-feet/day. 
The required mini,mum or allowable maximum release for a month is 
then based on the daily capacity and the number of days in the month. 
Leap years are ignored and a perpetual calendar assumed. 
Reservoir inputs - evaporation data 
Evaporation rates are time dependent requiring a specific value 
for each month. A monthly distribution may be used in conjunction 
with an annual rate to yield the monthly values or they may be read 
directly. Rates are in acre-feet/acre/time frame (month or annual). 
Values may be gross or net (difference between evaporation and pre-
cipitation). 
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Reservoir inputs - single reservoir 
operation - demand array 
Details of the reservoir operating procedures are contained in 
the Computation section. Briefly, the program works from the up-
stream to downstream boundaries. When a reservoir is encountered, 
the demand array, IDMD(I), is used to determine how the reservoir 
is to be operated. The options are: 
IDMD(I)=O A specified release will not be made, but re-
leases are allowed to satisfy downstream demands 
or boundary target flows as required. 
IDMD(I)=1 
IDMD(I)=2 
A specified release is, to be made. Specified 
releases are time dependent. The amount 
may be given as an annual volume which is 
distributed using the specified monthly distri-
bution or as monthly values. Further releases 
to meet demands are not allowed, although 
uncontrolled spills or overtopping the dam may 
result in additional releases of water. 
A specified release is made in a manner identical 
to that for IDMD(I)=l, but in addition further re-
leases are permitted to meet downstream demands. 
Demands occur when the upstream flow in a river reach is les s 
than the net depletion. The difference represents a demand for water 
that has not been met. Similarly, if depletions in a reservoir exceed 
the total water in storage or target flows at the downstream boundary 
are not met, a demand exists. 
The demand array is time dependent requiring monthly values. 
A single annual cycle can be used, or values can be changed for each 
year. It is also noted that the demand array pertains to releases of 
water from storage and not to flows. Thus, flows may be routed 
through a reservoir even though IDMD(I)= 1. 
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Reservoir inputs - segment data 
Whenever a demand exists, the program uses segment data to 
determine which reservoirs are normally available to make releases 
to meet the demands. Segment data includes a segment number, the 
number of reservoirs available, 4 and the element numbers of the 
available reservoirs. It is noted that the term normally available is 
used because even though the segment data specifies a given reser-
voir, capacity restrictions or the value specified by the demand array 
may prevent releases. Finally, the percent of the demand to be 
released from each reservoir is also included on the segment card 
and used when the release rule code is set to 1 (see following sub-
section). 
Segment numbers, ISEG, for use with each element are speci-
fied On the element data card. They are only meaningful for river 
reaches, reservoirs, and the downstream boundary. They are ig-
nored for upstream boundaries and junctions. Segments are numbered 
starting at one going up to the maximum. Figure 1 illustrates the 
segment concept for a hypothetical river basin. A s shown, more than 
one element may reference the same segment. 
Reservoir inputs - mult~ 
reservoir operations 
When the segment data and reservoir status results in at least 
two available reservoirs, the problem of allocating water from stor-
age from each to meet demands arises. This is resolved by using the 
release rule code, IRRCD. The following options are available: 
IRRCD=: I, percentage allocation. The percentages contained 
on the segment card are used to distribute releases among 
the reservoirs. If for any reason one of the reservoirs cannot 
involves both physical (reservoir must be upstream 
and political or legal (operation policy and water rights must permit 
drafts to be made on the reservoir). 
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When the above proces s is completed, the computed re-
leases are made from each reservoir and routed downstream 
to the point of demand. If the full release cannot be made from 
a reservoir or cannot be routed through a downstream reser-
voir to the demand point because of capacity constraints, the 
reservoir making the release is removed from the list of avail-
able reservoirs. 
The portion of the demand that was not met is accumulated 
and is used as the new demand. The entire procedure is then 
repeated using the available reservoirs. Should the entire 
demand remain unsatisfied when there are no longer any avail-
able reservoirs, a deficit £low results in the element containing 
the demand. 
A little consideration shows that the above method of com-
puting the RATIO and 17RATIO is applicable when V>V SC. Al-
though in this case the ratio will be greater than 1, there is no 
restriction on the method. 
IRRCD=3, control zone operation. This method is similar 
to that used for balanced operations. However, rather than 
dealing with a single zone extending from the top of the dead 
storage pool to the spillway crest, up to five levels may be 
specified to divide the reservoir into as many as six zones. 
Releases are adjusted so that water levels are in the same zone 
in each reservoir, and so that the same portion of the zone is 
filled in a manner similar to balanced operations. 
Refering to Figure (3a), the bottom zone extends from the 
top of the dead storage pool to the first control level, VOLCT(l). 
The second zone extends from VeLCT(l) to VOLCT(2), etc. The 
highest zone uses the highest control zone level as a lower limit 
but has no upper limit. 
Adjacent levels may be identical, thus defining a zone of 
zero volume as shown in Figure (3a). In addition, the lowest 
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Zone 3 has 
Zone 6 
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. Zone 4 
I----------l VaLeT (3), VaLeT (2) 
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1---------1 VOLeT(t) 
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VOLDS 
(0) EXAMPLE' OF RESERVOIR WITH FIVE CONTROL VOLUMES 
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\--------/ 4 \--------/ 4 
~-----_13 
1--------/ 2 
(b) SIMILAR OPERATION OF RESERVOIRS A & 8 
A 
\----------/ 4 
B 
~-----~ 4 
\--.------1 3 
't=========::J r 
(c) RESERVOIR A GENERALLY HIGHER THAN 8 
Figure 3. Control zone volume examples. 
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level may coincide with the top of the dead storage pool. When 
a logical analysis of the input data is requested, levels below 
the top of the dead storage pool are set equal to that level. 
Letting ZI denote the zone number whose upper limit is 
denoted by control volume V ZI and lower limit by l' the 
ratio for the zones intermediate between the lowest and highest 
is given by: 
(V-V ZI-l) 
RATIO = (V -V ) 
ZI ZI-l 
For the lowest zone (Zone 1) the corresponding equation is: 
(V-VDS ) 
RA TIO = N" _ V ) 
ZI DS 
For the highest zone (Zone ZIM+l), the ratio corresponds to 
the quantity of water above V ZIM since there is no upper limit: 
RATIO = (V-V ZIM) (l+BANK) 
When water is in this zone for several reservoirs and 
exceeds the demand, individual releases are based on taking 
the same percentage of water in this zone from each reservoir. 
For all lower zones, the procedLire used for balanced operations 
is applied successively to each zone. 
Since the control zone volumes may be specified in various 
ways for each rese,rvoir, a great deal of flexibility in reservoir 
operations exists. For example, in Figure (3b), the two reser~ 
voirs would operate in similar ways. However, in Figure (3c), 
Reservoir A would exhibit small fluctuations in content relative 
to Reservoir B when contents are high but would experience large 
variations when contents are low. 
It should be noted that the release rule code is specified for a 
reservoir and is not associated with the segment data. Consequently, 
if one segment references A and B while another references A, B, and 
C, it is impossible to use balanced operations for A and B operating 
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together and control zone volumes for A, B, and C. Thus, all 
reservoirs operating conjunctively must have the same release rule 
code. When a logical analysis of inputs is requested, this condition 
is checked after any zero or blank release codes are set to 2. Other-
wise, the program uses the release rule code of the first available 
reservoir it encounters. 
Reservoir inputs - control options 
Six reservoir options are available to provide additional flex-
ibility in reservoir operations. They are specified through use of 
the control option array, ICON(!). 
ICON(I). variable constraint option. Through the use 
of this option, variable comtraint volumes may be specified 
which act as lower limits for releases from storage. These 
constraint volumes are time dependent, being specified for 
each month. When the variable constraint volumes are less 
than the dead storage pool, they have no effect on operations. 
When they are greater they prevent releases from storage when-
ever the reservoir level falls below them. In this case, the 
maximum capacity is not altered and flows may be routed through 
the reservoir providing sufficient capacity exists. If the 
variable constraint volume exceeds the spillway crest volume. 
it is reduced to the crest volume. 
Proper use of this option prevents premature seasonal 
lowering of the reservoir that could result in shortages during 
subsequent months. 
ICON(2). flood zone override. A flood zone volume, mark-
ing the lower limit of the flood zone which extends upward from 
it, is specified. It is considered a single valued constant which 
is independent of time. When releases are made using the per-
centage allocation (IRRCD=l) it has no effect. However. when 
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either balanced operations (IRRCD=2) or control zone operations 
(IRRCD=3) are used, it acts to override other operations criteria. 
When water levels are in the flood zone, the quantity of 
water in the flood zone (including bank storage) is accunlulated 
for all reservoirs operating conjunctively. Should this quantity 
exceed the demand, the same percen~age of water in the flood 
zones of each reservoir is released. If the quantity is less, 
water in the flood zones is released and the unsatisfied demand 
is met using the normal methods established by the release rule 
code. 
ICON(3), spill option. After all demands are met and the 
downstream boundary has been reached, the program checks 
the' status of each reservoir for additional spills. Starting 
with the upstream reservoirs and working downstream, the 
level in each reservoir is used to deternline the size of any 
requir~d mininlunl releases. If these are not satisfied, addi-
tional releases or spills are required. 
If the level is above the dam crest, the entire quantity of 
water above it must be released. Similarly, when levels are 
between the spillway and dam crests, the mininlum uncontrolled 
spills nlust be satisfied. 5 The additional spills are then the 
total of the unsatisfied minimum uncontrolled spills and the 
quantity above the danl cre st. 
If the spill option is not used, the program checks if the 
excess water option (subsequently discussedLis to be used. II 
5 If the progranl finds water in the zone between spillway and 
dam crests, it assumes that water was in this zone for the entire nlonth. 
The required mininlum uncontrolled spill volume is then the product 
of the daily rate and the nUnlber of days in the month. If the release 
volume is less, then the difference is the additional uncontrolled re-
lease to be made. Now it may occur that only a portion of this amount 
would put the reservoir below the spillway crest. The progranl checks 
for this condition and only releases that 'portion. Obviously, the state 
of the reservoir during this transition depends on details during the 
month. The basic monthly tinle frame is not adequate and the progranl 
approach constitutes an approximation of the true situation. 
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it is, the quantity of spills is added to any other excess waters 
which are then released according to excess water rules. When 
neither the spill or excess water option is used, the total quan-
tity of water is released and routed to the next downstream 
reservoir or to the downstream boundary if there is none. 
When the spill option is used, spills are routed to down-
stream elements containing variable exports. As many as five 
variable exports may be specified. Allocation of water between 
them is based on the size of the spills using a percentage con-
cept. As many as five separate rules may be used. Details 
·are contained in the subsection, "Reservoir Exces s Water and 
Spill Options - Use of Variable Exports." 
ICON(4), excess water option. This option is similar to 
the spill option but does not depend on the availability of spills 
for water to allocate to the variable exports. Instead, time 
dependent monthly volumes are specified, above which water is 
considered as excess. The number of rules, variable exports, 
and variable export numbers as well as the rules are given on 
input. Details, almost identical to those for the spill option, 
are contained in'the subsection, "Reservoir Excess Water and 
Spill Options - Use of Variable Exports." 
ICON(5), nag volumes. This option provides a means of 
nagging the extreme reservoir conditions: 
- when the reservoir exceeds the maximum level specified 
as the maximum flag volume 
when the reservoir falls below the minimum level speci-
fied as the minimum flag volume 
At the end of each month's computations, levels in each of 
the reservoirs using this option are compared to the input values. 
Required flag messages are then printed on the common output 
unit. They include the month number, reservoir element num-
ber, reservoir identification, sur face volume, and the message: 
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RESER VOIR VOLU ME GR EATER THAN MAX. FLAG VOL. 
or RESERVOIR VOLUME LESS THAN MINIMUM FLAG VOL. 
followed by the corre sponding flag volume. 
ICON(6), reservoir balancing option. Through the use of 
this option, two reservoirs may be brought into balance at the 
end of a month after normal operations are completed and prior 
to excess water and spill operations. This option is most appro-
priate for use with reservoirs using balanced operations (IRRCD=2) 
but can be used with either the percentage allocation (IRRCD= 1) 
or control zone operations (IRRCD=3). It can also be used for 
reservoirs that are operated independently during normal opera-
tions to meet demands. 
The element number of the downstream reservoir which 
is to be balanced with the reservoir for which this option is 
selected is given by IDRBAL on input. The program checks to 
see if this is a reservoir element when a logical analysis of 
inputs is required. If logical analysis is not used, an error 
message is generated and execution is terminated when an 
attempt is made to use the reservoir balancing option. 
IDRBAL must be located downstream so that releases 
can be made and routed to it. 1£ the downstream boundary is 
reached first, a fatal error results with an appropriate error 
message being written. 
Operations are based on the balanced operation philosophy. 
The percentage of the normal operating zone's capacity that is 
full is computed for the upstream and downstream reservoirs. 
1£ the upstream reservoir has a higher percentage, releases 
are made (subject to outlet capacity restraints) from the upper 
reservoir, routed to the lower reservoir, and stored there, 
thus bringing the reservoirs into balance. When the percentage 
of the upper reservoir is equal to or less than the lower, no 
oper ations oc cur. 
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Reservoir inputs - initial conditions 
The initial state of the reservoirs must be specified. Included 
are the surface storage volume in 1, 000 acre-feet plus the total dis-
solved solids. Salinity units, specified by the salinity code, may be: 
- Total mass of salts in the surface reservoir and the banks in 
1,000 tons 
- concentration in ppm or tons/acre-foot. The program assumes the 
same concentration for water in surface and bank surface. Conse-
quently, this concentration applies to the total volume of water. 
Reservoir inputs - excess water and spill 
options - use of variable exports 
The computation of the quantity of additional uncontrolled spills 
and/or excess water was discussed in the subsection, "Reservoir Inputs -
Control Options." Allocation of this water to variable exports requires 
the same type of information for either the spill or exces s water option. 
This includes the: 
- number of variable exports to which water will be allocated 
(maximum number is 5) 
- variable export numbers 
- number of rules to use in allocating the water (maximwn num-
ber is 5) 
Each rule is referenced by an integer rule nwnber. The distribu-
tion of water among the variable exports is specified by percentages on 
the rule card. Associated with the rule is a constraint volume which repre-
s ents the upper limit for applying the rule. The first increment ofwater to 
be allocated up to the constraint volume for the first rule is done so using 
percentages for the first rule. The second increment of water, correspond-
ing to the difference between the second and first rules constraint volumes, 
is allocated us ing percentages for the second rule. The proces s carries 
up to the last rule. 
In applying the rules, water is allocated by successive rules un-
til the entire amount is either allocated or the last constraint volwne 
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is exceeded. Thus, the program chains through successive rules, 
starting with Rule No.1. To illustrate, consider the following exam-
ple in which three variable exports are to receive water using four 
rules: 
Rule Constraint volume Percent allocation to variable export 
No. p, 000 acre-feet) 1 2 
1 10 20 30 50 
2 50 20 50 30 
3 90 50 50 a 
4 150 a a 100 
If the quantity of water to be allocated were 100 (1, 000 acre-feet), 
application of each rule results in the following values for each export: 
Rule Quantity allocated to each export (1, 000 acre-feet) 
-l 3 Total 
1 2 3 5 10 
2 8 20 12 40 
3 20 20 a 40 
4 ~ -1Q 
Total 30 43 27 100 
When a logical analysis of the input data is requested the pro-
gram checks that: 
- there is at least one variable export, but not more than the 
allowable maximum 
- the variable numbers are greater than zero, but not more 
than the allowable maximum 
- the number of rules is not more than the allowable maximum 
- the percentages sum to 100 for any given rule (plus or minus 
the program tolerance of O. 1) 
- successive constraints must be equal to or greater than the 
one for the last rule (must be greater than or equal to zero 
for the fir st rule) 
Variable exports should be located downstream from the reser-
voir, or within the re ser voir itself. There are no logical checks to 
verify this prior to the monthly computations. However, in routing 
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allocations downstream, an error mes sage is generated and execution 
is terminated if the downstream boundary is encountered before the 
element containing the variable export is reached. 
Associated with each variable export is a constraint volume 
which acts as a capacity limitation. The total quantity allocated to a 
given variable export from all reservoirs using both spill and excess 
water options cannot exceed the constraint volume. Constraint vol-
umes are time dependent and can be specified for each month of the 
study. 
Because of variable constraint volumes, capacity limitations 
within the given reservoir or at intervening downstream reservoirs, 
the total quantity of water allocated to a given export may not reach 
the export's diversion point, When this occurs, values for the other 
exports remain the same, being established by the rule percentages. 
The actual monthly quantities allocated, routed, and diverted 
by each variable export are automatically printed at the end of the 
run. Descriptive statistics are included. 
River reach and reservoir element inputs 
River reach and reservoir element inputs refer to those inputs 
representing water and/or salt additions and depletions to the river 
system. They permit an accounting of activities within the system 
and are only allowed for river reach and reservoir elements. All in-
puts are time dependent and may be specified using either monthly 
values or annual ones which are distributed using a monthly percentage 
distribution. 
Four types of inputs are allowed: 
Import/exports. Both the quantity of water (1,000 acre-feet/ 
month) and salt are specified. Salinity may be expressed as a concen-
tration (tons/acre-foot or ppm) or as a mass (1,000 tons/month), A 
positive mass Signifies the addition of water or salt to the river sys-
tem while a negative denotes a depletion or removal. When the salinity 
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is a concentration, the product of the signs of the flow and concentra-
tion determines the sign of the salt mass. (Negative concentrations 
are permitted. ) 
This type of input may be used to account for a variety of activ-
Hie s in the bas in. F or example:. 
Import 
Irrigation 
Export 
Consumption 
Desalting 
+ + 
+ 
It is noted that the combination of a positive flow and negative 
salt mass is not apt to occur. One possible though unlikely situation 
would be a desalting plant disposing of brine in an isolated deep 
using water from a shallow aquifer for blending purposes. 
Exports. Only the quantity of flow (1,000 acre-feet/month) re-
moved or exported from the river basin is specified. For river reaches 
the concentration of the exported water is that of the upstream inflow 
to the element containing the export prevailing at the given time. For 
reservoirs, export concentrations equal the reservoir concentration 
at the start of the month. Consequently, concentrations depend on 
initial conditions, boundary inputs, river reach and reservoir inputs 
as well as operating policies. 
The word export already denotes the removal of water from the 
river and all exports should be positive quantities. However, there 
are no program checks. Negative exports will result in the addition 
of both water and salt to the system. 
Exports may be used to account for diversions to locations out-
side the basin, or to temporary storage facilities such as aquifers or 
offstream sur face storage. 
Variable exports. These are identical to the exports described 
above except their magnitude is not firmly set. Instead, maximum or 
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limiting values are specified and the actual size depends on the availability 
of water in the reservoirs. Either the exces s water or spill option des-
cribed in the preceding subsection, or both, maybe used to determine 
availability. 
Irrigations. An irrigated acreage (1,000 acres), quantity of 
water added or subtracted from the system, plus a salt pickup rate 
(tons/acre/month) are specified to account for irrigation projects. 
A positive flow denotes an increase of water in the river corres-
ponding to the case where diversions are less than return flows while a 
negative flow signifies a decrease in streamflow. lithe pattern of diver-
sions and returns are neglected, the flows maybe set equal to the consump-
tive use to account for water depletions. It should be noted that the salinity 
of diversions and returns are not explicitly considered. However, a net 
water depletion does produce an increase in concentration in the river. 
The salt pickup rate is mUltiplied by the acreage to yield the addi-
tion or removal of salt due to chemical processes in the soil system. A 
positive rate results in the addition of salt to the river due to dissolution 
and leaching while a negati ve rate results in a depletion due to precipita-
tion and storage within the soil system. Pickup rates and the resulting 
quantities of salt are independent of the magnitude and sign of the flows. 
Inputs of each type are numbered consecutively using integers start-
ing with one and proceeding up to the maximum. The numbers are us ed by 
the program for subscripting purposes. An input may be given a number in 
the consecutive string even if it is not used or its value is zero. The element 
in which an input is located is specified on the identifica Hon card for that input. 
Inputs located in reservoir elements withdrawing water are 
assumed to do so directly. Consequently, the outlet works capacity 
does not apply and there is no restriction on the size of the depletion. 
Water can be withdrawn from the reservoir until it is dry, after which 
the remaining demand must be satisfied using reservoirs specified by 
the segment data. li withdrawals are to be met by releases from sever-
al reservoirs, a dummy river reach should be added immediately 
downstream from the reservoir and the input located in it. 
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When the logical analysis of inputs is requested, tl!!e program 
checks all inputs for errors. However, even if the analysis is not 
requested, several items are still checked when the program estab-
lishes internal arrays. Consequently, logical error messages may 
be produced even though this option was not specified. 
Boundaries 
Boundaries include those upstream at which both flow and salinity 
are specified as well as the downstream boundary at which desired or 
target flows are specified. Values at the upstream boundaries normally 
represent the main supply or driving force of the river system. If 
the c.omputed downstream boundary flow is less than the target value, 
the difference is treated as a demand which may be met by releasing 
water from those reservoirs indicated by the segment data. Upstream 
flows and salinities and downstream target flows should always be 
positive quantities, although there are no program checks to assure 
this. 
Upstream boundary. Values of the volume and salinity can be 
input as monthly values or as annual ones distributed using monthly 
percentages. 
Downstream boundary. Inputs include the target volumes speci-
fied as monthly or annual values. 
Computations 
Computation procedure for quantity 
The basic program approach is outlined so that the user may 
better appreciate the limitations and as sumptions involved in using the 
program. Standard internal units for flow are 1,000 acre-feet/month 
and for reservoir volumes 1,000 acre-feet, with the corresponding 
salinity units of 1,000 tons/month and 1,000 tons (i. e., mass only). 
Only standard units are allowed for flow and volume inputs. Output is 
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normally in 1,000 acre-feet but the user has the option of obtaining 
100' s, 10' s, or l's of acre-feet depending on the field width. Salinity 
inputs and outputs may also be expressed as concentrations: either 
ppm or tons /acre-foot. Nonstandard input units are converted to 
standard ones prior to computation. Standard ones are converted to 
requested nonstandard units prior to output. 
It is assumed that the river flows are independent of salinity. 
The program first computes flows and reservoir releases, and then 
computes the corresponding salinities. 
Computations commence with the first upstream boundary refer-
enced on input (internal subscript 1) and proceed downstream until a 
junction is encountered. The computation procedure is now restarted 
at the second upstream boundary, proceeding as before until a junction 
is encountered. Since this may not be the same junction initially en-
countered, the program checks to see if all upstream branches into 
the junction have been entered. If they have, computations proceed 
downstream until either another junction or the downstream boundary 
is reached. If all branches were not entered, the next upstream 
boundary is used as the starting point for continued computations. 
When a river reach element is encountered, the net effect of 
the import/export, irrigation, and export volumes is computed. The 
sequence of inputs within the reach is unimportant with only their 
aggregate value considered. This limits the obtainable resolution of 
the results. If more detail is necessary, the reach must be subdivided 
into smaller reaches containing the appropriate inputs. 
An internal sign convention in which a depletion of flow is nega-
ti ve and an accretion is positive is attached to the aggregate value. 
This is algebraically added to the upstream inflow to the reach result-
ing in the computed downstream outflow. If the outflow is negative, 
the total streamflow has been depleted. The negative outflow now rep-
resents the additional demand placed upon the system. 
If a demand exists, segment data are used to determine which 
re servoir s, if any, are available to meet the demand. The purpose 
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of a reservoir is to regulate natural inflow hydrology and convert it 
to a desired outflow hydrology to meet the demands. To accomplish 
this in a general program requires procedures that facilitate duplica-
tion of the operational policies and rules, at least in a gross manner. 
Certain details are inevitably lost. II their loss is unacceptable, 
special programs must be written for the specific system. However, 
future uncertainties in water supply, demands, operational policies, 
and project development may be of greater significance. 
When a reservoir element is encountered the first time during 
the monthly computation cycle, the program fir st computes evapora-
tion for the current month. The volume at the start of the month is 
used with the area-capacity relations to compute the corresponding 
surface area. Evaporation rates for the month are then used to com-
pute the total evaporation volume for the month. In general, a more 
accurate approach requires use of an average area during the month. 
Since the ending area for the month is unknown until computations 
are completed, an estimated value is required. Computations would 
be carried out, the average area found and compared with the estimated, 
and a new estimate of the average area made based on these results. 
The entire process would then be repeated until the estimated and com-
puted areas are within a desired degree of accuracy. However, this 
iterative approach is assumed an unnecessary refinement in terms 
of other model assumptions and inputs. 
When the reservoir is initially encountered, any inflow is assumed 
to raise the level of the reservoir with a portion of the water entering 
the banks and a portion increasing surface storage. Internally, all 
volumes are in terms of the surface storage. Indeed, flag levels, 
constraints, control zones, area-capacity curves, etc., are in terms 
of surface storage. 
In a manner similar to that for the river reach, the net effect 
of the inputs within the reservoir are computed. Additions are made 
directly to the reservoir and depletions removed directly from it. 
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The outlet works capacity does not apply and water may be withdrawn 
until the reservoir is dry. II additional water is required, segment 
data are used to determine which reservoirs, if any, can be operated 
to meet the demand. 
The operation of an individual reservoir is based on the demand 
array. Three options are available: 
(l) Make a specified release only 
(l) Make a specified release and meet any downstream demands 
(3) Do not make a specified release but meet downstream 
demands 
Before proceeding downstream, the reservoirs demand array is 
used to determine if a specified release is requested. II it is, 
the release is made subject to capacity restraints. The computa-
tional procedure is identical to that used whenever releases are 
made from stroage to meet downstream demands. No water may 
be released if the level is within the dead storage pool since the 
corresponding capacity is zero. When levels are above the dam 
crest, there is no restriction on the capacity. Between the 
spillway and daxn crests, the maxixnu:m flood capacity controls. 
Below the spillway crest and above the dead storage pool the 
normal maxixnu:m capacity is used. When the variable constraint 
option is used the variable constraint level supersedes the dead 
storage level as the level below which the capacity is zero as far 
as releases from storage are concerned. Should the variable 
constraint level exceed that of the spillway crest, the program 
essentially reduces it to the spillway crest. 
The program determines in which of the previous zones the 
water level is located, computes the amount of water available as 
bank and surface storage in that zone, adds it to the releases made 
thus far, and then compares the total with the corresponding capacity. 
If the capacity exceeds or equals this amount, available water in the 
next lower zone is computed and handled in the same way. If the 
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capacity would be exceeded should all available water be released, 
the available water is reduced until the maximum capaCity is just 
reached. 
The available water is now compared to the demand (or required 
release). If it exceeds the demand, releases are made to just satisfy 
the demand. If it is less than the demand, all of the available water 
is released and a portion of the original demand remains unsatisfied. 
After the specified releases are made, computations proceed 
downstream from the reservoir. If an unsatisfied demand is encoun-
tered, segment data are used to determine which upstream reservoir s 
can be operated to satisfy the demand. However, some of these 
reservoirs may not be available because the demand array may allow 
only specified releases. Since the demand array is time dependent, 
the actual number of reservoirs available to meet demands may 
vary from month-to-month. 
When more than one reservoir is available, their conjunctive 
operation is based on the release rule code which permits three 
methods of operation: 
(1) Release water using fixed percentages specified by the 
segment data 
(2) Base releases on balanced operations 
(3) Base releases on control zone operations 
When the fixed percentages are used and some of the reservoirs are 
unavailable, only that portion of the demand satisfied by the remain-
ing reservoirs is supplied. Similarly, if any of the remaining reser-
voirs cannot release their required share due to capacity restraints 
or if intervening downstream reservoirs restrict routing the releases 
to the element containing the demand, shortages will result. It is 
emphasized that releases from the available reservoirs are not in-
creased to reduce this shortage. 
When either balanced or control zone operations are employed 
the program first checks if any of the available reservoirs are using 
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the flood zone override option. In using this option, the bottom of 
the flood zone is specified. Should water levels enter this zone, the 
reservoir is given preference over all other reservoirs operating 
conjunctively, regardless of other criteria. When more than one 
reservoir in a segment is using this option the total volume of water 
in all the flood zones is computed. If this amount exceeds the demand, 
the same percentage of the water in each flood zone is released. For 
example, if the demand is 100 and the flood zone volume in Reservoir 
A is 150 and in B is 50, the percent to release is 100/(150+50) or 50 
percent. Then the release from A is 150 x O. 5 or 75 and from B 50 
x 0.5 or 25. 
If there are no flood zone releases or if they do not satisfy the 
demand, the remaining unsatisfied demand is met uSing normal oper-
ating procedures. The technique is to calculate the quantity of water 
to be released through a series of steps. Actual releases and routing 
are only performed when releases equal the demand (if possible). 
For balanced operations, water is released from the reservoir having 
the highest percentage of water in the active or normal operating 
zone down to the next highest reservoir if necessary. Should addition-
al water be required, water is released from both reservoirs down to 
the next highest reservoir (or to the dead storage or variable con-
straint levels). For control zone operations, the procedure is simi-
lar except water is released from the reservoir with water in the 
highest zone at the highest percentage. 
After the required releases are determined, each reservoir is 
operated with the releases made and routed to the element containing 
the demand. During these operations, two situations may arise which 
prevent meeting the full demand: 
(1) The required release cannot be made due to capacity con-
straints 
(2) A portion of the actual water released did not reach the 
demand element because an intervening downstream reser-
voir restricted routing due to capacity constraints 
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In either case, the reservoir making the release is removed from 
the list of available reservoirs. That portion of the demand not met 
becomes the new demand which is to be satisfied by operating the 
remaining available reservoirs. This procedure is continually re-
peated until the demand is satisfied, or there are no reservoir s re-
maining. 
W'hen flows are routed through a reservoir, only the normal 
zones and capacities apply. Thus, even if water is below the variable 
constraint level, water may be routed through the reservoir if suffi-
cient capacity exists. Similarly, the demand array only pertains to 
making releases from storage and not to routing. It should also be 
noted that although this di s cus sion talks of routing water thr ough a 
reservoir, in reality water is released from storage at the originating 
reservoir to exactly replenish water released from the lower reser-
voir to meet downstream demands. The routing concept is a compu-
tational expedient. 
When the downstream boundary is reached, the computed flow 
is compared to the target value specified on input. 1£ the computed 
value is less than the target value, the di££erence is treated as a 
demand. Segment data are then used in the usual way. 
During the normal computation process the demand in a river 
reach or reservoir may not be met, or the downstream boundary 
target flow may not be satisfied. The unsatisfied demand or target 
flows are retained as a variable called the deficit flow on output. 
Subsequent spills may occur, which if used properly, could reduce 
or satisfy the deficit flow. However, when reservoirs are operated 
in a logical manner, this is unlikely. It should also be noted that 
there may be outflow from a reach even if there is a deficit flow since 
releases from a reservoir above the reach to elements below it may 
be specified. 
After computations for the downstr,eam boundary are completed, 
each reservoir is checked to see if the reservoir balancing option has 
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been selected. The procedure commences with the upstream boundary 
and is applied progressively in the downstream direction. If a reser-
voir is using this option, the balanced operation philosophy is applied 
to determine the portion of the normal operating zOne that is full in 
both the upstream reservoir using this option and the specified down-
stream reservoir with which it is to be balanced. If the upstream 
reservoir storage is greater, the required release to balance the reser-
voirs is computed. An attempt is then made to make the required 
release and to route and store it in the downstream reservoir. Bal-
anced conditions may not be achieved because the upstream or inter-
vening reservoirs restrict flow due to capacity restraints. 
The status of each reservoir must nOw be checked to determine 
if any uncontrolled spills are required to satisfy minimum capacity 
constraints. In addition, the status of reservoirs requesting the excess 
water option must be examined for excess water which may be allocated 
to variable exports. If the spill option is used, spills may also be 
allocated to variable exports. The computational order is illustrated 
by the flow chart of Figure 4. 
Computations commence with an upstream reservoir and proceed 
downstream through. successive reservoirs. Any water above the dam 
crest must spill. In addition, it is assumed that if water is in the 
spillway-dam crest zone at the end of the month, the required minimum 
6 daily spill must occur during each day of the month. The total volume 
for the month is then compared to the total releases made during normal 
operations (exclusive of water above the dam crest). If it exceeds the 
releases, the difference is the additional release necessary to satisfy 
the minimum flow constraint. This additional release is then compared 
to the volume of water which would lower the reservoir to the spillway 
crest level. If this volume is less than the additional release, the 
°This is obviously an approximation to reality. The actual num-
ber of days during which uncontrolled spills occur is a detail lost be-
cause the monthly time frame is too large. 
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COMPUTE EXCESS 
WATER AND ADD 
TO ANY SPILLS 
ALLOCATE • 
RELEASE. 
ROUTE 
NO 
ALLOCATE. 
RELEASE. 
ROUTE 
ANY RELEASE. ROUTE 
SPILLS LEFT ')--:.Y..=;ES~.., 10 DOWN STREAM 
? RESERVOIR 
NO 
Figure 4. Computational order for spills and excess water. 
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release is set equal to the volume. Under no circumstances will un-
controlled spills lower the reservoir below the spillway crest. 
The total uncontrolled spills are the sum of the additional release 
to satisfy minimum spills and the water above the dam crest. The 
same procedure is used when there is no water above the dam crest. 
1£ the spill option is used, the spills are allocated to variable exports, 
released from the reservoirs, and routed to the element containing 
the export. Since only a portion of the total spill may be allocated, the 
remainder is computed and saved as the spills remaining to be released. 
If the spill option is not used, the remaining spills equal the originally 
computed total. 
The program now determines if the excess water option is being 
used. If it is, the amount of excess water exclusive of any spills is 
computed and added to any remaining spills. The total is then allocated 
to the variable exports, released, and routed. Finally, the exce s s 
v"ater allocated and released is compared to the remaining spills to 
determine if all the required spills were satisfied. If they were not, 
sufficient water is released to satisfy the minimum flow constraint. When 
the excess water option is not used the additional release equals the 
remaining spills. Spills that are not allocated are routed to and stored 
in the first downstream reservoir. 
It should be noted that certain details are 10 st and replaced by 
approximations established by program assumptions whenever levels 
fluctuate between zones during a given month. Thus, transitions be-
tween the normal operating zone and the zone above the spillway crest 
or below the top of the dead storage pool produce approximate results. 
Refinement would require shorter time increments and capacity con-
straints continuous with reservoir levels. 
C amputation procedure for guality 
With river flows and reservoir releases determined, the corre-
sponding salinities can be computed. The general approach is nearly 
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identical to that used in computing flows. Computations commence 
with the first upstream boundary referenced on input and proceed down-
stream until a junction is encountered. Computations are then restarted 
at the next upstream boundary, proceeding as before until a junction is 
encountered. If each upstream branch into the junction has been entered, 
computations proceed downstream. Otherwise, another upstream bound-
ary is used in continuing the process. 
When a river reach is encountered, the net salinity effect of the 
import-exports, irrigation, and exports is computed. Only their aggre-
gate effect and not their sequence within the reach is important. For 
the import/exports either the concentration or mass of salts is speci-
fied. Irrigation effects are computed using the per acre pickup rate 
per month and the specified number of acres. Exports are diverted at 
the computed upstream inflow concentration to the reach. 
An internal sign convention is employed in which a negative aggre-
gate value denotes a removal of salt from the river while a positive 
quantity denotes salt has been added. The aggregate effect is added 
to the mas s of salts entering the upstream end of the reach to deter-
mine the salt outflow. Since the mass of salts specified on input may 
exceed the mass in the river, a negative sum may result. Clearly, 
this attempt to remove more salt than exists is an impossible situation. 
Consequently, the salt outflow is set to zero and the negative value is 
retained as a variable called delta salt on output. 
A second situation that can produce a value for delta salt arises 
when the water- outflow from the reach is zero. Since the salt outflow 
may not be zero, the outflow concentration is undefined and meaning-
less. For program purposes, it is assumed that without water there 
is no vehicle to transport the salt. The actual salt outflow is set to 
zero and the delta salt variable to the computed value. By convention, 
the program assumes these salts are lost from the river system rather 
than remaining in the river bed to be picked up by subsequent river 
flows. The corresponding outflow concentration is set to zero so that 
exports in the next reach divert no salts. 
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In either of the above cases, the delta salt value represents the 
computed salt outflow which was reset to zero because of an impos sible 
physical situation. The positive sign indicates computed salts would 
have been carried downstream if flows existed while the negative sign 
denotes an attempt to remove an excess of salt from the river. 
Inputs specify either the concentration or mas s of salts for up-
stream boundaries. This mass is routed downstream with the output 
from one element acting as input to the next. At junctions, the salinity 
outflow is equal to the sum of salt inputs. Only river reaches and 
re servoir s can contain element inputs to account for imports, exports, 
and irrigation projects. Treatment of river reaches has already been 
discussed and attention is now turned to reservoirs. 
A number of situations may arise in operating a reservoir. As 
described below, each situation requires a different method of com-
puting salinities: 
a. Normal procedure. When reservoir releases for the month 
are less than 25 percent of the total water in storage at the beginning 
of the month (bank plus surface storage) and the reservoir does not go 
dry during the month, normal procedures are followed. The concentra-
tion at the start of the month is used to compute salt removed by re-
leases and exports from the reservoir during the month. At the end 
of the month, the mass of salts stored in the reservoir is equal to the 
algebraic sum of the starting mass, export salts, downstream release 
salts, and the net effect of import/export and irrigation inputs. 1£ the 
mass is negative, it indicates an attempt to remove more salt than 
exists. The salt content is set to zero and the negative value retained 
as a delta salt. A linear mix of all salts is assumed, resulting in a 
uniform concentration of salts throughout the sur face and bank storage 
volumes. 
b. Excessive releases. When reservoir releases for the month 
are equal to or greater than 25 per cent of the total water in storage at 
the beginning of the month and the reservoir does not go dry during the 
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month, use of the initial concentration may be inappropriate. In partic-
ular, as the releases approach 100 percent of the initial content, out-
flow concentrations would be expected to show some effect of the in-
flows. To include the weight of present inflows, concentrations for 
exports and releases are based on a linear mix of the starting salt 
mas s and volume with the inflow of salt and water. At the end of the 
month the reservoir salinity is updated and checked as it is under nor-
mal procedures. 
c. Special cases of empty reservoirs. Three cases can arise 
depending on whether the reservoir is empty at the start or end of the 
month: 
(1) Reservoir empty at start and end of month. Concentrations 
for computing saH removed by exports and releases are equal 
to the inflow concentration for the month. The mass in storage 
at the end of the month is then updated according to normal 
procedures. In this case, it must be exactly zero since there 
is no water remaining as storage. If a positive or negative value 
results, the mass is set to zero and the nonzero value saved as 
the delta salt for the reservoir. 
(2) Reservoir empty at end but not at start of month. Concen-
trations for exports and releases are computed using the same 
linear mix technique employed for the case of excessive releases. 
The salt mass in sotrage at the end of the month is computed using 
methods for the normal procedure. Delta salts are defined in 
the same manner as for Case c-1 above. 
(3) Reservoir empty at start but not at end of month. In this 
case, there are no salts in storage at the start of the month. Con-
centrations used for exports and releases are those of the entering 
inflows. At the end of the month, salts are updated and checked 
exactly as they are using normal procedures. 
It shoul-d be noted that whenever a reservoir goes dry, any positive 
delta salts are assumed lost from the system. As for deficit salts in 
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a river reach, they do not remain within the reservoir until it again 
fills or flows pass through it. Evaporating water is assumed to carry 
no salts. 
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EVALUATION OF ECONOMIC IMPACTS OF SALINITY 
ON AGRICULTURAL WATER USERS IN THE 
LOWER COLORADO RIVER BASIN: APPLICATION 
OF LINEAR PROGRAMING MODELS 
by 
Alan P. Kleinman * 
A major effort to ascertain the economic impact of changes in sal-
, inity levels of the Colorado River is contained in the Colorado River 
Regional Salinity Research Project cosponsored by the Office of Water 
Research and Technology (Project B-l07-Utah). Leadership for the 
project is by Dr. Jay C. Andersen, Utah State University, and Dr. Alan 
P. Kleinman, Bureau of Reclamation. Cooperating institutions include 
the University of California, University of Arizona, Colorado State Uni-
versity, and the University of Colorado. In addition, considerable time 
contributions have been made by personnel of The Metropolitan Water 
District of Southern California (MWD). 
Research efforts are focusing on three primary water uses: agri-
cultural, municipal, and industrial. Management alternatives available 
to upper basin water users v,rtich might mitigate the salinity burden of 
the river also are being analyzed. 
Agricultural yield decrements and alternative management practices 
which might occur as salinity levels increase are being evaluated by the 
University of Arizona and the University of California. These physical 
data are then used as inputs to a linear programing profit maximization 
model, wherein the optimal farmer response to salinity change is delin-
eated. From this optimization for salinity levels from 900 to 1,400 
milligrams per liter, a damage function is defined for each impact area. 
This linear programing work is being carried out by the Bureau of Recla-
mation. The agricultural areas now being modeled are all in the lower 
* Head, Economics Sectio·n, Engineering and Research Center, USBR, 
Denver, Colorado. 
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basin: San Diego coastal area, Coachella Valley, Imperial Valley, Yuma 
area, Palo Verde Irrigation District, Colorado River Indian Reservation, 
and the Central Arizona Project (CAP) service area. 
The agricultural damage estimates will then be used in conjuction 
with the Colorado River Simulation Model. This will provide the capa-
bility to observe the major economic impact of salinity changes, as the 
simulation model is run underva:tying assumptions and conditions. Such 
economic evaluation will provide the basis both as a measure to evaluate 
salinity mitigation proposals and for negative external impacts of future 
water resource development projects as required by the Office of Manage-
ment and Budget. 
Continuing work is expected to encompass all agricultural and M&I 
users in both the upper and lower basins as well as the most promising 
salinity mitigation measures, in order to provide guidance as to the opti-
mal development pattern for handling salinity in the basin. 
Research Objectives 
The objective of this portion of the research is to make an economic 
evaluation of the impact of increasing salinity in the Colorado River on 
agriculture in the lower basin. Specifically, it is desired to project 
changes in cropping patterns, physical output for each crop, changes in 
farm management, and dollar impacts in terms of net profit. 
The Linear Programing Model 
The linear programing routine (APEX -I), utilized for analysis, is 
a program supplied by Control Data Corporation and run on the CDC 
Cyber 74/28 system of the Bureau of Reclamation in Denver. This LP 
package has sufficient capacity and flexibility to allow modeling of all 
sizes of irrigation districts. Though models of necessity are tailor-made 
for each area investigated, the work accomplished on the Imperial Irri-
gation District will be used as the example. 
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The model is designed to maximize net returns to all farmers in a 
district above variable production costs and new capital investments 
subject to resource and production constraints. Detailed enterprise 
budgets for 13 crops representative of conditions in the Imperial Irri-
gated area were used to develop the linear programing model. 
The crops used were alfalfa hay, cotton, sugar beets, sorghum, 
wheat, barley, lettuce, tomatoes, asparagus, onions, watermelon, 
carrots, and cantaloupe which account for about 90 percent of the acreage 
of the Valley. Each of these crop activities was defined on four soil types; 
very poorly drained, poorly drained, moderately well drained, and well 
drained. The combination of each crop with each soil type was then 
defined for six irrigation activities which include variations in frequency 
of water application as well as partial and full sprinkler systems. Avail-
able to each of the above combinations was a number of management 
activities. These activities were options open to the manager which he 
might employ, at a cost, in the face of rising salinity to mitigate the 
detrimental influence upon net returns. These activities include ditch 
lining, land leveling, deep plowing, tiling, special bedding practices, 
and leaching irrigations. Various combinations of crops were defined to 
allow more than one crop on each acre per year. 
The program was then run for six salinity levels from 900 to 1,400 
mg!l with the difference in the value of the objective function indicative of 
the damage associated with the salinity change. 
Model Constraints 
The number of acres available for crop production was limited to 
the available land including double cropping and excluding the historical 
pattern to fallow land. The quantity of water available for crop use had 
an upper limit as sodated with the water rights. Various categories of 
labor were constrained or simply accounted for to provide labor use infor-
mation. Fertilizer rows were utilized as well as rows for new capital 
investment. Existing management improvements were inserted as data 
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in the model such as land presently tiled. In order to restrict the 
production of high valued specialty crops, constraints were applied to 
total production of each commodity which serves as a proxy for the magni-
tude of market demand. 
Results 
The decrease in net profit available to farmers as a result of sal-
inity impacts is estimated through repeated running of the linear program-
ing model for Imperial Valley. The estimated impacts are given below: 
Irrigation District Farm Profit 
(Dollars) 
~ 
900 
1,000 
1,100 
1,200 
1,300 
1,400 
Average decrease per mg/l 
Imperial 
83,610,853 
81,704,414 
80,908,000 
79,316,828 
76,071,679 
69,527,177 
$28,167.35 
Table 1 shows a comparison of the 1974 season prices actually 
received by Imperial Valley farmers with the long-term trend prices used 
in the model. Because of the dynamic price movements experienced in 
1974, some of the prices used are significantly different than actually 
realized. 
In order to indicate the predictive ability of the model, a comparison 
of selected factors is given in Table 2. The approximation of the existing 
situation by using 900 mgtl shows a very good correlation between histor-
ical trend and model results. 
Table 3 shows on a crop by crop basis comparison between actual 
data and model results for yields, acres, and production. 
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Table 1. Price Comparisons ($/Ton). 
1974 
Crop Season 
Asparagus 888 
Cantaloupe 222 
Carrots 94 
Alfalfa 62 
Tomatoes 192 
Watermelon 108 
Barley 120 
Wheat 130 
Sugar Beets 51 
Lettuce 88 
Onions 106 
Sorghum 128 
Cotton (lb) .50 
Table 2. Selected factor comparison historic and LP 
Model 900 mg 11. 
Factor Historic 
---
Water use - acre-feet 2,838,558 
Total acres in crops 384,530 
Acres double - cropped 122,698 
Gross output in dollars 284, 242,000 
Acres tiled 288,325 
Sprinkler to establish stand 56,600 
Full time sprinkler system 0 
Fallow land 28,675 
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LP Model 
917 
196 
171 
56 
387 
88 
118 
137 
24 
137 
166 
112 
.49 
LP Model 
2,692,167 
384,530 
122,698 
296,822,804 
288,325 
69, 973 
0 
28, 675 
Table 3. Comparison of actual conditions for Imperial Valley in 1974 with 
Solution at 900 mg 11. 
Historic Confidence Model Historic Model Ristoric 1974 1974 1974 
CreE! Yield Interval Production Production Acres Acres Yield Production Acre 
Asparagus 1.53 tons :,:.16 4.533 6,568 2,963 '11,170 1.63 7,500 4,GOO 
:':,2,035 
Alfalfa 7.45 tons .:!:..33 1,072,288 1,203,934 150,726 176,051 9.00 1,08~,OOO 121,000 
.:!:.131,646 
Watermelon 9.80 tons .:!:.1.42 29,846 25,777 3,046 3,192 7.25 29,000 4,000 
!.4,O68 
Tomato 7.68 tons :,:2.85 19,018 ~6,951 2,529 2,401 12.93 ~8,800 3,000 
±,2,068 
Onion 13.70 tons :,:2,.41 61,752 64,846 5,967 4,231 12.00 36,000 3,000 
!.,16,906 
N 
carrot 14.00 tons :,:3.42 67,254 56,462 4,804 4,657 18.86 111,300 5,900 N 
N :,:10,792 
Cantaloupe 5.88 tons .:!:..59 77,504 61.866 14,028 10,567 7.53 62,500 8,300 
.:!:.15,638 
Sugar Beets 22.00 tons :,:3.36 1,459,281 1,615,143 66,331 69,193 26.80 1,742,000 65,000 
,:t155,862 
Sorghum 2.25 tons .:!:..27 91,101 100,934 67,736 50,417 ~.30 74,000 32,000 
:,:14,048 
Barley 1.90 tons :,:.21 52,606 95,500' 27,687 51,766 2.14 12,000 5,600 
.:!:.42,89~ 
Wheat 2.14 tons .:!:..29 131,182 125,191' 61,300 51,477 2.53 263,000 104,000 
.:!:.80,945 
Cotton 2.43 tons 
.:t. 8O 100,182 74,722 41,199 36,625 2.38 215,800 . 87,000 
.!.25,460 
Lettuce 10.83 tons ,!l.Ol 6,411,159 515,815 59,202 42,771 11.65 571,000 49,000 
.:!:.125.345 
The results of all model runs are then used to define a damage 
function to be used in conjunction with the Colorado River Simulation 
Model at the node_for Imperial Dam. Alternative functional forms are 
shown in Table 4 and the data are shown graphically in Figure 1. As can 
be seen, the quadratic form provides a close approximation of the data 
generated by the model runs but deviates rather widely outside of the 
range of the data. 
Similar functions have been generated for major areas of agriculture 
and M&I water use. Upon completion, these models will provide, at a 
very low cost, information relative to the economic impact of any number 
of alternative operating, management, and structural policies v;h ich we 
may wish to evaluate in order to provide guidance for the "best" solu-
tions to the salinity problems of the Colorado River. 
Table 4. Agricultural damage function estimates Imperial Valley 
(1,000' s of Dollars). 
Model Linear Quadratic 
1,000 1,906 267 2, 145 
1, 100 2,702 3,186 2,246 
1,200 4,294 6, 105 4,226 
1, 300 7,539 9,024 8,085 
1,400 14,084 11,943 13,822 
Estimated by the equation: D::= a + bx where a:= -28,925,121 and 
b = 29,192; r2 .87 
.l:/ Estimated by the equation: D = a + bx + cx2 where a:= 104,465, 155, 
b 196,257, and c:= 93.94; r2:= .96 
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Figure 1. Imperial Valley Damage Function 
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AUTOMA TIC GENERATION CONTROL 
by 
Larry R. Ruggles* 
This paper describes in general the generation and marketing of 
power ,from the United States Bureau of Reclamation (USBR), Colorado 
River Storage Project (CRSP), with emphasis on the present Automatic 
Generation Control (AGC). The AGC program is in a General Electric 
4l2B Computer located at the Power Operations Office, which is in 
Montrose, Colorado. 
The Colorado River Storage Project has hydro-electric generator 
units on the Colorado, Gunnison, and Green Rivers and the AGC extends 
into five states. Each unit is controllable by the AGC which transmits 
raise or lower pulses to increase or decrease turbine gate openings 
which regulate the level of power being generated. 
The Power System Dispatcher at Montrose selects the unit and 
enters into the computer the mode of generation as "AUTOMATIC," 
"MANUAL," or "OFF." In the Automatic Mode the unit participates 
in control area regulation. In Manual Mode the unit is base loaded at 
some base point determined by the dispatcher. The unit level may be 
changed by entering a new base point into the computer. In the Off 
Mode no control pulses are transmitted to the unit. 
The CRSP Control Area extends' into five states with generating 
capacity far in excess of the load within the control area; hence, most 
of the power is exported to customers outside the control area. Power 
scheduled to these customers is usually finalized prior to each hour and 
then the computer, through the AGe program, maintains proper genera-
tioJl to fulfill the schedules. The total generation equals the sum of the 
*United States Bureau of Reclamation. 
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internal load and losses within the control area, plus the sum oE the 
power scheduled to all customers outside the control area. The com-
puter controls to a deviation known as Area Requirements. 
To perform the AGC function, the computer needs to obtain 
several quantities of information about the control area. 
Area Requirements 
AR PSI - PAl + 10*B* (SF-AF) 
AR - Control Area Requirement (positive AR indicates under-
generation) 
PSI - Power Scheduled Interchange (sum of all schedules) 
PAl - Power Actual Interchange (sum of all control ties) 
B - Control Area Bias Factor in MW per tenth Hertz 
SF - Scheduled Frequency (normally 60 Hz) 
AF - Actual Frequency 
Total Generation Desired (Units in Automatic Mode) 
TGD = TGA + AR 
TGD - Total Generation Desired 
TGA - Total Generation Actual 
AR - Area Requirement 
Participation Factor (Units in Automatic Mode) 
PFeil 
(1) 
PF 
NR 
SNR 
NR(i) 
SNR 
- Unit Index 
- Participation Factor 
- Nameplate Rating oE Unit 
- Sum oE all Units Nameplate Rating 
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Unit Generation Desired (Units in Automatic Mode) 
UGD(i) PF(i) * TGD 
UGD(i) - Unit Generation Desired 
PF(i) - Participation Factor for Unit (il 
TGD - Total Generation Desired 
Unit Control Error (Units in Automatic Model 
UCE(i) UGD(i) - UGA(i) 
UCE(iJ - Unit Control Error 
UGD(i) - Unit Generation Desired 
UGA (i)- Unit Generation Actual 
AGC looks at each unit's control error, then determines the 
number of raise or lower pulses required to reduce each unit's control 
error to zero. AGC then transmits the pulse s to the units. 
Many factors directly or indirectly cause the Area Requirement 
to fluctuate constantly, and the function of AGC is to keep the Area 
Requirement to a minimum by adjusting generation tomeet system 
requirements. The AGC function is repeated every four seconds as 
presently set and is variable from two to six seconds. 
The control tie quantities, system frequency, and generator 
quantities are received over a microwave system and most are analog 
quantities. The raise and lower pulses are transmitted over the same 
microwave system. 
Example of AGC Function 
4 Units in Manual Mode at 100 MW each 
2 Units in Automatic Mode 
Internal Loads and Los se s ~ 50 MW 
Automatice Unit # 1 - Nameplate Rating (NR 
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150 MW) 
Automatic Unit H2 - Nameplate Fating (NR 75 MW) 
PSI = 500 MW 
PAl 470 MW 
B 20 
SF 60 Hz 
AF 60 Hz 
TGA 150 MW (Units in Automatic Mode Only) 
Unit #1 = 100 MW 
Unit #2 = 50 MW 
AR = PSI - PAl + 10 * B ~, (SF-AF) 
AR 500 - 470 + 10 * 20 * (60,0 - 60.0) 
AR 500 470 + 0 = +30 MW 
TGD 
TGD 
PF(i) 
TGA + AR 
150 + 30 = 180 MW 
NR(i) 
SNR 
PF 1 225 = .667 
UGD(i) = PF(i) * TGD 
UGD I .667 * 180 = 120 MW 
UGD2 .333 * 180 = 60 MW 
UCE(i) UGD(i) - UGA(i) 
UCE 1 120 - 100 = +20 MW 
U 60 - 50 = +10 MW 
PF 2 225 .333 
At this point the AGC program would determine the number of 
raise pulse s needed to increase each unit generation sufficient! y to re-
duce their respective Unit Control Error (UCE) to zero. 
There exists a correlation between water flow and generation of 
power for each unit. Therefore, one can determine fairly accurately how 
much water has been released per power generated or at what level to 
generate to obtain the desired water releases. 
One area of improvement in AGC is to use digital telemetering of 
control tie and generation quantitites. The CRSP existing analog tele-
met~ring has a maximum of 2 percent error at full scale. CRSP is pres-
ently investigating digital telemetering. 
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MODELS APPLIED TO SALINITY PROJECTION 
by 
Ernest M. Weber, Christopher S. Donabedian 
and Merlin B. Tostrud* 
The Colorado River Basin covers an area of 242,000 square miles, 
approximately one-twelfth of the conterminous United States, and 2,000 
square miles in Mexico. It extends 1,400 miles from the Continental 
Divide in the Rocky Mountains to the Gulf of California. 
The Colorado River Basin has a population of about 2.25 million 
and, through export projects, its water provides either full or supple-
mental supplies to an additional 12 million persons in the Southern 
California, Denver, Salt Lake City, Cheyenne, and Albuquerque areas. 
With the completion of the Central Arizona Proje ct now under way, the 
Phoenix and Tucson areas will also be served from the lower mainstem. 
Within the basin the regional economy is based on irrigated agri-
culture, mming, forestry. manufacturing, oil and gas production, and 
tourism. Approximately 2.4 million acres are irrigated within the 
basin, and hundreds of thousands more acres are also irrigated with 
water exported from the basin. In Mexico, about one-half million per-
sons and 425, 000 irrigated acres are served with Colorado River water. 
Historically, the river, from both natural causes and man's ac-
tivities, has carried a large dissolved mineral load resulting in salinity 
concentrations higher than thos,e for most other major rivers. 
Salinity concentrations increase throughout the length of the river. 
This increase is the result of two basic processes - salt loading and salt 
concentrating. Salt loading, which is the addition of mineral salts by 
both natural and man-made sources, increases the salinity concentration 
by increasing the total salt load carried by the river. Salt concentrating 
is the result of evapotranspiration or the diversion of water from the 
teEngineering Geologist, Colorado River Board of California;, 
Hydraulic Engineer, Colorado River Board of California; Civil Engineer, 
Colorado River Board of California; respectively. 
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river, which causes a concentration of the salt load in a lesser volume 
of water. 
In the mid 1960's the concern over the quality of the nation's water 
supply brought forth new legislation covering water quality. 
The Environmental Protection Agency has interpreted Public Law 
92-500, "Federal Water Quality Control Act Amendments of 1972" as 
requiring the establishment of nu:merical salinity criteria for the Colorado 
River. Consequently EPA has promulgated regulations that set forth 
the salinity control policy, procedures, and requirements for establish-
ing water quality standards for salinity in the basin. In essence the 
regulation's policy is that the flow weighted average annual salinity in 
the lower mainstem of the Colorado River must be maintained at or below 
the average level found in 1972. Nu:meric criteria are to be adopted, 
along with a plan of implementation to achieve compliance with the 
criteria. The salinity problem is to be treated as a basin-wide prob-
lem that needs to be solved to :maintain lower main stem salinity at or 
below 1972 levels while the basin states continue to develop their com-
pact apportioned waters. 
The basin states in response to EPA's requirements, and in con-
sideration of several other questions that were generated relative to 
certain sections of PL 92-500, for:med the "Colorado River Basin 
Salinity Control Forum." The forum consists of representatives of 
water develop:ment and water quality control agencies. A work group 
was appointed by the foru:m to develop the numeric criteria and a plan 
of implementation of control :measures to meet the criteria. The major 
part of the work group's activity was the future salinity projections 
:made through the use of a river network model. Myron Holburt, Chief 
Engineer of the Colorado River Board is a member of the work group 
and Ernest Weber is his alternate. The salinity projections were made 
by Weber, Donabedian, and Tostrud for the work group. This is a re-
port on how the projections were :made. 
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River Network Model 
A series of salt routing studies were conducted to provide estimates 
of future salinity levels at selected points in the basin under different 
assumptions as to both the available water supply and future water use. 
The studies were designed to provide estimates of salinity conditions 
with and without salinity control measures during the period 1974 through 
1990. 
The river network model developed by Richard W. Ribbens, of the 
Bureau of Reclamation-Engineering and Research Center was used. Basi-
cally the model is an accounting system with only limited simulation 
capabilities. River flow and salinity are routed through the river system 
using a time frame of one month. 
Total dissolved solids (TDS) are used as the quality parameter. 
Since mass balance concepts are used, such items as chemical precipi-
tation, dissolution and reactions of individual constituents are not con-
sidered but are included by appropriate inputs. 
The reservoirs in the system may be operated in a number of ways 
and may be considered individually or conjunctively. 
Program input includes the system configuration (network), res-
ervoir characteristics, storage conditions, evaporation rates, operat-
ing criteria, upstream and downstream boundary values, and water use 
options. Various types of output from the program can be selected, .in-
cluding printed and cathode ray tube plots at various river locations and 
reservoirs. In addition, initial input data, detailed monthly results and 
summaries, as well as simple statistics, can be printed. 
For this study, all known natural and existing man-made water 
use and salt loadings were identified for the river reach extending from 
Lake Powell to Imperial Dam. No attempt was made to model the river 
system above Lake Powell. Identification of individual uses and salt 
sources in the Upper Basin are not required for a study of their impact 
on salinity in the lower mainstem. Consequently, only the sum of the 
individual uses and salt loading were used. 
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The river below Lake Powell was divided into distinct reaches to 
deternline future salinity levels. Estimates of future water use and salt 
loading for each appropriate reach of the river below Lake Powell and 
the accumulative effect above Powell were superimposed upon historic 
conditions for each year of the study. The changes were routed down-
stream with the accumulated impact reflected at downstream stations. 
The studies were made on a monthly basis using a range of water supply 
conditions and future depletion rates. 
Input - Assumptions and Estimates 
Operating criteria 
"Criteria for Coordinated Long-Range Operation of Colorado River 
Reservoirs"(l), governs operation of basin reservoirs. A great deal of 
judgment is required to implement the criteria, as many factors must 
be considered, including environmental. 
Because of the difficulty of trying to model these factors, only two 
main criteria were used in the study: 
1. The first criteria requires a minimum yearly release of 8.23 
million acre-feet from Glen Canyon Dam. 
2. The second criteria calls for equalization of storage in Lakes 
Mead and Powell unless Lake Powell storage must be drawn below Lake 
Mead's in order to achieve the first criteria. 
Mixing in reservoirs 
For this study, the assumption was made that any salt or water 
entering a reservoir was instantaneously mixed with water already there. 
1hus, water anywhere in a reservoir was always of the same quality. 
Such was the assumption used by Ribbens (2) when he developed the 
model used in the study. 
In a recent report by hendrick (3) it was shown that a complete 
mixing model gave results equal to, or better than, any other model 
tested. Retention time in Hendrick's study was longer than a year, as 
it is with Lakes Mead and Powell. 
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Storage conditions 
Reservoir parameters had to be set for model execution. In the 
study only Lake Powell and Lake Mead were modeled. The combined 
capacity of these reservoirs is about 85 percent of the basin's total 
usable capacity. 
Area-capacity curves and monthly evaporation rates were used by 
the program to compute monthly evaporation from Lakes Mead and 
Powell. 
It was assumed that water would not be drawn below the elevation 
at which power could no longer be produced. This was a capacity of 
about 12.4 maf in Lake Mead, and 6. 1 maf in Lake Powell. 
Beginning conditions for the two reservoirs consisted of the aver-
age salinity concentration of water in storage during calendar year 1973, 
and the volume of water in storage at the end of calendar year 1973. 
Two other Lower Basin reservoirs, Lakes Havasu and Mohave are 
used, respectively, as a pumping forebay, and as a regulating facility 
to even out the fluctuating hourly releases made from Hoover power-
plant upstream. Storage in these two reservoirs is relatively small and 
fluctuates .very little from IIlonth to month. Consequently, these reser-
voirs were treated as river reaches. 
The basin reservoirs above Lake Powell were not included since 
no attempt was made to model the system above Lake Powell. However, 
a yearly consumptive use of 110,000 acre-feet was depleted from Upper 
Basin supply to cover estimated evaporation loss from the reservoirs 
in that portion. 
Water supply 
To evaluate future possible salinity levels a number of water 
supply conditions were considered. Five water supply conditions were 
employed--a virgin flow of 12, 13, 14, 15, and 16 million acre-feet 
per year at Lee Ferry, Arizona. (The 1896-1974 average annual virgin 
flow is 14.9 million acre-feet. ) 
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After reviewing historic hydrologic conditions, it was decided that 
within the time frame of this study, the next 15 years, this range of flows 
would most likely encompass the actual future flow. 
Since it was necessary to develop average annual salinity projec-
tions to develop a plan for salinity control, no attempt was made to use 
a series of historic virgin flows or synthetic hydrology to predict future 
salinity. Because of the need for average values, basically the same 
end was achieved by using a constant water supply through each year of 
the study. 
It should also be noted that the erratic flows of the Colorado River 
have been regulated by the construction of large volume reservoirs 
storage which is currently at 75 percent of full capacity. This reser-
voir system will dampen the variation in both the annual flow and salinity 
in the lower mainstem. 
Water use 
Predicting future water use under any set of circumstances is 
difficult. Within the Colorado River Basin, several factors made pre-
dicting even more difficult: 
1. Over two-thirds of the river's supply is being consumed now, 
and competition for the remaining supply is keen. 
2. There is keen competition as to what projects will be built in 
the future and when they will be built. 
3. A significant portion of the unused supply will most likely be 
used to develop the basin's vast energy supply. 
A number of different figures for total 1973 use were available 
from a number of different agencies. Following consultation with each 
of the basin states a base year value was determined for each state by 
category of use. (The term "use" means water consumed in a process.) 
There were three recent studies available which predicted future 
water use in the basin. 
There predictions were made by the Colorado River Board of 
California, the Pacific Southwest Interagency Committee, and the 
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U. S. Bureau of Reclamation. In addition, each state made an estimate 
of its own future water needs. 
Originally the plan was to use one future depletion schedule for 
input to the modeL However, it was apparent that agreement could not 
be reached by the basin states on just one schedule of depletions because 
each state had its own view concerning future development. Consequentl: 
a range of future water use was developed, consisting of three possible 
rates of depletion: low, moderate, and high. Utilizing a range of deple-
tion rates allows for greater flexibility in the study and indicates the 
extremes that could be encountered. The range encompassed all esti-
mates from prior studies and the state estimates. Future depletions 
used as model input were estimated by a sub~ommittee of the work group 
consisting of a representative from the Upper and Lower Basin. 
The depletion estimates were made on a project by project basis, 
some 150 projects and uses in all, as a required input item to the modeL 
For presentation in this paper, the estimates were grouped by category 
of use. 
The 1973 base year uses as well as the future increase in use over 
the 1973 base, by category, are shown in Table 1, and the total use is 
summarized in Figure l. 
Agriculture is predicted to use a major portion of pre sently unused 
water in the river system. Most of the agricultural water will be con-
sumed by two projects: the Central Arizona Project and the Navajo 
Indian Irrigation Project. These two projects are under construction. 
Total export out of the basin is expected to be reduced. Some new 
exports will be taking place, but these will be more than offset by 
California's reduction in diver sions. 
There are only about 75,000 acre-feet of water being consumed 
at present for coal development, which includes coal-fired electrical 
power generation. By 1990, the amount is expected to increase to 
480,000 acre-feet. 
Oil shale development for which only miniscule amounts of water 
are presently being used, will jump to 130,000 acre-feet of use by 1990. 
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Table 1. 1973 Water use and estimated increase in use over 1973 base, Colorado River Basin. (Thousands 
of acre-feet per year.) 
YEAR 
1973 YEAR 1980 YEAR 1985 YEAR 1990 
Category of Uses Low Mod- High Low Mod- High Low Mod- High 
erate erate erate 
UPPER COLORADO RIVER BASIN 
(Depletions) 
Out of Basin Exports 651 170 ZZO 375 250 420 535 355 550 610 
In Basin Agricultural Use 2,175 100 135 250 170 315 500 310 465 ~35 
In Basin Coal Development 
(Including electrical power 
generation) 59 160 190 305 230 325 395 330 375 685 
N In Ba sin Oil Shale 0 15 20 65 25 65 80 105 130 225 
"" 0' Other In Basin Uses (Fish &: 
Wildlife &: other M&:l Uses) 91 5 35 50 35 75 105 35 100 135 
Total Upper Colorado River Basin 2,976 450 600 1,045 710 1,200 1,615 1, 135 1,620 2,490 
LOWER COLORADO RIVER BASIN 
(Diversions less returns) 
Out of Basin Exp orts 4,538 -500 -450 -300 -300 -240 -100 -810 -810 -810 
In Basin Agricultural Use 1,461 80 125 170 195 500 1,610 1,570 1,570 1,575 
In Basin Coal Development 
(Electric power generation) 15 20 20 25 20 25 25 30 30 35 
In Basin Oil Shale 0 0 0 0 0 0 0 0 0 0 
Other In Basin M&:I Uses 90 70 95 120 180 385 440 480 -495 510 
In Ba sin Fish &: Wildlife &: 
Recreation Uses 39 0 20 45 0 25 50 50 50 50 
Total Lower Colorado River Basin 6,143 -330 -190 60 95 695 2,.025 1,320 1,335 1,360 
14-
1973 
, I 
, , 
.-~ 
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! 
Figure 1. Projected water use from Colorado River--excluding all main-
stream losses and deliveries to Mexico. 
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1990 
Other in-basin uses include water for recreation, fish and wild-
life, and municipal and industrial needs not associated directly with any 
of the other major uses. M &: I water for Central Arizona Project is an 
example of such use. 
The water use projections used in the salt routing studies, repre-
sent, what are thought to be the best available information at this time. 
Upper Basin 
The annual average inflow of salt to Lake Powell under 1973 con-
ditions of development for the five average annual virgin flow levels con-
sidered in the analysis was estimated in the following manner. 
A relationship between flow and salt load at Lee Ferry was estab-
lished using records for the 24-year period 1929, (when water quality 
measurements began), through 1962, just prior to closure of Glen 
Canyon Dam. During this period, the relationship between annual stream-
flows and annual salt loads was nearly stable, as indicated by a USGS 
study (4). 
The relationship between flow and salt load was established by 
means of a least squares plot.' Both linear and parabolic plots were 
tried, and the linear plot was thought to represent the best fit. The 
least squares equation derived for the plot was found to be S = 2,989, 000 + 
O. 4856F where S is the annual salt load in tons and F the annual depleted 
flow in acre feet. 
Because considerable development has occurred in the Upper 
Basin since 1962, salt load amounts obtained from the above relation-
ship had to be adjusted to reflect the impact of those developments. 
The USBR (5) has estimated what the salt load into Lake Powell would 
have been for the 1941 through 1970 period if the 1970 level of develop-
ment had prevailed throughout the entire period. USBR',s estimated 
average annual salt load exceeded the amount derived from the above 
equation by about 350, 000 tons for an average annual depleted flow of 
10,812, 000 acre-feet. This difference was attributed to the increased 
level of Upper Basin development that has occurred during the period 
1962 to 1970. 
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It was assumed that this difference would be the same for the 
range of virgin flows considered in this study. Also, because conditions 
of development in 1973 were not significantly different from those in 
1970, it was further assumed that the difference in salt load would also 
be the same for the period 1962 through 1973. Thus, the values obtainec 
from the relationship equation were adjusted by adding 350, 000 tons to 
the left of the equation which then became S 3,339,000 + 0.4856F. 
Using the adjusted equation, the inflow of salt to Lake Powell 
under 1973 conditions of development was estimated for the five average 
annual virgin flow levels as shown in Table 2. 
Table 2. Estimated average annual inflow of salt to Lake Powell under 
1973 conditions of development. 
Virgin Flow Depleted Flow Salt Load 
(1000 Acre-Feet) (1000 Acre-Feet) (1000 Tons) 
16,000 12,914 9,610 
15,000 11,914 9, 120 
14,000 10,914 8,640 
13,000 9,914 8,150 
12,000 8,914 7,670 
Lower Basin 
Little of the tributary inflow of water and salt between Lee Ferry 
and Hoover Dam is measured. Consequently, the estimate was based 
on a study made by the USBR (5). The USBR, using the 3D-year period 
1941 through 1970, has estimated that the average annual net tributary 
inflow of water (excluding evaporation losses in Lake Mead) between 
the two points under 1970 conditions of development is 709,000 acre-
feet and the corresponding net salt gain is 1,904,000 tons. 
The USBR's estimates, after verification by an independent 
analysis made by the Colorado River Board, were used in this study for 
the 14,000,000 acre-foot/year virgin flow level of supply at Lee Ferry., 
Tributary inflow for the four remaining levels of virgin supply were 
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estimated assuming that the tributary inflow of water and salt varied 
directly as the virgin flow. These estimates are shown on Table 3. 
lable 3. Average annual net tributary inflow of water and salt between 
Lee Ferry and Hoover Dam. a 
Tributary Inflow Tributary Inflow 
Virgin Flow of Water of Salt 
(1000 Acre Feet) (1000 Acre-Feet) (1000 tons) 
16,000 810 2,176 
15,000 760 2,040 
14,000 709 1,904 
13,000 658 1,768 
12,000 608 1,632 
aInc1udes stream losses but does not include evaporation losses 
in Lake Mead. 
Inflow-outflow conditions below Hoover Dam require a more deli-
cate balance than above that point. Under present conditions, a change 
in flow of 100,000 af (other conditions being the same) produces a 15 mg/l 
change in salinity at Imperial Dam. A change in salt loading of 100,000 
tons produces a 12 mg/l change at Imperial. 
Because the stretch of river from Hoover Dam to Imperial Dam is 
so sensitive, losses or gains of salt and water were analyzed very care-
fully. Most studies done on this stretch have used the mass-balance 
method. Unfortunately, losses determined by this method are within 
the ±5 percent flow gaging accuracy that can be expected at Hoover Dam. 
As a result, the estimates are in considerable variance. Each of the 
studies conducted on this subject was considered and the decision was 
made to take a weighted average of them. More weight was placed on 
recent studies by Ribbens and Wilson (5) of the USBR and by the USGS. (4) 
The resulting numbers used inthe analysis are: 
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Reach 
Hoover DaIn to Parker DaIn 
Parker DaIn to IInperial DaIn 
Net Losses of Sources Other than 
Diversions by PVID, CRIR or MWD-SC* 
Water (af) 
300,000 
250,000 
Salt (tons) 
320,000 
o 
*Palo Verde Irrigation District, Colorado River Indian Reservation, and 
Metropolitan Water District of Southern California. 
Included in these figures are tributary inflow, InainstreaIn evapora-
tion, phreatophyte consUlTIption, and Ininor Inan-Inade uses along the river 
as of 1973. 
Upper Basin 
The total salt load now contributed by sources in the Upper Basin 
is included in the salt load entering Lake Powell under 1973 conditions 
of developInent. Because this quantity of salt is an input iteIn to the 
Inodel, it was necessary to estiInate only future changes in salt loads 
as regards the Upper Basin. The were then superiInposed on 
the salt load entering Lake Powell under 1973 conditions. 
The salt load per acre contributed by future irrigation projects 
was assuIned to be siIni1ar to the salt load contributed by lands now 
under irrigation near each proposed project. InforInation on present 
salt pick-up rates was obtained froIn a study conducted by the Environ-
Inental F'rotection Agency. (6) For the proposed Upper Basin projects 
included in this study, estiInated salt pick-up rates ranged froIn a low 
of 0.3 ton per acre to 3.5 tons per acre. 
It was anticipated that Inost future Upper Basin industrial devel-
opInent will be devoted to the oil shale, coal gasification, and electric 
power gene:r:ation industries. It was assuIned that these industries, 
together with their associated Inunicipal uses, will consuInptively use 
all the water diverted and will dispose of their wastes in such a Inanner 
as would preclude the return of any salts to the river. Consequently, 
the net effect on the salt load entering Lake Powell would be a reduction 
equal to that contained in the water used. The quantity of salt reInoved 
fro In the systeIn was deterInined by choosing a Inost probable source 
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of water for each future project and assuming that the present concen-
tration of each source would remain roughly unchanged during the per 
iod of study. Then a weighted average for each of the three industries 
was computed. The weighted average salt removal rates in tons per 
acre-foot of water diverted amounted to 0.51 for the oil shale industry, 
0.35 for coal gasification, and 0.47 for electric power generation. 
Transmountain diversions export water out of the basin for use 
elsewhere and, consequently, remove salt from the system. The rate 
of salt removal by each project was determined by assuming that the 
present salt concentration of each diversion point would remain roughly 
unchanged during the study period. Salt removal rates varied from 
0.06 to 0.19 ton per acre-foot. 
Lower Basin 
A salt pick-up rate of 0.5 ton per acre was used for all irrigated 
areas in the Lower Basin. This pick-up rate was based on information 
developed by the Environmental Protection Agency (6). 
Present and projected urban water uses in the Lower Basin are 
very small when compared with other uses. Consequently, the salt load 
from this source is also small. It was estimated that urban uses con-
tribute about 0.5 ton of salt per acre-foot water diverted. This estimate 
was based on a brief analysis of the City of Needles, assuming 0.07 ton 
per capita salt pick-up plus an arbitrary increase based on the fact that 
the waste water, with its salt load, infiltrates and picks up additional 
salts on its way back to the river. 
The amount of salt removed by water exported out of the Lower 
Basin, such as diversions by the Metropolitan Water District, is not a 
model input. The amount of salt for each export item is computed and 
accounted for internally by the model. 
To comply with the proposed numeric salinity c.riteria, the 
forum work group considered a number of salinity control measures 
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that could be implemented to reduce the salt load of the river and to 
minimize future increases in loading. The salinity control measures 
consist of: (1) no salt return for electrical generation, coal develop-
ment, coal gasification and oil shale industries; (2) construction of 16 
Eederal salinity control projects specified in PL 93-320 (the 
"Colorado River Salinity Control Act!!); and (3) reformulation of three 
authorized Upper Basin water development projects. 
A schedule for implementation of salinity control measures was 
determined. The control of industrial salt return was based on the water 
use projections. The schedule for construction of the 16 salinity con-
trol projects and for reformulation was obtained from a preliminary 
schedule of the Bureau of Reclamation. The estimated salt removed in 
1990, listed by category of salinity control measures is: 
Control Measure Salt Removed (1000's Tons) 
Moderate High 
No industrial salt return 278 444 673 
E our authorized salinity 
control projects 514 514 514 
lwelve future control 
projects 1,130 1, 130 1,130 
Froject reformulation 121 121 121 
lotal 2,043 2,209 2,438 
Results of Salt Routing Studies 
As has been described, there are over 150 projects that will 
affect future salinity of the river. It was decided, almost from the 
outset of the study, that effects of each individual project on salinity 
at a number of points under different flow conditions could not be studied. 
Condensation was necessary. As was described earlier, five different 
Lee Ferry virgin flow conditions (12 maf to 16 maf) were analyzed. 
It was decided to have the computer print salinity calculations for 
five points along the river. In this section, results are presented for 
only two of those points--Hoover Darn and Imperial Darn. 
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The first step in determining the effects of salinity control proj-
ects was to estimate future salinities without any control projects what-
soever. This is in the top line of Figures 2 to 9. Therefore, 
15 computer runs were made with no salinity control projects as a base 
condition, using the combinations of 5 virgin water supplies and 3 deple-
tion rates. 
Next, studies were run in which salt from industrial projects was 
not returned. Salt within water removed for power plant cooling, coal 
gasification plants, and oil shale development was not returned to the 
river. It was assumed such devices as evaporation ponds would effec 
tively retain all salt. The results of these studies are presented in the 
second line down on Figures 2 to 9. 
In the next set of studies, salt removed by the four authorized 
salinity control projects as identified in PL 93-320 in addition to the 
salt of industrial projects, was taken out. The results of these studies 
are shown in the third line down on Figures 2 to 9. Thus, the difference 
between lines two and three reflects the effects of the four authorized 
salinity control projects. 
In a like manner, effects of the 12 additional salinity control proj-
ects were determined. These projects are under investigation, but have 
not, as yet, been authorized. Such a project is Glenwood-Dotsero Springs 
Unit in Colorado which could remove 200,000 tons of salt per year. Re-
sults of computer runs with salt from industrial projects and the 16 
salinity control projects removed are shown in the bottom line of Figures 
2 to 9. 
A small reduction in salinity is anticipated by making changes in 
three authorized Bureau of Reclamation projects in the Upper Basin. 
The proposed changes include a shift from agriculture to M & I water 
use along with changes in areas of proposed irrigation to less saline 
soils. The effects of such changes, referred to as "project reformula-
tion, " were also analyzeQ. however, because their effects were small, 
a complete set of computer runs was not executed. The analysis was 
limited to only one supply and depletion estimate (15 mat' with a mod-
erate depletion rate), and estimates were made for the other supply 
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Figure 2. Projected salinity at Hoover DaIll. 
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Control Projects 
Project Reformulation 
and depletion schedules. A hash mark below the bottom line of Figures 
2 to 9 shows the effect of "project reformulation. II 
The bottom line of Figures 2 to 9 (which may be lowered slightly 
to account for "project reformulation ll ) represents expected salinity con-
centrations if all the salinity control projects are developed on the time 
schedule anticipated, and all other study assumptions are met. 
Actual 1974 salinity concentrations were used as the starting points 
in plotting Figures 2 to 9. The curves were then constructed by super-
imposing annual salinity change s computed by the model on 1974 salinity 
values. The 1972 flow-weighted salinity concentrations, which are the 
numeric criteria are plotted on the figures as a point of reference. 
In addition to the above described runs a number of runs were 
made to study other aspects of activities effecting the river's salinity. 
Gf particular interest was the impact of each of the categories of con-
trol at four key stations; Lee Ferry, Hoover, Parker, and Imperial 
Dams. 
Each of the industrial activities- -power plant cooling, oil shale 
and coal gasification--were evaluated in separate model runs. Table 
4 shows the reduction in projected salinity due to the categories of con-
trolmeasures. The values will differ depending on the depletion rate 
and supply schedule used. 
The impact on salinity of projected depletions for fish and wildlife 
enhancement was also tested. In making this run it was assumed that 
water not depleted for this purpose would remain in the river and not 
be allocated for other uses. It was found that the increased water use 
for enhancement, under a 15 million acre-foot supply and a moderate 
depletion rate, would increase salinity at Imperial Dam by 7 mg/l by 
1990. 
The model was used to answer several questions not dt'rectly 
related to predicting future salinities. One such question concerned 
the lag time between effects of a project at Lake Powell and effects of 
the same project at Imperial Dam. It was known that reservoir mixing 
and retention would cause a lag. But for how long'? Special runs were 
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Table 4. Projected reduction in salinity due to salinity control measures. a 
Control Measures 
Fower Plant Cooling 
(Incl. attendant coal 
devep. ) 
Coal Gasification 
Industry 
Cil Shale Industry 
Subtotal 
Four Authorized Projects 
12 Additional Projects 
Subtotal 
Totals 
(in mg/l) 
15 maf/yr Supply--Moderate Depletion Rate 
Year 1990 
Lee Ferry 
(Concentration) 
6 
1 
5 
12 
26 
59 
85 
4 
101 
Below 
Hoover Darn 
(Concentration) 
4 
3 
-
8 
32 
49 
81 
2 
91 
Below 
Parker Dam 
(Concentration) 
6 
11 
33 
51 
84 
96 
Impe rial Darn 
(Concentration) 
18 
23 
39 
64 
103 
128 
aConcentration reduction reflects dilution within system reservoirs, variations in completion dates 
of control measures, and salt 'removed with out-of-basin diversions and non-return uses. 
made in which 500,000, 750,000 and 1 million tons of salt were re-
moved from the Upper Basin starting in 1976. To determine the lag, 
these runs were compared to a bas'e run in which no salt was removed. 
By so doing, it was found that an equal percentage change in concentra-
tion occurred at Imperial Dam about three years after it occurred at 
Lake Powell. In addition, this series of runs demonstrated that the 
effect of salt removal from the Upper Basin on Lower Basin salinity 
amounts to 0.09 mg/l per 1000 tons of salt at Imperial Dam in 1990. 
By anal yzing all of the compute r runs it was po s sible to determine 
which sets of conditions would meet the numeric salinity criteria. Annua 
a verage salinity levels can be maintained at or below 1972. levels at 
Hoover and Imperial Dams if the following conditions exist: 
1. Full implementation of salinity control measures. 
2. Virgin flow at Lee Ferry of 14 million acre-feet/year or more 
with a low depletion rate and 15 million acre-feet per year or more with 
a moderate depletion rate. 
Summary and Conclusions 
As part of the forum's efforts to establish numeric criteria for salinity 
and a plan of implementation, a salt routing was employed to make a 
number of future salinity projections. The U.S. Bureau of Reclamation 
Ribbens model used was well suited to the needs of the forum. It was 
simple, understandable, and well documented. Thus it was easy to use 
and gave results which could be utilized with c.onfidence. 
The salinity of the river system is greatly influenced by flow. For 
example, under the same level of development the salinity at Imperial 
Dam in 1990 with a 12 million acre-foot per year supply would be 
156 mg/l greater than with a 16 million acre-foot supply. In order to 
maintain salinities in 1990, at or below those found in the lower main 
stem in 1972 while the bgl.sin states continue to develop their compact 
apportioned waters, salinity control measures must be implemented. 
Gnly under low rates of development and high annual flows could the 
criteria be met without salinity control measures. 
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ECONOMIC AND ENVIRONMENTAL MODELING 
IN THE COLORADO RIVER BASIN VIA INPUT-OUTPUT ANALYSIS 
by 
Bernard Udis, Charles W. Howe, and Jan F. Kreider* 
The first phase of the Colorado River Basin input-output analysis 
began in 1962 under sponsor ship and funding from the U. S. Public 
Health Service and continued through mid-1968 with funding shifting to 
the Federal Water Pollution Control Administration. The economic 
model covered each of the six sub-basins of the Colorado River Basinl 
and the original concerns were with the relationship between salinity 
in the water and economic activity. The bulk of the study was con-
ducted by the Bureau of Economic Research at the University of 
Colorado, the Department of Economics at the University of New Mexico, 
and the Economic Research Service of the U. S. Department of Agricul-
ture at Logan, Utah (Udis, 1967, 1968). 
The results of this phase of the study were utilized by various 
federal government agencies. The Public Land Law Review Commission 
used the three upper sub-basin input-output tables to analyze the econom-
ic consequences of alternative public policies for the uses of federal 
lands. These dealt with range livestock, oil shale, big game hu:nting, 
winter sports, grazing lands, and the pulp and paper industry. This 
work was combined with similar analysis for the state of Washington 
and the results appeared in 1969 in a report entitled Study of Impact of 
Public Lands on Selected Regional Economies, prepared by the Consulting 
*Respectively, Profes sor of Economics and Director, Bureau 
of Economic Research, University of Colorado; Professor of Economics 
and Chairman, Department of Economics, University of Colorado; 
and Environmental Consultant. 
lThe component counties of each sub-basin are listed in Table 1. 
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Table 1. Component counties of each sub-basin of the Colorado River 
Basin. 
State and Count~ Sub-basin State and Count~ 
I. Upper Main Colorado Ill. San Juan Utah 
Stem 1. Delta (cont'd. ) 1. Garfield 
2. Dolores 2. Kane 
3. 3. San Juan 
4. Garfield 4. Wayne 
5. Grand N. Little 
6. Gunnison Colorado Arizona 
7. Hinsdale 1. Apache 
8. Mesa 2. Navajo 
9. Montrose 
10. Ouray New Mexico 
11. Pitkin 1. McKinley 
12. San Miguel 
13. Summit V. Gila Arizona 
1. Cochise 
Utah 2. Gila 
1. Grand 3. Graham 
4. Greenlee 
II. Green Colorado 5. Maricopa 
1. Moffat 6. Pima 
2. Rio Blanco 7. Pinal 
3. Routt 8. Santa Cruz 
9. Yavapai 
Utah 
1. Carbon New Mexico 
2. Daggett 1. Catron 
3. Duchesne 2. Grant 
4. Emery 
5. Uintah VI. Lower 
Main Stem Arizona 
W:£oming 1. Coconino 
1. Lincoln 2. Mohave 
2. Sublette 3. Yuma 
3. Sweetwater 
4. Uinta Nevada 
1. Clark 
III. San Juan 2. Lincoln 
1. Archuleta 
2. La Plata Utah 
3. Montezuma 1. Washington 
4. San Juan 
New Mexico 
1. San Juan 
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Services Corporation of Seattle, Washington. In addition, the Federal 
Interagency Group comprising the Pacific Southwest Interagency Com-
mittee used our work as the basis for the economic analysis appearing 
in the Comprehensive Framework Studies for the Upper and Lower 
Colorado Regions published in 1971. 
Since mid-1970 we have been funded by the Economic Develop- ' 
ment Administration of the U. S. Department of Commerce to develop 
models of air and water pollution to link with the economic model. 
The models have been developed to the point where a chang~ in the 
level of output in any of the economic sectors can be exhaustively 
traced in terms of its impact on other portions,o.£ tlie economy, as 
well as upon the level Of rive'r saliriity a·nd theemi.ssionof five major' 
airborne residuals (total suspended particulates, sulfur dioxide, 
oxides of nitrogen, 'carbon monoxide, and total unburned hydrocarbons). 
This work covers only the three upper sub-basins and a report 
describing the models was submitted to EDA in the summer of 1973 
(Udis et al., 1973). Since then the models have been applied to 
problems in a specific area; namely, sharply increased coal output 
from underground mines along the North Fork of the Gunnison River 
in Delta and west Gunnison Counties, Colorado. Part of the current 
effort has involved the reduction of the I/O tables for the Upper Main 
Stem sub-basin to cover the six counties of Colorado State Planning 
and Management Region No. 10. In addition, other forms of economic 
analysis are being lased to trace the broad impacts of increased coal 
production by 1980 on the North Fork area. A component of this work 
concentrates upon a socio- economic analysis of the region at the sub-
county level. This involved a detailed analysis of the size, character-
istics and distribution of the existing population, an inventory of 
existing housing, and other items of social overhead capital and 
services, and a projection of adequacy of this inventory to meet 
expected population growth resulting from the coal development. 
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In this paper we shall describe briefly the three interacting 
models which comprise the heart of our analytical approach. Input-
output analysis provide s a means of repre senting industrial structure 
and determining how changes in the output of any industry will affect 
other industries. 2 The primary focus of the analysis is the inter-
relationship of firms in the dual roles of purchasers of inputs and 
producers of outputs. This interrelationship is summarized in a 
transactions table which tabulates dollar sales and purchases for each 
industrial sector. 
The Structure of the I/O Model 
A simplified I/O transactions table is presented in Figure 1 
(Richardson, 1972, p. 18-30). It is presented for illustrative purposes 
only and hence aggregated sectors and shows only major relationships. 
Each row in the table shows the" disposition of the output of each indus-
try and sector of the economy. Thus an industry's output is assumed 
to be distributed lo other processing sectors of the economy, which 
represent intermediate demand, and to s,.ch components of final demand 
as households' consumption, private investment, government spending 
and exports. By convention, intermediate demand plus final demand 
sums to total gross output of each particular industry. The purchases 
of each industry are recorded in the vertical columns. Here again 
there are various categoriefj of inputs to producing sectors. These 
include pur chases of an industry from all other industries {intermediate 
2For a simple introduction to input-output analysis, the reader 
is referred to lvliernyk {1965}. A more sophisticated treatment may 
be found in Chenery and Clark (1959). Detailed and advanced critiques 
of the method are available in Conference on Research in Income and 
Wealth (1955) and Morgenstern (1954). The basic reference to input-
output analysis are those of its modern father, Leontief (1951) and 
Leontief and other s (1953). A convenient colletion of Leontiei' s articles 
has been published as Input-Output Economics (1966). Interesting appli-
cations of input-output are presented in Richardson (1972). 
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t\ Purchasing sectors Local final demand Total House- Private Govern- Ex- gross holds invest- ment ports out-From I .. • J • • ,.It ment put 
I Xu· • • XIj' •• X ln CI II G I EI Xl 
'" .5 ~~i 
~i 
XI1 • •• Xli' .. Xin C; I; Gi Ei Xi 
It X nl• • · Xn;' , ,Xnn Cn I" Gn En Xn 
Labour L I ••. Lj •• • L" Le LI La LE L 
Other 
value 
added VI' •• Vi <' •• V" Ve VI Va VE V 
Imports MI' . .Mj ••• Mn Me MI Ma M 
Total 
gross 
outlay XI" .Xi · . ,Xn C I G E X 
Figure 1. Simplified, input-output transactions table. 
261 
inputs) and from what may be viewed as primary inputs such as labor, 
capital, and imports. Thus a transactions table should fully explain 
the disposition of each industry's output as well as its outlays for in-
puts. Since profits are counted as a necessary return to capital for 
its services, each processing sector industry must show an equality 
between its total gross output and its total gross outlay. This require-
ment for equality does not apply to the individual components constituting 
final demand and final payments. 
It should be noted that the economy is assumed to consist of 
several c1asse's of sectors: (1) an autonomous sector whic~ responds 
_ to forces external to the regional economy, and (2) a non-auton,?mous 
sector which is responsive to changes originating within the regional 
economy. 
While useful as a representation of interindustry accounting, the 
transactions table does not yield an answer to the basic question: How 
will a change in the output of one industry affect all other industries 
in the region? For this purpose additional steps are necessary which 
involve mathematical manipulation of figures in the transactions table. 
The goal of the analysis is -to unearth structural interrelationships 
within the non-autonomous sectors. Figure 2 is a skeletonized version 
of the transactions table which was presented in somewhat greater 
detail as Figure 1. It represents a framework of three processing 
sector industries, aggregate final demand and final payment (value 
added) sectors, gross output, and gross outlays. Final demand is 
indicated by "Y" and "V" signifies value added. Summing across the 
rows using the first row for illustration, it may be shown that 
Xl = XII + X 12 + X13 + Y l' Assuming that industry 1's output is allo-
cated to each purchasing industry (1, 2, and 3) as a stable function of 
the output of the buying industries, the first equation may be rewritten 
as follows: 
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The a's are known as direct input coefficients and represent the direct 
requirements of the output of any sector i per unit of output of any 
other purchasing sector j, where both i and j run from 1 to n. The 
basic underlying as sumption is that the value of goods and services 
delivered by industry i to other producing sectors is a linear and 
homogeneous function of the level of output of the purchasing sector j. 
The limiting assumptions are the following: nO joint products appear 
as each commodity is viewed as being supplied by a single industry 
which utilizes one method of production; the linear input function 
implies constant returns to scale and no substitution occur s between 
inputs; external economies and diseconomies are not present, 1. e. , 
the total effect of production is the sum of the separate effects; the 
system is in equilibrium at given prices; and no capacity restraints 
are assumed leading one to ignore problems of capital formation (in 
static forms of I/O analysis). 
XII Xu XI3 Y1 X I 
2 X21 Xn Xu Y2 X 2 
3 X31 Xn X33 Y3 X3 
V 
'" I 
V2 r 3 V 
Gross outlay X J X2 X 3 }' X 
Figure 2. Skeletal input-output table. 
Input-output analysis links the interaction of the following 
elements of an economic system: final demands arising in the needs 
of households, investment, government and exports, the input require-
ments of each industry and their gros s outputs. Input- output analysis 
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provides a means to determine the effects of specific changes in final 
demand upon gross output of specific industries, given the input 
requirements or coefficients matrix. There are various levels of 
effects which must be taken into account. These include not only the 
direct impact--that is, the first round of requirements--but also 
indirect effects of additional deliveries of these inputs on all indus-
tries in the economy. 
Typically the I/O system is presented in matrix form where 
the overall matrix equation represents a set of individual equations 
for each sector. Thus, X = AX + Y, where X and Yare column vec-
tors of gross output and final demand and A represents an n by n 
matrix of dire ct input coefficients, After rearrangement the set 
of equations resembles the following: 
I, all -012 -alII rXll I yll 
'-el2l l-el22 -a2n X, Y'I 
- = I -
-0,1) -an2 I-ann x.J lY~ 
The result is inverted, enabling the inverse matrix to express gross 
output as a function of final demand: X (I - A)-ly. The term 
- 1 (I - A) is known as the Leontief inver se matrix, sometime s identi-
fied as B. Each coefficient entry in this table represents the direct 
and indirect requirements of sector i per unit of final demand for the 
output of sector j. 
+ b. Y • In n 
Thus, X.=b'lYl+b. Y2 + 1 1 12 + b,. Y, + b .. Y. + .•. 11 1 1J J 
The indirect input requirements reflect the fact that a change, 
for example an increase in the output of a particular industry, will 
require that industry to increase its purchases of inputs from its 
suppliers, but the input requirements of the supplier industries will 
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frequently reverberate back on the originating industry plus other s as 
well. This also has employment income consequences. A table of 
direct and indirect coefficients of input requirements takes all these 
levels of impact into account. When the inverse matrix B is multi-
plied by a particular size and composition of final demand one can 
determine the gross output level for each industry; thus providing an 
extremely useful analytical tool which provides the means to measure 
the total impact on the economy of an originating change in final 
demand. The input-output approach is particularly useful in analyses 
in which industry specific information is required, i. e., in which 
the composition of output is important. Different groupings of indus-
tries yielding the same total value of output may have widely differing 
requirements for labor, land, water, power and municipal services 
and also differ in terms of their polluting characteristics. 
It was determined early in the study that input-output tables 
then available at the national level were not appropriate for use 
because of the sharp dissimilarities between the economy of the 
highly industrialized United States and of the Colorado River Basin. 
The CRB was lightly populated with an economy oriented to agricul-
ture, mining, and tourism. In the survey of the Colorado River 
Basin something over 2, 000 interviews were conducted in the field 
by graduate student interviewers who had been trained in the proce-
dures both of conventional business accounting and input-output 
accounting. The resulting data were utilized to determine average 
coefficients of direct input requirements for each industrial sector. 
Independent estimates of final demand were derived which together 
with the direct and indirect coefficients yielded the gross output and 
gross outlays figures. In addition new coefficients of direct input 
requirements were projected for the year 1980 based principally upon 
the "best practices" technique developed by the U. S. Bureau of Labor 
Statistics. This method assumes that the productivity or technical 
production function reflecting inputs and outputs of more advanced 
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firms will become diffused over a period of time and eventually be-
come the typical or average pattern of input coefficients for each 
industry. 
In order to accomodate the space limitations we shall turn 
directly to the applications of the I/O model to water and air quality 
considerations. 
Detailed description of the Colorado 
River Basin hydro- salinity model 
The C. U. hydro- salinity model is a digital computer adaptation 
and extension of an analog computer 'model developed by M. Leon 
Hyatt and others at Utah State University. 6 The model consists of 
mathematical and logical representations of the various hydrological 
and routing functions which occur in all river basins. The model 
thus is not limited to any particular geographic area. The specific 
characteristics of each basin are incorporated into the model during 
the calibration process. 
The model includes an economic-to-hydrologic interfacing 
routine which takes total gross output (TOO) data generated by a 
regional economic model and converts these into demands for water 
and other consequent impacts. The model also allows for the pres-
ence of both within-basin and end-of-basin reservoir storage. Since 
most within-basin storage is used for irrigation, a feedback mechanism 
which translates shortages of irrigation water into increased reser-
voir releases has also been included. 
The hydro- salinity model can be viewed as consisting of three 
componenets: an economic I/O interfacing package; a hydrologic 
model; a salt flow model overlying the hydrologic model. Depletion 
of water from a sub-basin occurs only through evapotranspiration, 
Hyatt et. aI., Computer Simulation of the Hydrologic-
Salinity Flow System Within the Upper Colorado River Basin, Utah 
Water Research Laboratory, PR WG 54-1, Utah State University: July, 
1970, 
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municipal and industrial consumption, and exports. The remainder 
of the hydrologic model concerns itself with changes in various stocks, 
flows, and routings. 
The total inflow of any basin is made up of contributions from: 
outflows from higher basins on the mains tern river; runoff of tribu-
tarie s within the basin; precipitation and snowmelt in the valley 
bottoms; and trans-basin imports into the basin. The model allows 
for inflow from up to three prior basins. 
The runoff of tributaries within the basin consists of both sur-
face flow and groundwater flow. It is usually impos sible to get data 
for every tributary within the basin, so the model is designed to 
use one or two "key" streams as representative of runoff patterns 
within the basin. These flow patterns serve as a basis for deriving 
a correlated value for both surface inflow and additions to valley 
bottom groundwater stocks. 
Determining whether a particular amount of precipitation will 
take the form of rain or snow is handled through the use of air tem-
perature of 32°F as the transition point. Both valley bottom precipi-
tation and runoff from valley bottom snowmelt contribute to mainstem 
flow within the basin and are included in the function explaining 
surface inflow. 
Salt loads added by each of these inflows follow the same 
pattern. The loadings accounted for by previous basin outflows and 
imports are input data or the result of a prior calculation. The salt 
loadings of the "key" streams are again taken as representative and 
total within-basin contributions are calculated. 
The model treats all "high in the basin" reservoir storage as 
if it were a single reservoir. The release criterion used for this 
storage is based on average monthly historical releases summed 
over all such reservoirs. The percentage of total basin inflow 
which is regulated through this storage is determined during the 
calibration process as that necessary to replicate the historical 
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pattern of active storage levels. The model allows for a single 
upward modification of a particular month's release during months 
when attempted irrigation di ver sions exceed available mainstem 
flow. 
Water consumed for the purpose of industrial and agricultural 
activity is estimated using the total gross outputs generated by the 
input-output model. In the case of agriculture, only withdrawals 
are thus calculated, while consumptive use and return flows are 
calculated in the body of the model. For municipal and industrial 
activities, consumptive use, withdrawals, and salt loadings in 
return flows are derived from coefficients input to the model. 
The model allows for two types of transmis sion loss from 
water diverted for irrigation: direct runoff into drains and deep 
percolation directly from the main irrigation canals. 
The concept of multiple diversions is important in basins with 
a large amount of agricultural activity. A parameter is used to 
indicate the number of times water can be withdrawn during one 
month. This allows for redi version of the same water further down 
stream. This parameter can be estimated ~ priori or through the 
calibration process. 
Deep percolation is the movement of water out of the plant 
root zone into the underlying aquifers. It is assumed in the model 
that deep percolation occurs only when the root zone soil moisture 
stock exceeds the capacity of the root zone to hold water, the satura-
tion point. 
The salts which are carried or picked up by irrigation water en-
ter the root zone and move downward through the solid profile. Since deep 
percolation usually does not occur every month and since water is lost 
through evapotranspiration, a gradual increase in the TDS concentration 
in the root zone usually occurs during much of the year. When deep perco-
lation occur s, the model as sume s that salt is removed from the rrot zone in 
pr oportion to the per centage of soil moi sture which is moved into the gr ound-
water stock. 
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Several methods of estimating the potential evapotranspiration 
rate are available. The method adopted for this model is a modifi-
cation of the Blaney and Criddle method. A weighting coefficient 
for each crop is derived month by month during the growing season 
from growth stage curves found in Hyatt et. aL, and the Soil Con-
servation Service Irrigation Water Requirements. 7 An aggregate 
coefficient is then calculated from the above and from crop outputs 
obtained from the I/O analysis, which in turn is used as a scaling 
factor for the potential evapotranspiration rate equation. 
Groundwater refers to water present in the aquifers underlying 
any particular basin. Much of the water which moves down into 
the valley bottom as groundwater reappears as surface water base 
flow in the mains tern channel. Groundwater flow can originate in 
previous basin groundwater outflow, from recharge from high 
mountain tributaries, and from deep percolation of precipitation, 
snowmelt, and irrigation water. While an insignificant amount of 
water is pumped from groundwater in the study area used to develop 
this model, provisions for agricultural, municipal, and industrial 
pumping have been included. 
The final segment of the model is the handling of reservoirs 
at the end of the basin. The total amount of water available for 
outflow or as end-of- basin reservoir inflow consists of the total 
basin inflow, plus valley bottom precipitation, less net system 
losses due to evapotranspiration or municipal and industrial con-
sumptive use. If no reservoir is present at the end of the basin, it 
is likely that a portion of the total outflow of the basin will leave as 
groundwater flow. The model allows for lagging this flow. If a 
reservoir is present, it is assumed that there will be no ground-
water outflow from the basin. 
The operating rules of many end-oI-basin reservoirs within 
the Colorado River Basin are complicated by the use of these 
7 U. S. Department of Agriculture , Technical Release No. 21, 
Washington, D. C., April, 1964. 
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reservoirs for power generation. The actual release pattern of any 
one power generation reservoir is a function of many things. After 
analyzing the release records of several power generation facilities, 
it was determined that a close approximation to the histroical 
record of releases could be generated as a function of the previous 
months' reservoir levels alone. This is the method adopted for 
this mod~1. 
In most of the basins within the study area used to develop 
this model, transbasin exports are diverted from flows high in the 
tributary headwaters. In some basins, however, significant exports 
of water occur just prior to the basin outflow point. The model 
permits deducting the required export water from the total water 
available for output. 
This model was developed as a generalized hydro-salinity 
model designed to be applicable to any geographic area. The wide 
variety of sub- basins studied during the development phase of the 
model has helped to ensure the generalized character and flexibility 
of the model. 
Air Pollutant Generation and Dispersion Model (APGDM) 
The impacts on air quality of increased coal production are 
both primary and secondary in nature. Primary impacts include, 
for example, emissions from drag lines, coal trucks, trains, and 
refineries. Secondary impacts can result from increased population, 
for example, which results directly and indirectly from increased 
mining. The input/ output framework is an orderly method by which 
primary, secondary, and higher order impacts on air quality may 
be quantified without inadvertently overlooking any level of interaction 
among the activities in the impact area. 
Air quality impacts are characterized in two ways in the 
APGDM. The first is the generation rate (Tons/yr) or residuals 
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coefficient (Tons/$TGO) for five major airborne species for each I/O 
sector. The Live species are Total Suspended Particulates- - TSP 
(d s 20 .... ), Sulfur Dioxide--S0 2 , Oxides of Nitrogen--NOx ' Carbon 
Monoxide- CO, and Total Unburned Hydrocarbons--THC (non-methane). 
The second method for quantifying air quality impacts is by the 
surface level concentrations (micrograms per cubic meter _ .... g/m 3) 
of the above contaminants. 
The APGDM is linked to the economic model by its output--
"Total Gross Outputs" (TGO' s)--and to the social model by its outputs 
of population levels, number of dwelling units, employment, etc. 
These two linkages are used to drive the APGDM in its predictive 
mode wherein the impact of increased economic activity and population 
upon air quality are calculated. Any scenario of increased or decreased 
activity can be simulated by this set of integrated models. 
The Residuals Generation Model 
In order to transform industrial process rates and fuel consump-
tion rates for point and area sources from the source files into residuals 
generation rates an emis sion factor is applied to each. Proces s 
emission factors are unique to each process while fuel emission factors 
vary depending not only upon the fuel type, but on the geographic 
location of the fuel source and type of combustion equipment as well. 
Emission factors have units such as grams of particulates per ton of 
coal, grams of CO per thousand cubic foot of natural gas, etc. This 
approximate emission factor approach is required since emissions 
for specific sources are not known. 
Emission factors used in the models are based upon those in the 
Compilation of Air Pollutant Emis sion Factor s (EPA. 1973). For 
processes and sources not included therein reference is made to 
other data sources (Perry, 1963; Kreichelt, 1966; and Colorado 
Department of Health, 1969). Certain modifications to the EPA 
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emission factors are required because of the high average altitude of 
some regions of the West. Emission factors used in the model also in-
clude the e£Iects of any abatement devices used atthe source. For example, 
the lower pollution generation level resulting from emission controls on 
autos on highways or from fabric dust collectors at cement plants must 
be included in the emission factors used in the modeL 
One major purpose of the residuals model is to enable the user to 
predict the generation of pollutants for year s other than the base year 
in which the emission inventory was conducted. Data from I/O models 
are used for this purpose. I/O models predict gross outputs ($) for 
each of the sectors in a region. For purpose of APGDM implementation, 
the growth or reces sion experienced by each SIC category, i. e., its 
TOO change, is assumed to apply uniformly to all industries which com-
prise that category. That is, the subset contained in the emission in-
ventory of the set of all firms in each SIC sector is assumed to be a 
microcosm of the sector. It is then a simple matter to scale residuals 
generation rates. 
The Pollutant Dispersion Model 
The Gaussian model 
Experimental data describing the' distribution of concentration of 
pollutants in plumes from stacks show that these plumes exhibit.a 
statistically strong tendency toward a Gaussian or normal distribution 
of concentration in any downwind cross section. The Gaussian model 
has also been shown to be valid over downwind travel distances of sever-
al hundred kilometers (Koch, 1971), and is used to describe concentra-
tion fields of airborn pollutants which is sue from stacks and undergo no 
gravitational settling. The APGDM is a steady/state model so the con-
centration field of each pollutant is defined for a time period during 
which average transport and dispersion characteristics of the earth's 
atmosphere are assumed to be unchanged. 
272 
The ground level concentration of a given species along the 
centerline of the plume (assumed straight in the plan view) is given 
by (Turner, 1970): 
x 
where 
27Tua a 
y Z 
(Equation 1) 
t (Z+h/J 1 x 10 6 
rJ Z ) 
X concentration (micrograms / cu. meter) 
Q residual emission rate (grams/second) 
u = magnitude of the mean wind velocity (meters I second) 
(as sumed uniform) 
a , a 
y Z 
h 
crosswind and vertical disper sion parameter s (meter s) 
depending on atmospheric stability, insolation, and down-
wind distance x. 
plume center line height (meters) which also depends on x. 
Z '" vertical coordinate measured from tne source base eleva-
tion, e. g., power plant stack base. 
The coordinate axes (x, y, z) are Cartesian coordinates with origin be-
low the point source, x axis along the mean wind direction, Z axis 
vertical, and y axis located to give a right-handed system. Modifica-
tions of this equation to account for the effects of a stable layer 
aloft and various pollutant decomposition processes in the atmosphere 
are described later. 
There are five parameters in the Gaussian model, each of 
which is discussed below. 
Diffusion Parameters a , a y z 
It is as sumed that the plume spread parameter s a and a 
y z 
depend only on the stability clas s and the downwind distance x. Many 
empirical functions and tc.bulations have been proposed to represent 
a and a. The parameters of Pasquill which have been presented y z 
273 
graphically by Turner are used in the present model (Pasquill, 1961; 
Turner, 1970). A curve fit of the form 
2 
log]O(j:= (A + B loglOlOx + C(loglOlOx) } (Equation 2) 
has been made of (j and (j in each of the six Pilsquill stability classes. 
y z 
The variilbles (j and (j have units of meters and x has units of kilo-y z 
meters. Pasquill's six stability classes A through F are described 
in Table 2. 
Table 2. Pasquill stability classes. 
Surface Wind Day Night 
Speed (at 10 m), Incoming Solar Radiation Thinly Overcast 
-1 or 
m sec Strong Moderate Slight 2:4[8 Low Cloud Cloud 
< 2 A A-B B 
2-3 A~B B C E F 
3-5 B B-C C D E 
5-6 C C-D D D D 
> 6 C D D D D 
The neutral class, D, is assumed for overcast conditions during day 
or. night. 
Effective Plume Height (h) 
Emissions leaving large industrial stacks are generally fast 
moving and hot. As a result, they exit from the stack with upward 
momentum and considerable buoyancy. As the plume interacts with 
the atmosphere its momentum and buoyancy are reduced until the 
plume usually levels off some distance downwind. The vertical dis-
tance from the top of the stack to the center line of the plume is 
termed the plume rise.::.h. Therefore the effective height h for dis-
persion calculations is 
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h:= h + ~h 
s 
where h is the phYSic·al stack height. 
s 
Many empirical formulas exist for determining plume rise. 
G. Briggs has examin~d these formulas and compared their results 
with empirical observations. His recommended correlations are 
used in the present model (Briggs, 1969). 
Average Wind Speed and Direction 
The model assumes a quasi- steady state and hence the existence 
of appropriate time averages of wind speed and direction. Historical 
wind data in the form of wind roses are available from the National 
Climatic. Center (NCC) for many reporting stations in the West. 
The reporting stations are generally airports located outside the 
urban areas for which the data are to be used. This location discre-
pancy plus the terrain differences between cities and airports intro-
duce unavoidable errors into the model. 
A wind rose is a graphical or tabular representation of how 
frequently wind of a given magnitude blows from a given compass 
direction near the surface. No vertical variation of wind speed or 
direction is considered in the model. The NCC data for each reporting 
station use a different format with different wind speed classes. A 
data preprocessing program is therefore required to convert the 
multi-farious formats into one format usable by the dispersion model. 
The following wind speed classes and directions are used in the 
model (see Table 2). 
Eight wind speed directions have been selected instead of 16 
since 16-point roses are not available for all stations and the computer 
cost of dispersion modeling is reduced by a factor of 2 for eight wind 
directions. The wind rose data are also aggregated to quarterly time 
periods: January-March, April-June, July-September, October-
I;ecember. There are then four seasonal wind roses for each location 
275 
for each stability clas s. 
torical data. 
2 
3 
4 
5 
6 
Most are based upon 10 years of his-
Wind S2eed Range 
(Mile s /hour) 
1- 3 
4-7 
8-12 
13- 17 
18-24 
25-40 
Wind Directions (8): N, NE, E, SE, S, SW, W, NW 
It is in the wind rose data that all effects of terrain upon wind 
flow patterns are assumed to be contained. The terrain is assumed 
to shape the wind rose in mountainous areas. This is recognized as 
an approximation since terrain changes may cause local eddy forma-
tion which may enhance dispersion or have other effects. The 
Gaussian model does not reflect subtleties of this nature. No known 
model is able to quantify mountain valley flows satisfactorily at this 
time. The model predicts the concentration levels at the sur face 
taking into account plume impact on terrain protuberances. That is, 
if the terrain downwind from the source rises toward the plume 
trajectory then the surface level concentration is greater than that 
which would be predicted for a plane pas sing through the sour ce base 
level. 
Mixing Layer s and Atmospheric Pollutant Reino';al 
In order to make the Gaussian model somewhat more representa-
tive of actual pollution dispersal phenomena two modifications may be 
introduced. A stable layer aloft through which pollution does not pass 
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in appreciable quantities is a very common phenomena in mountainous 
areas of the West. The existence of an inversion markedly reduces 
vertical mixing in the atmospheric surface layer. Such mixing ceilings 
may vary from 100 meters at night to 1500 meters during daylight 
hours and also vary widely seasonally. This short-term variation is 
on a time scale much smaller than the model time scale so that use of 
an average inversion height L would be somewhat meaningless as 
would the use of one average Pasquill stability class for an entire 
quarter. If the user selects the mixing ceiling computational option, 
the results are meaningful only in that they represent a dispersion 
situation which would exist if average wind and temperature co-existed 
with a fixed inversion height for a substantial period of time. 
Mixing depth data in the Upper Main Stem are quite sparse. If 
the user makes computer runs with the mixing layer depth as an option, 
a considerable amount of judgment needs to be exercised in using data 
from one site for another nearby. A study in Utah showed that disper w 
sian phenomena in one mountain valley differed significantly from 
those in the neighboring mountain valley (Reynolds, 1970). 
A second optional refinement to the Gaussian equation is included 
in the model. If an exponential decomposition rate is assumed for 
SO Z or NO x dispersing in the atmosphere, Equation 1 may be modified 
by multiplying by the factor exp (- O'T6?1x ) where T 1 is the pollutant 
a 2" 
half life (seconds), x/u is the travel time from stack exit (seconds), 
and 0.693 is the natural logarithm of Z. Half-lives vary from hours to 
days depending upon relative humidity, insolation, etc. Thus T 1 must 
a 
be specified by the user based upon the particular combination of the 
factors he wishes to model. 
Shorter Time Scale Simulations 
The model as described heretofore is a long time scale model. 
If the user wishes to simulate a shorter time scale dispersion situation 
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(e. g .• 8 hours) it can be done with the long time scale model if certain 
changes are made and if it is done with caution. In summary", the 
user must ascertain that the following model inputs are all compatible 
ar;td are specific to the short time scale: 
I} Source emission rates - diurnal variation, if any. 
2) Wind rose - must have only one non-zero entry corresponding 
to short term wind magnitude and direction 
(table entry value is 1. O). 
3} Mixing depth and stability class - compatible with wind rose 
and insolation of season. 
4} Plume height - must be below mixing depth ceiling. 
5} Ambient dry bulb temperature. 
Some Examples of APGDM Output 
The outputs from the APGDM are of two forms. The first is a 
tabulation of concentration for five pollutants at selected distances 
from the source. An example of this output is shown in Figure 3, 
The second, more useful form of output is computer-generated 
isopleth maps which show the distribution of pollutants, at ground 
level, around a source. Figure 4 shows the expected concentrations 
in IJ-g/rn of total suspended particulates (TSP) and S02 around a power 
plant proposed for location above the city of Delta, Colorado. Regions 
lying below the plant along the Gunnison River are not impacted. How-
ever, more elevated regions to the northeast and southwest are 
impacted as shown. 
Figure 5 shows computer predictions of long term average pollu-
tant concentration of TSP and S02 around the Four Corners Power 
Plants for 1970. The diurnal nature of the winds in the San Juan Valley 
is indicated by the two concentration peaks upstream and downstream 
of the plant. 
Output from the APGDM also includes residuals generation 
levels to TGO on asectorbysectorbasis. Table 3isanexampleofresi-
duals coefficients for a small region within the Colorado River Basin. 
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Figure 3. Typical page of computer output. 
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Figure 4. S02 increment isopleth map for fir st quarter 1980. 
280 
N 
ex> 
----··.··--·---·-----' .. -r---
TES NOS PAS 
(CARRIZO) @ 
~ 
N 
I 
I 
I 
I 
I 
o 10 20 KM 
F~
Background level - : I 
25 mcg/cubic meter 
SAN JUAN SUB-BASIN 
FOUR CORNERS ZONE 
'~ 
~ 
BUREAU OF ECONOMIC RESEARCH 
,,9 
/ 
Figure 5. Suspended particulate isopleth map- -fir st quarter 1970. 
/ 
,.,----------.. "'~ 
SAN 
N 
(Xl 
N 
[L0.":: t:CTOR 
~. !'.)Od/l'ield 
6. Fruit 
15. Lumber/ 
Wood 
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iTC'l)!1/$lOOO Tr,O) 
DlR!':CT 
RESIllUALS 
----
TS!' 
SOZ 
NO" 
CO 
THC 
TSP 
S02 
THe 
TSP 
SO" 
NO" 
CO 
THC 
1910 19HO 
BASELINE 
----
.00249 .00231 
.00151 .00140 
.0129 .0121 
.193 .179 
.0328 .030 
2.344 
.023 
0.0 
2.91 
7.50 
0.0 
0.0 
0.0 
0.0 
0.0 
2.344 
.023 
0.0 
2.91 
7.50 
0.0 
0.0 
0.0 
0.0 
0.0 
1980 
SOMERSET COAL 
.00312 
.00189 
.0163 
.242 
.01.11 
2.344 
.023 
0.0 
2.91 
7.50 
0.0 
0.0 
0.0 
0.0 
0.0 
1980 
TIIREE MINE COAL 
.00283 
.00172 
.0148 
.219 
.0373 
2.344 
.023 
0.0 
2.91 
7.50 
0.0 
0.0 
0.0 
0.0 
0.0 
1980 
COAL [, POh'ER PLANT 
.00316 
.00192 
.0165 
.245 
.042 
2.344 
.023 
0.0 
2.91 
7.50 
0.0 
0.0 
0.0 
0.0 
0.0 
27. Trnns- TSP .00248 .00258 
.00494 
.02125 
.01445 
.01035 
.00549 .00611 .00610 
por!:at1on 502 .0041:11 .01124 .0123 .0122 
NO" .02081 .04948 .0718 .0709 
CO .0141 
.03305 .0622 .0615 
28. Electric 
Energy 
.0102 
TSP 0.0 
502 0.0 
NO" 0.0 
CO 0.0 
TH.e 0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
3?. House- TSP .0964 .0964 .0964 .0964 
!JoIns SO, .0144 .0144 .0144 .0144 
NO" .0/.8 .0294 .0294 .0294 
CO .346 .143 .143 .143 
0.0 
0.0 
0.0 
0.0 
....Q....IL-__ 
____ .. _._. ____ TIiC .07q?".______ ~ ,....!..Q.33 ". __ _ 
.0964 
.0144 
.0294 
.143 
.~Q:1L 
Biblography 
Briggs, G. A., Plume Rise (Oak Ridge, Tennessee: Atomic Energy 
Commission, 1969). 
Chenery, Hollis B. and Paul G. Clark, Input-Output Analysis: An 
Appraisal, Conference on Research in Income and Wealth, Studies 
in Income and Wealth, Vol. 18, National Bureau of Economic 
Research (Princeton: Princeton University Press, 1955). 
Chenery, Hollis B. and Paul G. Clark, Interindustry Economics (New 
York: John Wiley &: Sons, Inc., 1959). 
Colorado Department of Health, Air Pollution Manual for Emission 
Inventory, State of Colorado (Denver, Colorado, 1969). 
Koch, R. C., and S. D. Thayer, Validation and Sensitivity Analysis of 
the Gaussian Plume Multiple-Source Urban Diffusion Model (New 
York: GEOMET, 1971). No. EF-60. 
Kreichelt, T. E., Air Pollution Aspects of Tepee Burners Used for 
Disposal of Municipal Refuse (Springfield, Virginia: National 
Technical Information Service, 1966), PB 173-986. 
Leontief, Wassily W., Input-Output Economics (New York: Oxford 
University Press, 1966). 
Leontief, Was sil y W., The Structure of American Economy, 1919-1939 
(New York: Oxford University Press, Second Edition, 1951). 
Leontief, Wassily W. and others, Studies in the Structure of the Ameri-
can Economy (New York: Oxford University Press, 1953). 
Miernyk, William H., The Elements of Input-Output Analysis (New Y~rk: 
Random House, 1965). 
Morgenstern, Oskar (ed.), Economic Activity Analysis (New York: 
John Wiley &: Sons, Inc., 1954). 
Pasquill, F., Atmospheric Diffusion (London: D. van Nostrand, 1962). 
Perry, J. H., Chemical Engineer's Handbook (New York: McGraw-
Hill, 1963). 
Reynolds, A. W. and others, An Examination of Approximately Simul-
taneous Salt Lake Valley and Circle Valley Clearing Indexes 
(Logan, Utah: Utah Water Research Laboratory, 1970). 
283 
Richardson, Harry W., ~~:'::":'~!.:.J:~:"'!!!!:::c...!.:~>!:::'!!!~!:!:::'~=~~ (London: 
W eidenfeld and Nicolson, 
Turner, D. B., Workbook of Atmospheric Dispersion Estimates 
(Washington, D. C.: U. S. Environmental Protection Agency, 
1970). 
Udis, 
Udis, Bernard, An Interindustry Analysis of the Colorado River Basin 
in 1960 with Projections to 1980 and 2010 (University of Colorado, 
June, 1968). Contract No. WA 67-4. 
Udis, Bernard, Charles W. Howe, and Jan F. Kreider, 
relationship of Economic Development and Environmental Quality 
in the Upper Colorado River Basin: An Interindustry Analysis 
(Springfield, Virginia: National Technical Service, July, 1973), 
Acces sion No. COM- 73- 11970. 
United State s Environmental Protection Agency, Compilatiori of Air 
Pollutant Emission Factors, AP42 Second Edition (Research Tri-
angle Park, N. C.: 1973). 
284 
PRICE RIVER BASIN OVERLAND FLOW 
SALINITY MODEL STUDIES 
by 
S. L. Ponce, J. J. Jurinak, R. H. Hawkins, 
G. F. Gifford, and J. P. Riley* 
Salinity in the Colorado River is of major national concern for 
not only has it resulted in losses to regional economy. but, in addition, 
high salinity levels have aggravated relations with the Republic of 
Mexico. Even in its virgin state, the salt load of the Colorado River 
in its lower reaches was about 600 to 700 ppm. However, man's 
development of water resources has affected both the quantity and 
quality of water supplies. Salinity levels in the lower reaches of the 
river now average 850 ppm with a predicted concentration of 1,300 
ppm by the year 2000. 
The sources and causes of dissolved solids within the Colorado 
River are of importance, for if they can be identified, strategies may 
be developed for effective management and control. In addition, this 
information would allow estimates to be made of downstream costs 
associated with upstream salt production, thus facilitating the develop-
ment of economic trade-offs on a basin-wide level. 
Recent estimates suggest the largest single man-caused source 
of salinity is irrigation return flow amounting to about a third of the 
total salt load. Natural sources as salt wells and springs plus concen-
tration by evaporation account for another third. The remaining salt 
load is attributed to diffuse sources originating on immense areas of 
wildland watersheds. 
Methods are presently available to quantify salt input from point 
sources. However, the same is not true for diffuse sources. The 
summation of salt inflows from widespread natural diffuse sources 
*Utah State University, Logan, Utah 84322. 
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can result in significant mineral concentrations at tributary outlets. 
In view of the present, as' well as future conce~ for water quality, 'it 
is imperative that reliable methods to predict salt loading frorp. diffuse 
sources be developed. Such informatj,on will be available in the design 
of effective control an~ management procedures. 
In the spring of 1974, a study of land processes involved in dif-
fuse salinity production was started in the Price River Basin of Utah 
(Figure 1). The overall objectives of the three-year study are: 
1. To determine the role of overland flow on salt movement for 
selected land and vegetative types. 
2. To determine the relative magnitude of surface erosion froIn 
overland flow for selected land and vegetative types. 
3. To determine the vegetative influence on salt movement in 
the hydrologic cycle. 
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Figure 1. The Price River Basin in East-Central Utah. 
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4. To develop a working InatheInatical Inodel which accurately 
predicts salt production froIn diffuse sources as a function 
of overland flow and tiIne. 
5. To deterInine the relative worth of selected treatInents on 
control of salt InoveInent in the hydrologic cycle. 
This paper discusses progress to 30 June 1975. The data were 
obtained during the initial field season with eInphasis placed on objec-
tives 1, 2, and 3. 
The Study Area 
The Price River Basin was selected for the study area. It is one 
of the Inajor sources of salinity to the Colorado River, and in addition, 
has both cliInate and vegetation typical of the Upper Colorado River 
Basin (5). 
The Price River Basin encoInpasses nearly 1900 square Inile!'j 
(Ini2 ) and is located principally in Carbon and EInery Counties of east-
central Utah. The altitudinal range varies froIn about 10, 500 feet (ft) 
in the headwaters to nearly 4,200 it at the confluence of the Price and 
Green Rivers. 
Precipitation varies widely within the basin. Altitude, topog-
raphy, and geographic location relative to the predoIninant west-to-east 
storIn track are factors that effect the aInount of precipitation (4). In 
general, annual precipitation in the headwaters area ranges between 20 
and 25 inches (in), while the lower portion of the basin receives about 
8 in. Nearly 65 percent of the total precipitation occurs as snow dur-
ing the period of late October to early May. Of the total annual 
precipitation, about 50 percent falls on the upper 30 percent of the 
basin, while 70 percent falls on areas having altitudes greater than 
7000 ft (4). Consequently, approxiInately 70 percent of the basin Inay 
be classified as seIni-arid. 
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The Pric(' River ha.s a length of nearly 100 rniles and flows in a 
south-easterly direction. Th,· rnajority of flow originates in thf' upp~,r 
thira of the watershed. The streamflow is greatly affected by irrigation 
use in ttl<: central portion of the basin (4). 
Land use is primarily the raising of cattle and sh,,,,p, while about 
2 percent of the area is irrigai<,cl and produces sugar beets. hay, and 
grain. The rnajor industry of the area is underground coal mining. 
Geographically, the Price River Basin contains portions of the 
Uinta Basin, th,,'High Plateaus. and Can yon Land st'ction of the Colorado 
Plateau province (2). Although the geology of the area is complex, it 
has been well docurnented (7, .l(l). Figure 2 illustrates the TYmjor strati-
graphic units present in the basin. 
The Cedar Mountain formation is located in th" south-eastern 
portion of the basin and may be thought of as a pivot point with the other 
geologic fornlations forming a s enli-circular pattern around it. The 
strata are of sedimentary origin, dipping 10 degrees away £rOTYl th,· 
Cedar Mountain formation, with Tertiary period ckposits cmnprisi,ng 
the upper layers and Cretaceous period deposits the base. Quarh,rnary 
gravel capped pedinl.ent sUl'faces, which give rise to prominent benches, 
along with alluvial deposits are apparent throughout much of the basin. 
The upper portions of the watershed are comprised of a series of 
cliff forming limestone and sandstone strata (Green River formation 
through Star Point Sandstone, Figure 2). Surface waters that drain 
through these strata are considered high quality with the predorninant 
water type being calcium-bicarbonah> (4). 
The central and lower portions of the basin are comprised predom-
inantly of marine shale deposits intermixed with sandstone lenses or 
fingers and non-marine beds (Mancos Shale thl'ough the Cedar Mountain 
forrnation, Figure 2). The Mancos Shale is a nlarine deposit covering 
nc,arl y 25 percent of the area and accounting for 61 percent of the 
altitudinal range (3800 ft) in the basin. It is a drab, slightly bluish-
gray shale interrrlbced with thin lenses of calcareous sandstone, lime-
stone, and a few concretionary beds (7). Traditionally, the Mancos 
Shale has been considered to be the pdme source of salt in the basin. 
The Mancos Shale is divided into three distinct members, Masuk, 
Blue Gate, and Tununk, which are separated by identifiable sandstone 
fingers. As a result of the 10 degree dip of the strata, each member 
of the Mancos is exposed in the basin. The Masuk rrlerrlber is the 
youngest and is separated frorrl the Blue Gate rrlerrlber below by the 
Errlery and Garley Canyon sandstones. The Masuk forrrls a relatively 
large band above the Blue Gate and accounts for 6 percent of the basin 
area. 
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The Blue Gate member is the most extensive, extending Z150 ft 
vertically and covering nearly 17 percent of the basin. It contains a 
high concentration of evaporites (10), as well as gypsum (Ca S04' ZHZO). 
Below the Blue Gate member, separated by the Ferron sandstone, 
is the Tununk, which is the oldest member of the Mancos formation in 
the basin. It is a very narrow band, generally less than one mile in 
width and accounts for only 2 percent of the total basin area. 
The remainder of the basin is composed of miscellaneous geologic 
types, mostly of non-marine origin, and consequently contribute rela-
tively few salts into the drainage water. 
Research Design 
Surface runoff and soil studies 
The infiltrometer technique was selected to study the process of 
overland flow and its relation to salt transport. The basic design and 
use of the infiltrometer is discussed in detail by Dortignac (1). 
Ideally, site selection should have been on the various defined soil 
series present in the basin. However, a review of the literature reveal-
ed that the soil survey carried out by the Soil Conservation Service (8) 
was limited to only a narrow band of agricultural land running north-
south through the central basin. As a result, it was decided to identify 
the various geologic types in the basin, which might serve as parent 
material for the overlying soil. 
Criterion for site selection was as follows: 
1. Sample "predominate" geologic types or soils derived from 
them. 
2. Be accessible by road and located on land managed by the 
U. S. government. 
3. Have a slope of approximately 10 percent. 
The identification and extent of basin coverage by each geologic 
type was determined using a standard USGS geologic map (10). The 
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predominant geologic types sampled, which total nearly 83 percent of 
the basin area, are listed in Table 1, along with their respective site 
numbers and a brief description of each. The remaining geologic types 
present in the basin are of non-marine origin and probably do not contri-
bute substantially to the salt load of the Price River. Specific sites 
were selected to be as representative as possible. 
Since the Mancos Shale has traditionally been considered to be a 
prime source of salt in the basin, it was intensively sampled as illus-
trated in Table 1. The Mancos shale sites were selected in such a 
manner as to assess (a) its potential as a prime source of salt, (b) if 
members within the Mancos varied in their degree of salt release, and 
(c) if the Blue Gate member differed within itself as a source of salinity. 
It should be noted that the USGS (10) only mapped the Mancos shale with 
respect to its various members south of the Price River. Much of the 
Mancos north of the Price River is mapped as Mancos Undivided. Sites 
13, 14, and 15 were selected to examine the variation of salt production 
within the Mancos Undivided. 
At each field site the following activities were carried out: 
1. Six plots (1 ft x 2.5 ft each) were selected and subjected to 
a simulated rainfall of similar intensity produced by a Rocky 
Mountain Infiltrometer for a period of 28 minutes. Distilled 
water was used in all cases. 
2. The amount of rainfall and runoff was measured at the 0- 3 
minute interval and at 5-minute intervals thereafter through 
28 minutes. 
3. Electrical conductivity readings were taken of runoff samples 
collected over each interval. 
4. A composite sample (1 liter) was then created by mixing all 
the interval samples. 
5. A vegetation survey was taken of each plot. Each survey 
point was recorded either as bare ground, litter, grass, shrub 
or forb. If applicable, genus and species were also recorded. 
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Table 1. Site numbers and a brief description of each geologic type sampled. 
Geologic Type 
(Identification Code) 
A. Mancos Shale Members 
l. Masuk (M) 
2. Blue Gate (BG) 
a. Upper BG (UBG) 
b. Middle BG (MBG) 
c. Lower BG (LBG) 
3. Tununk (T) 
4. Mancos Undivided (MUD) 
B. Cedar Mountain (CM) 
C. Alluvial Deposits (AD) 
D. Gravel Caps (GC) 
E. Black Hawk Fm.t (BH) 
F. Price River (PR) 
G. North Horn Fm. (NH) 
H. Colton Fm. (C) 
I. Green River Fm. (GR) 
Site Number 
I, 2, and 3 
4 and 5 
6 and 7 
8 and 9 
10, 11, and 12 
13, 14 and 15 
16 and 17 
18 and 19 
20 and 21 
22 
23 
24 
25 
26 
Characteristics 
Gray, non-resistant marine shale 
Light gray, calcareous marine shale 
Gray marine siltstone and claystone 
Light-gray, non-resistant, marine 
shale 
Nodular shale with fluvial sandstone 
b~s 
Young alluvial deposits along active 
streams 
Mainly terraces and pediments under-
going erosion; may not be associated 
with active streams 
Sandstone, mudstone, shale and coal 
Interbedded sandstone and mudstone 
Fluvial sandstone and mudstone 
Fluvial red beds with channel sandstone 
Lacustrine shale and siltstone 
6. A soil sample was collected in the 0-1 in, 1- 6 in, and 6-12 in 
depths at each site. 
The composite runoff sample was analyzed for primary cations 
+ + +2 +2 - -2 - -2 (Na , K ,Ca • Mg ), anions (Cl , C03 ' HC0 3, SO 4 ), total solids, 
pH, and EC of the clear solution (after setting 24 hours). Laboratory 
analysis followed the procedures outlined in Standard Methods (6). 
The total solids analysis includes suspending particles as well as 
dissolved minerals. 
The soil samples were taken to the laboratory and 1:1 soil-water 
extracts and saturation extracts prepared. Chemical analysis was per-
formed on the respective extracts. 
Vegetation washing studies 
Field studie s 
1. Salt release with time for various plants was examined in the 
field. One gram of plant material was clipped and placed in 
a beaker containing a known quantity of water. Salt release 
was recorded at 1 minute intervals using an EC meter. Cri-
terion for termination of the run was a constant EC value for 
an extended period of time or 30 minutes, whichever came 
fir st. 
Laboratory studies 
1. Maximum ionic concentrations were determined by grinding 
50 gm samples (oven dry) of plant litter and then mixing them 
with a known volume of distilled water. The mixture was 
allowed to set 24 hours, at which time it was filtered. The 
filtrate was then analyzed for the major chemical parameters. 
2. The amount of nutrients washed off by a high intensity rain 
(3 in/hr) was determined using a rainfall simulator developed 
by Meeuwig (3). The experiment was run using 50 gm (oven 
dried) oflitter for a duration of 1 hour. 
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Results 
The results of the hydrologic data collected from the field sites 
is presented in Table 2. These values represent a composite average 
of the total precipitation and runoff for six plots at each site for the 
28 minute event. No data are shown for site 3 because of its unsuita-
bility for setting up the infiltrometer. 
Table 3 summarizes the water quality data obtained from the 
analysis of samples representing a mixture of the total runoff occurring 
during the 28 minute period. The values have been corrected to the 
control and represent a composite average of the six plots at each site. 
Along with the major cations and anions, electrical conductivity taken 
in the field (EeF) and laboratory (EeL), hydrogen ion activity (pH), 
total dissolved solids (TDS) and total solids (TS) are given. No data 
were collected from site 3. 
Table 4 presents some of the chemical analysis of the 1:1 soil 
extracts, while Table 5 summarizes the analysis of the saturated soil 
Table 2. Total precipitation (P) and runoff (a) data for each site. 
Site P a Site P a 
(Geologic code) (in) (in) (Geologic code) (in) (in) 
1 (M) 1.70 0.28 14 (MUD) 1. 22 0.71 
2 (M) 1.67 0.96 15 (MUD) 1. 16 0.75 
:3 (M) 16 (eM) 1. 20 0.47 
4 (UBG) 1.33 0.35 17 (eM) 1.30 0.52 
5 (UBG) 1. 62 0.84 18 (AD) 1. 69 0.33 
6 (MBG) 1. 33 0.62 19 (AD) 1. 17 0.84 
7 (MBG) 0.95 0.50 20 (Ge) 1. 35 0.40 
8 (LBG) 1. 14 0.56 21 (Ge) 1. 55 0.40 
9 (LBG) 1. 09 0.62 22 (BH) 1. 96 0.68 
10 (T) 1. 17 0.63 23 (PR) 1. 24 0.86 
11 (T) 1. 18 0.45 24 (NH) 1. 21 0.85 
12 (T) 1. 04 0.31 25 (e) 0.78 0.76 
13 (MUD) 1. 09 0.73 26 (GR) 1.13 0.58 
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Table 3. Summary of water quality data, corrected to the control. All values represented a composite 
average of plots one through six at each site. 
Na+ K+ Ca2+ Mg2+ C02- RCO; S02- C1 - ECF TDS TS 3 4 
Site (Geologic meq/1 meq/1. meq/l meq/1 meq/l meq/l meq/1 meq/1 I1mhos/cm mg/1 gIl 
Code) 
1 (M) 0.1 0.1 0.3 0.1 0.0 0.6 0.0 0.1 46 31 2.35 
2 (M) 0.0 0.1 0.3 0.0 0.0 0.5 0.0 0.0 32 26 2.04 
3 (M) 
4 (UBG) 0.1 0.1 0.6 0.3 0.0 0.9 0.0 0.0 SO 52 2.52 
5 (UBG) 0.0 0.1 0.3 0.2 0.0 0.1 0.2 0.0 26 5.32 
6 (MBG) 0.1 0.1 0.5 0.3 0.0 0.5 0.3 0.0 82 S3 6.18 
7 (MBG) 0.1 0.1 2.9 0.2 0.0 0.9 2.7 0.1 283 226 8.00 
tv 8 (LBG) 0.1 0.2 1.2 0.1 0.0 0.2 1.8 0.0 21S 131 7.11 
'" 9 (LBG) 0.1 0.1 2.6 0.1 0.0 0.3 3.0 0.0 320 21S i.28 l11 
10 (T) 0.2 0.1 0.4 0.1 0.0 0.6 0.1 0.1 47 44 2.18 
11 (T) 0.2 0.1 0.3 0.1 0.0 0.5 0.0 0.2 67 39 1.52 
12 (T) 0.1 0.1 6.2 0.3 0.0 0.7 6.8 0.1 743 484 4.48 
13 (MUD) 0.1 0.1 1.1 0.1 0.0 1.0 0.2 0.1 60 138 3.85 
14 (l11JD) 0.1 0.2 11.4 0.1 0.0 0.6 12.S 0.1 1216 858 9.24 
15 (MUD 0.1 0.2 10.7 0.4 0.0 0.6 12;0 0.1 1050 822 10.12 
16 (eM) 0.4 0.0 0.1 0.2 0.0 0.5 0.1 O.l 56 36 2.76 
17 (eM) 0.3 0.0 0.1 0.2 0.0 0.5 0.0 0.1 36 30 0.81 
18 (AD) 0.1 0.1 0.6 0.4 0.0 1.2 0.1 0.0 40 64 1.88 
19 (AD) 17.3 0.2 14.4 12.3 0.0 1.2 44.4 2.S 3560 3049 6.48 
20 (Ge) 0.2 0.1 0.3 0.2 0.0 0.6 0.0 0.1 38 39 2.25 
21 (Ge) 0.1 0.1 1.1 0.1 0.0 1.1 0.0 0.0 16 58 1.39 
22 (BH) 0.0 0.1 0.3 0.2 0.0 0.7 0.0 0.0 12 35 2.57 
23 (PR) 0.0 0.1 0.2 0.2 0.0 0.5 0.0 0.0 20 28 5.98 
24 (NH) 0.0 0.2. 0.5 0.1 0.0 0.8 0.0 0.0 29 47 5.95 
25 (e) 0.0 0.1 0.5 0.4 0.0 0.9 0.0 0.0 43 47 5.55 
26 (GR) 0.1 0.3 0.7 0.4 0.0 l.S 0.1 0.0 68 79 7.44 
Table 4. Chem.ical analysis of som.e of the 1:1 soil extracts for the 0-1 in. depth from. surface flow study 
sites in the Price River Basin. 
Na+ K+ Ca2+ Mg2+ HCO; S02- C1 -4 Be 
Site Geologic meq/1 meq/1 meq/1 meq/1 meq/1 meq/1 meq/1 Ilmhos 
Code 
1 (M) .15 .45 7.68 .82 3.73 2.48 .05 338 
2 (M) .11 .26 3.97 .56 2.92 1.88 .lO 535 
4 (UBG) .19 .46 7.53 1.03 4.22 4.88 .11 438 
5 (UBG) .96 .49 17.61 1.84 .78 20.93 .19 1314 
6 (fmC) .34 .71 36.53 1.18 1.95 36.55 .26 2290 
7 (MBG) .25 .35 24.80 .94 1.30 24.09 .06 1553 
N 8 (LBG) 4.61 .83 33.48 15.63 2.60 51.19 .76 3291 
...0 9 (LBG) .73 .56 12.52 1.78 .81 14.31 .46 841 iCY' 
10 (T) 1.99 .43 7.58 .75 5.03 4.99 .73 965 
11 (T) .23 1.02 4.89 .84 3.13 3.72 .125 429 
12 (T) .44 .68 32.16 2.31 1.20 34.24 .15 2350 
13 (MUD) 1.46 .50 6.14 1.47 1.14 7.97 .46 1066 
14 (MUD) 1.15 1.09 35.18 1.08 4.71 33.45 .34 2551 
15 (MUD) 114.39 1.22 20.63 2.34 2.76 141.87 .53 lO02 
16 (eM) 10.87 .11 .82 .42 7.95 9.94 .53 982 
17 (eM) 4.87 .08 .83 .15 5.52 .26 .15 664 
22 (BH) .12 .35 1.99 5.00 2.60 4.82 .03 307 
23 (PR) .18 .64 2.76 1.94 5.36 .20 .18 412 
24 (NH) .12 .49 6.44 7.65 1.14 13.49 .07 226 
25 (e) .13 .41 5.59 .57 4.06 2.49 .15 268 
26 (GR) 1.43 .31 15.62 2.27 8.53 10.92 .18 861 
Table 5. Chemical analysis of some of the saturated extracts for the 0-1 in. depth from surface flow study 
sites in the Price River Basin. 
Na+ K+ 2- Ml+ RCa; s02- C1 -Ca 4 EC 
Site Geologic meq/1 meq/1 meq/1 meq/l meq/1 meq/l meq/1 llm'hos/cm 
Code 
1 (M) .51 2.73 11.58 2.34 7.68 9.39 .09 911 
2 (M) .23 .47 14.23 3.77 4.06 14.42 .22 874 
4 (UBG) .38 .80 11.68 3.19 9.58 5.71 .76 948 
5 (UBG) 1.88 .88 30.24 3.09 3.17 32.23 .54 2360 
6 (MBG) .77 .67 30.32 4.29 2.84 32.60 .61 2157 
7 (MBG) .64 .58 30.50 1.53 2.60 30.38 .27 2073 
N 8 (LBG) 11.42 1.06 31.43 14.88 2.84 51.63 4.32 3772 
-D 
-.J 9 (LBG) 1.99 .68 17.87 2.18 2.44 19.43 .85 1411 
10 (T) .40 1.28 3.65 3.36 6.09 3.03 2.62 828 
11 (T) .47 .45 4.34 1.42 4.06 2.38 .24 559 
12 (T) .85 .77 36.15 3.13 3.25 33.06 .78 2389 
13 (MUD) 3.09 .72 12.46 2.78 4.57 11.71 2.77 1153 
14 (MUD) 1.48 1.33 33.10 1.55 4.06 32.01 1.48 933 
15 (MUD) 224.01 2.60 26.08 41.09 5.07 284.64 4.07 2931 
16 (CM) 9.98 .07 2.97 16.52 1981 
17 (CM) 9.13 .41 .93 .40 8.56 1.66 1.05 944 
22 (BR) .30 .77 4.20 .88 5.74 .26 .25 478 
23 (PR) .39 .98 3.05 2.86 5.68 1.35 .25 563 
24 (NH) .41 .67 3.65 1.33 5.17 .77 .12 3301 
25 (C) .18 .39 3.56 .52 5.03 .39 403 
26 (GR) 1.95 .71 4.45 1.09 3.65 1.82 .18 502 
extracts. Although-the 1-6 in. and6-12in. depths were analyzed, only 
the results of the 0-1 in. depth are presented. This is the layer most 
active in salt release to overland flow during the type of events being 
considered in this paper. 
Table 6 lists the results of preliminary washing studies carried 
out in the field. The data represent the quantity of salt (mg) released 
in a known volume of distilled water as a function of time per gram (dry 
weight) of plant material. Table 7 represents maximum ionic concen-
trations measured in leachate from litter from various plant species. 
Table 8 compares the amount of nutrient washed off by simulated high 
intensity rain (3 in/hr), I hour duration, from 50 gm litter and the 
maximum possible salt determined. Table 9 shows the salt removal 
from 50 gms of dry litter under 3 in/hr rainfall in terms of the EC of 
the leachate. 
Discussion 
Surface hydrology 
Average precipitation intensities applied to each site ranged from 
2.2 in/hr to 4. 17 in/hr with an arithmetic mean of 2.8 in/hr and a 
standard deviation of 0.5 in/hr. Ideally. when a mechanical device 
such as the infiltrometer is employed, variation in precipitation inten-
sity would be expected to be much lower. However, although many of 
the variables responsible for such variation have been eliminated by 
using the infiltrometer, some inherently persist. The primary factor 
responsible for the variation in these data was wind. Even though a wind 
screen surrounding the plots on three sides was used, gusts occurred 
that visibly affected the rainfall distribution. 
To examine the relation between geologic type and hydrology, SCS 
curve numbers (CN), also referred to as hydrologic soil-complex num-
bers, and the ratio of runoff to precipitation (Q/P) were computed 
(Table_ 10). Although a definite relation between CN and geologic type 
was expected, no distinct separation between geologic types was observed. 
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Table 6. Quantity of salt (mg) released in a known volume of distilled 
water as a function of time per one gram (dry weight) of plant 
material. 
Seecies 
Artemisia Sarcobatus Atriplex Atriplex Atriplex 
Time 
(min. ) tridentata vermic ulatus corriClata gardneri canescens Big Greasewood Mat Gardner Fourwing 
sagebrush saltbush saltbush saltbush 
1 0.00 0.23 0.00 0.04 0.00 
2 0.03 0.23 0.20 0.04 0.00 
3 0.03 0.23 0.68 0.13 0.03 
4 0.03 0.46 0.88 0.17 0.03 
5 0.03 0.68 1. 09 0.21 0.03 
6 0.03 0.91 1. 29 0.30 0.03 
7 0.07 1. 14 1.56 0.34 0.05 
8 0.07 1. 14 1.73 0.43 0.05 
9 0.07 1. 14 1.93 0.51 0.05 
10 0.07 2.14 0.64 O. 11 . 
11 0.07 2.31 0.77 O. 14 
12 O. 10 2.48 0.86 O. 19 
13 0.13 2.65 1. 16 0.27 
14 0.13 2.88 1. 24 0.30 
15 O. 16 2.98 1. 28 0.33 
16 O. 16 3. 16 1.37 0.33 
17 0.20 3.26 1.45 0.38 
18 0.23 3.33 1.58 0.43 
19 0.23 3.39 1. 67 0.46 
20 0.26 3.50 1. 67 0.46 
21 0.29 3.60 1.80 0.49 
22 0.33 3.67 1.84 0.52 
23 0.33 3.70 1.88 0.54 
24 0.36 3.77 1.97 0.57 
25 0.36 3.84 2.01 0.57 
26 0.36 3.90 2. 16 0.57 
27 0.39 3.97 2.10 0.57 
28 0.39 4.00 2. 10 0.57 
29 0.39 4.57 2. 10 0.57 
30 0.39 4.11 2.10 0.57 
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Table 6. Continued. 
SEecies 
Chrysothamnus Juniperus Pinus EEhedra Time 
nauseosus osteo- edulis spp. (min. ) 
Rabbit Pinyon Ephedra 
Shadscale brush 
1 0.00 0.06 0.00 0.00 0.00 
2 0.00 0.06 0.00 0.00 O. 08 
3 0.05 O. 06 O. 00 0.00 0.08 
4 0.50 O. 06 0.00 O. 00 0.15 
5 0.86 0.06 0.01 O. 00 0.15 
6 1. 33 0.06 O. 01 0.03 0.15 
7 1.75 0.12 0.01 0.03 0.15 
8 2.12 0.12 0.01 0.03 0.15 
9 2.35 0.12 O. 01 0.03 0.23 
10 2.51 0.18 0.01 0.03 0.31 
11 2.61 0.24 0.01 0.03 0.31 
12 2.66 0.24 0.01 0.03 0.31 
13 2.66 0.24 0.01 0.03 0.31 
14 2.66 0.30 0.01 0.03 0.31 
15 0.30 0.01 O. 03 0.31 
16 0.30 0.01 0.03 0.31 
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fable 7. MaximUTIl ionic concentrations in litter leachate per 50 grams 
dry weight of litter from various plant species. a 
b fLrnho s / cm mg/l Species 
Na+ K+ Ml+ Ca2+ S02- C02 - d EC HCO; Cl- Total ppm 4 3 
i-reasewood 1735 310 55 22 22 29 750 0 43 1231 1110 
\ig sagebrush 747 7 55 18 76 5 274 0 4 438 478 
.abbitbrush 868 12 70 22 7 15 311 0 4 440 556 
hadscale 2208 334 98 29 3 69 573 0 227 1332 1411 
~ussian 
thistle c 762 7 90 109 2 15 268 0 0 491 488 
'ourwing 
saltbush 1640 2 176 126 3 0 604 0 60 971 1050 
)inyon 758 2 35 18 102 0 299 0 0 456 485 
alt cedar c 3404 94 109 138 254 1759 214 0 92 2660 2179 
1at saltbush 6809 1389 273 78 2 456 1275 0 838 4311 4358 
rardner 
saltbush 5123 904 254 101 6 294 1013 0 440 3011 3279 
uniper 593 35 94 104 161 207 0 0 602 383 
[alogeton c 5222 1325 58 55 6 0 695 0 4 2144 3342 
~dian 
ricegrass c 472 20 6 76 0 177 0 0 278 302 
aDetermined by grinding 50 gm samples (oven dry) of plant litter and then mixing with 
known volUTIle of distilled water (1230 mI), allowing the mixture to set for 24 hours, filter-
. 1g, and then analyzing . 
bSee Table 6 for genus and species of some of the plants listed here. 
cRus sian thistle = Salsola kali, Salt cedar = Tamerix gallica, Halogeton Halogeton 
lomeratus, Indian ricegrass = Oryzopsis hyrnenoides. 
d 640 X (EC x 10 3) which is about the same as total concentration of ions for ppm = 
ach species. 
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Table 8. Comparison of amount of nutrient washed off by simulated intensity rain (3 in/hr), one hour 
duration, from 50 gm litter and the maximmn possible salt determined. * 
Plant Species Nutrient Substances Concentration ~mg/1l Na K Ca Mg S04 HC03 C03 C1 
-Greasewood Maximum possible 310 55 22 22 29 750 0 43 
Washed off by heavy rain 264 43 4 6 49 305 0 49 
Big sagebrush Maximum possible 7 55 76 18 5 274 0 4 
Washed off by heavy rain 5 27 14 6 Trace 6 0 14 
Rabbitbrush Maximum possible 12 70 7 22 15 311 0 4 
Washed off by heavy rain 5 35 10 4 Trace 6 0 14 
Shadscale Maximum possible 334 98 3 29 69 573 0 227 
Washed off by heavy rain 108 39 4 4 24 36 0 106 
..., Four wing saltbush Maximum possible 2 176 3 126 Trace 604 0 60 
0 Washed off by heavy rain Trace 66 8 23 24 6 0 43 
N 
Pinyon Maximum possible 2 35 102 18 Trace 299 0 0 
Washed off by heavy rain NA NA NA NA NA NA NA NA 
Salt cedar Maximum possible 94 109 254 138 1759 214 0 92 
Washed off by heavy rain 7 16 28 14 53 Trace 0 32 
Malt saltbush Maximum possible 1389 273 2 78 456 1275 0 838 
Washed off by heavy rain 184 55 6 7 59 61 0 188 
Garden saltbush Maximum possible 904 254 6 101 294 1013 0 440 
Washed off by heavy rain 340 55 4 10 250 128 0 210 
Juniper Maximum possible Trace 35 104 94 162 207 0 0 
Washed off by heavy rain Trace 7 6 1 0 0 0 0 
Halegeton Maximum possible 1325 58 6 55 Trace 695 0 4 
Washed off by heavy rain 154 12 Trace 5 39 85 0 21 
Indian Maximum possible Trace 20 76 6 0 177 0 0 
Ricegrass Washed off bl heavy rain Trace 2 5 Trace 0 Trace 0 8 
*Note: The values in this table (nutrient loss) can be expressed as a percent of the dry weight of litter, 
multiplying the amount of-loss (mg/l) by the total volume of distilled water (m1) dividing by the dry weight 
of the litter (50 grams) considering the units. 
Table 9. Periodic variation of the salt rem.oval from. the litter of different species under the high intensity 
rain (3 in/hr). 
Electrical Conductivity (Mmhos/cm) 
Big Indian 
Tir.le Grease- Four Wing Sage- Garden Rabbit Salt Malt Rice-
(~li:,:utes: wood Sal tbush brush Saltbush Brush Shad scale Cedar Saltbush Halogeton grass Juniper Pinyon 
5.0 3325 787 294 5525 202 1062 545 3512 1212 69 91 ll5 
10 2675 755 271 4650 229 1005 457 2450 1077 40 71 95 
15 1987 650 226 3500 259 947 455 2092 965 27 52 76 
20 1737 527 205 2700 246 905 303 1337 885 24 42 64 
Vl 25 1502 t,77 186 2387 214 820 275 1097 845 22 39 64 0 
Vl 30 1225 1.25 165 1487 189 786 285 872 815 20 38 53 
35 1175 420 135 1312 158 732 265 745 777 18 40 48 
40 1087 407 123 1205 136 652 261 660 762 18 35 43 
45 965 381 III 1065 129 590 257 600 757 17 31 39 
50 £97 361 107 1025 ll4 577 240 552 787 17 30 37 
55 1m 337 104 1012 115 560 226 510 760 17 29 35 
60 730 315 105 850 127 547 222 450 745 16 28 34 
*£ach of the readings in this table is the mean of Ec readings from 4 different samples. 
Table 10. Hydrologic soil-complex numbers and runoff to precipitation 
(alP) ratios. 
Site Geologic CN Q/p Site Geologic CN Q/p 
code code 
1 (M) 74 .160 14 (MUD) 94 .581 
2 (M) 92 .553 15 (MUD) 96 .649 
3 (M) 16 (CM) 90 .391 
4 (UBG) 84 .257 17 (CM) 89 .388 
5 (UBG) 89 .492 18 (AD) 78 .191 
6 (MBG) 91 .460 19 (AD) 96 .722 
7 (MBG) 94 .500 20 (Ge) 86 .291 
8 (LBG) 92 .465 21 (GC) 83 .258 
9 (LBG) 94 .554 22 (BH) 82 .330 
10 (T) 93 .525 23 (PR) 96 .690 
11 (T) 90 .375 24 (NH) 96 .706 
12 (T) 88 .281 25 (C) 96 .663 
13 (MUD) 96 .666 26 (GR) 93 .511 
Figure 3 illustrates the relation of runoff to precipitation (alP). 
The dashed lines delineate regions of alP where clusters of points seem 
to exist. It would be expected that the Mancos shale members, which 
are predominantly clay texture would have the greatest alp ratio. Obser-
vation of Figure 3 shows this is not the case. Points representing the 
Mancos shale are found in all clusters, with predominance in the alP 
range of 0.46 to 0.58; with only one non-Mancos site existing in the 
cluster, the Green River Formation. Two Mancos sites are present in 
the highest range, 0.65 to 0.72. The alluvium site 19, was expected to 
be the highest since it was located only a few feet from the bank of the 
Price River where the soil was near saturation. The reason the other 
non-Mancos sites are present in the highest alP region is considered 
due to compaction by grazing. These geologic types are located in the 
upper reaches of the watershed where the majority of precipitation 
occurs and consequently, high grazing activity. 
Most of the Mancos sites cluster below the highest region. This 
is probably a function of precipitation, lack of grazing, and seasonal 
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Figure 3. Relation of alP to precipitation for each infiltrometer site. 
temperature patterns. Most of the Mancos areas receive less than 8 in 
of annual precipitation, much of it occurring during the winter months. 
As a result, vegetation is sparse and grazing is severely limited. The 
and thawing process which occurs throughout the winter months, 
coupled with the presence of salts acts to keep the soil flocculated. Con-
sequently, the surface layer is loosely packed thus allowing a greater 
infiltration capacity than expected for a clay soil. 
The Cedar Mountain formation (sites 16 and 17) has a consistent 
alP relation, in the 0.37 to 0.38 range. The Gravel Cap (sites 
20 and 21), Alluvium (site 18), and Black Hawk (22) sites were expected 
to be in the lowest alP range, O. 16 to 0.32, due to their sandy texture; 
the presence of three Mancos type site"s (1, 4, and 12) was unexpected. 
All three of these Mancos sites were located near sandstone fingers 
which probably had a definite affect on their surface textures. 
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Infiltration curves of the Horton form f = fc + (fo - fc) exp (-kt) 
were fit by a least squares procedure to all applicable infiltrometer 
data. The parameter s of the Horton equation are defined as follows: 
f is the infiltration rate at time t, fo is the initial infiltration rate, 
fc is the infiltration rate which is related to the conductivity of the 
soil, and k is the decay constant for the infiltration curve. Average 
values of the infiltration parameters for each site are given in Table 11. 
The values of Ic ranged from 0.54 to 2.60 in/hr, and from fo from 
1.69 to 12.0 in/hr; while values of k ranged from O. 134 to 1. 189 min-I. 
with conspicuous clusters at about 0.23, 0.33, and 1.18 min-I. The 
latter cluster of k values is composed primarily of non-Mancos sites 
Table 11. Results of the least square analysis of the Horton equation. 
Site f f k 
(Geologic type) (in?hr) (inJhr) (l/min) 
1 (M) 5.08 2.60 0.134 
2 (M) 7.20 1.26 0.705 
3 (M) 
4 (UBG) 3.95 2.03 0.376 
5 (UBG) 11.26 1.13 0.664 
6 (MBG) 6.07 1.01 0.246 
7 (MBG) 3.93 0.65 0.240 
8 (UG) 4.34 0.72 0.196 
9 (LBG) 3.87 0.58 0.226 
10 (T) 6.19 0.73 0.310 
11 (T) 5.63 1.15 0.349 
12 (T) 1.69 1.02 0.237 
13 (MUD) 10.04 0.54 1.005 
14 (MUD) 5.61 0.69 0.397 
15 (MUD) 12.02 0.67 1.145 
16 (CM) 7.14 0.67 0.323 
17 (CM) 8.39 0.94 0.227 
18 (AD) 6.81 2.15 0.191 
19 (AD) 1.97 0.69 1.044 
20 (CC) 7.98 1.25 0.213 
21 (Ge) 9.09 1.98 0.397 
22 (BB) 10.86 2.57 1.189 
23 (PR) 11.51 0.61 1.179 
24 (NH) 12.76 0.60 1.162 
25 (C) 8.73 0.67 1.179 
26 (GR) 11.22 0.97 1.149 
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while the other two clusters are predominantly Mancos sites. However, 
no distinct separation between the k clusters of the Mancos members 
could be made. 
Surface water chemistry 
Analysis of the surface water chemistry data allow some con-
clusions to be made concerning land types and their relation to surface 
flow salinity. Table 3 shows that some geologic types have runoff with 
higher TDS values than others. Price River alluvium (site 19) which 
was located about 3 meters from the stream and included visible salt 
deposits, had the highest TDS values recorded. The river channel was 
in the Blue Gate member of the Mancos shale. The Miller Creek al-
luvium (site 18) had a much lower runoff salinity. Here the site was 
located in an area of no visible salt crust and about 30 feet from the 
channel in sandy materials. It was also located in the Blue Gate mem-
ber of the Mancos shale. 
The surface water chemistry data show that the youngest member 
of Mancos shale, Masuk (sites 1 and 2) yields relatively good quality 
runoff water. This is related priITlarily to the soil developed over the 
Masuk. The parent ITlaterial of this soil is considered to have resulted 
from the weathering of the overlying Star Point sandstone and Black 
Hawk limestone formations. The surface soil is a calcareous loamy 
sand and the runoff water is predominantly a calcium-bicarbonate type. 
Table 3 shows that considerable variation occurs between the 
quality of runoff water within each division of the Blue Gate. The Upper 
Blue Gate (sites 4 and 5) yielded the best quality water of the three 
divisions. As with the Masuk member, the water is a calcium bicarbo-
nate type. Again the runoff water reflects the nature of the overlying 
soil which, in this case, was derived from Emery and Garley Canyon 
sandstones. The soil was a calcareous silty loam. The data suggest 
that the Middle and Lower ITlember s of the Blue Gate formation are 
priITle sources of salinity in the basin. Sites 6 through 9 yielded runoff 
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water which contained predominantly 
+2 -2 
,Ca . and SO 4 ions. The 
soils developed on these members are considered to belong to the 
Chipeta-Badland Association with the dominant soils being the Chipeta 
silty clay loam (a typic-torriorthent). The vegetation associated with 
these sites included a high percentage of Mat Saltbush 
Sites 10, 11, and 12 are the analyses of the runoff from the Tununk 
member. Whereas sites 10 and II yielded reasonable quality runoff, 
site 12 proved to be considerably more saline. The soil analyses 
(Tables 4 and 5) show that the soil of site 12 was more chemically 
similar to that of sites 8 and 9 than the soils from sites 10 and 11, show-
ing the overriding importance of the soil mantle that cover s the under-
lying geologic formation. The parent material for the soil overlying 
the majority of the Tununk is considered to be the Ferron sandstone 
which results in a calcareous soil with relatively low salinity in the 
sur face soil. 
Sites 14 and 15, listed as Mancos Undivided, yielded the highest 
salinity runoff of any Mancos shale site. The overlying soil of these 
sites was essentially weathered Mancos shale. From field observations 
it is felt that both these sites are probably On soils similar to the lower 
Blue Gate member. However, the chemical analyses show them to be 
-2 
much higher in SO 4- • Site 13, also listed as Mancos Undivided, yielded 
relatively good quality runoff and was probably located on soils similar 
to the Masuk mernber. 
Figure 4 illustrates the electrical conductivity change with time 
for selected geologic members. The plot for the Black Hawk type repre-
sents, in general, the trend for all the non-Mancos types. The data in 
Figure 4 show (a) highest concentrations of salt in surface runoff is 
obtained in the first 13 minutes of flow and (b) the Blue Gate and Tununk 
merl1ber s of Mancos shale are the prime sources of salt in the basin. 
The data from site 12, however, gives a strong bias to the Tununk data. 
A reasonable estimate of the ECF for Tununk should be in the order of 
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type. 
60 flmhos/cm. These data of Figure 4, plus the data from Table 3, 
confirm the suspicion that Mancos shale is a major source of diffuse 
salinity in the basin~ 
Linear regression analysis was carried out on several pertinent 
parameters for the Mancos shale (Table lZ). The Mancos shale has a 
high concentration of evaporites, along with CaS04 • ZHZO. Consequently, 
the good relation between ECF and Ca +2 and SO - 2 were to be expected. 
4 
Also noted was the expected correlation between ECF and ECL. Similar 
operations relating the other chemical parameters to ECF yielded poor 
correlations. It was expected that the relation between runoff to precipi-
tation (Q/P) and total runoff (Q) to total solids would have a much strong-
er relation. 
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Table 12. Linear regression analysis for selected parameters of the 
Mancos shale sites. 
X y a b 2 S r 
x·y 
RCF EeL 99.2240 0.8314 0.98 45.45 
RCF Ca2+ 
-0.1394 0.0096 0.98 0.44 
ECF So2-4 -0.5350 0.1101 0.99 0.38 
Q/p IS 0.5966 9.7985 0.25 2.39 
Q IS 3.0917 1. 3665 0.06 2.69 
Soil chemistry studies 
The soil chemistry analysis was restricted to determine which 
extraction method was be st correlated to salt yield of the sur face runoff 
(ECF) and the relation between soil salinity and that of the runoff. In 
this regard, the analysis of the 0-1 in. depth was considered to be of 
most value. 
The EC data, in both Tables 4 and 5 for the 0-1 in. depth compared 
with the ECF values in Table 3 show that only a small fraction of the 
salt in the surface layer is removed by the overland flow resulting from 
the 28 minute simulated rainfall. This suggests that sediment may play 
an important role in salt production from the basin. 
The data from Tables 4 and 5 were analyzed statistically to find if 
certain chemical parameters could be correlated to the ECF values. 
Only the analysis of the 0-1 in. depth extracted was considered in the 
following statistical treatment. To date, statistics have been applied 
only to the cation analyses and their relation to the ECF. 
The data in Table 13 show the results when an attempt was made 
to correlate a single chemical analysis with the ECF value by linear 
regression. Poor correlation was found regardless of the extraction 
method. It was of interest to note that the electrical conductivity (EC) 
of the soil extract was also poorly correlated with ECF. 
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Table 13. Linear correlation between single chemical variables of the 
soil extract and the ECF value. 
Variable Correlation coefficients (r) 
Sat. Extracts 1:1 Extract 
Mg2+ 
.4648 .0141 
Ca2+ 
.6943 .6441 
Na+ 
.5435 .5362 
K+ 
.4355 .6854 
Cl-
.2242 
Total cations .6411 .7134 
Be .2670 .1459 
Table 14 shows the application of the linear correlation tests to 
ion interaction for given specific conditions. Case 1 is where Na + ion 
constitutes 8 percent or more of the total cations in the extract. Under 
h d " N + +2 +) t ese con It10ns a is highly correlated with ECF as is (Ca x Na • 
In addition, the (Ca +2 + Mg +2) (Na +) interaction is also highly related 
to ECF. + Locations which had the condition of 2: 8 percent Na were site 
numbers 8, 10, 13, 15, 16, and 17. Case 2 is where the Na+ is less 
than 8 per cent of the total cations in the soil extract. Under this con-
straint, all correlation coefficients decreased. The highest correlation 
(0.9715) existed for the (Ca+2 x Na +) interaction with the 1: 1 extract. 
Several conclusions can be drawn from the statistical analyses. 
The results show that the 1: 1 soil to water ratio extract data correlated 
as well or better, with the ECF data, than did the saturation extract 
data. This is fortunate since obtaining saturation extracts is time con-
suming and requires specialized equipment. 
+2 + The (Ca x Na ) interaction was highly correlated to the ECF 
values for all the sites studied. No single chemical analysis proved to 
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Table 14. Linear correlation for ion interaction of the soil extract and 
the ECF value. 
Correlation coefficients (r) 
Variable Sat. Extracts 1:1 Extracts 
+ CASE 1 (Na > 8%) 
JIa+ 
Mg2+ + Ca2+ 
ca2+ x Na+ 
(ca2+ + Mg2+) Na + 
CASE 2 (Na + <: 8%) 
JIa+ 
ai+ + Ca2+ 
ca2+ x Na+ 
(Ca2+ + Mg2+) Na+ 
.9886 .9832 
.8773 .8667 
.9928 .9935 
.9895 .9962 
.6507 .5107 
.7194 .7209 
.9178 .9715 
.9182 .9386 
be as highly correlated with ECF. +2 + However, the (Ca x Na ) factor 
did not correlate to the same degree in systems with high and low sodium 
+ contents, i. e., greater or less than 8 percent Na. This fact is shown in 
the regression equations. derived from the 1:1 data. 
+ For Na 8 percent of total cations: 
+ +2 2 ECF ::: 55.717 + 0.428 (Na x Ca ), r 0.987. 
+ For Na < 8 percent of total cations: 
+ +2 2 ECF 30.03 + 33. 11 (Na x Ca ), r ::: 0.944. 
To this point, the data suggest that no simple relation exists 
between the soil salinity and the salinity that is found in the overland 
flow that occur s over the soil. Only cation concentration data of the 
soil extracts have been statistically analyzed for linear correlation 
with ECF. These data were chosen because of the ease with which 
cations can be analyzed relative to the anions. 
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Suspended sediment 
Table 15 illustrates the suspended sediment (S. S. ) concentrations 
for the various sites. With respect to the Mancos shale, suspended 
sediment concentrations are highest for the middle and lower Blue Gate 
divisions (site 14 and 15, although classified as Mancos Undivided, can 
be considered to be on the Blue Gate member of the Mancos). This is 
a significant point since these types are the potentially highest salt 
contribution in the basin, excluding alluvial deposits with visible salt 
crusts next to stream channels. 
It was noted earlier that EC values of the soil extracts are much 
higher than those of surface runoff water. If one observes the EC 
values in the Price River water reported by Mundorff (4), it is apparent 
that surface water flowing through the Mancos members also has EC 
values greater than those obtained from the surface runoff studies. This 
is true even when the incoming salt mass and concentration by evapo-
ration are taken into account. 
Consequently, it is presently felt that sediment obtained by over-
land flow contributes to the salt load in the river with time. As Table 
Table 15. Suspended sediment for the various sites. All values repre-
sent a composite average for plots one through six at each 
site. . 
Site S.S. Site S.S. (Geologic Code) (g/1) (Geologic Code) 
1 (M) 2.32 14 (MUD) 8.38 
2 (M) 2.01 15 (MUD) 9.30 
3 (M) 16 (CM) 2.72 
4 (UBG) 2.47 17 (CM) 0.78 
5 (UBG) 5.29 18 (AD) 1.82 
6 (MHG) 6.13 19 (AD) 3.43 
7 (MHG) 7.77 20 (Ge) 2.21 
8 (LBG) 6.98 21 (GC) 1.33 
9 (LBG) 7.06 22 (BH) 2.54 
10 (T) 2.14 23 (PR) 5.95 
11 (T) 1.48 24 (NIl) 5.90 
12 (T) 4.00 25 (C) 5.50 
13 (MUD) 3.71 26 (GR) 7.36 
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15 illustrates, substantial sediment concentrations are being released 
from the Mancos Members. What is currently lacking is knowledge of 
" 
the rate of salt release from these suspended particles. Studies to 
examine the kinetics involved are in progress. 
It is important that we understand the processes involved with 
suspended sediment in the surface runoff water. Table 3 and Figure 4 
would lead one to believe it is not a major contributor to the salinity 
problem in the basin. However, it may in fact be a problem when the 
potential of salt release by the sediment it yields is considered. 
Vegetative study 
Preliminary studies have indicated that the pattern and magnitude 
of salt removal is different for each plant species. Figure 5 is a graphic 
expression of the data in Table 6. In general, the plant material con-
tinues to contribute salt over several minutes, then the salt contributing 
rate diminishes. Salt from pinyon and juniper is minimal while species 
like mat saltbush contribute greater quantities of salt. Data in Table 7 
provide further evidence for identifying potentials for salt contributions, 
with important species being mat saltbush, halogeton, gardner saltbush, 
salt cedar, shadscale, greasewood, and four wing saltbush. 
Infiltrometer trials in the field have not shown a consistent relation-
ship between total plant cover and salt loading of overland :t;low (Figures 
6 and 7). In these figures each vertical line represents one infiltrometer 
plot, with the square representing the initial conductivity measure of 
runoff after 8 to 13 minutes and the triangle representing the final con-
ductivity measure of all runoff after 28 minutes of simulated rainfall. 
Figure 6 illustrates the EC vs percent plant cover for the Tununk mem-
ber. Site 10 is represented by the dashed lines, site 11 by the solid 
lines, and site 12 by the dot-dash lines. Even though site 12 has a much 
higher EC value at any given percent plant cover, it is cbvious that within 
sites as well as between sites 10 and 11 there is no relation between salt 
released and percent vegetation cover. The Upper Blue Gate member is 
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Figure 5. Quantity of salt released in a known volume of distilled 
water as a function of time per one gram of plant material. 
illustrated in Figure 7. The dashed lines represent site 4 while site 5 
is represented by the solid lines. It can be noted that a slight relation 
exists between initial conductivity values and percent cover at the 
extreme cover values. However, due to the variability present in the 
intermediate values (10 to 55 percent cover) no definite conclusions can 
be drawn relating EC to percent cover. In fact, the infiltrometer runs 
illustrated in Figures 6 and 7 were designed for other purposes and may 
or may not reflect the actual impact of salt contributions from certain 
plant specie s. 
Examination of Table 8 illustrates that both the chemical compo-
sition of the leachate and the degree of leachability varied with plant 
litter when subjected to a high intensity rain for one hour. Greasewood, 
gardener saltbllsh, shadscale, four wing saltbush, big sagebrush 
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Figure 7. Electrical conductivity in relation 
to percent' plant cover for the Upper 
Blue Gate member of the Mancos Shale. 
released about 75 percent, 36 percent, 34 percent, 29 percent, and 29 
percent of their salt content under the 3 in/hr rain, respectively. 
The largest amount of salt in the leachates was observed for 
gardener saltbush, greasewood, mat sagebrush, halogeton, shadsca1e, 
four wing saltbush, salt cedar, rabbitbrush, big sagebrush, juniper, 
and Indian ricegrass, respectively, in declining order. About 30 to 75 
percent of the saltcould be leached from the litter in less than 30 
minutes under the 3 in/hr intensity rainfall. 
Table 9 shows the salt removal from 50 gms of dry litter under 
3 in/hr rainfall in terms of the EC of the leachate. The difference in 
salt production between species is marked. 
Work is continuing at both the field and laboratory level to fully 
ascertain the contribution of natural vegetation to diffuse salt production. 
Overland flow- salt transport model 
A computer model is presently being developed which will predict 
salt release (TDS) from small watersheds on the Mancos shale as a 
function of surface runoff. This model is composed of three components; 
a surface hydrology function, a surface chemistry function, and a soil-
water chemistry function. Sediment yield and associated mineral re-
leases will also be accounted for. 
Micro-watershed plots, about 40 ft 2 , have been established on 
the Lower Blue Gate member of the Mancos shale. Simulated rainfall 
will be applied to these plots by a modified infiltrometer apparatus dur-
ing the summer of 1975. The resulting data from these studies will be 
used to calibrate the model. Micro-watersheds have also been estab-
lished on the Upper Blue Gate member. Resulting data from these 
watersheds will be used to verify the model. This model should be 
operative by October 1975. 
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Conclusions 
The results of the first year's research allows several conclusions 
to be drawn: 
1. Alluvial deposits near the channel of a perennial stream tend 
to yield runoff water of high salinity. 
2. The Blue Gate and Mancos Undivided members are the prime 
salt producers in the basin. Variation within the Blue Gate member 
does exist with the middle and lower divisions yielding runoff water of 
higher salinity than the upper member. 
3. No simple relation exists between the soil salinity and the 
salinity of the overland flow over the respective soil. 
4. Certain plant species have been shown in preliminary studies 
to have a potential for contributing to the total salt load in overland flow. 
Further studies are needed to further quantify this impact. 
5. Sediment obtained by overland flow may play an important role 
in salt production from the basin. Studies are in progress to examine 
this problem. 
6. The relationship between geologic type and surface hydrology 
was limited. A slight correlation between geologic type and the ratio of 
Q to P was found; while hydrologic soil-complex numbers showed no 
distinct separation between types. 
7. Three distinct clusters of"k!' values for the Horton infiltration 
equation were found to exist. Most of the non-Mancos sites fell around 
1.18 min-I, while the Mancos members clustered around 0.23 and 0.33 
min- l values. 
8. Strong linear relations exist between EC and -2 and S04 
while very poor correlations exist between Q/p and Q to TS for runoff 
from the Mancos members. 
9. The 1:1 soil to water ratio extract data correlated with the 
ECF' data better than did the saturation extract data. 
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MODELING THE SOIL-WATER-PLANT RELATIONSHIPS 
IN IRRIGA TION RETURN FLOWS IN THE 
COLORADO RIVER BASIN 
by 
Jay C. Andersen and R. John Hanks* 
Introduction 
This study is concerned with modeling of one of the possibilities 
for ameliorating the salinity problem of downstream Colorado River 
waters. The study deals with the physical nature and the cost effec-
tiveness of an irrigation management approach to reducing salinity in 
the river. 
Irrigation return flow constitutes a large portion of the water in 
streams and rivers of the western United States. In some river 
basins, such as the Colorado River Basin, some water may by "used" 
for irrigation several times before entering the ocean. Since this 
"use" involves the evapotranspiration process which accounts for the 
major loss of water by crops, there is an inevitable buildup of salt 
concentration in irrigation return flows. This is seen in the salinity 
of the Colorado River which ranges from less than 50 (total dis-
solved solids) in the upper basin mountains to about 850 mg!l at the 
Imperial Dam in lower California. While irrigation return flow is 
invol ved in only part of this salinity concentration, it has been sug-
gested to be one of the major areas capable of management. Little 
research work has been done on management of irrigation water to 
influence downstream salinity and, therefore, relatively little is 
known about the manifold effects of such management. This study is 
an attempt to evaluate some of these effects. Specifically, the study 
~'Utah State University, Logan, Utah. 
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involves (1) the development of a physical model to predict the response 
of soil, water, and crop factors to irrigation and (2) the development 
of an economic model which, using the physical model for basic data, 
assesses the cost effectiveness of irrigation management as related 
to return flow salinity. 
Economic background of the study 
The salinity problem in river basins, especially in large ones 
like the Colorado River Ba sin, is an intere sting and difficult challenge 
to policy makers. The well-being of some users of the river conflicts 
with the well-being of others in river use programs that have been or 
may be undertaken. An ideal competitive economy would yield an 
allocation of resources such that no alternative pattern of resource 
use would make anyone better ·oH without making someone worse off. 
This ideal situation does not exist in the matter of allocation of water 
and the quality aspects of water for at least two reasons. First, 
price s do not correctly reflect the social value of resource s and com-
modities. Misallocations of resources occur. The individual decision-
maker has no incentive (except for his conscience or good will) for 
taking all costs or benefits into account in making a resource alloca-
tion decision. Second, producers of "public goods" are unable to 
collect revenues from beneficiaries, since users cannot be excluded 
for nonpayment of the price. Each user may expect to reap the bene-
fits whether or not he pays the cost. The private market is, therefore, 
unable to supply optimal amounts of goods with collective consumption 
characteristics. The salinity problem in the Colorado River exhibits 
both of these aspects of market failure. More than half of the salinity 
concentration in the river is due to natural causes, but if there were 
no man-made effects, the concentrations would probably not be suffi-
cient to trouble downstream users. 
322 
General procedure 
The study was done in two phases. The fir st phase involved 
the development of the physical model to be used to supply basic data. 
The second phase involved the development of an economic model to 
analyze cost effectiveness. While these two phases were carried out 
somewhat independently at the beginning of the study, it soon became 
apparent that much interchange was necessary. The physical model 
originally produced much information not needed for the economic 
model and did not supply some basic data needed. Thus, considerable 
modification of the physical model was necessary. Similarly, the 
economic model originally devised assumed availability of basic 
physical data that could not be obtained. Thus, the economic model 
had to be adjusted to use the basic data that was obtainable. 
The details of the two models are discussed separately in the 
following pages for purposes of organization. This will allow the 
reader to consider only one of the models according to his interest. 
However, we have found much to be gained by interchange of ideas 
and methods necessary to develop answers to a particular problem 
and would advise considering both models together. 
The Physical Model 
Recent field work has shown that many situations are much more 
complicated'than can be handled by present models of plant response 
to salinity. The field situation discussed in this paper, for example, 
was studied by Gupta (1972) and King and Hanks (l973). They found 
the models used previously gave good prediction for the water portion 
but poor prediction for the salt portion. Where water of different 
salt concentrations had been added as irrigation water, there was a 
very small effect on the salt concentration of the soil solution. It 
appeared that the soil acted like a large bu££er that was influenced 
only slowly by relatively small salt additions or removals through 
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irrigation and drainage. It became evident that the inclusion of com-
plicated reactions used by Dutt et al. (1972) were of little practical 
use because they were not completely accurate and they required con-
siderable computer time. Consequently, it was decided to devise a 
simplified salt flow model to simulate the long time effects of salt 
buildup by varying the initial conditions. 
The model is based on the work of Nimah and Hanks (1972a, b) 
which is concerned with the soil water flow in response to varying 
irrigation management inputs. The general equation for water flow 
is given as Equation (l): 
+ a(z) ( 1) 
where a is the water content, H is the matric potential, K is the hy-
draulic conductivity, t is time and z is depth, and a(z) is the root 
extraction term. 
The root extraction term is somewhat more complicated because 
it has plant and soil characteristics in it as the following equation 
shows: 
H 
a(z) == [ root + 1. 05z - h(z, t) - s(z, t)l RDF(z)' K 
L;. z • L;.X 
(2) 
where is the water potential at the sur face of the root which is 
modified to have a different water potential due to gravity and a small 
friction resistance term of 0.05, h(z, t) is the soil solution matric 
potential, s(z,t) is the osmotic potential, and RDF(z) is a root density 
function. L;.X is the distance between the plant root and the point in 
the soil where K is realized (we as sume equal to 1. 0). Depending on 
the climate and the plant and soil conditions, water may be extracted 
from the soil without any limitations so that the transpiration would 
be equal to that potential transpiration. However, if the osmotic con-
centration or the matric potential is sufficiently low, keeping in mind 
the negative sign, the soil water system will not be able to supply 
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sufficient water to the plant to maintain the transpiration at potential 
transpiration and then the transpiration falls off. These equations 
have been discussed in considerably more detail in Nimah and Hanks 
(1973a) and Childs and Hanks (l975). 
The salt flow portion of the model is given as follows: 
(3) 
where C is the salt concentration, D is the combined diffusion and 
dispersion coefficients, and q is the mass flux of water. 
Salt is assumed to move within the soil profile according tomass 
flow of water and subject to the diffusion restrictions. No con:sidera-
Hon is taken for source or sink term where precipitation or solution 
of salts could come out of the solid phase of the soil. A numerical 
approximation of both the water flow and moisture flow parts of the 
model have been written as described by Nimah and Hanks (1973) and 
Childs and Hanks (1975), as well as Hanks et al. (1974). To deter-
mine the influence of the salinity on crop yield, another component of 
the model has to be added. This is done by using the as sumptions that 
have been described by Hanks (1974) and Childs and Hanks (1975) where 
the relative yield of a crop is related to the relative transpiration. 
The validity of this as sumption for saline conditions is substantiated by 
the data of Lunin and Gallatin (1965), Bingham and Garber (1970), and 
Shelhavet and Bernstein (1968). A linear relationship between relative 
transpiration and relative yield is indicated. Relative yield is here 
restricted to the dry matter yield and does not include the yield of 
grain which might be considerably mare complicated. 
The estimation of a relative yield is necessary to interface with 
the economic model discussed later. The variations that are sensed 
by the. model are the result of various initial conditions or boundary 
conditions that change with time at the top and bottom of the soil. TIle 
soil conditions also influence the results as well as the crop conditions 
because soil properties influence water uptake and water infiltration 
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in the soil. The plant grown also influences root uptake as well as the 
boundar y conditions of the sur face. 
As described in detail by Childs and Hanks (1975), it is necessary 
to determine what the potential evapotranspiration or the potential infil-
tration rate for the soil would be for any kind of a management system 
that is imposed. This is done by either measurement of the potential 
evapotranspiration such as described by Nimah and Hanks (1973b) or 
by using some method such as described by Jensen (1973) to compute 
potential evapotranspiration. This model does not require an estimation 
of the crop coefficient but requires that the potential evapotranspira-
tion be broken into potential evaporation and potential transpiration as 
described by Childs and Hanks (1975). 
The basic input data required for the model are given in detail 
by Nimah and Hanks (1973) and Childs and Hanks (1975), but are sum-
marized as follows: (1) Hydraulic conductivity, water content, and 
matric potential water content data covering the range of water content 
to be encountered during the period of interest (soil property), (2) air 
dry soil water contents (soil property), (3) root water potential below 
which the root will not go where presumably the plant wilts and the 
actual tranpsiration will be less than the potential transpiration (plant 
property), (4) root distribution function for the period of study (plant 
property), (5) water content and soil solution concentration data at the 
beginning as a function of depth (initial condition), (6) potential trans-
piration, potential evapotranspiration rate and potential irrigation or 
rainfall as a function of time for the whole period of the run (boundar y 
condition) [potential evapotranspiration assumed equal to that from a 
free water surface could be calculated by the use of the Penman or some 
other equation as described by Jensen (1966 )J, (7) osmotic potential of 
irrigation water (boundary condition), (8) presence or absence of a 
water table at the bottom of the soil profile (boundary condition). The 
root density function may be changed as a function of time and depth 
as the root system grows as described by Childs and Hanks (1975). 
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The output data can be selected from among many variable s 
that are computed within the model from a list of the following: (1) 
Cumulative evapotranspiration, transpiration, and evaporation as a 
function of time, (2) volumetric soil water content and soil pressure 
head as a function of time and depth, (3) cumulative water flow upward 
or downward through any boundary within the profile or at the surface, 
(4) the value of H
root 
as a function of time, or many other factors. 
The main item of interest in this computation is the relative transpira-
tion which is the transpiration computed from the particular manage-
ment system compared to what the potential transpiration would have 
been at the same condition if soil water were not limiting. 
The Economic Model 
The economic model is designed to suggest ways to minimize the 
income losses imposed by restraints on salt outflow due to irrigation 
on the farm. It is based on the physical model and a set of cost and 
return data for the farm. The beginning pOint is to assume that any 
amount of salt can be allowed to leave the farm. The model is set to 
maximize income under this as sumption which has been the policy in the 
past. The model is then successively constrained to allow smaller 
and smaller amounts of salt to leave the farlf" Of primary concern 
is the income reduction which accompanies this constraint on resource 
use. Also of concern are the crops grown, irrigation management 
practices, and the quantity of water applied. As the salt outflow and 
incomes incrementally change, the model develops as a byproduct the 
marginal relationship between salt outflow and income. This value 
can then be compared with alternative ways of reducing salinity in the 
river or the damages that accrue to downstream users. The imple-
mentation of the economic model is in the form of the linear program-
ming model of economic behavior. 
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The linear programming model of salt outflow 
The linear programming model used in this study is a profit 
maximizing model which has the algebraic form of: 
maximize 
subject to 
z = ex 
< AX-B 
> 
X2:0 
where Z net revenue (or pr of it) 
e the row vector of net revenue per unit of acti vity 
X the set of activities or production processes 
A = matrix of technical coefficients (or production relationships) 
B = the column vector of constraints oE resource availability 
Linear programming and the economic concepts utilized are 
discussed by Leftwich (1970). The application to the present study is 
as follows: (l) Select the combination of crops pr oduced and manage-
ment practices subject to the constraints in certain fixed inputs such 
as land. The selection is based on the operating costs and the relative 
prices of the crops. (2) Many of the inputs are not fixed, thus the 
optimal combination of these variable inputs is selected for th'e pro-
duction of the crops produced based on their productivity and the cost 
of inputs. (3) The level of output per acre is selected based on pro-
ducing up to but no more than the level where the value of the incre-
mental unit of production equals the cost of the incremental inputs 
unit of input. 
In this study, the various components of the model are defined 
and constructed as follows. 
Production activities (the have been developed which are 
most relevant. These are activities like growing corn silage, or oats 
or alfalfa hay. Each of these can also be treated in alternative ways 
such as with different quantities of irrigation applied by sprinkling or 
flooding. All combinations of these alternative actions were used in 
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this study except that flood irrigation was not used in the lowest three 
levels of water application. It would be impossible to distribute the 
small amounts of water uniformly over the season by flooding. 
Resource constraints 
Limits on resource availability (the b i ) used in this study include 
the quantities of each of three land classes based on the beginning 
salinity levels of the soil profile. It was as sumed that the farmer had 
10 acres with each of three soil salinity characteristics. Unlimited 
salt outflow was allowed in the drainage water (which level was sub-
sequently reduced to determine the profitability to the farm operator 
of letting salt flow into the drains and streams). There were also con-
straints to force growing of crops in rotation such as to provide for 
nurse crops for new seedings of alfalfa, limits on corn production for 
disease control, and diversity of crops according to farmer prefer-
ence. 
Yields and prices 
Net profitability for each unit of production was based on approxi-
mate current prices for products and the costs of various farming sup-
plies and operations. Yields were estimated using the 1971 data for 
the farm as a base with the relative yields predicted in the physical 
model to give specific values for the rates of water applied as influenced 
by the initial salt concentrations shown in Table s 10 and 11. The profit 
function is based on the, price of alfalfa at $45/ton, corn silage at $13/ 
ton, and oats at $1. 60/bushel. These prices represent approximately 
the current prices but are adjusted somewhat to a normal long run 
relationship to each other. 
Situations Studied 
There were several situations studied in terms of water manage-
ment. The data for Vernal, Utah, 1971, as described by Nimah and 
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Hanks (l973b) were taken for the initial conditions and water was 
applied in different amounts but at the same frequency as given in the 
1971 data. The irrigation water quality which was used throughout 
was 6.35 meq/liter, which was equivalent to the present conditions at 
the Vernal, Utah, farm. 
To simulate the effects of soil salinity storage within the root 
profile, three di££erent levels of soil salinity were studied--20 meq/l 
uniform throughout, which is approximately the condition on most of 
the farm at present, 50 meq/l uniform throughout and 200 meq/1 uni-
form throughout. 
Because data were collected from various sources for the three 
crops that were studied on the farm, the root distribution functions 
were arbitrarily chosen as shown in Table 1 for the three crops studied. 
The corn and oats were modeled as annual crops with different values 
of crop cover as a function of time during the year. This had an in-
fluence on the potential evapotranspiration distribution as described 
by Childs and Hanks (1975). 
Table 1. Relative proportion of roots at different depth increments 
at maturation as sumed for the calculations. 
Depth Corn Alfalfa Oats 
2.5 to 10.5 cm .09 .14 .18 
10. 5 to 25.5 .20 .30 .40 
25.5 to 52.5 .34 .33 .42 
52.5 to 91. 5 .25 .23 0 
92.5 to 140.0 • 12 0 0 
140.0 to 235.0 0 0 0 
Two different irrigation systems were studied. The fir st was 
a solid set sprinkler system with a coefficient of uniformity of .88 
which is approximately the same as now in place on the experimental 
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farm being studied. This was compared to a very poor gravity system 
which was on the farm before the sprinkler system was applied. The 
coefficient of uniformity of the gravity system was 0.42 which is a 
very poor system but is useful for comparison of the effect of a range 
of application uniformities. 
The physical relationships 
The results of modeling a variation in the water added and initial 
salt concentration on various soil and water properties for corn are 
shown in Table 2. The data on T IT are of primary interest because 
p 
they are assumed to correspond to relative yield. The data of Table 2 
show that TIT increases as the irrigation applied is increased up to 
p 
about 50 cm after which the ratio was 1. 0 for all initial salt concentra-
tions. The ratio T/T was smaller, however, where irrigation was p 
limited for the higher initial salt concentrations. There was relatively 
little difference among the values for TIT when the initial salt con-
p 
centrations were 20 or 50 meq/l, indicating that yield differences 
were due to water influences only. Note that where the irrigation and 
rain was less than about 20 cm, there was an upward flow. The amount 
of flow was limited by soil water transmission and plant root extraction 
In cases where the initial salt concentration was 200 meq/l, upward 
flow was about 2.5 em Ie s s than for the lower initial salt concentrations 
However, drainage (downward £low) was influenced very little by initial 
salt concentrations. 
One feature of the data shown in Table 2 that may be somewhat 
unique is the large influence of water movement up from the water 
table (at a depth of 235 cm), The soil properties at the Vernal farm 
seem to be especially conducive to high water flow in both directions. 
Other situations with other soils would probably not result in as much 
upward flow. 
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Table 2. Comparison of irrigation water applied and initial salt concentra-
tion on relative transpiration of corn T ITp ' total water used, 
drainage, salt flow to the groundwater, and average final salt con-
centration. 
Final 
Irrig. Salt Flow Initial Salt 
and to Salt Concentration 
Rain ET Drainage Groundwater Concentration Average 
cm cm T TIT cm meq meq/l meq/l p 
5.6 40.3 35.3 .81 -14.2 -284 20 62 
5.6 38.6 33.5 .77 -14.2 -710 50 127 
5.6 26.2 20.6 .48 -11. 6 -2320 200 305 
10.3 43.9 36.6 .89 -14. 1 -282 20 60 
10.3 42.1 35. 1 .86 -14.0 -700 50 120 
10.3 30. 1 22.3 .55 -11. 4 -2280 200 296 
15.0 47.7 38.6 .97 -14.0 -280 20 56 
15.0 46.3 37.2 '.93 -13.9 -695 50 116 
15.0 34.6 25. 1 .64 -II. 4 -2280 200 296 
22.0 49.0 38.5 .98 -13.6 -272 20 40 
22.0 49.2 38.7 .98 -13.5 -675 50 95 
22.0 41\ 2 30.9 .78 -II.3 -2260 200 291 
40.8 50.4 37.6 .99 -8.7 -174 20 27 
40.8 48.3 35.9 .98 -7. I - 355 50 604 
40.8 48. I 35.8 .97 -6.2 -1240 200 227 
56.4 51.9 37.3 1. 00 +0.91 19 20 23 
56.4 52.2 37.3 1. 00 +1. 0 49 50 50 
56.4 56.7 37.3 1.00 +1. 1 214 200 189 
66.7 51.7 37.3 1. 00 +10.5 210 20 20 
66.7 51.6 37.3 1. 00 +l0.6 532 50 42 
66. 7 51. 6 37.3 1. 00 +L0.8 2160 200 153 
Note: Each line represents a computation with the same irrigation fre-
quency but different amounts of water applied for climatic conditions 
of 1971 at Vernal, Utah. A negative sign indicates upward flow of 
salt and water. Rain was 5. 6 cm. 
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The data shown in Table 2 are only a small part of the data col-
lected in attaining these summary values. Each line represents one 
season where data have been computed at several depth increments 
and at no greater than 2- to 3-hour increments. Thus, data within the 
season are also available. Figure 1 shows a comparison of cumulative 
evapotranspiration as influenced by initial salt concentration for two 
different irrigation levels. 
Table 3 shows the computations of TIT made for alfalfa. The p 
data show more decrease of TIT for low irrigation rates than was p 
shown for corn. This was due to a longer season for active water use 
by alfalfa and for a much greater proportion of transpiration to evapo-
transpiration for alfalfa than for corn- -especially during ear ly season 
when corn was just planted. Upward water flow was less for alfalfa 
than corn, probably due to alfalfa's assumed shallow root distribution. 
This result is probably not representative of other situations where 
alfalfa normally roots deeper than corn. The alfalfa root distribution 
was measured at the site where there is upward water movement, but 
the corn root depths were measured at another location. Like corn, 
the alfalfa data show little difference between the 20 and 50 meq/l 
initial salt concentrations but fairly large differences with 200 meq/l 
initial salt concentrations. Thus, the TIT depression at 20 meqll 
p 
initial salt concentration is due to inadequate irrigation. The differ-
ences in TIT at anyone. irrigation level, for initial salt concentrations 
p 
between 20 and 200 meq/l, were due strictly to a salt effect--where 15 
cm of irrigation and rain was applied, TIT was 0.68 because water 
p 
was insufficient to maintain transpiration. A further reduction of TIT 
P 
from 0.68 to 0.49 resulted from the high initial salt concentration. 
Table 4 shows the computed data for oats when irrigation water 
was managed in a manner similar to corn and alfalfa. The values of 
T IT were smaller for oats for a given irrigation regime than for corn p 
or alfalfa. This was due mainly to a more shallow root depth, but was 
also partly due to a difference in the relation of T to ET • Because p p 
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of the shallow root zone, upward flow was less than 4 cm. This caused 
the ratio, TIT, to be less than 0.9 (for 20 meq/l initial salt concen-p 
tration) when irrigation and rain was less than about 52 cm. As was 
the case for alfalfa and corn, the TIT results with 50 meq/l initial 
p 
salt concentration were only slightly different than for 20 meq/l, where-
as the changes in T IT from 50 meq/l to 200 meq/l were considerably p 
larger. 
There is a feature of the computation that is especially noticeable 
in Table 2 for corn. The model allows for the possibility that, if evap-
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Table 3. Comparison of irrigation water applied and initial salt concentra-
tion on relative transpiration of alfalfa, T /Tp ' evapotranspiratio 
ET, drainage, salt flow to the groundwater, and average final 
salt concentration. 
Final 
Irrig. Salt Flow Initial Salt 
and 
I to . Salt Concentr-atio 
Rain ET· Drainage Groundwater Concentration Average 
cm cm T TIT 
p 
cm meq meq/1 meq/l 
5.6 29.5 25.8 .52 - 9.7 - 195 20 43 
5.6 28.2 26.6 .50 -9.4 -472 50 97 
5.6 19.8 16.0 .33 7.8 1561 200 277 
10.3 33.2 29.2 .61 - 9.5 -189 20 42 
10.3 32. 1 28. 1 .58 - 9.3 -466 50 94 
10.3 24.2 20.0 .42 -7.7 -1860 200 269 
15.0 37.6 32.8 .68 - 9.3 -154 20 43 
15.0 36.5 31. 8 .66 9.2 458 50 94 
15.0 28.8 23. 7 .49 7.6 1840 200 268 
22.0 43.9 38.6 .80 -9.4 148 20 41 
22.0 42.9 37.6 .78 9.2 461 50 92 
22.0 35.3 30. 1 .63 -7.5 -1840 200 263 
40.8 51. 7 46. 7 1. 00 -7.4 -148 20 30 
40.8 51. 3 46.3 1. 00 -6.7 370 50 64 
40.8 48. 1 43.2 .93 - 5.6 -1340 200 228 
56.4 53.4 48.2 1. 00 O. a 0 20 24 
56.4 53.9 47.9 1. 00 0.4 22 50 52 
56.4 53.9 47.9 1. 00 0.3 61 200 195 
66.7 53.5 48.3 1. 00 8.8 178 20 22 
66.7 53. 1 48.3 1. 00 9.3 467 50 44 
66.7 53.2 48.3 1. 00 9.4 1882 200 158 
Note: Each line represents a computation with the same irrigation fre-
quency but different amounts of water applied for climatic condition 
of 1971 at Vernal, Utah. A negative sign indicates upward flow of 
salt and water. Rain was 5.6 cm. 
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Table 4. Comparison of irrigation water applied and initial salt concentra-
tion on relative transpiration, for oats, T ITp ' evapotranspiration, 
ET, drainage, salt flow to the groundwater, and average final 
salt concentration. 
Final 
Irrig. Salt Flow Initial Salt 
and Upward to Salt Concentration 
Rain ET Flow Groundwater Concentration Average 
cm cm T T/T cm meq meq/l meq/l p 
5.6 18.3 13.3 .29 -3.8 -74 20 33 
5.6 18.0 12.9 .28 -3.8 -191 50 78 
5.6 14.3 8.2 . 18 - 3.6 -718 200 248 
10.3 22.7 16.4 .37 -3.8 -76 20 33 
10.3 22.2 16. 1 .36 -3.8 -190 50 76 
10.3 18.4 10.2 .24 - 3.5 -700 200 242 
15.0 27.1 20.2 .46 -3.8 -76 20 33 
15.0 26.7 19.4 .44 -3.8 189 50 76 
15.0 22.9 13.3 .32 -3.5 -700 200 242 
22.0 33.8 25.6 .59 -3.8 -76 20 33 
22.0 33.4 25.3 .58 -3.8 -190 50 76 
22.0 29.5 19.3 .46 -3.3 -660 200 240 
40.8 46.0 35.2 .89 -2.5 -50 20 26 
40.8 45.7 35. 1 .88 -2.4 120 50 58 
40.8 42.3 31. 5 .80 -1. 2 -240 200 208 
56.4 53.6 38.5 .97 +1.3 26 20 24 
56.4 53.4 38.8 .98 +1.3 66 50 52 
56.4 51. 4 37.0 .93 +2.5 490 200 185 
66.7 52.5 38.6 .99 +10.0 198 20 20 
66.7 52.5 38.6 .99 +10.0 495 50 43 
66.7 52.5 38.6 .99 +9.9 1975 200 157 
Note: Each line represents a computation with the same irrigation fre-
quency but different amounts of water applied for the climatic condi-
tions of 1971 at Vernal, Utah. A negative sign indicates upward 
flow of salt and water. Rain was 5.6 cm. 
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oration is less than potential evaporation, the difference, E - E, can 
p 
be used in transpiration. Thus, potential transpiration is not a constant 
in Table 2 but increases as the irrigation and rain applied decreases. 
For a rain of 5. 6 cm, T for corn was 40.3 and for irrigation and rain 
p 
of 56.4 cm, Twas 37.3 cm. Hanks et al. (1971) have demonstrated p 
that this energy "tradinglf occurs, but it may be that the model computa-
tion over corrects for it. 
Figure 2 shows the salt concentration profiles for corn at the end 
of the season compared to the beginning for three differing levels of 
water application. Where irrigation was insufficient to cause drainage, 
there was a higher concentration of salt throughout the profile at the end 
of the season. There was a very pronounced peak in salt concentration 
just below the root zone, espe cially for the low water levels. 
Figure 2 also shows the salt concentration profiles at the end of 
the year for oats. These concentrations are higher in the profile than 
those for corn because a more shallow root distribution for oats was 
assumed. There was relatively little water available for transpiration 
and the salt peak was lower with 5.6 cm of rain than when 22 cm of irri-
gation and rain provided for more transpiration and thus more concen-
tration of salt. Where sufficient water for some leaching was available, 
the salt concentration in the profile was essentially constant. 
Figure 3 shows a 10- year computation during which irrigation and 
rain were about one-halI ET. The data indicate no decrease in the TIT 
P 
Tatio until the 7th year after which it fell rapidly, leveling off at the 
10th year. Figure 3 shows the average salt concentration building up 
to about 260 meg /1 at the 10th year. When TIT decreases, the trans-p 
piration also decreases. After the 10th year of cropping, ET had de-
creased by 15 em which was only 9 cm above the water added. The 
difference between the water added and ET came from soil water stor-
age and flow upward from the water table. Note that the particular 
results computed for a simulated run of years, shown in Figure 3, are 
highly dependent on the particular situation. If a crop with more shal-
low roots had been used, an entirely different situation would have 
resulted. 
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Figure 3. 
One of the purposes of the computation shown in Figure 3 was to 
see how the se results compared with the data of Table 2 where differ-
ent initial salt concentrations were used to simulate salt buildup. For 
the same irrigation schedule, the data of Table 2 indicate a T/T 
p 
ratio of 0.90 for an initial salt concentration of 200 meq/l and ending 
up with an average cOR,centration of 296 meq/l., The data of Figure 4 
indicate es sentially the same ratio of T / T , although the salt concen-p 
tration at the end of the year is not as high as that shown in Table 2. 
Thus, using a uniform salt concentration profile as the initial condition 
gives the same result as using the profile existing at the end of the pre-
vious crop years. In fact, the uniform profile is probably more accur-
ate since the upward and downward diffusion and mass flow due to evap-
oration and drainage tends to equalize the salt in the profile over the 
",inter. 
CORN IRRIGATION =24.4CM 
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Relative transpiration and average salt concentration for corn with deep 
irrigated at a rate of 24.4 cm/year as influenced by year. 
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The single point values, relating water added to the TIT , are 
p 
somewhat unrealistic in a real field situation because water is not dis-
tributed uniformly. Even in the best system there are parts of the field 
that receive more water than others. To account for this, engineers 
have defined a uniformity coefficient Cu as follows: 
Cu::; 1 - M (4) 
where M is the average irrigation rate and D is the average deviation 
(sign ignored) about the average rate. It should be noted that if Cu = 
1. 0, water application would be completely uniform. To add this fac-
tor to the computations, it was necessary tO,assume a distribution 
pattern and the extent of coverage that might apply for some mean 
water application rate. From the distribution pattern, a new value of 
TIT re sults from integrating T IT over the water distribution pattern. 
p p 
This also provides salt outflow information. These data were calcu-
lated assuming a uniformity of 1.0 for all of the data presented up to 
this point. Considering nonuniform coverage, the relationship of 
T IT to average water added by irrigation can then be constructed. 
p 
These data are shown in Tables 5, 6, and 7 for the three crops for 
,three different uniform ties. The amount of salt outflow is also shown:. 
These tables show essentially the same ratio of TIT for all uniformities 
, p 
provided the water application is insufficient to allow any drainage (and 
thus salt outflow). However, once the irrigation rate is high enough 
to result in some drainage, the ratio of TIT decreases as the uni-
. 'p , ' 
formity decreases. Thus, for alfalfa TIT is 1. 0, 0.98, and 0.90 for p , 
a Cu of 1. 0, 0.88, and 0.42, respectively (20 megll initi,al salt con-
centration). This ratio variation results from poor uniformity due to 
irrigation greater or less than ET. The sarrie result is <i1so shown in 
Table 8 where the average water application is greater than ET. For 
this situation, some part of the field received water at less than ET 
resulting in TIT less than 1. O. 
P 
These results point out another situation of great practical im-
portance involving some present concepts of low leaching ratios. If 
water distribution is nonuniform and the average leaching ratio is low, 
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then there will be part of the field which is not leached at all and salts 
will accumulate. This could be a serious problem when the same uni-
formity distribution pattern prevails year after year. A ten- year 
simulation of this effect shows a salt buildup in a portion of the wetted 
area getting less water than ET and a consequent decrease in TIT 
p 
(Table 8). Where irrigation is greater than ET, essentially steady 
state conditions prevailed. 
Table 5. Relative yield of corn, equal to TIT pot, as influenced by 
three different values of Cu, water applied, and initial salt 
concentration. 
Irrig. T IT pot Salt TIT pot Salt TIT pot Salt & Initial outflow outflow outflow 
Rain salt Cu = 1 Cu = 0.88 Cu = 0.42 
meq/l meq/cm 2 meq/cm 2 meq/cm 2 
10.3 20 .89 0 .89 0 .89 0 
10.3 50 .86 0 .86 0 .85 0 
10.3 200 .55 0 .56 0 .56 0 
15.0 20 .97 0 .94 0 .93 0 
15.0 50 .93 0 .92 0 . 91 0 
15.0 200 .64 0 .64 0 .64 0 
22.0 20 .98 0 .99 0 .97 0 
22.0 50 .98 0 .98 0 .95 0 
22.0 200 .78 0 .78 0 .76 0 
40.8 20 .99 0 1.0 0 .98 89. 
40.8 50 .98 0 .99 0 ~ 97 216. 
40.8 200 .97 0 • 96 0 .88 892 . 
56.4 20 1.0 19. 1.0 60. .99 357. 
56.4 50 1.0 49. . 99 158 . .98 821. 
56.4 200 1.0 214. 1.0 644. • 91 3563. 
66.7 20 1.0 210. 1.0 239. • 99 703 • 
66.7 50 1.0 532. 1.0 581. .98 1575. 
66.7 200 1.0 2160. 1. 0 2398. .92 7099. 
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Table 6. Relative yield of alfalfa, equal to TIT pot, as influenced by 
three different values of Cu, water applied, and initial salt 
concentration. 
Irrig. Initial TIT pot 
Salt TIT pot Salt TIT pot Salt 
&: outflow outflow outflow 
Rain ~ salt Cu" 1 Cu" 0.88 Cu" 0.42 
meq/l meq/cm 2 cm 
10.3 20 .61 0 .60 0 .60 0 
10.3 50 .58 0 .58 0 .58 0 
10.3 200 .42 0 .41 0 .41 0 
15.0 20 .68 0 .68 0 .68 0 
15.0 50 .66 0 .66 0 .65 0 
15.0 200 .49 0 .49 0 .49 0 
22.0 20 .80 0 .81 0 .79 0 
22.0 50 .67 0 .79 0 .77 0 
22.0 200 .63 0 .64 0 .64 0 
40.8 20 1.0 0 .98 0 • 90 86 • 
40.8 50 1.0 0 .97 0 .89 212. 
40.8 200 • 93 0 .91 0 .81 804 • 
56.4 20 1.0 0 1. 0 44. .92 449. 
56.4 50 1.0 22. 1.0 124. .92 996. 
56.4 200 1.0 61. .99 512. .86 3492. 
66.7 20 1.0 178. 1.0 232. .94 1007. 
66.7 50 1.0 467. 1.0 571. .93 2128. 
66.7 200 1.0 1882. 1.0 2170. .89 7158. 
The economic comEarisons 
The physical relationships discussed above are the basic data 
for the economic analysis. From the physical data, the relevant in-
formation on growing corn silage, oats, or alfalfa hay was accumulated. 
Decision options which included water application by sprinkler or by 
flooding at rates (from irrigation and rain) of 10.3, 15.0, 22.0, 40.8, 
56.4, and 66.7 centimeters for each of the crops were utilized. 
Limits on resource availabity (the E i ) or right-hand-side values 
used in the linear programming study include the quantities of each of 
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Table 7. Relative yield of oats, equal to TIT pot, as influenced by 
three different values of Cu, water applied, and initial salt 
concentration. 
Irrig. Initial TIT pot Salt TIT pot Salt TIT pot 
Salt 
& outflow 
salt outflow 
outflow 
Rain Cu 1 Cu :; 0.88 Cu 0.42 
cm meq/l meq/cm 2 meq/cm 2 meq/cm 2 
5.6 20 .29 a 
5.6 50 .28 a 
5.6 200 . 18 0 
10.3 20 .37 0 .37 0 .37 a 
10.3 50 .36 a .36 a .36 0 
10.3 200 .24 a .24 a .24 a 
15. a 20 .46 a .45 a .45 a 
15.0 50 .44 a .43 a .43 a 
15.0 200 .32 a • 31 a .32 a 
22.0 20 .59 a .61 a .60 a 
22.0 50 .58 a .59 a .59 a 
22.0 200 .46 a .47 a .48 a 
40.8 20 .89 a .87 a .79 84 
40.8 50 .88 a .87 a .78 209. 
40.8 200 .80 a .78 17. .71 818. 
56.4 20 .97 26. .97 63. . 84 365 • 
56.4 50 .98 66. .97 157. .84 918. 
56.4 200 .93 490. .93 738. .79 3161. 
66. 7 20 .99 198. .99 225. .87 780. 
66.7 50 .99 495. • 99 563. .87 1967 • 
66.7 200 • 99 1975 . .98 2178. .82 6492. 
three land classes based on the beginning salinity levels in the soil pro-
file. It was assumed that the farm under study had 10 acres with each 
of the three soil characteristics (20, 50, and 200 meq/l) described 
ear Her. Also, an unlimited quantity of salt outflow was allowed in the 
drainage water (which level was sequentially reduced to determine the 
loss in profitability to the farm from restricting salt flow into the 
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Table 8. Relation of time and irrigation rate, for eu 0.42 (square) to 
relative transpiration, T /Tp, and average salt content Sf at differ-
ent positions with the uniformity pattern with beginning soil salin-
ity at 20 meq/l. 
average 
Year T/Tp Sf T/Tp Sf T/Tp Sf T/Tp Sf T/Tp Sf T/Tp 
.45 33 .75 30 .96 24 .96 24 1.0 20 83 
2 .44 53 .72 37 .96 28 .96 26 1.0 21 82 
3 .43 81 .70 43 .96 32 .96 28 1.0 21 81 
4 .42 117 .69 47 .96 35 .96 29 1.0 21 81 
5 .39 162 .68 50 .96 39 .96 29 1.0 21 80 
6 .35 208 .67 53 .96 42 .96 29 1.0 21 79 
7 .30 249 .67 56 .96 .96 29 1.0 21 78 
8 .26 280 .66 58 .96 49 .96 29 1.0 21 77 
9 .22 298 .66 60 .96 52 .96 29 1.0 21 76 
10 .20 306 .65 61 .96 55 .96 29 1.0 21 75 
drains and streams). There were also constraints to force growing of 
crops in rotation such as to provide for nurse crops for new seedings 
of alfalfa and limits on corn production for disease control. 
The net profit values for each unit of production were based on 
approximate current prices for products and the costs of various opera-
tions. Yields were estimated using the 1971 data for the farm as a 
base and the relative yields predicted in the physical model to give 
specific values for the rates of water applied as influenced by the ini-
tial salt concentration in the soil as shown in Tables 9 and 10. 
The profit function is based upon a price for alfalfa of $45/ton; 
for corn silage, $13/ton; and for oats, $1. 60/bushel. These represent 
approximately the current prices, but are adjusted somewhat to a nor-
mal long-run relationship to each other. The cost of raising crops 
was computed as shown in Table 11. 
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Table 9. Predicted yield of crops under sprinkler irrigation by initial 
salt content of soil, by water application rates. a 
Initial Salt Water Crop Yield 
Content Level 
of Soil (Irrigation Alfalfa Oats Corn Silage 
plus rain) (medium roots) (shallow roots) (deep roots) 
centimeters tons bushels tons 
20 Meq/L 10.3 3.3 34.0 20.5 
15.0 3.7 44.2 21. 6 
22.0 4.4 55.7 22.8 
40.8 5.3 80.1 22.8 
56.4 5.5 89.0 22.8 
66.7 5.5 91. 3 22.8 
50 Meq/L 10.3 3.2 32.8 19.7 
15.0 3.6 39.8 21. 1 
22.0 4.3 54.4 22.6 
40.8 5.3 79.8 22.8 
56.4 5.5 89.2 22.8 
66.7 5.5 91. 4 22.8 
200 Meq/L 10.3 2.2 22.2 12.9 
15.0 2.7 28.8 14.7 
22.0 3.5 43.3 17.9 
40.8 4. 9 71. 9 22.8 
56.4 5.4 85.3 22.8 
66.7 5.5 90.1 23.0 
aBased on Tables 5, 6, and 7, above, and assuming a coefficient 
of uniformity of application (CU) =' 0.88. 
Single year analysis 
Two main sets of results were desired in order to draw conclu-
sions. These were the set of production activities that would maximize 
farm profit at each level of salt outflow and the loss in income from 
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Table 10. Predicted yield of crops under flood irrigation by initial 
salt content of soil, by water application rates. a 
Initial Sal t Water Crop Yield 
Content Level 
of Soil (Irrigation Alfalfa Oats Corn Silage 
,plus rain) (medium roots) (shallow roots) (deep roots) 
centimeters tons bushels tons 
20 Meq/L ,40.8 4.9 72.4 22.6 
56.4 5.0 77.5 22.7 
66.7 5. 1 80.0 22.7 
50 Meq/L 40.8 4.9 71. 9 22.4 
56.4 5.0 77.1 22.5 
66,7 5. 1 79.7 22.6 
200 Meq/L 40.8 4.5 65.4 20.2 
56.4 4.7 72.3 20.9 
66.7 4.9 75.7 21. 3 
aBased on Tables 5, 6, and 7, above, and assuming a coefficient 
of uniformity of application (CU) = 0.42. 
not allowing an incremental ton of salt to flow out. The latter may also 
be characterized in its mirror image, the value to the farm of allow-
ing an additional ton of salt outflow. 
A number of different situations were modeled to determine the 
effects of irrigation method and rate of application, and restrictions 
on the crop combinations. 
Situation 1 - Unrestrided corn in the rotation, corn roots deeE: 
al£al£a roots shallow, sprinkler or flood irrigation. Without any con-
straint on corn in the rotation, the production activities in the optimal 
production pattern included nothing other than corn. In Figure 5, the 
most profitable production activities are summarized. Note that the 
tons of salt outflow for the entire 30 acres is on the scale at the bottom 
of the figure. The set of crops which is optimal i~ plotted for the 10 
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Table 11. Cost components of crop production by crop and by method of 
water application. 
Irrigation Costs 
Water 
Fixed Growing Level Sprinkler Crop (Irrig. . Energy Harvest Cost Cost ConstructIon C Flood plus Cost ost Cost 
rain) 
$ per $per em $ per $ per $ per 
acre acre acre acre acre 
Alfalfa Hay 13.65 27.09 24.22 9.63 7.50/ton 
10.3 1. 22 
15. a I. 65 
22.0 3. 30 
40.8 6.59 
56.4 8.91 
66.7 10.71 
Oats 13.65 58. II 24.22 9.55 .I6/bu. 
10.3 1. 22 
15.0 1.65 
22.0 3.30 
40.8 6.59 
56.4 8.91 
66.7 10.71 
Corn Silage 13.65 70.39 24.22 
10.3 1. 22 
15. a 1. 65 
22.0 3.30 
40.8 6.59 
56.4 8.91 
66.7 10.71 
acre units by soil type (where initial soil salt is at the high, medium, 
or low level) for each level of salt outflow. For instance, at a level 
of 60 tons of salt outflow, the model indicates that for the low soil salt 
condition, the entire 10 acres should be in corn irrigated at the 5th 
level (next to highest) by flooding. For the medium salt condition, 
there should be about 4 acres of corn at the 4th level of water applica-
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Low 
Salt 
Soil 
Hon. On the saltiest land, there should be 10 acres of corn irrigated 
at the 5th level by sprinkling. 
In meeting the requirement for low salt outflow, sprinkler systems 
and low rates of water application were required in the mode. As the 
allowable salt outflow was increased, the irrigation rates were in-
creased and the method of irrigation changed to flooding. Net profit 
increased by about $900 (or $30 per acre) as the salt outflow constraint 
was relaxed. Almost all of this profit increase occurred in the first 
20-ton increment. Only about $100 of additional profit (Figure 6) for 
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the 30 acre block of land could be attained beyond this first ZO-ton incre-
ment. In a practical management situation, all 30 acres would be irri-
gated by sprinkling or by flooding, rather than a combination of systems. 
There are two main reasons for obtaining these results. First, 
it was assumed that corn was a deep-rooting plant so that this crop 
was profitable at low levels of irrigation, since in the physical model 
the corn obtained considerable water from deep soil moisture or under-
ground supply. In a static one-year analysis with a light application of 
water, there would be no outflow of salts, but there would be an accumu-
lation in the s oil profile. Second, corn was the most profitable c.rop 
as suming that yields can be maintained. 
In Figure 7, the value to the farm of an additional ton of salt out-
flow as a function of salt outflow is shown. Note that the cost to the 
farm of reducing the outflow of salt (or value for letting an additional 
ton flow out) is very low compared to any possible costs of removal 
by de salination or other methods. 
Situation Z - Corn restricted to one-half of the acreage, corn 
roots shallow, alfalfa roots deep, sprinkle or flood irrigation. This 
situation was tested for several reasons. Corn could probably not be 
grown exclusively for several years due to varied needs for livestock 
feed, disease and fertility problems on the land, and grower preference 
for multiple crops. Also, the depth of corn roots may be somewhat 
shallower than the perennial alfalfa crop. The data which indicated 
corn was deep-rooted and alfalfa somewhat shallower were from 
separate experimental plots that may not be appropriate for the area of 
this study. 
Under these assumptions, the cropping patterns over the range 
of salt outflow are as shown in Figure 8. Alfalfa would be proIitable 
and the required nurse crop would accompany low salt outflows since 
alfalfa roots are assumed deep where more soil moisture or ground-
water can be obtained, and heavy water application is not required for 
reasonably good yields. Low levels of irrigation are again optimal 
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at low levels of salt outflow. Higher levels of water application are 
most profitable for high salt outflow. Note that compared to the pre-
vious situation in which corn was unrestricted and the corn roots were 
deeper than alfalfa a higher total salt outflow is more profitable than 
if there are no restrictions on these factors. This higher level of 
salt outflow is caused by the requirement for a mix of crops and by 
shallow corn roots which do not tap the underground water supply. As 
before, the most restrictive constraints in salt outflow are the most 
costly to the farm plan. Very high levels of additional salt outflow 
add little to the profit (Figures 9 and 10). 
Situation 3 - Corn restricted to one-half of the acreage, corn 
roots shallow, alfalfa deep, flood irrigation only. Under this assump-
tion (flooding only), a relatively small amount of corn would be pro-
duced except at high levels of water application and for high levels of 
salt outflow (Figure 11). This result is due to alfalfa being able to ob-
tain water from underground sources so that fairly good yields can be 
obtained without high levels of salt output resulting from the leaching 
due to heavy water application. 
Note that for a given total level of salt outflow the water applica-
tion levels on alfalfa are largest on the low salt soil and then lower 
successively to the high salt soil and the land remains idle at low levels 
of permissible salt outflow because it is unprofitable to operate with-
out applying water. The system cannot meet the tight constraint on 
salt if all land is used, since flood irrigation is pos sible only at the 
three highest levels of water application. 
The highest level of salt output is much higher, nearly 100 tons, 
than with the previous situations in which sprinkling is one of the options. 
The highest penaltie 5 for restricting salt output, as usual, are where 
the salt constraint is most restrictive as shown in Figures 12 and 13. 
But, once the constraint is relaxed to more than three tons per acre, 
the value is less than $1 per ton. 
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Figure 9. Net revenue by amount of salt outflow for the 30 acres as 
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Situation 4 - Corn restricted to one-half of the acreage, corn 
roots shallow, alfalfa deep, sprinkler irrigation only. Under sprinkler 
irrigation, the most noticeable diHerence is that corn is produced to 
the maximum allowed in the rotation at all levels of salt outflow (Figure 
14). As usual, the irrigation rate increases as the allowable salt out-
flow is increased. 
In Figures 15 and 16, it can be seen that as salt outflow reaches 
one ton per acre, there can be very little additional profit by applying 
higher levels of water with the resultant higher salt outflow. 
Comparison and evaluation of situations. In comparing the dif-
ferent situations studied, it is clear that the crop which has the as sumed 
deep roots is generally more profitable. As mentioned, this results 
from extraction of water from underground sources alleviating the 
demand for the heavy applications of water and the salt leaching that 
'accompanies heavy watering. This net upward flow leads to salt accumu-
lation with time so the se one year results do not apply for a period of 
years where net leaching does not occur. In other situations in which 
groundwater would not be available, such a result would not be expected. 
Without constraints on salt outflow, it appears that flood irrigation is 
most profitable to the farm. The advantages of better yields and the 
lower water use cost were not su£iicient to make sprinkling generally 
profitable. It was found that net profit at the maximum was 'about $8 
per acre less ($250 for the 30 acres) if the irrigation system was con-
str ain ed to s prin kli ng. If the farm was constrained too ne to n salt 
output per acre, s prinklin g would be more profit able by a few hundred 
dollars. At 2 tons per acre, sprin kling would be rna re p r of ita ble than 
flooding by about $300 ($10 per acre). This difference depends on 
leaving s orne land idle under flooding to meet the restriction in 
additi on tot he yield adv anta g es a nd lower water cos ts due to s prinklin g. 
In evaluating the shadow prices of salt output (value to the farm 
of an additional ton of salt output), it is clear that the fir st ton or two 
of salt per acre under any assumptions are most critical. It is not 
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known just how much salt is presently coming from cultivation of lands 
of this type, but the amount is likely somewhat higher than one or two 
tons. Therefore, it may well be possible under any set of management 
objectives to reduce salt outflow, conside.rably with minimum cost 
f (usually less than $1 per ton). This value, surely is much less 'than 
other cost estimates of salt reduction in the Colorado River. The Bur'-
eau of Reclamation currently estimates, other control measures at $9 
f 
to$30 ii'er, ton of salt (U.S. Bureau of Reclamation, 1974). But, these 
concl).lsions are limited -to a single year in which soil salinity buildup 
is not· accounted for. 
Multi- year analysis 
A multi-year analysis of management practices was developed 
by using the final conditions of the previous year for the initial soil 
salinity conditions of the current year subject to the assumptions of 
the physical model. Four levels of water application were used in the 
modeling. The initial soil salinity figures of 20, 50, and 200 meq/l 
were prime data for this analysis. The final soil salinity for each 
year, salt outflow, and yields depended heavily on the beginning soil 
salinity as well as on water application and other factors. 
Initial soil salinity. In the following discussion, we present the 
re sults of initial soil salinity and water application level combinations. 
Results will be presented as final soil salinity, salt outflow, and net 
revenue per acre. A brief commentary on cropping pattexns will also 
be included. 
Initial soil salinity at 20 meq/I. A number of somewhat expected 
results occurred in the multi-year simulation of soil salinity (Figure 
17). First, the lowest level of water application (20 em) resulted in a 
salt buildup in the soil profile. Second, this buildup tended to taper 
off in the last few years of the six year period. This was caused by 
the profit optimizing model letting a few acres remain idle and heavier 
water application being available for the remainder. This heavier 
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application reduced the salt in the profile on part of the acreage and 
also for the average. We would expect to find farmers doing exactly 
this if water was restricted for salt control purposes. Third, the 
heaviest water application rates resulted in no particular change in 
soil salinity over time. Note that the water application rates were an 
average for the several acres of soil with this initial condition. Some, 
depending on the crop, may have received more and some less or 
even none as noted above if some land were left idle. This resulted 
in the slightly erratic patterns shown especially for the intermediate 
water application levels. 
The simulation of salt outflow over time is shown in Figure 18. 
As might be expected, the heavier water applications flush the salt 
through the soil. Lighter applications of water lead to salt buildup 
to a severe degree. 
Alfalfa with the necessary nurse crop of oats dominates the 
cropping pattern where minimum water application is allowed. Appli-
cation is by sprinkler. The reason is the as sumed deep rooting of al-
falfa which enables it to obtain additional water from the groundwater. 
Corn with flood irrigation dominates the high level water application 
situation. 
The net revenue (gross' income less variable costs) comparisons 
for the multi-year period are shown in Figure 19. At heavier rates 
of water application the net revenue is maintained, but at lower rates 
of water application the revenue declines sharply over time because of 
higher soil salinity and falling yields. 
Initial soil salinity at 50 meq/l. Again, several comparisons 
have been made with initial soil salinity at this higher level. The end-
ing soil salinity over a period of year s is in much the same pattern as 
shown earlier. The heaviest average water application rate results 
in a slight decline in soil salinity. See Figure 20. Salt outflow as 
shown in Figure 21 is fairly stable at the lowest rate of water applica-
tion, is higher and increases at intermediate rates of application and is 
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quite high but decline:;; as leaching occurs at the highest rate of water 
application. Net revenue follows much the same pattern as with 20 
meq/l soil salinity for high rates of water application, but is more 
depressed at low water application (Figure 22). Cropping pattern is 
nearly.identical to the situation with soil .\lalinity at 20 meq/l. 
Initial soil salinity at 200 meg/I. Changes in soil salinity over 
time are shown in Figure 23. The two heaviest water application rates 
result in declines in soil salinity over time. Low water application 
results in an ever greater buildup. 
Salt outflow ranges up to high amounts of 15 to 16 tons per year 
for heavy water application, but is fairly minimal for light applications 
of water since little or no water<goes through the profile. Net revenue 
is depressed by one-third or more because of the saline conditions, 
but improves slightly in cases where leaching is accomplished. 
Policy Implications of the Study 
This study although done for a specific site in Eastern Utah indi-
cates a number of management possibilities for irrigation water may 
be quite useful in reducing Colorado River water salinity. Assume 
that the range of current average estimates of salinity outputs from irri-
gated agriculture are 1. 5 to 3.0 tons per acre. Then, it appear s that 
costs of reducing this level to one ton per acre or a little less may be 
fairly minimal. This is based on the single year analysis, however, 
and may lead to further increases in soil salinity and either greater 
salt outflow in the future or even greater losses in income from attempt-
ing to reduce the salinity. It is readily apparent that a zero discharge 
standard is at best immensely costly or totally impossible. Moderate 
rates of improvement may be possible with limited cost to producers. 
The multi- year study showed that low rates of water application cause ex-
cessive salt buildup in the soil profile and reduce net revenue very signifi-
cantly. High rates of water application, of course, alleviate this problem 
but cause continued large salt outflow. 
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THE RELATIONSHIPS BE1WEEN HYDROLOGIC 
MODELING AND THE DATA BASE: SOME 
OBSERVA TIONS AND COMMENTS 
by 
Richard H. Hawkins" 
Introduc tion 
The most obvious response to the title of this paper is simply 
". there is one 1 II Data does indeed interact with models in many 
ways. The involvement becomes apparent early in modeling experiences, 
and is usually intellectually cu1:hy-holed and taken as a curious and interes 
ing sidelight thereafter. The joy of modeling is in the conceptualization, 
calibration, and application stages: few modelers relish on the tedious 
and frustrating work of data preparation, extension, and rectification, 
however necessary the task. 
Thus, the threat of elaboration on the data base theme is not likely 
to stir much excitement .. Much of what is to follow is derived from expe-
riences with hydrologic and river models, although application can no 
doubt also be made to a wider scope of ecological situations. 
Data - What Is It? 
It is reasonably difficult to arrive at a good definition of data that 
will meet all our preconceived notions and usages, and still be scientifi-
cally sound. Unfortunately, the word itself is subject to grammatical 
intimidation: it is a plural form of datum, and editors, etc., delight in 
enforcing compliance with its Latin roots. The Webster's definition is 
wide of our experiences, so the following is offered for our purposes: 
Data; any measured or estimated numerical value which we can use to 
* Associate Professor of Forestry and Outdoor Recreation (Water-
shed Science Unit), and of Civil and Environmental Engineering, Utah 
State University, Logan, Utah 84322. 
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draw inferences. We might think of data as what we see through win-
dows or peepholes in the system. Thus, in hydrology work data include s 
precipitation, temperature, streamflow, water chemistry, soil moisture, 
and similarly measured items. Whether such concepts as field capacity, 
infiltration rates, interception and surface storage, and groundwater 
recession rates are data will be a point of further discussion. 
Hydrologic modeling data can be described or. discussed in terms 
of a series of attributes which circumscribe its utility. These are 1) 
topic (what's being measured); 2) accuracy (how representative or biased); 
3) precision (how reproducable or noiseles s); 4) Areal and temporal re-
solution (how fine or coarse a representation is it? ); 5) continuity; and 
6) synchronization (is it temporally in phase with concurrent measure-
ments?). Naturally these vary: streamflow measurements may be im-
precise but accurate, concurrent rainfall measurements may be (and 
usually are) unsynchronized, of sparse resolution, and biased (about 10 
percent under with respect to ground rainfall). Soil moisture measure-
ments are usually quite precise, but of questionable accuracy, and cer-
tainly a doubtful representative of areal conditions. Water quality data 
may be temporally transient and inaccurate as well. 
Like almost any other commodity (such as water), data also has 
value in terms of its quantity, quality, and timeliness. The usual gut 
concern is for a sufficient quantity of data. The quality item is easily 
ignored or shrugged off if acknowledged at all. The timeliness consider-
ation speaks for itself, as data must be available when it is needed, and 
for the period under study. The mystery of data acceptability resides in 
its quality dimension, 1. e., accuracy, precision, resolution, and 
synchronization. Additional quality factors arise when filling in missing 
values, extending point samples to a watershed basis, and attempting to 
satisfy quantity requirements. 
Modeling - A Data's Eye View 
As we know the topic, hydrologic models are applications of sys-
terns analysis taken in a hydrologic vein: inputs are the hydrologic 
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driving variables of precipitation, and radiation (as represented by tem-
perature), and the outputs are streamflow attributes and evapotranspira-
tion. In related hydrologic situations the inputs may include streamflow 
from an upstream unit. Quality considerations may include such as salt 
masses, heat contents, and dissolved gases. As an example, a hydrologic 
model in flow chart form is shown in Figure l. 
The "system" which transforms inputs to outputs with such interest-
ing results is the usual item of attention. As in Figure I, it is the water-
shed itself, and it is assigned a structure (an internal plumbing array) in 
accordance to our preconceived notions and model objectives. The model 
structure draws on a series of coefficients (value sizes and openings, 
storage capacities, and thresholds) which we sometimes dignify as "param-
eters" and equate to actual field concepts, such as field capacity, soil 
moisture indexes, etc. It is important that we respect and understand 
what we have created without deifying it: insofar as we create models 
based on our understanding, we are victims of our own delusions. 
A useful concept in visualizing what models represent has been pro-
moted by Crawford (1). He describes a pure representation of reality as 
a "white box", 1. e., all processes, structures and coefficients defined 
with certainty; a completely true image of nature in detail. On the other 
extreme, a pragmatic empirical input-output transformation without 
regards to the causative mechanisms is described as a "black box." The 
"black box" may get the job done, but it gives little or no insight to the 
causative factc>rs or the system itself. With the black box, manipulation 
of the model and/or input beyond the original conditions is risky, and 
carries all the dangers of extrapolating regressions. Hydrologic IIlodels 
are something in between the two extremes, and may be thought of as 
"gray boxes." The degree of grayness varies with model detail, and its 
dependence on the quantity and quality of data required to calibrate and 
operate the model. The whiter the model, the more it demands in terms 
of data quantity and quality. A relatively white model has a gluttonous 
appetite for input information corroborating field measurements. 
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Modeling proceeds by a series of steps, either formal or casual. 
Even if all are not consciously followed, some are either tacitly assumed 
or purposely ignored. A chart showing the basic skeleton of the process 
is given in Figure 2. It will be used as a basis for discussion the role of 
data. It is instructive to begin at the end (output) and proceed towards 
the beginning. The. end result. (step' 4) is an application of a trustworthy 
working model to a problem to give otherwise unobtainable solutions. 
For example, a hydrologic model may be used to estimate the hydrologic 
effects of a planned land u~ or condition. To get to this point, however, 
we need the trustworthy mo~el: this calls for model verification (step 3), 
which is composed of calibratio? (3a) and testing (3b). In calibration, th, 
input and output from historical ev~nts (data!) are us'eq., comparing mode 
output to reality to arrive at an acceptable model coefficient set; and 
sometimes to ame1lld-model structure. When model output most closely 
matches observed output, a state of "calibration" is said to exist. TherE 
are some statistical questions which arise in this regard, but which are 
not covered here. However, for assurance, the model ~s usually run on 
some independent input (not used in the calibration), and the validation 
of the parameter set and structure observed through the degree of match 
ing. Happily this testing is usually successful. However at this point it 
is possible to return to the conceptualization step arid restructure the 
model and/or seek new data. This option (not shown in Figure 2) is 
exercised by the modeler when results are clearly unsatisfactory or 
missing processes are suspected. 
The model verification step requires both a conceptual model (in 
computer form) and data (step 2). As shown in Figure 2, these tasks in 
themselves interact: the model performance is limited by the data and 
yet the model dictates what data are needed. The necessary compromis· 
and requirements are negotiated considering the study objectives and 
certainly by budget considerations. Parenthetically, the objectives also 
influence the choice of the objective function used to evaluate goodness-
of-fit in the calibration. 
375 
DATA PREPARATIO!,1 
PROBLE14 STATEMENT 
objectives 
-- MODELCONCBPTrJ.a.LI ZATION 
Based- on model structure 
and task objectives 
--",.,...- Limited by data availability 
MODEL VERIFICATION 
A. Calibration: Determine model 
coefficients and test structure 
B.Testin9: Inde?endent trials 
APPLICATION 
Figure 2. A flow diagram of a frequently used hydrologic modeling pro-
cedure. Note that data considerations enter into all steps 
either directly or indirectly. 
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The data preparation stage is a long, tedious, and unglamorous 
task, often relegated to underlings. It is, however, absolutely necessary, 
and usually deserved more attention than it gets. There is little reward-
ing or enjoyable about doing a good job in extending records, tracking down 
charts from discontinued stations, filling in data gaps, etc. The task has 
a definite service flavor; the results are an otherwise uninteresting series 
of tables of prepared, laundered, rectified, and believable numbers. The 
calibration stage hangs on faith in this data. 
For the verification stage, the data used should, at the very least, 
be continuous (no missing items), and hopefully of an acceptable areal 
and temporal resolution. With no knowledge to the contrary it is assumed 
to be both accurate and precise, and synchronized as well. Those who 
install instruments, extract readings, reduce records, and work with 
data should appreciate the folly of the above specifications. Often periods 
of record are missing, and information must be either extrapolated, or 
interpolated to the area of interest through regressions, lapsing (with 
meterological data), averageing, or similar techniques. In short dura-
tion event modeling, the important time characteristic may be less than 
the width of a pen trace on the records, or less than the time differences 
on gage clocks. Considering all the pos sible sources of error and con-
fusion it is surprising that some models do perform consistently. Data 
errors manifest themselves in the model coefficients in the calibration. 
However, some models are apparently "robust" enough to deal with many 
data shortcomings and still perform adequately. 
An Example: West Branch of Chicken Creek 
In order to illustrate data-model interactions, a specific case will 
be used. While a rather elementary example, the general ideas pre-
sented can be used as a basis for extrapolation and grounds for extension 
to more baroque situations. 
The West Branch of Chicken Creek is a 217 acre (87.8 hal small 
watershed in Utah's Wasatch Front, east of Farmington, Utah, about 
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20 miles (35 km) northwest of Salt Lake City. It receives about 45 inches 
(1140 mm) of precipitation annually, mostly in the form of snow, which 
results in about 19 inches (480 mm) of runoff. Occasional summer thunder-
storms produce short duration hydro graphs of low volume, but sometimes 
intense rates of runoff. The watershed ranges in elevation from 7, 550ft. 
"(230 m) to 8,396 ft. (2,559 mi. It is a part of the u. S. Forest Service's 
Davis County Experimental Watershed "(DCEW), historically notorious 
for a classical sequence of land abuse, flooding, and debris production. 
Instrumentation includes a recording rain gage network and a flume at 
the watershed mouth. A summary paper on Chicken Creek has been pre-
pared by Johnston and Doty (4). 
"The watershed was used as the topic of study for class exercises 
in a watershed modeling course at Utah State University. Thus, although 
in this case the objectives ~~ may be more diffuse than usual, an 
perational objective may be stated as the prediction of hydro graphs from 
summer rain storms, and the hydrological evaluation of design land use 
changes. 
A model to meet these needs Was written, keeping in mind any 
possible data limitation. The model is drawn from a direct tank analogy 
of watershed hydrology, as just presented by Dawdy and O'Donnell (2), 
and is similar to the digital storm runoff model used by Dawdy, Lichty, 
and Bergeman (3). Although such similarities smack of plagarism, 
adherence to the conceived realities of the hydrologic cycle inevitably 
draws hydrology models towards a common structure. The model in 
flow chart form is shown in Figure 1. 
There are several features of the model which should be detailed. 
First, there is no snowmelt routine, insofar as the model is intended to 
deal only with summer rainstorms. This is a major simplifying item, 
as snowmelt hydrology occupies a major portion of most "full feature" 
models. Secondly, evapotranspiration (ET) is ignored, and plays no role 
in the model. This is done on the following rationale: (a) it is usually 
small during a storm duration, and the state of the driving variables 
operating them (overcast sky, high relative humidity, and cooler 
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temperatures) militate against evapotranspiration; (b) insofar as the 
real ET is small, it could be trivial when compared to the error of rain-
fall measurement. 
Experiences with this model offer good grist for discussing the 
data phenomenon in modeling. 
First, some model specifications were established with an eye on 
the data. The model uses a time increment of liZ hour, a limitation im-
posed by the resolution of the rainfall data. Unfortunately this resolution 
approximates the reaction time of the watershed (time of concentration), 
and causes some coarseness in the output. This is exacerbated by 
synchronization difficulties discussed subsequently. 
Second, a most obvious comment is the lack of any evapotranspira-
tion function. Justification in this is found in above paragraphs, although 
its exclusion is absolutely unforgivable to hydrology purists. Note the 
data considerations: (a) the relevant role of short term ET, (b) the re-
quirement for short term temperature data, etc., and finally (c) the 
pragmatic consideration: the model seems to work well without con-
sidering evapotranspiration. Thus, in future efforts, ET instrumentatior 
might be an unnecessary encumbrance. 
Third, there is a matter of synchronization of the data. Precipita-
tion was taken from three recording rain gages and averaged with a 
Theessen mean procedure. As the model uses a liz hour time resolutior 
it is highly doubtful that the clocks were synchronized within, say, half 
of that. For a valid representation of reality, this input should be in 
phase with the streamflow, which was recorded on a punch tape system 
with 1/4 hour resolution. The problems are obvious: a time bias is 
highly probable (and variable) for each storm studied. The model deals 
with this by brute force: a channel routing procedure swamps any 
errors from this source, but it then in itself less valid. 
Fourth, the utility of using les s than exceptional events to calibratE 
creates some awkward situations. The model uses a constant infiltratior 
capacity as the criteria for the occurrence of overland flow. Apparently 
none of the storms studied created any overland flow: all hydro graphs 
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could be explained in terms of channel interception and interflow ("quick-
flow"), without resorting to overland flow. Although this is in keeping 
with our knowledge of hydrology in small forested watersheds, it does 
not permit definition of the infiltration parameter. A lower limit to the 
infiltration capacity can be defined only as greater than the maximum in-
put intensity. Any problem solution for more intense storms would hang 
on estimated value drawn from the modeler's judgment. Also, the 
saturation moisture parameter could not be quantitiatively defined, as it 
was apparently never attained. Such real limitations of digital modeling 
argue the u·se of extreme events in calibration, when all processes and 
parameters are operating. Thus, for example, snowmelt coefficients 
could not be determined from a summer thundershower, even though a 
snowmelt routine was included in the model structure. 
Finally, there is the subtle matter of the identity relationship 
between model processes and process parameter, and the actual field 
values. This question deals with the relative "whiteness" of the model; 
e. g., is the field capacity (FC) of the model :the actual field capacity of 
the on-site Chicken Creek soils? If field tests had been conducted to 
determine the soil moisture relationships (data), could this data then be 
used in the model, and to what effect? Could recorded initial soil mois-
ture levels be used as initial condition for model runs? More serious 
modeling efforts attempt to detail these matters and account for pre-
knowledge. If such refinement is not necessary goal, the modeler is as 
well off to lapse into the more convenient, less disturbing, and less 
expensive rationale of modeling as an approximation, i. e., a "blacker 
box. " 
In summary, our sirnpledarkgraymodel reacts with data in many 
disturbing ways: (1) The model resolution is limited by the data quality; 
(2) The conceptualization of the evapotranspiration processes is neglect-
ed considering the data dern.ands and the relevance of the process; (3) 
Questionable input-output synchronization blurs the rrlOdel calibration 
and its usefulness for further application; (4) Sorn.e model coefficients 
cannot be fully determined because of the nature of the events, which did 
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not stress all the model processes; and (5) There are severe questions 
as to what the model coefficients represent on the real-life prototype 
watershed. 
It requires only a moderate imagination to see how these problems 
would be compounded with a whiter model. Further model detail would 
introduce more structure and more coefficients, which would increase 
the difficulties of calibration, and dem~nd more data. Should the model 
be distributed (split up into sub-watersheds), or be expanded to include 
water quality dimensions, the data requirements could increase exponen-
tially. A veritable Pandora's Box of problems, questions, and insecurities 
arise, and the modeler's judgments by necessity assume a prominent role. 
Summary and Conclusions 
There are distinct relationships between hydrologic modeling and 
the associated data base. Data considerations arise at almost every turn 
in the modeling procedure. Important data considerations are its accuracy, 
precision, resolution, synchronization, and quantity and continuity. Data 
requirements reflect upon the model's whiteness, and the more informa-
tive the model output, the more exacting are the data requirements. 
Despite the provocative criticisms that data considerations promote, 
models are still quite useful tools in applied hydrology and research. 
Modeling is often the only technique available with certain problems. The 
modeling procedure incorporates the modelers personality, his notions, 
and his judgments; his resourcefulness drives him to make do with what 
is available. The effect of these less-than-ideal conditions confuses the 
model credibility to an unknown degree; although it should be acknowledged 
and considered in all stages. Despite its faults and the inherent data 
shortcomings, modeling remains the finest product of the hydrologists 
art. 
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ECONOMIC AND HYDROLOGIC ASPECTS OF 
DATA NETWORK DESIGN 
by 
Marshall E. Moss* 
The rational design of hydrologic-data networks increases the net 
output of the data-gathering community in two ways: (1) It provides 
information for those decisions that can profit from additional hydro-
logic input, and (2) it permits definition and discontinuance ~f those 
data-gathering activities with costs that surpass their returns. It 
would seem, therefore, that economic criteria based on the worth of 
the data would be a firm basis for network design. Ideally it is, and 
studies of the design of hydrologic structures (Dawdy et al., 1970; 
Moss, 1970; Davis et al., 1972) have indicated that under some circum-
stances it may even be realizable. However, general implementation 
of this approach is not now (1975) achievable; nor is it likely to be in 
the near future. 
Several factor s contribute to the relative immaturity of this field 
of endeavor. First, where schemes have been devised for estimating 
the worth of hydrologic data, they are dependent on the uses of the data 
being known. Many data uses cannot be foreseen in sufficient time to 
make the data available between the time of their anticipation and the 
time at which they are required; thus, the validity of the economic 
analysis may be tainted by uncertainty contained in the forecast of the 
data use. Second, satisfactory means for measuring the economic 
value of all the factors affected by a water-resources system may not 
be available. This problem is acute in the rather common occurrence 
in which several factions will be involved in the evaluation of a plan of 
development. The aspects of the plan that seem to be positive to one 
*u. S. Geological Survey, National Center, Re ston, Virginia 22092 
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faction may seem negative to others and vice versa. Problems also 
occur in valuating intangible assets such as recreation (Knetsch, 1974) 
and particularly human life itself (Buehler, 1975). 
A third factor that often thwarts economic design of hydrologic 
networks is the numerical complexity required to solve the problem. 
Cne reason is that the network design is a function of the parameters 
that it is established to measure, as was brought out by Davis and 
others (1972). Another reason is that the system or model that digests 
the data into a form that is useful in a decision context frequently is 
so complex itself that to analyze the effects of, or to measure the 
worth of, the data becomes a very arduous task to say the least. 
To illustrate this last point, take as an example the planning of 
water-resources developments for the Commonwealth of Puerto Rico. 
The U. S. Geological Survey undertook a study to develop a capacity-
expansion model that could be used in a realistic context as a substitute 
for a water-resources planner (Moody et al., 1973). One of the prime 
reasons for this undertaking was to gain insight into the role that hydro-
logic data play in the planning process, with the aim that such under-
standing would lead to useful design procedures for hydrologic-data 
networks. The planning model, in essence, defined a least cost set of 
water-development projects that would supply the projected municipal, 
industrial, and agricultural needs subject to certain constraints such 
as the maintenance of minimum flows in certain reaches of the rivers. 
The supplies could come from various sources, such as run-of-the-
river diversions, surface-water reservoirs, groundwater development, 
and desalination plants. The only model inputs of a hydrologic nature 
were the definition of the various projects (sources) and their capacities 
to supply water (yield). 
The model defined that set of projects and their time s of construc-
tion that yielded the minimum present value for construction, operation, 
maintenance, and replacement costs and met the projected water needs. 
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The yield of each project, except the desalination plants, was pre-
specified by some form of design procedure that took into account the 
available hydrologic data. Although a single value was used for the 
yield of each project, some uncertainty remained concerning the true 
yields because the hydrologic-data base was not such that the exact 
character of the hydrology could be defined. It is doubtful that a state 
of perfect definition of a hydrologic character could ever be defined; 
however, collection of pertinent hydrologic-data can be expected to 
lead to a less uncertain specification of its nature. How much value 
the added data contributed to the planning process was one of the ques-
tions that was to be addressed in this study. 
In the real world the uncertain yield of any particular project 
might be described by a probability distribution of the unknown value 
of yield. For pragmatic reasons this distribution might be simplified 
to two equally likely values, a high yield and a low yield, that have the 
same expected financial loss as the more realistic continuous distribu-
tion. Such a simplification could be made for each project; thereby 
describing, after a fashion, the hydrologic uncertainty in the planning 
process. If the planning model is run for each possible combination of 
yields of the projects, a Bayesian analysis could be performed to specify 
that set of projects that would have the lowest expected cost that also 
includes the costs of water shortages (underdesign). Such a design, 
which would include the effects of hydrologic uncertainty, would have 
associated with it an expected cost that could be reduced by the collec-
tion of hydrologic data. 
Suppose that a program of data collection is defined. The effects 
of that data program on the uncertainty of the yields can be simulated, 
and new estimates of high and low yield can be determined for each 
project. For projects where the data are pertinent to the definition of 
the yield, the high and low yields can be expected to converge toward 
some central value; where the data are not pertinent, the yields will 
remain the same as in the prior step. A new Bayesian analysis can be 
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performed to identify the new optimum design and its expected minimum 
cost. The reduction in expected cost after the inclusion of the effe cts 
of the anticipated data is a measure of the economic worth of this data 
program. 
Several data programs could be examined and the one that yielded 
the highest net return could be specified for implementation. The 
major problem with this simplified approach is that on the order of 2N , 
where N is the number of projects, runs of the planning model would 
be required for the basic solution (the solution for the currently avail-
able data base) and 2N more runs would be required for each network 
that is explored. If the region where the plan is to be developed con-
tains 24 possible projects (not a very liberal estimate for a developing 
area), and if each run takes only one second of computer time (a gros s 
underestimate), the basic solution and the networks investigated would 
require in excess of 6 months of computer time each. Thus far any 
attempts to simplify the problem further or circumvent the "curse of 
dimensionality" have resulted in either the same quandary or dismal 
failure. 
What is the alternative to such a design procedure? Obviously, 
anything that yields a "reasonable" design is, because the above approach 
will not solve the problem. The remainder of the paper will discuss 
available tools or strategies that can be used for network design; how-
ever, it must be stressed that each must be considered only an interim 
procedure for none solve the complete network-design puzzle. 
The World Meteorological Organization (1970) has taken a rather 
pragmatic approach to network designs because of the rather early 
stage of development of scientific-design methodologies. For a minimum 
network they propose ranges in areal densities of hydrometric stations 
for each of several types of hydrologic regimes. These guidelines, de-
rived from past experiences of the worldwide hydr'Ologic community, 
are tempered by providing for less dense networks in areas with diffi-
cult gaging conditions. 
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Another pragmatic approach evolves from a desire to account 
for hydrologic changes that occur within specific regions. The regions 
of interest are delineated on maps and gaging stations are established 
at the significant points of inflow and outflow of each of the areas. This 
method has been used by the U. S. Geological Survey to locate stations 
for its National Stream Quality Accounting Network (Ficke and Hawkin-
son, 1975). 
A third means for the design of networks is the use of a surrogate 
in lieu of the benefit-cost analysis that is so often intractible as was 
discussed above. A surrogate that often is used is a design criterion 
based on statistical information content, which is directly related to 
the accuracy of an estimate of a particular parameter. It se~ms only 
logical that a more accurate parameter estimate, whether it is hydro-
logic or otherwise, is a more valuable one; thus information content 
would appear to be a reasonable alternative. However, it is not a per-
fect approach; Moss (1970) in a study of the worth of hydrologic data in 
surface-water reservoir design found that, although the worth was di-
rectly related to information content, it was not proportional. There-
fore, it is possible that a network-design criterion that maximizes a 
measure of information may not yield the optimal network in terms of 
the economics of developing the water resource. 
Hardison (1970) has proposed an information measure called the 
equivalent years of record that can be used in conjunction with parameter 
estimates that are not derived directly from data records. This meaSUrE 
has much utility in the design of planning-level hydrologic-data networks, 
because the planning process often requires information at sites where 
data are not available. These information demands must be initially 
met by some information-transfer mechanism that uses as its informa-
tion source existing records in the vicinity of the demand. 
The U. S. Geological Survey adopted equivalent-years-of-record 
criteria for a nation-wide evaluation of its surface-water-data programs 
(Benson and Carter, 1973). The goals of 10 equivalent years everywhen 
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in the nation and 25 equivalent years for major streams were applied 
to the estimation of each of a rather long list of surface-water param-
eter s. When the particular criterion was met for a set of related 
parameters such as those describing flood flows, changes in the opera-
tions of the networks could be identified that would aid in attaining 
goals for the remaining parameters. In other words, the evaluation 
could result in an intensification of gaging activity, or a lessening 
thereof, or a change in emphasis from one type of parameter to an-
other. More recent developments (Moss and Karlinger, 1974) have 
provided the means by which gaging programs can be specified that 
will meet the goal (information criteria). Also the time frame for 
meeting the goals can be estimated. 
Hydrologic-network de sign has received much worldwide atten-
tion recently with several symposia and workshops with themes that 
were specifically directed at this problem. Other symposia also have 
contributed toward network design by providing interchange of ideas 
that leads to better hydrologic understanding, which should be the cor-
nerstone of new design techniques. Another mechanism for exchange 
of network-design information has been provided by the World Meteoro-
logical Organization. Its Casebook on Hydrological Network Design 
Fractice (WMO, 1972) is a continuing part of the WMO program to pro-
vide international assistance in the design of water-data programs. 
The initial set of papers contained in the Casebook will be expanded as 
new experiences and methodologies are developed. 
Thus, it seems that the recent interest in hydrologic-network 
design has created an impetus that is leading to more quantitative 
planning and management of hydrologic-data programs. At least the 
attitude that all data are II good" data seems to be passing from the 
scene. 
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DATA BANK FOR WATER RESOURCES INFORMATION 
l>y 
Frank J. Trelease, Ill" 
I am pleased to be representing George Christopulos, the Wyo-
ming State Engineer, at your Conference. I wish to briefly expose to 
you three "data banks" which appear to me to be necessary to make in-
vestigations and studies of Colorado River water supplies in Wyoming. 
These data banks include: 
1. Water Rights Information System. 
2. Water Resource Data System. 
3. Compilation of Observed and Estimated Streamflow Data for 
the Green River Basin, Wyoming. 
To make water supply studies anywhere in Wyoming one must 
know both the legal and physical availability of water. At the outset of 
the Wyoming Water Planning Program in 1967 and 1968, all three of 
the data systems were begun in order to create a data bank for the 
Colorado River Basin in Wyoming and eventually for the rest of the 
state. In 1968, a computer storage and retrieval system was investi-
gated to manage water right records, most of which are land descrip-
tions indicating the number of acres irrigated in each 40-acre tract, 
and a system was implemented during the next few years. The storage 
and retrieval system of streamflow data was a first endeavor towards 
a water resources basic data system, and it was operational by 1969. 
In order to estimate available water supplies for new and supplemental 
uses, we found it necessary to compile and derive streamflow data for 
existing and discontinued stream gages in the Green River Basin. 
* Director, Wyoming Water Planning Program, State Engineer's 
Office. 
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I wish to briefly describe the three data banks that make up the 
available water resource information in the Green River Basin, Wyoming. 
Water Rights Information System 
Through funding of the Water Planning Program, the State Engi-
neer's Office implemented a computerized system for the storage and 
retrieval of all of the 116,300 water right records for the State of 
Wyoming. Perhaps 20, 000 of these records are Wyoming water rights 
in the Colorado River Basin. These rights consist of territorial rights 
which were established prior to Statehood, and permits for direct flow 
rights, ditch enlargements, reservoirs, stockponds, wells, and certifi-
cates of adjudication from the Board of Control. To our knowledge, 
this is the most sophisticated water rights information retrieval system 
in the western states. We believe our system is unique in having a 
system and programming design revolving around a dictionary of ele-
ments. This allows an open end concept for adding elements to the data 
base. The master file is a direct acces s file consisting of a variable 
number of variable length elements within fixed length records. 
The data conversion has been completed, and we are now over 
50 percent completed in proofreading the entire master file. Requests 
for water rights information which come in daily have historically been 
and must now be manually tabulated. These tabulations are compared 
with requests addressed to the computer to check the accuracy of the 
computer data and to as 5ist in the proofing proces s. Due to the neces sity 
of running parallel checks and the additional time delay required to 
verify the printouts, computer inquiries are made on a rather limited 
basis at this time. However, as time goes on and the data base accuracy 
is improved, more complete use will be made of the computer informa-
tion system. 
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Wyoming Water Resource Data System 
The Wyoming State Engineer's Office contracted with the Wyoming 
Vi ater Resour ces Research Institute for the implementation of a com-
puterized system of surface water data of the State in 1967. This sys-
tem, known as surface water system or SWS, was completed in 1969. 
It has since been updated with current data and transformed from a 
second generation computer, a Philco 2000, to a third generation XDS 
Sigma 7 computer. 
Essentially, all streams in or adjacent to Wyoming with five or 
more years of records are included in SWS. Several kinds of data are 
stored within the system. The principal kind of data is mean daily 
flows. Maximum annual instantaneous peaks are included with the flow 
records. Monthly streamflow volumes in acre-feet and end-of-the-
monthreservoir contents in acre-feet are stored separately. The 
reason for storing the monthly volumes rather than computing them as 
needed from the daily values is because there is a large amount of pub-
lished monthly data for which there are no published daily values. Most 
of the data is from U. S. Geological Survey publications, but diver sion 
records from the State Engineer's Office and Bureau of Reclamation 
have been added. 
Of course, storage of the data per se would be of little value. 
The benefits are derived from being able to retrieve and massage, 
quickly and cheaply, the data for hydrologic analyses. Programs are 
stored on file to do several kinds of analyses. They are: MADIS, 
LACOR, MOCOR, DAY FLOW , DURCUR, MONMAX, MONMIN, PER-
MAX, PERMIN, SORT, LOGPT3, GUMBLE, HAZEN, and RESERV. 
MADIS is a routine to print a table of monthly and annual dis-
charges in acre-feet for any desired period of record. Included in the 
table are total and mean monthly and annual flows for the period and 
percent of mean annual flow by month and years. Statistics for the 
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monthly and annual flows are produced plus moving aver'age statistics 
of annual flows for any specified time period. 
LACOR is a correlation method utilizing Langbein' 5 method in 
which correlations are made in terms of deviations in log units from 
the geometric mean of monthly discharges. Correlations are made 
only for selected matching months of record using mean monthly dis-
charge. Missing values of the dependent station are extrapolated. 
MOCOR is another correlation routine which uses a simple linear 
regression fit between stations values or their logarithms. 
DAYFLOW provides a table of mean daily flows in cubic feet per 
second by water year plus monthly volumes in second-foot days and acre-
feet, mean monthly flows, total yearly flow in acre-feet, and the amount 
and date of the annual maximum instantaneous peak. 
DURCUR provides a flow duration table and curves prepared for 
a station utilizing any desired period of record for up to 32 class sizes 
which are selected by the user. The table printout includes total second-
foot days and number of occurrences in each das s for each year, total 
second-foot days for the entire period, mean annual second-foot days, 
mean daily discharge in cfs, total number of occurrences in each class, 
cumulative totals, percent of total accumulated occurrence in each 
class, class size divided by the drainage area and class size divided by 
the mean daily discharge. Four curves are printed as semi-logarithmic 
plots with discharge on the log scale. Flow duration tables and curves 
can be obtained for one or several months if specified by the user. 
MONMAX and MONMIN are routines to tabulate monthly maximum 
or minimum daily flows for any desired station and period of record. 
PERMAX and PERMJN are routines to tabulate maximum and mini-
mum mean daily discharge for selected consecutive time periods. Any 
time periods in days can be specified. 
SORT is a routine -to sort mean daily flows by magnitude for any 
selected period and print them showing the dates of occurrence. 
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LOGPT3, GUMRLE, and HAZEN are routines to do flow frequency 
analysis by Log Pearson Type Ill, Gumble, or the Hazen method. RE-
SERV is a program to print out end-of-the-month contents and change 
in contents in acre-feet for reservoirs. 
Recently, the Wyoming Water Planning Program completed a 
study of monthly streamflow volumes in the Wyoming portion of the 
Upper Colorado River Basin. Monthly correlations using MOCOR and 
LACOR were very helpful in this study. 
Further information on SWS can be obtained by writing to WRRl, 
P.O. Box 3067 University Station, Laramie, WYOlning 82071, and 
asking for Report No. 43, Surface Water System-1973. 
SWS is now being included in a larger Water Resource data sys-
tem or WRDS that is being developed by WRRl under a contract with the 
¥i yoming Water Planning Program. Several state agencies are cooper-
ating in the eifort, and the Bureau of Land Management is cooperating 
in implementing WRDS. This system will encompass data for several 
kinds of water resources data, including surface water quantity and 
quality, groundwater quality, climatological and snowcourse data. The 
surface water portion will be enhanced by adding crest-flow data from 
small watersheds and providing daily hydrograph and Log Pearson Type 
III frequency curve plotting capabilities. 
Water quality data are being prepared for storage from U. S. Geo-
logical Survey records, the Wyoming Chemicalogical and Bacteriological 
Laboratory, Bureau of Reclamation, and other readily available sources 
Retrieval is to be provided by identification code (municipal water sup-
ply, irrigation supply, etc.), USGS station number, county or state, 
city, latitude-longitude by ten-minute square, township-range, and 
drainage basin. Drainage basins are defined, subdivided and coded by 
an eight-digit code. The leftmost two digits deSignate major drainage 
basins such as the Green River Basin; the next two digits designate 
tributaries of the major basin; the next two digits designate tributaries 
of the previous tributar y; and the next two digits designate the next two 
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smaller subdivisions of tributaries. This coding provides for automatic 
data retrieval for entire basins, small basins, or combinations thereof. 
A problem encountered with the development of the water quality 
segment of the system is the many parameters that may be measured 
and ways of measuring them. As an example, consider carbon. It 
may be measured as: 
Carbon, Inorganic, Bed Material (G/KG) 
Carbon, Inorganic, Dissolved (MG/L as C) 
Carbon, Inorganic, Suspended (MG/L as C) 
Carbon, Inorganic, Total (MG/L as C) 
Carbon, Organic, Bed Material (G/KG) 
Carbon, Organic, Dissolved (MG/L as C) 
Carbon, Organic, Immiscible (MG/L as C) 
Carbon, Organic, Suspended (MG/L as C) 
Carbon, Organic, Suspended (MG/KG as C) 
Carbon, Organic, Total (MG/L as C) 
Carbon, Total (MG/L as C) 
A coding number has been as signed for each parameter, and a 
file of corresponding label headings is stored in the system. There 
presently is provision for 627 parameters and they can be expanded 
upon quite easily. 
The Wyoming Department of Environmental Quality has collected 
city water supply samples throughout the state over the past two years. 
These data have been put into the system. 
Programs are being developed to provide statistical, regression 
and plotting analyses of the data. Plotting routines will provide for 
plotting of one parameter versus time or one parameter versus another 
parameter, sediment duration curves and sediment rating curves. 
Climatic data from U. S. Weather Service substations are being 
stored and it is planned to include wind data and hourly precipitation. 
Useful analytical programs applicable to these data, such as normal 
summaries, will be written. 
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Snowcourse data from the Soil Conservation Service publications 
plus any other readily available data will be stored and programs to 
statistically analyze these data will be included. 
SWS has proven to be a useful tool, not only for state and private 
organizations but for federal agencies as well. It is believed that the 
largely expanded WRDS system will prove to be an even greater tool 
for water resource planning and management in Wyoming. 
Observed and Estimated Streamflow o£ 
the Green River Basin, Wyoming 
The Wyoming Water Planning Program began in 1967 with investi-
gations in the Green River Basin. The U. S. Bureau of Reclamation was 
also authorized to study the Green River Basin, so we endeavored to 
make joint use of all data possible. Initially, the state had staff and 
the bureau did not, so we correlated streamflow data for the gages 
necessary to conduct reservoir operation studies and submitted the 
data to the USBR. Since we are looking for firm water supplies in many 
instance s, we found we had to include the period in the mid- 1930' s for 
analysis. There were very few stream gages in existance at that time, 
some with partial records, some that were discontinued later. We 
agreed on a 1932-1967 data base for our studies. The Wyoming Water 
Planning Program report on the Green River Basin was published in 
1970, but the bureau's studies continued until 1972 and after. Because 
of change of USBR personnel, they derived and compiled their own set 
of stream£low data which differed from the state data. 
In the year s since 1970, we had inve stigated, through the Wyo 
WRRI, several watershed parameter and statistical techniques of hydro-
logic analyses to derive streamflow information. These studies were 
prompted, among other things, by the continually declining level of fund-
ing for the USGS stream gage program. We found that correlation of 
streamilow records for existing or discontinued stream gages provided 
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the most reliable streamflow information, particularly for water 
supply studies. 
Last year the Sublette Study was authorized for the Bureau of • 
Reclamation and a USDA Type IV River Basin Survey was begun in the 
basin. With two studies authorized in the basin, both using the multi-
objective planning criteria, it was determined that a common data base 
of observed and estimated streamflow data was desirable. We agreed 
to accomplish this in cooperation with the USBR for the water years 
1930-1973. 
We have just completed compiling the data for 60 stream gages, 
2 reservoirs, and 4 records of adjustments and adjusted flows to reflect 
the effects of new depletions upon historic streamflows. Only one of 
the 60 stream gage records, Henrys Fork near Burntfork, Wyoming, 
was complete for the 44-year period of record. 
The interesting thing in the compilation, or perhaps the sad 
thing, is the fact that the hydrologists did not agree on the past correIa. 
tions. The reasons for disagreement varied from lack of substantiating 
data to errors in the correlations to discontinued gages that were used 
as basis of correlations. In fact, one of the biggest problems is the 
fact that many stream gages were discontinued in the recent five.year 
period. One would think that such an .undertaking would be unnecessary 
with so much previous work having been done by the USBR and the state. 
The USGS had even published Water Supply Paper 1875 "Correlative 
Estimates of Streamflow in the Upper Colorado River Basin, II but the 
discontinuance of stream gages limited the use of the publication. 
My office will soon release upon request, copie s of these correla-
tions which should be utilized for any water resources planning requiring 
streamflow records in the Green River Basin. Wyoming. Through the 
use of this publication we hope to avoid any further duplication of effort 
in streamflow correlations. It will be necessary for future studies to 
add to the data and to make estimates of streamflow at discontinued 
gages. My oHice has on file a well documented set of supporting mate-
rial upon which to base the future estimates. 
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Conclusions 
Wyoming now has, or soon will complete, the necessary data 
banks of water rights, streamflows, water quality, and climatological 
data necessary for traditional water supply hydrology studies. Hope-
fully, we are row cooperating with federal agencies in both the storage 
and retrieval and utilization of the data, and by continued cooperation, 
""e hope the data bank can be maintained and improved. 
Undoubtedly, there are types of data which should be in the data 
bank which are not now being included or are not available. A consider-
able quantity of environmental data is necessary. Geology, soil types, 
vegetati ve cover, wildlife habitat, stream biota, and fi sheries and many 
other kinds of information are needed. In addition, as we proceed 
further into environmental impact analyses, etc., we find it is necessar: 
to have data on the micro rather than on the macro basis. Therefore, 
it is apparent that hydrologic and climatological data are needed where 
it has not heretofore been collected. Through continued and increased 
cooperative efforts, we believe the data base can be continually improve, 
and updated, and through a systems approach the data can be more 
easily and quickly utilized. 
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LONG-TERM STREAMFLOW RECONSTRUCTION IN THE UPPER 
COLORADO RIVER BASIN USING TREE RINGS'~ 
by 
Charles W. Stockton** 
Introduction 
Any statistical work involving hydrologic records is handicapped 
when the records are of relatively short duration as are most such 
records in the Colorado River Basin. This is because the short records 
are not necessarily a random sam.ple of the infinite population of events 
and consequently any statistical descriptions are likely to be in error 
to some extent. 
Recent work by Stockton (1975) and Stockton and Jacoby (1975) has 
shown thattree-ring data can be used to extend available runoff records 
backward in tim.e, thereby providing a longer record from which to 
m.ore accurately estim.ate the three most COmnlon statistics used in 
hydrology: the mean, the variance, and the first order autocorrelation. 
In addition, records reconstructed from. tree-ring data series can pro-
vide iniorIllation on (a) longest periods of sustained high or low flow and 
(b) the representativeness of the historical record in cOIllparison to the 
long-term. record reconstructed from. tree-ring data. AIllong the useful 
features of tree-ring series as repositories of hydrologic inform.ation 
are their great nurn.ber, their longevity, and the critical fact that the 
inforIllation they contain is annually curn.ulative. Thus, tree-ring data 
can be an iIllportant source of added inforIllation to the hydrologist pro-
vided that hydrologic inferences based on such data can be supported 
by acceptable statistical controls. 
research upon which this report is based was supported by 
the RANN Division of the National Science Foundation, Grant GI- 38480, 
part of the Lake Powell Research Project. 
**Laboratory of Tree-Ring Research, University of Arizona, 
Tucson, Arizona 85721. 
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In statistical analysis of hydrologic phenomena, it is usually 
assumed that a record of events that is of finite length represents a 
random sample from an infinite population, the occurrence of each 
event being governed by some probability distribution. Any change in 
the hydrologic regime with which a given record of events is associated 
results in a change in the probability distribution. 
For practical purposes, a probability distribution is described 
by the mean (a measure of central tendency), the variance (a measure 
of the average spread of the events about the mean), and the skewnes s 
(a measure of the asymmetry of the distribution of the events about the 
mean). In some cases these three parameters uniquely define a prob-
ability distribution and are useful for describing hyd'rologic phenomena. 
For most annual runoff and tree-ring index series, the variables are 
normally distributed (skewness equals zero) and the probability distri-
bution is completely described by the mean and variance. In almost 
every mathematical model of runoff time series, the first order auto-
correlation (a measure of persistence in a series of events) is used 
along with the mean and variance. The population values of these 
statistics are usually unknown and therefore must be estimated from 
the existing record of observations. Consequently, the reliability of 
the estimates depends primarily upon the length of record of the obser-
vations--in other words, the total number of observations. 
If there are errors in the estimates of the population parameters 
owing to shortness of observed records, these errors are preserved 
in any synthetic series that is generated from the available data. Re-
cently I Rodr{guez-Iturbe (1969) showed that if the length of an annual 
runoff record is 40 years or less, there may be an error of 2 percent 
to 20 percent in estimation of the mean, from 15 percent to 60 percent 
in estimation of the variance, and as much as 200 percent in estimation 
of the first order autocorrelation. The high error in the autocorrelation 
is probably related to the inadequacy of short records for estimation of 
the low-frequency persistence in hydrologic data. 
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Fiering (196{), Matalas and Jacos (1964), and Julian and Fritts 
(1968) have demonstrated the use of the correlation techniques for aug-
menting hydrologic records. In each case a single record was used 
to augment another. Fiering (1963) also approached the problem using 
multiple linear regression, that is, using several independent variables 
to predict a depnedent variable. He showed that a better estimate of 
the mean can be obtained in the multivariate case if R 2 ;:>: 
v.here R is the combined correlation coefficient, qi is the number of 
variables included in the prediction equation, and n l is the length of 
the record to be extended. In the case of the variance, the variance of 
the reconstructed record is a better estimate if the relative information 
ratio I (the ratio of the variance to that estimated from the original 
record) exceeds 1. When I excees unity, it implies that the variance 
of the estimate of a moment made from the original record is larger 
than that of the estimate made from the combined record, and there-
fore a more precise estimate is computed from the combined data. 
As a general rule the estimate from the longer series is more reliable 
if R exceeds 0.80 (Table 3 of Fiering, 1963; p. 2 of Matales and Jacobs, 
1964). However Matalas and Jacobs (1964) point out that these require-
ments can be reduced and that the parameters estimated from the 
longer series are an unbiased estimate if a noise factor is added to 
the estimated values. 
The basis for comparing annual runoff series with tree-ring 
series is the hypothesis that the two series respond to a common 
climatic signal or signals that permit prediction of annual runoff from 
the annual ring-width index. 1 A schematic diagram of the climatic 
variables influencing both of the series and the resultant reconstruc-
tibility is shown in Figure 1. 
Precipitation (a), temperature (b), and evapotranspiration (c) in-
fluence the water balance of both runoff and tree growth. However, in 
l"Indexing" (standardization) is necessary to convert the non-
stationary ring-width series to a stationary time series (Stokes and 
Smiley, 1968). 
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Figure 1. Schematic diagram of relationship between ring-width series 
and annual runoff series for medium and large watersheds. 
the case of tree growth, these variables, and especially temperature, 
have physiological influences not directly related to the water balance; 
these influences are diagrammed in Fritts et a1. (1971). The seasonal 
distribution of the variables (d) influences both runoff and tree growth, 
and in the case of tree growth the influence of the monthly distribution 
extends to at least a 14-month period--from the July prior to the grow-
ing season in which the ring is formed to the July concurrent with the 
growing season (Fritts et a1., 1971). Spatial distribution of precipitation 
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and temperature (c) within large watersheds may influence both the 
annual runoff regime and the variability in growth of trees from> site to 
site. 
The noise component in Figure 1 represents both the model's 
inability to adequately describe the two series and the differences in the 
way the two series respond to climatic inputs. 
Of major concern in the reconstruction of annual runoff series from 
tree-ring records is the difference in persistence within each of the two 
series -that is, how much do events of the previous year or years in-
fluence the current year? In some cases, differences in persistence 
have been resolved by using lagged dependent variables on the right-hand 
side of the reconstruction equation, as described by Johnston (1963). 
Unfortunately, this causes the residuals to be dependent upon residuals 
of prior reconstructed values. Also, the regression coefficients tend 
to be biased although they have the properties of consistency and 
efficiency (Johnston, 1963) if the residuals are normally distributed. 
Another remedy is to use a matrix of the tree-ring data, lagged up to 
three times, and extract principal components from this supplemental 
matrix. The covariation in this matrix can be decomposed by extracting 
the eigenvectors. A new set of uncorrelated variables is obtained from 
the amplitudes of the eigenvectors. These amplitudes may be lagged in 
certain ways with the runoff data, and multiple regression may be used 
to weight the respective series so that the differences in persistence are 
accounted for. This aspect is covered in greater detail in the Dendro-
hydrology section. 
Dendrochronology 
The primary objective of our study of the Colorado River has been 
to reconstruct long-term runoff records from major runoff-producing 
areas within the Upper Basin. Therefore it was desirable to utilize tree-
ring series from as many of the major runoff-producing areas as possi-
ble. For many of them, climatically sensitive tree-ring series had been 
collected for other projects. For other are<l.S, it w,,-s necessdry to 
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obtain tree-ring samples specifically for the Lake Powell Research 
Project. All the samples were collected using a small-diameter 
Swedish increment borer so as not to injure the trees. Figure 2 shows 
the spatial distribution and relationships to major runoff-producing areas 
of the 31 different tree-ring sites used in this study, 12 of which were 
collected specifically for the Lake Powell Research Project. Table 1 
lists the individual tree-ring series and shows some of the important 
statistical details of them. In addition to the period of record for each 
of the series, the first order autocorrelation coefficient (R I ), the co-
efficient of mean sensitivity (M. S.), and the standard derivation (S.D. ) 
are shown. These three statistics provide measures of a) persistence, 
b) high frequency variation, and c) total variation, respectively, in the 
tree-ring data series and are described in more detail in Stockton (1975). 
In general, the more climatically sensitive series possess statistics in 
the neighborhood of Rl '" . 20-. 30, M. S. .35.45, S. D. ::; .35-.45 
(Stockton, 1973). As can be seen in scanning the statistics of the 31 data 
series listed in Table I, some of the series do not possess statistics 
equal to those of the more climatically sensitive series. However, it is 
believed that the position of the site within the basin and relative to major 
runoff-producing zones was more important for utilizing the data series 
in runoff reconstruction than was maximum climatic sensitivity. 
All of the tree-ring series used here are mean-value functions. 
That is, at least two series from each tree are averaged to provide the 
best estimate of the series from that tree. and a multitude of tree series 
comprises a site series. Normally at least 10 trees are sampled at each 
site. At one site, the Uinta D (Number 9, Table 1). however, only four 
trees (8 core series) were sampled because of the lack of additional trees 
suitable for sampling. 
The minimum objective of 10 trees (2 radii sampled from each 
tree) is based on experience of the staff at the Laboratory of Tree-Ring 
Research. In western North America we have 10una that sampLing a 
"climatically homogeneous" site in such a manner gives a mean-value 
function that maximizes the climatic signal representative of that site 
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figure 2. Map of Upper Colorado River Region, showing (a) major 
runoff-producing areas (shaded); (b) locations of tree-ring 
data sites (dots)--see Table 1 for names of numbered sites; 
(c) four major gaging sites (trianges): Green River at Green 
River, Utah (3150), Colorado River at Cisco, Utah (1805), 
San Juan River near Bluff, Utah (3795), and Lee Ferry, Ariz 
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Table 1. Table of tree-ring data sites used in this study. Map number 
number refers to Figure 1 which shows the relative location 
of each of the sites. 1. D. number refers to the Laboratory 
2 
3 
4 
5 
6 
7 
8 
9 
10 
1 1 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
of Tree-Ring Research identification number; period of record 
is the period of years included in the tree-ring series; R. is 
the autocorrelation coefficient, M. S. is the coefficient of mean 
and S. D. is the standard deviation. 
Wind River Mtns, C, Wyoa 282540 1504-1971 .54 .20 .25 
Wind River Mtns, D, Wyoa 283590 1492-1971 . 51 .20 .27 
Wind River Mtns, B, Wyoa 101540 1568-1971 .55 .26 .33 
Wind River Mtns, A, Wyoa 102590 1678-1971 .52 .44 .50 
Uinta Mtns, North, Utaha 281550 1605-1971 .43 
· 17 .19 
Uinta Mtns, A, Utaha 277550 1433-1971 .71 .11 .18 
Uinta Mtns, B, Utaha 278540 1730-1971 .47 .30 .36 
Uinta Mtns, C, Utaha 279540 1635-1971 .55 .33 .40 
Uinta Mtns, D, Utaha b 280620 1423-1971 .46 
· 31 .33 
New North Park, Colo 110549 1354-1964 • 51 .33 .39 
Chicago Cr, Colob 115549 1441-1964 .25 .40 .38 
Idaho Spgs East, Colob 114540 1710-1964 .40 .36 .40 
Eagle, Colob 112549 1107-1964 .60 .30 .41 
Eagle East, Colob 113629 1314-1964 .39 .29 .30 
Nine Mile Canyon, Utahb 123549 1194-1964 .44 .42 .45 
Escalante Forks, Colob 119620 1640-1964 .22 .38 .34 
Black Canyon A, Colob 118629 1457-1964 .36 .22 .23 
Black Canyon, Colob 117549 1478-1964 .52 .30 .37 
Upper Gunnison, Co1ob 116549 1322-1964 .37 .37 .40 
La Sal Mtns, A, Utaha 285620 1489- 1972 .41 .34 .35 
Bryce Canyon, Utahb 131549 1270-1964 .53 .26 .31 
Natural Bridges, UtahC 141000 1347-1972 .44 .33 .37 
Delores, Colo a 286540 1794-1972 .47 .23 .27 
Mesa Verde, Colob 532547 1450-1963 .21 .58 .47 
Bobcat Canyon, Coloc 061099 1390-1971 .27 .45 .42 
Ditch Canyon, N. M. c 012099 1563-1971 .52 .37 .41 
Aztec, N. M. c 839100 1542-1970 .41 .42 .47 
Publito Canyon, N. M. c 071000 1643-1971 .31 • 51 . 51 
Spider Rick, Az c 081000 1598-1971 .52 .36 .41 
UtahC 1 
a. tree-ring data collected as part of NSF sponsored Lake 
Powell Research Project 
b. tree-ring data from the files of the Laboratory of Tree-Ring 
Research 
c. tree-ring data collected as part of A. R. P. A. sponsored pro-
ject entitled "Reconstruction of Past Climatic Variability" 
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and minirrlzes the noise signal due to individual tree idiosyncrasies. 
Because our ultimate objective requires the use of the climatic signal 
inherent in the tree-ring data, we particularly desire to use techniques 
that will maximize that signal. 
The climatic sensitivity of a particular tree-ring series is con-
trolled by the site conditions upon which the sampled trees are growing. 
Ideally, a site is selected that is at or near the limit of the natural dis-
tribution of the species and located on a sloping surface where soil de-
velopment is negligible. But in many instances location relative to a 
watershed boundary or a certain climatic station to be used for calibra-
tion is an overriding factor. In this study it was necessary to consider 
one additional factor, and that was the variability of an existing series 
in the vicinity of the needed location. With limited funding, only the most 
crucial areas could be economically justified for new site collections. 
Each new site collection involves a rather large investment, which in-
dunes not just the collecting but also the laboratory dating, measuring, 
and computer processing. Recent estimates indicate each new series 
cost as much as $3000 to collect and process. 
All tree-ring data utilized in this study were processed in accor-
dance with the procedures currently in use at the Laboratory of Tree-
Ring Research; that is, the individual cores were mounted in wooden 
core mounts, surfaced to aid in distinguishing the individual rings, and 
cross dated, and the individual rings were measured to within 0.01 mm 
as described in Stokes and Smiley (1968). 
Because most tree-ring data serie s are, in fact, nonstationary time 
series--that is, both the mean ring-width and variance are a function 
of time--each series must be transformed to at least a weakly stationary 
series. This is accomplished by fitting a least-squares fit curve, most 
commonly of modified exponential form, to the annual ring-width series. 
An index is then formed by considering the value of the curve at the time 
t as the expectea value and oy diviaing the actual value by the expected 
value. Although this operation has some drawbacks, it is necessary to 
transform the original nonstationary series into a more usable stationary 
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series. After each measured radius is transformed into a series of 
indices, the indices are averaged into individual tree chronologies and 
subsequently the tree chronologies are averaged to obtain the mean-value 
function for the site. 
Dendrohydrology 
Total annual runoff records have been reconstructed for various 
subbasins within the Upper Basin Region by use of the climatic signal 
inherent in the tree-ring series selected from major runoff-producing 
areas. The basic technique of reconstruction and the logic behind the 
use of appropriately chosen tree-ring series have been detailed by 
Stockton (1975) and need not be repeated here. However, it is necessary 
to briefly explain the system of models used. 
1£ the climatic input into either the biologic system (represented 
by the tree-ring series) or the hydrologic system (represented by the 
runoff series) were purely an annual phenomenon (no year-to-year carry-
over), the model could represent a simple one-to-one relationship. How-
ever, for neither system is such necessarily the case. 
Consider first the biologic system, as represented by the tree-
ring series. Fritts (1975) illustrates how the tree-ring response to a 
climatic input can be recorded in ring widths over a number of consecu-
tive years. This is shown, greatly simplified, in Figure 3, where a 
climatic input of precipitation and temperature coupled with atmospheric 
elements of wind and carbon dioxide is reflected in the ring width not 
only of year t but also of year t + 1 (through bud development and sugar 
and hormone storage and carryover) and of year t + k (through leaf, root, 
and fruit growth processes). Superimposed upon this climatic carry-
over effect is a food storage and soil moisture carryover as reflected 
in the tendency for rather significant autocorrelation in the ring-width 
series. This is expressed by the t - k parameters in the model. 
The hydrologic system (surface runoff series) may also contain 
a tendency for autocorrelation. This may be a result of groundwater 
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Figure 3. Schematic diagram showing how climate of year t can affect 
tree growth in year .!+~ (after Fritts, 1975). -
storage reflected as baseflow, evapotranspiration, bank storage, or 
other factors. In certain circumstances, this tendency for persistence 
may be large enough to require its being taken into account in any re-
construction. 
We have used a set of seven empirically chosen models (Table 2) 
utilizing different values of t±k for the tree-ring series and f k for 
the runoff series. Each model has been computed for each of the 12 
subbasins for which runoff records were reconstructed. In each 
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Table 2. Seven models for predicting annual runoff by using tree-ring 
data. 
Model 
2. Runoff (it) 
3. Runoff (f
t
) 
4. Runoff (it) 
5. Runoff (f
t
) 
6. Runoff (f
t
) 
7. Runoff (f
t
) 
tree-ring series x
t
' x
t
_ l ' x t _2 ' x t _3 with f t _ 1 t 
f
t
_
2 
tf
t
_
3 
tree- ring series xe x t-l' x t _2 ' with i t _1 t 
f
t
_
2 
tree- ring series xe x t-l' x t-2' x t _3 with f t _1 
tree-ring series xe x t-l' x t- 2' x t- 3 
tree-ringseriesx
ttl , xe x t _l ' x t- 2 
tree-ring series x t t 2' x t t I' x t ' x t _ 1 
tree-ring series X
tt3 ' x tt2' X tt1 ' x t 
individual case, we chose what we considered to the "best" model and 
used it in the runoff reconstruction process. We chose the best model 
on the basis of (a) the amount of variance duplicated in the gaged total 
runoff record used for calibration, (bl lack of autocorrelation in the 
residuals, (c) ability to reproduce independent data (i. e., data not used 
in the calibration process), (d) capability of the reconstructed series 
synchronous with the recorded series to duplicate the low frequency 
tendencies of the recorded series, and (e) the physical reasonableness 
of the model based upon our knowledge of the tree-ring data, the area 
from which they were sampled, and the hydrology of the subbasin under 
consideration. The models chosen for reconstruction and the degree 
to which these models duplicate the calibration record expressed by the 
correlation coefficient along with other pertinent data are shown in 
Table 3. 
The individual tree-ring sites within the basin for which a reconstruc-
tion was undertaken were not necessarily of equal importance. Consequently, 
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Table 3. Tabulation of gaged stations (USGS) for which tree-ring reconstructions of past flow have been 
completed. Also shown are: a) the numbers of the tree-ring series used in the reconstruction 
(see Figure 1 and Table 3); b) number of years in the historical record used in the calibration 
analysis; c) the correlation coefficient between the gaged record and the tree-ring data; d) num-
ber of years in the reconstructed record (see Appendix A for actual records); e) long-term 
average flow based on the reconstructed record; f) long-term average flow based on the recon-
structed record; g) the number of the model (from Table 4) used in the reconstruction process. 
!lUmber crt l/Umber of 
Tree Ring 'fears in 'fears in Long Term 
Site. used in Calibration "orrelat:l.on Reeonstrueted Long Term Standard De viat:l.on 
Runoff ~cord ~constructed ' Reconstruction period coeffic:l.ent Reeord Averag<> Flow in flow 
Green Rivet' at Green R:I. ver Utah I, 2, 3) 6, 9, 57 .SO 392 4.48 x 100 1.43 x 10° 
10, 15 
3.649 x 105 .571 x 105 aMen River neal' Daniel, Wyo. 1, 2 31 .64 459 
New Fork River near B!')u1der, Wyo. 3, 4 48 .70 288 2.872 x 105 .511 " 105 
Whiterocks Rivet' neal:' Whiterocks ~ Utah 6) 7» 54 .76 239 8.871 X 104 2.39 
" 104 
Colorado River at Cisco, Utah 14, 16, 17 50 .92 321 4.962 x 106 1.705 x 106 
19 
2.772 x 104 3.392 x 104 Fraser River near ~vinter park, colo. 51 .66 252 
Taylor River near Almont, Colo. 17, 18. 19 51 .68 482 2.526 x lOS .551 " lOS 
Gunnison River near Grand Junction 16. 17, 18, 19 45 .78 322 2.134 X 106 .646 " 1Q6 
Delores River at Delores, Colo. 23, 24 44 .86 161 2.982 x lOS 1.063 x 105 
Colorado Rivc-r near cameo, colo. 13, 14 28 .79 500 2.823 x 106 .562 " 106 
San Juan River near Bluff) Utah 26 (2 species) 54 .85 309 2.20 x 106 .730 x 106 
28, 29 
Colorado River at Compact point 1, 2, 6, 9, 10~ ll, 50 .86 13.96 " 106 3.82 x 106 (1.e. F.~ry) 13, 14) l5. 17, 18, GS .87 14.20 " lOG 3.54 x 106 
19, 20, 21, 24, 25, 
30 
Col""ado R:I. ver at Compact Point l, 2, 9) 13, lA, 15, 47 .91 450 13.06 x 106 3.46 x 106 
(Lee Ferry) using Fr ...... work I study 17, IS, 19, 20, 22, 
Data for calibration 24. 25 
Hodel 
flUltIDel' 
6 
6 
6 
6 
4 
6 
6 
6 
6 
we used a method of spatial and temporal weighting where in eigenvectors 
are extracted from a correlation matrix for the suite of tree-ring series 
to be utilized and for which each has been lagged 3 times. For example, 
in one of the reconstruction problems for the Colorado River at Lee 
Ferry, we used 17 tree-ring sites, and when each is lagged by 3, the 
resulting matrix' of data consists of 68 variables. The resulting eigen~ 
vectors are then used to weight the original series, the result being 
called principal components or amplitudes. The resultant weighted value 
has the desirable property of being orthogonal. In addition, as long as 
the variance that the eigenvector accounts for is large enough, the resul-
tant weighting usually is physically reasonable. As the covariance dimin-
ishes, the eigenvectors are still orthogonal but probably have no physical 
relationships, as the orthogonality constraint becomes overriding. In 
all case s, only eigenvectors with corresponding roots greater than 1. 00 
and accouting for a greater percentage of the variance than would be 
expected from a matrix of a comparable nUJ:nber of random series were 
used. 
The reconstruction equations were established for each model shown 
in Table Z by using least squares analysis, in which the individual 
orthogonal variables were evaluated before they Were entered into the 
equation. If the F value did not exceed 3.00, the variable was not used 
in the equation. 
The streamflow data used for the reconstruction of the virgin flow 
at the Compac~ Point (Lee FerryZ) are from the Upper Colorado River 
Commission (Hely, 1969, p. 49) and the Comprehensive Framework 
Study (Framework I) Upper Colorado Region (Water Resources Council, 
1971). These figures are the measured flow with estimated Upper Basin 
depletions restored to the flow and represent the virgin flow at the 
_ Colorado River Compact Point, which is 1 mile downstream from the 
mouth of the Paria River. There is no gage at this point. The actual 
2The Compact Point is termed "Lee Ferry" in the Colorado River 
Compact and other legal documents. 
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flow at the compact point is computed as the sum of the Colorado River 
flow at Lee Ferry and the Paria River at Lee Feery. The latter flow.is 
measured liz mile above the mouth. Because the Compact Point is the 
accounting point between the Upper and Lower Basins, it is extremely 
important to try to determine the average undepleted or virgin flow at 
this location. 
There has been a recording gage on the Colorado River at Lee 
Ferry since January 19, 1923. From June 13, 1921, to that date, 
reference stakes and staff gages were used to determine flow, and these 
measurements were referenced to the present gaging site. Prior to 
June of 1921 there was no gaging at Lee Ferry, and the earlier data are 
based on extrapolations from other records at other stations in the 
Colorado River Basin. For the 1914 water year on, figures are avail-
able for the three major tributary stations, and these figures have been 
used to estimate the actual flow at Lee Ferry and the Lee Ferry compacl 
point. Regression analysis showed that the flow at the Lee Ferry gage 
can be accurately computed as a fraction of the three major tributary 
gages. Thus the total flow data from 1914 on is assumed to be accurate 
enough for the reconstruction analysis. This year was used as the start 
ing point for two of the reconstruction analyses (Table 3 and Figure 4). 
The streamflow data from 1896 to 1914 are probably less accurate. 
lhis longer record was also used in a reconstruction (Table 3 and 
Figure 4). 
Estimates of various depletions or consumptive uses pose some 
serious problems. Extrabasin diversions and changes in reservoir 
storage can be quantified fairly accurately by at-site measurements. 
However, evaporation and bank-storage determinations at major reser-
voirs are subject to some uncertainties. Also, other consumptive uses, 
primarily for irrigation, are not accurately measured in many cases 
and must be estimated. In 1962 the extrabasin diversions were on the 
order of 0.5 MAE, and other consumptive uses were about Z. 00 MAF. 
With a long-term reconstructed virgin runoff of 13.5 MAF, an error 
of 20 percent in estimated 1962 Upper Basin depletions would be 0.56 
MAF, or only 4 percent of the reconstructed figure. 
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Figure 4. Reconstructed hydrographs for the Colorado River at Lee Ferry (Compact Point), based on: 
(A) a 50-year calibration record (Framework I study data) and a 13-station tree-ring data grid, 
(B) a 50-year calibration record (Upper Colorado River Commission data) and a 17-station data 
grid, (C) a 65-year calibration record (Upper Colorado River Commission data) and a 17-station 
data grid. Table 3 gives corresponding tree-ring data series included in each ease; Figure 1 
shows relative locations. 
Runoff reconstructions at Lee Ferry, Arizona 
(Compact Point) 
We have reconstructed the total annual runoff at Lee Ferry, Arizona, 
using three different models, incorporating two different tree-ring data 
grids and two versions of virgin flow records for calibration. The hydro-
graphs are shown in Figures 4 and 5. The models were varied on the 
basis of percentage variance accounted for in the calibration record, un-
biasness in the residuals, and ability to duplicate data not used in the 
calibration equation. The data used for calibration consisted of that 
from Table 6, page D49, USGS Prof. Paper 486-D. The records of 
actual flow for 1896-1913 and records of virgin flow for 1896-1945 were 
published by the U. S. Bureau of Reclamation (1954, pp. 145 l46). Re-
cords of virgin flow for 1946-66 were furnishe'd by the Upper Colorado 
River Commission. The other data source was from Table II from the 
Comprehensive Framework Study of the Upper Colorado, River Basin 
and covered the period 1914-1965. Both sets of data represent the 
estimated virgin outflow from the Upper Basin. The mean and standard 
deviation of the data from Prof. Paper 486-D are 14.65 and 4.45 million 
acre-feet for the same period. For the 65-year period 1899-1963 (data 
from Prof. Paper 486-D), the mean is 15.09 million acre-feet. The 
tree ring data grids utilized consisted of subsets with 13 and 17 tree- ring 
sites. The numbers of the sites used in each case are shown in Table 3 
and the relative locations are shown in Figure 2. 
The 65-year calibration period includes a portion of the historical 
record that was estimated from a longer flow record upstream. There 
is some question as to whether this data should be used in a calibration 
equation or not. However, it doe s include some of the larger flow years 
which are desirable for inclusion in the calibration equation. To check 
the reliability of the 65-year calibration equation, we computed another 
equation using only 50 years of data (1914-1963) and compared the recon-
structive qualities with the published data covering the period Ib96-1914. 
The reconstruction equations are as follows. 
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Same as Figure 4 except that data has been filtered to 
accentuate the low-frequency variance. 
where 
For 
f 
t 
calibration period: 
.634E5 - .831E IO -
+ . 542E22 - . 849E27 + .844E29 + error (I) 
reconstructed total annual runoff for year t 
El :: ith principal component from appropriate tree-ring data grid. 
This equation accounts for 75 percent of the variance in the 
historical record. 
For 50-year calibration period: 
f t = 13.94 .616E 1 - .781E2 889E3 - . 701E 5 - 64 
+ error 
o 
1 his equation accounts for 78 percent of the variance in the 50-year 
historical record. 
(2) 
The six variables entered into Equation (2) are the same as the 
first six entered into Equation (1). The relative weights of the coefficier 
are only slightly different in the two cases. Figure 6 illustrates how 
Equation (1) duplicates the historically estimated data for the period 
1896-1914 as compared to that for Equation (2) and Equation (3). Equa-
tions (l) and (2) are quite similar in their duplication of the historical 
data with the mean for the 19 years of data reconstructed by Equation (1) 
being 15.6 and standard deviation 3.3 whereas that for Equation (2) is 
14.6 and 3.8 million acre-feet. The historical estimated record has a 
mean for the period of 15.80 million acre-feet and a standard deviation 
of 3.87 million acre-feet. The overall reconstruction seems to be un-
biased in that for Equation (1) the reconstructed values are greater than 
the historical values 9 times and are less 9 times. For Equation (2) the 
reconstructed values exceed the historical values 8 times and are less 
10 times. 
Using Framework I study data and a slightly modified tree-ring 
data grid (see Table 3), the reconstruction equation becomes: 
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equation (Eq. Z), and the Framework I data calibration equa-
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f
t 
= 13.06 - .596El - . 1. 055E3 - . 508E 4 + . 468E7 -
. 573E11 + .828E14 -
and accounts for 82 percent of the variance in the calibration record. 
The long-term mean for this record is 13.06 million acre-feet 
and the variance is 3.46 million acre-feet. When compared to the 
independent data for the period 1896-1914 (Figure 6), the tendency is 
(3) 
for slight biasness in underestimation, as for the 18 years there are 11 
underestimates and 7 overestimates. The resultant mean is 13.5 million 
acre-feet and the standard deviation is 3.4, both considerably less 
than for the historically estimated data and Equations (1) and (2). 
4Z0 
The autocorrelation structure in all three cases appears quite 
similar with the first order autocorrelation being approximately. 33. 
The structure of the autocorrelation has not been analyzed yet, but judg-
ing from the correlograms (Figure 7), the structure is more complex 
than that of a simple autoregressive model, probably mixed autoregressive-
moving average. 
We have not yet computed the sample variance spectra (i. e., the 
distribution of variance with respect to frequency) for any of the three 
reconstructions included here. For an earlier version which would be 
similar to those above based on the data from USGS Professional Paper 
486-D, Stockton (1975) computed variance spectra for both the tree-ring 
reconstructed data and the historically gaged data for the period 1896-1961 
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Figure 7. Comparative correlograms for the gaged record and the three 
reconstructed records of flow of the Colorado River at Lee 
Ferry. 
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and the long-term tree-ring data reconstructed record for the period 
1564-1961. Figure 8 shows the ability of the tree-ring data to duplicate 
the frequency distribution in the gaged record. One would expect a simi-
lar degree of comparison if any of the three reconstructions included 
here were similarly analyzed. Figure 9 shows the distribution of vari-
ance with respect to frequency in the long-term reconstructed record. 
Again, one would anticipate a similar type of spectrum from any of the 
three reconstructions above. 
Figures 8 and 9 illustrate two important points. First, using our 
techniques for reconstructing runoff from the Upper Colorado River 
Basin using tree-ring data, we are able to duplicate the distribution of 
variance with respect to frequency in the gaged record very well. Sec-
ond, the long-term spectrum (Figure 9) shows considerably more evi-
dence for long-term variation in flow than exists in the gaged .record 
(Figure 8), suggesting an inadequate length of record for the gaged series. 
The question arises as to which of the three reconstructions of 
past runoff at Lee Ferry is the best. Our reasoning is as follows. Com-
parison of the three hydrographs (Figures 4 and 5) shows very little 
difference among the three. The reconstruction based on the 65-year 
calibration record (Eq. 1, graph C, Figures 4 and 5) is based on data 
that include 19 years of estimated record (1896-1914) that is questionable 
in terms of calibration. The reconstruction based on the 50-year calibra-
tion (Eq. 2, graph B, Figures 4 and 5) does not contain the drawback of 
Equation (1) and seems to be comparable to that for Equation (1). When 
a slightly different tree-ring grid and calibration data from the Compre-
hensive Framework Study (the most recent evaluation of virgin runoff) 
are used (Eq. 3, graph A, Figures 4 and 5), a slightly different recon-
struction is obtained. Therefore, we feel that the best estimate of the 
long-term reconstruction is an average of the results of Equations (2) 
and (3). Consequently, we arrive at an estimated mean annual runoff 
of 13.5 million acre-feet. 
For purposes of comparison among subbasins, the Upper Basin 
was divided into the traditional tributary subdivisions of Green River 
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above Green River, Utah, the Colorado Main Stem above Cisco, Uta-'-." 
and the San Juan above Bluff, Utah. This allows assessment of any 
preferred mode of occurrence of either high or low flows. Table 3 
lists the individual reconstructed records from each subbasin, the 
tree-ring sites used for the reconstruction, number of years in the 
calibration period, predominant correlation coefficient for comparison 
of the tree-ring data and the runoff ser~es, number of years in the re-
constructed record, the long-term average flow as interpreted from 
the reconstructed record, the long-term standard deviation, and 
finally the model number utilized in the reconstructed record (see 
Table 2 for model designations). Some of the records utilized in the 
reconstructions were based on unadjusted historical runoff records; 
consequently the mean annual flow figures (especially that for the 
Colorado above Cisco) are probably slightly low. For most of the 
smaller basins these divisions will probably not substantially a£Iect 
the mean because most of the stations chosen for reconstruction wer" 
chosen partly on the basis of lack of upstream diversions. 
The Green River Basin 
Within the Green River Basin four reconstructions were made. 
These include Green River at Green River, Utah, Green River near 
Boulder, Wyoming, and Whiterocks River near Whiterocks, Utah. 
These stations were chosen for reconstruction because of (1) their 
fairly long, homogenous historical record, which provided a reliable 
record for calibration, (2) their location relative to existing or poten-
tial dendrochronology sites, and (3) their location within known high 
runoff producing areas. 
Plots of the reconstructed records and their comparison show 
some interesting aspects. In general, the northernmost records, that 
is, the Green at Daniel and the New Fork, do not show the pronounced 
low frequency variation that is exhibited by the Whiterocks reconstruc-
tion nor the Green River at Green River reconstruction. Of specific 
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note is the fact that neither the reconstruction for the Green at Daniel 
nor the New Fork show the pronounced dominant trend since the early 
1900' s nor do they show the pronounced high flow period during the 
early 1900' s .. AU three--the Green at Daniel, the New Fork, and "the 
Whiterocks--do not indicate the pronounced low flow peTiod during 
1870-1890. However, the reconstruction for the Green River at Green 
River (Figure 10) shows a pronounced low flow period during the period 
1870-1900. But this reconstruction includes three tree-ring series 
from sites in the southern part of the Green River Basin that are not 
utilized in any of the smaller northernmost subbasin reconstructions. 
This seems to indicate that (1) the northernmost portion of the Green 
River drainage is affected by climatic trends which are different from 
the southerly part of the Green River Basin and probably the whole 
Upper Colorado River Basin, (2.) the Whiterocks reconstruction seems 
to show some of the same low freguency components as those of the 
northern part of the basin, but also some characteristics of the southern 
part, and (3} the Green River at Green River, Utah, reconstruction 
shows low freguency variations guite different from those of the north-
ern part of the basin and also of the Uinta Mountains. Specifically, 
the drought of the late 1800' s is more pronounced, the wet period from 
1907 -1932 is more pronounced, and the overall downward trend since 
1932 is more,pronounced. 
Except for the reconstructions for the New Fork River, where 
the long term average is 287,000 versus that for the gaged 39-year 
record of 284,000 and the Green near Daniel, Wyoming, where the 39-
year average of gaged value is 366,000 acre-feet versus 385,000 for 
the reconstructed record, the long term average runoff values from 
the reconstructed records are less than for the gaged records. For 
the Green River at Green River, Utah (Figure 10) and 7l-year gaged 
record is 4,614,000 acre-feet whereas the reconstructed 392 year 
value is 4,480,000 acre-feet. The Whiterocks River average for 63 
years of gaged data is 90,560 and that for the reconstructed record is 
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Figure 10. Reconstructed hydrograph for total annual runoff for the Green River at Green River, 
Utah. Upper graph is for unfiltered data; lower graph is for the same data after removal 
of high-frequency components (those with a period of less than 10 years). 
88,700 acre-feet. It seems apparent that the large scale fluctuations 
in the southerly portion of the basin, particularly the abnormally high 
runoff in the early 1900' s and the no-analogy drought periods such as 
occurred in the late 1890' s has caused the mean annual runoff estimated 
from the historical record to be inflated. In records from the northerly 
part of the basin where these anomalies do not exist, the long-term re-
constructed means seem to be greater than that for the measured flow 
suggesting the lack of inflation in the historic mean due to the anomalous 
wet period in the early 1900' s. 
The Colorado Mainstem above Cisco, Utah 
Within the subbasin drained by the Upper Colorado River main-
stem above the gaging stationat Cisco, Utah, we have reconstructed six 
station records. The reconstructed record at Cisco (Figure 11) in-
corporates the long-term trends for both the Upper Mainstem and the 
Gunnison River tributaries and shows predominant high flow years 
during the period 1916- 1932 preceded by a prolonged period of low 
flow from about 1873-1912. The long-term mean annual flow is 4.26 
MAF as opposed to 5.59 for the 59 year historical record. Apparently 
the anomalously high-flow years during the 1920' s tend to inflate the 
mean above what the long-term data seem to indicate. Those years 
are the largest block of continuously high flow years in the entire 
321-year reconstructed record. 
The anomalously high-flow period does not appear in all the 
smaller basin reconstructions within the larger subbasin, however. 
The Colorado at Cameo reconstruction does not show these predominant 
high-flow years. In this case it might be a result of the period of 
calibration being too short to include those high-ilow years as only 28 
year s were used in the calibration. The reconstruction for the Frazer 
Ri ver differ s significantly fr om the other s in that it doe s not show the 
extended period of drought during the late 1800' s. The long term 
mean for the reconstructed record at Cameo is 2.82 MAF whereas 
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Figure 11. Reconstructed hydrograph for total annual runoff for the Colorado River at Cisco, Utah. 
Upper graph is for unfiltered data; lower graph is for the same data after removal of 
high-frequency components (those with a period of less than 10 years). 
that for the historically gaged record is 2.78 MAF and is affected by 
transmountain diversions, storage reservoirs, power developments, 
and irrigation diversions. Those factors might also explain the lack 
of long-term variation in the reconstructed record because of the lack 
of them in the calibration record. The long-term mean annual runoff 
for the reconstructed record for the Frazer River is 27,700 acre-feet 
as opposed to about 29,000 for the gaged record. 
Both of the long-term reconstructed records for the Gunnison 
near Grand Junction, Colorado and the Taylor near Almont, Colorado 
show a large block of persistently high-flow years during the period 
1907 -1932 and each show this period being preceded by a large block 
of persistent low-flow years during the period 1870-1900. Equally 
important however, is that there appear to be earlier periods of com-
parable prolonged high-flow years. The long-term mean annual flow 
for the Taylor River is 252,600 acre-feet as opposed to 246,300 for 
the gaged record. That for the Gunnison near Grand Junction, Colorado 
is 2. 13 MAF as compared to 1. 86 MAF for the 62-year gaged record. 
The Delores River reconstructed record shows a long-term mean 
of 298,000 acre-feet and the gaged record 311,000 acre-feet. 
Because of lack of tree-ring data sites within the San Juan River 
drainage, the only reconstruction attempted for this basin was for the 
San Juan near Bluff, Utah (Figure 12). This record shows the high-
flow period of 1907-1932 as the longest sustained period of high-flow 
during the past 360 years. The mean annual flow for the reconstructed 
record is 2.20 MAF as opposed to 1. 89 MAF for the unadjusted his-
torical flow record. 
The long-term flow characteristics of some of the smaller 
watersheds have been pointed out. It is important to investigate the 
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of less than 10 years). 
significance of these on the larger subbasin runoff. For this reason 
we have compared the sample variance spectra and squared coherency 
spectra for the Green at Green River, Utah, the Colorado near Cisco, 
Utah, and the San Juan near Bluff, Utah. 
The sample variance spectra are shown in Figure 13. Note that 
the frequency distribution of the San Juan and Colorado Mainstem are 
remarkably similar, with the Colorado being consistently and uniformly 
greater over the entire frequency range. The Green River spectrum, 
however, is concentrated on the low-frequency end (period greater 
than about 20 years) and rapidly decreases as it approaches the high-
frequency end (period of 2 years), Consequently it is obvious that the 
Green River reconstruction contains considerably more low-frequency 
variation than that for either the San Juan or Colorado above Cisco, 
Utah. 
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The squared coherency spectra show how the individual squares 
of the series are covarying in time and can be thought of as the correla-
tion coefficient defined at each frequency. That for the San Juan and 
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the Colorado at Cisco (Figure 14a) shows a fairly even distribution 
across the entire frequency range with perhaps a slightly higher aver-
age in the range from 4.5 to 2.0 years. The highest coherency is 
shown in the frequency range of about 7 to 2.5 years in the comparison 
of the Green runoff series with that for the Colorado at Cisco (Figure 
14b). The average is about 0.35 but decreases from the low-frequency 
range to the high. It appear s that, although the San Juan and Colorado 
are similar and unlike the Green with respect to frequency distribution 
of variance (Figure 13), the Green and Colorado covary more similarly 
than either the Colorado and San Juan (Figure 14a) or the Green and 
San Juan 14c). In none of the three cases is the coherency 
very large over the entire frequency range; it ranges from an average 
of about O. 35 to about 0.20. 
In the filtered series of the long-term reconstructions (Figure 
15), the low-frequency variation is accentuated, and it is easier to 
visually compare the time series. The filtered series show some 
interesting similarities and dis similarities. All three series show 
the predominant downward trend from 1932 to 1961. The flow of the 
San Juan has been below the long-term mean from about 1945 to 1968. 
The Upper Colorado (above Cisco) also shows this prolonged period 
of below-normal flow except for two short periods, during the late 
forties-early fifties, and in the late fifties, during which the flow was 
above normal. The Green River (above Green River, Utah) shows 
below-normal flows during the period 1954-1961. Thus all three 
major tributaries reflect below-normal flow, starting as early as 1945 
in the San Juan and as late as 1954 in the Green. The severest low-
flow is reflected in the San Juan reconstructed hydrograph. ' 
All three show the pronounced wet period during the early part 
of the twentieth century, and in each case it is the longest continuous 
period of flow years in the entire reconstructed hydrograph. All 
three also show this extended wet period ending about 1933, but the 
data when the high flowe began varies from 1903 for the Green to 1907 
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Figure 14a. Squared spectJ;'a for long-term reconstructed 
runoff records, showing coherency between the San Juan 
at Bluff and the Colorado at Cisco. 
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Figure 14b. coherency spectra for long-term reconstructed 
runo£! records, showing coherency between the Green at 
Green River and tne Colorado at Cisco. 
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Figure 14c. Squared coherency spectra for long-terrrl reconstructed 
runoff records, showing coherency between the Green 
and San Juan. The Green and San Juan reconstructions 
are based on calibration with virgin flow records; that 
for the Colorado at Cisco is based on the gaged record. 
GREEN RIVER 
COLORADO RIVER 
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Figure 15. COrrlparison of the filtered runoff series for the Green 
River at Green River, Utah, the Colorado River at Cisco, 
Utah, and the San Juan River near BluH, Utah. In the 
filtered series, the long-terrrl variation is better displayed 
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for the San Juan to 191 I for the Colorado. None of the three show 
evidence of a severe extended low-flow period during the drought of 
the 1930's. 
In all three cases, the extended wet period was preceded by a 
period of long and severe low flow. It appears to have been severest 
on the Green and was interrupted by an above~average flow period from 
1885-1894 ort the San Juan. No analogous long duration low-flow periods 
have occurred since the beginning of the historical gaged records. 
Figure 15 shows periods during which the runoII from all three 
subbasins appears to have been in synchrony and other periods when 
one or the other did not agree with the third. Of particular interest 
is the period 1685-1735, when a high sustained flow occurred on the 
Green and San Juan but not on the Upper Mainstem. This high-flow 
period, the only one in the reconstructed record that is at all com-
parable to the high- flow year s of the ear ly 1900' s, apparently occurred 
only in the San Juan and Green River basins. Not shown on Figure 15 
but also of special interest is a severe extended low-flow period on the 
Green during the period 1578-1605. No other period of such severe 
drought is found in the reconstructed record. Unfortunately, the other 
two reconstructed records do not go back far enough to cover this 
time period, so it is not pas sible to tell whether the dr ought was as 
severe and prolonged in the other two basins. 
Summary 
We have completed long term tree-ring reconstructions of 
total annual flow for 12 different stations within the Upper Colorado 
River Basin. On a short term basis, our tree-ring reconstructed 
series show comparable trends and synchrony of high and low periods 
in correspondence with the gage records. Many of these same trends 
are also noted in the tree-ring data series. For example, the tree-
ring data series and selected runoff series for the Wind River Mountains 
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area in the Green River Basin do not exhibit the noticeable downward 
trend from the 1920' s to the present. This represents a considerable 
difference from the noticeable trend in other records within the basin. 
Three long-term (450 years) reconstructions have been computed 
for the Colorado River at the Compact Point (Lee Ferry). It is rea-
soned that the best of these is probably an average of two of them and 
results in an estimated mean annual runoff of 13.5 million acre-feet. 
This is not inconsistent with re sults obtained by others as reportedly, 
some federal agencies have been using this figure, arriving at the 
value by other methods of analysis (Jorgenson, 1975). All three 
hydrographs show: a) the period of about 1907-1930 to be the longest 
period of conservation by high-flow years in the entire 450 years of. 
reconstructed renewal. Only one other period in the early 1600' s 
is even closely comparable; b) the low flow periods from 1868<-1892 
and 1564-1600 are of longer duration and greater magnitude tha<n for 
any period during the gaged record. 
Between the three subbasins drained by the Green River, the 
Colorado Mainstem, and the San Juan, our reconstructions show 
similarities such as the abnormally high runoff period during the early 
1900' s and the no-analogy drought periods such as occurred in the late 
1800' s. All three show a predominant downward trend from 1925 to 
present. This appears to be the most pronounced trend in the entire 
reconstructed period. There are also some noticeable dissimilarities. 
For example, the low flow period during the late 1800' s was most 
severe on the Green River and least on the San Juan. Also, during 
the period 1685-1735, a period of sustained high-flow occurred on the 
Green and San Juan but not on the Upper Mainstem. 
Implication for surface-water supply 
and water level of Lake Powell 
The figure of 13.5 MAF/yr runoff from the Upper Colorado 
River Basin takes on great significance when placed in the context of 
the Law of the River, increasing consumptive \lse in the Upper Basin 
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and operation of Glen Canyon Dam. Although the Colorado River Com-
pact of 1922 apportioned 7. 5 MAF / yr to both the Upper and Lower 
Basins (Art. ITI, Section a), it also contains a section preventing the 
Upper Basin from interfering with the delivery to the Lower Basin of 
75 MAF each decade (Art. III, Section d). This is an annual average 
of 7.5 MAF!yr. In times of deficiency the Upper Basin also must 
furnish half of the Mexican Treaty apportionment of 1. 5 MAF/yr or 
0.75 MAF/yr. This treaty appo-rtionment is a national obligation but 
unit the federal government provides the water it remains an obliga-
tion of the Upper and Lower Basins (Colorado River Basin Project Act 
of 1968, Sec. 202). If one subtracts these two downstream obligations 
from the figure of 13.5 MAF, the amount available for Upper Basin 
consumptive use is 5.25 MAF/yr. This amount is already oversub-
scribed in that it is covered by vested water rights (or water-right 
applications), contractually committed, officially reserved or un-
officially projected for designated potential use. 
Two phenomena have been taking place in the recent past. The 
consumptive use in the Upper Basin has been increasing and the esti-
mates of surface-water supply have been decreasing. These factors 
are shown in Figure 16. The planned consumptive uses shown on 
this figure will probably not occur as rapidly as the curves imply be-
cause certain projects have been delayed or postponed. However the 
general picture of a collision between demand and supply in the not too 
di stant future is all too apparent. Water storage will serve to delay 
the time of actual shortage beyond that when demand meets supply, 
but at that point, new consumptive uses can only be undertaken by 
shifting water away from then current uses or by flow augmentation. 
Also, at this point in time Lake Powell will be used to reduce 
flows to the Lower Basin to the legal minimum and shne as much 
excess as possible in wetter years. In drier years, releases from 
the lake will meet only the legal requirements. Thus the major factor 
in reservoir management is likely to be control of surface-water supply 
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and other factors such as power generation and recreation may become 
se condary to this control. 
UPPER COLORADO RIVER B~ 
SURFACE WATER AVAILABLE FOR CONSUMPTIVE USE 
COMPACT SHARE "1. 5 MAF 
ASSUMED AVAILABLE 6.5 MAr' 
CONSERVATIVE HY~OTHESIS 5.8 MAF 
. . : .' . . 
... 
'. " " . 
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Figure 16. Surface water available for consumptive use in the Upper 
Colorado River Basin and relationship to projected demands 
for future energy development. Stippled zone represents 
the most likely level of surface-water supply; the 5.25 
MAF value is based on the estimated supply of 13.5 MAF I 
yr (after Weatherford and Jacoby, 1975). 
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APPLYING A HYDRO-SALTh:ITY MODEL TO THREE 
SUBBASINS WITHIN THE COLORADO RIVER BASIN 
by 
A. Leon Huber and V. A. Narasimhan* 
Introduction 
Salinity or the total dissolved solids content of the surface water 
has been identified as the most critical problem in the Colorado River 
Basin and is a significant factor in most river basins of the western 
U. S. where irrigation is practiced. River basin computer modeling 
has been adopted as a technique to study salinity management of irri-
'gation return flows; however, the applications reported hereafter 
raised some questions about the validity of some model assumptions 
that have been commonly accepted. 
A basic assumption of the various models used for studies of the 
Colorado River Basin is that the salt pickup is directly proportional 
to the amount of percolating water. This implies that an equilibrium 
soil-water concentration is rapidly reached and maintained for each 
time increment of the model, typically one month. This hypothesis 
seems to fit well where irrigation is practiced year around such as in 
Southern California and Arizona but does not account for the concen-
tration build-up during the non-irrigation season typical of the agricul-
tural effluent in the Upper Basin of the Colorado River. The alterna-
tive hypothesis that salt pickup is a function of time and that solubiliza-
tion takes place at a constant rate regardless of the amount of per-
colating water does result in an increased concentration during the 
non-irrigation season similar to that observed in the field data from 
the Grand Valley near Grand Junction, Colorado. It is not diIficult to 
*Utah Water Research Laboratory, Utah State University, 
Logan, Utah. 
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calibrate a computer model with the observed quality and quantity 
data of surface outflows based on either assumption by suitably vary-
ing the corresponding model parameters. However, predictive re-
sults under various imposed management options will be widely differ-
ent depending on which assumption is used. The model must accur-
ately predict the management effects to be useful. Otherwise, it may 
mislead those who must make decisions concerning multimillion dollar 
projects. 
The as sumption of salt pickup being proportional to the percola-
ting water, the assumption used in this study, gives the results that 
the management of agricultural water can reduce the salt outflow. 
The use of an alternative hypothesis that salt generation is constant 
regardles s of the percolating water would show little improvement in 
the total salt outflow. It is likely that neither of these assumptions is 
completely correct, and that the actual mechanisms for salt would be 
expected to vary widely from basin to basin. Consequently, until 
further research is conducted and the actual salt pickup processes 
operating in each area are identified, a full asseOtsment of various 
management options is impossible. The U. S. Bureau of Reclamation 
and Colorado State Urover sity have studies underway in the Grand 
Valley area that hopefully will furnish data that may be used to resolve 
this problem. 
Studies on salt pickup and precipitation 
in soil pr o file s 
Figure I shows the analysis of the composition of irrigation 
water and of drainage water for the Palo Verde and Grand Valley areas. 
In the Palo Verde area an average of about 4 percent of CaC0 3 and 15 
percent of CaSO 4 precipitates within the soil profile. In the Grand 
Valley area, however, it is observed that about 22 percent of CaC03 
precipitates while there is 44 percent of CaSO 4 solubilization taking 
place. The Na content increases in drainage waters in Palo Verde, 
but decreases in the case of Grand Valley. Figure 2 shows a typical 
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Proportion of ions in Meq/ L 
Palo Verde: Water year 1971 Ca Mg 
Average composition of canal diversions .360 .223 
Average composition of outflow drain .234 . 130 
Percent change in composition -35.0 -41.7 
1lmplies that about 4.2 percent CaC03 precipitates 
2lmplies that about 15.5 percnet CaS0
4 
precipitates 
Na K 
HC03 
+C03 
.407 .010 .210 
.663 .003 . 168 
55.0 -70.0 _20.0 1 
Proportion of ions in Meq/L 
Grand Valley: (5-5-72 to 9-6-74) Ca Mg 
Average composition of canal diversions .384 • 161 
Average composition of agricultural drains .317 .332 
Percent change in composition -17.4 106.2 
1lmpliesthat about 22.6 percent CaC0 3 precipitates 
2Implies that about 44. 5 percent CaS04 solubilizes 
HC03 
Na K +C03 
.443 .012 .342 
.346 .005 • 116 
- 21. 9 -58.3 _66.1
1 
S04 Cl 
.556 .234 
.401 .431 
-27. 84.2 
S04 Cl 
.299 .359 
.744 .140 
148.82 - 61. 0 
Figure 1. Analysis of in.f1ow and drainage water for the Palo Verde, California, and the Grand Valley, 
Colorado, subbasins showing precipitation and solubilization of bicarbonate and gypsum salts. 
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Figure 2. A typical graph of the salt outflow from a drain in the Grand 
Valley area. 
graph of the quantity of salt outflow through drains in the Grand Valley 
area in tons/day versus a corresponding water outflow in ds. While 
many complex phenomena may account for salt outflow through drains, 
it is seen from Figure 2 that it may be possible to represent the salt 
flow by a typical yield curve. 
Results of the Two-Dimensional Hydro-Salinity 
Study of Agricultural Impact on 
Colorado River Salinity 
The computer model (BASIM) was used to aid in evaluating the 
water quality salinity impacts of irrigation management levels. Three 
subbasins were selected for modeling purposes--the Palo Verde Irri-
gation District, California, the Grand Valley, Colorado, and Duchesne 
Basin of Utah. The model computes various hydrologic quantities be-
fore the corresponding salt quantities are calculated. This is accom-
plished by determining concentrations of the flows, including the salt 
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pickup, and computing the total salt flow from the basin. The model 
was calibrated using the observed data from the subbasin where suffi-
cient record is available for the component flows. The results showed 
a close agreement between the predicted quantities and the observed 
data with respect to the quantity of flows (see Figure 3 for Grand 
Valley); however, it did not shown a corresponding agreement with 
respect to the concentrations of drain water. The disagreement is 
attributed to the simplifying as sumption in representing the salt pick-
up. 
Procedure 
The following study procedure was used for each of the areas: 
1. Calibrate the model using 1970- 72 water year data, as 
available, for each subbasin. 
2. Determine a base predicted runoff of the river downstream 
of the area in which management alternatives are to be 
te sted. Parameter s and coefficients are set at the values 
determined in step (l) above. 
3. Impose the selected management levels on the model by 
changing the appropriate model parameters and evaluate the 
results. The management levels applied in the BASIM 
model were: 
Level E
l
: Present canal conveyance efficiency with a 
higher level of application efficiency achieved by better man-
agement of water application without any capital inve stment. 
Level Increased canal conveyance efficiency 
achieved by canal lining and the same application efficiency 
as currently exists. 
Level E3: Increased canal conveyance efficiency 
coupled with the highe st technologically feasible application 
efficiency that might be obtained by management as well as 
capital investment. 
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General comparison of results 
A summary of the results for each subbasin is given in Table 1 
for the Duchesne, the Grand Valley, and the Palo Verde areas. An 
assessment of the annual results shows that in each of the three sub-
basins there appears a general decrease in the salt loading in surface 
outflow for the three assumed irrigation control levels. The reduction 
in salt loading is largest in the Duchesne basin, lesser in Grand Valley 
area, and is inappreciable in the case of Palo Verde irrigation di s-
trict. 
Detailed description of model results 
Palo Verde study area. The computed outflow represents the 
sur face runoif, flow from the drains, operational spills, and tail-
water runoff. Figure 4 depicts the results of the management runs 
for the total surface outflow. It indicates that the base line situation 
representing current irrigation practice may not be greatly improved 
by the management levels tested. In relation to this, the model assumes 
a certain minimum value of application efficiency for each time incre-
ment (one month in this case). The base line situation has different 
efficiencies each month varying from 10 percent to 68 percent through-
out the year. The model selects the minimum of the specified control 
level efficiency and the historic efficiency. The variability in his-
torical efficiency is very likely a significant factor contributing to the 
salt loading of the base line system. This would suggest that opera-
tional scheduling may indeed by a very important means of reducing 
the salt pickup in such systems. The development of a model to test 
this management alternative is strongly recommended. The objective 
of such a scheduling model would be somewhat different than a tradi-
tional irrigation scheduling model. The approach would be to accumu-
late in the soil profile during some periods and then flush it out 
at other times. The objective would be to minimize the total impact 
on the river system while still maintaining a salt balance in the 
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Table 1. Management eHects on salt loading from irrigated agriculture for three subareas 
as simulated by BASIM using 1972 data. 
Duchelne Orand V.lle~ Palo Ver,e 
Callea Study ECV E.A# Canal
D Surface Surface ECV EAp. ~.n.l Surface Surface ECV EAp. Canal &UTCact') Surface Area& D{veraion Effluent Outflow DIversion Effluent Outflow Olvanion. Ernuent Outflow 
BaleHn~ Efficiency .72 .76 .91 
Water 594 (IOOOAF) 79 367 641 110 3"1 909 <39 58'" 
Salt 438 ISO 374 546 750 n56 977 1086 6871 (1000 tone) 
Case 1 ECrtcl.ency .n .69 .76 .65 
Water 53' 50 381 531 11~ 3517 NA 
Salt 3B~ 108 349 451 512 1113 
Reduction tn 
aalt eontent C 11.2- 28 6.68 11.4 29 4.39 
I.,.) 
H>- Case II Elflelency .95 .69 .95 .65 .97 .65 
U1 
Water .07 .. 387 407 ... 3556 626 ~03 5810 9 
S:dt 139 81 287 346 187 2861 66' 614 67Q1 
Reduction in 6B.3 '6 Zl.2 36.6 7S 12.1 31.9 43.46 2.56 
•• It contentC 
I.,.) 
CaUl W Effici.ency .95 .80 .95 • BO .97 .80 
Water 180 26 395 373 28 356' 516 133 S90Z 
Salt 130 54 268 318 130 2825 548 '.1 6639 
ReducUon 1n 
e.alt contentC 10.3 64 2B.3 41. 75 82.1 ll.U 43.91 59.39 3.46 
('/0) 
Historical application errtcleuciea . 
... EAP 19 the application efficiency defined as the raUo bot~e.n the crop evapotramtpiraUQn and the irrlgafloG water oelivered to the land for that purposo. 
For the variOUII managemont ca6t!!1it. tho 'kater diverted W1t.e limited to that amQunt un:d hietorlcally; i. e .• If the baaeUne practice wa. alreaoy at the selected 
efficiency level. that etflciency would prevail that month. 
b Canal diversion indudea the eeepage return. 
C Percent reduction in salt outflow for each eau 1111 computed with rO!ert!!l'Iee to balleUIUI' •• it qU&~titY4 
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Figure 4. Predicted water and salt outflows resulting from irrigation 
management alternatives applied to the Palo Verde sub-
basin for water year 1972. 
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agricultural domain. The model would have to consider the bu£fering 
effect of reservoirs (if any) and upstream and downstream diversions 
as well. 
Grand Valley study area. The results of the model for the Grand 
Valley are shown in Figure 5. The results for the various irrigation 
management levels showed that all three options could improve the 
annual loading of the river. However, the mechanisms of the sources 
of salt pickup in this area are still being investigated as to the rela-
tive importance of canal seepage, irrigation leaching water, and 
weathering by groundwater. Even under assumed conditions of maxi-
mum efficiency, the quantity of seepage water is greater than the 
expected quantity of deep percolation. Studies are under way by the 
Bureau of Reclamation and Colorado State University that may help 
to resolve some of the diHerences in hypotheses. An effort to evalu-
ate the adequacy of the 1972 data was made by operating the model 
with three years of data, 1970, 1971, and 1-972. The results are tabu-
lated in Table ,?, and appear to be consistent. 
Table 2. Grand Valley management te ats with data for 1970-1972. 
197Z 
Canal Surface 
Diversion Effluent Outflow Di\"ersion Effluent Outflow Diversion Effluent Outflow 
Water 
(1000 API 597 161 5363 6Z9 173 5463 641 17l 4391 Baseline Salt 
(1000 tons) 418 653 3909 400 659 3638 546 750 3256 
Case 1 Water 451 96 5410 49Z 10Z 5498 53!" lIZ 3517 Salt 301 386 3733 317 405 3450 451 53Z 3113 
Ca 8e 11 Water 345 57 546Z 377 38 5533 407 44 3556 Salt 231 Z37 3646 Z43 143 3Z55 346 187 2861 
CaBe In Water lZl 48 5471 350 Z5 5540 373 28 3565 Salt 216 Z03 3624 2Z6 99 lZ23 318 130 2865 
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Figure 5. Predicted water and salt outflows resulting from irrigation management alternatives 
applied to the Grand Valley subbasin for the water years 1970-1972. 
Duchesne study area. The Duchesne area is typical of some 
Upper Basin irrigation projects where sequential recycling of the 
diverted water makes up a significant part of the total diverted water. 
There are many diversion works for which only partial flow records 
are kept as well as some small storage facilities that cause regulatory 
effects downstream for which sufficient data are not available for in-
corporating in the model. The base line condition, as calibrated, in-
dicates that a salt imbalance may exist in the area; however, this may 
be the result of poor simulation of the quality of the seepage return 
flows that make up a significant portion of the canal diversions. The 
research referred to in Grand Valley may help answer this question, 
but without additional research and testing of the model hypotheses of 
salt pickup, a definitive as sessment cannot be made. If the model 
assumptions are valid, then the trends indicated by the management 
runs for the Duchesne basin would be valid even though the absolute 
numbers depicted may not be. The management results are shown in 
Figure 6 and show a reduction in salt loading for all three alternatives 
tested. These results are consistent with those of the one-dimensional 
model. 
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Figure 6. Predicted water and salt outflows resulting from irrigation 
management alternatives applied to the Duchesne subbasin 
for water year 1972. 
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SALINITY CONTROL THRCUGH ON-FARM WATER 
MANAGEMENT IN GRAND VALLEY 
by 
Gaylord V. Skogerboe and Wynn R. Walker * 
Introduction 
In April of 1972, the seven basin states sharing the water re-
sources of the Colorado River Basin (Fig. 1) and the U. S. Environ-
mental Protection Agency (EPA) responsible for the quality of such 
flows agreed to the necessity of maintaining the concentrations of salts 
in the Lower Basin at or below existing levels (U.S. EPA, 1972). 
Further, the necessity to allow Upper Basin users to proceed with the 
development of waters apportioned to them u'nder the Colorado River 
Compact of 1922 was realized. The se two segments of the statements 
emanating from the enforcement conference are, however, contradic-
tory without accompanying each new development with sufficient reduc;.. 
hons in existing salt loads to compensate for the effects of the new 
water use. 
The collective decisions regarding the control of salinity in the 
basin have been induced by the mounting damages incurred by down-
stream users. Salinity problems are also of international concern 
owing to the detriments being experienced in the Mexicali Valley of the 
Republic of Mexico. The methods available for controlling salinity in-
clude phreatophyte eradication, reducing evaporation, desalination, 
elimination of mineralized point sources, importing supplemental water, 
and improving agricultural, municipal, and industrial water use prac-
tices. While certain of these alternatives may be either technologically 
impractical or politically unacceptable, they represent the array of 
* Professor and Assistant Profes sor, Agricultural Engineering 
Lepartment, Colorado State University, Fort Collins, Colorado 80523. 
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Fig. 1. The Colorado River Basin. 
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alternatives from which an overall strategy must be generated. Be-
cause of the limited eHectiveness of each measure, such a strategy 
for salinity control must be a combination of several feasible alter-
natives. The first task is, therefore, to develop the costs and the 
effectiveness of the individual salinity control measures. 
Input-Output Analysis 
The increasing salinity problem in the Colorado River Basin has 
necessitated the collection and analysis of data on water and salt flows 
in order to evaluate the contributions from various sources. Although 
several interested governmental agencies have conducted short term 
studies in the basin, the primary source of data is the stream monitor-
ing system of the U. S. Geological Survey. One of the most compre-
hensive efIorts to summarize and analyze these data was made by 
Iorns, Hembree, and Oakland (1965) for the period between 1914 and 
1957 and adjusted to the 1957 conditions. The study was inclusive of 
the entire Upper Colorado River Basin, but for the purposes of this 
paper only the section dealing with the Grand Valley area has been 
extracted. The total salt loading to the Colorado River from the 
Grand Valley averaged about 750,000 tons during the period. 
The 1963-1967 water year s were selected by the Colorado River 
Board of California (1970) in conjunction with various governmental 
agencies to appraise the salinity sources in the basin and to evaluate 
the future impact of water resource developments on mineral water 
quality. The results pertaining to the Grand Valley in particular 
indicated the salt pickup to be about 8 tons per acre per year, which 
is the results Hyatt (1970) established for the 1963-1968 years. Both 
of these references are useful data sources for examination of the 
Upper Colorado River System. Also, both studies utilized salinity 
data collected by the Federal Water Pollution Control Administration 
{now the U. S. Environmental Protection Agency}. 
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vne examination of the. sources of salinity in the basin, shown 
in Fig. 2, reveals that of man-made contributions, irrigated agricul-
ture has the largest effect. Consequently, the major aspect of salinity 
control in the region must be the effective use of irrigation diversions 
by improving the efficiency of conveyance, farm and wastewater sys-
tems. One of the several important efforts funded by the U.S. Environ-
mental Protection Agency to develop salinity control technology is the 
Grand Valley Salinity Control Demonstration Project in western 
Colorado (Fig. 3). The reason for selecting Grand Valley for inten-
sive study is because the annual salt pickup per acre is greater in 
this particular irrigated area than any other irrigation system in the 
Upper Basin. 
The Colorado River enters the Grand Valley from the East, is 
joined by the Gunnison River at Grand Junction, Colorado, and then 
exits to the West. The contribution to the total salt flows in the basin 
from this area, illustrated in Fig. 4, is highly significant. The pri-
mary source of salinity is from the extremely saline aquifers over-
lying the marine deposited Mancos shale formation. The shale is 
characterized by lenses of salt in the formation which are dissolved 
by water from excessive irrigation and conveyance seepage losses 
when it comes in contact with the Mancos shale formation. The intro-
duction of water through these surface sources percolates into the shal-
low ground water reservoir where the hydraulic gradients it produced 
displace some water into the river. This displaced water has usually 
had sufficient time to reach chemical equilibrium with the salt con-
centrations of the soils and shale. These factors also make the Grand 
Valley an important study area, since the conditions encountered in 
the valley are common to many locations in the basin. 
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UPPER COLORADO RIVER 
NET RUNOFF 
52 % 
(13728 TId) 
LOWER COLORADO RIVER 
BASIN 
AVERAGE SALT LOAD TONS/DAY 
November 1963 - October 1964 
NET RUNOFF 
MUNICIPAL 
AND 
INDUSTRIAL 
IRRIGATED AGRICULTURE 
BASIN 
AVERAGE SALT LOAD TONSIDAY 
June 1965 - May 1966 
NATURAL POINT SOURCES 
AND WELLS 
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AND 
INDUSTRIAL 
72% 
(9833 TId) 
Fig. 2. Major sources of salinity in the Colorado River Basin (U. S. 
EPA, 1971). 
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The study area, shown in Fig. 5, was chosen as an intensive 
study area in which the bulk of the inve stigation was to be conducted 
and also includes most of the construction and demonstration efforts. 
This area was designated for detailed investigations regarding various 
salinity control measures on the water and salt flow systems in an 
irrigated area. The intensive study area was selected for its accessi-
bility in isolating most of the important hydrologic parameter s, but 
had the important advantage that it allowed five irrigation companies 
to participate in one unit. 
Hydro-Salinity Model 
In undertaking the Grand Valley Salinity Control Demonstration 
one of the first tasks was to conceptualize a hydro- salinity 
model of the intensive study area. This model had to have suHicient 
sensitivity to detect the effects of various salinity control measures 
upon the salt pickup reaching the Colorado River. Then, the model 
could be used to design the field data collection system. Finally, 
the model could be used to extrapolate results from the intensive 
study area to the entire Grand Valley. 
A diHiculty often encountered while preparing water and salt 
budgets is the variability in the accuracy and reliability with which 
the hydrologic and salinity parameters are measured. Usually, the 
measurement precision varies with the scope of the research and the 
area of the study. The intensive study area on this project has been 
observed in great detail. 
Since the hydrologic system is diHicult to monitor and predict, 
it is impractical to expect their models to operate without applying 
some adjustments in order that all components will be in balance. In 
short, the budgeting procedure is usually the adjustment of the segments 
in the water and salt flows according to a weighting of the most relia-
ble data until all parameters represent the closest approximation of 
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Fig. 5. Intensive study area, Area I, of the Grand Valley Project. 
the area that can be achieved with the input data being used. The vast 
and lengthy computation procedure of calculating budgets is facilitated 
by a mathematical model programmed for a digital computer. A com-
plete listing and explanation of its operation has been previously re-
ported (Walker, 1970). For the purposes of this paper, the more 
important aspects will be extracted for discussion. A schematic 
diagram of a hydro-salinity model is shown in Fig. 6. 
The model of the intensive study area was developed in three 
general sections: 
1. All diversions from the canals through small turnouts into 
the lateral network are distributed onto the farmland after 
taking into account lateral seepage losses; 
2. Flow within the root zone including evapotranspiration, tail-
water runoff, and deep percolation losses; and 
3. Groundwater return flows resulting from seepage and deep 
percolation return to the river system with their large salt 
loads through both surface and subsurface drainage routes. 
Cropland diversions 
The irrigation supply is diverted from the Colorado River by 
means of large check-type dams and then conveyed through the Grand 
Valley with water being lost by seepage, spilled. into wasteways, 
evaporated, and discharged through turnout structures into laterals. 
Two of these alternate routes, spillage, and the lateral diversions, 
will be examined further. 
Natural washes and drains located throughout the valley serve 
as wasteways for canal regulation operation. The Grand Valley Canal 
dumps water into Lewis Wash to supply the Mesa County Ditch. These 
flows are mixed with a considerable drainage flow and a noticeable 
water quality degradation occurs. 
Diversions into the lateral system in the test area are also 
reduced by seepage. Evaporation is inSignificant. Most of these 
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Fig. 6. Schematic generalized hydro- salinity model. 
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small conveyance channels carry less than 5 cfs but may serve as 
many as 100 farmers. Both maintenance and management of laterals 
below the canal turnout is poor. Of the flows reaching the cropland, 
only about 60 to 70 percent of the water actually enter s the root zone 
and the remaining flow is field tailwater and returns directly to the 
river via the open drainage system. Comparison of drainage discharges 
throughout three irrigation seasons indicated that about 80 percent of 
the sur face drain flows are field tailwater. 
Root zone flows 
The goal of an irrigation is to recharge the soil moisture reser-
voir with sufficient water to meet the growing crops needs until the 
next irrigation, as well as to maintain,an acceptable salt concentra-
tion in the root zone. The tendency to over-irrigate has produced 
high water tables and salinity -problems. The purpose of the root 
zone submodel was to separate the various flows occurring within the 
root zone in sufficient detail to quantify the salinity problem. 
The important water movements within the root zone are evapo-
transpiration and deep percolation, with water storage changes also 
occurring. The separation of these flows by measurement is imprac-
tical on a large scale. Consequently, empirical computational methods 
were employed. The model developed for this study accounts for 
these basic water and salt flows only by a budgeting process. The 
assumptions made regarding the operation of this model include that 
the diversions are applied uniformly over each acre of cropland. 
Phreatophyte vegetation in the area was assumed to extract water only 
from the groundwater flows or to use only precipitation entering the 
root zone of these plants. A generalized flow chart of the root zone 
budgeting procedure is presented in Fig. 7. 
Several applicable methods of estimating evapotranspiration 
could have been used in this study. However, because the shortest 
time period employed in the study was one month, the Blaney-Criddle 
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Fig. 7. Illustrative flow chart of the root zone budgeting procedure. 
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Method provided an acceptable dagree of accuracy. This method 
determines consumptive use as a function of mean monthly tempera-
ture and the percentage of daylight hours occurring during the month. 
As the study progressed, a comparison was made between the Blaney-
Criddle Method and some of the mOre sophisticated energy balance 
relationships. Comparisons indicated that the Blaney- Criddle Method 
was somewhat conservative. Studies are presently underway to 
improve the estimates of evapotrap.spiration. 
With the evapotranspiration data and field measurements of moisture 
holding capacity, texture, infiltration rates, and rooting depths, the 
budgeting scheme proceeded with computation of deep percolation 
losses from the root zone. The calculations were initiated by assuming 
that the crops use soil moisture at the potential rate until the wilting 
point is reached. The calculated potential use is then limited to the 
water added by irrigation and the existing available soil moisture 
storage. If the supply to the root zone from irrigation is insufficient 
to meet the crop demands but the available soil moisture storage is 
sufficient to make up the difference, then the crop demand is satisfied. 
It was assumed that while the soil moisture reservoir is below field 
capacity, no deep percolation occurs. If the total available moisture 
in a period is insufficient to meet the total demand, the crops use all 
water available. A term called "consumptive use deficit" is defined 
as the difference between the potential and actual uses. Deep percola-
tion losses and leaching occur when the supply is more than enough 
to meet the crop demands and fill the soil moisture reservoir to 
field capacity. 
The salts in the applied water move with the water into the root 
zone where they are concentrated by the evapotranspiration process. 
The behavior of specific ions is complex and has not been considered 
in this particular study. However, additional research is underway 
in Grand Valley to provide prediction equations for specific ions. The 
assumption has been made that the salts acquired from the intensive 
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study area occur as salt pickup below the root zone. This assumption 
allows for a simplified computational procedure in evaluating the 
demonstration area based upon an input-output model. 
Groundwater model 
Most of the water in the soils and aquifers in the test area 
, originate as seepage from canals and laterals, as well as deep percola-
tion from the irrigation of croplands. The groundwater discharges 
eventually reach the river as surface dra.inage interception or sub-
sur face return flows. The flows in the sur face drainage system were 
measured by installing flow measuring devices at the outflow points. 
The subsurface return flows were not measured but were estimated 
from water table elevation data and the hydraulic gradients in the 
aquifers. Considerable eIIort was made to evaluate the necessary 
parameters to use in the groundwater computations. For purposes of 
this study, Darcy's steady state equation was used (Luthin, 1966). 
Q = AK dh 
dk (1) 
in which Q is the discharge, A is the cross-sectional area of flow, K 
is the hydraulic conductivity, and dh/dk is the hydraulic gradient in 
the direction of flow. 
The groundwater analysis, illustrated in Fig. 8, begins by 
comparing the values for subsurface return flow obtained from a mass 
balance of the area to the values obtained by calculation using the 
field data. It was possible to formulate two estimates of the subsurface 
return flows and then by adjusting the model until both methods yielded 
the same values, a satisfactory alignment between the hydrologic and 
salinity parameters was obtained. Because the model only focuses 
attention on the relative magnitude of hydraulic conductivities, the 
cross- sectional areas of the strata need only be in proper proportion 
with respect to depth, and the width can be any convenient value. Then, 
the values for cross-sectional area can be adjusted with the known 
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Fig. 8. Illustrative flow chart of the groundwater modeling procedure. 
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hydraulic conductivities. The model adjusts the values of strata 
hydraulic conductivity until both estimates of the £lows are equal. 
Since this is done on a monthly basis, the model calculates twelve 
values of hydraulic conductivity for each strata for each year. When 
adjustments in the model finally result in homogeneous values of 
hydraulic conductivity, the model represents the "best fit" between 
monitored and estimated data. 
The groundwat~r modeling procedure can also be described 
mathematically. The form of Eq. 1 for a number of strata can be 
written, 
I dh. A.K. __ 1 
1 1 dx. 
1 
(2) 
where A. is the cross-sectional area of the ith s~rata, K~ is the actual 
1 1 
measured conductivity of the ith strata, and dh./dx. is the gradient 
1 1 
. th £l d' . t· th .th Th lb' d f 1n e ow 1rechon ac lng on e 1 strata. e va ue 0 ta1ne rom 
Eq. 2 is then used to adjust the model values of hydraulic conductivity, 
K = TGWOF K 
i Q i (3) 
where is an adjusted hydraulic conductivity encompassing adjust-
ments for units and strata areas, Q is the value obtained from Eq. 2, 
and TGWOF is the subsurface return flow estimate from the mass 
balance analysis. 
Generalizing the model 
The mathematical model derived for this study attempted to 
simulate the hydrologic conditions of the agricultural system in Grand 
Valley, but the concepts are general and can be extended with modifica-
tion to other areas that are similar in nature. The program was 
written in individual but interconnected subroutines that give the pro-
gram a measure of flexibility during operations by separating the cal-
culation phase from either input or output phases. Thus, several of 
"the subroutines become optional if their functions can be replaced by 
input data, or if certain outputs are not desired. 
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The main portion of the program is used to read necessary input 
data and to control the order of water and salt budget calculations. 
There are certain advantages in separating the input, output, and 
computational stages of a program including: 
(1) Input order is not important as the data are completely 
available at all stages of computation. 
(2) Variable sets of data can be utilized in the model when 
several budgets are desired, or when some form of integra-
tion is desired. This is especially useful when an area can 
be broken down into smaller dependent areas. 
(3) The functions of the subroutines are independent of input, 
thereby making each subroutine a unit that can be implemented 
in other programs. 
(4) Corrections and adjustments are easily made without detailed 
consideration to other segments of the program. 
In controlling the computational order of the program, the main 
program separates the calculation of the water and salt budgets. Con-
sequently, the modeling procedure involves only the water phase of 
the flow system. This has been pos sible in this study because of the 
detail in which data have been collected. Once the water flow system 
has been simulated, the individual flows are multiplied by measured 
salinity concentrations and converted to units of tons per month. At 
this point in the formation of the budgets, careful attention must be 
given to the salt flow system since irregularities may be present, 
thereby necessitating further model adjustments. Thus, when the 
final budgets have been generated, the salt system, groundwater 
system, and surface flow system must be reasonably coordinated and 
additional reliability is as sured. 
In this section, a summary of the input-output analysis and 
results Ir om the hydro- salinity model will be presented. Inflows to 
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the Grand Valley occur as flows in the Colorado River, Gunnison 
River, and precipitation. In addition, a small quantity of water is 
imported for domestic and industrial purposes, and a possibility 
exists that precipitation on the watershed adjacent to the valley may 
contribute via diffuse groundwater inflows. Neither of these latter 
flows are deemed significant, especially the inflow from surrounding 
lands because of the low annual precipitation (8-10 inches) and high 
evaporative demands (40-45 inches). 
As a means of better identification, data for the 1968 water 
year from the U. S. Geological Survey (USGS) and U. S. Weather 
Bureau can be utilized. Inflows passing the USGS gaging stations 
"Colorado River near Cameo" (2,413, 000 acre-feet), "Plateau Creek 
near Cameo" (112, 000 acre-feet), and "Gunnison River near Grand 
Junction" (1,444,000 acre-feet) totaled 3,968,000 acre-feet carrying 
an estimated salt load of 3,070,500 tons. The outflows passing the 
station "Colorado River at Colo- Utah State Line" totaled 3,722,000 
acre-feet and approximately 3,771, 000 tons of salt. These figures 
represent either published data or interpolations thereof. It should 
be noted that the state line station collects only limited quality data. 
A comparison of the inflows and outflows indicates that 246,000 
acre-feet of water were depleted from the system and 701,000 tons of 
salt added. Precipitation records indicate that apprOXimately 75,000 
acre-feet fell on the land encompassed by the irrigated boundaries of 
which it is estimated that 25,000 acre-feet could be classed as "effec-
tive on the irrigated acreages." These estimates are congruent 
with similar computations presented by Iorns et al. (1965), Hyatt (1970 
and U. S. Environmental Protection Agency (1971). 
Another check on these numbers can be made from land use 
data collected by Walker and Skogerboe (1971). A somewhat more 
definitive breakdown is presented in Table 1. Westesen (1974) esti-
mated that the consumptive use based on the pan evaporation data 
from the U. S. Weather Bureau and calculations using the Modified 
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Jensen-Raise method amounted to about 295,000 acre-feet annually, 
including almost 25,000 acre-feet of effective precipitation on other 
vegetative uses. Thus, the inflow-outflow data for this particular 
year regarding water flow is acceptable. An examination of the salt 
flows will be noted for comparison in the following paragraphs. 
Table 1. Agricu!turalland use in the Grand Valley. 
Land Use Acreages Percent of Total 
Irrigated 60,844 53 
Idle 9,706 8.5 
Dwelling & Premises 10,678 9.3 
Open Water 1,699 1.5 
Phreatophyte 15, 174 13.2 
Natural Terrain 
Total l 114,708 100.0 
lRoads and railways have been omitted. 
The second approach to establishing the effects of water use in 
the. Grand Valley is to model the complex inter-relationships asso-
ciated with irrigation and drainage. Several parameters are added 
to the analysis to account for the various flows which take place. 
The fir st segment encountered is the delineation of the canal 
diversions. As the water is diverted from the rivers into the canals 
and ditches, a certain portion of the flow seeps or evaporates from 
the conveyance surfaces, while still another fraction is spilled into 
wasteways as a means of regulating capacity. The remainder of the 
flow is diverted through small headgates into an extensive lateral 
system leading to the fields. It is important in this type of analysis 
that each flow path be defined, because each results in a different 
salinity effect. For example, the evaporative losses concentrate the 
salts in the remaining flows, whereas the seepage enters the saline 
groundwater basin and results in salt pickup. 
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Lateral diversions eventually become seepage, field tailwater, 
root zone additions or evaporation, as was the case above. In a 
similar manner, the root zone additions result in cropland consump-
tive use or deep percolation. When deep percolation is combined with 
seepage losses, a groundwater flow segment is begun which results 
in the severe salt loadings common in the valley. A great deal of 
the groundwater is consumed by water-loving phreatophytes abundant 
in the area and some of the flows are intercepted by the open-ditch 
drainage system. A substantial amount returns to the rivers through 
aquifers making precise measurement difficult. 
Westesen (1974) examined the 1968 water year in some detail 
and combined many of the principles discussed by Walker (1970) into 
an accounting of the flows derived for irrigation in the Grand Valley. 
His results, shown in Tables 2, 3, and 4, compare very well with 
data collected by the authors in recent years. 
Much of the local water table problems are due to over-irrigation, 
especially along the northern lands in the area. Lower areas 
and isolated trouble spots are affected by excessive groundWater 
flows trying to leave the area. If the local canals and laterals were 
lined (including farm head ditches), Table 4 indicates that 77,000 
acre-feet annually, which amounts to 55 percent of the groundwater 
inputs, would be prevented from contributing to local drainage prob-
lems. (If only the canals were lined, the groundwater would be 
decreased by only 18 percent.) Such improvements may also reduce 
the evapotranspiration from phreatophytes and result in significant 
water savings as well. Canal linings appear to be the initial program 
for controlling salinity in the Grand Valley although it is the least 
effective alternative available. 
Probably the greatest potential for salinity control lie s in on-
farm water management which directly includes the lateral convey-
ance system. Together, deep percolation and lateral seepage contri-
bute 82 percent of the groundwater flows. 1£ effective irrigation 
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Table 2. Grand Valley water budget for 1968 water year. 
Budget Item 
Surface Inflows 
Colorado River near Cameo, Colorado 
Plateau Creek near Cameo, Colorado 
Gunnison River near Grand Junction, Colorado 
Effecti ve Precipitation 
Cropland 
Phreatophytes 
System Depletions 
Water Surface Evaporation 
Canals 
Rivers 
Phreatophyte Consumption 
Along Canals and Drains 
Adjacent to Rivers 
Cropland Consumption 
Sur face Outflows 
TOTAL 
TOTAL 
TOTAL 
Colorado River at Colorado- Utah State Line 
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Acre-feet 
2,413,000 
112,000 
1,443,000 
3,968,000 
25,000 
5,400 
30,400 
8,000 
8,000 
64,000 
21,400 
175,000 
276,400 
3,722,000 
Table 3. Grand Valley distribution of canal flows in 1968. 
Budget Item Acre-feet 
Canal Diversions 560,000 
Spillage 
Seepage 
Evaporation 
Lateral Diversions 
TOTAL 
LateOral Diversions 424,000 
Seepage 
Field Tailwater 
Root Zone Diversions 
TOTAL 
Root Zone Diversions 211,000 
Evapotr anspir aEon 
Deep Percolation 
TOTAL 
Groundwater Return Flows 137,000 
Phreatophyte Consumption 
Subsurface and Drain Flows 
TOTAL 
Table 4. Salt budget for Grand Valley during 1968. 
Budget Item 
Inflows 
Colorado River 
near Cameo 
Plateau Creek 
near Cameo 
Gunnison River 
near Grand J ct. 
c..utflows 
Colorado River 
near Colo- Utah 
State Line 
Salt Pickup 
Flow 
(acre-feet) 
2,413,000 
112,000 
1,443,000 
3,722,000 
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Concentration 
(ppm) 
454 
454 
769 
TOTAL 
745 
Acre-feet 
103,000 
25,000 
8,000 
560,000 
51, 000 
162,000 
150,000 
60,000 
77z 000 
137,000 
Salt Load 
(tons) 
1,490,000 
69,000 
3,070,000 
3,771,000 
701,000 
scheduling programs are incorporated locally, which means accom-
panying the scheduling services with rehabilitation of the irrigation 
systems, the need for field drainage will be diminished. 
Thus, the first steps in a salinity control program are to mini-
mize: (a) deep percolation losses from croplands (ideally, the deep 
percolation losses would not exceed the leaching requirement); (b) 
seepage losses from canals and laterals. By minimizing the amount 
of moi sture reaching the groundwater, the requirements for field 
drainage will also be minimized. As higher levels of salinity reduc-
tion are sought, field drainage becomes a more feasible component of 
a valley-wide salinity control program. 
The results to data clearly show that the key to reducing the salt 
load contribution to the Colorado River from Grand Valley is improv-
ing on-farm water management practices in order to minimize deep 
percolation losses and consequent salt pickup. 
Predicting Chemical Quality 
The hydro- salinity model describe s the present situation in the 
study area regarding water and salt flows. However, the only method 
for predicting the reduction in salts returning to the river through 
implementation of any salinity control measure(s) is by assuming a 
one-to-one relationship between water and salt. That is, if the sub-
surface return flow is reduced by 50 percent, the salt is also reduced 
by 50 percent. In order to overcome this limitation, a project "Irri-
gation Practices, Return Flow Salinity, and Crop Yields" was initiated. 
Three adjacent fields containing 23 acres was leased. for this 
study. The area has been divided into 54 plots which are 100 feet by 
100 feet in size, two plots which are 40 feet by 200 feet, two plots 
which are 40 feet by 300 feet, and five plots which are 40 feet by 500 
feet. Each plot is used for a different replication of the crop, fertili-
zer, and irrigation treatments. They have been constructed so that 
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each plot performs as a large lysimeter. A trench was excavated 
slightly into the shale along the lines dividing the plots. A plastic 
curtain was then placed vertically in the center of the trench to divide 
the individual plots. The lower edge of the curtain is If sealed" to the 
shale by back-filling to the original elevation of the shale with com-
pacted clay 9). 
The drainline encased in a gravel filter material was then placed 
inside the curtain and continued around the periphery of the plot. Upon 
leaving the plot area, the water is transported via solid pipeline to a 
measuring station where water quality and quantity is monitored. 
The irrigation system is designed to deliver water through a 
closed conduit to each plot and allow measurement of the flows onto 
each plot. Since furrow irrigation is used almost exclusively through-
out the valley, this method has been employed on the project area. 
The crops being grown are corn, grass, alfalfa, and winter 
wheat, since these are the main crops grown commercially in the 
valley. By varying irrigation timing and amounts, crops, and nitro-
gen fertilizer levels on the different plots. and by monitoring quality 
and quantity of both inflow and outflow waters, the effects of these 
parameters on return flow salinity and crop yields can be evaluated. 
One of the primary objectives of this research is to model the 
transport of salts in the soils in this area. The first portion of the 
flow of water and consequent transport of salts is through the root 
zone which is usually a zone of partial saturation. A nume.rical model 
of the moisture flow and chemical and biological reactions occurring 
in the root zone has been developed by Dutt et al. (1972). This is the 
basic model which will be used in this study to describe the salt trans-
port being observed in the field. 
The model consists of three separate programs. The fir st pro-
gram describes the soil moisture movement and distribution with time. 
The second program interfaces the soil moisture movements with the 
chemical biological model. This is needed because the horizons used 
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in the calculations of soil moisture and chemistry differ. The third 
program computes the chemical and biological activity occurring in 
the soil profile. Fig. 10 is a block diagram of the overall model. A 
brief description of the moisture flow and chemical-biological models 
is included to serve as a basis for understanding the data collection 
requirements. 
The flow is one dimensional and was developed using the Richards 
equation with a sink term. Schematically, the model is given in Fig. 
11. Mathematically, the flow is described using Richards equation 
in the form: 
d (D~xe _ K) _ S 
=dx 0 (4) 
where 
e volumetric water content 
t time 
x length 
K hydraulic conductivity 
S sink term 
D diffusi vity 
This is the dif£usivity form of the equation which means that 
only flow in the partially saturated zone of the soil profile can be des-
cribed. The sink term (S) is computed using the Blaney-Criddle 
equations for evapotranspiration with the loss due to evapotranspiration 
being distributed through the soil profile by assuming a specific root 
distribution for the crop. The root distribution and coefficients for 
the Blaney-Criddle equations are supplied by the user. Actual values 
of evapotranspiration can be used in the sink term when they are, 
known. In this research, the neces sary, field data is being collected 
on- site that will utilize either Penman or Jensen-Haise evapotrans-
pir ation equations. 
Salt transport is described by the following equation in one 
dimension. 
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c " solute concentration 
t "time 
D dispersio!,\ coefficient 
z :: depth 
v flux or darcy velocity 
By assuming the term (D 0 c) 
zoc oz 
ot " 
oc voz the equation reduced to 
(5) 
is negligible compared to 
oc va;. This assumption implies 
that transport due to disper sion in partially saturated soils is negligible 
compared to the convective transport which occurs. This is generally 
a good assumption. 
The model computes the moisture flow (v) and couples the flow 
with the chemical changes ~ ~ computed in the bio10gical- chemical 
program to give the salt transport. This technique is the basis for 
the mixing cell concept. 
The chemical exchange model computes the equilibrium chemis-
try concentrations for calcium, magnesium, gypsum, sodium, bicar-
bonates, carbonates, chlorides, and sulfates. The nitrogen chemistry 
including ammonium, nitrates, and urea-nitrogen uses a kinetic 
instead of an equilibrium approach. The kinetic approach is needed 
since microbial activity involved in nitrogen transformation occurs 
over a period of weeks and days instead of minutes and seconds. The 
equilibrium chemistry for inorganic salts is a good approximation 
since the reactions describing their chemistry occur in a matter of 
minutes or seconds in a flow regime which is changing very slowly. 
A block diagram of the biological chemical model is given in Fig. 12. 
Preliminary studies have been made with this model to evaluate 
its capabilities and to insure compatibility with the available computer 
facilities. Analysis of last year's field data allowed extensive testing 
of the model. Modifications have been made to more accurately model 
existing field conditions. 
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Since the shale floor and plastic membrane walls act to create 
a box around each plot, the plot acts as a large lysimeter. A salt 
and water budget will be developed for each plot and compared to 
those developed for the other plots. From these data, equations can 
be developed to predict the variation in chemical quality (including 
ionic constituents) of the moisture movement through the soil profile, 
as well as the salt pickup resulting from movement of subsurface 
irrigation return flows over the Mancos shale beds. These results 
combined with the hydro- salinity model will allow an evaluation of 
various salinity control measures upon salinity reaching the Colorado 
River. 
Salinity Control Measure s 
Channel lining 
The results of channel lining studies indicate that canal and 
lateral lining in the study area reduced salt inflows to the Colorado 
River by about 4700 tons annually (Skogerboe and Walker, 1972). The 
bulk of this reduction is attributable to the canal linings, but clearly 
indicated is the greater importance of lateral linings. The length of 
laterals, including farm head ditches, is about ten times greater 
than the length of canals. The economic benefits to the Lower Basin 
water users alone exceed the costs ($350,000 construction plus 
$70,000 administration) of this project. Consequently, it seems 
justifiable to conclude that conveyance lining in areas such as the 
Grand Valley, where salt loadings reach 8 tons or more per acre, 
are a feasible salinity control measure. The local benefits accrued 
from reduced maintenance, improved land value, and other factor s 
add to the feasible nature of conveyance linings as a salinity manage-
ment alternative. 
The first and most important consideration in improving farm 
water use is control. Implied in this realization is the requirement 
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of sound water measurement at the farm turnout and again at critical 
division points among farmers below the turnout. This would neces-
sitate a considerable rehabilitation of both the canal and lateral s ys-
tern, and the implementation of a "call period" to allow canal opera-
tor s more time for flexible water handling. In addition, it is an im-
portant requirement that the canal companies extend their control of 
the water below the canal turnout structure to include key division 
pOints within the lateral system to insure equitable allocation of water 
among users. 
Irrigation scheduling 
The irrigation of agricultural lands in the Colorado River Basin 
is a significant cause of the salinity concentrations encountered in 
the Colorado River. Emphasis towards stemming further s,alinity 
increases has logically centered upon improving the quality of irriga-
tion return flows. This emphasis, especially in the high salt contri-
buting areas like the Grand Valley in western Colorado, focuses upon 
reducing the flows which pass through the saline soils and aquifers, 
thereby reducing the salt pickup that occurs by dissolution. Since a 
major fraction of the water contacting local soils in this manner comes 
from over-irrigation, measures aimed at improving irrigation effi-
ciencies promise good potential for controlling salinity. Among the 
methods for achieving higher water use efficiencies on the farm, 
"scientific" irrigation scheduling is possibly the most important 
(Skogerboe, Walker, Taylor, and Bennett; 1974). 
Irrigation scheduling consists of two primary components; 
namely, evapotranspiration and available root zone soil moisture. 
Evapotranspiration is calculated by using climatic data, The other 
major category of required data pertains to soil characteristics. 
Fir st of all, field capacity and wilting point for the particular soils in 
any field must be determined. More importantly, infiltration charac-
teristics of the soils must be measured. Only by knowing how soil 
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intake rates change with time during a single irrigation, as well as 
throughout the irrigation season, can meaningful predictions be made 
as to: (a) the quantity of water that should be delivered at the farm 
inlet for each irrigation; and (b) the effect of modifying deep percola-
tion losses. With good climatic data and meaningful sails data, 
accurate predictions as to the next irrigation date and the quantity of 
irrigation water to be applied can be made. In order to insure that 
the proper quantity of water is applied, a flow measurement struc-
ture is absolutely required at the farm inlet. 
The results of this demonstration project indicate that irrigation 
scheduling programs have a limited effectiveness for controlling 
salinity in the Grand Valley under existing conditions. Excessive 
water supplies, the necessity for rehabilitating the irrigation system 
(particularly the laterals), and local resistance to change preclude 
managing the amount of water applied during successive irrigations. 
To overcome these limitations, irrigation scheduling must be accom-
panied by flow measurement at all the major division points, farm 
inlets, and field tailwater exits. In addition, it is necessary for 
canal companies and irrigation districts to assume an expanded role 
in delivery of the water. Also, some problems have been encountered 
involving poor communication between farmer and scheduler, as well 
as certain deficiencies in the scheduling program dealing with evapo-
transpiration and soil moisture predictions. These latter problems 
can be easily rectified, however. Correcting these conditions will 
make irrigation scheduling much more effective and acceptable locally. 
Water budgets from which the study results were generated 
resulted from intensive investigation on two local farms. The selec-
tion of the two study farms was intended to be representative of con-
ditions valley-wide. Analysis of the budgets reveal that approximately 
50 percent of the water applied to the fields came during the April 
and May period when less than 20 percent of the field evapotranspira-
tion potential has been experienced. Salt pickup estimates during 
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this early part of the season amounted to about 60 percent of the annual 
total for each field. Another indication of the importance of early 
season water management is presented in an analysis of irrigation 
efficiencies. As the season progressed, the soils became less per-
meable and the crop water use increased, causing marked improve-
ments in irrigation efficiency. Thus, if irrigation scheduling is 
employed in its optimal format, salt pickup from the two fields could 
have been reduced as much as 50 percent or more. 
The results of this demonstration project show that irrigation 
scheduling is a necessary, but not sufficient, tool for achieving 
improved irrigation efficiencies. The real strides in reducing the 
salt pickup resulting from over-irrigation will come from the employ-
ment of scientific irrigation scheduling in conjunction with improved 
on-farm irrigation practices. This combined effect could result in 
reduction of 300,000 tons annually of salt pickup from the Grand 
Valley, depending upon the degree of improvement in present on-farm 
irrigation practices. 
Drainage 
Drainage inve stigation in the Grand Valley began shortly after 
the turn of this century when local orchards began failing due to high 
saline water tables. Study showed the soils to be not only saline but 
also having low permeabilities. At the time, the future development 
of the Bureau of Reclamations "Grand Valley Project" loomed as a 
severe threat to the low lying lands between it and the Colorado River. 
In answer to these drainage needs, the solutions were clearly set 
forth but never fully implemented. Rather, a local drainage district 
was formed to construct open ditch drains and some buried tile to 
correct trouble spots. All of the se efforts barely stagnated the rise 
in water tables, and today more than Hfty years later, the local con-
ditions remain essentially unchanged. 
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This study was undertaken with the history of local drainage 
well in mind, but for a different purpose--that being the skimming of 
water from the top of the water table before it reaches equilibrium 
with the highly saline soils and aquifers. A farm owned by Mr. 
Wareham was used in the study to demonstrate the skimming ct 
by installing field relief drains on forty foot center s. The field had 
been under poor irrigation management for several years, so the 
results are not immediately discernable. However, analysis of water 
quality throughout the study area indicated that relief drainage if effec-
tive would interrupt flows with a salinity concentration as much as 
3000 ppm lower than existing groundwater concentrations. 
In viewing the results of this study, it is obvious that field 
drainage is a curative rather than preventative measure. High costs 
of such program s illustrate the need of fir st minimizing the flows 
passing through the root zone or seeping from canals and laterals. 
The small amount of water then entering the groundwater could then 
be effectively removed by drainage systems located at selected loca-
tions. Thus, field drainage as it pertains to objectives of salinity 
control is a remedy which must be considered but will probably not 
be orderly implemented until the later stages of salinity control in 
the valley (Skogerboe, Walker, Bennett, Ayars, and Taylor, 1974). 
As part of the study, an alternative use of drainage was con-
sidered. This involved the collection of and desalting of drainage 
effluents. During the 1940' 5, pump drainage from a deep cobble 
aquifer was tested and proved most effective. In determining the costs 
of pump drainage and desal~l.r:g as well, it became apparent that these 
alternatives are also too costly to be feasible in the immediate future. 
However, with the recent advances in desalination technology, this 
alternative method of removing salts from irrigation return flows is 
certain to become increasingly feasible as time progresses. 
492 
Demonstration of Salinity Control Measures 
The principal study area in Grand Valley, which has been used 
for evaluating the effectiveness of canal and lateral lining, as well as 
irrigation scheduling and tile drainage, in reducing the salt load 
entering the Colorado River, is now being used as a demonstration 
project in February, 1974. The advantage in continuing to 
utilize this study area is that the hydrology is already known. In 
addition, there has been considerable expenditure of funds in both 
equipment and personnel for instrumenting this particular demonstra-
tion area. The wealth of available information provides a strong 
basis for evaluating the effectiveness of salinity control measures. 
With the available knowledge regarding the study area, a lateral 
including the as sociated land served by the lateral water supply can 
be used as a subsystem for evaluating the salinity reduction in the 
Colorado River resulting from the implementation of a salinity control 
technology package. The study area was originally selected because 
of being fairly representative of the Grand Valley, while having five 
canals traverse the area, thereby allowing greater participation by 
the majority of irrigation entities in the valley. 
In order to facilitiate continued participation by most irrigation 
interests in Grand Valley, this demonstration project will utilize 
laterals under each of the five canals in the study area. These parti-
cular laterals have been selected to represent a wide variety of con-
ditions. A few of the laterals have already been extensively lined 
with concrete under the previous demonstration project. The lands 
selected represeIlt a variety of irrigation and drainage problems. 
The laterals have been selected to capitalize on previous work 
regarding canal and lateral lining, as well as irrigation scheduling and 
drainage studies. The hydrologic knowledge already gained in this 
demonstration area allows routine surface water and groundwater 
monitoring to evaluate the overall effectiveness of the salini.ty control 
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Table 5. Completed and scheduled improvements by laterals for Grand Valley. 
Project 
Improvements Laterals 
HL C HL E PD 177 GV 95 GV 160 MC 3 MC 10 MC 30 TOTAL 
Concrete Ditch (LF) 
1200 3 
735 3 6700 6495 8838 3 3300 27387 
Buried Plastic Pipeline (LF) 6829 5500 6880 3160 640 21009 
Gated Pipe (LF) 610 1870 1540 400 4420 
Drip Irrigation (Acres) 3.4 6.3 2.7 12.4 
Sprinklers (Acres) 12.2 15.0 27.2 
Concrete Drain Tile (LR) 800 2 800 Plastic Drain Tile (LF) 7200 12100 6425 16250 41975 
Additional Labor Input (Acres) 6.5 6.5 
H>- 8" x 3' Cutthroat Flumes 1 3 2 12 16 13 3 50 1 
'" H>- 3" x 3' Cutthroat Flumes 2 2 8 
12" q, Propeller Meter 1 3 
10" q, Propeller Meter 2 4 
8" q, Propeller Meter 3 2 7 
ether Propeller Meters 1 1 1 1 1 5 
Irrigation Scheduling (Acres) 6.5 84.3 39.9 134.4 60.4 6.3 95.9 34.7 461. 7 
Total Acres 32.4 88.6 68.8 195.7 194.3 6.3 133.4 34.7 754.2 
1 The number of measurement structures is not final. 
2 This lateral was part of a previous drainage study and contains approximately 11,000 LF of agricultural 
drain tile. 
3 These laterals were part of a previous lateral lining study and contain an additional 4, 000 LF of concrete 
ditches. 
technology package. Fortunately, the portion of lands to undergo 
treatment under this demonstration project, along with previously 
constructed channel lining and drainage facilities, will provide a sig-
nificant impact upon salinity leaving the demonstration area. 
The experimental de sign for the pre- evaluation will be primarily 
aimed at providing specific information for the 750 acres undergoing 
treatment. The field data collection program will allow the design of 
irrigation and drainage facilities, as well as providing su££icient data 
to allow predictions of salinity benefits that should re sult from each 
specific salinity control measure. Although the post-evaluation will 
include the monitoring of water and salts entering and leaving the 
demonstration area, the primary emphasis will be the on- site evalua-
tion of each specific salinity control measure. The on- site evaluation 
can then be compared with the results of the demonstration area moni-
toring program, which in turn can be expanded to a valley-wide evalua-
tion. The laterals being utilized in this program area shown in Fig. 
13, while Table 5 lists the improvements that have been constructed. 
The selection of a lateral as a subsystem, rather than an individ-
ual farm, has a tremendous advantage in allowing control at the lateral 
turnout. In this way, both the quantity of flow and the time of water 
delivery can be controlled, thereby facilitating improved water manage-
ment throughout the subsystem. 
A variety of irrigation methods will be demonstrated, including 
"tuning up" present irrigation methods being used in the study area. 
Considerable experience has been gained in improving the existing irri-
gation methods while evaluating irrigation scheduling as a salinity con-
trol measure in Grand Valley. However, more advanced irrigation 
methods have not been evaluated as to salinity benefits in Grand Valley. 
The irrigation systems to be constructed under this proposed project 
include automated farm head ditches, border irrigation, sprinkler irri-
gation, and trickle irrigation. Thus, one of the significant results froIT 
this project will be the preparation of a report, "Evaluation of Irriga-
tion Methods for Salinity Control in Grand Valley." 
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The most significant aspect of this particular demonstration 
pr oject is the employment of a salinity control technology "package, If 
rather than a single control measure. Experience in Grand Valley has 
shown that the most significant progress is made when the gamut of 
questions can be answered regarding the interrelationships between 
water management and agricultural production. Thus, the concept of 
a technology package, along with an understanding of the "system" in-
cluding other agricultural inputs, provides the necessary base for pro-
viding sound advice to the farmer, which in turn facilitates the develop-
ment of credibility and consequently farmer acceptance. A report, 
"Composite Evaluations of Salinity Control Measures in Grand Valley, " 
will be prepared describing the results from this demonstration project. 
A two-day "Field Days" will be conducted during the third year 
(1976) of this project, probably during the month of August. This 
event will be primarily directed towards the farmer s in Grand Valley 
and secondly to irrigation leaders (mostly farmers) throughout the 
Upper Colorado River Basin. Undoubtedly, some state and federal 
agency personnel throughout the West will also attend. 
The currently funded EPA research project, "Irrigation Practices, 
Return Flow Salinity, and Crop Yields," which is being conducted in 
Grand Valley, will be utilized in developing the cost-effectiveness of 
each salinity control measure. In addition, the results from the re-
search project will provide valuable information regarding increased 
crop yields that can be expected from improved water management 
practices. The combined results of the research project and this 
demonstration project are extremely important in establishing the 
benefits to be derived from implementing a salinity control technology 
package. 
Implementation 
The results from the demonstration project will be projected to 
valley-wide conditions in preparing the report, "Best Practicable 
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Salinity Control Technology for Grand Valley. II This report, which 
will integr'ate several years of concentrated study in the valley, will 
serve as a basis for an action salinity control program. Such a program 
would detail the optimal strategy for implementing various levels of 
individual salinity control measures into a comprehensive technology 
package. To develop this kind of policy, cost-effectivenes s functions 
rel<i.ting the reductions in the system salt loadings resulting from a 
specified investment would be individually assessed in an optimizational 
format to arrive at the least cost combination for achieving a desired 
level of salinity control. Since salinity control in Grand Valley must 
evolve with the development of water resources in the Upper Colorado 
River Basin, this report will describe the time-varying characteris-
tics of salinity control strategies. As other critical regions require 
salinity management, this report would serve as a procedural docu-
ment illustrating analytical methodologies, data requirements, and 
strategy structures. 
However, one question still remains--"How do we implement 
salinity control technology? II A significant portion of the answer to 
this question is related to institutional problems. The first step in 
institutional analysis is the study of local administrative controls. 
As a part of the demonstration project, the effects of various 
institutional influences upon salinity control will be analyzed. For 
example, the effects of tailwater runoff control will be evaluated, along 
with the requirements for implementing a permit system, as well as the 
alternative of setting "influent" standards. The information necessary 
for analyzing the effects of each of the above alternatives will be collected 
as a part of the demonstration project. In addition, to allow the analysis 
to be projected valley-wide, field data will be collected on a sample 
basis throughout the valley. Although not all of the alternatives for 
implementing salinity control technology will be thoroughly analyzed under 
the demonstration project, every attempt will be made to collect the 
necessary Hfield" data for assessing alternatives. Thus, any remaining 
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a.1ternatives must be analyzed on a much larger scale (e. g., regional, 
state, or federal). 
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MEASURING ECONOMIC SURPLUS CHANGES USING 
MATHEMATICAL PROGRAMMING MODELS: 
UTAH WATER ALLOCATIONS 
by 
John E. Keith, Jay C. Andersen, and Calvin G. Clyde* 
Introduction 
Since Utah is considered an arid state, the allocation of water 
among uses and regions in Utah is of considerable importance to Utah, 
and to other states. Several in state reallocation problems or plans 
were in evidence in the late 1960's and early 1970' s and these reallo-
cations appeared to be subject to analysis using systems analysis 
techniques. The modeling effort reported here for Utah was directed 
toward examinating various parts of the reallocation question, and 
finally took the form of a complete allocation model. 
The Policy Questions 
Among the problems and plans which gave impetus to the model 
construction, the allocation of water to the growing Wasatch Front area 
in Utah from the Colorado River Basin via the various parts of the Bureau 
of Reclamation's Central Utah Project was of primary importance. The 
policy questions which were to be dealt with centered on three areas. 
First, was it economically feasible to import water for use in agricul-
ture; second, was there an alternative to interregional water transfers 
for meeting use requirements which would be economically more feas-
ible than transfers; and finally, if industrial activity and municipal 
growth continued or accelerated in various regions, what could be ex-
pected in terms of agricultural use given the costs of water delivery? 
*Research Economist, Utah Water Research Laboratory, and 
Professor of Economics, Utah State University, Logan, Utah. 
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Inherent in these policy questions were considerations of food output 
and energy development. Initially, in a project funded by the Office of 
Vv ater Resources Research (now Office of Water Research and Tech-
nology) of the Department of Interior, the model for allocations between 
various fixed requirements for water was constructed. This model in-
cluded the inter-basin transfers which were either in operation or pro-
posed, including the Central Utah Project, storage and delivery systems, 
and water treatment. The model was constructed to minimize costs of 
meeting the fixed requirements for agricultural, municipal and indus-
trial, and wetland (recreation, refuges, etc.) uses. 
A second contract to generate regional allocation models based 
on economic efficiency was made with the Institute for Water Research, 
Corps of Engineers. The questions of water allocations between regions 
and uses relative to both water costs and water productivity was the 
focus of this model. This paper is a summary of the results of these 
research projects (Keith et al., 1973; King et ai" 1972). 
The Modeling Approach 
The modeling method was mathematical programming, since 
such methods generate optimal solutions with which alternative policies 
can be compared. The mathematical programming format is: 
minimize (maximize). CX 
subject to AX B 
and X 2: 0 
where X is a vector of variables X., c is a vector of costs (or returns), 
1 
c. A is a matrix of coefficients for the constraint equations, a .. , and 
J ~ 
B is a vector of right-hand- side values for the constraints, b .• 
J 
The first models were constructed so that the objective function 
(CX) was the cost of meeting requirements, which was minimized. The 
second, or allocation, model was constructed so that the objective func-
tion was net return (revenue-cost), which was maximized. 
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The models were then run under alternative values for specific con-
straints to generage optimal solutions under different assumptions. In 
addition to these solutions, shadow prices were generated which relate 
a one unit change in a given constraint to the re sultant change in the 
objective function value; that is, the cost or benefit which results from 
a one unit (incremental) change in a given constraint can be found in 
what is known as the "dual" solution (which results from a restructuring 
of the model so that B is the objective function coeiIicient and C is the 
right-hand- side). 
By using the shadow price from the cost model for alternative 
levels of water requirements (£rom zero to maximum water available), 
supply curves were constructed. 
cost curve for supplying water. 
This curve is analagous to amarginal 
By using the shadow price from the 
return model for alternative water availabilities (from zero to maxi-
mum), a demand curve ";as constructed, analagous to a "value of 
marginal product" curve. By combining the demand and supply models, 
the economically efficient solution was obtained (where mar ginal cost 
equals marginal benefit, or demand equals supply). 
The specific models 
The supply and demand models for Utah were developed separately. 
Submodels for supply were constructed for each often hydrological study 
units (HSU s) in Utah as indicated in Figure 1, and linked so that the total 
supply model would include inter and intrabasin water uses and/or 
transfer s. Demand models were developed for each HSU. The allocation 
model was composed of the demand and supply models for each HSU, 
linked through downstream flows and other transfers of water. 
The supply model 
For the supply model, the objective function to be minimized was 
the total statewide cost of meeting agricultural, municipal and indus-
trial (M &: I), and wetland requirements, given the various sources of 
water supply and their respective costs of development, transport, and 
use. Each of these sources of water had variables which identified the 
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The subareas are identified as: 
Hydrologic Study Unit Area Explanation 
0 Columbia River 
1 Great Salt Lake Desert 
2 Bear River 
3 Weber River 
4 Jordan River 
5 Sevier Ri ver 
6 Cedar-Beaver 
7 Uintah Basin 
8 West Colorado 
9 Soutb and East Colorado 
10 Lower Colorado 
Figure 1. Hydrologic study units of Utah. 
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source and factors associated with that source. These variables are 
in eight general categorie s: 
1. Variables indicating amounts of local surface water used in 
each of the HSU s; 
2. Variables indicating amounts of groundwater used in those 
HSU s having sufficient groundwater to feasibly pump; 
3, Variables dealing with storage of local surface water; 
4. Variables accounting for evaporation losses from storage 
reservoirs; 
5. Variables which associated return flows with each water use; 
6. Variables indicating water used in recharging groundwater 
basins; 
7. Variables dealing with water transfers existing or planned 
between HSUs (including the major transfer through the Cen-
tral Utah Project); and 
8. Variables indicating outflows from each of the HSUs to the 
appropriate receptor. 
Each of these variables were included in constraints which placed 
limits on water use (either a s equalities or definitions, or as maximum 
availabilities). These constraints were essentially of six types: 
1. Constraints on the availability of surface water for allocation 
in a given HSU; 
2. Draft requirements and evaporation are identical for storage 
projects in a given HSU; 
3, Delivery, recharge, and treatment costs are constant in a 
given HSU; and 
4. Return flows are constant for a given use in a given HSU. 
Results from the Supply Model 
Since the supply model was incapable of determining economic 
feasibility, the results which it generated were only partial, but some 
of the results were indicative of policy alternatives which sub-stantially 
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alter allocation patterns. As water requirements were increased to 
indicate change over time, using parameterizations of appropriate vari-
ables, utilization of higher cost sources were indicated. Imposing 
limitations on low cost sources forced the use of higher cost source s 
more quickly. Timing of'the development of the Central Utah Project 
was dependent upon the allowable use of groundwater and recharge activi-
ties along the Wasatch Front, and the inflows to the Great Salt Lake. 
A s required inflows to the lake diminished (representing a lowering of 
lake levels), and as ground water pumping was increased (representing 
a relaxation of present groundwater use restrictions which preserve 
head pressure of current users), the Bonneville Unit transfers of the 
Central Utah Project were postponed and the Ute Indian Unit was not 
required. 
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Figure 3. Supply curve for agricultur in HSU 4, given M & I and wet-
land requirements for 1965. 
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In addition, supply curves for water were generated for each HSU. 
These supply functions were generated for each use, given alternative 
levels of diversions to other uses. For agricultural supply curves, 
various levels of M & I use represented projected water requirements 
for future years, so that changes in water availability to agriculture 
could be determined. 
The demand model 
The demand model uses returns net of production and develop-
ment costs as the maximized objective function. Since the returns to 
water use for municipal, industrial, and wetland uses are not readily 
available nor easily researched, M & I and wetland demands were 
treated as requirements, just as in the supply model. These require-
ments had to be satisfied from existing available water before agricul-
tural demand could be met. Thus, the demand model was based on 
agricultural net returns. For agricultural production, production was 
represented by variables which identified the activity and its output, 
costs, and revenue. The variables are grouped into seven categories: 
1. Variables which identified crops to be produced; 
2; Variables which related crops grown to rotation patterns; 
3. Variables which indicated land classes available for produc-
tion; 
4. Variables which indicated water requirements by crop; 
5. Variables associated with crop production and harvesting; 
6. Variable s which related development of new land for crops 
with new land preparations; and 
7. Variables which related crop production to sales. 
These variables were included in constraints which placed limits on 
agricultural production, again as equalities or inequalities. These con-
straints were of four general types: 
1. Constraints on land availability; 
7. Constraints on rotation of crops; 
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3. Constraints on production input requirements; and 
4. Constraints on water availability. 
The demand model can be illustrated using another schematic matrix 
as in Figure 4. 
Several assumptions were made about the demand model: 
1. Municipal, industrial, and wetland diversion requirements 
are .fixed; 
2. Agricultural productivity is fixed at 1980 projections for an 
average manager; 
3. Agricultural prices will rise at the same relative rates as 
input costs; and 
4. Timing of water delivery is irrelevant to water value. 
VARIABLE COSTS 
VARIABLE 
WATER AI2 -r----+---~---WATER 
REQUIREMENTS 
ROTATION 
CONSTRAINTS 
A24 
A22 
PRODUCTION TOTAL 
LAND 
AVAILABILITY 
YIELD PRODUCTION 
A 25 A35 
Figure 4. Demand model diagram. 
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WATER 
AVAILABILITY 
Results of the demand model 
The demand model indicated that the value of water in agriculture 
",as low relative to the municipal and industrial prices currently paid 
for all but the most productive lands. Seldom did the value of water in 
agriculture exceed $20.00 per acre-foot, and at current rates of applica-
tion, $2. OOto $3.00 was an average value. Clearly, the value of water in 
use in agriculture is not as high as the cost of development of high cost 
water sources. 
The demand curves were generated for agriculture using the 
parameterization of water a vailabilitie s previously de scribed. Figure 
5 is the agricultural demand curve for HSU 4. 
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Figure 5. Agricultural demand curve .for HSU 4. 
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The allocation model 
The economically efficient allocation of water is generated by 
combining the supply and demand models. M &: I and wetland diver sions 
are given as requirements and must be met from the supply of water; 
the agricultural demand is then equated to the remaining supply curve 
for the efficient solution. Figure 6 dia.grammatically illustrates the 
allocation model. 
As M &: I demand increases over time, the available supply for 
agriculture decreases and the allocations are altered. Figure 7 illus-
trates the changes in agricultural water use over time. As M &: I re-
quirements increase, new supplies are developed to provide sufficient 
water. These new supplies include new groundwater, new surface 
water (storage), and transfers. The timing of these developments was 
indicated by the time. related M &: I requirements which caused new 
water to be produced. Further, the inclusion of energy development 
was accomplished by adjusting M &: I requirements appropriately in 
those basins in which energy development was proposed. At present, 
a moderate rate of growth in shale oil and fossil-fuel fired electrical' 
plants is as sumed, although work is currently under way to explicitly 
include energy. as a water demand. 
Results of the allocation model 
The allocation model confirmed the implications of both the supply 
and demand models. First, no water transferred by the Central Utah 
Project would be used for agricultural purposes. Only a substantial 
subsidization could induce agriculturalists to use the water. Therefore, 
the development of the Bonneville Unit of the Central Utah Project (the 
Ute Indian Unit was not developed to 2000) is dependent upon the M &: I 
requirements, the amount of inflow to the Great Salt Lake which was 
required in the model, the water salvage which might be undertaken for 
M &: I use, and the utilization of gr oundwater resour ces which might 
be allowed. Under the most stringent as sumptions (more than one 
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Figure 7. The efficient allocations for alternative M & 1 requirements for HSU 4. 
million acre-feet annual inflow to the Great Salt Lake, no water salvage, 
no increase in groundwater use), the Bonneville Unit would reach maxi-
mum capacity by 1995. Under the least stringent assumptions (500, 000 
acre-feet inflow to the Great Salt Lake, salvage of 50,000 acre-feet, and 
50,000 acre-feet use of the groundwater), the Bonneville Unit would not 
profitably reach full capacity until after 2020. Clearly, salvage and 
groundwater use are alternatives tothe Central Utah Project, at least 
for the next thirty years. (See Figures 8 and 9.) 
The model also indicated that another transfer which was in the 
planning stages by private agents would not be economically feasible. 
Negotiations have subsequently been abandoned. While this is not a 
statistical test of the model's reliability, it does indicate that the models 
are reasonable approximations of actual situations. As M &: I diver sions 
increased, particularly in some of the regions of anticipated ener gy 
development, agricultural activity was reduced in order to provide addi~ 
tional water. Even though M &: I requirements were met by the model 
regardless of cost, intuitively M &: I users could be expected to bid water 
away from agriculturalists. 
The model's sensitivity to price changes for agricultural products 
was also examined, and indicated that while cropping patterns changed 
rapidly with price changes, development of new irrigated land in Utah 
would be minimaL This appears to be the case at present. Substantial 
increases in prices, relative to costs, would be necessary 
to induce significant irrigation developments. 
In addition to the allocation questions, the model is used to include 
calculations of surplus changes (welfare measures) which result from 
various policies concerning water allocations. Since those policies 
typically affect availability of water (supply), shifts in the supply curves 
can be examined using the model constrained to represent alternative 
restrictions. Areas between these supply curves and bounded by the 
demand curve, equal the losses of consumers' and producers' surplus 
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due to the restrictive policies. I An example of such a calculation is 
given below. 
Cost of groundwater pumping constraints 
in the Jordan River HSU 
An example of using the study's methodology to determine the 
cost of institutional constraints can be illustrated by the restriction of 
groundwater pumping. Costs of providing water and the losses suffered 
by agriculturalists increased as a result of institutional constraints 
curtailing any groundwater pumping. Such curtailment is presently 
practiced along the Wasatch Front to protect head pressures of present 
wells and preserve maximum groundwater storage. For inflows to the 
Great Salt Lake greater than or equal to 850,000 acre-feet/year and no 
salvage, increased low- cost recharge was neces sitated and full develop-
ment of the Bonneville Unit was required in 1995. As a result, two kinds 
of losses were incurred. First, the users of water suffered higher 
costs, or losses in producers' surplus. Second, returns to new agri-
cultural development were foregone. 
Figure 10 illustrates the annual loss of producers' and consumers' 
surplus in HSU 4, the appropriate measure for this study since it was 
in HSU 4 that the timing of the "take off" and full development of the 
Bonneville Unit were determined. Given the assumptions of inflows to 
the Great Salt Lake greater than or equal to 850,000 acre-feet/year. 
nQ salvage, and groundwater pumping was limited to present quantities, 
full annual loss of producers! surplus occurred by 2000; the demand 
curve intersects the supply curve (S4 in Figure 10) above the price of 
transferred water at that time. Estimates of annual losses of surplus 
"'ere made for each 10-year period, in 1980 and ending in 
2020, after which all annual losses were equal. Since there was no 
groundwater applied to present agricultural production in HSU 4, only 
IA discussion of producersl and consumers' surplus and welfare 
changes can be found in E. J. Mishan, Welfare Economics: Ten Intro-
ductoryEssays. Random House: New York. 333 p. 
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M &: I uses suffered increased costs. The supply curve without restric-
tive constraints is the S4 curve and supply curve with restrictive con-
straints is the S41 curve. 2 The crosshatched areas define the losses 
in producers' and consumers' surplus in HSU 4 as a result of the high-
er marginal cost curve. Table 1 is a tabulation of the losses of produc-
ers' surplus as indicated in Figure 10. The calculation of the losses of 
producers' surplus to M &: I uses for a given period, therefore, is: 
(1) 4 (MCLRECH 
The model indicated that a significant amount of new agricultural 
pr oduction would accompany exploitations of groundwater. This pro-
duction would be gradually decreased as population centers encroach on 
rural areas until, by 2000, production would return to its current (1965) 
level. Income streams foregone to new agriculture would be approxi-
mately $12, 000, 000 at 5 percent and $8,500, 000 at 7 percent. 
2The following symbols used in Figure 14 are defined as: 
MCTRANS Marginal cost of transferred water 
4 
MCLRECH Marginal cost of low-cost recharge in HSU 4 
4 
MCHRECH ::: Marginal cost of high-cost recharge in HSU 4 
4 MC GW 
4 
QLRECH 
4 
QHRECH 
4 
QTRANS 
4 
QGW 
Marginal cost of new groundwater in HSU 4 
= Quantity of low- cost rechar ged water to replace 
new groundwater 
Quantity of high-cost recharge to replace low-
cost rechar ge 
Quantity of water transferred to replace high-
cost recharge 
Quantity of new groundwater used in HSU 4 on 
M &: I requirements 
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Figure 10. Losses in consumers' and producers' surplus in HSU 4. 
Table 1. Present value of producers' and consumers' surplus losses. 
Interest Period Present Value Present Value 
Rate Beginning at Period Discounted 
Beginning to 1972 
1980 9,521,000 6,446,000 
50/. 1990 10,773,000 4,482,000 2000 12, 118,000 3,090,000 
2010 12,702,000 1,994,000 
TOTAL 16,012,000 
- - --- -------- ...... _-----
1980 8,652,000 5,035,000 
7% 1990 9,790,000 2,898,000 2000 11,012,000 1,652,000 
2010 11,543,000 877,000 
-------- ------- ------
1980 6,961,000 2,812,000 
12% 1990 7,876,000 1,024,000 2000 8,859,000 372,000 
2010 9,286,000 121,000 
TOTAL 4,329,000 
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Conclusions 
The study in general and development oUhe model in particular 
ha ve led to several conclusions with respect to the general re search 
approach: 
1. The inclusion of demand and supply analyses as separate 
components avoids the problems involved in least-cost plan-
ning for projected demands. While this study did project 
M &: I demands, using demands in the marginal, or least 
productive, activity did indicate that agricultural use changed 
as costs rose. The writer s suggest inclusion of demand studie' 
in all planning and feasibility studies where pos sible. The 
"requirements" approach to water planning lacks consideration 
of one-half the problems. 
2. Multiple demands can be usefully included in a mathematical 
programming model so that efficient allocations among uses 
can be determined directly. In this model, the trade-offs 
among water uses (agricultural, municipal and industrial, 
and wetlands) were evaluated. 
3. Costs of policies which deviate from efficient (or optimal) 
allocations can be determined using supply functions, demand 
functions, or both, from mathematical programming. From 
these costs, public decision-makers can readily and clearly 
analyze results of alternative decisions. 
4. Hydrologic modeling can be eHectively included in a mathe-
matical programming allocation model, although some of the 
relationships must be generalized. The accuracy of the re-
production of the hydrologic system relationships is deter-
mined by the scope of the mathematical programming modelin§ 
eIfort. 
5. Models similar to the one developed for Utah can be construct€ 
for other areas, states, or regions. These models can e£Iec-
tively provide analyses of resource allocation decisions which 
519 
involve costs of much greater magnitude than the cost of 
developing the model. We believe this approach is a reason-
able compromise between the 
need for detailed information. 
cost of planning and the 
6. Once the model is constructed, changes in structure or coeffi-
cients can be carried out at little cost relative to their use-
fulness in planning. 
7. Interdisciplinary research can be productive, particularly 
when a model such as this is the focus of study. Information 
and cooperation can develop from developing such 
models, in part because of the requirements for structuring 
the model. 
Some specific conclusions were reached concerning allocations of 
water in Utah: 
1. The timing of development of the Bonneville Unit of the Cen-
tral Utah Project is dependent upon the growth of M & I re-
quirements for water in the Jordan River area, and upon the 
use of locally available alternative water sources, such as 
interception of inflows to the Great Salt Lake. 
2. The cost of mistiming inve stment of public monies in the 
Bonneville Unit is of sufficient magnitude to warrant careful 
and explicit consideration of alternatives and requirements 
by public officials. II goals other than economic efficiency 
dictate inefficient allocations, then the costs which occur 
must be imputed to those goals. 
3. In general, the value of water in agriculture is apparently 
too low to warrant development of elaborate and expensive 
transfer systems. 
There appear to be at least four areas in which the model and the 
research approach in general could be improved. 
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First, the cooperation between public officials, responsible for 
decisions concerning water or other resource planning, and researchers 
could be improved. The benefits will be two-fold. The research and 
model will include the variables and coefficient values which decision-
makers feel are appropriate, as well as those chosen by researchers. 
Modifications of the model using public decision-makers' inputs should 
lead to better understanding and utilization of the output of research 
efforts in public policy formulation. 
Second, while quantity of water available was of course critical, 
quality of water may effectively limit water availability and, therefore, 
efficient allocations. For example, if quality standards are e stabli shed 
by the Colorado River Compact for the outflow of water from Utah, treat-
ment of industrial and agricultural return flows may be required, adding 
to costs and/or lessening demands. Quality standards for return flows 
in the Great Basin HSUs may similarly be reflected in allocations. The 
addition of quality constraints and alternative standards should be a 
prime goal of further research. 
Third, the inclusion of value product curves for M & I 
uses would make the model more truly allocative. Until the demand 
schedule for M & I water is known, the effect of the increased costs of 
M & I and agricultural transfers and quality requirements cannot be 
accurately judged. Further research is definitely required if the model 
is to indicate efficient allocations. The inclusion of such demand curves 
could enable more precise establishment of trade-offs between various 
sector s of the economy. Further, multiple goals could be added to the 
objective function or the constraint system to generate more information 
for decision-makers. 
Finally, the coefficients used in the model were taken as constants, 
even though they are drawn from stochastic distributions. The effect of 
the variability (uncertainty) of the coefficients on the solution is. not 
known. Stochastically programming at least portions of the model in 
which large variability occurs is a desirable goal for further research, 
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and should provide a better knowledge of the model's applicability to 
problems in resource allocation. 
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EVAPORATION SUPPRESSION BY DESTRATIFICATION 
OF DEEP RESERVOIRS** 
by 
Trevor C. Hughes'~ 
Reservoir destratification has been practiced for several years at 
more than 20 impoundments in the United States for various water quality 
objectives. There is a growing body of literature on the results of artifi· 
cial thermal mixing on various water quality parameters such as dissolv! 
oxygen, taste and odor control algae, and plankton production. A coHec 
tion of papers resulting from a series of related de stratification researcl 
projects is included in a Public Health Service publication (Symons, 1969 
Symons, Carswell, and Robeck have also written a state-of-the-art papel 
(1969). Both of these publications contain valuable information on the 
efficiency of the mixing process, the costs involved, the water quality 
impacts, and an approach to estimating de stratification equipment capac-
ity. The literature indicates that two principal methods for artificial 
mixing are feasible; pumping of cold deep water to the surface and pump-
ing compressed air to the reservoir bottom. Both methods create a con-
tinuous mixing current which is capable of thermally mixing the entire 
reservoir, provided that sufficient .mixing energy is used. 
The physical limnology of a typical reservoir produces a significan 
difference in temperature between its shallow and deep portions as energ 
from the sun is absorbed during the spring and summer months. This 
phenomenon has been described in detail by several authors (Vallentyne, 
1957, and Kittrell, 1965,for example) and only a brief summary of the 
aspects pertinent to the thermal mixing concept will be repeat-ed her!". 
A cross section of a typical reservoir is shown in Figure 1. The 
wind mixes the top layer (epilimnion) but because of the difference in 
* Utah Water Research Laboratory, Utah State University, Logan 
Utah, 84322. 
**Submitted for publication by AGU. 
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density which develops as the epilimnion absorbs energy from the sun, 
an increasingly large amount of energy is required to mix this warm 
lighter water with the cooler more dense hypolimnion as the spring and 
summer seasons progress. The density transition zone (the thermocline) 
acts as a seal which prevents the wind from mixing the water at lower 
depths. 
The theoretical minimum amount of energy (the stability) required 
to destroy the thermocline has been defined as that energy necessary to 
lift the entire body of water the vertical distance between the center of 
gravity when the water is in any given state of stratification and the cen-
ter of gravity when the water is isothermal (which is the minimum energy 
required to completely mix the stratified water). The actual energy re-
quired to accomplish such mixing has been found to be on the order of 
100 times this theoretical minimum (Symons, 1969). 
Typical temperature profiles for Lake Powell at various seasons 
are shown in Figure 2. The temperature profile is almost vertical 
(isothermal) in February, but the strength of the thermocline increases 
until in August there is a difference of zooe between the surface and the 
bottom. During the fall months the thermocline decreases due to the loss 
of stored energy when the air is colder than the water. 
The thermocline on smaller Utah reservoirs is not this pronounced 
but is still very significant on most impoundments over 50 feet in depth. 
Porcupine Reservoir, for example, with a depth of 140 feet has a thermo-
cline of uOe during July. 
Although much research has been addressed to the water quality 
aspects of de stratification, very little work has been done on the potential 
for evaporation suppression by this method. As a reservoir with a signi-
ficant thermocline is mixed, it is apparent that some cooling of the sur 
face and therefore a reduction in evaporation should occur. 
The first suggestion in the literature that de stratification has an 
evaporation suppression potential was apparently made by Abraham 
Streiff (1957). This brief paper included no estimate of the potential, 
but did recognize the concept. The only field trial where suppression 
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by thermal mixing was considered is described by Koberg and Ford 
(1965). This USGS Water Supply Paper is addressed primarily to the 
mechanics of the thermocline itself and of de stratification techniques for 
water quality purposes. However, four pages of the paper are devoted 
to an estimate of changes -in the evaporation rate on Lake Wohlford, 
California, during 1962. due to artificial de stratification. This paper will 
be discussed later. 
At the Utah Water Research Laboratory a state funded project for 
estimating the potential for water salvage has just been completed. One 
phase of this project was devoted to developing and applying a model 
which simulates the evaporation suppression potential of artificial de-
stratification of deep reservoirs (Hughes, Richardson, and Franckiewicz, 
1975). This paper will summarize the results of the UWRL study. 
The objective of the UWRL project was to develop a mathematical 
model which: 
(al Simulates the change in reservoir surface temperature caused 
by de stratification; (bl estimates the expected change in evaporation rate 
due to such thermal mixing; and (c) integrates the effect of the resulting 
- changes in energy buget parameters over time. 
In order to develop such a model, the following approach was used: 
1. A theoretical method of expressing evaporation change as a 
function of water surface temperature change was developed. 
2. This approach to calculating evaporation suppression was 
verified empirically by constructing a specially instrumented group of 
evaporation pans which included two artificially cooled pans. 
3. Water tempe-rature profile data were measured at several Utah 
reservoirs at monthly intervals for four summer months. Additional 
water temperature data were obtained for other major reservoirs from 
previous studies. 
4. An evaporation suppression model was developed by combining 
the basic evaporation/temperature relationship with other parameters 
which are necessary to simulate surface temperature changes over time 
which are caused by thermal mixing. 
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5. The detailed model was applied to the 10 Utah reservoirs at 
which temperature profile data were available. The results on these 
reservoirs were used to develop a regression model by which suppressio) 
potential was estimated for all other impoundments in Utah. 
The Suppression Model 
Evaporation/water temperature relationship 
It has long been recognized that evaporation is strongly correlated 
with water surface temperature and that this correlation is closely re-
lated to the well defined monotonic function relating water temperature 
to saturation vapor pressure. Evaporation is normally computed as a 
function of the vapor pressure deficit as follows: 
E = (e sw - e a ) K 
Where e sw is saturation vapor pressure of a temperature equal 
to that of the water surface; is the actual vapor pressure of the air; 
and K represents all of the non-temperature related parameters which 
influence evaporation such as wind (which are not of concern in this dis-
cussion). When the equation is applied to historic climatological data, 
air temperature is the parameter which is normally available. The 
saturation vapor pressure air temperature (e sa) is used but with the 
implicit assumption that over a long period of time (May to October for 
example) the average water and air temperatures are very close and 
therefore that e '" e 
sw sa 
This procedure gives good re'sults for seasonal evaporation esti-
mates but may cause significant error in short term estimates when the 
two temperatures do not approximately balance. 
In order to determine evaporation suppression as a function of 
change in water surface temperature, a form of the evaporation equation 
is desired which includes e as a factor rather than an additive com-
sw 
ponent in the evaporation equation. This revised form of the function 
would allow quantification of the change in evaporation as a function of 
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change in temperature without ever determining the actual evaporation 
magnitudes and therefore eliminating the need to determine wind and other 
unchanged parameters which are aggregated into K. The following 
derivation accomplished this desired modification of the equation: 
Relative Humidity (R. H.) is defined as follows: 
R. H. 100 e Ie 
a sa 
therefore e (R. H. ) e 1100'" (R. H. ) e 1100 
a sa sw 
If one accepts the substitution given above then: 
E e (1 R.H./lOO}K 
sw 
which is the desired form of the function. With on additional 
approximation, that R. H. is not changed by lowering the water tempera-
ture; the following ratios hold: 
e 
swc 
e 
swn 
and suppression = 
f(Tc) 
f(Tn) 
E IE = I 
c n 
f(T )If(T ) 
c n 
where the c and n subscripts refer to cooled (thermally mixed) and 
normal conditions of the reservoir and f(T i) is the known function relat-
ing temperature to e
sw
' 
As mentioned previously. for short term measurements (a model 
with monthly time increments is anticipated) the substitution of e sw for 
in the relative humidity definition may introduce a significant error. 
The size of this error and any others resulting from using the evapora-
tion equation in this manner was investigated for the small scale situa-
tion as part of this project by using specially cooled evaporation pans. 
The results of this research are discussed later. The conclusion of the 
cooled pan experiment was that a suppression model based on the equa-
tions developed previously clearly gives a conservative estimate of 
suppression for periods when the temperature of the air averages not 
less than the water surface temperature. This was the case for the 
evaporation pans even during October and this inequality should clearly 
hold for reservoirs during the summer when the majority of evaporation 
occurs. 
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Extension of model from pan to 
lake evaporation 
There appears to be no error introduced by treating wind as a 
constant and thereby eliminating it from the ratios derived in the previous 
section because thermal mixing has no measurable effect on wind. The 
elimination of relative humidity, as being independent of water tempera-
ture, however, requires some qualification. It is no doubt true that in 
the case of an evaporation pan the relative humidity or e
a 
is independent 
of a change in water temperature. The air mass passes over the pan 
too quickly to be effected by the lower boundary temperature. This may 
also be true of small reservoirs but probably will not be true in the case 
of larger reservoirs. 
In order to understand the effect of artificially cooling the water 
surface (by thermal mixing) and the error introduced by the simplified 
model, it is necessary to consider evaporation in for hypothetical situa-
tions; both natural and thermally mixed conditions at both an upwind and 
downwind point on a large reservoir. 
Figure 3 shows the change in vapor pressure for assumed tempera-
ture and humidity conditions representing the four situations described 
above. The following assumptions and parameter values were used in 
developing Figure 3: because of the huge difference in specific heat of 
water compared to air, the air temperature is effected (cooled) by the 
water between points I and 2, but the water temperature is not changed 
by this temperature gradient. The air and water temperatures and humid-
ity shown represent conditions on a typical summer day at the canyon 
mouth in Logan, Utah. The indicated changes in temperatures and humid-
ity are arbitrary but reasonable relative value s. 
Suppression at point I (representing a small reservoir or the upwind 
section of a large reservoir) by the Dalton equation is: 
t;e c 1 
t;enl 
I -
Suppres sion at this point as computed by the model is: 
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It is apparent from the figure that the model adds the same con-
stant to both the numerator and denominator of a fraction which is less 
than unity, thereby insuring a conservative model for the small reservoil 
(19 percent lower in this case). It is also apparent that while the model 
estimat.es suppression adequately for the parameter values shown, its 
error increases as vapor pressure increases. This is not considered to 
be.a s~ri()us problem since evaporation suppression is likely to be worth· 
while only in arid regions and the time when model accuracy is most im-
portant is the dry summer period. 
Suppression at point l (representing a large reservoir) by the 
Dalton equation is as follows: 
6e
cl 
.De
nl 
Model suppression at this point is the same as at point 1 because of the 
constant R. H. assumption. In this case the model adds a smaller con-
stant to e
cl than to e nl thereby simulating the true suppression more 
accurately than for the small reservoir. The model still appears to be 
conservative (8 percent lower than the Dalton equation for the particular 
situtation depicted in the figure) but a rigorous mathematical proof of 
error on the conservative side is not possible for this case. 
Energy budget consideration 
The previous discussion of potential suppression has been essentia: 
ly in context of the relationship between parameters at any given point in 
time. The integration of these effects on a reservoir during a season or 
a series of years requires the consideration of heat addition and loss 
sources over time. 
A de stratification study by the U. S. Geological Survey on Lake 
Wohlford, California, included the only previously published attempt to 
analyze the effect of thermal mixing on evaporation (Koberg, 1965). 
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Even though the reservoir was less than 50 feet deep, a 5 percent net 
saving in evaporation was computed. The researchers had expected a 
negative effect in the fall which equaled the suppression effect during the 
early summer. They explained the apparently unexpected net saving as 
being due to drawdown during the fall. In addition to drawdown, however, 
the model for Utah reservoirs incUcates that a related but more important 
factor may be the increased temperature of released water (which may be 
even under negative drawdown conditions). The hypothesis of 
the author in this regard (which anticipates a net suppression rather than 
an annual balance) is two-fold. 
1. Thermal mixing achieves a significant increase in temperature 
of water flowing from the reservoir outlet (assuming the outlet is near 
the reservoir bottom or at least below the thermocline) and therefore a 
net decrease in reservoir heat is accomplished by flow from the reser-
voir. 
2. On reservoirs for which winter carryover storage is a minor 
part of annual storage, residual winter heat is unimportant. In this 
situation, a May to October suppression of evaporation (the irrigation 
season) for example, is all that may be of concern because spring run-
off will fill the impoundment anyway (and will dominate subsequent water 
temperatures). 
On reservoirs which have large carryover storage factors however, 
the comparison between heat added by suppression and increased heat 
lost from the outlet will be of key importance in determining the net 
annual evaporation suppression. This can best be visualized by consider-
ing the significant sources of heat flux in a reservoir energy budget. U. S. 
Geological Survey researchers have defined nine such variables as con-
stituting energy budget parameters on studies of Lake Mead (Harbeck et 
aI., 1958),Lake Colorado City (Harbeck et aI., 1959) and the Salton Sea 
(Hughes, 1967). In these papers the energy budget was defined as follows: 
Qs - Qr + Qa - Qar - Qbs + Qv Qe - Qh - Qw = Net Change 
The first four terms are respectively.the incoming and reflected 
solar radiation and atmospheric long-wave radiation. Although these 
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four are major items in the energy budget, they can be ignored in the 
proposed model because they are independent of changes in surface temp-
erature (except in the very minor portion of the surface area where the 
albedo may be changed by air bubbles). 
Qbs is the long wave radiation emitted by the body of water. This 
is an important component of the energy budget which is a function of 
surface temperature. This heat loss will be decreased by destratifica-
tion during the summer (a negative effect on suppression) and increased 
due to residual heat during the winter (a positive effect). The order of 
magnitude of the change in this parameter can be estimated by examining 
the Lake Mead heat budget cited previously. The range of variation in 
this parameter was +12% and -9"10 from the mean during the summer and 
winter respectively. The temperature changes summer and winter caused 
by mixing and by residual heat, however, will be perhaps 10 percent of 
the natural temperature extremes giving an artificial variation in this 
parameter of about 1 percent and the net annual difference due to mixing 
should therefore be negligible. 
Qv is the net energy advected into the reservoir. The inflow is 
unchanged by de stratification but the outflow is significantly affected be-
cause of the increased temperature below the thermocline. This is a 
beneficial effect both during summer (due to mixing) and during winter 
(due to the residual heat added by suppres.sion). This is therefore poten-
tiallya very important beneficial parameter which is a function of the 
outflow/storage ratio. The mixed reservoir temperature decrease due 
to this parameter during any time period is equal to the increase in out-
let temperature multiplied by the outflow/storage ratio. 
Qe is the heat removed from the reservoir by evaporation. When 
evaporation is decreased this becomes a primary source of added heat 
and possibly subsequent above normal evaporation. The quantity Qe is 
the latent heat of vaporization which varies slightly with temperature at 
which the process occurs but is close to 585 calories per gram of water 
evaporated at typical reservoir temperatures. 
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Qh is the energy conducted out of the reservoir as sensible heat. 
This represents a very small portion of the heat budget (Harbeck et al. , 
1958) which will become a negative influence on suppression in sununer 
and positive in winter. Analysis of the size of this parameter compared 
to other factors in the energy budgets of the USGS studies indicates that 
only negligible error is introduced by ignoring the change in this param-
eter caused by thermal mixing. 
Qw is the energy advected by evaporated water. This is the smallest 
of all items in the USGS energy budgets and may be ignored (or could 
easily be added to the latent heat computation Qe). 
In summary, two of the nine energy budget parameters appear to 
dominate the calculation of evaporation suppression secondary effects; 
these are Qe (evaporation latent heat) and Qv (the outflow component). 
It would appear that without any outflow, there would be no net annual 
suppression; that is, the savings during the summer season would be 
essentially completely dissipated by increased evaporation larer during 
the decay of residual heat added by suppression. However, manmade 
impoundments do typically have large outflows and therefore the in-
~ creased outflow temperature should represent a significant net savings. 
The iInportance of the beneficial effect of outflow teInperature in-
creases due to de stratification is interesting in relation to previous re-
search on Inonolayer suppression. The fact that deep outlet tempera-
tures are not increased during monolayer treatment suggests that the 
added heat from reduced evaporation would tend to liznit suppression by 
that Inethod to a net seasonal amount which would tend to approach zero 
when analyzed on an annual basis. In addition to this advantage of 
thermal Inixing over the monolayer concept in the long term, a similar 
advantage occurs with daily suppression rates. During the monolayer 
operation, above norInal evaporation begins immediately upon wind strip-
ping oJ the chemical film because of added heat which accumulated near 
the surface during filIn coverage. Although a similar amount of heat is 
added to the water during suppression by thermal mixing, it is contin-
uously mixed and distributed equally throughout the reservoir rather 
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than concentrated above the thermocline. At any point in time therefore 
the surface temperature increase due to the parameter is much less than 
for the monolayer method. 
Summary of model conceptualization 
The suppression by thermal mixing model which has been describec 
and justified in general terms here is developed in detail in the UWRL 
report (Hughes et al., 1975). It can be conceptualized in abbreviated 
form as follows. 
Basic concept. Idealized suppression is calculated as a function of 
change in water surface temperature (ergo change in vapor pressure) 
caused by perfect mixing (constant temperature profile). 
Secondary effects. The secondary effects which are sufficiently 
important to be included in the model are: 1) heat added due to the de-
crease in heat of vaporization caused by suppression during a previous 
period and 2) heat loss from the reservoir due to warmer than normal 
outflow from the mixed reservoir. 
Time resolution. Model parameters are determined on a monthly 
average basis. Heat flux is accumulated between months up to six 
months for reservoirs on which a seasonal (May to October) analysis is 
appropriate and for annual or multiyear periods where carryover storage 
is important. 
Errors in the model. The model structure includes assumptions 
which tend to make the model conservative as discussed previously and 
as verified by the pan experiment. 
A source of error which has not been discussed previously is that 
the model assumes perfect thermal mixing; that is, conversion of the 
normal thermocline into a perfectly vertical temperature profile. Re-
sults on many reservoirs which have been mixed for quality objectives 
indicate that this is feasible except for a very minor diurnal variation on 
the order of 10e. Many of the empirical results did not achieve this 
degree of mixing because pumping was limited to that neces sary for de-
sired dissolved oxygen levels. But those projects on which pumping wit] 
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sufficiently large energy sources were operated continuously seemed to 
produce almost perfect mixing. No correction for this non-conservative 
error was incorporated into the model. 
Evaporation pan experiment 
In order to empirically determine evaporation change as a function 
of water temperature change only, an experiment was designed with evap-
oration pans at different water temperatures but at the same location so 
that identical wind and humidity conditions were acting upon each pan. 
Three evaporation pans were used at the station. Two of the pans were 
cooled by running water through coils beneath the water surface. The 
third pan had no temperature control; it was a normal evaporation pan 
serving as a standard reference. Air and water temperatures, dew 
point, precipitation, and wind were all recorded and converted to daily 
averages. 
This phase of the research is described in detail in an M. S. Thesis 
by James Franckeiwicz (1975). The data and analysis are also included in 
the UWRL report. 
Empirical suppression values were consis1ently higher than the 
suppression predicted by the model for the temperature changes involved 
(as expected from the simplified model discussion). A comparison of the 
model suppression to ten day averages of the daily measured suppression 
is shown in Figure 4. The conservative nature of the model is apparent 
from the difference between the two best fit linear functions. The mul-
tiple points at each model value of C. T indicate the slight variation of 
suppression with original (natural) water temperature over the expected 
range. This variation is better shown in Figure 5. 
Increased evaporation below impoundments 
Since the annual net suppression is closely related to the removal 
of excess heat from the reservoir an important question in applying the 
model to some reservoirs is how much of this claimed net benefit is 
ultimately lost by the resulting increased evaporation in the river, canal, 
or other downstream reservoirs. 
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On most Utah impoundments the reservoir outflow after high 
spring runoff is transported almost .entirely in either pipelines or canals 
to the point of use. The travel time to the point of use is relatively short 
so that additional evaporation from canals is negligible. 
For the major Colorado River impoundments (Lake Powell and 
Flaming Gorge) the increase in river losses appears also to be minor. 
For example, flow from Lake Powell travels through 295 miles of narrow 
river before entering Lake Mead. The travel time is less than 3 days and 
the additional evaporation in the river due to the added heat is estimated 
at 3 to 4 percent of the annual volume of water salvaged ()iughes et al., 
1975 ). 
When this warmed flow enters Lake Mead it will still be colder 
than the water above the thermocline and will be stored at a depth well 
below the surface. It was beyond the scope of this study to model the 
long term impact of this heat on Lake Mead. It would appear that a 
multiple year de stratification operation on Lake Powell would eventually 
cause a. slight increase in the surface temperature of Lake Mead (loC 
or less). Part of the additional heat would be dissipated by increasing 
. evaporation at Lake Mead and part would be removed via the river. Addi-
tional research is needed to determine the fraction of the Lake Powell 
(or ;Flaming Gorge) suppression that would be lost downstream, but it 
appears to represent a minor fraction of the volume claimed for the 
upstream reservoir. 
Results of Model Application 
Detailed model 
The suppression model was applied to 10 Utah reservoirs for which 
severaf months of summer temperature profile data were available. The 
results of the May to October model are summarized in Table l. 
Residual heat is the temperature increase above natural water sur-
face temperature at the end of October. The negative values in this 
column for 5 of the 10 reservoirs indicate that the beneficial effect of 
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Table 1. Six month model results. 
Ma~ to October Results 
No. Reservoir E1ev. Maximum Average SUI2Eression Residual Flow CiA DeEth DeEth Icklali2l'!d (A) Final (q Heat (0 q Index 
Bear Lake 5925 225 224 28.8 19.0 2.7 .01 .66 
2 Deer Creek 5420 137 123 19.0 19.5 0.1 .29 1. 03 
3 Flaming Gorge 6000 439 421 26.8 22.7 1.0 .05 0.85 
4 Hyrum 4885 72 61 14.4 19.6 -1. 7 .79 1. 40 
6 Lake Powell 3700 561 480 43.3 33.9 3.0 .04 .78 
10 Pineview 4900 82 70 16.9 14.7 -0.3 .21 .87 
\J1 
'" 
11 Porcupine 5800 141 105 19.0 24.8 -1. 0 .71 1. 30 
-D 
12 Scofield 7580 45 37 4.8 4.6 -.1 .09 .96 
13 Sevier Bridge 5015 72 62 6.0 4.5 1.1 .20 .75 
14 Starvation 5800 147 122 10.3 11. 2 -1. 0 .19 1.09 
Average 18.9 17.5 0.4 ; 261 0.97 
.352 
1 Average of all reservoirs 
2 Average without high carryover reservoirs (I, 3, and 6) 
releasing additional heat at the outlet exceeded the negative effect of 
heat added due to suppression for these reservoirs. In general, the low 
residual heat is strongly correlated with flow index. This index is com-
puted as a ratio of monthly outflow to total storage. These May to October 
ratios are weighted according to evaporation rate for each month and com-
bined to produce the seasonal flow index. 
Bear Lake is the only natural lake included in the table, and there 
fore the only one which does not have an outlet below the thermocline. 
This results in a relatively low 6 month suppression (relative to its depth) 
which would actually become negative in the annual model because the 
outflow is being cooled rather than warmed by thermal mixing. The 
obvious conclusion is the natural lakes ( or man made reservoirs with 
high outlets) should never be destratified for the purpose of evaporation 
suppression. 
The long term model was applied to Lake Powell (the only reser-
voir for which year around temperature data were available). The re-
sults are summarized in Table 2. The initial year's suppression of 27.3 
percent reduces to 22.7 percent (140,200 ac. ft.) for continuous opera-
tion. 
Table 2. Sequential mixing of Lake Powell. 
Percent Residual Salvage 
Year Suppression Heat (oC) During Year (Acre feet) 
1 27.3 2.39 171,500 
2 23.2 2.82 145,800 
3 22.4 2.90 141,100 
4 22.3 2.91 140,200 
over 4 22.3 2.91 140,200 
N+ l~' 
- 6.0 0.2 36, 000 
year after mixing is stopped evaporation of 6% over normal will 
occur. 
Multiple regres sion model 
The results of the 6 month model application to 10 Utah reservoirs 
(see Table 2) were used in a multiple regression analysis to develop a 
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model for estimating suppression on reservoirs for which temperature 
profiles are not available. The only parameters other than water temp-
erature which appear to be significant in determining suppression are 
depth, flow index, and possibly elevation. The best fit equation is: 
Suppression:= 5.434 + 10.908 Log (D) - 5.3411 Log (El) + 15.479 Flow 
in which D is maximum depth in feet, El is elevation in feet and Flow 
is the flow index described previously. The correlation coefficient R 
for this function is 0.940. The dominant correlation parameter is depth. 
Both maximum depth and average depth during the suppression season 
were compared and they both gave equally good correlations. 
The parameter which contributed the second highest improvement in 
correlation is the flow index. In fact, almost the same correlation 
(R:= .939) can be achieved by eliminating elevation as follows: 
Supp. -42.49 + 11. 291 Log (D) + 16.248 Flow 
Figure 6 represents this function. 
Economic feasibility 
The best source of cost information on reservoir de stratification 
is contained in an AWWA committee report (Symons, 1971). This paper 
summarized the results of a survey of water suppliers who have used 
artificial de stratification for water quality reasons. The report includes 
three figures showing energy capacity capital investment costs and operat-
ing and maintenance costs, each as a function of reservoir volume. The 
figures include data from 24 reservoirs upon which various air and water 
pumping systems were used. The cost/volume regression plots include 
considerable variability but all figures show substantial economies of 
scale. 
Destratification costs on Utah reservoirs were estimated (in 1970 
dollars) by using the Symons cost data with equipment life of 15 years and 
7 pe rcent interest. The analysis indicates four major reservoirs with 
costs under $5 per ac. ft. of water salvaged; nine with costs under $10 and 
nineteen with costs under $20. The total under $20 Utah annual net 
salvage estimate is 170,000 ac. ft. 
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Figure 6. Suppression as a function of depth and flow index. 
Lake Powell benefit/ costs 
The single impoundment which dominates the potential in terms of 
total water salvaged (140,200 ac. ft. 1 also has the lowest salvage cost 
($2 per ac. ft.). Destratification of this huge impoundment also has some 
interesting energy related implications. 
If the salvaged water is valued at $10 per acre foot and salvage 
costs are $2, the net profit of such an operation is $1. 1 million annually. 
But in addition to the water revenue, the impact of energy supply and 
demand should be considered. The equipment required to destratify 
Lake Powell is estimated at 6, 000 HP operating continuously for 6 
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ITlOnths (19.3 x 10 6 KWH per year). If the 140,000 ac. ft. of salvaged 
water is then used to produce hydropower as it leaves the reservoir at 
484 ft. average head and. 905 overall efficiency (USBR, 1970) this re-
presents 63.5 x 106 KWH per year of added generating capacity. 
This suggests that 3.3 times as much power would be generated 
from the salvaged water as it took to "create" the water. The power 
revenue profit from this operation would of course depend upon whether 
wholesale or retail costs are used in the analysis. If $0. 01 per KWH 
is selected as a value of electrical power, the potential annual revenue 
from hydropower generation at Glen Canyon Dam alone would be $635,000 
After generating hydropower, the salvaged water would still be 
available for other uses such as cooling of fossil fuel fired generators. 
Using 15 ac. ft. of water per Nf.W of power capacity as the cooling re-
quirement (Western States Water Council, 1974), 142, 000 acre feet of 
additional water could provide the cooling for 9,500 Nf.W of generating 
capacity. 
Another aspect of the potential benefits on Colorado River impound-
ments is related to the salinity problem in the Lower Colorado Basin. Tl 
damages to agricultural production in the lower basin due to increased 
salinity in the river has been estimated by the USBR at $230, OOO/ppm. 
Evaporation suppression in effect adds water with zero salinity to the 
reservoir. On Lake Powell for example the ratio of water salvaged to 
average reservoir storage (16 rna f) is 0.9 percent. The TDS of Lake 
Powell at Wahweap is 600 to 700 ppm (USBR unpublished Lake Powell 
Quality Data). An addition of O. 9 percent of pure water annually should 
lower the TDS of the Lake by 6 ppm. Since flow through Powell repre-
sents almost the entire flow to the lower basin this indicates an annual 
dilution benefit of $1,380, 000 to irrigated agriculture for quality im-
provement in addition to the value of the ultimate use of the salvaged 
water. 
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Conclusions 
The use of thermal mixing by either mechanical pumping or com-
pressed air appears to have important potential for evaporation suppres-
sion on deep reservoirs. This concept does not involve many of the prob-
lems associated with monolayer suppression. It is independent of wind; 
it does not produce a concentration of excess heat near the surface; it 
provtdes a mechanism for net suppression on an annual rather than only 
a seasonal basis (warmed outflow); and it does not involve environmental 
problems associated with adding chemicals to the reservoir surface. 
There are, in fact, several environmental benefits claimed for the 
de stratification procedure. Significant improvement in dissolved oxygen, 
taste and order, algae production, and many other quality parameters 
occur in the hypolimnion water. In addition to thes·e human related bene-
fits, fish habitat may be improved both in the reservoir (because of 
increased DO) and downstream from it. Below Flaming Gorge Dam, for 
example the water being released is presently so cold that native species 
of fish in the area are becoming endangered. The warmed outflow from 
a thermally mixed reservoir would help this situation. 
The necessary conditions for significant evaporation suppression 
appear to be as follows: 
1. Sufficient depth (usually more than 60 feet) to produce a marked 
natural thermocline and to provide a relatively large volume of cold 
hypolimnion water for mixing. 
2. An outlet that is below the thermocline and sufficient outflow 
in relation to storage to transport a significant amount of excess heat 
from the reservoir. 
The model developed in connection with this research appears to 
produce reasonably accurate but conservative estimates of suppression 
for impoundments in an arid climate but the model error increases 
rapidly as average humidity increases. 
A major potential for water conservation in general and water for 
energy production and salinity control in particular exists at Lake Powell. 
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Additional research addressed to the actual de stratification equipment 
capacity, design and costs at Lake Powell as well as other smaller res-
ervoirs should produce very cost effective results. 
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BAYESIAN DECISION ANALYSIS APPLIED 
TO RIVER BASIN STUDIES 
by 
Donald R. Davis and Rick Patten* 
Decision theory addresses the problem of making and evaluating deci-
sions based onmethods, models, and information which, to varying degrees 
are uncertain and where there maybe substantial economic and socialloss 
iIthe decision is incorrect. Among the advantages ofthis type of analysis 
is the ability to use, ina constructive manner, less thanprecise data. When 
uncertainty does not mean total ignorance, but implies something in be-
twee nignorance and precise and accurate knowledge, then decision theoretic 
te chnique s allow the use of uncertain knowledge for the determination of 
better decisions. This can be done because the uncertain knowledge is 
treated as apr obability distribution and the entire decision- making proce s s 
is handled ina probabilistic framework. It amounts to an extended probabilis-
tic sensitivity analysis. 
Decisions must often be made for projects to be located at places where 
there is insufficient data for satisfactory design to be determined in the 
usual manner. The remedy is usually accomplished by the use of other data, 
whichis transformed through some model to the data desired, or by the trans-
ference of data from anarea with like characteristics (regionalization). The 
tr ansfor mati on of rainfall to runoff is an example of the fir at method. The 
concept of regionalized skew coeHicients for modeling peak river flow is an 
example of the second. The transference of data inform or space, or both, 
is often done within a river basin because ofthe homogeneityofthe relations 
governing the transference. 
*Assistant Professor, Departments of Hydrology and Water Re-
sources, and of Systems and Industrial Engineering; Graduate Research 
Associate, Department of Vvatershed lvianagement, University of 
Arizona, Tucson, Arizona. 
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One might think that with time, as data banks get larger, the :teed for 
technique s of transference and re gionalization might diminish. However 
man's activities have changed the nature ofparts oithe river basin so histori-
cal records may not reflect the current situation. Man's activities have 
also created the need for data that was not ofinterest to a previous genera-
,tion. This is especially true of environmental concerns. Transformation 
and translation of data is a necessary part of environmental study because 
lar ge scale coll,ection of data concerning environmental qualityis a recent 
phenomenon. 
use of models, such as rainfall runoff models, regression models, etc. 
It is hoped that these models adequately reflect conditions throughout 
the river basin. Conditions in the basin are not uniform; there is 
some heterogeneity which may make the models inaccurate and l~ad to 
uncertainty in the use of the outputs from these models. 
The purpose of this paper is to discuss the use of decision theory 
in the context of data transformation and translation and review some 
of the work in the area. First we will review some of the fundamentals 
of decision theory and then by way of illustration, and for perspective, 
we will make a brief analysis of the Colorado River Compact of 1922 
from the viewpoint of decision theory. 
Decision Theory 
This theory is concerned with the uncertainties in the knowledge 
the engineer has concerning the outcomes to be obtained by the various 
decision alternatives available. The word "outcome" is used to describe 
those output(s) of the system or project which indicate to the decision-
maker how well the goals of the project are being reached. The desir-
ability of various outcomes are quantified by a goal function which may 
range from project capacity through project profitability to an index of 
"social goals. II Thus, the effective use of decision theory requires a 
systems approach to the decision problem at hand. 
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The essential steps in the application of decision theory (to hydro-
logic design), as given by Davis et al. (1972) are given below: 
A. Define the goal. 
B. Define the decision to be made and identify the alternatives. 
C. Analyze the project. 
1. Define the goal function. 
a. Select the state and decision variables. 
b. Set a time preference. 
c. Include a risk aversion. 
2. Make a sensitivity analysis. 
3. Develop the stochastic properties of the knowledge of 
values of the state variables as a probability density 
function. 
4. Calculate the outcomes of the various alternatives and 
determine the stochastic properties· of these outcomes. 
5. Eliminate the dominated alternatives. 
D. Make the decision. 
1. Calculate the expected value of the goal function for 
each alternative. 
2. Choose an alternative to minimize the expected value of 
the goal function. 
E. Evaluate the decision. 
1. Determine the expected opportunity loss due to uncertain 
parameters in the problem. 
2. Evaluate information-gathering programs. 
a·. Determine the expected reduction in the expected 
opportunity ~os s with further Information. 
b. Determine the full cost of obtaining further informa-
tion. 
c. Obtain further information if warranted, and repeat 
the analysis. 
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It should be noted that the measure used to rank various out-
come sis the most expected value of a goal function. The expected 
value criteria is most commonly used but is not mandatory. Decision 
theory is discussed at greater length in Benjamin and Cornell (1970) 
and Rai££a and SchlaiIer (1961). 
From this summary, it may be seen that decision theory may be 
used to evaluate decisions, as well as to make decisions. The evalua-
tion is accomplished by calculating the 1055 to be expected due to the 
uncertain information available to the engineer and decision-maker. 
(The use of decision theory minimizes this loss but does not eliminate 
it.) Knowledge, such as additional data or improved models, which 
reduces the uncertainty in the information available, will enable a 
better decision to be made, that is, a decision in which less loss is to 
be expected due to uncertainty. The expected reduction in this loss is 
a measure of the value of this knowledge. We term this a reduction in 
the expected opportunity loss. 
Colorado River Compact 
We would like to illustrate some aspects of decision theory by 
examining the background of the Colorado River Compact of 1922. The 
Colorado River System was providing plenty o£ uncertainties for those 
whose lives and well being were intertwined with it. Was there going 
to be flooding? Would there be enough water at the Imperial Valley 
diversion points throughout the season? Would the upper basin states 
ha ve their future development stymied because California might get 
rights to most of the Colorado's water by the doctrine of prior usage. 
The Colorado River Commis sion met in 1922 to lay the founda-
tion for solving these problems by dividing the waters o£ the Colorado 
at Lee Ferry, Arizona. For a while it might have seemed that they 
merely traded one set of uncertaintie s for another. How would the 
flow at Lee Ferry be determined; there was nu gaging station there. 
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What was a fair share of how much water? How would the natural 
variation in the river's flow affect delivery schedules? The commis-
sioners knew they were dealing with uncertainty, they talked of aver-
ages and means and minimum flows, and later in their deliberations of 
three year minimums and average means and minimum averages. They 
faced natural uncertainty in the river's yearly flow and sample uncer-
tainty in their e sUmate of its mean annual flow. As practical men, 
if not decision theorists, they knew that to talk of using the mean flow 
they had to talk of storage, so the high flows could be kept for use in 
low flow years. 
Their data base was about 20 year s of reliable record and a few 
additional years of less reliable data. These figures were for Laguna 
and the virgin flow at Lee Ferry was reconstructed from these figures 
and from estimates of upper basin consumptive use. The data did not 
seem to have been subject to much statistical analysis, they worked with 
the yearly flows individually and the means of the whole record and 
various portions of the record. 
Decision theory requires a probability distribution to des cribe 
the natural uncertainty, so over 50 years later we give the Colorado 
a chi-square test and settle a normal distribution on its annual flows. 
Vv e calculate the mean and variance, based on the record from 1900 to 
1921. For a loss function we draw an analogy with reservoir operating 
rules and the concept of target yield. The decision variable is the tar-
get yield, a yearly gain is accrued in proportion to the target yield, but 
if the target yield is not met a loss is incurred which is proportional to 
K time s the deficit: 
B(y, xl 
{
y ifx>y 
y-K(y-x) if y;:: x 
where y is the target yield and x is the water delivered. 
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The water delivered is a random variable depending on the river 
flows. The optimal decision alternative is the target yield which maxi-
mizes the expected benefits: 
00 
E[B(y,x)] = 5 B (y,x) £(xl 9) dx 
o 
Y 
B(y) = Y - S K(y-x) f(x /S) dx, 
o 
where f(xIS) is the probability distribution function of the random river 
flow X. The optimal value of y when there is no storage from year to 
year is found by equating the first derivative of B(y) to zero: 
Y 
d~~Y) = 0 = 1 - SK f(x I 9) dx 
o 
I - K F(y), 
y F- l (l/K), 
.where F- l (.) is the inverse of the cumulative distribution function. That 
is the optimal target yield is that amount of water for which the proba-
bility of shortage in any year is 11K. 
When there is storage from year to year the optimal value of the tar-
get yield is higher. Figure 1 shows the optimal values of target yield 
plotted against storage capacity for various value of K, assuming the 
operating value is to release water to the target yield if water is avail-
able. The results were obtained by 1000 simulated years of operation. 
Large amounts of storage enables the surplus water from one year to 
be used to meet the deficits of another year. This credit should be re-
flected in the benefit function. The credit can be no bigger than neces-
sary to compensate for expected deficits nor bigger than the expected 
excess. The benefit function is now: 
y y ~ 
D (y) = y - S K(y, x)f(x IS)dx + min [S K(y-x)f(x 19 )dx, S K(x-y)f(xIS)dx] 
o 0 y 
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The credit is maximized when 
y S K(y-x)f(xf 8)dx 
o 
S K(x-y)f(xl 8ldx 
y 
In this case B (yl y. To find the value of y that enable s the equality 
above to hold we rewrite the equation as 
y 00 
o -S K(y-x)f(x I 8)dx + S K(x-y)f(x I 8)dx 
o Y 
Y co 
= S K(x-y)£(x 1 8 )dx + 5 K(x- y)f(x 18 )dx 
o Y 
'" S K(x-y)f(x 1 8 )dx = K(m
x 
- y). 
o 
... y = 
With arbitrarily large amounts of storage we can set the target 
yield equal to the mean flow. 
Large amounts of storage were not available on the Colorado, 
though it was expected that Boulder Dam would be constructed with an 
effective storage of from 20- 30 million acre- feet. The commis sioner s 
thought enough storage would be available so that the water to be deliv-
ered to the lower basin could be specified in terms of a 10 year running 
average delivery. What is the optimal value for this delivery? We can 
test this question in a manner analogous to the development for yearly 
target yield. The variable y is the 10 year average target yield, the 
random variable X is the 10 year average, and flO(x I 8) is the pdf for 
this random variable. The same description of benefits is used. The 
optimal decision alternative is y = F~;(1/K), that is the optimal 10 year 
average delivery is that amount for which the probability of the delivery 
being short is 11K. 
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These calculations take care of the natural uncertainty if the dis-
tribution f(x 19) is specified. Usually an estimate of the mean, the var-
iance and the coefficient of skew is required. What about the sampling 
uncertaintie s in these estimates? The specified effect of the se uncer-
tainties is to introduce uncertainty into the parameters of the probability 
distribution function f(xl fL' 0 2 , 'Y) and into the decisions derived by use 
of this function. Bayes Theorem enables the quantification of the samp-
ling uncertaintie s as a pr obability distribution function g( fL, 0 2, 'Y I D), 
conditioned on the sample data. An average f(x I . , . , . ) is obtained, 
and used in the analysis previously developed. 
The optimal values calculated, y*, are optimal in face of the un-
certainty; if the true values of the mean, variance and coefficient of 
skew were known, true optimal values could be c~lculated, yT. The 
difference between B(y*) and B (y T) measures the cost of the uncertain 
knowledge used to calculate y*. This cost is called the opportunity loss 
and of course cannot be calculated •. However, knowledge of the pdf 
g( IJ., 0 2 , 'Y I D) describing the uncertainties enable s us to calculate the 
expected opportunity loss (XOL). The XOL is a measure of the worth 
of perfect information as the XOL would be reduced to zero with perfect 
information. 
Optimal values of y, the expected benefits and the XOL caused by 
sample uncertainty were calculated and are shown in Table 1. The nor-
mal pdf was used to describe the random variation of the yearly river 
I ,- 2 flows: fIx 9) N(x x, s ). The mean and variance were estimated by 
the sample mean and variance based on the flows from 1900-1921. The 
sample mean was 17. 38 maf, the sample standard deviation was 4.49 
maf and the sample coefficient of skew was 0.13. The 10 year average 
1
- 2 flow is also normal: N(x x, s /10). Sample uncertainty is considered 
{or the mean only: g(fL l'i, s2) :: N(IJ. Ix, s2/22); uncertainty in the mean 
is described by a normal distribution. The pdf corresponding to fIx), 
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Table 1. Optimal values for Colorado River usage considering uncertainties (based 
on virgin flow estimates at Lee Ferry, 1900-1921). 
Uncertainty K = 5 
1* B(y*) 1* 
(MAF) (Unit Benefit/ 
year/MAF) (MAFi 
Natural optimal with no storage 13.80 11.23 11.60 
Natural 10 year average 16.25 15.44 15.55 
Natural and 10 year average with 15.94 14.98 15.18 
Sample (mean) uncertainty 
XOL 0.40 
K = 10 
13(1*) 
(Uni t Benefit/ 
year/MAF) 
9.62 
14.92 
14.38 
0.39 
which describes the natural and sample uncertainty for annual flows is 
1
- 2 
normal: N(x x, s (1+1/22» (Raiffa and Schlaifer, 1961, p. 296), for 
,- 2 the 10 year average flow it is N(x X,s (1/10+1/22). Results are given 
for K = 5 and 10. 
Uncertainty in the variance and coefficient of skew were not con-
sidered. Uncertainty in the sample variance would yield an f{x) in the 
form of the t-distribution with 20 degrees of freedom (Benjamin and 
Cornell, 1971, p. 650) which differ s little from the normal. The effect 
would be to lower the optimal value slightly. The treatment of the samp-
ling uncertainty in the coefficient of skew is a research problem; in the 
context of our discussion the effect would be to raise the optimal value 
slightly. 
Looking at Table 2, notice how the different values for the penalty 
ratio for water deficit change the optimal target yield and the XOL. The 
standard deviation of the sampling uncertainty of the mean flow is 957,272 
a. f. yet when it is considered in the decision-making, it only reduces the 
target yield by about 300-400 thousand a. E. In this case the sampling 
uncertainty shows in the XOL (expected opportunity loss). The XOL 
must be thought of in terms of the loss function. An XOL of 400, 000 
for a penalty ratio of 5 indicates that the expected cost of sampling un-
certainty is equivalent to underestimation of 400,000 a. f. or overesti-
mation by 80,000 a. f. 
The results indicate that from the stance of 1922, the Colorado 
River Commissioners made an optimal choice when they allocated 16 
million acre-feet per year. The value of XOL indicates that enough 
data were available to reduce the effect of sampling uncertainty to a 
tolerable level. That choice was on the side if one considers that 
they knew that sooner or later Mexico would have to be provided with 
1.5 million acre-feet. This analysis is predicated on the assumption 
that the normal distribution, with parameters fixed over time, described 
the random variation in the river flows. Information available now 
indicates the model and its parameters are not fixed in time. 
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Table 2. Sensitivity analysls* on return period moments as function o£ 
uncertain parameters for rural watershed with only 10 years 
o£ data. 
Uncertain A Reciprocal 
parameters Var .C Moments o~ return period TQ return period 
Mean TQ (years) Var TQ CV(T )** Q mean variance 
- -
Im&u' 0 41.82 538. .555 .0314 .000299 
.0005 39.00 442. .539 .0332 .000318 
• 005 26.33 153 • .470 .0453 .000328 
.05 6.30 2.35 .243 .1685 .001809 
only m .0005 35.36 8.30 .081 
-- --
-
.005 23.41 3.89 .084 
-- --
.05 6.20 .19 .070 
-- --
only u .0005 37.61 383. .521· 
-- --
• 005 24.14 110 • .435 
-- --
.• 05 6.52 1.96 .215 
-- --
* Conditions for the analysis: A =' 0.11 inches, mean C 0.3 for beta 
distribution, Q 0.7 inches on the averac;c; rainfall is 
distributed on basin of an exponential distribution ~or 
amounts above 0.3 inches \lith an <'.veraGe of 1~.0 storns/ 
season and an average of 0.39 incflcs/ evcmt. 
fI* Coefficient of variation of Tg. 
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Application 
The expected los s (gain), considering the natural uncertainty in 
the random variable X is called risk and depends on the decision alter-
native chosen, a, and the parameter(s), 6, of the underlying probability 
distribution f(xl 6), and a loss function L(a, x), depending on the alter-
native chosen and the realization of the random variable: 
r(a,6) S L(a,x) f(xl 6) dx (1) 
When the sampling uncertainty in the parameter e is considered the 
expected loss (gain) is called the Bayes Risk: 
R(a,6):= S r(a,6) g(6Is) de (2) 
where g(e I s) is the probability distribution describing the sampling 
error given sample information s. The alternative, a*, is chosen to 
optimize the value of the Bayes Risk. Equations 1 and 2 may be written 
together 
R(a, 6) = S S L(a, x) f(x 1 6 ) g(6) dxde 
:= S L(a, x) f(x) dx (3) 
where f(x) is the Bayes distribution of the random variable X; the Bayes 
distribution includes both the natural and sampling uncertainties. Further~ 
more is often do to give the worth of perfect information and the worth 
of addition information. 
Regionalization 
Logarithmic regression of basin parameters is used to provide 
streamflow information (Benson and Mata1as, 1967). The streamflow 
information is often in the form of T~year flows and is used to design 
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small structures such as culverts. Culverts are not now designed by 
decision theoretic methods but the application of similar methods has 
been recommended (Young et al., 1974). Regression estimates are 
estimates, they represent the mean of a distribution of possible values, 
hence the calculation of the standard error of estimate and prediction 
intervals. The use of regression estimates can be examined from the 
viewpoint of Eq. (3). The Bayes distribution for this case is the t-
distribution, the same as used to determine the prediction interval. 
The loss function is not generally known. The alternative chosen is 
determined by the regression estimate; this estimate is the median and 
the mean of the Bayes distribution f(x). Using the regression estimate 
as the alternative chosen would be optimal where the loss for over esti-
mation is the same as the loss for equal under estimation. The median 
is optimal when the error is measured in terms of the absolute value 
of the linear difference, the mean is optimal when the error is measured 
as the square of the difference. 
The regression estimate is the estimate for the log of the informa-
. tion desired (T-year flow). It is, however, the antilog of this value 
that is used for design. f(xl is now the log t-distribution and the mean 
is no longer the median as the distribution is skewed to the right. II 
losses are a function of differences in flow rather than di£Ierences in the 
log of the flow, the antilog of the regression estimate is now optimal for 
losses proportional to the absolute value of the linear error but not for 
losses proportional to the square of the error. In cases where the stand-
ard error of estimate is small, the nature of the loss function is not too 
important; however if the standard error of estimate is not small the 
nature of the los s function doe s become important. 
The probability density function g(e I s) used in Eq. (2) represents 
the distribution of e after the receipt of information concerning e, which 
usually is in the form of a sampled outcome of the random variable X. 
It is calculated by the use of Bayes Theorem, 
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g(e Is) = g(e) ~iS Ie) (4) 
where x is the data collected, K is a normalization constant and g(9) 
is the prior distribution of e, that is the distribution describing the un-
certainty in e prior to using the sample data. Usually g(a) is chosen 
to represent complete ignorance. Vicens et al. (1974, 1975) use regres-
sion methods to obtain a more informed prior distribution by the use of 
regional information. They use as an example, for the parameters a, 
the mean and the variance of the annual flow of the Pemigewasset River 
at Plymouth, New Hampshire. Physiographic and meterologic informa-
tion such as basin area slope, precipitation, etc. were used in the re-
gression equation which was developed from river data throughout 
New England. The regional information was shown to be the equivalent 
of many years of river flow data. 
Regression methods may be used directly to augment a short 
record from a related longer record. If the correlation between the 
two sources of data is not sufficiently high there may be no advantage 
to the augmentation procedure (Jacobs and Matalas, 1964), However 
this limitation is not present if the uncertainty, represented by the low 
correlation, is quantitatively considered and handled in a Bayesian 
manner. Peterson et al. (1974), in an example concerning the depth to 
drive bridge piers, show that rainfall data has about 50 percent the 
value of peak river flow data even though the correlation between the 
two is too low to use the standard augmentation procedures. 
Regression methods are not necessary to obtain a more informa-
tive prior distribution. Regional information may be. encoded directly 
into the pdf g(e). Lenton et al. (1974) does this in estimating the para-
meter p, the first-order autoregression coefficient used in some stream 
flow simulation models. g(a) was constructed by smoothing a histogram 
constructed from coefficients obtained from over 140 rivers in the re-
gion; in this case the region was the world. They obtained estimates 
based on several different loss functions. Comparisons with traditional 
methods of estimation show the range of Bayesian superiority to be less 
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than 40 percent of the possible range for p, the range of superiority 
was from -0.2 to 0.6. Since the first-order correlation coefficient for 
most rivers is also in this range, this presents no problem but is an 
advantage. 
Rainfall data may be used to obtain information about peak annual 
runoff. Such information may be necessary for the design of structures 
on small watersheds. Advantages cOme from the larger data base 
using an event based rainfall model, but the necessity of using a rain-
fall runoff relation may prove to be a disadvantage. In the arid regions 
of Southern Arizona most runoff at the lower elevations is from summer 
convective storms. Return periods for the yearly maximal rainfall and 
runoffs can be calculated given appropriate models for storm frequency 
and depth. Sampling uncertainty is present in estimating the parameters 
of the rainfall model and some sample and natural uncertainty in the 
parameters of the runoff model. Davis et al. (1973) calculated the run-
off volume by the relationship: 
Q = C(R-A) 0 os C os 1 
whereR is rainfall per storm, A is the abstraction depending on the 
watershed and C is a coe££icient depending on rainfall characteristics 
suchas the maximum l5-minut intensity. The return period of maxi-
mun season runoff is a function of number of storms per season, m, 
and the average rainfall per storm, u. The parameters m and u are 
subject to sampling uncertainty, which is reduced with long histrocial 
re cords. The sample uncertainty leads to uncertainty in the return period. 
The posterior distributions of the return period for 0.7 inch of runoff 
for historical records of 10 and 20 years is shown in Figure 2. 
The coefficient C is a random variable which depends on the parti-
cular storm. It introduces a natural uncertainty into the calculation. 
The effect of this uncertainty is to drastically change the mean of the 
posterior distribution for the return period of maximum seasonal run-
off. Table 2 illustrates the effects of these uncertainties. 
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Bayesian Decision Theory is used for decision-making and 
decision evaluation when there is uncertainty in the design process. In 
river basin studies it has great potential in the area of the regionaliza-
tion of information, both in conceptualization and efficiency. 
Bayesian Decision Theory is a method of handling statistical 
analysis in relation to the problem or project at hand. If a "best" esti-
mate is required it produces one that is best for the use at hand, it 
need not be best for all the reader s of the Mathematical Statis-
tics Quarterly. This can be a disadvantage if one cannot produce a 
loss function that indeed does define what is best. 
BDT is not easy to work with. Loss functions may not be known 
in the first stages of an investigation. Bayesian mathematics can get 
complicated; closed form solutions are the exceptions used to illustrate 
textbooks and conference papers. amounts of computer time can 
be consumed for medium sized problems. These disadvantages may 
serve to limit the use of BDT for small projects and problems. For 
problems and projects of consequence, the information provided by 
BDT will justify the effort required for analysis. 
The work upon which this publication is based was supported in 
part by Grant No. 14-31-0001-5056 entitled: "Practical Use of Decision 
Theory to Assess Uncertainties about Action Affecting the Environment" 
from the Office of Water Research and Department of 
Interior. 
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APPLICATION OF THE nSSAM" MeDEL 
TO THE GREEN RIVER, UTAH 
by 
* William J. Grenney and Donald B. Porcella 
IntI' od uction 
As indicated by most of the other papers presented at this semi-
nar, salinity is the most significant basin-wide water quality problem 
in the Colorado River System. However, in local situations a variety 
of parameter s are of concern because of their potential to create 
public health hazards or to degrade the aquatic environment. Figure I 
summarizes the sources, types, effects and controls of pollutants 
which may cause localized problems. Mathematical modeling is an 
important methodology for evaluating the se complex inter actions. 
In thi s study a mathematical water quality model was applied to 
the Green River and its major tributaries between Jensen and Green 
River City, Utah (Figure 2). The model was calibrated to water quality 
conditions occurring during the summer of 1973. Changes in this 
base condition were predicted by the model for population projections 
to the ye,ar 2000 and for the implementation of proposed waste effluent 
standards. 
The Study Area 
The study area is composed of six subbasins: (1) the Green 
River reach extends from Jensen to Green River City, Utah and can 
be considered in two separate sections with demarcation occurring at 
Ouray, Utah between the junctions of the Duchesne and the White 
Rivers; (2) Ashley Creek is an identiable subbasin; (3) the Duchesne 
Piver has been subdivided into two subbasins at Duchesne, one of 
* Utah State University, Logan, Utah. 
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Figure 1. Sources, types, effects, and controls of pollutants from societal activities in the river basin. 
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Figure 2. Map of study area. 
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'Which includes the upper reaches of the Duchesne River and the Straw-
berry River and the other of which contains the lower reach of the 
:Cuchesne and the Uinta River; (4) the Price Rivers and the White River 
are identifiable subbasins. 
Hydrology in the study area was determined from 303e studies, 
USGS Gaging Station records and from a report by Hyatt et al. (1970). 
EPA permit system (NPDES) data were used to identify point 
sources. These were compared with population data, State 303e reports, 
and other state data to insure completeness. One important data lack 
was the adequacy of discharge flow and quality data. Operation of 
small treatment plants is spotty and information often is not obtained; 
thus spot estimates are often the only available data and longterm or 
cumulative values cannot be used. 
Those dischargers which actually discharge to streams in the study 
area are listed in Table 1; other communities and industries are listed else-
where (UWRL, 1975b). No agricultural wastewater sources are identifi. 
able point agricultural sources in the study area. No permits have been 
issuedinthe Colorado River Basin so far. 
In analyzing the significant point sources, it was neces sar y to make 
some judgments about effluent quantity and loads. Consequently, six sites 
in the study area were defined as having a high enough wastewater quan-
tity or potential quantity to be dealt with in detail. These are the munici-
palities of Vernal, Duchesne, Price, and Bonanza (projected wastewater 
source), Utah, and Rangely and Meeker, Colorado. Industrial and 
energy developmental uses of water will likely not have an impact on 
water quality except insofar as flow and dilution are decreased as a 
result of diversion. This is because most industry is using no discharge 
as a goal to be achieved, i. e., complete containment of wastes. 
Irrigation return flows reenter rivers in this region primarily 
as groundwater inflows. It is often difficult to identify agricultural or 
natural components of groundwater inflows. 
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Table 1. Point sources affecting Green River study area (source: NPDES). 
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Feedlots are small and so far have not been under the permit 
system. Grazing is common but is a diffuse source of BOD, coliform 
and nutrients. 
Combined sewer overflows do not exist in the study reach. Septic 
tank (as are used in the small communities) contributions to water 
quality problems probably are unimportant if not unmeasureable (e. g. , 
see Meyers et al., 1972). Agriculture nonpoint sources would include 
overland flow where it occurs; data from Hyatt et al. (1970) indicate 
this is unlikely. Groundwater flow is most likely the return flow 
mechanism for much of irrigated agriculture in the study area. Small 
feedlots and grazing apparently were responsible for most of the ob-
served coliform problems (State of Utah, 1974). Control of trailer 
dumpout wastes, garbage and refuse disposal (including dead animals), 
proper wastewater treatment plant operation, and sewage in small 
communities would eliminate some of the observed problems (State of 
Utah, 1974). 
Water Quality Model 
Introduction 
A river water quality model, "SSAM" (Stream Simulation and 
Assessment Model), was developed at UWRL for use in water quality 
management studies. The model has been successfully applied to the 
Vi eber, Bear, Virgin, and Sevier Rivers in Utah (for example; Utah 
Vi ater Research Laboratory, 1974, and Grenney et al., 1975). The 
model was used in wasteload allocation studies to evaluate various 
management alternatives for dealing with projected wasteloads during 
periods of low river flow (7-day 10-year low flows). 
The model, SSAM, can simulate nine constituents simultaneously: 
two conservative constituents (for example,salinity); a nonconservative 
substance; coliform bacteria (MPN); ammonium (NH4 ); nitrate (N0 3); 
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biochemical oxygen demand (BOD); and dissolved oxygen (DO). User 
options are available to run any combination of constituents. Reaera-
tion and biological rate coefficients in the model are automatically 
adjusted for temperature. Saturation concentrations of dissolved 
oxygen are calculated as a function of temperature and elevation. The 
model includes the following sources for constituent input: (1) head-
water flow, (2) diffuse surface runoff, (3) diffuse subsurface runoff, 
(4) point loads, and (5) leaching from bottom deposits. Provisions 
for point diversions a.nd stream flow to groundwater are included in 
the model. Biochemical interactions are represented by fir st order, 
linear differential equations and advection is modeled for conditions of 
steady flow. 
The solution technique for SSAM provides exact solutions for the 
system of differential equations and, therefore, eliminates numerical 
errors from the model responses. The model was developed with the 
user in mind and provides convenient input formats to facilitate both 
calibration and management runs. 
Model eguations 
Models of the first-order of resolution, such as the Utah Steady-
State River Model (USSRM), have been most popular for practical 
applications. USSR¥ can be applied to a river system with any reason-
able number of tributaries, point loads, and point diversions. The 
river channels must be divided into "reaches" representing lengths of 
river which can be assumed to have uniform physical characteristics. 
The program was designed for eas.e of user operation; for example, 
the system layout may be changed at any time (e. g., a point load or 
diversion added, a new reach defined) simply by inserting the appro-
priate punched card into the data deck. 
Basically. the model simulates the reactions and interactions 
among constituents occurring i,n a slug of water (see Figure 3) as it 
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Figure 3. Model conceputalization of a slug of 
water moving downstream. 
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travels downstream at a velocity, V. It is assumed that mixing with 
adjacent slugs (dispersion) is negligible. Mass can be addedtotheslug 
by lateral inflow and by leaching from the stream bottom. Oxygencan 
enter the slug by diffusion across the air-water interface and by the 
photosynthetic oxygen production of benthic and planktonic algae. 
The model starts at the fir st headwater, where water qualit y 
constituent concentrations are known. These concentrations provide 
the initial conditions for the differential equations describing the sys-
tem and are used in conjunction with the river characteristics for the 
downstream reach to obtain a closed-form solution to the differential 
equations. Then the concentrations can be calculated at any point of 
interest in the downstream reach. The concentrations at the end of one 
reach become the initial conditions for the next reach. 
Water quality equations 
Flow is assumed to be steady (invariant with time). The water 
quality equations represent two phenomena occurring ina slug of 
water as it travels downstream (Figure 3): 
1. Mass being added or removed from the water due to sources 
or sinks distributed along the stream channel. 
2. Biochemical reactions and interactions among constituents. 
Descriptions of the symbols used in the equations are shownin Table 2. 
The expression for rate change in constituent concentration due 
to lateral surface and subsurface flow can be expressed as follows: 
s. 
1 
de. 
1 
dt 
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when subsurface 
flow is into the 
stream . • (la) 
when subsurface 
flow is out of the 
stream •. (lb) 
Table Z. Description of symbols used in the water quality equations. 
CBOD 
C. 
1 
COLI 
CON! 
CONZ 
Benthic load for NH4N (mgl sq m/ sec) 
Benthic load for CBOD (mg/sq m/sec) 
Benthic load for N03N (mg/sq m/sec) 
Oxygen production from the benthic algae 
for DOXY (mg/sq m/sec) 
Benthic load for PHOS (mg/ sq m/ sec) 
Oxygen uptake by the benthic BOD for DOXY (mg/sq m/sec/ 
mg 11 oxygen) 
Carbonaceous biochemical oxygen demand (mg/l) 
Concentration of ith constituent in the lateral 
groundwater inflow (QQ) (mg/l) 
Concentration of the ith constituent (mg/l) 
Coliform bacteria (MPN /100 ml) 
Conservati ve constituent (mg./l) 
Conservative constituent (mg/l) 
Concentration of i th constituent in the lateral 
surface inflow (QS) (mg/l) 
:COXY Dissolved oxygen (mg/l) 
D sat Dissolved oxygen saturation concentration (mg/l) 
EL Elevation of element (m) 
K
Z 
Reaeration rate at ZOOC for DOXY (per sec) 
K3 First-order decay coefficient for NCON (per sec) 
K 4 Removal rate at ZOOC for COLI (per sec) 
K5 Removal rate for PHOS (per sec) 
578 
Table 2. Continued. 
K6 Decay rate at 20°C for NH4N (per sec) 
KA6 Removal rate (other than biochemical decay) for NH4N (per sec) 
KA7 Removal rate for N03N (per sec) 
KS Decay rate at 20°C for CBOD (per sec) 
KAS Removal rate (other than biochemical decay) for CBOD (per sec) 
NCON Nonconservative constituent (mg/l) 
NH4N Ammonium (mg/l) 
N03N Nitrate (mg/l) 
PHOS Available phosphorus (mg/l) 
F Net photosynthetic oxygen production by 
r ph ytoplankton (mg/l/sec) 
QG Lateral groundwater inflow (cu'm/s/m) 
QS Lateral surface inflow (cu m/s/m) 
R Hydraulic radius (m) 
S Source (or sink) for ith constituent due to 
lateral inflow (mg/l/sec) 
Time (sec) 
T Temperature (0C) 
TDS Total dissolved solids (mg/l) 
T f 
Temperature (OF) 
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where 
Qs = lateral surface flow (cm/m) 
Q
G 
'" lateral subsurface flow (cm/m) 
A '" average cross-sectional area (sq m) 
The total rate changes in the various constituent concentrations 
in the main channel are expressed by the following system of equations. 
Constituents 1 and 2. Conservative constituents (CONI and CON2). 
The rate change in concentration is influenced only by mass in-
put from lateral inflow. 
dC. 
1 
dt S., 1 1,2 
Constituent 3. Nonconservative constituent (NCON) 
(2) 
The rate change in concentration is influenced by first-order 
decay and by mass input from lateral inflow. 
(3) 
Constituent 4. Coliform bacteria (COLI) 
The rate change in concentration, MPN (most probable number 
per 100 ml), is influenced by first-order decay (death) and by mass 
input from lateral inflow. The decay rate (K4a ) increases with 
temperature. 
-K4a C 4 + S4 (4a) 
1. 047(T-20) (4b) 
Constituent 5. Available phosphorus (PHOS) 
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The rate change in concentration is influenced by fir st-order 
removal (algae uptake, precipitation, etc.), leaching from bottom 
deposits, and mass input from lateral inflow. 
(S) 
Constituent 6. Ammonium (NH4N) 
The rate change in concentration is influenced by fir st-order 
decay (biochemical oxidation to nitrate), first-order removal (uptake 
by algae, etc.), leaching from bottom deposits, and mass input from 
lateral inflow. 
dC6 
dt 
Constituent 7. Nitrate (N03N) 
(6a) 
(6b) 
The rate change in concentration is influenced by the accumula-
tion of oxidized ammonia, first-order removal (uptake by algae, etc.), 
leaching from bottom deposits, and mass input from lateral inflow. 
B 
K6aC 6 - KA7 C 7 + lOO;R + S7 (7) 
Constituent 8. Carbonaceous biochemical oxygen demand (CBOD) 
The rate change in concentration is influenced by fir st-order 
decay (biochemical oxidation), first-order removal (adsorption, settling), 
leaching from bottom deposits, and mas s input from lateral inflow. CBOD 
is modeled as the ultimate demand. Five-day BOD can be input to the 
model and is converted to ultimate BOD by a user- supplied conversion 
factor (BOD CON) as follows: BODU BODS* BODCON. Output is 
converted back to five-day BOD to be consistent with the input. 
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(Sa) 
(Sb) 
Constituent 9. Dissolved oxygen (DOXY) 
The rate change in concentration is influenced by reaeration 
across the surface, carbonaceous oxygen demand, nitrogenous oxygen 
demand, photosynthetic production by benthic algae, photosynthetic pro-
duction by phytoplankton, uptake by bottom deposits, and mas s input from 
lateral inflow. 
dC 9 
dt 
K = K2 1. OI59(T-20) 
2a 
T 
T f = .556 + 32.0 
(9a) 
(9b) 
(9c) 
D:
at 
24.S O.42!i9 T£+ O.003734T~ - O.OOOOI32ST: (9d) 
Dut D;at {exp [- Z88.00::~:~::~EJ}- {'e) 
Values for stream temperature may be input to the model as 
data for each reach. If stream temperature is not input, then stream 
temperature is held constant at 20 oC. 
Solution Technique 
The general purpose of this algorithm is to construct the 
closed-form solution for a system of constant coe££icient linear 
ordinary differential equations which can be solved in sequence. 
All possible solution forms to this type o£ system of equations 
have been grouped into the five categories shown in Table 3. For 
5S2 
In 
ao 
v.> 
Table 3. Solutions for term by term integration of model equations. 
Differential Equation Solution depending on values of the coefficients 
C~goryl---------.--~------------~--~--------.-------~----~----.-------------~-----r---------
Nurn.ber 
(1) 
1 
2 
3 
4 
5 
Left 
hand side 
(Z) 
Right 
hand term 
(3) 
dX + ~ X , •• t 13Z t .. dt 1 
dX I k dt + 13 1 X •• + 132 t + •• 
dX I ~z t dt + 13 1 X •• t 13Z e + •• 
[:11 = 0, ~2:1 0 
(4) 
I3zt t C1 
[:Iz ktl+ C 
-t I k+l 
13z ~Z t + C 
-e I S2 
dX I k S t I 13Z ~Z t dt t 13 I X •• + I3 z t e Z t •• ~z e f(t)tC1 
ft + 13 1 X I 0 CI 
~l + ~2 t 0 
[:11 '" 0, ~2:1 0 
(5 ) 
~z -p t 
- + C e 1 ~l I 
13z 
+ C -1\ t 
Ie 
I3z ' ,_ I;zt P. t..+p. e +C -l'lt ~.:: l'l 1 e 
13 1",o'Szto 
131+~Z=O 
(6) 
Not Applicable 
Not Applicable 
-13 t I3
zt 
e 1 + C -131 t Ie 
~Z = 0 
(7) 
Not 
Applicable 
Not 
Applicable 
Go to 
Category#l 
~2 ;2 t - ~ltll3z k+1 -131t -131tl Go to GTe f(t) + CIe k+1 t e + C1e Category #2 
Z I 
C1c 
-~lt 
Not Applicable I Not Applicable 
a) C
r 
is a constant of integration which incorporates the initial conditions of the system. 
k+l k I t(m-l) (_l)(ktm-1) 
b) f ::; E . 
(t) m=l (m-l)! 13, (k+2-m) 
a particular left-hand-side (column 2) and a particular term on the 
right-hand-side (column 3), solutions are shown in columns 4 through 
7 depending on the values of the coefficients. The solution for each 
of the differential equations can be expressed in the general form: 
x 
,t 
J ( 10) 
where i identifies the dependent variable, ni is the total number of 
terms in the solution, and ~, k, and ~ are coefficients. 
The algorithm operates on each equation in sequence. The 
fir st equation in the system is expres sed in the form Xl + G l' 1 Xl 
G 2 where the dot indicates the time derivative and values for the 
l, 
GiS are constant coefficients. The proper solution is selected from 
Table 3 and values of~. k, and S are calculated and stored for each 
term in the solution. The solution to the first equation is then sub-
stituted into the second equation resulting in the expression: 
( 11) 
This equation is then solved by superposing the solution (as shown in 
Table 3) for each term on the right-hand-side. Thus, each equation 
is operated on in sequence, first involving the substitution of appro-
priate preceding solutions and then conducting a term by term integra-
tion. 
The algorithm is basically one of accounting for all of the terms 
in a particular differential equation, identifying its form, and select-
ing the proper solution Irom a table. II a term becomes zero, it is 
dropped from the equation and eliminated from future calculations. 
Once a closed-form solution has been constructed by the algorithm, 
it c an be uS ed to calculate values for the dependent variable s in 
later calculations. This type of approach is much more efficient 
than using a numerical technique .and avoids distortions which may 
be significant in numer ical appr oximations. 
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Typical model responses 
A testing of the response of the model was made using a uniform 
stream and stream£low with three waste point load inputs and a tributary 
(Figure 4). Loadings of BODS' NH4 -N, and DO were used in conjunction 
with varying parameters associated with processes of oxygen metabol-
ism and moss fransfer. The factors studied were K2A (reaeration co-
efficient, days 1), PR (photosynthetic coefficient, mg/l-lday-l), K9A 
(CBOD) as similation coefficient, day -1), BO (benthic oxygen input from, 
-2 -1 -2 benthic plants, mg m day ), and BB (benthic oxygen demand, g m 
- 1 day). Values of K2A were 1. 0 for every run of the single factors, 
where the single factors had a zero value or a specific rate value (see 
Figure 5). Then a minimal sensitivity study was done for K2A (where 
K2A:: 0.1, 1.0, 5.0 days -1) and using all other factors at the specific 
rate value as used in the single factor studies. These results are 
shown in Figure 5 where DO variations are shown to re spond sensitively 
and logically. 
Model Application 
Model input data 
A schematic of the hydrologic system studied (Figure 6) shows 
several basic sources of water.' h d ea water s (H), loads (stream s 
and point sources, L), checkpoints (C) to compare results with ob-
served data, and junctions (3) between tributaries and terminations 
of the two major study reaches (T), The 1973 flows were determined 
for each of these points, a flow balance made, and then the calibra-
tion of the model performed. Hydrologic data and effluent quality 
data were obtained from USGS reports and the 303e reports. 
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The eHluent quality data are des cribed in Table 4 for the various 
alternative futures. The first grouping in Table 4 is for existing 
effluent flows and qualities as measured in 1973 303e studies (State 
of Utah, 1974; State of Colorado, 1974). Parameters for Bonanza 
were considered zero because at the present time there is no dis-
charge into the actual drainage system (White River). Where data 
were not available, estimates were made. Estimates were based on 
McGauhey and Middlebrooks (1972) and were as follows: NH4 -N = 
10 mg/l, P04 -P 10 mgtl, other parameters judged on basis of 
surrounding water quality. 
The next groupings were for the years specified by PL 92-500 
(1977, 1983, 1985) and a future benchmark year (2000). In 1977 the 
basis of State of Utah standards, BPT, is defined as 25 mg/l BODS' 
SS, and 2000 MPN/lOO ml coliform. Utah specifies that in 1980 an 
effluent standard appropriate to BAT will be defined; to relate to 
Colorado it is assumed that those 1980 standards will still be in e££ect 
in 1983. In 1985 two alternative EOD conditions were considered: 
(I) zero discharge of pollutants .and (II) zero discharge of flow and 
pollutants. EOD(I) effluent levels were estimated by assuming that 
BODS' NH4 -N, coliform, and SS were zero and that other parameters 
were equal to influent to the water system, i. e., the water quality 
at an upstream station for TDS, Cl-, PO 4-P, N0 3 -N, and DO. EOD(II) 
was simply a matter of flow adjustment to zero so that no effluent 
entered the stream. 
Effluent flow estimates as affected by population increase were 
obtained by assuming (1) 90 percent of the population increase in an 
OBERS subregion would enter the larger communities, (2) the popula-
tion increase in a subregion could be determined for a specific county 
by determining the ratio of the county population to the subregion 
population, and (3) that the population increase in the target cities 
(Table 4) would be the cities in the subregion to increase in population. 
Bonanza was the exception to these sets of assumptions; it was 
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Table 4. Effluent flow and quality of major waterwater treatment plants in the Green River 
reach study area. 
= 
Flow mill fColi '"' CoUform •• MPNlIOO mIl 
WW'TP Year (CrS) TIlS CI" 5S COLl NHy-N PO.~p NO ,II CBOD 00 
Vuu.t 1911 .sa .S !~b 4300 10.0b 13.1 2 •• 2. 6.6 Oucb •• ae c:allb .... U011 .. '.0 ::~~ U't. 2,300 6.0b I~: ~~ ~:~! I. , '.2 M •• kol' Itha"UM 0.17 SO. <7 2.0 IO.Ob S' I.S 
Rua·ly 0" 13 :~~:b :~b IS 2400 I •• '!;; 10.0b O.6b " 14.2. Bona» .. • •• lO~::b &0.0 10,0 O. S IZ S.S Pric. 8.0 :996 60 ',S 8.' 18.0 4,45 47 S. , 
Vernal 1977 '.8 'S ZS 2000 10.0 10.0 ... 2. 6.6 
Dui:h~.u. {OBER.St I •• 1920 12. 2. ZOOO •• 0 0.55 0.15 as '.Z 
Me.ker BPT 0.17 1000 SO 2. 1000 10.0 to.O I •• 2. I.S 
R ..... l, o.n 1000 75 2. 2000 7 •• 20.0 0.6 2 • .... 2 
BOIlI.(\ •• • taOo • 0 2. 2000 10,0 10,0 0.' 2S B.S Price' S.O 2.996 60 25 ZOOO S.' Hl.O .,45 2 • S. , 
Veroal 1985 ••• ,. 10 20. 10.0 10.0 ... 10 6.6 Ouch •• n. (OB£I\51 '.0 1920 U. 10 .00 B •• 0.55 O. is 10 '.2 
M..ker BAT 0.17 1000 SO 10 200 10.0 10.0 1.0 I. ... 
Raui·ty o.n 1000 7. 10 200 '.0 10.0 0.6 10 14,2 
Soun ... 0 !ZOO .0 I. 200 10.0 )6,0 O •• 10 B.S 
Price •• 0 2996 60 10 200 S.' 18. I) '.45 10. .. , 
V ... W 19U '. , ••• 'S 10 200 10.0 10.0 O. S 10 6.4 
'" 
Ducb •• ,.. (blah ace ... ,) 1.1 191ft IZS 10 200 S.O 0.5,5 O.IS 10 1.2 
<D .M.eker BAT ... 1000 a. 10 20. 10,0 10.0 1.0 10 I.S 
0 Rana.1, ... 1000 7S .0 200 7.' 10.0 0.6 10 14.2. . 
BOGAD.'" 0 IlOO ,0 10 .. 0 10.0 10.0 O. , .0 •• S 
Prie. 
.. ' 299il . '0 10 200 ... 18.0 4 •• 5 10 S. , 
V .. u.l 1985 1 l.l 28' 10 0 • 0 •• 1 0 • 6.6 Du<:burua (08£1\51 1.1 )90 I.' 0 '0 0 O. , 0 • 1.2 Me.ker EOO .22 59' .. 0 • • 0,05 O. ,6 • l.a Rugal, • 18 .. ' .. 0 0.05 0,16 0 14.2-Bonaqt" 0 '91 .. 0 0.05 0.16 S •• 
Price •• 5 '21 ... O. l.fi O.OS S.l 
Vua-.1 %000 6.2 .S. '8 
" 
2000 10.0 10.0 O. , 2S 6 •• 
lAld'eltle (£) 2 •• 19z0 I" 25 1000 S.O 0.55 O. IS 25 '.2 
Meeker BPT 2..2.1 1000 SO 25 ZOOO 10.0 10,0 1.0 2. 1 •• 
Ranlely 2..18 1000 1S 2. .2,000 7.0 10.0 0.6 ZS 14.2 
Bonan ... 1.2 ll00 '0 IS 2000 10.0. 10.0 0.' IS •• S 
Pdco ll.t 2996 60 2' 2.000 .. ' U!.O 4.45 lS •• 1 
Vonal 2000 6.' .sa ,. ,0 ZOO 10.0 )O.Q O. S 10 '.6 
OUcb ...... (Ii:) 2.0 1910 12' '0 200 B.O O.5S 0.15: 10 1.2 
M.ak.r 8AT Z.2Z 1000 eo 10 200 10.0 10.0 1.0 10 I.S 
A.·llleiy •• 18 1000 75 10 ZOO 7.0 iO.O O •• 10 If~Z 
Boo.a.nJ-a I.Z L2.00 90 1. ZOO 10.0 10. G .. , 10 ... 
Price n. ) 2996 •• ,. 200 a.' lB.O 4.45 10 •• 1 
~ R.iver Mil_ 
10,1913 (Slate <>I utah. 1914) ~CI'6.k (ACN.M ll."} into Cir.ac at aRM 291.01 
lO.1971 (St&t. at UtAh. 1914) [)ucha.l'I. RM b4.8 
M •• Il.1' 11.1913 {SI&t. ot Cblar&do~ 19141 While RM IfiO 
Rangoly May lOt 1971 ~St&te ot Colondo~ 1974) White RM 82: 
Bon.fu:a Sept. 11,1973 (Slata of Utah. J914} White RM Sl.Z (.etuaUy Coyote Wuh) 
Prio!;. S.pt. 24,1973 ISh.ta 01 utah. 1974) Prh;:e RM 18. 15 
ltNo (h.ta.; v:ili.lue. wera 15ltim&t.d. 
assumed that the population of Bonanza would increase because of 
oil shale development and would attain 8000 people in 2000, all of 
which population would increase during 1985 to 2000. These assump-
tions can be states in equation form as follows: 
(P "t" 1970 1") (0 9) (county population, 1970) rOJec lon - popu atwn • (subregion population, 1970) 
+ urban population in county, 1970 projected urbanp'opulation 
Because no population increase occurs under OBERS E projections 
and because energy impacts on population projections are minimal 
until 1983 (Table 5), only population increases for 1983 and 2000 were 
studied. The population increase was apportioned to the towns on the 
basis of population (Table 5). Effluent flows were calculated based 
on an additional 100 gpd per capita. This last assumption is unreal-
istic in terms of likely technology for the study area (lagoons) but 
errs conservatively. 
Model calibrations 
As can be seen in Figures 7, 8, 9, and 10, the calibration 
between predicted and true values for DO, CBOD, coliforms, and 
suspended solids was adequate. Considerable difficulty arose in cal-
ibration due to the few check points available (9 in the basin during 
August, the critical flow period), th.e lack of good data on the water 
quality parameters and the relative inadequacy of £low data. However, 
based on experience with streams in the study area and elsewhere in 
the intermountain region it is felt that the data and the model as devel-
oped represent a reasonable estimate of the water interactions in the 
study area. 
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Table 5. Increases in population for target towns. 
Base 
PO,Eulation Increase in POEulation (total EO [2.) 
1970 1983 2000 
Vernal 3908 1947)5855) 20,544 (24,452) 
Duchesne 1094 545 (1639) 5756(6850) 
Price 6218 3099 (9317) 32,705 (38, 923) 
Bonanza 150 8000(8150) 
Rangely 1591 3365 (4956) 12,714 (14,305) 
Meeker 1597 3365 (4962) 12,714(14,311) 
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Manageme nt Alternative s 
In the study area it was as sumed that the re strictions of effluents 
by state laws would supercede the requirements of PL 92- 500 for 
WWTP effluents. In a practical sense Utah's effluent standards are 
utilized because they are the most stringent in the study area so far. 
Thus, the deadlines of 1977 (BPT), 1 1983 (BAT), 19851 (EOD) would 
be applied to effluents of the six communities described previously; in 
addition, these same treatment levels would be applied to effluents 
from the communities after adjustment of populations for the year 2000. 
Projected Effects of Quality PL 92-500 
on Water Quality 
In obtaining those results, the calibrated model was utilized and 
changes in flow and loadings for the six communities were made as 
shown previously in Table 4. Values are plotted for different alternat~ 
futures only for the first downstream checkpoint because the effluent 
loads most likely have greatest impact at that point. The alternate 
futures shown are 1977 (OBERS, BPT), 1983 (OBERS, BAT), 1983 
(high energy, BAT), 1985 (EOD), 2000 (high energy, BPT), 2000 (high 
energy, BAT). Other combinations would have essentially the same 
eHect as these alternate futures. 
Oxygen 
As can be seen, no significant impacts from the municipal 
effluents on dissolved oxygen (DO) could be observed. Essentially 
lBPT is Best Practicable Treatment and represents 25/25 for 
BODS and suspended solids, 2000 MPN/100 ml for coliform; BAT is 
Best Available Treatment and represents 10/10 for BODS and suspended 
solids, 200 MPN/lOO ml for coliform; EOD is Elimination of Discharge; 
I represents 0/0/0/0 for BODS, su~pended solids, NH4 -N, coliforms 
and water intake concentrations for other paramter s; II represents 
zero effluent flow as will likely be practiced wherever possible. 
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BOD and NH 4 discharges had no measurable effect on DO (Figure 11). 
Thus, even at high energy development when BOD loads might be 
expected to increase reaeration was adequate to replace the oxygen 
used in degrading the BOD before reaching the downstream check-
point. No violations of stream water quality standards of Utah (6 
mgtl) or EPA (5.5 mg/l) were observed. 
Es sentially no impacts on BOD concentrations were observed 
from the Duchesne or the White River communities (Figure l2). BOD 
concentrations below Price are already high and would be decreased 
by implementation of BPT and BAT (Figure 13). BAT will ha ve an 
impact downstream of Vernal (Figure l3), also; however, effluent 
quality of Vernal is already within BPT value. The long range im-
pacts of whether BPT or BAT are utilized indicate a probable BOD 
problem in 2000 if population increase due to energy development 
occurs. Vernal discharges into Ashley Creek which has little dilution 
capacity. Thus, it would be expected that violation of Utah BOD 
stream standard (5 mg/1) might occur by the year 2000. This shows 
the need to consider dilution and the possible effects of continued 
diversions and water depletions in the study area. 
Coliforms 
Significant variation in total co1iforms occurred between the 
different sites (Figure 14). In the Duchesne, White, and Ashley 
Creek, coliforms are less than Utah stream standards and no signifi-
cant impacts of the waste effluents could be seen except for BPT in 
the year 2000 as loading due to population increase caused a slight 
increase. In the Price, the coliform concentrations exceed standards 
upstream of the WWTP discharge and the effluent has little relative 
impact on the stream concentrations. Thus, more chlorination of 
effluent would have little impact. Upstream activities probably in-
cluding significant but small feedlots and dairy operations plus the 
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operation of an animal by-products industry probably are responsible 
for the violation of the stream standards. NPDES permits 
were not issued for any wastewater sources in the immediate area 
except Carbon-Emery By-products into Drunkards Wash. 
Suspended solids (SS) 
As can be seen in Figure 15, little impact of treatment occurred 
with respect to 5S. This occurs primarily because there is a 
naturally high level of SS in the study area streams and throughout 
the Colorado River Basin; the roily turbid waters are oneof the 
aspects for which the river is noted. The White River has the high-
est natural sediment load (about 230 mg/l), the Price River has less 
than 75 mg/l SS, while the other streams have less than 30 mg/l SS. 
No stream standards exist for suspended solids, natural and/or dis-
turbed vegetation areas have the major impacts on stream 5S loads; 
thus, more detailed analysis of this problem needs to be performed 
than current data allows. 
Conclusions 
Application of the S5AM model to the Lower Reach of the Green 
Ri ver and its tributaries indicated that Utah State stream standards 
will be exceeded in very few cases. For high levels of development 
(1. e., the year 2000 estimates) BOD and coliforms may cause some 
localized problems. Problems associated with stream flow, land 
uses, and non-point sources appear to be of more concern than the 
point loads which receive prescribed levels of treatment. 
The model (SSAM) was found to be a useful tool in this applica-
tion. The model is relatively easy and inexpensive to apply and the 
resolution of the predicted values are commensurate with the data 
available for calibration and the objectives of the study. 
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SOME ASPECTS OF GROUNDWATER SUPPLIES 
IN THE UPPER COLORADO RIVER BASIN 
by 
Orson L. Anderson'~ 
Intr oduction 
1£ the energy resources of the Upper Colorado River Basin are 
to be exploited in suHicientamounts to relieve the energy bind of the 
nation, in particular that·of the Southwest, then correspondingly large 
amounts of water in the Upper Colorado River system are required 
for the energy development, unless the technology of power develop-
ment is changed. 
In the Upper ColoradoRi ver Basin, the area containing ener gy re-
sources (coal, oil shale, oil, natural gas, and uranium) is very 
sparsely populated (the larger towns are Rock Springs, Wyoming; 
Grand Junction, Colorado; Price, Utah; and Farmington, New Mexico) 
(Figure l). Energy is exported from the Upper Basin into the popu-
lated load centers. In the sparely populated areas, energy projects 
are planned to be coincident with the location of the resources, but 
these are the very areas in which surface water is scarce. 1£ mine-
mouth power plants are constructed, the water allocated to the state 
containing the energy resource must be used for the production of the 
energy, in spite of the fact that the energy often is being produced for 
consumption in another state. The Law of the River is such that it is 
extremely unlikely in the short term that institutional arrangements 
can be made to transfer a water right from a state using the energy to 
the state in which power is actually produced. 
For these and other reasons, it is very important to quantify the 
amount vf water th<it is in the Colorado River, so that the quantity 
*University of California, Los Angeles. 
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apportioned to each state can be estimated as accurately as possible. 
Any proposed power project must have relatively secure water rights 
in order for financing to be obtained, yet the state engineer who 
awards this water right to the project has to be sure that the amount 
of water awarded actually is available under conditions of variable 
water flow and in the context of other demands and rights. 
Upper Basin ground water for 
power production 
Not all coal-based powerp1ants in the Upper Basin involving 
California utilities are based on the use of surface water. In 1974 a 
power utility known as Intermountain Power Project (IFP) found a 
large flow of ground water near Caineville, Utah (see Figure 2 for the 
location). The ground water is in the Henry Mountain Basin. The 
following is quoted from the IPP booklet (4);* 
It is estimated that the nominal 3,000 MW IPP project will 
require 50,000 acre-feet of water annually for cooling 
purposes. 
To meet these water requirements, in the arid south-
central region of Utah, ICPA undertook an agressive and 
extensive program in 1971 to obtain an adequate water 
supply. 
Applications were filed in the Caineville area for unappro-
priated surface and ground water ~o supply project require-
ments. The surface water would come from the Fremont 
River which flows through Caineville. 
Favorable results have been obtained in connection with 
an ICPA test well drilled about 3-1/2 miles northwest of 
Caineville in Wayne County. During fall and winter 1973, 
the well was drilled to a depth of 760 feet, thus reaching 
92 feet into the main Navajo Sandstone. Test pumping in 
"'IPP 
LADWP 
ICPA 
SCE 
Intermountain Power Project 
The Los Angeles Department of Water and Power 
The Intermountain Consumers Power Association 
Southern California Edison 
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Figure 2. 
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this well in early February 1974 produced 7 cubic feet per 
second flow (approximately 1, 000 acre-feet per year) and 
thereafter 3, 1 cis artesian flow. These results have 
prompted ICPA oIficials to describe this well as a' major 
water find - possibly the largest in the State's history' 
[actually 7 cubic feet per second flowing for a year is 
about equal to 5, 000 acre-feet]. 
A new IPP test well is currently being planned near the 
existing ICPA well in the Red Desert [west of Cainevillel. 
This new well is planned to extend approximately 1,700 
feet beneath the surface to the bottom of the Navajo Sand-
stone aquifer. The new well will provide additional data 
regarding the quantity and quality of the ground water and 
identify numerous characteristics of the aquifer. 
Deep ground water in the Black Mesa Basin north of Flagstaff, 
Arizona, is presently used by a coal resources development concern. 
Water from this source is used to transport Black Mesa coal by slurry 
pipeline to the Mojave coal-fired plant in Nevada, which serves 
LADWP and SCE. This flow amounts to about 2,300 acre-feet per 
year. 
A photograph of a clay model of the major structural basins of 
the Upper Colorado River Basin, was constructed from the Tectonic 
Map of North America (5). The surface of the model represents the 
elevation relati ve to sea level of the top of the Dakota sandstone, as 
taken from the topographic map. Of course, the earth's present sur-
face does not conform to the top of Dakota, as it is deeply buried by 
younger rocks in many areas and has been -eroded away in others. Also, 
the vertical relief is exaggerated in the model for clarity. The con-
tours of the Dakota sandstone modelled in the photograph show a number 
of major structural basins in the Upper Colorado River Basin, 
Within each of these structural basins is a major coalfield, a major oil 
basin, or a major oil shale deposit. About 1, 000 feet stratigraphically 
below the Dakota sandstone in the basins of southern Utah is the main 
aquifer, the Navajo sandstone, which was mentioned in the IPP report 
quoted above. 
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Figure 3 is a sketch of the structural basins taken from the day 
models. In Figure 3, major water recharge areas are also shown, 
for example, the Water Pocket fold and the San Rafael swell which 
are recharge areas of the Henry Mountain Basin. 
The structural basins of the Colorado Plateau contain ground 
water in sedimentary rocks and fractured volcanic rocks. Discus sion 
in this Bulletin is re stricted to this type of ground water re servoir. 
There are other types of earth materials, however, such as uncon-
solidated materials (alluvium or gravel), which may serve as natural 
reservoirs for ground water. Water contained in alluvium within 
fault basins also is tapped in the Southwest, particularly in the basin 
and Range Province and while alluvial basins are important sources 
of water (especially in Arizona, Nevada, and western Utah), they are 
not available as a major water source within the Colorado Plateau 
Province which contains most of the Upper Colorado River Basin. 
Ground water reservoirs can also be classified in terms of their 
size (whether they are local or regional in extent). Most aquifers in 
unconsolidated materials are localized because they are found in allu-
vial valleys, bounded by fault blocks. On the other hand, ground 
water reservoirs in bedrock, such as in the Navajo sandstone, can 
possibly extend tens and hundreds of miles. 
Ground water divides, analogous to drainage basin divides on 
the land surface, separate ground waters of one basin from those of 
another. Often, ground water divides can be moved by an exceptional 
extraction of ground water from one side of the divide. Thus, the 
hydrologic highs will correspond only approximately to the saddle points 
of basins, demonstrated in Figure 3. 
The important deep aquifers of the Colorado Plateau are the 
Navajo, Entrada, and Wingate sandstones. Of these, the Navajo sand-
stone forms the best aquifer because of its unusual microscopic struc-
ture. It is composed essentially of rounded grains of quartz, cemented 
by quartz or in some cases calcite (calcium carbonate). On a micro-
scopic scale, Navajo sandstone is porous. The void space of Navajo 
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sandstone is typically high, amounting to 15 to 30 percent (25 percent 
is the typical porosity). The voids are interconnected so that the sand-
stone is highly permeable (water flows easily through it). 
Most of the basins in Figure 3 could conceivably contain large 
ground water reservoirs, because the sedimentary beds surrounding 
each basin dip inward toward the basin center. Thus, water entering 
the rocks at the basin margins presumably percolates slowly down the 
dip of the sedimentary formations toward the bottom of the structural 
basin. Aquifer s in the center of basins have been filled slowly over 
geologic time. 
In many cases, these aquifers lie at rather large depths (Irom 
2,000 to 5,000 feet) below the sur face. While little attempt has been 
made to prove by drilling that the basins are filled with water, there 
appears to be no geologic reason why the Navajo sandstone aquifers in 
the bottom of the basins should not be filled. The volume of Navajo 
sandstone in the lower part of the b l1sins is so large that they could 
hold tremendous amounts of ground water. A basin 50 miles wide 
(assuming the aquifer to be 1,000 feet thick and to have a porosity of 
25 percent) could contain several hundred million acre-feet of water. 
Goode (6) estimated that there is about 20 maf of deep ground water in 
the Navajo sandstone of the Kaiparowits Basin and that about half of 
that amount should be available for development from depths of less 
than 400 feet. 
It is important to note that the potential of these ground water 
reserves will be affected by possible slow delivery rates or by adverse 
water quality. Basins with thick sections of Cretaceous or Tertiary 
rocks, such as the Piceance Creek and San Juan Basins, will probably 
have saline water. 
The recharge areas (exposed Navajo sandstone with the appro-
priate dip) surrounding the basins are quite large (especially those 
surrounding the Henry Mountain and Kaiparowits Basins). The basin's 
annual recha::ge rate equals the aquifer's exposed area multiplied by 
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an appropriate fraction of the rainfall. Exposed volcanic rocks often 
change this computed recharge. 
Some o.f the ground water in the Navajo sandstone in the Upper 
Colorado River Basin drains to and helps support the flow of the 
Colorado River and its tributaries. In these instances, large with-
drawals of ground water would adversely affect the surface water flows. 
Consequently, there are legal constraints in the large- scale develop-
ment of ground water (7). The Kaiparowits Basin and the Henry 
Mountains Basin appear to have minimal connection between ground 
water and the surface water supply of the Colorado River System. 
Summary 
Water stored in the deep Navajo sandstone aquifer lying beneath 
much of the Upper Colorado River Basin represents a potential source 
of water for tapping the substantial energy resources of the basin. 
There are, however, physical and legal problems associated with the 
development and utilization of this source of water. In many cases 
the Navajo sandstones lie at from 2,000 to 5,000 feet (610 to 1,525 
meter s) below the land surface. From a legal viewpoint it is impor-
tant to determine whether the ground water is connected to the surface 
water system of the Colorado River drainage. If it turns out that the 
ground water is ,not connected with the surface water of the Colorado 
River, then a case can be made that this water is not subject to the 
Law of the River. 
ReHnement of geochemical methods of distinguishing between 
ground water in the Navajo sandstone and Colorado River surface 
water will be important for this purpose. Research applications in 
this area should be encouraged, especially those which disclose resi-
dent time ofthe ground water. Reynolds and Johnson (9) have analyzed the 
major element geochemistry of Lake Powell and its immediate tribu-
taries, and their work could be the basis of the needed new study. 
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