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RÉSUMÉ 
Malgré de nombreuses lacunes au niveau sécurité, les équipements sans-fil deviennent 
omniprésents: au travail, au café, à la maison, etc. Malheureusement, pour des raisons de 
convivialité, de simplicité ou par simple ignorance, ces équipements sont souvent configurés 
sans aucun service de sécurité, sinon un service minimal extrêmement vulnérable. Avec de 
telles configurations de base, plusieurs attaques sont facilement réalisables avec des moyens 
financiers négligeables et des connaissances techniques élémentaires. Les techniques de détection 
d'intrusions peuvent aider les administrateurs systèmes à détecter des comportements suspects 
et à prévenir les tentatives d'intrusions. 
Nous avons modifié et étendu un outil existant (Orchids), basé sur la vérification de mod­
èles, pour détecter des intrusions dans les réseaux sans-fil. Les attaques sont décrites de façon 
déclarative, à l'aide de signatures en logique temporelle. Nous avons tout d'abord développé et 
intégré, dans Orchids, notre propre module spécialisé dans l'analyse des événements survenant 
sur un réseau sans-fil 802.11. Par la suite, nous avons décrit, à l'aide de signatures, un certain 
nombre d'attaques, notamment, ChopChop - à notre connaissance, nOLlS somme les premiers à 
détecter cette attaque -, ARP Replay, et la deœut1tentication fiooding. Ces attaques ont ensuite 
été mises en oeuvre, puis détectées avec succès dans un environnement réel (trois machines: 
client, pirate et détecteur d'intrusion, plus un point d'accès). 
Mots-clés: sécurité, détection d'intrusions, réseaux sans-fil, vérification dc modèles. 
INTRODUCTION
 
Malgré de nombreuses lacunes au niveau sécurité, les équipements sans-fil deviennent 
omni-présents : au travail, au café, à la maison, etc. C'est la simplicité de leur mise en place 
et de leur maintenance qui a amené à les préférer aux solutions filaires qui sont pourtant plus 
sécuritaires. Malheureusement, pour des raisons de convivialité, de simplicité ou par simple 
ignorance, ces équipements sont souvent configurés sans aucun service de sécurité, sinon un 
service minimal extrêmement vulnérable (WEP avec clé spécifique au constructeur). 
Avec de telles configurations de base, plusieurs attaques sont facilement réalisables avec des 
moyens financiers négligeables et des connaissances techniques élémentaires. De ce fait, plusieurs 
solutions ont été proposées pour mieux sécuriser les réseaux sans-fil. Parmi ces solutions on 
trouve les corrections logicielles, les VPNs, les VLANs, les filtres, les détecteurs d'intrusions, 
etc. Chaque solution convient mieux à un besoin spécifique ou à une architecture spécifique. 
Par exemple, les techniques de détection d'intrusions peuvent aider les administrateurs systèmes 
à détecter des comportements suspects et à prévenir les tentatives d'intrusions. 
Dans ce mémoire, on discute des solutions basées su r la détection d'intrusions dans les 
réseaux locaux sans-fil 802.11, et on propose une nouvelle approche fondée sur la logique décrite 
dans «Log auditing through model-checking» [26] et mise en œuvre dans Orchids [231. 
Dans le premier chapitre, on fait une introduction à la technologie des réseaux locaux 
sans-fil 802.11. On s'intéresse particulièrement aux formats des trames et à la description des 
messages échangés pour le contrôle, la gestion, et l'exploitation des canaux de communication. 
On présente ensuite un aperçu de quelques faiblesses dans le standard IEEE 802.11 ainsi que les 
attaques qui permettent d'exploiter ces faiblesses. 
Dans le deuxième chapitre, on présente plusieurs méthodes utilisées pour la détection des 
attaques et on montre que selon le besoin on peut préférer une méthode à une autre. On présente 
ensuite quelques défis auxquels sont confrontés les outils de détection <;l'intrusions. On termine 
le chapitre en présentant des solutions de détection d'intrusions spécifiques aux réseaux sans-fil 
802.11. 
2 
Le troisième chapitre est consacré aux méthodes de vérification de modèles (model-check1:ng). 
On s'intéressera plus particulièrement à la modélisation des systèmes réactifs à l'aide des auto­
mates et à la spécification des propriétés temporelles. Ce chapitre illustre, en fait, les fondements 
de la logique utilisée dans Orchids. 
Dans le quatrième chapitre, on parle d'Orchids. On présente son architecture, la logique 
qu'il met en œuvre et son langage de spécification des attaques. On présente ensuite le processus 
d'analyse utilisé dans le noyau d'Orchids en se basant sur un exemple simple de simulation 
d'automate. 
Ensuite, on présente successivement, dans les chapitres 5 et 6, les détails de la mise en 
œuvre du module sans-fil 802.11 pour Orchids et les expériences effectuées sur notre plateforme 
de tests ainsi que les résultats obtenus. Ces deux chapitres forment le noyau de notre propre 
contribution. 
CHAPITRE 1 
RÉSEAUX LOCAUX SANS-FIL 802.11 
Les technologies sans-fil gagnent du terrain par rapport au traditionnel câble et ce dans 
tous les domaines de l'informatique et des télécommunications. Que ce soit pour les longues 
distances avec le WiMAX, les courtes distances avec le WiFi ou les très courtes distances avec 
le Bluetooth, l'infra-rouge, etc., plusieurs raisons incitent à préférer le sans-fil au càble. 
Dans ce chapitre, on va se limiter à la technologie 802.11 1 plus communément connue 
sous le nom commercial WiFi. Dans la première section, on introduit la terminologie utilisée 
dans ce domaine en présentant les protocoles associés et les différents modes de fonctionnement. 
Ensuite, pOlir une meilleure compréhension des techniques de détection d'intrusions illustrées 
dans la suite de ce mémoire, on a choisi de consacrer une section à la présentation des différentes 
catégories et en-tètes des trames 802.11. Enfin, on parlera des problèmes de sécurité observés 
avec cette technologie. 
1.1 Introduction aux réseaux locaux sans-fil 802.11 
Le premier standard de réseaux locaux sans-fil IEEE 802.11 a été créé en 1997. Cela dit, 
avec des débits de l'ordre de 1 à 2 Mégabits par seconde, ce standard n'a pas connu beaucoup 
de succès. Il a fallu attendre jusqu'en 1999 pour que la Wi-Fi Alliance2 se mette à travailler 
avec l'IEEE pour pousser la vente de cette technologie en élaborant ce qui est devenu le premier 
standard de réseaux locaux sans-fil vendu dans des produits certifiés. 
l Par abus de langage, on parle de «technologie 802.11» en faisant référence au standard 802.11 de l'IECC 
(fnstitute of Electrical and Electronic Engineers) normalisant les technologies des résea.ux locaux sans-fil. 
20rgan isation à but non lucratif regroupa.nt plus de 250 membres incluant les plus grands industriels 
oeuvrant dans le domaine du sans-fil (\lw.wi-fLorg). 
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Depuis, la norme IEEE 802.11 a évolué en proposant de meilleures solutions avec de plus 
hauts débits, une plus grande fiabilité, une plus grande couverture, une meilleure sécurité, etc. 
Plusieurs groupes de travail ont été créés au sein de l'IEEE pour s'attaquer à ces différentes 
problématiques3 . Par exemple, le groupe TGn étudie la possibilité d'augmenter le débit à plus 
de 100 YIégabits par seconde. Le groupe TGr étudie, quant à lui, la possibilité de réduire le temps 
pour transférer la connexion d'une station lors de sa transition entre deux points d'accès (temps 
de handover horizontal). En ce qui concerne la problématique de la sécurité, le groupe TGi a fini 
par proposer le standard 802.11i améliorant les mécanismes de protection et d'authentification. 
De leur côté, les groupes TGe et ADS (Advanced Secm'ity study gr-oup) sont encore actifs sur 
cette même problématique en s'attaquant respectivement à la qualité de service et à la sécurité 
des trames de gestion. 
La mise en œuvre des différents standards IEEE 802.11 est effectuée au niveau de trois 
couches: matériel, micrologiciel (firmware) et pilote (voir figure 1.1). La couche matériel est 
constituée essentiellement d'un jeu de puces (chipset) et d'une interface radio (une ou plusieurs 
antennes, un amplificateur, un synthétiseur, etc.). Le micrologiciel est embarqué dans le con­
trôleur d'accès au média (Medium Access Controller) situé au niveau du jeu de puces. C'est 
ce composant qui «accomplit la plus grande partie de la gestion fondamentale du protocole 
802.11» [32]. Pour communiquer avec le matériel, le noyau du système d'exploitation a besoin 
d'un pilote qui sert aussi à gérer les interruptions. Le pilote est donc l'interlocuteur privilégié 
des deux côtés (système d'exploitation et matériel). 
Noy<lU du !lystéme clexploit1\tion 
Pilote 
, 
- , 
) Mlcrologiciel
, " 
Maime! 
'--K=J 
~. 
Figure 1.1 Couches impliquées dans la mise en œuvre des standards IEEE 802.11. 
3http://grouper.ieee.org/groups/802/11/QuickGuide.IEEE_802_WG_and_Activities.htm 
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Plusieurs équipementiers ont choisi de publier la documentation de leurs chipsets (parfois 
partiellement) pour permettre ainsi à la communauté du logiciel libre de développer des pilotes 
à code source ouvert (open source). D'autres ont, par contre, choisi de ne rien publier; ceci 
n'a pas empêché des développeurs de faire un travail de reverse engineering et de distribuer 
des pilotes en logiciel libre (c'est le cas par exemple des interfaces à base du chipset rSL38xx 
d'IntersiI4 ). 
Chaque interface sans-fil (ensemble du matériel, du micrologiciel et du pilote) peut sup­
porter un ou plusieurs modes de fonctionnement. Le mode ad hoc permet de créer une archi­
tecture réseau avec une cellule de base indépendante (IBSS - Independent Basic Service Set). 
Dans ce cas, les stations peuvent communiquer soit directement, si elles sont assez proches, soit 
à travers d'autres stations (sans passer par un point d'accès). La figure 1.2 présente un exemple 
d'architecture avec mss: On voit que les stations STA3.2 et STA3.3 communiquent directement 
puisqu'elles sont physiquement proches. Par contre, STA2.3 doit passer par STA2.2 et STA 1.2 
pour arriver à communiquer avec STA 1.1'. 
less 1 IBSS2 
IBSSj 
Ug"lde: 
o Cellule de base Indépendanté ((BSS) 
5TA3. 
~ Slation (mode ~d hoc) 
Figure 1.2 Architecture en mode ad hoc. 
4~wu.intersil.com 
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Le mode maître (master) permet, quant à lui, à une interface 802.11 d'agir comme un 
point d'accès en offrant des services de synchronisation et de retransmission. Dans ce cas, on 
parle d'une architecture avec infrastructure dont le point d'accès représente l'élément central 
de chaque cellule de base (BSS - Basic Service Set). Les stations doivent se mettre en mode 
contrôlé (managed) pour pouvoir utiliser les services d'un point d'accès. La figure 1.3 présente 
un exemple d'architecture avec infrastructure. On voit que chaque cellule de base contient un 
seul point d'accès et plusieurs stations. Les points d'accès peuvent communiquer entre eux en 
utilisant n'importe quelle technologie (filaire où sans-fil). Comme on peut le remarquer, bien 
que STAI.I et STAl.2 soient proches l'une de l'autre, elles doivent impérativement passer par 
le point d'accès API pour communiquer; de même pour les stations STA2.2 et STA3.1. 
BSSI DSS2 
1srAI 21 
d 
AP2 
API 
13SS3 
A" 
• Poinl d'ncch (mode masler) 
o Cdlule de ba5t (OSS) 
~ Slill'Of! dienl (modt man-sC'd) 
Figure 1.3 Architecture avec infrastructure. 
Le mode moniteur (RFMON - Radio Prequency Monitoring) est souvent confondu avec 
le mode écoute (promiscuous) cl'Ethernet, or ce sont des modes différents. En effet, si on prend 
l'exemple d'une architecture avec infrastructure présentée à la figure 1.4, on remarque que les 
zones de couverture des cellules de base se recouvrent en partie. Si la station STAI, qui se trouve 
dans un espace couvert exclusivement par la cellule de base BSSl, se met en mode moniteur, 
elle ne verra que les trames émises par le point d'accès API. Par contre, si la station STA2, qui 
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se trouve dans l'espaœ commun aux cellules de base BSSI et BSS2, se met en mode moniteur, 
elle verra les trames émises par API et AP2. Maintenant si STA2 se met en mode contrôlé, 
s'associe à API et se met ensuite en mode écoute, elle ne verra que les trames émises par APL 
Donc, le mode écoute ne fait que désactiver le filtre d'adresses MAC (Mediu.m Access Control) 
de la carte et permet ainsi d'accepter toutes les trames observées sur le r'éseau auquel la carte est 
attachée. Par contre, dans le mode moniteur, la carte n'est associée à aucun réseau et permet 
donc de récupérer toutes les trames qui l'atteignent. 
/ 
1 
1 
/ 
./ 
• 
\ 
\ 
\ 
.,~ 1. 
i 
t ".. 
\ '. 
• I... P2 ii 
1 
1 
\ / 
\ 1 
\ 1 
/ ,/ ............. Z~(,~·J.·. 
4yP>SS2 
Figure 1.4 Exemple de deux cellules de base qui se chevauchent partiellement. 
Il est important de noter que pour qu'une interface supporte un mode de fonctionnement 
spécifique, il faut non seulement que le chipset le supporte mais il faut aussi que le pilote le 
prenne en charge. Ainsi, il est possible de trouver une carte avec un chipset qui supporte le 
mode maître ou moniteur sans trouver le pilote qui les prend en charge. 
Comme c'est le cas dans tous les protocoles de communication, l'échange de données 
s'effectue à la base par la transmission d'unités de données (MPDU - Message Protocol Data 
Unit). Au niveau de la couche MAC (Medium Access Control) du 802.11, l'unité de données est 
la trame. Dans la section qui suit, on présente les différentes catégories et formats des trames 
802.11. 
1.2 Catégories et en-têtes des trames 802.11 
Chaque trame 802.11 est composée d'un en-tête (header), des données (contenant des in­
formations spécifiques pour chaq ue type de trame) et d'une séquence de contrôle d'intégrité (FCS 
- Frame Check Sequence). L'interprétation du format des trames dépend de leur type et de 
l'architecture considérée. Pour simplifier la présentation, nous allons nous limiter à l'architecture 
avec infrastructure. 
- - -
- - -
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La figure 1.5 représente le format général d'une trame 802.11 telle qu'elle est reçue par 
la couche MAC (Medium Access Control). Dans ce qui suit, on présente l'interprétation des 
principaux champs qui nous intéressent. 
s~"s d'envoi sur le réseau 
.-----
Dorvlées 
Oriels 0-1311 2	 r 
1 
r 
r 
Sous-Type 
Bils 
Figure 1.5 Format général d'une trame 802.11. 
Le type de la trame est codé sur deux bits (champ Type dans la figure 1.5). Le standard 
802.11 définit trois types de trames: les trames de contrôle permettant le contrôle du canal de 
communication (réservation, libération, etc.) et de l'energie, les trames de gestion permettant la 
gestion des communications (authentification, désauthentification, association, désassociation, 
etc.), et les trames de données. Chaque type de trame est associé à un ensemble de sOlls-types. 
Une combinaison valide de type et de sous-type permet d'identifier la fonction précise de la 
trame. Il faut noter ici qu'il y a des champs qui sont présents uniquement pour certains types 
de trames. Par exemple, le champ Données n'est pas présent dans les trames de gestion [16]. 
Les deux champs AuDS et DuOS indiquent la direction d'une trame de données. Ainsi, 
quand la valeur du champ AuDS vaut 1 et celle du champ DuDS vaut 0, on dira que la trame 
est envoyée par une station vers un point d'accès. Autrement, quand la valeur du champ AuDS 
vaut 0 et celle du champ DuOS vaut l, on dira que la trame est envoyée par un point d'accès 
vers une station. Dans le cas où les deux champs sont à 0, cela signifie qu'il s'agit d'une trame 
provenant d'une station et destinée à une autre station. Finalement, si les deux champs sont 
à 1, il s'agit dans ce cas d'une trame envoyée entre deux points d'accès. 
Les champs d'adresses MAC (Adressel, Adresse2, Adresse3, Adresse4) tiennent sur six 
octets et indiquent - selon le type de la tramé et selon sa direction (champs AuDS et DuDS) 
-l'adresse source (adresse individuelle de J'émetteur de la trame), J'adresse destination (adresse 
individuelle ou de groupe identifiant la destination finale de la trame), l'adresse du point d'accès, 
l'adresse du point d'accès émetteur ou l'adresse du point d'accès récepteur. 
5 Certains types de trames ne cont iennent que deux ou trois champs ct 'adresses. 
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Le champ ContrôleDeSéquence permet d'ordonner les trames dans le temps et de distinguer 
les divers fragments d'une même trame. Il se décompose en deux sous-champs: NuméroDeSéquence 
et NuméroDuFragment. Le NuméroDeSéquence permet d'identifier une trame dans un flot de 
données. Il commence avec la valeur 0 et est incrémenté avec chaque nouvelle trame transmise. 
Arrivé à la valeur 4096, le compteur recommence à compter à partir de O. 
1.3 Vulnérabilités dans les réseaux sans-fil 802.11 
«Your 802.11 Wireless Network has no Clothes» [1], cette citation de William A. Ar­
baugh exprime bien l'extrême vulnérabilité des réseaux 802.11. En commençant par le niveau 
radioélectrique (couche physique) où il est toujours possible d'effectuer une attaque de déni de 
service à l'aide d'un brouilleur de fréquences et d'une antenne faits maison, pour arriver aux 
attaques les plus complexes ciblant des couches de plus haut niveau. 
Bien qu'il soit possible de détecter une attaque de brouillage radio, dans cette section 
on se limite aux vulnérabilités dans la couche VIAC 802.] 1 (couche 2 du modèle OSl)o On se 
limitera aussi aux attaques actives car les attaques passives ne sont généralement pas détectables 
(quoiqu'on peut imaginer une technique de détection au niveau radioélectrique, ce qui sort du 
cadre de ce mémoire). 
Une vulnérabilité est une faiblesse dans le système. Lorsqu'une telle faiblesse est exploitée, 
elle donne naissance à une attaque qui met en péril l'un des services de base de la sécurité. Dans 
ce qui suit, on a choisi de présenter les attaques en les classant par service de sécurité affecté. 
1.3.1 Attaques contre l'authentification 
Dans un réseau sans-fil 802.11 , une station est identifiée à l'aide de son adresse MAC. Pour 
autoriser une station à s'associer au réseau, il faut vérifier son identité; c'est ce qu'on appelle «au­
thentifier la station». Le standard IEEE 802.11 propose plusieurs méthodes d'authentification, 
notamment via un système S02.1x ou à l'aide d'une clé partagée. Cela dit, dans une configu­
ration par défaut, le système d'authentification est ouvert (Open System authentication) ; avec 
une telle configuration, l'authentification est effectuée à l'aide d'une simple notification. 
Il est clair qu'en présence d'un système d'authentification ouvert, l'objectif d' «authentifier 
les stations» échoue. L'attaque d'usurpation d'adresse MAC (MAC spoofing) consiste donc à se 
faire passer pour quelqu'un qu'on n'est pas en réalité. Il suffit à l'intrus d'utiliser l'identité d'une 
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autre station (son adresse MAC) soit pour monter une attaque sans se faire repérer, soit pour 
accéder à des services privilégiés, soit pour détourner un système de filtrage par adresse MAC. 
Techniquement, il est facile de changer l'adresse ]\·1AC d'une interface sans-fil. Mais l'intrus n'a 
pas besoin de changer son adresse puisqu'il lui suffit de forger une trame 802.11 avec les adresses 
MAC de son choix. 
Plusieurs travaux ont tenté de détecter l'attaque MAC spoofing [5: 12; 34] mais aucun ne 
réussit à le faire de façon efficace -des cas de faux positifs et de faux négatifs persistent. Cette 
attaque est intéressante car elle est généralement la première brique sur laquelle sont construites 
la plupart des attaques dans les réseaux sans-fil [2; 5; 20; 28]. Autrement dit, si on arrivait 
à détecter efficacement l'attaque d'usurpation d'adresse MAC, on éliminerait un bon nombre 
d'attaques (connues ou inconnues) qui sont basées sur cette technique. 
1.3.2 Attaques contre la disponibilité (déni de service) 
Talon d'achille des technologies sans-fil, les attaques de déni de service sont les plus simples 
et les plus faciles à effectuer. Le but étant d'interrompre un service soit de façon permanente 
soit de façon temporaire (seulement pour gèner les utilisateurs du service), l'intrus dispose d'une 
panoplie d'outils qui exploitent plusieurs faiblesses dans le système. 
Une des attaques les plus populairesG est l'attaque par inondation de trames de type 
désauthentification (deauthentication fiooding). Cette attaque est possible du fait que le proto­
cole n'authentifie pas les trames de gestion, ce qui facilite leur usurpation (spoofing). 
Le standard IEEE 802.11 a prévu la possibilité de désauthentifier une station, soit de sa 
propre initiative lorsque l'utilisateur n'a plus besoin du réseau, soit par le point d'accès lorsqu'il 
lui faut une mise à niveau (après une opération de maintenance de l'équipement) ou pour toute 
autre raison. Dans les deux cas, une simple notification est envoyée à j'entité correspondante (à 
la station mobile quand la consigne vient du point d'accès, et au point d'accès quand la consigne 
vient de la station mobile). Il suffit donc à un intrus de se faire passer soit pour le point d'accès, 
soit pour la station en envoyant une trame de type désauthentification forgée avec les adresses 
MAC source et destination respectives (voir flgure 1.6). Suite à la réception de cette trame, 
aucune communication n'est possible avant une ré-authentiflcatiol1 de la station. Si l'intrus 
persiste en envoyant continuellement (fiooding) des trames de ce type, la station serait dans ce 
cas indéfiniment déconnectée du réseau. 
6Malgré sa popularité elle est encore réalisable. 
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Figure 1.6 Attaque de désauthentification (figure adaptée de [2]). 
Le problème avec cette attaque, c'est qu'elle est très Aexible. L'intrus peut se contenter 
de géner un utilisateur en amenant sa station à se ré-authentifier à une fréquence donnée (il 
limite ainsi sa connectivité et son débit), comme il peut carrément bloquer l'accès au canal de 
communication à toutes les stations. 
Une autre attaque assez semblable est l'attaque de désassociation (disassociate fiooding). 
Même principe et même cause, parce que les trames de désassociation ne sont pas authentifiées, 
donc quiconque peut les usurper. La seule différence est qu'en se dissociant, la station d'un 
utilisateur ne perd pas son authentification et donc il lui suffit de se ré-associer pour rétablir 
la r.ommunication. Ceci rend cette attaque un peu moins efficace par rapport à J'attaque de 
désauthentification puisque la station doit échanger un nombre réduit de messages avant de 
pouvoir rétablir la communication. 
Toujours dans la même catégorie, on trouve J'attaque par inondation RTS (Request To 
Send) fondée sur l'exploitation du mécanisme de réservation. L'intrus est capable de bloquer le 
canal de communication en envoyant des trames de réservation (RIS) avec un champ durée fixé 
sur un grand intervalle. On se trouve donc dans une situation où le canal reste monopolisé par 
l'intrus qui n'arrête pa" de faire des réservations successives. Cependant, Bellardo et Savage ont 
constaté qu'en pratique on peut trouver des implémentations qui ne respectent pas le système 
de réservation du standard 802.11 et qui sont par conséquent insensibles à cette attaque 12]. 
Cela ne veut pas dire que ces implémentations sont protégées contre cette attaque, mais plutôt 
qu'elles contiennent des incohérences par rapport au standard et qu'elles doivent être corrigées. 
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Une autre attaque décrite par Bellardo et Savage est l'attaque contre le système de gestion 
de l'énergie [2]. Pour conserver de l'énergie, une station peut entrer en mode repos durant lequel 
elle ne peut ni envoyer ni recevoir des données. Le point d'accès stocke dans ce cas tout le 
trafic qui lui est destiné. Ensuite, la station se réveille occasionnellement pour récupérer (à sa 
demande) les trames en attente et autorise ainsi le point d'accès à libérer son tampon. Si un 
intrus se fait passer pour la station pendant que celle-ci est en mode repos, et qu'il demande de 
récupérer les trames en attente, ceci provoque la suppression des données mises dans le tampon 
par le point d'accès. 
1.3.3 Attaques contre la confidentialité 
Évidemment, si on n'utilise aucun mécanisme de chiffrement, on court le risque que nos 
données puissent être facilement interceptées par une personne malveillante. Le standard IEEE 
802.11 définit trois mécanismes de chiffrement: WEP (Wired Equivalent Privacy), TKlP (Tem­
poral Key Integrity Protocol), et CCMP (Counter Mode with Cipher Block Chaining Message 
Authentication Code Protocol). Cela dit, la plupart des équipements sans-fil sont commercial­
isés .avec une configuration par défaut qui ne procure aucune protection. L'utilisateur doit donc 
configurer son équipement pour l'amener à exploiter l'un des mécanismes de chiffrement cités 
plus haut. 
Le WEP est le plus simple à paramétrer, mais il est aussi le plus vulnérable. En ef­
fet, malgré qu'«il n'existe pas à l'heure actuelle de technique connue permettant de casser les 
protocoles TKIP et CCMP» [5], et à cause de la nécessité d'un déploiment laborieux pour ces 
deux protocoles, la plupart des équipements sans-fil sont activés soit sans aucun mécanisme de 
chiffrement soit avec le WEP. Donc, comme le fait remarquer Vladimirov et al., le WEP restera 
d'usage pour encore un bon moment indépendamment du niveau de sécurité proposé par ses 
successeurs potentiels [32], notamment grâce à la simplicité de sa mise en place. 
La figure 1.7 illustre le fonctionnement du WEP du côté de l'émetteur (mode chiffrement). 
La première étape consiste à appliquer une fonction CRC-32 sur le texte en clair pour générer un 
leV (Integrity Check Value) qui servira plus tard au récepteur pour vérifier l'intégrité du message 
reçu. D'un autre côté, on produit un flux de chiffrement en applicant une fonction RC4 (Ron's 
Code 4)7 sur la clé WEP composée par un vecteur d'initialisation (IV - Initialization Vector) 
7 IlC4 a été développé par Ilonald L. flivest et est une marque enregistrée de l'entreprise nSA Security 
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et une clé pré-partagée (?SK - Pre-Shared Key). Ensuite, pour produire le message chiffré, 
il suffit d'effectuer un ou-exclusif (opérateur XOR) entre le flux de chiffrement et l'ensemble 
composé par le texte en clair et ['ICV. Finalement, on compose la trame 802.11 en préfixant le 
message chiffré par le vecteur d'initialisation et par l'en-tête \1AC, et en le suffixant par le FCS 
(Frame Check Sequence). Remarquez que le vecteur d'initialisation est transmis en clair pour 
permettre au récepteur de générer le même flux qui a servi au chiffrement . 
.......-J::p:.=,a"-.:in:..:;"e:..:.:xt_-'f-8·- :.!CV 1
 
FCS 
ICV: 32·bit Inlegrily Check Value FGS: 32-bil Frame Check Sequence 
IV: 24-bit Initializalion Vector PSK: 40-bit Pre-Shared Key 
Figure 1. 7 Fonctionnement du "VEP en mode chiffrement (figure inspirée de [16]). 
Donc, à la réception de la trame 802.11, le récepteur la découpe, extrait le vecteur 
d'initialisation et le concatène avec la clé pré-partagée pour former la clé WEP, applique la 
fonction RC4 sur cette clé pour produire le flux cie déchiffrement, effectue un ou-exclusif entre 
le flux de déchiffrement et le message chiffré pour obtenir le texte en clair et j'ICV associé, et 
applique finalement la fonction CRC-32 sur le texte en clair pour s'assurer que le message n'a 
pas été modifié depuis sa transmission. 
Les faiblesses du WEP ont fait l'objet d'innombrables publications [30; 41, la plus évi­
dente concerne le fait que la fonction CRC-32 a été invent.ée initialement dans le but cie détect.er 
des erreurs de transmission et non pour assurer l'object.if plus exigeant de contrôle d'intégrité. 
Plusieurs attaques8 ont exploité l'une ou piusieurs de ces faiblesses pour casser le "VEP : 
dwepcrack, wepAttack, wep-tools, wep-crack, AirSnort, ChopChop, ARP Reply, etc. On a choisi 
Inc. (w\1w. rsa. corn). 
8 WW t.T • wi- foo. corn 
14 
de présenter ici l'attaque ChopChop qu'on va décrire à l'aide du langage de signature d'Orchids 
dans le chapitre 5 «Mise en œuvre du module 802.11 et des signatures d'attaques». 
ChopChop est Je nom de l'outil publié par KoreK (un pseudonyme) le 14 septembre 2004 
sur un forum de discussion du site NetStumbler. org. Cette attaque exploite une vulnérabilité 
liée à l'utilisation de la fonction CRC-32 dans WEP. 
La figure 1.8 illustre le déroulement de l'attaque ChopChop. On commence par supposer 
que l'octet de poids faible du texte en clair est un zéro (les huit bits à zéro). On enlève ensuite 
la valeur chiffrée de cet octet dans le message chiffré et on obtient donc un nouveau message 
chiffré malformé car l'leV est celui qui a été obtenu par le calcul de la fonction CRC-32 sur le 
message initial entier (message l'vI) au lieu du message réduit d'un octet (message M-1). Pour 
corriger cette malformation, KoreK a proposé une fonction mathématique permettant d'enlever 
l'effet du zéro sur l'ICV. Le message obtenu suite à l'application de cette fonction devrait étre 
valide seulement si notre supposition initiale est bonne (l'octet de poids faible du texte en clair 
est un zéro). Pour vérifier si on a bien deviné, on envoie le nouveau message chiffré à un point 
d'accès. Si le message est bon il est retransmis par le point d'accès, sinon il est rejeté. 
1. On suppose 
que c'est un O.
 
L'oracle
 
5. Si OK <llul' rr:lil:--Ilwltrc 
1:111:lInl:. :--11111111: h.<Ie <:1. _--- 4. On envoie la trame 
à un point d'accès. 
Figure 1.8 Déroulement de l'attaque ChopChop. 
Dans le cas où le message est rejeté, on refait les mêmes opérations en incrémentant de 1 
la valeur supposée pour le dernier octet, ceci jusqu'à ce qu'on trouve la bonne valeur. Quand on 
réussit à deviner le dernier octet, on l'enlève du message et on refait la même chose avec l'octet 
suivant jusqu'à ce qu'on découvre tout le message en clair, un octet à la fois. 
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Pour détecter les différentes attaques illustrées dans cette section, on utilise ce qu'on 
appelle «un détecteur d'intrusions». On verra dans le chapitre suivant quelques méthodes et ap­
proches utilisées pour la détection d'intrusions ainsi que les défis auxquels elles sont confrontées. 
On notera aussi la particularité de la détection d'intrusions dans les réseaux sans-fil 802.11 par 
rapport à celle effectuée dans les réseaux filaires. 
CHAPITRE II 
DÉTECTION D'INTRUSIONS 
À cause de leur grande complexité et de leur besoin d'ouverture sur l'environnement 
extérieur, les systèmes ouverts peuvent permettre la réalisation d'opérations imprévues (bénignes 
ou malignes). Une opération maligne est tout enchaînement d'actions élémentaires conduisant 
à une violation de la politique de sécurité et on considère cette possibilité comme une faiblesse 
(vulnérabilité) dans le système. On appelle les opérations malignes des attaques et les opérations 
bénignes des features. Par abus de langage on appelle l'outil effectuant la détection des attaques 
«un détecteur d'intrusions». 
On peut penser, à tort, que la détection d'intrusions est inutile et qu'en faisant le parallèle 
avec le marché des anti-virus, c'est une raison de plus pour nous vendre des outils en nous faisant 
peur avec des noms d'attaques exotiques comme: teardrop, ping of death, smurf, bonk, brkill, 
oshare, coke, etc. J 
En fait, la durée entre le moment de la publication d'une vulnérabilité, la publication du 
correctif et l'application de ce dernier peut être considérable. Il suffit de consulter la base des 
vulnérabilités classées par le CERT pour s'en rendre compte. Par exemple, la vulnérabilité de 
quelques systèmes Microsoft Windows face à l'attaque LAND a été publiée la première fois par 
Dejan Levaja le 5 mars 2005 2 3. Il a fallu attendre jusqu'au 12 avril 2005 pour voir le premier 
correctif publié par Microsoft (MSD5-0194) - et un autre mois pour le correctif du correctif. 
lhttp://www.securiteinfo.com/sommaire_hacking.shtml. 
2 Vulnembility Note VU #396645 : http://www . kb. cert. org/vuls/ id/396645. 
3http://wyw.securityfocus.com/archive/l/392354. 
4http://ywy.microsoft.com/technet/security/bulletin/rnsOS-019.mspx. 
17 
Durant tout ce temps, le système vulnérable n'a probablement aucun moyen de défense, 
d'où le besoin d'un outil qui permet de détecter les attaques exploitant cette vulnérabilité et 
qui pourrait même les contrer. \1ais, même si on se trouve avec un système mis à jour et 
pratiquement invulnérable, la détection des tentatives d'intrusions est aussi intéressante dans 
certains cas - même si la dite intrusion échoue. 
Connaître les particularités d'un outil de détection d'intrusions par rapport à un autre est 
essentiel si on veut tirer le meilleur de chacun. Plus généralement, pour un système spécifique 
(ou un besoin spécifique), une méthode de détection pourrait s'avérer plus appropriée (plus 
intéressante) qu'une autre. Par exemple, dans un réseau où le débit est faible, on n'a pas besoin 
d'une méthode d'analyse rapide puisque la quantité de données à analyser n'est pas aussi élevée 
que dans un réseau haut débit. De la mème façon, les réseaux sans-fil ont des spécificités qu'il 
faut prendre en considération. 
Dans la section suivante, on commence par faire ressortir les principaux critères de clas­
sification des détecteurs d'intrusions. Ensuite, on illustre quelques méthodes d'analyse usuelles, 
et on discute des nouveaux défis lancés aux détecteurs d'intrusions. Pour finir, on présente 
quelques outils de détection d'intrusions dans les réseaux sans-fil 802.11. 
2.1 Classification des détecteurs d'intrusions 
Plusieurs critères nous permettent de classer les détecteurs d'intrusions. On présentera 
dans ce qui suit les principales catégories qu'on retrouve dans la littérature. 
2.1.1 Classification par source d'informations 
Les détecteurs d'intrusions sc basent sur des événements. Un événement est le résultat 
d'une action élémentaire sur Je système. Un événement est souvent matérialisé sous forme d'une 
ligne dans un fichier de journalisation ou sous forme d'une trame (ou fragment d'une trame) 
transmise sur le réseau ou sous toute autre forme logicielle. On peut classer les événements en 
trois catégories: selon qu'ils proviennent du réseau, des systèmes, ou des applications. 
Les sondes réseau (NIDS - Network-based IDS) récoltent tout événement matérialisé sur 
le réseau. Ces événements sont soit à l'état brut (non encore interprétés), soit qu'ils ont déjà 
traversé quelques nœuds (routeurs, commutateurs, pare-feu, points d'accès, etc.) avant d'arriver 
à la sonde. L'avantage avec ce type de sondes est que l'analyse peut être effectuée sur un système 
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dédié sans affecter les performances du réseau surveillé. Cependant, avec l'augmentation des 
débits (on parle aujourd'hui de quelques Gigabits par seconde) l'analyse en temps réel devient 
de plus en plus difficile à cause du grand volume de données récoltées. L'autre complication 
pour les sondes réseau est l'utilisation des protocoles cryptographiques, ce qui empêche l'analyse 
du contenu (voire des en-têtes). 
Les sondes systèmes (H/DS - Host-based IDS), quant à elles, se greffent sur les systèmes 
surveillés et récoltent seulement les événements matérialisés sur ces systèmes. Ces événements 
proviennent principalement du noyau et des modules du système d'exploitation. L'inconvénient 
avec ce type de sondes est que les performances des systèmes surveillés sont affectées (ce qui 
n'est pas le cas avec des sondes réseau). Cette perte en performances est le prix à payer pour 
une analyse plus précise et plus fine sur les appels systèmes du noyau. En plus, on n'est plus 
confronté au problème des données chiffrées auquel font face les sondes réseau puisqu'au niveau 
du système les événements ne sont pas chiffrés. 
Finalement, les sondes applicatives (AIDS - Application-based IDS) surveillent les jour­
naux spécifiques des applications (surtout ceux des serveurs comme les serveurs Web, ftp, etc.) 
indépendamment du système sur lequel elles se trouvent. L'avantage est qu'on est à un niveau où 
plusieurs événements élémentaires sont regroupés ensemble pour former «un plus gros» événe­
ment qui est sémantiquement plus riche. Morin a donné un bon exemple pour illustrer cette 
idée. 11 s'agit de l'exemple d'une réponse à une requête HTTP qui donne lieu à une séquence de 
plusieurs paquets IP au niveau du réseau, alors qu'elle ne donne lieu qu'à une seule ligne dans 
le fichier d'audit du serveur Web [19]. 
2.1.2 Classification par approche de détection 
On peut classer les méthodes de détection en deux catégories. Dans la première caté­
gorie, on trouve les méthodes d'analyse qui s'intéressent aux actions interdites dans le système 
surveillé; on parlera alors d'une approche par détection d'abus (misuse detection) ou approche 
par scénarios. Quant à la deuxième catégorie, on trouve les méthodes d'analyse qui s'intéressent 
aux actions autorisées et on parlera donc d'une approche par détection d'anomalies (anomaly 
detection) ou approche comportementale. Ces deux approches sont opposées mais complémen­
taires. 
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Avec l'approche par détection d'abus (misuse detection), on dispose d'une banque de 
signatures d'attaques (actions illégales, voir figure 2.1) servant à identifier des attaques. On 
propose donc de chercher les occurrences de ces signatures dans un flux d'événements; si on 
trouve une concordance, on la.nce une alerte. «Ainsi, tout ce qui n'est pas explicitement défini 
est autorisé» [19] et tout ce qui est explicitement défini est interdit. 
Base des signatures 
Faux 
négatif 
L-~-,--~-,--=---l 
Actions légales Actions illégales 
Figure 2.1 Approche par scénarios [31. 
L'inconvénient avec cette approche est qu'elle permet uniquement la détection d'attaques 
connues. Il faut donc tenir à jour la base des signatures sinon on risque d'avoir plusieurs faux 
négatifs (voir figure 2.1) - «Une concordance fausse négative signifie qu'une concordance qui 
aurait due être réussie ne j'a pas été» [241. En plus, la complexité du système surveillé pourrait 
rendre difficile la distinction entre des actions légales et des actions illégales, ce qui risque 
de produire de fausses alertes - «Une concordance fausse positive signifie qu'on propose une 
concordance, mais qu'en réalité ce n'en est pas une» 124]. En revanche, cette approche a le 
mérite d'être une approche simple, basée sur des algorithmes performants (en temps de calcul 
ainsi qu'en consommation de mémoire). 
L'approche par détection d'anomalies (anomaly detection), appelée aussi approche com­
portementale, consiste à définir ce qu'on considère comme comportement normal (actions légales, 
voir figure 2.2). Ainsi, tout événement qui viole cette définition (ce modèle) est considéré comme 
suspect. «A contrario de l'approche précédente, tout ce qui n'est pas explicitement défini est 
interdit» [19] et tout ce qui est explicitement défini est autorisé. 
Le principal avantage avec cette approche est qu'elle permet la détection d'attaques incon­
nues. j\'lais, d'un autre céîté, elle est sujette à plusieurs faux positifs si le modèle comportemental 
n'est pas complet (ou s'il est trop restrictif, voir figure 2.2). De plus, si ce modèle est construit à 
l'aide d'un algorithme d'apprentissage, et que durant la phase d'apprentissage un comportement 
malveillant se produit, ce dernier sera automatiquement inclus dans le modèle et ne déclenchera 
pas d'alerte durant la phase de recherche d'attaque (faux négatif). 
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Modèle de comportement 
Faux 
négatif 
Faux 
positif 
---'L-----'-.-<­
Actions légales Actions illégales 
Figure 2.2 Approche comportementale [31. 
2.1.3 Classification par mode d'utilisation 
Selon les besoins, on peut choisir le mode d'utilisation d'un détecteur d'intrusions. Par 
exemple, dans le cadre d'un audit effectué par un organisme externe à une entreprise, une analyse 
des anciens journaux pourrait être pertinente pour évaluer l'efficacité d'une solution de détection 
d'intrusions mise en oeuvre à l'intérieur de cette même entreprise. Dans ce cas, l'équipe qui 
effectue l'audit a besoin d'un outil de détection d'intrusions qui sera utilisé occasionnellement. 
Par contre, l'entreprise auditée a besoin d'un outil qui est capable d'effectuer des analyses en 
temps réel. Chaque type d'analyse a des avantages et des inconvénients. 
L'analyse en temps réel (appelée aussi on the fly ou online) est une analyse effectuée «au 
fur et à mesure de la réception des événements» [221. Le principal avantage est que les alertes 
sont lancées dès que les attaques sont détectées. Cet état de veille coOte cher en termes de 
ressources et nécessite des algorithmes plus complexes que ceux d'une analyse en différé. 
L'analyse en différé (offline) est une analyse effectuée sur des données stockées (non 
fraîches). Vu le caractère non-pressant de ce type d'analyse (à tête reposée), les algorithmes 
sont plus simples. Sauf que la détection des attaques se fait après coup et nécessite le stockage 
des événements avant leur analyse. 
2.1.4 Classification par type de réaction 
De toute évidence, un détecteur d'intrusions qui ne réagit pas ne sert pas à grand chose. 
Le minimum que doit assurer un tel outil lorsqu'il détecte une attaque est de consigner cette 
information dans un journal. Après, si on a plus d'ambition, on peut espérer qu'il riposte aux 
attaques et qu'il identifie et localise de façon précise et complète l'intrus. On distingue alors 
deux types de détecteurs d'intrusions: passifs et actifs. 
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Les détecteurs d'intrusions passifs le sont seulement par rapport aux attaques. Cela 
dit, ils peuvent effectuer plusieurs opérations de façon active comme récolter des informations 
sur l'attaquant, alerter l'administrateur en lui envoyant un courrier électronique ou un SfvlS, 
produire un rapport détaillé sur les attaques détectées, etc. 
Les détecteurs d'intrusions actifs ont pour objectif d'empêcher (dans la mesure du possible) 
le succès d'une attaque ou du moins de limiter son impact. Le terme IPS (Intrusion Prevention 
Systems) est de plus en plus utilisé, dans la presse spécialisée et par les services commerciaux 
des compagnies œuvrant dans ce domaine, pour designer les détecteurs d'intrusions actifs. 
Par opposition aux détecteurs d'intrusions passifs, les détecteurs actjfs (ou encore les IPS 
si on veut suivre la tendance) peuvent changer la configuration des systèmes ou du réseau. 
Ainsi, les réponses peuvent aller de la simple déconnexion de l'intrus, l'arrêt d'un processus: le 
verrouillage d'un compte utilisateur, jusqu'au changement des règles de filtrage d'un pare-feu 
ou même des règles de routage d'un routeur. Pour plus d'efficacité, les IPS sont généralement 
positionnés en coupure dans l'architecture du réseau (comme un pare-feu). Snort-Inline est un 
exemple d'IPSo 
2.2 Méthodes d'analyse 
«Les méthodes d'analyse représentent les techniques utilisées pour exploiter les informa­
tions récoltées» [22]. Il ne faut pas les confondre avec les approches de détection vues plus haut 
(section 2.1.2). En fait, les méthodes d'analyse mettent en œuvre l'une cles deux approches: par 
scénarios ou comportementale. Dans les paragraphes suivants, on présente quelques méthodes 
cl 'analyse. 
Méthodes statistiques 
Cette méthode consiste en un calcul de la variation (en fonction du temps) cie l'utilisation 
d'un certain nombre de ressources, à l'aide d'outils statistiques. La constatation d'un change­
ment clans la variation conduit au déclenchement d'une alerte. Par exemple, «un trafic réseau 
anormalement faible en matinée signale très probablement une panne ou une attaque de type 
déni cie service» [35]. 
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Vêrification de protocoles 
Avec cette méthode, on ne cherche pas une attaque précise et connue mais on cherche 
une incohérence dans le déroulement d'un protocole ou dans les champs des en-têtes. Par 
exemple, dans l'attaque LAN D on retrouve dans un même paquet TCP/IP la même valeur dans 
les champs correspondant aux ports source et destination et la même valeur dans les champs 
correspondant aux adresses IP source et destination, ce qui est inhabituel. En effet, plusieurs 
attaques «exploitent des cas imprévus par certains protocoles» [22] ou par leur mise en œuvre. 
Recherche de motifs (Pattern matching) 
Cette méthode consiste à chercher un motif (une séquence de caractères ou de bits) dans 
un flux d'événements. Le motif est généralement exprimé à l'aide d'un langage spécifique tel 
que les expressions régulières. Il faut aussi un algorithme efficace pour effectuer la recherche le 
plus rapidement possible. 
Analyse d'automates 
«Cette méthode consiste à baser la détection sur la simulation de modèles sous forme 
d'automates finis» [22] (c'est la méthode utilisée dans Orchids). Les signatures d'attaques sont, 
dans ce cas, vues à un niveau abstrait comme des autOmates finis. 
Chaque règle décrit un comportement (séquence d'événements) qu'on veut détecter. On 
peut soit décrire un comportement malicieux pour détecter une attaque (approche par scénarios), 
soit décrire le comportement «normal» pour détecter un comportement «inhabituel» (approche 
comportementale). L'objectif dans tous les cas est de déclencher une alerte suite à l'observation 
d'une séquence suspecte d'évènements. 
2.3 Défis de la détection d'intrusions 
Dans ce qui suit, on présente les principaux problèmes auxquels font face les détecteurs 
d'intrusions. 
2.3.1 Prise en charge de l'aspect temporel 
Comme l'indique Julien Olivain [22] : 
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L'un des principaux problèmes dont souffrent les systèmes de détection, est effec­
tivement J'aspect temporel dans les spécifications logiques des attaques ou des com­
portements, selon l'approche d'analyse choisie. La plupart du temps, les règles de 
détection d'intrusions définissent des contraintes sur des contenus indépendamment 
du temps. 
Il est clair que la corrélation des événements dans le temps, en vue de la détection 
d'intrusions, serait handicapée en présence d'horloges désynchronisées. Pour illustrer cette idée, 
on prend un exemple simple d'une signature d'attaque définie par la succession de deux événe­
ments A et B matérialisés sur deux systèmes différents. En d'autres termes, on voudrait lancer 
une alerte si un système 51 engendre un événement A à un instant t et qu'un autre système 52 
engendre un événement B à un instant t + 6.t. 
Dans le cas où les deux systèmes 51 et 52 sont parfaitement synchronisés, mème si le 
détecteur d'intrusions observe l'événement B avant d'observer l'événement A (suite à un retard 
provoqué par une congestion dans un nœud du réseau ou pour toute autre raison): il est toujours 
possi ble de corréler les deux événements sur la base de leur datation. 
Par contre, dans le cas où les horloges des deux systèmes sont désynch ronisées, mème si 
le détecteur d'intrusions observe A et tout de suite après observe B, il ne peut pas être certain 
du séquencement des deux événements (le problème est accentué avec la présence des retards 
dûs au temps de traitement). 
D'un autre c6té, «les différents systèmes de synchronisation d'horloges offrent des préci­
sions et des garanties de synchronisation différentes» [22]. La figure 2.3 présente, par exemple, 
les désynchronisations des horloges de machines synchronisées par NTP (Network Time Pro­
tocol). En haut à droite, on trouve une liste de noms d'ordinateurs: cassis, airelle, tamarin, 
tomate, etc. A chaque nom est associé un type de trait avec lequel est dessinée la courbe de 
désynchronisation de l'horloge de l'ordinateur correspondant. 
Une horloge parfaitement synchrone devrait correspondre à l'axe des abscisses (la désyn­
chronisation est égale à zéro). Plus la courbe s'éloigne de J'axe des abscisses (vers te haut ou vers 
te bas) plus la valeur du dècalage est importante. Sur la figure 2.3, on constate des décalages 
allant jusqu'à plusieurs millisecondes (ce qui est énorme). Ceci voudrait dire qu'on ne peut 
pas corréler des événements provenant d'endroits différents et ayant des différences de dates 
au-dessous de ce seuil de précision. 
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Figure 2.3 Désynchronisation NTP (Network Time Protocol) [221· 
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2.3.2 Multiplication des alertes 
La multiplication des alertes est j'un des principaux problèmes des détecteurs d'intrusions. 
En effet, si un administrateur du système informatique se trouve noyé dans des journaux d'alertes 
et qu'en plus il constate que les alertes signalées ne sont pas toutes pertinentes et utiles, il finira 
par ne plus prendre au sérieux l'outil de détection d'intrusions. 
La multiplication des alertes peut ètre la conséquence d'une ou de plusieurs caractéris­
tiques des attaques, de l'architecture de la solution de détection ou encore de la méthode 
d'analyse. Benjamin Morin a défini trois principales sources des multiplications [19J : la récur­
rence, la redondance et la division. 
En effet, une même attaque répétée durant un intervalle de temps défini ne doit pas 
engendrer des alertes récurrentes. Par exemple, une attaque de scan de ports ou de SYN 
fiooding peut durer un bon moment; et si durant ce temps le détecteur d'intrusions n'arrête pas 
de lancer des alertes par rapport à ces attaques, on va se retrouver avec des journaux inutilement 
remplis. 
En plus, il est parfois intéressant de placer plusieurs sondes (du mème type ou de types 
différents) sur un même système (ou réseau) surtout pour un maximum de couverture et pour 
arriver à traiter la totalité des événements produits. Cette multipJication des sondes implique une 
redondance des alertes: une même attaque constatée par plus d'une sonde engendre plusieurs 
alertes. 
D'un autre côté, il n'est pas impossible qu'un même événement puisse concorder avec plus 
d'une signature d'attaque lorsqu'il «présente plusieurs propriétés suspectes» [19J. Benjamin 
Morin a présenté dans sa thèse de doctorat [Igll'exemple de la requête HTTP suivante pour 
expliquer cette idée: 
http://webserveur/cgi-bin/phf?Qalias=x%Oa/bin/cat%20/etc/passwd 
Cette requête représente une attaque exploitant ia vulnérabilité PHF (Phone book HTML 
Formp en permettant à un attaquant d'afficher le contenu du fichier /etc/passwd du système 
~PIlr est le nom d'un script CGI intégré auparavant aux serveurs Web NCSA (National Center for 
Supercomputing Applications) et Apache. Le script permettait. normalement. la gestion des contact.s téléphoniques. 
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vulnérable. «Certains IDS génèrent deux alertes pour cette requête: l'une concernant la. présence 
de la chaîne de caractères phf7 et l'autre concernant la présence de la chaîne /etc/passwd» [19] 
- pourtant, il s'agit bien d'une seule attaque. 
2.3.3 Expressivité des langages de signatures 
Pour exprimer une signature d'attaque ou un comportement il faut choisir un langage 
d'expression abstrait qui soit le plus proche de la réalité mais aussi le plus simple (qui fait donc 
abstraction de la réalité) pour une analyse plus rapide. Le problème est que, d'un côté, trop 
d'abstraction par rapport à la réalité limite l'expression et favorise l'ambiguité ; d'un autre 
côté, plus on s'approche du modèle réel plus on ralentit les algorithmes d'analyse (à cause de la 
complexité des structures). 
Pour expliquer cette idée, prenons un exemple où on veut exprimer des émotions de façon 
graphique. On pourrait considérer dans ce cas, les yeux comme un langage abstrait d'expression 
des émotions sur un visage. Cela dit, ce langage fait abstraction d'une grande partie du visage 
(bouche, nez, rides, etc.), ce qui nous empêche d'exprimer le dégoût par exemple (voir figure 2.4 6 ). 
En plus, ce langage favorise la confusion dans le cas où deux émotions sont. très proches en termes 
d'expression comme c'est le cas par exemple de la peur et de la surprise. 
-.... r--- /" ~-........ "..,..--..
 r--. 
.-;;.. ?~~ ~ ~ 
Peur ouJoie Colère Tristesse État neutre DégoOtSurprise? 
Figure 2.4 Expression des émotions avec un œil. 
Par contre, si on modélise le visage en entier, notre expression va être meilleure (voir 
figure 2.57 ) ; mais la structure étant plus complexe, l'analyse prendra plus de temps à vérifier 
puisqu'il faudra analyser chaque élément du visage avant de prendre une décision sur la nature 
de l'émotion. 
6http://~ww.jecommunique.com 
7http://www.iforum.umontreal.ca 
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Trillelle Ëlat neUlr~ 
Figure 2.5 Expression des émot.ions avec un visage. 
2.4 Détection d'intrusions dans les réseaux sans-fil 
Comme on l'a mentionné au début. de ce chapitre, il est important de connaître les spéci­
ficités du système à surveiller pour savoir quelle méthode d'analyse est la plus appropriée. Dans 
le cas des réseaux locaux sans-fil 802.11, on a retenu les particularités suivantes: 
•	 Un débit moins élevé que les réseaux filaires (S02.11g: 54 Mbps). Ceci a un impact certain 
sur le choix de la méthode d'analyse puisqu'on a moins de données à analyser. 
•	 Un environnement favorisant la mobilité des systèmes. Ceci implique le besoin de cor­
rélation. En effet, dans un tel environnement, il faut prendre du recul par rapport à 
l'infrastructure réseau pour arriver à détecter des attaques fragmentées en plusieurs mor­
ceaux. Par exemple, on pourrait imaginer une attaque ChopChop où chaque devinette 
serait effectuée sur un point d'accès différent. Ainsi, un détecteur d'intrusions qui n'est 
pas capable de faire la corrélation entre les événements observés sur les différents points 
d'accès ne pourra pas détecter ce type d'attaques. 
On présente dans ce qui suit les outils Kismet et Snort-Wireless spécialisés dans la dé­
tection d'intrusions dans les réseaux sans-fil. On présente aussi les principales caractéristiques 
d 'Orchids, outil qui sera discuté plus en détails dans les chapitres suivants. 
2.4.1 Kismet 
Kismet est à la fois un renifleur, un outil d'attaque sur le protocole WEP et un détecteur 
d'intrusions pour les réseaux sans-fil 802.11. Il a été développé en 2001 par Mike Kershaw (alias 
Dragorn). L'outil est codé en C/C+- et est distribué sous la licence GPL (GNU General Public 
License). La version étudiée ici est la Kismet-2Üü6-04-R1 sortie le 13 avril 2006 [15]. 
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Cette version définit une dizaine de signatures d'attaques codées en dur dans l'outil. En 
effet, Kismet ne propose pa<l de langage de signatures. Ainsi, il faudrait à chaque fois modifier 
le code source et recompiler l'outil pour lui permettre de détecter une nouvelle attaque. 
Tout le système repose sur une grosse fonction nommée ProcessPacket appelée systéma­
tiquement dans une boucle while(l). Dans cette fonction, une longue série d'instructions if/else 
imbriquées permet de filtrer les paquets et donc de détecter les attaques. 
2.4.2 Snort 
8nort a été créé en 1998 par Martin Roesch8 . Distribué sous la licence GPL, cet outil 
est vite devenu la référence en matière de détection d'intrusions. En 2001, tout en restant actif 
sur son projet open source, Martin a fondé 80urcefire Inc., une entreprise qui vend des services 
et des produits de sécurité, notamment Sourcefire 3D System qui est basé en grande partie sur 
Snort. 
Le module 802.119 a, quant à lui, été développé par Andrew Lockhart en 2003. Il a 
été codé en langage C et est distribué avec une dizaine de signatures d'attaques spécifiques 
aux réseaux sans-fil 802.11. En fait 8nort- Wireless n'est pas une nouvelle solu tion de détection 
d'intrusions, mais simplement une extension de Snort lui permettant de prendre en considération 
des événements spécifiques à ce type de réseaux. Cette extension concerne aussi le langage de 
signatures proposé par 8nort. 
En effet, Snort-Wireless utilise une syntaxe semblable à Snort, la seule différence est 
qu'au lieu de préciser les adresses IP source et destination et les ports source et destination, on 
indique les adresses MAC (Medium Access Control) source et destination en suivant la notation 
hexadécimale avec le séparateur «:» (par exemple OO:03:47:17:14:4C). Voici la syntaxe des règles 
dans Snort- Wireless : 
<action> wifi <mac> <direction> <mac> «rule options» 
8nort-Wireless offre aussi les mêmes actions de base qu'on trouve avec Snort : alert, 
log, pass, activate et dynamic. Par contre, de nouvelles options de règles «rule options» 
spécifiques au protocole wifi sont définies en plus des options standard de Snort : wep, ssid, 
pwr _mgmt, frame_control, etc. 
8www.snort.org 
9www.snott-wireless.org. 
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La figure 2.6 illustre le processus de traitement des paquets dans Snort. Les paquets 
passent en premier par le Rule Optimizer qui va sélectionner un ensemble approprié de règles 
relativement à la nature du flux observé. Ensuite, le Multi-Rule Inspection Engine cherche les 
règles qui concordent avec le paquet analysé et construit une liste avec ces règles. Dans le cas où 
plus d'une règle concorde avec le paquet, le Mu/ti-Rule Inspection Engine sélectionne la meilleure 
règle en se basant sur des priorités prédéfinies. 
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Figure 2.6 Processus de traitement des paquets dans Snort (figure tirée de [21]). 
2.4.3 Orchids 
Orchids est un détecteur d'intrusions par reconnaissance de scénarios qui offre de nouvelles 
méthodes de corrélation basées sur une logique temporelle. Il a été développé par Julien Olivain 
au LSV (Laboratoire Spécification et Vérification) à l'ENS-Cachan (École Normale Supérieure 
de Cachan) sous la supervision de Jean Goubault-Larrecq depuis décembre 2002. L'outil est 
capable d'analyser et de corréler plusieurs événements dans le temps et de prendre des contre-
mesures. 
Nous avons amorcé le développement de l'extension sans-fil pour Orchids à l'automne 
2005. On discutera plus à fond des caractéristiques d'Orchids au chapitre 4 et les détails de 
mise en Œuvre du module sans-fil au chapitre 5. Avant cela, on présente dans le chapitre suivant 
les fondements de la logique utilisée dans Orchids pour effectuer le travail de détection, soit la 
vérification formelle de modèles. 
CHAPITRE III 
VÉRIFICATION FORMELLE DE MODÈLES 
Plus connue sous son nom anglophone de model-checking, la vérification de modèles est 
une discipline qui a vu son essor dans les années 80 avec les travaux de Clarke et Emerson 18]. 
La plupart du temps elle est présentée comme un outil qui va permettre d'éviter une catastrophe 
en évoquant quelques échecs historiques, «comme par exemple la panne du réseau téléphonique 
aux "[SA en 1989 ou la destruction du premier exemplaire de la fusée Ariane 5 en 1996» [29]. 
En effet, la vérification de modèles est généralement présentée en lien avec les domaines 
du génie logiciel, des télécommunications ou de la microélectronique en tant que technique qui 
permet de vérifier des propriétés sur un modèle dans le but de détecter une anomalie ou une 
faiblesse dans un système donné (logiciel, protocole de communication, circuit intégré, etc.). 
Mais, les récents travaux de Jean Goubault-Larrecq, Muriel Roger et Julien Olivain [23; 261 
montrent une nouvelle façon intéressante d'appliquer les techniques de vérification de modèles 
dans le domaine de la détection d'intrusions, ce qui sort du cadre habituel. 
La vérification de modèles est basée sur trois étapes: la modélisation du système réel, la 
spécification des propriétés à vérifier et finalement la vérification proprement dite. La figure 3.1 
montre l'exemple d'une mobylette modélisée par un dessin à la main faisant abstraction de 
plusieurs éléments du systéme réel. La propriété «Je peux immobiliser la mobylette à tout 
moment» est spécifiée dans un langage naturel et la vérification est effectuée par un être humain 
qui va vérifier si cette propriété est valide dans le modèle. 
Dans ce qui suit, on présente la vérification de modèles dans sa forme la plus générale, 
indépendamment de tout domaine d'application. On présentera dans la première section la 
phase de modélisation en s'intéressant particulièrement à la modélisation des systèmes réactifs. 
Dans la deuxième section, on présente la pha.se de spécification des propriétés à vérifier. On 
termine le chapitre en présentant des outils usuels pour la vérification automatique de modèles. 
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Figure 3.1 Étapes de la vérification de modèles. 
3.1 Modélisation 
La première étape pour la vérification de modèJes consiste à modéliser Je système réel 
(protocole, algorithme, circuit, etc.) à l'aide d'un langage particulier. Étant donné la diversité 
des systèmes et des objectifs de vérification, il existe de nombreux langages de modèlisation : 
réseaux de Petri, algèbre des processus, Esterel, statecharts, automates, etc. 
Manna et Pnueli classent les systèmes en deux catégories: réactifs et transformationnels. 
Comme l'explique Guy Tremblayl : 
Un système est dit réactif lorsqu'il maintient une interaction constante avec son 
environnement et lorsque son comportement est dirigé par les événements (event­
driven). Les événements sont liés soit à des stimuli internes ou externes, soit à 
des contraintes liées à l'écoulement du temps. Par opposition, un système est dit 
fonctionnel (ou transformationnel) lorsqu'il produit à partir de données d'entrée un 
ensemble de sorties puis termine son exécution. De tels systèmes sont aussi dit 
input-output driven (plutôt que event-driven). 
lGuy Tremblay. Notes de COUTS pour MGL7160 (tvléthodes formelles et semi-formelles). Dép. 
d'informaéique, UQÀM, Hiver 2002. 
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Dans cette section, on s'intéresse à la modélisation des systèmes réactifs. Une des méth­
odes de modélisation de ce type de systèmes est la modélisation par automates finis. Le modèle 
est, dans ce cas, une description simplifiée du comportement du système à vérifier. Il est donc 
possible de modéliser le même système de plusieurs façons selon les besoins et selon la connais­
sance de la réalité physique du système. 
Sommairement, un automate est schématisé par un graphe orienté. Les sommets du 
graphe représentent les états du système modélisé et les arcs représentent les transitions possibles 
entre ces états. L'état initial est identifié à l'aide d'une Aèche incidente. Par exemple, une 
mobylette peut être représentée par l'automate de la figure 3.2 où chaque sommet affiche l'état 
du moteur et des roues: au repos ou en marche, et les transitions indiquent les actions possibles 
sur la mobylette: pédaler, freiner, démarrer, arrêter, etc. 
j
 
arrêter 
pédaler démarrer 
freiner 
moteur = repos moteur ~ en marche 
roues ~ en marche roues = repos 
arrêter 
accélérer 
démarrer 
moteur = en marche freiner 
roues = en marche 
Figure 3.2 ln modèle simple d'une mobylette. 
Selon que l'on porte plus d'intérêt aux états qu'aux transitions ou l'inverse, on parlera 
respectivement de structures de Kripke ou de systèmes de transitions. En effet, les structures de 
Kripke n'attachent aucune étiquette aux transition~, alors que pour les systèmes de transitions 
ce sont les états qui sont anonymes. Cependant, il est facile de passer d'un modèle à un autre, 
comme il est aussi possible de formuler des modèles hybrides tels que celui de l'exemple de la 
figure 3.2. 
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On appelle un enchaînement, finie ou infinie, d'états et de transitions «une exécution» 
(on parle aussi d' «un chemin»). Chaque «exécution» décrit une évolution possible du sys­
tème modélisé. Ainsi (moteur=repos) pé~er ( moteur=repos ) démarrer (moteur=." marche) 
roues_repos roues-en marche ------t roues-en marche ) et 
( moteUT=en marche) ac~er (moteur-en marche) représentent des exécutions possibles du modèle rou€s=repos roues-en marche 
de la mobylette. 
L'ensemble de toutes les exécutions possibles du système peut être représenté sous forme 
d'un arbre (voir figure 3.3). Dans l'exemple cie la mobylette, la racine est l'état initial (n;~~e~':.-~:;~~8). 
À partir de cet état on peut atteindre soit ( moteur=repos ) ou (moteur=en marche) en exécu­
l rou,es_en m,arche roues-repos 
tant respectivement les actions pédaler ou démarrer. On recommence ensuite avec ces nouveaux 
nœuds qui ont, chacun '. deux fils étiquetés par (mote-ur-en marche) et (moteur=repos). «On se 
roues-en marche roues_repos 
retrouve ainsi avec une représentation infinie de l'ensemble des exécutions du système» [29]. 
Cependant, J'automate lui même est fini puisqu'il possède un nombre fini d'états. 
pédaler démarrer 
freiner accélérerdémalTer arrêtel' 
moteur = en marche
 
roues = en marche
 
Figure 3.3 Début de l'arbre des exécutions associées au modèle de mobylette de la figure 3.2. 
3.2 Spécification des propriétés à vérifier 
Avant de commencer la vérification proprement dite, il faut identifier ce qu'on souhaite 
vérifier. La littérature parle généralement de propriétés comme la sûreté, la vivacité, l'équité, 
etc, Pour spécifier les propriétés, on utilise un langage particulier (déclaratif) adapté au choix 
du formalisme de modélisation effectué dans la première étape. En général, on utilisera une 
logique temporelle. 
34 
Les logiques temporelles font partie d'une famille de langages «spécialisés dans les énoncés 
et raisonnements faisant intervenir la notion d'ordonnancement dans le temps» [29] (le temps 
est discret dans ce cas). Elles offrent des «opérateurs calqués sur des constructions linguistiques 
comme les adverbes, les temps de la conjugaison des verbes, etc., de sorte que les énoncés en 
langue naturelle et leur formalisation en logique temporelle soient assez proches» [29]. 
Il existe plusieurs logiques temporelles. «LTL (Linear Temporal Logic) et CTL (Computa­
tion Tree Logic) sont deux des logiques temporelles les plus utilisées dans les outils de vérification 
formelle» 129J. «Ces deux logiques sont interprétées sur des structures de Kripke» [181 et sont 
donc basées sur les états (par opposition aux logiques temporelles basées sur les actions et 
interprétées sur des systèmes de transitions). 
Bien que l'objet de notre mémoire porte principalement sur la logique LTL sur laquelle est 
basé Orchids, on présentera dans ce qui suit les deux logiques avec des exemples des propriétés 
qu'elles permettent d'exprimer. 
3.2.1 LTL (Linear Temporal Logic) 
Comme on vient de le l'oir plus haut, une exécution peut ètre décrite par une suite d'états 
successifs. Au niveau de chaque état on a des propositions qui peuvent être évaluées à vrai ou à 
faux. On verra dans les paragraphes suivants comment LTL nous permet d'exprimer des valeurs 
de vérité combinées dans le temps à l'aide de ses trois principaux opérateurs temporels X, F et 
G (en plus des opérateurs booléens usuels). 
«Tandis que P énonce une proposition vraie dans l'état courant, XP énonce qu'à la 
prochaine étape de l'évolution du système, l'état suivant (X pour neXt) vérifie P.» [29] Par 
exemple, la formule «moteur = repos 1\ X X moteur = repos» énonce que le moteur de la 
mobylette est «maintenant» au repos, et qu'il sera encore au repos après deux transitions. En 
vérifiant l'arbre d'exécution de la mobylette à la figure 3.3, on peut remarquer que la formule 
. . d l" ... 1 1 d .. . (moteur=repOB) pédaler
est l'l'ale au Olveau e etat InItia pour es eux executlOns sUl\'antes: roueB-repos --; 
moteur=repos ) fr~er (moteur=rep08) (moteur=repos) dé~eT (moteur=en marche) a.r~er ( Tov,es-en marche roues_repos ,et roues_repos roues-repos 
m.oteur=repos ) . 
( roues_repos 
Pour exprimer un futur qu'on ne connaît pas précisément, on utilise l'opérateur F. Ainsi, 
FP énonce que durant les prochaines étapes d'évolution du système, un état futur (F pour 
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Future) vérifie P (sans préciser quel état exactement). On écrira par exemple «F moteur = 
repos» pour dire qu'à partir de l'état courant (maintenant), on sera ultérieurement (plus tard) 
dans un état avec un moteur au repos. 
Si on veut préciser que cet énoncé reste toujours vrai, c'est-à-dire qu'à tout momenl (à 
partir de n'importe quel état et non seulement maintenant) on peut loujours atteindre plus tard 
un Mat avec un moteur au repos, on écrira «G(F moteur = repos)>>. 
Comme son nom l'indique, le temps est linéaire dans cette logique. En d'autres termes, 
LTL ne s'intéresse qu'à une exécution particulière à un moment donné et donc le futur est 
unique (on parle aussi d'un futur déterministe, connu à l'avance). Au fait, la représentation 
en arbre d'exécution n'est pas très fidèle à l'idée de linéarité, il faudrait plutôt imaginer une 
représentation en «pluie d'états» comme dans la figure 3.4. 
1 
moteur = repos moteur = repos moteur = repos 
roues = repos roues = repos roues = repos 
pédaler l pédaler l démarrer l démarrer l 
moteur = repos moteur = repos motetrr =en marche 
roues = en marche roues = en marche roues = repos 
démarrer l freiner l accélérer l arrêterl 
moteur = repos 
roues = repos 
Figure 3.4 Représentation en «pluie d'étals» de l'automate de la figure 3.2. 
3.2.2 CTL (Computation Tree Logic) 
CTL est une logique temporelle qui permet d'exprimer le côté arborescent du comporte­
ment. Plusieurs futurs sont possibles à partir d'un moment donné, c'est le futur habituel non­
déterministe. La représentation en arbre d'exécution est donc plus appropriée dans ce cas. 
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Avant de présenter les opérateurs spécifiques à la logique CTL, on va introd uire les deux 
quantificateurs A et E qu'on trouve dans la logique CTL*2. Les quantificateurs spécialisés A 
et E permettent de quantifier sur l'ensemble des exécutions (on les appelles aussi quantificateurs 
de chemins). Par exemple, si on considère une formule P exprimant une propriété de l'état, la 
formule AP énoncerait que toutes les exécutions partant de ['état courant satisfont P, tandis que 
EP énoncerait qu'à partir de l'état courant, il existe une exécution satisfaisant P. 
En fait, on peut voir l'opérateur A comme l'équivalent de J'opérateur G de LTL ap­
pliqué sur l'ensemble des chemins constituant J'arbre d'exécution au lieu de l'ensemble des états 
d'un chemin donné. De la même façon, l'opérateur E peut être considérê comme équivalent à 
l'opérateur F de LTL appliqué sur l'ensemble des chemins. «Plus généralement, A et E quanti ­
fient sur les chemins, F et G quantifient sur les états le long d'un chemin donné.» [291 
Les opérateurs CTL sont obtenus en précédant chaque opérateur LTL par un quantifica­
teur de chemin. Par exemple, EFP exprime qu'il est possible (en suivant l'une des exécutions) 
d'avoir P un jour. AFP exprime que l'on aura forcément P un jour (quelle que soit l'exécution 
retenue)>> [29]. La figure 3.5 illustre quelques formules CTL courantes et montre la différence 
avec la logique LTL. 
3.3 Vérification 
L'étape suivant la modélisation du système et la spécification des propriétés est l'étape 
de vérification. Plusieurs outils permettent d'effectuer la vérification de modèles de façon au­
tomatique et complète (d'où j'intérêt). Chaque outil met en œuvre une logique spécifique en se 
basant sur un langage de modélisation et un langage de spécification particuliers. 
Par exemple, l'outil SMV (Symbolic Madel Verifier) [7] permet d'interpréter la logique 
CTL sur des structures de Kripke décrites par des variables d'états et des relations de transi­
tion. TI utilise les BDD (Binary Decision Diagram) pour représenter les relations de transitions 
(modèle symbolique). 
Un autre outil, populaire dans la vérification a.utomatique de modèles, est Spin [131· Il 
permet d'effectuer la modélisation à J'aide de Promela (PROcess MEta LAnguage) - un langage 
de description de processus avec canaux de communication - et la spécification des propriétés 
à l'aide de LTL. 
2CTL* est une logique qui englobe LTL et CTL. 
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Figure 3.5 Correspondance entre des formules CTL et LTL, (inspiré de la figure 2,2 de [29]) 
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Comme on va le voir au chapitre suivant, par rapport à ces outils de vérification de 
modèles, Orchids peut être considéré comme un vérificateur de traces. En effet, Orchids définit 
seulement un langage de spécification de propriétés et au lieu de modéliser le système à vérifier, 
il analyse plutôt une trace d'exécution effective de façon linéaire. 
CHAPITRE IV 
ORCHIDS 
Le projet Orchids a démarré en décembre 2002 sous la supervision de Jean Goubault ­
Larrecq dans le cadre du RNTL-DICO (Réseau National des Technologies Logicielles - Détection 
d'Intrusion Coopérative). L'outil Orchids a été développé par Julien Olivain au LSV (Labora­
toire Spécification et Vérification) à l'ENS-Cachan (École \lormale Supérieure de Cachan). 
Orchids est un détecteur d'intrusions par reconnaissance de scénarios qui offre de nouvelles 
méthodes de corrélation basées sur une logique temporelle. Il est capable d'analyser, de corréler 
plusieurs événements dans le temps et de prendre des contre-mesures. Le processus d'analyse 
est basé sur l'algorithme décrit dans «Log auditing through model checking» [26], auquel ont été 
apportées quelques optimisations et ajoutées de nouvelles options comme les cuts, l'opérateur 
without, etc. L'outil est distribué sous la licence de logiciel libre CeCILU (version 2) soumise 
au droit français. 
Pour faire le lien avec le chapitre précédent, on montre dans la section suivante comment 
la vérification de modèles s'applique dans le cadre de la détection d'intrusions avec Orchids. En­
suite, on présente dans la deuxième section l'architecture générale du logiciel. Dans la troisième 
section, on expose la logique utilisée pour la spécification des intrusions, et pour finir on illustre, 
dans la quatrième section, le processus de vérification. 
1 Acronyme pour CEa Cnrs Inria Logiciel Libre. Le Commissariat à l'Énergie At.omique, le Centre National 
de la Recherche Scientifique et l'Institut National de Recherche en Informatique et en Automat,ique ont élaboré 
CeCILL en conformité avec le droit français en reprenant les principes de la Gl\U GPL. On peut t.rouve,· le texte 
officiel de la licence sur le site Int.ernet à l'adresse http://'Jw\I.cecill.info. 
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4.1 La vérification de modèles dans Orchids 
On a vu dans le chapitre précédent que pour effectuer des opérations de model-checking il 
faut commencer par modéliser le système réel à l'aide d'un langage abstrait, ensuite on spécifie 
les propriétés qu'on veut vérifier à l'aide d'un langage déclaratif, et finalement on fait appel à 
un vérificateur pour vérifier si ces propriétés sont valides dans le modèle défini. 
Dans Orchids, le système qu'on voudrait modéliser est constitué par toute entité dy­
namique dans le système informatique: les fichiers de journalisation de tout genre, les flux 
réseaux, les systèmes de gestion de bases de données, etc. (voir figure 4.1). Il est clair que la 
modélisation d'un tel système serait une tâche complexe et fastidieuse. Par contre, on a immé­
diatement accès à une trace d'exécution du système: c'est la séquence des événements produits 
et observés dans le temps (on suppose que deux événements distincts ne peuvent pas se produire 
exactement au même moment, l'ordre est donc total). 
Log, 
Flux réseaux 
Bases de données Line séquencc 
Etc. c1'événements 
Le système 
On n'a pas un modèle mais 
on a une trace d'exécution 
-Oui 
Un véri tl<.:uteur (alerte) 
(Orchids) Une propriété (la signature (I"allaque) 
Figure 4.1 Vérification de modèles dans On.:hids. 
Les propriétés à vérifier, qui ne sont rien d'autre que les signatures d'attaques qu'on 
voudrait détecter, sont exprimées dans un langage d'automates proche de LTL (vu qu'on travaille 
sur une seule trace d'exécution). Plus précisément, les personnes qui ont conçu Orchids ont choisi 
d'utiliser uniquement J'opérateur F de LTL et ont par conséquent éliminé les opérateurs G et X. 
On s'attardera plus sur la syntaxe et la sémantique du langage de spécification des intrusions 
dans la section 4.3.2. 
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Finalement, Orchids vérifie les propriétés définies sur la trace d'exécution du système (la 
séquence d'événements produite pal' le système), et lance une alerte dans le cas où il trouve une 
concordance. 
4.2 Architecture générale d'Orchids 
Notre objectif ici est de montrer les différentes briques qui constituent Orchids sans entrer 
dans les détails de leur fonctionnement. Ceci nous permettra d'exposer le contexte de notre 
propre contribution. On reviendra plus tard pour détailler plus en profondeur certains aspects. 
L'architecture globale de la plate-forme Orchids est composée de quatre parties principales 
(voir figure 4.2) : 
•	 un ensemble de règles qui décrivent. les comportements suspects et inhabituels qu'on 
voudrait détecter; 
•	 un compilateur de règles qui traduit les définitions des règles en une représentation interne 
d'automates (l'ensemble de règles compilées constitue alors la base de connaissance de 
l'outil) ; 
•	 une machine virtuelle pour simuler les automates; 
•	 un ensemble de modules qui décodent le Aux d'informations provenant de plusieurs sources. 
Chaque signature d'attaque se trouve, généralement, dans un fichier séparé portant le 
nom de la règle qui la définit. La syntaxe du langage cie spécification des règles est illustrée à la 
section suivante. Pour l'instant il suffit cie comprendre qu'un compilateur traduit chaque règle 
en un automate pour constituer ainsi la base des signatures d'attaques à détecter. 
À partir de cette base et des événements injectés dans le noyau d 'Orchids, ce dernier va 
simuler les automates et tenir à jour les chemins actifs et les états atteints à travers une file 
ordonnée de threads2 . Ce ronctionnement est explicité dans la section 4.4 «Processus d'analyse». 
Les événements injectés proviennent des modules de dissection des données. On a un 
module spécifique pour chaque type de journal. Ces modules servent principalement à découper 
les Aux d'informations en plusieurs champs. Ces champs peuvent être ensuite référencés dans 
les définitions des règles. 
2Le mot thread aya.nt un sens particulier dans Orchids, c'est donc ce terme que nous utiliserons. 
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Figure 4,2 Architecture globale d'Orchids (inspirée de [22)). 
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Notre contribution se situe au niveau des modules de dissection des données et des défini­
tions des règles d'intrusions. En effet, pour pouvoir écrire des signatures d'attaques propres aux 
réseaux locaux sans-fil 802.11, il faut étendre l'outil de détection d'intrusions pour l'amener à 
prendre en charge le format de journalisation correspondant. C'est le module wifi dont la mise 
en œuvre est présentée dans le chapitre 5 «Mise en œuvre du module 802.11 et des signatures 
d'attaques» qui assure cette prise en charge. 
4.3 Logique pour la spécification des scénarios d'attaque 
On s'intéresse dans cette section au pouvoir expressif du langage de spécification des 
intrusions offert par Orchids. De ce fait, les exemples présentés ici ne décrivent pas forcé­
ment de vraies attaques3 mais ils permettent en revanche d'illustrer les différentes possibilités 
d'expression offertes par le langage. 
4.3.1 Modêlisation de la trace d'exêcution 
La figure 4.3 met en évidence le rôle joué par les modules - syslog dans ce cas. Comme 
on peut le constater, le module lit les données dans un fichier texte (il est aussi possible de 
récupérer les informations dans toute autre forme, notamment dans des paquets réseaux) et les 
découpe par la suite en différents champs: time, host, program, pid, et message. 
Ainsi, il est possible de définir des règles en faisant référence à un champ spécifique découpé 
par un module spécifique à l'aide de la notation .nom_du_module.nom_du_champ. L'exemple 
montre une définition de règle permettant de détecter une ouverture de session X sur un système 
quelconque. 
On appelle «enregistrement» toute trace élémentaire produite par une action significative 
sur un système donné. Par exemple, dans la figure 4.3 chaque ligne du fichier en ent.rée du 
module syslog est un «enregistrement». 
Un «événement» (au sens d'Orchids) est un «enregistrement» découpé par un module en 
un ensemble fini de champs avec leurs valeurs respectives et injecté dans le noyau d'Orchids. On 
30rchids a été testé avec succès sur de vraies attaques récentes et sophistiquées comme l'atta.que 
ptrace (Dug'I'ra.q ID il12 http://II'o/II.securityfocus . com/bidl7112/) et do brk (DugTraq ID 9138 http: 
//'o/Il'o/.securityfocus.com/bid/9138/). 
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Définilion d'une règle 
rule bidon { 
state init {
 
$machine =.syslog.hosl
 
if (.syslog.program -= ""xdm" )
 
goto alert; 
state alert {
 
$msg = "une session X est ouverte sur" + $l11achine;
 
print( $l11sg ) ;
 
une session X eslRègle sous fonne ouverte sur randon'l. 
d'automate Î~ 
lime hosl program pid message 
Jun 22 17:28:49 random kernel wifiO: Atheros 5212: mel11=Ox8800000, irq=11 
JUIl 22 17:28:49 l'an dom kernel NET: Registered protocol family 10 
Jun 22 \7:28:49 random kernel IPv6 over IPv4 tllIlneling driver 
Jun 22 17:28:49 random kernel AC?I: AC Adapter [ADP)) (on-line) 
Jun 22 \7:28:57 random xdm(pam_unix) 2339 session opened for user romdhane by (uid=O) 
Jun 22 17:30:54 random sysctl net.ipv4.ipJorward = 0 
è 
Î 
[... ] 
Jun 2217:28:49 l'an dom kernel: wifiO: Atheras 5212: mem=Ox8800000, irq=11 
Jun 22 17:28:49 random kernel: NET Registered protocol family 10 
Jun 22 17:28:49 random kernel: IPv6 over IPv4 tunneling driver 
JUIl 2217:28:49 raIl dom kernel: ACP!: AC Adapter [ADP1] (on-IiIle) 
JUIl 2217:28:57 random xdm(pam_unix)[2339]: session opened for user romdhane by (uid=O) 
Jun 22 17:30:54 random sysctl: net.ipv4.ipJorward = 0 
1···] 
Figure 4,3 Exemple d'un noyau Orchids alimenté par un module syslog et une signature. 
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parlera donc d'«événements» lorsqu'on veut décrire un aspect dynamique (au cœur du noyau 
d 'Orchids), et d' «enregistrements» pour décrire un aspect statique (plus proche du journal en 
format bru t). 
Un «journal» est une séquence, finie ou infinie, d' «enregistrements». Notez que cette 
définition englobe tout type de journalisation. Ainsi, un paquet réseau peut être considéré 
comme étant un «enregistrement» et donc tout le flux réseau représente le «journal». Il est 
aussi intéressant de représenter un «journal», à un niveau abstrait, sous forme de séquence 
linéaire d' «événements» (voir figure 4.4). C'est sur cette structure qu 'Orchids va effectuer la 
vérification des formules temporelles qui décrivent les signatures d'attaques. 
Un événement 
lime = Jun 22 17:28:49 lime = Jun 22 17:28:49 lime = Jun 22 17:28:49 
hast = random hast = random hast = random [... ] 
program = kell1el program = kell1el program = kemel
 
message = wifiO: AU) ... message = l'o.'ET: Reg .. message = IPv6 over ..
 
lime host p"ograrn piel messaoc.. 
Jun 22 17:28:49 random kell1el wifiO: AUleros 5212: mem=Ox8800000. irq=ll 
JUil 22 17:28:49 random kell1el NET: Registered protocol family 10 
JUil 22 17:28:49 random kemel IPv6 over IPv4 tunneling driver 
Jun 2217:28:49 random kemel ACPi: AC Adapter [ADPl) (on-lille) 
JUil 22 17:28:57 random xdm(pam_ullix) 2339 sessioll opelled for user romdhane by (uid=O) 
[... ] 
Figure 4.4 Représentation abstraite d'un journal. 
4.3.2 Syntaxe et sémantique du langage de spécification 
Comme on l'a dit au début de ce chapitre, la spécification des scénarios d'attaques est 
basée sur une logique temporelle (d'où l'appellation de «formules temporelles») proche du LTL. 
Les règles sont vues à un niveau abstrait comme des automates finis composés d'un ou plusieurs 
états, et d'une ou plusieurs transitions à partir de chaque état. 
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La figure 4.5 représente par exemple l'automate relatif à la signature d'une attaque de 
capture de mot de passe sur un réseau (password sniff). Chaque règle doit avoir au moins un état 
initial nommé init, et un ou plusieurs états finaux. À partir de l'état init, et selon les événements 
reçus (lus dans le journal), on peut passer à travers les états suivants un à un jusqu'à ce qu'on 
atteigne un état final. 
Une interface réseau 
entre en mode écoute 
Une session telnet est Cette même interface 
détectée sur le réseau sort du mode écoute 
• ~ 
tel net alert normal end 
Figure 4.5 Automate de la signature d 'attaque password _ sniff. 
Pour notre exemple, j'événement qui déclenche le passage à l'état promise est la détection 
d'une interface réseau qui vient d'entrer en mode écoute (promiscuous mode). A partir de 
cet état, si on détecte que l'interface réseau a quitté le mode écoute, on doit passer à l'état 
normal end et donc aucune alerte n'est déclenchée. Par contre, si on détecte le début d'une 
session Telnet on doit passer à l'état telnet_alert pour aviser l'administrateur système de cette 
situation (le mot de passe est envoyé en clair dans le protocole Telnet). 
Plus concrètement, le fichier signature de l'attaque en question est présenté à la figure 4.6. 
Le mot clé rule permet de définir le nom qu'on veut donner à la règle. Une accolade ouvrante 
après le nom marque le début du code de la règle. L'accolade fermante en fin du fichier marque 
la fin du code de la règle. Le code de la règle est composé par plusieurs blocs délimités par une 
accolade ouvrante et une accolade fermante et débutant par le mot clé state suivi du nom de 
l'état défini. On retrouve ici les états observés dans l'automate illustré à la figure 4.5 : init, 
promise, telnet_alert, et normal_end. 
Pour cette signature, l'état init définit une seule transition conditionnelle «if (.promisc.action 
"enter") goto promise» de la forme «if (condition) goto etat_destination». Ceci veut 
dire qu'à la réception d'un événement qui satisfait la condition de transition, on passe à j'état 
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rule passvord_sniff { 
state init {
 
~ ( .promisc.action "enter Il )
 
goto promise;
 
} 
state promise {
 
$interface ; .promisc.interface;
 
if ( .promise. action ;; "left" U:
 
.promise.interface ;; $interface
 
goto normal_end;
 
if ( .xinetd. act ion ;; "START" U: 
.xinetd.service == "telnet i )• 
goto telnet_alert;
 
}
 
state telnet_alert { 
print(""arning, telnet "hile someone is sniffing"); 
} 
state normal_end { 
} 
} Il end rule 
Figure 4.6 Fi<.:hier signature de l'a.Lta.que password_sniff. 
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etat _ destination. Donc, si j'événement en cours provient du module promise et que la valeur du 
champ action de ce module correspond à la chaîne de caractères enter, alors on passe à l'état 
promise. Formellement, une transition est définie par la syntaxe présentée à la figure 4.7. 
transition ::= 
if (condexpr goto STATE_NAME j* transition conditionnelle *j 
goto STATE_NAME j* transition inconditionnelle *j 
condexpr 
NlIMBER j* entier *j 
STRING j* chaîne de caractères *j 
VARIABLE jo $nom_variable *j 
FIELD jo .nom_module.nom_champ *j 
condexpr + condexpr j* addition *j 
condexpr condexpr jo soustraction *j 
condexpr 0 condexpr j* multiplication oj 
condexpr j condexpr j* division *j 
condexpr % condexpr jo modulo *j 
condexpr && condexpr jo et logique *j 
.condexpr Il condexpr jo ou logique *j 
condexpr condexpr j* égalité *j 
condexpr != condexpr jo non égalité oj 
condexpr > condexpr j* supérieur oj 
condexpr < condexpr j* inférieur oj 
condexpr >= condexpr jo supérieur ou égal *j 
condexpr <= condexpr j* inférieur ou égal *j 
Figure 4.7 Syntaxe pour la description des transitions. 
Au niveau de l'état promise, on a une action et deux transitions. L'action «$interfaee = 
promise.interface» est de la forme «$nom _ variable = .nom _module.nom _ champ» (les noms de 
variables commencent toujours par le symbole $). Cette action ne fait que récupérer la valeur 
du champ .promise.interface et la met dans la variable $interfaee. 
Ce n'est pas la seule forme d'action possible. En effet., une deuxième forme «nom _ fonetion( 
arguments )>> est présentée au niveau de l'état telnet _ alert. Orchids propose une multitude de 
fonctions prédéfinies qui répondent à différents besoins spécifiques. Voici une liste non-exhaust.ive 
de ces fonctions : 
• print : affiche, sur la sortie standard, le message qui lui est passé en paramètre; 
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•	 print _ event : affiche, sur la sortie standard, l'événement qui a provoqué la transition vers 
['état courant; 
• system: exécute une commande système; 
•	 str from int: convertit un entier en une chaîne de caractères; 
•	 int from str: convertit une chaîne de caractères en un entier 
• sendmail : envoie un courrier électronique. 
Malgré le fait que le langage offre plusieurs formes d'actions, les deux formes illustrées 
dans notre exemple sont les deux formes les plus utilisées. Formellement, une action est définie 
selon la syntaxe présentée à la figure 4.8. 
action
 
expr
 
expr ::= 
simple-expr /* expression atomique */ 
FUNCTION params /* fonction prédéfinie */ 
VARIABLE expr /* affectation à une variable */ 
expr + expr /* addition */ 
expr - expr /* soustraction */ 
expr * expr /* multiplication */ 
expr / expr /* division */ 
expr % expr /* modulo */ 
simple-expr 
STRING /* type chafne de caractères */ 
NUMBER /* type entier */ 
VARIABLE /* une variable commence toujours par $ */ 
FIELD /* un champ est défini sous la 
forme .nom_module.nom_champ */ 
params :: = 
/* sans paramètres */ 
params, simple-expr /* un ou plusieurs paramètres */ 
simple-expr 
Figure 4.8 Syntaxe pour la description des actions. 
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En arrivant à un état terminal (un état sans aucune transition comme telnet_alert ou 
normal_end), on dira que la règle a été observée dans le journal. En d'autres termes, l'une des 
séquences d'événements décrites par la règle a été retrouvée dans la séquence des événements 
injectés dans le noyau Orchids. 
4.4 Processus d'analyse 
Comme on l'a cité au début de ce chapitre, le noyau d'Orchids est basé sur l'algorithme 
décrit dans «Log Auditing through Model Checking» [26J. Des améliorations ont été ensuite 
apportées à cet algorithme. On peut trouver la forme rigoureuse et complète de l'algorithme 
avec sa collection d'optimisations dans «Un algorithme pour l'analyse de logs» [10]. D'autres 
dispositifs tels que les cuts et l'opérateur without sont décrits dans «Langages de détection 
d'attaques par signatures» [111. 
On n'a pas l'intention d'illustrer le fonctionnement détaillé de l'algorithme de vérification 
ici. L'objectif est simplement de présenter j'approche sur laquelle est basé le processus d'analyse, 
sans entrer dans les détails. Pour cela, on va procéder à une série d'abstractions sur le langage 
de spécification des attaques pour simplifier J'explication. 
La figure 4.9 montre une première abstraction sur un automate consistant à ignorer les 
actions effectuées au niveau de chaque état et à ne considérer que les transitions (les événements), 
et une deuxième abstraction consistant à passer d'un système de transitions à une structure de 
Kripke. On peut maintenant écrire J'automate ainsi simplifié à l'aide cie l'expression régulière 
E1 IE2*[E3' On exprime ici notre volonté de détecter un premier événement El suivi par zéro ou 
plusieurs événements E2, suivis par un dernier événement E3. 
La figure 4.10 schématise la simulation pas à pas de l'automate EdE2*]E3 sur la trace 
d'un fichier journal constitué successi vement par les événements El l, E2.2, E23 , E1. 4 et E35 . 
Le deuxième chiffre en indice sur les étiquettes attribuées aux événements indique l'ordre dans 
lequel un événement est observé dans le journal. 
Ala réception du premier événement (Eu), Orchids crée une nouvelle instance de règle. 
Sachant qu'à partir d'un état Elon peut atteindre E2 ou E3, Orchids crée un premier thread 
bloqué sur l'événement qui valide la transition vers un état E2 et un deuxième thread bloqué sur 
l'événement qui valide la transition vers un état E3. 
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El 
Prerruere abstraction OelLxlëme absrracbon J 
E2 
E3 
E3 • E3 
• 
Figure 4.9 Abstractions sur un automate décrit dans le langage de signature d'Orchids. 
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Figure 4.10 Simulation de l'automate EdE2*]E3 sur un journal d'événements. 
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À la réception de l'événement E2.2 , le premier thread est débloqué; et puisqu'on peut 
atteindre les états E2 ou E3 à partir de E2, Orchids crée deux nouveaux thread : thread3 en 
attente d'un événement E2 et thread4 en attente d'un événement E3. Deux autres threads 
(thread5 et thread6) sont aussi créés suite à la réception de l'événement E2.3 qui débloque par 
la même occasion Je thread thread3. 
Arrivé au quatrième événement (E 14 ), une nouvelle instance de règle est créée avec deux 
nouveaux threads : thread7 et thread8. 
C'est à la réception de l'événement E3.5 (un état terminal de J'automate) que les deux 
instances se terminent. La deuxième instance de règle se termine avec un seul chemin: IEI4E35]' 
Quant à la première instance, elle se termine avec trois chemins: [E) )E35], [EllE22E35] et 
[EllE22E23E35]' Seul le chemin «le plus court», soit [EllE22E23E35], est retenu. 
Comme on peut le remarquer, le chemin retenu comme étant «le plus court» n'est pas le 
chemin avec le moins de transitions. Au contraire, c'est bien celui avec le plus grand nombre de 
transitions. Alors pourquoi est-ce qu'on l'appelle «le chemin le plus court» ? 
En fait, le terme «le plus court» veut dire deux choses: «le plus rapide», et celui qui 
porte «le plus d'informations». 
Pour mieux distinguer ces deux notions, prenons un autre exemple plus simple illustré à 
la figure 4.11. Comme on peut le voir, le chemin le «plus rapide» est celui qui, en partant d'un 
même état initial, atteint un état final avant un autre chemin (par rapport à l'ordre chronologique 
du journal). 
Revenons maintenant à l'exemple de la figure 4.10. Dans la première instance de règle, 
tous les chemins sont aussi rapides. En effet, en partant du même état initial Ell , tous les 
chemins atteignent le même état final E3.5 en même temps (à savoir, à l'étape 5). On n'a donc 
pas de chemin plus rapide qu'un autre. Dans ce cas, le chemin qu'on considère «le plus court» 
est celui qui contient aussi «le plus d'informations». En d'autres termes, c'est le chemin avec Je 
plus grand nombre d'états (chaque état fournissant un ensemble d'informations). 
Ainsi, une seule alerte est lancée par Orchids au lieu d'une alerte pour chaque chemin. Et 
c'est l'alerte correspondant au «chemin Je plus court». 
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Figure 4.11 Simulation de l'automate A[qD]. 
CHAPITRE V
 
MISE EN ŒUVRE DU MODULE 802.11 ET DES SIGNATURES
 
D'ATTAQUES
 
On présente dans la première section les choix faits au niveau de l'architecture de la 
plateforme de détection d'intrusions qui affectent directement les choix de mise en œuvre du 
module 802.11 discutés dans la deuxième section. Ensuite, on présente clans la troisième section 
notre démarche pour identifier les signatures d'attaques. 
5.1 Architecture de la plateforme de détection d'intrusions 
Comme on l'a présenté au chapitre 2, les détecteurs d'intrusions sont généralement com­
posés de deux parties: un ensemble de sondes (pour la collecte des événements) et un ou 
plusieurs analyseurs. Pour une meilleure sécurité, on place les sondes sur les réseaux qu'on veut 
surveiller et les analyseurs dans une zone extrêmement protégée. 
En attachant un ensemble de sondes à un analyseur, on doit veiller à ce que le nombre 
d'événements reçus par ce dernier ne dépasse pas sa capacité de traitement, sinon des événements 
peuvent être rejetés et on pourrait donc passer à côté d'une attaque sans la remarquer. 
Un autre point important est de décider de l'endroit où placer les sondes: soit n'importe 
où dans la zone couverte par le point d'accès, soit dans le point d'accès lui-même. Bien que le 
choix de mettre la sonde dans le point d'accès semble le plus approprié car c'est le point central 
de la zone qu'il couvre, on a choisi de la placer juste à côté, pour les raisons suivantes. 
Notre premier argument est que le détecteur d'intrusions n'a pas pour tàche de protéger 
seulement le point d'accès mais aussi les clients du réseau. Il faudrait donc une interface, avec 
une meilleure sensibilité, qui puisse couvrir une zone plus large que celle couverte par le point 
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d'accès. Ainsi, un intrus potentiel serait visible par le détecteur d'intrusions même s'il agit en 
dehors de la zone couverte par le point d'accès. 
L'autre argument est que la charge d'analyse est assez considérable. Il faudrait donc 
concevoir des points d'accès plus performants avec des processeurs plus rapides et une plus 
grande mémoire. Ceci implique non seulement des coûts supplémentaires, mais aussi une gestion 
plus lourde de l'équipement. Il ne faut pas aussi sous-estimer le nombre de points d'accès déjà 
en place et qui ont besoin d'un détecteur d'intrusions indépendant. 
En se basant sur l'architecture retenue, on pouvait soit exploiter les journaux du pilote 
de la carte sans-fil, soit travailler directement sur les trames 802.11 en format brut. Notre choix 
s'est fixé sur la deuxième possibilité. En effet, les journaux des pilotes ne correspondent à aucun 
standard et dépendent, donc, fortement de la carte et du pilote utilisés. Généralement, ces 
journaux comportent des messages au format Syslog reportés, avec un code de priorité, à l'aide 
de la fonction printk. De plus, pour que la détection soit plus rapide, il est préférable d'analyser 
directement les trames au format brut. 
5.2 Mise en œuvre du module 802.11 pour Orchids 
La première opération effectuée durant le lancement du processus de base d 'Orchids est 
la lecture du fichier de configuration orchids. conf (le chemin vers ce fichier est précisé durant 
l'installation ou au moment de l'exécution). Ce fichier est constitué de directives et est édité 
par l'administrateur selon ses besoins spécifiques. La figure 5.1 montre un extrait du fichier de 
configuration orchids.conf. On y observe la directive SetModuleDir qui permet d'indiquer le 
chemin vers les modules Orchids et la directive LoadModule qui permet de charger un module 
spécifique en indiquant son nom (dans l'exemple, on charge les modules wifi et syslog). L'ordre 
dans lequel apparaissent les directives dans le fichier de configuration est importanL. 
U Fichier orchids.conf 
SetModuleDir /usr/local/lib/orchids
 
LoadModule wifi
 
LoadModule syslog
 
Figure 5.1 Extrait du fichier de configuration orchids. conf. 
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En fait, les modules Orchids sont compilés sous forme de bibliothèques partagées (shared 
abjects). On utilise donc la directive LoadModule nom_du_module pour charger en mémoire la 
bibliothèque partagée mod_nom_du_module. so. La figure 5.2 présente une structure d'entrée 
d'un module Orchids. Cette structure identifie principalement les paramètres suivants pour un 
module donné: 
•	 Version d'Orchids pour vérifier la compatibilité du module avec la version d'Orchids 
utilisée. 
•	 Nom du module. 
•	 Dépendances: liste des modules desquels dépend ce module. Si l'un de ces modules n'est 
pas encore chargé, le module qui en dépencl ne peut pas poursuivre son chargement. 
•	 Directiyes de configuration liste des directives cie configuration pour les paramètres 
spécifiques au module. Dans le cas clu module wifi, une seule directive spécifique a été 
développée, à savoir la directive AddDevice. 
•	 Fonction de pré-configuration: fonction pour l'initialisation du module. C'est à ce niveau 
que les champs spécifiques à ce module sont déclarés. 
On présente dans ce qui suit les étapes de pré-configuration et de configuration d'un 
module Orchids ainsi que la mise en œuvre de la capture et du découpage des trames dans le 
module wifi. 
5.2.1 Pré-configuration et configuration d'un module Orchids 
Durant le chargement d'un module Orchids, la fonction de pré-configuration indiquée au 
niveau de la structure d'entrée du module (wifi_preconfig dans le cas du module wifi) est 
invoquée afin de déclarer les champs spécifiques à ce module. On a retenu la liste des champs 
suivants pour le module wifi : le type de trame, le sous-type, le temps de réception, les différentes 
adresses (destination, source, point d'accès, transmission et réception), la direction de la trame, 
le numéro de séquence, une valeur booléenne indiquant s'il s'agit d'une trame chiffrée, la taille 
des données et, finalement, la puissance du signal reçu. 
La figure 5.3 illustre, pour chaque champ retenu, le nom qui lui est associé dans le lan­
gage des signatures d'Orchids, son type et un commentaire expliquant en quelques mots sa 
sign ification. 
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1** 
** ~struct input_module_s
 
** Input Module Structure.
 
** These modules extract useful.information, preprocess and
 
** prepare them to be processed by the analysis engine.
 
**1 
typedef struct input_module_s input_module_t;
 
struct input_module_s
 
{
 
unsigned long magic;
 
unsigned long version;
 
char *name;
 
char *license;
 
char **dependencies;
 
struct mod_cfg_cmd_s *cfg_cmds;
 
pre_config_t pre_config;
 
post_config_t post_config;
 
post_compil_t post_compil ;
 
} ; 
Figure 5.2 Structure d'entrée d'un module Orchids. 
{ I1 wifi.type", T_sn, "frame type" }, 
{ "wifi. subtype" , T_STR, "frame subtype" }, 
{ "wifi.time", T_ TH1EVAL, "reception time ll } , 
{ "wifi.da", T_STR, Ildestination address Il } , 
{ 'Iwifi. sail, T_STR, II source address" } , 
{ !'wifi. bssid ll • T_STR, "basic service set identifier" } , 
{ "wifi. ta l!, T_STR, "transmitter address Il } , 
{ J1 wifi.ra I1 , LSTR, "rece iver address" }, 
{ rlwifi.dir ll T_sn, "direction of the frame ll } ,J 
{ Jlwifi.seqnum", T_INT, Il sequence number ll } ,
 
{ "wifi. iswep", T_INT, "1 if it is an encrypted frame, 0 else. " } ,
 
{ "wif i. bodylen", LINT, "body length" },
 
{ " Y ifi.rssi l ', T_INT, "rece ived signal strength identification"}
 
} ; 
Figure 5.3 Liste des champs retenus pour le module wifi. 
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Configurer un module Orchids consiste à. appliquer les fonctions associées aux directives, 
spécifiques à ce module, rencontrées dans le fichier de configuration orchids.conf entre les balises 
<module nom_du_module> et </module>. La figure 5.4 montre, par exemple, la configu­
ration du module wifi à. l'aide de la directive AddDevice athO qui permet d'ajouter une in­
terface sans-fil pour l'écoute d'un flux 802.11. La même figure montre aussi un exemple de 
configuration du module syslog à. l'aide des directives AddTextf ileSource, AddUdpSource, 
AddUnixSocketSource. 
# yifi input module
 
<module \lifi>
 
AddDevice athO
 
</module>
 
# syslog input module 
<module syslog> 
AddTextfileSource Ivar/log/messages 
AddUdpSource 10514 
AddUdpSource 514 
AddUnixSocketSource /dev/log 
</module> 
Figure 5.4 Exemple de configuration de modules Orchids. 
La fonction associée à la directive AddDevice effectue principalement deux opérations: 
ouvrir l'interface sans-fil, passée en paramètre, en mode écoute à l'aide de la bibliothèque Pcap 
(Packet Capture library), et déclarer la fonction effectuant la création d'événements et leur 
injection dans le noyau Orchids. On verra dans la section suivante comment se fait la création 
des événements (toujours au sens Orchids) à partir des trames 802.11. 
5.2.2 Capture et découpage des trames 802.11 
Comme on vient de le dire, la capture des trames est effectuée à l'aide de la bibliothèque 
Pcap. Avant la capture, on commence par créer un tableau de 13 cases (le chiffre 13 correspond au 
nombre de champs retenus) de type ovm_var_t (type générique propre à Orchids) correspondant 
aux champs enregistrés. Ensuite, dès qu'on capte une trame, on fixe les valeurs des cases du 
tableau correspondant aux champs qui sont toujours présents indépendamment du type de la 
trame capturée, comme par exemple les champs 'Iifi. rssi et wifi. time. Finalement, on 
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traverse un long swi tch en fixant à chaque fois les cases du tableau correspondant aux champs 
spécifiques à la trame capturée. En se basant sur le tableau qu'on vient de remplir, on crée une 
structure d'un événement et on l'injecte dans le noyau d'Orchids. 
5.3 Identification des signatures d'attaques 
Pour arriver à écrire correctement une signature d'attaque de façon précise, il faut «b'ien 
connaître l'attaque» ainsi que ses variantes mais aussi «b'ien connaître le système» surveillé. 
Bien connaître l'attaque et ses variantes permet de ne prendre que l'essentiel (le minimum 
requis pour identifier l'attaque le plus tôt possible) et surtout d'éviter les fausses négatives. 
Bien connaître le système permet d'éviter les fausses positives. En effet, si on ignore les détails 
de fonctionnement du système, on pourrait croire identifier une attaque alors qu'on ne fait que 
signaler un comportement normal dans une situation particulière du système. 
Bien que le nombre d'attaques détectées par un outil de détection d'intrusions soit un fac­
teur important, on a choisi dans ce mémoire de décrire seulement quelques signatures d'attaques 
fondamentalement différentes. L'objectif est de montrer les principales fonctionnalités offertes 
par Orchids, ainsi que certaines de ses limites. 
On présente dans les sous-sections suivantes notre démarche pour décrire les attaques 
deauthenticat'ion flood'ing et ChopChop à l'aide du langage cie signatures d 'Orchids, étendu grâce 
au module wifi. Ces deux attaques ne sont pas les seules qu'on a réussi à identifier et à détecter 
mais ce sont les seules qu'on va présenter ici. Parmis les attaques qu'on a réussi à identifier et 
à détecter on cite, par exemple, les attaques ARP Replay et Wellenre'iter. 
5.3.1 Identification de l'attaque de désauthentification par inondation 
Le fonctionnement de cette attaque a été illustré à la section 1.3.2 «Attaques contre 
la disponibilité». Dans la présente section, on effectue une analyse détaillée et on présente 
les propriétés essentielles de l'attaque deauthenticat'ion flooding ainsi que notre démarche pour 
l'identifier à l'aide du langage de signatures d'Orchids. 
5.3.1.1 Première tentative 
On a vu que le comportement observé durant une attaque de désauthentification par inon­
dation correspond à un nombre anormalement élevé de trames du type désauthentification im­
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pliquant un ou plusieurs clients en particulier. En effet, lorsqu'un client se trouve désauthentifié 
il va tenter de se réauthentifier à plusieurs reprises. Pour l'empêcher de reprendre sa connexion, 
l'intrus peut envoyer continuellement (à une fréquence donnée) des trames de désauthentifica­
tion. Ainsi, il est possible d'atteindre Je temps d'arrêt (timeout) d'une couche supérieure (TCP 
par exemple), ce qui causerait la perte de toutes les sessions du client au niveau applicatif. Mais, 
il est aussi possible d'effectuer cette attaque avec une fréquence moins êlevée, ce qui n'empêchera 
pas le client de continuer à travailler, mais son débit risque d'être fortement affecté. 
La question est donc de savoir quelle est la fréquence à partir de laquelle on peut juger que 
le comportement est suspect. Il est évident que ce n'est pas normal d'observer cinq désauthen­
tifications du même client durant deux secondes, mais est-ce normal d'en observer cinq durant 
dix secondes? Ou deux durant cinq secondes? Ceci dépend beaucoup de l'architecture en 
place, des applications utilisées, du matériel et des clients. Le choix de la valeur exacte utilisée 
pour cet attribut devrait donc être laissé à l'administrateur du réseau. 
À ce niveau de l'analyse, on vient de dégager une propriété essentielle de l'attaque deau­
thentication fiooding qui est sa fréquence. Pour paramétrer cette propriété dans la signature 
d'attaque, on a défini deux constantes: NB _FRAMES et DELAY. La valeur attribuée à DE­
LAY indique l'intervalle maximal durant lequel on va chercher une instance de l'attaque, et la 
valeur attribuée à NB _FRAMES indique Je nombre minimal de trames de désauthentification 
qu'il faudrait observer durant l'intervalle DELAY avant de lancer une alerte. Autrement dit, 
si on observe au moins :'Œ_FRMvIES trames de type désauthentification dans un intervalle de 
temps de DELAY secondes, on lance une alerte. La figure 5.5 présente l'automate correspondant 
à la signature de l'attaque demtthentication fiooding qu'on serait tenté de dessiner à ce niveau. 
On verra dans ce qui suit que cette description n'est pas la meilleure. 
5.3.1.2 Problème de multiplication d'alertes 
Pour mieux visualiser le problème de multiplication d'alertes, on peut simplifier ['automate 
de la figure 5,5 en ignorant le paramètre DELAY et en fixant NB_FRAMES à 2, ce qui nous 
ramène à J'automate de la figure 5.6 (avec d=deauth, L=deauth_loop et A=deauth_alert). Cet 
automate exprime donc notre volonté de lancer une alerte après l'observation de deux trames 
de type désauthentification. 
La figure 5.7 illustre le résultat de la simulation de l'automate de la figure 5.6 (version 
simplifiée de l'automate de la figure 5.5) sur la séquence d'événements dl, d2, d3, et d 4 corre­
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ctr = 0 
deauth 
ctr++ 
deauth 
ctr++ 
ctr >= NB FRAlVlES time > DELAY 
time <DELAY 
@deauth alertnormal end 
­
Figure 5.5 Automate correspondant à la signature de l'attaque deauthentication flooding. 
init ctr =0 
d 
ctr++ 
d 
ctr++cO
 
ctr >= 2 
-A 
Figure 5.6 Automate simplifié de la signature d'attaque deauthentication flooding décrite à la 
figure 5.5. 
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spondant à l'observation de quatre trames de type désauthentification provenant de la même 
source et envoyées vers la même destination. On peut remarquer que trois instances de règles 
aboutissent à un état d'alerte. La première alerte signale le chemin [d 1d2J, la deuxième alerte 
signale le chemin [d2cbJ et la troisième alerte signale le chemin Id3d4]' Et si une cinquième trame 
de type désauthentification (d 5 ) surgit, une nouvelle alerte serait lancée en signalant le chemin 
[d 4d5J, et ainsi de suite. Ceci n'est pas le comportement qu'on souhaite observer. 
; 1~1.\
 
? \.SJI Inll ct3 d2 L L 
i ,,1 ; "L , \d4 ' 
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ctr >= 2 @@ A 
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Figure 5.7 Simulation de l'automate de la figure 5.6. 
En effet, on voudrait que pour une même attaque on ne retrouve qu'une seule alerte. Cela 
semble simple à dire mais ce n'est pas aussi facile à formaliser. Avant tout, il faut définir ce 
qu'on entend par «une même attaque». Dans le cas de la désauthentification par inondation, 
si l'intrus n'arréte pas d'envoyer des trames de désauthentification, combien d'alertes doit-on 
trouver dans le rapport d'Orchids ? 
On serait tenté de répondre que l'idéal serait une seule alerte dès que l'attaque com­
mence et une notification dès que l'intrus arrête d'envoyer des trames de type désauthentifica­
t.ion. Sauf que dans ce cas, un intrus déterminé lancera d'un seul coup une alerte en envoyant 
NB _ FRAMES trames de type désau thentification et attendra DELAY secondes (temps néces­
saire pour juger que l'intrus a arrêté l'attaque) avant de recommencer, et ainsi de suite. De cette 
façon, il réussit à avoir le contrôle sur le remplissage de notre rapport d'alertes. On pourrait 
aussi envisager de lancer une alerte tous les i\B _FRAMES trames ou une alerte tous les DELAY 
secondes. 
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Notre choix s'est fixé sur une alerte dès que l'attaque commence, suivie d'un temps 
d'attente prédéfini WAITIME durant lequel aucune nouvelle alerte pour un même couple vic­
time et attaquant ne doit être lancée (le temps d'attente ne doit pas suspendre la détection de 
nouvelles attaques). Après ce temps, si l'attaque est encore active on lance une nouvelle alerte 
et on attend de nouveau durant WAITIME secondes. 
En partant des résultats de la simulation de la figure 5.7, on introduit dans ce qui suit 
deux constructions offertes par Orchids qui vont nous permettre de mettre en œuvre le choix 
qu'on vient de se fixer (l'option avec WAITIME). 
5.3.1.3 Amélioration à l'aide du mot clé synchronize 
Pour commencer, au lieu d'avoir trois alertes signalant successivement [dl d2J, [d2d3] et 
Id3dq] on aimerait plutôt avoir deux alertes signalant successivement [d 1d2] et [d3d4]' En d'autres 
termes, on voudrait mettre en œuvre l'idée consistant à lancer une alerte tous les NB_FRAMES 
trames. Si on revient à la figure 5.6, on peut voir qu'à la réception d'une nouvelle trame, une 
nouvelle instance de règle est systématiquement créée; c'est ce qui fait que les chemins signalés 
aient en commun un ou plusieurs événements (dans le cas où NB _FRAMES est supérieur à 2). 
d4 
• A 
Figure 5.8 Simulation de l'automate de la figure 5.6 modifié à l'aide du mot clé synchronize. 
La création d'une instance de règle n'est nécessaire que lorsqu'il s'agit d'une nouvelle at­
taque (un nouvel attaquant ou une nou velle victime) ou lorsqu'il n'existe aucune instance de règle 
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active qui traite l'attaque en cours. Pour cela, il faudrait éviter de créer une nouvelle instance 
de règle tant qu'il y en a une qui est encore active, quand il s'agit du même couple d'adresses 
source et destination impliquées dans l'attaque. Orchids propose le mot clé synehronize qu'on 
ajoute juste après le nom d'une règle suivi des noms des variables sur lesquels on veut lim­
iter la création d'instances, dans notre cas l'adresse source $addr_sre et l'adresse destination 
$addr _dst. Ainsi, le résultat de la simulation précédente correspondrait à la figure 5.8. Donc, 
dès que la première instance de règle se termine, une nouvelle instance de règle, commençant 
par l'événement d3, est créée. 
5.3.1.4 Solution proposée à l'aide du mot clé eut 
Maintenant, pour observer un temps d'attente après chaque alerte, on doiL retarder la 
libération de l'instance de règle. En d'autres termes, l'état d'alerte A ne doit plus être un état 
terminal. Pour cela, on rajoute une transition partant de l'état A vers un nouvel Hat terminal. 
Cette transition doit être franchie après l'écoulement d'un temps d'attente de WAITIME secondes 
(voir figure 5.9). 
~ 
d ~'"~O 
,,~·to
 d 
ctr++ 
ctr >= 2 
~... 0 
tune> waltune 
Figure 5.9 Automate modifié de la figure 5.6 prenant en considération un temps d'attente après 
j'état d'alerte. 
Cela dit, le fait de maintenir l'instance de règle active durant un certain temps n'est pas 
sans conséquences. En effet, les threads des états précédant l'état d'alerte restent actifs tanL 
qu'on n'a pas atteint un état. terminal. Ceci veut dire que, tant qu'on ne libère pas l'instance 
de règle, plusieurs threads vont continuer à chercher un chemin vers un état. terminal et vont 
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potentiellement atteindre l'état d'alerte (voir figure 5.10). Donc, non seulement le problème de 
multiplication d'alertes se trouve aggravé mais en plus on assiste à une explosion combinatoire 
plus ou moins grave selon la valeur donnée à la constante \~AITIME. 
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Figure 5.10 Simulation de J'automate de la figure 5.9 modifié à l'aide du mot clé synehronize. 
Pour empècher cette dégringolade, Orchids propose la fonction eut. Cette fonction met 
en œuvre le concept de «coupe-choix» de Prolog (red cu.t) , donc elle permet d'appliquer un 
choix définitif (commited choice) en arrêtant la recherche de nouveaux chemins à partir d'un 
état donné. Un appel à eut ("deauth_1oop") à l'entrée de l'état deauth_alert permet ainsi 
d'arrèter touS les threads en attente dans le sous-arbre ayant pour racine la première instance 
d'état deauth loop. 
Pourquoi cutC'deauth _IOOpll) et non pas cut(lIinit ll ) 7 Tout simplement parce que cutC'init ll ) 
empêcherait la création de toute nouvelle instance de règle, même si on est en présence d'une 
nouvelle attaque (une nouvelle victime ou un nouvel intrus). Le code complet de la signature 
d'attaque deauthentication flooding est présenté à la figure 5.11. 
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/* Fichier deauth_flood.rule */ if ( .vifi.subtype == "deauth" 
k& $addr_src .vifi.sa 
#define NB_FRAMES 5 && $addr_dst .vifi.da 
#define DELAY 10 k& .vifi.time < $end_time 
#define WAITIME 15 && $counter >= NB_FRAMES 
goto deauth_alert; 
rule deauth_flood 
syochrooize($addr_src, $addr_dst) if ( .vifi.subtype == "deauth" 
{ && $addr_src .vifi.sa 
&k $addr_dst .vifi.da 
state ioit { && .vifi.time >= $end_time 
goto normal_end;
 
$addr_src .vifi.sa
 
$addr dst .vifi .da } /* end deauth_loop */
 
$counter = 0 ; state deauth_alert {
 
$start tlme = .vifi.time
 
$end time .vifi.time + DELAY cut("deauth_loop");
 
$end_time = .wifi.time + WAITIME 
if ( .wifi. subtype == "deauth" ) 
goto deauth_loop; $msg J'deauthentication flood sre:" 
+ .wifi.sa + Il dst:" + .wifi.da 
} /* end init */
 
print ( $msg );
 
state deauth_loop {
 
if ( .wifi.time >= $end_time )
 
$counter $counter + 1; goto normal_end;
 
if ( .vifi.subtype == "deauth" } /* end deauth_alert */
 
•• $addr_src .wifi.sa
 
&. $addr_dst .wifi.da state normal end {
 
••. vifi.time < $end_tirne
 
.& $counter < NB_FRAMES } /* end normal_end */
 
goto deauth_loop;
 
} /* end rule deauth_flood */
 
Figure 5.11 Code complet de la signature d'attaque deauthentication jtooding. 
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5.3.2 Identification de l'attaque ChopChop 
Cette attaque a été illustrée à la section 1.3.3 «Attaques contre la confidentialité». On 
y a vu que pour découvrir une trame chiffrée de N octets, un intrus doit effectuer N cycles de 
devinettes. Durant chaque cycle, de 1 à 256 trames de même taille et transportant exactement 
les mèmes données (seul l'lCV est différent) sont envoyées vers un point d'accès. En passant 
d'un cycle à un autre, la taille des données est réduite d'un octet (voir figure 5.12). 
( 1"" tête MAg donnée, hCY ] Il 
r 
~ ~ 1 rl.n-':::êt~e~:-;-'IA:-;:g'-~do-nn-ée-'-----...,l'IC-Y-]-011 
() >~::\".g 
::J " 
-0 
'Icn--'-ê,-'eM-A--=qr--d-o-nn-",-,--]-oc-"-'--l'IC-Y-2--'.d 
dOIUlêcs: - 1 octet IICY 221 
~ 
1 octet 
~ MAg donnCc~ - 2 oclets 1lev 3 21 
1 octet 
Figure 5,12 Cycles de devinette d'une attaque ChopChop. 
On vient de décrire l'essentiel de l'attaque, mais d'autres indices peuvent venir préciser 
cette description, comme par exemple le fait que les trames soient envoyées vers des adresses 
de destination multicast (débutant par ft) successivement différentes au niveau d'un seul octet 
(exemple: ff:c1:24:e;2.et ff:cl:24:e~). 
La figure 5.13 présente un automate correspondant à cette description de l'attaque Chop­
Chop. On commence donc par initialiser un compteur ctr à 0 au niveau de l'état init. Ensuite, 
dès qu'on reçoit une trame chiffrée destinée à une adresse multicast on passe à l'état first_loop 
en sauvegardant la valeur de la taille de la trame dans la variable bodylen (sur la figure, la taille 
sauvegardée est 1\'). Le passage à l'état first_loop marque le début d'un éventuel cycle de 
devinette. On s'attend donc à recevoir de 1 à 256 trames de même taille: bodylen' == bodylen 
(ici bodylen' correspond à la taille d'une nouvelle trame alors que bodylen représente la taille 
d'une première trame reçue). 
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in il ctr = 0 
bodylen = N 
bodylen' == bodylen 
ctr < 3 bodylen' == bodylen - 1 
clr++
 
bodylen = bodylen'
 
ctr >= 3 
y 
@ 
alerte 
Figure 5,13 Automate correspondant à la signature d'attaque ChopChop. 
La transition vers l'état second_loop marque la fin d'un cycle de devinette et le début du 
cycle suivant puisque la taille des données est réduite d'un octet: bodylen' == bodylen - 1. Au 
niveau de l'état second_loop, on réinitialise la valeur de la variable bodylen avec celle de bodylen' 
et on incrémente le compteur ctr, Ce compteur sert à compter le nombre de cycles observés. 
Si on atteint un certain nombre de cycles à partir duquel on peut juger que le comportement 
observé est fort probablement une attaque ChopChop (dans l'exemple on a choisi de le fixer 
à 3), on lance une alerte, sinon on revient à J'état first_loop et on cherche un nouveau cycle, 
et ainsi de suite. 
La figure 5.14 présente une simulation de l'automate de la figure 5.13 sur une séquence 
d'événements correspondant à quatre cycles de devinette de l'attaque ChopChop. On suppose 
ici que l'attaquant réussit à deviner chaque octet après la deuxième tentative. Normalement, à 
l'observation de la première trame de taille N-3, on devrait lancer une alerte. Cela dit, comme 
on peut le remarquer sur la figure, même avec un petit exemple, notre espace d'états - donc 
l'espace mémoire requis - explose rapidement. L'explosion combinatoire serait plus importante 
avec des cycles plus nombreux et plus longs. 
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Figure 5.14 Simulation de l'automate de la figure 5.13. 
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On peut réduire de façon considérable l'explosion combinatoire en utilisant le mot clé 
synehronize sur la variable bodylen. En effet, il n'est pas nécessaire de créer une nouvelle 
instance de règle durant un mème cycle de devinette. La figure 5.15 présente la simulation de 
l'automate de la figure 5.13 sur le même flux d'événements présenté à la figure 5.14 après la 
synchronisation sur bodylen. En comparant les figures 5.14 et 5.15, on peul se rendre compte 
que dans le premier cas, on crée une instance de règle pour chaque événement et dans le deuxième 
cas, on crée une instance de règle seulement pour le premier événement d'ull même cycle, ce qui 
représente une amélioration considérable mais pas suffisante dans un scénario plus réaliste. 
N 
F 
N-[ 
N 
N-} 
[TI F 
~ 
-~ 
~ 
cp ~r< 31 
~ ctr <3 
N-3 
~ 
~-[ N-T 
Y 
CD
cb
 
Figure 5.15 Simulation de l'automate de la figure 5.13 modifié à l'aide de synchronize. 
En voulant améliorer davantage notre solution au problème de l'explosion combinatoire 
qu'on vient de voir, on a songé à effectuer un choix définitif (commited choice) après chaque 
cycle en faisant appel à eut("init") à l'entrée de l'état second_loop. Bien qu'on réussisse 
à résoudre le problème d'explosion combinatoire, l'opération est dangereuse. La figure 5.16 
présente le résultat de la simulation: comme on peut le remarquer, on atteint l'état d'alerte 
sans remplir l'espace mémoire sauf qu'à partir du premier eut (" ini t ") aucune nouvelle instance 
de règle ne peut être créée. Ceci a pour conséquence la possibilité de masquer des attaques. En 
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effet, si une nouvelle attaque est lancée entre un cut("init") et l'état d'alerte de l'attaque en 
cours, aucune nouvelle instance de règle ne sera créée pour la nouvelle attaque et elle sera par 
conséquent cachée au yeux du détecteur d'intrusions. 
Œ:J 
~
 
~
 
~
 
1 N-2 1 
~ 
1 N-3 1 
~ 
F 
•

alerte 
Figure 5.16 Simulation de l'automate de la figure 5.13 modifié à l'aide de la fonction cut. 
On arrive donc, avec cet exemple, aux limites d'Orchids. Une idée intéressante serait 
d'étendre le langage des signatures en définissant un nouveau type d'état «volatile» (cette idée 
est en cours de discussion avec le développeur d'Orchids, Julien Olivain). En fait, on pense 
qu'on n'a pas besoin d'allouer un espace mémoire pour chaque nouvelle occurence d'un état qui se 
répète. En d'autres termes, dans la cas où on a une transition qui boucle sur un état, on pourrait 
allouer un espace mémoire pour un seul état qu'on écrase avec chaque nouvelle occurence. Ainsi, 
on réduirait de façon considérable l'arbre de recherche d'une signature d'attaque. 
CHAPITRE VI 
TESTS ET RÉSULTATS 
Dans ce chapitre, on présente les résultats d'expériences effectuées sur notre plateforme 
de tests. L'objectif ici est de vérifier en pratique les résultats de J'étude théorique effectuée dans 
les chapitres précédents. Dans la première section, on présente l'architecture de la plateforme 
et la configuration matérielle utilisée. Dans la deuxième section, on présente deux scénarios 
d'attaques correspondant aux attaques deauthentication fiooding et ChopChop décrites dans le 
chapitre précédent. 
6.1 Plateforme de tests 
Notre plateforme de tests consiste en un réseau local sans-fil 802.11 en mode infrastructure 
conneccé à Internet à travers un réseau câblé (voir figure 6.1). Le réseau sans-fil est exploité 
principalement par les chercheurs et les invités du LATECE (LAboratoire de recherche sur les 
TEchnologies du Commerce Electronique) qui s'y connectent à ['aide de leurs ordinateurs porta­
bles. Plusieurs autres réseaux sans-fil voisins sont joignables à partir du local du laboratoire; 
on est donc dans un environnement réaliste et typique. 
Pour réaliser des attaques, on a besoin d'une station qui va jouer le rôle de l'intrus et 
d'une station victime. On a. aussi besoin d'un système indépendant pour effectuer la capture, 
l'analyse et la détection des attaques. Voici les détails de la configuration matérielle et technique 
des équipements impliqués dans nos tests: 
•	 Point d'accès : Un routeur sans-fil Linksysl modèle numéro BEFW11S4 mettant en 
œuvre le standardlEEE 8ü2.11b. Le point d'accès est connecté à Internet à travers un 
J Une division de la soeiér.é Ciseo Systems, Ine. 
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réseau cablé. La configuration sans-fil utilise un filtre d'adresses MAC, ne diffuse pas le 
SSIO (Service Set IDentifier) et utilise le chiffrement WEP. 
•	 Station du client légitime: Un ordinateur sous Windows 2000 équipé d'une carte 
D-Link modèle DWL-GI22 (interface USB) mettant en œuvre le standard 802.11g. 
•	 Station du détecteur d'intrusions: Un ordinateur (Intel Pentium III 996.777 Vlhz, 
512 Mo de RAM) sous Linux (Fedora Core 6, kernel-2.6.20) équipé d'une carte D-Link 
modèle DWL-G520 (interface PCI, chipset Atheros AR5212 802.11abg) mettant en œuvre 
le standard 802.11g. 
•	 Station de l'intrus: Un ordinateur portable sous Linux (Fedora Core 3, kernel-2.6.12) 
équipé d'une carte Netgear modèle WG511T (interface CardBus, chipset Atheros AR5212 
802.11abg) mettant en œuvre le standard 802.11g. 
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\.. ~ Delecteur
'0"\ 
~~ d'Îllrrlisiol)$ 
~-----
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Figure 6.1 Plateforme de tests. 
Dans tous nos tests, on suppose que l'intrus n'a aucune connaissance préalable de la 
configuration du réseau et ne dispose d'aucune information privilégiée. 
6.2 Scénarios d'attaques et résultats de la détection 
Avant de lancer une attaque, j'intrus a besoin d'identifier sa victime. Pour cela, il doit 
observer le trafic réseau et choisir la ci ble qui l'intéresse. Donc, à partir de la station de l'intrus, 
on active ['interface sans-fil en mode moniteur à l'aide de la commande wlanconfig2 suivante: 
2\Hanconf ig est un outil qui vient avec le driver MadWifi (Multiband Atheros Driver for Wireless Fidelity 
- \/I/\I.mad\lifi.org) de la caTte réseau sans-fil. 
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wlanconfig athO create wlandev wifiO wlanmode monitor 
Ensuite, on effectue une capture, à l'aide de l'outil wireshark3 , sur l'interface athO durant 
quelques secondes. En analysant les trames, on retrouve les deux adresses MAC correspondant 
respectivement au point d'accès et à la victime: 00: OF: 66: 9A: A3: D9 et 00: 15: E9: AE: 02: Bl. 
Ces deux adresses sont les seules informations dont l'intrus a besoin. 
Pour réaliser les attaques deauthentication fiooding et ChopChop, on a choisi d'utiliser 
J'outil aireplay-ng qui fait partie de la collection d'outils Aircrack-ng4 
6.2.1 Tests de l'attaque deauthentication fiooding 
Dans ce premier scénario d'attaque, on a lancé sur le poste du client légitime la commande 
ping -t vers un poste situé derrière le point d'accès (un poste dans la zone Internet sur la 
figure 6.1). L'option -t permet d'envoyer, sans interruption, des trames IClvIP request vers le 
poste spécifié en paramètre. Si tout se passe bien, on devrait recevoir une trame ICMP echo 
en réponse à chaque requête envoyée. Au cas où un problème survient, le message «Délai 
d'attente de la demande dépassé» est affiché sur le poste du client. 
Sur le poste de l'intrus, l'attaque est effectuée en tapant la commande suivante: 
aireplay-ng -0 10 -a 00:OF:66:9A:A3:D9 -c 00:15:E9:AE:02:Bl athO 
Le paramètre -0 spécifie le type d'attaque qu'on voudrait effectuer (c'est l'attaque deau­
thentication .fiooding qui est choisie ici). Le chiffre 10, passé en paramètre, indique le nombre 
de trames désauthentification à envoyer. On peut fixer un nombre supérieur à 10 si on veut 
prolonger la durée de l'attaque mais ceci n'a pas de conséquences notables sur le déroulement 
de l'expérience. Seul un changement dans la fréquence d'émission des trames pourrait avoir des 
conséquences mais l'outil n'offre pas cette possibilité. 
Les options -a et -c permettent de spécifier respectivement l'adresse du point d'accès 
et ceJle de la stat,ion client. On indique finalement l'interface qu'on veut utiliser pour lancer 
l'attaque. Ce qui suit est alors affiché sur le poste de l'intrus: 
3~~~.~ireshark.org 
4http://~~~.aircrack-ng.org/ 
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07:26:18 Sending DeAuth to station STMAC: [00:15:E9:AE:02:81J 
07:26:18 Sending DeAuth to station STMAC: [00:15:E9:AE:02:81J 
07:26:18 Sending DeAuth to station STMAC: [00:15:E9:AE:02:81J 
07:26:20 Sending DeAuth to station STMAC: [00:15:E9:AE:02:81J 
07:26:20 Sending DeAuth to station STMAC: [00:15:E9:AE:02:81J 
07:26:20 Sending DeAuth to station STMAC: [00:15:E9:AE:02:81J 
07:26:20 Sending DeAuth to station STMAC: [00:15:E9:AE:02:81J 
07:26:20 Sending DeAuth to stat ion STMAC: [00:15:E9:AE:02:81J 
07:26:21 Sending DeAuth to station STMAC: [00:15:E9:AE:02:81J 
07:26:21 Sending DeAuth to station STMAC: [00:15:E9:AE:02:81J 
On a l'impression que chaque ligne signale l'émission d'une seule trame de type désauthen­
tification. rvlème la documentation d'aireplay-ng indique que le nombre de trames émis du­
rant l'attaque est égal au nombre passé en paramètre. Mais en regardant Je code source de 
l'outil, et en faisant une capture à l'aide de l'outil wireshark, on a constaté que le nombre de 
trames est beaucoup plus élevé en réalité. En fait, chaque ligne affichée signale l'envoie de 22 
trames de type désauthentification ; Il trames ayant comme adresse source 00: OF: 66: 9A: A3: 09 
et adresse destination 00:15:E9:AE:02:81, suivies par 11 trames ayant pour adresse source 
00: 15: E9: AE: 02: 81 et adresse destination 00: OF: 66: 9A: A3: D9 (la direction inverse des] l pre­
mières trames). 
Lorsque le client légitime reçoit la première trame de type désauthentification, sa con­
nexion est perdue et le message «Délai d'attente de la demande dépassé» est affiché. Et 
après la réception de la dernière trame, la station du client réussit à se réauthentifier auprès du 
point d'accès et recommence à recevoir les trames ICMP echo. On comprend donc que l'attaque 
a été effectuée avec succès et on s'attend à trouver dans le journal du détecteur d'intrusions, au 
plus, les deux nouvelles lignes suivantes; 
FU str[66J: "deauthentication flood src:00:Of:66:9a:a3:d9 dst:00:15:e9:ae:02:bl" 
FU str [66J: "deauthent ication flood src: 00: 15: e9: ae: 02: bl dst: 00: Of: 66: 9a: a3: d9" 
Chaque ligne signalant les premières trames de type désauthentification implique un couple 
différent d'adresses MAC source et destination. Dans ce qui suit, on va analyser trois cas de 
figures pour la détection de cette attaque et on va ill ustrer les conséquences sur les performances 
et sur le nombre d'alertes signalées dans chaque cas. 
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Sur le tableau 6.1 on observe les résultats des trois expériences. Chaque ligne du tableau 
correspond à un cas de figure particulier. Les colonnes du tableau représentent (respectivement 
de gauche à droite) : 
• Le nombre maximum d'instances de règles observées durant l'attaque. 
• Le nombre maximum d'instances d'états observées durant J'attaque. 
• Le nombre maximum de threads actifs observés durant l'attaque. 
• La durée de vie des instances de règles (en secondes). 
• Le nombre d'alertes consignées dans le journal du détecteur d'intrusions pour cette attaque. 
Nombre Nombre Nombre Durée de Nombre 
maximum maximum maximum vie des d'alertes 
d'instances d'instances de threads instances consignées 
de règles d'états actifs de règles 
Signature sans 10 40 70 13 202 
synehronize et 
sans \IAITIME 
Signature avec 2 7 12 13 34 
synehronize et 
sans WAITIME 
Signa.ture avec 2 7 3 21 2 
synchronize , 
WAITIME et. eut 
Tableau 6.1 Résultats du scénario d'attaque deauthentication ftooding. 
Dans le premier cas de figure, on lance Orchids avec une seule signature d'attaque corre­
spondant à la première tentative d'identification effectuée à la section 5.3.1 «Identification de 
l'attaque de désauthentification par inondation» (sans synchronize et sans le temps d'attente 
WAITIME). Le journal du détecteur d'intrusions signale 202 alertes. 
Chaque nouvelle trame, émise par l'intrus et arrivée au détecteur d'intrusions, crée une 
nouvelle instance de règle et une ou plusieurs nouvelles instances d'états. Vu qu'à partir de 
l'état deauth_loop on peut atteindre trois états, chaque nouvelle instance de l'état deauth_loop 
crée trois threads : deux threads restent en attente jusqu'à la fin de la règle (sur un timeout 
ou une alerte) et un thread réussit à passer la transition sur laquelle il est bloqué (la réception 
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d'une trame de type désauthentification), ce qui explique le fait que le nombre de threads est à 
peu près le double du nombre d'états. 
Dans le deuxième cas de figure, on lance Orchids avec une seule signature d'attaque 
correspondant à la deuxième tentative d'identification (avec synehronize et sans le temps 
d'attente WAITIME). Le journal du détecteur d'intrusions signale 34 alertes. La deuxième ligne 
du tableau 6.1 présente les mesures effectuées pour ce cas de figure. On remarque que le nombre 
maximum d'instances de règles actives est de deux cette fois. En effet, c'est grâce au mot-clé 
synchronize qu'on a réussi à limiter la création des instances de règles seulement pour un couple 
d'adresses MAC source et destination différents. Dans cette expérience, on a deux adresses 
MAC qu'on utilise dans les deux directions, ce qui explique le fait qu'on trouve deux instances 
de règles. Comme conséquence, le nombre d'instances d'états et de threads a aussi été réduit 
par rapport au premier cas de figure. 
Dans le troisième cas de figure, on lance Orchids avec une seule signature d'attaque cor­
respondant à la dernière solution dont le code complet a été présenté à la figure 5.11 (avec 
synehronize, WAITIME et eut). Le journal du détecteur d'intrusions signale, comme prévu, 
deux alertes. Sur la troisième ligne du tableau 6.1, on constate deux différences notables par 
rapport au deuxième cas de figure (signature avec synchronize et sans WAITIME). La première 
différence est dans le nombre de threads. Dans ce troisième cas de figure, le nombre de threads 
est réduit grâce à la fonction eut. La deuxième différence concerne la durée de vie des instances 
de règles qui est plus élevée à cause du temps d'attente WAITIME observé après chaque alerte. 
6.2.2 Tests de l'attaque ChopChop 
aireplay-ng permet de réaliser l'attaque ChopChop à J'aide de la commande suivante: 
aireplay-ng -4 -h 00:15:E9:AE:02:B1 athO 
Le paramètre -4 indique le type d'attaque qu'on veut effectuer (c'est l'attaque ChopChop 
dans ce cas). Ensuite, on précise l'adresse MAC de la station qu'on veut attaquer à l'aide de 
l'option -ho 
Le système se met donc en mode écoute et affiche la première trame chiffrée, provenant de 
la station ayant l'adresse MAC 00: 15: E9: AE: 02: 81, observée sur lïnterface athO. On choisit 
ensuite si on veut découvrir le contenu de cette trame ou si on veut continuer à chercher une 
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autre trame (voir figure 6.2). Lorsqu'on a fixé notre choix sur la trame qu'on veut découvrir, 
ChopChop commence à effectuer les cycles de devinette. 
Read 5 packets ... 
Size: 100. FromDS: O. ToDS: 1 (WEP) 
BSSID 00:OF:66:9A:A3:D9 
Dest. flAC 00:OF:66:9A:A3:D9 
Source MAC 00:15:E9:AE:02:Bl 
OxOOOO: 0841 0201 OOOf 669a a3d9 0015 e9ae 02bl .A .... f ......... 
Ox0010: OOOf 669a a3d9 c036 lcb9 5cOO a304 e836 .. f .... 6 .. : .. 6 
Ox0020: 6d9a 353f e586 ab99 f905 c451 979c 959b m. 5? ...... Q.... 
Ox0030: 5598 9202 08be 7f69 2705 Ofdc 059c cc27 U.... . -?i' ..... . J 
Ox0040: aa23 423a 84b5 5687 b39f 0834 6ged 893d .#B: .. V.... 4i .. = 
Ox0050: 584e cfa4 124f 6013 ld5f 55e4 d5fd ad3e XN ... 0' .. _U .... > 
Ox0060: a5c8 54a5 .. T. 
Use this packet ? 
Figure 6.2 Une trame chiffrée sélectionnée par ChopChop. 
Pour ce scénario d'attaque, on a lancé Orchids avec une seule signature d 'attaque corre­
spondant à la première signature décrite à la section 5.3.2 «Identification de J'attaque Chop­
Chop» (sans la synchronisation sur la taille des trames). Comme prévu, les mesures donnent des 
chiffres élevés comparativement à ce qu'on a avec le scénario d'attaque deauth.entication ftooding 
(voir première ligne du tableau 6.2). En effet, une nouvelle instance de règle est créée avec 
chaque nouvelle trame reçue, ce qui conduit vers une explosion rapide de l'espace mémoire. 
Dans le deuxième cas de figure, on a lancé Ol'chids avec une signature d'attaque corre­
spondant à la signature décrite à l'aide des mots-clé eut et synchronize. La deuxième ligne du 
tableau 6.2 présente les mesures effectuées sur le détecteur d'intrusions pour ce deuxième cas 
de figure. Comme on peut le remarquer, une seule instance de règle est active durant l'attaque, 
ceci à cause du eut (" ini t") effectué à l'entrée de J'état second loop qui empêche la création 
de toute nouvelle instance de règle tant que celle-ci reste active. Après chaque trois cycles de 
devinetté, une nouvelle alerte est consignée dans le journal du détecteur d'intrusions. 
"Ce choix a été fixé au chapitre précédent lors de l'identification de l'at.taque ChopChop. 
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Nombre Nombre Nombre 
maximum maximum maximum 
d'instances d'instances de tll7'ea.ds 
de règles d'états act.ifs 
Signature sans eut 258 95582 326740 
et sans synchronize 
Signat ure avec eut 1 9628 16 
et synchronize 
Tableau 6.2 Résultats du scénario d'attaque ChopChop. 
Avec ces différentes expériences on a pu confirmer les résultats de l'étude théorique effec­
tuée dans les chapitres précédents. On a vu, par exemple, que les performances du système de 
détection d'intrusions peuvent varier de façon considérable selon les choix effectués pour écrire 
les signatures d'attaques, 
On constate aussi qu'en ce qui concerne l'attaque ChopChop, méme avec la meilleure 
signature d'attaque qu'on a pu écrire, les performances (en consommation d'espace mémoire et 
en nombre d'alertes) sont faibles par rapport à ce qu'on trouve avec l'attaque deauthentication 
flooding. Ceci rejoint l'idée avancée au chapitre précédent proposant d'étendre le langage des 
signatures d'attaques pour pouvoir identifier correctement les attaques basées sur des événements 
répétitifs (en boucle) semblables à l'attaque ChopChop. 
CONCLUSION
 
Jean Goubault-Larrecq et Muriel Roger ont suggéré que «la détection d'intrusions com­
plexes est essentiellement une activité de model-checking de formules temporelles (décrivant des 
cla.sses de scénarios d'attaques) sur des flux d'événements»G. Cela dit, nous avons montré dans 
ce mémoire de maîtrise les limites de l'algorithme proposé dans l'article «Log auditing through 
model checking» [26] (et mis en œuvre dans l'outil Orchids [23]) pour détecter efficacement les 
attaques dans un environnement sans-fil, notamment l'attaque ChopChop. 
Dans le cadre du travail décrit dans ce mémoire, nous avons tout d'abord développé et 
intégré, dans Orchids, notre propre module de capture et de découpage des trames 802.11. Par 
la suite, nous avons décrit, à l'aide de signatures, un certain nombre d'attaques, notamment, 
ChopChop - à notre connaissance, nous somme les premiers à détecter cette attaque -, ARP 
Replay, et la deauthentication fiooding. Ces attaques ont ensuite été mises en œuvre, puis 
détectées avec succès dans un environnement réel (trois machines: un client, un attaquant et 
le détecteur d'intrusions, plus un point d'accès). 
De façon générale, les nouveaux systèmes lancent de nouveaux défis aux détecteurs d'intru­
sions (en plus des défis de base comme la prise en charge de l'aspect temporel, multiplication 
des alertes, expressivité des langages de signatures, etc.). Ces derniers tentent d'appliquer des 
approches universelles (dans leurs contextes initiaux) sans prendre en compte la spécificité des 
systèmes surveillés. 
Nous croyons qu'il est important de prendre du recul par rapport aux choix initiaux et 
de considérer les nouveaux systèmes et les nouveaux défis lors de l'élaboration des outils. En 
d'autres termes, il faudrait repenser au problème de la détection d'intrusions dans un cadre plus 
spécifique (moins large). 
Dans le cas des réseaux sans-fil, à notre connaissance, il n'y a pas eu un grand effort 
d'analyse et d'étude dans ce sens pour développer des solutions appropriées à ce type de réseau 
(incluant notre solution). La majorité des solutions qu'on trouve sont soit des extensions à des 
outils conçus initialement pour les réseaux filaires, soit des solutions bâties sur une approche 
mise en œuvre par ces outils. 
6http://www.liafa.jussieu.fr/web9/manifsem/description_fr.php?idcongres;602 
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Plusieurs pistes de travaux futurs peuvent être envisagées. On pense notamment à la 
possibilité d'étendre le langage des signatures pour permettre une identification plus efficace 
d'une série d'événements répétitifs ou d'améliorer plutôt le processus d'analyse en gardant le 
même langage. Une autre idée consisterait à revoir le problème de la détection d'intrusions en 
prenant en considération la particularité du système ciblé. 
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