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1. INTRODUCTION 
In this paper we consider the asymptotic behaviour of solutions of the 
system of differential equations of the form 
Y’ = A(x) y + 44 y, z), 
(1) 
z’ = B(x)z + b(x, y, z), 
where x~Z=[x~,+co), OQx,=const; FERN, k~l, zeRS, ~21, 
k + s = n; the matrices A(X) = (Uv(X))i,j, 1, _,,, k and B(X)= (bo(X))l,j= 1, ,,, s
are real and continuous on interval I; vector-functions a(x, y, z) = 
(&(X3 YY z), a,(4 Y, z), ..*9 uktx, J’, Z))’ and m, Y, z) = (&(x9 Y, z), 
M-T y, z), ..‘, b,(x, y, z))’ are real and continuous on region Ix Rk x R”. 
Moreover, it is assumed the existence and continuous dependence of the 
solutions of (1) in the interval I. 
We will study the existence of b-bounded solutions of system (1) on 
interval Z in the sense of the following definition. 
DEFINITION 1. The solution 
of system (1) is called b-bounded on interval Z if there is such a vector-func- 
tion 6(x) = (6,(x), 6,(x), . . . . 6,(x)), w h ere di: I-+ R, = (0, +co) that on Z 
the inequalities 
IYJX)l < 6i(X), i=l k, 3 *.-, 
Izi(x)l <6i+k(x)~ i= 1, . . . . s 
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As conclusion of our investigation the main result (Theorem 3) on 
existence of a family of a-bounded solutions of system (1) on interval I is 
proved. Our results are applied to the study of asymptotic equivalence of 
systems of differential equations, conditional stability of solutions of certain 
classes of systems of differential equations, and existence of solutions of 
singular Cauchy problem for systems of differential equations. 
Many works (e.g., [2-10, 12-14)) are concerned with asymptotic 
behaviour of solutions of systems of ordinary differential equations. There- 
fore, some comparisons to known results will be made in the text of the 
paper. 
2. PRELIMINARIES 
To obtain our results we need the following results concerning the 
applicability of topological method of T. Waiewski (e.g., [S, 141). We will 
consider the system of differential equations 
Y’ = fk Y ), (2) 
where y E R". Below, it will be assumed that the right-hand side of the 
system (2) is a continuous function defined on the open (x, y)-set L?. 
DEFINITION 2 [S]. An open subset Q” of the set Q is called an (n,p)- 
subset of Q with respect to the system (2) if the following conditions are 
satisfied : 
(1) There exist functions n,(x, y)~ C’(O), i= 1, . . . . 1 and pi(x, y)~ 
C’(Q), j= 1, . . . . m such that 
Q” = {(x, y) : n,(x, y) < 0, pi(x, y) < 0 for all i, j}. 
(2) h,(x, y) < 0 holds for the derivatives of the functions n,(x, y), 
c( = 1, . . . . 1 along trajectories of (2) on the set 
No = { Cx> Y) : I1~txT Y) = O, ni(xv y) Go, Pj(x, .,V) d O 
for all i, j and tl, i#ct}. 
(3) ps(x, y) >O holds for the derivatives of the functions ps(x, y), 
j? = 1, . ..) m along trajectories of (2) on the set 
p,= {(xv Y):Pp(x, y)=O, n,(x, Y)GO,Pj(X, Y)bO 
for all i, j and /I, j#/3}. 
The number 1 or the number m in this definition can be zero. 
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DEFINITION 3 [S]. The point (x0, yO) ~s2 n 80’ is called an egress 
point of $2’ with respect to the system (2) if for every solution of the 
problem y(x,) = y, there is an E > 0 such that (x, y(x))~Q’ for 
x,-&~X<X0. An egress point (x0, y,) of 52’ is called a strict egress point 
of sZ” if (x, y(x)) # iz” on interval x0 < x d x0 + sl for a small s1 > 0. The set 
of all points of egress (strict egress) is denoted by Q8(@J. 
LEMMA [S]. Let s2’ be an (n, p)-subset of 52 with respect o the system 
(2). Then 
THEOREM 1 [S]. Let Q” be some (n, p)-subset of0 with respect o the 
system (2). Let S be nonempty compact subset of 52’~ 52: such that the set 
S n Szg is not a retract of S but is a retract of Szz. Then there is at least one 
point (x0, yo) E Sn 8’ such that the graph of the solution y(x) of the 
Cauchy problem y(x,) = y, lies in Q” on its right-hand maximal interval of 
existence. 
3. THE AUXILIARY RESULTS 
We will consider the system (1). At first we will make some auxiliary 
computations. Let there be functions A,(x) E C’(Z), i, j= 1, . . . . k and 
B,(x) E C’(Z), i, j= 1, . . . . s such that 
A,(x) E Aji(x), i, j= 1, . . . . k and B,(x) f Bjj(x), i, j= 1, . . . . s. 
Let, moreover, the determinants of the matrices A,(x), p = 1, . . . . k and 
B,(x), q = 1, . . . . s, where 
Ap(x) = (A,(x))i,j= I, . . . . p3 Bq(x) = (Bij(x))i,j= 1, ._., q
be positive on interval I. We define the functions W,(x, y), FVJx, z) in the 
following way 
W,(x, Y)‘Vk(X)Y? Y)-O,(X)> 
W*(x, Y) = (B,(x)z, z) - 02(x), 
where y= (yr, y,, . . . . Y~)~, z= (z,, z2, . . . . z,)~, symbol (., .) denotes the 
inner product and oi(x), i = 1, 2 are some positive functions on Z such that 
ORE C’(Z). The relation 
W,(x, y)=O (W*(x, z)=O) (3) 
detines some surface which is homeomorphic to a cylindric surface in the 
space (x, y) ((x, z)) and the cut set W,(x*, y) = 0 ( W2(x*, z) = 0), where 
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x* EZ of this surface is homeomorphic to a sphere in the y-subspace 
(z-subspace). 
In the following reasonings we need to know max y’, i= 1, . . . . k 
(max z:, i= 1, . . . . s) for each x E Z if the condition (3) holds. We introduce 
the ma-ices 
(j- i)’ > 0. 
Eiy = (erj)r, j= 1, _.., ?, where e,,= 1 and erj= 0 if (r - i)’ + 
THEOREM 2. Let x E Z and W,(x, y) = 0. Then for each fixed x, 
max(Yi(x))‘= WI(X) ~yi(x), i = 1, . . . . k, (4) 
where 
A,i(X) - maxC&l(x), &2(x), . . . . ~,dx)l (5) 
andlYg(x), j= 1, . . . . k are roots of the equation 
det(E, - U,(x)) = 0. (6) 
Zf x E Z and W2(x, z) = 0 then for each fixed x, 
mNzi(x))‘= 02(x) ~,i(x), i = 1, . . . . S, (7) 
where 
n,i(X) - maxCLl(X), LAX), . . . . L(x)1 (8) 
and A.,,(X), j= 1, . . . . s are roots of the equation 
det(E, - D,(x)) = 0. (9) 
Proof We will find the maximum of (Y~(x))~, i= 1, . . . . k for each fixed 
x E Z if (3) holds. By method of Lagrange’s multipliers we consider the 
auxiliary functions 
Fib, Y) = Y’ - AW,(x, Y), i= 1, . . . . k 
and find their partial derivatives with respect to y,, c1= 1, ..,, k. The 
function W,(x, y) may be represented as W,(x, Y)=C:~=~ A,(x) yiyj- 
wi(x). We then receive following homogeneous ystem of linear equations 
ei,Y,---1 i AdX)Y,=O, u = 1, . . . . k. (10) 
s=l 
The system (10) has nontrivial solutions if I is any root of Eq. (6). As the 
matrix Ak(x) is positive definite then (see, e.g., [ll]) Eq. (6) has only real 
roots n,,(x), j= 1, . . . . k. The existence of max(y,(x))*, i= 1, . . . . k follows 
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immediately from geometrical considerations. Then as it follows from (10) 
for extremal values F,,(x) of function FJx, y), i, j= 1, . . . . k we have 
f-,,(x) =w,(x) qx). 
From this the equalities (4) follow. By analogous arguments we may prove 
that the equalities (7) hold. The proof is complete. 
Now we compute the derivatives of the functions W,(x, y), W2(x, z) 
along trajectories of system (1). We have 
dW,(x, .Y) 
dx = (MAX) + 2&(x) A(x)) Y? Y) - d(x) + %4,(x) 44 Y? z), Y) 
and 
dw;; z, = ((l-q(x) + 2B,(x) B(x))z, z) - 4(x) + 2(B,(x) b(x, y, z), z). 
It is easy to verify that 
dW;; ‘) = W, y) + Qlb, Y, z), (11) 
where Nx, Y) = (A’(x) Y? Y) -d(x), A’(x) = AL(x) + &(X) A(x) + 
A’(X) A/c(X), A’(X) = (Ak(X))i,j= I, . . . . k? 
A;(x)=A;(x)+ c i A,,(x) %/(x)7 
p,q=i,j,p#q I=1 
i,j= 1, . . . . k, i#j, 
Aii(X) = Aii(X) + 2 2 Ai,(x) a,i(X)y 
I= 1 
i = 1, . . . . k 
and 
Ql(x, ~9~1~2 i Aq(X)Yiaj(X, Yt Z). 
i,j=l 
Further, 
dwf’ ‘)= P(x, z) + Q,(x, y, z), (12) 
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where P(x, z) z (B’(x)z, z) -o;(x), B’(x) E B:(x) + B,(x) B(x) + B’(x) 
Bs(x)3 B’(x) = CBttx))i,j= 1, . . ..sY 
B;(x) = B:,(x) + 
p ,=z,*, ,f, BJx)6dx), 
i,j= 1, . . . . s, i#j, 
BZ(x) = B:~(x) + 2 1 B,(X) 6/i(x), i = 1, . . . . s 
I= I 
and 
Q,(X, Y, Z) =2 i Bq(x)zi6j(X, Y, Z). 
i,j=l 
4. THE MAIN RESULTS 
THEOREM 3 (Main Result). Let there be given real functions A,(x) E 
C’(Z), A,(x) = Aji(x), i,j = 1, . . . . k, B,(x) E C’(Z), B,(x) - Bji(x), 
i,j=l , . . . . s and positive functions oi(x) E C’(Z), i= 1, 2 such that on Z 
det(d,(x)) > 0, p = 1, . . . . k, det(B,(x)) > 0, q = 1, . . . . s and the inequalities 
Nx, Y)+QI(x> Y,z)<O if W,(x, Y) = 0, (x, Y, z) E D, (13) 
W, z) + Qz(x, Y, z) > 0 if W&, z)=O, (x, Y, Z)ED (14) 
hold, where 
D = {(x, y, z) : x E Z, y’ <ol(x) A,,(x), i= 1, . . . . k, 
zj <02(x) A,(x), j= 1, . . . . $1. 
Then system (1) has at least k-parametric family of b-bounded solutions on 
Z, where 
if i = 1, .,,, k and 
if i - 1, . . . . s. 
Proof. We will apply Theorem 1. Therefore we prove that the set 
sZ” = {(x, y, z) : nl(x) < 0, n2(x, y) < 0, pl(x, z) ~0) = D, 
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where n,(x) = x,, - x, n2(x, y) s W,(x, y), and pr(x, z) z W,(x, z) generates 
an (n, p)-subset in the sense of Definition 2. We compute the derivatives 
of functions n,(x), Q(X, y), and p,(x, z) along trajectories of system (1). 
We obtain 
dn,(x) -= -1 <o. 
dx 
Further 
dn,(-s Y) = dJJ’,(x, Y) 
dx dx 
and because of (11) we have 
d%(X, Y) 
dx 
= Mx, Y) + Ql(x, Y, z). 
In view of Theorem 2 we conclude that on the set 
N2 = {(x, Y, 2) : n,(x, Y) = 0, nl(x) < 0, plb, z) Q 0) 
the inequalities y: d or(x) n,,(x), i= 1, . . . . k, zf <o+(x) A,,(x), i= 1, . . . . s 
hold. Consequently, (x, y, z) ED, nz(x, y) = 0 and the inequality (13) holds. 
Then we have 
By (12) we have 
dn,(x, Y) < o 
dx ’ 
(16) 
““I2 ‘) = dwf; ‘) = P(x, z) + Q,(x, y, z). 
Analogously by (14) 
on the set 
dPIM>o 
dx (17) 
In view of (15)-( 17) we conclude that all assumptions of Definition 2 are 
fulfilled and the set Q” is a (n, p)-subset. 
Let us now define the subset SC 8’ as a k-parametric set 
s= S(Cl, cz, . ..) C,) = {(X, y, z) : (X, y, z) E !Z”, x = x0, yi= Cj, i= 1, . . . . k, 
Ci # 0 for at least one i, C; j= 1 A,(x,) CiCi < m,(x,)}. 
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The set S is a compact subset of 52’ u a:, where by Lemma 52: = Ofe = 
P,\(N, u NJ and the boundary ?S = Sn fig of the set S is homeomorphic 
to a sphere in the z-subspace. Therefore in the case if s > 1 the set S n 52: 
is not a retract of S as the boundary of an s-dimensional ball is not its 
retract (see, e.g., Cl]). Ifs= 1 then the set Sn 52: consists of two disjoint 
nonempty subsets and, consequently, is not a retract of S. 
At the end we prove that the set S n @ is a retract of 52:. The mapping 
rr: Szg + Sn Szg is defined by the formula rc(x, y,, y,, . . . . yk, zi, z2, . . . . z,) = 
(x0, C,, C,, . . . . C,, zy, zi, . . . . zy), where 
[ ~2@0) 1 
112 
zy=zj c;,j=l Bii(XO)ZiZj ’ j = 1, . . . . s 
is continuous and, consequently, S n Szg is a retract of 52:. In that way all 
assumptions of Theorem 1 are fulfilled and, consequently, the existence at 
least one solution of system (1) which belongs to the set 52’ on interval Z 
is proved. As analogous reasoning may be repeated for all admissible 
values of parameters Ci, i= 1, . . . . k and as at least one solution of system 
(1) which belongs to the set 51’ on interval Z corresponds with any tuple 
(Cl 3 c2, . . . . C,) of these parameters, there is at least k-parametric family of 
such solutions. Each solution from this family is b-bounded and by 
Theorem 2 we may put 6(x) = (6,(x), 6,(x), . . . . 6,(x)), where 
6i(x)= Cwl(x) Ayi(x)11’2 if i = 1, . . . . k 
and 
6i+k(X) = Co2(x) nz,i+k(X)11’2 
The proof is complete. 
if i = 1, . . . . s. 
As a consequence of Theorem 3 we can receive the following two 
theorems that are more suitable for applications. 
THEOREM 4. Let there exist real, positive, and continuously differentiable 
functions on Z, cci(x), i = 1, . . . . k, pi(x), j= 1, . . . . s and o,(x), i= 1, 2 such 
that for (x, y, z) E D1 the inequalities (13), (14) hold, where 
Dl= (X,yyZ):XEZv 
WI(X) ’* 
IyiIG - [ 1 ai , i = 1, . . . . k, 
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Then system (1) has at least a k-parametric family of a-bounded on I 
solutions, where 
if i = 1, . . . . k 
o*(x) 1’2 
Bi+k(X)= pi(x~ [ 1 if i= 1, . . . . s 
Proof. The conclusion of Theorem 4 follows from Theorem 3 if we put 
Aii(x) E M,(X), A,(X) E 0, i #j, i, j= 1, . . . . k; Bii(x) -pi(x), B,(X) 3 0, i #j, 
i, j = 1, . . . . s in its formulation. 
In the next theorem we assume that either the writing conditions or the 
conditions in brackets hold simultaneously. 
THEOREM 5. Let all assumptions of the Theorem 3 be valid if we 
interchange the inequalities (13), (14) with 
Ql(X, Y,z)-w;(x)<o (GO), 6, Y, z) ED, (13’) 
Q,(x, Y, z) - 46) > 0 (2 01, (x, Y, z) ED. (14’) 
If, moreover, the quadratic form (A’(x) y, y) is negative semidefinite 
(negative definite) for each x E Z and the quadratic form (B’(x)z, z) is 
positive semidefinite (positive definite) for each x E 1, then the conclusion of 
Theorem 3 is true. 
Proof In view of (13’), (14’) and the properties of the quadratic forms, 
we may verify that for each x E I the inequalities 
dn2k Y) < o 
dx ’ 
dpl(x> z) > o 
dx 
hold, because on the set N, 
dn2k Y) 
dx = W, Y) + Ql(x, Y, z) 
= V’(x) Y, Y) -4(x) + Q,(x, Y, z) (2, (A’(x)Y, Y) ($, 0 < 
and on the set P, 
dpl(x, Y) 
dx = P(x, z) + Q,(x, Y, z) 
= (B’(x)z, z) -w;(x) + Q,k Y, 2) (;, (B’(x)z, z) (z, 0 
Further the proof of the Theorem 5 may be made by analogy with the 
proof of the Theorem 3. 
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5. APPLICATIONS AND COMPARISONS 
A. Asymptotic Equivalence 
We consider two systems of ordinary differential equations, system (1) 
and system 
j’ = A(x) jj, 
Z’ = B(x)F, 
and we define the notion of asymptotic equivalence of systems (1) and (i). 
DEFINITION 4. The differential systems (1) and (i ) are said to be 
k-asymptotically equivalent on Z if, for every solution (y(x), z(x))’ of (1) 
(and (y(x), Z(x))’ of (I)), there is at least a k-parametric family of 
solutions (j(x), Z(x))’ of (I) (and (y(x), z(x))’ of (1)) such that 
lim (y,(x)-j,(x))=O, i = 1, . . . . k 
x- +m 
and 
lim (zi(x) -ii(x)) = 0, i=l s. 7 ..., x+ +a3 
THEOREM 6. Let there be given real functions 
A,(x) E C’(Z), AJx) = Aji(x), i, j= 1, . . . . k, 
%j(x)~C’(z), Bg(x) = Bji(X), i, j = 1, . . . . s 
and positive functions oi(x) E C’(Z), i= 1, 2 such that on Z det(A,(x)) > 0, 
p=l , . . . . k, det(B,(x)) > 0, q = 1, . . . . s and for every fixed (x, y, z) E D 
Q~(x, ~1 z 2 SUP i A,(x) y,aj(x, j, 2) < ~0, 
(j,i)Eb i, j-1 
Q,(x, 2) = 2 sup i BY(x) zibj(x, j, z”) < co, 
(9, i)Ed j, j= 1 
where B= {(j,z”): ljJ < +oo, i= 1, . . . . k, lzjl < +co, i= 1, . . . . s}. Let the 
inequalities (13), (14) be valid if the functions Q,(x, y, z), i = 1,2 are 
replaced with Q,(x, y) and Q,(x, z) respectively. Zf, moreover, 
lim wr(x) AYi(x) = 0, i = 1, . . . . k, (18) 
x- +‘m 
lim c+(x) Azi(x) = 0, i= 1 , . . . . s, (19) x- +m 
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where AYi(x) and LI~,~+~(x) are gioen by formulas (5), (6), (8), and (9), 
then the systems of differential equations (1) and (i) are k-asymptotically 
equivalent. 
Proof: Let (y(x), z(x))’ be a solution of system (1) on interval I. 
Putting 
jj= y,(X) + pi, i = 1, . . . . k, 
zi = Zi(X) + zi, i = 1, . . . . s, 
(20) 
where Pi, Zi are new variables, we obtain 
7’ = A(x) 9- a(x, y(x), z(x)), 
Z’ = B(x).%b(x, y(x), z(x)), 
(21) 
where P= (P,, P,, . . . . Yk)’ and Z= (Z,, Zz, . . . . ZS)‘. For system (21) all 
assumptions of Theorem 3 are valid if we put yi = Yi, i= 1, . . . . k, zi- Zj, 
i= 1 , . . . . 8, 4x, Y, z) = -4x, Y(X), z(x)) and W, Y, z) = -4x, Y(X), z(x)) 
in its formulation. Then there is at least a k-parametric family of d-bounded 
on Z solutions where hi(x) = [w,(x) cl,i(x)] ‘I2 if i = 1, . . . . k and 6i+k(~) SE 
~C(X) nz,i+/c(x)l”’ if i= 1, . . . . s. From (18) and (19) it follows that 
x’ +co 6,(x)=0, i= 1, . . . . n. As each solution (y(x), Z(X))~ of system 
(21) determines the solution (j(x), Z(x))’ of system (I) by formulas (20) 
then on Z the inequalities 
lYi(X)-Y,(X)1 E I yi(X)l <hi(X), i=l ) ...) k, 
Izi(x)-zi(x)l = Izi(x)l <di+k(X), i=l s 3 ...> 
hold and, obviously 
lim (y,(x) - vi(x)) = 0, i = 1, . . . . k, (22) x- +m 
lim (zi(x) - Zi(x)) = 0, i = 1, . . . . s. (23) x- +m 
In an analogous way we may prove that for each solution (j(x), 5(x))’ 
of system (i ) there is at least a k-parametric family of solutions 
(y(x), z(x))’ of system (1) on Z such that the formulas (22), (23) hold. 
Therefore the systems (1) and (i) are k-asymptotically equivalent. 
Remark 1. Marlin and Struble [7, Corollary I] prove that the systems 
Y’=Nt)Y+g(t, Y), YE: R”, (24) 
and 
x’ = A(t)x, 
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where A(t) = (~(th,~= 1, ._., nj dh Y) = kl(c Y), g2k Y), . . . . g,k ~1)‘~ 
A(t) E C(Z), g(t, y) E C(Zx R”) are asymptotically equivalent under the 
following main assumptions : 
(a) There exist continuous scalar functions G,Jt), k = 1, . . . . n such 
that Igk(t, y)l d Gk(t), (6 Y) E Ix R”. 
(b) lim,,, fy G,(u)[exp J: U&S) ds] do = 0, k = 1, . . . . n. 
(c) lim,, o. 17 lati(v)l [exp St aii(s) ds] du = 0, i, j= 1, . . . . n, if j. 
We note that the conditions of Theorem 6 are independent of the above 
conditions. For example, let us put x,, = 2, k = s = 2, a,,(x) z uzz(x) = -1, 
a,,(x)= -uzl(x)=exp(x), a,(~, y, z)=Q(x, y, z)=xP3, b11(x)-b22(~)-l, 
b,,(x) =x5, b,l(X) =x20 and b,(x, y, z) = b,(x, y, z) = exp( -,x~~). By 
linearity each solution is defined for all XE Z. Then all assumptions of 
Theorem6 hold if we put Aii(x)-~ii(x)-l, i=l,2; AV(x)=BO(x)=O, 
i, j=l,2; i#j; w,(x)=x~’ and 02(x) = exp( -x~~). Therefore, for this 
choice the systems (1) and (i) are 2-asymptotically equivalent. In this case 
if we write system (1) in the form (24) then none of the conditions (b), (c) 
is satisfied. 
B. Conditional Stability 
DEFINITION 5 [2]. We shall call the solution l= t(x) of the 
n-dimensional differential system (2) conditionally stable at x + 30 if in the 
space R; there exists a k-dimensional set Sk of initial points (1 d k < n) 
such that for every solution y= y(x), under condition y(xo)e Sk and 
11 y(xo) - S(xo)/l < 8(s) the inequality 11 y(x) - @x)1/ < E holds on interval I. 
The conditional stability is called asymptotic if, besides, 
lim Ily(x) - 5(x)11 =0. x+03 
We introduce the norm Ily(x)ll = (Cti=, A,(x) y,(x) yj(x))“’ for 
y E Rk, Ilz(x)ll = (CT, j= I B,(x) zi(x) z,(x))“’ for z E R” and we define 
II(y, z)‘ll = llyll + 11~11, where YE Rk and ZEK 
THEOREM 7. Let the functions oi(x) be replaced with &xi(x), i = 1,2, 
E= constant in the formulation of Theorem 3 and let all its assumptions be 
fulfilled for each E E (0, 11. Zf supX E I ((w~(x))“~ + (o~(x))“~) = Q < 00 and 
system (1) has a trivial solution then this solution is conditionally stable with 
respect o some k-dimensional set Sk of initial values and with respect o the 
above-introduced norm. Zf, moreover, 
lim oi(x) = 0, i= 1,2 (25) X' +a, 
then this stability is asymptotic. 
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Proof. For each fixed EE (0, 1 ] we define a k-dimensional set 
Sk = S,(Z) = {(x, y) : x=x0, IlYl/*<wx0)1. 
It follows from the proof of Theorem 3, that for each EE (0, 11 and 
~,E&(E’) there is a solution (y(x), z(x))‘, y(xo) =yo of system (1) such 
that (x, y(x), z(x))E~~’ on interval I. Let E be an arbitrary positive con- 
stant. Then we put B= 1 if E > Q, E= s2QP2 if E < Q and, moreover, 
6 < ~“‘(o~‘*(~~) + w:‘*(x,)), where 0 < 6 = const. Consider the set of points 
Q’ = {(Ybo)9 4x0)) E fJ”> Yo E sm, ll(Y(Xo), 4xo))TII < 4. (26) 
Further for each solution (y(x), z(x)) of system (1) with 
(Y(Xo), 4x0)) E Q’ c QO, 
II(Ybh z(x))7 = IlY(X)ll + Il4x)ll 
+ i BJX)Zi(X)Zj(X) < E”“2(w:‘2(x) + co;‘*(x)) < E”*Q 6 E. 
i,j= 1 
(27) 
From (26) and (27) it follows immediately that the trivial solution of 
system (1) is conditionally stable (and, if (25) hold, conditionally 
asymptotically stable) with respect to the k-dimensional set Sk and with 
respect o the above-mentioned norm. 
Remark 2. The classical Liapunov’s result about conditional stability 
(see, e.g., [2]) concerns the system 
dx 
~=Ax+cp(r,x), XER”. (28) 
If matrix A has k (1 6 k < n) eigenvalues with negative real parts and 
(n -k) eigenvalues with nonnegative real parts, cp(t, x) is continuous with 
respect to t E [0, cc ) and satisfies a Lipschitz condition 
IId& x1) - cp(t, x2)11 6 L II2 -x211, 
where Ilx’ll <A, O< A, ta0, L= L(A), lim,,, L(A)=0 then the trivial 
solution x =0 of this system is conditionally stable with respect to some 
k-dimensional set of initial points. 
The conditions of Theorem 7 are independent of these conditions. For 
example, we put x0 = 10, k = s = 2, ag(x) = 0, i, j= 1,2; b,,(x) z 1, i = 1, 2; 
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a,(-% Y? z) = yzz:, a,& y, z) = Yld, bl(4 Y, z) = 
y, z) = -z2 y, y, in the system (1). The solutions of 
this system are defined for all x E I because du(x, y, z)/dx < 0 on the set 
61*(x) z b,,(x) = 0, 
-zlyly2, and b2(x, 
U= (~,y,z):~~Z,24(~,y,z)r i 
i 
($+zf)-6exp(x2)=0 
i=l I 
for all 6 E (0, co), 6 = const. All assumptions of Theorem 7 hold if we take 
Aii(x)zBii(x)=l, i=l,2; A,j(x)rB,i(x)=O, i,j=l,2, i#j; ol(x)= 
1 - x - ’ and q(x) = exp( -x). Therefore, for this choice the trivial solution 
of system (1) is conditionally stable with respect o some 2-dimensional set 
of initial values. The conditions of the above formulated result are not 
fulfilled because, if we write the system (1) in the form (28), all eigenvalues 
of matrix A are zero. 
C. Singular Cauchy Problem 
Usually the singular Cauchy problems are considered if the initial point 
is finite. In our case we will suppose that the finite point is transformed into 
infinity with respect to the variable x and we will study the existence of 
solutions of singular Cauchy problem (1 ), (29), where 
y,(+a)=O, i = 1, . . . . k 
Zi( + co) = 0, i= 1 ) . ..) s. 
(29) 
From Theorem 3 follows 
THEOREM 8. Let all assumptions of Theorem 3 be valid. If, moreover, 
lim .r- +co wI(x) A,j(x)=O, i= 1, . . . . k and lim,, +m 02(x) /izi(x)=O, 
i= 1 > a..> s, then the singular Cauchy problem (l), (29) has at least 
k-parametric family of solutions. 
Proof. The existence of k-parametric family of a-bounded solutions on 
I of system (1) follows from Theorem 3. Each solution of this family 
satisfies to conditions (29), because 
lim ai = 0, i = 1, . . . . n. 
X’ +a2 
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