We present a linear backward Euler fully discrete finite volume method for the initial-boundaryvalue problem of purely longitudinal motion of a homogeneous bar and an give optimal order error estimates in L 2 and H 1 norms. Furthermore, we obtain the superconvergence error estimate of the generalized projection of the solution u in H 1 norm. Numerical experiment illustrates the convergence and stability of this scheme.
Introduction
We consider the following mixed boundary-initial value problem: a u tt u xxt f u x x , x, t ∈ 0, 1 × 0, T , b u x, 0 u 0 x , u t x, 0 u 1 x , x ∈ 0, 1 , c u 0, t u 1, t 0, t ∈ 0, T .
1.1
This problem 1.1 arises when one considers the purely longitudinal motion of a homogeneous bar 1 . The displacement of the cross-section of the bar at time t is denoted by u x, t . When both ends of the bar are fixed, u 0, t u 1, t 0, t ∈ 0, T , that is the boundary condition. u x, 0 u 0 x and u t x, 0 u 1 x are the initial data. In theoretical analysis, the problem 1.1 was first treated by Greenberg et al. 2 , by assuming that the function f was monotonic, that is, f s > 0, ∀s ∈ −∞, ∞ , 1.2 and that the initial data was smooth, specifically u 0 ∈ C 4 0, 1 , u 1 ∈ C 2 0, 1 .
1.3
Under these assumptions they showed the existence of a unique smooth solution which decays the zero solution as t → ∞. See also Greenberg Numerical simulation methods for the problem 1.1 are recently studied by several authors 6-11 . In 6 , Gao et al. studied a finite difference method of the problem 1.1 in the domain 0, 1 × 0, T T > 0 and proved the convergence of the method by using discrete functional analysis and prior estimate. In 7, 8 , Jiang et al. studied two finite element methods of 1.1 and obtained the optimal error estimates of this finite element scheme in L 2 and H 1 norms. In 9 , Z. Jiang and Y. Jiang, and in 10 , Jiang and Li, studied a mixed finite element method and a expanded mixed finite element method, respectively, and obtained the optimal error estimates of these schemes. However, few work on finite volume methods of 1.1 was found see 11 . As we know, finite volume methods also called generalized difference methods were proposed in eighties last century and developed very quickly. Now this kind of method becomes one of the main numerical methods for solving differential equations, for example, convection diffusion equations 12-14 and Navier-Stokes equations 15 .
In this paper we want to make further study of finite volume methods for the problem 1.1 . First in Section 2, we derive a finite volume weak form of 1.1 in the case that f s is nonlinear, then propose a linear backward Euler fully discrete finite volume scheme of 1.1 . Existence and uniqueness of the solution of this scheme are proved. Next, in Section 3, we give optimal error estimates in L 2 and H 1 norms and superconvergence in H 1 norm by using new defined projections. Numerical experiments and computational results are presented in Section 4, which confirm our theoretical analysis.
The Linear Backward Euler Fully Discrete Finite Volume Scheme
In this section, we construct the finite volume method of the problem 1.1 and prove the existence and uniqueness of the solution of this finite volume scheme.
Firstly, let T h be a partition for the interval I 0, 1 , with its nodes 0 
2.1
It is easy to know that the derivative of u h with respect to x is
The test function space V h ⊂ L 2 I associated with the dual partition T * h is defined as the set of all piecewise constants with v h 0 v h 1 0 for all v h x ∈ V h . We may choose the basis function ψ j x of V h in such a way that ψ j x is the characteristic function of I * j , that is,
Then for any v h x ∈ V h can be expressed as v h x r−1
2.4
Meanwhile, U h ⊂ W 1,∞ 0 I . Thirdly, for the time interval 0, T , we give an isometric partition and denote the nodes
We introduce some notations for functions u x, t and f u x x, t :
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Then we can get
2.6
Let u be the solution of 1.1 . Integrating 1.1 a over the dual element I * j ∈ T * h , we obtain
where j 0, 1, . . . , r, x −1/2 x 0 , x r 1/2 x r , and 0 < t ≤ T . The problem 2.7 can be rewritten in a variational form. For any arbitrary v h ∈ V h , we multiply the integral relation in 2.7 by v h x j and sum over all j 0, 1, . . . , r to obtain
where for any arbitrary w r−1
2.9
Since f is a nonlinear function, we will consider the following linear finite volume scheme: find u n h
2.10
where Π h u 0 and Π h u 1 are the interpolation projection of u 0 and u 1 onto the trial function space U h , respectively, and the interpolation operator Π h is defined as Π h :
We also need to introduce the interpolation Π * h :
By Sobolev's interpolation theory, we know that
In this paper we adopt the standard notation W m,p I for Sobolev space on I with norm · m,p and seminorm |·| m,p . In order to simplify the notations, we denote W m,2 I by H m I and skip the index p 2 when possible, that is, 
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2.14 Using 2.10 we obtain
that is, 
Error Estimates
In this section, we will prove the optimal error estimates in the L 2 and H 1 norms as well as the superconvergence error estimates in the H 1 norm. This needs some assumptions about the data.
The initial functions u 0 and u 1 satisfy
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On the other hand, using 11, Lemma 3.3 , we also have
For error estimate, we will use the generalized adjoint finite volume element projection u 11 of the solution u of 1.1 , that is,
Let u and u denote the solutions of 1.1 and 3.8 , respectively. Under the assumptions H 1 , H 2 , and H 3 together with 11, Theorems 3.4-3.5 and the one-dimensional imbedding theorem in Sobolev space, then we can obtain the following. 
Next, we give the corresponding error estimates. Choosing t t n−1 , t n , t n 1 in the first equation of 2.8 , then multiplying the three equations by 1/4, 1/2, 1/4, respectively, and adding them, we have
3.11
Similarly, taking t t n−1 , t n , t n 1 in the first equation of 3.8 , then multiplying the three equations by 1/4, 1/2, 1/4, respectively, and adding them, we obtain
3.12
Subtracting 3.11 from 2.10 and using 3.12 , we get the error equation
3.13
where n 1, 2, . . . , N − 1. Let
Then the error equation 3.13 can be rewritten as 
16
Proof. Firstly, we estimate |θ 1 | 1 . Applying the Taylor formula,
and noting the definitions of u 1 h and u 0 in 2.10 and 3.8 , respectively, we know
3.20
Notice that u 1 u t 0 u 0 t , 2.13 and 3.9 , there exists a positive constant h 0 such that, when h < h 0 we have
This implies 3.16 holds. Secondly, noting θ 0 0 and 3.19 , we obtain
hence, by 2.16 , 3.10 , and h < h 0 we have
3.23
This completes the proof of 3.17 . 
3.24
where
Proof. Expanding the term b
3.26
For where
3.29
By 3.28 , we have
3.30
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On the other hand 
3.32
Combining the above five equalities with 3.26 , we can get
3.33
Using the ε-inequality, we find 
we conclude that 3.60 holds for n 2. Using the above facts, we find that 3.63 holds for n 2 as h, τ are sufficiently small and satisfy 3.68 . By the induction argument for n 1, 2, . . . , N − 1, we deduce that 3.60 holds as h, τ satisfy 3.68 . Then 3.63 holds for n 1, 2, . . . , N − 1, which implies 3.46 is valid. This completes the proof of the theorem.
Note that θ 0 0 and 2.13 , by Theorems 3.2 and 3.4, Lemma 3.1, and the triangle inequality, we obtain the following. 
3.69
Remark 3.6. The optimal order error estimates in L 2 , H 1 norms and superconvergence error estimates in H 1 norm of the solution of the finite volume scheme 2.10 are achieved in Theorem 3.5. 
Numerical Experiments
To test the finite volume scheme 2.10 and the theoretical analysis, we do some experiments by considering the following problem: 
4.1
The exact solution of the problem 4.1 is u e −t sin πx , x, t ∈ 0, 1 × 0, 1 . For simplicity, we choose a constant spatial step h and a constant time step τ. The corresponding nodes are denoted by x i ih, i 0, 1, . . . , 2r and the time levels by t j jτ, j 0, 1, . . . , 2N.
The discrete forms u 0,h and |u| 1,h of forms u and |u| 1 are calculated by the compound Simpson formula. Here we choose r N; this yields h τ. The program is written in MATLAB and run in Windows XP. By the calculated approximate solution u h , we get the discrete norms u − u h 0,h and |u − u h | 1,h , which are given in Tables 1 and 2 .
From Tables 1 and 2 , we can see that the scheme 2.10 is indeed efficient. For h τ, we get the first-order optimal convergence under the discrete norm u 0,h and the discrete norm |u| 1,h , respectively see Table 3 . Meanwhile, the scheme 2.10 is stable.
