Abstract. Duplication and repeat-deletion are the basic models of errors occurring during DNA replication from the viewpoint of formal languages. During DNA replication, subsequences of a strand of DNA may be copied several times (duplication) or skipped (repeat-deletion). Iterated duplication and repeat-deletion have been well-studied, but little is known about single-step duplication and repeat-deletion. In this paper, we investigate properties of these operations, such as closure properties of language families in the Chomsky hierarchy, language equations involving these operations. We also make progress towards a characterization of regular languages that are generated by duplicating a regular language.
Introduction
Duplication grammars and duplication languages have recently received a great deal of attention in the formal language theory community. Duplication grammars, defined in [12] , model duplication using string rewriting systems. Several properties of languages generated by duplication grammars were investigated in [12] and [13] . Another prevalent model for duplication is a unary operation on words [1] , [2] , [5] , [7] , [8] , [9] . The biological phenomenon which motivates the research on duplication is a common error occurring during DNA replication: the insertion or deletion of repeated subsequences in DNA strands, [3] .
A DNA single strand is a string over the DNA alphabet of bases {A, C, G, T}. Due to the Watson-Crick complementarity A−T, C−G, two complementary DNA single strands of opposite orientation can bind to each other to form a DNA double strand. DNA replication is the process by which given a "template" DNA strand, an enzyme called DNA polymerase creates a new "nascent" DNA strand that is a complement of the template. To be more precise, a special short DNA single strand called a "primer" is attached to the template as a toe-hold, and then DNA polymerase adds complementary bases to the template strand, one by one, until the entire template strand becomes double-stranded.
It has been observed that errors can happen during this process, the most common of them being repeat insertions and deletions of bases. The "strand slippage model" that was proposed as an explanation of these phenomena suggests that these errors are caused by misalignments between the template and nascent strands during replication. DNA polymerase is not known to have any "memory" to remember which base on the template has been just copied onto the nascent strand, and hence the template and nascent strands can slip. As such, the DNA polymerase may copy a part of the template twice (resulting in an insertion) or forget to copy it (deletion). These errors occur most frequently on repeated sequences so that they are appropriately modelled by the rewriting rules u → uu and uu → u.
The rule u → uu is a natural model for duplication, and the rule uu → u models the dual of duplication, which we call repeat-deletion. Since strand slippage is responsible for both these operations, it is natural to study both duplication and repeat-deletion. Repeat-deletion has already been extensively studied, e. g. , in [6] . However, the existing literature addresses mainly the iterated application of both repeat-deletion and duplication. This paper investigates the effects of a single duplication or repeat-deletion. This restriction introduces subtle new complexities into languages that can be obtained as a duplication or repeat-deletion of a language.
The paper is organized as follows: In Section 2 we define the terminology and notations we use. Section 3 is dedicated to the closure properties of language families of the Chomsky hierarchy under duplication and repeat-deletion. In Section 4, we present and solve language equations based on these operations, and give a constructive method for obtaining maximal solutions. In Section 5 we introduce a generalization of duplication, namely controlled duplication, and investigate characterizations of regular languages that can be obtained by the duplication of a regular language. Lastly, we present some results on the relationship between duplication and primitive words.
Preliminaries
We provide definitions for terms and notations to be used throughout the paper. For basic concepts in formal language theory, we refer the reader to [4] , [16] , [18] .
Let Σ be a finite alphabet, Σ * be the set of words over Σ, and Σ + = Σ * \{λ}, where λ is the empty word. The length of a word w ∈ Σ * is denoted by |w|. For a non-negative integer n ≥ 0, let
We denote the families of all finite languages, regular languages, context-free languages, and context-sensitive languages by FIN, REG, CFL, and CSL, respectively. Note that FIN REG CFL CSL.
A word w ∈ Σ + is said to be primitive if w = v n implies that n = 1, i.e., w = v. A word v ∈ Σ + is called a conjugate of w if v = xy and w = yx for some x, y ∈ Σ * .
For a finite automaton A = (Q, Σ, δ, s, F ) (where Q is a state set, δ : Q × Σ → 2 Q is a transition function, s ∈ Q is the start state, and F ⊆ Q is a set of final states), let L(A) denote the language accepted by A. We extend δ toδ : Q×Σ * → 2 Q as follows: (1)δ(q, λ) = {q} for q ∈ Q and (2)δ(q, wa) = ∪ p∈δ(q,w) δ(p, a) for q ∈ Q, w ∈ Σ * , and a ∈ Σ. For P 1 , P 2 ⊆ Q, we define an automaton A (P1,P2) = (Q ∪ s 0 , Σ, δ , s 0 , P 2 ), where s 0 ∈ Q is a new start state and δ = δ ∪ (s 0 , λ, P 1 ). Hence, L(A (P1,P2) ) = {w |δ(p 1 , w) ∩ P 2 = ∅ for some p 1 ∈ P 1 }. If P i is the singleton set {p i }, then we may simply write p i for i ∈ {1, 2}.
The aim of this paper is to investigate two operations that are defined on words and languages: duplication and repeat-deletion. The unary duplication operation is defined for a word u ∈ Σ * as follows:
The duplication operation is extended to a language L ⊆ Σ * as L ♥ = u∈L u ♥ . Some authors, e.g., [2] require the duplicated factor y to be in a finite set of words called the duplication scheme. We discuss a generalization of duplication schemes which we call controlled duplication in Section 5.
We also define another unary operation based on the dual of the ♥ operation. We call this operation repeat-deletion and denote it by ♠, which is defined for a word v ∈ Σ * as follows:
As above, for a given language L ⊆ Σ * , we define L ♠ = v∈L v ♠ . Previous work focused on the reflexive transitive closure of the duplication operation, which we will refer to as duplication closure. In this paper, all occurrences of ♥ and ♠ refer to the single step variations of the duplication and repeat-deletion, respectively.
Closure Properties
Much of the work on duplication closure has been concerned with determining which of the families of languages on the Chomsky hierarchy are closed under this operation. It is known that on a binary alphabet the family of regular languages is closed under duplication closure. In contrast, on a bigger alphabet it is still closed under n-bounded duplication closure for n ≤ 2 but not closed under nbounded operation closure for any n ≥ 4. The family of context-free languages is closed under (uniformly) bounded duplication closure. The readers are referred to [5] for these results.
It is a natural first step to determine these closure properties under (single step) duplication. In this section, we show that the family of regular languages is closed under repeat-deletion but not duplication, the family of context-free languages is not closed under either operation, and the family of context-sensitive languages is closed under both operations.
The following two propositions are due to [17] (without proofs).
Proposition 1. REG is not closed under duplication.

Proposition 2. CFL is not closed under duplication.
The proof of Proposition 1 requires an alphabet that is at least binary. As we shall see in Section 5, this bound is strict. That is, the family of regular languages over a unary alphabet is closed under duplication. In addition, we have:
In the following, we consider the closure properties of the language families on the Chomsky hierarchy under repeat-deletion. Our first goal is to prove that the family of regular languages is closed under repeat-deletion. For this purpose, we define the following binary operation on languages L, R ⊆ Σ * :
For a regular language L, there is a finite automaton
) is the set of words accepted "up to q", and L(A (q,F ) ) is the set of words accepted "after q" so that 
Lemma 1. Let L be a regular language and
The following is an immediate consequence of Proposition 4 and Lemma 1.
Proposition 5. REG is closed under repeat-deletion.
In contrast, the family of context-free languages is not closed under repeatdeletion, despite the following proposition.
Proposition 6. CFL is closed under with regular languages.
Lemma 2. CFL is not closed under .
, which is not context-free. 
Proposition 8. CSL is closed under repeat-deletion.
In summary, the following closure properties of duplication, repeat-deletion, and the operation hold:
Language Equations
We now consider the language equation problem posed by duplication: for a given language L ⊆ Σ * , can we find a language X ⊆ Σ * such that X ♥ = L? In the following, we show that if L is a regular language and there exists a solution to X ♥ = L, then we can compute a maximal solution. We note that the solution to the language equation is not unique in general.
In view of the fact that a language equation may have multiple solutions, we define an equivalence relation ∼ ♥ on languages as follows:
For the same reason, we define an equivalence relation ∼ ♠ as follows: 
Lemma 3. The equivalence classes of ∼ ♥ are closed under arbitrary unions. That is, if
L.
We provide a way to construct the maximum element of a given equivalence class. First, we prove a more general result.
then the maximum solution (with respect to the set inclusion partial order) is given by
Hence the assumption implies the existence of X max .
(
. In both cases, we have a contradiction. Therefore, we have X Proposition 9 and Lemma 4 imply the following corollaries.
Proposition 10. Let L, X be regular languages satisfying X ♥ = L. Then it is decidable whether X is the maximal solution for this language equation.
Proof. Since REG is closed under repeat-deletion and complement, the maxi-
c , is regular. Since the equivalence problem for regular languages is decidable, it is decidable whether a given solution to the duplication language equation is maximal.
Due to the fact that the family of regular languages is not closed under duplication, we cannot obtain a similar decidability result for the repeat-deletion language equation, X ♠ = L. This motivates our investigation in the next section of a necessary and sufficient condition for the duplication of a regular language to be regular.
Controlled Duplication
In Section 4 we showed that for a given language L ⊆ Σ * , the maximal solution of the repeat-deletion language equation
c . However, unlike the duplication language equation, we do not have an efficient algorithm to compute this language due to the fact that the family of regular languages is not closed under duplication. This motivates "controlling" the duplication in such a manner that duplications can occur only for some specific words. In this section, we first introduce a controlled duplication, together with some of its basic properties. Then we propose a possible way of characterizing regular languages whose duplication can be controlled so as to generate regular languages, and give partial answers in several particular cases.
For languages L, C ⊆ Σ * , we define the duplication of L using the control set C as follows:
Note that this "controlled" duplication operation can express two variants of duplication that appear in previous literature ( [8] , [9] ), namely uniform and lengthbounded duplication. Indeed, using the notations in [8] , we have D
The following two lemmata are basic properties of controlled duplication.
Let L be a language and C be a control set. We say that a word w ∈ C is useful with respect to L if w ∈ F(L); otherwise, it is called useless with respect to L. The control set C is said to contain an infinite number of useful words with respect
Lemma 7. Let L ⊆ Σ * be a language, C ⊆ Σ * be a control set, and C be the set of all useless words in C with
respect to L. Then L ♥(C) = L ♥(C\C ) .
Proposition 11. For a regular language L ⊆ Σ * and a regular control set C ⊆ Σ * , it is decidable whether C contains an infinite number of useful words with respect to L.
For a regular language L and a control set C, we now investigate a necessary and sufficient condition for L ♥(C) to be regular. A sufficient condition is a corollary of the following result in [2] . A family of languages is called a trio if it is closed under λ-free homomorphism, inverse homomorphisms, and intersections with regular languages. Note that both the families of regular languages and of context-free languages are trio.
Theorem 1 ([2]). Any trio is closed under duplication with a finite control set.
Corollary 4. Let L ⊆ Σ
* be a regular language and C ⊆ Σ * . If there exists a finite control set
Results in [15] that state that infinite repetitive languages cannot be even context-free indicate that the converse of Corollary 4 may also be true. Hence, in the remainder of this section we shall investigate the following claim:
is regular then there exist a finite control set
As shown in the following example, this claim generally does not hold.
In the same way, the duplication of a suffix a b of a word ba
. This is because ba + ba + b can have arbitrary long repetitions of a's, and hence arbitrary long control factors are required to generate it.
Nevertheless this claim holds for several interesting cases: the case where L is finite or C contains at most a finite number of useful words with respect to L, the case of a unary alphabet Σ = {a}, the case L = Σ * , and the case where the control set is "marked", i.e. there exists a ∈ Σ such that C ⊆ a(Σ \ {a}) * a. In the following, we prove the direct implication of the claim for these cases (the reverse one is clear from Corollary 4).
The first case we consider is when L is finite. Then L ♥(C) is finite and hence regular. Since F(L) is finite, by letting
. Thus the claim holds in this case. Moreover, even for an infinite L, we can reach the same conclusion if C contains at most a finite number of useful words with respect to L because C , defined as above, is finite.
Next, we consider the case of a unary alphabet. We omit the proof that is mainly based on number theory arguments. 
By letting C = Σ * , Proposition 12 implies that the family of regular languages is closed under duplication when Σ is unary.
Thirdly we prove that the claim holds for the case when L = Σ * (Corollary 5). This requires the following known two lemmata.
Lemma 8 ([10]). For a primitive word p, any conjugate word of p is primitive.
Lemma 9 ([11]). Let
For a language C ⊆ Σ * , we define Dup(C) = {ww | w ∈ C}.
is regular if and only if there exists a finite language
Proof. The proof of 'if'-part is obvious since Σ * Dup(C )Σ * is regular. Now consider the proof of 'only if'-part. Assume L = Σ * Dup(C)Σ * is regular and consider the regular language L ∩ (
All words in this language have a representation ww for some w ∈ C. Hence there exists
Notice that for any w ∈ C there exist w ∈ C and x, y ∈ Σ * such that ww = xw w y. Therefore,
Then there exists a word uu ∈ Dup(C ) with length twice that of the pumping lemma constant for Dup(C ). So by the pumping lemma, there exists a decomposition uu
2 is not primitive. Then Lemma 9 implies that u 2 and u 2 u 3 u 1 share a primitive root, say p ∈ Σ + . We may now write u 2 = p n and u 2 u 3 u 1 = p m for some n, m ≥ 1.
, where q is a conjugate word of p. Now we have that
, which contradicts the definition of Dup(C ). Thus C must be finite.
Then v is of the form xyyz such that x, z ∈ Σ * and yy ∈ Dup(C) (so, y ∈ C). The duplication of y in xyz ∈ Σ * results in xyyz = v, and hence v ∈ (Σ * ) ♥(C) .
The following corollary is a consequence of Proposition 13 and Lemma 10. In fact, this corollary asserts the claim in the case when L = Σ * .
is regular if and only if there exists a finite subset
The last case we consider is that of marked duplication, where given a word w in L ♥(C) , we can deduce or at least guess the factor whose duplication generates w from a word in L according to some mark of a control set C. Here we consider a mark which shows the beginning and end of a word in C, that is, C ⊆ #(Σ \ {#}) * # for some character #. For a strongly-marked duplication, where # / ∈ Σ and L ⊆ Σ * #Σ * #Σ * , we can easily show that the existence of a finite control set provided L ♥(C) is regular using the pumping lemma for the regular language. Hence we consider the case when the mark itself is a character in Σ, say # = a for some a ∈ Σ.
We introduce several needed notions related to controlled duplication. Let L ⊆ Σ * be a language and C ⊆ Σ * be a control set. For a word w ∈ L ♥(C) , we call a tuple (x, y, z) a dup-factorization of w with respect to L and C if w = xyyz, xyz ∈ L, and y ∈ C. When L and C are clear from the context, we simply say that (x, y, z) is a dup-factorization of w. For y ∈ C, if there are x, z ∈ Σ * such that (x, y, z) is a dup-factorization of w, then we call y a dup-factor of w. 
Proof. We consider following two syntactic equivalence relations:
Using induction on the number of dupfactorizations, we prove that (i) Γ 2 = ∅, and (ii) any word in L ♥(C) has a dup-factor which is in an equivalence class in Γ 2 .
Firstly, we consider a word w in L ♥(C) which has the smallest number of dup-factorizations among the elements of L ♥(C) . Suppose that no dup-factor of w is in equivalence classes in Γ 2 . Let (x, aya, z) be a dup-factorization of w for some x, y, z ∈ Σ * . Then there exists ay a ∈ C such that ay a ≡ aya, y = y, and ay a ∈ Suff(x). Let w = xay aayaz. This is in L ♥(C) , and hence w must have a dup-factorization, say (α, aβa, γ) for some α, β, γ ∈ Σ * . Due to the fact that y , y, β do not contain any a, (aβa) 2 is either (1) a factor of x, (2) a factor of z, or (3) β = y and aβa ∈ Pref(z). Here we consider only the case (1), and let x = α(aβa)
, and hence α, aβa, γ (aya) 2 z) is a dup-factorization of w. This means that a dupfactorization (α, aβa, γ) of w induces a dup-factorization (α 0 , aβa, γ 0 ) of w, where a single occurrence of y in either α or γ is replaced by y to obtain α 0 and γ 0 . The original dup-factorization (x, aya, z) of w cannot be obtained this way. Hence w has a smaller number of dup-factorizations than w, a contradiction. Thus w has a dup-factor which is in an equivalence class in Γ 2 , and hence Γ 2 = ∅. Now we assume that all words in L ♥(C) with at most n dup-factorizations have a dup-factor which is in an equivalence class in Γ 2 . Suppose that there were v ∈ L ♥(C) with n + 1 dup-factorizations and without any dup-factor which is in the equivalence class of size at most 2. Then we can construct a word v as above which has at most n dup-factorizations but does not satisfy the assumption, which is a contradiction.
Note that the property of a control set required in this proof is that none of its elements "overlap" with each other. That is, we can use a similar proof to settle a more general case where a control set is non-overlapping and an infix code. (See [18] for definitions.) Moreover, the proof of Proposition 14 shows that if we let m = |C/ ≡ |, the size of finite control set C given there is at most 2|Γ 2 |, which is not bigger than 2(m − 1) because at least one equivalence class in C/ ≡ must have infinite cardinality. Finally, we provide a result slightly stronger than Corollary 6. 
Duplication and Primitivity
There is evidently a connection between duplication, repeat-deletion, and primitive words, but the nature of this relationship is unclear. This section elucidates some of the properties of this relationship. 
Proposition 15 (see, for instance, [14]). Let u, v ∈ Σ
Discussion and Future Work
In this paper, we studied duplication and repeat-deletion, two formal language theoretic models of insertion and deletion errors occurring during DNA replication. Specifically, we obtained the closure properties of the families of languages in the Chomsky hierarchy under these operations, the language equations of the form X ♥ = L and X ♠ = L for a given language L, and the operation of controlled duplication. In addition, we made steps towards finding a necessary and sufficient condition for a controlled duplication of a regular language to be regular.
Two problems for further investigation are: the problem of how to decide for a given language L whether the language equation X ♥ = L has a solution, and the problem of finding a necessary condition for the controlled duplication of a regular language to be regular in the general case.
