Statistique des comparaisons de génomes complets bactériens by DEVILLERS, Hugo & SCHBATH, Sophie
UNIVERSITÉ D’ÉVRY-VAL-D’ESSONNE
École Doctorale des Génomes aux Organismes
THÈSE
pour obtenir le titre de





Le 22 février 2011
Sujet de thèse :
Statistique des comparaisons de génomes complets
bactériens
Composition du jury :
M. Mathieu BLANCHETTE Rapporteur
M. Laurent DURET Examinateur
M. Bernard PRUM Examinateur
M. Eric RIVALS Examinateur
M. Eduardo P.C. ROCHA Rapporteur
M. Eric TANNIER Examinateur




J’ai rencontré Sophie Schbath au pot de thèse d’une amie. J’étais alors à
la recherche d’un sujet de thèse et elle d’un thésard. Quatre jours plus tard,
j’étais convié à un entretien à Jouy-en-Josas et le soir même je recevais
un coup de téléphone pour me dire que j’étais pris ! Voici comment je me
suis retrouvé en thèse sous la co-direction de Sophie Schbath et de Meriem El
Karoui. Tout au long de ma thèse j’ai pu alors bénéficier de leurs compétences
et connaissances complémentaires, m’initiant aux statistiques appliquées à
l’analyse des séquences et à la rigueur des mathématiques avec Sophie et
découvrant l’univers passionnant de la génomique des bactéries avec Meriem.
Je tiens donc à leur exprimer mes plus sincères remerciements ainsi que
toute ma reconnaissance pour ce qu’elles m’ont appris au cours de cette thèse
mais aussi pour la confiance et l’intérêt qu’elles ont eus pour mon travail.
Je remercie également chaleureusement Jean-François Gibrat, directeur de
l’unité MIG, pour m’avoir accueilli dans son labo pendant un peu plus de
trois ans et pour m’avoir ainsi permis de travailler dans un environnement
à la fois agréable et convivial.
Bernard Prum m’a fait l’honneur de présider mon jury de thèse. Je lui
suis très reconnaissant pour sa gentillesse ainsi que pour l’intérêt qu’il a
montré à l’égard de mon travail. Je le remercie très sincèrement.
Eduardo Rocha a eu la gentillesse d’accepter de rapporter ma thèse. J’ai
beaucoup apprécié ses commentaires ainsi que les discussions qui s’en sont
suivies. Je le remercie pour sa disponibilité et pour avoir contribué à l’amé-
lioration de mon manuscrit.
Je remercie aussi Mathieu Blanchette qui a également accepté de rapporter
ma thèse. Grâce à lui, j’ai eu l’occasion de skyper pendant ma soutenance !
J’ai beaucoup apprécié les échanges que nous avons eus et je continue de les
apprécier à chaque fois que je descends au LIRMM, à Montpellier.
J’ai rencontré Eric Rivals dans le cadre du projet ANR CoCoGen. J’ai
tout de suite apprécié ses qualités aussi bien sur le plan scientifique que sur le
plan humain. C’est pour cela que sa présence au sein de mon jury m’a semblée
indispensable. Je le remercie donc d’avoir accepté et je suis particulièrement
content de continuer de travailler avec lui.
J’ai fait la connaissance de Laurent Duret pendant mon master au LBBE,
à Lyon. J’ai pu alors apprécier ses grandes qualités scientifiques et pédago-
giques. Je le remercie d’avoir accepté de faire partie de mon jury.
4
J’ai rencontré Eric Tannier lors de différents congrès au cours desquels
nous avons pu discuter de notre passion commune pour la génomique com-
parative. Je le remercie sincèrement d’avoir accepté de faire partie de mon
jury et j’espère le croiser à nouveau dans de futurs congrès.
Au cours de ma thèse, certaines personnes ont activement contribué à la
réussite de mon travail. Hélène Chiapello qui a directement participé à mon
recrutement, a toujours été disponible et d’excellent conseil. Je la remercie
chaleureusement pour son aide et ses encouragements. J’ai également eu de
nombreux échanges fructueux avec Marie-Agnès Petit, qui m’a notamment
permis de prendre un recul indispensable sur mes travaux. Je lui suis très
reconnaissant pour tout l’intérêt qu’elle a accordé à mon travail. Enfin, toutes
les discussions que j’ai eues avec Pierre Nicolas ont été à chaque fois une
grande source d’inspiration et pour cela, je le remercie sincèrement.
Mon passage à MIG m’a permis de faire de belles rencontres. Je pense
particulièrement à ceux avec qui j’ai partagé mon bureau : Ludo, qui est
arrivé le même jour que moi, Célia, nous sommes restés presque deux ans
face-à-face, et bien entendu Cyprien, mon actuel colocataire de bureau. Je
vous remercie pour les bons moments passés avec vous et pour avoir supporté
mon bordélisme au quotidien ! Je me suis fait également beaucoup d’amis à
MIG : Audrey, Aurélie, Gabriela, Juliette, Magalie, Sandra, Wiktoria, Julien,
Olivier et je n’oublie pas non plus les amis d’UBLO : Jihane, David, Fabrice
et Francis. Grâce à eux, la vie à Jouy-en-Josas fut encore plus agréable.
Je tiens à remercier tout particulièrement Juliette Degrouard et Sylvie
Cally, les deux secrétaires de MIG qui m’ont à de nombreuses reprises sauvé
des pièges de l’administration. Merci beaucoup pour votre gentillesse et votre
efficacité.
Tout mon travail aurait été presque irréalisable sans la plate-forme Migale
et surtout sans les membres de l’équipe d’administration qui s’en occupent :
Annie, Véro, Christophe, Éric et Frank. Sans ces ressources, je pense qu’il
m’aurait fallu quelques centaines d’années pour faire tous les calculs réalisés
dans cette thèse ! Un grand merci à eux.
Je remercie chaleureusement tous les amis du club de musique de l’INRA,
en particulier les membres des groupes IKEA, WhyNot et Earthlike, pour tous
les bons moments musicaux que j’ai passés avec eux tout au long de mon
séjour à Jouy-en-Josas.
Au cours de mon cursus, un certain nombre de personnes ont joué un rôle
5
important, sans eux, j’aurais très certainement eu plus de difficultés pour ar-
river là où j’en suis. Ainsi, je suis très reconnaissant à Léonor Palmeira
d’avoir eu la très bonne idée de choisir Sophie Schbath comme rapporteur de
sa thèse lorsque je finissais mon master et à Jean Lobry, mon directeur de
master, de me l’avoir présentée pendant le pot ! Pour une amitié qui dure
depuis plusieurs années et un soutien mutuel aussi bien pendant notre mas-
ter que notre thèse, je remercie Hinda et j’espère que notre amitié durera
encore longtemps. Je remercie également chaleureusement Jean-Christophe
Doré pour son aide et pour l’intérêt qu’il me porte depuis de nombreuses an-
nées. Je pense également à Jean-Pierre et Annick Doucet, aux bons moments
passés avec eux en congrès ainsi qu’à leurs encouragements. Je les remercie
très sincèrement. Je souhaite dire également un très grand merci à Daniel
Chessel pour ses fabuleux cours de stat. Enfin, Je remercie Olivier Lecesne
qui m’a apporté une aide capitale à un moment où j’en avais vraiment besoin.
J’ai une pensée forte pour tous les membres de ma famille qui m’ont
soutenu et plus particulièrement mes deux grands-mères : merci beaucoup
pour votre affection et vos encouragements.
Depuis de nombreuses années, Raymond me soutient et m’encourage, à
sa façon, et même si il est peu probable qu’il lise un jour ma thèse, du fait
de son statut de labrador, je tiens quand même à le remercier !
Bien entendu, ce manuscrit et tout le reste de cette thèse n’auraient ja-
mais existé sans mes Parents. Non seulement ils m’ont apporté une aide
inestimable et un soutien infini tout au long de mes études, mais ce sont
surtout eux qui m’ont communiqué leur passion pour les sciences et m’ont
donné l’envie de faire de la recherche. C’est pour cela qu’aujourd’hui, j’ai
l’immense plaisir de dédier cette thèse à mes Parents. Merci pour tout ce que
vous avez fait pour moi !
Enfin, pendant ma thèse, j’ai fait une rencontre tout à fait spéciale et je
souhaite lui réserver ici mes plus tendres remerciements. Leslie a partagé une
partie de ma vie de thésard, m’encourageant et me soutenant au quotidien :




Chercher n’est pas une chose et trouver une autre, mais le gain de la
recherche, c’est la recherche même.
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La génomique comparative est l’étude des relations structurales et fonc-
tionnelles entre des génomes appartenant à différentes souches ou espèces.
Cette discipline offre ainsi la possibilité d’étudier et de comprendre les pro-
cessus qui façonnent les génomes au cours de l’évolution. Dans le cadre de
cette thèse, nous nous sommes intéressés à la génomique comparative des
bactéries et plus particulièrement aux méthodes relatives à la comparaison
des séquences complètes d’ADN des génomes bactériens. Ces dix dernières
années, le développement d’outils informatiques permettant de comparer des
génomes entiers à l’échelle de l’ADN est devenu une thématique de recherche
à part entière. Actuellement, il existe de nombreux outils dédiés à cette tâche.
Cependant, jusqu’à présent, la plupart des efforts ont été dirigés vers la ré-
duction du temps de calcul et l’optimisation de la mémoire au détriment de
l’évaluation de la qualité des résultats obtenus. Pour combler ce vide, nous
avons travaillé sur différents problèmes statistiques soulevés par la compa-
raison de génomes complets bactériens. Notre travail se divise en deux axes
de recherche. Dans un premier temps, nous nous sommes employés à éva-
luer la robustesse des alignements de génomes complets bactériens. Nous
avons proposé une méthode originale fondée sur l’application de perturba-
tions aléatoires sur les génomes comparés. Trois scores différents sont alors
calculés pour estimer la robustesse des alignements de génomes à différentes
échelles, allant des nucléotides aux séquences entières des génomes. Notre mé-
thode a été expérimentée sur des données génomiques bactériennes réelles.
Nos scores permettent d’identifier à la fois les alignements robustes et non
robustes. Ils peuvent être employés pour corriger un alignement ou encore
pour comparer plusieurs alignements obtenus à partir de différents outils.
Dans un second temps, nous avons étudié le problème de la paramétrisation
des outils de comparaisons de génomes entiers. En effet, la plupart des ou-
tils existants manquent à la fois de documentation et de valeurs par défaut
fiables pour initialiser leurs paramètres. Conséquemment, il y a un besoin
crucial de méthodes spécifiques pour aider les utilisateurs à définir des va-
leurs appropriées pour les paramètres de ces outils. Une grande partie des
outils de comparaisons de génomes complets est fondée sur la détection des
matches (mots communs exacts). Le paramètre essentiel pour ces méthodes
est la longueur des matches à considérer. Au cours de cette thèse, nous avons
développé deux méthodes statistiques pour estimer une valeur optimale pour
la taille des matches. Notre première approche utilise un modèle de mélange
de lois géométriques pour caractériser la distribution de la taille des matches
obtenus lorsque l’on compare deux séquences génomiques. La deuxième ap-
proche est fondée sur une approximation de Poisson de la loi du comptage
des matches entre deux chaînes de Markov. Ces méthodes statistiques nous
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permettent d’identifier facilement une taille optimale de matches à la fois
pour des séquences simulées et pour des données génomiques réelles. Nous
avons également montré que cette taille optimale dépend des caractéristiques
des génomes comparés telles que leur taille, leur composition en base ou leur
divergence relative.
Cette thèse représente une des toutes premières études dont l’objectif est
d’évaluer et d’améliorer la qualité des comparaisons des génomes complets.
L’intérêt et les limites de nos différentes approches sont discutés et plusieurs
perspectives d’évolution sont proposées.
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Abstract
Comparative genomics is the study of the structural and functional re-
lationships between genomes belonging to different strains or species. This
discipline offers great opportunities to investigate and to understand the pro-
cesses that shape genomes across the evolution. In this thesis, we focused on
the comparative genomics of bacteria and more precisely, on methods dedica-
ted to the comparison of the complete DNA sequences of bacterial genomes.
This last decade, the design of specific computerized methods to compare
complete genomes at the DNA scale has become a subject of first concern.
Now, there exist many tools and methods dedicated to this task. However,
until now, most of the efforts were directed to reduce execution time and me-
mory usage at the expense of the evaluation of the quality of the results. To
fill this gap, we worked on different statistical issues related to the comparison
of complete bacterial genomes. Our work was conducted into two directions.
In the first one, we investigated the assessment of the robustness of com-
plete bacterial genome alignments. We proposed an original method based
on random perturbations of the compared genomes. Three different scores
were derived to estimate the robustness of genome alignments at different
scales, from nucleotides to the complete genome sequences. Our method was
trained on bacterial genomic data. Our scores allow us to identify robust and
non robust genome alignments. They can be used to correct an alignment
or to compare alignments performed with different tools. Secondly, we stu-
died the problem of the parametrization of comparison tools. Briefly, most
of the existing tools suffer from a lack of information and of reliable default
values to set their parameters. Consequently, there is a crucial need of me-
thods to help users to define reliable parameter values for these tools. Most
of the comparison tools are rooted on the detection of word matches. The
key parameter for all these tools is the length of the matches to be conside-
red. During this thesis, we developed two statistical methods to estimate an
optimal length for these matches. Our first approach consisted in using a mix-
ture model of geometric distributions to characterize the distribution of the
length of matches retrieved from the comparison of two genomic sequences.
The second approach is rooted on a Poisson approximation of the number of
matches between two Markov chains. These statistical methods allow us to
easily identify an optimal length for the matches from both simulated and
real genomic data. We also showed that this optimal length depends on the
characteristics of the compared genomes such as their length, their nucleotide
composition, and their relative divergence.
This thesis represents one of the earliest attempts to statistically evaluate
and to improve the quality of complete genome comparisons. The interest and






La science ne s’établissant que par voie de comparaison, la connaissance
de l’état pathologique ou anormal ne saurait être obtenue, sans la connais-
sance de l’état normal, de même que l’action thérapeutique sur l’organisme
des agents anormaux ou médicaments, ne saurait être comprise scientifique-
ment sans l’étude préalable de l’action physiologique des agents normaux qui
entretiennent les phénomènes de la vie [1]. Ces propos de Claude Bernard,
issus de l’Introduction à l’étude de la médecine expérimentale, sont plus que
jamais d’actualité, et notamment dans le domaine de l’analyse des séquences
génomiques. La séquence complète d’ADN d’un génome donné représente une
source d’information inestimable pour comprendre l’évolution et le fonction-
nement d’un organisme. Cette information ne se révèle pleinement que par
l’intermédiaire d’approches comparatives. En effet, intrinsèquement, l’ADN
relie tous les être-vivants. Ainsi, deux individus même appartenant à des
taxa distants partagent toujours un ancêtre commun. Les séquences d’ADN
constituent alors un support de l’analyse de l’évolution contenant à la fois,
au travers des nucléotides, les caractères ancestraux, conservés entre les indi-
vidus comparés, et les caractères dérivés permettant de différencier les taxa
étudiés. Ainsi, les applications de la génomique comparative sont nombreuses
et s’observent à différentes échelles, entre des organismes d’une population,
d’une espèce, d’un genre ou d’un phylum.
La génomique comparative est une discipline relativement récente. En
effet, le tout premier génome entièrement séquencé fut celui d’un bactério-
phage, φX174, en 1977, qui ne comptait que 5368 paires de bases (pb) [2]. Il
fallut attendre 1995 pour avoir le premier génome complet d’un organisme
cellulaire avec la publication du génome de la bactérie Haemophilus influen-
zae [3] et 1998 pour le premier génome d’un organisme pluricellulaire. Il
s’agissait du génome de Caenorhabditis elegans [4]. Depuis, le nombre de gé-
nomes entièrement séquencés disponibles dans les bases de données publiques
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Figure 1.1 – Nombre de génomes complets disponibles dans la base de
données publique du NCBI [5]. Ces résultats n’incluent que les organismes
cellulaires et excluent les virus, les plasmides, les chloroplastes et les mito-
chondries.
a fortement augmenté. Actuellement, plus de 1100 génomes bactériens sont
disponibles ainsi qu’une centaine de génomes eucaryotes et une centaine de
génomes d’archées (Figure 1).
Les apports et les enjeux de la génomique comparative sont divers et va-
riés. Ainsi, la comparaison de génomes peut servir, par exemple, à découvrir
de nouveaux gènes et déterminer leur(s) fonction(s) [6, 7], à classer les gé-
nomes entre eux (e.g., reconstruction phylogénétique) [8, 9], à identifier les
éléments du génotype responsables de l’apparition d’un caractère particu-
lier comme la pathogénicité [10] ou correspondant à des motifs fonctionnels
[11, 12] ou encore à faciliter le séquençage et l’annotation de nouveaux gé-
nomes [13]. D’une façon plus générale, pour la majeure partie des approches
de génomique comparative, l’objectif est d’identifier, entre les séquences étu-
diées, les éléments conservés et/ou ceux qui ne le sont pas.
Il existe trois types d’approches en génomique comparative. La première
catégorie se focalise essentiellement sur les parties codantes des génomes et
consiste bien souvent à déterminer et à analyser les gènes en communs ou
spécifiques aux séquences comparées. Le second type concerne la comparaison
des séquences d’ADN dans leur globalité, à l’échelle des nucléotides, c’est-à-
dire à la fois les régions codantes et non codantes. Le dernier type d’approches
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se focalise sur l’ensemble des génomes des microorganismes échantillonnés
dans un milieu donné (e.g., sol, tube digestif), sans faire de distinction entre
les individus, qu’ils soient de la même espèce ou non. On parle de métagéno-
mique ou encore de génomique environnementale.
Actuellement, les approches fondées sur l’analyse des gènes sont majori-
taires dans la littérature. Ceci peut s’expliquer par différentes raisons. D’une
part, d’un point de vue historique, l’étude des gènes existait bien avant le
séquençage du premier génome complet. D’autre part, pendant longtemps il
était admis que l’ADN non-codant ne servait à rien, on parlait de junk-DNA
[14], nous savons maintenant que ce n’est pas le cas et que ces régions non co-
dantes contiennent de nombreux éléments essentiels aux organismes tels que
les promoteurs et les inhibiteurs de transcription des gènes ou encore des mo-
tifs fonctionnels [15]. Enfin, il est évident que l’analyse de longues séquences
telles que des génomes entiers a nécessité le développement de méthodes spé-
cifiques ainsi que de moyens informatiques toujours plus performants [16].
Il est important de noter que ces différentes approches ne sont pas concur-
rentes. Elles s’appliquent à différentes échelles de l’ADN et répondent donc à
des questions biologiques différentes comme par exemple établir des relations
entre une variabilité génotypique et un trait phénotypique, qu’il soit anato-
mique, morphologique, moléculaire ou encore physiologique. Les origines de
la variabilité des génomes sont multiples et influent sur les séquences d’ADN
à plusieurs niveaux. L’acquisition, la perte, la duplication ou bien la mu-
tation d’un gène constitue un moteur essentiel de la diversité des génomes.
Néanmoins, cette variabilité ne s’applique pas uniquement aux gènes mais à
d’autres types de séquences tels que les promoteurs de gènes, les éléments
transposables [17], les phages chez les bactéries [18] et même parfois des
portions entières de génomes. Ainsi, il est fréquent de voir des différences
relativement importantes entre des génomes d’individus de la même espèce
ou d’espèces proches, au niveau du nombre de gènes et/ou de la longueur des
séquences.
Les génomes eucaryotes sont très différents des génomes procaryotes. En
effet, les génomes bactériens sont pour la grande majorité constitués d’un
seul chromosome circulaire alors que dans les cellules eucaryotes, les chro-
mosomes sont linéaires et en nombre variable selon l’espèce. Les génomes
bactériens mesurent en moyenne entre 1 Mégabase (Mb) et 6 Mb alors que
les génomes eucaryotes varient de quelques dizaines de Mb à plusieurs cen-
taines de Gigabases (Gb). Enfin, le chromosome bactérien est constitué en
majeure partie de séquences codantes, en moyenne 80% du génome, alors que
chez les eucaryotes, les régions codantes sont souvent minoritaires. En consé-
quence, l’analyse et la comparaison de ces deux types de génomes nécessitent
souvent des méthodes spécifiques.
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Dans ce contexte, au cours de ce travail, nous nous sommes intéressés à
la génomique comparative des bactéries. Nous avons porté un intérêt parti-
culier aux approches de comparaisons de génomes entiers. La comparaison
de génomes entiers de bactéries est une discipline très récente, puisque les
premiers travaux publiés sur ce sujet datent seulement du début des années
2000. Néanmoins, en moins d’une dizaine d’années, le nombre d’études pu-
bliées sur ce genre d’approches a considérablement augmenté. Divers outils
informatiques et/ou mathématiques spécifiques ont été développés et mis à
la disposition de la communauté scientifique. Cependant, le développement
de ces différents outils de comparaisons étant récent, bon nombre d’entre-eux
souffrent encore de manques et/ou de limitations.
Ainsi, dans un premier temps, les différentes approches de comparaisons
de génomes entiers et leur applications à la comparaison des génomes bacté-
riens seront présentées dans le Chapitre 2. Une attention particulière sera
accordée à souligner les avantages et les limites de ces outils. Trois approches
statistiques originales visant à pallier certaines de ces faiblesses seront en-
suite présentées en détail du Chapitre 3 au Chapitre 5. Enfin, les enjeux,
les limites et les perspectives de ces différentes approches statistiques seront





Dans ce chapitre, nous faisons une présentation générale du génome bac-
térien en insistant plus particulièrement sur sa structure, son organisation
et sa dynamique. Nous détaillerons ensuite les enjeux et les apports de la
génomique comparative pour l’étude des génomes bactériens. Ensuite, nous
présenterons les principaux outils et méthodes de comparaisons de génomes
complets. Enfin, nous discuterons des limites de ces outils.
2.1 Le génome bactérien
2.1.1 Présentation générale
La très grande majorité des espèces bactériennes a un génome constitué
d’un seul chromosome circulaire. La taille de ce chromosome varie selon les
espèces. Le plus petit chromosome bactérien observé mesure seulement 160
kb (Carsonella rudii, [19]) alors que le plus grand mesure un peu plus de
13 Mb (Sorangium cellulosum, [20]). La figure 2.1 donne la distribution de
la taille des 1180 génomes bactériens disponibles sur le site du NCBI [5]. La
majorité des génomes bactériens a une taille comprise entre 1 Mb et 6 Mb.
La distribution de ces tailles de génomes est légèrement bimodale, avec un
premier pic à 2 Mb et un second autour de 5 Mb (Figure 2.1 et [21]). Enfin,
il apparaît que tous les génomes bactériens ayant une taille inférieure à 1
Mb correspondent à des bactéries parasites ou commensales obligatoires [22],
c’est-à-dire qu’elles ne peuvent se développer sans leurs hôtes. De plus, pour
qu’une bactérie puisse se développer de façon autonome (free living), la taille


















Figure 2.1 – Distribution de la taille des génomes bactériens. Ces données
proviennent de la base de données du NCBI [5].
Il existe un petit nombre d’exceptions, comme par exemple les espèces du
genre Borrelia qui possèdent un chromosome linéaire [23] ou encore certaines
espèces bactériennes qui ont deux voire trois chromosomes, c’est le cas de
plusieurs espèces du genre Burkholderia [24].
La circularité du chromosome bactérien est associée à des caractères fonc-
tionnels bien particuliers. L’aspect le plus remarquable concerne le processus
de réplication du chromosome (Figure 2.2) [25]. La réplication débute en un
point précis appelé site Ori. Deux fourches de réplication s’initient au niveau
de ce site, chacune dans un sens opposé, répliquant les deux brins d’ADN
simultanément chacune de leur côté. On parle de réplication bidirectionnelle.
Les deux fourches se rejoignent au niveau d’une région appelée terminus de
réplication qui contient notamment un site nommé dif. Ceci marque la fin de
la réplication. L’axe Ori/dif forme ainsi un axe de symétrie. Dans une grande
partie des espèces bactériennes, la quantité d’ADN située de part et d’autre
de cet axe est relativement similaire [26].
Un tel mécanisme de fonctionnement implique des caractères structuraux
bien particuliers, notamment sur la position du brin leading (direct) et du
brin lagging (indirect) qui s’inversent au niveau des sites Ori et dif (Figure
2.2) [26].
Dans le paragraphe suivant, nous présentons les différents niveaux d’or-
ganisation du chromosome circulaire des bactéries.
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Figure 2.2 – Le chromosome circulaire bactérien et son axe de symétrie
Ori/dif. La réplication du chromosome est bidirectionnelle, une fourche de
réplication part de chaque côté du site Ori pour se rejoindre vers le site dif.
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2.1.2 Organisation du chromosome bactérien
On a longtemps pensé que le chromosome bactérien était peu voire pas du
tout organisé/structuré comparé aux chromosomes linéaires des cellules eu-
caryotes. En effet, alors que l’ADN des eucaryotes est contenu dans un noyau,
celui des procaryotes est directement dans le cytoplasme. Le niveau de replie-
ment de l’ADN n’est pas le même entre ces deux types de chromosomes, le
chromosome eucaryote étant nettement plus replié que le chromosome proca-
ryote [27]. De plus, le processus de ségrégation lors de la réplication semblait
plus organisé chez les eucaryotes que chez les procaryotes, notamment du
point de vue spatial à l’intérieur des cellules, et sur l’état de repliement de
l’ADN. Enfin, chez les bactéries, la réplication et la transcription ont lieu
simultanément et plusieurs réplications du chromosome peuvent se produire
en même temps [25]. Néanmoins, nous savons actuellement que le chromo-
some bactérien est beaucoup plus organisé que ce qu’on pensait initialement
et qu’il existe ainsi plusieurs niveaux d’organisations de l’ADN, que nous
décrivons dans ce paragraphe. Ceux-ci ont une importance capitale dans la
compréhension de la dynamique des génomes bactériens et par conséquent
leur diversité.
2.1.2.1 Les réplichores
Le plus haut niveau d’organisation du chromosome bactérien est le répli-
chore. Il correspond à l’un des sous-éléments de la réplication, c’est-à-dire une
des deux moitiés de chromosome, séparé par l’axe Ori/dif (Figure 2.2) [28]. Il
y a donc deux réplichores par chromosome, de taille relativement similaire et
par conséquent à peu près égale à la moitié de la taille du chromosome. Leur
polarité s’inverse au niveau des sites Ori et dif. Les réplichores coïncident
également souvent avec un biais de composition en bases, avec par exemple
le brin leading (direct) enrichi en G et T et le brin lagging (indirect) enrichi
en C et A (GC- et AT-skew) [29, 30].
2.1.2.2 Les macrodomaines
Les macrodomaines représentent un autre niveau relativement élevé de
l’organisation du chromosome bactérien. Ils ne sont pas aussi clairement dé-
limités que les réplichores et n’ont pas été déterminés pour tous les génomes
bactériens séquencés. Néanmoins, ils ont été largement étudiés chez Escheri-
chia coli [31, 32]. Quatre macrodomaines ont été identifiés chez E. coli, chacun
mesurant moins de 1 Mb (Figure 2.3). Le domaine Ori qui inclut l’origine
de réplication, flanqué de deux régions non structurées, le domaine Ter, qui
contient la zone où se termine la réplication, entouré de deux autres domaines,
26
Figure 2.3 – Les 4 macrodomaines du chromosome d’Escherichia coli [31].
Les domaines Ori, Ter, Left et Right ont notamment un rôle capital dans
la ségrégation des chromosomes lors de la réplication. Le domaine Ori est
entouré par deux régions non structurées.
Right et Left. Il a été montré que ces macrodomaines ont notamment un rôle
capital dans la ségrégation des chromosomes lors de la réplication [33].
2.1.2.3 Les îlots génétiques
Les îlots génétiques sont des régions du génome qui ont été acquises par
transfert horizontal. C’est-à-dire qu’ils correspondent à un fragment d’ADN
qui provient du génome d’une autre bactérie de la même espèce ou non, ou
alors d’un bactériophage venu s’insérer dans le chromosome bactérien. Les
îlots génétiques, n’ayant pas suivi la même histoire évolutive que le reste du
chromosome, peuvent être facilement identifiés par une analyse de la com-
position en bases [22]. Ils sont de nature et de taille relativement variables,
allant de quelques centaines de bases à plusieurs dizaines de kb.
2.1.2.4 Les opérons
Un opéron correspond à un regroupement de gènes co-régulés par un seul
promoteur [34]. Il est composé de trois principaux éléments, le promoteur qui
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permet l’initiation de la transcription, une région opératrice qui permet, par
exemple, la fixation d’un répresseur et enfin des gènes pouvant coder pour
des protéines structurales, des enzymes ou encore des régulateurs. Lors de la
transcription, tous les gènes sont transcrits en une fois, produisant un unique
ARNm qui est généralement directement traduit. Un opéron peut contenir
de 2 à plus de 10 gènes. La distance entre chaque gène d’un opéron est très
courte, seulement quelques nucléotides (< 10) et la distance entre les opérons
est en moyenne de 100 pb [22]. Ainsi la taille d’un opéron est variable, allant
de 1 kb à quelques dizaines de kb [35].
2.1.2.5 Les gènes
La densité de gènes dans les génomes bactériens est particulièrement éle-
vée, autour de 0.9 gène par kb en moyenne [22]. Les gènes des bactéries sont
différents de ceux des cellules eucaryotes car ils ne possèdent pas d’introns et
sont généralement plus petits avec une taille moyenne de 1 kb. Ils sont soit
regroupés dans des opérons, soit isolés sur le chromosome. Ils sont souvent
majoritairement situés sur le brin leading [36]. Enfin, dans un génome de bac-
térie, il est courant de trouver des gènes n’appartenant pas à la même espèce
bactérienne, voire même à des phages. Ces gènes appartiennent généralement
à des îlots génétiques.
2.1.2.6 Les motifs
Les motifs représentent le plus petit niveau d’organisation du chromo-
some. Ce sont de petites séquences de quelques nucléotides (< 100 pb) qui
ne sont pas transcrites et qui peuvent directement interagir avec des protéines
ou des molécules d’ARN ou d’ADN. Les motifs sont largement utilisés dans
les processus de régulation de la transcription, mais aussi dans des méca-
nismes plus complexes, tels que le maintien et la réparation de l’ADN [11] ou
encore la ségrégation des chromosomes lors de la division cellulaire [37]. Les
motifs sont situés à des endroits précis sur le chromosome bactérien, comme
par exemple, au début des opérons pour les motifs régulateurs ou encore de
façon exclusive dans un macrodomaine [38].
2.1.2.7 Résumé
Ces différents éléments constituent les principaux niveaux d’organisa-
tion du génome bactérien. Le tableau 2.1 en donne une synthèse globale.
Dans la section suivante, nous montrons que cette organisation peut être
dynamique/plastique. Nous présentons brièvement les différents mécanismes
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conduisant à la diversité des génomes bactériens et leurs impacts sur les
différents niveaux de l’organisation du chromosome.
2.2 Dynamique des génomes bactériens
La structure et l’organisation du chromosome bactérien ne sont absolu-
ment pas figées. Le génome bactérien est soumis à divers mécanismes molé-
culaires pouvant moduler sa structure. Ces mécanismes s’appliquent à diffé-
rents niveaux de l’organisation du chromosome. Ils peuvent être regroupés en
trois grandes catégories : 1) les mutations ponctuelles ; 2) les transferts hori-
zontaux ; 3) les réarrangements chromosomiques. Nous présentons ici un bref
descriptif de ces différents mécanismes et leurs implications sur l’organisation
du chromosome bactérien.
2.2.1 Mutations ponctuelles
La mutation ponctuelle est un événement qui ne touche qu’un seul nu-
cléotide à la fois. Il en existe deux types. La première est la mutation par
substitution : un nucléotide est remplacé par un autre. Une substitution peut
modifier la traduction d’un gène, soit en modifiant un acide aminé (muta-
tion faux-sens) soit en créant un codon stop (mutation non-sens). Si elle n’a
pas d’impact sur la traduction du gène, on parle de mutation silencieuse.
Le deuxième type de mutation ponctuelle est l’insertion ou la délétion d’un
nucléotide, on parle aussi de mutation décalante. Si elle touche un gène, elle
peut modifier le cadre de lecture de la traduction et avoir donc un impact
beaucoup plus important qu’une substitution.
Les mutations ponctuelles ont une occurrence relativement faible sur le
chromosome bactérien : le taux de mutation est de 10−8 par nucléotide et
par génération, alors que la taille d’un génome bactérien est de l’ordre de
106 pb. Les mutations ponctuelles ont un impact sur les plus bas niveaux de
l’organisation du chromosome, c’est-à-dire essentiellement sur les gènes et sur
les motifs. Par exemple, une mutation sur un gène peut soit lui faire perdre sa
fonction (dégradation), soit lui conférer une nouvelle fonction (innovation).
2.2.2 Transferts horizontaux
Le transfert horizontal ou transfert latéral est un phénomène très ré-
pandu et important de la dynamique des chromosomes bactériens. Il consiste
en l’acquisition et l’intégration de matériel génétique provenant d’un orga-
nisme étranger, qu’il soit de la même espèce ou d’un phylum plus ou moins
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Table 2.1 – Les différents niveaux d’organisation du génome bactérien.
Niveau Illustration Taille (pb) Nombre Caractéristiques
Polarité





génétique 102/104 101/102 Transferts horizontaux
Co-régulation
Opéron 103/104 102/103 Co-transcription
De 2 à +10 gènes
Seul ou en opéron
Gène 102/103 103/104 +++ brin leading
Non transcrits
Motif 101/102 > 103 Souvent répétés
Répartition hétérogène
30
éloigné [39]. Ce phénomène s’oppose donc au transfert vertical, c’est-à-dire
à la transmission de l’information génétique par une cellule mère. Les trans-
ferts horizontaux sont généralement appelés transferts horizontaux de gènes
(HGT pour horizontal gene transfer). Néanmoins, les HGT ne sont pas uni-
quement ciblés sur les gènes et impliquent des séquences de nature et de
longueur variées. Il existe trois grands mécanismes de HGT répartis en deux
catégories: 1) avec vecteur ; 2) sans vecteur.
2.2.2.1 HGT avec vecteur
Le transfert horizontal d’un fragment d’ADN peut se faire par l’intermé-
diaire d’un vecteur. Il existe deux grands types de mécanismes de HGT avec
vecteur : la conjugaison et la transduction [40].
Dans le cas de la conjugaison, le transfert de gènes se fait par l’inter-
médiaire de plasmides de conjugaison ou d’ICE (integrative conjugative ele-
ments) et nécessite un contact direct entre deux bactéries [41]. Les plasmides
sont des molécules circulaires d’ADN (de 1 kb à 1 Mb) présentes dans les cel-
lules bactériennes et sont indépendants du chromosome. Les ICE, de tailles
variables, sont situés à l’intérieur du chromosome bactérien. Le plasmide
de conjugaison ou l’ICE provient d’une bactérie donneuse et est transmis
à une bactérie receveuse qui intégrera éventuellement le plasmide dans son
chromosome [42]. Par ce procédé de conjugaison, les bactéries sont capables
d’échanger du matériel génétique entre elles.
Dans le cas de la transduction, le transfert de gènes se fait par l’intermé-
diaire de bactériophages. Ce mécanisme de HGT ne nécessite pas de contact
direct entre bactéries. Lors du cycle lytique, le génome du bactériophage est
intégré dans celui de la bactérie, celui-ci peut alors entrer dans un cycle ly-
sogénique et rester associé au chromosome bactérien pendant de nombreuses
générations. A la fin du cycle lytique, le chromosome du phage est extrait du
chromosome bactérien, emportant parfois des fragments d’ADN appartenant
à la bactérie. Les phages ainsi obtenus, lors de leur prochaine infection ap-
porteront ainsi à leur nouvel hôte à la fois leur matériel génétique mais aussi
une partie de celui de leur ancien hôte.
2.2.2.2 HGT sans vecteur
L’acquisition d’un fragment d’ADN directement dans le génome peut éga-
lement se faire sans l’intermédiaire d’un vecteur. Il s’agit du principe de
transformation [43]. L’ADN étranger est intégré dans la cellule puis dans le
génome, notamment par recombinaison génétique [44]. Les bactéries capables
de faire de la transformation sont dites compétentes. De nombreuses espèces
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bactériennes sont naturellement compétentes.
2.2.2.3 Conséquences des HGT
Les HGT sont des phénomènes essentiels de la dynamique des génomes
bactériens. Les mécanismes moléculaires associés au HGT sont très variés et
pour certains encore inconnus. C’est pour cela que nous ne souhaitons pas en
faire une liste exhaustive ici, mais plutôt insister sur l’impact des HGT sur la
structure du chromosome bactérien. En effet, les HGT constituent l’un des
principaux moteurs de la diversité des génomes en terme d’innovation et de
complexification [45], comme par exemple l’acquisition de nouvelles fonctions
[46] ou de nouveaux caractères phénotypiques comme la pathogénicité [47]
ou la résistance aux antibiotiques [48].
La fréquence de HGT varie selon les espèces bactériennes. Ainsi, on a pu
identifier plusieurs centaines de gènes acquis par HGT chez certaines espèces
alors que d’autres n’en présentent presque aucun. Ceci n’est pas uniquement
dû à la capacité d’une bactérie d’intégrer de l’ADN étranger dans son génome
(e.g., la compétence) mais cela peut également être conditionné par son en-
vironnement. Par exemple, les bactéries du genre Buchnera, qui sont des
endosymbiotes obligatoires des pucerons vivant de façon relativement isolée
dans des cellules spécialisées (les bactériocytes ou mycétocytes), ne possèdent
presque aucun gène acquis par HGT [49].
Les HGT concernent des fragments d’ADN pouvant aller de quelques cen-
taines de pb à 1 Mb. Ces fragments contiennent de l’ADN provenant d’un
organisme étranger voire de plusieurs organismes différents (e.g., phages, bac-
téries de la même espèce ou non). Les HGT ont donc un impact important
sur les gènes et les opérons car ils représentent entre autres la source d’in-
novation la plus importante de ces deux niveaux d’organisation [50]. Ils sont
aussi à l’origine des îlots génétiques.
2.2.3 Réarrangements chromosomiques
Les réarrangements chromosomiques correspondent à une modification de
l’organisation d’une partie du chromosome. Il peut s’agir de déplacements,
d’inversions, de duplications ou encore de délétions.
2.2.3.1 Transpositions
L’existence d’éléments mobiles à l’intérieur des génomes fut découverte
par Barbara McClintock dans les années 50, longtemps avant le séquençage
du premier génome complet [51]. Ces éléments mobiles sont appelés éléments
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transposables. Chez les bactéries, ces éléments transposables sont plus par-
ticulièrement appelés séquences d’insertions (IS pour Insertion Sequence). Il
s’agit de petites séquences d’ADN dont la taille varie entre quelques centaines
de pb à quelques milliers de pb. Les IS sont transposées de façon autonome le
long du chromosome créant ainsi des répétitions. Les IS, en plus de constituer
des petits réarrangements du chromosome, ont surtout un rôle capital dans
d’autres mécanismes de réarrangements chromosomiques.
2.2.3.2 Duplications
La duplication d’un gène ou d’un plus grand fragment d’ADN est fré-
quente dans les génomes bactériens. Il existe plusieurs mécanismes de dupli-
cations, par exemple, lors d’un événement de recombinaison génétique dû à
la présence de plusieurs IS, lors de la réparation de l’ADN ou encore lors d’un
HGT. Ainsi, des gènes et des opérons peuvent être entièrement dupliqués,
modifiant à la fois leur expression et la structure du chromosome.
2.2.3.3 Inversions, translocations et délétions
Les génomes bactériens contiennent un très grand nombre de répétitions,
provenant à la fois de la transposition des IS, des duplications mais aussi
de la présence de motifs fonctionnels fortement répétés. Ces répétitions sont
souvent associées à des mécanismes moléculaires appelés recombinaisons. Le
phénomène de recombinaison, associé aux régions répétées, est en réalité un
important moteur de réarrangements chromosomiques conduisant à des inver-
sions et/ou translocations (déplacements dans le chromosome) de fragments
d’ADN et parfois même des délétions, c’est-à-dire des pertes de fragments.
Les conséquences de ces réarrangements sont grandes, tant sur les as-
pects fonctionnels que structuraux. L’inversion ou la translocation d’un gène
ou d’un opéron peut modifier ou stopper son niveau d’expression [52]. Un
réarrangement peut aussi couper un gène en deux ou alors perturber l’ordre
des gènes dans un opéron [53, 54]. Ce dernier point constitue également une
source d’innovation non négligeable.
La fréquence de ces réarrangements varie selon les espèces bactériennes,
et notamment en fonction du contenu en éléments répétés. Une majorité des
inversions a pour centre l’origine de réplication [55]. Ceci est dû à la structure
symétrique du chromosome bactérien et à la réplication bidirectionnelle. De
plus il est supposé que les réarrangements à l’intérieur d’un macrodomaine
se font de préférence avec une portion du même macrodomaine [38].
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Figure 2.4 – Dynamique du chromosome bactérien en lien avec son organi-
sation.
2.2.4 Résumé
Bien qu’étant très organisés, les génomes bactériens sont aussi très dyna-
miques. Ceci s’explique par un compromis entre la conservation du chromo-
some et sa capacité d’innover pour s’adapter (e.g., pathogénicité, résistance
aux antibiotiques) [28]. D’une manière générale, cette dynamique peut être
associée à trois types d’actions : 1) la dégradation de l’ADN [56], condui-
sant par exemple certains gènes à ne plus être transcrits ou fonctionnels ;
2) l’innovation, permettant l’apparition de nouvelles fonctions ou la mo-
dulation de l’expression d’un ou de plusieurs gènes ; 3) la purification (ou
streamlining) [57] qui consiste entre autres à "nettoyer" l’ADN des éléments
non-indispensables (Figure 2.4). La dynamique du chromosome bactérien est
étroitement liée à son organisation et constitue le moteur de son évolution.
2.3 Comparaison de génomes bactériens
Les approches comparatives ont joué un rôle prépondérant dans la com-
préhension de l’organisation et de la dynamique du génome bactérien. La
comparaison de deux ou de n séquences permet d’identifier à la fois les élé-
ments qui ont été modifiés et/ou déplacés (e.g., les réarrangements), ceux
qui ont été rajoutés (e.g., les transferts horizontaux) mais aussi ceux qui ont
disparu (e.g., les délétions).
La comparaison des séquences d’ADN est une discipline qui est née dans
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les années 70 [58], en même temps que le séquençage des premiers fragments
d’ADN [59, 2]. Au départ, les méthodes de comparaisons et les ressources
informatiques permettaient de traiter uniquement des petites séquences de
quelques dizaines de paires de bases. Actuellement, il est possible de com-
parer des séquences de la taille d’un génome (de l’ordre de 106 pb pour les
génomes procaryotes et jusqu’à 1011 pb pour les génomes eucaryotes). Dans
cette étude, nous nous sommes intéressés aux approches qui ont été spéci-
fiquement développées pour la comparaison de génomes bactériens entiers.
Dans cette section, nous présentons les principaux enjeux de la comparaison
de génomes bactériens entiers. Dans la section suivante, nous exposons les
différents principes de comparaison de génomes entiers puis présentons les ou-
tils existants. Enfin, dans une dernière section, nous identifions et discutons
des faiblesses de ces approches.
2.3.1 Les enjeux
Les premières études publiées sur la comparaison de génomes complets
de bactéries datent de la fin des années 90, c’est-à-dire juste après les pre-
miers séquençages de génomes bactériens [10]. Les enjeux et les apports de la
comparaison de génomes bactériens sont nombreux. Ils concernent aussi bien
les aspects fondamentaux, comme l’étude d’un mécanisme moléculaire, que
les aspects appliqués, pour comprendre, par exemple, pourquoi des souches
bactériennes appartenant à une même espèce peuvent être pour certaines
commensales et pour d’autres pathogènes.
L’importance de comparer les génomes bactériens vient aussi du fait que
ce sont des génomes dynamiques, et que par conséquent, deux génomes ap-
partenant à la même espèce peuvent quand même avoir de nombreuses dif-
férences. Les différentes approches de comparaisons de génomes bactériens
peuvent se classer selon quatre problématiques différentes (Figure 2.5).
2.3.1.1 Génome ancestral
Les génomes qui sont séquencés et étudiés à l’heure actuelle ne corres-
pondent qu’à une étape de l’évolution des génomes procaryotes, qui a débuté
il y a des centaines de millions d’années. Les séquences que nous avons à dis-
position ne sont donc qu’un infime échantillon, à l’instant t, de la diversité des
génomes bactériens. L’information sur le "passé" de ces génomes est incon-
nue. Néanmoins, il est possible de retrouver une partie de cette information
grâce à la génomique comparative. Ainsi, un des enjeux de la comparaison
de génomes complets est de reconstituer le génome ancestral des génomes
comparés, c’est-à-dire, le génome de leur ancêtre commun.
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Figure 2.5 – Les enjeux de la comparaison de génomes bactériens entiers. La
dynamique des génomes bactériens modèle la structure et l’organisation de
leur chromosome, de génération en génération. Nous observons les génomes à
l’instant t de leur évolution, les génomes ancestraux n’étant pas observables.
Ainsi, la comparaison de génomes bactériens a pour objectif de déterminer
comment était organisé le génome de l’ancêtre commun des génomes com-
parés et de retracer pour chacun leur parcours évolutif. Il s’agit également
d’identifier et de quantifier les liens de parenté entre les génomes étudiés.
Enfin, un des derniers enjeux est de comprendre l’origine génotypique de
certains caractères phénotypiques.
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2.3.1.2 Évolution des génomes
Un des enjeux de la génomique comparative est de retracer les différents
parcours évolutifs des génomes comparés. Pour la même raison que celle évo-
quée dans la sous-section précédente, la suite des événements qui ont modelé
les génomes que l’on a séquencés est inconnue. Une approche comparative
peut aider à la fois à déterminer et à mieux comprendre ces événements mais
également à identifier l’ordre chronologique dans lequel ils se sont produits,
retraçant ainsi l’historique de l’évolution des génomes.
2.3.1.3 Classer les génomes
La comparaison de séquences d’ADN, et par conséquent celle des gé-
nomes, trouve ses origines dans la systématique phylogénétique (ou cladis-
tique), introduite en 1950 par Willi Hennig [60], selon laquelle les êtres vivants
peuvent être classés en fonction de leur relation de parenté ce qui permet de
comprendre leur histoire évolutive. La compréhension de l’histoire évolutive
des génomes, permet de quantifier la distance évolutive entre les génomes
comparés et par conséquent de les classer.
2.3.1.4 Origine des phénotypes
Déterminer les éléments du génotype responsables de l’apparition d’un
caractère particulier du phénotype est également un des enjeux importants
de la génomique comparative. Les premières études publiées dans ce contexte
portaient notamment sur la possible apparition du caractère pathogène chez
certaines souches de bactéries commensales comme Escherichia coli [10] ou
encore sur les mécanismes de résistance aux antibiotiques.
Bien entendu, ces quatre aspects de la comparaison de génomes complets sont
bien souvent liés dans leurs applications. Par exemple, l’étude du génome
ancestral passe souvent par l’étude de l’histoire évolutive des génomes, et il
en est de même pour les approches de phylogénie.
2.3.2 Contraintes d’application
L’analyse et la comparaison de séquences génomiques de plusieurs millions
de paires de bases est, du point de vue méthodologique, un problème difficile.
C’est ce que nous verrons dans la section suivante. De la même façon, il y
a un certain nombre de limites concernant l’application et les attentes de la
comparaison de génomes entiers. Nous en identifions principalement deux.
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2.3.2.1 Degré de précision
La première contrainte d’application est une question d’échelle, c’est-à-
dire le niveau de précision auquel la comparaison peut se faire. La dynamique
du chromosome bactérien s’applique autant à l’échelle du nucléotide (les mu-
tations ponctuelles) que sur des fragments de plusieurs millions de paires de
bases (les réarrangements chromosomiques). Or, une seule analyse peut diffi-
cilement être ciblée simultanément sur des événements opérant à des échelles
si différentes. Ainsi, la comparaison de séquences génomiques de plusieurs Mb
se révèle particulièrement intéressante pour étudier des phénomènes opérant
à des échelles chromosomiques tels que les réarrangements ou les transferts
horizontaux, mais elle devient nettement moins efficace si on souhaite étudier
des mutations ponctuelles.
2.3.2.2 Divergence des génomes comparés
La deuxième contrainte d’application concerne le niveau de divergence
(i.e., la distance) entre les génomes comparés. La raison pour laquelle il est
possible de comparer des génomes est qu’ils ont obligatoirement un ancêtre
commun (cf. Figure 2.5). Nous avons vu qu’à l’échelle du chromosome, de
nombreux événements modifient l’ADN au cours de l’évolution et que la
comparaison de génomes permet de retrouver en partie le cours de ces événe-
ments. Néanmoins, si les génomes comparés sont très distants, c’est-à-dire, si
leur ancêtre commun est très lointain, la comparaison à l’échelle du chromo-
some entier peut devenir impossible. Ceci est illustré dans la Figure 2.6. Sur
cette figure, nous comparons différents couples de génomes de la famille des
Entérobactéries, en prenant comme référence le génome d’Escherichia coli K-
12 MG1655. Pour chaque couple de génomes nous avons identifié les matches
maximaux uniques (MUM) [61] qui sont des matches de taille maximale et
non répétés (uniques). Les axes donnent les positions dans les génomes et
chaque point correspond à un MUM d’au moins 70 nucléotides.
Sur la Figure 2.6A, les deux génomes sont de la même espèce, les MUM
sont essentiellement situés sur la bissectrice, indiquant que les deux génomes
sont globalement colinéaires. Pour la Figure 2.6B, les génomes appartiennent
à des espèces très proches, une bonne partie des MUM sont encore situés
sur la bissectrice et la majorité des autres sont sur des segments parallèles à
la bissectrice, indiquant clairement des événements de réarrangements chro-
mosomiques. Pour des espèces plus distantes comme sur la Figure 2.6C, le
nombre de MUM diminue fortement, l’ordre des génomes est très bouleversé.
Enfin, pour des espèces très distantes, il ne reste presque aucune information
exploitable (Figure 2.6D).
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Figure 2.6 – Contrainte sur la divergence des génomes pour la comparai-
son de génomes entiers. Nombre et position des matches maximaux uniques
(MUM), d’une taille minimale de 70 nucléotides, entre deux génomes : (A) de
la même espèce, E. coli ; (B) de deux espèces très proches, E. coli et Shigella
boydii ; (C) de deux espèces assez éloignées, E. coli et Salmonella enterica ;
(D) de deux espèces très distantes, E. coli et Yersinia pestis. Plus les génomes
comparés sont distants, moins l’information sur leur organisation commune
est conservée. Ainsi, les comparaisons de génomes entiers concernent majo-
ritairement des comparaisons intra-espèces ou d’espèces très proches.
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En pratique, la comparaison de génomes entiers, à l’échelle des nucléo-
tides, s’applique essentiellement entre des génomes de la même espèce voire
d’espèces très proches. Pour étudier et comparer des séquences plus diver-
gentes, il est généralement nécessaire d’isoler auparavant les fragments les
plus conservés et de faire la comparaison uniquement sur ces derniers.
2.4 Comparer des génomes entiers
La comparaison de séquences d’ADN de plusieurs millions de paires de
bases est un défi particulièrement difficile. Dans cette section nous présentons
les différentes méthodes utilisées pour la comparaison de génomes complets
bactériens. Ces méthodes peuvent être classées selon deux catégories : 1)
Les approches fondées sur l’alignement des génomes ; 2) Les approches qui
n’utilisent pas d’alignement, on parle de méthodes alignment-free.
2.4.1 Approches par alignement
La notion d’alignement de séquences est initialement associée au prin-
cipe de l’edit distance publié en 1966 [62]. Pour un couple de séquences x et y
donné, l’edit distance correspond au nombre minimal d’opérations nécessaires
à appliquer à la séquence x pour obtenir y. Ces opérations peuvent être des
substitutions, des insertions ou des délétions. A partir de cette idée, plusieurs
outils et méthodes d’alignements de séquences d’ADN ont été développés
dans les années 70. Actuellement, il existe des centaines d’algorithmes et de
logiciels d’alignements de séquences [63]. Dans cette sous-section, nous pré-
sentons les principales méthodes d’alignements de séquences nucléiques ainsi
que les principales évolutions de ces méthodes pour traiter des séquences tou-
jours de plus en plus grandes, pour arriver jusqu’à l’alignement de génomes
entiers.
2.4.1.1 Aligner des séquences d’ADN
L’alignement est l’une des premières approches développées pour la com-
paraison de séquences d’ADN, et aujourd’hui encore, l’alignement reste large-
ment majoritaire dans l’analyse de l’ADN. L’idée sous-jacente à l’alignement
est d’apparier les nucléotides qui descendent du même nucléotide ancestral
et de mettre en évidence par la même occasion les mutations qui ont eu lieu
entre les séquences. Il existe deux approches d’alignements : 1) l’alignement
local ; 2) l’alignement global.
Les alignements locaux et globaux sont, à l’origine, fondés sur le même
algorithme de programmation dynamique publié en 1970 par Needleman et
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A T GCA T A CC G A GA
CA T A CC A GA
Alignement local
Alignement global
A T GCA T A CC G A GA
CA T A CC A GA
Figure 2.7 – Alignement de deux séquences, ATATACGCCAGAG et
ATACCCAAG, en haut par alignement local qui maximise la couverture des
régions alignées et en bas par alignement global qui minimise l’edit distance.
Wunsch [58] pour l’alignement global, puis repris par Smith et Waterman
en 1981 [64] pour l’alignement local. La différence entre les deux approches
est l’objectif de la comparaison. Dans le cas de l’alignement local, l’objectif
est de trouver les plus longues sous-séquences similaires entre les séquences
comparées. Dans le cas de l’alignement global, l’objectif est de trouver le
meilleur alignement possible entre les deux séquences comparées, en minimi-
sant le nombre d’opérations pour passer d’une séquence à l’autre (optimal
edit distance). L’application de ces deux principes d’alignements est illustrée
pour une même paire de séquences sur la Figure 2.7. Ainsi, l’alignement glo-
bal force l’alignement sur l’ensemble des deux séquences, les séquences après
alignement font la même taille, alors que l’alignement local ne couvre pas
nécessairement l’ensemble des deux séquences.
L’utilisation de ces deux types d’alignements dépend de la question bio-
logique posée. Par exemple, si on souhaite comparer des séquences dans le
but d’estimer une distance évolutive (e.g., le nombre de substitutions), c’est
notamment le cas en phylogénie, on préfèrera utiliser un alignement glo-
bal dont l’optimisation est fondée sur la minimisation de l’edit distance. Si
au contraire, l’objectif est de détecter des gènes connus dans une séquence
inconnue, il sera préférable d’utiliser un alignement local qui maximise la
couverture des régions homologues.
Ces algorithmes d’alignements globaux et locaux sont toujours d’actua-
lité. Néanmoins, la longueur des séquences traitées reste relativement limitée.
Depuis les années 70, un certain nombre d’améliorations ont été apportées à
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ces algorithmes, dont notamment des heuristiques qui permettent d’appro-
cher le résultat de l’alignement sans passer par le calcul exact de la solution
et par conséquent, de fortement diminuer le temps de calcul. Malgré cela,
avec les ressources informatiques actuelles, il n’est pas pratique, du point de
vue du temps de calcul, d’utiliser ces méthodes pour aligner des séquences
de longueur > 10 kb [63].
Le temps de calcul n’est pas la seule limite à l’utilisation de ces algo-
rithmes d’alignements pour traiter de très longues séquences telles que des
génomes. En effet, les génomes sont très hétérogènes. La répartition des mu-
tations n’est absolument pas uniforme le long des génomes, mais elle est
contrainte par l’importance fonctionnelle de chaque élément du chromosome
(e.g., les gènes, les promoteurs). Cette hétérogénéité ne peut pas être prise
en compte par ce genre d’algorithme. De plus, les alignements locaux et glo-
baux considèrent les séquences de façon colinéaire, alors que les génomes
contiennent bien souvent des réarrangements et ne peuvent pas, par consé-
quent, être considérés comme colinéaires.
L’explosion du nombre et de la taille des séquences d’ADN disponibles
dans les bases de données a nécessité le développement de nouvelles méthodes
permettant leur comparaison et leur alignement. La sous-section suivante
explique comment les algorithmes d’alignements locaux et globaux ont été
modifiés pour les adapter à l’alignement de séquences génomiques.
2.4.1.2 Aligner des séquences génomiques
Une des premières grandes révolutions de l’alignement de séquences est
arrivée avec le développement des alignements locaux utilisant des index de
mots ou des dictionnaires (index-based local alignments), avec notamment
la publication en 1990 d’un des outils les plus utilisés en bioinformatique :
BLAST (Basic Local Alignment Search Tool) [65]. L’objectif des outils sem-
blables à BLAST consiste à retrouver toutes les régions fortement similaires
entre une séquence donnée (the query) et une ou plusieurs séquences (the
library). Leur fonctionnement comprend les étapes suivantes : 1) Création
d’un index (un dictionnaire) de tous les mots de longueur k présents dans
la séquence query ; 2) Identification de tous les matches entre l’index et la
library. 3) Extension à droite et à gauche des matches de façon à obtenir des
alignements locaux les plus longs possibles. Les matches qui ne peuvent pas
être étendus ne sont pas gardés. Les résultats d’un BLAST sont donc une
suite d’alignements locaux ordonnés du "meilleur" au "moins bon", selon des
critères de taille et de similarité significatifs.
Il existe un grand nombre de déclinaisons de l’algorithme de BLAST.
Celles-ci ont pour but d’améliorer la sensibilité de l’alignement (i.e., produire
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un alignement juste) et sa spécificité (i.e., éviter d’aligner des régions qui ne
sont similaires que du fait du hasard). Ainsi, par exemple, Gapped-BLAST
[66] et AB-BLAST [67], au moment de l’extension des matches, ne consi-
dèrent que les régions contenant plusieurs matches consécutifs et ignorent
les matches isolés. PSI-BLAST [66] inclut une phase itérative sur le résultat
du BLAST normal. CHOAS [68] propose d’utiliser des matches inexacts à
la place de matches exacts, augmentant la couverture des alignements dès la
première étape.
Les méthodes semblables à BLAST sont capables de traiter des séquences
très longues, plus longues même que des génomes, comme une base de données
entière de séquences. Elles sont particulièrement efficaces pour identifier des
régions homologues entres les génomes et peuvent être aussi utilisées pour
identifier des régions répétées. Cependant, il s’agit de méthodes d’alignements
locaux, c’est-à-dire qu’elles ne tiennent absolument pas compte de l’ordre
et de l’organisation des régions homologues qu’elles identifient. Néanmoins,
elles constituent un premier pas vers un alignement global des séquences
génomiques.
Le concept du chaînage a été développé à partir de la fin des années
90. L’objectif était de mettre au point une méthode capable d’aligner glo-
balement des séquences à l’échelle de génomes entiers, ce qui n’était pas
envisageable avec les outils d’alignements globaux existants. Le principe du
chaînage est illustré dans la Figure 2.8. Dans une étape préliminaire, un ali-
gnement local est calculé entre deux génomes entiers pour identifier toutes
les régions fortement similaires (Figure 2.8A). Chacune de ces régions forme
alors des blocs. L’objectif du chaînage consiste à relier ces différents blocs
de manière à obtenir le plus grand enchaînement de blocs non chevauchants
(Figure 2.8B). Le chaînage permet ainsi de sélectionner une partie des régions
similaires pour former des points d’ancrage entre les deux génomes (Figure
2.8C). Cette technique est d’ailleurs souvent appelée alignement par ancrage.
L’alignement par chaînage/ancrage permet ainsi d’obtenir une première
ébauche d’alignement global à l’échelle du génome entier. Ceci est illustré sur
la Figure 2.8D. Avant le chaînage, l’alignement local ne prend absolument
pas compte de l’organisation et par conséquent, une représentation globale
de cet alignement local n’est pas directement exploitable (haut de la Figure
2.8D). Après chaînage, cette même représentation devient beaucoup plus
informative sur l’organisation des chromosomes (bas de la Figure 2.8D).
Le résultat du chaînage est donc une alternance entre des régions très
similaires, ancrées par paires, et des régions non ancrées, appelées gaps. Ces
gaps sont supposés non similaires par l’algorithme de chaînage. Néanmoins,
cela ne veut pas dire qu’il n’y a aucun lien d’homologie entre ces paires de






























Figure 2.8 – Principe de l’alignement de génomes complets par chaînage.
(A) Alignement local, on recherche toutes les régions similaires sans tenir
compte de leur organisation entre les génomes ; (B) Identification des diffé-
rentes chaînes possibles formées à partir des régions similaires et sélection de
la plus longue ; (C) Ancrage des deux génomes par les régions sélectionnées
lors du chaînage ; (D) Le chaînage, couplé à un alignement local, permet
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Figure 2.9 – Extension du chaînage pour améliorer la couverture de l’ali-
gnement global. Cette extension peut se faire par réitération du processus de
chaînage sur les gaps (régions blanches) ou encore par un alignement global
classique.
bal des deux génomes, un ré-alignement de ces gaps, paire par paire, est
généralement fait. Ceci est illustré dans la Figure 2.9. Ainsi, par exemple,
un alignement par chaînage peut être relancé sur les séquences correspon-
dant à ces gaps, on parle alors d’alignement par chaînage itératif. Il est aussi
possible d’aligner ces fragments d’ADN en utilisant une méthode classique
d’alignement global. De cette façon, le problème de l’alignement global de
deux longues séquences se transforme en plusieurs alignements globaux de
petites séquences.
L’utilisation conjointe d’algorithmes de chaînages ainsi que d’alignements
locaux et globaux, permet donc de produire un alignement global de sé-
quences à l’échelle des génomes. Néanmoins, nous n’avons pas encore abordé
un aspect de l’alignement de génomes complets qui est la prise en compte
des réarrangements tels que les inversions ou les translocations. En effet, l’ali-
gnement local calculé sur l’ensemble des génomes permet d’identifier tous les
événements potentiels de réarrangements, comme par exemple les inversions
(Figure 2.10A). Cependant avec la présence de nombreuses duplications, de
répétitions et de matches dus au hasard, aucune interprétation n’est possible
(haut de la Figure 2.10D). A l’inverse, le filtrage apporté par le chaînage sur
l’ensemble du génome conduit généralement à perdre toute l’information liée
aux réarrangements (Figure 2.10B et milieu de la Figure 2.10D). La difficulté
consiste donc à trouver une solution intermédiaire entre les deux approches,
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c’est le concept de l’alignement glocal [69]. L’alignement glocal consiste à
identifier, lors du chaînage, les blocs monotones (i.e., ayant la même orien-
tation), issus de l’alignement local (Figure 2.10C). Ces blocs sont souvent
appelés blocs de synténie pour les génomes eucaryotes et de blocs localement
colinéaires (LCB ou Local Colinear Blocs) chez les procaryotes. Le chaînage
de ces blocs permet alors un alignement global des génomes qui prend en
compte des événements de réarrangements (bas de la Figure 2.10D).
Les méthodes décrites ci-dessus sont illustrées sur des alignements de
deux séquences. Bien entendu, une extension naturelle à l’alignement de deux
séquences est l’alignement multiple de séquences.
2.4.1.3 Alignements multiples
L’alignement d’une paire de séquences permet d’identifier leurs points
communs, leurs différences et d’établir une mesure de leur divergence. Ce-
pendant, dans de nombreuses études, comme par exemple en phylogénie, le
nombre de séquences comparées est souvent supérieur à deux. Il était donc
indispensable d’adapter les méthodes d’alignements à plus de deux séquences.
L’alignement multiple de séquences est cependant un problème particu-
lièrement complexe, qui ne peut en général s’effectuer au travers d’un calcul
exact et qui passe donc par une heuristique. Il existe globalement deux façons
de calculer un alignement multiple : 1) l’approche progressive ; 2) l’approche
par ancrage multiple.
L’approche progressive est probablement la plus répandue pour l’aligne-
ment de séquences génomiques et l’est même de façon presque exclusive pour
l’alignement de petites séquences. Son principe est le suivant. Les séquences
sont dans un premier temps alignées deux à deux. Puis les alignements sont
fusionnés, également deux à deux, et ainsi de suite jusqu’à obtenir un seul
alignement prenant en compte toutes les séquences.
L’approche par ancrage multiple concerne essentiellement l’alignement de
génomes. Son principe est exactement le même que celui du chaînage de deux
séquences, présenté dans la sous-section précédente. Ainsi, toutes les régions
communes aux séquences comparées sont identifiées et organisées selon un
algorithme de chaînage. Les mêmes étapes itératives pour réaligner les gaps
entre les ancres peuvent être également employées.
L’alignement multiple de séquences génomiques en utilisant ces deux
types d’approches est illustré sur la Figure 2.11. L’alignement progressif et
l’alignement par chaînage multiple, appliqués sur un même jeu de séquences,
ne produisent pas nécessairement les mêmes résultats. En effet, l’approche
progressive va par exemple permettre d’identifier des régions communes qu’à


























Figure 2.10 – Alignement global de génomes et prise en compte des réar-
rangements chromosomiques. (A) L’alignement local sur les deux génomes
permet d’identifier toutes les régions similaires, même celles qui sont réar-
rangées ; (B) Le chaînage à l’échelle globale sur les génomes ignore souvent
les réarrangements chromosomiques ; (C) Découpage de l’alignement local en
blocs avant de faire le chaînage : alignement glocal. (D) Le principe de l’ali-
gnement glocal permet de très nettement améliorer l’alignement global des







Figure 2.11 – Alignement multiple de séquences génomiques. En haut, par
l’approche progressive, les alignements sont d’abord calculés deux à deux,
puis fusionnés en un seul. En bas, par l’approche de l’ancrage multiple, qui
suit le même processus que le chaînage classique.
nage multiple. De plus, l’approche progressive est particulièrement sensible à
l’ordre des génomes traités, et nécessite souvent, au préalable, un classement
des séquences avant de calculer l’alignement [70].
2.4.1.4 Logiciels d’alignements de génomes
Dans les sous-sections précédentes nous avons présenté les principes gé-
néraux de l’alignement de génomes entiers. Il existe dans la littérature un
certain nombre d’implémentations de ces méthodes sous la forme de logi-
ciels, disponibles en ligne ou téléchargeables. Une liste non-exhaustive de ces
logiciels et de leurs caractéristiques est donnée dans le Tableau 2.2.
Chacun de ces outils propose des adaptations plus ou moins importantes
des méthodes présentées précédemment, aussi bien au niveau du chaînage,
que de la gestion de l’alignement multiple ou encore sur le formalisme du
résultat.
Les outils d’alignements de génomes complets sont apparus rapidement
après le séquençage des premiers génomes. Ils sont maintenant couramment
utilisés, et particulièrement pour l’analyse de génomes bactériens. Dans la
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sous-section suivante, nous présentons un élément particulièrement impor-
tant de la comparaison de génomes bactériens qui est directement issu de
l’alignement des chromosomes complets : la segmentation des chromosomes
bactériens.
2.4.1.5 Segmentation des chromosomes bactériens
La segmentation des chromosomes bactériens est une extension directe
de leur alignement. Elle consiste à identifier d’un côté la séquence commune,
partagée par tous les génomes, qui est appelée le squelette (backbone en an-
glais), et de l’autre côté toutes les régions spécifiques à un seul ou à une partie
seulement des génomes comparés, les segments variables. Ces segments va-
riables viennent s’intercaler à différents endroits le long du squelette, formant
ainsi une succession de segments de squelette très conservés et de segments
variables. Cette structure est appelée mosaïque des génomes bactériens. Son
principe est illustré sur la Figure 2.12.
La notion de mosaïque des génomes bactériens est antérieure au séquen-
çage des premiers génomes bactériens entiers [71]. Mais les premiers travaux
publiés sur la détermination de la mosaïque des génomes bactériens datent
du début des années 2000, notamment avec les travaux de Hayashi et al. [10]







































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Alignement des génomes Structure en mosaïque 
ou segmentation
Figure 2.12 – Structure en mosaïque des génomes bactériens. Dans cet
exemple, trois génomes bactériens (rouge, bleu et vert) sont dans un premier
temps alignés. Les séquences communes forment le squelette (en gris), le reste
correspond aux segments variables (triangles de couleur).
Du point de vue biologique, l’intérêt de déterminer cette structure en
mosaïque est multiple. Ainsi les segments variables permettent d’isoler rapi-
dement les régions singulières entre les génomes et par conséquent facilitent
l’identification de celles qui sont responsables d’un caractère phénotypique
présent dans seulement une des souches comparées. Pour les comparaisons
multiples (i.e., > 2 génomes), la position et l’organisation des segments va-
riables permettent de comprendre l’origine et la dynamique de la diversité
des génomes bactériens, telles que les délétions ou les duplications [92]. Le
squelette correspond à la séquence commune héritée du génome de l’ancêtre
commun. De plus, sa longueur informe sur la distance évolutive entre les
génomes comparés.
D’un point de vue "technique", le calcul de la structure en mosaïque
a aussi un intérêt pratique. En effet, une segmentation représente une fa-
çon de formaliser/standardiser un alignement de génomes, et ceci à partir
de n’importe quel outil d’alignement. Ainsi, par exemple, la base de don-
nées MOSAIC [93], dédiée à la comparaison de génomes complets bactériens,
stocke des segmentations pré-calculées de génomes bactériens, préalablement
alignées avec différents outils d’alignements de génomes complets [94, 95].
La segmentation des chromosomes bactériens n’est pas une entité figée,
mais au contraire, elle varie en fonction de deux facteurs : 1) Les génomes
comparés ; 2) L’outil d’alignement utilisé. En effet, pour un jeu de génomes
et un outil d’alignement donnés on obtient une segmentation pour chaque
génome (haut de la Figure 2.13). Si on fait varier le nombre de génomes com-
parés, la segmentation sera alors différente, par exemple, si un des génomes




Figure 2.13 – Le calcul de la mosaïque des génomes bactériens conduit à une
segmentation par génome. Modifier le nombre de génomes comparés a une
incidence sur la segmentation de chaque génome. En haut, une segmentation
obtenue à partir de trois génomes (bleu, rouge et vert). En bas, la nouvelle
segmentation lorsque l’on retire le génome bleu.
la comparaison, plus le squelette est petit et plus il y aura de segments va-
riables. Enfin, le calcul de la segmentation d’un même ensemble de génomes
avec des outils d’alignements différents peut conduire à des différences plus
ou moins importantes [95].
2.4.1.6 Résumé
L’alignement de génomes complets est une discipline très récente, les pre-
miers travaux et outils ayant été publiés il y a une dizaine d’années. Le défi
d’aligner des séquences de plusieurs millions de paires de bases a nécessité le
développement d’outils spécifiques intégrant des heuristiques pour diminuer
le coût des calculs et combinant souvent plusieurs techniques d’alignements
(e.g., chaînage + alignement global). Aujourd’hui, il existe plus d’une ving-
taine d’outils proposant diverses fonctionnalités telles que des interfaces gra-
phiques permettant de visualiser les alignements ou encore des algorithmes
itératifs pour améliorer la qualité des résultats. L’alignement de génomes
complets appliqué à l’étude des génomes bactériens conduit à l’identification
de la mosaïque des chromosomes de bactéries. Cette structure permet alors
d’étudier leur structure et leur dynamique.
Parmi les méthodes comparatives prenant en compte l’intégralité des gé-
nomes, les approches par alignements sont à l’heure actuelle majoritaires. Il
existe cependant d’autres approches qui ne passent pas par l’alignement des
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nucléotides pour comparer les séquences génomiques, ce sont les approches
alignment-free.
2.4.2 Approches alignment-free
L’objectif de la comparaison de deux séquences d’ADN est d’évaluer leurs
similarités ou leurs différences. Ainsi, l’alignement revient à calculer l’edit
distance, c’est-à-dire le nombre minimal d’opérations nécessaires pour pas-
ser d’une séquence à l’autre, et par conséquent, à quantifier leurs dispari-
tés. Cependant, l’alignement de séquences est un processus complexe, et par
conséquent, il n’est pas resté la seule approche pour comparer des séquences
d’ADN. En effet, d’un côté, les progrès des techniques de séquençage ont per-
mis d’avoir un nombre toujours plus grand de séquences et qui plus est, de
plus en plus longues, alors que de l’autre côté, les techniques d’alignements
nécessaires à leur analyse ont eu un développement beaucoup plus lent. C’est
dans ce contexte que dés la fin des années 70 [96], de nouvelles méthodes de
comparaisons de séquences d’ADN, sans alignement, sont apparues. Il s’agit
des méthodes alignment-free (AF).
Le but initial des approches AF était de pouvoir rapidement évaluer la
similarité entre deux séquences d’ADN, sans avoir à les aligner au préalable.
Actuellement, bien que les techniques d’alignements se soient nettement déve-
loppées, les approches AF sont toujours utilisées surtout pour la comparaison
de génomes entiers. Il existe un grand nombre d’approches AF différentes,
néanmoins, elles sont toutes fondées sur le même principe : plus les deux sé-
quences à comparer sont proches, plus leur composition et leur organisation
sont similaires. La plupart des approches AF trouvent leur origine dans les
méthodes d’analyses des textes et des langages, qui permettent de prendre en
compte plusieurs niveaux d’information dans les séquences à analyser (e.g.,
les lettres, les mots, la grammaire). Ainsi, les approches AF peuvent être clas-
sées en deux catégories : celles qui sont fondées sur l’analyse de la fréquence
des oligonucléotides, ou mots, et celles qui ne le sont pas.
Les approches AF fondées sur l’analyse de la fréquence des mots sont les
plus utilisées. Elles sont aussi les premières à avoir été employées pour la
comparaison d’ADN [97]. Leur principe repose sur l’hypothèse que si deux
séquences sont proches, alors leur composition respective en nucléotides ou en
mots sont similaires. Ainsi, ces approches consistent généralement à comparer
les fréquences des mots entre les différentes séquences. La taille de ces mots est
généralement fixe. On parle de méthodes k-words ou encore k-tuples, où k est
la longueur des mots considérés. La comparaison de ces fréquences est alors
résumée par un score ou une statistique mesurant soit leur similarité soit leur
différence. Une des statistiques la plus utilisée est sans doute la statistique du
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D2. Introduite dans les années 90 [98], le D2 est relatif au nombre de mots de
longueur k communs entre les deux séquences comparées. Il s’assimile donc
à une mesure de similarité. L’utilisation du D2 pour comparer des séquences
d’ADN a été largement étudiée [99, 100, 101], et plusieurs autres statistiques
dérivées du D2 ont également été proposées [102, 103]. Il existe, bien entendu,
d’autres approches reposant sur l’utilisation d’autres outils statistiques et
mathématiques, comme par exemple, la distance Euclidienne [97, 104], la
distance de Mahalanobis [105], ou encore les chaînes de Markov [106, 107].
L’autre catégorie d’approches AF n’a pas réellement de dénomination
propre. Elle est définie par le fait qu’elle s’oppose à celles des approches fon-
dées sur la fréquence des mots. Ces approches s’appuient généralement sur
des concepts liés à la théorie de l’information, qui consiste à quantifier l’infor-
mation contenue, par exemple, dans un texte. L’application de ces principes
à la comparaison de séquences d’ADN est la suivante. Si deux séquences
sont proches, alors l’information contenue dans l’une permet de décrire en
grande partie celle de l’autre séquence. Ainsi, un certain nombre de méthodes
ont été développées à partir de ce principe. Elles sont fondées sur différentes
techniques, telles que des représentations graphiques [108] ou encore des tech-
niques de compression de l’information [109], comme par exemple le célèbre
algorithme de Lempel et Ziv [110], utilisé pour le format zip, et qui a été dé-
tourné pour comparer des séquences de texte [111]. Le principal avantage de
ces méthodes est qu’il n’y a aucune hypothèse formulée sur les données, alors
que les approches fondées sur la fréquence des mots nécessitent généralement
de choisir préalablement la taille des mots [112].
Les mesures de similarités obtenues à partir de ces différentes méthodes
sont, dans presque tous les cas, utilisées pour classer les séquences entre
elles, et notamment pour construire des arbres. Certains auteurs parlent
parfois d’arbres phylogénétiques. Il existe cependant un débat pour savoir
s’il est possible de parler de reconstruction phylogénétique avec l’utilisation
des méthodes AF. En effet, les approches dites "classiques" de phylogénie
sont généralement fondées sur des distances évolutives telles que le nombre
de substitutions entre deux séquences, alors que les approches AF utilisent
souvent des distances plus abstraites, comme par exemple un taux de com-
pression entre deux séquences. Conséquemment, dans le cas de la phylogénie
"classique", les longueurs des branches sont directement assimilables à un
temps évolutif, ce qui est beaucoup moins évident pour un grand nombre
d’approches AF. Néanmoins, une majorité des arbres obtenus à partir d’ap-
proches AF sont en adéquation avec les arbres phylogénétiques. De plus,
certains auteurs ont montré que leurs mesures pouvaient être assimilables à
une distance évolutive [113, 114, 115].
On oppose fréquemment les approches par alignement aux approches AF.
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En effet, ces dernières sont souvent présentées comme une alternative plus ra-
pide à l’alignement de séquences. Cependant, ces types d’approches ne font
pas exactement la même chose, et par conséquent, ne répondent pas aux
mêmes questions. L’alignement de séquences permet d’obtenir des informa-
tions précises sur la dynamique des séquences d’ADN, comme la position
d’une mutation ponctuelle ou l’identification d’un gène dupliqué. Les ap-
proches AF, quant à elles, ont essentiellement pour but d’évaluer rapidement
la similarité entre deux séquences. Ainsi, dans le cadre de la comparaison
de génomes complets, on peut privilégier les méthodes d’alignements pour
l’analyse de leur structure et de leur dynamique, et les méthodes AF pour
évaluer rapidement leurs divergences relatives.
Notons enfin qu’il existe des méthodes mixtes qui combinent des aligne-
ments partiels et une évaluation de la similarité entre deux séquences. Par
exemple, plusieurs outils dérivent les résultats obtenus avec le logiciel d’ali-
gnement de génomes complets MUMmer [84], pour calculer une distance re-
lative à la couverture des mots communs entre deux génomes [9, 8]. D’autres
méthodes évaluent une distance fondée sur le nombre de réarrangements es-
timés entre deux séquences [116].
2.4.3 Résumé
En un peu plus de 10 ans, les techniques d’analyses se sont adaptées pour
le traitement des données génomiques. Dans cette étude, nous nous sommes
intéressés à celles qui sont capables de traiter des séquences génomiques en-
tières, dans le but de les comparer. Deux types de méthodes ont été identifiés.
D’un côté, les approches avec alignements, qui permettent d’identifier pré-
cisément les différents événements qui ont modelé les génomes comparés.
D’un autre côté, les approches sans alignement, beaucoup plus rapides, mais
un peu moins informatives, qui permettent d’obtenir une estimation de la
similarité entre deux génomes.
L’application de ces méthodes à la comparaison des génomes bactériens
permet ainsi d’étudier leur organisation et leur dynamique, avec notamment
la détermination d’une structure en mosaïque composée d’éléments conservés
(le squelette) et de régions variables. L’application de ce genre d’analyse est
cependant principalement dédiée à l’analyse de génomes peu distants, soit de
la même espèce, soit d’espèces proches.
La comparaison de génomes entiers reste cependant une discipline en
plein développement, et de nombreux aspects restent encore perfectibles ou
à mettre en place. Dans la section suivante, nous identifions quels sont ac-
tuellement les défis soulevés par la comparaison de génomes entiers.
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2.5 Défis de la comparaison de génomes
Dans les années 90, avec la disponibilité des premières séquences géno-
miques entières, les outils d’alignements de séquences ont été rapidement dé-
passés. Le défi était donc de mettre au point des techniques capables de traiter
de telles séquences. Il a été rapidement relevé avec d’un côté les méthodes
d’alignements par ancrage/chaînage et de l’autre les approches alignment-
free.
Une dizaine d’années plus tard, Webb Miller publiait un premier état des
lieux de la comparaison de séquences génomiques [16]. Dans son étude, il
identifiait quatre besoins immédiats pour cette discipline. 1) Développer des
méthodes efficaces pour aligner plus de deux génomes à la fois. 2) Mettre
au point des méthodes graphiques pour explorer visuellement les génomes
et leurs alignements. 3) Améliorer la qualité et la fiabilité des outils d’ali-
gnements de génomes complets, notamment en passant par une évaluation
statistique de leurs résultats. 4) Définir des jeux de données ainsi que des
protocoles pour évaluer la justesse et les performances des méthodes de com-
paraisons de génomes complets.
Concernant le premier point, nous avons montré dans la sous-section
2.4.1.3, comment les outils d’alignements de génomes se sont adaptés pour
pouvoir aligner plus de deux génomes à la fois. Depuis 2003, la majorité
de ces outils font de l’alignement multiple (Tableau 2.2) et permettent ainsi
d’aligner jusqu’à une vingtaine de génomes simultanément [117].
En ce qui concerne les outils de visualisation (deuxième point), nous avons
également vu que les outils d’alignements de génomes complets intègrent de
plus en plus souvent des interfaces graphiques (Tableau 2.2). Il existe aussi un
certain nombre d’outils de visualisation dédiés aux séquences génomiques, il
s’agit des genome browsers. Ils intègrent diverses fonctionnalités comme par
exemple des interconnexions avec des bases de données d’annotations fonc-
tionnelles. Ces outils sont généralement souples et paramétrables, permettant
d’adapter leur utilisation à différents types d’analyses.
Pour les troisième et quatrième points, les développements sont considé-
rablement moins avancés. Actuellement, pour évaluer la qualité d’un aligne-
ment ou le comparer à un autre, on se fonde généralement sur trois critères.
Il s’agit soit de la couverture de l’alignement, c’est-à-dire la proportion de
séquences que l’algorithme a été capable d’aligner, soit du temps de calcul,
soit de la mémoire nécessaire à l’algorithme pour effectuer les calculs. Bien
qu’informatives, ces mesures ne sont cependant pas suffisantes. En effet, un
alignement de génomes complets est un processus complexe au cours du-
quel divers facteurs peuvent influer sur le résultat. Ces facteurs peuvent être
classés en biologiques, techniques et liés aux utilisateurs.
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Les facteurs biologiques concernent plus précisément les caractéristiques
des séquences comparées, comme la taille ou la divergence. Par exemple, cer-
tains outils peuvent être plus efficaces pour aligner des génomes très proches
(e.g., ancrage avec des MUM), et d’autres pour aligner des génomes plus
divergents (e.g., ancrage avec des matches inexactes). De plus, nous avons
vu que dans le cadre des génomes bactériens, la dynamique des séquences
d’ADN est très importante, mais que tous les algorithmes d’alignements ne
prennent pas forcément en compte cette dynamique. Enfin, certains événe-
ments comme les duplications peuvent induire des erreurs dans les différentes
étapes de l’alignement.
Les facteurs techniques concernent l’ensemble des incertitudes dues à l’uti-
lisation des différents outils d’alignements. Par exemple, la quasi totalité des
algorithmes utilisent des heuristiques (i.e., des approximations) pour limiter
le temps de calcul, et par conséquent, certaines solutions d’alignements sont
systématiquement ignorées. Un certain nombre de biais liés à l’utilisation des
outils d’alignements ont également été identifiés, comme par exemple, pour
les outils d’alignements globaux, la difficulté qu’ils ont parfois à gérer les
insertions et les délétions [118].
Les facteurs liés aux utilisateurs concernent tous les choix faits par ces
derniers. En effet, ils doivent choisir l’ordre des génomes à aligner, la valeur
des différents paramètres pour chaque algorithme et l’utilisation d’étapes op-
tionnelles telles que l’alignement récursif ou la prolongation des gaps par ali-
gnement global. Ces différents choix peuvent avoir un impact très important
sur le résultat de l’alignement, comme par exemple le choix de la taille des
ancres pour le chaînage [119], le nombre d’étapes récursives pour l’ancrage
[94], ou encore, l’ordre des génomes dans les alignements multiples [70].
L’ensemble de ces facteurs, résumé sur la Figure 2.14, implique que l’éva-
luation de la qualité d’un alignement, ainsi que la comparaison de plusieurs
alignements entre eux, sont des problèmes complexes. Miller et al. résumaient
ce problème en écrivant : It is an order of magnitude easier to build two good
genome-alignment programs than to tell which one is better [120].
L’identification de ces trois facteurs nous permet d’affiner un peu plus les
besoins liés à l’évaluation de la qualité des alignements de génomes complets.
En effet, nous pouvons constater qu’il y a deux façons d’aborder la notion de
qualité pour un alignement. D’un côté, l’aspect biologique, c’est-à-dire, éva-
luer si l’alignement produit est cohérent par rapport aux données biologiques
disponibles sur les génomes. De l’autre côté, l’aspect technique, c’est-à-dire,
évaluer les éventuelles erreurs ou imprécisions potentiellement commises par
les différents algorithmes au cours de l’alignement.
De la même façon, en ce qui concerne la question de la comparaison des
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Figure 2.14 – Facteurs influençant le processus d’alignement de génomes
complets. Trois types de facteurs : 1) Facteurs liés aux utilisateurs ; 2) Fac-
teurs biologiques, liés aux caractéristiques des séquences comparées ; 3) Fac-
teurs techniques, liés aux caractéristiques et aux éventuels biais des algo-
rithmes utilisés.
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exemple, que l’utilisateur mette en place des protocoles précis, notamment
pour calibrer les valeurs des différents paramètres, ou pour définir un format
de sortie standard quelque soit l’outil d’alignement. De même, le jeu de don-
nées utilisé doit être choisi de manière à ce que la comparaison soit possible.
Par exemple, pour comparer un outil qui prend en compte les réarrangements
chromosomiques avec un autre qui ne le fait pas, il est nécessaire de choisir
des génomes les moins réarrangés possibles.
Dans ce contexte et dans le cadre de la comparaison des génomes bac-
tériens complets, nous nous sommes intéressés d’une part au problème de
l’évaluation des alignements de génomes complets et d’autre part au pro-
blème de la mise au point d’un protocole pour aider les utilisateurs à choisir
la valeur des paramètres de l’alignement.
Ainsi, dans le chapitre 3, nous présentons une méthode que nous avons
mise au point pour mesurer la qualité des alignements de génomes bacté-
riens. Il existe plusieurs façons de définir la qualité d’un alignement. Nous
commençons par donner une définition de la mesure de qualité que nous avons
choisie de développer. Ensuite, nous détaillons dans l’ARTICLE 1 les prin-
cipes et l’utilisation de notre méthode. Quelques résultats supplémentaires
sont donnés à la suite de cet article.
Dans les chapitres 4 et 5, nous présentons deux méthodes statistiques
différentes que nous avons développées, pour aider l’utilisateur à choisir
la taille des ancres pour le chaînage. Dans le chapitre 4, au travers de
l’ARTICLE 2, nous présentons l’utilisation d’un modèle de mélange sur la
taille des matches maximaux permettant de filtrer les matches dus au hasard
entre deux séquences et par conséquent d’améliorer le choix des ancres pour
les alignements. Dans le chapitre 5, nous démontrons que sous certaines
conditions, le nombre de matches maximaux entre deux séquences peut être
approché par une loi de Poisson. Nous montrons ensuite comment cette ap-
proximation peut aider à trouver une longueur d’ancre optimale pour les
alignements de génomes complets.
Enfin, dans le chapitre 6 nous discutons de l’apport et des limites de





Évaluation de la qualité des
alignements de génomes
bactériens
Dans ce chapitre, nous présentons une méthode que nous avons déve-
loppée pour évaluer la qualité des alignements de génomes bactériens. Le
terme de "qualité" est pris d’une manière générique. Nous précisons dans
un premier temps la mesure de qualité que nous souhaitons évaluer pour les
alignements de génomes complets. Notre méthode est ensuite présentée dans
l’ARTICLE 1, dans lequel nous fournissons des exemples d’applications. À
la suite de l’article, nous donnons des résultats et développements supplé-
mentaires. Nous terminons en donnant quelques perspectives d’évolution de
notre méthode.
3.1 Mesurer la qualité d’un alignement
3.1.1 Définitions
Lorsque l’on considère un outil informatique, il existe plusieurs façons
d’évaluer la qualité de ses résultats. Ainsi schématiquement, il est possible
d’identifier les quatre mesures différentes suivantes :
– L’exactitude : évalue la véracité du résultat. Elle est souvent associée
à la notion de spécificité (i.e., la capacité de la méthode à prédire un
résultat négatif lorsqu’il est vraiment négatif) et la sensibilité (i.e.,
la capacité de la méthode à prédire un résultat positif lorsqu’il est
vraiment positif). La mesure de l’exactitude nécessite de connaître (au














Figure 3.1 – Représentation schématique de la réponse d’un outil infor-
matique en fonction des données d’entrée (courbe bleue) et des différentes
mesures pour évaluer sa qualité (i.e., exactitude, précision, significativité et
robustesse).
– La précision : évalue la variabilité du résultat. Elle constitue égale-
ment une mesure de sa répétabilité. Elle trouve pleinement son impor-
tance dans les méthodes stochastiques. Sa mesure s’exprime générale-
ment sous la forme d’un écart-type.
– La significativité : évalue la probabilité que les résultats soient ob-
tenus par hasard. Cette probabilité donne une mesure du degré de
confiance que l’on peut avoir dans les résultats.
– La robustesse : évalue la stabilité des résultats en cas de perturbations
sur les données d’entrée et/ou sur les paramètres de la méthode. Cette
mesure donne une idée du niveau de "confiance" que l’on peut avoir
à la fois dans le fonctionnement de la méthode et dans les résultats
qu’elle produit.
Ces mesures sont représentées sur la Figure 3.1. Dans le cadre de l’ali-
gnement de génomes complets bactériens il est nécessaire, dans un premier
temps, de choisir une approche pertinente de mesure de qualité.
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3.1.2 Apports potentiels des différentes mesures
De façon à pouvoir choisir une mesure de qualité, nous présentons ici les
apports potentiels de ces différentes mesures définies ci-dessus, ainsi que leurs
conditions et limites d’application.
3.1.2.1 L’exactitude
L’évaluation de l’exactitude d’un outil informatique est une mesure par-
ticulièrement intéressante. Elle permet d’une part de savoir si le résultat est
proche de la réalité et d’autre part de cibler les éléments des données que
l’outil ne sais pas traiter correctement. Par conséquent, l’exactitude apporte
une aide capitale dans le développement et l’amélioration de cet outil. Ce-
pendant, pour calculer une telle mesure, il est nécessaire d’avoir un résultat
de référence.
Dans le cas d’un alignement de génomes complets, le vrai alignement est
hélas impossible à connaître, quels que soient les génomes étudiés. Il existe ce-
pendant deux solutions possibles. La première consiste à utiliser des données
simulées et contrôlées. Cette solution a déjà été testée avec le logiciel MAUVE
[80]. Une telle approche permet d’évaluer la capacité d’une méthode à fournir
un résultat juste, mais elle reste néanmoins très limitée car elle ne permet pas
d’évaluer la véracité d’un résultat obtenu à partir de vraies données. L’autre
approche repose sur le fait qu’il est parfois possible de connaître en partie le
vrai résultat attendu, permettant d’établir une mesure partielle de l’exacti-
tude du calcul. Ce dernier type d’approche a notamment déjà été employé
pour l’évaluation d’alignements de génomes complets bactériens [121]. L’hy-
pothèse émise par ces auteurs est la suivante : bien que l’alignement entier de
deux génomes ne puisse pas être connu, un certain nombre d’éléments sont
attendus de façon relativement sûre, soit dans le squelette (i.e., les régions
conservées), soit dans les segments variables. Ainsi, par exemple, les gènes or-
thologues sont par définition conservés et par conséquent attendus, au moins
en partie, dans le squelette. Quantifier la présence des gènes conservés à l’in-
térieur du squelette peut alors constituer une estimation de l’exactitude de
l’alignement.
3.1.2.2 La précision
La précision est également un aspect important dans l’évaluation d’un
outil informatique. Cependant, une grande majorité des méthodes d’aligne-
ments est déterministe, c’est-à-dire qu’elles produisent exactement le même
résultat si elles sont relancées avec les mêmes données et les mêmes para-
mètres. Elles ne nécessitent donc pas une telle mesure.
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3.1.2.3 La significativité
La significativité est une mesure couramment utilisée dans différents do-
maines de la bioinformatique. Elle donne la probabilité que le résultat soit
dû au hasard. Elle est également utilisée lors du classement et du tri des ré-
sultats. C’est par exemple le cas des alignements locaux réalisés avec BLAST
[65]. Cet outil calcule dans un premier temps un score S appelé bit score qui
évalue la qualité de l’appariement base à base de chaque alignement local.
Puis, dans un second temps, il calcule la e-value qui est égale au nombre d’ali-
gnements obtenus par hasard sur l’ensemble des données et qui présentent
un score S supérieur ou égal à celui obtenu pour l’alignement évalué [65].
Cette e-value est utilisée pour classer les alignements produits par BLAST.
Plus la valeur de la e-value est faible, plus l’alignement est significatif.
Le calcul d’un tel indice à l’échelle d’un génome entier devient cependant
rapidement problématique. D’une part d’un point de vue numérique, car la
probabilité calculée sur d’aussi grandes séquences est presque toujours nulle.
Et d’autre part, parce que ce genre d’indice considère les séquences de façon
homogène, ce qui n’est clairement pas le cas des génomes complets.
3.1.2.4 La robustesse
La robustesse est également une mesure très utilisée en bioinformatique.
Son principal avantage est qu’elle ne nécessite aucun a priori, ni sur les don-
nées, ni sur la méthode. Sa mesure cible avant tout la méthode elle même,
c’est-à-dire, qu’elle évalue sa "fiabilité". Son utilisation permet également de
mieux analyser les résultats produits. Par exemple, en phylogénie, une mesure
de robustesse est calculée pour chaque branche des arbres phylogénétiques,
permettant ainsi de valider ou d’invalider les regroupements de phylums ob-
tenus.
3.1.3 Choix de la mesure
L’exactitude est une mesure intéressante, mais son utilisation pour l’ali-
gnement de génomes complets présente un certain nombre de problèmes.
L’utilisation de génomes simulés constituerait, par exemple, une solution inté-
ressante pour savoir si une méthode peut produire des alignements justes. Ce-
pendant, cela reste insuffisant pour étudier des séquences génomiques réelles.
La précision, comme nous venons de le voir, n’a pas d’application directe
avec la plupart des méthodes d’alignements de génomes. La significativité
d’un alignement de génomes complets pourrait être très informative. Cepen-
dant son évaluation est complexe à mettre en œuvre et nécessite notamment
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l’utilisation d’un modèle statistique de séquences capable de modéliser un
génome entier. Enfin, la robustesse représente une solution intéressante car
elle ne souffre pas de contraintes particulières et permet à la fois d’évaluer la
méthode et ses résultats.
Nous avons donc choisi la robustesse comme mesure de qualité pour les
alignements de génomes bactériens.
3.1.4 Mise en place de la mesure de robustesse
Prenons comme exemple le cas de la reconstruction phylogénétique. Un
arbre phylogénétique est construit à partir d’un alignement multiple de sé-
quences. La mesure de sa robustesse est généralement fondée sur la technique
du bootstrap [122] qui consiste à ré-échantillonner avec remise les colonnes de
l’alignement multiple. L’objet de la mesure de robustesse est l’arbre phy-
logénétique. Elle consiste à donner un poids à chaque ramification. Ainsi,
il est possible de changer l’algorithme d’alignement ou bien la méthode de
construction de l’arbre, la mesure de robustesse se calculant selon le même
principe et s’interprétant de la même façon. La souplesse d’utilisation de cette
mesure de robustesse constitue un très grand avantage. Il est donc capital
que la mesure de robustesse que nous souhaitons mettre en place pour l’ana-
lyse des alignements de génomes, soit elle aussi facile à appliquer à différents
outils.
Les outils d’alignements de génomes complets sont fondés sur l’utilisation
de différents algorithmes mais l’un de leurs points communs est l’étape de
chaînage. Il apparaissait donc pertinent de cibler la mesure de robustesse sur
le chaînage. Néanmoins, chaque outil génère des résultats sous des formes plus
ou moins différentes. Ainsi, par exemple, le logiciel MGA [75] génère un fichier
xml contenant une succession de coordonnées de segments appartenant à trois
catégories différentes. Les matches qui correspondent aux points d’ancrage
sélectionnés par le chaînage. Les gaps qui correspondent à de grandes régions
très distantes. Les aligned gaps qui sont des régions suffisamment petites pour
être alignées et sont donc plus ou moins similaires. Le logiciel MAUVE [80], de
son côté, génère un fichier texte ne contenant que deux types de segments, les
matches et les aligned gaps de tailles très variables et qui contiennent tout ce
qui n’est pas du match exact. Bien que portant le même nom, les aligned gaps
de MAUVE et de MGA ne sont pas directement comparables. Dans l’objectif
de définir une mesure de robustesse qui puisse être calculée pour n’importe
quel outil d’alignements de génomes, ces variations dans la formalisation des
résultats représentent un obstacle.
Néanmoins, nous avons vu, dans le cadre de l’alignement de génomes bac-
tériens, qu’il existe une façon de formaliser les alignements en passant par la
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définition de la structure en mosaïque, ou segmentation en squelette et seg-
ments variables. De cette façon, un alignement est représenté par seulement
deux types de segments, les segments du squelette qui sont très conservés et
les segments variables qui le sont peu. Notons également que cette structure
est généralement préférée aux résultats bruts des alignements dans les études
de comparaisons de génomes [10, 94, 95, 92].
Conséquemment, nous avons choisi d’établir notre mesure de robustesse
sur la structure en mosaïque des génomes bactériens. La méthode que nous
avons développée est présentée dans l’ARTICLE 1. Dans cet article, nous
détaillons la mise en place de notre méthode. Des illustrations sont données
à partir de paires de génomes bactériens réels. À la suite de cet article, des
résultats et développements supplémentaires sont donnés. Nous concluons
par quelques perspectives.
3.2 ARTICLE 1 : Assessing the Robustness of Complete
Bacterial Genome Segmentations
Ce travail a été publié dans Lecture Notes in Bioinformatics [123] et pré-
senté oralement à RECOMB-CG 2010, à Ottawa, au Canada (9-11 Octobre
2010).
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Abstract. Comparison of closely related bacterial genomes has revealed
the presence of highly conserved sequences forming a ”backbone” that is
interrupted by numerous, less conserved, DNA fragments. Segmentation
of bacterial genomes into backbone and variable regions is particularly
useful to investigate bacterial genome evolution. Several software tools
have been designed to compare complete bacterial chromosomes and a
few online databases store pre-computed genome comparisons. However,
very few statistical methods are available to evaluate the reliability of
these software tools and to compare the results obtained with them. To
ﬁll this gap, we have developed two local scores to measure the robust-
ness of bacterial genome segmentations. Our method uses a simulation
procedure based on random perturbations of the compared genomes.
The scores presented in this paper are simple to implement and our re-
sults show that they allow to discriminate easily between robust and
non-robust bacterial genome segmentations when using aligners such as
MAUVE and MGA.
1 Introduction
The number of complete bacterial genomes in public databases has exponentially
increased since the late 90s. The availability of this large amount of data has
yielded the development of new comparative-based approaches to investigate
bacterial genome evolution at diﬀerent scales (e.g., genomes, operons, genes).
Genome comparison has proved its usefulness in many domains such as gene
prediction [1], detection of regulatory regions and functional motifs [2], and as-
sembly of new genomes [3].
Among the about 500 bacterial species for which a complete genome is
available, more than 100 present at least two sequenced strains. Several ap-
proaches exist to compare closely related genomes. Among them, alignment of
whole genome DNA sequences, at the nucleotide level, allows both coding and
non-coding regions to be investigated. In a pioneering work, Hayashi et al. [4]
compared the two complete genomes of the enterohemorrhagic Escherichia coli
O157:H7 Sakai strain and the E. coli K-12 MG1655 laboratory strain. An exten-
sive investigation of the alignment result revealed a sequence corresponding to
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around 80% of the genome length that is highly conserved between the two E.
coli strains. This sequence, denoted the backbone, is interrupted by several DNA
fragments that are not conserved in the two strains and that are called variable
segments. The backbone/variable segment structure is named segmentation or
mosaic structure of bacterial genomes [4,5].
Determination and analysis of the segmentation are of crucial interest to inves-
tigate the molecular mechanisms involved in the dynamics of bacterial genome
evolution. Indeed, it has been shown that segments from the backbone are en-
riched in functional DNA motifs and consequently are particularly relevant to
infer them [2]. Moreover, sequences from the backbone may correspond, in a
large part, to the common ancestral chromosome of the compared strains [6].
Variable segments that may correspond to strain speciﬁcities are often associ-
ated with DNA exchange and mobile elements such as transposons or prophages
[7] and can be used to investigate biological questions about bacterial physiology
and pathogenicity [8]. Nature and origin of variable segments are diverse. They
can be either strain speciﬁc or just too divergent to be identiﬁed as homologous.
For a detailed description of variable segment diversity, see [9]. The determina-
tion of the backbone/variable segment structure has direct implications on all
subsequent analyses, and thus needs to be made with accuracy.
Segmentation computation is essentially based on alignment of complete
genome sequences [5]. Aligning sequences containing several million of nu-
cleotides is a challenging task that requires speciﬁc algorithms. Moreover, besides
the length of the sequences, the main diﬃculty relies on the fact that bacterial
genomes evolve through various genetic mechanisms including point mutations,
genetic rearrangements and horizontal gene transfers, which generate extremely
dynamic genomes, even in closely related bacteria.
In the early 2000s, Miller pointed out the challenges and the diﬃculties to
design speciﬁc algorithms to align complete genome sequences as well as the
necessity to develop statistical methods to evaluate their reliability [10]. The
software tool MUMmer [11,12], launched in 1999, was probably the ﬁrst pub-
lished complete genome aligner. To date, there exist about 20 diﬀerent computer
tools to compare and align genomes [13]. Most of the eﬀorts so far, have been
focused on the design of fast and eﬃcient algorithms, whereas less attention has
been paid to statistically assess their consistency [10,14]. Consequently, several
major problems still remain in complete genome alignment methods. Thus, for
example, most of the algorithms produce a unique solution that is optimal with
respect to a speciﬁc algorithmic criterion whereas sub-optimal solutions that
could be biologically more relevant are systematically ignored. Evidences of spu-
rious alignments have also been reported [15]. In addition, it has been shown
that small variations in the setting of algorithm parameters can have dramatic
impacts on the alignment results [5]. Such drawbacks can lead to important dif-
ferences between alignments produced by diﬀerent algorithms [16] and even by
the same aligner [5].
Because complete genome aligners suﬀer from a lack of reliability and may pro-
duce non-robust alignments, it is crucial to evaluate whether the segmentations
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derived from them are robust. There only exist a few studies that aim at assessing
the quality of genome segmentations. They are usually dedicated to evaluating
the relevance of the elements that are assigned to conserved regions. Thus, for
example, Prakash and Tompa [15] developed a score to discriminate regions that
are well aligned from those that are suspiciously aligned. Swidan and Shamir [17]
proposed two measurements to quantitatively assess the biological reliability of
the backbone. However, all these approaches overlook the fact that the proposed
segmentation could be non-robust.
Here we present the development of a method to measure the robustness of
segmentations obtained from the comparison of two closely related genomes. It is
based on a simulation procedure that randomly perturbs the compared genomes.
It allows the computation of two local scores of robustness, one at the nucleotide
scale, and the other one at the segment scale. Our results show that the scores
are simple to implement and to interpret. They can be easily used to discriminate
between robust and non-robust segmentations.
2 Methods
2.1 Segmentation Determination
Segmentation into backbone/variable segments is computed from the comparison
of closely related genomes. The process can be divided into four steps [5].
1) Alignment of the complete genome sequences. Speciﬁc algorithms called
anchor-based aligners are generally used [5]. They ﬁrst identify all the highly
conserved regions between the compared sequences. These regions are chained,
i.e. they are sorted and some of them are selected to anchor the compared
genomes together. The result is a succession of extremely conserved segments
interrupted by more distant fragments called gaps.
2) Iteration of the anchor-based alignment on the gaps to extend the anchoring
obtained in step 1. This step is optional.
3) ”Last chance” local alignment. Local alignment methods are used on the
remaining gaps to extend the complete genome alignment. This step is also
optional.
4) Determination of segment boundaries. Anchored fragments and elements
that are enough conserved to be aligned are joined together to form the backbone.
The remaining gaps are considered as variable segments.
2.2 Simulation Procedure
The robustness of a process corresponds to its capacity to cope well with exter-
nal or internal perturbations [18]. Therefore, the robustness of a computational
method can be deﬁned as its ability to maintain stable results when confronted
to perturbations either of its parameters or of the input data.
Segmentation determination is essentially based on complete genome align-
ment (step 1). Thus, a reliable approach to perturb segmentation computation
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is to disturb directly this crucial step. Our assumption is that if the alignment
procedure is reliable, it will be relatively insensitive to a moderate level of ran-
dom perturbations of the aligned genomes. In particular, the modiﬁcation of a
subset of the conserved regions that are used to anchor the genome alignments
should not lead to major changes on the whole genome alignments.
Consequently, we decided to perturb these conserved regions. More precisely,
to target these conserved regions, we used maximal exact matches (MEMs).
MEMs correspond to exactly conserved sub-sequences that cannot be extended
neither from their left nor from their right [11].
We developed the following simulation procedure:
1) Retrieval of all the MEMs between the two compared genomes. Only the
MEMs with a minimal length of 20 nucleotides, from both the direct and the re-
verse strand, are considered for perturbation, in order to avoid spurious matches
[19].
2) Random sampling of a proportion p of MEMs from the complete MEM list
obtained in step 1. The value of p has to be set by the user. Both genomes are
evenly perturbed with p/2 MEMs drawn from each genome.
3) Perturbation of the nucleotides corresponding to the MEMs selected in
step 2. Three types of perturbations are used: i) Deletions, a MEM sequence
is simply deleted; ii) Inversions, a MEM sequence is reverse-complemented and
reinserted at the same position; iii) Double translocations, two MEM sequences
are switched. Note that both genomes are perturbed in equal proportion.
4) Computation of a new segmentation with the perturbed genomes. Because
this ”perturbed segmentation” will be compared to the ”original segmentation”,
it is necessary to use the same method for the two segmentations (i.e., same
complete genome aligner, same parameter setting).
5) Iteration of steps 2 to 4. The procedure is repeated N times to ensure the
statistical reliability of the scores (deﬁned in subsection 2.3).
6) Computation of the robustness scores (see details in subsection 2.3).
We used diﬀerent perturbation strategies (see step 3) because each of them impacts
diﬀerently on the perturbation step. For example, while deletions only suppress
MEM sequences, inversions and translocations can reveal new MEMs. Transloca-
tions also change MEM locations in the compared genomes, aﬀecting the chaining
step. The three types of perturbations were used in equal proportions.
2.3 Score Definition
Robustness is measured from the evaluation of the diﬀerences between the origi-
nal segmentation and the segmentations computed with the perturbed genomes.
Two scores are derived, one focusing on the nucleotides and the other one on
the segments.
Nucleotide score. Considering the nucleotide i from one of the original
genomes, either from a backbone or a variable segment of the original segmen-
tation, the nucleotide score is deﬁned as follows:
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Snuc(i) =
#{simulations|i ∈ variable segment}
#{total simulations} . (1)
It is equal to the proportion of simulations in which the nucleotide i is assigned
to a variable segment. Thus, Snuc varies between 0 and 1. If Snuc(i) is near 1
then i is likely to belong to a variable segment. Conversely, if Snuc(i) is near 0,
i is likely to belong to a backbone segment.
Segment score. Considering segment g from the original segmentation (i.e.,







where |g| denotes the number of nucleotides in segment g. It is equal to the
average of the nucleotide scores of the nucleotides belonging to segment g. If
Sseg(g) is close to 1 then the segment g is likely to be a robust variable segment.
2.4 Implementation
The anchor-based tool MUMmer (version 3) [12] was used for retrieving the
MEMs from the compared genomes for the perturbation procedure. The com-
plete simulation procedure and the score computations were performed with Perl
(Perl 5.8.8). The source code is available upon request. The graphical exploration
of our results was mainly performed with the genome-browser MuGeN (version
20060919) [20] and R (version 2.8.0).
2.5 Dataset
Numerous pairs of bacterial genomes retrieved from the MOSAIC database [5]
were tested. For illustration purposes, three representative pairs were selected
and are presented in Table 1. The two Streptococcus pyogenes strains are very
close, the Escherichia coli strains are moderately close, and the Pseudomonas
syringae strains are distant. The genomic distance between these genomes was
evaluated with the MUMi index [21]. Brieﬂy, it is based on the evaluation of the
cumulative size of maximal unique matches (MUMs) compared to the lengths of
the compared genomes. MUMi varies between 0 and 1, the smaller the MUMi,
the closer the compared genomes (see details in Table 1). Segmentations of these
three pairs were computed using two diﬀerent aligners, MGA (version 2) [22]
and MAUVE Aligner (version 1.2.3) [23]. Parameter settings used for these two
tools were those proposed by Chiapello et al. [5,24]. Table 2 summarizes the
information concerning the obtained segmentations for the ﬁrst strain of each
pair.
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Table 1. Pairs of genomes compared in this study. Length: total genome length (in
nucleotides), MUMi: MUMi index of the pair, #MEMs: number of MEMs of length
higher than 20 bp shared by the pair.
ID Species Strains Length MUMi #MEMs
P1 Streptococcus pyogenes MGAS9429 1836467 0.006 1773
MGAS2096 1860355
P2 Escherichia coli MG1655 K-12 4639675 0.248 58288
O157:H7 Sakai 5498450
P3 Pseudomonas syringae 1448A 5928787 0.666 117669
B728a 6093698
Table 2. List of segmentations studied in this paper. These segmentations correspond
to the ﬁrst strain of the pairs of genomes presented in Table 1. #BS: number of back-
bone segments, #VS: number of variable segments, BL: cumulative length of the back-
bone, BC: coverage of the backbone i.e. ratio between the backbone length and the
complete genome length in %.
ID ID pair Strain Software #BS #VS BL BC
S1 P1 MGAS9429 MGA 63 62 1536000 83.64%
S2 P1 MGAS9429 MAUVE 67 66 1761765 95.93%
S3 P2 MG1655 K-12 MGA 641 640 4098265 88.33%
S4 P2 MG1655 K-12 MAUVE 817 816 4091213 88.17%
S5 P3 1448A MGA 2870 2871 3181778 58.73%
S6 P3 1448A MAUVE 6176 6175 4303198 72.58%
3 Results
3.1 Calibration of the Simulation Process
In our method, two user-deﬁned parameters have to be set: 1) the proportion
p of MEMs to perturb and 2) the number N of simulations. When perturbing
MEM positions in the compared genomes, we aim at maximizing the impact of
perturbations in the segmentation computation procedure. In other words, we
need to use a p high enough to perturb all the nucleotides belonging to a MEM
at least once. However, if p is too high, some nucleotides will be systematically
perturbed in all the N simulations and their score will be meaningless. As shown
in Fig. 1, when p ≤ 0.1 for N = 1000, almost no nucleotides are perturbed in all
simulations for the three pairs of genomes. For higher values of p, the number of
nucleotides that are systematically perturbed rapidly increases for the pairs P2
and P3. Consequently, we decided to set p = 0.1 for the three pairs of genomes.
This analysis can be performed for any comparison of interest to select a speciﬁc
value of p for each pair of genomes or, as done in this study, to determine a p
value suitable for all the pairs. The computation of the scores is based on multiple
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Fig. 1. Selection of the proportion p of MEMs to be perturbed for the three pairs
of genomes. Each curve gives the number of nucleotides that have been systematically
perturbed in each simulation (N = 1000) with respect to the proportion p of perturbed
MEMs. P1, S. pyogenes (circles), P2, E. coli (squares), and P3, P. syringae (triangles).
simulations and requires a suﬃcient number N of simulations to be statistically
reliable. In this work, we used N = 1000 that provided a good tradeoﬀ between
computation time and accuracy of the score.
3.2 The Nucleotide Score
Computation of the nucleotide scores was performed for the segmentations listed
in Table 2. In each segmentation, we identiﬁed nucleotides whose score suggested
that their assignment to a backbone or variable segment was highly sensitive to
perturbations. To facilitate the analysis, we plotted the score for each nucleotide
along the genome thus generating a score proﬁle. Here we show diﬀerent repre-
sentative examples of score proﬁles and their interpretation.
Profiles of robust regions. Fig. 2A focuses on a region composed of a variable
segment (in gray) surrounded by two backbone segments (in black), from the
segmentation S3. It shows that nucleotides included in the variable segment have
a score equal to 1 while those that belong to the backbone have a score around
0.1. The score proﬁle at the boundaries of the segments is extremely sharp.
This kind of proﬁle is representative of globally robust regions. Variable seg-
ments are associated with high nucleotide scores, near 1, while nucleotides from
backbone fragments have very low scores. Note that the scores of the nucleotides
belonging to a robust backbone rarely reach 0 but generally vary around 0.1.

















Fig. 2. Representative examples of nucleotide score proﬁles. The nucleotide score is
plotted below the original segmentation, in which the backbone and variable segments
are represented in black and gray, respectively. (A) a robust region from segmentation
S3, (B) non-robust backbone segment from segmentation S6, (C) non-robust variable
segment from segmentation S1, (D) Uncertain boundary determination from segmen-
tation S3.
This is due to the fact that most nucleotides of the backbone belong to MEMs
and are therefore likely to be perturbed during the simulation process. Con-
sequently, a nucleotide that is robustly assigned to the backbone has a score
expected around the value of p. This does not mean that backbone segments are
generally less robust than variable segments.
The robustness score evaluates the diﬀerence between the original segmenta-
tion and the segmentations computed with the perturbed genomes. A robustly
assigned nucleotide is expected to be identically assigned in the original segmen-
tation and almost all perturbed segmentations. We suggest considering that a
nucleotide is robustly assigned if its assignment is identical in the original seg-
mentation and in at least 90% of the simulations. Consequently, nucleotides of a
robust variable segment would have scores above 0.9, and nucleotides of a robust
backbone segment would have scores below p + 0.1 (0.2).
Thus, the proﬁle presented in Fig. 2A suggests that this part of the segmen-
tation of S3 is strongly robust.
Profiles of non-robust regions. The segmentation portion displayed in Fig.
2B is composed of three backbone segments and two variable segments. The
nucleotides of the two surrounding backbone fragments (left and right) have
a low score, around 0.1, and thus, are robustly assigned. Those from the two
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variable segments have score values almost equal to 1, suggesting that these two
segments are robustly estimated too. The nucleotides of the backbone segment
located between the two variable segments (in the middle) have scores near 1.
This means that they are predicted in a variable segment in almost all the 1000
simulations. Consequently, this backbone fragment is absolutely not robust and
should correspond to a variable segment.
Fig. 2C shows a part of the segmentation of S1. The scores of the nucleotides
in this variable segment are rather low, with values around 0.8/0.7, which suggest
that this variable segment is not robust.
These two examples illustrate the shapes of score proﬁles that are obtained
while considering non-robust regions. Obviously, several other situations of non-
robust region could be observed.
Robustness of segment boundaries. Fig. 2D focuses on a region composed
of two backbone segments and one variable segment. Although the scores of
the nucleotides of the variable segment are globally high, suggesting that this
segment is robust, score proﬁles at the junctions of the segment are not as sharp
as those plotted in Fig. 2A. This implies that the nucleotides located at the
boundaries of this segment are less robustly assigned than the others. Such a
proﬁle highlights the fact that determination of the junction positions between
the segments cannot be always accurately determined.
3.3 The Segment Score
The segment score associates one score value to each segment of the original
segmentation for both backbone and variable segments. Its aim is to facilitate
the analysis of the global segmentation robustness.
Fig. 3A displays the distribution of the segment score values obtained for
the segmentation of S3. The distribution of the score values shows two distinct
peaks, one for the variable segments (in gray) and one for the backbone segments
(in black). Most of the variable segments have a score ranging from 0.9 to 1 and
most of the backbone segments have a score ranging from 0 to 0.2. This suggests
that most of the variable and backbone segments are robust. Thus, although
there are few segments having intermediate score values, a rapid inspection of
Fig. 3A allows us to conclude that the segmentation S3 is globally robust. This is
clearly not the case for the segmentation S1 whose distributions of the backbone
and variable segment scores are presented in Fig. 3B. These distributions are
more spread out and consequently are not well separable. Almost one third of
the variable segments have a segment score value below 0.8 indicating that they
are not robust. About 20% of backbone segments have a score above 0.3. This
implies that they are also non-robust. Thus, examination of Fig. 3B yields the
conclusion that this segmentation is not globally robust.
The examples presented here clearly suggest that the segment score may be
employed as an easy-to-use method to quickly evaluate the global robustness of
segmentations.





































































































Fig. 3. Distribution of segment score values. (A) Segmentation S3: example of a glob-
ally robust segmentation. (B) Segmentation S1: example of a non-robust segmentation.
3.4 Comparing Segmentations with the Robustness Scores
Segmentation computation of a given pair of genomes can be performed using
diﬀerent aligner tools, providing one segmentation per alignment method. Two
segmentations of the same pair of genomes may yield signiﬁcantly diﬀerent re-
sults as shown in Table 2. In this subsection, we assess whether our scores can be
used to understand the potential disparities between segmentations and possibly
to determine the best one.
Comparison of the six segmentations listed in Table 2 allowed us to illustrate
this point. There were three possible comparisons: S1 vs. S2, S3 vs. S4 and S5
vs. S6. For each comparison, the ﬁrst segmentation was computed with MGA
and the second one with MAUVE. We analyzed the diﬀerences between these
pairs of segmentations. To do so, we identiﬁed all the nucleotides that were as-
signed to the backbone in one of the segmentations while they were assigned
to a variable segment in the other segmentation. Thus, we considered two dis-
tinct situations: 1) A nucleotide was assigned to a variable segment in the ﬁrst
segmentation (MGA) while it was assigned to the backbone in the second seg-
mentation (MAUVE); 2) the reverse situation, a nucleotide was assigned to the
backbone in the ﬁrst segmentation while it was assigned to a variable segment
in the second segmentation. For each comparison, we counted the number of
nucleotides corresponding to situation 1 and 2. We also computed the average
nucleotide score (subsection 2.3) over all nucleotides in each situation. This is
summarized in Table 3.
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Table 3. Comparisons of segmentation pairs: S1 vs. S2, S3 vs. S4, and S5 vs. S6.
#Nucleotides: number of nucleotides assigned by MGA to variable segments in the ﬁrst
segmentation but assigned by MAUVE to the backbone in the second segmentation
(situation 1) and the converse situation (situation 2). Score: average nucleotide score,
the score values of the nucleotides that were assigned to variable segments appear in
bold.
Situation 1 Situation 2 Total
S1 vs. S2
#Nucleotides 226064 299 226363
Score S1 (MGA) 0.755 0.301
Score S2 (MAUVE) 0.068 0.736
S3 vs. S4
#Nucleotides 18584 25636 44220
Score S3 (MGA) 0.939 0.319
Score S4 (MAUVE) 0.314 0.851
S5 vs. S6
#Nucleotides 975750 154490 1130240
Score S5 (MGA) 0.999 0.173
Score S6 (MAUVE) 0.085 0.988
Identification of segmentation errors: S1 vs. S2. Although S1 and S2 have
almost the same number of segments, the cumulative backbone length of S2 is
much higher than the one of S1 (see Table 2). More than 226000 nucleotides
are assigned to the backbone in S2 while they are assigned to variable segments
in S1 (situation 1). Average nucleotide scores of these nucleotides indicate that
the backbone assignment is more robust in S2 (average score of 0.068) than the
variable segment assignment in S1 (average score of 0.755).
Analysis of the non-robust variable segments of S1 revealed that these seg-
ments were associated with large overlapping MEMs. Indeed, when comparing
very closely related genomes, long MEMs (> several kb) can overlap together.
This induces problems in the chaining step of the alignment for MGA because
its chaining algorithm discards overlapping MEMs [22]. Thus, comparing ex-
tremely close genomes with MGA might produce unexpected variable segments.
Our method is able to detect this problem, assigning a low robustness to these
variable segments and indicating that S2 is globally more robust than S1.
Comparing very similar segmentations: S3 vs. S4. Although S4
(MAUVE) contains more segments than S3 (MGA), these segmentations have
identical backbone coverage around 88% (see Table 2) and thus, these segmen-
tations are very similar. Segment score distributions of S3 and S4 reveal that
these segmentations are globally robust (see Fig. 3A and data not shown). In
this case two similar segmentations produced by two distinct aligner tools are
associated with a similar robustness score indicating that our method does not
tend to favor particularly one algorithm over the other.
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The robustness score is also relevant to compare the slight diﬀerences between
S3 and S4. About 18000 nucleotides correspond to situation 1 and 25000 to
situation 2 representing about 0.5% of the genome length in both cases (see Table
3). Table 3 indicates that in both situations, variable segments are more robust,
with average scores equal to 0.939 and 0.851, than backbone with average scores
around 0.3. Consequently, for the nucleotides in situation 1, the assignment
made by MGA (S3) is globally more robust than the one made by MAUVE
(S4). Conversely, MAUVE seems to provide a more robust segmentation than
MGA for the nucleotides in situation 2.
Selection of the best suited aligner: S5 vs. S6. There is a large diﬀer-
ence between the backbone lengths of segmentations S5 and S6 (see Table 2).
Backbone of S6 is about 35% longer than the one of S5. However, Table 3 shows
that in both situations, backbone segments have average scores less than 0.2 and
variable segments have average scores greater than 0.9. This means that, in both
situations, the two segmentations are robust. Consequently, from this result, it is
not obvious to decide which segmentation is the best one. Investigation of these
comparisons revealed that the dissimilarities were associated with rearranged
regions between these genomes. Since MGA does not treat rearrangements, it
systematically ignores rearranged regions and classiﬁes them into variable seg-
ments yielding to robust, yet biologically not relevant, variable segments. It is
important to note that our score is dedicated to evaluate how a segmentation
is sensitive to perturbations on the original sequences. In this trivial example,
MGA is incorrectly used, producing robust variable segments when considering
conserved rearranged regions. This example shows that before computing seg-
mentations, it is crucial to perfectly know the compared genomes and to clearly
identify the limitations of the aligner tool used.
4 Discussion
For the ﬁrst time, an attempt has been made to statistically assess the robust-
ness of bacterial genome segmentations at diﬀerent scales, from nucleotides to
entire segments and even to the whole segmentation. The two proposed scores
provide useful information, are easy to implement and their interpretation is in-
tuitive. Their computation can be performed with any aligner tool and does not
require any external data. We also have clearly shown that these scores are able
to identify both robust and non-robust fractions of segmentations. Comparison
of segmentations obtained with diﬀerent aligner tools and their corresponding
robustness scores provide fruitful information to identify inaccuracies.
The distance between the compared genomes is not a limitation for computing
our scores. Indeed, although segmentations are usually computed on closely re-
lated genomes, the distance between the compared genomes can vary (see MUMi
index in Table 1). This involves important variations in the number of MEMs
that are retrieved between the sequences (see #MEMs in Table 1). However,
we showed that our scores can be used in a wide range of distances between
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the compared genomes. As a consequence, our method can be extended to the
comparison of bacterial genomes at the inter-species level, provided that the
compared sequences are close enough to be aligned. Last, it is possible to adapt
the method for the comparison of eukaryotic genomes, for example, by deﬁning
additional perturbation types such as duplications or transpositions, but with
some limitations due to the computation time required to align such large se-
quences.
Although homologous regions are expected to belong to the backbone, some of
them can be assigned to variable segments. Indeed, homologous regions are more
or less diverged along the chromosomes. This implies that the most diverged ones
can be either classiﬁed as backbone or as variable segments depending on the
aligner tool used and on the parameter setting. Such regions are expected to
show a low robustness.
The lack of robustness of a segmentation or a part of it can be due to diﬀerent
reasons. First, non-robust segments are often associated with repeated regions
that are known to be often incorrectly treated by aligner tools [25]. Problems
can also arise from the chaining algorithm or from calibration of the parameters
of the complete genome aligner. Indeed, variations of some parameter values,
such as the minimal length of MEMs to retrieve, have an important impact on
the alignment results [5]. Last, computation of segmentations often requires the
use of local alignment tools to investigate speciﬁc short regions. This step of the
segmentation determination can also be at the origin of low robustness [15]. The
two scores proposed here do not determine directly the reason explaining the
lack of robustness of a segmentation but they allow to easily identify the non-
robust regions and hence, they facilitate investigations to determine the origin
of this behavior.
The scores presented here can be used at a larger scale to compare and to
categorize simultaneously several segmentations. They can be calculated for stan-
dalone comparisons [4], but they could also be directly integrated into databases
that store numerous pre-computed complete genome comparisons such as xBASE
[26] and MOSAIC [5,24] to provide an evaluation of the robustness of their con-
tents. In this context, the development of a unique global segmentation score or
a statistical test directly derived from the segment scores should be useful.
Our scores raise many questions about genome structure, segmentation deter-
mination and alignment algorithms. Currently, the method is implemented only
for pairwise comparisons at the intra-species level. However, further improve-
ments are in progress to adapt the approach to multiple genome comparisons.
The most challenging task is to determine the optimal number of MEMs to
perturb by accounting for the combinatorial aspect that this process implies.
Preliminary investigations showed that this issue can be addressed by using a
subset of MEMs called ”rare multiMEMs” corresponding to MEMs that are
repeated a limited number of times between the compared genomes [27].
The originality of our method relies on the fact that we investigate the robust-
ness of a segmentation rather than its biological relevance as it has been done in
other studies. Our scores are therefore complementary to other measures such
186 H. Devillers et al.
as the number of backbone segments that disrupt orthologous genes proposed
by Swidan and Shamir [17]. They could even be used jointly to better assess the
reliability of genome segmentations.
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3.3 Résultats supplémentaires
Nous présentons ici des développements et des résultats qui n’ont pas été
décrits dans l’ARTICLE 1. Cela concerne d’une part la mise en place et le
fonctionnement de la méthode et d’autre part des analyses complémentaires
de la robustesse des segmentations de génomes bactériens.
3.3.1 Perturbation des génomes
La perturbation des génomes est l’étape clé du calcul de nos scores de
robustesse. Elle consiste à perturber les MEM des génomes originaux (voir
détails dans l’ARTICLE 1). Nous présentons ici quelques informations sup-
plémentaires sur les différents types de perturbations que nous avons utilisés,
ainsi que leur impact sur les génomes. Quelques précisions sont également
données sur la calibration des paramètres des perturbations. Enfin, nous ter-
minons par quelques remarques relatives aux temps de calcul.
3.3.1.1 Trois stratégies de perturbations
Pour le calcul de nos scores, trois types de perturbations ont été définis.
Il s’agit des suppressions, des inversions et des translocations (ou doubles
translocations). Nous donnons dans cette sous-section quelques informations
techniques complémentaires sur la mise en place de ces stratégies de pertur-
bations.
Quand un MEM est sélectionné pour être perturbé, c’est l’ensemble des
nucléotides qui le composent qui est perturbé. Cependant, une des difficultés
majeures de cette étape est de ne pas perturber complètement l’organisation
du génome, afin de pouvoir associer chaque nucléotide des génomes perturbés
à ceux du génome d’origine. Par exemple, dans le cas de la suppression,
si nous nous contentions de simplement retirer les positions correspondant
aux nucléotides d’un MEM, les indices de tous les nucléotides situés au-delà
seraient changés et le génome perturbé serait alors plus court. Le problème
se pose également pour les translocations, qui permutent deux MEM qui ne
sont pas nécessairement de la même longueur.
Nous avons adapté le protocole de perturbation de manière à éviter ce
problème. Ainsi, pour les suppressions, chaque nucléotide supprimé est rem-
placé par la lettre N . Ceci permet d’éviter tout décalage dans les génomes
et de conserver leur longueur après perturbation. L’inversion n’induit pas
de décalage sur les positions non perturbées. L’inverse complémentaire de la
séquence du MEM est donc tout simplement réinséré aux mêmes positions.












Figure 3.2 – Protocole de perturbation des MEM par suppression, inversion
ou translocation. Pour éviter de décaler tous les nucléotides et pour conserver
la longueur totale de la séquence perturbée, les nucléotides supprimés sont
remplacés par des N et le plus petit MEM transloqué et prolongé (segment
rouge) de façon à être de la même taille que l’autre MEM.
il est nécessaire que les séquences permutées soient de la même longueur.
Ainsi, le plus petit des deux MEM sélectionnés est prolongé sur la droite de
manière à faire exactement la même taille que le plus long. L’ensemble de ce
protocole est résumé dans la Figure 3.2.
Il est indispensable, lorsque l’on utilise les suppressions, de vérifier au-
paravant que les N sont traités comme des caractères non alignables par les
outils d’alignements de génomes utilisés. Notons enfin que puisque les posi-
tions supprimées sont des N , celles-ci ne sont pas prises en compte pour le
calcul des scores contrairement aux positions inversées ou transloquées qui
correspondent toujours à des nucléotides.
3.3.1.2 Quantifier l’impact des perturbations
L’intérêt d’utiliser en même temps les trois stratégies de perturbations
réside dans le fait que leur impact sur le chaînage n’est pas le même. Pour
quantifier cet impact, nous avons étudié les segmentations obtenues lorsqu’un
seul type de perturbations est employé.
La Figure 3.3 donne la couverture du squelette obtenue pour la segmen-
tation des génomes perturbés d’Escherichia coli K-12 et Sakai, alignés avec
le logiciel MGA, pour chaque stratégie de perturbations. Le pourcentage de
MEM perturbés a été fixé à 10% et chaque expérience de perturbation a été
répétée 100 fois. Les différences entre les trois stratégies sont nettes. La trans-














































Figure 3.3 – Impact des différentes stratégies de perturbations sur la cou-
verture du squelette des segmentations. Exemple issu de la comparaison des
deux souches d’Escherichia coli K-12 et Sakai, alignées avec MGA.
la suppression est celle qui la diminue le moins.
La raison de ces différences est directement liée à l’impact que ces pertur-
bations ont sur le nombre de MEM restant après perturbation. La Figure 3.4
donne le nombre de MEM obtenu après perturbation entre les deux génomes
d’Escherichia coli K-12 et Sakai. Comme pour les résultats de la Figure 3.3,
10% des MEM ont été perturbés. Pour les trois stratégies, le nombre de
MEM n’est pas conservé. Pour les inversions et les suppressions, il y a moins
de MEM après perturbation. À l’inverse, pour les translocations, le nombre
de MEM est beaucoup plus grand.
En théorie, seules les suppressions devraient faire diminuer le nombre
de MEM entre les deux génomes perturbés, les inversions et les transloca-
tions ne faisant que déplacer ou "retourner" les séquences des MEM. Cepen-
dant, il arrive relativement souvent que des MEM soient chevauchants. Par


































Nombre de MEM sans perturbation
Figure 3.4 – Impact des différentes stratégies de perturbations sur le nombre
de MEM entre les deux génomes d’Escherichia coli K-12 et Sakai après per-
turbations.
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Inversion du MEM vert
Taille minimale de détection des MEM
Figure 3.5 – Suppression d’un MEM chevauchant par inversion.
Translocation entre le MEM vert et le MEM orange
Taille minimale de détection des MEM
Figure 3.6 – Division d’un MEM chevauchant en deux MEM différents par
translocation.
d’autres. Ainsi, les inversions et les translocations coupent en deux les MEM
chevauchants. Il y a alors trois situations possibles. La première est la dispa-
rition du MEM, car les deux sous-séquences issues de sa division sont trop
petites. Ceci est illustré pour une inversion sur la Figure 3.5. Le second cas
est la création de deux MEM à partir des deux fragments obtenus. La Figure
3.6 illustre cela avec une translocation. Enfin, le troisième cas correspond à
la situation intermédiaire, c’est-à-dire, un seul des fragments issus du MEM
chevauchant reforme un MEM.
Dans le cas de l’inversion, c’est la première situation (la suppression)
qui semble prépondérante, alors que pour la translocation, c’est plutôt le
deuxième cas (formation de deux MEM) qui prédomine.















































Figure 3.7 – Impact des différentes stratégies de perturbations sur la cou-
verture du squelette des segmentations. Exemple issu de la comparaison des
deux souches d’Escherichia coli K-12 et Sakai, alignées avec MAUVE.
les suppressions, les MEM chevauchants étant partiellement ou complète-
ment supprimés eux-aussi. Ceci explique aussi pourquoi le nombre de MEM
supprimés, lorsque l’on utilise la stratégie de suppression seule, est supérieur
à 10% du nombre de MEM avant perturbation.
Enfin, nous avons également évalué si l’impact des perturbations présenté
ci-dessus variait en fonction du logiciel d’alignement de génomes complets.
La Figure 3.7 présente l’impact des stratégies de perturbations sur la seg-
mentation des génomes d’Escherichia coli K-12 et Sakai, lorsque le logiciel
MAUVE est utilisé pour l’alignement. Les résultats obtenus sont très simi-
laires à ceux obtenus avec MGA (voir Figure 3.3). Ces résultats montrent
que les stratégies de perturbations mises au point ont un impact similaire
pour ces deux logiciels d’alignements bien que ces derniers ne fonctionnent
absolument pas de la même façon.
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3.3.1.3 Précision sur le choix du nombre de MEM à perturber
Dans l’ARTICLE 1 nous avons présenté un critère pour aider l’utili-
sateur à choisir la proportion de MEM à perturber. Brièvement, ce critère
permet d’éviter l’application de perturbations trop importantes sur les gé-
nomes. Pour cela, nous contrôlons qu’aucune position "perturbable" (i.e.,
appartenant à au moins un MEM) ne soit systématiquement perturbée à
chaque simulation. Ce critère permet de déterminer une valeur maximale
pour la proportion p de MEM à perturber. Nous avons également mis au
point un deuxième critère pour estimer une proportion minimale de MEM à
perturber.
Ce deuxième critère consiste à vérifier que tous les nucléotides inclus dans
un MEM sont perturbés au moins une fois sur l’ensemble des N simulations
réalisées. La Figure 3.8 donne une représentation de ce critère pour les trois
paires de génomes étudiées dans l’ARTICLE 1 (i.e., Streptococcus pyogenes
MGAS9429 et MGAS2096 ; Escherichia coliMG1655 K-12 et O157:H7 Sakai ;
Pseudomonas syringae 1448A et B728a), pour N = 1000. Dans cet exemple,
on constate qu’à partir de 2% de MEM perturbés, tous les nucléotides per-
turbables sont perturbés au moins une fois. Sachant que le premier critère
nous avait permis de choisir une proportion maximale de 10%, l’utilisation
conjointe de ces deux critères nous indique qu’il est possible de choisir une
proportion p de MEM à perturber comprise entre 2% et 10% pour ces trois
paires de génomes.
Nous allons voir dans la sous-section suivante que ces deux critères per-
mettent aussi de vérifier si le nombre de simulations N est suffisamment élevé
pour le calcul des scores.
3.3.1.4 Importance du nombre de simulations N
Les deux critères que nous avons définis pour sélectionner une proportion
p de MEM à perturber sont sensibles au nombre de simulations N . Ceci est
illustré avec la Figure 3.9 qui correspond au calcul des deux critères sur les
mêmes trois paires de génomes mais pour N = 100. Le haut de la Figure 3.9
montre que pour perturber au moins une fois chaque nucléotide appartenant
aux MEM, il est nécessaire de sélectionner au moins 12% des MEM à chaque
simulation. Cependant, la partie inférieure de la Figure 3.9 indique qu’au
delà de 6% de MEM perturbés, certains nucléotides sont systématiquement
perturbés à chaque simulation. Il est donc impossible de définir un intervalle
satisfaisant les deux critères à la fois quand N = 100, alors qu’à N = 1000
cela était possible (voir l’ARTICLE 1 et Figure 3.8).
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Figure 3.8 – Critère pour sélectionner une proportion minimale de MEM
à perturber : proportion de nucléotides appartenant à un MEM perturbés
au moins une fois lors des N simulations en fonction de la proportion de
MEM perturbés. Les calculs ont été réalisés pour les trois paires de génomes
étudiées dans l’ARTICLE 1 et pour N = 1000.
3.3.1.5 Temps de calcul
Notre méthode se divise en deux grandes étapes. D’une part, lesN simula-
tions au cours desquelles les génomes sont perturbés puis ré-alignés et d’autre
part, le calcul des scores de robustesse pour chaque nucléotide et chaque seg-
ment. La première étape est de très loin celle qui nécessite le plus de temps.
La Figure 3.10 résume l’ordre de grandeur du temps nécessaire pour le calcul
de chaque étape. La plus longue est le ré-alignement des génomes perturbés.
Celle-ci dépend à la fois de l’outil d’alignement et des caractéristiques des gé-
nomes (e.g., taille, nombre de répétitions). En effet, le temps nécessaire pour
réaliser un alignement de génomes complets peut varier de quelques minutes
à plusieurs heures. Cependant, chaque simulation étant indépendante, il est
possible de les paralléliser, c’est-à-dire de les lancer simultanément sur plu-
sieurs ordinateurs à la fois. Tous nos calculs ont été réalisés sur la plateforme
de bioinformatique MIGALE [124] qui comprend un cluster de calcul de plus
de 250 processeurs (Intel XeonTMWoodcrest, 2.33 Ghz, 64 bits), délivrant
une puissance de calcul de 3 Tflops.
3.3.2 Complément sur la robustesse des segmentations
Nous donnons ici quelques résultats supplémentaires sur l’étude de la ro-
bustesse des segmentations de génomes bactériens. Dans un premier temps,
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Figure 3.9 – Critères pour sélectionner la proportion de MEM à perturber
pour les trois paires de génomes étudiées dans l’ARTICLE 1 et pour N =
100. En haut, sélection d’une valeur maximale (critère 2). En bas, sélection
d’une valeur minimale (critère 1).
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Perturbation d'une paire de 
génomes 
(< 1 minute)
Alignement d'une paire de
 génomes perturbés










Figure 3.10 – Temps nécessaire pour chaque étape du calcul de nos scores.
La partie simulation est parallélisée pour diminuer le temps de calcul.
91
nous montrons comment relier l’information sur la robustesse des segmenta-
tions, fournie par nos scores, aux données d’annotation des génomes. Puis,
nous nous intéressons à la relation entre la taille des segments et leur robus-
tesse. Enfin, nous étudions la relation entre la robustesse des nucléotides et
leur position relative dans les segments.
L’ensemble des illustrations présentées dans cette sous-section sont issues
de l’analyse de la segmentation S3 de l’ARTICLE 1 qui correspond à la
segmentation du génome d’E. coli K-12, lorsque celui-ci est aligné avec E.
coli Sakai par le logiciel MGA.
3.3.2.1 Robustesse et données d’annotation
La représentation du score de nucléotide sous forme de profils à l’aide
d’outils de visualisation de séquences génomiques (les genome browsers), per-
met de confronter nos scores à d’autres éléments que la segmentation. Ainsi,
une grand partie de ces outils de visualisation permettent l’affichage de don-
nées d’annotations de séquences, en se connectant même parfois directement
aux bases de données publiques [125]. Par exemple, la Figure 3.11 qui pré-
sente une petite portion de la segmentation S3, montre un segment variable
très robuste (scores égaux à 1) qui correspond parfaitement à une séquence
d’insertion (IS). Rappelons que les IS sont des éléments mobiles dans les
génomes procaryotes, et qu’ils constituent une source importante de diver-
sité pour ces derniers. De la même façon, la Figure 3.12 permet d’associer
une portion non robuste de la segmentation S3 avec des séquences d’ARNt
formant des répétitions en tandem.
Ces profils de scores peuvent être ainsi intégrés à l’analyse biologique des
segmentations. Pour aller plus loin, il serait par exemple intéressant de les
confronter à la typologie des segments variables définie par Touzain et al.
[92].
3.3.2.2 Robustesse et taille des segments
Dans l’ARTICLE 1 nous avons vu que les scores de segments pouvaient
être directement utilisés pour avoir une vision globale de la robustesse d’une
segmentation entière. Il est également possible d’exploiter ces scores en re-
lation avec les caractéristiques des segments, comme par exemple leur taille.
La Figure 3.13 donne la valeur des scores des segments de squelette et des
segments variables en fonction de leur taille, pour la segmentation S3. On
constate que les segments les moins robustes sont les plus petits, à la fois






Figure 3.11 – Segment variable robuste associé à un élément mobile, une
séquence d’insertion, le long de la segmentation S3. De haut en bas, la figure
donne l’axe des positions des nucléotides dans le génome, les données d’an-
notation (flèches violettes), la segmentation (segments de squelette en bleu




Figure 3.12 – Région non robuste de la segmentation S3, associée à des





















































































































































































































































l Seg. de squelette
Seg. variables
Figure 3.13 – Scores des segments de squelette et des segments variables de
la segmentation S3 en fonction de leur taille respective.
Cette représentation permet de pondérer la vision globale de la robustesse
des segmentations en considérant la longueur de chaque segment.
3.3.2.3 Robustesse et position le long des segments
Nous avons constaté dans l’ARTICLE 1 que parfois un segment pouvait
être globalement robuste, et en même temps avoir certains de ces nucléotides
non robustes, notamment à ses extrémités. Dans le but de quantifier ce phé-
nomène à l’échelle de la segmentation entière, nous avons considéré tous les
segments de la segmentation S3 et nous avons calculer la moyenne des scores
de nucléotides selon leur position relative le long de chaque segment. Les ré-
sultats sont donnés sur la Figure 3.14. On constate que pour les deux types
de segments, la robustesse des nucléotides est légèrement moins bonne sur les
extrémités qu’au milieu. Ceci traduit une incertitude dans la détermination
des frontières des segments.
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Figure 3.14 – Score de robustesse des nucléotides en fonction de leur position
dans les segments de squelette (à gauche) ou les segments variables (à droite),
pour la segmentation S3.
3.4 Perspectives
Nous présentons dans cette section certaines perspectives autour du déve-
loppement de nos scores de robustesse. Il s’agit d’une part du développement
d’un score global permettant d’attribuer un unique score de robustesse pour
une segmentation entière et d’autre part, l’adaptation du calcul de ces scores
à la comparaison multiple de génomes.
3.4.1 Score global de robustesse
L’objectif d’un score de robustesse à l’échelle globale d’une segmentation
est de pouvoir résumer en une seule valeur la robustesse que l’on mesure
soit avec le score des nucléotides, soit avec celui des segments. Nous avons
vu dans l’ARTICLE 1 que l’observation de la distribution des scores de
robustesse des segments permettait de déterminer visuellement si une seg-
mentation était globalement robuste ou non. Si les distributions des scores
des deux types de segments (squelette et segments variables) sont bien sépa-
rées, avec un premier pique vers 0 et un second vers 1, alors la segmentation
est globalement robuste, sinon, elle ne l’est pas.
En se fondant sur cette idée, nous avons développé un score global pouvant
être calculé soit à partir des scores de nucléotides, soit à partir des scores de
segments. Ainsi, pour une segmentation Si, son score global est donné par :
Sglob(Si) = (1− Ssv) + Ssq, (3.1)
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Table 3.1 – Calcul du score global pour les six segmentations présentées
dans l’ARTICLE 1 (Tableau 2). Le calcul a été effectué à partir des scores
de segments et à partir des scores de nucléotides.
Score utilisé S1 S2 S3 S4 S5 S6
Sseg 0.278 0.533 0.104 0.251 0.084 0.058
Snuc 0.247 0.042 0.058 0.063 0.056 0.048
où Ssv et Ssq correspondent à la moyenne des scores de segments ou des
scores de nucléotides, respectivement pour les segments variables et pour le
squelette. En reprenant les propriétés des scores de robustesse définis dans
l’ARTICLE 1, l’interprétation de ce score global est la suivante : plus les
segments variables sont robustes, plus Ssv est proche de 1 et donc plus 1−Ssv
est proche de 0. De la même façon, plus le squelette est globalement robuste,
plus Ssq est proche de 0. Par conséquent, si Sglob(Si) est petit (proche de 0),
alors la segmentation Si est globalement robuste, et inversement si ce score
est élevé (proche de 1), alors la segmentation n’est pas robuste.
Ce score a été calculé pour les six segmentations étudiées dans l’ARTI-
CLE 1, dans un premier temps à partir des scores de segments (Sseg), et dans
un deuxième temps, à partir des scores de nucléotides (Snuc). Les résultats
sont présentés dans le Tableau 3.1.
Ce calcul du score global permet de confirmer certaines analyses faites
à l’aide des autres scores de robustesse, comme par exemple, le fait que la
segmentation S1 ne soit pas robuste, ou encore que les segmentations S5 et
S6 soient toutes les deux robustes.
Le calcul du score global ne produit pas toujours le même résultat se-
lon qu’on utilise Sseg ou Snuc. Ainsi, par exemple, la segmentation S2, qui
concerne l’alignement de deux souches très proches de S. pyogenes avec
MAUVE, ne semble absolument pas robuste si le score global est calculé
à partir des scores de segments, mais le devient quand les scores de nucléo-
tides sont employés. Ceci s’explique par le fait que lorsque l’on utilise les
scores de segments, la taille de ces derniers n’est pas prise en compte. Par
conséquent, un petit segment non robuste a autant de poids qu’un grand
segment robuste. C’est ce qui se passe dans cette segmentation. En effet,
S2 contient moins de 70 segments de squelette et près de la moitié d’entre
eux sont regroupés dans une section de seulement 6 kb, représentée sur la
Figure 3.15. On constate que cette portion du génome contient en effet 28
petits segments de squelette absolument pas robustes. Leur taille cumulée ne
dépasse pas 1 kb. Par conséquent, l’utilisation des scores de segments pour
calculer le score global dans ce cas revient à donner autant d’importance aux





Figure 3.15 – Détail de la segmentation S2.
squelette, soit 1.53 Mb environ, qui est globalement très robuste.
D’une façon plus générale, si une segmentation contient peu de segments,
il est préférable d’utiliser les scores de nucléotides (Snuc) pour calculer le score
global. Dans le cas inverse, les deux types de scores peuvent être utilisés,
l’utilisation du score de segments restant souvent plus pénalisante.
3.4.2 Adaptation aux comparaisons multiples
Les scores de robustesse que nous avons développés ont été appliqués
aux comparaisons de paires de génomes. Néanmoins, les concepts que nous
avons mis en place peuvent très bien être employés pour des comparaisons
multiples. La seule restriction concerne l’utilisation des MEM dans le proces-
sus de perturbation. Le problème est illustré dans la Figure 3.16. Du fait des
nombreuses régions répétées dans les génomes bactériens, le nombre de MEM
entre les séquences comparées peut augmenter très rapidement. Le problème
réside dans le fait qu’à l’étape de perturbation, ce phénomène combinatoire
peut fortement biaiser la sélection des MEM à perturber. En effet, si on consi-
dère le dernier cas de la Figure 3.16 (en bas), la combinaison des séquences
répétées conduit à l’identification de 12 MEM différents. En se plaçant dans
le deuxième génome, il n’y a qu’une seule occurrence du mot correspondant
à ces 12 MEM. Concrètement, ceci signifie que les nucléotides de ce mot,
dans le deuxième génome, ont 12 fois plus de chance d’être perturbées que
d’autres positions appartenant à des MEM non répétés. Ce phénomène est
d’autant plus important, qu’il est amplifié par la présence de nombreux che-
vauchements entre MEM.
Pour pallier cette difficulté, nous avons envisagé plusieurs solutions qui
consistent toutes à changer légèrement la cible des perturbations. Ainsi, par
exemple, il serait possible de perturber les MUM (maximal unique matches)








Figure 3.16 – Problème combinatoire du comptage de MEM lorsque les
séquences comparées contiennent des séquences répétées.
nome comparé. Cette solution a néanmoins comme défaut d’ignorer systé-
matiquement toutes les régions répétées, même celles qui le sont peu. Une
deuxième solution consisterait à perturber les MultiMEM rares [90] qui cor-
respondent aux MEM non répétés, ou répétés un nombre limité de fois. Cette
dernière approche nous semble plus intéressante que celle des MUM, mais son
principal inconvénient est qu’elle nécessite la calibration d’un paramètre sup-
plémentaire qui est le nombre maximal de répétitions. Ceci mériterait d’être
testé d’une façon plus approfondie.
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Chapitre 4
Sélection de matches exacts selon
leur taille
4.1 Contexte
Le travail que nous présentons ici se place dans le cadre du développe-
ment de protocoles pour aider les utilisateurs à choisir des paramètres op-
timaux pour les outils d’alignements de génomes complets. Ces paramètres
concernent essentiellement les ancres utilisées pour le chaînage. Il existe trois
catégories d’ancres, les matches exacts, les matches inexacts, aussi appelés
graines espacées (spaced seeds), et les alignements locaux. Les matches exacts
sont actuellement les plus utilisés par les outils d’alignements de génomes
complets (voir Chapitre 2, Tableau 2.2).
Les alignements locaux sont des méthodes qui ont été développées bien
avant qu’elles soient utilisées pour l’ancrage des alignements de génomes. Ces
approches bénéficient souvent d’évaluations statistiques (e.g., la e-value de
BLAST). Les graines espacées correspondent aux approches les plus récentes.
Néanmoins, plusieurs études ont déjà été publiées dans le but d’optimiser et
de faciliter leur utilisation. Enfin, les matches exacts, bien qu’étant les plus
largement employés, correspondent aux approches pour lesquelles le moins
d’analyses statistiques ont été réalisées. Dans ce contexte, nous avons donc
choisi de focaliser nos analyses sur les matches exacts.
L’identification des matches entre deux séquences passe essentiellement
par la recherche des matches exacts maximaux (MEM). Ce sont des matches
dont la taille est maximale, c’est-à-dire qu’ils ne peuvent pas être prolon-
gés à aucune de leurs extrémités. Le critère de maximalité est indispensable
lorsqu’on recherche des matches entre des génomes car il permet de limiter
fortement le nombre de matches retenu. Ceci est illustré sur la Figure 4.1.
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… C A C T C G A C G ...
… T A C T C G A C C ...
Matches de taille 6
Matches de taille 5
Matches de taille 4
Figure 4.1 – Intérêt de l’identification des matches maximaux. Le match
maximal fait ici 6 nucléotides, mais il est possible d’en identifier d’autres,
plus petits et inclus à l’intérieur du premier. Ces autres matches n’apportent
strictement aucune information supplémentaire par rapport au match maxi-
mal.
Il existe actuellement des outils très efficaces pour rechercher les MEM
dans des séquences de grandes tailles, comme par exemple, les arbres de suf-
fixes (suffix trees) [126]. Ils sont généralement intégrés aux méthodes d’aligne-
ments de génomes complets et nécessitent la définition d’un seul paramètre :
la taille minimale des MEM à rechercher. Cependant, le choix d’une valeur
optimale pour ce paramètre a été relativement peu étudié, et il n’existe donc
aucun critère ou outils statistique permettant de la déterminer.
Pour pallier ce manque, nous avons donc cherché à mettre au point une
méthode permettant d’une part d’analyser la taille des MEM entre deux
séquences de génomes et d’autre part, de déterminer une taille minimale
optimale pour leur utilisation dans les outils de comparaisons de séquences
génomiques. Ce travail est présenté dans l’ARTICLE 2. Après une présen-
tation détaillée du problème lié au choix de la taille minimale des MEM,
nous décrivons notre méthode qui est fondée sur la modélisation statistique
de la loi caractérisant la taille des MEM. Son utilisation est d’abord illus-
trée à partir de quelques exemples de séquences simulées, puis appliquée plus
largement sur un ensemble de plus de 50 paires de génomes bactériens. En-
fin, à la suite de l’article, nous présentons un certains nombre de résultats
complémentaires issus de l’utilisation de notre méthode.
100
4.2 ARTICLE 2 : Significant vs. spurious matches in DNA
sequences: How to separate the wheat from the chaff?
Ce travail a été soumis en tant qu’article de recherche à Journal of Com-
putational Biology. La théorie a fait l’objet d’une présentation affichée à RE-
COMB 2010 (Lisbonne, Portugal, 12-15 août 2010) alors que les exemples
d’applications ont fait l’objet d’une autre présentation affichée à RECOMB
CG 2010 (Ottawa, Canada, 9-11 octobre 2010).
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How to separate the wheat from the chaff?
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Abstract
Word matches are widely used to compare genomic sequences. Complete genome
alignment methods often rely on the use of matches as anchors for building their
alignments and various alignment-free approaches that characterize similarities be-
tween large sequences are based on word matches. Among matches that are retrieved
from the comparison of two genomic sequences, a part of them may correspond to
spurious matches (SMs), which are matches obtained by chance rather than by ho-
mologous relationships. The number of SMs depends on the minimal match length
(`) that has to be set in the algorithm used to retrieve them. Indeed, if ` is too
small, a lot of matches are recovered but most of them are SMs. Conversely, if `
is too large, fewer matches are retrieved but many smaller significant matches are
certainly ignored. To date, the choice of ` mostly depends on empirical thresh-
old values rather than robust statistical methods. To overcome this problem, we
propose a statistical approach based on the use of a mixture model of geometric dis-
tributions to characterize the distribution of the length of matches obtained from
the comparison of two genomic sequences.
Keywords: Comparative genomics, maximal exact matches, match length, mix-
ture model.
1 Introduction
For a long time, DNA sequence comparisons essentially relied on local or global alignments
[1]. However, faced with the overwhelming number of completely sequenced genomes, the
development of new methods able to investigate long sequences (several Mb) has exploded
[2, 3]. Indeed, complete alignment of entire genomes is impossible with classical dynamic
programming approaches such as the original Needleman-Wunsch algorithm [4]. This is
mainly due to computation time and space limitations [5, 6] but also because most of the
time such long sequences cannot be considered as collinear [7, 8].
There are two different approaches to compare long DNA sequences such as complete
genomes. The first one is the calculation of a complete alignment based on the principle
of anchor alignment [9, 10]. Briefly, it is derived into two steps: 1) All the extremely con-
served regions between the compared sequences are retrieved; 2) These regions are sorted
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Figure 1: Retrieving MEMs between two DNA sequences: impact of the choice of the
minimal length `. (A) The compared sequences have five point mutations (bold gray)
yielding to four significant matches (black boxes). (B) Retrieved MEMs when ` = 3;
all the significant matches are found but with 28 spurious matches (gray boxes). (C)
Retrieved MEMs when ` = 6; no spurious match is retrieved but a significant match is
discarded.
and a part of them are selected to anchor sequences together. Anchored regions form
the backbone that may correspond to the common ancestral sequence of the compared
genomes, the rest being considered as specific regions [11]. The second type of approaches
is more global. It consists in computing a score evaluating either a distance or the sim-
ilarities between the compared sequences. These approaches are called alignment-free
methods and are rooted on various theoretical foundations [12].
Computation procedures employed in these two kinds of approaches often use word
matches (WMs), which correspond to exactly conserved sub-sequences shared by all the
compared sequences. Basically, there are two ways to use WMs in comparative genomics.
The first one is to retrieve all the matches of a given length, the k-word matches [8], where
k is the length of the matches. k-WMs are essentially used in alignment-free methods
such as for the D2 statistic [13]. The second type of approaches consists in retrieving
the maximal exact matches (MEMs), which are WMs that cannot be extended neither
from their left nor from their right. MEMs are widely used as anchor points in complete
genome alignment [14] as well as in alignment-free methods [15]. Computation of k-WMs
and MEMs has been well studied [16, 17] and various efficient algorithms to retrieve them
are available [18, 19]. They only require one essential parameter that is the minimal
length (`) of the matches to retrieve. For the k-WM approaches, ` directly corresponds
to k and for the methods using MEMs, ` is the length of the shortest MEMs retrieved.
Selecting a suitable value for ` is a challenging task. Indeed, when retrieving WMs, two
kinds of matches are found: 1) the significant matches that are related to the homologous
relationship of the compared sequences; 2) the spurious matches that are obtained only
by chance. The shorter the retrieved WMs, the higher the number of spurious matches.
Thus, the challenge is that ` has to be high enough to avoid spurious matches [20] but
not too high to discard significant matches. Figure 1 exemplifies this problem providing
the number and the type of the MEMs retrieved between two short sequences for different
values of `.
This problem is exemplified in Figure 1.
Until now, approaches aiming at choosing a reliable value for ` mostly relied on em-
pirical analyses such as in [11, 21, 22]. There are a few studies that propose statistical
methods to solve this issue. For example, Reinert and Waterman [23], inspired by the
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pioneering work of Karlin and Ost [24], used a mixed Poisson approximation to ana-
lyze the length of the longest match in random sequences. They showed that with their
model, the probability for a spurious match to be longer than 22 nucleotides was very
low. Guyon and Gue´noche [20] used a Poisson approximation to evaluate the expected
number of MUMs (MEMs that are observed only once in the compared genomes) between
random DNA sequences. They showed that the probability for a MUM to be longer than
22 nucleotides between two random sequences of about 2 Mb was almost null. By using
a Bernoulli model and a Monte Carlo method, Lippert et al. [16] showed that a thresh-
old of 35 nucleotides was reliable to avoid spurious matches. However, all these studies
only investigated random sequences and did not test whether or not their thresholds
were reliable on real DNA sequences. Intuitively, one expects that the optimal value for
` should depend on the characteristics of the compared sequences such as their length,
their nucleotide composition or their relative divergence.
In this context, we developed a statistical approach based on the use of a mixture
model of geometric distributions to characterize the distribution of the lengths of MEMs
retrieved when comparing two genomes. In this paper, after a brief presentation of the
method, we show how our model can be used to find an optimal value for ` (`opt). The
strengths and weaknesses of our method are then discussed though examples drawn from
simulated and real genomic sequences.
2 Method
2.1 MEM lengths and geometric distribution
When comparing sequences, two kinds of MEMs are retrieved, the significant and the
spurious MEMs. In this subsection, we show how it is possible to consider that the
lengths of these two types of MEMs present a geometric distribution. Briefly, a geometric
distribution can be defined as follows. Let consider a sequential experiment in which
independent Bernoulli trials with a probability of success p are repeated. We define the
random variable X that corresponds to the number of repeats before the first success of
a Bernoulli trial. The probability that X = k, i.e. k Bernoulli trials that fail followed by
one success, is given by:
Pr(X = k) = (1− p)kp, (1)
for k ∈ {0, 1, 2, ...}. These probabilities define the geometric distribution, and X has a
geometric distribution with parameter p.
2.1.1 Significant MEMs
Significant MEMs correspond to the MEMs obtained from the homologous relationship
of the compared sequences. If we consider two aligned homologous sequences, the length
of a MEM is given by the number of identical nucleotides between two point-mutations
(see Figure 1A). Let pmut be the probability of a point-mutation. We define the random
variable Lsign as the length of significant MEMs; it has a geometric distribution with
parameter pmut. From equation (1), the probability that a significant MEM has a length
k is given by:
Pr(Lsign = `) = (1− pmut)`pmut. (2)
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Literally, a MEM of length ` corresponds to ` failures (probability: (1− pmut)`) followed
by one success (probability: pmut).
2.1.2 Spurious MEMs
Spurious MEMs randomly occur between the compared sequences. Let consider random
positions in the genomes. The length of a spurious MEM starting at these positions is
given by the number of nucleotides that match before the first mismatch. Let pmis be
the probability of a mismatch between random positions in the compared sequences, and
let define the random variable Lspur as the length of spurious MEMs; it has a geometric
distribution with parameter pmis. From equation (1), the probability that a spurious MEM
has a length ` is given by:
Pr(Lspur = `) = (1− pmis)`pmis. (3)
2.2 Mixture model
To model the length L of the MEMs retrieved between two genomic sequences, we propose
the following K-component geometric mixture distribution:





f(y; pj) = (1− pj)ypj,
and Ψ = (pi1, · · · , piK−1, p1, · · · , pK)T , the vector containing all the unknown parameters
in the mixture model. pij denotes the mixing proportion of the jth component of the
model such as
∑K
j=1 pij = 1 and pj is the parameter of the jth component. The number
of components is at least equal to two (K = 2), i.e., one component for the significant
MEMs, equation (2), and one for the spurious MEMs, equation (3). In that case, Ψ =
(pimut, pimis, pmut, pmis). It is also possible to have K > 2, for example, if it is necessary to
consider several different point-mutation probabilities simultaneously.
2.3 EM algorithm
An EM (Expectation-Maximization) algorithm [25] was used to estimate the parameters
Ψ of the mixture model. EM algorithms are iterative optimization methods that estimate
unknown parameters in statistical models. A comprehensive and detailed presentation of
EM algorithms is available in [26]. Briefly, let y1, · · · , yn be the observed data, i.e., the
lengths of all the MEMs retrieved between two sequences. The EM algorithm we used
consists in applying the following procedure:
1. Initialization. The parameter values Ψ(0) = (pi
(0)
1 , · · · , pi(0)K−1, p(0)1 , · · · , p(0)K )T are
randomly initialized.
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2. Expectation Step. The E-step, on the (t)th iteration, only requires the computa-
tion of the a posteriori probability γ
(t)
ij , which is the probability that the observation
yi belongs to the jth component of the mixture model. γ
(t)















3. Maximization Step. The M-step, on the (t)th iteration, consists in identifying









knowing the value of γ
(t)
ij computed in the E-step. In the case of a finite geometric























4. Iterations. Steps 2 and 3 are iterated until convergence to a stationary value of
the Q-function.
2.4 Selecting the number of components K
The selection of the number of components in mixture model approaches is a critical task
that requires a statistic evaluation [26]. In the domain of mixture modelling, the Bayesian
Information Criterion (BIC) [27] is probably the most used statistical tool to face this
task. It is defined as follow:
BIC = −2 ∗ ln(L) + k ∗ ln(n),
where L is the likelihood of the model, k is the number of parameters to estimate, and
n the number of observed data, i.e., the total number of MEMs. The smaller the BIC,
the better the model. Increasing the number of components K simultaneously yields the
decrease of − ln(L) and the increase of k. In this work, the BIC criterion was used to
choose the value of K.
2.5 Software tools and implementation
The EM algorithm was implemented in C and run under the statistical environment R
(version 2.11.1). We used the MUMmer tool (version 3) [28] to retrieved the MEMs.
MUMmer is rooted on a suffix tree algorithm and is widely used to retrieve maximal
matches between sequences.
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Figure 2: Estimations obtained with the EM algorithm with two components (K = 2) for
the comparison of S1 and S2. (A) Number of MEMs observed with respect to their length
(gray curve) and number of MEMs expected according to the mixture model (black curve)
with ` = 10. (B) Estimated values for the parameters pj with respect to the minimal
length (`) of MEMs.
3 Results
All the results presented in this section were obtained from 1000 repetitions of the EM
algorithm and selection of the best estimation according to the likelihood of the model.
In a first step, controlled simulated sequences were investigated to illustrate the use of
our method, then real DNA sequences were studied to show its practical interest.
3.1 Simulated random DNA sequences
3.1.1 Selecting an optimal value for `: `opt
Let consider a pair of 2Mb sequences with equal proportion of each base (25%). The first
sequence (S1) was randomly generated and the second one (S2) was obtained by applying
substitutions on S1 with a rate of 0.01 substitution per site. Figure 2 displays the results
obtained when adjusting a 2-component mixture model (K = 2) to compare S1 and S2.
Figure 2A provides an observed vs. fitted plot of MEM length distribution when the
minimal length of the retrieved MEMs is fixed at 10 nucleotides (` = 10). It clearly shows
that the model fits exactly the observed data. This means that, if all the MEMs with
a minimal length of 10 nucleotides are considered, it is possible to characterize the two
distributions that correspond to significant MEMs and spurious MEMs. Interestingly,
the estimated pˆmut value is exactly equal to the substitution rate value chosen to obtain
S2. The parameter pmis, the probability that two nucleotides mismatch, is estimated by
pˆmis = 0.749. This corresponds to the probability of mismatch between random position
from two sequences with equal proportion of each base (pmis = 0.75).
Figure 2B gives the estimated values of the geometric distribution parameters (pj) with
respect to the minimal length (`) of MEMs. The model had two components (K = 2) and
thus two (pj) values were estimated. The black curve corresponds to the lowest estimated
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2 Mb; sub: 0.01
2 Mb; sub: 0.1
1 Mb; sub: 0.01
1 Mb; sub: 0.1
Figure 3: Mean of `opt values and confidence interval (95%), computed over 50 trials, with
respect to the characteristics of compared sequences on simulated data. (A) Impact of the
length and the divergence of the compared sequences. (B) Impact of the base composition
(GC%).
values. It does not vary with ` values and it is globally equal to 0.01. This is exactly
the substitution rate chosen to obtain S2. Consequently, it is possible to associate this
curve with pmut, i.e., the component corresponding to significant MEMs. The gray curve
can be associated with pmis, the component of spurious MEMs. It displays a completely
different tendency. For ` ranged between 10 and 15, it has steady values around 0.75, then
it varies and rapidly falls to 0.01 for ` ≥ 19. This means that for ` ≤ 15 the model is able
to clearly detect the spurious MEM component while for ` ≥ 19 the parameters of the
two components are identical, p1 = p2 ' pmut, providing us a threshold to discriminate
spurious MEMs. As a consequence, in this example we considered `opt = 19 as threshold
value. Note that, for ` equal to 16, 17 and 18, spurious MEMs are still detected, but they
are not enough to accurately estimate the value of pmis, implying the observed fluctuations.
3.1.2 Impacts of sequence characteristics on `opt
Impacts of the characteristics of the compared sequences on the value of `opt were investi-
gated with simulated data. Three parameters were considered, the length, the divergence
(measured in substitutions per site) and the base composition (measured in GC%). For
each condition of length, divergence and base composition, the mean of `opt was com-
puted over 50 trials. For each trial, the evaluation of `opt was performed by using the
same approach than in Figure 2B. The obtained results are summarized in Figure 3.
Figure 3A is a plot of the empirical mean of `opt values with respect to the divergence
of the compared sequences for three different lengths ranged between 1 Mb and 4 Mb.
This figure clearly shows that the length and the relative divergence of the compared
sequences yield the selection of different `opt values. First, `opt decreases for substitution
rates ranged between 0 and 0.1 and then reaches a globally steady state for higher values of
substitution rates. This means that for very closely related sequences, the optimal ` value
should be higher than for more distant sequences. Moreover, the longer the compared
sequences the higher `opt. Figure 3B gives the variations of `opt with respect to the GC
7

























































Figure 4: Impact of the number of components (K) on the selection of `opt. Estimated
pmis with respect to the value of ` when K = 2 and K = 3. (A) Comparison of two
Staphylococcus aureus strains (MSSA476 and JH1): similar estimations. (B) Comparison
of two Bacillus cereus strains (ATCC 10987 and E33L): dissimilar estimations.
content of the compared sequences when considering 1 Mb and 2 Mb sequences and with
substitution rates set at 0.01 and 0.1. It clearly shows that values of `opt are highly
influenced by the GC content of the compared sequences. The higher the GC bias, the
higher the `opt.
Selection of `opt is influenced by the intrinsic characteristics of the compared sequences.
The overall variation observed in this analysis ranged between 15 and 30 nucleotides.
In the next subsection, real DNA sequences were investigated to illustrate the appli-
cability of our method on real data.
3.2 Analysis of real DNA sequences
3.2.1 Impact of the number of components K
The main difficulty when analyzing real DNA sequences is to select a suitable number
of components (K) for the mixture model. Indeed, for simulated data, the substitution
rate is fixed all along the sequences while real genomes are considerately more hetero-
geneous, including more or less conserved regions that are sometimes rearranged (i.e.,
non collinear). Consequently, considering more than one substitution rate is relevant to
analyze real DNA sequences. Moreover, variations of K can have an impact on the se-
lection of `opt. This is exemplified in Figure 4. Figure 4A provides the estimations of
pmis, the parameter associated with spurious MEMs, for the comparison of the genomes
of two strains of Staphylococcus aureus (MSSA476 and JH1) when considering K = 2
(black curve) and K = 3 (gray curve). This figure clearly shows that the values of `opt for
both models are the same; `opt = 18. This is not the case in Figure 4B, which deals with
two strains of Bacillus cereus (ATCC 10987 and E33L). In this example, the 2-component
model yields `opt = 17 while the 3-component model yields `opt = 18. It is thus crucial to
fix K before the determination of `opt.
Intrinsically, the greaterK, the higher the likelihood of the model. This is illustrated in
8
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Figure 5: Impact of the number of components (K) on the model predictions. Comparison
of two Staphylococcus aureus strains (MSSA476 and JH1): observed data vs. fitted values
when K = 2 and K = 3.
Figure 5 that compares the observed data with the predictions of the mixture model when
K = 2 and K = 3 for the comparison of two Staphylococcus aureus strains (MSSA476 and
JH1). It shows that, for this example, the model K = 3 is significantly better than for the
model K = 2. On the other hand, increasing the number of components also increases the
complexity of the model (i.e., number of parameters to estimate). Thus, the challenge is
to find a trade-off between the precision of the model (its likelihood) and its complexity.
To face this task, the BIC criterion, defined in the method section, was used.
3.2.2 Analysis of complete bacterial genomes
Comparison of complete bacterial genomes at the nucleotide scale is very often limited
to closely related genomes [11]. This is why most of the existing approaches deal with
intra-species comparisons. In this context, 53 pairs of bacterial genomes from the same
species or from very close species were selected to be analyzed with our method. These
bacterial genomes are listed in Table 1.
Pairs of genomes were selected in order to have a representative range of lengths and
divergence. To evaluate the distance between each pair, we used the MUMi index that
was especially designed to measure distances between closely related complete genome
sequences [15]. Briefly, MUMi evaluates the ratio of cumulative length of maximal unique
matches (MUMs) to the total genome length. It varies between 0 and 1, the lower the
MUMi, the closer the genomes. For each pair, three models were considered: K = 2,
K = 3, and K = 4. The best one, according to the BIC, was selected and used to
evaluate the value of `opt. All the results of this analysis are given in Table 1. The pairs
of genomes are sorted according to their divergence (MUMi).
The models with K = 2, K = 3, and K = 4 were selected 6, 30, and 17 times,
respectively. A slight relation between the selected model and the divergence of the
genomes is observed; more distant sequences seem to require less components than closer
ones. Intuitively, this can be explained by the fact that close genomes share more MEMs
than distant ones and thus more components are necessary to model the distribution of
9
Table 1: Analysis of 53 intra-species bacterial genomes. For each pair is provided the
species name, the strain names and their corresponding lengths (nuc.), a measurement
of their relative divergence with the MUMi index, the number of components K selected
according to the BIC value, the selected value of `opt, and the average GC content (%).
Species (Strains) Length MUMi K `opt GC
Yersinia pestis (KIM/CO92) 4600755/4653728 0.017 4 17∗ 47.6
Yersinia pestis (91001/CO92) 4595065/4653728 0.023 4 18 47.6
Yersinia pestis (KIM/91001) 4600755/4595065 0.025 4 18 47.6
Staphylococcus aureus (Newman/USA300) 2878897/2872769 0.049 4 19 32.8
Staphylococcus aureus (Newman/COL) 2878897/2809422 0.050 4 19 32.9
Francisella tularensis (LVS/OSU18) 1895994/1895727 0.052 3 23 32.2
Francisella tularensis (LVS/FTA) 1895994/1890909 0.055 3 22 32.2
Escherichia coli (UTI89/APEC O1) 5065741/5082025 0.073 4 21 50.6
Streptococcus pyogenes (MGAS6180/MGAS10270) 1897573/1928252 0.102 4 20 38.4
Staphylococcus aureus (N315/MSSA476) 2814816/2799802 0.105 4 18∗ 32.8
Staphylococcus aureus (MSSA476/JH1) 2799802/2906507 0.107 4 19 32.9
Streptococcus pyogenes (SF370/MGAS10270) 1852441/1928252 0.138 3 20 38.5
Staphylococcus aureus (RF122/COL) 2742531/2809422 0.159 4 18∗ 32.8
Haemophilus influenzae (86-028NP/PittGG) 1913428/1887192 0.209 3 21∗ 38.1
Bacillus thuringiensis (97-27/AlHakam) 5237682/5257091 0.210 4 19 35.4
Haemophilus influenzae (86-028NP/PittEE) 1913428/1813033 0.211 3 21 38.1
Haemophilus influenzae (PittEE/ATCC51907) 1813033/1830138 0.216 3 21 38.1
Bacillus cereus/B. thuringiensis (E33L/AlHakam) 5300915/5257091 0.228 4 18∗ 35.4
Escherichia coli (K12/O157:H7) 4639675/5498450 0.248 3 18∗ 50.7
Shigella flexneri/E. coli (301/O157:H7) 4607203/5498450 0.308 3 19 50.7
Campylobacter jejuni (NCTC11168/ATCCBAA) 1641481/1845106 0.321 3 21∗ 30.6
Campylobacter jejuni (ATCCBAA/NCTC11828) 1845106/1628115 0.331 3 21∗ 30.6
Shigella dysenteriae/E. coli (Sd97/UTI89) 4369232/5065741 0.371 3 18∗ 50.9
Bacillus cereus (ATCC10987/E33L) 5224283/5300915 0.394 4 18∗ 35.5
Prochlorococcus marinus (AS9601/MIT9301) 1669886/1641879 0.409 3 18∗ 31.3
Pseudomonas aeruginosa (UCBPP-PA14/PA7) 6537648/6588339 0.415 4 21∗ 66.4
Salmonella enterica (ATCC9150/RSK2980) 4585229/4600800 0.478 3 18∗ 51.8
Salmonella enterica (RSK2980/ATCCBAA-1250) 4600800/4858887 0.490 3 18∗ 51.7
Salmonella enterica (CT18/RSK2980) 4809037/4600800 0.496 3 21∗ 51.7
Prochlorococcus marinus (AS9601/MIT9215) 1669886/1738790 0.528 3 18∗ 31.2
Bacillus cereus/B. anthracis (ATCC14579/Ames a.) 5411809/5227419 0.539 3 18∗ 35.3
Prochlorococcus marinus (MIT9301/MIT9215) 1641879/1738790 0.543 3 18∗ 31.2
Bacillus cereus (ATCC14579/ATCC10987) 5411809/5224283 0.555 3 18∗ 35.4
Prochlorococcus marinus (MIT9312/AS9601) 1709204/1669886 0.598 3 18∗ 31.3
Prochlorococcus marinus (MIT9312/MIT9215) 1709204/1738790 0.637 3 18∗ 31.2
Bacillus cereus (ATCC14579/KBAB4) 5411809/5262775 0.644 3 18∗ 35.4
Bacillus cereus (ATCC 10987/KBAB4) 5224283/5262775 0.647 3 18 35.6
Pseudomonas syringae (1448A/B728a) 5928787/6093698 0.666 3 18∗ 58.6
Rhodopseudomonas palustris (HaA2/BisB5) 5331656/4892717 0.716 3 21∗ 65.4
Lactococcus lactis (IL1403/MG1363) 2365589/2529478 0.723 4 18∗ 35.5
Lactococcus lactis (IL1403/SK11) 2365589/2438589 0.738 3 18∗ 35.6
Pseudomonas syringae (DC3000/1448A) 6397126/5928787 0.740 4 18∗ 58.2
Pseudomonas syringae (DC3000/B728a) 6397126/6093698 0.753 4 18∗ 58.8
Rhodopseudomonas palustris (BisB18/BisA53) 5513844/5505494 0.815 3 21∗ 64.7
Rhodopseudomonas palustris (ATCCBAA-98/BisB5) 5459213/4892717 0.817 3 21∗ 64.9
Rhodopseudomonas palustris (BisB5/BisA53) 4892717/5505494 0.851 3 21∗ 64.6
Wolbachia pipientis (wMel/TRS) 1267782/1080084 0.853 2 18∗ 34.7
Buchnera aphidicola (Sg/APS) 641454/640681 0.885 2 19 25.8
Prochlorococcus marinus (AS9601/MIT9515) 1669886/1704176 0.920 3 19∗ 31.1
Buchnera aphidicola (Sg/Cc) 641454/416380 0.932 2 22∗ 22.7
Candidatus Blochmannia (floridanus/BPEN) 705557/791654 0.955 2 18 28.5
Prochlorococcus marinus (CCMP1375/NATL2A) 1751080/1842899 0.982 2 18∗ 35.8
Prochlorococcus marinus (CCMP1378/NATL2A) 1657990/1842899 0.982 2 19 33.0
∗selected value of `opt that was retrieved a least once with an other value of K.
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Figure 6: Selected values of `opt for the 53 pairs of bacterial genomes with respect to the
GC content (abscissa) and the length of the genomes (point size and grey scale).
their length.
The selected values of `opt are ranged between 17 and 23. More than 50% of the
selected values of `opt are equal to 18, and around 25% of the others are equal to 21.
Note that for 70% of these pairs of genomes, the value of `opt for the best model (selected
from BIC) was also found in at least one of the two other models (see Table 1). These
predictions were confronted with the characteristics of the compared genomes. Figure
6 summarizes these analyses when considering the length and the GC content of the
sequences. Interestingly, the highest values of `opt (22 and 23 nucleotides) were obtained
for genomes with high GC bias and the smallest value of `opt (17 nucleotides) was obtained
for genomes with a low GC bias. Moreover, it is noteworthy that in this dataset the length
of the genomes is correlated with the GC content; small genomes have a high GC bias
and long genomes have a low GC bias. Consequently, the relationship between `opt and
the length of the compared sequences is balanced by the GC bias. Last, no relation was
identified between the selection of `opt and the MUMi index. This study confirms that the
relationship between `opt and the characteristics of the genomes is complex and involves
various factors.
4 Discussion
The method presented in this paper is completely original. It is based on the principle that
the distribution of the length of spurious and significant MEMs between two sequences
can be distinguished by using a mixture model of geometric distributions. Our model
first identifies the components that characterize the two types of matches. Then, it allows
to establish a threshold for the MEM minimal length (`) values to discriminate between
spurious and significant MEMs.
Our model was developed to analyze MEMs retrieved from two sequences. However,
it is possible to treat data obtained from more than two sequences. Indeed, the inputs of
our model are only the lengths of the retrieved MEMs, and thus, they can come from the
comparison of two sequences or more. The only limitation is when considering more than
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two sequences, the biological significance of the estimated parameters is less intuitive,
especially if the compared sequences are very distant.
In this study, two kinds of data were analyzed, simulated DNA sequences and real
bacterial genomes. Results obtained with simulated data were particularly interesting.
The model was able to retrieve very accurately the parameters of each component. We
were also able to identify a relation between the optimal value of ` (`opt) and some
characteristics of the sequences. Applications to real DNA sequence were also successful.
The applicability of the method is the same as for simulated data. The main difficulty
remains in the choice of a suitable number of components. We solve this problem by using
the BIC. From the analysis of 53 bacterial genomes, we confirmed that characteristics of
the compared sequences impact on the determination of `opt.
The lack of effect of the MUMi index on the values of `opt can have different ex-
planations. First, measuring the distances between complete genome is not as simple
as for short DNA sequences. Most of the existing approaches deal with the evaluation
of the cumulative length of common words between sequences such as the D2 statistic
[8] or the MUMi index [15] or, with a more flexible definition, the determination of the
conserved subsequences between genomes, called the backbone [11]. This means that dis-
tant genomes are not sequences that share homologous regions with a low percentage of
identity but they are sequences that share few highly conserved subsequences. This can
explain why when considering very distant genomes (see bottom of Table 1) no impact
was observed on the values of `opt while when increasing the substitution rate in simulated
data, `opt significantly decreases. Another possible explanation comes from the following
observation: the greater the distance between the compared genomes, the smaller the con-
served sequences and thus, the fewer the MEMs. Consequently, when considering very
distant genomes, the number of significant MEMs may not be sufficient to accurately
estimate the parameter pmut.
For about 75% of the real sequences, estimated `opt values were ranged between 18
and 21. These results are very close to the empirical values used in former studies such as
in the complete bacterial genome alignment procedure proposed in [11] (`opt = 20) or the
definition of the MUMi index [15] (`opt = 19). Our results are also comparable to those
obtained in some preliminary statistical studies such as in [20] (`opt = 22). However, the
advantage of our approach is to provide a value of `opt adapted to each pair of genomes
studied.
The method presented here can be of interest in several domains. It helps to choose
suitable anchor lengths in anchor-based alignments of complete genomes and to calibrate
statistical tools to compare large sequences. Other secondary applications can be consid-
ered. For example, indexing methods are based on the use of word matches. The size and
the precision of an index is directly linked to the length of WMs: increasing the length of
WMs increases the precision of the index but it also increases the index size. Our method
could probably provide a good trade-off to balance between size and precision of an index.
Beyond the determination of an optimal value of MEM minimal length, our method
is also able to estimate very accurately one or several substitution rates between two
sequences. There only exist a few recent methods able to do such estimations on genomic
sequences but to our knowledge, none of them are able to identify several substitution
rates for the same pair of genomes. In addition, mixture proportions of our model can
provide fruitful information concerning the structure of the compared sequences. Thus, for
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example, by considering the lengths of the sequences and the mixing proportion of spurious
matches (pimis) over the mixing proportion of significant matches (pimut), it is possible to
estimate the proportion of sequences that are specific in each compared genome, providing
an estimation of the backbone coverage [11]. Moreover, if several substitution rates are
considered (K > 2), mixing proportions (pij) allow us to estimate the different proportions
of sequences that are governed by the different estimated substitution rates (data not
shown).
Last, in this study, we only considered exact matches because they are massively used
in comparative genomics. However, some recent developments use non-exact matches
or spaced seeds [29], that consist in allowing one or several mismatches. These kind of
approaches also suffer from a lack of expertize concerning the length of the seeds and the
number of mismatches to consider. Consequently, adapting our method to spaced seeds
should provide benefits to the development of such approaches.
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4.3 Résultats supplémentaires
Le but initial de notre modèle de mélange de lois géométriques est d’étu-
dier la taille des MEM et de déterminer une taille minimale optimale pour
leur utilisation comme ancres dans les alignements par chaînage de séquences
génomiques. Nous avons souligné dans l’ARTICLE 2 que plusieurs autres
applications pouvaient également découler de l’utilisation des résultats pro-
duits par notre méthode. Nous en présentons ici deux différentes. La première
est une analyse plus avancée des estimations des paramètres du modèle de
mélange. La seconde application consiste à utiliser les estimations d’un des
paramètres du modèle de mélange comme une mesure de la distance entre
les génomes comparés.
4.3.1 Analyse avancée des estimations des paramètres
du modèle
4.3.1.1 Principe
Dans l’ARTICLE 2, nous avons vu qu’il existait deux types de MEM,
ceux qui sont dus au hasard (MEMspur) et ceux qui sont issus de la relation
d’homologie qui lie les séquences comparées (MEMsign). Le principe de base
de notre modèle de mélange de lois géométriques est de dissocier ces deux
types de MEM, en associant aux MEMspur le paramètre pmis, comparable
à une probabilité d’occurrence d’un mésappariement entre deux positions
prises au hasard, et pimis, le poids de cette composante. Aux MEMsign le
modèle associe le paramètre pmut, comparable à un taux de mutations et le
poids correspondant pimut. Nous notons Nspur le nombre attendu de MEMspur,
Nsign le nombre attendu de MEMsign et Ntot le nombre total attendu de MEM
tel que Ntot = Nsign +Nspur.
La Figure 4.2 fournit une représentation schématique de l’interprétation
des estimations des paramètres du modèle pour deux situations triviales.
Dans ces exemples, nous supposons que la taille des séquences comparées est
la même (L). Dans le premier cas, le modèle considère deux composantes
(K = 2), une pour les MEMspur et une pour les MEMsign. Les paramètres à
estimer sont donc pmis, pimis, pmut et pimut. Les estimations (pˆmis et pˆmut) des
paramètres du modèle permettent d’estimer l’espérance du nombre de MEM
pour chaque catégorie (Eˆ(Nspur) et Eˆ(Nsign)). Les proportions des compo-
santes du mélange (pimis et pimut) sont relatives à la proportion de MEM de
chaque catégorie sur l’ensemble des MEM. Ainsi, il est possible de retrouver
les estimations (pˆimis et pˆimut) des proportions du mélange à partir des estima-
tions du nombre attendu de MEM de chaque catégorie (voir premier cadre
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E(Nspur) = L² * pmis 
Cas 1 : K=2
E(Nsign) = L * pmut 
Cas 2 : K=3
E(Nsign) = L1 * p1mut       +               L2 * p2mut 
¼mis  ≃ E(Nspur) /E(Ntot)         ¼mut ≃ E(Nsign) /E(Ntot) 
¼mis  ≃ E(Nspur) /E(Ntot)     ¼1mut ≃ (L1 * p1mut)/E(Ntot)




^ ^ ^ ^ ^^
E(Nspur) = L² * pmis ^
^
^ ^ ^
^ ^ ^ ^^^
^^ ^
Figure 4.2 – Interprétation des estimations des paramètres du modèle de
mélange pour deux situations triviales. Cas 1 : la divergence entre les deux
séquences n’est caractérisée que par un seul taux de substitutions. Dans cette
situation, le modèle ne considère alors que deux composantes (K = 2). Cas
2 : la divergence entre les deux séquences est caractérisée par deux taux de
substitutions, le modèle considère alors trois composantes (K = 3).
de la Figure 4.2).
Dans le deuxième cas, le modèle prend en compte trois composantes (K =
3), une pour les MEMspur et deux pour les MEMsign. Les paramètres à estimer
sont pmis, pimis, p1mut, pi1mut, p2mut et pi2mut. L’interprétation des estimations de
ces paramètres est exactement la même que pour le premier cas, sauf que
les deux composantes associées aux MEMsign correspondent chacune à une
partie seulement des génomes, de longueurs respectives L1 et L2, et non
aux séquences entières. Les estimations des proportions du mélange peuvent
également être retrouvées à partir des estimations du nombre attendu de
MEM de chaque type (voir deuxième cadre de la Figure 4.2). Ceci permet
d’établir des relations entre les longueurs L1 et L2 et les estimations des
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Figure 4.3 – Estimations des paramètres du modèle de mélange (K = 3)
pour différentes tailles minimales de MEM : pˆmis (carrés), pˆ1mut (cercles) et
pˆ2mut (triangles).
paramètres du modèle de mélange.
Lorsque l’on considère des séquences réelles, les longueurs L1 et L2 sont,
bien entendu, inconnues. Nous proposons ici d’utiliser les estimations (pˆmis,
pˆimis, pˆ1mut, pˆi1mut, pˆ2mut et pˆi2mut) des paramètres de notre modèle et les relations
que nous avons établies ci-dessus pour estimer ces longueurs. Le détail des
calculs est donné dans l’annexe 1.
4.3.1.2 Illustration
Nous donnons ici un exemple issu de deux séquences simulées. On consi-
dère S1, une séquence aléatoire de 2 Mb, avec une distribution équiprobable
des bases (25%) et S2, obtenue en appliquant des substitutions sur S1 : à
un taux de 0.01 substitutions par nucléotide sur une portion de 700 kb et
à un taux de 0.1 sur le reste, c’est-à-dire 1.3 Mb. Les valeurs réelles pour
L1 et L2 sont donc 700 kb et 1.3 Mb, respectivement. Les valeurs réelles des
paramètres des lois du mélange sont : pmis = 0.75, p1mut = 0.01 et p2mut = 0.1.
La Figure 4.3 donne les valeurs estimées de ces paramètres pour différentes
tailles minimales de MEM.
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Figure 4.4 – Longueurs estimées des fragments de génomes associés à chaque
paramètre pimut, avec i = 1 ou 2. Courbe rouge : Lˆ1 ; courbe bleu : Lˆ2. Ces
estimations ont été faites pour des tailles minimales de MEM ayant permis
d’avoir de bonnes estimations des pimut (i.e., de 10 à 17 nucléotides). Les
valeurs réelles sont données par les lignes discontinues.
Les valeurs estimées des paramètres sont très proches des valeurs réelles
pour des tailles minimales de MEM comprises entre 10 et 17 nucléotides.
En reprenant les principes énoncés ci-dessus ainsi que les calculs présentés
dans l’annexe 1, nous avons estimé les valeurs de L1 et L2. Les résultats
sont présentés sur la Figure 4.4. Cette figure montre que l’exploitation des
estimations des paramètres de notre modèle nous permet de retrouver de
façon relativement précise les tailles associées à chaque paramètre pimut où i
varie entre 1 et le nombre de composantes associées aux MEMsign.
4.3.2 Mesurer une distance entre génomes entiers
Nous présentons ici une autre utilisation possible de notre modèle de
mélange. Le paramètre pmut est relatif à un taux de mutations. Nous propo-
sons d’utiliser son estimation comme une mesure de la distance entre deux
génomes entiers.






















































Figure 4.5 – Arbre phylogénétique de référence d’Escherichia coli/Shigella
proposé par Touchon et al. [117] (à gauche). Arbre de distances calculé pour
les mêmes souches à partir des estimations du paramètre pmut de notre modèle
(à droite).
coli/Shigella comparées par Touchon et al. [117]. Ces auteurs ont construit
un arbre phylogénétique à partir des alignements cumulés des gènes consti-
tuant le core génome de ces 20 souches (1878 gènes en tout). De notre côté,
nous avons considéré toutes les paires possibles parmi ces 20 génomes et
estimé pour chacune d’entre elles la valeur du paramètre pmut. Nous avons
utilisé uniquement des modèles de mélange à deux composantes (K = 2).
L’ensemble des valeurs obtenues forme alors une matrice, assimilable à une
matrice de distances, à partir de laquelle nous avons construit un arbre en
utilisant la méthode de l’average linkage clustering [127], souvent utilisée en
phylogénie. La Figure 4.5 donne une représentation de ces deux arbres.
Notre arbre comporte un grand nombre de points communs avec l’arbre
phylogénétique de référence de Touchon et al. [117]. Nous retrouvons les
principaux groupes phylogénétiques indiqués par les segments de couleur.
L’organisation de ces groupes entre eux est également bien conservée. La seule
différence majeure concerne le positionnement de la souche sb227 (Shigella
boydii) qui se retrouve à la racine de notre arbre.
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Ceci n’est pour l’instant qu’une illustration de perspective. Il serait in-
téressant, par exemple, de travailler sur le choix du nombre de composantes
(K) du modèle de mélange à prendre en compte pour le calcul de ces dis-
tances, puis d’évaluer l’impact de ce choix sur le calcul des hiérarchies. Les
résultats que nous avons obtenus sont très encourageants. Nous avons égale-
ment comparé notre approche à d’autres méthodes aligment-free, telles que
le score MUMi [8], et avons obtenu des résultats semblables.
Bien entendu, notre approche ne remplace pas une reconstruction phy-
logénétique, mais elle présente cependant plusieurs avantages. Elle permet
d’avoir un aperçu rapide des distances qui séparent les génomes. Le calcul
de cette distance se fait à partir de la séquence entière des génomes et non
sur une petite portion préalablement sélectionnée. Enfin, l’ajout d’un gé-
nome dans la comparaison ne nécessite pas de recalculer toutes les distances
estimées entre les autres paires de génomes.
4.4 Précisions sur le choix de la taille minimale
des MEM
Nous terminons ce chapitre par une dernière remarque sur le choix de
la taille minimale des MEM en lien avec l’utilisation du modèle de mélange
et de l’estimation de ses paramètres. La question initiale, développée dans
l’ARTICLE 2, concernait la sélection d’une taille minimale de MEM suffi-
samment grande pour limiter le nombre de MEM dus au hasard. Ainsi, grâce
à notre méthode, nous avons déterminé, pour les paires de génomes étudiées,
des tailles minimales comprises en moyenne entre 18 et 21 nucléotides. Ce
problème était posé dans le cadre de l’utilisation des MEM comme ancres
pour l’alignement de génomes complets. Si l’objectif de l’étude est différent,
alors il n’est pas forcément nécessaire de choisir une taille minimale aussi
élevée, mais bien au contraire, il peut être préférable de considérer de plus
petites valeurs. En effet, augmenter la taille minimale des MEM consiste à
retirer de l’analyse tous les MEM qui ont une taille inférieure à ce seuil. Ceci
correspond à une perte d’information.
Dans les exemples de développements présentés dans la section précé-
dente, nous exploitons les valeurs des paramètres du modèle de mélange, es-
timées à partir des tailles des MEM observées entre deux séquences d’ADN.
Dans cette situation, plus les données sont complètes, meilleures sont les es-
timations. Ainsi, par exemple, pour construire l’arbre de distances présenté
à la Figure 4.5, nous avons estimé les paramètres du modèle sur des MEM
de taille minimale égale à seulement 12 nucléotides.
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Chapitre 5
Sélection de matches exacts selon
leur comptage
5.1 Contexte
Le travail présenté dans ce chapitre se place dans la même probléma-
tique que celui du Chapitre 4. Son objectif est donc de mettre au point
un outil statistique permettant de sélectionner les matches exacts maximaux
(MEM) lorsque ces derniers sont utilisés comme ancres dans les alignements
de séquences génomiques. La question que nous nous posons est donc exacte-
ment la même : quelle taille minimale ` des MEM faut-il choisir pour limiter
le nombre de MEM dus au hasard ? Les enjeux et les difficultés du choix
d’une valeur pour cette taille minimale ` ont été présentés et discutés dans
l’ARTICLE 2.
L’approche que nous développons ici est cependant totalement différente.
En effet, dans le Chapitre 4 notre approche était fondée sur l’analyse de la
taille des MEM. Ici, notre méthode s’intéresse à la loi du comptage des MEM
(i.e., leur nombre). Ainsi, nous démontrons que, sous certaines conditions, le
nombre de MEM entre deux séquences aléatoires peut être approché par une
loi de Poisson.
Dans ce chapitre, nous présentons le principe de notre méthode ainsi que
la démonstration de l’approximation de Poisson. Un exemple d’application
est ensuite donné à partir des génomes de deux souches d’Escherichia coli, K-
12 et Sakai. Nous montrons que cette approche comporte un certain nombre
de limites qui nous ont conduit à favoriser le développement de la méthode
présentée dans le Chapitre 4.
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5.2 Principe
Lorsque l’on recherche les MEM présents entre deux génomes, deux types
de MEM sont obtenus, ceux qui sont dus au hasard et ceux qui sont issus
de la relation d’homologie qui lie les deux séquences. La difficulté est qu’il
est alors impossible de discerner complètement ces deux catégories de MEM.
Si on compare deux séquences aléatoires indépendantes à la place de deux
génomes "réels", un seul type de MEM est identifié, les MEM dus au ha-
sard. L’idée sur laquelle se fonde notre approche est donc la suivante : les
comptages des MEM obtenus pour différentes tailles minimales (`) entre deux
génomes, comparés à ceux obtenus entre deux séquences aléatoires, peuvent
potentiellement permettre d’identifier un seuil pour la valeur de `. Ce seuil
correspond au moment où le nombre de MEM entre les séquences aléatoires
devient faible. Cette idée est illustrée dans la Figure 5.1. Sur cette figure
nous comparons les comptages des MEM d’une part entre deux séquences
réelles et d’autre part, entre deux séquences aléatoires. Nous considérons
trois tailles minimales (`) différentes. Dans la première situation (en haut)
la valeur de ` est petite, beaucoup de MEM sont retrouvés entre les deux
types de séquences. Dans la deuxième situation, la valeur de ` est un peu
plus grande, il y a alors un peu moins de MEM entre les séquences, sur-
tout du côté des séquences aléatoires. Enfin, pour la dernière situation, la
valeur de ` est encore plus grande, il ne reste plus qu’un seul MEM entre les
séquences aléatoires.Nous en concluons donc qu’avec cette valeur de ` nous
filtrons suffisamment les MEM dus au hasard.
Pour mettre en place notre approche nous avons besoin dans un premier
temps de choisir un modèle de séquences aléatoires, puis, dans un deuxième
temps, de déterminer la loi statistique correspondant au comptage des MEM
entre deux séquences aléatoires.
5.3 Choix d’un modèle de séquences aléatoires
L’objectif d’un modèle de séquences aléatoires est de décrire statistique-
ment une séquence d’ADN. Il existe plusieurs types de modèles. Plus un
modèle est complexe, mieux il décrit les séquences réelles mais plus les cal-
culs nécessaires à son utilisation sont coûteux en temps.
Dans notre situation, nous souhaitons comparer le nombre de MEM entre
deux séquences réelles et celui entre deux séquences aléatoires pour choisir
une valeur seuil de ` (Figure 5.1). Dans une étude similaire, Guyon et Gué-
noche [119] ont évalué le nombre attendu de MUM entre deux séquences
aléatoires sous un modèle considérant les séquences comme des suites de
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MEM dus au hasard
MEM issus d'un lien d'homologie
Figure 5.1 – Comparaison des comptages des MEM entre deux séquences
réelles (à gauche) et deux séquences aléatoires (à droite) pour différentes
tailles minimales ` symbolisées par les segments noirs.
lettres indépendantes prenant leurs valeurs dans l’alphabet A = (a, c, g, t)
selon une probabilité uniforme. Ce modèle de séquences est appelé modèle
de Bernoulli ou M00 [128]. Il s’agit d’un des modèles les plus simples qui
ne prend absolument pas en compte les caractéristiques des séquences réelles
telles que la composition en bases ou en oligonucléotides (i.e., en mots). Ce-
pendant, intuitivement on s’attend à ce que ces caractéristiques influent sur
la valeur de `. Il est donc indispensable que le modèle aléatoire décrive au
mieux les séquences réelles.
Nous avons utilisé un modèle de chaîne de Markov qui permet de prendre
en compte le contenu en mots des séquences réelles. Une chaîne de Markov
considère une séquence S = (X1, X2, · · · , Xn) comme une suite de lettres
aléatoires prenant leurs valeurs dans l’alphabet A = (a, c, g, t). Le principe
fondamental des chaînes de Markov est que ces lettres ne sont pas nécessaire-
ment indépendantes et que la probabilité que la lettre Xi prenne la valeur a,
c, g ou t dépend des valeurs des lettres (X1, X2, · · · , Xi−1). Bien entendu, en
pratique on ne considère pas toutes les lettres précédentes pour le calcul de
cette probabilité mais uniquement quelques lettres situées immédiatement à
gauche de Xi, c’est-à-dire (Xi−m, · · · , Xi−1), où m correspond à l’ordre de la
chaîne de Markov. Une chaîne de Markov d’ordre m permet donc de prendre
en compte la composition en mots de taille m + 1 des séquences utilisées
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comme références.
Dans la section suivante, nous démontrons que la loi du nombre de MEM
entre deux séquences aléatoires décrites par deux chaînes de Markov indé-
pendantes peut être approché par une loi de Poisson et que le paramètre de
cette loi peut être calculé analytiquement.
5.4 Loi du comptage des MEM entre deux sé-
quences aléatoires
La démonstration ci-dessous doit donner lieu à une future publication
et ce travail a fait l’objet d’une présentation affichée à RECOMB CG 2009
(Budapest, Hongrie, 27-29 septembre 2009).
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Poisson approximation for the number of Maximal Exact
Matches between two random sequences
Hugo Devillers and Sophie Schbath
1 Random sequence model
We consider two independent inﬁnite random sequences S∞1 = X−∞, · · · , Xi, · · · , X+∞
and S∞2 = Y−∞, · · · , Yj, · · · , Y+∞ on the alphabet A = {a, c, g, t} each of them gen-
erated by a distinct stationary one-order Markov chain (model M1) with transition
matrices Π1 = (pi1(a, b))a,b∈A and Π2 = (pi2(a, b))a,b∈A, respectively. We assume that
pi1(a, b) < 1 and pi2(a, b) < 1 for all a, b ∈ A which is satisﬁed with long DNA se-
quences. We denote by µ1 and µ2 the two associated stationary distributions deﬁned by
µ1(a) =
∑
b∈A µ1(b)pi1(b, a) and µ2(a) =
∑
b∈A µ2(b)pi2(b, a), ∀a ∈ A. Moreover, we deﬁne
ρ := max(a,b)∈A(pi1(a, b), pi2(a, b)). Therefore, 0 < ρ < 1, pi1(a, b) ≤ ρ and pi2(a, b) ≤ ρ,
∀(a, b) ∈ A, µ1(a) ≤ ρ and µ2(a) ≤ ρ, ∀a ∈ A.
2 MEM occurrence probability
MEM occurrence We say that a Maximal Exact Match (MEM) of minimal length `
occurs between S∞1 and S
∞
2 at positions α = (i, j), if the word of ` letters starting at
position i in S∞1 is identical to the one starting at position j in S
∞
2 and if the letter at
position i − 1 in S∞1 is diﬀerent from the one in position j − 1 in S∞2 . Let Mα be the
random indicator function of a MEM of minimal length ` occurring at positions α = (i, j):
Mα = 1{Xi−1 6= Yj−1;Xi · · ·Xi+`−1 = Yj · · ·Yj+`−1}. (1)
Probabbility of a MEM occurrence Let pα := E(Mα) be the probability that a
MEM with minimal length ` starts at positions α. Proposition 1 gives the expression of
pα and shows that it does not depend on α. We will then simply denote p = pα.
Proposition 1. Under model M1, the occurrence probability of a MEM with minimal






µ1(b)pi1(b, a1) · · · pi1(a`−1, a`)µ2(c)pi2(c, a1) · · ·pi2(a`−1, a`). (2)
Proof. To calculate the probability pα, we sum over all the possible values for Xi−1, · · · ,
Xi+`−1 and Yj−1, · · · , Yj+`−1:






P(Xi−1 = b,Xi = a1, · · · , Xi+`−1 = a`)
× P(Yj−1 = c, Yj = a1, · · · , Yj+`−1 = a`).
Using the Markov property leads to Equation (2).
1
To simplify the expressions, we introduce the following notation. If w = w1w2 · · ·wh
is a word of length h on A, then we deﬁne
µi(w) := µi(w1)pii(w1, w2) · · ·pii(wh−1, wh), for i = 1, 2.
The quantity µi(w) simply corresponds to the probability that the word w occurs at a






µ1(ba1a2 · · · a`)µ2(ca1a2 · · · a`).
Asymptotic behavior of p The probability p exponentially decreases to 0 as ` increases
to inﬁnity. To prove this, we deﬁne Rα, the random indicator function of a match of length
` occurring at the positions α = (i, j):
Rα = 1{Xi · · ·Xi+`−1 = Yj · · ·Yj+`−1}. (3)
We have ERα =
∑





µ1(a1a2 · · · a`)
(
µ2(a1)pi2(a1, a2) · · ·pi2(a`−1, a`)
)
.
We ﬁrst bound µ2(a1) and all the (` − 1) transitions probabilities pi2(·, ·) by ρ, and then
we use that
∑
(a1,··· ,a`) µ1(a1a2 · · · a`) = 1, to get
p ≤ ρ`. (4)
3 Number of MEMs of minimal length `
The aim of our study is to investigate the statistical distribution of the number of MEMs
of length ` or more (denoted by Nfinite` ) between the two ﬁnite sequences S1 = X1, · · · , Xn1





where I corresponds to the set of all possible pairs α = (i, j):




Rα if i = 1 and/or j = 1,
Mα otherwise.
As we will see, the distribution of Nfinite` could be approximated for long ` by the one of





Indeed, both counts diﬀer only if there exists α = (i, j) such that (i) Rα = 1, i = 1 and
X0 = Yj−1 or (ii) Rα = 1, j = 1 and Y0 = Xi−1. Events (i) and (ii) have probability∑
|w|=`+1 µ1(w)µ2(w) ≤ ρ`+1 to occur. Therefore, we have P(Nfinite` 6= N`) ≤ 2ρ`+1 which
tends to 0 as `→ +∞.
In the remainder, we will then focus on the distribution of N`.
2
Expected number of MEMs Let λ` = E(N`) denotes the expected number of MEMs




E(Mα) = (n1 − `+ 1)(n2 − `+ 1)p. (7)
Since p ≤ ρ` from (4), we have λ` ≤ (n1 − `+ 1)(n2 − `+ 1)ρ`.
Note that if ` = o(n1) and ` = o(n2) then λ` = O(n1n2ρ
`).
sectionPoisson approximation
We now state the Poisson approximation of the distribution of N` when the sequence
lengths tend to inﬁnity and when the mean λ` = O(1). Note that this last condition
yields to the following asymptotic condition on `:
λ`  1⇐⇒ `  log 1
ρ
(n1) + log 1
ρ
(n2).
Theorem 1. There exist a constant |γ| < 1 and 2 explicit quantities K1(`) = O(1) and
K2(`) = O(1) as ` → ∞ such that the total variation distance between the distribution
of the number N` of MEMs of minimal length ` between two Markov chains of length n1
and n2 and a Poisson distribution with parameter λ` = E(N`) given by (7) satisfies the
following relations:





















= o(1) as n1, n2 →∞
The proof of the theorem is given in Appendix A and is based on the Chen-Stein
method for Poisson approximation ([Barbour et al. (1992)]).
A Proof of Theorem 1
In this section, we prove that N` can be approximated by a Poisson variable with mean
λ`, when the size of the genomes tends to inﬁnity and λ` = O(1).
A.1 Chen-Stein method
The Chen-Stein method provides a bound of the total variation distance between the dis-
tribution of a sum of non i.i.d. Bernoulli variablesMα, α ∈ I, and the Poisson distribution
with parameter
∑
α∈I E(Mα). More precisely, it says the following.
3
Theorem 2 ([Barbour et al. (1992)]). Let I be an index set. Suppose that, for each α ∈ I,
Mα is a Bernoulli random variable with P(Mα = 1) > 0. Let Zα be independent Poisson




























≤ b1 + b2 + b3, (8)
where L(·) denotes the distribution of a random variable.
Note that the distribution of
∑
α Zα is a Poisson distribution with parameter
∑
α E(Mα)
and recall that the total variation distance between the distribution of two discrete random
variables N and Z on {0, 1, 2, . . . ,+∞} is deﬁned by 1
2
∑
z≥0 |P(N = z)− P(Z = z)|.
To prove a Poisson approximation for the number N` of MEMs of minimal length `,
we will apply the previous theorem to the Bernoulli variables Mα deﬁned by (1). We will
ﬁrst choose an appropriate neighborhood Bα, then we will bound the quantities b1, b2,
and b3 and show that they converge to zero when n1 and n2 →∞ and n1n2ρ` = O(1).
A.2 Choice of the neighborhood
Bα has to be interpreted as a neighborhood of strong dependence between Mα and Mβ,
β ∈ Bα. Intuitively, we could say that β = (i′, j′) is not a neighbor of α = (i, j) as
soon as the occurrences of `-letter words occurring at positions i′ and j′ are disjoint from
those occurring at i and j. However, a larger neighborhood is required to obtain the
convergence of b3 (see section ”Bound for b3”), such that the occurrences are not only
disjoint but separated apart from ` letters. In other words, we take:
Bα = {β = (i′, j′) ∈ I|min{|i− i′|, |j − j′|} < 2`}, α = (i, j) ∈ I. (9)
Number of neighbors Let us calculate the number of pairs (α, β) ∈ I2 that are
neighbors, namely the cardinal of G = {(α, β) ∈ I2|β ∈ Bα}. If H is the complementary
of G in I2, we get
|G| = |I|2 − |H|, (10)
where |.| stands for the cardinality. From expression (5) we obtain the cardinality of I:
|I| = (n1 − `+ 1)(n2 − `+ 1). (11)
H is given by:
H = {(α, β) ∈ I2|β /∈ Bα}
= {(i, i′) ∈ {1, · · · , n1 − `+ 1}2, (j, j′) ∈ {1, · · · , n2 − `+ 1}2
such that |i− i′| ≥ 2` and |j − j′| ≥ 2`}.
4
H can be considered like the product of two subsets: one corresponding to the pairs of
positions (i, i′) in the ﬁrst genome, and the second one to the pairs of positions (j, j′) in
the second genome. By symmetry, we have
|H| = 2|H1| ∗ 2|H2|,
where
H1 := {(i, i′) ∈ {1, · · · , n1 − `+ 1}2 | i′ ≥ i+ 2`}
H2 := {(j, j′) ∈ {1, · · · , n2 − `+ 1}2 | j′ ≥ j + 2`}.
If we consider (i, i′) ∈ H1, we have i ∈ {1, · · · , n1 − 3`+ 1} and i′ ∈ {i+ 2`, · · · , n1 −




(n1 − 3`+ 2− i)





(n1 − 3`+ 1)(n1 − 3`+ 2)
2
.
Similarly, we have |H2| = (n2−3`+1)(n2−3`+2)2 . Consequently, we get
|H| = (n1 − 3`+ 1)(n1 − 3`+ 2)(n2 − 3`+ 1)(n2 − 3`+ 2), (12)
and expressions (10) to (12) yields to










when ` = o(n1) and ` = o(n2).
A.3 Bound for b1



























Under the asymptotic condition n1n2ρ
` = O(1) and ` = o(n1) and ` = o(n2), b1 converges
to zero as n1 and n2 →∞.
5
A.4 Bound for b2
To bound b2, it is necessary to bound E(MαMβ) i.e. the probability that a MEM starts at
position α = (i, j) and another MEM starts at position β = (i′, j′) for β ∈ Bα and β 6= α.






E(MαMβ) ≤ |G|ρ2`, (15)
and hence, like b1, under the asymptotic condition n1n2ρ
` = O(1) and ` = o(n1) and
` = o(n2), b2 converges to zero as n1 and n2 →∞.
Proposition 2. The probability that two MEMs start at position α = (i, j) and β = (i′, j′)
for β ∈ Bα and β 6= α satisfies
E(MαMβ) ≤ ρ2`.
Proof. We ﬁrst bound Mα (resp. Mβ )by Rα (resp. Rβ ) deﬁned in (3), so that we now
need to bound
E(RαRβ) = P(Xi = Yj, · · · , Xi+`−1 = Yj+`−1, Xi′ = Yj′ , · · · , Xi′+`−1 = Yj′+`−1).
We will distinguish three cases: (i) both MEMs are disjoint on both sequences, (ii) both
MEMs overlap only on one sequence and (iii) both MEMs overlap on both sequences.
Let deﬁne k1 the number of common letters (overlapping letters) between the word of `
letters starting at position i and the one starting at position i′. Similarly, we deﬁne k2,
for the words starting at j and j′. The integers k1 and k2 take values in {0, · · · , `} but
they cannot be simultaneously equal to ` because β 6= α.





µ1(a1)pi1(a1, a2) · · ·pi1(a`−1, a`)pii′−i−`+11 (a`, a`+1)pi1(a`+1, a`+2) · · ·pi1(a2`−1, a2`)




µ1(a1)pi1(a1, a2) · · ·pi1(a`−1, a`)pii′−i−`+11 (a`, a`+1)pi1(a`+1, a`+2) · · ·pi1(a2`−1, a2`)
≤ ρ2`
since the last sum is equal to 1. Note that pit1(·, ·) stands for the t-step transition proba-
bility which is also bounded by ρ (the same for pit2(·, ·)).
Case (ii): k1 > 0, k2 = 0. (The case k1 = 0, k2 > 0 is symmetric). Because the `-
letter word starting at position i overlaps the `-letter word starting at position i′ on k1
letters, we only have 2`−k1 free letters (a1, · · · , a2`−k1) and still 2` transition probabilities




µ1(a1)pi1(a1, a2) · · ·pi1(a2`−k1−1, a2`−k1)
≤ ρ2`
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Case (ii): k1 > 0, k2 > 0. Without loss of generality we assume that k1 ≤ k2. In this
case, there are only 2`− k1 − k2 free letters: the ﬁrst `− k2 letters from the ﬁrst MEM,
the last `−k2 letters from the second MEM, and the k2−k1 last letters of the ﬁrst MEM.
This last point results from the following: the k2 last letters of the ﬁrst MEM are identical
to the k2 ﬁrst letters of the second MEM (overlap on the second sequence) and then have
to self-overlap on k1 letters (ﬁrst sequence). From the 2` − k1 transition probabilities
(including µ1(a1)) on the ﬁrst sequence and from the 2` − k2 transition probabilities
(including µ2(a1)) on the second sequence, we can bound 2` of them by ρ and the sum of
the others over the 2`− k1 − k2 free letters will vanish to 1, leading to E(RαRβ) ≤ ρ2`.
A.5 Bound for b3





∣∣∣E(Mα − E(Mα)|σ(Mβ : β /∈ Bα))∣∣∣.
If α = (i, j) ∈ I et β = (i′, j′) ∈ I with β /∈ Bα then:
|i− i′| ≥ 2` and |j − j′| ≥ 2`.
We ﬁrst note thatMα := σ(Mβ : β /∈ Bα) ⊂ Xα with Xα := σ(X1, · · · , Xi−`−1, Xi+2`−1, · · · ,
Xn1 , Y1, · · · , Yj−`−1, Yj+2`−1, · · · , Yn2). Thus, we write:
E
∣∣∣E(Mα − E(Mα)|Yα)∣∣∣ ≤ E∣∣∣E(Mα − E(Mα)|Xα)∣∣∣. (16)
By considering the Markov property, the right-hand side expression becomes:
E
∣∣∣E(Mα − E(Mα)|Xα)∣∣∣ = E∣∣∣E(Mα − E(Mα)|Xi−`−1, Xi+2`−1, Yj−`−1, Yj+2`−1)∣∣∣.
Knowing that E(E(Mα)) = E(Mα), we obtain:
E
∣∣∣E(Mα − E(Mα)|Xα)∣∣∣ = E∣∣∣E(Mα|Xi−`−1, Xi+2`−1, Yj−`−1, Yj+2`−1)− E(Mα)∣∣∣.
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The development of the right-hand side term leads to:
E




∣∣∣E(Mα|Xi−`−1 = x,Xi+2`−1 = y, Yj−`−1 = w, Yj+2`−1 = z)− E(Mα)∣∣∣








P(Xi−`−1 = x,Xi−1 = b,Xi = a1, · · · , Xi+`−1 = a`,
Xi+2`−1 = y, Yj−`−1 = w, Yj−1 = c, Yj = a1, · · · , Yj+`−1 = a`, Yj+2`−1 = z)
















µ2(ca1 · · · a`)
µ2(c)
pi`2(a`, z)











µ1(ba1 · · · a`)µ2(w)
µ2(c)
µ2(ca1 · · · a`)
×
∣∣∣pi`1(x, b)pi`1(a`, y)pi`2(w, c)pi`2(a`, z)− µ1(b)µ2(c)pi3`1 (x, y)pi3`2 (w, z)∣∣∣. (17)
By diagonalizing the transition matrices Π1 = P1D1P
−1
1 and Π2 = P2D2P
−1
2 , with D1


















where γ1,k (resp. γ2,k) is the k-th eigenvalue of Π1 (resp. of Π2) such that |γ1,1| ≥ |γ1,2| ≥
|γ1,3| ≥ |γ1,4|, Ik is a 4x4 matrix with all entries equal to zero except Ik(k, k) = 1 and
Q1,k := P1IkP
−1
1 , Q2,k := P2IkP
−1
2 .
Since transition matrices Π1 et Π2 are stochastic, we have (i) γ1,1 = γ2,1 = 1 and (ii)
|γ1,k| < 1 and |γ2,k| < 1, ∀k 6= 1. Moreover, the right eigenvector associated to the
eigenvalue 1 is (1, 1, 1, 1)T while its left eigenvector are the stationary distributions µ1
and µ2.
This leads to the following property:
∀(a, b) ∈ A2, Q1,1(a, b) = µ1(b) and Q2,1(a, b) = µ2(b). (20)
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|γ3`1,k1 |Q1,k1(x, y)|γ3`2,k2 |Q2,k2(w, z),
≤ |γ|` × C(b, c, a`, `, x, y, w, z),
where |γ| := max(|γ1,2|, |γ2,2|) corresponds to the second highest eigenvalues of Π1 (resp.
Π2) and where C(b, c, a`, `, x, y, w, z) is deﬁned by:









|γ|` Q1,k1(x, y)Q2,k2(w, z).
Note that C(b, c, a`, `, x, y, w, z) = O(1) as ` → ∞ because |γ1,k1γ1,k2γ2,k3γ2,k4 |
`
|γ|` < 1 when
(k1, k2, k3, k4) 6= (1, 1, 1, 1), and similarly |γ1,k1γ2,k2 |
3`
<
1 when (k1, k2) 6= (1, 1).
Using (16) and (17), we obtain:
E




µ1(ba1 · · · a`)
µ1(b)
(






µ1(x)µ2(w)C(b, c, a`, `, x, y, w, z),
E









µ1(x)µ2(w)C(b, c, a`, `, x, y, w, z),
E
∣∣∣E(Mα − E(Mα)|Yα)∣∣∣ ≤ ρ`|γ|`C ′(`), (21)
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µ1(x)µ2(w)C(b, c, a`, `, x, y, w, z).
Note that C ′(`) is bounded when ` → ∞. Thus, by considering (21) and the fact that
|I| = O(n1n2), we have:
b3 = O(n1n2ρ
`|γ|`); (22)
Moreover, b3 converges to 0 under the asymptotic condition n1n2ρ
` = O(1) and when
`→∞.
A.6 Approximation theorem
Thanks to the Chen-Stein theorem and to the calculation of the bounds (14), (15) and
(22) of the quantities b1, b2 and b3, we have proved the theorem.
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Nous présentons ici une application de notre approche sur les génomes
de deux souches d’Escherichia coli, K-12 et Sakai. Nous commençons par
calculer le nombre de MEM observés (Nobs) entre ces génomes pour des tailles
minimales (`) allant de 10 à 25 nucléotides. Les résultats sont donnés dans
les deux premières colonnes du Tableau 5.1.
Nous avons ensuite modélisé les séquences de ces deux génomes par des
chaînes de Markov (une chaîne par génome). Nous avons considéré différents
ordres m allant de 1 à 8. À partir des éléments présentés dans la section pré-
cédente, nous avons calculé le paramètre (λ`) de la loi de Poisson correspond
au comptage attendu des MEM entre ces chaînes de Markov. Les résultats
sont présentés dans les colonnes 3 à 10 du Tableau 5.1.
Les différences entre les comptages observés (Nobs) et attendus (λ`) sont
importantes. Quand la taille minimale (`) des MEM augmente, les comptages
observés diminuent fortement puis se stabilisent entre 50000 et 40000 à partir
de ` = 19. Les comptages attendus diminuent eux aussi fortement, mais
atteignent zéro pour des valeurs de ` comprises entre 23 et 25 nucléotides.
Le premier point à résoudre est le choix de l’ordre des chaînes de Markov.
Plus l’ordre de la chaîne est élevé, plus les valeurs des λ` sont grandes et donc
plus le modèle de séquences aléatoires s’approche du comptage observé des
MEM. Cependant, si cet ordre est trop élevé, d’une part le modèle surestimera
le comptage des MEM et d’autre part, le nombre de paramètres du modèle
sera trop élevé par rapport à la taille des séquences. C’est ce qui se passe pour
l’ordre m = 8 (dernière colonne du Tableau 5.1). Il n’existe ici aucun critère
statistique pour choisir l’ordre des chaînes de Markov. Par exemple, nous
pouvons choisir l’ordre qui permet d’approcher le mieux les valeurs observées
Nobs sans pour autant les dépasser. Dans cet exemple, il s’agit de l’ordre 7.
Le deuxième point concerne le choix d’un seuil sur les valeurs de λ` pour
sélectionner une valeur de `. Comme illustré sur la Figure 5.1, ce seuil doit
correspondre à une "petite" valeur de λ`, cependant il n’existe pas de critère
pour définir à partir de quelle valeur un comptage de MEM est faible. Ce
choix doit donc se faire pas-à-pas. Par exemple, si nous choisissons un seuil
de 1 (valeur choisie dans l’étude de Guyon et Guénoche [119]), c’est-à-dire,
si nous sélectionnons la valeur de ` pour laquelle le nombre de MEM λ` entre
les séquences aléatoires est inférieur ou égal à 1, nous obtenons alors ` = 24
































































































































































































































































































































































































































































































































































































Nous n’avons présenté qu’un seul exemple d’application mais au cours
du développement de notre méthode, nous avons étudié d’autres paires de
génomes. Les résultats obtenus étaient alors en tous points semblables à ceux
présentés ci-dessus. En fonction des choix de l’ordre du modèle markovien
et du seuil sur les λ`, nous avons sélectionné des valeurs de ` comprises
entre 20 et 25 nucléotides sans pour autant pouvoir établir une relation entre
ces valeurs et les caractéristiques des génomes comparées (e.g., la taille, la
divergence).
Nous avons également travaillé sur d’autres mesures que le nombre at-
tendu de MEM (λ`), comme par exemple les quantiles de la loi de Poisson
de paramètre λ`. Nous avons cependant été confrontés au même problème lié
au choix d’un seuil pour sélectionner une valeur de taille minimale `.
L’approximation de la loi du comptage théorique des MEM entre deux
séquences aléatoires par une loi de Poisson est un résultat important car
plusieurs études supposaient cette approximation sans en apporter de preuves
formelles [119, 9] et à notre connaissance, c’est la première fois que cette
démonstration est faite.
Les valeurs obtenues pour la sélection d’une taille minimale ` de MEM
sont du même ordre de grandeur que celles obtenues dans leChapitre 4 ainsi
que dans un certain nombre d’approches où ce seuil était fixé de façon empi-
rique [94, 129, 95]. Néanmoins, notre approche présente un certain nombre de
limites, notamment par rapport aux incertitudes sur les choix de l’ordre des
modèles markoviens et sur le seuil permettant de sélectionner une valeur de
`. C’est pourquoi nous avons préférentiellement travaillé au développement





Notre travail s’inscrivait dans la problématique générale de la comparai-
son de génomes complets bactériens à l’échelle des nucléotides. Ses objectifs
étaient d’une part de mettre au point une mesure fiable permettant d’évaluer
la qualité des alignements de génomes complets et d’autre part de dévelop-
per des outils statistiques d’aide aux utilisateurs afin qu’ils puissent plus
facilement paramétrer les méthodes de comparaisons de génomes complets.
Pour répondre au premier objectif, nous nous sommes intéressés à la no-
tion de robustesse des alignements de génomes complets bactériens et à la
meilleure façon de mesurer cette propriété. Ceci nous a conduit à évaluer si
les résultats produits par un outil d’alignement étaient stables lorsque diffé-
rents types de perturbations étaient appliqués sur les génomes comparés. Les
segmentations de génomes bactériens en squelette et segments variables ont
été choisies comme cible de la mesure de robustesse. Celle-ci a été appréhen-
dée au travers du calcul de trois scores complémentaires, deux étant définis à
des échelles locales de la segmentation (i.e., les nucléotides et les segments) et
un à l’échelle globale. L’utilisation de ces trois scores permet de déterminer
si une segmentation est robuste ou non et d’identifier de façon précise ses
éléments les moins robustes. La procédure proposée est intuitive et facile à
mettre en place, son paramétrage est facilité par l’utilisation de critères que
nous avons définis. Le calcul de ces scores sera très prochainement intégré
à la base de données MOSAIC [93], dédiée à la comparaison des génomes
bactériens.
Concernant le deuxième objectif de notre travail, nous nous sommes fo-
calisés sur un des paramètres essentiels des outils d’alignements de génomes
complets qui est la taille minimale des ancres utilisées pour le chaînage. Plus
précisément, nous nous sommes intéressés au cas des matches exacts maxi-
maux (MEM), très largement utilisés par les outils d’alignements de génomes
complets, soit directement, soit sous une forme déclinée (e.g., MUM, multi-
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MEM). La difficulté lorsque l’on considère des MEM réside dans le fait qu’il
est la plus part du temps impossible de dissocier ceux qui sont dus au hasard
de ceux qui sont issus de la relation d’homologie qui lie les séquences com-
parées. Néanmoins, sachant que les MEM dus au hasard sont en moyenne
plus petits que les autres, le problème à résoudre consistait à fixer une taille
minimale qui permette de filtrer suffisamment les MEM dus au hasard tout
en perdant le moins possible de MEM issus de la relation d’homologie des
séquences comparées. Deux approches différentes ont été développées. L’une
était fondée sur la modélisation de la distribution de la taille des MEM entre
deux génomes alors que l’autre concernait l’étude de la loi du comptage des
MEM entre deux séquences aléatoires. Ces deux approches nous ont permis
de déterminer des tailles minimales optimales de MEM du même ordre de
grandeur, c’est-à-dire comprises entre 18 et 25 nucléotides. Cependant, les
contraintes et limites liées à la seconde approche nous ont conduit à favoriser
la première, qui de plus, semblait mieux prendre en compte les caractéris-
tiques des génomes comparés.
Les apports et les applications des différentes méthodes que nous avons
développées vont souvent au-delà des questions initiales auxquelles elles de-
vaient répondre. Ainsi, par exemple, pour les scores de robustesse, les profiles
de scores des nucléotides pourraient être utilisés pour redéfinir certains élé-
ments des segmentations, comme par exemple supprimer les segments les
moins robustes ou encore modifier les positions de certaines frontières de
segments. Bien entendu ceci ne constitue pas un nouvel instrument de seg-
mentation car celles-ci sont fondées à partir d’un outil d’alignement existant.
L’apport de nos scores correspond donc plus à une étape de correction, d’af-
finement de la segmentation.
Ces scores de robustesse peuvent également contribuer à l’examen de
certaines questions biologiques liées à l’étude des segmentations de génomes
bactériens, notamment avec une analyse conjointe des données d’annotations.
Ainsi, d’une façon indirecte, ils permettent à l’expérimentateur d’éliminer de
son analyse les segments non robustes, qui correspondent à des artéfacts
des méthodes d’alignements. D’une façon plus directe, l’analyse de la forme
des profiles des scores des nucléotides au niveau des frontières des segments
variables nous renseigne potentiellement sur les mécanismes moléculaires as-
sociés à la présence de ces segments variables dans les segmentations. Bien
entendu, ceci n’est qu’une utilisation secondaire des scores de robustesse et,
comme nous l’avons montré au cours de ce travail, la robustesse des résultats
d’un outil informatique n’est pas forcément associée à la pertinence biolo-
gique de ces derniers.
Les approches liées à l’analyse statistique des MEM ont également un cer-
tain nombre d’applications connexes. En effet, nous avons vu deux exemples
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complémentaires d’utilisations des estimations des paramètres du modèle de
mélange de lois géométriques. Il s’agissait d’une part d’établir un lien entre
chaque composante du modèle et une proportion de la séquence des génomes
et d’autre part de définir une distance entre génomes entiers. Plus généra-
lement, l’un des aspects le plus intéressant de l’utilisation de ce modèle est
l’estimation d’un ou de plusieurs taux de mutations entre deux séquences
données, sans procéder auparavant à un alignement. Quelques outils destinés
à estimer un taux de mutations entre deux séquences sans faire d’alignement
ont déjà été publiés [115]. Il serait intéressant de comparer notre approche
aux méthodes existantes.
L’ensemble des méthodes que nous avons présentées peuvent toutes bé-
néficier de développements supplémentaires. Par exemple, chacune de nos
approches a été mise au point pour des comparaisons de paires de génomes.
Une extension souhaitable serait de les adapter aux comparaisons multiples
de séquences. En ce qui concerne les scores de robustesse, ce développement
a été d’ores et déjà brièvement abordé. Pour l’analyse statistique de la taille
des MEM, le passage aux comparaisons multiples ne devrait pas nécessiter
de modifications particulières mais simplement une interprétation légèrement
différente des valeurs estimées des paramètres. Faute de temps, nous n’avons
pas pu avancer significativement dans ces directions qui représentent une
suite évidente à notre travail.
Le protocole que nous avons mis au point pour le calcul des scores de
robustesse a été développé de façon à pouvoir être facilement modifié. Ainsi,
nous avons défini trois types de perturbations, mais il serait tout à fait pos-
sible d’en ajouter d’autres comme par exemple les duplications ou encore les
mutations ponctuelles. Il serait également possible de perturber d’autres élé-
ments que les MEM, comme par exemple, les MUM ou des graines espacées.
Pour cela, il suffirait simplement de modifier la liste des positions pertur-
bables données en paramètres de notre méthode. Enfin, il pourrait également
être intéressant de relier le travail fait sur les scores de robustesse à celui fait
sur la taille des MEM, par exemple en utilisant le critère de sélection de la
taille minimale des MEM pour choisir les MEM à perturber.
Ainsi, nos travaux donnent certains éléments de réponses concernant
d’une part l’évaluation de la qualité des alignements des génomes complets
bactériens et d’autre part le choix des paramètres des outils de comparaisons
de génomes complets. Il reste cependant encore de nombreux points à étu-
dier. Pour ceci, il serait indispensable d’avoir un jeu de données de références
permettant à la fois de simplifier la calibration des méthodes de comparaisons
de génomes complets, mais aussi de contrôler leur exactitude. Ceci pourrait
être fait soit à partir de données simulées, d’une façon un peu similaire à
Lunter et al. [118] pour l’analyse des alignements globaux ou alors à partir
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de données réelles disponibles dans la littérature qui auraient été étudiées
d’une façon approfondie, comme par exemple la paire de génomes des deux
souches d’Escherichia coli, K-12 et Sakai [10].
Dans nos travaux sur la calibration des paramètres des outils de comparai-
sons de génomes complets, nous avons choisi d’étudier le paramètre commun
à presque toutes les approches à savoir la taille minimale des ancres. Cepen-
dant, certains outils nécessitent de déterminer d’autres paramètres qui n’ont,
jusqu’à présent, presque pas été étudiés. Il s’agit par exemple des étapes ré-
cursives de certains outils d’alignements. Chiapello et al. [94] ont ainsi montré
qu’il était préférable d’appliquer une étape récursive pour l’alignement des
deux génomes d’E. coli K-12 et Sakai, avec pour la première étape une taille
minimale de MEM égale à 50 nucléotides et pour la seconde étape, une taille
minimale de MEM de 20 nucléotides.
Une autre question liée au choix des paramètres de certains outils d’ali-
gnements de génomes concerne le choix d’une taille minimale des réarrange-
ments. Ce problème est très similaire à celui du choix de la taille minimale
des MEM que nous avons étudié. En effet, de la même façon que certains
MEM détectés par les outils de comparaisons peuvent être dus au hasard,
certains réarrangements peuvent eux-aussi être dus au hasard. Ce problème
pourrait donc être abordé avec un modèle de mélange en estimant ainsi la
probabilité d’occurrence d’un réarrangement entre deux génomes donnés.
Enfin, même si l’ensemble de notre travail concerne la comparaison de
génomes bactériens, les méthodes que nous avons développées peuvent, au
moins en théorie, être appliquées à la comparaison de génomes eucaryotes.
C’est le cas notamment des approches réalisées dans le cadre de l’analyse de
la taille des MEM. La seule contrainte réside dans le fait que ces génomes
sont beaucoup plus longs en moyenne que les génomes bactériens et qu’ils
contiennent donc beaucoup plus de MEM ce qui rend le calcul plus couteux
en temps et en mémoire. Enfin, le calcul des scores de robustesse des ali-
gnements de génomes ne poserait a priori pas de problème majeur dans le
cas de la comparaison de génomes eucaryotes. La limite viendrait plutôt de
l’alignement même de ces génomes, qui n’est pas toujours possible ou opti-
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Annexe 1
Dans cette annexe, nous présentons en détail les calculs réalisés dans la
sous-section 4.3.1 du Chapitre 4. Ils concernent l’interprétation des esti-
mations des paramètres du modèle de mélange de lois géométriques, utilisé
pour analyser la taille des MEM entre deux génomes. Nous commençons par
rappeler les notations.
1 Notations
Nous appelons MEMspur les MEM qui sont dus au hasard et MEMsign
les MEM qui sont issus de la relation d’homologie qui lie la paire de sé-
quences étudiée. Nous notons Nspur le nombre de MEMspur, Nsign le nombre
de MEMsign et Ntot le nombre total de MEM tel que Ntot = Nspur+ Nsign.
Nous rappelons que notre modèle de mélange de lois géométriques modé-






où f(yi, pj) = (1 − pj)yipj et Ψ = (pi1, · · · , piK−1, p1, · · · , pK)T , le vecteur
des paramètres à estimer du modèle avec pij correspondant à la proportion
de la jième composante du mélange et pj le paramètre de la loi de la jième
composante du mélange. Nous notons pimis et pmis les paramètres associés aux
MEMspur et pimut et pmut les paramètres associés aux MEMsign.
2 Localisation des MEM
Comme nous l’avons vu dans les Chapitres 2 et 3, la comparaison de
grandes séquences d’ADN telles que des génomes entiers, conduit à l’iden-
tification de régions globalement conservées appelées squelette et de régions
non conservées appelées segments variables. Tout l’intérêt de différencier les
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MEMsign des MEMspur réside alors sur le fait que les MEMsign appartiennent
presque exclusivement au squelette alors que les MEMspur sont présents tout
le long des séquences, c’est-à-dire à la fois dans le squelette et dans les seg-
ments variables. Bien entendu, il existe un petit nombre de situations pour
lesquelles des MEMsign appartiennent aux segments variables, comme par
exemple, lorsque le nombre de répétitions d’un fragment d’ADN n’est pas le
même entre les séquences comparées. Dans les calculs présentés ci-dessous,
nous avons fait l’hypothèse que les MEMsign appartenaient exclusivement au
squelette.
3 Estimation du nombre attendu de MEMsign
Dans un premier temps, nous nous plaçons dans le cas où le modèle de
mélange n’a que deux composantes (K = 2), c’est-à-dire une composante
pour les MEMsign et une pour les MEMspur. Nous considérons deux séquences
de longueurs L1 et L2. Notons LS la longueur de leur squelette, c’est-à-dire
leur séquence commune, et LV 1 et LV 2 les tailles cumulées de leurs segments
variables. On a ainsi LS +LV 1 = L1 et LS +LV 2 = L2. Dans cette situation,
le nombre attendu de MEMsign peut-être estimé à partir des estimations des
paramètres de notre modèle de la façon suivante :
Eˆ(Nsign) = LS × pˆmut. (6.2)
En prenant, dans un second temps, un modèle de mélange avec plus de
deux composantes (K > 2), nous avons vu qu’il était possible de considérer
plusieurs niveaux de divergence au sein du squelette en associant K − 1
composantes aux MEMsign dont les paramètres sont (pi
(1)
mut, · · · , pi(K−1)mut et
p
(1)





LSi × pˆ(i)mut, (6.3)





i=1 LSi = LS.
4 Proportions de MEMsign
Dans la suite des calculs nous nous plaçons dans le cas où K > 2. Nous




rapport à l’ensemble des MEMsign. En considérant la relation (6.3), nous
pouvons estimer la valeur des αi par :
αˆi =
LSi × pˆ(i)mut∑K−1
j=1 LSj × pˆ(j)mut
, (6.4)
pour i ∈ {1, · · · , K − 1}. Il est également possible d’estimer la valeur des αi









5 Estimation de la taille des fragments de sque-
lette LSi
Plaçons-nous dans un premier temps dans une situation simple dans la-
quelle les séquences comparées ont la même taille et ne contiennent pas de
segment variable, c’est-à-dire L1 = L2 = LS. Dans cette condition, nous
cherchons les valeurs LˆSj, j ∈ {1, · · · , K − 1}, telles que αˆi = α˜i (relations
(6.4) et (6.5)). Nous construisons ainsi le système linéaire suivant :
K−1∑
j=1





La résolution du système (6.6) nous a permis d’obtenir les résultats présentés
dans la sous-section 4.3.1 du Chapitre 4.
Bien entendu, la situation que nous décrivons avec le système (6.6) reste
relativement simple et ne convient qu’à l’étude de séquences très proches.
Pour l’analyse de séquences plus divergentes, il est alors nécessaire de prendre
en compte l’existence de segments variables. Pour cela, notre idée repose sur
le fait que la présence de segments variables n’impacte pas (ou très peu) le
nombre de MEMsign mais augmente celui de MEMspur. Nous avons souhaité
prendre en compte la proportion de MEMspur dans notre système.
Nous considérons donc deux séquences de longueurs différentes L1 et L2
telles que L1 = LS+LV 1 et L2 = LS+LV 2. Dans un premier temps, nous esti-
mons le nombre attendu de MEMspur à l’aide des estimations des paramètres
du modèle :
Eˆ(Nspur) = L1 × L2 × pˆmis. (6.7)
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En considérant les estimations (6.3) et (6.7), nous pouvons estimer le nombre
total attendu de MEM :
Eˆ(Ntot) = L1 × L2 × pˆmis +
K−1∑
i=1
LSi × pˆ(i)mut. (6.8)
La proportion pimis de MEMspur dans le mélange est relatif au rapport entre
le nombre de MEMspur et le nombre total de MEM. Ainsi, en considérant les
estimations (6.7) et (6.8), il est possible de calculer une estimation de pimis
de la façon suivante :
p˜imis =
L1 × L2 × pˆmis
L1 × L2 × pˆmis +
∑K−1
i=1 LSi × pˆ(i)mut
. (6.9)
L’estimation p˜imis n’est pas celle que nous obtenons avec l’algorithme EM
(pˆimis). Néanmoins, en considérant p˜imis = pˆimis et en reprenant le système
(6.6), nous définissons un nouveau système permettant d’estimer d’une part




LˆSj × pˆ(j)mut = Lˆ1 × Lˆ2 × pˆmis( 1pˆimis − 1),
K−1∑
j=1
LˆSj × α˜i × pˆ(j)mut − LˆSi × pˆ(i)mut = 0, i ∈ {1, · · · , K − 2},
K−1∑
j=1
LˆSj + LˆV k = Lk, k ∈ {1, 2}.
(6.10)
6 Conclusion
Les travaux présentés dans cette annexe sont récents et actuellement,
seul le système (6.6) a été mis en application (voir Chapitre 4, sous-section
4.3.1). Un certain nombre de tests a été réalisé sur le système (6.10). Il
semblerait que ce dernier nous permette de retrouver l’ordre de grandeur de
la taille cumulée des segments variables, mais les premières estimations que
nous avons obtenues sur des séquences simulées n’étaient pas satisfaisantes.
Cela vient probablement du fait que les estimations du nombre attendu de
MEMspur et de MEMsign ne prennent pas en compte la combinatoire liée aux
séquences répétées. Par exemple, si une séquence correspondant à un MEM
entre deux séquences est présente en deux copies dans chacune des séquences,
il faudra alors compter quatre MEM et non deux. Ce phénomène peut avoir
un impact relativement important sur le comptage des MEM.
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