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It’s a pretty frustrating thing these days to be a “Good Old Fashioned AI” researcher, 
as we’ve been branded by Searle and others. Neural network and genetic algorithms re- 
searchers are taking us to task over low-level data, our industrial partners are demanding 
increasingly complex real-time performance, and our funding agents are talking about 
high performance computing and intelligent control. Let’s face it, it’s a tough time for 
symbolic approaches-these guys demand numbers, and they want them soon! Many 
of us have faced this challenge using a time tested strategy-hunkering down in our 
research trenches and hoping that this firestorm will eventually pass. Let the engineers 
give them equations, logic will serve us in the future as it has in the past. Unfortunately, 
as AI people look to building more and more complex systems, hiding from numbers 
seems to be less and less successful-we must come forth and do battle, lest we are 
blown away by the winds of the research wars, losing the spoils to the eventual victors. 
One of the places in AI where this conflict has become clear is in the area of planning 
and robotics. Over the past fifteen years or so, a schism has developed between the 
fields. AI research in planning has focused on the search-related problems of computing 
complete and correct solutions to conjoined-goal symbolic problems. Roboticists, on 
the other hand, have been focusing on problems such as the theories of kinematics 
and control. AI researchers have largely ignored sensors and effecters; roboticists use 
“planning” to mean finding paths through space, ignoring issues of long-term goals. 
The AI planning toolkits are filled with logics, situation calculus and the STRIPS 
assumption; the engineer worries about proving convergence, Kalman filtering, and 
adaptive control. 
In the past few years, however, a small vanguard of researchers in both areas have 
been realizing that there is some merit to the work done by the others. A few roboticists 
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have started worrying more about autonomous robots and intelligent controllers, while 
a small number of AI researchers have been starting to try to anchor our theories 
on more realistic simulators and actual robots. A number of workshops and AAAI 
symposia have recently been held, trying to bring together these researchers to discuss 
common problems. The robotics competitions at the AAAI Conference reflect the sorts 
of problems and challenges that emerge from this synthesis-recognition of obstacles, 
planning paths to map environments, determining what obstacles to move, etc. 
Unfortunately, the long separation between AI and Engineering roboticists has led to a 
major problem: paraphrasing George Bernard Shaw, we are two communities separated 
by a common language. Terms such as “controller”, “filter”, “plan”, “goal”, and many 
others have been used by the two differing sets of researchers in very different ways. 
The AI researcher with a “planning system” is probably worried about the ordering of 
operations in a Blocks World; the roboticist is trying to generate an optimal trajectory 
through a space of fixed obstacles. Finding a way to bridge the terminological confusion 
is a major problem-the need for an “AI-Robotics, Robotics-AI” translator is manifest. 
Luckily for this growing community, a first approximation to exactly such a trans- 
lator has recently been published: Thomas Dean and Michael Wellman’s Planning and 
Control. Essentially, Dean and Wellman have attempted to write a book that teaches AI 
people enough of the mathematics of control for them to understand, and profit from, 
the work done by roboticists and control engineers. At the same time, the book presents 
an overview of AI planning ideas, in a manner that lets an engineer understand what 
we have in mind. In short, this book fills a significant need in the growing “perception, 
planning, and robotics” area-one of the newer subfields in the AI arena. 
What’s in the book 
In their preface, Dean and Wellman explain that this text is a “tentative first step 
towards an integrated view of planning and control . . . a first approximation of the 
theory we were seeking” (p. ix), which covers ideas from “artificial intelligence, control 
theory, operations research and the decision sciences” (p. vii). The framework for tieing 
these areas together is presented in the first chapter, which discusses the issues involved 
in the control of dynamic, embedded systems. Such systems, for example a real robot 
interacting with a possibly changing world, are a real challenge both for traditional 
AI planning work and for control engineers. A number of examples of systems and 
situations which need such an integration of planning and control are presented. These 
examples are often presented in TEMPLOG, a Prolog-like language extended to include 
temporal reasoning, making them accessible to an AI audience. ’ The book also contains 
a large amount of mathematics and equations-it is not for the numerically shy reader. 
To really understand what this book is all about requires a realization of what the book 
is not about: This is not a general book on AI planning systems. From the title, some 
I I should note that a weakness of the book is that, as far as I can ascertain, TEMPLOG is only partially 
implemented and is not easily available even in the partial form. As such, one cannot actually experiment 
with the examples that are presented. 
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have assumed that the book presents an overview of the work in the planning community. 
However, in actuality the book is motivated by one specific (and important) aspect of 
AI planning systems-dynamic embedded systems (think of this as “robotic planning” 
for a more intuitive notion). An examination of the table of contents makes this quite 
clear. The chapters include: “Dynamics of Control”, “Temporal Reasoning”, “Design- 
ing Control Systems”, “Knowledge-Based Planning”, “Stochastic Control”, “Planning 
under Uncertainty”, “Controlling Inference”, “Learning”, and “Integrated Planning and 
Execution”. 
To get a feel for the sort of material in the book, consider what is covered in one of 
the chapters, Chapter 4, “Designing Control Systems”. This chapter starts with a section 
on “Basic issues” in which the authors lay out a simple problem-that of moving a robot 
through a set of city streets laid out in a rectangular grid. The authors use this example 
to explain control issues, in particular to provide an intuition behind the concepts of 
feedforward and feedback control, which are the bases of most modern work in control. 
Having defined these concepts, the authors can then offer problems that arise in control 
and present he known solutions (in the form of equations) for dealing with a number 
of situations. 
Sections 4.2-4.5 explain many of the basic ideas of “controllable” systems. Important 
concepts uch as “observability”, “ stability”, and “optimality” are introduced, and many 
of the basic theories of control are presented. These sections move very quickly into 
the math and theories and can be difficult going. The authors do not dwell on the sort 
of prosaic argumentation that one most often encounters in AI texts, rather they move 
quickly into the details. For example, one important property of controlled systems is 
“stability”. Informally speaking, a dynamic system is “asymptotically stable” if small 
disturbances and perturbations will not cause large changes in the system’s behavior. 
Dean and Wellman briefly present his intuition, and then move into a discussion of 
“stability in the sense of Lyapunov” and “asymptotic stability”. These ideas are presented 
directly through equations and theorems uch as 
Theorem 5 The system described by the state equation, 
jE= Ax(t) + h(t), 
is asymptotically stable if and only if all of the eigenvalues of the matrix A have 
negative real parts. (p. 124) 
quite different from the usual AI text, but critical if one is to talk with control engineers 
beyond a surface level. As should be clear from this theorem, however, your old college 
math is needed to really work through this stuff-time to review your multivariate 
calculus texts. Still, the main ideas can be gleaned without fully understanding the 
intricacies, and one can begin to appreciate the complexities inherent in proving that a 
controlled system is stable or that a control policy is optimal. 
These definitions in hand, the authors then take the reader into sections on feedback 
control and the computational issues in control. These sections include a number of 
simple control examples and a discussion of how processes are controlled via feedback 
from sensors. The mathematics of the previous four sections is now put aside, and 
computational issues take precedence. This discussion is one of the strongest in the 
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book and is absolutely crucial to the AI researcher who wants to communicate with 
his or her engineering colleagues. The issues presented, the examples shown, and the 
concepts covered are critical to an understanding of control. 
The chapter continues with a section on navigation and control, describing the use 
of potential fields in navigating around obstacles. 2 This chapter not only helps to show 
how the ideas in the previous sections are brought together, but also shows the strength 
of Dean and Wellman within these non-traditional areas for AI researchers. They present 
a coherent discussion of potential field computation (a difficult area in its own right) 
and, more importantly, provide a uniform treatment of navigation and control. Although 
these topics are extremely related, they are usually discussed separately in engineering 
texts; and the relation gets muddled. At the University of Maryland, for example, our 
top control researchers are in Electrical Engineering, while our main researchers in 
kinematics (critical to navigation) are in a separate Aerospace Engineering Department. 
Mobile robotics, however, requires understanding of both sorts of problems, and the 
treatment in this book is one of the most accessible discussions I’ve found. 
The final pages of the chapter provide a “further reading” section. While in many 
books these chapters simply mention a few texts or recent papers, in this book they 
provide crucial pointers. In this chapter, for example, the authors cite a number of useful 
(and well-known) papers that an AI researcher can read to get more of the engineering 
background; and they also cite a number of well-known AI papers that a control engineer 
might find useful. Not omitted, of course, are pointers into the literature that might not 
be as well known to either group-thus allowing the knowledgeable reader to further 
pursue the ideas presented in the chapter. 
This chapter is possibly the strongest in the book, but it is not atypical of the others. 
In choosing to describe one of the more engineering-oriented chapters, however, I may 
have given the impression that the AI ideas are not covered. This is not the case, 
as would have been demonstrated if I’d chosen to discuss, for example, Chapter 5, 
“Knowledge-Based Planning”. The subjects in this chapter include: plans and tasks, task 
reduction, planning for deadlines, conditional plans, planning and reaction, and goals 
and preferences. These are clearly more mainstream AI, and the presentation looks more 
like what one would find in an AI textbook. The ideas are not presented in full detail, 
just as the topics in Chapter 4 fill whole engineering textbooks; but enough is presented 
to give an engineer an idea of what AI people mean when they talk about planning. 
What’s right about this book 
Clearly, this book provides a lot of technical material and has a broad coverage of a 
number of issues not typically presented to the AI researcher. I’ve talked with a number 
of other people who have read the book, and we’ve all been very impressed with the 
breadth of the material and with the coverage of control. In fact, I suspect the thing 
* A discussion of potential-field-based navigation is well beyond this review, but the quick intuition is that 
you consider your robot to be like a charged particle moving through a field of attractive (goals) and repulsive 
(obstacle) forces. 
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that’s most right about the book is not the details of its technical material, but rather 
exactly this breadth of coverage. It helps makes it clear to us AI folks what the control 
engineers worry about (particularly their evaluation criteria for control solutions) and 
vice versa. 
An anecdote: for about three and a half years now, I’ve been trying to set up a joint 
research project with my colleague P.S. Krishnaprasad, a roboticist in the Electrical 
Engineering Department. We are both members of an interdisciplinary research institute, 
and have been under continuing pressure to forge joint research projects. Thus, the will 
was there. Unfortunately, for a long time we simply talked past each other. I could not 
understand why my roboticist friend was interested in the problems he kept presenting, 
or why he couldn’t see that the work I described was clearly important. He, of course, 
felt the reverse. 
The situation changed, however, during the past year. As I read Planning and Control, 
I asked my colleague to do the same. I learned that his concerns with potential field 
computations and imperfect sensors had a lot to do with the concerns of control engineers 
(as discussed previously in my description of Chapter 4) . He learned why I was 
concerned with reactive planning and long-term projection. We have reached the point 
where this term we jointly hired a graduate student, and our first journal paper is 
nearing completion. The Dean and Wellman book didn’t provide the solutions to the 
problems of concern to us, but it provided the backbone of communication we needed 
to communicate nough to do serious joint research. 
Another important aspect of the book, related to bridging the gulf between roboticist 
and AI researcher, is that it makes it much clearer to the AI researcher why the engineers 
insist on numbers and equations. The criteria for control systems are not only that “they 
work well”, but also that they can be proven to be stable and/or converge (essentially, 
that the behavior can be proven not to cause the system to go into states which are 
counterproductive or dangerous). The control engineer building a controller that must 
function within a nuclear plant not only wants to know that it will function well in 
typical situations, but also that the controller is unlikely to throw the plant into a 
dangerous tate. Ditto for the designer of an airplane wing, an industrial robot arm, a 
chemical process controller, a telephone network control system, etc., etc. Unfortunately, 
if symbolic AI systems have a weakness, it’s that we typically cannot prove such things: 
how do you show your theorem prover could never conclude that valve-17 should be 
opened past half way (unless certain other conditions hold) or that your expert system 
will never cause chemical flow to go beyond a certain threshold? Proving (as opposed 
to claiming) such things often requires an appeal to numbers and mathematical proof 
techniques. The Dean and Wellman book helps one to understand the techniques to use 
and, perhaps more importantly, why to do these things in the first place. 
To summarize, with AI researchers and robotic engineers focusing on different aspects 
of similar problems, using different evaluation criteria, and using similar language often 
to mean differing things, communication has often been difficult and embarrassingly 
full of errors. The Dean and Wellman book is an invaluable aid in helping to bridge 
translation barriers and to enable AI researchers to pursue robotics in a more serious 
way. In short, the book serves as a “Rosetta Stone” for translation between “robotic 
speak” and “AI talk”. 
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What’s wrong with this hook 
Let me be clear before I begin this section that I think this book is useful, important, 
and well worth your time. You should buy it, read it, and be excited by the new research 
directions that the book will enable you to pursue. That said, there are a number of 
problems with the volume, and I’d be remiss as a reviewer if I did not point them out. 
Perhaps the greatest problem in the book is that, although it discusses a number of 
different, and important, control theoretical issues, and also presents a nice overview of 
AI planning approaches, it fails to present a compelling overall framework for helping to 
integrate the ideas. The discussion of embedded dynamic systems, presented in the first 
chapter and followed throughout the book, makes an important start at providing such a 
framework, but there is still a lot more to be done. In this book a number of different 
topics are presented, and not enough effort is made to tie it all together. The sections on 
uncertainty and learning, for example, while relevant to many control problems, seem 
poorly integrated into the rest of the book. It is not clear how much of the detail one 
needs to know, what of value is to be taken from these chapters, and what other work it 
bears the most relation to. A short section on uncertain reasoning in AI, with a pointer 
into the literature on uncertainty and to Wellman’s thesis, would have sufficed, and 
would have kept the book more focused. Similarly, the learning section is somewhat 
uneven, and might have been forgone in favor of sections on (hierarchical) adaptive 
control, which might have fit into the overall framework better than some of the sections 
on AI learning techniques. The sections on path planning and other navigation issues 
are also presented more as separate problems than as part of an integrated whole. The 
book’s reader comes away with a lot of new knowledge, but lacking a firm framework 
to fit it on. 
Similarly, the lack of a framework makes it hard to know what topics that have been 
omitted might also be of importance-although the book uses robotic planning systems 
as an example in many cases, it contains a wealth of material on control and decision 
theory, but little, for example, on kinematics. When my colleagues discuss trying to use 
Kalman filters for handling nonlinear control of a chemical process, this book has helped 
me to understand what they meant. When they discuss developing models of smooth 
non-holonornic motion, the book is of little help. Yet, this is an issue that several of 
the people who work in AI and robotics have tackled (Brooks, Latombe, Arkin, etc.) 
so one might expect it to be there. While it would be unfair to expect a book to cover 
everything, the lack of structure makes it hard to guess which issues will be covered 
and which ones won’t. 
Another problem I had with the book results from the fact that Dean and Wellman are 
two of the better mathematicians in AI circles, while some of the rest of us (including 
me) are a bit rusty. The book presents complex equations unabashedly and right from 
the beginning. Perhaps it is my own failure that I can no longer solve complex partial 
differential equations this many years since my last math course, but at times I felt a 
more graceful touch would have been appreciated. More importantly, many of the control 
ideas presented in the book have relatively simple intuitions that would make it easier 
for one to understand the ideas without working through the math. After much work the 
reader can work backwards from the equations to understand what is happening, but the 
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intuitions behind the math are often omitted. To be fair to the authors, however, I will 
point out that they do provide a number of examples in the book, and do give the reader 
enough material to figure out what is going on. Still, again and again in this book I had 
to work quite hard to understand what was going on, when a little more guidance and 
intuition from the authors would have made my life easier (and the book much simpler 
to read). 
These two problems make the book hard going. These are definitely not reasons to 
avoid the book in one’s research life, but they do limit the book’s utility as a text. 
I’ve talked to several people who’ve attempted to use the book in classes, typically 
with mixed success. Where the professor had a broad background and could provide 
the intuitions and framework, the book was somewhat of a success (typically the best 
students in the class got a lot out of it, while the others were lost). In two cases where 
the professor had to work through the book with the students, it was felt that the class 
had lacked coherence and that even the best students felt lost. Those who approached 
the class as an advanced topics course focusing on mathematical AI and/or robotic 
control were satisfied. Those using the book in a “planning” seminar were uniformly 
disappointed. 
Thus to summarize, I ended the previous section comparing this book to the Rosetta 
Stone. By analogy, my summary of the book’s faults would have to be that at times it 
is more analogous to the Dead Sea Scrolls. That is, the book is missing some important 
sections, includes some parts that are well-nigh impossible to decipher, and assumes 
the reader shares certain knowledge and background with the authors. These things 
make this book extremely difficult going at times, and a number of sections beg for 
improvement. Still, the material contained in the book exposes the determined reader to 
important and interesting new areas-assuming he or she is willing to put the effort into 
understanding the details of the text. 
Summary 
As should be clear by now, this book stresses certain aspects of planning research, 
while relegating others to the sidelines. This makes the coverage of the book significantly 
different than that of other recent publications in the AI planning area. For example, 
very little is presented on the sort of systems and formalizations of the “classical AI 
planning paradigm” (as in the collection Readings in Planning [ 1 ] or Wilkins’ Practical 
Planning [ 31) or to reasoning about actions and plans (as in Allen et al’s Reasoning 
about Plans [ 21) . Instead, this book really concentrates on robotic planning and control; 
and, as long as that is what the reader is looking for, he or she will not be disappointed. 
If, on the other hand, the reader is looking for an overview of traditional AI planning 
work, then these other references may be more appropriate. 
However, that said, I think this book is an important one. It’s hard for me to remember 
how I faked it with my engineering colleagues before reading this book; and while I still 
cannot claim to be “up” on my control and decision theory, I can now follow research 
papers, work cooperatively with engineering colleagues, and know where to look for 
reference pointers when dealing with those of my graduate students involved with my 
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robotics and control efforts. Let me be clear, I’m still a hardcore AI type; but this book 
has been a tremendous help as I’ve been attempting to make a connection between my 
AI work and many of the real-world control and robotics problems that arise in the 
interdisciplinary aspects of many of the problems I’m now examining. The book is well 
worth reading, and I recommend it highly, especially to those prepared to put in the 
time and effort required to really understand the material. 
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