Spectrum of Cayley graphs on the symmetric group generated by
  transpositions by Krakovski, Roi & Mohar, Bojan
ar
X
iv
:1
20
1.
21
67
v2
  [
ma
th.
CO
]  
29
 A
pr
 20
12
Spectrum of Cayley graphs on the symmetric group
generated by transpositions
Roi Krakovski∗
Department of Mathematics
Simon Fraser University
Burnaby, B.C. V5A 1S6
Bojan Mohar† ‡
Department of Mathematics
Simon Fraser University
Burnaby, B.C. V5A 1S6
November 26, 2018
Abstract
For an integer n ≥ 2, let Xn be the Cayley graph on the symmetric
group Sn generated by the set of transpositions {(1 2), (1 3), . . . , (1 n)}.
It is shown that the spectrum of Xn contains all integers from −(n−1)
to n− 1 (except 0 if n = 2 or n = 3).
1 Introduction
For a graph X, the spectrum of X is the spectrum of its adjacency matrix.
For a group G and a subset T ⊆ G, the Cayley graph of G generated by T ,
denoted by X(G,T ), is the graph with vertex set G and an edge (g, tg) for
each g ∈ G and t ∈ T . If T is inverse-closed, then X(G,T ) is an undirected
graph, which we will assume henceforth.
In this paper we are interested in the spectrum of the Cayley graph
X(Sn, Tn), where n ≥ 2 is an integer, Sn is the symmetric group and Tn :=
{(1 2), (1 3), . . . , (1 n)} ⊆ Sn. Friedman [3] proved that if T
′
n ⊆ Sn is any set
of n − 1 transpositions and T ′n 6= Tn (up to conjugacy) then the spectrum
of X(Sn, T
′
n) is never integral. Abdollahi and Vatandoost [1] conjectured
that spectrum of X(Sn, Tn) is integral, and contains all integers in the range
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from −(n−1) to n−1 (with the sole exception that when n ≤ 3, zero is not
an eigenvalue of X(Sn, Tn)). Using a computer, the conjecture was verified
for n ≤ 6. In this paper we prove the second part of the conjecture.
Theorem 1. Let n ≥ 2 be an integer and let Tn = {(1 2), (1 3), . . . , (1 n)} ⊆
Sn. For each integer 1 ≤ ℓ ≤ n−1, ±(n−ℓ) are eigenvalues of X(Sn, Tn) with
multiplicity at least
(
n−2
ℓ−1
)
. If n ≥ 4, then 0 is an eigenvalue of X(Sn, Tn)
with multiplicity at least
(
n−1
2
)
.
Note that ±(n − 1) is a simple eigenvalue of X(Sn, Tn) since the graph
is (n− 1)-regular, bipartite, and connected.
2 Partial permutation graphs
In this section we introduce a family of graphs, called partial permutation
graphs. Let d and n be positive integers such that 1 ≤ d ≤ n. Let Sd,n be
the set of all d-tuples with entries from the set [n] = {1, . . . , n} having no
repeated entries, that is,
Sd,n = {(a1, . . . , ad) | a1, . . . , ad ∈ [n] and ai 6= aj for 1 ≤ i < j ≤ d}.
The partial permutation graph P (d, n) is defined as follows. Its vertex set is
Sd,n, and two d-tuples are adjacent if and only if they differ in exactly one
coordinate. The following lemma, whose proof is straightforward, lists some
basic properties of P (d, n).
Lemma 2. Let d and n be positive integers such that 1 ≤ d ≤ n. Then
P (d, n) satisfies the following properties:
(i) |V (P (d, n))| = n!(n−d)! .
(ii) The graph P (d, n) is d(n− d)-regular.
(iii) The cardinality of every maximal clique in P (d, n) is n− d+ 1.
Next we show that X(Sn, Tn) is a partial permutation graph.
Lemma 3. Let n ≥ 2 be an integer. Then P (n − 1, n) is isomorphic to
X(Sn, Tn). In particular, P (n− 1, n) is bipartite.
Proof. Set P := P (n−1, n) and X := X(Sn, Tn). For an n-tuple (c1, . . . , cn)
of pairwise distinct elements of [n], let π(c1,...,cn) ∈ Sn be the permutation
defined by π(c1,...,cn)(cj) = j (j = 1, . . . , n).
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Let φ : V (P ) → V (X) be the mapping defined by φ((a1, . . . , an−1)) =
π(a0,a1,...,an−1), where {a0} = [n]\{a1, . . . , an−1}. We claim that φ is a graph
isomorphism. Clearly, φ is bijective. It remains to show that p1p2 ∈ E(P )
if and only if φ(p1)φ(p2) ∈ E(X).
Suppose p1p2 ∈ E(P ). Let p1 = (a1, . . . , an−1) and p2 = (b1, . . . , bn−1).
Let 1 ≤ ℓ ≤ n − 1 so that p1 and p2 differ in the ℓth coordinate (since
p1p2 ∈ E(P ), ℓ exists and it is unique). By definition of φ, we have
φ(p1) = (bℓ, a1, . . . , an−1) and φ(p2) = (aℓ, a1, . . . , aℓ−1, bℓ, aℓ+1, . . . , an−1).
Then φ(p1) = σ · π(aℓ,a1,...,aℓ−1,bℓ,aℓ+1,...,an−1) = σ · φ(p2), where σ ∈ Sn is the
transposition (1 ℓ+ 1), hence φ(p1)φ(p2) ∈ E(X).
For the converse, observe that if p1p2 /∈ E(P ), then φ(p1) and φ(p2) differ
in at least two coordinates that are different from the first coordinate. Hence,
φ(p1) 6= σ · φ(p2) for any transpositions σ of the form (1 i) (1 < i ≤ n).
For integers 1 ≤ d < n, let I(n, d) be the set of all subsets of [n] of
cardinality d + 1. For I ∈ I(n, d), let AI be the set of all d-tuples (with
no repetitions) with entries from the set I. Note that |I(n, d)| =
(
n
d+1
)
and
|AI | = (d+ 1)!. Let A(n, d) := {AI | I ∈ I(n, d)}.
For A ⊆ A(n, d), we say that a d-tuple t is unique with respect to A, if
there exists A ∈ A, such that t ∈ A but t /∈ A′, for every A′ ∈ A\A. We say
that A is independent, if every subset of A has (at least one) unique d-tuple.
With this notation we have the following.
Lemma 4. There exists an independent set A ⊆ A(n, d) of cardinality(
n−1
d
)
.
Proof. We proceed by induction on n+d. If d = 1, letA = {A{1,2}, A{1,3}, . . . ,
A{1,n}}. Note that {1, i} ∈ I(n, 1) and A{1,i} = {(1), (i)}, for i = 2, . . . , n.
Clearly, A is an independent set of cardinality n−1 and the claim follows. If
d = n−1, then |I(n, n−1)| = 1, and the claim follows with A = {A{1,...,n}}.
We may assume that d ≥ 2 and n ≥ d + 2. Let A∗(n, d) = A(n, d) \
A(n − 1, d). By the induction hypothesis, there exists an independent set
A1 ⊆ A(n− 1, d) of cardinality
(
n−2
d
)
. Next we claim that
(1) there exists an independent set A2 ⊆ A
∗(n, d) of cardinality
(
n−2
d−1
)
,
such that for every subset A′2 ⊆ A2 there is a unique d-tuple with
respect to A′2, such that one of its entries contains the value n.
To prove (1), let φ : A∗(n, d)→ A(n− 1, d − 1) be a mapping defined by
φ(AI) = AI\{n}
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where I ∈ I(n, d) and n ∈ I.
Clearly, φ is bijective. By the induction hypothesis, there is an indepen-
dent set A′ ⊆ A(n − 1, d − 1) of cardinality
(
n−2
d−1
)
. It is easily seen that
A2 := φ
−1(A′) is an independent set in A∗(n, d) with desired property. This
proves (1).
By definition, A1 and A2 are disjoint, hence |A| = |A1|+ |A2| =
(
n−2
d
)
+(
n−2
d−1
)
=
(
n−1
d
)
. To conclude the proof it remains to show that A = A1∪A2 ⊆
A(n, d) is an independent set.
Let A′ ⊆ A. We will show that A′ has a unique d-tuple. This is trivially
true if A′ ⊆ A1. Hence, we may assume that A2 ∩ A
′ 6= ∅. Let t be the
unique d-tuple with respect to A2 ∩ A
′ ⊆ A2 as exists by (1). Then, one of
the entries of t contains the value n. The uniqueness of t with respect to A′
follows since t is unique with respect to A2 and for each A ∈ A1, no d-tuple
of A has an entry with value n. This concludes the proof.
Lemma 5. Let 1 ≤ d < n be integers and let X = P (d, n). Then there exists
a family FX of functions, each with domain V (X) and range {−1, 0, 1}, such
that the following holds:
(i) {−1, 1} ⊆ Im(φ), for every φ ∈ FX .
(ii)
∑
v∈V (K) φ(v) = 0, for every φ ∈ FX and every maximal clique K.
(iii) If we view each φ as a vector in RV (X), then FX contains a linearly
independent set of cardinality
(
n−1
d
)
.
Proof. Consider AI ∈ A(n, d), for some I ∈ I(n, d). Since each element of
AI is a d-tuple, we can view AI as a subset of V (X). Then, X[AI ] ⊆ X (the
subgraph of X induced on the vertex set AI) is isomorphic to P (d, d + 1).
By Lemma 3, X[AI ] is bipartite. Let A
1
I , A
2
I ⊆ AI (A
1
I ∪ A
2
I = AI) be the
corresponding bipartition. Let φI : V (X)→ {−1, 0, 1} be defined by
φI(v) =


−1, v ∈ A1I ,
1, v ∈ A2I ,
0, v ∈ V (X) \ AI .
Let FX := {φI | I ∈ I(n, d)}. We will show that FX satisfies (i)–
(iii). Property (i) is satisfied trivially, since for every I ∈ I(n, d), X[AI ] is
bipartite with at least one edge.
For (ii) we argue as follows. We may assume that n ≥ d + 2, for if
n = d + 1 then X[AI ] is isomorphic to X (since then AI = V (X)) and φI
4
satisfies (ii) as required. Let K ⊆ V (X) be a maximal clique in X. Since
n ≥ d+ 2, every edge of X is contained in a clique of size at least 3, and so
|K| ≥ 3. Since X[AI ] is bipartite, |K ∩AI | ≤ 2. We claim that
(1) |K ∩AI | 6= 1.
To prove (1), suppose to the contrary that |K ∩ AI | = 1. Let v ∈ K ∩
AI . Let a ∈ I be such that a does not appear in the d-tuple v (a exists
since |I| = d + 1). Since K is a clique, the d-tuples in K agree on exactly
d− 1 coordinates and pairwise differ in exactly one coordinate, say the jth
coordinate (1 ≤ j ≤ d). Now consider the d-tuple y, obtained from v by
changing its jth entry to a. Clearly y has no repetitions, y 6= v, and since
K is maximal, y ∈ V (K). But by the definition of AI , y ∈ AI . Hence,
|K ∩AI | ≥ 2; a contradiction. This proves (1).
By (1) and since |K∩AI | ≤ 2, we have either |K∩AI | = 0 or |K∩AI | = 2.
In both cases φI satisfies the equation in (ii), thus (ii) holds.
Finally, part (iii) is a consequence of Lemma 4. First, we take a sub-
set A ⊆ A(n, d) of cardinality
(
n−1
d
)
which is independent in the sense of
Lemma 4. Next, we consider the functions in {φI | AI ∈ A}. The existence
of unique d-tuples shows that for each φI , there is a d-tuple a such that
φI(a) 6= 0, but φJ(a) = 0 for every AJ ∈ A \ {AI}. Thus we have a linearly
independent set in FX of cardinality
(
n−1
d
)
.
3 Proof of the main result
Let G be a group, H ≤ G a subgroup of G and T ⊆ G. The Schreier
coset graph on G/H generated by T is the graph X = X(G,H, T ) with
V (X) = G/H = {gH : g ∈ G}, the set of left cosets of H, and there is an
edge (gH, tgH) for each coset gH and each t ∈ T . If T is inverse-closed, then
X is an undirected multigraph (possibly with loops). Note that if 1G is the
identity element of G, then X(G, {1G}, T ) = X(G,T ) is the Cayley graph
on G generated by T . The following lemma is well-known, see, e.g. [3].
Lemma 6. Let G be a group, T an inverse-closed subset of G, and H ≤
K ≤ G. If λ ∈ R is an eigenvalue of X(G,K, T ) of multiplicity p, then λ is
an eigenvalue of X(G,H, T ) of multiplicity at least p.
The following lemma is straightforward.
Lemma 7. For 1 ≤ k ≤ n − 1, let S′n−k be the subgroup of Sn contain-
ing all permutations fixing the elements n − k + 1, . . . , n. For each k-tuple
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(i1, . . . , ik) ∈ [n]
k, where i1, . . . , ik are pairwise distinct, let σ(i1,...,ik) ∈ Sn
be a permutation so that σ(i1,...,ik)(n − j + 1) = ij , for j = 1, . . . , k. Let
Z := {σ(i1,...,ik) : i1, . . . , ik are pairwise distinct}. Then, Sn is a disjoint
union of all left cosets zS′n−k, z ∈ Z.
Let X[k] be the Schreier coset graphX(Sn, S
′
n−k, T ), where 1 ≤ k ≤ n−1
and T ⊆ Sn is inverse-closed. By Lemma 7, we see that X[k] is isomorphic
to the graph whose vertex set V (X[k]) is the set of all k-tuples (with no
repetition) from the set [n], in which a k-tuple (i1, . . . , ik) is adjacent to
(t(i1), . . . , t(ik)), for each t ∈ T . (This was also observed by Bacher in [2].)
Note that elements of T may give rise to multiple edges and loops in X[k].
Now suppose T = {(1 2), (1 3), . . . , (1 n)}. Let V1 ⊆ V (X[k]) be the set
of k-tuples containing the value 1. Let V1 := V (X[k]) \ V1. The following
lemma is easily verified.
Lemma 8. Let V1, V1 be the partition of X[k] defined above. Then the
following holds:
(i) No two distinct vertices of V1 are adjacent in X[k].
(ii) Every v ∈ V1 has n− k − 1 self-loops and k neighbors in V1.
(iii) Let u ∈ V1. Then u is adjacent in X[k] to exactly n − k vertices in
V1, that are obtained from u be replacing the entry 1 with a number
different from the k entries of u.
Lemma 9. Let 1 ≤ k ≤ n−2. Then n−k−1 is an eigenvalue of X[k] with
multiplicity at least
(
n−2
k
)
.
Proof. Let X[k] = (V [k], E[k]) and let V1 and V1 be as above. We construct
the following auxiliary graph G. The vertex set of G is V1, and two vertices
u, v ∈ V1 are adjacent if and only if v 6= u and there exists w ∈ V1 such
that wu,wv ∈ E[k]. Clearly, if vu ∈ E(G) then v and u differ in exactly one
coordinate. Hence, G is isomorphic to P (k, n − 1). Note that n − 1 comes
from the fact that the value 1 does not appear in any of the vertices of V1.
Observe that k < n− 1, so P (k, n − 1) is defined.
Let FG be the set of functions φ : V1 → {−1, 0, 1} satisfying the proper-
ties stated in Lemma 5, and let F ⊆ FG be a linearly independent set in FG
of cardinality
(
n−2
k
)
, whose existence is given by Lemma 5(iii).
For each φ ∈ F , let φ′ : V [k] → {0, 1,−1} be an extension of φ to V [k]
defined by:
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φ′(v) =
{
φ(v), v ∈ V1,
0, v ∈ V1.
To conclude the proof, it suffices to show that for every φ ∈ FG , φ
′ is an
eigenvector of X[k] with eigenvalue n−k−1, since FG is an independent set.
This task is equivalent to verifying that, for every v ∈ V [k], the following
eigenvalue equation holds:
(n− k − 1)φ′(v) =
∑
vu∈E[k]
φ′(u) (1)
where the sum is over all edges of E[k] incident with v including possible
self-loops. Recall that V [k] = V1 ∪ V1. If v ∈ V1, then by Lemma 8 (i) and
(ii), the only edges contributing non-zero values to the right hand side of
(1) are the n− k− 1 self-loops at v. Hence (1) holds in this case. If v ∈ V1,
then the left hand side of (1) is equal to 0. Now, by the definition of φ′, the
only edges contributing non-zero values to the right hand side of (1) are the
edges vu, where u ∈ V1. By Lemma 8 (iii), v has precisely n − k neighbors
in V1, and they form a clique K in G of cardinality n − k. By Lemma 2,
K is a clique of maximum cardinality in G (recall that G is isomorphic to
P (k, n − 1)). By Lemma 5 (ii), the sum of the φ′-values of the vertices of
every maximum clique is zero and thus (1) holds in this case as well.
The proof of the main result follows at once.
Proof of Theorem 1 (for non-zero eigenvalues). SinceG = X(Sn, Tn) is (n−
1)-regular, n − 1 is an eigenvalue of G of multiplicity 1. Lemma 9 implies
that for 1 ≤ k ≤ n − 2, n − k − 1 is an eigenvalue of X[k] with multiplic-
ity at least
(
n−2
k
)
, and hence by Lemma 6 also of G. The same conclusion
holds for the negative values since G is bipartite, and hence the spectrum is
symmetric with respect to 0.
4 Eigenvalue zero
In this section we prove that 0 is an eigenvalue of X(Sn, Tn) of multiplicity
at least
(
n−2
2
)
.
Let K(2, n) be the graph on vertex set S2,n (all pairs of distinct elements
from [n]). Two such pairs are adjacent if and only if either they have the
same second coordinate, or they are transpose of each other (one is obtained
from the other by interchanging the coordinates).
7
Proposition 10. The Cayley graph X(Sn, Tn) is a cover over K(2, n).
Proof. For (i, j) ∈ S2,n, let Uij = {π ∈ Sn | π(i) = 1 and π(j) = n}.
Consider the mapping p : Sn → S2,n defined as p(π) = (i, j) if π ∈ Uij .
We claim that p is a covering projection X = X(Sn, Tn) → K(2, n). Since
both graphs are regular of degree n− 1, it suffices to see that every π ∈ Uij
is adjacent in X to a permutation in Ulj for each l ∈ [n] \ {i, j} and is
adjacent to a permutation in Uji. This is confirmed below. Clearly, if
t = π(l), where l 6= i, j, then t 6= 1, n and (1 t)π(l) = 1 and (1 t)π(j) = n.
Thus π′ = (1 t)π ∈ Ulj . Similarly, (1n)π(j) = 1 and (1n)π(i) = n. Thus
π′ = (1n)π ∈ Uji. This completes the proof since in each case, π
′ is a
neighbor of π in X.
The following corollary provides the missing evidence for the completion
of the proof of Theorem 1.
Proposition 11. If n ≥ 4, then zero is an eigenvalue of K(2, n) and hence
also of X(Sn, Tn) of multiplicity at least
(
n−1
2
)
.
Proof. It is well known that eigenvalues of the base graph are also eigenvalues
of the cover. By Proposition 10, it suffices to show that 0 is an eigenvalue
of K(2, n) with multiplicity at least
(
n−1
2
)
.
Let A,B ⊂ [n] be disjoint subsets of [n], where |A| ≥ 2 and |B| ≥ 2. For
i ∈ [n], let αi and βi be real numbers so that αi 6= 0 for i ∈ A, αi = 0 for
i /∈ A, βi 6= 0 for i ∈ B, and βi = 0 for i /∈ B, such that
∑n
i=1 αi = 0 and∑n
j=1 βj = 0. Finally, for each (i, j) ∈ S2,n, define
xij = αiβj + αjβi. (2)
Observe that xij = xji and xii = 0 for any i, j ∈ [n].
We claim that x = (xij) is an eigenvector for eigenvalue 0 in K(2, n). To
see this, we have to show that the sum s of the values on all neighbors of
(i, j) in K(2, n) is zero. But this is easy to see:
s = xji +
∑
l 6=i,j
xlj =
n∑
l=1
xlj =
n∑
l=1
(αlβj + αjβl) = βj
n∑
i=1
αl + αj
n∑
i=1
βl = 0.
The eigenvectors (xij) for eigenvalue 0 as defined above span a subspace
of dimension at least
(
n−1
2
)
. The proof is by induction on n. For n = 4,
consider partitions A∪B of {1, 2, 3, 4}, where A = {1, 4}, A = {2, 4}, or A =
{3, 4} (respectively), and B = [4] \A. They give three linearly independent
vectors. To see this, note that each of the corresponding eigenvectors defined
8
by (2) has a non-zero value where the other two have value zero. For n ≥ 5,
consider
(
n−2
2
)
independent vectors obtained by taking subsetsA,B of [n−1].
They all have coordinate 0 for every (i, n) (1 ≤ i < n). Finally, we can add
n − 2 other eigenvectors that have precisely one non-zero coordinate (k, n)
for k ∈ {1, . . . , n− 2}: for the kth one, take A = {1, n} and B = {k, n− 1},
except for k = 1, when A = {n− 1, n} and B = {1, n− 1}). All together we
have
(
n−2
2
)
+ n− 2 =
(
n−1
2
)
independent eigenvectors.
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