Abstract. In this paper we describe a framework that supports the dynamic configuration, adaptation and monitoring of systems that need to guarantee specific security and dependability (S&D) properties whilst operating in distributed settings. The framework is based on patterns providing abstract specifications of implementation solutions that can be used by systems in order to achieve specific S&D properties. The focus herein will be on the monitoring aspects of the framework which allow it to adapt to violations of the S&D requirements and changes to the current context.
Introduction
Ensuring security and dependability in systems which operate in highly distributed environments and frequently changing contexts (e.g. changing networks and system deployment infrastructures), whilst maintaining system interoperability and adaptability, is one of the major challenges of current research in the area of security and dependability [1] , where systems need to adapt to dynamic changes in their context. This necessitates the incorporation of mechanisms that can monitor a system's operation and report violations of S&D requirements that would require the deployment of alternative S&D mechanisms.
In this paper, we present a framework that is being developed as part of the European research project SERENITY 1 to address the above challenges. This framework is driven by S&D patterns which specify reusable architectural solutions for S&D requirements, the contextual conditions under which these solutions are applicable, and rules that need to be monitored at run-time to ensure that the implementation of the pattern behaves correctly. The framework is responsible for selecting the patterns which are appropriate for fulfilling the S&D requirements of a system in specific operational contexts, as well as, activating and integrating the implementations of these patterns with the system at runtime. The framework can also monitor the execution of the system and the implementations of the S&D patterns, and take corrective actions if a violation of rules or contextual conditions of the patterns is identified.
The general architecture and functions of this framework have been introduced in [2] . Our focus in this paper is to describe the support that the framework provides for system monitoring at run time and present the use of the S&D patterns in monitoring and the mechanisms that the framework incorporates to support this activity. The rest of this paper is structured as follows. In section 2, we present an example of a system which will be used throughout the paper to illustrate the operations of the framework. In section 3, we present the general architecture of the framework and discuss the S&D patterns and other artefacts which are deployed during monitoring. In section 4, we discuss the monitoring life cycle that is realised by the framework and how it is driven by the dynamic selection, activation and deactivation of S&D patterns. In section 5, we overview related work and, finally, in section 6 we give some concluding remarks and outline plans for future work. The system that we use to illustrate the function of the S&D framework that we describe in this paper is an e-healthcare system whose objective is to support the monitoring, assistance, and provision of medication to patients who have been discharged from hospitals with critical medical conditions [3] . In an operational scenario of this system, a patient does not feel well and sends through his patient e-health terminal (PHT) a request for assistance to the emergency response centre (ERC). To establish the cause of the problem, ERC retrieves the patient's medical record from its internal database. From this record, ERC establishes that the patient's doctor is on vacation and contacts an alternative doctor D whose expertise matches with the expertise of the patient's doctor. Doctor D receives this message on her doctor e-health terminal (DHT) and replies immediately. ERC verifies D's identity and sends the patient's medical data to DHT. D creates an electronic prescription on her DHT, sends it to ERC, which subsequently forwards it to the pharmacy system (PhS) that is closest to the patient's location. The pharmacy delivers the medicines to the patient, and PhS confirms the dispatch to the ERC. The generic architecture of the S&D framework is shown in Fig. 2 . The S&D configurator accepts as input the S&D configuration of an external system and the S&D properties that this system wants to realise. Then the S&D configurator selects an S&D pattern which can provide the required S&D properties and also selects a concrete implementation of this S&D pattern which is applicable in the particular setting. Then the S&D configurator sends the rules that need to be monitored for the specific pattern and implementation to the monitoring engine, and activates the implementation.
Motivating Example
The monitoring engine (ME) gets the rules that should be monitored and starts the monitoring activity. During this activity, the engine gets events concerning the state of the external system and the selected implementation from event captors and sends notifications of violations of monitoring rules to the S&D configurator. S&D implementations include operational runtime components that can be used to realise the S&D properties of the pattern that they are associated with. They also include event captors which provide the events required for checking the monitoring rules of the S&D patterns. S&D implementations are activated and deactivated dynamically by the S&D configurator through different mechanisms depending on their type.
The Basic Artefacts
Requirements and Properties S&D requirements of systems are expressed as S&D properties which need to hold. More specifically, a system provides the framework with a configuration file specifying: (i) the required S&D properties, (ii) the part of the system's architecture that each property relates to, and (iii) the attack/fault model (afm -itself expressed as an S&D property) under which the property should be guaranteed, in an assume-guarantee type of reasoning: afm a ⇒ prop b . Using (i)-(iii), the S&D framework can select an appropriate pattern for the relevant property.
The properties and attack/fault models are represented abstractly as keywords and their interdependencies as implications, e.g., prop a ⇒ prop b . By doing so, it is easy to dynamically check whether the assumed attack/fault model is more constrained than that of a pattern, i.e., afm sys ⇒ afm pat , and whether the property required by the system is weaker than the property provided by the pattern, i.e., prop pat ⇒ prop sys .
Patterns A simplified 2 example of an S&D pattern (I&C) is shown in Fig. 3 . I&C provides two properties, integrity and confidentiality, under any attack model. It contains monitoring rules for verifying the properties at runtime, assumptions which provide extra information about the system behaviour, and contextual conditions under which the pattern is applicable. Relation RequiresRule pat helps determine the subset of rules which should be monitored, to avoid wasting resources if we do not need all properties, while relation DependsOn pat indicates which assumptions should be used when particular rules need to be monitored. Finally, the pattern contains an architectural description of the offered solution, which describes its components, i.e., what the pattern provides for realising the solution, the parameters, i.e., partially unknown components of the system which will use the pattern, and the connectors which link these together (shown as arrows).
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RequiresRule pat {(Integrity, Rule1), (Confidentiality, Rule2), (Confidentiality, Rule3), (Integrity, CC1)} DependsOn pat {(Rule3, Assumption 1 )} Fig. 3 . A simplified pattern example of integrity and confidentiality Rules, context conditions and assumptions are specified in Event Calculus (EC) [5] . An event e(ID, sender , receiver , status, operation, source), provides us with its source, that is the component from which the occurrence of the operation has been captured (may be different from either sender or receiver ), and their status, that is whether the operation is a request (REQ) or a response (RES ). Fluents are represented as relations between objects of the general form:
Rule 1 in the I&C pattern describes an integrity constraint, where for each response to an operation call that P 1 receives from Filter , there should be a matching earlier call of this operation that was sent from P 1 to Filter . Rule 2 checks the (bounded) availability of Encrypt 1 , by asking that Filter should respond to an operation X within T time units. Rule 3 checks if the recipient P 2 of any message X from Encrypt 1 is authorised by P 1 to receive messages at the time of dispatch of X. Finally, the context condition (CC 1 ) examines the validity of the certificate of the pattern every time that an operation is called on/by Filter . If the certificate has been revoked between any of these points, then the pattern is no longer applicable and must be deactivated.
The Monitoring Lifecycle
The typical operational scenario of the S&D framework involves: (i) the selection of a pattern that can provide the properties required by a system, (ii) the activation of an appropriate implementation for it and the monitoring of the pattern rules, and, (iii) the deactivation of the pattern if it is no longer relevant to the external system of concern or cannot be applied in the current context. In the following, we describe how the S&D framework performs these activities.
Selection of Patterns
Based on the system S&D configuration file, the S&D framework searches its pattern repository, to identify patterns which offer the required properties (RProp j ), given the specific attack/fault models (AFM i ). More specifically, it computes the TolerableAttacks = {afm : AFM i ⇒ afm} and ProvidedProperties = {prop : prop ⇒ RProp j } and uses these to find the CandidatePatterns, which provide the property afm ⇒ prop. Then the framework finds the RealisableCandidates which have currently applicable implementations. At this stage, extra constraints specified by the system configuration are used to sort the set of realisable candidate patterns with respect to how closely they match the user's criteria, e.g. the maximum cost of the provided implementation, the identity of its provider, etc. Then, the closest match is considered for the most difficult part of the search, i.e., selecting a pattern which is architecturally compatible with the system. The problem of architectural compatibility is ensuring that the system components which require a property will be correctly assigned to the parameters of the pattern. This architectural match is performed through architectural unification [6] . The selection process ends when the S&D framework has found an architecturally compatible pattern in the ordered set of RealisableCandidates. In reference to the example of Fig. 1 , we will assume that the configurator has selected the pattern of Fig. 3 as a realisable candidate pattern, using the substitutions {P 1 → ERC, P 2 → DHT, X → assist(· · ·)}, where assist(· · ·) is the operation that the ERC is calling on the DHT.
Activation of Patterns
The activation of patterns by the S&D framework has two major steps with respect to monitoring: (1) the activation of monitoring rules by the monitoring engine, and (2) the attachment of the event collectors to the system/pattern components in order to generate the events required for monitoring.
The activation of monitoring rules happens according to the following steps, using the information that the I&C pattern has been selected for both its properties SelectedFor pat = {(Confidentiality, Integrity)}:
Computations Results
Once the monitoring rules of the selected pattern have been instantiated and activated, the event collectors of the respective S&D implementation are activated. This process uses ActiveRules pat :
Computations
Results/Comments
Filter (for all events) Find the event collectors for each event e: CollectedBy imp (SourceOf pat (e), e)
From the the configuration of the selected S&D implementation
The monitoring engine checks the activated monitoring rules as described in [7] . If a rule is violated, the engine logs the violation and performs the control action which was specified in the system configuration, if any, to notify the system. If the violated rule is part of the pattern's context conditions, then the framework configurator is notified in order to deactivate the pattern and replace it with a new one.
Deactivation of patterns When a context condition is violated or when the S&D requirements change, e.g., due to legal reasons, then the pattern needs to be deactivated and replaced by another. Replacing a pattern entails the deactivation of the monitoring rules and assumptions, the detachment of the event collectors which collect the events for these rules and the deactivation of its implementation. Even though the ActiveRules pat are easy to deactivate, event collectors should only be deactivated if they are not also being used by other implementations. Therefore, the S&D configurator needs to identify the collectors which are used exclusively by the current pattern and deactivated these only.
Related Work
The objective of the framework that we present in this paper is two-fold: (a) to provide runtime support to external systems for the realisation of specific S&D properties, presented in more detail in [2] , and (b) to monitor the effectiveness and adequacy of the support that it provides in specific operational contexts. The approach that we advocate for (b) is related to security monitoring systems, which can be distinguished into firewalls and intrusion detection systems [8, 9] , intrusion prevention systems [10, 11] , and access control systems [12, 13] . Firewalls control access on packets entering or leaving local networks to protect them from external networks, thus do not consider the application layer and cannot protect against internal threats or monitor general security properties. Intrusion detection systems also aim to detect attacks at the network layer based on models of expected user/system behaviour but do not always have the control capability to prevent attacks. A combination of attack detection and prevention capabilities is provided by intrusion prevention systems. Access control systems aim to restrict access to sensitive information based on pre-assigned rights for accessing specific information objects to different subjects (e.g. system component), the requester's role in an organisation (role based access control systems), or access policies combining credentials of users with the context of the system (context based access control ). Such systems can monitor information access but not other, more general, properties which are supported by our approach. Furthermore, they cannot adapt and integrate complex security solutions to running systems [1] .
Our approach also relates to general purpose runtime monitoring systems, which focus on the verification of program behaviour against properties specified at some temporal logic or on requirements monitoring, e.g. [14, 15] . Many of the former systems focus on runtime verification of Java code [16, 17] where events record changes of internal program variable values and/or invocations and returns of program methods. The latter systems express requirements in some high level formal specification language and subsequently assume the refinement and mapping of these requirements onto patterns of events whose occurrence would indicate their violation at run-time. This transformation is the responsibility of system providers, e.g. [14] .
The framework that we present in this paper can support the monitoring of general properties for software systems including security properties [18] . Its main difference from existing work is that monitoring is driven by S&D patterns which define the rules that should be monitored at different stages and contexts of a system's operation, in order to ensure specific security properties. Furthermore, the generation of events in this framework is performed by pattern implementations and thus there is no need for explicit code instrumentation or developing other types of event emission methods.
Conclusions
In this paper, we described the monitoring-related aspects of a framework [2] that supports the dynamic configuration, adaptation and monitoring of systems that need to guarantee specific security and dependability properties whilst operating in distributed settings. The framework is based on patterns [4] providing specifications of implementation solutions that can be used by systems in order to achieve specific security and dependability properties. Patterns identify contextual conditions which need to hold in order to guarantee the effectiveness of the solutions that they describe, and rules that should be monitored at runtime to check that these conditions are satisfied and the offered solutions do indeed comply with the required security and dependability properties.
Based on the security and the dependability properties which are required by external systems, the framework can automatically select patterns and concrete implementations, integrate them with the system, and monitor the behaviour of the integrated entity to check the effectiveness of the adopted solutions in it. The framework can also take certain control actions when there are runtime violations of the monitored rules. These actions may include the selection and activation of other patterns if the current ones fail to meet the requirements, the activation of additional monitoring activities, and the suspension of the system's operation.
Currently, we are working on the introduction of mechanisms for detecting potential threats to S&D requirements and the provision of detailed diagnostic information for the detected violations of the S&D pattern rules and contextual conditions. We are also looking onto mechanisms for the effective distribution of rules onto different monitors in order to optimise the monitoring performance of the framework.
