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Earth’s current biodiversity crisis is now considered a true mass extinction event, with species 
level extinction rates well above background rates and population level extinction rates orders of 
magnitude more common that species extinctions. There are many threats driving this loss of 
biodiversity. How each threat impacts the viability of a species is highly context dependent, but 
all are anthropogenic in origin and so as the human population continues to increase, so too will 
the pressure of these threats on our natural systems. Ultimately, how much a threat decreases the 
viability of a species depends on how that threat influences a species’ demographic vital rates 
and population sizes. Therefore, in this dissertation, I use demographic modeling to quantify 
viability and the impact of threats on viability for many rare or at-risk plant species. Then, I use 
the results of those models to make management recommendations to reduce plant species’ risk 
of extinction. 
I had three goals for my dissertation. My first goal was to simultaneously quantify the 
effects of multiple threats on the viability of two rare plant species as case studies to determine 
xi 
 
whether incorporating the complexity of interacting threats would change management 
recommendations. In the first case study, I found an interaction between the increase in drought 
frequency expected with climate change the habitat management frequency of Cedar Glades on 
the viability of Astragulus bibullatus. Typical management for open habitats like Cedar Glades is 
frequent disturbance. But by detecting this interactive effect, I was able to recommend managing 
disturbance to maintain two types of environments across a landscape; those that promote high 
survivorship during climatically unfavorable (drought) years, and those that promote increased 
reproduction and recruitment during climatically favorable (non-drought) years. In my second 
case study, I found an interaction between local scale threats (woody species encroachment and 
browsing by White Tailed deer) and climate change on the viability of Eurybia furcata. This 
interaction was such that populations well managed for local threats are not expected to be 
vulnerable to climate change, but populations with high levels of local threats are expected to be 
driven extinct as the climate changes. This result suggests that management actions targeting 
local threats (mostly woody invasive species encroachment) could increase E. furcata’s viability 
in two ways; by reducing the direct negative effect of woody encroachment and indirectly by 
decreasing the impact of climate change. Therefore, in both systems, I showed that complex non-
additive effects among threats influence what is the most optimal or most cost-efficient 
management strategy. 
My second goal was to expand the use of count-based population monitoring data in plant 
conservation biology. To my knowledge, I am the first to use this type of data to compare the 
relative impacts of many threats and test for non-additive effects among them. The methods I 
developed in my dissertation use these data for viability and threat assessments and can be 
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widely applied to count-based monitoring data already in existence, expanding the use of these 
data in rare plant species conservation globally. 
My last goal was to determine if incorporating complex multi-threat assessments into 
conservation decision making could substantially improve conservation outcomes over our 
current methods, which are largely based on practitioner observation and experience. I had a 
unique opportunity through a long-term rare plant monitoring program to compare assessments 
of species’ viability and the impact of threats on viability between practitioner’s expert opinions 
and quantitative analyses. I found no significant correlations between them, indicating the two 
sources of information result in conflicting priorities for rare plant conservation. Then, I showed 
that this conflict could arise from the complexity of threats themselves. For example, I found a 
strong three-way interaction among threats showing that rare plant species are particularly 
vulnerable to the compounding effects of threats during the time immediately after a disturbance 
management event (e.g. prescribed fire). Thus, making an observational assessment of any one 
theat difficult as the impact of the one threat is different depending on the level of another. 
Overall, all aspects of my dissertation highlight the critical need for comprehensive, multi-threat 
assessments to better understand what is causing a species to have poor viability, to more 
effectively manage rare plant species to reduce their risk of extinction, and ultimately to better 
combat the global biodiversity crisis.
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Chapter 1: Introduction to the Dissertation 
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1.1 Background 
Earth’s current biodiversity crisis is now considered a true mass extinction event (Pimm 
and Raven 2000, Pereira et al. 2010, Barnosky et al. 2011, Ceballos et al. 2017). Current species 
level extinction rates are well above background rates estimated from the fossil record and are 
projected to increase throughout this century (Pereira et al. 2010 and citations within). For 
example, recent estimates show that 50,000 plant species are at an elevated risk of extinction 
worldwide (Cronk 2016, RGB Kew 2016). Population level extinctions are orders of magnitude 
more common than species level extinctions (Wiens 2016, Ceballos et al. 2017). There are many 
threats driving this loss of biodiversity, but they are often classified into a few main types: 
habitat loss and fragmentation, exotic or invasive species, pollution and toxification, chains of 
extinction (the loss of one species causes the loss of others), overexploitation, and climate 
change (Brook et al. 2008, Ceballos et al. 2017). How each threat impacts the viability of a 
species is highly context dependent (Brook et al. 2008), but all are anthropogenic in origin and so 
as the human population continues to increase, so too will the pressure of these threats on our 
natural systems (Pimm and Raven 2000, Barnosky et al. 2011, Ceballos et al. 2017).   
Ultimately, how much a threat decreases the viability of a species depends on how that 
threat influences a species’ demographic vital rates, survival and reproduction, and population 
sizes (Brook et al. 2008 and citations within). Some threats can reduce a population’s size very 
quickly, for example converting natural areas to human developments, while others reduce a 
population’s size more slowly, for example climate change is expected to cause slow declines in 
vital rates as climatic conditions become less optimal (Mantyka-Pringle et al. 2012, Wiens 2016). 
There is also growing evidence that threats can interactively or synergistically influence a 
species’ demography (e.g.'s Souther and McGraw 2014, Bowles et al. 2015, Phillips-Mao et al. 
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2016). Thus, demographic studies that can quantify the effects of multiple threats are an essential 
component to understanding a species’ risk of extinction. 
For terrestrial plant species, quantifying viability and the effect of threats on viability are 
typically done with stage- or age-based population viability analyses or integral projection 
models parametrized with vital rate estimates (Crone et al. 2011). These methods require 
quantitative data on the demography of all a species’ life-stages, in multiple sites or treatments 
that differ in the magnitude of the threat conducted over intermediate time periods (Morris and 
Doak 2002). Obtaining data with those characteristics is difficult and has rarely been done with 
traditional, stage- or age-based methods (Ehrlen et al. 2016). However, long-term population size 
data are readily available through large scale plant monitoring programs (Parks 1993, Bittman 
2001, Havens et al. 2012). Population size counts are much less laborious to collect than 
estimates of vital rates, they can often be collected over longer periods of time and for more 
populations within a region (Eldred et al. 2003). However, only a few peer-reviewed studies 
have used count-based analyses to assess the effect of threats on plant species’ viability 
(Thomson and Schwartz 2006, Ramula et al. 2008, DePrenger-Levin et al. 2010, Molano-Flores 
and Bell 2012), and none of these studies have quantified the effects of multiple threats. Thus, 
count-based viability analyses based on population monitoring data are a largely untapped 
resource in plant conservation biology, with a high potential to be able to address the need to 
better quantify complex multi-threat effects on rare or at-risk plant species. 
As a first step, we must assess whether our analytical ability to quantify plant species’ 
risk of extinction would be improved by incorporating multi-threat effects rather than assessing 
the impact of threats individually, as is typical in the literature (Murray et al. 2013, Ehrlen et al. 
2016). The next step is to translate those results into on-the-ground conservation actions that 
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improve conservation outcomes over our current methods. My dissertation will address both 
steps by linking species’ viability with the threats that drive that viability, then with the 
management actions aimed at mitigating those threats. All with the ultimate goal of finding 
better ways to prevent the extinction of rare plant species.  
1.2 Chapter Overview 
I had three goals for my dissertation. All three highlight the critical need to incorporate 
comprehensive, multi-threat assessments into rare species management plans to efficiently and 
effectively conserve plant biodiversity. My first goal was to simultaneously quantify the effects 
of multiple threats on the viability of rare plant species to determine whether incorporating that 
complexity would change management recommendations. I examined two species as case 
studies. In Chapter 2, I asked whether disturbance and drought interactively affect the population 
dynamics and optimal management of Astragalus bibullatus, a Federally endangered legume 
endemic to Tennessee, USA. In Chapter 3, I assessed the main and interactive effects of two 
local threats, woody invasive species and browsing by deer, and the regional threat of climate 
change on the viability of Eurybia furcata, a rare, woodland aster endemic to the upper Midwest, 
USA. I found interactive effects in both systems, and by quantifying those interactions I was able 
to provide more effective or cost-efficient management recommendations for both species. 
My second goal was to expand the applicability of count-based population monitoring 
data in plant conservation biology. As part of Chapter 3, I developed a novel comparative 
population projection modeling method for quantifying the individual and interactive effects of 
multiple threats on the extinction risk of a species. This method can be used to determine the 
optimal prioritization of conservation actions among the threats analyzed. In Chapter 4, I 
developed a novel regional scale viability metric that, in conjunction with larger scale risk 
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categories (e.g. Threatened or Endangered status under the USA Endangered Species Act), will 
improve prioritization of conservation action among rare plant species in the Great Lakes region. 
Both methods are designed to be directly applicable to count-based monitoring data already 
widely in existence, and I provided R code, example data, and for Chapter 4 a step-by-step 
tutorial written for practitioners, so they can perform these analyses using their species of 
concern. Widely applying my methods to count-based monitoring data would result in robust 
recommendations to land managers on how to efficiently prioritize management actions among 
at-risk plant species and the threats that impact them. 
My last goal was to determine if incorporating complex multi-threat effects into 
conservation decision making will substantially improve conservation outcomes for plants 
generally. Practitioners largely rely on their personal experience and the experiences of their 
colleagues, as opposed to quantitative scientific analyses, to make management decisions. In 
Chapter 5, I compared the results of my novel count-based techniques quantifying species’ 
viability and the impact of threats on viability to expert opinions on viability and the impact of 
threats on viability. I found no correlations between expert opinions and quantitative 
assessments. I then examined factors that might cause this mismatch. I hypothesized that there 
are two main factors impeding a practitioner’s ability to observe the viability of, or the impact of 
a threat on, a focal species: 1) when multiple threats covary across a landscape, and 2) when 
threats non-additively (i.e. interactively or synergistically) effect viability. I found both were 
common and are likely contributing to the lack of correlations between expert opinion and 
quantitative assessments, showing that yes, incorporating complex multi-threat effects into 
conservation plans likely will improve conservation outcomes for at-risk plant species. 
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1.3 Population Modeling Framework 
The viability of a species or a population can be quantified in several ways, but all 
metrics are related to, or directly estimate, a probability of extinction (Morris and Doak 2002). In 
Chapter 2, I quantified A. bibullatus’ viability using three metrics, the probability of extinction, 
the median time to extinction and the final population size, calculated from a stage-based 
population projection model. The projection model was parameterized as a stage-based matrix 
(M) describing the probabilities of survival, growth and reproduction (Caswell 2001). Using this 
matrix, a future population size (N) can be projected based on iterative calculations of eq(1.1). 
Nt+1 = Nt * M  eq(1.1) 
where N is a vector of population sizes for each life stage in the matrix. I performed this model 
100 times with each one projected 50 years (iterations) into the future. The probability of 
extinction was the proportion of 50-year models that fell below a quasi-extinction threshold (5% 
of the starting population size) out of the total. The median time to extinction was the median 
number of iterations before a model reached the quasi-extinction threshold (for those models that 
went extinct). The final population size was the average size after the 50th iteration of the models 
that did not go extinct. Finally, to determine the effect of threats on the viability of A. bibullatus, 
I performed the models using data collected under different, naturally occurring threat levels. 
Thus, the effect of a threat on A. bibullatus’ viability was measured by the difference in each 
viability metric between model results that varied in the amount of that threat present.  
 I used a similar comparative population projection technique in Chapter 3. However, 
since the data used to parameterize the population projection were counts, not vital rates, I used a 
log response ratio (LRR in eq(1.2)) between population size counts to describe E. furcata’s 
demography (Morris and Doak 2002). 
LRR t -> t+1 = ln (Nt+1 \ Nt)  eq(1.2) 
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The LRR values were then used in place of a stage-based matrix to perform the population 
projection using eq(1.3), with population sizes (N) as integers. 
Nt+1 = Nt * exp (LRR)  eq(1.3) 
I performed each model simulating a change in size 50 years into the future 1,000 times under 
each threat condition to be compared. Then I calculated two viability metrics: the average 
population size at the 50th iteration (the final population size) and the probability of extinction, 
which was the proportion of 50-year models that fell below the quasi-extinction threshold (10 
individuals) out of the total. Again, the effect of a threat on E. furcata’s viability was measured 
by the difference in each viability metric between model results that varied in the amount or 
presence of that threat present. 
 The regional viability metrics I developed in Chapter 4 were also based on count data and 
began by calculating LRRs as in eq(1.2). Then, I calculated a regional growth rate for each 
species with a linear regression procedure described in Morris and Doak (2002). When this linear 
repression is performed with population-level data the correlation coefficient is the population’s 
growth rate. I performed the regression with regional scale data and thus interpret my metric as a 
regional growth rate. My regional growth rate is denoted as μ and has a critical threshold of zero; 
above zero is growth and below zero is decline. Next, I used μ to perform population projection 
models with the same parameters as in Chapter 3 to estimate a regional probability of extinction 
with eq(1.4). 
Nt+1 = Nt * exp (μ) eq(1.4) 
My starting population sizes for these projections were the smallest known population size and 
the median population size across the region for each species. Thus, my regional probabilities of 
8 
 
extinction estimate a species risk under two conditions; the risk for a very small population and 
the risk for a typical population within the region. 
 In Chapter 5, I used my regional growth rate metric to quantify a species’ viability and I 
used the comparative technique I developed in Chapter 3 to estimate the effect of various threats 
on species’ viability. In this chapter, all threats were categorized into two levels: present or 
absent, high or low, and for climate change, future climate conditions or historic climatic 
conditions. The effect size (ES) of each threat (i) on each species (j) was calculated as a log 
response ratio between the mean final population sizes of the two model results as in eq(1.5). 
ES i,j = ln (MeanSize absent/low/historic i,j \ MeanSize present/high/future i,j)  eq(1.5) 
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2.1 Abstract 
Many rare plant and animal species require frequent habitat disturbance to ensure population 
persistence, but humans often suppress or modify natural disturbance regimes, such as floods and 
fires, which harms disturbance-adapted species. To manage these populations, demographic 
models are often used to quantify the optimal disturbance frequency of the habitat. Increasing 
drought frequency due to climate change could alter optimal management strategies by 
decreasing the benefit of a recently disturbed habitat. We ask whether disturbance and drought 
interactively affect population dynamics and optimal management of Astragalus bibullatus, a 
Federally endangered legume endemic to limestone cedar glades in Tennessee. We used matrix 
population models to determine the independent and interactive effects of drought and 
management of woody canopy cover on A. bibullatus’ probability of extinction, time to 
extinction and future population size. Under current drought frequencies, A. bibullatus’ 
probability of extinction was minimized with the most frequent management, since open habitats 
promote recruitment. However, as drought frequency increases, the probability of extinction was 
minimized with less frequent management, since canopy cover decreased mortality of older 
plants during droughts. We recommend managing disturbance-dependent habitats by maintaining 
two types of environments; those that promote high survivorship during climatically unfavorable 
years, and those that promote increased reproduction and recruitment during climatically 
favorable years. Varying management goals across the landscape will decrease species-wide risk 
by preventing a single drought from harming all populations.  
14 
 
2.2 Introduction  
Determining optimal management strategies is critical for maintaining or restoring 
populations of rare or endemic species (Lindenmayer et al., 2008). Many endemic plant species 
are adapted to environments with periodic natural disturbances, such as fire, floods or high 
winds, and require post-disturbance conditions (e.g., more light), to stimulate reproduction 
(McConnell and Menges, 2002; Pascarella et al., 2007; Pascarella and Horvitz, 1998) or seedling 
recruitment (Bowles et al., 2015; Jongejans et al., 2008; Menges and Quintana-Ascencio, 2004; 
Pardini et al., 2015; Pascarella et al., 2007; Smith et al., 2005). Human land use often suppresses 
or modifies natural disturbance regimes (Selwood et al., 2015). Demographic modeling of 
disturbance-dependent species can link plant vital rates to environments at different times since 
disturbance, and can be used to quantify the optimal management strategy for a disturbance-
dependent habitat (Crone and Gehring, 1998; Menges and Quintana-Ascencio, 2004; Pascarella 
and Horvitz, 1998). For example, demographic modeling of endemic plants in Florida scrub 
revealed that an every 15-30 year fire management strategy would allow persistence of these 
species (Menges, 2007; Menges et al., 2006; Menges and Quintana-Ascencio, 2004; Quintana-
Ascencio et al., 2003).  
 Climate change has the potential to alter optimal management strategies for disturbance-
dependent or early-successional species (Lindenmayer et al., 2010; Maalouf et al., 2012; Morris 
et al., 2006), because climate factors are often linked to plant population dynamics (Maschinski 
et al., 2006; Molano-Flores and Bell, 2012; Nicolè et al., 2011). For example, drought frequency 
in the southeast USA (focal region to our study system) is expected to double or triple due to 
climate change (Sheffield and Wood, 2008). This could negatively affect plants in exposed, 
recently disturbed environments, because reductions in water availability are related to lower 
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rates of survivorship (Lendvay and Kalapos, 2014; Toräng et al., 2010), fecundity  (Lendvay and 
Kalapos, 2014), recruitment (Maschinski et al., 2006; Toräng et al., 2010), and lower population 
growth rates (Maschinski et al., 2006; Matesanz et al., 2009; Phillips-Mao et al., 2016; Selwood 
et al., 2015; Smith et al., 2005; Toräng et al., 2010). In our system, we expect open, post-
disturbance patches to promote high fitness (Albrecht et al., 2016). However, the same 
disturbance could have negative effects if it coincides with a drought event, and as drought 
frequency increases, they will coincide with the post-disturbance environment more often. Our 
study explicitly examines the interactive effects of drought and disturbance on plant population 
dynamics to ask whether the optimal frequency of disturbance will change with climate change. 
Limestone cedar glade ecosystems (LCG) are an excellent system to quantify the 
interactive effects of disturbance and drought. LCG’s are edaphic grasslands characterized by a 
high concentration of endemic forbs restricted to the Central Tennessee Basin (Estill and Cruzan, 
1999). They include rocky outcrops with thin, infertile soil dominated by annual endemic forbs, 
and areas with slightly deeper soil dominated by perennial endemic forbs, perennial grasses, 
shrubs, and trees which were likely kept open by disturbance (Noss, 2013; Quarterman et al., 
1993). They also experience extreme seasonal variation in microclimate; wet winters and dry 
summers (Baskin et al., 2007; Baskin and Baskin, 1999; Quarterman, 1950; Sutter et al., 2011), 
which could become even more extreme with climate change (Sheffield and Wood, 2008). 
Similar to other grasslands, reduced fire frequency has resulted in higher woody canopy cover in 
LCG’s, which has resulted in a decline of endemic forbs (Albrecht et al., 2016; Sutter et al., 
2011), presumably because less stress tolerant species can compete with endemics under the 
canopy (Lavergne et al., 2003). In the modern landscape, mowing, prescribed fire or selective 
tree thinning are needed to manage woody encroachment in LCG’s (Albrecht et al., 2016).  
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We determined how the increase in drought frequency expected with climate change 
affects the optimal habitat management strategy for Astragalus bibullatus, a disturbance-
dependent, Federally endangered legume endemic to LCG’s by: 1) quantifying the effects of 
drought, woody canopy cover and their interaction on A. bibullatus’ vital rates, and 2) 
quantifying the future probability of extinction, longevity, and size of A. bibullatus populations 
subjected to varying frequencies of drought and management of woody canopy cover.  
2.3 Methods  
2.3.1  Study System 
Astragalus bibullatus Barneby & Briggs (Fabaceae) is known from eight naturally 
occurring sites in a single county (Rutherford County, TN) and is one of several endangered 
endemic forbs restricted to LCG’s (Barneby and Bridges, 1987; Baskin and Baskin, 2005). It is 
an edaphic specialist that occurs on the margins of the rocky outcrops in LCG’s where the soil is 
slightly deeper and there is partial shade (Barneby and Bridges, 1987). Astragalus bibullatus is a 
spring flowering, prostrate, perennial that produces mature legumes in early summer and is likely 
an obligate out-crosser with no apparent dispersal mechanism (Albrecht and Penagos, 2012; 
Baskauf and Burke, 2009). Canopy cover exhibited the strongest effect on A. bibullatus’ 
demographic structure among 15 microhabitat variables measured (Albrecht et al., 2016). Plants 
perform well (growth, flowering and seed production) in open, early successional habitats, and 
can persist in later successional habitats via a long-lived seed bank and a non-reproductive adult 
phase (Albrecht et al., 2016; Morris et al., 2002).   
2.3.2 Overview of Modeling Approach 
To determine how the increase in drought frequency expected with climate change affects 
the optimal habitat management strategy for A. bibullatus, we first parameterized matrix 
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population models using field data collected in drought and non-drought years within sites that 
had either semi-open or closed woody canopy cover. We compared vital rates and population 
growth rates between each drought and canopy cover condition and used life table response 
experiments to determine the contribution of each matrix element (or underlying vital rate) to 
observed differences in population growth rates between each interactive drought and canopy 
cover environment. Next, we expanded the matrix population models to create simulation models 
that examine how drought frequency and the management interval of woody canopy removal 
interactively influence extinction risk, time to extinction and future population size. While matrix 
population models are not expected to accurately predict future population sizes, these are robust 
tools for examining the relative effects of different treatments on populations (Crone et al. 2013). 
Thus, these tools are ideal for addressing how drought influences optional management intervals 
for rare plant populations.   
2.3.3 Demographic Monitoring 
We used data from a long-term demographic monitoring program (U.S. Fish and Wildlife 
Service 2011) from three sites that represent two successional stages, in both drought (2012-
2013) and non-drought years (2010-2011). Two sites had woody canopy cover estimates of 46-
47% and were pooled to increase sample sizes. They represent a ‘semi-open’ canopy condition. 
The other site had a woody canopy cover estimate of 87% and represents a ‘closed’ canopy 
condition (Albrecht et al., 2016).  
Astragalus bibullatus’ life cycle consists of three above ground stages, seedlings, 
juveniles and adults, and a seed stage (Figure 2.1). Seedlings are first-year plants identified by 
the presence of cotyledons and a single leaf. Juveniles are non-reproductive, one-stem plants. 
Adults are either reproductive or non-reproductive, multi-stemmed plants. At one semi-open site 
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and the closed site the populations were small enough that every individual was tagged and 
monitored, and the entirety of each site was searched for new seedlings every year. In the other 
semi-open site, individuals were tagged along a transect in 2010, up to 30 per stage class, and up 
to 30 new seedlings were marked every year. Vegetative and reproductive adults were tagged as 
separate stages at peak flowering (late April to early May). Reproductive adults were monitored 
again at peak fruiting (late May to early June) to quantify fruit production.  
Survival of above ground stages (Ps, Pj & Pa) was calculated as the number of 
individuals still alive in a given stage divided by the total number of individuals originally 
tagged in that stage (at time t; Figure 2.1). Growth and stasis probabilities (Gs, Sj, & Sa) were 
conditional on survival and calculated as the number of individuals that transitioned from a given 
stage to another (from time t to time t+1). The average number of seeds in the seed bank and 
seedlings produced per reproductive plant in each year were the product of several vital rates: the 
proportion of adult plants that reproduced (Rp), the number of fruits per reproducing adult (Fp), 
the number of seeds per fruit (Fs), annual seed survivorship (Vi), and the proportion of viable 
seeds that germinate in a single year (Em). For the semi-open canopy condition, Rp was assessed 
only in the fully surveyed, semi-open site. Fs was estimated at three sites over three non-drought 
years, and did not significantly differ by site (G22,113 = 0.47; p = 0.79) or year (G22,111 = 4.05; p = 
0.13) using MASS::glm.nb (Venables and Ripley, 2002) in the R statistical programing language 
(R Core Development Team 2013). These data were pooled for a single estimate of seeds per 
fruit (9.78). 
Quantifying seed vital rates (Em and Vi; Figure 2.1) for A. bibullatus is challenging 
because the species maintains a long-term seed-bank (Morris et al., 2002). We used a 
combination of greenhouse experiments and field experiments to estimate these vital rates. For 
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emergence (Em), the proportion of viable seeds that germinate in a single year, we used 
greenhouse data on a rare co-occurring congener, A. tennesseensis (Baskin and Baskin, 
unpublished data), which exhibits microhabitat preferences and life-cycle characteristics similar 
to A. bibullatus (Baskin and Baskin, 2005). Nine hundred A. tennesseensis seeds collected from a 
wild population (Lavergne, TN) were sown in a greenhouse exposed to natural seasonal 
temperature cycles and monitored regularly for seedling emergence (17 years total). Em was 
calculated as the number of seeds that emerged in the first year (46) divided by the total number 
of seeds that ever emerged (233; Em = 0.197; Table 2.1). For viability (Vi), the proportion of 
seeds that survive each year, we used field data from A. bibullatus. Twenty-six seed-addition 
plots were established at two sites with 20 seeds each (520 seeds total) and paired with a control 
(no seed addition). Seeds were collected from wild plants at each site and sown within one week. 
Eight seeds emerged from the seed-addition plots in the first year and no seeds emerged in 
control plots. We assume that those 8 seeds are the product of 520*Em*Vi, and thus Vi is 0.078 
(Table 2.1).  
2.3.4 Vital Rate Analyses 
Vital rates with estimates from both site conditions and both drought conditions (all 
except Fs, Em, and Vi) were tested for main effects of canopy condition (semi-open vs closed), 
and drought condition (drought year vs non-drought year) as well as their interaction using 
permutation linear models with F-test probabilities lmPerm::lmp in R (Wheeler 2010, R 
Development Core Team 2013). Permutations were conducted on individuals and were chosen 
because sample sizes were small. We assumed a Poisson distribution for Fp, and a binomial 
distribution for all other vital rates. We could test for main effects but not an interaction for Fp 
Ps, and Gs because none of the adult plants flowered in the closed, drought environment and 
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because there was an inadequate sample size of seedlings in the closed, non-drought environment 
(N=3), despite exhaustive searches for seedlings. For these vital rates, each main effect was 
tested individually using a subset of the data (e.g. the effect of drought was tested using only data 
from the semi-open condition for Ps and Gs). 
2.3.5 Population Growth Rates of Four Environments 
We created four matrix population models to represent each environment: the semi-open 
condition in the drought year, the semi-open condition in the non-drought year, the closed 
condition in the drought year, and the closed condition in the non-drought year (Caswell, 2001). 
The population growth rate of each matrix is the dominant eigenvalue. These matrices were 
calibrated with vital rates unique to each environment if they significantly differed by canopy 
condition, drought condition, or their interaction, otherwise, the matrices used pooled vital rate 
values (Table A1). We did not incorporate density dependence into the model since populations 
occur at low densities in the field (Morris and Doak, 2002). Resampling to obtain confidence 
intervals around population growth rates could not be performed because data were pooled when 
they were unavailable in one of the four environments resulting in fixed values. 
2.3.6 Life Table Response Experiment 
We performed life table response experiments (LTRE) to determine the contribution of 
each matrix element to the difference in the population growth rate between environments 
(Caswell, 2001, 1996). When a matrix element was calculated with two or more non-fixed vital 
rates we could also determine the contribution of the vital rates using popbio::vitalsens in R 
(Stubben and Milligan 2007, R Development Core Team 2013). The vital rates analyzed 
individually were: Pj, Pa, Sj, and Sa. We considered all pairwise differences between the 
different environments (Table 2.2; Table A2). The contribution to the difference in population 
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growth rate of each matrix element or vital rate is the product of the difference between the two 
environments and its sensitivity calculated using the mid-way matrix or the mid-way vital rate 
value between the two environments being compared. Thus, a matrix element or vital rate will 
have a large contribution to the difference in population growth between two environments if it 
changed dramatically between the two environments and/or if population growth is highly 
sensitive to that change. 
2.3.7 Simulation Model 
A matrix selection simulation model was performed to quantify how the interval of 
woody canopy cover management and drought frequency independently and interactively 
influence extinction risk, time to extinction and future population size of A. bibullatus. 
Management in our model was deterministic and periodic whereas drought was random. 
Management interval was based on a constant rate of cedar expansion (2.5% increase in woody 
canopy cover per year) estimated from a similar system (Briggs et al. 2002; Appendix A). 
Current drought frequency (0.175 probability per year) was estimated using the PHDI index from 
the National Oceanic and Atmospheric Administration and modeled through a tripling in that 
frequency (0.525), which is expected for the TN region due to climate change (Sheffield and 
Wood 2008; Appendix A). The four matrices parameterized with field data represent starting and 
ending points along a transition from a semi-open (47%) to closed (87%) canopy condition. We 
created 14 matrices to represent intermediate steps along this transition by incrementally 
changing each matrix element by 1/15 of the difference between the semi-open and closed 
conditions for each drought condition. The model ran a 50-year projection, replicated 100 times 
per management interval and drought frequency combination. The starting population vector was 
based on real numbers of above ground individuals found in the semi-open condition and the 
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number of seeds that would be expected for this population at a stable stage distribution (186 
seeds, 50 seedlings, 33 juveniles, 163 adults).  
Without management, a habitat starting in a semi-open condition reached a closed 
condition in 16 years (87-47% cover / 2.5% cover increase per year), and then remained in this 
state for the remainder of the 50-year simulation. We modeled management in five-year 
increments, from every five years to no management during the 50-year simulation (a graphical 
representation of this method is shown in Figure A1-A). We modeled drought frequency from 
current levels (0.175 probability of drought) to three-times current levels (0.525; Sheffield and 
Wood 2008) in ten equal increments (a graphical representation of this method is shown in 
Figure A1-B). Each year, a random number between zero and one was generated, and if that 
number was less than the drought frequency level, a drought year matrix was selected. Each 
matrix selected was multiplied by the current population vector to create a population vector for 
the next iteration.  
Three viability metrics were calculated from these simulations. First, the probability of 
extinction was the number of simulated populations that fell below a quasi-extinction threshold, 
5% of the initial population size (Morris and Doak 2002), out of the 100 simulations. Second, we 
calculated the median time to extinction, in years, of only those populations that fell below the 
quasi-extinction threshold. Lastly, we calculated the final population size at year 50, which was 
the sum of all individuals, including seeds, of only extant populations.  
2.4 Results 
2.4.1  Effects of Canopy Cover and Drought on Vital Rates 
Drought condition, canopy condition and their interaction affected survivorship similarly 
for all stages. Seedling survivorship decreased during droughts but increased with increasing 
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woody canopy cover in the drought year (Ps; Figure 2.2A; Table 2.1). The effect of canopy 
condition on Ps could not be determined for the non-drought year due to the low number of 
seedlings (N=3) present in the closed, non-drought environment (Table A1). Drought caused a 
reduction in juvenile survivorship, but only in the semi-open condition (Pj; Figure 2.2A; Table 
2.1). Lastly, drought and canopy conditions only interactively influenced adult survivorship (Pa; 
Figure 2.2A; Table 2.1). Pairwise comparisons revealed the semi-open, drought environment had 
lower survivorship than the closed, drought environment (p = 0.015), and the semi-open, non-
drought environment had higher survivorship than the semi-open, drought environment (p < 
0.001).  
Drought and canopy conditions had different effects on growth and stasis for each stage 
class. No main significant effects were found in seedling growth (Gs; Figure 2.2B; Table 2.1). 
Drought decreased juvenile stasis, but there was no effect of canopy or an interaction (Sj; Figure 
2.2B; Table 2.1). The conditions interactively affected adult stasis (Sa; Figure 2.2B; Table 2.1). 
Pairwise comparisons found a difference in the semi-open condition, with the non-drought year 
having a higher Sa than the drought year (p = 0.010). The probability of reproduction is higher in 
the semi-open condition compared to the closed condition and is lower in drought compared to 
non-drought years, but there was not an interaction (Rp; Figure 2.2C; Table 2.1). Lastly, no main 
significant effects were found in the number of fruits per reproducing adult (Fp; Figure 2.2C; 
Table 2.1). 
2.4.2  Population Growth Rates 
Population growth was highest in the semi-open, non-drought environment (1.15), and 
was lowest in the semi-open, drought environment (0.55; Figure 2.2D). Population growth was 
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intermediate in both the non-drought and drought years in the closed condition, but both were 
below 1.0 (0.92 and 0.99 respectively).  
2.4.3  Life Table Response Experiments 
The matrix element representing the adult-to-adult transition had the largest contribution 
to the difference in population growth in five of the six environmental comparisons, largely due 
to a high contribution of the survival (Pa) vital rate (Table 2.2; Table A2). This matrix element 
changed to varying degrees between environments, but population growth rate was always 
highly sensitive to those changes. The one exception to this trend is the comparison between the 
semi-open, non-drought environment and the closed, drought environment (Table 2.2). Here, the 
adult-to-seedling transition contributed the most to the difference in population growth rate, and 
none of the individual vital rates analyzed contributed heavily. The only non-fixed vital rate used 
to calculate the adult-to-seedling transition was Rp (Figure 2.1), thus this vital rate must be 
responsible for the difference in population growth rates between these environments. However, 
because it is always multiplied by vital rates that do not change between environments (Fs, Fp, 
Vi and Em) its individual contribution to the difference in population growth rate cannot be 
calculated; it is artificially always zero. 
2.4.4  Simulation Modeling 
The mean probability of extinction is lowest (0.01-0.02) with current drought levels and 
frequent management (every 5-15 years; Figure 2.3). At a five-year management return interval, 
the probability of extinction increases quickly with increasing drought frequency, reaching a 
100% extinction rate at a 0.447 probability of drought. Without management, the probability of 
extinction ranges from 0.40 at current drought frequencies to 0.80 at the highest drought 
frequencies. If the goal of management is to decrease the probability of extinction, the optimal 
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management interval shifts from every 5-15 years at current drought levels, to a 40-year return or 
more at double to triple the probability of drought. 
 Similarly, the effect of management interval on the median time to extinction depends on 
drought frequency (Figure 2.4). At a five-year return interval, populations go extinct more 
quickly as the frequency of drought increases (37 to 29 years between 0.175 to 0.369 drought 
probability), than without management (45 to 37 years between 0.175 to 0.369 drought 
probability). At the highest probability of drought, population longevity is highest at a 30-year 
return interval (34 years). If the goal of management is to increase population longevity, the 
optimal management interval is a 30 or 35-year return once drought frequency exceeds roughly 
0.408. 
 The final population size of simulated populations still extant after 50 years is by far the 
highest at a five-year management return interval and current drought levels (2,451 individuals; 
Figure 2.5). Population size quickly declines at a five-year return to an average of 32 individuals 
in extant populations at a 0.447 probability of drought, and then declines below 20 individuals 
(the quasi-extinction threshold) for all simulated populations at higher drought frequencies. At 
current drought frequencies, population size declines by more than half with each five-year 
increase in the return interval, from 2,451 to 70 individuals by the 25-year return. Without 
management the average final population size is 37 individuals. If the goal is to maximize 
population size, the optimal management interval stays every five years from current drought 
levels through a 0.292 probability of drought. The optimum then shifts to every 20 years at 0.486 
probability of drought, and finally, shifts to every 35 years at the highest frequency of drought 
considered in the model.  
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2.5 Discussion 
2.5.1 Interactive Effects of Canopy Cover and Drought 
Our results demonstrate that the successional stage of a habitat and drought interactively 
affect the population dynamics of a disturbance-dependent species. Our focal plant is a species 
adapted to dry, open habitats. Despite this, our results demonstrate that increased frequencies of 
drought expected to occur with climate change will decrease its population growth rate and 
increase its extinction risk, especially when droughts coincide with open, recently disturbed 
environments. Historically, it was probably rare that a drought occurred during the early 
successional phase of a habitat. Our data show that droughts decrease the benefits of an open 
habitat by: 1) increasing mortality of adult plants, 2) decreasing fecundity, and 3) preventing 
seedling establishment. Survivorship of adults is generally high, except in the semi-open, 
drought environment. During a drought year, shade from woody plants likely buffers adult plants 
from water loss. However, A. bibullatus populations cannot persist long-term in late successional 
habitats due to lower reproduction and seedling recruitment relative to the semi-open, non-
drought environment. 
2.5.2 Implications to Management 
Every species will respond to climate change in one of three ways: ‘adapt, migrate, or 
die’ (Rice and Emery, 2003; Warren et al., 2001). Maximizing a species adaptive capacity is key 
to adapting optimal management practices to climate change (Dunwiddie et al., 2009), especially 
for edaphic endemics like A. bibullatus for which sites with suitable soil conditions are unlikely 
to be found in their future climatic envelopes (Harrison et al., 2009; Smith et al., 2016). In 
particular, management should focus on practices that increase population size and longevity, not 
just decrease extinction risk. Larger and longer-lived populations have more genetic variation for 
selection to act on, and are more likely to adapt to new environments and shift from declining to 
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growing (Knight et al., 2008). Our simulation shows that only the most frequent management of 
woody cover at current levels of drought can appreciably increase population sizes in the near 
future. Given that a majority of protected A. bibullatus populations are numerically small and are 
not managed for woody encroachment (Albrecht et al., 2016), we recommend immediate 
adoption of frequent woody canopy cover reductions. 
 However, A. bibullatus populations, under all management scenarios, had extinction risks 
greater than 5% as drought frequency increased, highlighting the vulnerability of remnant 
populations of rare endemics in grassland ecosystems (Fischer and Stöcklin, 1997; Noss, 2013; 
Wall et al., 2012). It is likely that these endemic species historically persisted in a 
metacommunity characterized by fire and other disturbances that created early successional 
habitat states independently in each patch, allowing the metacommunity as a whole to have high 
spatial heterogeneity (patches within the metacommunity were at variable stages of succession; 
Noss, 2013). Indeed, genetic data indicate that historic A. bibullatus populations were larger and 
exhibited greater gene flow than the isolated populations that exist today (Morris et al., 2002). At 
the time of this study, most remaining A. bibullatus populations were located in late-successional 
habitats. We recommend creating higher heterogeneity in successional stage at the landscape 
(metacommunity) level. This could reduce overall risk of extinction for this species by allowing 
individuals opportunities for high reproduction and recruitment (low woody cover) during 
climatically favorable years while buffering individuals from death (high woody cover) during 
drought years. Management of woody canopy cover could also have two added benefits: (1) 
increases in population sizes and gene flow between patches, which would provide greater 
genetic variation for selection to act on as the climate changes, and (2) expose pockets of habitat 
with deeper soil, where individuals might be able to grow longer taproots and be more tolerant of 
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drought. We recommend continuously monitoring population size, recruitment, and adult 
survivorship and abundance to determine when the benefits of an open habitat for recruitment 
and population size are outweighed by the negative effects of an open habitat on adult 
survivorship during drought years. This species is known from eight natural occurrences, with 
the majority of known individuals occurring in four publicly protected sites; thus, creating and 
maintaining heterogeneity at a large spatial scale is feasible.  
Future research in our system is needed to incorporate the effects of multi-year droughts 
in our model. Multi-year droughts are predicted to become more frequent in some parts of North 
America (Cook et al., 2015), and simply by increasing drought frequency the probability of two 
drought events happening consecutively increases. Our modeling might underestimate the 
negative effects of drought on A. bibullatus because consecutive years of drought can cause 
larger, non-additive effects on plant mortality than single year droughts would predict (Hoover et 
al., 2015; McAuliffe and Hamerlynck, 2010; Phillips-Mao et al., 2016). For example, our data 
show a significant, but relatively small effect of drought on adult survivorship only in the semi-
open condition. If the cumulative effects of multi-year droughts ultimately reduce adult 
survivorship in both canopy conditions, the advantage of increased canopy cover during drought 
may decrease. However, should the cumulative effects of multi-year droughts continue to reduce 
adult survivorship disproportionally in semi-open conditions, the optimal management strategy 
could shift even further toward less frequent management. Our long-term monitoring of A. 
bibullatus will likely capture a multi-year drought event in the future. In addition, this 
monitoring will allow early detection of new threats that might enter this system as management 
proceeds (e.g., invasive species establishing in deep soils in the newly opened habitats). 
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2.5.3 Conclusions 
Several recent reviews argue that current habitat management practices will need to be 
modified with climate change, both as observed changes unfold and preemptively where futures 
modeling makes that possible (Dunwiddie et al., 2009; Greenwood et al., 2016; Lawler et al., 
2010; Lindenmayer et al., 2010). Matrix population modeling is a common tool used to evaluate 
optimal management strategies based on demographic data across the entire life cycle of an 
organism. Our research extends this approach to consider the effect that climate change (drought) 
will have on optimal management. Our results provide a framework for adapting these strategies 
to climate change if increases in extreme weather events are found to commonly reduce the 
demographic advantage disturbance-dependent species gain in early successional conditions. By 
varying management at different spatial and temporal scales, managers can create the 
opportunity for species to take advantage of climatically favorable years, while decreasing 
species-wide risk in unfavorable years. 
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2.7 Tables and Figures 
2.7.1 Tables 
 
Table 2.1: Results from permutation linear model analyses. Not Tested = 
interactions unable to be tested due to low sample size in one canopy by drought 
combination. F statistics are for the test of the overall model, and overall model 
significance is indicated by * = significant at 0.05, and *** significant at < 0.001 
next to the variable abbreviation. p values are for each individual term within the 
models that included interactions, and are for each model when the main effects 
had to be tested individually (Ps, Gs, and Fp).  
 
  Effect Tested 
  Canopy Condition Drought Condition Canopy x Drought 
Survival    
Ps F1,54 = 26.71 
p < 0.001 
F1,52 = 13.43 
p < 0.001 
Not Tested 
Pj*** 
F3,63 = 18.79 
p = 0.006 
F3,63 = 18.79 
p < 0.001 
F3,63 = 18.79 
p < 0.001 
Pa*** 
F3,152 = 8.63 
p = 0.09 
F3,152 = 8.63 
p = 0.30 
F3,152 = 8.63 
p = 0.02 
Growth    
Gs 
F1,17 = 0.24 
p = 0.63 
F1,23 = 0.18 
p = 0.68 
Not Tested 
Stasis    
Sj* 
F3,63 = 3.96 
p = 0.59 
F3,63 = 3.96 
p = 0.006 
F3,63 = 3.69 
p = 0.39 
Sa* 
F3,152 = 3.82 
p = 0.25 
F3,152 = 3.82 
p = 0.24 
F3,152 = 3.82 
p = 0.02 
Fecundity    
Rp*** 
F3,79 = 14.59 
p < 2e-16 
F3,79 = 14.59 
p = 0.002 
F3,79 = 14.59 
p = 0.78 
Fp 
F1,41 = 0.19 
p = 0.77 
F1,55 = 0.86 
p = 0.23 
Not Tested 
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Table 2.2: Life Table Response Experiment results. Comparisons between the semi-open, non-
drought environment and the semi-open, drought environment, and between the semi-open, 
non-drought environment and closed, drought environment. 
 
Semi-open & Non-Drought VS Semi-open & Drought 
  seed bank seedling juvenile adult vital rate   
Contribution to Population Growth Rate 
seed bank 0 0 0 0.003 Pj 0.3264 
seedling 0 0 0 0.041 Pa 0.1729 
juvenile 0 0.073 0.057 -0.045 Sj 0.0968 
adult 0 0.021 0.149 0.299 Sa -0.0243 
Sensitivity of Mid-Way Matrix 
seed bank 0.006 0.001 0.002 0.003 Pj 0.4080 
seedling 0.297 0.073 0.080 0.178 Pa 0.6914 
juvenile 0.575 0.141 0.155 0.345 Sj 0.2935 
adult 1.278 0.314 0.345 0.766 Sa -0.1106 
Difference in Values 
seed bank 0 0 0 0.937 Pj 0.8000 
seedling 0 0 0 0.230 Pa 0.2500 
juvenile 0 0.517 0.368 -0.132 Sj 0.3300 
adult 0 0.068 0.434 0.390   Sa 0.2200 
 
Semi-open & Non-Drought VS Closed & Drought 
  seed bank seedling juvenile adult   vital rate   
Contribution to Population Growth Rate 
seed bank 0 0 0 0.009 Pj 0.0049 
seedling 0 0 0 0.146 Pa 0.0002 
juvenile 0 0.022 0.041 0.012 Sj -0.0024 
adult 0 0.004 -0.044 -0.027 Sa 0.0002 
Sensitivity of Mid-Way Matrix 
seed bank 0.005 0.001 0.001 0.005 Pj 0.0808 
seedling 0.295 0.073 0.076 0.334 Pa -0.0100 
juvenile 0.523 0.129 0.135 0.592 Sj -0.0072 
adult 0.696 0.171 0.180 0.788 Sa -0.0100 
Difference in Values 
seed bank 0 0 0 1.782 Pj 0.0600 
seedling 0 0 0 0.438 Pa -0.0200 
juvenile 0 0.169 0.300 0.019 Sj 0.3300 
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adult 0 0.022 -0.245 -0.035   Sa -0.0200 
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2.7.2 Figure Legends 
Figure 2.1: Life cycle diagram for Astragalus bibullatus with vital rate equation for each 
transition. Transitions not shown do not occur. Dashed lines indicate rare transitions. 
Abbreviations describe in text. 
Figure 2.2: Vital rate values with 95% confidence intervals and population growth rates for each 
canopy cover and drought environment. Seedling survival and growth values for the closed, non-
drought year are not shown due to low samples sizes (N=3). Grey bars and triangles show non-
drought year data. Black bars and squares show drought year data. A) Survival probabilities. B) 
Growth and stasis probabilities. C) Fecundity vital rates. D) Population growth rates (). For 
each vital rate value and sample sizes see Table A1. 
Figure 2.3: Heat map of simulation results of the probability of extinction by 50 years under 
different management and drought frequency scenarios. Management interval refers to the years 
between simulated management events, and drought frequency is the likelihood of choosing a 
drought matrix during modeling. Raw values in Table A3. 
Figure 2.4: Heat map of simulation results of the median time to extinction of populations that 
went extinct within 50 years under different management and drought frequency scenarios. 
Management interval refers to the years between simulated management events, and drought 
frequency is the likelihood of choosing a drought matrix during modeling. Outlined results are 
median times based on less than 15 extinct populations. Raw values in Table A4. 
Figure 2.5: Heat map of simulation results of the final population size of populations that did not 
go extinct within 50 years under different management and drought frequency scenarios. 
Management interval refers to the years between simulated management events, and drought 
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frequency is the likelihood of choosing a drought matrix during modeling. Raw values in Table 
A5. 
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2.7.3 Figures 
 
Figure 2.1: Life cycle diagram for Astragalus bibullatus .
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Figure 2.2: Vital rate values with 95% confidence intervals. A) Survival probabilities 
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Figure 2.2: Vital rate values with 95% confidence intervals. B) Growth and stasis probabilities. 
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Figure 2.2: Vital rate values with 95% confidence intervals and population growth rates. C) 
Fecundity vital rates. D) Population growth rates ().  
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Figure 2.3: Heat map of simulation results of the probability of extinction. 
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Figure 2.4: Heat map of simulation results of the median time to extinction 
 < 15 Extinct Populations 
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Figure 2.5: Heat map of simulation results of the final population size 
 No Extant Populations 
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3.1 Abstract 
Ensuring the best use of limited conservation resources requires comprehensively assessing the 
relative importance of multiple threats, some of which occur at local and some at regional spatial 
scales. Multiple threats are rarely modeled in traditional population viability analyses (PVAs) 
due to the high data requirements necessary to parameterize age or stage-based population 
models. Count based PVAs have been shown to provide robust results, and count data are readily 
available from many monitoring programs. Despite this, we are not aware of any studies that 
have used count based PVAs to assess multiple threats for plant populations. To demonstrate the 
utility of count based PVAs of assessing multiple treats at multiple spatial scales, we use long-
term monitoring data by the Chicago Botanic Garden’s Plants of Concern program to assess the 
main and interactive effects of two local threats (woody invasive species, browsing by deer) and 
one regional threat (climate change) on the viability of the rare forb, Eurybia furcata. We found 
an interaction between local and regional threats, which suggests that management actions 
targeting local threats can improve the viability of E. furcata populations both by directly 
reducing the risk of extinction and indirectly by decreasing this species vulnerability to climate 
change. Therefore, we recommended that land managers prioritize local scale management, 
specifically woody invasive species encroachment, to reduce this species’ overall risk of 
extinction. The threat of climate change will act in concert with other anthropogenic factors, but 
conservation planning has historically focused on local scale threats. Adapting management to 
consider the regional threat of climate change requires threat analysis from multiple populations 
and at regional spatial scales. This task may seem daunting, but our results provide an optimistic 
outlook that count data can be effectively utilized for this purpose. Applying this approach 
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widely to count based monitoring data already in existence would result in robust 
recommendations to land managers for many species of concern. 
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3.2 Introduction 
The best spatial scale for management of a species depends on which factors most 
threaten populations within a region and how those factors interact (Oostermeijer 2003, Brook et 
al. 2008). If a local scale threat, such as an herbivore or invasive competitor, has large effects on 
population viability, then local scale management aimed at removing the threat and monitoring 
to ensure that the population size increases should be the conservation priorities (e.g. Vitt et al., 
2009). If a regional scale threat, such as climate change, has large effects on population viability, 
then regional scale management such as prioritizing populations best positioned for persistence 
for increased conservation effort should be implemented in response (e.g. Lendvay & Kalapos 
2014). Lastly, if both local and regional scale threats affect population viability, management 
effort should be balanced to create the best chance for long term persistence (e.g. Marrero-
Gómez et al., 2007; Phillips-Mao et al., 2016). For example, in a review of conservation options 
for four species endemic to Southern Florida, Maschinski et al. (2011) found that local scale 
management, such as removal of invasive species, could only decrease these species’ extinction 
risks in the short term. In the long term, no local management option was predicted to be 
effective against climate change induced sea level rise. Only managed relocation to higher 
elevations had the potential to prevent the extinction of these species. Thus, the authors 
recommended balancing management efforts, enacting local scale management only to increase 
these species’ chances of persistence while the necessary research and legislative actions are 
taken to enact managed relocation.   
Management at both local and regional scales can be costly (Walpole and Al. 2009, 
Maschinski et al. 2011), so to ensure the best use of limited conservation resources it is important 
to comprehensively assess the relative importance of multiple threats to inform management 
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plans. For terrestrial plant species, quantifying the effects of threats (e.g. Maschinski et al., 2006; 
Pardini et al., 2015) and determining management strategies (e.g. Bernardo et al., 2016; Menges, 
2007) are typically done with stage or age based population viability analyses (PVA) or integral 
projection models (Crone et al. 2011). These methods require quantitative data on the 
demography of multiple populations over long time periods (>10 years; Morris and Doak 2002). 
These long-term demographic data rarely exist (Eldred et al. 2003), and even when they do, 
many studies cannot consider multiple threats because doing so further increases the data 
required (but see e.g. Bowles et al., 2015; Phillips-Mao et al., 2016; Souther and McGraw, 
2014).  
However, long-term population count data are much more readily available through, for 
example, large scale plant monitoring programs (Parks 1993, Bittman 2001, Havens et al. 2012). 
Count data are much less laborious to collect than stage or age based demographic data and can 
often be collected over longer periods of time and for more populations within a region. There 
have been calls for better use of count data in rare plant species management for almost two 
decades (Morris et al. 1999, Eldred et al. 2003, Bakker and Doak 2008), and there is now good 
evidence that count based PVAs can be used similarly to age or stage based PVAs when 
comparing relative extinction risk and developing management plans (McCarthy et al. 2002, 
Morris and Doak 2002, Lotts et al. 2004, Sabo et al. 2004, García et al. 2010). Despite this, only 
a few peer-reviewed studies have used count based PVAs to assess the effects of threats on plant 
species (DePrenger-Levin et al., 2010; Molano-Flores and Bell, 2012; Morris et al., 1999; 
Ramula et al., 2008; Thomson and Schwartz, 2006), but none of these studies have used the 
method to compare among many threats acting at different spatial scales. Here, we extended the 
traditional count based PVA approach to assess the relative effects of multiple, interacting threats 
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acting on different spatial scales for Eurybia furcata, a rare, woodland forb endemic to the 
Midwestern USA. Our approach provides solid recommendations to land managers about 
whether they should prioritize local scale management of their individual populations, network 
with other managers to conduct regional scale management, or some combination of both. 
We used a modified count based PVA projection technique to determine the scale 
dependent management needs of E. furcata in response to multiple threats. First, we assessed the 
relative main and interactive effects of two local threats, encroachment by woody invasive 
species and browsing by deer, by associating E. furcata’s growth rate values with varying threat 
levels. Second, we assessed a regional threat, climate change, by associating E. furcata’s growth 
rate values with historic and future climatic conditions. Last, we assessed the interactive effects 
between threats at a local versus regional scale. 
3.3 Methods 
3.3.1 Study System 
Eurybia furcata (Burgess) G.L. Nesom, formerly Aster furcatus, is a perennial, woodland 
herb endemic to the Midwest USA (Les et al. 1992). It is known to occur in six states (Figure 
3.1) but has only two large concentrations of populations, one in Southern Missouri and one in 
upper Illinois/lower Wisconsin (Les et al. 1992, NatureServe 2016). It is listed as vulnerable, 
endangered or critically endangered by NatureServe in all six states (NatureServe 2016) and has 
state level Threatened status in five states (IA, IL, MI, MO & WI; USDA & NRCS 2016). 
Eurybia furcata is found in isolated patches on north-facing woodland slopes (Les et al. 1992). It 
reproduces both sexually and asexually via rhizomes, sometimes forming dense patches of 
genetically identical individuals (Les et al. 1991, 1992). The major threats to E. furcata are 
thought to be habitat loss (NatureServe 2016), loss of genetic variation (Les et al. 1991, Reinartz 
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and Les 1994), encroachment by woody invasive species and browsing by White-tailed deer (R. 
Goad pers. obs.).  
This species is ideal for a count-based assessment. First, sexual reproduction is rare 
because it is limited by a self-incompatibility system and generally low levels of genetic 
variation within populations (Les et al. 1991, Reinartz and Les 1994). This means that E. furcata 
likely does not form large dormant seed banks, which could bias above ground population size 
counts. Infrequent sexual reproduction also means seedlings are rare, and since even small 
individuals are easily identifiable, thus the likelihood of observer bias in population size counts 
is low. Lastly, our monitoring data do not suggest a tendency for extreme fluctuations in 
population size, which can bias population projection results (Morris and Doak 2002). Therefore, 
using population size counts based on the number ramets is likely to provide a representation of 
this species short-term population dynamics that is sufficient for comparatively assessing the 
effects of various threats to this species’ persistence (Eriksson 1994, Colling and Matthies 2006). 
3.3.2 Data Collection 
The Chicago Botanic Garden’s Plants of Concern (POC) program (Havens et al. 2012) is 
a citizen science initiative that tracks the population size of, and local threats to, rare plants in 
Northern Illinois, Northwest Indiana and formerly in Southeast Wisconsin (hereafter referred to 
as the Western Great Lakes region). The data used in this study are from seven populations of E. 
furcata in Illinois and Wisconsin monitored from 2001 to 2015 (Table B1). For logistic purposes, 
when populations have two or more patches separated by 50m or more, those populations are 
broken into subpopulations treated as independent units for data collection. There are 21 
subpopulations being monitored across the seven populations. Monitoring occurs once per 
subpopulation per year during peak flowering. Data for a variety of attributes are collected. The 
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relevant data for these analyses are: 1) the total number of individuals (N), 2) stem density (N / 
area), and 3) the categorical impact of two local threats (woody invasive species encroachment 
and browsing by deer) as no impact (0%; no woody invasive species present or no deer browsing 
observed), low impact (1-50% of the E. furcata subpopulation affected by the threat) or high 
impact (51-100% of the E. furcata subpopulation affected by the threat). For full program details 
and methods see www.plantsofconcern.org.  
An internal review of data quality showed that POC volunteer monitors reported identical 
estimates as highly trained Chicago Botanic Garden staff for population size (measured by 
categories), woody invasive encroachment categories and deer browsing categories 80%, 73% 
and 85% of the time, respectively (Havens et al. 2012). Despite the high measured congruence 
between volunteer and expertly collected data, monitoring events were removed if the associated 
field notes indicated that the subpopulation size count was likely inaccurate (e.g. a known section 
of a population was not visited; 7 total; not included in Table B1), or marked as suspect if the 
notes indicated a subpopulation size count might be inaccurate (e.g. poor weather or site 
conditions made monitoring difficult; 3 total; included in Table B1). One of these three points 
tested as a significant outlier using Studentized residuals (stats::rstudent) in all tests and so was 
removed from projection analyses. All statistics were done in R version 3.3.2 (R Core Team, 
2016). 
3.3.3 Count Based Population Viability Analysis (PVA) 
All of our analyses use a basic count based, stochastic population projection modeling 
procedure (Dennis et al. 1991, Morris and Doak 2002). First, the change in subpopulation size 
from one monitoring event (Nt) to the next (Nt+1) was calculated as a log response ratio (LRR): 
LRR t -> t+1 = ln (Nt+1 \ Nt) eq(3.1) 
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The LRR is a population growth metric with a critical value of zero; above zero is growth and 
below zero is decline. Then, we stochastically projected population size 50 years into the future 
by performing 50 iterations of eq(3.2), randomly choosing a different LRR value from the 
observed data for each iteration:  
Nt+1 = Nt *exp(LRR)  eq(3.2) 
We ran 1,000 replicate projections of this 50-year simulation to calculate the probability of 
extinction. Using a quasi-extinction threshold of ten individuals, the probability of extinction was 
the number of replicate projections that fell below ten individuals divided by 1,000. We included 
a carrying capacity (K) as a ceiling in the projection model by reducing a projected population’s 
size down to K (Nt = K) only when Nt+1 > K. This was done despite no detectable density 
dependence (assessed by regressing stem density against LRR; F1,73 = 1.52; r = 0.007; P = 0.22) 
to prevent population sizes from becoming unrealistically large. The starting population size and 
K of each replicate projection were 343 and 20,868, respectively. These starting parameters were 
the median population size and carrying capacity (calculated as the number of stems * the 
maximum observed stem density) for all subpopulations monitored by the POC program.  
Not all LRR values recorded from a site could be used in these analyses. First, extremely 
small populations (defined here as ten individuals or less) can be problematic for this method 
because small populations sizes typically fluctuate due to demographic stochasticity, whereas the 
count-based approach assumes population sizes fluctuate due to environmental stochasticity. For 
this reason, all LRRs in which either Nt or Nt+1 from eq(3.1) was less than or equal to ten 
individuals were removed (10 total; not included in Table B1). Also, to incorporate the effect of 
threats into our count based PVA projections (explained in detail next), we assumed that the 
level of a threat or the climatic conditions during the year that Nt from eq(3.1) was recorded is at 
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least partly responsible for the change in size from Nt to Nt +1. Thus, only LRRs calculated from 
single year transitions were used in these analyses.  
3.3.4 Modeling Local Threats 
We assessed the effects of woody invasive species encroachment, browsing by deer and 
their interaction on LRR at the subpopulation level. We considered subpopulation to be the 
appropriate level of replication because both threats vary across small spatial scales. Sample 
sizes were low, or data were missing in some combinations of the threat categories. We tested 
whether treatment combinations were different from each other using independent contrast 
ANOVAs (Figure 3.2A). There was only a single data point in the low woody invasive and high 
deer browse combination and no data for the no woody invasive and high deer browse 
combination. Therefore, we could not assess mean LRR for these treatments. This lack of data 
could be due to the biology of these factors because deer are known to prefer woodland sites 
heavily invaded with exotic shrubs (Allan et al. 2010).  
We modeled the effects of these local threats on future population size and extinction 
risk. We pooled categories that were not different at a P > 0.1 threshold based on our 
independent contrast ANOVAs. This identified three scenarios for modeling (Figure 3.2A): 1) no 
or low (0-50%) impact of deer browse with no or low impact of woody invasive encroachment 
(No/Low Both); 2) low (1-50%) impact of deer browse with either low or high (1-50%) impact 
of woody invasive encroachment (Low Deer + Low/High Woody); and 3) high (>50%) impact 
of both deer browse and woody invasive encroachment (High Both). The sample size for each 
scenario was 64, 51 and 3, respectively, therefore we did not attempt projection modeling with 
the third scenario. We extracted the mean and standard deviation of the frequency distribution of 
LRR for the first and second scenarios (Step 1 in Figure B1-A). Then, we selected random LRR 
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values from a normal distribution with those same parameters to perform 50-year stochastic 
projections under each scenario using eq(3.2) (Step 2 in Figure B1-A) replicated 1,000 times 
(Step 3 in Figure B1-A). We set population size to zero if it fell below one individual for the 
duration of the 50-year projection. These models assess the relative magnitude of effect of these 
local threats by the difference in the probability of extinction and the average final population 
size compared among modeling scenarios. Therefore, our results should not be interpreted as 
absolute estimates of E. furcata’s viability. 
3.3.5 Modeling Regional Threat of Climate Change 
We assessed the effects of climate change at the population level. We considered this to 
be the appropriate level of replication because: 1) all subpopulations are close enough spatially 
that they should experience similar weather, and 2) the lowest resolution historic climate data 
available are at approximately 1km2, which does not allow for differentiation among 
subpopulations. When multiple subpopulations were monitored in the same years, resulting in 
more than one LRR estimate per population per single year transition, we averaged the LRR 
values across subpopulations within each transition (n = 40). 
We chose to model the potential future climate of the Western Great Lakes region based 
on a downscaling of worldwide climate data by Hayhoe et al., (2010). Hayhoe et al., (2010) 
predicted the potential future climate of a small geographic region that included all our study 
populations and presented their results within explicit timeframes which allowed us to match the 
timing of the climate predictions to the length of our projection models. They predicted two 
major climatic changes in our region by 2050, a 10% increase in precipitation and a 2-3°C 
increase in average temperature. The increase in precipitation is most likely to occur in the 
winter and spring months, therefore, we modeled a 10% increase in the combined total winter 
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and spring precipitation (Table 3.1). The increase in temperature is predicted to occur during the 
winter months up until about 2050 when winter temperatures are predicted to level off and 
summer temperatures are predicted to begin rising. Therefore, we modeled this warming as a 2°C 
increase in average winter temperature throughout our 50-year projection, along with a 1°C 
increase in average summer temperature beginning at year 36 of our 50-year projection (which is 
2051 if we assume our model started in 2015). Because we choose variables that represent only 
the major climatic changes expected, the results of our models should be interpreted as E. 
furcata’s vulnerability to climate change given the major climatic changes that populations in the 
Western Great Lakes region are likely to experience. 
We used local weather station data to determine the association between climatic 
variables and the population level LRR of E. furcata using multiple regression. Those data were 
obtained as a monthly average for the average daily temperature (°C) and a monthly total for 
precipitation (mm) from the National Center of Environmental Information (Lawrimore 2016). 
We used data from the closest station to each population to represent that population’s local 
conditions. Eurybia furcata is typically monitored in August so we defined its demographic year 
from fall-to-summer (Nt -> fall -> winter -> spring -> summer -> Nt+1) and extracted weather 
variables from that time frame for each transition. We pooled climate data within each transition 
year (averaged for temperature; summed for precipitation) across meteorological seasons (fall = 
Sept-Nov; winter = Dec-Feb; spring = Mar-May; summer = June-Aug) to match Hayhoe et al., 
(2010). Thus, each LRR has an associated total winter plus spring precipitation (WSprec), 
average winter temperature (WINtemp) and average summer temperature (SUtemp).  
We assessed the role of population, year, winter/spring precipitation (WSprec), winter 
temperature (WINtemp), and summer temperature (SUtemp) on LRR. We used AIC model 
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selection (stats::step) to compare a baseline multiple regression model containing only the main 
effects of each climate variable (LRR ~ WSprec + WINtemp + SUtemp + 0) to more complex 
models also considering main effects of population and year and interactions among climate 
variables (full model: LRR ~ WSprec + WINtemp + SUtemp + population + year + 
WSprec*WINtemp + WINtemp*SUtemp + WSprec*SUtemp + WSprec*WINtemp*SUtemp + 
0). The baseline model including only main effects had the lowest AIC score. Several significant 
(P < 0.05) correlations were found among the climate variables but all were weak (r < 0.7), so no 
variables were dropped from the final model. Lastly, we extracted the correlation coefficients 
(β’s) associated with each variable (WSprec = 0.0004; WINtemp = -0.0392; SUtemp = -0.0143) 
to allow us to calculate predicted LRRs for use in projection modeling (Step 1 Figure B1-B).  
To calculate predicted LRRs given climate change, we first had to quantify the historic 
climate of our region. To do this, we used Current Climate data (~1960-1990) obtained from 
Worldclim 1.4 (Hijmans et al. 2005), then estimated future conditions by changing the historic 
conditions as predicted by Hayhoe et al., (2010). We obtained Worldclim data as monthly 
estimates of average daily temperature (°C) and total precipitation (mm). In ArcGIS 10.4.1, we 
placed 50km circular buffers around the closest weather station to each population. These buffers 
encompassed all populations of E. furcata used in this study. Within those buffers, we calculated 
the mean and standard deviation of each climate variable by the seasons described as above. We 
then shifted the means of the historical frequency distributions by the amounts predicted for the 
future to obtain a new predicted future mean for each variable (Table 3.1), but retained the 
standard deviation estimated from the historic data (Step 2 in Figure B1-B).  
These frequency distributions allowed us to compare population projections based on 
historic versus future climatic conditions. Thus, again our models assess the relative effect of 
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climate change between historic and future conditions and our results should not be interpreted 
as absolute estimate of E. furcata’s viability. First, we chose a random value from a normal 
distribution of each climate variable, either future or historic, characterized by that variable’s 
mean and standard deviation. To calculate a LRR, we fed those variables into a modified 
regression equation: 
predicted LRR = β1*WSprec + β2*WINtemp + β3*SUtemp  eq(3.3) 
using the β values extracted above (Step 3 in Figure B1-B). Then we performed 50-year 
stochastic projections under each scenario (Step 4 in Figure B1-B) replicated 1,000 times (Step 5 
in Figure B1-B). The sensitivity of the model projections to each climate variable was assessed 
by using the historic distribution instead of the future distribution for each variable, one at time, 
in an otherwise unchanged model. An individual climate variable contributes strongly to the 
population projection results if we observe substantial changes in projection results with and 
without the focal climate variable’s future distribution included. 
3.3.6 Modeling the Interactive Effect Between Local and Regional Threats 
We assessed the interactive effect between threats at a local and regional scale by running 
the climate change projections using the groups of data identified as scenarios for local threats 
(Figure 3.2A). The High Both scenario could not be projected independently due to low sample 
size of LRR data. Those data were lumped with the Low Deer + Low/High Woody group for this 
analysis. Thus, we assessed the effect of climate change on E. furcata assuming good control of 
local threats (using the No/Low Both group; n = 32) or the presence of local threats (the 
combined Low Deer + Low/High Woody and High Both groups; n = 32). The new correlation 
coefficients for each scenario were WSprec = 0.0009, WINtemp = -0.0133 and SUtemp = -
0.0152, and WSprec = 0.0001, WINtemp = -0.0628 and SUtemp = -0.0169, respectively. 
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3.4 Results 
3.4.1 Main Effects of Local and Regional Threats 
The No/Low Both local threat scenario had a final average population size of 10,511 
individuals and a 0.39 probability of extinction (Figure 3.2B). The Low Deer + Low/High 
Woody scenario had a final average population size of 1,159 individuals and a 0.46 probability 
of extinction. Modelling Eurybia furcata’s viability with data from sites with lower levels of 
local threats resulted in an 807% increase in population size and a 7-percentage point reduction 
in the probability of extinction compared to modelling with data from sites with higher local 
threats. 
Both historic and future scenarios had a 0% chance going extinct. However, the average 
final population size under historic conditions was 20,864 individuals while the average final 
population size under future conditions was 6,207 individuals (Figure 3.3A); a 236% increase in 
population size under historic versus future conditions. Our model is most sensitive to the 
increase in winter temperature. Removing the future predications of winter temperature from the 
model caused the difference in population size projections for historic and future climate 
conditions to disappear (Figure 3.3B), whereas removal of the future predictions of winter and 
spring precipitation (Figure 3.3C) and summer temperature (Figure 3.3D) yielded projection 
results that were largely similar to the original model. 
3.4.2 Interaction Between Local and Regional Threats 
The effect of climate change on E. furcata largely disappears when local threats are low 
or absent (Figure 3.4A). The average final population sizes were 20,794 and 20,764 individuals 
under historic and future conditions, respectively (a 0.14% increase in population size under 
historic versus future conditions). Neither scenario had any probability of extinction. However, 
the effect of climate change is magnified compared to the original climate model when using 
62 
 
data that represent a higher impact of local threats (Figure 3.4B). Those final average population 
sizes were 20,848 and 175 individuals under historic and future conditions, respectively (an 
11,813% increase in population size under historic versus future conditions). These scenarios 
also had no probability of extinction. 
3.5 Discussion 
3.5.1 Interaction Among Threats at Different Spatial Scales 
We used count based PVAs to reveal strong interactive effects among local and regional 
threats for a focal plant species. Individually, climate change caused populations to grow more 
slowly and reach smaller sizes by the end of the projection (Figure 3.3B), and such small 
population sizes are known to threaten the ability of populations to rebound from a catastrophe 
(Lande 1993). Climate change also seemed to increase the variability in population size, 
especially after year 40 for the model (Figure 3.3B), which can also put populations more at-risk 
when they are small (Gabriel and Burger 1992, Morris and Doak 2002). But, these effects largely 
disappeared when we modeled an interaction between climate change and local threats by using 
data only from sites minimally impacted by local threats (Figure 3.4A). This suggests that 
management actions targeting local threats can improve the viability of E. furcata populations 
both by reducing the risk of extinction due to local those threats and by decreasing this species 
vulnerability to climate change.  
The threat of climate change will act in concert with other anthropogenic factors, such as 
land use change, overexploitation, and invasive species to influence species’ extinction risk 
(IPCC 2014). Few studies are available to assess multiple threats, and how these might act to 
simultaneously and synergistically harm populations. Conservation planning has historically 
focused on local scale threats but must now adapt to consider the regional threat of climate 
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change (Thomas 2011). Such planning requires threat analysis from multiple populations and at 
regional spatial scales. This task may seem daunting, but our results provide an optimistic 
outlook that count data, which are often readily available as a part of ongoing monitoring 
frameworks, can be effectively utilized for this purpose. 
Our climate change results should be interpreted with caution. First, we only modelled 
climate change for populations of E. furcata in the Western Great Lakes region, which contains 
the Northern portion of this species range (Figure 3.1; NatureServe 2016). Given the general 
expectation of poleward migration or expansion due to climate change (Parmesan and Yohe 
2003), it is reasonable to expect a greater measured effect of climate change on populations in 
the Southern portion of E. furcata’s range, which may or may not be influenced by the level of 
local threats in those populations. If this is the case, focusing on local scale threats in Northern 
populations would be even more important for decreasing the species wide risk of extinction. 
Second, it is possible that E. furcata’s growth rate responds strongly to climate variables that are 
not predicted to change drastically, and hence are not included in our model. And again, the 
effects of those climate variables may or may not by influenced the level of local threats. If this 
is the case, the persistence of these Northern populations of E. furcata could still be threatened 
by climate change even if local threats are well managed. 
3.5.2 Extending the Use of Count Based Data 
There has been a long debate over the how useful count data are for rare species 
management (Dennis et al. 1991, Possingham et al. 1993, Beissinger and Westphal 1998, Sabo et 
al. 2004). However, recent work supports the validity of this method when used to compare the 
relative extinction risk among models and for developing management plans (McCarthy et al. 
2002, Morris and Doak 2002, Lotts et al. 2004, Sabo et al. 2004, García et al. 2010). Our work 
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expands on the count based PVA approach to consider multiple, interacting threats acting at 
multiple spatial scales. By comparing among different count based PVA models we clearly 
identified that managing local threats directly and indirectly through an interactive effect with 
climate change increases viability in our system. We suggest that the methodology that we 
employ here could be readily applied to other rare plant species for which monitoring data are 
available at multiple populations (Parks 1993, Bittman 2001, Havens et al. 2012).  
Our count based PVA approach could also be used to incorporate the effects of 
management in an adaptive management context. Managers typically monitor populations to 
assess the effect of management actions on the recovery of a population, to detect changes in 
existing threats through time, and to identify the emergence of new threats. However, to date, 
few researchers incorporate their adaptive management activities directly into population 
viability analyses or use population viability analyses more than once to assess the effectiveness 
of their actions (Bakker and Doak 2008). Our approach could be easily applied to these goals. 
For example, in our system our models predict that management of local threats should increase 
population growth rate, decrease extinction risk, and decrease vulnerability to climate change. If 
such management were enacted, it would then be easy to re-assess our system using our method 
to determine if those changes occurred to the magnitude expected from our observational data. 
3.5.3 Management Recommendations for Eurybia furcata 
We found that local threats decrease the persistence of Eurybia furcata in the Western 
Great Lakes region. Our models indicated that populations are only able to substantially increase 
when 50% or less of the population is browsed by deer or encroached by woody invasive species 
(Figure 3.2B). However, comparing our two modeled local threat scenarios suggests that the 
presence of woody invasive species is the larger threat and that low levels of browsing by deer 
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will likely not cause major declines in E. furcata populations unless those populations are also 
highly encroached by woody invasive species. Therefore, we recommend that managers 
prioritize minimizing woody invasive species encroachment into populations of E. furcata. 
However, despite a sample size too low for projection modelling, the negative impact of high 
levels of both threats is striking (Figure 3.2A). A high local threat of deer browsing was only 
present at sites that also had high levels of woody invasive encroachment. This could be due to 
the biology of these factors since deer are known to prefer woodland sites heavily invaded with 
exotic shrubs (Allan et al. 2010). If sites that currently have high levels of woody invasive 
encroachment and deer browse are converted to sites with a low abundance of woody invasive 
encroachment through management, it is unclear if deer would also decrease their use of the sites 
or if deer would need to be managed separately. This is an important avenue for future research. 
3.5.4 Conclusions 
It is well known that multiple threats simultaneously affect plant and animal species 
(Brook et al. 2008), but the high data requirements of traditional age or stage based population 
viability analyses mean that these interactive effects, and the optimal management strategies to 
reduce their synergistic effects, often cannot be assessed. Because count based PVAs require less 
data this method has the potential to fill these gaps in our knowledge on threats to rare species 
(McCarthy et al. 2002, Morris and Doak 2002, Lotts et al. 2004, Sabo et al. 2004, García et al. 
2010). To our knowledge, we are the first to use count based PVAs specifically to assess 
multiple, interacting threats acting on plants at different spatial scales. These models allow us to 
make recommendations for prioritizing conservation effort among threats to help ensure the best 
use of conservation resources. This approach can be applied widely to count based monitoring 
data already in existence. Doing so will result in robust recommendations to land managers on 
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how to prioritize local and regional scale management actions for species of concern, and 
contribute to a larger framework for understanding how to best combat multiple threats that may 
act at different scales or have synergistic effects on a species risk of extinction. 
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3.7 Tables and Figures 
3.7.1 Tables 
Table 3.1: Mean and standard deviations of historic climate values calculated from Worldclim 
data. Future means from predictions described in text. 
 
Variable Historic Mean Standard Deviation Future Mean 
Precipitation (mm) 
    
Total: Dec-May WSprec 397.7 100.7 437.4 
Temperature (°C) 
    
Average: Dec-Feb WINtemp -6.37 0.95 -4.37 
Average: Jun-Aug SUtemp 20.23 0.64 21.23 starting year 36 
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3.7.2 Figure Legends 
Figure 3.1: Map of the Midwestern United States showing all known current and historic 
occurrences of Eurybia furcata. This information is provided by NatureServe (NatureServe 
2016; www.natureserve.org) and its Natural Heritage member programs, a leading source of 
information about rare and endangered species and threatened ecosystems. 
 
Figure 3.2: A) Results of independent contrast ANOVAs to test the main and interactive effects 
of woody invasive species encroachment and deer browsing on the average annual change in 
population size (LRR) of Eurybia furcata. Differences at a p > 0.1 threshold bolded. Pairwise 
Tukey’s test results marked with †. Test Results: No versus low impact of deer with no impact of 
woody species (F1,9 = 0.04; p = 0.85); No versus low impact of deer with low impact of woody 
species (F1,52 = 1.03; p = 0.32); Low versus high impact of deer with high impact of woody 
species (F1,8 = 62.33; p < 0.001); No versus low impact of woody species with no impact of deer 
(F1,13 = 0.02; p = 0.90); No versus low versus high impact of woody species with low impact 
of deer (F2,53 = 2.70; p = 0.08) --- No versus low impact of woody species with low impact of 
deer† (p = 0.51); No versus high impact of woody species with low impact of deer† (p = 
0.08); Low versus high impact of woody species with low impact of deer† (p = 0.14). B) Model 
results examining the effects of local threats. Solid lines show the change in population size 
through time averaged across the 1,000 replicate simulations for each scenario. Dotted lines are 
95% CIs around the mean. 
 
Figure 3.3: A) Model results examining the regional effect of climate change on Eurybia furcata. 
B-D) Results of sensitivity analyses for each climate variable. Solid lines show the change in 
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population size through time averaged across the 1,000 replicate simulations. Dotted lines are 
95% CI’s around the mean.  
 
Figure 3.4: Model results examining the regional effect of climate change on Eurybia furcata 
under A) No or Low impact of local threats and B) Low or High impact of local threats. Solid 
lines show the change in population size through time averaged across the 1,000 replicate 
simulations. Dotted lines are 95% CI’s around the mean. 
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3.7.3 Figures 
 
Figure 3.1: Map of the Midwestern United States showing all known current and historic 
occurrences of Eurybia furcata. 
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Figure 3.2: A) Results of independent contrast ANOVAs to test the main and interactive effects 
of woody invasive species encroachment and deer browsing on the average annual change in 
population size (LRR) of Eurybia furcata. B) Model results examining the effects of local 
threats. 
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Figure 3.3: A) Model results examining the regional effect of climate change on Eurybia furcata. 
B-D) Results of sensitivity analyses for each climate variable. 
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Figure 3.4: Model results examining the regional effect of climate change on Eurybia furcata 
under A) No or Low impact of local threats and B) Low or High impact of local threats. 
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4.1 Abstract 
The decline and extinction of native plant species is a global conservation crisis, and there is a 
need for rapid prioritizing of our conservation efforts. In the USA, the two main systems used to 
identify at-risk species, Threatened and Endangered (T&E) status and conservation status ranks 
by NatureServe (G- & S-ranks), have been criticized for being subjective, out-of-date, and 
relying too heavily on broad criteria, such as habitat specificity. Quantitative data on population 
size should better predict the extinction risk of a rare plant species. Our goal was to develop an 
objective, quantitative, and continuous risk assignment for plant species using commonly 
collected monitoring data so that limited conservation resources can be better prioritized among 
at-risk species. To do this, we modified a count-based population viability analysis to produce 
two regional, species-level viability metrics; a regional growth rate and a regional 50-year 
probability of extinction. Our validation exercises confirmed these metrics could reliability place 
24 rare forb species along a continuous scale of viability. We identified nine species (37.5%) that 
should be a high priority for conservation effort in Illinois due to low regional growth rates or 
elevated regional extinction risks. Current metrics (T&E or G/S-ranks) did not identify all nine 
species. The challenges we face developing these metrics and our solutions are discussed to more 
generally improve rare plant species monitoring practices. Overall, this method is an innovative 
expansion of the use of population size monitoring data to inform conservation beyond the 
population. 
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4.2 Introduction 
The current biodiversity crisis is now considered Earth’s sixth mass extinction event, 
with current extinction rates at or above those seen in previous mass extinction events (Barnosky 
et al. 2011). One recent estimate puts 50,000 plant species at an elevated risk of extinction 
worldwide (Cronk 2016; RGB Kew 2016). Despite the severity of the current crisis, the 
resources devoted to at-risk species continue to be wholly inadequate for their protection and 
recovery (Bottrill et al. 2008; Scott et al. 2010). That lack of resources is often felt most severely 
by non-charismatic species, such as many plants (Schwartz 2008). This has led many 
conservationists to argue for better prioritization methods to target actions and resources where 
they will produce the most conservation value (Bottrill et al. 2008 and citations within).  
There are two major systems used by conservation practitioners in the United States to 
prioritize effort among rare plant species; Threatened and Endangered (T&E) status under 
Federal or State-level Endangered Species Acts (e.g. Illinois Endangered Species Protection 
Board, 2015) and the national (G-rank) or state (S-rank) conservation status ranks assigned by 
NatureServe (Laband and Nieswiadomy 2006; Faber-Langendoen et al. 2012). While both these 
systems contribute to the conservation of at-risk species in many ways (e.g. Hernández-Yáñez et 
al., 2016), neither is ideal for prioritizing action among at-risk species. First, at both the federal 
and state-levels the T&E listing process has been criticized as being subjective despite the 
mandate that assessments be based on the ‘best available data’ (Ferraro et al. 2007; Regan et al. 
2013; Weijerman et al. 2014; Lowell and Kelly 2016). Second, while NatureServe conservation 
status ranks are based on a more objective process (Laband and Nieswiadomy 2006), they are 
infrequently revised. For example, the average species’ NatureServe status rank in Hernández-
Yáñez et al. (2016) was last reviewed in the year 2000, almost 20 years ago. Also, while both 
82 
 
systems incorporate quantitative data when available, they both tend to rely heavily on broad 
criteria to assess risk, such as total range size or habitat specificity (Laband and Nieswiadomy 
2006; Faber-Langendoen et al. 2012; Mankowski 2012; Zeigler et al. 2013), because these 
attributes are known to be generally associated with extinction risk (Brook et al. 2008). Last, 
both systems are categorical, and so have little value when trying to prioritize conservation effort 
among species within the same category. We feel these criticisms clearly show a need for a 
quantitative, objective, up-to-date, and continuous way to assign risk status so that limited 
conservation resources can be most effectively prioritized among species at-risk of extinction. 
Here, we present a method meeting the above criteria that identifies which species are 
most at-risk or most in need of immediate conservation actions within a region using long term, 
population-level monitoring data. Our method is a modification of a typical count-based 
population viability analysis (PVA) to produce a regional, species-level viability analysis. First, 
monitoring data, including population size estimates, as well as measures of the amount or 
impact of threats and various other population attributes, are typically quantitative and are 
already widely collected by many land stewards as well as by large institutions across the USA 
(e.g.s Bittman, 2001; Havens et al., 2012; Parks, 1993). Second, the PVA process that is the basis 
for our method is a well-developed, objective statistical procedure (Morris and Doak 2002; 
Bakker and Doak 2008). Next, by using data from ongoing monitoring programs, datasets can be 
continuously kept up-to-date, and are often large enough that minimum sample sizes can be set 
to ensure robust analytical results. Lastly, PVAs do not rely on broad proxies for extinction risk, 
such as habitat specificity. They produce quantitative and continuous estimates of that risk (e.g. 
population growth rates) that are easily comparable among populations or species. 
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We developed our method to produce two regional, species-level viability metrics, a 
regional growth rate and a regional probability of extinction within the next 50 years. We 
calculated these metrics individually for 24 rare, perennial forb species using monitoring data 
collected by the Chicago Botanic Garden’s Plants of Concern (POC) program (Havens et al. 
2012) in Northern Illinois, Northern Indiana and Southern Wisconsin (hereafter referred to as the 
Western Great Lakes region) between 2001-2016. Our goals were to: 1) assess each species’ 
regional viability by identifying which species within the Western Great Lakes region are 
currently in decline or at an elevated risk of extinction; 2) develop a method to place species 
along a continuous spectrum of viability to aid prioritizing conservation effort among at-risk 
species, and 3) to make recommendations for improving rare plant monitoring programs to 
expand the use of monitoring data for research in plant conservation. 
4.3 Methods 
4.3.1 Data Collection 
The Chicago Botanic Garden’s Plants of Concern (POC) program (Havens et al. 2012) is 
a citizen science initiative that monitors rare plant populations in the Western Great Lakes 
region, with most of the data from populations in the state of Illinois (Table 4.1). The count data 
used in this study are from monitoring of 24 rare, perennial forb species from 2001 to 2016. 
Monitoring occurs at most once per population per year during peak flowering. Data for a variety 
of attributes are collected. The relevant data for these analyses are the total number of individuals 
(N) and the stem density (N / area). While most species are monitored with full population 
counts, some species are better tracked by counting only flowering individuals (Table 4.1) 
because identification of non-flowering individuals is very difficult, even for trained botanists 
(e.g. cryptic orchids). All analyses were performed the same for species tracked by full 
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population counts as for those tracked by flowering individual counts. Since population growth 
rates for herbaceous plant species are most sensitive to changes in adult survivorship (Silvertown 
et al. 1993) this is unlikely to substantially bias in our results. Lastly, Havens et al. (2012) 
showed that POC volunteer monitors report identical estimates as highly trained Chicago Botanic 
Garden staff for the number of individuals (measured by categories) 80% of the time. Despite the 
high measured congruence between volunteer and expertly collected data, monitoring events 
were removed if the associated field notes indicated that the size count was likely inaccurate (e.g. 
an incomplete monitoring event due to inclement weather), or flagged for removal if the notes 
indicated the size count might be inaccurate (e.g. monitoring event was substantially pre- or post-
peak bloom). These flagged points were removed prior to analyses if they tested as significant 
outliers (see below). For full POC program details and methods see www.plantsofconcern.org. 
4.3.2 Meeting Model Assumptions 
We assessed the regional viability of our 24 rare forbs by modifying a typical count-
based population viability analysis (PVA) procedure with stochastic population projection 
modeling. All procedures for creating these metrics were based on methods in Morris and Doak 
(2002) unless otherwise cited, and all statistical analyses were done in R version 3.3.2 (R Core 
Team, 2016). See Appendix C for step-by-step descriptions and example analyses for calculating 
our regional viability metrics, and Appendix D for the data and R code. First, we had to meet two 
assumptions of a normal count-based PVA. Count PVAs require that all, or a constant fraction, 
of an ecologically independent population is surveyed through time. For logistic reasons, the 
POC program has two geographic levels used to identify a sampling unit (Figure 4.1A). The 
POC “site” is determined by land ownership and, in most cases, is also what ecologists would 
call an independent population. However, the POC “subpopulation” is the level at which the data 
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are collected. Subpopulations are patches within a single population that are typically separated 
from each other by at least 50m. Therefore, to obtain population level counts (bolded data in 
Figure 4.1B), we either used the subpopulation with the greatest number of monitoring events 
per site to represent each population (Figure 4.1B; example: Site 2a subpopulation B retained 
and site 2a subpopulation A removed), or if all subpopulations were surveyed in all years, we 
summed them into a full population count (Figure 4.1B; example: Subpopulations A and B in 
site 3 combined). Most subpopulations were not surveyed in all years and could not be summed. 
In a few instances, one POC site likely contained more than one ecologically independent 
population of a single species. This happened when a site contained multiple, separate habitat 
patches with either developed land, agriculture or other inhospitable land types in between 
(Figure 4.1A; example: site 2 split into site 2a and 2b). In these cases, each contiguous habitat 
patch was treated as an ecologically independent population and the same rules as above applied 
to obtain its size counts (Figure 4.1B; data from Site 2b subpopulation A retained as 
independent).  
Second, count PVAs assume that the variation in population size observed is strictly due 
to environmental stochasticity. However, very small populations (here defined as ≤ 10 
individuals) fluctuate mostly due to demographic, not environmental stochasticity. This is a 
widely known issue (Gabriel and Burger 1992; Lande 1993; Morris and Doak 2002) and is 
problematic here because population sizes are converted to a log scale to calculate a log response 
ratio (LRR; eq(4.1)), which is used represent the change in population size from one point in 
time to the next. That conversion makes a small population doubling from 1 to 2 individuals 
mathematically equivalent to a large population doubling from 100 to 200 individuals (both 
LRRs = 0.69). However, a small population doubling is much more likely to occur than a large 
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population doubling, and the small population is still at a greater risk of extinction due to its 
smaller absolute size. This means that LRRs calculated from these very small populations tend to 
be unusually large or unusually small and not representative of normal size fluctuations. For this 
reason, all extremely small size counts (≤ 10 individuals after subpopulations were summed were 
applicable) were removed from these analyses (Figure 1B; example: site 3 data removed prior to 
LRR calculation in Figure 4.1C).  
4.3.3 Calculating Regional Viability Metrics 
After model assumptions had been met, we pooled our estimates of the change in 
population size (the LRRs) from all populations of a species to produce viability metrics at the 
species-level representative of our entire study region. Morris and Doak (2002) suggest using a 
minimum of ten years of data (which produce 9 LRRs) when performing stochastic projections 
for a single population to capture its full range of normal fluctuations in size. Since it has been 
shown that plant vital rates tend to vary more across time than across space (Crone 2016) we 
increased our minimum data required to 15 LRRs per species. Also, due to pooling the LRRs, 
our regional viability metrics should be used to compare viability among species within the 
Western Great Lakes region, not to compare viability among populations of a single species, as 
would be the case with a typical, population-level PVA. 
The first regional viability metric we calculated was a regional growth rate for each 
species akin to a typical population growth rate. First, within each population the change in size 
from one monitoring event (Nt) to the next (Nt+x) was calculated as a log response ratio (Figure 
4.1C; LRR): 
LRR t -> t+x = ln (Nt+x \ Nt) eq(4.1) 
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Then, these LRR values were corrected to account for the increase in variance expected between 
size counts further apart in time than those closer in time by dividing the LRR by the square root 
of the number of years in between Nt and Nt+x (Figure 4.1C). Outliers among the corrected LRR 
values were identified using Studentized residuals (using the ‘rstudent’ function in the base 
‘stats’ package in R) and removed from the data if justified. A total of 58 outliers were identified 
across the 24 species, 40 were removed. The most common reasons for removing outliers were 
that, for either Nt or Nt+x: 1) the count estimation method used was different than the POC 
protocol (e.g. too few transects used), 2) the monitoring date that was substantially pre- or post- 
peak bloom, or 3) there was mowing near or within the population immediately prior to the 
monitoring date that may have removed above ground individuals (e.g. in populations growing 
underneath powerlines). Most of the removed data points had been flagged as potentially 
inaccurate during our initial quality assessment of the data. 
Next, we performed a linear regression with the corrected LRR values as the response 
variable and the square root of the number of years in between Nt and Nt+x as the predictor 
(Figure 4.1D). The coefficient of that regression was our regional growth rate metric. We 
denoted it as mu (μ), which is the same notation given to this parameter when calculated at the 
population level in Morris and Doak (2002). Mu has a critical value of zero; above zero is 
growth and below zero is decline. We assessed whether each species’ regional μ was 
significantly declining (significantly below zero), growing (significantly above zero) or stable 
(not different than zero) by re-sampling the LRR data with replacement 1,000 times, calculating 
a new μ each time, then producing 95% confidence intervals. The total number of LRRs was kept 
equal to the original number present in each species data set during re-sampling. Mu was 
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considered significantly different than zero if the confidence intervals did not include zero. See 
Table 4.2 for the total number of LRRs and populations per species.  
The second regional viability metric we calculated was a regional probability of 
extinction for each species by performing 1,000, 50-year stochastic population size projections. 
The stochastic projection equation was: 
Nt+1 = Nt *exp(μ) eq(4.2) 
The probability of extinction from this projection was calculated as the number of 50-year 
projections that fell below the quasi-extinction threshold (set at 10 individuals) divided by the 
total 1,000 replicate projections (Figure 4.1E). The corrected LRR data were re-sampled with 
replacement then re-analyzed with the linear regression to calculate a new μ for each iteration of 
eq(4.2), again keeping the total number of LRRs equal to the original number present in each 
species data set. Two sets of 1,000, 50-year projections were run for each species; one using 
parameters based on a typical (the median) population and one using parameters based on the 
smallest population within the Western Great Lakes region. To estimate extinction risk for a 
typical population, the starting population size (N0) was calculated as the median value of the last 
recorded population size counts across all extant populations (Figure 4.1E; dotted lines). To 
estimate extinction risk for the smallest population the minimum value was used (Figure 4.1E; 
dashed lines), except when the minimum value was below the quasi-extinction threshold. In 
those cases, a species’ risk based on the smallest population was estimated with a starting size of 
15 individuals. Lastly, evidence of significant or marginally significant density dependence was 
found in two of the 24 species by regressing the LRR against the stem density in Nt (using the 
‘lm’ function within the base ‘stats’ package in R; ValUli: F = 3.481,10, r2 = 0.18, p = 0.09; 
MitDip: F = 4.611,19, r2 = 0.15, p = 0.04). Therefore, we included a carrying capacity (K) as a 
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ceiling in all species’ projection models by reducing a projected population’s size down to K (Nt 
= K) only when Nt+1 > K. Carrying capacity was calculated by multiplying the starting 
population size (either median or minimum) by the maximum density recorded for a species 
(Morris and Doak 2002). See Table 4.2 for each species’ model parameters. 
4.3.4 Method Validation 
Our second goal was to produce a viability metric that could order species along a 
spectrum from least to most at-risk to aid prioritization among species for conservation action. 
The sample size of LRR values for each species varied widely; from our minimum number of 
LRRs (15) to a maximum of 152, derived from two to 31 populations per species (Table 4.2). 
Therefore, we performed two validation exercises to determine how number of LRR values and 
number of populations those LRR values were derived from influence the comparability of our 
regional metrics among species. These validations were done with the same re-sampling 
procedure used to calculate the 95% confidence intervals of μ, except that the number of LRRs 
or the number of populations sampled for each of the 1,000 re-calculations of μ varied.  
First, we simulated a decrease in LRR sample size by re-sampling either the median (24) 
or minimum (15) number of LRRs from the seven species that had at least ten more LRRs than 
the median (Table 4.2). The number of populations from which those LRRs were sampled was 
random. Next, we simulated both a decrease in sample size and restricted the number of 
populations those LRRs could be chosen from to either the median (6) or minimum (2) number 
of populations, respectively. The full model was compared to each of the four validations 
independently to test for a significant change in μ values. To include all species within a single 
test we used two-tailed, paired t-tests (using the ‘t.test’ function in the ‘stats’ package in R) and 
assessed significance at a Bonferroni corrected critical p-value (0.05 / 4 tests = 0.0125). If μ 
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values significantly increase or decrease with decreasing sample sizes that would indicate a bias 
in our metrics for less sampled species. To test for a significant change in the variance of the μ 
values, the full model of each species was compared to each of the four validations 
independently using F-tests (using the ‘var.test’ function in the ‘stats’ package in R) and again 
assessed for significance at a Bonferroni corrected critical p-value (0.05 / 28 tests = 0.0018). If 
the variance of μ significantly increases with decreasing sample size our regional probability of 
extinction estimates may be over-estimated for less sampled species (Morris and Doak 2002). 
4.4 Results 
4.4.1 Regional Viability 
Seven of the 24 (~30%) species analyzed had average regional growth rates below zero in 
the Western Great Lakes region, although none were significantly declining (Figure 4.2). Only 
two species, CypCan and HepNob had μ values significantly different than zero; both were 
increasing. Nine of the 24 (37.5%) species analyzed had 50-year regional probabilities of 
extinction above 5% when modelled to represent either a typical sized population (median) or the 
smallest population within the Western Great Lakes region (Figure 4.3). These nine species 
included all seven identified as declining by μ. The regional μ value and both 50-year 
probabilities of extinction were highly correlated using Spearman’s Rho (Median μ: ρ = -0.81, p 
< 0.001; Smallest μ: ρ = -0.82, p < 0.001; using the ‘cor.test’ function within the ‘stats’ package 
in R).  
4.4.2 Method Validation 
For well sampled species, reducing the number of LRRs alone does not result in 
significantly different μ values (Figure 4.4A; Full x Median LRR: t6999 = 1.99, p = 0.06; Full x 
Minimum LRR: t6999 = -0.03, p = 0.98). Restricting sampling to both the median number of 
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LRRs and the median number of populations also does not significantly change μ values (Figure 
4.4a; t6999 = 0.94, p = 0.35). Further restricting sampling to the minimum values did result in 
significantly different μ values (Figure 4.4A; t6999 = -2.56, p = 0.011). However, the mean 
difference between the Full and Minimum LRR & Pops (populations) models was only -0.0076, 
and the rank order of the μ values was still largely the same (Figure 4.4B). Only one species 
(CirHil) changed rank by more than one position. While the change in μ was very small or non-
existent, the change in variance was more pronounced. For all species, the variance of μ 
significantly increased between the Full and all other validation models (all F’s999,999 ≥ 0.09, all 
p’s ≤ 0.0001) as can be seen by the length of the error bars in Figure 4.4A. 
4.5 Discussion 
4.5.1 Overview 
The two main metrics that identify at-risk species in the USA are Threatened and 
Endangered (T&E) status and conservation status ranks (G- or S-ranks) by NatureServe (Laband 
and Nieswiadomy 2006). Both these metrics contribute to the conservation of at-risk species in 
many ways, but for various reasons neither is ideal for prioritizing conservation action among at-
risk species. (Ferraro et al. 2007; Mankowski 2012; Regan et al. 2013; Weijerman et al. 2014; 
Lowell and Kelly 2016). Generally, this is because they are categorical ranking systems that 
cannot differentiate among species within the same category. To address this, we developed a 
method to produce a quantitative, objective, up-to-date, and continuous way to produce risk 
assignments using long term, count-based population monitoring data. We acknowledge this 
must be done with caution, as the data collection protocols of many monitoring programs, 
including our own, were not designed specifically for this purpose. However, we argue, as other 
authors have (e.g.'s Lindenmayer and Likens 2009; Lovett et al. 2007; Nichols and Williams 
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2006), that with clearly defined goals, rigorous statistical analyses and quality controls, these 
data can make excellent contributions to applied conservation practices and scientific literature in 
ways that short term experiments or observations cannot. We have shown that with appropriate 
statistical rigor our data could reliably place 24 plant species along a continuous scale of 
viability. Here, we used that continuous scale of viability to identify species in the most need of 
immediate conservation action within the state of Illinois.  
4.5.2 High Priority Species 
Using our regional viability metrics, we identified nine species that should be a high 
priority for conservation actions in Illinois (Figures 4.2 and 4.3; HydCan, RanRho, PlaFla, 
LatOch, SpiLuc, PolPub, TofGlu, JefDip, and ValUli). These species are likely in decline or at 
an elevated risk of extinction region-wide. However, any individual population may show a 
different trend and we caution that PolPub and SpiLuc are among the species with the least data 
and poorest sampling extents (see next section; Tables 4.1 and 4.2). Neither categorical metric 
generally used for prioritizing species for conservation action (Illinois state T&E listing or 
NatureServe S-Rank) identified all nine of these species as highly at-risk. The species with 
lowest regional growth rate, HydCan, has no current Threatened and Endangered status in the 
state of Illinois (Mankowski 2012; Illinois Endangered Species Protection Board 2015) and is 
ranked as Apparently Secure by NatureServe (2017; Table 4.3). However, it has been listed in 
Illinois in the past. JefDip was also missed by both metrics. The category that identified most of 
the species with declining μ values or high probabilities of regional extinction was not state-level 
Endangered or Critically Imperiled status, as might be expected. It was current Illinois state 
Threatened status (5 of 9 species; Table 4.3).  
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Threatened status under the Endangered Species Act is supposed to call attention to 
species that are not currently at an elevated risk of extinction, but that are likely to be in the near 
future. Endangered status is supposed to signify species that are currently at an elevated risk of 
extinction. However, of the species analyzed here, state-Threatened species are generally more 
at-risk than state-Endangered species. There could be several contributing factors to this 
inconsistency. It could be due to a lack of data about these species either when they were 
originally listed or a current lack of data to inform the T&E review process (Mankowski 2012), 
resulting in poor differentiation between species currently at-risk and species soon to be at-risk. 
Evidence of ambiguity between the categories has been found elsewhere (Regan et al. 2013). 
This could also be due to heavier prioritization of conservation effort toward state-Endangered 
species, making it more likely that they recover but also more likely that Threatened species 
continue to decline. It is known that listing status alone does not increase a species’ chance of 
recovery (Ferraro et al. 2007; Schwartz 2008). It is only when listing status results in funding for 
conservation efforts that listed species tend to recover (Ferraro et al. 2007). This is unfortunate as 
it may be easier and cheaper to stabilize or grow populations of rare species before declines 
become severe.  
Using just regional growth rates, we identified another seven species that may be at-risk 
of extinction in the near future (BesBul, VioCon, CirHil, AscLan, GenFla, DalFol, and AstFur). 
These species had μ values just barely above zero with 95% confidence intervals overlapping 
zero (Figure 4.2). For this group, we recommend increased conservation effort when possible, 
and continued or increased population monitoring so that a shift toward more consistent declines 
could be caught and mitigated early.  
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4.5.3 The Use and Scope of our Regional Viability Metric 
While both our regional viability metrics address several major criticisms of the T&E 
process and of NatureServe conservation status ranks, we feel our regional growth rate (μ) 
method’s most powerful contribution is its ability to continuously rank species. Our re-sampling 
exercises show that with typical sample sizes (24 LRRs) our method produced consistent μ 
values across species. And, even at only minimal sampling (15 LRRs from 2 populations) 
produced μ values consistent enough to create a stable rank order species from least to most at-
risk (Figure 4.4B). Therefore, we suggest that for well sampled species, μ calculated by our 
method can be considered a primary measure of an individual species viability within a sampling 
region, on par with a T&E status or a NatureServe S-rank. For less well sampled species, μ 
should be interpreted comparatively among a group of species, therefore may be most useful for 
prioritizing species within a T&E or NatureServe categorical rank. 
We feel the most powerful contribution of our regional 50-year probability of extinction 
is its ability to determine the effect of different starting population sizes within the projection 
model. We detected a species for which the smallest populations are likely at a higher risk than 
larger populations (Figure 4.3; TofGlu), probably due to the high variance in the LRRs for this 
species. While TofGlu was also identified as a priority species using μ, our regional extinction 
probability suggests a more nuanced conservation priority; highly prioritize growth in small 
populations because the fluctuations in size observed are large enough to quickly drive small 
populations extinct. It is possible that for species with smaller sample sizes or sampling extents 
our regional extinction probabilities are over-estimated due to the significantly increased 
variance of the reduced sample validation models compared to the Full Model (Figure 4.4A). 
Increasing the variance within population count data can inflate estimates of a population’s 
probability of extinction even if the μ value does not change (Morris and Doak 2002). However, 
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μ correlates highly with the 50-year regional extinction probabilities from both the median and 
the smallest projection models. Therefore, we recommend interpreting our regional extinction 
probabilities contingent on sample sizes the same as μ.  
Lastly, for both metrics is it important to clearly define its geographical scope of 
inference, which should be based on each species’ sampling extent with a region. Unfortunately, 
it is hard to know exactly how many populations of a rare species are present in an area. Based 
on county-level records (NatureServe 2017; USDA and NRCS 2017), we determined that, from 
the 15 counties in which POC operates within the Western Great Lakes region, our county-level 
sampling extent is best in Illinois (Table 4.1). Thus, while our method can be applied broadly to 
rare plant conservation, the scope of inference for our specific viability spectrum is best limited 
to the species we analyzed in the Northern portion of Illinois.   
4.5.4 Improving Rare Plant Species Monitoring 
We faced several analytical challenges related to the structure of the monitoring data 
when developing these metrics. We feel our solutions to these challenges can be used to improve 
rare plant species monitoring practices such that the data collected would be analyzable for a 
wider variety of purposes. First, we recommend defining and counting an entire, ecologically 
independent population every time an area is visited. This would require that the first year a site 
is monitored it is thoroughly searched and mapped so that all patches are identified in the 
beginning and can be visited every time. Most population models, including ours, assume that 
data are collected from a discrete, ecologically-independent unit, a population. The POC site is 
typically a population in this sense. However, the data are collected at the subpopulation level, 
which is most often ecologically equivalent to a patch within a population (Figure 4.1A). Thus, it 
is critical that all subpopulations within a site (all patches of a single population) are monitored 
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at the same time using the same methods, as that is the only way that those data can be combined 
into a larger population-level count to meet theoretical model assumptions.  
It is unfortunately rare in the POC data set for all subpopulations at a site to be monitored 
in the same year. Logistically, doing so would require that monitoring events at any given site 
would be less frequent. Our analytical solution to this problem was to use the most sampled 
subpopulation as a representative, consistent subsample of the entire population (Morris and 
Doak 2002; Figure 4.1B). In doing so, roughly half of the total monitoring records available 
could not be used. If the POC program is at all representative of other rare plant monitoring 
programs, this increase in effort at the beginning of data collection has the potential to pay off by 
doubling the number of analyzable data points. However, having frequent data of at least some 
subpopulations at each site is extremely helpful to the practitioners associated with POC. Regular 
data from a site allows them to better assess the management needs of each site and develop 
clear triggers for when on-the-ground action is required. Therefore, if visiting every 
subpopulation at every monitoring is not possible or would compromise the practical value of the 
monitoring data, we recommend choosing a priori which subpopulation is most representative of 
the entire population (e.g. has typical habitat characteristics, typical stem density, etc.), and then 
giving priority to that subpopulation at every monitoring event. Doing so will retain as much of 
the data collected as possible for future analyses, but also allows flexibility in which other 
subpopulations are monitored to maximize the usefulness of the data for practitioners.  
Next, accounting for detection bias (e.g.'s Kéry et al. 2003; Alexander et al. 2012) and 
including stage structure (e.g. Molano-Flores and Bell 2012) have been recommended to 
improve count data. While we agree, the more data the better, measuring either detection bias or 
stage structure would require a hands-and-knees search for at minimum three stages (seedlings, 
97 
 
non-reproductive adults and reproductive adults) within several randomly placed plots or 
transects at every monitoring event. Knowing the logistical constraints of the POC program, and 
likely other large, volunteer-based monitoring programs, we only recommend this added effort if 
there are good reasons to believe that for a particular species or population, not including 
detection bias or a population’s stage structure is having a substantial impact on the accuracy of 
population counts or the results of a particular analysis. For example, we have a known detection 
problem for four of the species we analyzed (Table 4.1; CalTub, LiaSca, SpiLuc and TofGlu). 
They were represented by counts of reproductive individuals only because identifying non-
reproductive individuals of those species could not be done with confidence. Obtaining a 
measure of the detection bias (e.g. the ratio of reproductive to non-reproductive individuals) 
within each population monitored for those species would have allowed us to correct population 
counts to better estimate the full population size (e.g. Herrick and Fox 2013). However, for the 
set of perennial forbs studied here, analyzing based solely on reproductive counts is not likely to 
bias our results because population growth rates in many herbaceous perennial plants are most 
sensitive to adult survivorship (Silvertown et al. 1993). Count data represent adult population 
sizes well and thus correcting for detection bias is not likely to be worth the added effort. Lastly, 
we do recommend the increased effort of estimating stage structure for species identified as 
having low viability with a region because those data have a strong potential to be able to 
improve their management plans. For example, Molano-Flores and Bell (2012) found that 
different weather variables correlated with different life stages of Dalea foliosa, a federally 
endangered legume also analyzed here (DalFol). They found that including multiple life stages 
provided a more detailed understanding of DalFol’s likely response to climate change, which 
98 
 
could translate into better strategies for preventing local extinction of DalFol as the climate 
changes at their study site. 
4.5.5 Conclusions 
Given the general lack of information for many rare and at-risk species, it is critical that 
we learn how to use the information we do have to best of our ability. Our analyses provide an 
innovative expansion of the use of population count data to inform conservation beyond the 
population level. Population counts, often in a similar monitoring form to the data used here, 
already widely exist, but are typically only used for identifying the conservation needs of 
individual populations. Using those same data, our regional viability metrics were able to 
identify which plant species are most in need of immediate conservation action in the Western 
Great Lakes region better than either the T&E or NatureServe systems. This was largely because 
our metrics were able to continuously rank species’ viability. We feel that this simple ranking of 
species is the most widely transferable use of our metric to monitoring data already in existence. 
To that end, Appendix C is a step-by-step tutorial for calculating these metrics in the hope that it 
will help practitioners create their own prioritization schemes, and ultimately better conserve and 
protect their specific plants of concern.  
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4.7 Tables and Figures 
4.7.1 Tables 
Table 4.1: Sampling extent within the Western Great Lakes Region. The total number of POC counties occupied was 
obtained from the NatureServe Explorer and USDA PLANTS databases. A species was considered to occur in a county if 
either database listed it as likely extant. The number of counties sampled are those that contain a population represented in 
our data. Percent sampled by state was calculated out of the total 8 Illinois counties, 3 Indiana counties or 4 Wisconsin 
counties in which the POC program operates. Species marked with a were analyzed using counts of only reproductive 
individuals. 
 
Species Code POC Counties Occupied 
Occupied Counties 
by State 
(IL)(IN)(WI) 
Counties 
Sampled 
Counties Sampled 
by State 
(IL)(IN)(WI) 
Asclepias lanuginosa  (Nutt.) Decne. AscLan 9 (5)(0)(4) 2 (2)(0)(0) 
Aster furcatus / Eurybia furcata 
(Burgess) G.L. Nesom 
AstFur 12 (6)(2)(4) 4 (3)(0)(1) 
Besseya bullii / Synthyris bullii 
(Eaton) A. Heller 
BesBul 5 (2)(0)(3) 2 (1)(0)(1) 
Calopogon tuberosusa (L.) Britton, 
Sterns & Poggenb. 
CalTub 13 (6)(3)(4) 2 (2)(0)(0) 
Cirsium pumilum var. hillii / Cirsium 
hillii (Canby) Fernald 
CirHil 12 (7)(2)(3) 4 (4)(0)(0) 
Cypripedium candidum Muhl. ex 
Willd. 
CypCan 14 (7)(3)(4) 7 (6)(0)(1) 
Dalea foliosa (A. Gray) Barneby DalFol 3 (3)(0)(No Data) 3 (3)(0)(0) 
Gentiana flavida / Gentiana alba 
Muhl. 
GenFla 14 (7)(3)(4) 4 (3)(0)(1) 
Hepatica nobilis var. obtusa / 
Hepatica americana  (DC.) Ker 
Gawl. 
HepNob 9 (5)(2)(2) 2 (1)(0)(1) 
Hydrastis canadensis L. HydCan 11 (6)(2)(3) 4 (4)(0)(0) 
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Jeffersonia diphylla  (L.) Pers. JefDip 8 (5)(1)(2) 5 (4)(1)(0) 
Lathyrus ochroleucusb Hook. LatOch 11 (5)(2)(4) 5 (4)(0)(1) 
Liatris scariosa var. nieuwlandiia 
(Lunell) E.G. Voss 
LiaSca 6 (3)(3)(No Data) 3 (3)(0)(0) 
Mitella diphylla L. MitDip 13 (8)(2)(3) 3 (3)(0)(0) 
Oenothera perennis L. OenPer 10 (4)(2)(4) 3 (3)(0)(0) 
Platanthera flava var. herbiola (R. 
Br.) Luer  
PlaFla 6 (3)(1)(2) 3 (2)(0)(1) 
Polygonatum pubescens  (Willd.) 
Pursh 
PolPub 10 (5)(2)(3) 1 (1)(0)(0) 
Ranunculus rhomboideus Goldie RanRho 3 (2)(0)(1) 2 (2)(0)(0) 
Silene regia Sims SilReg 4 (2)(2)(0) 2 (2)(0)(0) 
Spiranthes lucidaa (H.H. Eaton) 
Ames 
SpiLuc 8 (4)(3)(1) 1 (1)(0)(0) 
Tofieldia glutinosa / Triantha 
glutinosaa (Michx.) Baker 
TofGlu 11 (5)(2)(4) 4 (3)(0)(1) 
Valeriana uliginosa / Valeriana 
sitchensis ssp. uliginosa (Torr. & A. 
Gray) F.G. Mey. 
ValUli 3 (1)(1)(1) 1 (1)(0)(0) 
Veronica scutellata L. VerScu 9 (5)(2)(2) 3 (3)(0)(0) 
Viola conspersa / Viola labradorica 
Schrank 
VioCon 9 (3)(3)(3) 3 (3)(0)(0) 
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Table 4.2: Year-to-year sample sizes (LRRs), number of populations represented, 
and the modeling parameters used for stochastic projections for all species used in 
this study. Species marked with a were used for the validation exercises. Both 
median and minimum population sizes were less than 10 for SpiLuc and changed to 
15 for projection modelling. Thus, there is no difference between median and 
smallest models for this species. 
 
Code LRRs Populations Median N0 
Median 
K 
Minimum 
N0 
Minimum 
K 
AscLan 24 3 38 476.9 15 188.3 
AstFura 47 8 293.5 7166.1 20 488.3 
BesBul 16 2 220.5 1192.9 73 394.9 
CalTub 19 4 16.03 70.8 15 66.2 
CirHila 76 12 27 166.2 15 92.4 
CypCana 152 31 28.5 599.7 15 315.6 
DalFol 17 3 424 1120.8 33 87.2 
GenFla 18 7 108 596.2 15 82.8 
HepNob 18 7 147 630.4 30 128.7 
HydCan 19 7 1000 2.7E+05 32 8547.5 
JefDip 26 8 807.5 50918.8 30 1891.7 
LatOcha 58 13 82 1970.1 15 360.4 
LiaScaa 37 10 45.5 118.0 15 38.9 
MitDip 23 5 180 1743.8 19 184.1 
OenPera 92 22 179 798.1 15 66.9 
PlaFla 18 6 90 601.9 15 100.3 
PolPub 15 4 19.5 98.7 15 75.9 
RanRho 25 5 59 251.6 15 64.0 
SilReg 22 3 210 909.6 88 381.1 
SpiLucb 15 2 15 78.0 15 78.0 
TofGlu 29 6 473.5 3232.8 25 170.7 
ValUlia 19 2 133 672.1 45 227.4 
VerScu 25 5 377 11024.7 113 3304.5 
VioCona 74 16 192 1798.4 23 215.4 
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Table 4.3: Categorical assessments of each species' vulnerability via its current (2015) 
Illinois State Threatened and Endangered status and its NatureServe S-Rank for the State 
of Illinois. 
 
Code Illinois State 2015 T&E Status Dates Listed 
Primary Reason(s) 
for Delisting 
Illinois State 
S-Rank 
AscLan Endangered 1980 - current --- Critically Imperiled 
AstFur Threatened 1989 - current --- Imperiled 
BesBul Threatened 1990 - current --- Vulnerable 
CalTub Endangered 1980 - current --- Imperiled 
CirHil Not Listed 1994 - 2004 More common than previously thought 
Critically 
Imperiled 
CypCan Not Listed 1994 - 2015 
Recovered / More 
common than 
previously thought 
Imperiled 
DalFol Endangered 1980 - current --- Critically Imperiled 
GenFla Not Listed --- --- Not Ranked 
HepNob Not Listed --- --- Vulnerable 
HydCan Not Listed 1980 - 1989 More common than previously thought 
Apparently 
Secure 
JefDip Not Listed --- --- Not Ranked 
LatOch Threatened 1980 - current --- Imperiled 
LiaSca Not Listed 1989 - 2015 
Recovered / More 
common than 
previously thought 
Imperiled 
MitDip Not Listed --- --- Not Ranked 
OenPer Not Listed 1980 - 2015 
Recovered / More 
common than 
previously thought 
Critically 
Imperiled 
PlaFla Threatened 1980 - current --- Critically Imperiled 
PolPub Threatened 1980 - current --- Critically Imperiled 
RanRho Threatened 1980 - current --- Imperiled 
SilReg Endangered 1980 - current --- Critically Imperiled 
SpiLuc Endangered 1980 - current --- Critically Imperiled 
TofGlu Threatened 1980 - current --- Imperiled 
ValUli Endangered 1980 - current --- Critically Imperiled 
VerScu Threatened 1980 - current --- Critically 
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Imperiled 
VioCon Not Listed 1980 - 2015 
Recovered / More 
common than 
previously thought 
No Explorer 
page for this 
taxon 
 
107 
 
4.7.2 Figure Legends 
Figure 4.1: Schematic diagram of data collection and statistical methods to calculate the regional 
viability metrics. A) Example site and subpopulation (subpop) configurations. Configurations as 
in Site 1 and Site 3 most common. B) Example data manipulations for obtaining data 
representative of a single, ecologically independent unit per site. Manipulation as in Site 2a most 
common. C) Example dataset used to produce regional viability metrics. D) Schematic 
representing methods for calculating the regional growth rate (μ) with 95% confidence intervals. 
E) Schematic representing projection model used to calculate the 50-year regional probability of 
extinction. 
Figure 4.2: Regional growth rate (μ) values for all 24 rare forb species with 95% confidence 
intervals and current (2015) Illinois state Threatened and Endangered status. See Table 3 for 
more information on each species T&E status. Species with a negative μ value highlighted for 
the highest conservation priority. See Table 4.1 for full species names.  
Figure 4.3: Regional 50-year probability of extinction for all 24 rare forb species. Projections 
based on the median population size and carrying capacity (Median Population) represent the 
extinction risk of a typical population with the Western Great Lakes region. Projections based on 
the smallest population size and carrying capacity (Smallest Population) represent the extinction 
risk of the most vulnerable population with the region. Species with a 50-year probability of 
extinction greater than 5% in either projection are highlighted for the highest conservation 
priority. See Table 4.1 for full species names. 
Figure 4.4: A) Regional growth rate (μ) values with 95% confidence intervals for the seven rare 
forb species used in the model validation exercises. The Full Model re-sampling was based on 
the total number of LRRs per species with populations chosen at random. The Random 
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Population Sampling validation exercises restricted the number of LRRs to the median (24) or 
the minimum (15) with populations chosen at random. The Restricted Population Sampling 
further restricted re-sampling to the median LRRs and the median number of populations (6) or 
the minimum LRRs and the minimum number of populations (2). Test results are based on two-
sampled, paired t-tests (see text). B) The rank order of the regional growth rate (μ) values for the 
same seven species compared between the Full Model and the Restricted Population Sampling 
with the minimum values model (the only significantly different t-test in Figure 4A). See Table 
4.1 for full species names.
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4.7.3 Figures 
 
Figure 4.1: Schematic diagram of data collection and statistical methods to calculate the regional 
viability metrics. 
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Figure 4.2: Regional growth rate (μ) values for all 24 rare forb species with 95% confidence 
intervals and current (2015) Illinois state Threatened and Endangered status. 
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Figure 4.3: Regional 50-year probability of extinction for all 24 rare forb species. 
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Figure 4.4: A) Regional growth rate (μ) values with 95% confidence intervals for the seven rare 
forb species used in the model validation exercises. B) The rank order of the regional growth rate 
(μ) values for the same seven species compared 
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5.1 Abstract 
Earth’s current biodiversity crisis is developing into a true mass extinction. Limited conservation 
resources need to be prioritized toward actions that will most benefit population growth and 
viability of at-risk species. The task of prioritizing conservation resources often falls on 
practitioners, who largely rely on their personal experiences to make daily management 
decisions, as opposed to quantitative scientific analyses. We had a unique opportunity through a 
long-term rare plant monitoring program to compare assessments of species’ viability and the 
impact of threats on viability between practitioner’s expert opinions and quantitative analyses. 
We found no significant correlations between them, indicating the two sources of information 
result in conflicting priorities for rare plant conservation. Since threats are the main drivers of 
population viability for many plant species, we hypothesized there are two main factors 
contributing to these mismatches: 1) when multiple threats covary across a landscape, and 2) 
when the combined effect of multiple threats on species’ viability is non-additive. In our region, 
threats significantly covaried 83% of the time, and we found a significant three-way interaction 
on annual growth rates among various levels of deer browsing, woody species encroachment and 
the time since disturbance. This latter result highlights the power of large-scale citizen science 
data, which allowed us to quantify the non-additive effects among threats on rare plant 
population dynamics at a larger spatial scale and for more threats than has ever been done before. 
Most studies on the impact of threats to plant species treat threats as if they impact a species in 
isolation. However, the prevalence of covariation and non-additive effects we found imply that, 
by treating threats singly, we might miss opportunities to leverage complex threat-threat 
relationships for better management. Our results highlight the need to incorporate 
comprehensive, multi-threat assessments into determining conservation priorities. Doing so 
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would lead to better, more cost-efficient conservation outcomes and reduce plant species’ 
extinction risk worldwide. 
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5.2 Introduction 
Earth’s current biodiversity crisis is developing into a true mass extinction event (Pimm 
and Raven 2000, Pereira et al. 2010, Barnosky et al. 2011, Ceballos et al. 2017). Current species 
level extinction rates are well above background rates estimated from the fossil record (Pereira et 
al. 2010 and citations within). For example, recent estimates show that 50,000 plant species are 
at an elevated risk of extinction worldwide (Cronk 2016, RGB Kew 2016). Population level 
extinction events are orders of magnitude more common than species level extinction events 
(Ceballos et al. 2017). For example, roughly 50% of mammal species have been extirpated from 
80% or more of their known range, which conservatively equates to a loss of 58,000 mammal 
populations (Ceballos et al. 2017). Due to the limited resources devoted to the conservation and 
recovery of at-risk species, many conservationists argue we need better prioritization methods 
that target resources toward the species most in need and the activities that would most benefit 
their viability (Bottrill et al. 2008 and citations within).  
The task of prioritizing conservation resources largely falls on practitioners, such as land 
managers or stewards. Practitioners make daily, on-the-ground decisions about which species 
and which threats need immediate action. Practitioners largely rely on their personal experience 
and the experiences of their colleagues to make those decisions, as opposed to quantitative 
scientific evaluations (Cook et al. 2010, 2012, Bayliss et al. 2012). There are a variety of reasons 
for this, such as lack of access to scientific literature and lack of literature on the specific species 
or threats of interest (Cook et al. 2012), the latter of which may be particularly problematic for 
prioritizing among rare species. However, both practitioners and scientists highly value 
quantitative-based evidence, which provides the basis for understanding how to best manage 
native species in natural systems (Bayliss et al. 2012, Cook et al. 2012). The same cannot be said 
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for practitioner experience, which is often de-valued in research-based decision making schemes, 
usually over quality concerns (e.g.s Sutherland et al. 2004, Dicks et al. 2014). Because 
practitioners rely mostly on their own observations of natural systems to make conservation 
decisions (Bayliss et al. 2012, Cook et al. 2012), it is important to know if those observations are 
accurate, as this has broad implications for the effective use of conservation resources.  
We had a unique opportunity to compare the prioritization of species and threats based on 
practitioner’s expert opinions and quantitative analyses for many rare plant species monitored by 
the Chicago Botanic Garden’s Plants of Concern (POC) program (Havens et al. 2012). To our 
knowledge, we are the first quantitatively compare these two sources of information, despite the 
common assumption that expert opinion and quantitative analyses are synonymous in 
environmental management decision making (Dicks et al. 2014). The POC program is a 
volunteer, citizen science initiative that tracks population sizes and threat levels of rare plants in 
Northern Illinois, Northern Indiana and formerly Southern Wisconsin in the USA (hereafter the 
Great Lakes region). There is also a highly engaged group of practitioners associated with POC 
focused on rare plant conservation. We surveyed these species experts to determine their 
rankings for the viability of, and the impact of various threats on, rare plant species in the Great 
Lakes region. We also quantitatively assessed those species’ viability and the impact of threats 
on their viability using count-based population size projection models that estimate viability 50 
years into future. With those data we asked: 1) Do expert opinions of viability correlate with 
viability assessed quantitatively, and 2) Do expert opinions of the impact of threats correlate with 
the impact assessed quantitatively? 
Ideally, expert opinions would be strongly correlated with quantitative assessments such 
that experts would identify species that have the lowest viability as the most at-risk, and experts 
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and quantitative assessments would agree on the most detrimental threats to each species’ 
viability. Such agreement would mean that the species most in need of conservation and their 
most detrimental threats are being identified and prioritized by practitioners and that resources 
aimed at rare plant conservation are likely being effectively used, even when quantitative data 
are not available. However, given the heavy reliance of practitioners on personal observations 
(Cook et al. 2012), any factor that could bias practitioner’s observations might cause expert 
opinions to not correlate with quantitative assessments. Particularly bias in the observations of 
threats, since threats are the main drivers of population dynamics, and thus viability, for many 
rare plant species (Murray et al. 2013). We found no significant correlations between expert 
opinions and quantitative assessments, and because of the large scale of the POC program, we 
also had a unique opportunity to test hypotheses about why expert opinions and quantitative 
analyses do not match. 
We hypothesized that the mismatches we observed are due to two main factors that could 
impede a practitioner’s ability to observe the impact of a threat on a focal species: 1) when the 
presence or magnitude of multiple threats covary across a landscape, and 2) when the combined 
effect of multiple threats on species’ viability is non-additive. First, threats rarely affect a species 
individually and can come in ‘syndromes’ of distinct clusters that, when present, tend to affect a 
population or species simultaneously (Burgman et al. 2007, Jennings and Rohr 2011, Anderson 
et al. 2015). For example, Anderson et al. (2015) found that invasive species are more prevalent 
in areas heavily trafficked by humans. This means that when a practitioner attempts to observe 
the impact of one threat, invasive species, they are also observing the impact of the other 
covarying threat, human intrusion. Second, there is good evidence that threats can non-additively 
influence the viability of plant species (Chapter 3; Darling and Cote 2008, Mantyka-Pringle et al. 
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2012, Souther and McGraw 2014, Bowles et al. 2015). For example, in Chapter 3 we found that 
multiple threats interactively affect the viability of a rare woodland aster (Eurybia furcata) such 
that climate change decreased its viability when local threat levels (woody invasive species 
encroachment and browsing my deer) were high, but not when local threat levels were low. Non-
additive effects of multiple threat, such as interactions among them, would make it difficult for a 
practitioner to assess the impact of a threat through observation alone because their observations 
of a single threat would differ depending on other conditions. Therefore, when neither the 
viability nor threat assessments correlated between the expert opinions and quantitative results, 
we asked two further questions using POC’s long-term monitoring data: 3) How often do threats 
covary with each other in the Great Lake region, and 4) Are there non-additive (such as 
interactive or synergistic) effects of threats on the viability of rare plant species? Lastly, to our 
knowledge, we were able to quantify the non-additive effects among threats on plant population 
dynamics at a larger spatial scale and for more threat types than has ever been done before 
(Murray et al. 2013, Ehrlen et al. 2016). 
 
5.3 Methods 
5.3.1 Species Selection 
The species used in our analyses (listed in Table E1) were selected from the more than 
280 species monitored by the POC program. The POC program has been monitoring the 
population size of, and threats to, rare plant populations in the Great Lakes region since 2001. 
We used ten criteria (Figure 5.1), broken into two phases, for species selection. The first phase 
evaluated species for inclusion based on their characteristics and data quality (Figure 5.1; steps 
1-6). The second phase evaluated those species’ data for sufficiency (Figure 5.1; steps 7-9) and 
120 
 
ended by evaluating each species sample size (Figure 5.1; step 10) for final inclusion in these 
analyses. These steps resulted in a total of 29 species included here. 
5.3.2 Monitoring Data Collection 
Monitoring by POC occurs once per population per year during each species peak 
flowering period, although not all sites are monitored every year. Data for a variety of attributes 
are collected. The relevant population size data for our analyses are: 1) the population size count 
(N), and 2) the population density (N / area). The population size count, was typically a full 
count of all individuals, but was occasionally an estimate based on a standardized transect-based 
sampling protocol (for full POC program details and methods see www.plantsofconcern.org). 
Also, five species were better tracked by counting only flowering individuals (marked in Table 
E1) because identification of non-flowering individuals was very difficult, even for trained 
botanists (e.g. Calopogon tuberosus, a cryptic orchid).  
Within each population of each plant species, we used the size counts (N) to calculate 
annual growth rates between consecutive years as a log response ratio (LRR) using eq(5.1). 
LRR t -> t+1 = ln (Nt+1 \ Nt) eq(5.1) 
The area of a population was estimated as an oval, with the distance between the northern-most 
and southern-most individual as one diameter, and the distance between the eastern-most and 
western-most individual as the other. The density was then the size count divided by the area. 
Each LRR was associated with the density estimate from the first transition year (Nt). 
The relevant threat data for our analyses are: 1) the percent the population that overlaps 
with one or more invasive or problematic woody species (hereafter woody species 
encroachment), 2) the percent of individuals with signs of browsing by White-Tailed deer 
(hereafter browsing by deer), 3) the percent of the population impacted by the presence of a trail, 
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either authorized trails such as marked hiking trails or unauthorized trails such as ATV routes 
(hereafter trail traffic), and 4) whether or not the site had signs of active disturbance 
management, typically prescribed fire but occasionally mowing, the previous dormant season 
(hereafter lack of disturbance). These four threats plus climate change are the five focal threats 
we assessed in both our expert opinion surveys and with the monitoring data.  
The monitoring data quantifying woody species encroachment, browsing by deer and trail 
traffic were collected categorically. For woody species encroachment, we combined the bottom 
two categories (0% and 1-25% of the population affected) into a ‘low’ encroachment category, 
and the top three categories (≥ 26% of the population affected) into a ‘high’ encroachment 
category. For browsing by deer and trail traffic we combined the data into ‘absent’ and ‘present’ 
categories. As with population density, each LRR was associated with the threat category from 
the first transition year. Next, for the threat of a lack of disturbance management we combined 
data into three categories representing the time elapsed since disturbance. First, the ‘disturbance 
year’ category comprised the LRRs from the monitoring event pre-disturbance (Nt) to the 
monitoring event in the following year (Nt+1). Using that transition year as a starting point, we 
placed LRRs from Nt+1 to Nt+2 and from Nt+2 to Nt+3 into a ‘post-disturbance’ category for all 
species. Then, for species typically found in frequent fire habitats (Iverson et al. 1999, Saxton et 
al. 2016), we placed LRRs from Nt+3 to Nt+4 and later into a ‘disturbance suppressed’ category. 
For species typically found in less frequent fire habitats (marked in Table E1) the LRRs from 
Nt+3 to Nt+4 and Nt+4 to Nt+5 were added into the ‘post-disturbance’ category, and the ‘disturbance 
suppressed’ category was comprised of LRRs from Nt+5 to Nt+6 and later. Species typically found 
in wetlands were not assessed for the threat of a lack of disturbance because disturbance regimes 
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in those habitats are typically based on hydrology, not fire (marked in Table E1). See Section 
5.3.5 for the data used and modeling methods for the threat of climate change. 
5.3.3 Expert Opinion Data Collection 
We surveyed species experts for their opinions on the likelihood of persistence and 
impact of threats on persistence for 23 of the total 29 species (see Appendix E for the survey 
instrument, complete survey results and supplementary analyses). Because we surveyed experts 
for opinions about plant species, this research was determined to not constitute human subjects 
research (the plant species are the subjects of this research) by the Institutional Review Board 
within Washington University in St. Louis’ Human Research Protection Office (Appendix E). 
Plant species were included in the survey based on two criteria. First, we only included a species 
if we had been able to quantitatively assess its viability with the Great Lakes region, or the 
impact one of the five focal threats on its viability. Second, we had to be able to identify at least 
two species experts from the POC practitioner community. We defined a species expert as a 
practitioner that had at minimum three years of experience monitoring and managing a focal 
species. Overall, the experts that responded had an average of 12.64 years of experience with 
their focal species (range: 3-46). 
 We conducted our survey online using the Qualtrics Survey Software (Qualtrics, Provo, 
UT © 2017). In total, we asked for 105 species specific surveys matched to 40 species experts. 
We provided each expert with a list of one or more species we had a priori matched to them 
based on our knowledge of the species under their care. We also allowed experts to self-select 
species during the survey. The entire species list was provided to experts in the first question, 
where they indicated for which focal species they were responding. If the expert felt either 
qualified to comment for a species we had not originally matched to them, or not qualified to 
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comment for a matched species, they were free to adjust their individual species list accordingly. 
Our survey response rate was 56.2% (59 surveys received out of 105 requested). This is well 
above a measured mean online survey response rate of 39.6%, and meets a suggested 50-60% 
response rate to ensure high quality survey results (Cook et al. 2000).  
5.3.4 Viability 
All statistical analyses were performed using R version 3.3.2 (R Core Team, 2018). The 
viability of each species was assessed using the POC monitoring data as the regional growth rate 
metric developed in Chapter 4. This regional metric is mathematically similar to a count-based 
population growth rate (as in Morris and Doak, 2002). For example, they both have critical 
values of zero; above zero is growth and below zero is decline. But, the regional growth rate is 
calculated from LRRs pooled across multiple sites in a region, whereas a population growth rate 
only uses data from a single site. See Chapter 4 for more detail. 
To assess the viability of each species by expert opinion we asked, “Based on your past 
experience with this species, please indicate your opinion on overall how likely it is that this 
species will persist long-term (approx. 50 years or more) in the Great Lakes region.” There were 
six answer choices. A five-point range from a “very low likelihood of persistence” through 
“low,” “even,” “high” and a “very high likelihood of persistence,” and an “I don’t know” option. 
We only estimated viability for species that received at least two expert opinions that were not “I 
don’t know.” Each categorical response was converted to a numerical scale as: -1 = “very low 
likelihood of persistence,” -0.5 = “low,” 0 = “even,” 0.5 = “high,” and 1 = “very high.” Then, 
those numerical responses were averaged to produce a single, ranked estimate of the likelihood 
of persistence for each species.  
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The viability of 16 species was able to be assessed with both the survey and the regional 
growth rate metric (‘Viability Comparison’ in Table E1). To determine if expert opinions of 
viability correlate with viability assessed quantitatively with the monitoring data, we compared 
the regional growth rate and the average ranked opinion of the likelihood of persistence using a 
Spearman’s ranked correlation (function ‘cor.test’ in the ‘stats’ package). Lastly, there was no 
phylogenetic signal in the residuals of this test (Pagel’s λ < 0.0001, p = 1; using function 
‘phylosig’ in the ‘phytools’ package) therefore correcting for phylogenetic relatedness was not 
necessary.   
5.3.5 Threats 
Threat Modeling 
We used a standard count-based, stochastic population projection model procedure 
(Morris and Doak 2002) to quantify the effect of four of our five focal threats (all except climate 
change) on each species using the POC monitoring data. The observed annual growth rate values 
(LRRs) were used to project population size 50 years into the future by performing 50 iterations 
of eq(5.2), randomly choosing a different LRR value for each iteration. 
Nt+1 = Nt * exp(LRR)  eq(5.2) 
To ensure that model results were comparable among both threats and species, the starting size 
for all models was set to the average size observed across all species (188.37 individuals). As 
recommended in Morris and Doak (2002), we included a carrying capacity (K) as a ceiling in the 
model by reducing a projected population’s size down to K (Nt = K) only when Nt+1 was greater 
than K. The value of K was also standardized as the starting population size multiplied by the 
average density observed across all species (K = 188.37 * 5.65 individuals / m2 = 1064.29).  
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We modelled two scenarios for each threat (i) on each species (j), a ‘low intensity’ and a 
‘high intensity.’ For the threats of woody species encroachment, browsing by deer, and trail 
traffic, those scenarios were based on the LRR data groupings described previously. We ran each 
scenario’s model 1,000 times and extracted the average final population size. The effect size 
(ES) for each threat on each species was calculated as a log response ratio between the final 
mean population sizes of the two scenarios with eq(5.3). 
ES i,j = ln (MeanSize low intensity i,j  MeanSize high intensity i,j)  eq(5.3) 
Therefore, the more negative the modeled effect size, the larger the negative effect threat i had 
on species j. Because these models are designed to be comparable among both threats and 
species, they should not be interpreted as absolute estimates of future population sizes or rates of 
growth. Lastly, before assessing a threat for a species, we evaluated histograms of the frequency 
distributions within the LRR data groupings for data sufficiency. We only modeled a threat for a 
species if the LRR data were mostly normally distributed in both groups (species listed in Table 
E2). Then, we used normal distributions with means and standard deviations extracted from the 
histograms to choose LRR values representative of each group during the execution of eq(5.2). 
The ‘high intensity’ scenario for the threat of a lack of disturbance was modeled with the 
procedures described above, with the LRR values chosen from the normal distribution based on 
the ‘disturbance suppressed’ group. However, the ‘low intensity’ scenario for this threat was 
modeled with a cyclic projection simulating a fixed, every three-year disturbance frequency. 
Every third LRR value (1st, 4th, 7th, 10th, etc.) was randomly chosen from the normal distribution 
based on the ‘disturbance year’ group, whereas all other LRR values were randomly chosen from 
the normal distribution based on the ‘post-disturbance’ group. Again, we evaluated the normality 
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of the frequency distributions of the LRR values with histograms first. Only species with 
sufficient data in all three groups are were modeled for this threat (Table E2).  
 Our modeling procedure for assessing the effect of climate change included an extra step, 
relating LRR values to local weather variables, before the projection method above was 
performed. The entire procedure is described in detail in Chapter 3. The species assessed here are 
listed in Table E2. Briefly, we used a multiple regression to relate three local weather variables 
(obtained from the National Center of Environmental Information; Lawrimore, 2016), average 
winter temperature, average summer temperature and total winter and spring precipitation, to 
observed LRR values. These three variables are expected to change most drastically in the Great 
Lakes region (Hayhoe et al. 2010). Next, we characterized the historic frequency distributions of 
those variables in our region using Worldclim Current Climate data (Hijmans et al., 2005). For 
the ‘low intensity’ model, we used the weather variables to observed-LRR values relationship to 
predict LRR values representative of the climatic conditions described by those historic 
frequency distributions. For the ‘high intensity’ model, we shifted the means of the historic 
frequency distributions to what is expected approximately 50 years in the future based on 
Hayhoe et al. (2010). Then again, used the weather variables to observed-LRR values 
relationship to predict LRR values that would be expected given a change in climate. 
Threat Expert Opinions 
To assess the impact of threats on the viability of each species by expert opinion we 
asked, “Based on your past experience with this species, please indicate your opinion on whether 
each of the following threats or stresses impacts the likelihood this species will persist long-term 
(approx. 50 years or more) in the Great Lakes region.” There were six answer choices. A five-
point range from “severely decreases the likelihood of persistence” through “moderately,” 
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“slightly,” having “no impact” and finally to “increases the likelihood of persistence.,” and an “I 
don’t know” option. We asked about ten categories of threats based on the standardized threats 
and stresses categories developed by the International Union for the Conservation of Nature 
(IUCN; Mace et al., 2008). We modified the IUCN categories by condensing all threats 
associated with land conversion and fragmentation into a single item (Question 3a - #1), and by 
expanding the IUCN invasive and problematic species category (Question 3a - #5) to specifically 
ask about the three major types of problem species in the Great Lakes region (woody invasive 
species, herbaceous invasive species and White-Tailed deer). We only estimated the effect of a 
threat on a species if we received at least two expert opinions for that threat by species 
combination that were not “I don’t know.” The categorical responses were converted to a 
numerical scale as: -1 = “severely decreases the likelihood of persistence,” -0.66 = “moderately 
decreases,” -0.33 = “slightly decreases,” 0 = “no impact,” and 1 = “increases the likelihood of 
persistence.” The categories, and hence the numerical scale, were skewed negative to better 
quantify the negative impact of a threat. Because the sample size for each threat by species 
combination varied (range: 2-7), we calculated a weighted average ranked opinion to quantify 
the overall effect of a threat on a species. The weighting factor was the proportion of the total 
responses that indicated each category. For example, a threat by species combination received 
four opinions: two in the “severely decreases” category, one “slightly decreases” category and 
one “no impact.” The numerical data averaged for this threat by species combination are: -1, -1, 
-0.33, and 0, and the weights applied when averaging those values are: 0.5, 0.5, 0.25 and 0.25.  
Threat Comparison 
We used a linear mixed-effects model to determine if expert opinions of the impact of 
threats correlate with the impact assessed using count-based population projection models 
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(‘Threats Comparison’ in Table E1 and Table E2). The weighted average ranked opinion was the 
response and the modeled effect size (ES) was the fixed predictor. The assessments of the threats 
of woody species encroachment and browsing by deer were paired directly between the data and 
the survey (Question 3a - #5.1 and #5.2, respectively). The modeling results for the threats of 
trail traffic and a lack of disturbance were used as proxies for the survey items “human 
intrusions” and “natural systems modifications,” respectively (Question 3a - #3 and # 4). Lastly, 
the modeled effect size for climate change was paired with the survey item “climate change and 
severe weather” (Question 3a - #8). Threat type and species were included as fixed and random 
covariates, respectively. The significance of the random factor was assessed by comparing AICs 
between a full model (with random factor included) and a reduced model (with random effect 
removed) as in Crone (2016). Since threat type was significant, but species was not, we 
performed a post-hoc linear model with the average weighted ranked opinion as the response and 
the modeled effect size nested within threat type as the predictor to determine for which 
individual threat(s) there was a significant relationship between the modeled effect size and 
expert opinion.  
5.3.6 Covariation Among Threats 
Next, because neither the viability nor threat assessments correlated between the expert 
opinions and quantitative results, we assessed how often threats covaried with each other using 
χ2 tests. Each test was set up to assess if the levels of one threat were present in equal proportions 
among the levels of another across the Great Lakes region. We calculated expected values and χ2 
statistics in R then assessed significance against a χ2 distribution (function ‘pchisq’ in the ‘stats’ 
package). We only performed a χ2 test if all the expected values were greater than five for a total 
of 47 tests across seven species (‘Assessment of Covariance’ in Table E1). We used the 
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Benjamini-Hochberg procedure to set our family-wise false discovery rate at 0.05 which lowered 
the critical p-value of each individual χ2 test to ≤ 0.0318 (Benjamini and Hochberg 1995). 
Covariation with the threat of climate change was not assessed. 
5.3.7 Non-Additive Effects of Threats 
Next, we determined if there were non-additive effects of threats (excluding climate 
change) by quantifying the main and interactive effects of threats on 27 of our focal species’ 
annual growth rates using a linear mixed-effects model (‘Assessment of Non-Additivity’ in 
Table E1). Sarracenia purpurea and Psoralea tenuiflora were removed from this analysis 
because there was very little variation across their threat data, meaning the entire effect of these 
species fell mostly within one 4-way threat combination. The LRR value was the response 
variable with each threat type and all possible interactions among them as fixed predictors. We 
included species as a random covariate and assessed it for significance by comparing AICs 
between a full model and a reduced model as above. Lastly, as a service to the POC program’s 
practitioner community, we quantified the effects of our focal threats individually for the five 
species that had LRR sample sizes greater the 50 (Cirsium hillii, Cypripedium candidum, 
Lathyrus ochroleucus, Oenothera perennis, Viola conspersa) to aid in their conservation and 
management. Because of the reduced sample size for individual species, we performed 
backwards variable selection (function ‘step in the ‘stats’ package) prior to running a fixed-
effects linear model for each species. Those species-specific results can be found in Appendix E.  
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5.4 Results 
5.4.1 Viability Comparison 
Using a Spearman’s ranked correlation between the average ranked opinion of 
persistence and the regional growth rate, there was no correlation (Figure 5.2; ρ = -0.11; p = 
0.68) between the expertly ranked and model assessed viability of rare plant species in the Great 
Lakes region (Table E3). 
5.4.2 Threat Assessments 
Ten species had sufficient data to model the effects of at least one the five focal threats 
(see Table E2 for individual model results). Using a mixed-effects linear model, the model-
derived effect size of a threat does not significantly predict the average weighted ranked opinion 
of that threat’s impact on species’ persistence (χ2 = 0.82, df = 1, p = 0.36). Species as a random 
covariate was also not significant (full AIC = 28.72 vs reduced AIC = 6.92), but threat type was 
(χ2 = 15.46, df = 4, p = 0.004). The post-hoc linear model with effect size nested within threat 
type was also significant (F5,24 = 3.49, p = 0.016). In the post-hoc model, the comparison 
between trail traffic and “human intrusion” showed a significant negative relationship (p = 
0.003) between expert opinion and quantitative model results, whereas the comparison of woody 
species encroachment showed a marginally significant positive relationship (Figure E1; p = 
0.057). However, removing a single extreme point in which the expert opinion of “human 
intrusion” indicated a positive effect of that threat (Figure 5.3) resulted in both the overall 
significant effect of the post-hoc model (F5,23 = 3.49, p = 0.36) and the individual effect of the 
trail traffic / “human intrusion” threat comparison (p = 0.92) becoming non-significant. The 
individual effect of woody species encroachment comparison remained marginally significant (p 
= 0.055), and the original mixed-effect model results did not qualitative change when re-run 
without that extreme point. 
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5.4.3 Covariation and Non-Additivity Among Threats 
Threats often covaried in the POC dataset. After correcting for multi-comparisons, 83% 
of the χ2 tests performed were significant. Hence, 83% of the time, the threat in question was not 
found in equal proportions across the levels of another threat within the Great Lakes region. 
Individually, the threat of browsing by deer and woody species encroachment were the most 
often found in unequal association with other threats, 100% and 93% of those χ2 tests were 
significant, respectively (Table 5.1). The time since disturbance (disturbance year, immediately 
post-disturbance or disturbance suppressed) significantly covaried with other threats in 87.5% of 
the χ2 tests. Lastly, trail traffic significantly covaried with other threats in 54% of the χ2 tests. 
 There are significant individual and non-additive effects of threats on the annual growth 
rates of rare plant species, but the random effect of species was not significant (full AIC = 
1392.92 vs reduced AIC = 1353.55). Individually, woody species encroachment significantly 
decreases annual growth rates (Figure 5.4; Table 5.2). When rare plants are experiencing low 
levels of woody species encroachment they had an average annual growth rate of 0.074, whereas 
when they are experiencing higher woody species encroachment they had an average annual 
growth rate of 0.006. There was also a significant three-way interaction among woody species 
encroachment, browsing by deer and the time since disturbance (Figure 5.5). Annual growth 
rates are above zero (growing) in both the year of the disturbance event and in the years 
immediately post-disturbance, except in two instances: first, in the disturbance year when 
browsing by deer is absent and woody brush encroachment is still high, and second, in the post-
disturbance period when populations are experiencing both browsing by deer and high woody 
species encroachment. When rare plant species are experiencing a lack of disturbance, average 
annual growth rates are above zero when woody species encroachment is low, below zero when 
woody species encroachment is high. 
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5.5 Discussion 
5.5.1 Prioritizing Among Species and Actions 
The viability of rare plant species in the Great Lakes region did not correlate between 
expert opinion-based and quantitative metrics (Figure 5.2). Of the species with an average 
expert-assessed viability an even (50%) or less than even chance of persisting, only one, L. 
ochroleucus, also had a declining regional growth rate (Table E3). Lathyrus ochroleucus’s 
individual results show three marginally significant main negative effects of threats and four 
interactive effects (significant or marginally significant) that include all four threats analyzed 
(Table E11) on its annual growth rates. Such strong and ubiquitous negative impacts may make 
the vulnerability of this species easy to observe by practitioners. However, aside from L. 
ochroleucus, the different viability rankings by the two metrics suggest that practitioners are not 
prioritizing those species that are most likely to be in decline in our region. To better conserve at-
risk plant species, it is imperative to understand why experts might rank species for conservation 
priority in a totally different order than a quantitative analysis. 
There are likely several factors contributing to a lack of correlation between the viability 
metrics. It could be that practitioners can view a species more holistically than a quantitative 
model. For example, an expert may know how many populations of a species occur on protected 
land in the region and be able to factor that into their opinion about its long-term viability in a 
way that a typical population projection model cannot. Differences in scale could also contribute 
to a mismatch, either between the two sources of information (population-level opinions versus a 
region-wide analyses) or between the assessment metrics and the ecological processes through 
which the threats affect the plants (which range from the population to global level; Cumming et 
al. 2006). However, since threats are the main drivers of population dynamics, and thus viability, 
for many rare plant species (Murray et al. 2013, Ehrlen et al. 2016), we hypothesized that what 
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contributes most to the lack of correlation between viability metrics are factors that impede a 
practitioner’s ability to observationally assess the impact of a threat.  
We also assessed the impact of threats on the viability of rare plant species in the Great 
Lakes region using both expert opinion-based and quantitative metrics and found they did not 
correlate either (Figure 5.3). The lack of a correlation among threat metrics is concerning beyond 
its potential to contribute to inaccuracies in viability assessments. It also indicates that actions 
aimed at mitigating threats need better prioritization. However, we found one important 
exception. There was a marginal correlation between the two sources of information for the 
impact of woody species encroachment (Figure 5.3). This suggests that the impact of woody 
species encroachment is typically assessed accurately by practitioners and putting a high priority 
on its management is well justified even in the absence of quantitative analyses within a specific 
system. 
5.5.2 Importance of Multi-Threat Assessments for Informing Management 
Our work suggests that expert-based rankings for species’ viability and the impact of 
threats on viability differ from quantitative assessments because of the complex nature by which 
threats influence plant species. Threats significantly covaried at the population level 83% of the 
time (Table 5.1). A high prevalence of covarying threats was not unexpected given it is known 
that threats tend to come together (Burgman et al. 2007, Hernández-yáñez et al. 2016), but it is 
still concerning because most of the methods we have to assess and manage threats treat them 
individually (Didham et al. 2007, Murray et al. 2013). By treating threats individually, we might 
be missing opportunities to leverage their associations for better management. For example, 
woody species encroachment and browsing by deer significantly covaried 100% of the time 
(Table 5.1), mostly because browsing by deer is more likely to be absent in sites with low levels 
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of woody species encroachment. There is evidence that White-Tailed deer prefer sites highly 
invaded by Lonicera maackii, a woody invasive species common in the Midwest (Allan et al. 
2010). If deer are actively seeking out highly invaded sites, then reducing woody species 
encroachment could also result in decreased deer populations as deer choose to move away from 
less preferred sites. Thereby, controlling or partially controlling both threats with management 
resources only spent on one. More research is needed to determine if this specific strategy would 
be successful, but overall, our work shows the potential for threat associations to be leveraged to 
produce more cost-efficient conservation outcomes. 
 Threats also non-additivity affect the annual growth rates of rare plant species in our 
region. At the species level, over half (61.5%) of all the significant or marginally significant 
effects of threats were two- or three-way interactions (Tables E9 – E13). Across all species, we 
found a significant three-way interaction among the levels of deer browsing, woody species 
encroachment and the time since disturbance (Table 5.2). Annual growth rates are mostly 
positive (growing) in response to a disturbance event and mostly negative (declining) without 
disturbance (Figure 5.5), which is consistent with the population dynamics observed in other 
disturbance-dependent species (e.g. Menges, 2007). But, during the time immediately post-
disturbance, the rare plant species in our region are particularly vulnerable to the compounding 
effects of multiple threats. When only one other threat is impacting a species, either browsing by 
deer or high woody species encroachment, annual growth rates are still mostly positive, but when 
both threats are present, annual growth rates decline well below zero (Figure 5.5). The average 
annual growth rate under those conditions was -0.62, which equates to a 46% decline in 
population size. Other studies that have found population declines in response to disturbance 
have reported them primarily due to poor germination or seedling survival (Giljohann et al. 2017, 
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Paniw et al. 2017). Thus, the decline in size we found may be due to lower recruitment or lower 
survivorship of new recruits in the post-disturbance period. Overall, with the potential to lose 
nearly half a population in a single year, this non-additive effect should be considered a major 
threat to the persistence rare plant species.  
Fortunately, here again we see a possibility to leverage this non-additive effect to produce 
effective conservation outcomes in more cost-efficient ways. Our results show that there are two 
management strategies that could be used to protect rare plants species from a post-disturbance 
decline. Priority could be placed on reducing deer in sites that, despite disturbance management, 
still have high woody species encroachment. Or, priority could be placed on mechanically 
removing woody species if a disturbance was unsuccessful at reducing their biomass. Our 
species-specific results generally support these recommendations (Appendix E), but every 
species’ results were different (Tables E9-E13), so we suggest deferring to population or species-
specific analyses when available.  
5.5.3 Implications for Quantitative Threat Assessments 
It is important to note that the same factors that could diminish a practitioner’s ability to 
make observational assessments, covariance and non-additivity among threats, also diminish a 
model’s ability to make quantitative predictions. Rarely is abundant data characterizing the long-
term population dynamics of a rare plant species available (Eldred et al. 2003, Ehrlen et al. 
2016), and even when it is, those data are typically from a limited number of sites. In a recent 
review, Ehrlen et al., (2016) found a median of only two sites used per study that produced a 
model of a plant’s population dynamics. They also found that 70.6% of studies only incorporated 
a single environmental driver of those dynamics. Such studies would not be able to assess 
covariance among or non-additive effects of threats. Given that woody species encroachment and 
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browsing by deer significantly covaried and interactively affected annual growth rates, a species-
specific model of the individual effect of one threat is not independent of the other. Despite this, 
we chose to present models with threats assessed individually because the data limitations typical 
of studies on rare species, including our own, are generally so limited that complex models 
accounting for more than two factors are simply not possible. In fact, given Ehrlen et al.'s (2016) 
results, our individual effect models are representative of the majority of all plant population 
models, not just those for rare species. Therefore, our results also highlight the urgent need for 
multi-threat and multi-population studies to more accurately assess and better reduce the risk of 
extinction for rare plant species. 
Given how covariance and non-additivity among threats can influence both the results of 
a population projection model and a practitioner’s on-the-ground observations, we argue that 
developing an integrated conservation framework that incorporates both expert knowledge and 
quantitative analyses is also urgently needed. While ideally the two would provide the same 
information, in our analyses they did not. And, there are a growing number of examples where 
integrating the two sources of information ended up producing the best conservation outcome 
(e.g.s Fazey et al. 2006, Mitchell et al. 2015). Therefore, along with improving the accuracy of 
both sources of information, determining how each can best contribute individually and in 
combination to conservation goals should be a high priority for applied conservation research. 
5.5.4 Importance of Large-Scale Citizen Science 
The analyses we performed here would not have been possible without a very large, 
comprehensive monitoring dataset obtained through a volunteer citizen science program. In total, 
we used 1,083 monitoring reports from 186 populations of 29 rare species collected over the 
course of 15 years. With these data, we were able to quantify the interactive effects among 
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threats on rare plant population dynamics at a larger spatial scale and for more threat types than 
has ever been done before (Murray et al. 2013, Ehrlen et al. 2016). Our work illustrates the 
power in large scale citizen science datasets that, despite a recent rise in popularity, are still 
underutilized (Bonney et al. 2014, Mckinley et al. 2017). And so, with the appropriate quality 
controls, statistical rigor and a little creativity, we echo calls for more inclusion of these data in 
primary scientific literature (Dickinson et al. 2010, Tulloch et al. 2013, Bonney et al. 2014). 
5.5.5 Conclusion 
Our results demonstrate that experts do not rank species’ viability or the impact of threats 
on species’ viability the same as quantitative analyses. This is likely due to the complex nature 
by which threats influence plant species; threats often covary with each other and threats 
interactively influence annual growth rates. Unfortunately, covariance and non-additivity among 
threats can make it difficult for a practitioner to observe the dynamics of a system on-the-ground, 
and difficult for quantitative analyses to estimate the individual effects of threats. These results 
highlight the need to assess threats to rare or at-risk species comprehensively by assessing as 
many threats as possible, in as many populations as possible, using both expert opinion and 
quantitative analyses. Examples show instances where multi-threat approaches were effective 
when single threat management was not (e.g. Giljohann et al. 2017), and where the management 
of one threat could be leveraged to help mitigate the effects of another (Chapter 3; Regan et al. 
2011). But most importantly, comprehensive multi-threat assessments can reveal dangerous non-
additive effects that have the potential to rapidly drive populations extinct (e.g. Souther and 
McGraw 2014). We found a three-way interaction such that the compounding effect of browsing 
by deer and high woody species encroachment could, on average, reduce population sizes by half 
in a single year during the time immediately post-disturbance. Altogether, our work shows that 
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incorporating comprehensive, multi-threat assessments into the processes of determining 
conservation priorities could lead to better and more cost-efficient conservation outcomes. 
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5.7 Tables and Figures 
5.7.1 Tables 
 
Table 5.1: Prevalence of covariation among threats. Table is read as, ‘does 
the row threat covary with the column threat?' Data are the number of 
significant Chi Square tests out of the total number of tests performed (# 
significant tests / # total tests).  
 
covary with column threat? 
Woody 
Species 
Browsing 
by Deer 
Trail 
Traffic 
Time Since 
Disturbance 
Does row threat… 
Woody Species --- 5/5 5/6 3/3 
Browsing by Deer 5/5 --- 4/4 3/3 
Trail Traffic 3/6 2/4 --- 2/3 
Lack of Disturbance 2/2 2/2 3/4 --- 
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Table 5.2: Results for the fixed factors of a linear mixed-
effects model assessing the main and interactive effects 
of threats on annual grow rates (LRRs). Results for the 
random effect of species (non-significant) not shown. 
Significant factors bolded. N = 596. 
 
Factor χ2 df P 
Woody Species Encroachment 3.92 1 0.048 
Browsing by Deer 0.03 1 0.868 
Trail Traffic 1.71 1 0.192 
Time Since Disturbance 1.01 2 0.603 
Woody x Deer 1.66 1 0.198 
Woody x Trail 0.23 1 0.633 
Woody x Disturbance 1.80 2 0.407 
Deer x Trail 0.00 1 0.963 
Deer x Disturbance 1.62 2 0.444 
Trail x Disturbance 0.84 2 0.656 
Woody x Deer x Trail 1.54 1 0.215 
Woody x Deer x Disturbance 10.15 2 0.006 
Woody x Trail x Disturbance 4.72 2 0.095 
Deer x Trail x Disturbance 2.63 2 0.268 
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5.7.2 Figure Legends 
Figure 5.1: Diagram of species selection process. Species were first evaluated based on species 
characteristics and data quality. Those species’ data were then evaluated for sufficiency, ending 
with a minimum sample size applied to the annual growth rate estimates (LRRs) to determine the 
final 29 species for inclusion. 
 
Figure 5.2: Comparison between viability metrics. The expert-based average ranked opinion of 
persistence ranges from ‘Very low likelihood of persistence’ to ‘Very high likelihood of 
persistence’ within the Great Lakes region over the next 50-years. The critical value of the 
monitoring-based regional growth rate from Chapter 4 is zero; above zero is growth and below 
zero is decline. 
 
Figure 5.3: Comparison between the threat metrics. An expert-based average weighted ranked 
value of zero corresponds the survey response of ‘No Impact’ on the rare focal plant species in 
the Great Lakes region. A value of negative one corresponds to the survey response ‘Severely 
decreases the likelihood of persistence.’ And, a value of positive one corresponds to the survey 
response ‘Increases the likelihood of persistence.’ The model effect sizes are derived from 
comparative population projection models and are also scaled such that a value of zero 
corresponds to no impact of a threat on a focal species. The more negative the effect size, the 
greater the negative impact of a threat on a focal species. The trend lines are for significant or 
marginally significant individual threat types. These results excluding the extreme point within 
the trail traffic comparison in which that threat type is no longer significant. Solid trend line for 
the marginal individual effect of woody species encroachment. 
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Figure 5.4: The main effect of woody species encroachment on the annual growth rate values 
observed through the POC monitoring data. The annual growth rate (LRRs, see section 2.2) has a 
critical value of zero; above zero is population growth and below zero is population decline. The 
‘low’ woody species encroachment category is 0-25% overlap between the encroaching woody 
species and the focal rare plant population. The ‘high’ woody species encroachment category is 
> 25% overlap.  
 
Figure 5.5: The interactive effect of woody species encroachment, browsing by deer and time 
since disturbance on the annual growth rate values observed through the POC monitoring data. 
The annual growth rate (LRRs) has a critical value of zero; above zero is population growth and 
below zero is population decline. The ‘low’ woody species encroachment category is 0-25% 
overlap between the woody species and the focal rare plant population. The ‘high’ woody 
species encroachment category is > 25% overlap. The ‘absent’ browsing by deer category is 0% 
of the focal rare species with signs of deer herbivory and ‘present’ is > 0% with signs of deer 
herbivory. The ‘disturbance’ category contains the growth rates calculated from the year pre- to 
the year post-disturbance. The ‘post-disturbance’ category contains the next two or four years of 
data, depending on the species. The ‘lack of disturbance’ category includes data from all 
subsequent years. 
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5.7.3 Figures 
 
Figure 5.1: Diagram of species selection process. 
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Figure 5.2: Comparison between viability metrics. 
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Figure 5.3: Comparison between the threat metrics. 
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Figure 5.4: The main effect of woody species encroachment on the annual growth rate values. 
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Figure 5.5: The interactive effect of woody species encroachment, browsing by deer and time 
since disturbance on the annual growth rate values. 
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Chapter 6: Conclusion 
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6.1 Conclusion 
The overall goal of my dissertation was to link species’ viability with the threats that 
drive that viability, and with the management aimed at mitigating those threats to find ways to 
better prevent the extinction of rare plant species. I made these connections directly for two 
species as case studies, and in both, I showed that complex non-additive effects among threats 
influence what is the most optimal or cost-efficient management strategy. I expanded the use of 
count-based population monitoring data for quantifying species’ viability and the impact of 
threats on species’ viability to broaden practitioner’s abilities to make these connections for their 
own species of concern. Lastly, I showed how complex associations and non-additive effects 
among threats impact our ability to prioritize management actions. All aspects of my dissertation 
highlight the critical need for comprehensive, multi-threat assessments to better understand what 
is causing a species to have poor viability, to more effectively manage rare plant species to 
reduce their risk of extinction, and ultimately, to combat the global biodiversity crisis. 
 My case studies add to a small, but growing, literature documenting non-additive effects 
among extinction drivers for plant species (e.g.'s Souther and McGraw 2014, Phillips-Mao et al. 
2016, Giljohann et al. 2017). Oftentimes, these examples reveal dangerous relationships such 
that the compounding effects of threats are far worse than any one threat alone would predict. 
Thankfully, my case studies are more optimistic. In Chapter 2 I found an interaction between the 
increase in drought frequency expected with climate change the habitat management frequency 
of Cedar Glades on the viability of A. bibullatus. Typical management for open habitats like 
Cedar Glades is frequent disturbance. But by detecting this interactive effect, I was able to 
recommend managing disturbance to maintain two types of environments across a landscape; 
those that promote high survivorship during climatically unfavorable (drought) years, and those 
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that promote increased reproduction and recruitment during climatically favorable (non-drought) 
years. Varying management goals across a landscape could decrease A. bibullatus’ species-wide 
risk of extinction by preventing a single drought from harming all populations. In Chapter 3, I 
found an interaction between local scale threats (woody species encroachment and browsing by 
White Tailed deer) and climate change on the viability of E. furcata. This interaction was such 
that populations well managed for local threats are not expected to be vulnerable to climate 
change, but populations with high levels of local threats are expected to be driven extinct as the 
climate changes. This result suggests that management actions targeting local threats (mostly 
woody invasive species encroachment) could increase E. furcata’s viability in two ways; by 
reducing the direct negative effect of woody encroachment and indirectly by decreasing the 
impact of climate change. Prioritizing management actions among the different threats could 
decrease the cost and increase the effectiveness of management for E. furcata. 
My methodological research contributes to an even smaller literature using count-based 
monitoring data to assess the impacts of threats on rare or at-risk plant species (e.g.'s Thomson 
and Schwartz 2006, Ramula et al. 2008, Molano-Flores and Bell 2012). To my knowledge, I am 
the first to use this type of data to compare the relative impacts of many threats and test for non-
additive effects among them. Long term, large scale plant monitoring programs such as the 
Chicago Botanic Garden’s Plants of Concern program (Havens et al. 2012) are underutilized 
resources with a great potential to inform best practices in plant conservation. The methods I 
developed in my dissertation use these data for viability and threat assessments, and can be 
widely applied to count-based monitoring data already in existence, expanding the use of these 
data in rare plant species conservation globally. 
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My research highlights that associations and non-additive effects among threats make the 
task of prioritizing conservation actions daunting for both practitioners and population modelers.  
For example, in my data woody species encroachment and browsing by deer covaried 100% of 
the time, mostly because browsing by deer is more likely to be absent in sites with low levels of 
woody species encroachment. I also found a strong three-way interaction among threats showing 
that rare plant species are particularly vulnerable to the compounding effects of threats during the 
time immediately after a disturbance management event (e.g. prescribed fire). These results 
mean that when a practitioner attempts to observe the impact of one threat, an invasive woody 
species, they could also be observing the impact of another threat, deer herbivory. Or, that the 
impact of the first threat is different depending on the level of the second. Further, a population 
modeler that only considers the effects of a single threat on viability of a plant population, as is 
the case for the majority of plant demographic studies (Ehrlen et al. 2016), will be limited in 
their ability to extrapolate to other sites and species, as the effects of any one threat will depend 
on the context of the environment.  
Fortunately, my work also shows the potential for leveraging these complex relationships 
among threats to produce better, more cost-efficient conservation outcomes. Given the 
associations among threats I found and what is known of deer behavior (Allan et al. 2010), deer 
might be actively seeking out sites highly invaded by woody species. If this is the case, reducing 
woody species encroachment could also decrease deer populations as deer choose to move away 
from less preferred sites. Thereby, controlling or at least partially controlling both threats with 
management resources only spent on one. Also, given the three-way interaction I found, there 
may be two potential strategies to protect rare plants species from a post-disturbance decline. 
Priority could be placed on reducing deer in sites that, despite disturbance management, still 
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have high levels of woody species encroachment. Or, priority could be placed on mechanically 
removing woody species if a disturbance event was unsuccessful at reducing their biomass.  
Overall, my dissertation highlights the critical need for comprehensive, multi-threat 
assessments in rare plant conservation. Threats are the driving force behind many at-risk species’ 
population dynamics (Murray et al. 2013). My work shows that to better understand what puts 
plant species at an elevated risk of extinction, and to better understand how management actions 
can decrease a species’ risk of extinction, we must better understand the complex nature of 
threats. Understanding this complexity will led to more efficient and effective threat 
management, reducing the extinction risk of rare plant species and combating Earth’s sixth mass 
extinction. 
158 
 
6.2 Literature Cited 
Allan, B. F., H. P. Dutra, L. S. Goessling, K. Barnett, J. M. Chase, G. P. Robert J. Marquis, G. A. 
Storch, R. E. Thach, J. L. Orrock, and M. R. Berenbaum. 2010. Invasive honeysuckle eradication 
reduces tick-borne disease risk by altering host dynamics. Proceedings of the National Academy 
of Sciences of the United States of America 107:18523–18527. 
 
Ehrlen, J., W. F. Morris, T. von Euler, and J. P. Dahlgren. 2016. Advancing environmentally 
explicit structured population models of plants. Journal of Ecology 104:292–305. 
 
Giljohann, K. M., M. A. Mccarthy, M. G. Tozer, T. J. Regan, D. A. Keith, and L. T. Kelly. 2017. 
Interactions between rainfall, fire and herbivory drive resprouter vital rates in a semi-arid 
ecosystem. Journal of Ecology 105:1562–1570. 
 
Havens, K., P. Vitt, and S. Masi. 2012. Citizen science on a local scale: The Plants of Concern 
program. Frontiers in Ecology and the Environment 10:321–323. 
 
Molano-Flores, B., and T. J. Bell. 2012. Projected population dynamics for a federally 
endangered plant under different climate change emission scenarios. Biological Conservation 
145:130–138. 
 
Murray, K. A., L. D. V. Arregoitia, and A. N. A. Davidson. 2013. Threat to the point: improving 
the value of comparative extinction risk analysis for conservation action. Global Change 
Biology:1–12. 
 
Phillips-Mao, L., S. M. Galatowitsch, S. A. Snyder, and R. G. Haight. 2016. Model-based 
scenario planning to develop climate change adaptation strategies for rare plant populations in 
grassland reserves. Biological Conservation 193:103–114. 
 
Ramula, S., L. Puhakainen, J. Suhonen, and E. Vallius. 2008. Management actions are required 
to improve the viability of the rare grassland herb Carlina biebersteinii. Nordic Journal of 
Botany 26:83–90. 
 
Souther, S., and J. McGraw. 2014. Synergistic effects of climate change and harvest on 
extinction risk of American ginseng. Ecological Applications 24:1463–1477. 
 
Thomson, D. M., and M. W. Schwartz. 2006. Using population count data to assess the effects of 
changing river flow on an endangered riparian plant. Conservation Biology 20:1132–1142. 
159 
 
Appendix A: Increased drought frequency 
alters the optimal management strategy of an 
endangered plant 
 
A1 Supplemental Methods 
A1.1 Estimating the rate of succession in LCG’s 
Based on the rate of cedar expansion known from similar systems, we calculated a conservative estimate of 
a 2.5% increase in woody canopy cover per year (Briggs et al. 2002, Sutter et al. 2011). We assume a constant rate 
of succession in our simulation model (see below), but it is known the speed of canopy closure varies through time 
(Briggs et al. 2002) and due to external factors such as precipitation (Morecroft et al. 2004). Because successional 
rates vary, our simulated optimal management intervals should be interpreted as rough estimates to be refined given 
specific site characteristics. With our estimated average closure rate of 2.5% it would take 16 years (87-47% cover / 
2.5% cover increase per year) for a semi-open site to transition to a closed site. 
A1.2 Estimating drought frequency in LCG’s 
Using data from the National Oceanic and Atmospheric Administration for the closest weather stations to 
Murfreesboro, TN available for the last 125 years, we calculated the current probability of a drought event to be 
0.175. We based drought classification on the PHDI index, which is a measure of hydrological drought and a good 
measure of summer drought stress experienced by plants (Stambaugh 2011). The PHDI index categorizes the 
growing season of 2012 as moderate drought and the growing season of 2010 as mildly wet. Climate change is 
expected to make drought events both more frequent and more extreme (Sheffield and Wood 2008, IPCC 2014). 
Using predictions of a doubling to a tripling in drought frequency expected for our region (Sheffield and Wood 
2008), we considered drought frequencies that ranged from the current probability (0.175) to three-times the current 
probability (0.525) in our simulation model. 
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T1 = Semi-open Site  T16 = Closed Site 
T1 T2 T3 T4 T5 
5-year interval 
T15 T16 T16 T16 T16 
20-year interval 
… T16 … 
A 
= Non-Drought Year = Drought Year B 
0.175 probability of drought 
0.525 probability of drought 
 
Figure A1: A) Graphical representation of management interval modeling. 5-year and 20-year management return intervals shown as examples; 
B) Graphical representation of drought frequency modeling; 0.175 and 0.525 probability of drought shown as examples. 
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A2 Supplemental Results 
 
 Table A1: Vital rates used to construct matrix population models. Vital rates are constant across environments if 
multiple environments were not sampled for the vital rate (Fs, Vi, Em) or if the vital rate was not significantly 
different across environments. Total number of individuals in each stage sampled is included parenthetically with 
survival values, with the reduced sample sizes used to estimate Rp included there. 
 
  Semi-Open   Closed 
  Non-Drought Drought   Non-Drought Drought 
Survival   
Ps 0.68 (34) 0.09 (22)   0.49 (3) 0.49 (32) 
Pj 0.89 (9) 0.09 (23)   0.71 (17) 0.83 (18) 
Pa 0.98 (65) 0.73 (62)   0.93 (15) 1 (14) 
Growth   
Gs 0.88 0.88   0.88 0.88 
Stasis   
Sj 0.42 0.09  0.42 0.09 
Sa 0.91 0.69   0.80 0.93 
Fecundity   
Rp 0.92 (21) 0.43 (23)  0.27 0 
Fs 9.78 9.78   9.78 9.78 
Fp 3.18 3.18   3.18 3.18 
Seed   
Vi 0.078 0.078   0.078 0.078 
Em 0.197 0.197   0.197 0.197 
            
163 
 
Table A2: Life Table Response Experiment results for comparisons not shown in Table 2.2.  
Semi-open&Non-Drought vs Closed&Non-Drought   Closed&Drought vs Closed&Non-Drought 
seed bank seedling juvenile adult vital rate   seed bank seedling juvenile adult vital rate 
Contribution to Population Growth Rate 
seed bank 0 0 0 0.006 Pj 0.0447   seed bank 0 0 0 -0.003 Pj 0.0388 
seedling 0 0 0 0.088 Pa 0.0476   seedling 0 0 0 -0.042 Pa 0.0500 
juvenile 0 0.023 0.015 -0.045 Sj 0   juvenile 0 0.000 -0.029 -0.073 Sj -0.0019 
adult 0 0.005 0.031 0.105 Sa -0.0027   adult 0 0.000 0.061 0.154 Sa -0.0007 
Sensitivity of Mid-Way Matrix 
seed bank 0.005 0.001 0.002 0.004 Pj 0.2485   seed bank 0.002 0 0.001 0.006 Pj 0.3233 
seedling 0.336 0.083 0.118 0.283 Pa 0.9513   seedling 0.096 0.024 0.069 0.333 Pa 0.7144 
juvenile 0.563 0.138 0.197 0.474 Sj -0.0447   juvenile 0.183 0.045 0.131 0.635 Sj 0.0058 
adult 0.849 0.209 0.297 0.715 Sa -0.0245   adult 0.243 0.060 0.174 0.844 Sa -0.0057 
Difference in Values 
seed bank 0 0 0 1.263 Pj 0.1800   seed bank 0 0 0 -0.518 Pj 0.1200 
seedling 0 0 0 0.311 Pa 0.0500   seedling 0 0 0 -0.128 Pa 0.0700 
juvenile 0 0.169 0.077 -0.096 Sj 0   juvenile 0 0.000 -0.223 -0.115 Sj -0.3300 
adult 0 0.022 0.106 0.147   Sa 0.1100   adult 0 0.000 0.350 0.182   Sa 0.1300 
Semi-open&Drought vs Closed&Non-Drought   Semi-open&Drought vs Closed&Drought 
seed bank seedling juvenile adult vital rate   seed bank seedling juvenile adult vital rate 
Contribution to Population Growth Rate 
seed bank 0 0 0 0.001 Pj 0.1094   seed bank 0 0 0 0.003 Pj -0.0248 
seedling 0 0 0 0.012 Pa 0.5373   seedling 0 0 0 0.037 Pa -0.2138 
juvenile 0 -0.029 -0.044 0.012 Sj 0.1501   juvenile 0 -0.022 -0.007 0.070 Sj 0 
adult 0 -0.009 -0.120 -0.197 Sa -0.0049   adult 0 -0.005 -0.137 -0.367 Sa -0.0136 
Sensitivity of Mid-Way Matrix 
seed bank 0.003 0.001 0.002 0.003 Pj -0.1765   seed bank 0.002 0.001 0.001 0.004 Pj 0.3356 
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seedling 0.151 0.037 0.068 0.151 Pa 2.6866   seedling 0.101 0.025 0.042 0.180 Pa 0.7920 
juvenile 0.334 0.082 0.151 0.333 Sj -0.4549   juvenile 0.260 0.064 0.109 0.465 Sj 0.2483 
adult 0.810 0.199 0.366 0.809 Sa 0.0448   adult 0.483 0.119 0.202 0.864 Sa 0.0565 
Difference in Values 
seed bank 0 0 0 0.327 Pj -0.6200   seed bank 0 0 0 0.845 Pj -0.7400 
seedling 0 0 0 0.080 Pa -0.2000   seedling 0 0 0 0.208 Pa -0.2700 
juvenile 0 -0.349 -0.291 0.036 Sj -0.3300   juvenile 0 -0.349 -0.068 0.151 Sj 0 
adult 0 -0.046 -0.328 -0.243 Sa -0.1100   adult 0 -0.046 -0.679 -0.425 Sa -0.2400 
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A3 Supplemental Data 
Table A3: Raw values for Figure 2.3; heat map results depicting the probability of extinction. 
 
1 1 0.99 1 0.97 0.97 0.99 0.92 0.85 0.8 52.50% 
1 0.99 1 0.97 0.96 0.94 0.91 0.87 0.81 0.68 48.60% 
1 0.99 0.94 0.92 0.8 0.9 0.9 0.9 0.81 0.68 44.70% 
0.98 0.95 0.93 0.82 0.89 0.91 0.85 0.78 0.67 0.7 40.80% 
0.91 0.87 0.81 0.73 0.74 0.69 0.77 0.66 0.63 0.71 36.90% 
0.81 0.69 0.65 0.56 0.62 0.67 0.69 0.59 0.54 0.65 33.10% 
0.55 0.43 0.38 0.44 0.54 0.48 0.53 0.53 0.48 0.59 29.20% 
0.26 0.28 0.19 0.25 0.35 0.37 0.21 0.44 0.44 0.49 25.30% 
0.13 0.07 0.17 0.14 0.28 0.26 0.25 0.26 0.33 0.43 21.40% 
0.02 0.01 0.02 0.05 0.19 0.15 0.12 0.2 0.16 0.4 17.50% 
5 10 15 20 25 30 35 40 45 None 
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Table A4: Raw values for Figure 2.4; heat map results depicting the median time to extinction. 
 
17 22 23 26.5 30 34 33 30 31 32 52.50% 
19 23 26 29 31 36 29 40 32 31 48.60% 
23 25 29.5 30 32.5 37 39 37.5 38 34.5 44.70% 
25.5 29 30 33 36 37 39 39 36 37.5 40.80% 
29 29 35 34 36.5 40 39 42 36 37 36.90% 
31 36 36 37.5 39 42 40 40 38 42 33.10% 
31 40 39 37.5 41.5 40 42 41 40 42 29.20% 
39.5 40.5 41 40 43 42 44 42.5 41.5 45 25.30% 
34 43 39 42.5 47 43 43 40.5 43 44 21.40% 
37 35 46 39 45 44 41.5 43.5 42.5 45 17.50% 
5 10 15 20 25 30 35 40 45 None 
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Table A5: Raw values for Figure 2.5; heat map results depicting the final population size. 
 
<20 <20 42.39 24.61 32.77 31.44 85.49 45.64 37.33 37.76 52.50% 
<20 34.90 33.39 66.95 29.01 32.27 25.56 38.45 40.48 36.13 48.60% 
31.38 57.35 45.58 49.59 40.27 38.69 32.83 31.68 46.83 38.34 44.70% 
51.83 28.25 44.63 39.35 34.18 38.12 37.39 45.09 45.77 38.11 40.80% 
110.96 53.03 70.45 62.33 45.31 47.05 38.77 55.13 44.21 35.27 36.90% 
86.28 85.79 66.92 60.93 46.67 40.85 47.39 53.75 55.75 39.53 33.10% 
209.81 122.68 101.45 64.63 48.24 58.28 59.40 56.05 65.12 36.67 29.20% 
586.14 173.46 148.36 107.21 61.04 61.98 64.77 61.55 55.43 37.82 25.30% 
758.64 366.61 260.87 135.85 79.08 76.90 68.11 72.40 69.82 36.84 21.40% 
2451.02 894.30 417.30 197.77 69.51 73.54 80.88 84.77 80.49 36.81 17.50% 
5 10 15 20 25 30 35 40 45 None 
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Appendix B: Count population viability 
analysis finds interacting local and regional 
threats effect the viability of a rare plant 
 
B1 Supplemental Methods 
A) 
 
Figure B1: Diagrammatic sketches of the model procedures used for A) local threat assessments. 
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B) 
 
Figure B1: Diagrammatic sketches of the model procedures used for B) regional threat assessments.
170 
 
B2  Supplemental Data 
 
Table B1: Population counts used to compute single year transitions (LRRs). Data that were removed because they were from small subpopulations (<10 individuals) not shown.  
Population State Sub-population  '01  '02  '03  '04  '05  '06  '07  '08  '09  '10  '11  '12  '13  '14  '15 
A IL 1 13 14 
2 74 67 
3 180 319 
4 254 593 
5 13 99 
B IL 1 308 407 500 
C IL 1 174 100 82 85 229   150 191 163 109 160 96 
D WI 1 253 212 116 
2 671 1415 1471 
3 1159 2077 2318 
4 206 192 
E IL 1 376 514 165 138 375 355 467 300 251 283 442 
2  104 29 105 89 56 52 45 46 77 
3 33 60 19 37 32 37 16 37 43 
4 39 150 41 49 129 130 157 97 26 34 84 
5 29 21 
F IL 1 222 242  627 240 362 165 
2  89 59 41 
3 152 136  
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4 39 29  86 110 66 
G IL 1  33 38 26 61 50 67 34 138 74 61 90 102 109  
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Appendix C: Using long term population 
monitoring data to prioritize conservation 
action among rare plant species in the 
Western Great Lakes region 
 
Step-by-step descriptions for calculating our regional viability metrics 
 
by  
 
Holly L. Bernardo 
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Summary 
This document contains step-by-step instructions to re-create the regional viability analyses performed in 
the fourth chapter of this dissertation (hereafter Chapter 4). It is our hope that this guide will enable conservation 
practitioners to easily assess the plant species of concern in their own regions. This tutorial is designed to be 
accessible to users with only a basic understanding of R (R Core Team, 2016), and we present instructions for all 
data manipulations using both R (Sections C1-C3) and Microsoft Excel (Section C7) for comparison. However, 
Excel does not have the capacity to perform all the functions required later in the tutorial (Sections C4 and C5), so 
we recommend using R throughout as it is required for the later sections (data and code are available in Appendix 
D). To download R for free, see https://cran.r-project.org/. We also use, and recommend to the user, the RStudio 
console as we find it an easy and intuitive R interface (available for free at 
https://www.rstudio.com/products/rstudio/).  
Our primary goal when creating these methods was to inform local scale prioritization of species for 
conservation effort. We envision practitioners using these regional viability metrics along with other metrics, such as 
state level Threatened and Endangered status and NatureServe S-ranks, to determine which species are most in need 
of immediate or increased conservation actions. It is generally agreed that a viability analysis is a rich and often 
critical component of a species management or conservation (Zeigler et al. 2013). However, typical stage-based 
methods often require data at a level of detail that is beyond the typical resources available to track rare plant 
populations (Schwartz 2008). Therefore, a secondary goal for developing these methods was to, in general, expand 
the use of count-based monitoring data for rare plant species. Count-based data are often the most comprehensive, or 
in some cases the only, source of quantitative information about a rare plant species. Despite their limitations, we 
argue, as other authors have (e.g.'s Lindenmayer and Likens, 2009; Lovett et al., 2007; Nichols and Williams, 2006), 
that with clearly defined goals and rigorous statistical analyses these data can make excellent contributions to both 
the scientific literature and to practical applications within plant conservation.  
Our methods are primarily based on Morris and Doak (2002). Another potentially helpful practical resource 
is Morris et al., (1999). Other potentially helpful theoretical resources are: Crone (2016); Dennis et al. (1991); Foley 
(1994); Holmes (2015); Holmes and Fagan (2002); and McCarthy et al. (2002). Lastly, other examples of using 
count-based data to assess the viability of rare plant species are: Chapter 3 of this dissertation; DePrenger-Levin et 
al. (2010); Molano-Flores and Bell (2012); Ramula et al. (2008); and Thomson and Schwartz (2006). 
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C1  Data Required and Data Structure 
C1.1 Overview and Data Provided 
The analytical methods used in Chapter 4 require only the most basic population monitoring data: the 
location, number of individuals, monitoring date, and habitat size. The data provided characterize those attributes for 
Asclepias lanuginosa Nutt. (AscLan). These data were collected through the Plants of Concern program, a rare plant 
monitoring program that operates in the Western Great Lakes region (Northern IN, Northern IL and Southern WI) 
through the Chicago Botanic Garden (https://www.plantsofconcern.org/). All lines of code in this document should 
work if copied directly into R, but we recommend using the script provided (AscLanExampleRCode.R). That will 
save the user time and avoid potential mistakes while copying. To assist the user in using both these documents at 
once, the script line numbers for each section of code are referenced here, and the script file is sectioned using the 
same headings as this document. The files provided in 'RegionalViabilityTutorial.zip' are described in Table C1. The 
first file this tutorial will reference is 'AscLanExampleData1.csv.' The column headers for that file are described in 
Table C2.  
While there are seven columns in our example data, only four are truly necessary to represent the four types 
of information needed for these analyses. First, we have a single column, 'stems,' which is the number of individuals 
in the population. We have two columns that define a population's location, 'site_id' and 'subpop_id,' since our data 
were collected at a subpopulation, or patch, level. A single location identifier would be sufficient if the data had 
been collected at the population level. Likewise, we have two columns that define a monitoring date, 'date_mon' and 
'year,' but ultimately only 'year' is necessary. Lastly, we also have two columns that define habitat size, 'ew_cover' 
and 'ns_cover.' We will use these two columns to calculate habitat area later in the tutorial, therefore, a single a 
column estimating area could be used instead. 
It is assumed here that prior to any analysis the user will have assessed all data points for quality. For 
example, data points with clear inaccuracies should be removed, such as incomplete counts due to inclement 
weather. Data points that may not be comparable should be evaluated. For example, monitoring events may need to 
be removed if the form counted was inconsistent across years. This could happen if in most years a clump of stems 
emerging from a single point in the ground was counted as one individual (counting genets), whereas in one year 
every stem was counted as an individual (counting ramets) despite being in the same clump. The year with all stems 
counted singly (as ramets) is not comparable to the clumped (by genet) counting and should be removed. In Chapter 
4, we evaluated quality twice. Once before any data analyses were performed, as described above, to remove points 
with obvious errors. And, again after statistically defining outlying points (Section C3) to evaluate questionable data 
that we did not remove in our first evaluation of quality. We also assume that the user will have assessed the spatial 
proximity among sampling units to determine which are likely connected by geneflow and thus constitute a single, 
ecologically independent population. For much of the POC data, the 'site_id' identifier represents a single 
population. However, AscLan contained one subpopulation sufficiently isolated from the remainder of the 
subpopulations at a site (by distance and inhospitable habitat) that it was deemed an independent unit and given a 
unique identifier ('s' was added to the 'site_id' value) in the data.  
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Tables 
Table C1: List and description of each file provided. 
 
File Name  Description 
Instructions.pdf  This document in pdf format 
AscLanExampleRCode.R R script containing all code in this document referenced to the section in which the code is described. 
AscLanExampleData1.csv The first raw data file used. Note, this entire tutorial can be executed fully starting from this single data 
file. 
AscLanExampleData2.csv The data as is should be after completing Section 1. Note, this tutorial can be executed fully starting at 
Section 2 using this single data file. 
AscLanExampleData3.csv The data as is should be after completing Sections 1 and 2. Note, this tutorial can be executed fully 
starting at Section 3 using this single data file. 
AscLanExampleData4.csv The data as is should be after completing Section 1, 2 and 3. Note, this tutorial can be executed fully 
starting at Section 4 using this single data file. 
 
Table C2: Column headers for AscLanExampleData1.csv. 
 
Header  Description 
species Species name 
site_id Identifier used by POC to represent site ownership; roughly equal to a population 
subpop_id Identifier used of POC to represent patch number within a site; some populations contain more than one patch 
stems Number of individuals 
date_mon Full date monitored 
year Year of date monitored 
ew_cover Distance from eastern most to western most plant (meters) 
ns_cover Distance from northern most to southern most plant (meters) 
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C1.2 Overview of Data Structure 
All the analyses performed in Chapter 4 are based on estimates of the change in population size from one 
point in time (Nt) to the next (Nt +) calculated as a log response ratio (LRR) in equation C1. 
LRR of Nt to Nt + x = ln ((Nt + x) \ (Nt)) (eq(C1)) 
Because of this mathematical basis, the data used for these analyses must have the following structure: 
1. Each size count (N) must be a single number. These can be obtained from either full population counts or a 
standardized sampling method (e.g. transects). However, this equation does not perform well with data 
taken as categorical size counts, such as '100-200' or '>1,000.' Size counts can represent only a subset of the 
individuals in a population if that subset is consistent and clearly defined. For example, in Chapter 4, we 
modeled some species based on counts of only the flowering individuals, not the total number of 
individuals, in a population. 
2. Size counts cannot be zero. It is not possible to take the natural log (ln) of zero, thus counts of zero must be 
removed. However, we note that a count of zero individuals is not necessarily inaccurate. Certain life 
histories, for example many orchids, are known to be able to remain dormant for prolonged periods, which 
can produce a count of zero when monitoring only above ground individuals. Also, populations can go 
locally extinct, which is of great concern when monitoring any rare or at-risk species. Therefore, we are not 
advocating ignoring population counts of zero individuals; they simply cannot be used in these analyses. 
3. Every location sampled must have population size counts from at least two points in time (Nt and Nt+x). If a 
location was only sampled a single time, it cannot be used in these analyses. 
The population counts in the AscLan data were already all single numbers, therefore there are only two 
manipulations to perform to conform the data to the second and third structural requirements. Our analytical steps 
for this section are: 
 
1. Begin a session in R 
 (a) Set a working directory in R 
 (b) Import data into R 
2. Conform data to structural requirements 
 (a) Remove stems count that equal zero 
 (b) Remove locations that only have a single count 
   i. Download and activate a package for R 
 
C1.3 Beginning a Session in R 
Setting a Working Directory in R 
Setting a working directory is the first step to all R sessions. The working directory is the folder where R 
will look for files when importing data and where R will place files when exporting data. First, download and extract 
the files within the zipped folder 'RegionalViabilityTutorial.zip' and save the folder on your desktop. Double click 
on 'AscLanExampleRCode.R' to open the coding script. The script file should automatically open in R Studio, but if 
it does not, you can open RStudio first, then navigate to the script file in the normal way you open files on your 
operating system. There are multiple ways to set a working directory in RStudio. If the script file and the data files 
are in the same folder, you can click on 'Sessions' tab, then click 'To Source File Location' (Figure C1). To choose a 
different folder, click 'Choose Directory' from the same 'Sessions' menu (Figure C1), then navigate to the folder in 
the normal way for your operating system. You can also set a working directory with a line of code. Note, this is the 
only way to do so in the regular R interface. 
 
Script Line 11 
Set Working Directory 
setwd("/desktop/RegionalViabilityTutorial") 
 
The specific path to this folder will vary for each user and will likely require additional location identifiers than are 
in script line 11. For example, the full line of code my computer requires identifying which user account to reference 
prior to referencing the desktop. Thus, the line of code that works in my personal script is: 
 
setwd("/Users/holly/desktop/RegionalViabilityTutorial") 
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Importing Data into R 
There are also multiple ways of importing data into R. Again, in the regular R interface this must be done 
with a line of code, but RStudio provides other options. We prefer using code in either interface. The line of code to 
import data formatted as a csv (comma separated values) file is:  
 
Script Line 13 
Import data 
asclan <- read.csv("AscLanExampleData1.csv") 
 
To import data using the menu in RStudio, click on the 'Import Dataset' button within the 'Environment' tab (Figure 
C2). Then click 'Browse,' which will open the navigation menu for your operating system and you can select and 
open the desired file (Figure C3). Once you import the data, it will show in the 'Environment' tab (Figure C4). Note, 
you can see many features of your data in this tab. 
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Figures 
 
Figure C1: Using the dropdown menu in RStudio to set a working directory. 
 
 
Figure C2: Importing data in RStudio; 'Environment' tab. 
 
 
 
Figure C3: Importing data in RStudio; Browsing to data. 
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Figure C4: Data attributes in the 'Environment' tab. 
184 
 
C1.4 Conforming Data to Structural Requirements 
Removing Zeros 
We are now ready to begin the manipulations to conform the AscLan data to the structural requirements for 
our analyses. First, a single line of code will remove all the stems counts equal to zero: 
 
Script Line 17 
Remove counts of zero 
asclan <- subset(asclan, stems!=0) 
 
After executing this line of code, the AscLan data should now have 73 observations which you can see in the 
'Environment.' 
 
Removing Locations with Only a Single Count 
To remove locations that only have a single count, we will first need to identify those locations. We will do 
this by creating a table with the number of observations per subpopulation. We use the package 'data.table' to 
perform many of our data manipulations in R. So, next we will describe how to download and activate a package 
that is not included in the basic R software before we create our table. Again, there are numerous ways to download 
R packages and they differ depending the platform being used. To download the data.table package in RStudio click 
'Install' under the 'Packages' Tab, then type 'data.table' in the search box (Figure C5). Next, click 'Install' on the 
CRAN box. Packages need to be activated every time a new R session is opened. Activate the package with the 
following code: 
 
Script Line 20 
Activate a package 
library(data.table) 
 
Now we can use functions within the data.table package to create a dataset with each subpopulation's 
sample size (Figure C6) with the following code: 
 
Script Line 22 
1. Convert to data.table form 
asclan.dt <- data.table(asclan) 
Script Line 23 
2. Calculate sample size for each subpopulation 
asclan.subpopcount <- asclan.dt[,list(subpop_count = length (year)), by = 
c("site_id","subpop_id")] 
Script Line 24 
3. View counts 
View(asclan.subpopcount) #Figure C6 
 
Figure C6 shows that subpopulations 11 and 12 from population D only have a single count each. These locations 
can be removed with the following code: 
 
Script Line 26 
Remove subpopulations 
asclan <- subset(asclan, subpop_id != 11 & subpop_id !=12) 
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Figures 
 
Figure C5: Package selection and installation in RStudio. 
 
 
Figure C6: The number of counts per subpopulation (column header 'subpop count'). 
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C1.5 Checking for Completion 
The data set that originally started as AscLanData1.csv should now contain the same content as 
AscLanData2.csv. Use the following code to extract the data set created in R for comparison: 
 
Script Line 29 
Write data 
write.csv(asclan, "AscLanExampleData2CHECK.csv") 
 
The remainder of this document can be completed either by continuing with the current R session or by importing 
the AscLanData2.csv. 
 
Script Line 34 
Import data 
asclan <- read.csv("AscLanExampleData2.csv") 
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C2  Meeting Population Modeling Assumptions 
C2.1 Overview 
There are several major assumptions that need to be addressed prior to implementing our population 
modeling. First, density dependence will need to be addressed and if present, accounted for in the projection 
modeling. Second, we must ensure that the data from each unique location represent an ecologically independent 
unit; i.e. a single population. Last, the variation in the data must represent environmental, not demographic, 
stochasticity. Our analytical steps for this section are: 
 
1. Calculate population density 
 (a) Fix a common error 
2. Calculate population level size counts 
3. Remove very small populations 
 
C2.2 Density Dependence 
Calculating Population Density 
We will not perform the density dependence assessment until the data are in their final form and we are 
ready to perform the projection model (Section C5). However, it is crucial to calculate density from the habitat size 
measurements now so that those data can be carried through with all other manipulations. In Chapter 4, we 
estimated the area of a habitat as an oval using the 'ew cover' and 'ns cover' distances as diameter estimates 
as in equation C2. 
area = (ew cover \ 2) * (ns cover \ 2) * π (eq(C2)) 
If your habitat size measurement is already the habitat area, you will, obviously, not need to do additional 
calculations to obtain area. Population density is then calculated as: 
density = N \ area (eq(C3)) 
In R, you can create a new column with the entire density calculation within it with a single line of code: 
 
Script Line 39 
Calculate density 
asclan$density <- asclan$stems / ((asclan$ew_cover / 2) * (asclan$ns_cover / 2) * pi) 
 
Fixing Error Codes 
Errors will be produced if instances when no habitat size measurements were taken were mistakenly 
recorded as habitat lengths equaling zero. Those cells will contain 'Inf' (meaning infinite). The following line of 
code will view the data (Figure C7) to check for these or other errors: 
 
Script Line 43 
View data 
View(asclan) #Figure C7 
 
We need to change the cells containing 'Inf' to 'NA' in order to avoid errors when using the 'density' data. 
 
Script Line 45 
Replace Inf with NA 
asclan$density[is.infinite(asclan$density)] = NA 
 
This error occurred regularly within our dataset, so we decided to include specific instructions for fixing it 
here. The user should note that other data errors may or may not produce obvious indicators, like producing an 'Inf,' 
or a 'NaN' (meaning not-a-number), another common error code in R. Also, when adapting this code to a different 
dataset, errors may be produced in places we did not encounter. We recommend that checks for logical errors, such 
as the length of a habitat equally zero (which is impossible), be done prior to implementing data manipulations and 
that the user view the data regularly during data manipulations to check for accuracy. 
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Figure C7: Density column in RStudio prior to removing 'Inf' errors. 
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C2.3 Population Level Size Counts 
Overview 
The population count data from each location need to represent an ecologically independent unit, a 
population, to conform to the theoretical assumptions of the population models we used in Chapter 4. Again, we 
assume that the user will have assessed the spatial proximity among locations to determine which sampling units are 
or are not likely to be connected by gene ow (i.e. regularly connected by pollination or seed rain). In our example 
data set, each unique value in the 'site id' column represents a population. Some populations contain more than one 
subpopulation (subpop_id) and so the data from those subpopulations (which are patches within a population) must 
be combined or corrected to represent the entire population. Ideally, obtaining data at the population level would be 
done by summing the size counts from all subpopulations within a site for each year. Unfortunately, in our data most 
subpopulations within a site are not monitored in all years, and thus cannot be combined in this way. But to start, we 
will determine where data from multiple subpopulations at a site can be summed into a total population count and do 
that wherever possible. 
 
Extracting Individual Populations 
First, Figure C7 already shows us which populations (site_id) have more than one subpopulation 
(subpop_id). Population C has five subpopulations (5-8). Population D had four subpopulations, but two were 
removed in Section C1 (11 and 12) because they only had a single size count, so we are only concerned with 
subpopulations nine and ten here. Run the following code to extract and view each of these populations 
independently (Figures C8 and C9): 
 
Script Line 52 
1. Extract population D 
asclanD <- subset(asclan, site_id=="D") 
Script Line 53 
2. View 
View(asclanD) #Figure C8 
Script Line 55 
3. Extract population C 
asclanC <- subset(asclan, site_id=="C") 
Script Line 56 
4. View 
View(asclanC) #Figure C9 
 
Manipulating Population D 
Since population D only has 13 observations (Figure C8), you can easily see in the raw data which years 
have size counts for both subpopulations (2013-2016). You can also see that subpopulation nine has many more size 
counts than subpopulation ten. In Chapter 4, we choose to use the subpopulation that had the most size counts to 
represent the entire population when there was a large difference in sample sizes. Otherwise, only the data from 
years 2013-2016 could be summed together and retained in the final analyses, resulting in a large loss of change-in-
size estimates (LRRs). Remember, two years of data only result in one LRR. Therefore, to conform population D's 
data to theoretical population model assumptions we simply remove subpopulation ten with the following code: 
 
Script Line 59 
Remove subpopulation 10 
asclan <- subset(asclan, subpop_id != 10) 
 
Manipulating Population C 
The raw data view of population C is bit messier (Figure C9), but one thing about the data is clear from this 
check; many of the stem counts from population C are very small (10 or less). Using data from very small 
populations is problematic several reasons as we will discuss later in this Section. But, before addressing this issue, 
we suggest making a dataset similar to Figure C7, but just for population C showing the number of counts per year. 
Again, we will use functions within the data.table package to do this. 
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Script Line 62 
1. Convert to data.table form 
asclanC.dt <- data.table(asclanC) 
Script Line 63 
2. Create dataset 
asclanC.subpopyearcount <- asclanC.dt[,list(stemN = length(subpop_id)), by = c("year")] 
Script Line 64 
3. View 
View(asclanC.subpopyearcount) #Figure C10 
 
As you can see in Figure C10, two years (2005 and 2011) can be combined across five subpopulations, but 
six years (2004-2006, 2008, 2009 and 2011) can be combined across four subpopulations. Again, two years of data 
only result in one LRR and so to retain the most data for later analyses we prioritized maximizing the number of 
years per population in our data, not the number of subpopulations in Chapter 4. Now that we know which years we 
are going to combine, we can go back to all of population C's data (Figure C9) to determine which four 
subpopulations can be combined in those years. They are subpopulations 4-7. 
Now that we know which subpopulations and years to combine, we need to extract only those data into a 
separate file.  
 
Script Line 66 
1. Remove unused subpopulation 
asclanC <- subset (asclanC, subpop_id != 8) 
Script Line 67 
2. Extract desired years 
asclanC <- subset (asclanC, year==2004 | year==2005 | year==2006 | year ==2008 | year==2009 | 
year==2011) 
Script Line 68 
3. Convert to data.table form 
asclansubsetC.dt <- data.table(asclanC) 
 
Next, create two new columns in which you add the stem counts and average the densities. 
 
Script Line 70 
4. Sum counts 
asclansubsetC.dt [, sumsubpop:=sum(stems), by="year"] 
Script Line 71 
5. Average densities 
asclansubsetC.dt [, avgden:=mean(density), by="year"] 
 
Note, the new columns created here called 'sumsubpop' and 'avgden' will not combine with the original data. They 
will need to be renamed back to 'stems' and 'density.' However, we recommend maintaining unique column names 
and/or creating new data sets when performing this sort of manipulation until the user is certain the proper data have 
been obtained. We also recommend making new names descriptive (i.e. avoiding data1, data2, data3, etc.). In our 
experience, it can be very easy to forget what 'data3' contains or why that _le was created, and R uses pattern 
matching functions that make it easy to reference the wrong _le among consecutively numbered files with the same 
name. Lastly, the new values computed in the 'sumsubpop' and 'avgden' columns will be duplicated for all the 
subpopulations, so those duplicate data will need to be removed. 
 
Script Line 73 
6. Extract only unique rows 
asclansubsetC.dt <- unique(asclansubsetC.dt, by="year") 
 
The dataset 'asclansubsetC.dt' should now only have six observations, one for each year. To bind these new, 
population-level data to the original data, we need to give these rows a new unique identifier. We called these rows 
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'combined' in the 'subpop_id’ column. Also, here is where we need to change the 'sumsubpop' and 'avgden' headers 
back to 'stems' and 'density' as in the original file. 
 
Script Line 75 
7. Make new 'subpop\textunderscore id' identifier 
asclansubsetC.dt$subpop_id <- rep("combined", length (asclansubsetC.dt$subpop_id)) 
Script Line 76 
8. Replace 'stems' 
asclansubsetC.dt$stems <- asclansubsetC.dt$sumsubpop 
Script Line 77 
9. Replace 'density' 
asclansubsetC.dt$density <- asclansubsetC.dt$avgden 
 
We recommend checking the data to make sure that the values in the 'stems' and 'sumsubpop' columns are identical 
to the values in the 'density' and 'avgden' columns by viewing the data (Figure C11). 
 
Script Line 79 
View 
View(asclansubsetC.dt) #Figure C11 
 
Now that the new values are in the 'stems' and 'density' columns, the 'sumsubpop' and 'avgden' columns can be 
removed. Also, the non-combined population C data need to be removed from the original file. Then the two 
datasets can then be bound together. 
 
Script Line 81 
10. Remove 'sumsubpop' and 'avgden' 
asclanC.combined <- asclansubsetC.dt[,1:9] 
Script Line 83 
ll. Remove population C 
asclan <-subset(asclan, site_id != "C") 
Script Line 85 
12. Bind two datasets 
asclan <-rbind(asclan,asclanC.combined) 
 
Again, we recommend viewing the data to check that all manipulations have been performed correctly: 
 
Script Line 87 
View 
View(asclan) #Figure C12 
 
At this point the 'asclan' dataset should have 35 observations with population C represented only by rows containing 
'combined' in the 'subpop_id' column. Now all locations (site_id) in the data represent a single, ecologically 
independent population each. 
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Figure C8: Viewing data from population D in RStudio. 
 
 
Figure C9: Viewing data from population C in RStudio (only showing the first 19 observations). 
 
 
Figure C10: Sample sizes for each year in population C. 
 
 
Figure C11: Data combined across subpopulations for population C. 
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Figure C12: Viewing data after all manipulations to population C (only showing the last 12 observations). 
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C2.4 Demographic Stochasticity 
Overview 
The next assumption that needs to be addressed is the source of the variation in the data. In a count-based 
analysis, the source of variation is assumed to be environmental stochasticity, which is a change in population size 
due to variables that change over time (such as weather variables) that affect the entire population similarly. 
Whereas, demographic stochasticity is a change-in-size due to chance events that affect the survival or reproduction 
of individuals within a population. Demographic stochasticity generally has a much smaller impact on overall 
population trends than environmental stochasticity in large populations, and so can often be ignored in population 
models. However, if a population is very small, for example has only five individuals, a chance event that affects 
one of those five individuals has a substantial impact on the trend of the entire population. See Lande et. al. (2003) 
for a more complete review of this concept. 
 
Removing Very Small Populations 
In Chapter 4, we choose to remove data from populations with ten or fewer individuals to lessen the 
influence of demographic stochasticity in our analyses. This can be done with single line of code extracting only 
those stem counts above ten: 
 
Script Line 93 
Extract stems counts > 10 
asclan <- subset(asclan, stems>10) 
 
Checking for Completion 
The data set that originally started as AscLanData2.csv should now contain the same content as 
AscLanData3.csv. Use the following code to extract the data set created in RStudio for comparison: 
 
Script Line 96 
Write data 
write.csv(asclan, "AscLanExampleData3CHECK.csv") 
 
The remainder of this document can be completed either by continuing with the current R session or by reading in 
AscLanData3.csv. 
 
Script Line 101 
Import data 
asclan <- read.csv("AscLanExampleData3.csv") 
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C3  Preparing Data for Regional Growth Rate Calculations 
C3.1 Overview 
To assess the regional viability of 24 rare forbs in Chapter 4 we modified a count-based population viability 
analysis (PVA) procedure found in Morris and Doak (2002). We need to calculate four variables for that procedure: 
the number of years in between monitoring events at a population, the change in population size (LRR) from one 
monitoring event (Nt) to the next (Nt+x), and corrections of both those values for use in a linear regression analysis 
(Section C4) to account for the increase in variance expected between size counts further apart in time than those 
closer in time. Our analytical steps for this section are: 
 
1. Sort the data 
2. Calculate the number of years in between monitoring events 
3. Calculate the change in population size (LRR) from one monitoring event (Nt) to the next (Nt+x) 
 (a) Remove erroneous values 
4. Correct values for a linear regression analysis 
 
C3.2 Sorting Data 
It is critical that the data are properly sorted at this point, as our next instructions depend on a future year 
(Nt+x; e.g. 2010) being in the cell directly below a past year (Nt; e.g. 2009) for each population. To do this, we use 
the order function in the data.table package to sort our data first by subpopulation number than by year. 
 
Script Line 106 
1. Activate the data.table library 
library(data.table) #if not already done 
Script Line 107 
2. Convert to data.table form 
asclansort.dt <- data.table(asclan) 
Script Line 108 
3. Sort data 
asclan <- asclansort.dt2[order(subpop_id,year)] 
 
C3.3 Calculating the Number of Years In-Between 
Next, we will calculate the number of years in-between consecutive monitoring events with equation C4. 
year.bt = year of N t + x ⁻ year of Nt (eq(C4)) 
This requires a 'for' loop in R. Loops allow a user to execute lines of code many times while changing something 
about the variables used with each loop iteration. Since the variables inside the loop change each time the loop 
restarts, it is important to extract whatever the code is doing along the way, or else it changes and is lost. Therefore, 
the first thing to do when using a loop is create an empty file (a file with only 'NA' in it) for the data extracted from 
the loop. Here we will need a vector with the same number of values as the number of rows in the 'asclan' dataset. 
 
Script Line 112 
Make empty year.bt vector 
year.bt <- rep(NA,nrow(asclan)) 
 
In a for loop, the user must name an object to change with each iteration of the loop. Here we used the 
letter 'a.' This object is used to count the number of iterations. So, in words, the line of code: 
 
for (a in 1:nrow(asclan)) 
 
means 'for numbers 1 through the number of rows in the asclan data (which is 29).' Thus, this loop will execute 
whatever code is in between the curly brackets 29 times. Since the object 'a' is a number, it can also be used to 
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reference parts of a dataset. Here we use it to reference cells in the 'year' column of the 'asclan' dataset. If 'a' equals 
one, the code: 
 
asclan$year[a] 
 
references the first cell in the 'year' column. By adding 1 to 'a' with this line of code: 
 
asclan$year[a+1] 
 
we reference the second cell in the 'year' column. Thus, on the first iteration of the loop, we subtract the first cell 
from the second cell, giving us the number of year in-between those monitoring events. In the next interaction of the 
loop, 'a' will equal two, and so the code will subtract the second cell from the third cell. In the next iteration, 'a' will 
equal three, and so on. We also use 'a' to reference the cells of our empty vector to extract the calculation being 
performed. When 'a' equals one, the number of years in-between calculation will be placed in the first cell of the 
'year.bt' vector. When 'a' equals two, the calculation will be placed in the second cell, and so on. 
The entire loop, from the call: 
 
for (a in 1:nrow(asclan)) 
 
to the last curly bracket, must be executed at the same time for the loop to function properly. Highlight all the 
following lines of code in the script and run them: 
 
Script Lines 114-117 
Loop to fill 'year.bt' vector 
for (a in 1:nrow(asclan)) 
{ 
year.bt[a] <- asclan$year[a+1] - asclan$year[a] 
} 
 
We have now calculated with the number of years in-between each monitoring event, and put those values are in 
their own separate vector. Use the next line of code to bind those values to the original data: 
 
Script Line 119 
Bind vector to data 
asclan<-cbind(asclan,year.bt) 
 
As always, check the data to be sure your calculation or manipulations are correct. 
 
Script Line 121 
View 
View(asclan) #Figure C13 
 
When you do this, you should see that when the data switches from one population to the next a negative value is 
produced (row 1; Figure C13). Because the data from all populations are in one file, this loop will calculate LRRs 
between the last monitoring event of one population and the first of another. These are obviously not real LRRs. 
These erroneous values will be removed in a later step. Also, the very last cell contains an 'NA' because there is no 
cell after it with which to calculate a difference between years. That 'NA' will also be removed later. 
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Figures 
 
Figure C13: Calculating the number of years in-between monitoring events in RStudio. 
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C3.4 Change in Population Size (LRR) Estimates 
Calculating LRRs 
The steps to calculating the change in population size from one monitoring event (Nt) to the next (N t+x) are 
the same as calculating the number of years in-between each monitoring event. The change in population size is 
calculated as a log response ratio (LRR) using equation C1. Again, we will start a loop by making an empty vector 
for the new data, the entire loop needs be executed at once, and we will finish by binding the new vector to the 
original data. 
 
Script Line 126 
1. Make empty lrr vector 
lrr <-rep(NA,nrow(asclan)) 
Script Lines 127-131 
2. Loop to fill lrr 
for (a in 1:nrow(asclan)) 
{ 
lrr[a] <- log(asclan$stems[a+1]) - log(asclan$stems[a]) 
} 
Script Line 133 
3. Bind vector to data 
asclan <-cbind(asclan,lrr) 
 
Removing Erroneous LRRs 
Again, the LRR values that were calculated across populations and the very last row (that contains 'NA' in 
the 'lrr' column as well as the 'year.bt' column) are erroneous and need to be removed. We will first identify those 
errors by creating a column that identifies whether two consecutive rows are or are not from the same population. 
This can be done with another loop. Inside the loop is a conditional if/else statement.  
The if/else function first evaluates a statement: 
 
asclan$subpop_id[a]==asclan$subpop_id[a+1] 
 
In words, this line of code says, 'is the subpopulation ID of row 'a' exactly equal to the subpopulation ID of row 
'a+1?' If the two subpopulation ID values are the same, R will code this statement as TRUE, if not, it will code this 
statement as FALSE (TRUE or FALSE will not be shown in the console, they are is stored internally). If TRUE, R 
will execute the line of code within the 'if' brackets (Script Line 140). If FALSE, R will execute the line of code 
within the 'else' brackets (Script Line 142). Thus, we end up with a vector that tells us where the data from one 
population ends and the data from another begins. Those rows will be coded as 'different' because they have 
different subpopulation ID values, whereas all other rows will be coded as 'same' because they have the same 
subpopulation ID. As with other loops, the entire looped section of code needs to be executed at once and we need 
an empty vector to store the extracted information. 
 
Script Line 136 
1. Make empty 'ident' vector 
ident <-rep(NA,nrow(asclan)) 
Script Lines 138-139 
2. Open the loop to fill 'ident' 
for (a in 1:nrow(asclan)) 
{ 
Script Line 139 
3. Start the if/else statement with the clause to evaluate, then open the 'if' brackets 
if (asclan$subpop_id[a]==asclan$subpop_id[a+1]) { 
Script Line 140 
4. Action if statement = TRUE 
ident[a] = "same" 
Script Line 141 
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5. Close 'if' and open 'else' brackets 
} else { 
Script Line 142 
6. Action if statement = FALSE 
ident[a] = "different" 
Script Line 143 
7. Close 'else' brackets 
} 
Script Line 144 
8. Close the loop 
} 
 
Next, we will bind the new vector to the original data, then extract only those data from within the same 
population. 
 
Script Line 147 
9. Bind vector to data 
asclan <- cbind(asclan,ident) 
Script Line 149 
10. Delete non-real LRR values 
asclan <- subset(asclan, ident== same) 
 
At this point, the dataset should have 25 observations. The column 'year' is now interpreted and the first year of the 
LRR value, and the column 'stems' as the count in the first year of the LRR value. 
 
C3.5 Correcting Values for Linear Regression 
Morris and Doak (2002) use a linear regression to calculate a population level growth rate from count data 
with variable numbers of years in-between counts. We used that same linear regression procedure to calculate a 
regional growth rate in Chapter 4. The corrected LRR values will become the dependent variable in the linear 
regression and are equal to: 
reg.value.y = lrr  \ √ year.bt (eq(C5)) 
The correction applied to the number of years in-between will become the independent variable and are equal to: 
reg.value.x = √year.bt (eq(C6)) 
Creating a column and calculating each of these variables within that column can be done with a single line of code 
each: 
 
Script Line 153 
Create Y values 
asclan$reg.value.y <- asclan$lrr / sqrt(asclan$year.bt) 
Script Line 154 
Create X values 
asclan$reg.value.x <- sqrt(asclan$year.bt) 
 
C3.6 Checking for Completion 
After all these procedures, the data sets that originally started as AscLanData3.csv should now contain the 
same content as AscLanData4.csv Use the following code to extract the dataset created in RStudio for comparison: 
 
Script Line 156 
Write data 
write.csv(asclan, "AscLanExampleData4CHECK.csv") 
 
The remainder of this document can be completed either by continuing with the R session that created the above 
data set (assuming all code has been executed), or by reading in AscLanData4.csv. 
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Script Line 157 
Import data 
asclan <- read.csv("AscLanExampleData4.csv") 
 
The data are now ready to calculate the regional growth rate metric mu (μ) and the regional probability of 
extinction. 
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C4  Regional Growth Rate Metric mu (μ)  
C4.1 Overview 
The regional growth rate metric mu (μ) in Chapter 4 is the correlation coefficient obtained from regressing 
the 'reg.value.y' column against the 'reg.value.x' column. Being a correlation coefficient, μ has a critical value of 
zero; above zero is growth and below zero is decline. This is the same as the population growth rate μ calculated in 
Morris and Doak (2002). Before performing this regression, the data were assessed for outliers among the corrected 
LRR values to identify potentially unrealistic data points that could have a similar effect on the results as 
unrealistically large or small LRRs from very small populations. Our analytical steps for this section are: 
 
1. Identify and remove outliers 
2. Calculate μ 
3. Assess the significance of μ 
 
C4.2 Outliers 
Outliers were assessed on the Studentized residuals from the linear regression of 'reg.value.y' against 
'reg.value.x.' The linear regression equation is: 
reg.value.y ~ reg.value.x + 0 (eq(C7)) 
The intercept is set to zero because, logically, if there are no years in-between monitoring events then there are no 
monitoring events (since we did not collect data more than once a year). And, if there are no monitoring events there 
cannot be a change-in-size between them (see Morris and Doak (2002) for more rationale). The code to execute the 
regression is: 
 
Script Line 168 
Linear regression 
outtestAL <- lm(reg.value.y~reg.value.x+0,data=asclan) 
 
Note, the files here were named to differentiate them from the final linear regression after outlier removal simply to 
avoid confusion. Next, the outlier evaluation is performed on the output of the regression. That evaluation produces 
influence values. Influence values greater than positive two or less than negative two are considered significant 
outliers. So, by binding the influence values to the data, we can extract data points that are significant outliers. 
 
Script Line 170 
1. Outlier assessment 
outdataAL <- rstudent(outtestAL) 
Script Line 172 
2. Bind influence values to data 
outdataAL <- cbind(outdataAL,asclan) 
Script Line 174 
3. Extract signficant outlier(s) 
outdataAL <- subset(outdataAL, outdataAL > 2 | outdataAL < -2) 
Script Line 175 
4. View outlier(s) 
View(outdataAL) #Figure C14 
 
There was one significant outlier; the LRR from site Cs subpopulation three between years 2011-2012 (Figure C14). 
Outliers should never be removed without a clear biologically or methodologically justifiable reason, no 
matter their influence on the results. However, even if no such reasons exist, it may be appropriate to perform 
analyses with and without the outliers present as long as both results are presented. The AscLan outlier was removed 
because the monitor noted that in 2011 part of subpopulation three may not have been found. Use the following code 
to remove a single row: 
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Script Line 177 
Remove significant outlier 
asclan <- subset(asclan, site_id!="Cs" | subpop_id != 3 | year != 2011) 
 
Note, be sure to reference all the unique identifiers of each row to remove (for our data that is the 'site_id,' the 
'subpop_id,' and the 'year'), and view the data afterwards to verify the correct row was removed. The AscLan dataset 
should now have 24 observations from sites Cs, C and D. This is the point at which we evaluated the sample size of 
each species analyzed in Chapter 4. Only those species with 15 or more observations were used. 
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Figure C14: One outlier found. The column 'outdataAL' contains the influence values from the evaluation of Studentized residuals. 
204 
 
C4.3 Calculating μ 
We can now calculate μ by re-running the linear regression above with the reduced dataset and extracting 
the correlation coefficient. Doing so should result in a μ value of 0.04467096. 
 
Script Line 181 
1. Linear regression 
asclanLM <- lm(reg.value.y~reg.value.x+0,data=asclan) 
Script Line 183 
2. Extract μ 
asclanmu <- coef(asclanLM) 
Script Line 184 
3. View μ 
asclanmu 
 
C4.4 Assessing the Significance of μ 
To determine whether a species was significantly growing or declining in our region, we assessed whether 
μ was significantly above or below zero. We did this by bootstrapping (a method for determining the accuracy of a 
statistic based on random sampling of the data) to produce 95% confidence intervals around the mean. If those 
intervals included zero, the regional growth value did not differ from zero. We will do this with a loop, and again we 
first need to create an empty vector to store the bootstrapped μ values. In Chapter4 we randomly re-sampled our data 
1,000 times to produce the 95% confidence intervals, so the empty vector should contain 1,000 empty cells. 
 
Script Line 188 
Make empty newmus vector 
newmus <- rep(NA,1000) 
 
The first line inside the bootstrapping loop (step 2 below): 
 
nm <- length(asclan$lrr) 
 
counts the number of observations in our data (nm = the number of LRR values = 24). This is the number of 
observations that will we randomly sample for each of our 1,000 replications. Then, we create a vector of numbers, 
which we called 'x1' that randomly samples numbers between 1 and nm (24), 24 times with replacement (step 3 
below). Thus, after the first three steps below, we end up with a vector like the one shown in Figure C15. Note, we 
break up the lines of code in the loop here for instructive purposes, but as with the previous loops, always execute all 
lines of the loop together as one. 
 
Script Lines 190 & 192 
1. Start the loop 
for(m in 1:1000) 
{ 
Script Line 194 
2. Calculate the number of LRRs to re-sample (24) 
nm <- length(asclan$lrr) 
Script Line 196 
3. Pick 24 (nm) random numbers between 1 and 24 
x1 <- sample(1:nm, nm, replace = TRUE) 
 
The next line of code pulls those row numbers out of the original AscLan data and names them as a new 
dataset called 'bootmu.' 
 
Script Line 198 
4. Extract those row numbers from original data 
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bootmu <- asclan[x1,] 
 
Viewing 'bootmu' at any point within the loop would show you a data file that looks a lot like the original data file 
but notice, the sites and subpopulations are no longer in order and there are probably duplicates (Figure C16). Re-
sampling the data such that data can be duplicated (i.e. with replacement) is how the linear regression will produce a 
different μ value each of the 1,000 times this loop executes. Note, you will not be able to view 'bootmu' like Figure 
C16 while the loop is running. If you wish to do so, execute steps 2-4 without starting the loop in step 1.  
We now have a randomly re-sampled dataset and can perform the same linear regression as we did to 
calculate μ. Then, we extract the μ value into the empty vector we created. When the loop finishes we will have 
1,000 μ values, each calculated from a different randomly re-sampled dataset. 
 
Script Line 200 
5. Linear regression 
bootlm <- lm(reg.value.y~reg.value.x+0,data=bootmu) 
Script Line 202 
6. Extract μ 
newmus[m] <- coef(bootlm) 
Script Line 204 
7. Close the loop 
} 
 
The following code will view the 'newmus' vector in the RStudio console (Figure C17), allowing the user to check 
that the loop performed all 1,000 replicates. 
 
Script Line 206 
View in console 
newmus #Figure C17 
 
The last step is to calculate the 95% confidence intervals. To do this, we extract the 25th and 975th data 
points after sorting 'newmus' from smallest to largest. Together, the bottom 25 and top 25 values make up 5% of the 
data (50 / 1,000 = 0.05), hence the interval between them is 95% of the data. 
 
Script Line 208 
8. Order 'newmus' 
newmus <- sort(newmus) 
Script Line 210 
9. Lower CI value 
lower95 <- newmus[25] 
Script Line 211 
10. Upper CI value 
upper95 <- newmus[975] 
 
In the analysis of AscLan in Chapter 4, the lower CI value was -0.1024824 and the upper CI value was 0.2073893. 
This interval includes zero, thus we conclude that AscLan is likely stable in the region where our data were 
collected. But remember, there is randomness incorporated in this analysis, so the values a user computes with these 
same data will be slightly different every time the procedure is executed. 
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Figure C15: Example of a randomly sampled vector in RStudio. 
 
 
Figure C16: Example of a single re-sampling of the original data; i.e. a single 'bootmu' dataset. 
 
 
Figure C17: Console output when 'newmus' is called in RStudio. 
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C5  Regional Probability of Extinction  
C5.1 Overview 
In a viability analysis, a stochastic population projection model is performed to estimate a population's 
probability of extinction (Morris and Doak, 2002), and we used the same procedure to estimate a regional 
probability of extinction in Chapter 4. We did this to provide a second estimate of each species' viability. The 
advantage of calculating a probability of extinction along with a growth rate is that the probability of extinction also 
accounts for the variation in population size observed. Basically, the μ value provides an estimate of the average rate 
of growth or decline, and if a population were to change at that rate every year the growth rate alone would be 
enough to estimate that population's viability. But, population sizes do not change at exactly the average rate every 
year. Sometimes they increase, sometimes they decrease, and the magnitude of those changes is different every year. 
That variation alone can lead to differences in viability among populations. For more detail on why and how 
variation affects population viability see Morris and Doak (2002). 
The stochastic population size projection equation used in Chapter 4 is: 
Nt + 1 = Nt * exp(μ) (eq(C8)) 
This is an iterative equation that re-calculates population size with every new estimate of μ, which is calculated 
through the same re-sampling method as in Section C4. The starting population size (the first Nt) in this type of 
projection is often the last surveyed population size. In Chapter 4 we did this entire procedure twice, once with the 
median last surveyed population size of all our sampled populations (for AscLan = 38 individuals). This was done to 
estimate the extinction risk of a typical population in our region. And, once with the minimum last surveyed 
population size observed in our region (for AscLan = 15 individuals). This was done to estimate the extinction risk 
of the smallest and likely most at-risk population in our region. 
Next, taking the exponential function of μ (exp(μ)) scales μ around one instead of around zero. Thus, a 
stable growth rate value of zero becomes one, which if multiplied by Nt would not change the population size in 
Nt+1. A growing growth rate value (μ >0) becomes a number greater than one (scaled proportionally to the original 
data), which if multiplied by Nt increase the population size in Nt+1. Lastly, a declining growth rate value (μ <0) 
becomes a number less than 1 (again, scaled proportionally to the original data), which if multiplied by Nt decreases 
the population size in Nt+1. We executed this change in population size equation 50 times, which simulates a change 
from Nt (38 or 15) to the population size 50 years in the future. Next, we performed the entire 50-year process 1,000 
times. The probability of extinction was then the number of 50-year projections that went extinct (using a quasi-
extinction threshold of 10 individuals) divided by the total 1,000 times the 50-year projection was executed. Our 
analytical steps for this section are: 
 
1. Obtain starting population sizes 
2. Assess density dependence 
3. Calculate carrying capacity (K) 
4. Perform a population size projection model 
5. Calculate the regional probability of extinction 
6. Extract model results from RStudio as csv files 
 
C5.2 Starting Population Sizes 
Obtaining starting population sizes cannot be done directly from this dataset because there are several 
points along our procedure where data are removed in such a way that the final sizes we would extract here could be 
biased. Specifically, removing all the counts less than ten could bias the final sizes toward higher values. Therefore, 
for the analyses in Chapter 4 we went back to our original, unaltered data to obtain these values to ensure the best, 
unbiased estimate of the most recent size for each population in our study region. Our protocol was to only extract 
the final size of populations used in the final analyses (for AscLan those are populations C, Cs, and D) and to 
combine subpopulations in the same way (e.g. as in population C for AscLan). We also still excluded final size 
counts equal to zero because counts of zero are not always accurate (e.g. the cryptic orchid example described in 
Section C1). However, we did not exclude very small counts (<10), as this was done only to reduce the influence of 
demographic stochasticity (Section C2). 
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For AscLan, the final sizes of populations Cs and D were 71 and 38, respectively, and those values would 
have been the same with or without the inclusion of small counts. However, the combined population C after our 
modifications had a final size of 25, but in the original data there is extra year (2012) in which all the same 
subpopulations are sampled. Even combined, those counts fall below ten individuals (9) and so that year, which 
happens to be last year when all the combined populations were surveyed, was not used in our analyses. Thus, the 
final size of the combined population C was recorded as nine individuals from the original data, not 25. This does 
not affect the median final size for our projections (the median of 9, 38, and 71 = 38 and the median of 25, 38 and 71 
= 38), but it does change the starting population size of the model run using the minimum size (9 vs 25). Lastly, for 
species such as AscLan, whose minimum final size fell below the quasi-extinction threshold of ten individuals, we 
modeled with a starting size of 15. Thus, AscLan's smallest final size of nine was changed to a modeled smallest 
size of 15. 
 
C5.3 Density Dependence 
Overview 
This is the point in our analyses where the relationship between the density of a population and the LRR 
values becomes important. The growth rate of most populations decreases as the size increases. This growth pattern 
is called logistic growth and is characterize by an 'S' shaped curve as a population's size changes through time 
(Figure C18). A logistic growth pattern emerges because at low population size resources tend to be very abundant 
and do not limit an individual's ability to survive or reproduce, and thus do not limit population growth. But, as more 
individuals are using those resources, they become less abundant and do limit the ability of individuals to survive 
and reproduce, and hence begin to limit population growth. In this way, populations are limited to their carrying 
capacity (K), which is the maximum number of individuals that can be sustained in a population given the habitat's 
resources. 
 
Assessing Density Dependence 
To assess density dependence, we look at the relationship between population density in a year and that 
same year's rate of growth to the next year. In Chapter 4 we did this with a linear regression analyzing whether stem 
densities predict the LRR values. Executing the following lines of code should yield the results in Figure C18. 
 
Script Line 223 
Linear regression 
lmDD <- lm(lrr~density,data=asclan) 
Script Line 224 
Regression results 
summary(lmDD) #Figure C18 
 
The p-value of this regression (found in column 'Pr(>|t|)' and row 'density'), is above 0.05 (p = 0.161), which 
indicates that there is no significant signature of density dependence in the AscLan data. Also, the Adjusted R- 
squared, which is an estimate of the strength of the relationship, is 0.05334. This is a very small number, also 
indicating a weak relationship. These results can be visualized graphically with the following code: 
 
Script Line 226 
Make plot 
plot(lrr~density,data=asclan, xlab="Density", ylab="LRR", main="Assessing Density 
Dependence") #Figure C20 
Script Line 227 
Add regression line 
abline(lmDD) 
 
As you can see in Figure C20, the slope of the regression line is very shallow (almost horizontal) and the points are 
not tightly packed around the line. Both indicate a weak, non-significant relationship. 
All but two of the species used in Chapter 4 showed no indication of density dependence, which is why we 
choose to use equation C8 (an equation that does not explicitly include density) as opposed to a more complex 
model equation for our projections. However, we did choose to include each species K as a ceiling in our projection 
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model. Doing this keeps projected sizes from becoming unrealistically large. Again, Morris and Doak (2002) is an 
excellent reference for further guidance on explicitly including density in population models. 
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Figure C18: Basic logistic growth curve. 
 
 
 
Figure C19: Console output for linear regression in RStudio. 
 
 
Figure C20: Plot of Density by LRR relationship to assess density dependence in AscLan. 
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C5.4 Calculating Carrying Capacity (K) 
To estimate K, first extract the maximum density observed in the data (for AscLan = 12.55002 stems / 
meter2) then multiply it by the starting population size (Morris and Doak 2002). Since we ran our projections twice, 
with two different starting population sizes, we also have two different K estimates. 
 
Script Line 231 
Extract maximum density 
maxden <- max(asclan$density,na.rm=TRUE) 
Script Line 233 
Carrying capacity for median size model 
Kmed <- maxden*38 
Script Line 234 
Carrying capacity for minimum size model 
Kmin <- maxden*15 
 
C5.5 Performing the Projection Model 
Pre-loop Files and Variables 
We will use a loop procedure similar to the loop in Section C4 to perform the stochastic population size 
projection model, but here we need two loops; one to run each projection for 50 years (the inner loop) and one to run 
1,000 replicates of the 50-year projection (the outer loop). We will also need two empty files to place two different 
model results into as the loop executes. A matrix with 50 rows and 1,000 columns is needed to store the population 
sizes, called 'size,' as there will be 50 size estimates for each projection and then 1,000 of those 50-year projections. 
Whereas, only a vector is needed to store the 1,000 extinction results, called 'ext.' Each 50-year projection will either 
go extinct or not (coded as 1 or 0, respectively).  
 
Script Line 239 
File for projected population sizes 
size <- matrix(NA,nrow=50,ncol=1000) 
Script Line 240 
File for projected probability of extinction 
ext <- rep(NA,1000) 
 
Lastly, we need to choose which scenario (a typical population or the smallest population) to model and name a 
variable called 'K' with the appropriate carrying capacity value. 
 
Script Line 242 
Name K; median value 
#K <- Kmed 
 
-OR- 
 
Script Line 243 
Name K; minimum value 
K <- Kmin 
 
 
For the purposes of this tutorial, we will show results from a model using the smallest population (minimum K and 
n0). Therefore, we placed '#' symbol at the beginning of script line 242 in the code. In R, a '#' results in that line of 
code being ignored. There is also a '#' at the beginning of script line 249 below to ignore the median n0 value. 
 
Starting the Outer Loop and Pre-Inner Loop Variables 
The first loop to start is the loop that will perform 1,000 replicates of the 50-year projection; the outer loop. 
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Script Lines 246-247 
Start the outer 1,000 replicates loop 
for(p in 1:1000) 
{ 
 
After that loop is opened, we name the appropriate starting population size value (n0) for the chosen scenario so that 
each of the 50-year projections will start with the correct size. 
 
Script Line 249 
Name n0; median value 
#n0 <- 38 
 
-OR- 
 
Script Line 250 
Name n0; minimum value 
n0 <- 15 
 
Starting the Inner Loop and Calculating μ 
Next, start the loop that will perform the 50-year population size projection. Again, this loop is nested 
inside the loop that codes for performing 1,000 replicates of this 50-year projection. 
 
Script Lines 253-254 
Start the inner 50-year loop 
for(j in 1:50) 
{ 
 
Note, once this inner loop completes, the code will restart beginning at the beginning of outer loop. That is why the 
starting population size will end up changing back to 15 for each of the 50-year projections. Next, we execute the 
code to re-sample the data, perform the linear regression and extract and re-scale the μ value just as in Section C4. 
 
Script Line 256 
1. Calculate the number of LRRs to re-sample 
np <- length(asclan$lrr) 
Script Line 257 
2. Pick random number between 1 and np 
x3 <- sample(1:np, np, replace = TRUE) 
Script Line 258 
3. Extract those row numbers from the original data 
bootprob <- asclan[x3,] 
Script Line 260 
4. Linear regression 
bootlm3 <- lm(reg.value.y~reg.value.x+0,data=bootprob) 
Script Line 262 
5. Extract and take the exponential function of mu 
lam <- exp(coef(bootlm3)) 
 
Simulating a Change in Population Size 
When that is done, we execute the model (equation C8) with the rescaled μ value, called 'lam.' 
 
Script Line 265 
Model equation 
n0 <- n0*lam 
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We have now modeled a change in population size that is representative of the changes observed in the original data, 
but that also has some stochasticity (randomness) incorporated to account for the variation observed in the original 
data. 
Next, we will incorporate our estimated K. We do this with an if/else statement. The clause being evaluated 
here is asking, 'is the starting population size greater than or equal to the carrying capacity?' If the population size 
exceeds the K, this code will reduce 'n0' down to 'K.' Whereas, if the population size does not exceed the K, n0 
remains at its current value. This is how K acts as a ceiling in our model; the population size is not allowed to go 
higher than K. 
 
Script Line 267 
1. Statement to evaluate and open the 'if' brackets 
if (n0>=K) { 
Script Line 268 
2. Action if statement = TRUE 
n0=K 
Script Line 269 
3. Close 'if' and open 'else' brackets 
} else { 
Script Line 270 
4. Action if statement = FALSE 
n0=n0 
Script Line 271 
5. Close 'else' brackets 
} 
 
We also choose to set an absolute extinction threshold of one individual (as well as a quasi-extinction 
threshold later). If a simulated population fell below one individual, we set the population size to zero for the 
remainder of the 50-year projection. This can be done with another if/else statement. 
 
Script Line 273 
1. Statement to evaluate and open the 'if' brackets 
if (n0<1) { 
Script Line 274 
2. Action if statement = TRUE 
n0=0 
Script Line 275 
3. Close 'if' and open 'else' brackets 
} else { 
Script Line 276 
4. Action if statement = FALSE 
n0=n0 
Script Line 278 
5. Close 'else' brackets 
} 
 
After these conditional statements have been executed we can extract the population size for this iteration 
of the inner loop by placing the 'n0' value into the appropriate place in the 'size' matrix. Then we close the inner 
loop. 
 
Script Line 279 
Extract size 
size[j,p] <- n0 
Script Line 281 
Close the 50-year loop 
} 
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The code: 
 
size[j,p] 
 
references a single cell in the matrix 'size' at row 'j' and column 'p.' For the first of the 1,000 replicate projections 'p' 
equals one. Then, as the inner loop (the 'j' loop) executes, each estimated population size will be placed down the 
first column (size[1,1] then size[2,1] then size[3,1], etc.). When the 50-year projection is complete the outer loop 
(the 'p' loop) will re-start and now 'p' will equal two. The 50-year projection than starts over at the initial starting 
population size and the next column will be filled with population size values (size[1,2] then size[2,2] then size[3,2], 
etc.). When both loops are complete, the output should look like Figure C21 (the code to create Figure C21 is at the 
end of this section). 
However, before the outer loop re-starts a new 50-year projection, we need to evaluate if the current 
projection went extinct and extract that information. Again, we will do this with an if/else statement.  
 
Script Line 283 
1. Statement to evaluate and open the 'if' brackets 
if (min(size[,p])<=10){ 
Script Line 284 
2. Action if statement = TRUE 
ext[p]=1 
Script Line 285 
3. Close 'if' and open 'else' brackets 
} else { 
Script Line 286 
4. Action if statement = FALSE 
ext[p]=0 
Script Line 287 
5. Close 'else' brackets 
} 
 
In this case, the clause being evaluated is asking, 'is the minimum population size of the 50-projection less than or 
equal to ten?' Ten is our quasi-extinction threshold, therefore, if that statement is TRUE the population went extinct, 
and we place a '1' in the 'ext' vector. If it is FALSE, the population did not go extinct, and we place a '0' in the 'ext' 
vector. Again, by referencing the 'pth' position in the 'ext' vector, the data will be placed in the next position along 
the vector each time a new outer loop is started. After this conditional statement, we have extracted all the 
information required during the execution of the code. We can now close the outer loop, allowing it to re-start. 
 
Script Line 289 
Close outer 1,000 replication loop 
} 
 
Depending on the user's processing speed, this procedure may take a few minutes to complete. Again, be sure to 
execute all the code at once, from the line: 
 
for(p in 1:1000) 
 
to closing the outer loop in script line 289. 
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Figures 
 
Figure C21: Example csv output for population size projection model. Rows are years (50) and columns are replicates (1,000). 
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C5.6 Calculating the Probability of Extinction 
We can now calculate and view the regional probability of extinction. Since we coded extinction events as 
'1,' the probability of extinction is simply: 
Probability of Extinction = ⅀ (‘ext’ vector) \ 1,000 (eq(C9)) 
Which in R code is: 
 
Script Line 292 
Probability of extinction 
probext <- sum(ext)/1000 
Script Line 293 
View 
probext 
 
For AscLan using model parameters for the smallest population in our region, the regional probability of extinction 
should be 0%. But again, we included stochasticity in the model, so the results will vary slightly every time this 
procedure is executed. 
 
C5.7 Extracting Model Results as csv Files 
Lastly, we suggest creating csv files containing the model results. Doing so also allows the user to view the 
model results as in Figure C21. 
 
Script Line 296 
Save size results 
write.csv(size, "asclansizemin.csv") #Figure C21 
Script Line 297 
Save extinction results 
write.csv(ext, "asclanextmin.csv") 
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C6  Interpreting Regional Viability Metrics  
These procedures have now produced two regional viability metrics for Asclepias lanuginosa (AscLan) in 
the Western Great Lakes region. The regional growth rate μ (calculated as 0.447 for AscLan) is similar to the 
population growth rate μ from a typical count-based population viability analysis. However, given that we combined 
data from multiple populations, regional μ should be interpreted on a larger scale. We interpret our regional μ as, 'A. 
lanuginosa is likely stable across the Western Great Lakes region'. We conclude this species is stable because the 
95% confidence intervals calculated via bootstrapping included zero (-0.102 to 0.207). However, it is important to 
remember that any individual population of A. lanuginosa may show a different trend, and thus maybe be of greater 
(or lesser) conservation concern than the species overall. 
Likewise, the regional probability of extinction should also be interpreted at a regional scale. When 
modeling with the minimum last observed population size and carrying capacity, the regional probability of 
extinction should be interpreted as 'if the population dynamics of the smallest population of A. lanuginosa within the 
Western Great Lakes region mimic the dynamics observed across the entire region, it has roughly a 0% probability 
of extinction within the next 50 years. If modeling with the median last observed population size and carrying 
capacity that interpretation changes to 'if the population dynamics of a typical sized population of A. lanuginosa 
within the Western Great Lakes region mimics the dynamics observed across the entire region, it has roughly a 0% 
probability of extinction within the next 50 years.' Again, we caution that any individual population could be more 
(or less) at-risk than the species overall. 
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C7  Data Manipulation in Excel 
C7.1 Overview 
All the data manipulations presented in Section C1-C3 are duplicated here using Microsoft Excel. We 
strongly recommend using R for these procedures. Once a script for R has been written, analyses can be performed 
faster, more consistently and with less chance for error. Also, the analyses in Sections C4 and C5 are not possible in 
Excel. However, as a beginner to R, I found it extremely helpful to parallel all my data manipulations, and any other 
analysis I could, between the two platforms. Excel is an easier platform in which to visualize changes in data 
structure or the relationships between columns or rows when computing new variables. Here I provide the type of 
parallel procedures that helped me become confident in my ability to manipulate data in R. 
 
C7.2 Parallel Procedures for Section C1 
The directions in this section parallel the manipulations performed in Section C1 (Data Required and Data 
Structure), which conform the AscLan data to the structural requirements of our analyses. First, double-click on the 
file called AscLanData1.csv. It should open in Microsoft Excel. If it does not, first open Microsoft Excel, then open 
AscLanData1.csv from inside Excel the normal way for you operating system. 
 
Removing Zeros 
We will start with the filtering function in Excel to find all the stems counts that equal zero. Click 'Filter' 
under the 'Data' tab, this will create a drop-down menu on each column header (Figure C22). Click the 'stems' 
column header. This will open a menu showing all the values within the 'stems' column. Click the box next to '0' to 
place a check mark in it (Figure C23), then click 'OK.' The 'stems' column will now only show the stem counts equal 
to zero. Highlight those rows, then right-click and delete them (Figure C24). 
 
Removing Locations With only a Single Count 
An Excel PivotTable is the easiest way to determine which locations have only a single population count. 
First, highlight the entire worksheet, then click 'PivotTable' under the 'Insert' tab (Figure C25). The default will be to 
place the PivotTable into a new worksheet. You can keep this default or place the PivotTable in an existing 
worksheet by choosing a location using the bottom of the 'Create PivotTable' box. Click 'OK.' This will open a blank 
PivotTable. In the blank PivotTable, drag 'site_id' then 'subpop_id' into the 'Rows' box and year into the 'Columns' 
box. Then, drag 'stems' into the 'Values' box. The field in the 'Values' box typically defaults to counts, therefore the 
'Grand Total' column identifies those subpopulations in the AscLan data that only have a single count (Figure C26). 
They are subpopulations 11 and 12 in Population D. After identifying any locations with only a single population 
count, those rows can simply be deleted from the original spread sheet. The data should have 73 observations after 
doing these manipulations and should have the same content as AscLanData2.csv. If the field in the 'Values' box 
does not default to counts it can be changed by clicking the down arrow symbol where it says 'Count of stems' 
(Figure C26), choosing the 'Value Field Settings' option (Figure C27), and picking a different field setting (Figure 
C28). For example, the field setting can be changed to 'sum' to show the original count data (Figure C29). 
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Figure C22: Activating the 'Filter' function in Excel. 
 
 
Figure C23: Filtering data by a single column in Excel. 
 
 
Figure C24: Deleting rows in Excel. 
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Figure C25: Creating a blank PivotTable in Excel. 
 
 
Figure C26: PivotTable identifying locations with only a single count in Excel. 
 
 
Figure C27: Opening the Field Settings box to change the value of PivotTable elements in Excel. 
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Figure C28: The Value Field Settings box in Excel. 
 
 
Figure C29: After changing the Field Setting to 'sum' to show the original data. 
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C7.3 Parallel Procedures for Section C2 
The directions in this section parallel the manipulations performed in Section C2 (Meeting Population 
Modeling Assumptions), which conform the AscLan data to the assumptions of typical population models. 
 
Density Dependence 
Make a new column called 'density' and place the combined area and density calculations (equations C2 
and C3) in the first cell (Figure C30). Then drag that equation down the column (Figure C31). Errors will be 
produced if there were no habitat size measurements recorded (e.g. row 9 in Figure C31) or if having an instance 
when no habitat size measurement was taken was mistakenly recorded as having a habitat length of zero. These 
cases can produce either '#VALUE!,' '#NUM!' or '#DIV/0' error codes. All will have to be deleted but be sure to just 
delete the data in those specific cells, not the entire row. The count data are still usable even if the area of the habitat 
was not recorded. This is probably easiest with the filter-delete method described in Section C7.2. 
 
Population Level Size Counts 
Creating a PivotTable is the easiest way to assess whether subpopulations can simply be added together in 
Excel. As in the PivotTable we made in Section C7.2, drag 'site_id' then 'subpop_id' into the 'Rows' box, drag 'year' 
into the 'Columns' box, and drag 'stems' into the 'Values' box. This time, make the field setting of the stems a sum to 
show the original populations counts (as in Figure C29). Figure C29 shows that populations C and D have more than 
one subpopulation, and that those subpopulations have not been sampled in all years. 
Again, for population D, the solution is easy to see in the raw data (as it was when viewing the population 
D data in RStudio). Subpopulation nine was sampled far more than subpopulation ten. Thus, subpopulation nine 
provides the largest number of LRR values for population D, and so we choose subpopulation nine to represent 
population D. Deleting the un-used subpopulation can be done with the filter-delete method. 
For population C, subpopulation four would provide the most change in size estimates. However, we can 
also see in Figure C29 that many of those counts are very small. In Chapter 4, we choose to combine subpopulations 
4-7 in years 2004-2006, 2008, 2009 and 2011 to represent population C because those data retain the most non-small 
(>10 individuals) LRRs for the population. To do this, first delete all the data (years and subpopulations) from 
population C that will not be combined. Next, insert a new row for each year to be combined, copy the data that will 
remain the same (e.g. species name), and label the subpopulation 'combined' to differentiate it from the original data 
(Figure C32). The 'date_mon' and habitat size columns will no longer be applicable in these combined data. Next, 
add all the stems counts from 2004 in the 2004 combined 'stems' cell (Figure C33) and average the all the density 
calculations from 2004 in the 2004 combined 'density' cell (Figure C34). Then drag each of those equations down 
the combined cells to fill in the data. Copy and paste as values both the stems and density columns. Lastly, filter to 
show only the non-combined population C data and delete those columns. At this point the dataset should have 35 
observations. 
 
Demographic Stochasticity 
Filter the number of stems to only show those that are less than or equal to ten, highlight those rows, right-
click and delete them.
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Figure C30: Calculating density in Excel. 
 
 
Figure C31: Dragging an equation down a column to fill all cells in Excel. 
 
 
Figure C32: New rows in Excel for combined subpopulation data. 
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Figure C33: Adding stems counts in Excel. 
 
 
Figure C34: Averaging density calculations in Excel
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C7.4 Parallel Procedures for Section C3 
The directions in this section parallel the manipulations performed in Section C3 (Preparing Data for 
Regional Growth Rate Calculation), which calculated values for a linear regression analyses used to calculate the 
regional viability metrics. 
 
Sorting Data 
It is critical that the data are properly sorted as our next instructions depend on a future year (Nt+x; e.g. 
2010) being in the cell directly below a past year (Nt; e.g. 2009) for each population. Under the 'Data' tab, click 
'Sort,' then sort first by 'subpop_id' from smallest to largest then by 'year' from smallest to largest (Figure C35). 
 
Calculating the Number of Years In-Between 
Create a new column called 'year.bt' with equation C4 in the first cell (Figure C36). Then drag the equation 
down all rows. As you can see in rows two and 15 in Figure C37, when the data switch from one population to the 
next a negative value is produced, just as it was in RStudio. 
 
Change-in-Size (LRR) Estimates 
Create a new column called 'lrr' with equation C1 in the first cell (Figure C38). Again, drag the equation 
down all rows. This procedure calculates the change-in-size between the last monitoring event of one population and 
the first of another, which are not real data. However, those errors are identifiable by the negative values in the 
'year.bt' column. Also, a LRR value cannot be calculated in last row (row 30) which will produce a '#NUM!' error. 
These rows need to be deleted to produce a dataset with only LRR values from monitoring events in the same 
population. This is easily done by selecting and deleting the desired rows. However, before deleting any data, be 
sure to copy and paste as values the 'year.bt' and 'lrr' columns to remove the equations. If not, deleting rows will 
produce a '#REF!' in a cell that referenced the deleted data. After the deletions, the column 'year' in relation to the 
LRR value is interpreted and the first year of the LRR estimate, and the column 'stems' as the count in the first year 
of the LRR estimate. Lastly, we highly recommended double checking the data to ensure that all the non-real LRR 
values have been removed. 
 
Correcting for Linear Regression 
Create two new columns called 'reg.value.y' and 'reg.value.x.' The corrected LRR values will become the 
'reg.value.y' values using equation C5. The correction applied to the number of years in-between will become the 
'reg.value.x' values using equation C6. Place those equations in the first cell of their respective columns (Figures 
C39 and C40), then drag the equation down all rows. 
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Figure C35: Sorting data in Excel. 
 
 
Figure C36: Equation for calculating the number of years in-between monitoring events in Excel. 
 
 
Figure C37: Equation calculating the number of years in-between monitoring events dragged down to fill the column in Excel. 
 
227 
 
 
Figure C38: Equation for calculating LRR in Excel. 
 
 
Figure C39: Equation for corrected LRR values in Excel. 
 
 
Figure C40: Equation for corrected years in-between values in Excel. 
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C7.5 Conclusions 
The data are now ready to calculate the regional viability metrics. However, the analyses from this point on 
require R, so no further Excel instructions are provided. If you have chosen to perform your data manipulations in 
Excel, save your Excel worksheet as a csv (common separated values) file and import it into R using the instructions 
in Section C1 as a template. Then, continue with the tutorial starting at the beginning of Section C4. 
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C8 Descriptions of Data Sets, Column Headings and 
Objects 
 
Table C3: All column headings for the main (asclan) data set in R. 
 
Headers Description 
 
Initial Columns 
 
species Species name 
site_id Identifier used by POC to represent site ownership; roughly equal to a population 
subpop_id Identifier used of POC to represent patch number within a site; some populations contain more than one patch 
stems Number of individuals 
date_mon Full date monitored 
year Year of date monitored 
ew_cover Distance from eastern most to western most plant (meters) 
ns_cover Distance from northern most to southern most plant (meters) 
 
Created Columns 
 
density Stems per meter2 with area estimated as an oval 
year.bt The number of years in between two population size counts 
lrr The change-in-size calculated as a log response ratio between two population size counts 
ident Identifier used to code lrr and year.bt calculations as either from the same or different populations 
reg.value.y Correction for lrr values used in linear regression 
reg.value.x Correction for year.bt values used in linear regression 
 
Table C4: Data set descriptions for intermediate data sets used or created during data manipulations (Sections C1-C3). 
 
File Name Description or Purpose 
 
R Files and Objects 
 
asclan.dt Conversion of the main data to the format used by the package data.table 
asclan.subpopcount Sample size for each subpopulation 
asclanD Site D 
asclanC Site C 
asclanC.dt Conversion of the site C data to the format used by the package data.table 
asclanC.subpopyearcount Sample size for site C 
asclansubsetC.dt Conversion of a subset of the data from site C to the format used by the package data.table 
asclanC.combined Final data from site C (after all manipulations) to be combined with the main data file 
asclansort.dt Conversion of the main data to the format used by the package data.table used to sort the data after manipulations 
 
Files Extracted from R 
 
AscLanExampleData2CHECK.csv Data after Section C1 procedures in comma separated values format 
AscLanExampleData3CHECK.csv Data after Section C2 procedures in comma separated values format 
AscLanExampleData4CHECK.csv Data after Section C3 procedures in comma separated values format; the final version of the data used for analyses in Sections C4 and C5 
 
Table C5: Data sets, objects, and named values created during statistical analyses (Sections C4 and C5). 
 
File Name Description or Purpose 
 
R Files and Objects 
 
outtestAL Results of a linear model to test for outliers 
outdataAL Main data with influence values from outlier test 
asclanLM Results of a linear model to estimate the Regional Growth Rate metric Mu (μ) 
asclanmu The Regional Growth Rate metric Mu (μ) 
newmus μ values from bootstrap analyses to produce 95% confidence intervals 
lower95 lower bound for 95% confidence 
upper95 upper bound for 95% confidence 
lmDD Result of a linear model to test for density dependence 
maxden The maximum density recorded in the data 
Kmed Carrying capacity based on median population size in the region 
Kmin Carry capacity based on the minimum population size in the region 
n0 Starting population size for projection model; value changes during projection 
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size Projected population size estimates for each year (1-50) of each model iteration (1-1,000) 
ext Coded extinction (1=yes, 0=no) within the 50-year model of each model iteration 
probext The probability of extinction 
 
Files Extracted from R 
 
asclansizemin.csv Final modeled size results in comma separated values format 
asclanextmin.csv Final modeled extinction results in comma separated values format 
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Appendix D: Using long term population 
monitoring data to prioritize conservation 
action among rare plant species in the 
Western Great Lakes region 
 
Data and R code to accompany the step-by-step descriptions for calculating our 
regional viability metrics (see Appendix C) 
D1 Data Files 
 
Table D1: AscLanExampleData1.csv; The first raw data file used. Note, the entire tutorial in Appendix C can be 
executed fully starting from this single data file. 
 
species site_id subpop_id stems date_mon year ew_cover ns_cover 
Asclepias lanuginosa A 1 7 6/8/2012 2012 2 0.5 
Asclepias lanuginosa A 1 1 6/3/2014 2014 0.2 0.2 
Asclepias lanuginosa A 1 3 6/11/2015 2015 0.2 0.2 
Asclepias lanuginosa B 2 0 5/31/2010 2010 0 0 
Asclepias lanuginosa B 2 16 5/30/2011 2011 1.8 1.65 
Asclepias lanuginosa B 2 7 5/28/2012 2012 1 1 
Asclepias lanuginosa B 2 5 6/6/2014 2014 0.8 1 
Asclepias lanuginosa B 2 5 6/9/2015 2015 5.3 1 
Asclepias lanuginosa Cs 3 39 6/9/2002 2002   
Asclepias lanuginosa Cs 3 82 6/12/2004 2004 19.1 6 
Asclepias lanuginosa Cs 3 100 6/11/2005 2005 19 6 
Asclepias lanuginosa Cs 3 119 6/4/2006 2006 21.1 5.2 
Asclepias lanuginosa Cs 3 129 6/10/2008 2008 21.1 5.2 
Asclepias lanuginosa Cs 3 123 6/6/2009 2009 6.8 3.2 
Asclepias lanuginosa Cs 3 108 6/3/2010 2010 5.81 11.65 
Asclepias lanuginosa Cs 3 163 6/15/2011 2011 5.8 11.65 
Asclepias lanuginosa Cs 3 32 6/4/2012 2012 5.8 11.65 
Asclepias lanuginosa Cs 3 83 6/2/2013 2013 5.8 11.65 
Asclepias lanuginosa Cs 3 91 6/5/2014 2014 17 17 
Asclepias lanuginosa Cs 3 61 6/1/2015 2015 21 6.5 
Asclepias lanuginosa Cs 3 71 6/3/2016 2016 21 6.5 
Asclepias lanuginosa C 4 1 6/9/2002 2002 6.7 4.56 
Asclepias lanuginosa C 4 4 6/11/2004 2004 0.4 0.4 
Asclepias lanuginosa C 4 4 6/18/2005 2005 0.5 0.5 
Asclepias lanuginosa C 4 1 6/8/2006 2006 0.25 0.25 
Asclepias lanuginosa C 4 2 6/13/2008 2008 0.25 0.25 
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Asclepias lanuginosa C 4 4 6/8/2009 2009 1 0.5 
Asclepias lanuginosa C 4 3 6/10/2010 2010 0.6 0.4 
Asclepias lanuginosa C 4 6 6/8/2011 2011 1.35 0.73 
Asclepias lanuginosa C 4 3 6/7/2012 2012 0.63 0.22 
Asclepias lanuginosa C 4 2 6/5/2013 2013 0.3 0.1 
Asclepias lanuginosa C 4 2 6/25/2014 2014 0.3 0.1 
Asclepias lanuginosa C 4 3 6/5/2016 2016 0.4 0.4 
Asclepias lanuginosa C 5 23 6/11/2004 2004 1.65 2.4 
Asclepias lanuginosa C 5 27 6/5/2005 2005 1.6 2.4 
Asclepias lanuginosa C 5 19 6/8/2006 2006 1.65 2.4 
Asclepias lanuginosa C 5 27 6/26/2008 2008 1.65 2.4 
Asclepias lanuginosa C 5 17 6/8/2009 2009   
Asclepias lanuginosa C 5 20 6/10/2010 2010   
Asclepias lanuginosa C 5 13 6/8/2011 2011 2.9 3.8 
Asclepias lanuginosa C 5 0 6/7/2012 2012 0 0 
Asclepias lanuginosa C 6 12 6/11/2004 2004 3.5 11 
Asclepias lanuginosa C 6 12 6/18/2005 2005 3 11 
Asclepias lanuginosa C 6 5 6/8/2006 2006 3.5 11 
Asclepias lanuginosa C 6 10 6/14/2008 2008 3.5 11 
Asclepias lanuginosa C 6 4 6/8/2009 2009 1 1 
Asclepias lanuginosa C 6 4 6/10/2010 2010 0.53 0.63 
Asclepias lanuginosa C 6 1 6/8/2011 2011 0 0 
Asclepias lanuginosa C 6 1 6/7/2012 2012 0.1 0.1 
Asclepias lanuginosa C 6 1 6/25/2014 2014 1 1 
Asclepias lanuginosa C 7 58 6/11/2004 2004 9.1 10.35 
Asclepias lanuginosa C 7 47 6/5/2005 2005 0 10 
Asclepias lanuginosa C 7 35 6/8/2006 2006 9.1 10.35 
Asclepias lanuginosa C 7 31 6/15/2008 2008 9.1 10.35 
Asclepias lanuginosa C 7 14 6/10/2009 2009 5 7 
Asclepias lanuginosa C 7 5 5/31/2011 2011 0 0 
Asclepias lanuginosa C 7 5 6/11/2012 2012 2.1 5.3 
Asclepias lanuginosa C 7 0 6/7/2013 2013 0 0 
Asclepias lanuginosa C 8 1 6/18/2005 2005 0.25 0.25 
Asclepias lanuginosa C 8 0 6/4/2006 2006 0 0 
Asclepias lanuginosa C 8 1 6/7/2011 2011 0 0 
Asclepias lanuginosa C 8 0 6/4/2012 2012 0 0 
Asclepias lanuginosa C 8 1 6/5/2014 2014 0.25 0.25 
Asclepias lanuginosa D 9 26 6/14/2008 2008 4.2 4 
Asclepias lanuginosa D 9 25 6/3/2009 2009 4.1 7.4 
Asclepias lanuginosa D 9 16 5/31/2010 2010 5.5 3.65 
Asclepias lanuginosa D 9 37 6/9/2011 2011 5.5 6 
Asclepias lanuginosa D 9 20 5/27/2012 2012 5 5 
Asclepias lanuginosa D 9 44 6/6/2013 2013 10 8 
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Asclepias lanuginosa D 9 43 6/2/2014 2014 9 11 
Asclepias lanuginosa D 9 30 6/9/2015 2015 5 7 
Asclepias lanuginosa D 9 38 6/6/2016 2016 80.4 9.9 
Asclepias lanuginosa D 10 30 6/6/2013 2013 5 6 
Asclepias lanuginosa D 10 25 6/2/2014 2014 5 12 
Asclepias lanuginosa D 10 24 6/9/2015 2015 4 6 
Asclepias lanuginosa D 10 43 6/6/2016 2016 5 10 
Asclepias lanuginosa D 11 8 6/6/2016 2016 1.5 3 
Asclepias lanuginosa D 12 30 6/6/2016 2016 4 5 
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Table D2: AscLanExampleData2.csv; The data as is should be after completing Section C1. Note, the tutorial in 
Appendix C can be executed fully starting at Section C2 using this single data file 
 
species site_id subpop_id stems date_mon year ew_cover ns_cover 
Asclepias lanuginosa A 1 7 6/8/2012 2012 2 0.5 
Asclepias lanuginosa A 1 1 6/3/2014 2014 0.2 0.2 
Asclepias lanuginosa A 1 3 6/11/2015 2015 0.2 0.2 
Asclepias lanuginosa B 2 16 5/30/2011 2011 1.8 1.65 
Asclepias lanuginosa B 2 7 5/28/2012 2012 1 1 
Asclepias lanuginosa B 2 5 6/6/2014 2014 0.8 1 
Asclepias lanuginosa B 2 5 6/9/2015 2015 5.3 1 
Asclepias lanuginosa Cs 3 39 6/9/2002 2002 NA NA 
Asclepias lanuginosa Cs 3 82 6/12/2004 2004 19.1 6 
Asclepias lanuginosa Cs 3 100 6/11/2005 2005 19 6 
Asclepias lanuginosa Cs 3 119 6/4/2006 2006 21.1 5.2 
Asclepias lanuginosa Cs 3 129 6/10/2008 2008 21.1 5.2 
Asclepias lanuginosa Cs 3 123 6/6/2009 2009 6.8 3.2 
Asclepias lanuginosa Cs 3 108 6/3/2010 2010 5.81 11.65 
Asclepias lanuginosa Cs 3 163 6/15/2011 2011 5.8 11.65 
Asclepias lanuginosa Cs 3 32 6/4/2012 2012 5.8 11.65 
Asclepias lanuginosa Cs 3 83 6/2/2013 2013 5.8 11.65 
Asclepias lanuginosa Cs 3 91 6/5/2014 2014 17 17 
Asclepias lanuginosa Cs 3 61 6/1/2015 2015 21 6.5 
Asclepias lanuginosa Cs 3 71 6/3/2016 2016 21 6.5 
Asclepias lanuginosa C 4 1 6/9/2002 2002 6.7 4.56 
Asclepias lanuginosa C 4 4 6/11/2004 2004 0.4 0.4 
Asclepias lanuginosa C 4 4 6/18/2005 2005 0.5 0.5 
Asclepias lanuginosa C 4 1 6/8/2006 2006 0.25 0.25 
Asclepias lanuginosa C 4 2 6/13/2008 2008 0.25 0.25 
Asclepias lanuginosa C 4 4 6/8/2009 2009 1 0.5 
Asclepias lanuginosa C 4 3 6/10/2010 2010 0.6 0.4 
Asclepias lanuginosa C 4 6 6/8/2011 2011 1.35 0.73 
Asclepias lanuginosa C 4 3 6/7/2012 2012 0.63 0.22 
Asclepias lanuginosa C 4 2 6/5/2013 2013 0.3 0.1 
Asclepias lanuginosa C 4 2 6/25/2014 2014 0.3 0.1 
Asclepias lanuginosa C 4 3 6/5/2016 2016 0.4 0.4 
Asclepias lanuginosa C 5 23 6/11/2004 2004 1.65 2.4 
Asclepias lanuginosa C 5 27 6/5/2005 2005 1.6 2.4 
Asclepias lanuginosa C 5 19 6/8/2006 2006 1.65 2.4 
Asclepias lanuginosa C 5 27 6/26/2008 2008 1.65 2.4 
Asclepias lanuginosa C 5 17 6/8/2009 2009 NA NA 
Asclepias lanuginosa C 5 20 6/10/2010 2010 NA NA 
Asclepias lanuginosa C 5 13 6/8/2011 2011 2.9 3.8 
Asclepias lanuginosa C 6 12 6/11/2004 2004 3.5 11 
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Asclepias lanuginosa C 6 12 6/18/2005 2005 3 11 
Asclepias lanuginosa C 6 5 6/8/2006 2006 3.5 11 
Asclepias lanuginosa C 6 10 6/14/2008 2008 3.5 11 
Asclepias lanuginosa C 6 4 6/8/2009 2009 1 1 
Asclepias lanuginosa C 6 4 6/10/2010 2010 0.53 0.63 
Asclepias lanuginosa C 6 1 6/8/2011 2011 0 0 
Asclepias lanuginosa C 6 1 6/7/2012 2012 0.1 0.1 
Asclepias lanuginosa C 6 1 6/25/2014 2014 1 1 
Asclepias lanuginosa C 7 58 6/11/2004 2004 9.1 10.35 
Asclepias lanuginosa C 7 47 6/5/2005 2005 0 10 
Asclepias lanuginosa C 7 35 6/8/2006 2006 9.1 10.35 
Asclepias lanuginosa C 7 31 6/15/2008 2008 9.1 10.35 
Asclepias lanuginosa C 7 14 6/10/2009 2009 5 7 
Asclepias lanuginosa C 7 5 5/31/2011 2011 0 0 
Asclepias lanuginosa C 7 5 6/11/2012 2012 2.1 5.3 
Asclepias lanuginosa C 8 1 6/18/2005 2005 0.25 0.25 
Asclepias lanuginosa C 8 1 6/7/2011 2011 0 0 
Asclepias lanuginosa C 8 1 6/5/2014 2014 0.25 0.25 
Asclepias lanuginosa D 9 26 6/14/2008 2008 4.2 4 
Asclepias lanuginosa D 9 25 6/3/2009 2009 4.1 7.4 
Asclepias lanuginosa D 9 16 5/31/2010 2010 5.5 3.65 
Asclepias lanuginosa D 9 37 6/9/2011 2011 5.5 6 
Asclepias lanuginosa D 9 20 5/27/2012 2012 5 5 
Asclepias lanuginosa D 9 44 6/6/2013 2013 10 8 
Asclepias lanuginosa D 9 43 6/2/2014 2014 9 11 
Asclepias lanuginosa D 9 30 6/9/2015 2015 5 7 
Asclepias lanuginosa D 9 38 6/6/2016 2016 80.4 9.9 
Asclepias lanuginosa D 10 30 6/6/2013 2013 5 6 
Asclepias lanuginosa D 10 25 6/2/2014 2014 5 12 
Asclepias lanuginosa D 10 24 6/9/2015 2015 4 6 
Asclepias lanuginosa D 10 43 6/6/2016 2016 5 10 
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Table D3: AscLanExampleData3.csv The data as is should be after completing Sections C1 and C2. Note, the tutorial in 
Appendix C can be executed fully starting at Section C3 using this single data file. 
 
species site_id subpop_id stems date_mon year ew_cover ns_cover density 
Asclepias lanuginosa B 2 16 5/30/2011 2011 1.8 1.65 6.862682 
Asclepias lanuginosa Cs 3 39 6/9/2002 2002 NA NA NA 
Asclepias lanuginosa Cs 3 82 6/12/2004 2004 19.1 6 0.911506 
Asclepias lanuginosa Cs 3 100 6/11/2005 2005 19 6 1.117443 
Asclepias lanuginosa Cs 3 119 6/4/2006 2006 21.1 5.2 1.381629 
Asclepias lanuginosa Cs 3 129 6/10/2008 2008 21.1 5.2 1.497733 
Asclepias lanuginosa Cs 3 123 6/6/2009 2009 6.8 3.2 7.200731 
Asclepias lanuginosa Cs 3 108 6/3/2010 2010 5.81 11.65 2.032601 
Asclepias lanuginosa Cs 3 163 6/15/2011 2011 5.8 11.65 3.07301 
Asclepias lanuginosa Cs 3 32 6/4/2012 2012 5.8 11.65 0.60329 
Asclepias lanuginosa Cs 3 83 6/2/2013 2013 5.8 11.65 1.564784 
Asclepias lanuginosa Cs 3 91 6/5/2014 2014 17 17 0.40112 
Asclepias lanuginosa Cs 3 61 6/1/2015 2015 21 6.5 0.569282 
Asclepias lanuginosa Cs 3 71 6/3/2016 2016 21 6.5 0.662607 
Asclepias lanuginosa D 9 26 6/14/2008 2008 4.2 4 1.971489 
Asclepias lanuginosa D 9 25 6/3/2009 2009 4.1 7.4 1.049675 
Asclepias lanuginosa D 9 16 5/31/2010 2010 5.5 3.65 1.015301 
Asclepias lanuginosa D 9 37 6/9/2011 2011 5.5 6 1.428296 
Asclepias lanuginosa D 9 20 5/27/2012 2012 5 5 1.019108 
Asclepias lanuginosa D 9 44 6/6/2013 2013 10 8 0.700637 
Asclepias lanuginosa D 9 43 6/2/2014 2014 9 11 0.553304 
Asclepias lanuginosa D 9 30 6/9/2015 2015 5 7 1.091902 
Asclepias lanuginosa D 9 38 6/6/2016 2016 80.4 9.9 0.060817 
Asclepias lanuginosa C combined 97 6/11/2004 2004 0.4 0.4 10.10687 
Asclepias lanuginosa C combined 90 6/18/2005 2005 0.5 0.5 NA 
Asclepias lanuginosa C combined 60 6/8/2006 2006 0.25 0.25 6.783267 
Asclepias lanuginosa C combined 70 6/13/2008 2008 0.25 0.25 12.55002 
Asclepias lanuginosa C combined 39 6/8/2009 2009 1 0.5 NA 
Asclepias lanuginosa C combined 25 6/8/2011 2011 1.35 0.73 NA 
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Table D4: AscLanExampleData4.csv The data as is should be after completing Section C1, C2 and C3. Note, the tutorial in Appendix C can be executed fully starting at Section C4 
using this single data file. 
 
species site_id subpop_id stems date_mon year ew_cover ns_cover density year.bt lrr ident reg.value.y reg.value.x 
Asclepias 
lanuginosa Cs 3 39 6/9/2002 2002 NA NA NA 2 0.743158 same 0.525492 1.414214 
Asclepias 
lanuginosa Cs 3 82 6/12/2004 2004 19.1 6 0.911506 1 0.198451 same 0.198451 1 
Asclepias 
lanuginosa Cs 3 100 6/11/2005 2005 19 6 1.117443 1 0.173953 same 0.173953 1 
Asclepias 
lanuginosa Cs 3 119 6/4/2006 2006 21.1 5.2 1.381629 2 0.080689 same 0.057056 1.414214 
Asclepias 
lanuginosa Cs 3 129 6/10/2008 2008 21.1 5.2 1.497733 1 -0.04763 same -0.04763 1 
Asclepias 
lanuginosa Cs 3 123 6/6/2009 2009 6.8 3.2 7.200731 1 -0.13005 same -0.13005 1 
Asclepias 
lanuginosa Cs 3 108 6/3/2010 2010 5.81 11.65 2.032601 1 0.411619 same 0.411619 1 
Asclepias 
lanuginosa Cs 3 163 6/15/2011 2011 5.8 11.65 3.07301 1 -1.62801 same -1.62801 1 
Asclepias 
lanuginosa Cs 3 32 6/4/2012 2012 5.8 11.65 0.60329 1 0.953105 same 0.953105 1 
Asclepias 
lanuginosa Cs 3 83 6/2/2013 2013 5.8 11.65 1.564784 1 0.092019 same 0.092019 1 
Asclepias 
lanuginosa Cs 3 91 6/5/2014 2014 17 17 0.40112 1 -0.39999 same -0.39999 1 
Asclepias 
lanuginosa Cs 3 61 6/1/2015 2015 21 6.5 0.569282 1 0.151806 same 0.151806 1 
Asclepias 
lanuginosa D 9 26 6/14/2008 2008 4.2 4 1.971489 1 -0.03922 same -0.03922 1 
Asclepias 
lanuginosa D 9 25 6/3/2009 2009 4.1 7.4 1.049675 1 -0.44629 same -0.44629 1 
Asclepias 
lanuginosa D 9 16 5/31/2010 2010 5.5 3.65 1.015301 1 0.838329 same 0.838329 1 
Asclepias 
lanuginosa D 9 37 6/9/2011 2011 5.5 6 1.428296 1 -0.61519 same -0.61519 1 
Asclepias 
lanuginosa D 9 20 5/27/2012 2012 5 5 1.019108 1 0.788457 same 0.788457 1 
Asclepias 
lanuginosa D 9 44 6/6/2013 2013 10 8 0.700637 1 -0.02299 same -0.02299 1 
Asclepias 
lanuginosa D 9 43 6/2/2014 2014 9 11 0.553304 1 -0.36 same -0.36 1 
Asclepias 
lanuginosa D 9 30 6/9/2015 2015 5 7 1.091902 1 0.236389 same 0.236389 1 
Asclepias 
lanuginosa C combined 97 6/11/2004 2004 0.4 0.4 10.10687 1 -0.0749 same -0.0749 1 
Asclepias C combined 90 6/18/2005 2005 0.5 0.5 NA 1 -0.40547 same -0.40547 1 
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lanuginosa 
Asclepias 
lanuginosa C combined 60 6/8/2006 2006 0.25 0.25 6.783267 2 0.154151 same 0.109001 1.414214 
Asclepias 
lanuginosa C combined 70 6/13/2008 2008 0.25 0.25 12.55002 1 -0.58493 same -0.58493 1 
Asclepias 
lanuginosa C combined 39 6/8/2009 2009 1 0.5 NA 2 -0.44469 same -0.31444 1.414214 
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D2 R Code 
#Script that accompanies the supplemental tutorial for Chapter 4 1 
 2 
######Chapter 1: Raw Data Required & Data Structure##### 3 
 4 
#1.1 - Overview of Data Provided; no accompanying code 5 
 6 
#1.2 - Overview of Data Structure; no accompanying code 7 
 8 
#1.3 - Beginning a Session in R 9 
##1.3.1 - Setting a Working Directory in R 10 
setwd("/Users/holly/desktop/RegionalViabilityTutorial") 11 
##1.3.2 - Importing Data into R 12 
asclan <- read.csv("AscLanExampleData1.csv") 13 
 14 
#1.4 - Conforming Data to Structural Requirements 15 
##1.4.1 - Removing Zeros 16 
asclan <- subset(asclan, stems!=0) 17 
##1.4.2 - Removing Locations With only a Single Count 18 
##Activating a package 19 
library(data.table) 20 
##Creating a table with each subpopulation sample sizes 21 
asclan.dt <- data.table(asclan) 22 
asclan.subpopcount <- asclan.dt[,list(subpop_count = length(year)),by=c("site_id","subpop_id")] 23 
View(asclan.subpopcount) 24 
##Removing locations With only a single count 25 
asclan <- subset(asclan, subpop_id != 11 & subpop_id !=12) 26 
 27 
#1.5 Checking for Completion 28 
write.csv(asclan, "AscLanExampleData2CHECK.csv") 29 
########## 30 
 31 
#####Chapter 2: Meeting Population Modeling Assumptions##### 32 
#Import Data if needed 33 
asclan <- read.csv("AscLanExampleData2.csv") 34 
 35 
#2.1 - Overview; no accompanying code 36 
 37 
#2.2 - Density Dependence  38 
##2.2.1 - Calculating Population Density 39 
asclan$density <- asclan$stems / ((asclan$ew_cover / 2) * (asclan$ns_cover / 2) * pi) 40 
##2.2.2 - Fixing Error Codes 41 
##View data  42 
View(asclan) 43 
##Remove errors coded as 'Inf' (infinite), replaced with NA 44 
asclan$density[is.infinite(asclan$density)] = NA 45 
 46 
#2.3 - Population Level Size Counts  47 
##2.3.1 - Overview; no accompanying code 48 
##2.3.2 - Extracting Individual Populations 49 
##Refer to Figure 2.1 50 
##Extracting and viewing data from population D 51 
asclanD <- subset(asclan, site_id=="D") 52 
View(asclanD) 53 
##Extracting and viewing data from population C 54 
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asclanC <- subset(asclan, site_id=="C") 55 
View(asclanC) 56 
##2.3.3 - Manipulating Population D 57 
##Removing subpopulation 10 from population D 58 
asclan <- subset(asclan, subpop_id != 10) 59 
##2.3.4 - Manipulating Population C 60 
##Table for population C showing the number of counts per year 61 
asclanC.dt <- data.table(asclanC) 62 
asclanC.subpopyearcount <- asclanC.dt[,list(stemN = length(subpop_id)), by = c("year")] 63 
View(asclanC.subpopyearcount) 64 
##Extracting only the subpopulations and years to combine 65 
asclanC <- subset (asclanC, subpop_id != 8) 66 
asclanC <- subset (asclanC, year==2004 | year==2005 | year==2006 | year ==2008 | year==2009 | year==2011) 67 
asclansubsetC.dt <- data.table(asclanC) 68 
##Combining subpopulations; adding stems counts and averaging densities 69 
asclansubsetC.dt[, sumsubpop:=sum(stems), by="year"] 70 
asclansubsetC.dt[, avgden:=mean(density), by="year"] 71 
##Extract only unique rows 72 
asclansubsetC.dt <- unique(asclansubsetC.dt, by="year") 73 
##Preparing combined data for binding to the original dataset 74 
asclansubsetC.dt$subpop_id <- rep("combined",length(asclansubsetC.dt$subpop_id)) 75 
asclansubsetC.dt$stems <- asclansubsetC.dt$sumsubpop 76 
asclansubsetC.dt$density <- asclansubsetC.dt$avgden 77 
##Check manipulations 78 
View(asclansubsetC.dt) 79 
##Remove extra columns created 80 
asclanC.combined <- asclansubsetC.dt[,1:9] 81 
##Remove original population C data 82 
asclan <-subset(asclan, site_id != "C") 83 
##Bind new data to the orginal data 84 
asclan <-rbind(asclan,asclanC.combined) 85 
##Check Manipulations 86 
View(asclan) 87 
 88 
#2.4 - Demographic Stochasticity  89 
##2.4.1 - Overview; no accompanying code 90 
##2.4.2 - Removing very small populations 91 
##Extract size counts above 10 92 
asclan <- subset(asclan, stems>10) 93 
 94 
#2.5 - Checking for Completion 95 
write.csv(asclan, "AscLanExampleData3CHECK.csv") 96 
########## 97 
 98 
#####Chapter 3: Preparing Data for Regional Growth Rate Calculation ##### 99 
#Import data if needed 100 
asclan <- read.csv("AscLanExampleData3.csv") 101 
 102 
#3.1 - Overview of Preparing Data for Regional Growth Rate Calculation; no accompanying code 103 
 104 
#3.2 - Sorting Data 105 
library(data.table) 106 
asclansort.dt <- data.table(asclan) 107 
asclan <- asclansort.dt[order(subpop_id,year)] 108 
 109 
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#3.3 - Calculating the Number of Years In-Between 110 
##Create vector to accept new data 111 
year.bt <- rep(NA,nrow(asclan)) 112 
##Loop to fill vector with the number of years in between monitoring events 113 
for (a in 1:nrow(asclan)) 114 
{ 115 
  year.bt[a] <- asclan$year[a+1] - asclan$year[a] 116 
} 117 
##Bind new vector to original data 118 
asclan <-cbind(asclan,year.bt) 119 
##Check data 120 
View(asclan) 121 
 122 
#3.4 - Change in Population Size (LRR) Estimates 123 
##3.4.1 - Calculating LRR 124 
##Create vector to accept new data 125 
lrr <-rep(NA,nrow(asclan)) 126 
#Loop to fill vecotr with LRR values 127 
for (a in 1:nrow(asclan)) 128 
{ 129 
  lrr[a] <- log(asclan$stems[a+1]) - log(asclan$stems[a]) 130 
} 131 
##Bind new vector to original data 132 
asclan <-cbind(asclan,lrr) 133 
##3.4.2 - Removing Erroneous LRRs  134 
##Create vector to accept new data 135 
ident <-rep(NA,nrow(asclan)) 136 
#Loop to fill vector with 'ident' values 137 
for (a in 1:nrow(asclan)) 138 
{ 139 
  if (asclan$subpop_id[a]==asclan$subpop_id[a+1]) { 140 
    ident[a] = "same" 141 
  }  else { 142 
    ident[a] = "different" 143 
  } 144 
} 145 
##Bind new vector to original data 146 
asclan <- cbind(asclan,ident) 147 
##Remove Non-Real data 148 
asclan <- subset(asclan, ident=="same") 149 
 150 
#3.5 - Correcting Values for Linear Regression  151 
##Calculating corrected Values for Linear Regression 152 
asclan$reg.value.y <- asclan$lrr / sqrt(asclan$year.bt) 153 
asclan$reg.value.x <- sqrt(asclan$year.bt) 154 
 155 
#3.6 Checking for Completion 156 
write.csv(asclan, "AscLanExampleData4CHECK.csv") 157 
########## 158 
 159 
######Chapter 4: Regional Growth Rate Metric Mu##### 160 
#Import data if needed 161 
asclan <- read.csv("AscLanExampleData4.csv") 162 
 163 
#4.1 - Overview; no accompanying code 164 
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 165 
#4.2 - Outliers 166 
##Linear regression 167 
outtestAL <- lm(reg.value.y~reg.value.x+0,data=asclan) 168 
##Outlier assessment 169 
outdataAL <- rstudent(outtestAL) 170 
##Bind influence values to original data 171 
outdataAL <- cbind(outdataAL,asclan) 172 
##Extract and view only signficant outliers 173 
outdataAL <- subset(outdataAL, outdataAL > 2 | outdataAL < -2) 174 
View(outdataAL)  175 
##Removing outlier 176 
asclan <- subset(asclan, site_id!="Cs" | subpop_id != 3 | year != 2011) 177 
 178 
#4.3 - Calculating Mu  179 
##Linear Regression to Calculate Mu  180 
asclanLM <- lm(reg.value.y~reg.value.x+0,data=asclan) 181 
##Extract and view Mu  182 
asclanmu <- coef(asclanLM) 183 
asclanmu 184 
 185 
#4.4 - Assessing the Significance of Mu  186 
##Create vector to accept bootstrapped data 187 
newmus <- rep(NA,1000) 188 
##Loop to perform 1,000 replicates 189 
for(m in 1:1000) 190 
##this { opens the loop 191 
{ 192 
  ##Calculate the number of LRRs to resample 193 
  nm <- length(asclan$lrr) 194 
  ##Pick 'nm' random numbers between 1 and 'nm' 195 
  x1 <- sample(1:nm, nm, replace = TRUE) 196 
  ##Extract those rows from the original data 197 
  bootmu <- asclan[x1,] #these three lines reference and re-sample the data 198 
  ##Perform linear regression 199 
  bootlm <- lm(reg.value.y~reg.value.x+0,data=bootmu) #run the regression 200 
  ##Extract new Mu 201 
  newmus[m] <- coef(bootlm) 202 
##this } closes the loop 203 
} 204 
##View the newmus vector 205 
newmus 206 
##Ordering the bootstrapped Mu values 207 
newmus <- sort(newmus) 208 
##Extracting confidence intervals 209 
lower95 <- newmus[25] 210 
upper95 <- newmus[975] 211 
########## 212 
 213 
#####Chapter 5: Regional Probability of Extinction#### 214 
 215 
#5.1 - Overview; no accompanying code 216 
 217 
#5.2 - Starting Population Sizes; no accompanying code 218 
 219 
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#5.3 - Density Dependence 220 
##5.3.1 - Overview; no accompanying code 221 
##5.3.2 Assessing Density Dependence 222 
lmDD <- lm(lrr~density,data=asclan) 223 
summary(lmDD) 224 
##Plotting Density by LRR Relationship 225 
plot(lrr~density,data=asclan, xlab="Density", ylab="LRR", main="Assessing Density Dependence") 226 
abline(lmDD) 227 
 228 
#5.4 - Calculating Carrying Capacity (K) 229 
##Extracting maximum density 230 
maxden <- max(asclan$density,na.rm=TRUE) 231 
##Calculate K based on starting population size 232 
Kmed <- maxden*38 233 
Kmin <- maxden*15 234 
 235 
#5.5 - Performing the Projection model 236 
##5.5.1 - Pre-loop Files and Variables  237 
##Create files to accept new data 238 
size <- matrix(NA,nrow=50,ncol=1000) 239 
ext <- rep(NA,1000) 240 
##Name carrying capacity estimates 241 
#K <- Kmed #for median model 242 
K <- Kmin #for minimum model 243 
##5.2.2 - Starting the Outer loop and pre-inner Loop Variables 244 
##Loop to perform 1,000 replications of the 50-year projection 245 
for(p in 1:1000) 246 
{     247 
  ##Name the starting population size 248 
  #n0 <- 38 #for median model 249 
  n0 <- 15 #for minimum model 250 
##5.5.3 Starting the Inner Loop and Calculating Mu  251 
  ##Start the 50-year projection loop  252 
  for(j in 1:50) 253 
  { 254 
    ##Resample the data 255 
    np <- length(asclan$lrr) 256 
    x3 <- sample(1:np, np, replace = TRUE) 257 
    bootprob <- asclan[x3,] 258 
    ##Linear regression 259 
    bootlm3 <- lm(reg.value.y~reg.value.x+0,data=bootprob)  260 
    ##Extract and re-scale mu 261 
    lam <- exp(coef(bootlm3))  262 
##5.5.4 Simulating a Change in Population Size 263 
    ##Change population size 264 
    n0 <- n0*lam  265 
    ##Evaluate and change population size in relation to K 266 
    if (n0>=K) { 267 
      n0=K  268 
    } else { 269 
      n0=n0 270 
    } 271 
    ##Set an absolute extinction threshold 272 
    if (n0<1) { 273 
      n0=0 274 
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    } else { 275 
      n0=n0 276 
    } 277 
    ##Extract population size 278 
    size[j,p] <- n0 279 
  ##Close 50-year loop 280 
  } 281 
  ##Evaluates population extinction based on quasi-extinction threshold 282 
  if (min(size[,p])<=10){  283 
    ext[p]=1 284 
    } else { 285 
    ext[p]=0 286 
    } 287 
##Close 1,000 replicate loop 288 
} 289 
 290 
##5.6 - Calculating the Probability of Extinction 291 
probext <- sum(ext)/1000 292 
probext 293 
 294 
#5.7 - Saving Model Results 295 
write.csv(size, "asclan_sizemin.csv") 296 
write.csv(ext, "asclan_extmin.csv") 297 
########## 298 
 299 
#####6 Interpreting Regional Viability Metrics##### 300 
#no accompanying code 301 
########## 302 
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Appendix E: Covarying threats and non-
additive effects among threats lead to 
conflicting priorities in rare plant 
conservation 
 
E1 Supplementary Methods 
E1.1 Tables 
 
Table E1: All 29-species used for each of our analyses with the codes used to reference them in text and their LRR sample sizes. Species marked 
with 'a' were analyzed using counts of reproductive individuals only in analyses incorporating the monitoring data. Species marked with 'b' are 
primarily found in low fire frequency habitats (e.g. woodlands), all others are primarily found in higher fire frequency habitats (e.g. prairies). 
Species marked with 'c' are primarily found in wetland habitats and were not used when assessing the threat of a lack of disturbance. 
 
    
  
 
Present in: 
    Q1 Q2 Q3 Q4 
Species Species Code 
Number 
of LRRs 
Number 
of 
Surveys 
Viability 
Comparison 
Threats 
Compariso
n 
Assessment 
of 
Covariance 
Assessment 
of Non-
Additivity 
Asclepias exaltata (Poke Milkweed)b AscExa 13 3     
Asclepias lanuginosa (Wooly 
Milkweed) AscLan 30 1     
Aster furcatus / Eurybia furcata 
(Forked Aster)b AstFur 77 3    
Besseya bullii (Kitten Tails) BesBul 16 3     
Calopogon tuberosus (Grasspink 
Orchid)a CalTub 20 2     
Cirsium hillii (Prairie Thistle, Hill's 
Thistle) CirHil 118 2    
Cypripedium candidum (White 
Lady's-Slipper) CypCan 175 7    
Dalea foliosa (Leafy Prairie Clover) DalFol 16 NA     
Gentiana flavida (Yellowish Gentian)b GenFla 21 3     
Hepatica nobilis var. obtusa (Round-
leaved Hepatic)b HepNob 15 1    
Hydrastis canadensis (Golden Seal)b HydCan 15 NA     
Jeffersonia diphylla (Twinleaf)b JefDip 26 3     
Lathyrus ochroleucus (Pale Vetchling) LatOch 77 3     
Lespedeza leptostachya (Prairie Bush 
Clover) LesLep 10 NA    
Liatris scariosa var. nieuwlandii 
(Savanna Blazing Star)a LiaSca 41 3     
Mitella diphylla (Bishop's Cap, 
Miterwort)b MitDip 28 2    
Oenothera perennis (Small Sundrops) OenPer 91 3     
Platanthera flava var. herbiola 
(Tubercled Orchid) PlaFla 19 2    
Polygonatum pubescens (Downy 
Solomon's Seal)b PolPub 13 2     
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Psoralea tenuiflora (Scurf Pea) PsoTen 10 NA     
Ranunculus rhomboideus (Prairie 
Buttercup) RanRho 30 4     
Sarracenia purpurea (Pitcher Plant) SarPur 13 2    
Silene regia (Royal Catchfly) SilReg 20 2     
Spiranthes lucida (Yellow-lipped 
Lady's Tresses)ac SpiLuc 15 2     
Tetraneuris herbacea (Lakeside 
Daisy) TetHer 10 NA     
Tofieldia glutinosa / Triantha 
glutinosa (False Asphrodel)ac TofGlu 27 1     
Valeriana uliginosa / Valeriana 
sitchensis var. uliginosa (Marsh 
Valerian)ac 
ValUli 19 NA     
Veronica scutellata (Marsh 
Speedwell)c VerScu 20 2     
Viola conspersa (Dog Violet)b VioCon 120 2    
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Table E2: Average weighted ranked expert opinion for how much each threat will negatively impact a species likelihood of persistence 
in the Great Lakes Region compared to the model derived effect size of the impact of each threat. For both, the more negative the value 
the larger the negative effect of the threat on the species. Effect sizes were calculated as a log response ratio between the average final 
population sizes. 
 
        Modelled Final Average Population Size: 
Species Threat Comparison Weighted Ranked Opinion Effect Size 
Absent/Low/Historic 
Threat 
Present/High/Future 
Threat 
AstFur Browsing by Deer -0.50 -1.15 600 190 
CirHil Browsing by Deer -0.17 0.94 295 755 
CypCan Browsing by Deer -0.55 -0.37 551 379 
LatOch Browsing by Deer -0.67 -5.97 607 2 
LiaSca Browsing by Deer -0.11 -2.75 500 32 
OenPer Browsing by Deer -0.55 0.58 378 672 
CirHil Climate Change -0.50 -2.24 1051 112 
CypCan Climate Change -1.00 0.00 1064 1059 
RanRho Climate Change -0.55 -8.47 1015 0 
VioCon Climate Change -0.50 0.00 1064 1064 
CirHil Lack of Disturbance -0.55 0.53 84 142 
CypCan Lack of Disturbance -0.81 -0.55 524 301 
LatOch Lack of Disturbance -0.78 -2.05 283 36 
AstFur Trail Traffic -0.33 -0.11 321 289 
CirHil Trail Traffic -0.66 0.27 182 238 
CypCan Trail Traffic -0.61 -0.33 543 392 
GenFla Trail Traffic -0.50 -1.10 677 226 
LatOch Trail Traffic -0.77 -0.20 314 258 
OenPer Trail Traffic -0.50 0.07 390 420 
RanRho Trail Traffic -0.75 0.74 41 87 
VerScu Trail Traffic 0.17 -4.75 444 4 
VioCon Trail Traffic -1.00 -0.60 198 109 
AstFur Woody Species Encroachment -1.00 -4.79 616 5 
CirHil Woody Species Encroachment -0.77 -0.51 396 238 
CypCan Woody Species Encroachment -0.72 0.57 425 750 
GenFla Woody Species Encroachment -0.78 -0.55 503 290 
LatOch Woody Species Encroachment -0.89 -3.10 482 22 
LiaSca Woody Species Encroachment -0.89 -2.46 522 44 
OenPer Woody Species Encroachment -0.89 0.44 347 538 
VioCon Woody Species Encroachment -1.00 -0.21 154 125 
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E1.2 Survey Instrument 
 
Question 1  
Please SEE YOUR EMAIL for your unique species list.  
Which species are you providing your expert opinion on in this survey? 
 
 Asclepias exaltata (Poke Milkweed) 
 Asclepias lanuginosa (Woolly Milkweed) 
 Aster furcatus / Eurybia furcata (Forked Aster) 
 Besseya bullii (Kitten Tails) 
 Calopogon tuberosus (Grasspink Orchid) 
 Cirsium hillii (Prairie Thistle, Hill's Thistle) 
 Cypripedium candidum (White Lady's-Slipper) 
 Gentiana flavida (Yellowish Gentian) 
 Hepatica nobilis var. obtusa / Hepatica americana (Round-lobed Hepatica) 
 Jeffersonia diphylla (Twinleaf) 
 Lathyrus ochroleucus (Pale Vetchling) 
 Liatris scariosa var. nieuwlandii (Savanna Blazing Star) 
 Mitella diphylla (Bishop's Cap, Miterwort) 
 Oenothera perennis (Small Sundrops) 
 Platanthera flava var. herbiola (Tubercled Orchid) 
 Polygonatum pubescens (Downy Solomon's Seal) 
 Ranunculus rhomboideus (Prairie Buttercup) 
 Sarracenia purpurea (Pitcher Plant) 
 Silene regia (Royal Catchfly) 
 Spiranthes lucida (Early Ladies' Tresses) 
 Tofieldia glutinosa (False Asphodel) 
 Veronica scutellata (Marsh Speedwell) 
 Viola conspersa (Dog Violet) 
 
Question 2 
Approximately how many years have you worked with one or more population of this species?  
 
Question 3a (see following table) 
Based on your past experience with this species, please indicate your opinion on whether each of the following 
threats or stresses impacts the likelihood this species will persist long-term approx. 50 years or more) in the Great 
Lakes region. If you feel the threats or stresses to this species will be different in the future, you will have a place to 
indicate that in a later question.
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Question 3a 
Severely Decreases 
Likelihood of 
Persistence 
Moderately 
Decreases Likelihood 
of Persistence 
Slightly Decreases 
Likelihood of 
Persistence 
No Impact 
Increases 
Likelihood of 
Persistence 
I don't 
know 
1. Land Conversion or Fragmentation IUCN 
Categories 1-4; examples: commercial or 
agricultural development, roads, utility lines  
 
            
2. Harvesting (Biological Resource Use) IUCN 
Category 5; examples: harvesting for medicinal 
use, commercial sale or consumption 
 
            
3. Human Intrusions or Disturbance IUCN 
Category 6; examples: off-trail habitat use for 
recreational activities, such as by ATVs 
 
            
4. Natural System Modifications IUCN 
Category 7; examples: fire suppression, altered 
flood or other hydrological patterns 
 
            
5. Invasive or Problematic Species IUCN 
Category 8; examples: competitors, herbivores 
(e.g. deer), diseases In General:  
 
            
5.1 Specifically, woody invasive encroachment, 
such as Buckthorn (Rhamnus carthartica): 
 
            
5.2 Specifically, herbaceous invasive 
encroachment, such as Garlic Mustard (Alliaria 
petiolata) or Reed Canary Grass (Phalaris 
arundinacea): 
 
            
5.3 Specifically, browsing by White Tailed Deer 
(Odocoileus virginianus): 
 
            
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Question 3a continued 
Severely Decreases 
Likelihood of 
Persistence 
Moderately 
Decreases Likelihood 
of Persistence 
Slightly Decreases 
Likelihood of 
Persistence 
No Impact 
Increases 
Likelihood of 
Persistence 
I don't 
know 
6. Pollution IUCN Category 9; examples: 
industrial run-off, acid rain, garbage 
 
            
7. Geological Events IUCN Category 10; 
examples: erosion, landslides 
 
            
8. Climate Change or Severe Weather IUCN 
Category 11; examples: warmer winters, earlier 
springs, droughts 
 
            
9. Loss of Positively Interacting Species IUCN 
Species Stress; examples: pollinators, seed 
disperses 
 
            
10. Loss of Genetic Diversity IUCN Species 
Stress; examples: inbreeding, poor reproductive 
success 
            
 
Question 3b 
Please list and rank any additional factor(s) that substantially impact the likelihood of long-term persistence for this species. 
 
Question 3b 
Severely Decreases 
Likelihood of 
Persistence 
Moderately 
Decreases Likelihood 
of Persistence 
Slightly Decreases 
Likelihood of 
Persistence 
No Impact 
Increases 
Likelihood of 
Persistence 
I don't 
know 
Enter Factor             
Enter Factor              
Enter Factor              
*Three factors shown here, but respondents were allowed as few or as many additional factors as they wished to rank.
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Question 4 
Based on your past experience with this species, is there one single threat or stress that stands out as having the most 
severe negative impact on the long term persistence (approx. 50 years or more) of this species?  If so, please indicate 
what that is and explain why. 
Threat or Stress ________________________ 
Why?_________________________________ 
 
Question 5 
Based on your past experience with this species, please indicate your opinion on overall how likely it is that this 
species will persist long-term (approx. 50 years or more) in the Great Lakes region. 
 
 
Question 6 
In your opinion, will the threats or stresses to this species in the FUTURE be different than those you have observed 
in the past? 
 Yes 
 No 
 I don't know 
If yes, which threats or stresses do think will change in the future and why? 
Threat or Stress ________________________ 
Why?________________________________ 
 
Question 7 
Please use this space to provide any additional detail or explanation about your responses that you wish to provide. 
 
Submission 
Thank you for your participation. Once you click the 'Submit' button your answers for this species will be final. 
Very low likelihood 
of persistence 
Low likelihood 
of persistence 
Even likelihood of 
persisting or not persisting 
High likelihood 
of persistence 
Very high likelihood 
of persistence 
I don't 
know 
            
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E1.3 Non-Human Subject Research Determination Letter 
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E2 Supplementary Results 
E2.1 Tables 
Table E3: Species whose viability was assessed both quantitatively and by expert opinion. The 
‘Average Ranked Opinion’ is the combined expert opinions on the probability of persistence for each 
focal species. Table ordered from lowest to highest probability of persistence as ranked by experts. 
The ‘Regional growth Rate’ value was from Chapter 3. 
 
Species 
Average Ranked 
Opinion 
Regional Growth 
Rate 
Besseya bullii (Kitten Tails) -0.33 0.026 
Calopogon tuberosus (Grasspink Orchid) -0.25 0.147 
Aster furcatus / Eurybia furcata (Forked Aster) 0 0.051 
Cirsium hillii (Prairie Thistle, Hill's Thistle) 0 0.044 
Lathyrus ochroleucus (Pale Vetchling) 0 -0.064 
Mitella diphylla (Bishop's Cap, Miterwort) 0 0.091 
Oenothera perennis (Small Sundrops) 0 0.125 
Ranunculus rhomboideus (Prairie Buttercup) 0.13 -0.105 
Cypripedium candidum (White Lady's-Slipper) 0.25 0.074 
Platanthera flava var. herbiola (Tubercled Orchid) 0.25 -0.065 
Polygonatum pubescens (Downy Solomon's Seal) 0.25 -0.028 
Veronica scutellata (Marsh Speedwell) 0.25 0.169 
Viola conspersa (Dog Violet) 0.25 0.035 
Jeffersonia diphylla (Twinleaf) 0.33 0.009 
Gentiana flavida (Yellowish Gentian) 0.50 0.045 
Liatris scariosa var. nieuwlandii (Savanna Blazing Star) 0.50 0.088 
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E2.2 Figures 
 
 
Figure E1: Comparison between the threat metrics. An expert-based average weighted ranked value of zero corresponds the survey response of 
‘No Impact’ on the rare focal plant species in the Great Lakes region. A value of negative one corresponds to the survey response ‘Severely 
decreases the likelihood of persistence.’ And, a value of positive one corresponds to the survey response ‘Increases the likelihood of persistence.’ 
The model effect sizes are derived from comparative population projection models and are also scaled such that a value of zero corresponds to no 
impact of a threat on a focal species. The more negative the effect size, the greater the negative impact of a threat on a focal species. The trend 
lines are for significant or marginally significant individual threat types. These results include an extreme point within the trail / human traffic 
comparison (solid trend line) in which that threat type and wood species encroachment (dotted trend line) were significant and marginally 
significant, respectively. 
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E2.3 Complete Survey Results and Supplementary Analyses 
Survey Question 2 
 
Figure E2: The average number of years that each expert has worked with each species. The bars show the range among experts per species. 
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Survey Questions 3A & 3B 
We used a linear mixed-effects model (function ‘lmer’ in the ‘lme4’ package) to determine which threats 
experts think are the most detrimental to the viability of rare plant species in the Great Lakes region. This was done 
to assess response quality (i.e. ensure that experts did not rank all threats as severe negative impacts all the time). 
The weighted average ranked opinion was the response, threat type was the fixed predictor and species was a 
random covariate. The significance of the random factor was assessed by comparing AICs between a full model 
(with random factor included) and a reduced model (with random effect removed) as in Crone (2016). The threat of 
invasive or problematic species (Question 3a - #5) was removed from this analysis as it is the umbrella category 
which we further broke into specific problem species and thus is not independent of the more specific survey items.  
The average weighted ranked expert opinion of threats differed by threat type (χ2 = 104.51, df = 11, p < 
2.2e-16) but not by species (full AIC = 20.38 vs reduced AIC = 19.65) in the mixed-effects linear model. Therefore, 
we used a post-hoc TukeyHSD test on an ANOVA model that only included threat type as a fixed predictor to 
determine which threat types differed. The threats experts thought were the most likely to decrease rare plant 
species’ likelihood of persistence were: woody invasive species encroachment, land conversion or fragmentation, 
natural systems modifications, loss of genetic diversity, and herbaceous invasive species encroachment (group ‘e,’ 
Figure E3). Of our five focal threats, invasion by woody species and natural systems modifications are thought to 
have the largest negative impact on the persistence of rare plant species, and climate change is thought to have the 
least negative impact (Figure E4). However, 37.5% of survey respondents marked “I don’t know” to the item 
“climate change or severe weather” (Question 3a - #8), which was almost ten percentage points higher than the next 
highest threat (Table E4). This level of uncertainty among species experts should be considered when interpreting 
these and other results analyzing this factor.  
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Figure E3: The weighted ranked expert opinion of the impact of each threat on the persistence of rare plant species in the Great Lakes region. 
Letters in each figure correspond to significant differences determined by a TukeyHSD test.  
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Figure E3 continued 
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Figure E4: The weighted ranked expert opinion of the impact of only the five focal threats on the persistence of rare plant species in the Great 
Lakes region. Letters in each figure correspond to significant differences determined by a TukeyHSD test.  
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Table E4: Expert opinions from all species pooled presented as the percent of experts that indicated each magnitude for each threat or stress. 
Threat magnitudes are the expert opinions on the impact a threat or stress has on the likelihood of persistence of a focal species (Question 3a); 
i.e. an opinion of ‘Severe Decrease’ indicates that the presence of a threat or stress is thought to severely decreases the focal species likelihood 
persistence. Threat and stress categories are ordered from the highest to lowest percent of 'I Don't Know' responses to highlight those results 
that should be interpreted cautiously due to high uncertainty. **'Lack of Political Support' was the most common additional threat reported in 
Question 3b. 
 
    Threat Magnitude: 
Threat Category 
I Don't 
Know 
Severe 
Decrease 
Moderate 
Decrease 
Slight 
Decrease No Impact Increase 
Climate Change or Severe Weather 37.5 14.3 21.4 16.1 10.7 0 
Pollution 28.6 21.4 5.4 28.6 16.1 0 
Loss of Positively Interacting Species 28.6 25.0 26.8 10.7 7.1 1.8 
Loss of Genetic Diversity 17.9 30.4 28.6 19.6 3.6 0 
Browsing by White Tailed Deer 16.1 14.3 17.9 32.1 16.1 0 
Geological Events 16.1 19.6 10.7 30.4 19.6 3.6 
Harvesting 14.3 30.4 8.9 23.2 23.2 0 
Land Conversion or Fragmentation 8.9 37.5 32.1 10.7 8.9 0 
Human Intrusions or Disturbance 7.1 30.4 33.9 17.9 7.1 1.8 
Invasive or Problematic Species 5.4 50.0 30.4 14.3 0 0 
Woody Invasive Encroachment 5.4 64.3 19.6 8.9 0 0 
Herbaceous Invasive Encroachment 3.6 32.1 35.7 23.2 3.6 0 
Natural System Modifications 0 42.9 41.1 14.3 0 1.8 
**Lack of Political Support --- 14.3 1.8 --- --- --- 
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Table E5: Number of individual responses for each threat magnitude per species for question 3a. 
Threat Category Severe Decrease 
Moderate 
Decrease 
Slight 
Decrease 
No 
Impact Increase 
I Don't 
Know 
Asclepias exaltata (Poke Milkweed) 
Land Conversion or Fragmentation 2 1 
Harvesting 2 1 
Human Intrusions or Disturbance 1 1 1 
Natural System Modifications 1 2 
Invasive or Problematic Species 2 1 
Woody invasive encroachment 3 
Herbaceous invasive encroachment 1 1 1 
Browsing by White Tailed Deer  2 1 
Pollution 2 1 
Geological Events 1 1 1 
Climate Change or Severe Weather  2 1 
Loss of Positively Interacting Species 1 2 
Loss of Genetic Diversity 1 2         
Asclepias lanuginosa (Woolly Milkweed) 
Land Conversion or Fragmentation 1     
Harvesting 1     
Human Intrusions or Disturbance 1     
Natural System Modifications 1     
Invasive or Problematic Species 1     
Woody invasive encroachment 1     
Herbaceous invasive encroachment 1     
Browsing by White Tailed Deer 1     
Pollution      1 
Geological Events  1    
Climate Change or Severe Weather     1 
Loss of Positively Interacting Species 1     
Loss of Genetic Diversity 1           
Aster furcatus / Eurybia furcata (Forked Aster) 
Land Conversion or Fragmentation 2 1 
Harvesting 1 2 
Human Intrusions or Disturbance 1 2 
Natural System Modifications 2 1 
Invasive or Problematic Species 1 2 
Woody invasive encroachment 2 
Herbaceous invasive encroachment  1 1 
Browsing by White Tailed Deer 1 1 
Pollution  1 2 
Geological Events  1 1 1 
Climate Change or Severe Weather  1 2 
Loss of Positively Interacting Species  1 1 1 
Loss of Genetic Diversity  3 
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Threat Category Severe Decrease 
Moderate 
Decrease 
Slight 
Decrease No Impact Increase 
I Don't 
Know 
Besseya bullii (Kitten Tails) 
Land Conversion or Fragmentation 1 1 1 
Harvesting 1 1 1 
Human Intrusions or Disturbance 2 1 
Natural System Modifications 1 2 
Invasive or Problematic Species 2 1 
Woody invasive encroachment 2 1 
Herbaceous invasive encroachment 2 1 
Browsing by White Tailed Deer  1 1 1 
Pollution  1 2 
Geological Events 1 1 1 
Climate Change or Severe Weather  1 1 1 
Loss of Positively Interacting Species 1 1 1 
Loss of Genetic Diversity 2         1 
Calopogon tuberosus (Grasspink Orchid) 
Land Conversion or Fragmentation 1 1 
Harvesting 1 1 
Human Intrusions or Disturbance 1 1 
Natural System Modifications 1 1 
Invasive or Problematic Species 1 1 
Woody invasive encroachment 1 1 
Herbaceous invasive encroachment 1 1 
Browsing by White Tailed Deer 1 1 
Pollution 1 1 
Geological Events 1 1 
Climate Change or Severe Weather 1 1 
Loss of Positively Interacting Species 1 1 
Loss of Genetic Diversity 2           
Cirsium hillii (Prairie Thistle, Hill's Thistle) 
Land Conversion or Fragmentation 1 1 1 
Harvesting 1 1 1 
Human Intrusions or Disturbance 1 1 1 
Natural System Modifications 2 1 
Invasive or Problematic Species 3 
Woody invasive encroachment 1 2 
Herbaceous invasive encroachment 1 2 
Browsing by White Tailed Deer 1 1 1 
Pollution 1 2 
Geological Events 1 1 1 
Climate Change or Severe Weather 1 1 1 
Loss of Positively Interacting Species 2 1 
Loss of Genetic Diversity 3 
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Threat Category Severe Decrease 
Moderate 
Decrease 
Slight 
Decrease No Impact Increase 
I Don't 
Know 
Cypripedium candidum (White Lady's-Slipper) 
Land Conversion or Fragmentation 2 3 1 
Harvesting 3 2 1 1 
Human Intrusions or Disturbance 2 1 3 1 
Natural System Modifications 3 4 
Invasive or Problematic Species 4 1 1 1 
Woody invasive encroachment 3 1 2 1 
Herbaceous invasive encroachment 3 2 1 1 
Browsing by White Tailed Deer 1 3 1 1 1 
Pollution 1 3 1 2 
Geological Events 1 3 1 2 
Climate Change or Severe Weather 1 1 1 4 
Loss of Positively Interacting Species 3 1 1 2 
Loss of Genetic Diversity 1 3 1     2 
Gentiana flavida (Yellowish Gentian) 
Land Conversion or Fragmentation 3 
Harvesting 1 1 1 
Human Intrusions or Disturbance 1 1 1 
Natural System Modifications 2 1 
Invasive or Problematic Species 2 1 
Woody invasive encroachment 2 1 
Herbaceous invasive encroachment 3 
Browsing by White Tailed Deer 2 1 
Pollution 2 1 
Geological Events 1 2 
Climate Change or Severe Weather 1 2 
Loss of Positively Interacting Species 2 1 
Loss of Genetic Diversity 2 1 
Hepatica nobilis var. obtusa / Hepatica americana (Round-lobed Hepatica) 
Land Conversion or Fragmentation 1 
Harvesting 1 
Human Intrusions or Disturbance  1 
Natural System Modifications  1 
Invasive or Problematic Species 1 
Woody invasive encroachment 1 
Herbaceous invasive encroachment  1 
Browsing by White Tailed Deer  1 
Pollution 1 
Geological Events  1 
Climate Change or Severe Weather 1 
Loss of Positively Interacting Species 1 
Loss of Genetic Diversity   1         
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Threat Category Severe Decrease 
Moderate 
Decrease 
Slight 
Decrease No Impact Increase 
I Don't 
Know 
Jeffersonia diphylla (Twinleaf) 
Land Conversion or Fragmentation  2 1 
Harvesting  1 1 1 
Human Intrusions or Disturbance  2 1 
Natural System Modifications 1 2 
Invasive or Problematic Species 1 1 1 
Woody invasive encroachment 1 1 1 
Herbaceous invasive encroachment  3 
Browsing by White Tailed Deer  2 1 
Pollution  2 1 
Geological Events  2 1 
Climate Change or Severe Weather  1 2 
Loss of Positively Interacting Species  2 1 
Loss of Genetic Diversity  1 1 1     
Lathyrus ochroleucus (Pale Vetchling) 
Land Conversion or Fragmentation 2 1 
Harvesting 1 1 1 
Human Intrusions or Disturbance 1 2 
Natural System Modifications 2 1 
Invasive or Problematic Species 1 2 
Woody invasive encroachment 2 1 
Herbaceous invasive encroachment 1 2 
Browsing by White Tailed Deer 1 1 1 
Pollution 1 2 
Geological Events  3 
Climate Change or Severe Weather  3 
Loss of Positively Interacting Species  1 2 
Loss of Genetic Diversity  1 1 1 
Liatris scariosa var. nieuwlandii (Savanna Blazing Star) 
Land Conversion or Fragmentation  2 1 
Harvesting  2 1 
Human Intrusions or Disturbance  3 
Natural System Modifications  2 1 
Invasive or Problematic Species 1 2 
Woody invasive encroachment 2 1 
Herbaceous invasive encroachment  1 2 
Browsing by White Tailed Deer  1 2 
Pollution  1 1 1 
Geological Events  1 1 1 
Climate Change or Severe Weather  1 1 1 
Loss of Positively Interacting Species  2 1 
Loss of Genetic Diversity  1 2   
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Threat Category Severe Decrease 
Moderate 
Decrease 
Slight 
Decrease No Impact Increase 
I Don't 
Know 
Mitella diphylla (Bishop's Cap, Miterwort) 
Land Conversion or Fragmentation 2 
Harvesting 2 
Human Intrusions or Disturbance 1 1 
Natural System Modifications 1 1 
Invasive or Problematic Species 2 
Woody invasive encroachment 2 
Herbaceous invasive encroachment 1 1 
Browsing by White Tailed Deer 1 1 
Pollution 2 
Geological Events 2 
Climate Change or Severe Weather 2 
Loss of Positively Interacting Species 1 1 
Loss of Genetic Diversity 1         1 
Oenothera perennis (Small Sundrops) 
Land Conversion or Fragmentation 1 1 1 
Harvesting 1 1 1 
Human Intrusions or Disturbance 1 1 
Natural System Modifications 2 1 
Invasive or Problematic Species 2 1 
Woody invasive encroachment 2 1 
Herbaceous invasive encroachment 1 1 1 
Browsing by White Tailed Deer 1 1 1 
Pollution 1 1 1 
Geological Events 1 1 1 
Climate Change or Severe Weather 1 1 1 
Loss of Positively Interacting Species 1 1 1 
Loss of Genetic Diversity 1 1       1 
Platanthera flava var. herbiola (Tubercled Orchid) 
Land Conversion or Fragmentation 1 1 
Harvesting 1 1 
Human Intrusions or Disturbance 1 1 
Natural System Modifications 2 
Invasive or Problematic Species 2 
Woody invasive encroachment 2 
Herbaceous invasive encroachment 2 
Browsing by White Tailed Deer 2 
Pollution 1 1 
Geological Events 1 1 
Climate Change or Severe Weather 1 1 
Loss of Positively Interacting Species 1 1 
Loss of Genetic Diversity 1 1 
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Threat Category Severe Decrease 
Moderate 
Decrease 
Slight 
Decrease No Impact Increase 
I Don't 
Know 
Polygonatum pubescens (Downy Solomon's Seal) 
Land Conversion or Fragmentation 1 1 
Harvesting 1 1 
Human Intrusions or Disturbance 2 
Natural System Modifications 2 
Invasive or Problematic Species 2 
Woody invasive encroachment 1 1 
Herbaceous invasive encroachment 2 
Browsing by White Tailed Deer 1 
Pollution 1 1 
Geological Events 1 1 
Climate Change or Severe Weather 1 1 
Loss of Positively Interacting Species 2 
Loss of Genetic Diversity   2         
Ranunculus rhomboideus (Prairie Buttercup) 
Land Conversion or Fragmentation 1 2 1 
Harvesting 1 1 1 1 
Human Intrusions or Disturbance 1 3 
Natural System Modifications 2 2 
Invasive or Problematic Species 1 2 1 
Woody invasive encroachment 3 1 
Herbaceous invasive encroachment 1 2 1 
Browsing by White Tailed Deer 1 3 
Pollution 1 1 1 
Geological Events 2 2 
Climate Change or Severe Weather 1 1 1 1 
Loss of Positively Interacting Species 2 1 1 
Loss of Genetic Diversity 3         1 
Sarracenia purpurea (Pitcher Plant) 
Land Conversion or Fragmentation 2 
Harvesting 1 1 
Human Intrusions or Disturbance 1 1 
Natural System Modifications 2 
Invasive or Problematic Species 1 1 
Woody invasive encroachment 1 1 
Herbaceous invasive encroachment 1 1 
Browsing by White Tailed Deer  2 
Pollution 1 1 
Geological Events  1 1 
Climate Change or Severe Weather 1 1 
Loss of Positively Interacting Species 1 1 
Loss of Genetic Diversity 1 1 
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Threat Category Severe Decrease 
Moderate 
Decrease 
Slight 
Decrease No Impact Increase 
I Don't 
Know 
Silene regia (Royal Catchfly) 
Land Conversion or Fragmentation 1 1 
Harvesting  1 1 
Human Intrusions or Disturbance  1 1 
Natural System Modifications  1 1 
Invasive or Problematic Species 1 1 
Woody invasive encroachment  1 1 
Herbaceous invasive encroachment  1 1 
Browsing by White Tailed Deer  1 1 
Pollution  1 1 
Geological Events  1 1 
Climate Change or Severe Weather  2 
Loss of Positively Interacting Species  1 1 
Loss of Genetic Diversity  1       1 
Spiranthes lucida (Early Ladies' Tresses) 
Land Conversion or Fragmentation 1 1 
Harvesting 1 1 
Human Intrusions or Disturbance 2 
Natural System Modifications 2 
Invasive or Problematic Species 1 1 
Woody invasive encroachment 2 
Herbaceous invasive encroachment  1 1 
Browsing by White Tailed Deer  2 
Pollution  1 1 
Geological Events  1 1 
Climate Change or Severe Weather  1 1 
Loss of Positively Interacting Species  1 1 
Loss of Genetic Diversity 1     1     
Tofieldia glutinosa (False Asphodel) 
Land Conversion or Fragmentation 1 
Harvesting  1 
Human Intrusions or Disturbance 1 
Natural System Modifications 1 
Invasive or Problematic Species 1 
Woody invasive encroachment 1 
Herbaceous invasive encroachment 1 
Browsing by White Tailed Deer  1 
Pollution  1 
Geological Events  1 
Climate Change or Severe Weather  1 
Loss of Positively Interacting Species  1 
Loss of Genetic Diversity 1 
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Threat Category Severe Decrease 
Moderate 
Decrease 
Slight 
Decrease No Impact Increase 
I Don't 
Know 
Veronica scutellata (Marsh Speedwell) 
Land Conversion or Fragmentation 1 1 
Harvesting  1 1 
Human Intrusions or Disturbance  1 1 
Natural System Modifications 1 1 
Invasive or Problematic Species 1 1 
Woody invasive encroachment 2 
Herbaceous invasive encroachment 2 
Browsing by White Tailed Deer  1 1 
Pollution 1 1 
Geological Events  1 1 
Climate Change or Severe Weather  1 1 
Loss of Positively Interacting Species  1 1 
Loss of Genetic Diversity  2         
Viola conspersa (Dog Violet) 
Land Conversion or Fragmentation 2 
Harvesting 1 1 
Human Intrusions or Disturbance 2 
Natural System Modifications 1 1 
Invasive or Problematic Species 2 
Woody invasive encroachment 2 
Herbaceous invasive encroachment 1 1 
Browsing by White Tailed Deer  1 1 
Pollution 1 1 
Geological Events 1 1 
Climate Change or Severe Weather  1 1 
Loss of Positively Interacting Species  2 
Loss of Genetic Diversity  2         
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Survey Question 4 
Table E6: We received a total of 53 Reponses to Question 4 asking experts to identify the single most detrimental threat to their 
focal species. Those answers were condensed into 12 categories. The total number of responses per category is shown. Note, some 
respondents listed two most detrimental threats, both answers are included here for a total of 59 individual threats identified. Of the 
total 53 responses, 48 experts listed one or more reason why they thought that was the single most detrimental threat. Those answers 
were distilled into categories within each of the 12 threat categories, and the number of experts indicating each reason is shown. 
  
Single Most Detrimental 
Threat 
Total 
Responses Reason(s) 
Number Indicating 
each Reason 
Invasive Species 18 Focal species in restored sites, which typically have more invasive species, do poorly 3 
  Direct competition 4 
  Competition for light specifically 10 
  
Focal species requires specific habitat characteristics 
that are disrupted by invasive species 3 
Genetic Concerns 8 Inbreeding and loss of genetic diversity 3 
  No or low sexual reproduction 4 
 Very small population size 1 
  Declining population size 1 
Fire Suppression 7 Increases shading 6 
  Increases population size 2 
Lack of or Poor-Quality 
Habitat 7 Focal species does not perform well in restored habitats 2 
  Focal species requires specific habitat characteristics 1 
  Declining population size 2 
Canopy Closure 5 Reduces total amount of habitat available 1 
  Reduces total amount of light focal species receives 2 
Changes in Hydrology 5 Focal species is dependent on wetlands 2 
  
Focal species requires specific habitat characteristics 
disrupted by change in hydrology 3 
Human Intrusions 3 Trampling causes mortality 3 
Climate Change 2 No reasons given --- 
Species Not used in 
Restoration Efforts 1 No new populations being created 1 
Growing Season Fires 1 Causes mortality 1 
Herbivory 1 Herbivores eat seeds, greatly reducing reproductive output 1 
Pollution 1 Alters the pH of wetlands 1 
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Survey Question 5 
Table E7: The total number of expert opinions of each focal species' probability of persistence in the Great Lake region, with the combined Average 
Ranked Opinion. NA in that column indicates that species only received one response to this question, thus we could not compute an average. 
 
Species 
Very Low Low Even High Very High I Don't Know 
Average Ranked 
Opinion 
Asclepias exaltata (Poke Milkweed)  1 1 1   
0 
Asclepias lanuginosa (Woolly Milkweed) 1      
NA 
Aster furcatus / Eurybia furcata (Forked 
Aster)   3    
0 
Besseya bullii (Kitten Tails) 1  2    -0.33 
Calopogon tuberosus (Grasspink Orchid)  1 1    -0.25 
Cirsium hillii (Prairie Thistle, Hill's Thistle)  1 1 1   
0 
Cypripedium candidum (White Lady's-
Slipper)   3 3  1 
0.25 
Gentiana flavida (Yellowish Gentian)   1 1 1  
0.50 
Hepatica nobilis var. obtusa / Hepatica 
americana (Round-lobed Hepatica)  1     
NA 
Jeffersonia diphylla (Twinleaf)   1 2   
0.33 
Lathyrus ochroleucus (Pale Vetchling)  1  1  1 
0 
Liatris scariosa var. nieuwlandii (Savanna 
Blazing Star)   1 1 1  
0.50 
Mitella diphylla (Bishop's Cap, Miterwort)   2    
0 
Oenothera perennis (Small Sundrops) 1  1  1  
0 
Platanthera flava var. herbiola (Tubercled 
Orchid)   1  1  
0.25 
Polygonatum pubescens (Downy Solomon's 
Seal)   1 1   
0.25 
Ranunculus rhomboideus (Prairie Buttercup)  1 1 2   
0.13 
Sarracenia purpurea (Pitcher Plant)   1 1   
0.25 
Silene regia (Royal Catchfly)     1 1 
1 
Spiranthes lucida (Early Ladies' Tresses)   1   1 
0 
Tofieldia glutinosa (False Asphodel)  1     
NA 
Veronica scutellata (Marsh Speedwell)   1 1   
0.25 
Viola conspersa (Dog Violet)   1 1   
0.25 
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Survey Question 6 
Table E8: We received a total of 57 responses to the first item of 
Question 6; 'Will threats change in the future?' The percent of 
responses to each answer choice is shown. Of those experts that 
indicated threats will change in the future, 14 listed one or more 
threat and how they expect that threat to change. 
 
Answer Choice   
I Don't Know 36.8% 
No 38.5% 
Yes 24.5% 
If Yes, Which Threat?   
Climate change will continue to worsen 64.3% 
Habitat quality with continue to change / decline 14.3% 
Invasive species will become more prevalent 14.3% 
Genetic diversity will continue to decrease 7.1% 
Habitat loss will continue to worsen 7.1% 
Population sizes will continue to decline 7.1% 
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E2.4 Results from the linear models testing for interactions among threats for the five 
species that had LRR sample sizes greater the 50 (CirHil, CypCan, LatOch, OenPer, 
VioCon). 
 
CirHil - Cirsium hillii (Prairie Thistle, Hill's Thistle) 
 
Table E9: Results for the linear model assessing the main and interactive effects of threats 
on the annual grow rates (LRRs) for Cirsium hillii. N = 96. Significant** and marginally* 
significant factors bolded. 
 
Factor Df Sum Sq Mean Sq F P 
Woody Species 1 0.095 0.0949 0.496 0.483 
Browsing by Deer 1 0.476 0.4761 2.488 0.119 
Trail Traffic 1 0.28 0.28 1.463 0.23 
Time Since Disturbance 2 1.173 0.5864 3.064 0.052* 
Woody x Disturbance 2 0.754 0.377 1.97 0.146 
Deer x Trail 1 0.006 0.006 0.031 0.86 
Deer x Disturbance 1 0.001 0.0006 0.003 0.956 
Trail x Disturbance 2 0.134 0.0669 0.35 0.706 
Deer x Trail x Disturbance 1 0.483 0.4834 2.526 0.116 
Residuals 83 15.883 0.1914     
 
The linear model results for only those variables included in the final model by backwards selection 
(function ‘step’ in ‘stats’ package in R) for Cirsium hillii are show in Table E9. There were no significant main or 
interactive effects of threats on the annual growth rates of Cirsium hillii. However, there was a marginal main effect 
of the time since disturbance (by group annual growth rate means: disturbance year = 0.063; post-disturbance = -
0.123; lack of disturbance = -0.023). Annual growth rates above zero indicate a population grew, at zero a 
population remained stable, and below zero a population declined. 
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CypCan - Cypripedium candidum (White Lady's-Slipper) 
 
Table E10: Results for the linear model assessing the main and interactive effects of threats on 
the annual grow rates (LRRs) for Cypripedium candidum. N = 127. Significant** and 
marginally* significant factors bolded. 
 
Factor Df Sum Sq Mean Sq F P 
Woody Species 1 0.23 0.2303 0.788 0.3765 
Browsing by Deer 1 0.31 0.3109 1.064 0.3045 
Trail Traffic 1 0.11 0.1075 0.368 0.5453 
Time Since Disturbance 2 0.999 0.4973 1.703 0.1870 
Woody x Deer 1 0.08 0.0841 0.288 0.5926 
Woody x Trail 1 1.05 1.0476 3.587 0.0609* 
Woody x Disturbance 2 0.11 0.0543 0.186 0.8307 
Deer x Disturbance 2 0.13 0.0671 0.23 0.7951 
Trail x Disturbance 2 0.63 0.3149 1.078 0.3438 
Woody x Deer x Disturbance 2 1.43 0.7132 2.442 0.0917* 
Woody x Trail x Disturbance 1 1.9 1.9014 6.510 0.0121** 
Residuals 110 32.13 0.2921     
 
The linear model results for only those variables included in the final model by backwards selection 
(function ‘step’ in ‘stats’ package in R) for Cypripedium candidum are show in Table E10. There was a significant 
three-way interaction among woody species encroachment, trails traffic and the time since disturbance on the annual 
growth rates of C. candidum (Figure E5). The presence of trail traffic is detrimental for C. candidum during the 
disturbance year no matter the level of woody species encroachment, but in the post-disturbance period the effect of 
trails depends on the level of woody species encroachment. There was also a marginally significant interaction 
between just woody species encroachment and trail traffic (by group annual growth rate means: high woody species 
(no trail traffic = 0.119; with trail traffic = 0.184); low woody species (no trail traffic = 0.078; with trail traffic = -
0.089). Lastly, there was a marginally significant three-way interaction among woody species encroachment, 
browsing by deer and the time since disturbance (by group annual growth rate means: disturbance year (high woody 
species and deer present = 0.221; high woody species and deer absent = 0.189; low woody species and deer present 
= -0.072; low woody species and deer absent = 0.230); post-disturbance period (high woody species and deer 
present = -0.434; high woody species and deer absent = 0.207; low woody species and deer present = 0.176; low 
woody species and deer absent = 0.005); disturbance suppressed (high woody species and deer present = -0.057; 
high woody species and deer absent = 0.034; low woody species and deer present = -0.616; low woody species and 
deer absent = 0.049). 
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Figure E5: Significant interaction results for Cypripedium candidum. 
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LatOch - Lathyrus ochroleucus (Pale Vetchling) 
 
Table E11: Results for the linear model assessing the main and interactive effects of threats on 
the annual grow rates (LRRs) for Lathyrus ochroleucus. N = 52. Significant** and 
marginally* significant factors bolded. 
 
Factor Df Sum Sq Mean Sq F P 
Woody Species 1 1.27 1.2704 3.216 0.0813* 
Browsing by Deer 1 1.414 1.4138 3.579 0.0666* 
Trail Traffic 1 0.24 0.24 0.608 0.4408 
Time Since Disturbance 2 2.141 1.0704 2.710 0.0801* 
Woody x Deer 1 0.937 0.9372 2.373 0.1322 
Woody x Trail 1 1.833 1.8331 4.641 0.038** 
Woody x Disturbance 2 3.261 1.6307 4.128 0.0243** 
Deer x Trail 1 1.958 1.9581 4.957 0.0323** 
Deer x Disturbance 2 0.048 0.0242 0.061 0.9407 
Woody x Deer x Trail 1 1.435 1.4346 3.632 0.0647* 
Woody x Deer x Disturbance 2 1.938 0.9692 2.454 0.1002 
Residuals 36 14.22 0.3950     
 
The linear model results for only those variables included in the final model by backwards selection 
(function ‘step’ in ‘stats’ package in R) for Lathyrus ochroleucus are show in Table E11. There were three 
significant two-way interactions among threats on the annual growth rates of L. ochroleucus. The two-way 
interactions were between woody species encroachment and trail traffic (Figure E6), woody species encroachment 
and time since disturbance (Figure E7) and browsing by deer and trail traffic (Figure E8). There was also a 
marginally significant three-way interaction was among woody species encroachment, browsing by deer and trail 
traffic (by group annual growth rate means: high woody species (deer absent and no trail traffic = 0.129; deer absent 
with trail traffic = -0.139; deer present and no trail traffic = -0.123; deer present with trail traffic = -0.826); low 
woody species (deer absent and no trail traffic = 0.294; deer absent with trail traffic = 0.134; deer present and no 
trail traffic = -0.857; deer present with trail traffic = 0.371). Lastly, there were three marginally significant main 
effects of threats on the annual growth rates of L. ochroleucus, woody species encroachment (by group annual 
growth rate means: low = 0.152; high = -0.150), browsing by deer (by group annual growth rate means: absent = 
0.143; present = -0.375) and time since disturbance (disturbance year = 0.431; post-disturbance = -0.082; lack of 
disturbance = -0.110). 
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Figure E6: Two-way interaction results for woody species encroachment and trail traffic for Lathyrus ochroleucus. 
 
 
 
Figure E7: Two-way interaction results for woody species encroachment and time since disturbance for Lathyrus ochroleucus. 
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Figure E8: Two-way interaction results for browsing by deer and trail traffic for Lathyrus ochroleucus 
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OenPer - Oenothera perennis (Small Sundrops) 
 
Table E12: Results for the linear model assessing the main and interactive effects of 
threats on the annual grow rates (LRRs) for Oenothera perennis. N = 55. Significant** 
and marginally* significant factors bolded. 
Factor Df Sum Sq Mean Sq F P 
Woody Species 1 1.34 1.341 1.605 0.2117 
Browsing by Deer 1 0.34 0.342 0.410 0.5253 
Trail Traffic 1 0.26 0.259 0.310 0.5806 
Time Since Disturbance 2 0.78 0.390 0.468 0.6296 
Woody x Deer 1 0.65 0.653 0.782 0.3812 
Woody x Trail 1 0.05 0.046 0.055 0.8163 
Deer x Trail 1 1.79 1.786 2.138 0.1506 
Woody x Deer x Trail 1 5.03 5.026 6.018 0.0181** 
Residuals 45 37.58 0.835     
 
The linear model results for only those variables included in the final model by backwards selection 
(function ‘step’ in ‘stats’ package in R) for Oenothera perennis are show in Table E12. There was a single 
significant three-way interaction among woody species encroachment, browsing by deer and trails traffic on the 
annual growth rates of O. perennis (Figure E9). The effect of trail traffic depended on the level of woody species 
encroachment with and without browsing by deer. However, we caution we had low sample size (two; one at each 
trail level) in the high woody encroachment and deer present group. 
 
 
Figure E9: Three-way interaction results for Oenothera perennis 
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VioCon - Viola conspersa (Dog Violet) 
 
Table E13: Results for the linear model assessing the main and interactive effects of 
threats on the annual grow rates (LRRs) for Viola conspersa. N = 54. Significant** 
and marginally* significant factors bolded. 
 
Factor Df Sum Sq Mean Sq F P 
Trail Traffic 1 2.75 2.747 2.295 0.1361 
Time Since Disturbance 2 6.26 3.129 2.614 0.0832* 
Residuals 50 59.85 1.197     
 
The linear model results for only those variables included in the final model by backwards selection 
(function ‘step’ in ‘stats’ package in R) for Viola conspersa are show in Table E13. The variable selection procedure 
eliminated most predictor variables for this species. There was a single marginally significant main effect of the time 
since disturbance on the annual growth rates of Viola conspersa (by group annual growth rate means: disturbance 
year = -0.471; post-disturbance = 0.260; lack of disturbance = 0.115). 
