Abstract. Representations of nonnegative polynomials as sums of squares are central to real algebraic geometry and the subject of active research. The sum-of-squares representations of a given polynomial are parametrized by the convex body of positive semidefinite Gram matrices, called the Gram spectrahedron. This is a fundamental object in polynomial optimization and convex algebraic geometry. We summarize results on sums of squares that fit naturally into the context of Gram spectrahedra, present some new results, and highlight related open questions. We discuss sum-of-squares representations of minimal length and relate them to Hermitian Gram spectrahedra and point evaluations on toric varieties.
Introduction
The relationship between nonnegative polynomials and sums of squares is a beautiful subject in real algebraic geometry. It was greatly influenced in recent years by connections to polynomial optimization through the theory of moments (see [5, 24, 35] ). A polynomial f ∈ R[x] is nonnegative if f (x) ≥ 0 for all x ∈ R n and is a sum of squares if f = p 2 1 + . . . + p 2 r for some p 1 , . . . , p r in R [x] . Clearly, a sum of squares is nonnegative, but not all nonnegative polynomials are sums of squares. The study of the relationship between these two notions goes back to Hilbert [17] . Determining the nonnegativity of a polynomial in more than one variable is computationally difficult in general, already for general polynomials of degree four. Writing a polynomial as a sums of squares, on the other hand, provides a computationally tractable certificate for nonnegativity. Testing whether a polynomial is a sum of squares is equivalent to testing the feasibility of a semidefinite program. In fact, the set of sum-of-squares representations of a fixed polynomial f ∈ R[x] is naturally written as a spectrahedron, i.e. the intersection of the cone of positive semidefinite matrices with an affine-linear space. This spectrahedron is the Gram spectrahedron of f and is the central object of this paper.
Representations of a polynomial as a sum of squares are far from unique. For example, x 2 + y 2 = (cos(θ)x − sin(θ)y) 2 + (sin(θ)x + cos(θ)y) 2 for any θ ∈ [0, 2π]. More generally, the orthogonal group in dimension r acts on representations of a polynomial as a sum of r squares. It was noted in [10] that Gram matrices give natural representatives for each orbit of sum-of-squares representations under this action. The Gram spectrahedron of a polynomial f is the set of all its positive semidefinite Gram matrices, a parameter space for the sum-of-squares representations of f . So f is a sum of squares if and only if its Gram spectrahedron is nonempty. More precisely, a polynomial f has a representation as a sum of r squares if and only its Gram spectrahedron contains a matrix of rank at most r.
The aim of this paper is to survey the literature on sum-of-squares representations and Gram spectrahedra, present some new results, and highlight related open questions. We are particularly interested in the convex algebro-geometric properties of Gram spectrahedra. This includes the basic geometric properties, the ranks of extreme points, and the corresponding algebraic degree of optimization.
One fundamental question is: What is the minimum rank of a positive semidefinite Gram matrix of a polynomial? We consider this question for generic polynomials with a fixed Newton polytope. We describe a recent result due to Blekherman, Smith, and Velasco, which produces an explicit characterization of the Newton polytopes for which all nonnegative polynomials are sums of squares (Theorem 2.1). In these cases, the minimum rank of a Gram matrix is known [6] . In this paper, we extend this analysis to determine the shortest sum-of-squares representations over varieties of almost minimal degree (Theorem 3.5).
The algebraic degree of optimization over a spectrahedron is a measure of the size of the field extension needed to write the point maximizing a linear function. These degrees were studied and computed for general spectrahedra in [14] and [25] . For Gram spectrahedra, these degrees are not well-understood. We discuss some small cases. The algebraic degree of optimization over Gram spectrahedra of ternary quartics was studied numerically in [27] . For Gram spectrahedra of binary sextics, this algebraic degree is small and we can write the optimal point in radicals. This involves using the classical theory of Kummer surfaces to write down an explicit formula for the dual surface to the boundary of the Gram spectrahedron.
The paper is organized as follows. In Section 1, we introduce basic definitions and properties of Gram spectrahedra, their relation to sum-of-squares representations, and requisite field extensions. Connections with toric varieties and the consequences of the results in [7] for nonnegative polynomials with a given Newton polytope are described in Section 2. Section 3 is devoted to the ranks of extremal matrices in Gram spectrahedra, with a special focus on those of minimum rank. An original result determines the shortest sum-of-squares representations of quadratic forms on varieties of almost minimal degree. Gram spectrahedra of binary forms and ternary quartics are explored in greater depth in Section 4. Section 5 describes a Hermitian analogue of the Gram spectrahedron that characterizes Hermitian sumof-squares representations. We conclude in Section 6 with a description of open questions connecting the sum-of-squares length of a specific family of polynomials to questions in topology and the computational complexity of the permanent.
Gram Matrices and Sums of Squares
In this section, we outline the Gram matrix method introduced in [10] . Given a real polynomial f ∈ R[x] in n variables x = (x 1 , . . . , x n ), the Newton polytope of f is the convex hull of all exponents of monomials occurring in f with nonzero coefficient and is denoted Newt(f ). We fix a polytope P ⊂ R n with vertices in Z n ≥0 and write R[x] 2P for the vector space of all polynomials f ∈ R[x] whose Newton polytope is contained in 2P . We write Σ 2P for the convex cone of all polynomials in R[x] 2P that are sums of squares. When P is the scaled simplex, d∆ n−1 = {α ∈ R n ≥0 : i α i = d}, we will write R[x] d∆ = R[x] d . The study of sums of squares via their Gram matrices and Newton polytopes was pioneered by Choi, Lam, and Reznick in [10] , who observed the following. Proposition 1.1 (see [10, Theorem 3.5 
r and assume for contradiction that Newt(f ) ⊂ 2P but Newt(p 1 ) P . We can further assume that Newt(p 1 ) has a vertex α that is not in P and is an extreme point of the convex hull Q of r i=1 Newt(p i ). Then the coefficient of x 2α in f must be 0 because 2α does not lie in 2P ⊃ Newt(f ). Since α is an extreme point of Q, there is a linear functional such that (α) = −1 and (β) > −1 for all extreme points β of Q. Therefore, (2α) = −2 and (β + β ) > −2 for any extreme points β, β of Q such that β = α or β = α. Since every extreme point of 2Q is the sum of two extreme points of Q, this means that the coefficient of x 2α is the sum of squares
We fix an order of the monomials in x 1 , . . . , x n , whose exponent vectors are lattice points in P , and write m P for the vector of these monomials in the fixed order. Let N be the length of this vector, i.e. the number of lattice points in P . Write Sym N for the vector space of real symmetric N × N matrices and Sym 
r , then by Proposition 1.1, Newt(p i ) ⊆ P for each i = 1, . . . , r. Let c i be the vector of coefficients of p i such that p i = c t i m P . Let C be the matrix whose j-th row is the vector c t j . Then A = C t C = i c i c t i is a positive semidefinite Gram matrix of f . Conversely, let A be a positive semidefinite Gram matrix of f of rank r. Then it follows from the principal axes theorem that there exists a factorization A = C t C, where C is an r × N matrix . This shows that
r , where the coefficient vector of p j is the j-th row of C. Proposition 1.2 is the basis for the computation of sum-of-squares decompositions using semidefinite programming (see for example [24, Ch. 10] ). The set of all matrices satisfying the conditions of Proposition 1.2 make up a spectrahedron. Definition 1.3. Fix a polytope P ⊂ R n with vertices in Z n ≥0 and let N be the number of lattice points in P . Let f ∈ R[x] 2P be a polynomial with Newt(f ) ⊆ 2P . (a) Every matrix A ∈ Sym N such that f = m t P Am P holds is called a Gram matrix of f . We write G(f ) for the affine-linear space of all Gram matrices of f . (b) The Gram spectrahedron G + (f ) of f is the intersection of the cone of positive semidefinite matrices with the affine-linear space of Gram matrices of f , i.e.
(c) The length of a sum-of-squares representation f = p
r is r, the number of summands. The length (or sum-of-squares length) of the polynomial f is the shortest length of any sum-of-squares representation of f . If f is not a sum of squares, its length is defined to be infinity. By Proposition 1.2, the length of a polynomial f is equal to the minimum rank of any matrix in G + (f ). Indeed, a matrix A ∈ G + (f ) of rank r gives rise to a representation of f of length r. Conversely, the proof shows that a representation of f as a sum of r squares leads to an explicit Gram matrix of rank at most r.
The sum-of-squares representation corresponding to a positive semidefinite Gram matrix of a polynomial is not unique but rather depends on the choice of a decomposition. The following lemma is helpful in stating this precisely. Lemma 1.4. Let N, r ≥ 0 and let B, C ∈ Mat r×N (R). Then B t B = C t C if and only if there exists an orthogonal r × r-matrix U such that C = U B.
Proof. Suppose that B t B = C t C. Let b 1 , . . . , b N and c 1 , . . . , c N be the column vectors of B and C (resp.) and let V B ⊂ R r and V C ⊂ R r be the column spans. By hypothesis, the columns of B and C have the same pairwise inner products
. . , N . This implies that there exists a linear isometry φ : V B → V C with φ(b i ) = c i for all i. Any extension of φ to R r yields the desired orthogonal matrix U . The converse is obvious.
We say that two sum-of-squares representations of the same polynomial are equivalent if they give the same Gram matrix. By the lemma above, two representations f = p Proof. The Gram spectrahedron G + (f ) is closed, as it is the intersection of two closed sets. Suppose G + (f ) was unbounded. Then there exists a positive semidefinite Gram matrix A n of f with norm n (in the Frobenius norm), for all sufficiently large n ∈ Z ≥0 . Thus the matrix 1 n A n is a positive semidefinite Gram matrix of 1 n f with norm 1. By compactness of the unit sphere in Sym N , the sequence (A n ) n has a convergent subsequence. The limit A of this subsequence is a positive semidefinite matrix representing the zero polynomial. But the only such matrix is the zero matrix, contradicting the fact that A has norm 1.
Part (b) follows from the general fact that linear maps preserve (relative) interiors of convex sets. For the sake of completeness, we include a proof of this statement. Let C ⊂ R m be a convex set with non-empty interior and let φ : R m → R n be a surjective linear map. Since φ is open, we have φ(int(C)) ⊂ int(φ(C)). Conversely, let x ∈ R n be a point with φ −1 (x) ∩ int(C) = ∅. By weak separation of convex sets, there exists a linear functional λ : R m → R with λ| φ −1 (x) = 0 and λ| int(C) > 0.
Since int(C) = ∅, this implies λ| C ≥ 0 and since λ is constant on the fibers of φ, it induces a functional λ : R n → R via λ (φ(y)) = λ(y) for y ∈ R m . Thus λ (x) = 0 and λ | φ(C) ≥ 0, so that x is not an interior point of φ(C).
Applying this general fact to the Gram map Sym N → R[x] 2P , A → m t P Am P , which maps Sym + N to the cone of sums of squares in R[x] 2P , we obtain (b).
From a computational point of view, it is also interesting to consider rational sum-of-squares representations of rational polynomials. 
r , where the polynomials p i ∈ Q[x] P , then the corresponding positive semidefinite Gram matrix of f has rational entries. Conversely, suppose A is a positive semidefinite Gram matrix of f . We will factor it more carefully than before: First, diagonalize A over Q as a quadratic form, i.e. find an invertible matrix U such that U t AU = D. Then D is a diagonal matrix with rational entries and with the same signature as A. The entries of D are nonnegative. By the theorem of Lagrange, we can write every diagonal entry of D as a sum of four squares, so we can write D = D 
Remark 1.7. We may wish to consider sum-of-squares representations of polynomials over other fields, like number fields. Lemma 1.4 holds over any ordered field, but Lemma 1.6 does not. This is because a field may admit more than one ordering, whereas the ordering of Q and R is unique. For example, the polynomial
, even though it possesses a positive semidefinite Gram matrix with entries in Q( √ 2) ⊂ R, because √ 2 is not a sum of squares in the field Q( √ 2). The correct generalization of Lemma 1.6 to any ordered field therefore must use a stronger notion of positivity for symmetric matrices (namely, positivity under any ordering of the field), see [23, Chapter VIII] or [30, Chapter 3] .
We may ask whether the condition in Lemma 1.6 holds for any polynomial f with rational coefficients. This holds if f ∈ Q[x] 2P lies in the interior of Σ 2P , since the Gram spectrahedron of f will be full dimensional in Sym N by Lemma 1.5(b) and Sym N (Q) is dense in Sym N (R). On the boundary of the cone of sums of squares, this is no longer the case. There are in fact rational polynomials that are sums of squares over R but not over Q. The existence of such polynomials was shown by Scheiderer, along with explicit examples, answering a question of Sturmfels that had been open for some time. As observed below, the example of Scheiderer is minimal, as any such an example must have degree at least 4 in at least 3 variables.
2P is a quadratic form, which has a uniquely determined Gram matrix with rational entries. So it is positive semidefinite if and only if f is a sum of squares of linear forms with rational coefficients.
is a nonnegative univariate polynomial, then f is a sum of squares of rational polynomials. If f is positive, it has a rational Gram matrix by the arguments above. If f has a zero z ∈ R, then the minimal polynomial p of z over Q must divide f to an even power because p ∈ Q[x] is separable (in particular, 
is positive semidefinite. Its Gram spectrahedron is a line segment that is the convex hull of two representations of f as a sum of two squares over the number field Q( √ −β) of degree 6, where the minimal polynomial of β over Q is t 3 − 4t − 1. The representations as sums of two squares over Q( √ −β) are given via the identity
by the two real embeddings of Q( √ −β). Scheiderer constructs this ternary quartic f as a product of four linear forms over Q(α), where α 4 − α + 1 = 0; namely
where α, α, ζ, ζ are the four roots of t 4 − t + 1, which come in complex conjugate pairs and the bar denotes complex conjugation. The minimal polynomial t 3 − 4t − 1 is the resolvent cubic of the quartic minimal polynomial of α. The factorization of f over C shows that f has two real zeros (αα : −α − α : 1) and (ζζ : −ζ − ζ : 1), which are singular points of the curve V(f ) ⊂ P 2 , and four complex singularities. More generally, Scheiderer shows that every ternary quartic f ∈ Q[x, y, z] that is a sum of squares over R but not over Q factors as f = 1 2 3 4 in C[x, y, z] and the absolute Galois group of Q acts as the full symmetric group or the alternating group on four letters on this set of four lines; see [36, Theorem 4.1] .
For an approach to this example using symbolic computations for linear matrix inequalities, see [16, Section 5.2] . The construction using products of linear forms can be generalized to higher degree and more variables, see [36, Theorem 2.6] . But this will always result in forms with zeros, leaving the following as an open problem. Such an example must lie in the interior of the cone of nonnegative polynomials and on the boundary of the cone Σ 2P of sums of squares by Lemma 1.5(b). There are explicit constructions of such polynomials in the literature, e.g. [4] and [33] , but it is not clear how to keep track of rationality.
Connections to Toric Geometry
The Gram matrix method for fixed Newton polytopes can be understood through toric geometry, see [7, Section 6 ]. An excellent reference for toric geometry is [12] .
We begin by listing the Newton polytopes for which every nonnegative polynomial is a sum of squares. This uses the classification of all projective varieties X ⊂ P N −1 such that every nonnegative quadratic form on X is a sum of squares in the homogeneous coordinate ring of X, carried out by Blekherman-Smith-Velasco in [7] . We translate their result into a statement purely about Newton polytopes (see also [7, Theorem 6.3] ), using toric geometry and the classification of varieties of minimal degree by del Pezzo and Bertini (see [13] for a modern presentation).
Theorem 2.1 ([7, Theorems 1.1 and 6.3]). Let P ⊂ R n be a lattice polytope and suppose that P ∩Z n generates Z n as a group. Further suppose that every nonnegative polynomial f ∈ R[x] 2P with Newton polytope 2P is a sum of squares. Then the lattice polytope P is, up to translation and an automorphism of the lattice, contained in one of the following polytopes.
(1) The m-dimensional standard simplex conv{0, e 1 , . . . , e m } ⊂ R m , where e 1 , . . . , e m is the standard basis of R m . (2) The Cayley polytope of m line segments [0,
where Q ⊂ R m is one of the preceding polytopes (1)- (3) and ∆ n−1 = conv{e 1 , . . . , e n } ⊂ R n .
Proof. Suppose the lattice polytope P ⊂ R n has dimension n, contains N lattice points, and P ∩ Z n generates Z n . List the lattice points of P as m 1 , . . . , m N . Then P defines an n-dimensional projective toric variety X P ⊂ P N −1 , which is the Zariski closure of the image of the map
2P is the restriction of a quadratic form to X P and the affine space of Gram matrices of f is the set of all quadratic forms in N variables whose restriction to X P give f . By [7, Theorem 1.1], every nonnegative quadratic form on X P is a sum of squares if and only if X P is a variety of minimal degree. By the classification of varieties of minimal degree [13] , the toric variety X P has to be projectively equivalent to one of the toric varieties given by the polytopes listed (1)- (4) . Note that rational normal scrolls correspond to the Cayley polytopes in case (2), the Veronese surface in P 5 corresponds to the scaled 2-simplex in case (3), and a cone over a smooth variety of minimal degree corresponds to the polytope in case (4) . Two toric varieties X P ⊂ P N −1 and X Q ⊂ P N −1 given by spanning lattice polytopes P, Q ⊂ R n are projectively equivalent if and only if the polytope P is obtained from Q via an affine-linear isomorphism of Z n , that is a composition of a translation and a lattice automorphism, which implies the claim. While this last fact is known to experts in toric geometry, we are unable to find a suitable reference, and a proof would take us too far outside the scope of this paper.
Example 2.2. Consider the polytope P = conv{(0, 0), (1, 0), (2, 1)}, which is the image of ∆ 2 under the lattice isomorphism that maps (1, 0) to (1, 0) and (0, 1) to (2, 1). Theorem 2.1 implies that every nonnegative polynomial with support in 2P = conv{(0, 0), (2, 0), (4, 2)} is a sum of squares, i.e. polynomials of the form
Indeed, assuming f = 1, it can be written as
Disc y (p) and p is nonnegative if and only if − Disc y (p) is a sum of two squares.
We have discussed all toric cases of varieties of minimal degree. There is one more case in the classification, that of quadratic hypersurfaces, which is intimately related to the S-procedure in the optimization literature.
Remark 2.3. Let X = V(Q) ⊂ P n be a quadratic hypersurface defined by a quadratic form Q ∈ R[x 0 , . . . , x n ] 2 . If a quadratic form f is nonnegative at all points x ∈ R n+1 with Q(x) = 0, then f is a sum of squares of linear forms modulo Q because X is a variety of minimal degree, see [7, Theorem 1.1] . In other words, there is a λ ∈ R such that f + λQ is a positive semidefinite matrix. In analogy with the toric case, we call the set {λ ∈ R : f + λQ is positive semidefinite} the Gram spectrahedron of f modulo Q. This Gram spectrahedron is a point if and only if f and Q have a common real zero in P n . If f is strictly positive on X(R), then the Gram spectrahedron modulo Q is a line segment. Its interior points are positive definite matrices and, for generic f , the two boundary points have rank n. So a generic quadratic form f , which is positive on X(R), has two representations as a sum of n squares of linear forms modulo Q and no shorter representations.
The hyperbolicity of the determinant of the symmetric matrix implies that, for generic positive f modulo Q, all n + 1 rank-n matrices representing f are real. This is the only case in which generic Gram spectrahedra are line segments. Proof. The spectrahedron G + (q) is the intersection of the affine space G + I 2 with the cone Sym + n+1 , where G is some Gram matrix of q and I 2 is the linear space of symmetric matrices representing quadratic forms that vanish identically on X. By arguments similar to the proof of Lemma 1.5, q has a positive definite Gram matrix, which we can take to be G. Then the dimension of G + (q) equals the dimension of I 2 , which is one if and only if X is a quadratic hypersurface.
We will now also give an interpretation of Gram spectrahedra in a toric setup.
Remark 2.5. Let P ⊂ R n be a lattice polytope whose vertices have nonnegative coordinates. We write X P for the Zariski closure of the image of the map
where N is the number of lattice points in P and m 1 , m 2 , . . . , m N are those lattice points in a fixed order. Note that this does not quite agree with the usual notation in toric geometry (for example in [12] ) since we do not assume the polytope P to be normal -the map m P might not be an embedding of the torus into X P . If P is normal, the projective variety X P defined above is isomorphic to the toric variety associated to P . For our purposes, it is enough to assume that all lattice points in 2P can be written as a sum of two lattice points in P . This property is called 2-normal. With this assumption, we can interpret the vector spaces R[x] P and R[x] 2P in terms of the homogeneous coordinate ring of X P . Similarly to the Veronese embedding, polynomials p ∈ R[x] P , whose Newton polytopes are contained in P , are in 1-1 correspondence with linear forms on X P . Polynomials f ∈ R[x] 2P can be represented by quadratic forms restricted to X P . In this case, a representing quadratic form is not uniquely determined. We will interpret the Gram spectrahedron of a polynomial f ∈ R[x] 2P in this setup.
The convex cone of symmetric matrices A ∈ Sym N that represent a positive multiple of f , i.e. m t P Am P = λf for some λ > 0 (and the 0 matrix), is the cone over the Gram spectrahedron G + (f ) of f , which we denote by G + (f ). We can identify a matrix in G + (f ) with a nonnegative quadratic form on P N −1 that restricts to f on X P (up to scaling), which means that it cuts out the divisor on X P , which is uniquely determined by f ∈ R[x] 2P . The linear span G(f ) of the cone G + (f ) is the set of all quadratic forms that either cut out the divisor on X P defined by f or vanish identically on X P , i.e. lie in the degree-2 part of the homogeneous ideal defining X P . Note that we are homogenizing, that is, we are going from G(f ) to P( G(f )). The hyperplane at infinity is the quadratic part of the vanishing ideal of X P and therefore independent of f ∈ R[x] 2P .
This point of view gives a natural interpretation of the boundary of the Gram spectrahedron. If f ∈ R[x] 2P is strictly positive, then the boundary of G + (f ) is the set of nonnegative extensions of f to P N −1 that have a real zero in P N −1 , which must necessarily be off the variety X P .
The assumption that allows us to interpret polynomials in R[x] 2P with quadratic forms on X P is satisfied for every lattice polytope P such that every nonnegative polynomial in R[x] 2P is a sum of squares. The main idea of the proof goes back to Motzkin's example of a nonnegative polynomial that is not a sum of squares and Reznick's generalizations in [32] . Proposition 2.6 (see also [7, Lemma 6.2] ). Let P ⊂ R n be a lattice polytope with vertices in Z n ≥0 and suppose that every nonnegative polynomial in R[x] 2P is a sum of squares. Then every lattice point in 2P is a sum of two lattice points in P , i.e. P is 2-normal.
Proof. Assume for contradiction that there is a lattice point β ∈ 2P that cannot be written as a sum of two lattice points in P . Choose affinely independent vertices α 0 , . . . , α n of 2P such that β = λ 0 α 0 + · · · + λ n α n is a convex combination of these vertices. By the weighted arithmetic-geometric mean inequality, the polynomial f = λ i x αi − x β is nonnegative. It cannot be a sum of squares because the coefficient of x β will be 0 in any sum of squares of polynomials whose Newton polytope is contained in P . This proves the claim.
Ranks on Gram Spectrahedra
As explained in Section 1, the length of a polynomial is the minimum number of squares needed to represent it. In the context of ring theory and quadratic forms, the maximal length of any sum of squares is often called the Pythagoras number (see for example [35, §4] ). In terms of Gram spectrahedra, the length of a polynomial is the minimum rank of any matrix in its Gram spectrahedron. One can use both general rank-constraints for spectrahedra and more specific methods for sums of squares to study the possible ranks of Gram matrices.
First, we will look at the ranks of extreme points of spectrahedra in general. Furthermore, if the affine-linear space L is generic, the rank r also satisfies
These two inequalities define an interval of possible ranks for the extreme points of a general spectrahedron, which is called the Pataki interval. The first inequality gives an upper bound on the rank r, whereas the second gives a lower bound. and the intersection U A ∩ L is 0-dimensional. The first inequality then follows from the dimension formula in linear algebra.
Proof.
For the second inequality, note that V r has codimension
Note that the smallest rank of a positive semidefinite Gram matrix of a polynomial f equals the smallest length of any sum of squares representation of f . 
where N is the number of lattice points in P and m is the dimension of the affine-linear space of Gram matrices of f .
Proof. Part (a) follows from the fact that the rank of a convex combination λA + (1 − λ)B of positive semidefinite matrices A and B is at least the minimum of the ranks of A and B. Part (b) follows from a dimension count: Let k be an integer that does not satisfy the Pataki inequality in the claim, then the codimension of the variety of symmetric matrices of rank at most k is larger than m, the dimension of the kernel of the Gram map. So the image of this variety under the Gram map has codimension at least 1. Therefore, a generic polynomial does not have a Gram matrix of rank at most k.
Remark 3.3. This Proposition 3.2 shows that the rank of all extreme points of the Gram spectrahedron of a general polynomial lies in the Pataki interval for the ranks of extreme points of general spectrahedra.
Recall that the spanning polytopes P for which every nonnegative polynomial in R[x] 2P is a sum of squares are classified, see Theorem 2.1. For varieties of minimal degree, Blekherman, Plaumann, Sinn, and Vinzant [6] determined the lowest rank of a positive semidefinite Gram matrix of a general positive quadratic form. Proof. Since every nonnegative polynomial in R[x] 2P is a sum of squares, every lattice point in 2P is a sum of two lattice points in P by Proposition 2.6. So we can interpret every polynomial whose Newton polytope is contained in 2P as a quadratic form on X P . Therefore, the projective variety X P is an n-dimensional variety of minimal degree by [7, Theorem 1.1] . So [6, Theorem 1.1] implies that every nonnegative quadratic form on X P is a sum of n+1 squares. The fact that this is the smallest rank in the Pataki interval for this setup follows from the dimension count in [6, Lemma 1.2], which also implies that n + 1 is the smallest rank of a positive semidefinite Gram matrix of a general polynomial.
In most other cases, the smallest rank of an extreme point of a general Gram spectrahedron is not known. Recently, Scheiderer showed that every ternary sextic that is a sum of squares is a sum of 4 squares, and every quartic in four variables that is a sum of squares is a sum of 5 squares [37, Theorems 4.1 and 4.2].
In both of these cases, the smallest rank of a positive semidefinite Gram matrix is the smallest rank in the Pataki intervals. We now prove a more general theorem that implies both of Scheiderer's cases and extends to arithmetically Cohen-Macaulay and linearly normal varieties of almost minimal degree, i.e. such that deg(X) = codim(X) + 2. The key invariant is the quadratic deficiency. A variety X ⊂ P n with quadratic deficiency (X) = 1 is either a hypersurface of degree at least 3 (which is not interesting in our context) or a linearly normal variety of almost minimal degree, see Zak [41, Proposition 5.10].
Theorem 3.5. Let X ⊂ P n be an irreducible non-degenerate real projective variety with Zariski-dense real points. If X is arithmetically Cohen-Macaulay and the quadratic deficiency (X) equals 1, then every sum of squares in R[X] 2 is a sum of dim(X) + 2 squares. This is the smallest rank in the Pataki interval.
Proof. Let m be the dimension of X and consider first the map
The differential of this map at ( 1 , . . . , m+1 ) takes m+1 linear forms (h 1 , . . . , h m+1 ) to 2 m+1 i=1 h i i . If 1 , . . . , m+1 do not have a common zero on X, the same dimension count as in [6, Lemma 1.2], using the fact that X is arithmetically CohenMacaulay, shows that the image of d φ m+1 at ( 1 , . . . , m+1 ) is a hyperplane in R[X] 2 . In fact, [7, Proposition 3.5] shows that the algebraic boundary of Σ X has two irreducible components, the discriminant D and the Zariski closure of the image of φ m+1 . We now show that the image of the map
is the cone of sums of squares in R[X] 2 . First, note that the differential of φ m+2 is surjective at ( 1 , 2 , . . . , m+2 ), whenever the linear functionals 1 , . . . , m+2 are linearly independent and do not have a common zero on X. Indeed, the space of all quadratic forms h 1 1 + · · · + h m+1 m+1 , where h 1 , . . . , h m+1 vary over all linear forms, is a hyperplane in R[X] 2 by the dimension count above; so adding 2 m+2
will give all of R[X] 2 . Let S = Σ X \ (im(φ m+1 ) ∪ D) be a subset of the cone of sums of squares, where we remove the sums of m + 1 squares and the discriminant. Then S is dense in Σ X and the subset im(φ m+2 ) ∩ S is open and closed in S. Therefore, im(φ m+2 ) ∩ S is a union of connected components of S. In fact, it is all of S: The set Σ X \ D is connected because D ∩ int(Σ X ) has codimension 2. So two connected components of S are separated by the hypersurface Z = im(φ m+1 ). In this case, there is a regular point s of this hypersurface in the interior of Σ X . In a small neighborhood of s, the complement of Z(R) in R[X] 2 has two connected components. Let H be the tangent hyperplane to Z at s. Since it meets the interior of Σ X , there are squares s 1 and s 2 in both half-spaces defined by H. So both connected components of the complement of Z(R) contain a sum of m + 2 squares, namely s + s 1 and s + s 2 for sufficiently small > 0. In conclusion, the set S is contained in the image of φ m+2 . By the density of S in Σ X and the fact that the map φ m+2 is closed, we conclude Σ X = im(φ m+2 ), proving the claim.
From this, we obtain the results of Scheiderer mentioned above.
Corollary 3.6 ([37, Theorem 4.1 and 4.2]).
(1) Every ternary sextic that is a sum of squares is a sum of 4 squares.
(2) Every quartic sum of squares in four variables is a sum of 5 squares.
Proof. A ternary sextic corresponds to a quadratic form in R[ν 3 (P 2 )], the coordinate ring of the cubic Veronese embedding of P 2 , which is arithmetically CohenMacaulay. The quadratic deficiency of ν 3 (P 2 ) is 1, so (1) follows from Theorem 3.5. A quartic in 4 variables corresponds to a quadratic form in R[ν 2 (P 3 )], the coordinate ring of the quadratic Veronese embedding of P 3 , which is again arithmetically Cohen-Macaulay with quadratic deficiency 1.
Remark 3.7. The two cases considered by Scheiderer in the above corollary correspond to toric varieties satisfying the conditions of Theorem 3.5. More generally, all such toric varieties have been classified. Namely, an embedded projective toric variety X P with normal lattice polytope P is of almost minimal degree if and only if it is a Gorenstein del Pezzo variety (see Brodmann-Schenzel [8, Theorem 6.2]). In terms of the polytope, it means that the polytope (n − 1)P corresponding to the anti-canonical divisor up to translation is reflexive (see [12, Theorem 8.3.4] ), i.e. P is Gorenstein of index (n−1). These polytopes (without the normality assumption) have been classified by Batyrev and Juny in [3] . In the two-dimensional case, there are 16 reflexive polytopes, also discussed in the book of Cox, Little, and Schenck [12, §8.3] . Disregarding pyramids, which correspond to algebraic cones, there are only 37 Gorenstein polytopes of index (n − 1) in total, and their dimension is at most 5 by [3] . We have verified that all of these 37 lattice polytopes except for P 1 in the notation of [3] are normal, using the Normaliz software package [9] .
Scheiderer also proves the following bound on the smallest rank of a positive semidefinite Gram matrix for ternary forms of degree at least 8. In analogy to real Waring rank, we discuss typical (sum of squares) lengths. Proof. Let r be a typical length and suppose that every sum of r + 1 squares can be written as a sum of r squares. We show that r is the maximal typical length. Indeed, every sum of r + k squares can be inductively shortened to a sum of r squares. This argument shows that the set of polynomials of length k is strictly contained in the set of polynomials of length k +1 for all k that are smaller than the maximal typical length. Now the claim follows from the preceding proposition.
The following statement follows directly from Proposition 3.2. Proposition 3.13. Let P ⊂ R n be an n-dimensional lattice polytope. The minimal typical length in R[x] 2P satisfies the Pataki inequalities from Proposition 3.1.
In general, it is difficult to determine the typical lengths for a given polytope. Even the case of simplices, corresponding to all forms of fixed degree, is open. Under the assumption that every nonnegative polynomial is a sum of squares, we can determine the minimal typical and maximal length, which happen to be equal.
Remark 3.14. If the projective variety X P is of minimal degree, there is only one typical length n + 1 by [6, Theorem 1.1]. If P is normal and the toric variety X P is of almost minimal degree (it is automatically arithmetically Cohen-Macaulay because it is toric [12, Theorem 9.2.9]), there is also only one typical length, namely n+2 (Theorem 3.5) because n+1 is not typical, see [7, Proposition 3.5] . In general, there can be several typical lengths. The first example is ternary forms of degree 8. It can be verified by symbolic computation that length 4 is typical. By Scheiderer's result [37, Theorem 3.6 ] (see Theorem 3.8), we know that the maximal length in this case is either 5 or 6. In any case, length 5 is also typical.
Coming back to the relation between sums of squares and general convexity results, we have seen several ways in which the convex geometry of Gram spectrahedra is similar to that of generic spectrahedra of the same matrix size and dimension, for example, in their Pataki intervals. There are, however, some ways in which Gram spectrahedra behave non-generically. As discussed in the next section, the algebraic degree of semidefinite programming over Gram spectrahedra seems to be lower than the generic degree. One reason for this special behavior is that the affine Gram spaces G(f ) for f ∈ R[x] 2P all share the same geometry at infinity. Proof. Over C, writing f as a sum of two squares f = p 2 + q 2 is the same as giving a factorization f = (p + iq)(p − iq). Therefore, a sum-of-two-squares representation yields a partition of the roots of f into two subsets of size d. Moreover, two equivalent representations as a sum of two squares yield the same partition. Indeed, any representation of f as a sum of two squares, which is equivalent to f = p 2 +q 2 = (p + iq)(p − iq), has the form
This equivalent representation gives the same partition of the roots of f into the roots of p + iq and p − iq. The number of such partitions is d . For such a partition to be real, complex conjugation must either fix both blocks of d roots or swap them. If both blocks are fixed, d must be even, and the number of such partitions is
2 ), where both g and h are positive. If the two blocks of the partition are swapped by conjugation, then each conjugate pair has one element in each block. The number of such partitions is 2 d−1 . These give an expression f = gg = (Re(g)) 2 + (Im(g)) 2 as a sum of two squares of real polynomials.
Ranks of the matrices in the convex hull of the 2 d−1 matrices of rank two are discussed at the end of Section 5. Extreme points on the Gram spectrahedron of rank greater than 2 are not well understood. For example, in high dimensions, no instance of one single spectrahedron with extreme points of all ranks in the Pataki interval is known. The Gram spectrahedron of a binary form seems like a good candidate to have this property. Questions 4.2. Does there exist a binary form whose Gram spectrahedron has extreme points of all ranks in the Pataki interval?
We will discuss the Gram spectrahedra of binary forms of low degree. Let f ∈ R[s, t] 2d be a binary form of degree 2d. If 2d = 2, the Gram spectrahedron is 0-dimensional. If f = a 2 s 2 + a 1 st + a 0 t 2 is nonnegative, then its Gram spectrahedron consists of the positive semidefinite matrix . The determinant of this matrix is the discriminant of f . If f has a zero, then f = 2 for the linear form vanishing at the root of f and its Gram matrix has rank 1. If f is strictly positive, then f is the sum of two squares and its Gram matrix has rank 2. This representation can be found by completing the square, and it is the unique way of writing f as a sum of squares up to orthogonal changes of coordinates.
If f is a positive binary form of degree 2d = 4, then G + (f ) is a line segment, which is the convex hull of the two decompositions of f as the sum of two squares, say f = p is equivalents to a sum of three squares, because the rank of a Gram matrix of f in the relative interior of the Gram spectrahedron is 3.
4.2.
Binary sextics and Kummer surfaces. The case of binary sextics has interesting connections to classical algebraic geometry. We fix the notation
for the coefficients of f . Then G + (f ) is the matrices in Sym
We homogenize the linear forms in the entries of this matrix with respect to a homogenizing variable w. Generically, the determinant of this matrix defines a quartic surface in P 3 , a Kummer surface; see [11, Section 41] . It has 16 singular points, which are nodes. Six of these nodes have homogeneous coordinates of the form (u 2 i : u i : 1 : 0), where u 1 , . . . , u 6 are the distinct complex roots of f (s, 1). These nodes correspond to matrices of rank 3. The remaining ten nodes give rank-2 matrices. These correspond to the 10 distinct representations of f as a sum of two squares over C, see Proposition 4.1 and [26, Section 5].
Kummer surfaces have several different descriptions and nice geometric properties, see [15, Chapter 6] . For example, the dual projective variety of a Kummer surface is again a Kummer surface. With our choice of coordinates, its equation is
which has the form F = W 2 F 2 + 2W F 1 + F 0 , where F 2 , F 1 , F 0 are polynomials in X, Y, Z. This equation was computed symbolically by exploiting the 16 6 configuration of the Kummer surfaces as follows. Each node of the dual Kummer surface defines a plane in the primal projective space, and each of these 16 planes contains six nodes of the primal Kummer surface. The plane {w = 0} contains the six nodes (u 2 i : u i : 1 : 0) given by the zeros of f . We find the remaining 15 nodes of the dual Kummer surface by taking every combination of 6 nodes that lie on a plane and computing its defining equation. Given the sixteen nodes of the dual Kummer surface, we find its equation by solving the linear system of equations in the coefficients imposing the condition that the surface is singular at the 16 nodes. We find this equation first in terms of the roots u 1 , . . . , u 6 of f and then express it in terms of a 0 , . . . , a 6 , which is possible because the expression is symmetric in the u i .
Both the primal and dual surfaces are real Kummer surfaces with four real nodes and one can write an explicit real linear transformation taking one to the other. The dual Kummer surface has a node at the point [0 : 0 : 0 : 1], corresponding to the hyperplane at infinity in the primal projective space. Any real linear transformatioň P 3 → P 3 taking the dual Kummer surface to the primal must map this node to one of the four real rank-2 Gram matrices of f . As discussed in Section 4.1, the four real rank-2 Gram matrices of f correspond to factorizations of f as a Hermitian square f = gg and thus to partitions of the roots u 1 , u 2 , u 3 , u 4 , u 5 , u 6 into two conjugate sets of three. The linear transformation from the dual to primal Kummer surface can be defined over the field extension of this split. For example, a transformation can be written symbolically in terms of the elementary symmetric polynomials of u 1 , u 2 , u 3 and u 4 , u 5 , u 6 . If the roots {u 1 , u 2 , u 3 } are conjugate to {u 4 , u 5 , u 6 }, then this transformation is real and takes the node [0 : 0 : 0 : 1] to the rank-2 Gram matrix of f corresponding to the representation of f as gg where g = (t − u 1 )(t − u 2 )(t − u 3 ). A symbolic expression for such a linear transformation in these coordinates is available online (http://www4.ncsu.edu/~clvinzan/misc/ KummerTransformation.m2).
One intriguing consequence of the existence of this real linear transformation is that the dual Kummer surface V (F ) also bounds a spectrahedron (namely the image of G + (f ) under the inverse of this map). However, this spectrahedron is not the convex body dual to G + (f ). The real points of the dual Kummer surface V R (F ) ⊂P 3 (R) can be written as the union of two semialgebraic subsets, each homeomorphic to a sphere and intersecting in the four real nodes. The inner sphere bounds a spectrahedron. The outer sphere overlaps with the Euclidean boundary of the convex dual of G + (f ). Specifically, this overlap consists of points inP 3 whose corresponding hyperplane in P 3 is tangent to G + (f ) at a matrix of rank 3. With the equation for F in hand, we can determine the algebraic degree of semidefinite programming introduced in [25] over the Gram spectrahedron of a binary sextic and symbolically find the optimal value function, see [34, Section 5.3] . This means that the optimality conditions for a general linear form over the Kummer surface will give two critical points of rank 3. A general linear form in the affine-linear space G(f ) gives the last three coordinates X, Y, Z on the dual projective space. The critical points are given by the two solutions in W of the equation of the dual Kummer surface for these fixed values of X, Y, Z. Specifically, given a cost vector c = (c 1 , c 2 , c 3 ) ∈ Q 3 , the rank-3 critical points (x, y, z) satisfy
One can use the KKT equations to solve for the two corresponding rank-3 matrices, using linear algebra, and thus write down these matrices over a quadratic field extension of Q. The optimal point on the Gram spectrahedron is either one of these two rank-3 matrices or one of the ten matrices of rank 2, which are all critical points of this optimization problem. 
In this case, the rank-3 matrices corresponding to these critical points are both positive semidefinite and actually maximize and minimize x − z over G + (f ). Each of the four real rank-2 matrices in G + (f ) gives a hyperplane forming part of the algebraic boundary of the dual convex body.
The dual Kummer surface V (F ) ⊂P 3 again bounds a spectrahedron that lies strictly inside the convex body dual to G + (f ). We can see this by performing a real change of coordinates that takes the original Kummer surface to V (F ). In this example, F equals the determinant of the matrix (2), up to a scalar multiple, on the affine chart X − Y /5 − Z + W = 1 taking
4.3. Ternary Quartics. The case of ternary quartics (n = 3, 2d = 4) has an interesting history, starting from Hilbert's famous theorem [17] that every nonnegative ternary quartic is a sum of three squares. In [28] , Powers and Reznick determined, via computational experiments, that a generic positive ternary quartic has 63 complex, 15 real, and 8 real positive semidefinite Gram matrices of rank 3. They later proved these counts, together with Scheiderer and Sottile, in [29] . The Gram spectrahedron G + (f ) of a positive ternary quartic f ∈ R[x, y, z] 4 is a six-dimensional spectrahedron in the 21-dimensional space Sym 6 . Thus any boundary point is a Gram matrix of rank at most 5, so that f is a sum of at most 5 squares. In fact, an intriguing result of Barvinok in [2] about compact spectrahedra of a particular codimension can be applied here to show that G + (f ) contains a Gram matrix of rank at most 4. However, the number 3 coming from Hilbert's theorem has not been obtained using methods from general convexity alone.
Gram spectrahedra of ternary quartics were also studied by Plaumann, Sturmfels, and Vinzant in [27, §6] . It is shown there that, for generic f , the eight vertices of G + (f ), i.e. the positive semidefinite Gram matrices of rank 3, can be divided into two groups of four such that the line segment between two vertices is contained in the boundary of G + (f ) if and only if the two vertices belong to the same group. These edges consist of Gram matrices of rank 5. This involves a detailed analysis of the combinatorial structure of the bitangent lines of the plane quartic curve defined by f , which can also be used to identify the vertices of G + (f ). The algebraic degree of semidefinite programming over the Gram spectrahedron of a general ternary quartic was also studied experimentally in [27] . The authors observed that the algebraic degree of the rank-5-locus seems to be 1 (while it is 32 for general spectrahedra of dimension 6 in Sym 6 (R)). In particular, this implies that a general rational ternary quartic possesses a rational Gram matrix of rank 5. We believe that the geometric explanation for this fact should be similar to what we observed in the case of Kummer surfaces above, but it seems harder to derive an explicit formula analogous to the equation of the dual Kummer surface that we found in terms of the coefficients of the binary sextic. Proof. First, let r be the real length of f . Fix a positive semidefinite Hermitian Gram matrix Q ∈ H + (f ) of f with minimum rank. Then (Q + Q)/2 belongs to G + (f ) and has rank at most 2 rank(Q). Therefore r ≤ 2 rank(Q), which gives that r/2 ≤ rank(Q) = min{rank(H + (f ))}. For the reverse inequality, take a representation f = p The rank (n + 1)/2 satisfies this inequality. Furthermore, for fixed n and sufficiently large N , the term (1 + n − 2r)N dominates the expression above, in which case (n + 1)/2 is the minimum rank in the Hermitian Pataki interval. One benefit of the Hermitian perspective is that the kernels of Hermitian matrices are complex linear spaces, rather than real. For the results below, it will be particularly useful to consider kernels of Hermitian Gram matrices coming from complex points, i.e. vectors of the form m P (x) for x ∈ C n . We can use this to understand some faces of Hermitian Gram spectrahedra. , then H + (h) is linearly isomorphic to a face of H + (f ). If g is square-free, this face consists of matrices whose kernel contains the vectors m P (x) for x ∈ V C (g).
Proof. By induction, it suffices to consider a square-free factor g. Without loss of generality, we can also assume that 2P equals the Newton polytope of f . Then 2P is the Minkowski sum of the polytopes 2 Newt(g) and Newt(h). Therefore, we can write Newt(h) as 2Q for some Q ⊂ R n with integer vertices. We see that P is the Minkowski sum Newt(g) + Q.
The polynomials {x α ·g : α ∈ Q} are contained in C[x] P . Thus there is a complex matrix U such that m t P U = g · m t Q . Let L be the linear space of matrices in Herm N whose kernels contain the vectors {m P (x) : x ∈ C n , g(x) = 0}. Then
For any matrix A ∈ H + (h), the matrix B = U AU * is positive semidefinite. Since m t P Bm P = g · m t Q Am Q · g = f , we conclude that B lies in H + (f ) ∩ L. Conversely, suppose that B belongs to H + (f ) ∩ L. Each entry of the vector m t P B vanishes on V C (g). The polynomials {g · x α : α ∈ Q} form a basis for the space of polynomials in C[x] P vanishing on the variety of g. Indeed, if q ∈ C[x] P vanishes on V C (g), then g divides q, since g is square-free. As Newt(q) is contained in P = Newt(g) + Q, we conclude that Newt(q/g) is contained in Q. Therefore, the linear space spanned by the entries of m t P B is contained in span{g · x α : α ∈ Q}. This implies that the column span of B is contained in the column span of U . We can then write B as U AU * for some positive semidefinite matrix A. Since B is a Gram matrix of f , A must be a Gram matrix of h.
has at most rank 6. To construct them, take the four representations of f as a Hermitian square, f = p 1 p 1 = p 2 p 2 = p 3 p 3 = p 4 p 4 , given by p 1 = g · (t − (a 5 + ib 5 )) · (t − (a 6 + ib 6 )) p 2 = g · (t − (a 5 + ib 5 )) · (t − (a 6 − ib 6 )) p 3 = g · (t − (a 5 − ib 5 )) · (t − (a 6 + ib 6 )) p 4 = g · (t − (a 5 − ib 5 )) · (t − (a 6 − ib 6 )), where g = 4 j=1 (t − (a j + ib j )). For k = 1, . . . , 4, let v k ∈ C 7 be the vector of coefficients of p k . Each v k v * k is a rank-one Hermitian Gram matrix of f , and the sum i=1 v k v * k , and thus has rank at most 6. This means that the convex hull of A 1 , A 2 , A 3 , A 4 is contained in the boundary of G + (f ).
Sums of squares on products of simplices
We end with a short discussion of bi-quadratic forms, which provide fascinating connections between sums of squares and questions in topology and complexity. Bi-quadratic forms correspond to polynomials with Newton polytope 2P where P is the product of two simplices ∆ r−1 × ∆ s−1 . A particularly interesting instance is f r,s = (x Expansion writes f r,s as a sum of r · s squares, but the sum-of-squares length of f r,s is often smaller than r · s and is not known in general. For example, f 2,2 = (x 1 y 1 −x 2 y 2 ) 2 +(x 2 y 1 +x 1 y 2 ) 2 . This comes from the multiplicativity of the complex norm: |x| · |y| = |x · y| where x = x 1 + ix 2 and y = y 1 + iy 2 .
In general, the length of f r,s depends on the existence of normed bilinear maps. Specifically, if f r,s is a sum of m squares p Conversely, a normed bilinear map p : R r × R s → R m gives a representation of f r,s as a sum of m squares. The existence of these maps is a classical problem in topology dating back to Hurwitz [19] ; see [39] for a survey of the long, rich history of these problems. Radon and Hurwitz [19, 31] characterized the existence of normed bilinear maps in the case r = m. The existence is understood for some other values of (r, s, m) (see e.g. [1] ), but is open in general.
A special case of interest is r = s. Let S(n) denote the length of f n,n . As for n = 2, multiplicativity of norms on the quaternions and octonions can be used to show that S(4) = 4 and S(8) = 8. Hurwitz proved that n < S(n) for n ∈ {1, 2, 4, 8}. One motivation for Hurwitz's study was to understand the value of S(16), which is still unknown. In [22] , it is shown that 29 ≤ S(16) ≤ 32. More generally, it is known that n ≤ S(n) ≤ (2 − o(1))n holds; see [20, 21] .
The polynomial f n,n is far from generic in the space of bi-quadratic forms. In [18] , the authors construct an explicit family of bi-quadratic polynomials with Newton polytope 2∆ n−1 × 2∆ n−1 whose length is at least n 2 /16. It would be interesting to understand the lengths of general bi-quadratic forms.
Questions 6.1. What is the range of typical lengths for sums of squares with Newton polytope ∆ n−1 × ∆ n−1 ? What is the generic length over C?
The lengths of bi-quadratic forms over C have applications in computational complexity. Hrubeš, Wigderson, and Yehudayoff describe how complex sum-ofsquares lengths provide lower bounds on the "non-commutative circuit size" of the n × n permanent [18] . Results like these demonstrate the wide ranging connections of sums of squares to other fields in mathematics and deserve further investigation.
