Introduction
In computational fluid dynamics (CFD), the accurate and efficient treatment of complex and/or moving boundaries is a primary issue in the development of an appropriate numerical scheme. Various numerical methods with different numerical accuracy and computational cost have been developed to address this issue. This study will focus on the coupling of the immersed boundary method (IBM) with the cascaded lattice Boltzmann method (CLBM).
There exist a few methods that establish the consistency of the lattice-Boltzmann method (LBM) with regard to the Navier-Stokes equations (NSE). The multiscale expansion of Chapman and Cowling [1] is widely used to validate the consistency of a LBM numerical scheme [2, 3] . More recently, Sone [4] and Junk et al. [5] presented an asymptotic analysis based on the Hilbert expansion, whereas, Asinari [6] used a procedure based on the Grad moment expansion [7] . The asymptotic analysis [5] shows that the evolution of some observable quantities of the LBM do not affect the asymptotic behavior of the method [8] . Therefore, the scattering operator can be chosen somehow arbitrarily as long as the required constraints are obeyed. Chen et al. [9] and Qian et al. [10] proposed the most common, single-relaxation-time (SRT) collision operator, which is based on the Bhatnagar-Gross-Krook (BGK) approximation [11] . d'Humières [12] heuristically presented a multiple-relaxation-time (MRT) operator based on the raw moment formulation of the distribution functions in order to enhance collisions. The collisions are performed in moment space, where each moment is allowed to relax towards its where e α : α = 0, 1, . . . , 8 is the discrete velocity set; f α (x, t) : α = 0, 1, . . . , 8 are the discrete particle distribution functions (PDF) at time t and position x; Ω α (x, t) : α = 0, 1, . . . , 8 is the discrete collision operator, and S α (x, t) : α = 0, 1, . . . , 8 are the discrete forcing terms. Collision is described as a cascaded process in which the higher order moments are influenced by the collision effects on the lower order moments. Using Geier's [17] notation, the collision operator takes the form Ω a = (K ·k) a , where K is the transformation matrix [18, 33] , andk =k a (x, t) : α = 0, 1, . . . , 8 are the moments of the distribution functions. Premnath et al. [33] incorporated the forcing terms in the central-moment collision operator and derived analytical expressions for the discrete forces and their moments. The general expression of the collision kernel without the integrated force terms is of the form } ,
u y (3k 3 +k 4 ), 
where ω α : α = 3, 4, . . . , 8 are the relaxation parameters for the different moments. A Chapman-Enskog multiscale analysis shows that the kinematic shear viscosity is determined by the relaxation parameters ω 4 and ω 5 . The constraint ω 4 = ω 5
occurs from the requirement of maintaining an isotropic stress tensor. Since the kinematic shear viscosity is a function of the speed of sound and the mean free flight time between two binary collisions, it is given by
where c s = 1/ √ 3 is the speed of sound for the D2Q9 model. The bulk viscosity is determined by the relaxation parameter ω 3 . Geier [17] , performed various numerical simulations in order to find consistent relaxation rates to match higher order moments to physical quantities. A stable numerical approach is to equilibrate higher-order moments, i.e. taking ω 6 = ω 7 = ω 8 = 1.
Finally, the hydrodynamic variables, fluid density and velocity, are obtained by taking the zeroth and first moments of the distributions as
Cheng's formulation of the discrete external force term
The discrete forcing term S α in Eq. (1) can have various expressions. Both the stability and the accuracy of a simulation rely upon the form of the external forcing term. Cheng and Li [35] proposed a term that does not modify the macroscopic velocity in Eq. (10) and can handle both space and time dependent forces:
We take A = 0 and B = F = (F x , F y ). Eqs. (11)- (12) are used in the iterative immersed boundary treatment as described in 2. Fig. 1 . Immersed boundary illustration using a set of Lagrangian points to represent the boundary and a set of Eulerian points defined by the intersection points of the mesh lines to represent the fluid domain.
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The immersed boundary method-basic formulation
Consider a closed curve E (t) immersed in a two-dimensional fluid domain Ω(t) as shown in Fig. 1 . For viscous incompressible flows, the governing equations of the immersed boundary formulation are formulated as
Eqs. (13)- (14) are the Eulerian Navier-Stokes equations with external forces g for the fluid domain Ω(t), whereas Eqs. (15)- (17) are the equations in Lagrangian formalism for the immersed boundary E (t). X L , U, G are the position of the IB in Lagrangian coordinates, the IB velocity and force density, respectively. x, u, g, ρ and p are the Cartesian coordinates, fluid velocity, external force density, density and pressure, respectively. δ is the delta function which can be expressed as a product of 1-Dimensional functions
, where d is the dimensionality of the problem and h is the grid spacing. In this study, the smoothed 4-point delta function [36] , φ * 4 (r), will be used for the force spreading in Eq. (15) and the Lagrange polynomials for the velocity interpolation, U l(X l ,t) , in Eq. (16) . This selection is based upon the observations of Zhang et al. [32] and Cheng et al. [37] . 
Coupling schemes
In this study, the iterative force correction IB scheme proposed by Zhang et al. [32] is coupled with the CLBM. A few iterative IB schemes exist in the literature [38, 39] scheme proposed by Inamuro [39] . However, these methods explicitly modify the velocity term in Eq. (10) . Therefore, the overall accuracy of the surrounding flow field rather deteriorates as the number of iterations in the IBM increases. Kang [38] reported a similar result. A different approach is used in the present work. Following Cheng and Li's approach [35] , the external forcing term in Eq. (1) is split into two parts: the effects on the current and the next time step, Eq. (11). Instead of using an implicit method, an iterative scheme is proposed to predict the forcing term at the next time step and no modification of the velocity term in Eq. (10) is necessary. Both the velocity and the density are corrected iteratively by directly incorporating the forcing term at the next time step in the PDFs. For the analytical derivation of this scheme the reader should refer to [32, 35] . The proposed scheme is compared with the MDF-CLBM scheme. The developments made by Premnath et al. [33] on the collision operator along with the multi-direct-forcing IBM [38] are used for the latter. Fig. 2 shows the computational algorithm for the iterative force correction IB algorithm of Zhang et al. [32] used in this work.
Multi-domain algorithm
In order to increase the solution accuracy around the area of interest, whilst maintaining a non-prohibitive computational cost, a grid refinement technique is employed in this study. There exist two major grid refinement approaches in the LBM. In the first one, the flow variables are represented using a volumetric cell-centered method [41] [42] [43] , while in the second, a point-wise, cell-vertex approach is used [44, 45] . Filippova and Hanel [44] used an adjustment of the non-equilibrium distributions based on the different relaxation times of each grid level in order to transfer information between grids with different resolution, whilst keeping an equal Reynolds number in all grids. Lagrava et al. [46] proposed a method of the same principle, where a filtering operation was employed when transferring information from fine to coarse grids, where the fine grid scales that cannot be resolved by the coarse grid are removed. In this work, the latter approach is considered. We only present the computational procedure and some differences with respect to the original implementation. For more details, the reader should refer to [46] . The overlapping between a fine and a coarse grid is illustrated in Fig. 3a . The interface between two grids is two coarse grid spacings in order to allow for a smoother information exchange at unsteady flows. Fig. 3b shows a typical grid around the leading edge of a NACA 0012 airfoil with δx = 1/c and c = 400 lu (lattice units) where c is the chord of the foil. The computational multi-domain algorithm is described below. This algorithm describes the coupling between two grid resolution levels. If more resolution levels exist, a recursive algorithm based on the same principle of information exchange should be used. In this study, the computational domain is described with nine levels of refinement. A symmetric, cubic spline fitting is used for the spatial interpolation in steps 5 and 8 in order to eliminate any spatial asymmetries.
The tridiagonal systems of equations are solved using the Thomas algorithm under the restrictions of nodal continuity of the function f (x) and its first and second derivatives, as well as zero second derivative f ′′ (x) at the end nodes. The reader should refer to Tölke and Krafczyk [47] for a different approach. In step 11, we follow the filtering process proposed by Pellerin et al. [48] , where both the equilibrium and nominal distributions are filtered using the values at the nine neighboring grid points.f
where the overbar denotes the filtered quantity. In this implementation, only the non-equilibrium part of the distributions that is proportional to the gradient of the velocity needs to be rescaled. Therefore, the scaling of the distributions in steps 6, 9 and 11 is described as
What also differs from the work of Lagrava [46] is the equilibrium distribution function f eq . Choosing the nominal moment basis and the orthogonalized matrix K [33] , the equilibrium distribution contains higher order velocity terms as compared to the standard LBM [6] .
Domain boundary conditions
A square computational domain 100c × 100c, where c is the characteristic length of the immersed body, is used in this study. The immersed body is located at the center of the domain. At the inlet, all particle distributions are reconstructed, following the regularization procedure of Latt and Chopard [49] .
where the tensors Q α and Π 
. I is the identity matrix. The unknown populations in the tensor Π (neq) are computed by using the bounce back of off-equilibrium parts rule f
opp(α) [50] . At the outlet, an extrapolation in space and time is applied for the missing distributions. Assuming only waves normal to the boundary [19] , the missing distributions are computed as
Slip boundary conditions are used for the top and bottom sides of the domain. Following the work of Xu and Sagaut [51] , absorbing layers are used in all domain boundaries, in order to damp and minimize the reflection of the acoustic waves. The right hand side of Eq. (1) needs to be modified according to
where
with χ = σ (x) being the strength of the absorbing layer, Fig. 4b . The superscript f denotes the farfield values of the velocity and density, whereas the superscript * denotes the parametrized density ρ * [31] . m = n = 1/2 as in [51] .
Computational results
Numerical test of overall accuracy
Lattice Boltzmann methods are second-order accurate in time and space. However, since the interpolation steps in the immersed boundary method are only first order accurate in space, the effect on the global accuracy of the solution must be investigated. To evaluate the accuracy of the proposed IDF-CLBM coupling scheme, the two-dimensional unsteady and fully periodic Taylor-Green vortex flow in a square box is investigated. The analytical solutions for the velocity and pressure are of the form:
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where U 0 is the initial velocity, k x = k y = 2π /L are the wave vector k components and 
where the summation is over the total number of grid nodes N and the superscripts, a and c, refer to the analytical and computational values respectively. The velocity magnitude and vector plots at t * = 1 are shown in Fig. 5a . The global L 2 -error versus the number of grid points along the cylinder is presented in Fig. 5b .
) /ln(r) and a constant grid refinement ratio r = 2, the apparent order of convergence is p = introduce similar numerical velocity slip at the fluid nodes near the boundary and improves the local accuracy of the method. The reader should refer to Geller et al. [52] for an interesting discussion on the computational efficiency and accuracy of the LBM. The computed velocities of both the CLBM and the IDF-CLBM at three non-dimensional times are plotted in Fig. 6 . Good agreement between the computed and the analytical values is observed.
Flow over a circular cylinder
The first validation example is the simulation of flows past a circular cylinder. In this extensively studied, both numerically and experimentally, problem, the flow behavior changes according to the Reynolds number, which is defined as Re = u ∞ D/ν. D is the diameter of the cylinder, u ∞ is the freestream velocity and ν is the kinematic viscosity. In order to avoid the transition range, Re = 150−300, of the flow to 3D [53, 54] , Re = 20, 40, 100 and 150 are examined. In the present method, the external forces can be computed directly from the boundary forces obtained from the IDF scheme. For the lift force, the spanwise component F l,y , of the boundary force is used
whereas the streamwise component F l,x of the boundary force is used for the computation of the drag force.
The summation is performed over all Lagrangian points. s l is the discretization length of the immersed surface and should be equal for all points l. Unless otherwise specified, the forcing point is uniformly distributed with s l = 1.0. Using
Eqs. (31)- (32), the lift and drag coefficients are defined as
The initial density is taken as ρ = 1.0. At Re = 20 and Re = 40 the freestream velocity is set to U ∞ = 0.1 and to U ∞ = 0.04 at Re = 100 and Re = 150 respectively. The computational domain is 50D × 50D with nine levels of grid refinement. The region around the cylinder is 4D × 2D with a uniform mesh of 405 × 205 grid points.
Steady flow over a circular cylinder
For Re = 20 and 40, a development of two symmetric, stationary recirculating eddies is observed behind the cylinder. The wake length L w or, recirculation length, is defined as L w = 2L/D where, L is the distance from the rearmost point of the cylinder to the end of the wake, as shown in Fig. 7 . The separation angle θ s is defined as the angle between the rearmost point of the cylinder and the point s on the cylinder surface where the shear stress is zero. The drag coefficient C d , the wake length L w and the separation angle θ s are compared with other numerical and experimental results [30, [55] [56] [57] [58] in Table 1 . The physical vorticity ω, around the surface of the cylinder at Re = 20 and Re = 40 is compared with the results of Fornberg [56] and Dennis [55] in Fig. 8 . All dimensionless quantities in the LBM can be converted into physical quantities as χ = χC χ , where C χ is a conversion factor and χ is the dimensionless quantity. Therefore, ω can be computed as
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where C ω , C t and C L are the conversion factors for the vorticity, the time and the characteristic length of the physical problem respectively.
Computational efficiency and iteration convergence rate
The relative computational effort of the bulk flow (CLBM), the immersed boundary method and the main steps in the IBM are presented in Table 2 , based on two runs on each of three different architectures. In all cases the relative efforts are the same. The computational grid consists of 10 6 points and the immersed body is discretized using 312 points. N = 20 iterations are used in both immersed boundary methods. The two additional steps in the IDF scheme increase its computational cost The average boundary error E IB is computed using Eq. (30) , where the summation is taken over all Lagrangian points. Table 3 Comparison of lift coefficient, drag coefficients and Strouhal number for unsteady flow over a circular cylinder at Re = 100. over the MDF scheme by 32.8%. However, since both steps have an influence range close to the boundary and are not related to the number of IB points, the computational cost would not increase if a finer representation of the boundary was selected. The overall computational overhead of the IDF-CLBM over the MDF-CLBM is limited to 2.1%. As a final remark, increasing the number of iterations in the IFD scheme from N = 1 to N = 20 leads to a 6.4% increase in the overall computational cost.
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However, as shown in Fig. 9 , that increase in N significantly reduces the boundary error by an order of magnitude. It should be noted that the errors shown in Fig. 9 are case specific and are not representative of all the cases presented in this study.
Unsteady flow over a circular cylinder
For Re = 100 and 150, vortices are shed from the body. The Strouhal number is defined as
where f d is the shedding frequency. Tables 3 and 4 present average drag coefficients, minimum and maximum values of lift coefficients and Strouhal numbers. The results are compared with other numerical schemes and experiments [30, 38, [59] [60] [61] [62] . Both methods are in good agreement with the literature. Fig. 10 shows the time evolution of the lift and drag coefficients for the IDF-CLBM and the MDF-CLBM. The MDF-CMLB computed a slightly lower drag coefficient than the IDF-CLBM. The relative time t * is defined as t * = t n U ∞ /D, where t n is the current timestep.
At Re = 150, the IDF-CLBM drag coefficient has a better agreement with the body-fitted method of Liu et al. [61] with a relative error <1%. Overall, the no-slip boundary condition on the immersed surface is well satisfied and a momentum exchange between the interior and the exterior to the boundary fluid domains, that would increase the computed force is minimized.
The time averaged physical vorticity ω * , around the surface of the cylinder at Re = 100 is compared with the results of Fornberg [56] and Dennis and Chang [55] in Fig. 11 . The present IDF-CLMB agrees well with the body-fitted method of Fornberg [56] and the finite difference solver of Dennis and Chang [55] . 
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Flow over a NACA-0012 airfoil
The flow around a NACA-0012 airfoil is investigated in this section. Because of the streamlined shape of the airfoil, a body-fitted method would be a usual approach in order to get high accuracy in the aerodynamic coefficients. This issue is addressed by further refining the region around the airfoil, while maintaining a uniform Cartesian grid. The computational domain is 100c ×100c [63] , where c = 400δx is the chord of the airfoil and δx = 1.0 is the uniform grid spacing. Ten levels of grid refinement are used in order to ensure that the boundaries will not deteriorate the accuracy of the solution. The region around the airfoil is 1.5c × 0.5c with a uniform mesh of 605 × 205 grid points.
Four different test cases are studied for the flow around the NACA-0012 airfoil as shown in Table 5 . Similar to the flow around the circular cylinder, the density is initialized with ρ = 1.0. In Table 5 , N iter is the number of iteration in the IDF scheme. 
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Steady flow over a NACA-0012 airfoil
The first test case studies the steady flow around the NACA-0012 airfoil at Re = 500 at AoA = 0
• . The time averaged pressure coefficient can be computed as
where p ∞ is the freestream pressure. The pressure p(X l ) on the surface of the airfoil can be interpolated from the surrounding fluid nodes. In the present study, only the exterior to the boundary fluid nodes is used in the interpolation. The distribution of the pressure coefficient along the surface of the airfoil and the pressure contours along with the streamlines are presented in Fig. 12 . The results are in very good agreement with the implicit velocity correction-based method of Wu and Shu [30] . The boundary layer thickness δ, as well as the displacement thickness δ 1 and the momentum thickness δ 2 , are also computed and compared with the Blasius solution for a flat plate at the same Re, as shown in Fig. 14 . The boundary layer thickness δ is computed using the vorticity decay criterion. As shown in Fig. 15 , the vorticity ω outside the edge of the boundary layer (red line) is negligible and the flow is almost irrotational with ∇ × u = 0. The computational procedure used in the present study is as follows. First, the vorticity is interpolated on the wall normal directions n l for each Lagrangian marker l on the immersed body. The maximum value of the vorticity (ω) n l for each n l is stored. Finally, δ is defined as the distance from the wall where ω n l has decayed to a small fraction of the maximum vorticity (ω) n l near the wall
where ϵ = 0.02 is chosen based on the flat plate correlation. Knowing δ, the displacement thickness δ 1 and the momentum thickness δ 2 are computed as
where u n l and U n l ,δ are the tangential components of the computed velocity and the outer velocity on the normal to the wall directions n l . Fig. 14a shows that the accelerated flow from the leading edge leads in a thinner boundary layer than the flat plate. However, at about 90% of the chord, the boundary layer has fully recovered its thickness due to the adverse pressure gradient. In Fig. 14b , a similar behavior is observed for the momentum thickness, δ 2 . The displacement thickness recovers at approximately 55% of the chord length. 
Unsteady flow over a NACA-0012 airfoil
At Re = 1000 and AoA = 10
• , the computed Strouhal number is 0.861, which compares well with the value of 0.862 reported by Mittal and Tezduyar [63] and the value of 0.86 reported by Johnson and Tezduyar [65] . Fig. 16a , shows the time evolution of the lift and drag coefficients. The time averaged, over the last four periods, lift coefficient is compared with the reported values in [63] and [65] as shown in Fig. 16b . Our results agree well with the ones reported in [65] . Mittal and Tezduyar [63] reported a 2% higher value of the lift coefficient. Fig. 17 shows the boundary layer thickness around the NACA-0012 airfoil. The time averaged vorticity over ten oscillation periods is used.
At Re = 5000 and AoA = 10
• , the presence of stronger vortices on the surface of the airfoil result in higher average values of the aerodynamic coefficients. Fig. 18a shows the time evolution of the lift and drag coefficients. In order to accurately capture the flow characteristics, a lattice freestream velocity U ∞ = 0.02 is used. The magnitudes of the temporarily fluctuating components of the aerodynamic coefficients are also higher for Re = 5000. The lift coefficient computed with the IDF-CLBM agrees well with the one reported in [63] , as shown in Fig. 18b . At both Re = 1000 and Re = 5000, the magnitude of oscillation of the lift coefficient reported in [63] is slightly lower than the one computed with IDF-CLBM. surfaces of the airfoil generates an upwards moving wake with counter-rotating vortices. A similar conclusion is reported in [63] . The computed Strouhal number, based on the dominant frequency is 0.681 which agrees well with the value of 0.685 of Mittal and Tezduyar [63] .
At Re = 10 5 and AoA = 10
• , a direct comparison with other numerical simulations is not feasible. The freestream lattice velocity is set to U ∞ = 0.01 and the chord of the airfoil at c = 800δx with δx = 1.0. Fig. 19 shows the time histories of the aerodynamic coefficients acting on the airfoil. Table 6 summarizes some statistical characteristics of the time evolution of the lift and drag coefficients. The results are compared with the ones reported in Mittal and Tezduyar [63] and good agreement is observed on the drag coefficient. However, differences are observed in the lift coefficient. Although the mean and maximum values are closely related, a divergence is observed in the standard deviation and the minimum value. The quantile-quantile (Q-Q) plots in Fig. 21 compare the data of the lift and drag coefficients obtained with the IDF-CLBM with the data reported in Mittal and Tezduyar [63] . Good statistical proximity is observed for the drag coefficient with a 5% average divergence between the two data sets. However, as seen in Fig. 21a , below the mean value, the data range for the lift coefficient significantly diverges.
According to Mittal and Tezduyar [63] , flows at such high Reynolds numbers are considered turbulent in nature. It should be noted that Case 4 could be considered as a limit to the current IDF immersed boundary algorithm. Although the no-slip boundary condition is still satisfied, the effect of the force spreading operation in the immersed boundary scheme and the first order of accuracy of the Dirac delta function distorts the accuracy of the solution around the immersed boundary. This leads to discontinuities of the velocity gradient on the boundary and decreases the order of accuracy of the solution. This can also be verified by the over-predicted values of the lift coefficient in Fig. 21a . This is a known issue of all immersed boundary treatments and further developments are necessary. As a final remark, the instantaneous vorticity at t * = 0.433, 0.436, 0.438, 0.44, 0.442, 0.444 is shown in Fig. 22 . It can be observed that separation of the flow on the upper surface of the airfoil occurs very close to the leading edge.
Case 4, demonstrates the robustness of our numerical scheme at high Reynolds number flows. In contrast to the previous cases, an unsteady motion of the internal fluid is observed at Re = 10 5 , as shown in Fig. 22 . The time derivative of the linear momentum of the internal fluid results in an internal force F int given by:
The effect of the internal forces is more significant in moving boundary applications. However, in highly unsteady flow cases, compensating the internal forces in the computation of the aerodynamic forces should be further investigated.
Conclusions
A novel coupling between the CLBM and the IBM has been presented. To ensure stability and numerical accuracy, the central moment formulation of the LBM [17, 18] correction IBM recently proposed by Zhang et al. [32] , has been coupled with the CLBM. The numerical accuracy of the boundary treatment has been enhanced by incorporating the effects of both the current and next time step in the discrete external forcing term. The proposed coupling scheme is found to be computationally efficient and geometrically flexible, indicating that the extension to moving boundaries may be tractable. The robustness and numerical accuracy of the proposed scheme is demonstrated by studies of steady and unsteady flows around a circular cylinder and a NACA-0012 airfoil over a range of Reynolds numbers. The IDF is also compared with an established multi direct forcing IBM [38] .
The study of the flow around a circular cylinder indicates that both the IDF and the MDF schemes are in good agreement with other numerical and experimental results in the literature. At Reynolds number of 100 and 150 (the limits for 2D flow), the results obtained with the present method are in better agreement with the results reported by Liu et al. [61] , using a body-fitted NSE solver, than those from other IBM schemes presented in the literature. Four test cases are investigated for the flow around a NACA-0012 airfoil. At a low Reynolds of 500, the computed pressure coefficient and the boundary layer velocity profiles are in very good agreement with other numerical methods. The computed boundary layer thickness, Fig. 14 , is identical to the analytical Blasius solution for a flat plate up to the point of maximum curvature on the airfoil surface. Beyond that point, as expected, the pressure gradient adversely affects the thickness of the boundary layer. The aerodynamic coefficients for the moderate Reynolds number cases (1000 and 5000) are accurately captured by the present scheme. The robustness of our scheme is demonstrated using a Reynolds number of 100 000. A statistical analysis of the time dependent solution indicates that the IDF-CLBM accurately reproduces the unsteady lift and drag behavior reported by Mittal and Tezduyar [63] .
The present IDF-CLBM scheme has been shown to compute the aerodynamic coefficients and flow characteristics in the vicinity of an immersed body. In the majority of the cases, the present results compare well with body-fitted methods. E 
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However, as the Reynolds number increases and the kinematic viscosity decreases, the effect of the use of the Dirac delta function in the force spreading operation (which is only first-order accurate) effectively decreases the numerical accuracy, giving rise to artificial numerical errors and leading to discontinuities in the velocity gradient at the boundary. This numerical dissipation cannot be resolved by further refining the computational grid, indicating that further developments of the method are necessary. Finally, the effect of the fluid forces inside the immersed boundary need further investigation.
