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Re´sume´ : Ce travail propose un nouveau mode`le de sys-
te`me de recherche d’information applicable aux moteurs de re-
cherche spe´cialise´s pour des syste`mes hypertexte analogues a`
un site Web. Ce mode`le s’appuie sur un index a` deux niveaux
et un langage de requeˆte a` deux niveaux. Le premier niveau
de l’index concerne l’information contenue dans chaque page.
Le deuxie`me niveau de l’index n’est pas borne´ a` l’information
contenue dans une page; le voisinage se´mantique de la page est
aussi conside´re´. Ces deux niveaux sont de´pendants; les e´le´ments
du deuxie`me niveau fournissent une notion de contexte se´man-
tique aux e´le´ments du premier niveau, i.e., les pages HTML.
Graˆce a` cette notion de contexte, la fonction de ranking e´value
plus pre´cisement la pertinence des pages par rapport a` une re-
queˆte pose´e. D’autre part, le mode`le inte`gre a` son langage de
requeˆte le nouvel ope´rateur context:. Cette ope´rateur permet a`
l’utilisateur de mieux exprimer son besoin d’information sous
forme d’une requeˆte.
Mots clefs :Exploitationde la structure d’un hypertexte,
structuration de l’information pour aider la recherche,
clusterisation, categorisation de textes.
Abstract : This work proposes a method of searching for
information in hypertext systems representing WWW sites. The
method is based on the creation of a 2-level index. The first
level of the index is related to information located only inside
the nodes. The second level of the index relates to information
which is not restricted to one node but encompasses a set of re-
lated nodes. The second level is based on the context hierarchy
which is a hierarchical organization of the main themes dealt
with by the information contained in the site and gives a notion
of context to the pages. This notion permits a new operator na-
med context: to be added to the query language allowing the user
to better express his information need.
Keywords :Exploiting Hyperlink Structure, Structuring
Information to Aid Search, Text Clustering, Text Catego-
rization
1 Introduction
L’une des principales raisons pour la faible efficacite´
des moteurs de recherche actuels est lie´e a` l’absence de
contexte dans l’informationcontenue dans les pages HTML.
La polyse´mie des termes conduit a` une indexation de “mau-
vaise qualite´”. La de´tection automatique du contexte d’un
texte est un proble`me e´tudie´ depuis de nombreuses anne´es
par des coope´rations entre chercheurs en linguistiqueet en
informatique [Sci99]. Dans un syste`me hypertexte le pro-
ble`me est encore plus difficile a` re´soudre dans la mesure
ou` le contexte du texte d’une page peut ne pas se trouver
dans le texte de la page meˆme mais dans le texte de pages
avoisinantes re´lie´es ou non par des hyperliens. En effet,
lorsque l’auteur d’un site de´finit le graphe repre´sentant les
pages et les liens entre les pages, il suppose, consciem-
ment ou non, qu’au moment ou` le lecteur acce`de a` une
page, il a de´ja` parcouru ante´rieurement un certain nombre
d’autres pages qui lui auraient donne´ l’information ne´-
cessaire, le pre´requis, pour comprendre la page actuelle.
Autrement dit, le comple´ment et/ou surtout le contexte
de l’information contenue dans une page se situe(nt) tre`s
souvent dans le contenu d’autres pages [Dyr98][MT99].
Connaıˆtre le contexte d’une information est fondamental
pour le processus de compre´hension, que cela concerne
un eˆtre humain ou une machine. En effet, de nombreux
chercheurs dans le domaine proˆnent que l’hypertexte doit
eˆtre considere´ comme e´tant un nouveau genre linguistique
dont les particularite´s devraient eˆtre prises en compte lors
du de´veloppement de syste`mes manipulant de l’informa-
tion code´e sous ce format. Le mode`le de comportement
linguistique dans le Web semble relever d’une re`gle de
re´daction tre`s simple : ”communication maximale avec ef-
fort minimal” [Ami97]. Si cette re`gle est respecte´e consciem-
ment ou inconsciement par les auteurs des pages, c’est
l’une des raisons (peut eˆtre meˆme la principale) pour la-
TICE2000 1
quelle l’information d’une page est si souvent incomple`te.
Les me´thodes d’indexation utilise´es par les moteurs de
recherche actuels ge´ne`rent des index plats pour les pages.
L’index d’une page est basiquement compose´ d’un en-
semble de termes sans relations entre eux, i.e., tous les
termes sont a` un meˆme niveau1. En outre, l’index d’une
page est construit a` partir uniquement du contenu de la
page. En conse´quence de ces deux faits, la notion de contexte
de l’informationd’une page n’existe pas dans ce type d’in-
dex.
La de´couverte du contexte des pages constitue le coeur
de notre mode`le. Avec la prise en compte du contexte des
pages, l’indexation est de meilleure qualite´ et, par conse´-
quent, il en re´sulte une fonction de ranking plus efficiente
classant en meilleures positions les re´ponses les plus perti-
nentes. Un mode`le d’index base´ sur deux niveaux d’infor-
mation (niveau de sujet et niveau de contexte) est propose´
pour l’indexation des pages. Du coˆte´ utilisateur, le mode`le
se base sur les meˆmes deux niveaux, i.e., sujet et contexte.
L’ajout du niveau de contexte se traduit par l’addition de
l’ope´rateur “context:” au langage de requeˆte propose´ par
le mode`le.
Dans ce qui suit, nous expliquons notre proposition de
mode`le d’indexation et de recherche pour un site Web.
L’article est organise´ de la fac¸on suivante. La section 2
pre´sente brie`vement quelques travaux lie´s a` notre proble´-
matique et les compare avec notre proposition. La section
3 de´crit l’indexation des pages base´e sur les deux niveaux
cite´s plus haut. Dans la section 4 nous de´crivons la fonc-
tion de ranking 2 adapte´e a` l’index a` deux niveaux. Nous
terminons avec quelques conclusions et des perspectives
pour des travaux futurs.
2 ´Etat de l’art
Dans cette section, nous passons en revue quelques tra-
vaux lie´s avec le noˆtre selon trois points de vue diffe´rents :
le type de fonctionnalite´ mise en place a` l’aide de tech-
niques de clusterisation; l’hypothe`se qu’une page HTML
ne doit pas eˆtre syste´matiquement conside´re´e comme un
document a` part entie`re au regard des moteurs de recherche
et l’usage de la structure d’un hypertexte par les moteurs
1. D’ou` la de´nomination index plat.
2. Aussi appele´e fonction de classement ou de matching. Elle e´value
la similarite´ entre un document et une requeˆte en termes de proximite´ se´-
mantique. Selon le mode`le de matching adopte´ l’e´valuation correspond
soit a` une mesure binaire, 0 ou 1, soit a` une mesure de valeur se situant
dans l’intervalle [0..1].
de recherche dans le but de mieux indexer/re´cupe´rer de
l’information pertinente.
2.1 Techniques de clusterisation dans les
syste`mes de recherche d’information
Les techniques de clusterisation sont largement utili-
se´es dans le but de fournir des fonctionnalite´s supple´men-
taires aux SRIs pour ame´liorer leur efficacite´. Par exemple,
la clusterisation est utilise´e pour aider les utilisateurs a` vi-
sualiser les re´ponses d’un SRI. En effet, de nombreux mo-
teurs de recherche regroupent les pages par site d’origine.
Bien que simple, cette technique est tre`s utile aux utili-
sateurs. Alternativement, de telles techniques sont utilise´s
aussi pour la navigation et le filtrage des re´sultats. Le mo-
teur de recherche Northern Light (www.northernlight.com)
est un exemple de SRI qui aide l’utilisateur a` filtrer les re´-
sultats en les clusterisant par the`mes. Apre`s avoir teste´ un
peu ce moteur de recherche il nous semble que la clusteri-
sation est faite avant la recherche. Par conse´quent les clus-
ters sont de´finis inde´pendamment de la requeˆte de l’utili-
sateur. Ce qui de´pend de la requeˆte de l’utilisateur sont
les pages qui sont fournies dans chaque cluster. D’autres
travaux comme par exemple le syste`me Grouper[ZE99]
sugge`re qu’une clusterisation en aval fournit des clusters
de meilleure qualite´. On pose l’hypothe`se selon laquelle
si une clusterisation en amont d’une requeˆte est appli-
que´e, les documents qui ne sont pas pertinents a` la requeˆte
peuvent avoir une grande influence dans la formation des
clusters.
Des techniques de clusterisation peuvent e´galement eˆtre
employe´es pour aider l’utilisateur a` formuler ou a` raffiner
ses requeˆtes. Jusqu’a` il y a 6 mois le moteur de recherche
Altavista (www.altavista.com) proposait une fonctionna-
lite´ qui permettait a` l’utilisateur de raffiner ses requeˆtes.
Les termes e´taient regroupe´s selon leur distribution dans
l’ensemble de pages retourne´es en re´ponse. Afin de raffi-
ner sa requeˆte l’utilisateur faisait un choix entre un ajout
ponde´re´ ou l’e´limination d’un ou plusieurs groupes de
termes. Notre proposition se distingue de celles cite´es ci-
dessus par le fait que nous ne nous servons pas des tech-
niques de clusterisation pour concevoir des fonctionnali-
te´s additionnelles a` un SRI. Au contraire, nous exploitons
les techniques de clusterisation pour rendre plus efficace
la fonctionnalite´ d’indexation, une fonctionnalite´ intrin-
se`que d’un syste`me de recherche d’information quelque
soit sa complexite´.
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2.2 Les pages HTML doivent-elles eˆtre
conside´re´es comme des documents a`
part entie`re?
Les syste`mes hypertexte ont la particularite´ d’eˆtre com-
pose´s de nœuds contenant une information qui est tre`s
souvent incomple`te, i.e., une information qui n’est pas
autosuffisante. Par exemple, les pages HTML qui re´sul-
teraient de l’application du logiciel latex2html au fichier
que contient cet article ne doivent pas eˆtre conside´re´es
comme e´tant des documents inde´pendants par un indexeur
mais comme des sous-documents faisant partie d’un do-
cument plus conse´quent. Nous pensons que le contenu
d’une page HTML n’est pas suffisant pour l’indexer. A
l’aide des techniques de clusterisation, notre syste`me es-
saye d’identifier et regrouper des pages qui sont comple´-
mentaires soit d’un point de vue de contenu soit d’un point
de vue de contexte. Autrement dit, le contenu d’une page
p
y
peut soit comple´ter le contenu d’une page p
x
, soit four-
nir le contexte du contenu de cette page. [DBGJ98] de´fi-
nit les documents virtuels du Web, VWDs 3, comme e´tant
un ensemble de pages HTML. Ce travail diffe`re du noˆtre
sur deux aspects. D’abord le regroupement de pages est
fait manuellement alors que dans notre travail il est fait
automatiquement. Deuxie`mement, dans [DBGJ98] la no-
tion de document Web est explicite a` l’utilisateur puisqu’il
peut demander des documents ou des pages au moteur
de recherche. En revanche, la notion de document Web
n’existe pas explicitement dans notre syste`me. Le grou-
pement de pages est seulement utilise´ en tant que moyen
de de´couvrir/re´cupe´rer l’information qui “comple´mente”
le contenu d’une page.
La motivation a` la base du syste`me Jumping Spider
[Dyr98] re´side aussi dans le fait que les concepts peuvent
enjamber plusieurs pages HTML. Dans Jumping Spider
ce type de concept est nomme´ un concept multi-pages et
il est repre´sente´ par un chemin de concept. Un chemin de
concept est un chemin des pages dans un graphe. Les che-
mins de concept sont fusionne´s pour composer un graphe
de concepts qui se superpose au graphe repre´sentant un
site du Web. `A l’image des chemins entre les pages et
les contextes de notre hie´rarchie de contextes, un chemin
de concepts conduit vers une spe´cialisation ou ge´ne´rali-
sation d’un the`me pre´cis. Toutefois, ce syste`me diffe`re
du noˆtre par deux points. D’abord, le graphe de concepts
et, par conse´quent, les chemins de concept sont de´cou-
verts a` travers (i) l’analyse de la structure des re´pertoires
dans lesquels les pages HTML sont physiquement enre-
3. En anglais, Virtual Web Documents.
gistre´es et (ii) l’analyse des liens entre les pages. L’hy-
pothe`se suivante est pose´e : l’information contenue dans
les sous-re´pertoires d’un re´pertoire R
i
est une spe´cialista-
tion de l’information contenue dans R
i
. Par exemple, on
conside`re que si une page p situe´e dans un re´pertoire R
p
pointe sur une page q situe´e dans un re´pertoire R
q
, sous-
re´pertoire de R
p
, l’information de q est une spe´cialisation
de l’information de p. Il existe donc un chemin de concept
reliant p et q. Par contre, dans notre syste`me, non seule-
ment les liens entre les pages mais aussi les contenus des
pages sont pris en compte dans l’analyse de leur proximite´
se´mantique. Deuxie`mement, dans notre syste`me, ce n’est
ni un seul lien entre deux pages ni la direction de ce lien
qui permettra de de´duire une relation se´mantique entre les
deux pages. Notre mode`le tient compte d’un ensemble de
caracte´ristiques de la structure reliant les pages. Finale-
ment, notre syste`me ne tient pas compte de l’organisa-
tion physique des fichiers repre´sentant les pages. En effet,
nous pensons que duˆ a` la diversite´ de types de lien qui
existe dans le Web, un lien entre deux pages ne doit pas
eˆtre interprete´ syste´matiquement comme un indice d’une
relation se´mantique entre les pages.
2.3 La prise en compte de la structure de
l’hypertexte dans les moteurs de
recherche du Web
Finalement, nous voudrions rendre compte de quelques
e´tudes lie´es a` l’utilisationde la structure d’hypertexte dans
les moteurs de recherche. L’exploitation de la structure
des liens a de´ja` e´te´ largement e´tudie´e dans le contexte des
syste`mes hypertextes suivant des mode`les bien de´finis ou`
l’information trouve´e dans les nœuds est souvent auto-
explicative. Dans ces hypertextes, lorsque l’information
d’un nœud n’est pas auto-explicative, des liens type´s avec
une se´mantique pre´cise [AS97][Fri88] permettent a` l’uti-
lisateur d’acce´der a` d’autres nœuds qui soit comple`tent
soit e´tablissent un contexte pour l’information trouve´e dans
le nœud de de´part. La particularite´ du Web est fonde´e sur
le fait que tre`s souvent un concept est disperse´ sur plu-
sieurs pages et les liens entre les pages ne sont pas type´s.
Le moteur de recherche Google [BP98] a e´te´ le premier
moteur de recherche grand-public a` se servir intensive-
ment de la structure de liens pour ame´liorer la pertinence
de ses re´ponses. Le classement des pages dans la liste de
re´ponses est influence´ en grande partie par la popularite´
des pages, c.-a`-d., si une page est beaucoup re´fe´rence´e
par d’autres pages ou non. Le projet Clever [CDG+99] se
sert e´galement des liens entrants et sortants pour noter les
pages en tant que “pages pivot” ou en tant que “pages re´-
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fe´rence”. Le contenu des pages ainsi que leurs notes sont
pris en compte lors de l’e´valuation de la pertinence des
pages. Tandis que la popularite´ des pages est pre´de´termi-
ne´e dans le moteur de recherche Google, c.-a`-d., elle ne
de´pend pas de la requeˆte de l’utilisateur, dans le syste`me
Clever l’e´valuation des notes de´pend de la requeˆte.
En outre, les deux syste`mes utilisent le texte d’un lien
pour mieux indexer la page pointe´e par ce lien. L’hypo-
the`se pose´e est que souvent le texte d’un lien de´crit assez
pre´cisement le contenu de la page pointe´e. Dans le meˆme
ordre d’ide´es, le travail de Marchiori [Mar98] se sert des
liens entre les pages pour propager les metadonne´es4, une
information qui devrait aider beaucoup les moteurs de re-
cherche si elles existaient dans un grand nombre de pages
et si les indexeurs pouvaient leur faire confiance. Toutes
ces e´tudes diffe`rent de la noˆtre dans la mesure ou` l’in-
formation contenue dans les pages est conside´re´e comme
e´tant auto-explicative. La structure de l’hypertexte est uti-
lise´e uniquement comme une manie`re d’avoir une des-
cription pre´cise du contenu d’une page. Elle n’est pas uti-
lise´e comme un moyen de comple´ter l’information d’une
page.
3 L’indexation des sites web
Dans les syste`mes hypertextes, le voisinage d’un nœud
N
i
, i.e., les nœuds pointant sur ou pointe´s par N
i
, est nor-
malement conside´re´ comme e´tant le contexte se´mantique
de N
i
[Man97]. Cependant, dans le Web nous constatons
une tre`s grande diversite´ de types de liens entre les pages.
On n’y trouve pas que des liens de structure, ceux qui e´ta-
blissent en quelque sorte une notion de contexte entre les
pages (p.ex. recherche, enseignement, relations interna-
tionales e´manant de la page d’accueil d’une universite´)
mais aussi des liens de navigation (p.ex. page suivante,
page d’accueil,...), des liens de re´fe´rence (p.ex. Mes liens
pre´fe´re´s...), etc. Par conse´quent, le contexte se´mantique
d’un nœud quelconque ne doit pas eˆtre conside´re´ comme
e´tant tous les autres noeuds qui pointent sur lui. Malgre´
l’existence des attributs rel et rev de l’e´le´ment <A>5 qui
rendent possible le typage des liens en HTML, ni leur se-
mantique ni des valeurs pre´-de´finies pour eux n’ont e´te´
pre´vues par les versions de HTML qui se sont succe´de´es
au cours des dernie`res anne´es. Ainsi, meˆme si les auteurs
4. Les metadonne´es, metadata en anglais, litte´ralement de l’informa-
tion sur l’information, est disponible dans les balises <META> dans
l’en-teˆte de quelques pages HTML. Le contenu des balises <META>
est cense´ de´crire succinctement le contenu se´mantique des pages.
5. L’e´le´ment <A> permet d’e´tablir un lien a` l’inte´rieur d’une page
HTML ou entre deux pages diffe´rentes.
de pages HTML s’en servaient lors de la cre´ation de liens
— ce qui ne correspond pas a` la re´alite´ actuelle — cela ne
serait pas tre`s utile a` l’indexation des pages.
La taˆche d’identification des liens structurels dans un
hypertexte est d’autant moins facile qu’il n’est meˆme pas
certain que ces liens existent explicitement. Ainsi, nous
pouvons imaginer deux approches possibles pour l’iden-
tification des liens structurels. D’une part nous pouvons
poser l’hypothe`se que les liens structurels existent de´ja`
mais sont me´lange´s avec des liens d’autres types. Dans
ce cas, il faut envisager une me´thode capable de trier les
liens. D’autre part, nous pouvons partir de l’hypothe`se se-
lon laquelle les liens de structure n’existent pas ne´ces-
sairement. De cette fac¸on, des me´thodes base´es sur des
analyses statistiques de la distribution de termes dans les
pages et entre les pages ainsi que sur la distribution de
liens entre les pages doivent eˆtre de´veloppe´es pour re´ve´ler
la structure logique de l’hypertexte. Dans ce travail nous
assumons la deuxie`me hypothe`se.
La me´thode que nous proposons ici pour de´couvrir le
contexte des pages d’un site Web s’appuie sur une me´-
thode de clusterisation qui exploite la structure du graphe
sous-jacent au site. Dans ce graphe, les nœuds repre´sentent
les pages et les arcs repre´sentent les liens hypertextes.
De l’application de la methode de clusterisation, il re´sulte
la hie´rarchie de contextes du site. Cette hie´rarchie reve`le
la structure logique du site en explicitant le contexte de
ses pages. Le contexte d’une page est conside´re´ comme
un comple´ment a` l’information contenue dans la page.
Lors de l’indexation de la page, aussi bien son contenu
que son comple´ment sont pris en conside´ration. Avant de
commencer le processus d’indexation, le syste`me lance un
crawler 6 qui parcours le site afin de collecter les pages et
de construire le graphe sous-jacent.
3.1 La construction de la hie´rarchie de
contextes
Le processus de construction de la hie´rarchie de contextes
consiste dans l’ite´ration en alternance des deux e´tapes sui-
vantes : (i) la clusterisation d’un graphe; (ii) l’application
d’une fonction d’abstraction aux clusters ge´ne´re´s afin d’en
cre´er un nouveau graphe repre´sente´ sous le meˆme format
que le pre´ce´dent. Ces deux proce´dures sont ite´re´es jus-
qu’a` ce qu’un nombre pre´de´fini d’ite´rations soit atteint ou
un seul cluster re´sulte de la premie`re e´tape. Chaque ite´-
ration rajoute un niveau a` la hie´rarchie de contextes. Le
6. En franc¸ais, un fureteur.
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premier niveau re´sulte de l’application de la clusterisation
du graphe sous-jacent aux pages du site analyse´.
Dans ce qui suit nous de´crivons la fonction utilise´e pour
e´valuer la similarite´ entre deux nœuds d’un graphe. Le
calcul de la similarite´ entre toutes les paires de nœuds per-
met de construire la matrice de similarite´ utilise´e par la
me´thode de clusterisation. Ensuite, les me´thodes de clus-
terisation utilise´es sont de´crites, la fonction d’abstraction
est de´taille´e et, finalement, quelques particularite´s de la
hie´rarchie de contextes sont aborde´es.
3.1.1 La fonction de similarite´
Chaque nœud du graphe posse`de deux composants : le
composant contenu et le composant structure. La simila-
rite´ entre deux nœuds du graphe est une fonction de la
similarite´ entre les composants contenu des nœuds,
Sim
cont
(D
i
; D
j
), et de la similarite´ entre les composants
structure des nœuds, Sim
struc
(D
i
; D
j
). Actuellement, la
similarite´ finale est calcule´e par la somme des deux simi-
larite´s partielles.
Sim(D
i
;D
j
) = Sim
cont
(D
i
;D
j
) + Sim
struc
(D
i
;D
j
)) (I)
Le composant contenu des nœuds est repre´sente´ a` l’aide
du mode`le vectoriel [SM83]. Selon ce mode`le, le contenu
d’un document est repre´sente´ par un vecteur
~
V
i
= (w
i1
;    ; w
i
) dans un space de  dimensions ou` 
correspond au nombre de termes uniques dans la collec-
tion de documents. La valeur de w
ik
correspond au poids
associe´ au terme T
k
dans le document D
i
. Le poids d’un
terme dans un document mesure sa qualite´ en tant que
descripteur du contenu se´mantique du document. La si-
milarite´ lie´e au contenu des nœuds, Sim
cont
(D
i
; D
j
) est
calcule´e par la mesure appele´e cosinus qui correspond au
calcul du cosinus de l’angle forme´ entre les vecteurs re-
pre´sentant le contenu de D
i
et de D
j
dans l’espace de 
dimensions :
Sim
cont
(D
i
;D
j
) =
P
n
k=1
w
ik
w
jk
q
P
n
k=1
w
2
ik

P
n
k=1
w
2
jk
(II)
La formule III concerne le calcul des poids associe´s aux
termes. Une variante de la formule tf  idf est utilise´e
[Sav97]. Comme les tailles des pages HTML sont tre`s
variables, tf 7 et idf 8 sont normalise´s dans l’intervalle
[0..1].
w
ik
=   ntf
ik
 nidf
k
(III) ou` ntf
ik
=
tf
ik
max
z
tf
iz
,
nidf
k
=
idf
k
log(n)
et idf
k
= log

n
df
k

7. En anglais : document frequency.
8. En anglais : inverse document frequency.
ou` n est le nombre de documents; tf
ik
est le nombre d’oc-
currences du terme T
k
dans le document D
i
; df
k
est le
nombre de documents dans lesquels le terme T
k
apparaıˆt;
et  est un coefficient qui correspond a` l’importance de
l’e´le´ment logique dans lequel le terme T
k
est trouve´. Si
T
k
est trouve´ au moins une fois a` l’inte´rieur des e´le´ments
HTML <title>, <meta> et <h*>9,  a pour valeur 1; 5.
Dans le cas contraire,  a pour valeur 1.
La similarite´ structurelle entre deux nœuds,
Sim
struc
(D
i
; D
j
) est directement proportionnelle (i) au
nombre d’anceˆtres en commun (Sanc
ij
) (IV), (ii) au nombre
de descendants en commun (Sdes
ij
) (V), (iii) au nombre de
chemins inde´pendants entre eux (Con
ij
) (VI) et inverse-
ment proportionnelle a` la longueur du plus court chemin
entre les nœuds (Sspl
ij
) (VII).
En ce qui concerne les anceˆtres et les descendants en
commun, nous posons l’hypothe`se selon laquelle plus deux
nœuds partagent des anceˆtres et des descendants plus ils
sont proches se´mantiquement. Le nœud D
a
est conside´re´
un anceˆtre (descendant) de D
b
s’il existe dans le graphe
un chemin menant de D
a
(D
b
) jusqu’a` D
b
(D
a
). Les for-
mules utilise´es sont similaires a` celles utilise´es par [Wei96] :
S
anc
ij
=
P
x 2 ancetres communs
1
2
(spl
j
ix
+spl
i
jx
)
(IV)
S
des
ij
=
P
x 2 descendants communs
1
2
(spl
j
ix
+spl
i
jx
)
(V)
ou` spl
ij
est la longueur du plus court chemin entre D
i
et
D
j
et splk
ij
est la longueur du plus court chemin entre D
i
et D
j
sans traverser D
k
.
Le nombre de chemins inde´pendants entre deux nœuds,
S
Indep
ij
, est aussi conside´re´ comme un indice de relation
se´mantique entre les nœuds. Nous posons l’hypothe`se se-
lon laquelle lorsqu’il existe des chemins dans les deux di-
rections, i.e., des chemins menant de D
i
jusqu’a` D
j
et
de D
j
jusqu’a` D
i
, la relation se´mantique entre les nœuds
est plus forte que s’il y avait des chemins dans une seule
direction. Con
ij
(VI) e´value le degre´ de connexite´ entre
D
i
et D
j
en fonction du nombre de chemins inde´pendants
entre eux et de leur direction. Con
ij
est maximal lorsque
le nombre de chemins dans les deux directions sont si-
milaires. Le vecteur ~V
i
= (1; 1) repre´sente cette situation
(Fig. 1) . Con
ij
est calcule´ par le cosinus de l’angle forme´
par le vecteur ~V
i
et le vecteur ~V
sp
= (S
Indep
ij
; S
Indep
ji
).
S
Indep
ij
correspond au nombre de chemins inde´pendants
9. Abre´viation des e´le´ments logiques<h1>, <h2>, <h3>,<h4>,
<h5>, <h6>
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menant de D
i
a` D
j
.
Con
ij
= cos = cos (45  ) ou`
 = arctan

S
Indep
ji
S
Indep
ij

(VI)
En de´veloppant (VI) on obtient :
Con
ij
=
p
2
2

0
@
S
Indep
ij
+ S
Indep
ji
q
(S
Indep
ij
)
2
+ (S
Indep
ji
)
2
1
A (VII)
S Indepji
S Indep
ij
V sp
o45
β
V  (1,1)i
α = 45  − βo
FIG. 1: Les vecteurs ~V
i
et ~V
sp
.
Finalement nous posons l’hypothe`se que, s’il existe au
moins un chemin reliant deux nœuds, plus court est le che-
min plus forte sera la relation se´mantique entre les deux
nœuds. En outre, la longueur du plus court chemin menant
de D
i
jusqu’a` D
j
peut s’ave´rer tre`s diffe´rente de celle du
chemin menant de D
j
jusqu’a` D
i
. Nous avons observe´
que cette situation est tre`s courante dans les hypertextes
repre´sentant des sites Web. Elle est provoque´e fre´quem-
ment par des liens pointant sur des pages d’accueil ou,
plus ge´ne´ralement, sur des pages qui font l’office d’in-
dex. Ce type de lien existe uniquement pour faciliter la
navigation et n’exprime pas ne´cessairement une relation
se´mantique entre les nœuds. C’est pour cette raison que
S
spl
ij
n’est pas seulement fonction de spl
ij
mais aussi de
spl
ji
. spl
ij
correspond au nombre de chemins inde´pen-
dants menant de D
i
jusqu’a` D
j
.
S
spl
ij
=
1
2

spl
ij
+spl
ji
2

= S
spl
ji
(VIII)
Les composants (IV), (V), (VII) et (VIII) sont normalise´s
dans l’intervalle [0; 1] et Sim
struc
(D
i
; D
j
) est obtenue
par l’e´quation IX ou` les poids , ,  et  ont pour valeur
1. Dans des travaux futurs, nous pre´tendons faire varier la
valeur des poids de manie`re a` identifier les diffe´rents de-
gre´s d’influence que chacun des composants porterait sur
Sim
struc
(D
i
; D
j
) et, par conse´quent, sur l’efficacite´ du
syste`me. Il est fort probable que le degre´ d’influence de
ces poids varie selon le site Web analyse´. Toutefois, arri-
ver empiriquement a` une conclusion qui favoriserait l’uti-
lisation d’un composant plutoˆt qu’un autre dans le calcul
de Sim
struc
serait de´ja` tre`s inte´ressant a` notre avis.
Sim
struc
(D
i
;D
j
) =   S
anc
ij
+   S
des
ij
+  Con
ij
+   S
spl
ij
(IX)
3.2 La clusterisation
Le calcul de la similarite´ entre toutes les paires de nœuds
permet de construire la matrice de similarite´ M de di-
mension n  n ou` M
ij
= Sim(D
i
; D
j
). A partir de la
matrice M et d’un seuil de similarite´ thres
MM
0 calcule´
par la similarite´ moyenne de M , une deuxie`me matrice
M
0 est ge´ne´re´e. M 0
ij
a pour valeur 1 si M
ij
est supe´-
rieur a` thres
MM
0 sinon M 0
ij
a pour valeur 0. Comme
Sim(D
i
; D
j
) = Sim(D
j
; D
i
) les matrices M et M 0 sont
syme´triques et ainsi la matrice triangulaire supe´rieure est
sufficiente pour les calculs qui suivent.
Nous avons implante´ deux me´thodes de clusterisation
de complexite´ O(n2) ou` n correspond au nombre d’enti-
te´s a` clusteriser, en l’occurence, le nombre de nœuds du
graphe. Ce sont deux me´thodes base´es sur des proprie-
te´s des graphes et aucune d’entre elles n’est une me´thode
hie´rarchique, i.e., elles ne gene`rent pas une hie´rarchie de
clusters en sortie. Les clusters ge´ne´re´s ne disposent pas de
relations entre eux. La premie`re me´thode cre´e un cluster
pour chaque composante connexe du graphe. Une com-
posante connexe est un ensemble de nœuds ou` chaque
nœud est relie´ a` au moins un autre nœud de ce meˆme en-
semble et l’ensemble est maximal par rapport a` cette pro-
prie´te´. Cette me´thode e´tablit une partition des nœuds. La
deuxie`me me´thode utilise´e s’appele la me´thode e´toile. Ini-
tialement, pour chaque nœud est ge´ne´re´ un cluster conte-
nant le nœud lui-meˆme et tous les autres nœuds relie´s a`
lui par un arc. Ensuite, les clusters en doubles ou contenus
dans d’autres clusters de cardinalite´ plus e´leve´e sont sup-
prime´s. Les clusters re´sultant de cette deuxie`me me´thode
peuvent se recouvrir. La motivation pour la ge´ne´ration de
clusters non-disjoints re´side dans le fait que l’information
contenue dans un nœud de l’hypertexte peut eˆtre consi-
de´re´e dans plus d’un contexte selon le chemin que le lec-
teur parcourt avant d’arriver au nœud. A partir de re´sul-
tats experimentaux, nous espe´rons ve´rifier si l’utilisation
de clusters non-disjoints a tendance a` ame´liorer l’effica-
cite´ du syste`me. En ce qui concerne les explications qui
suivent, nous allons supposer que la me´thode de clusteri-
sation utilise´e ge´ne`re des clusters non-disjonts.
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3.2.1 Trace entre les niveaux de la hie´rarchie de
contextes
Avant l’applicationde la fonction d’abstraction aux clus-
ters, une relation est e´tablie entre les composants d’un
cluster et le cluster lui-meˆme. Un nœud situe´ au niveau
j+1 garde une trace de l’importance des nœuds situe´s au
niveau j dans la composition du cluster qui lui est sous-
jacent. Comme il sera explique´ dans la prochaine sous-
section, un nœud situe´ au niveau j + 1 de la hie´rarchie
est ge´ne´re´ par l’application de la fonction d’abstraction
sur un cluster compose´ de nœuds situe´s au niveau j (Fig.
2). La trace entre les nœuds situe´s a` deux niveaux conse´-
cutifs de la hie´rarchie se traduit par un poids attache´ aux
liens entre les nœuds (Fig. 4).
L’importance d’un nœud D
x
situe´ au niveau j dans la
composition d’un cluster C
y
situe´ au niveau j + 1 est
mesure´e par le calcul de la similarite´ entre le composant
contenu des deux entite´s, i.e., Sim
cont
(D
x
; D
y
) (Eq. II).
Cette similarite´ est utilise´e comme poids du lien existant
entre les nœuds D
x
et D
y
dans la hie´rarchie de contextes
et peut eˆtre imagine´e comme e´tant sa raideur. D
y
corres-
pond au nœud situe´ au niveau j + 1 ge´ne´re´ par l’appli-
cation de la fonction d’abstraction sur le cluster C
y
. Le
vecteur qui repre´sente C
y
dans le calcul de la similarite
avec D
x
correspond au centroide de C
y
. La de´finition de
centroide d’un cluster est donne´e dans la prochaine sec-
tion.
3.2.2 La fonction d’abstraction
La fonction d’abstraction est applique´e a` chaque cluster
ge´ne´re´ dans l’e´tape pre´ce´dente et en produit un nouveau
nœud de la hie´rarchie de contextes. Un nouveau nœudD
y
situe´ au niveau j + 1 de la hie´rarchie et produit a` par-
tir d’un cluster C
y
est relie´ a` tous les nœuds de niveau j
regroupe´s dans C
y
(Fig. 2). La fonction applique´e a` tous
les clusters ge´ne´re´s par une e´tape de clusterisation produit
donc les nœuds qui composeront le nouveau niveau de la
hie´rarchie. Par ailleurs, en tenant compte de la structure du
graphe clusterise´, la fonction d’abstraction relie ces nou-
veaux nœuds ge´ne´re´s pour composer le graphe a` utiliser
dans la prochaine e´tape de clusterisation. Dans ce qui suit,
nous de´crivons la fac¸on dont les composants contenu et
structure d’un nouveau nœud situe´ au niveau j + 1 sont
produits a` partir d’un cluster compose´ de nœuds situe´s au
niveau j.
La ge´ne´ration du composant contenu d’un nouveau nœud
a` partir d’un cluster commence par le calcul du centroide
du cluster. Le vecteur repre´sentant le centroide, le vec-
teur centroide, est calcule´ par la moyenne des vecteurs
composant le cluster, i.e., la valeur de chaque composant
du vecteur centroide est calcule´e par la moyenne des va-
leurs associe´es a` ce meˆme composant dans les vecteurs
regroupe´s dans le cluster. Ensuite, un processus de ge´ne´-
ralisation est applique´ au vecteur centroide. En bref, ce
processus consiste a` e´liminer du vecteur centroide, i.e,
associer la valeur nulle aux composants n’ayant pas une
“bonne distribution” dans les vecteurs regroupe´s dans le
cluster. Dans notre mode`le, une bonne distribution d’un
composant dans un ensemble de vecteurs implique une
moyenne e´leve´e et une variance re´duite de sa valeur dans
les vecteurs de l’ensemble10. Le processus de ge´ne´ralisa-
tion du vecteur centroide commence par associer la valeur
nulle a` tous les composants de valeur infe´rieure a` la valeur
mediane des composants. Ensuite, la variance des com-
posants de valeur non-nulle est calcule´e. Les valeurs des
composants dans les vecteurs composant le cluster sont
utilise´es dans ce calcul. Les composants dont la variance
est supe´rieure a` une variance maximale pre´definie, 
max
,
sont e´limine´s du vecteur centroide. Le vecteur re´sultant
est finalement associe´ au composant contenu du nouveau
nœud ge´ne´re´.
Le composant structure d’un nœud de la hie´rarchie est
compose´ d’arcs oriente´s vers d’autres nœuds appartenant
a` son meˆme niveau. Admettons qu’il existe deux nœuds,
D
1
etD
2
, situe´s au niveau j+1 de la hie´rarchie et produits
a` partir de deux clusters C
1
et C
2
compose´s de nœuds si-
tue´s au niveau j de la hie´rarchie. Il existe un arc menant de
D
1
a` D
2
s’il existe un arc menant de n’importe quel nœud
de C
1
a` n’importe quel nœud de C
2
. Plusieurs arcs me-
nant d’un noeud arbitraire de C
1
a` un meˆme nœud de C
2
impliquent un seul arc menant de D
1
a` D
2
. Finalement,
les arcs ge´ne´re´s mantienent l’orientation des arcs qui leur
sont sous-jacents. Il est important souligner le fait que les
arcs entre nœuds d’un meˆme niveau ne font pas partie
de la hie´rarchie de contextes, ils sont uniquement ne´ces-
saires pendant sa contruction. En realite´, les arcs entre les
nœuds situe´s au niveau j sont seulement ne´cessaires pour
la construction du niveau j + 1 de la hie´rarchie.
3.3 L’indexation des pages
Comme nous avons explique´ plus haut, la hie´rarchie de
contextes sert a` comple´ter l’information contenue dans les
pages pour que, lors de leur indexation, toute information
concernant une page, qu’elle soit dans le contenu de la
10. La valeur du k-ie`me composant d’un vecteur correspond au poids
associe´ au terme T
k
dans le document repre´sente´ par le vecteur (Voir
Sec. 3.1).
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page meˆme ou a` son exte´rieur, soit pris en conside´ration.
L’index des pages est donc compose´ de deux niveaux. Le
premier niveau conside`re les pages individuellement. Le
deuxie`me niveau de l’index concerne les contextes des
pages, i.e., les nœuds de la hie´rarchie de contextes.
Dans la construction du premier niveau de l’index, seul
le texte des pages est indexe´. L’information exprime´e par
les liens entre les pages a de´ja` e´te´ exploite´e pour la construc-
tion de la hie´rarchie de contextes et, ainsi, sera prise en
compte dans le deuxie`me niveau de l’index. Les balises et
les commentaires HTML sont e´limine´s. Ensuite des poids
sont associe´s aux termes (cf. III) et le fichier inverse´ est
construit. Chaque entre´e du fichier inverse´ est associe´e a`
un terme et contient un ou plusieurs tuples. Chaque tuple
est compose´ d’un identificateur de nœud et d’un poids. Un
tuple < D
i
; p > dans l’entre´e correspondant au terme t
k
indique que le terme t
k
fait partie du document D
i
avec le
poids p.
Le deuxie`me niveau de l’index concerne les nœuds se
trouvant dans la hie´rarchie de contextes. Dans ce niveau
d’index, seul le composant contenu des nœuds est indexe´.
Le format du fichier inverse´ est similaire a` celui du fi-
chier inverse´ utilise´ pour indexer les pages. En outre, le
fichier inverse´ est aussi associe´ a` une table dans laquelle
la structure de la hie´rarchie de contextes, i.e., les relations
fils/pe`re ainsi que leur importance, est stocke´e.
4 La fonction de ranking
Du point de vue de l’utilisateur, l’innovation de notre
mode`le est l’ajout de l’ope´rateur context: au langage de
requeˆte. Pour l’explication qui suit, nous allons conside´-
rer la requeˆte aa context: bb. Cette requeˆte exprime que
les pages ayant comme sujet aa dans le contexte de bb sont
recherche´es. aa est nomme´ le sujet de la requeˆte, q
sujet
,
et bb le contexte de la requeˆte, q
contexte
. Un exemple pra-
tique de requeˆte pourrait eˆtre: “me´moire context:diplome
d’e´tudes approfondies”.
La fonction de ranking comporte trois e´tapes. Dans la
premie`re e´tape, les entre´es correspondant aux termes conte-
nus dans q
sujet
sont re´cupe´re´es du fichier inverse´ associe´
aux pages. La fonction de ranking utilise´e dans cette pre-
mie`re e´tape mais aussi dans la deuxie`me est similaire a`
celle de´crite dans la sous-section 3.1.1 (cf. II). La nor-
malisation applique´e lors du calcul des poids des termes
est tre`s importante duˆ au fait que les requeˆtes formule´es
aux moteurs de recherche du Web sont ge´ne´ralement tre`s
courtes (2 ou 3 termes) si l’on les compare a` la longueur
des pages du Web. De cette premie`re e´tape re´sulte une
liste de pages classe´es en ordre de´croissant de pertinence.
Le nombre de pages retrouve´es dans cette premie`re e´tape
est plafonne´ par un nombre maximal pre´de´fini.
Dans la deuxie`me e´tape, le deuxie`me niveau de l’in-
dex — celui lie´ a` la hie´rarchie de contextes — est confronte´
au contexte de la requeˆte, q
contexte
. Il en re´sulte une liste
de nœuds repre´sentant les contextes classe´s en ordre de´-
croissant de pertinence. Le nombre de contextes retrouve´s
dans cette deuxie`me e´tape est aussi plafone´ par un nombre
maximal pre´de´fini.
Avec les re´sultats des deux premie`res e´tapes, i.e., la
liste de pages et la liste de contextes, il reste au syste`me
a` ve´rifier si les pages retrouve´es dans la premie`re e´tape
posse`dent une relation avec les contextes retrouve´s dans
la deuxie`me e´tape. L’ampleur de cette relation est me-
sure´e par l’importance de chaque page dans la construc-
tion des nœuds repre´sentant les contextes. Dans la hie´rar-
chie de contextes, chaque nœud appartenant au niveau j
connaıˆt seulement l’influence que les nœuds du niveau j 
1 ont eu dans sa composition. L’importance des nœuds se
trouvant a` des niveaux plus “profonds” n’est pas connue.
Puisque les pages se trouvent au premier niveau de la hie´-
rarchie, une strate´gie pour la propagation de l’importance
des pages doit eˆtre mise en place. Supposons que la page
p
4
et le noeud D
8
aient e´te´ retrouve´s dans la premie`re et
deuxie`me e´tapes respectivement. L’importance de p
4
dans
la composition de D
8
doit donc eˆtre de´couverte.
Premie`rement, les diffe´rents chemins reliant les deux
nœuds sont trouve´s. Dans notre exemple il y a quatre che-
mins possibles entre p
4
et D
8
(cf. Figure 4). L’un de ces
chemins est ch
1
= p
4
! D
1
! D
5
! D
8
. Etant donne´
un chemin ch menant du nœud D
i
jusqu’au nœud D
k
,
l’importance de D
i
dans la composition de D
k
suivant
ch, Imp(D
i
; D
k
; ch), est calcule´e par le produit des poids
des liens constituant ch. Par exemple, Imp(p
4
; D
8
; ch
1
) =
0:35 0:3 0:4. Ce calcul est fait pour tous les chemins
menant de D
i
jusqu’a` D
k
. Finalement, Imp(D
i
; D
k
) est
calcule´ par l’e´quation suivante :
Imp(D
i
;D
k
) = max(Imp(D
i
;D
k
; ch
m
)) pour m = 1; 2;    ; n
ou` n est le nombre de chemins entre les deux nœuds.
Ce calcul est fait pour toutes les paires (p
i
; D
j
) ou` p
i
est
une page retrouve´e dans la premie`re e´tape et D
j
est un
contexte retrouve´ dans la deuxie`me e´tape.
Afin de calculer la pertinence finale d’une page p
x
a` une
requeˆte, la fonction de ranking dispose de trois valeurs :
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la pertinence de p
x
au sujet de requeˆte, la pertinence des
contextes D au contexte de la requeˆte et l’importance de
p
x
dans la composition des contextes D, i.e., Imp(p;D).
La pertinence finale doit eˆtre directement proportionnelle
a` ces trois valeurs.
R(p
x
;Q) = R(p
x
; q
sujet
)
max
k=1;2; ;n
(R(D
k
; q
contexte
)  Imp(p
x
;D
k
)) (X)
ou`n est le nombre de contextes retrouve´s dans la deuxie`me
e´tape. En ce qui concerne le format d’affichage de la re´-
ponse finale du syste`me, le prototype actuel affiche une
liste de pages ordonne´es par ordre de´croissant de R(p;Q).
Nous estimons qu’il serait inte´ressant que le syste`me af-
fiche non seulement les pages individuellement mais aussi
le(s) contexte(s) dans lesquels elles ont e´te´ juge´es perti-
nentes a` la requeˆte. En effet, cette fonctionnalite´ addition-
nelle pourrait s’ave´rer utile a` l’utilisateur dans la mesure
ou` il lui serait possible de de´conside´rer d’emble´e une page
uniquement par l’analyse du contexte dans lequel elle au-
rait e´te´ retrouve´e. Nous comptons rajouter cette fonctio-
nalite´ dans la prochaine version du syste`me.
5 Conclusion et perspectives
Ce que nous proposons dans cet article est un mode`le de
moteur de recherche spe´cialise´ aux sites Web. Ce mode`le
est base´ sur la construction d’un index a` deux niveaux, le
niveau correspondant a` la hie´rarchie de contextes et le ni-
veau correspondant aux pages. La hie´rarchie de contextes
fournit les contextes des pages ce qui permet au syste`me
de mieux indexer les pages et de mieux e´valuer leur per-
tinence aux requeˆtes. La hie´rarchie de contextes peut e´ga-
lement eˆtre parcourue par l’utilisateur en amont de la re-
queˆte afin qu’il puisse mieux la formuler ou la raffiner.
La notion de contexte des pages permet au syste`me d’in-
troduire l’ope´rateur context: a` son langage de requeˆte. A
l’aide de cette ope´rateur, l’utilisateur peut mieux pre´ci-
ser son besoin d’information en diffe´renciant le sujet et le
contexte de la requeˆte.
Le syste`me que nous avons de´crit est en phase d’im-
plantation et donc constitue un travail en cours. Tous ses
modules sont implante´s en C++. En ce qui concerne l’e´va-
luation de notre syste`me, nous avons l’intentionde le com-
parer a` d’autres moteurs de recherche spe´cialise´s aux sites
Web tels que FreeFind (http://www.freefind.com) et Web-
Glimpse (http://glimpse.cs.arizona.edu/). Nous avons de´-
fini un ensemble de 30 sujets de requeˆte a` l’image de ceux
utilise´s dans les confe´rences TREC11 (http://trec.nist.gov/).
11. Text REtrieval Conference.
Les sujets de recherche concernent le site francophone
agora21 he´berge´ par notre de´partement et qui regroupe
toutes sortes d’informations concernant le de´veloppement
durable. Nous visons a` comparer l’efficacite´ de notre sys-
te`me avec celle des autres syste`mes indique´s plus haut
par des mesures traditionnelles d’e´valuation comme par
exemple le graphe pre´cision  taux de rappel12. Comme
les autres syste`mes de recherche ne disposent pas de l’ope´-
rateur context:, dans leur langage de requeˆte, il n’y aura
pas de distinction entre le contexte et le sujet des requeˆtes
utilise´es pour les tester.
Le mode`le de syste`me de recherche d’information que
nous avons propose´ dans ce travail constitue en fait une
branche d’un projet plus conse´quent de´veloppe´ au sein de
notre de´partement et qui a comme but la mise en place
d’une architecture de recherche distribue´e dans le Web.
Dans cette architecture chaque moteur de recherche lo-
cal posse`de comme profil la hie´rarchie de contextes asso-
cie´e au site qu’il indexe. Les moteurs locaux sont virtuel-
lement regroupe´s dans des communaute´s d’inte´reˆt selon
leurs profils. Les requeˆtes sont envoye´es aux communau-
te´s dont les profils sont lie´es aux the`mes e´voque´s dans
la requeˆte. Outre les avantages qu’une architecture distri-
bue´e peut apporter a` la recherche dans le Web (e´conomie
de bande-passante, fraıˆcheur des indexes, etc.) notre ar-
chitecture posse`de un atout majeur : elle mode´lise un sys-
te`me ouvert ou` de nouveaux moteurs peuvent eˆtre inse´-
re´s ou supprime´s au cours du temps ce qui implique la
cre´ation/suppression/modificationdes communaute´s d’in-
te´reˆt; l’organisation des moteurs est donc dynamique.
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FIG. 2: Composition d’un nouveau nœud de la hie´rarchie. (a) Clusterisation. (b) Application de la fonction d’abstrac-
tion. (c) Liens entre nœuds de deux niveaux conse´cutifs.
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FIG. 3: Hie´rarchie de contextes d’un site Web.
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