Abstract. This paper is concerned with the local well-posedness for the higher-order generalized KdV type equation with low-degree of nonlinearity. The equation arises as a non-integrable and lower nonlinearity version of the higher-order KdV equation. As for the lower nonlinearity model of the KdV equation, Linares, the author and Ponce [11] prove the local well-posedness under a non-degenerate condition introduced by Cazenave and Naumkin [1] . In this paper, it turns out that the wellposedness result can be extended into the higher-order equation. We also give a lower bound for the lifespan of the solution. The lifespan depends on two quantities determined by the initial data.
Introduction
In this paper we consider the Cauchy problem for the higher-order generalized Korteweg-de Vries (KdV) type equation
u ± |u| α ∂ 2j−1 x u = 0, (t, x) ∈ R + × R, u(x, 0) = u 0 (x), x ∈ R, (HK) where u = u(x, t) is a complex-valued unknown function, α ∈ (0, 1) and j ∈ Z + . The equation (HK) appears as a non-integrable and lower nonlinearity version of the higher order KdV equation corresponding to the KdV hierarchy introduced by Lax [10] , where c j ∈ R \ {0}, j ∈ Z + and P is a certain polynomial (see also [9] ). For instance, the KdV equation and the fifth order KdV equation can be described as respectively. These equation arise as various physical phenomena such as long wave propagating in a channel and the interaction effects between short and long waves. The KdV equation (1.2) on the line and the torus has been studied in huge mathematical and physical literatures. We refer to chapter 7-8 in [12] where we can summarize a lot of results for sharp local and global well-posedness, stability of special solutions, existence of blow-up solutions, and so on. In the fifth order KdV equation (1.3), Ponce [16] prove the local well-posedness in L 2 -based Sobolev space H s (R), s 4. Later on, Guo, Kwak and Kwon [3] , and Kenig and Pilod [4] , independently improve the local well-posedness for s 2. For more higher equation (1.1), Kenig, Ponce and Vega [8, 9] prove the local well-posedness in the weighted Sobolev spaces H s (R) ∩ L 2 ( x r dx) for some s, r ∈ Z + under more general nonlinearity. Further, Kenig and Pilod [5] establish the local well-posedness in H s on the line and the torus at sufficiently large s.
On the other hand, in [11] , Linares, the author and Ponce consider the lower nonlinearity model of (1.2) as follows:
α ∂ x u = 0, α ∈ (0, 1). (1. 4) We emphasize that it is difficult to prove the local well-posedness for (1.4) in H s (R) or H s (R) ∩ L 2 ( x r dx) as long as we only employ the contraction principle, because the nonlinearity of (1.4) is not Lipschitz continuous in those spaces. Nevertheless, in [11] , they establish the local well-posedness for (1.4) in an appropriate class under a non-degenerate condition inf x∈R x m(α) |u 0 (x)| > 0 introduced by Cazenave and Naumkin [1] (see (1.7)). Our purpose of this paper is to extend their result into the case of (HK). The main result is the following:
Then there exists T = T (δ, λ; α, s, j) > 0 such that (HK) has a unique local solution
Moreover, the map u 0 → u( [1] . Later on, it is applied to the derivative nonlinear Schrödinger equation with low-degree of nonlinearity by Linares, Ponce and Santos [13, 14] , as well as [11] for (1.4).
Remark 1.3. We employ the Kato smoothing effect (Lemma 2.1 below) to remove derivative loss of the nonlinearity. This provides us the additional regularity ∂
Remark 1.4. The regularity condition s − j + 1 2jm + 2j + 2 arises from the estimate of the following norm:
using the relation e t∂ 2j+1 x
x ) m exhibited in Section 2. In detail, see the above estimate of (4.5).
We here define the lifespan of the solution to (HK) by T δ,λ := sup{T ∈ (0, ∞]; there exists a unique solution to (HK) in the class given by Theorem 1.1}, where δ and λ are defined by (1.6) and (1.7). Once the local well-posedness is established by the contraction principle, we have a lower bound estimate for the lifespan of the solution. 
, where κ = s − j + 1 if δ 1, otherwise κ = α. Remark 1.6. Note that δ > λ. In the case j = 1, the author prove Corollary 1.5 in [15] . The size of δ affects the lifespan stronger than that of λ when δ ≫ 1 and λ ≪ 1. Remark 1.7. Suppose that T δ,λ < ∞. We then see from the contraction principle that lim
Moreover, as in the proof of Corollary 1.5, the lower bound for the blow-up rate of the solution is obtained. Indeed, there exists the constant C > 0 such that
for any t ∈ (0, T δ,λ ), where δ(u) denotes by (1.6).
The rest of the paper is organized as follows: In Section 2, we collect some estimates for the linear evolution operator and an interpolation inequality. Section 3 is devoted to some nonlinear estimates playing a crucial role in Section 4. We finally prove Theorem 1.1 and Corollary 1.5 in Section 4.
We here introduce several notations used throughout this paper.
Notations. We set x = (1 + |x| 2 ) 1 2 and [x] denotes the greatest integer less than or equal to x for any x ∈ R. For any q, r 1, We denote
F stands for the usual Fourier transform on R. Let U j (t) = e −t∂ 2j+1 x be the linear evolution operator defined by U j (t) = F −1 e −t(iξ) 2j+1 F for any j ∈ Z + .
Preliminary
We start this section presenting some linear estimates. The first one is concerning the sharp Kato smoothing effect found in [6, 7] .
Lemma 2.1 ( [6, 8] ). Let j ∈ Z + . The following estimates hold:
for any σ = 0, · · · , j, where α = (j − σ)/2j and p = 2j/(j + σ).
The next one is an interpolation inequality used throughout this paper.
Lemma 2.2 ([11]
). Let µ > 0 and r ∈ Z + . Denote θ ∈ [0, 1] with (1 − θ)r ∈ Z + . Then it holds that
, where the lower order terms L.O.T. are bounded by
Proof. We shall give a proof for self-containedness. Let us only show the case r is even (r = 2N ), because the odd case is similar. We also only consider real-valued functions for simplicity. Set
for any 0 l r. As for A N , combining A 0 with A 2N , it follows from the integration by part that
For the last term of R.H.S in the above, we estimate
since it is possible to take
Hence one sees from (2.1) and the Hölder inequality that
Let us next estimate A l for all 1 l N − 1. Unifying A 0 and A 2l , by the integration by part, we deduce that
where
A use of integration by part gives us
We further obtain
This implies
for any 0 l N − 1. Finally we shall consider A l for all N + 1 l r − 1. Combining A 2l−r with A r , using the integration by part, we reach to
Just arguing as in (2.2), one has
for all N + 1 l r − 1. Collecting (2.2), (2.3) and (2.4), we have the desired estimate.
We finish this section by stating properties of U j (t). Combining the fact
with Lemma 2.2, the following is valid:
Proof. By using (2.5), we have
for all β ∈ Z + . This implies that
Set γ = 2j. A direct calculation gives us
where c 1,k , · · · , c β−1,k ∈ Z + depending on j. Applying Lemma 2.2 to L 2 norm of each terms repeatedly, we obtain the desired estimate.
Nonlinear estimates
In this section, we collect nonlinear estimates. To this end, we introduce the key norm corresponding to the solution space in Theorem 1.1:
for all s, j, m ∈ Z + and any T > 0. 2] and γ ∈ Z + with γ 2j + 2. Then it holds that
To simplify the exposition, we shall consider real-valued functions. (3.1) is immediate from Sobolev embedding. Let us prove (3.2) . A use of the Leibniz rule gives us
By the Hölder inequality, we see that
In terms of A k for 1 k s − j + 1, the elements can be written as
, we deduce from the Hölder and the Gagliardo-Nirenberg inequality that
In the case j k s − j + 1, in view of β i s, the similar calculation shows
We remark that it is possible to choose θ i ∈ [0, 1] satisfying
By using Lemma 2.2 iteratively, we deduce that for any 0 i n and σ = 0, 1,
Combining the above, (3.2) is valid. To complete the proof, it remains to verify
Collecting (3.4), together with β 1 + · · · + β n = k and β 0 = s + j − k, we see
By means of r 0 , r i ∈ {1, · · · , 2j + 1}, we obtain
Thanks to s − 1 2 α j + 3j, it is concluded that
Finally we shall show (3.3) . By the Leibniz rule, it holds that
A k for any γ 2j + 2. We then deduce from Lemma 2.2 and
Here, by means of a successive use of Lemma 2.2, one has
which yields
As for 1 k γ, the elements in A k can be written as
where β 0 = 2j − 1 + γ − k. In the case k γ − 4 and γ 5, noting that β 0 > 2j + 2, using x m |u(t, x)| λ 2 and Lemma 2.2, together with the Hölder and the Gagliardo-Nirenberg inequality, we are led to
One easily verifies the same estimate in the other cases γ − 3 k or γ 4, because of β i 2j + 2 for any 0 i n. Indeed, if k = γ, we then calculate that
For the first term, it follows from Sobolev embedding that
In the similar way, the other terms are estimated as follows:
Combining these estimates, we find
for any 1 k γ. These yield (3.3). This completes the proof. 
as long as
Proof. For simplicity, we shall only consider real-valued functions. The proof is similar to that of Lemma 3.1 except for employing
for any k ∈ Z 0 , so we shall only sketch the proof of (3.6). By the Leibniz rule, one has
Combining the Hölder inequality with x m min (|u|, |v|) λ 2 and (3.8), it is deduced that
The estimation of B k for 1 k s − j + 1 can be obtained in the similar way to the proof of (3.2). Hence we here only handle B s−j+1 . Thanks to the Hölder inequality, one sees that
As in the proof of (3.2), the estimate of B s−j+1,k for 2 k s − j + 1 can be carried out, so we only give a proof of B s−j+1,1 and B s−j+1,s−j+1 . By using the Gagliardo-Nirenberg inequality, (3.8) and x m min (|u|, |v|) λ 2 , one has
Similarly to the above,
Combining these estimates, we reach to (3.6).
Proof of the main results.
Proof of Theorem 1.1. To simplify the exposition, we shall only consider real-valued functions. Let us introduce the complete metric space
Here the constant M will be chosen later. Notice that
We will prove that Φ is a contraction map in X T,M . Let us first show that Φ maps from X T,M to itself. By Lemma 2.1, it holds that
where α j,l = l+1 2j and p j,l = 2j 2j−1−l . By employing (3.2) with q = p j,0 and p j,j−1 , we obtain
as long as T 1. One also sees from (3.1) that
for any 1 γ 2j +2. It follows from Lemma 2.3 that
Since s − j + 1 2jm + 2j + 2, we deduce from H s−j+1 ֒→Ḣ σ for σ = γ, 2jm + γ that
Applying (3.1) and (3.2) with q = 2, one has
for any T 1. Further, it comes from (3.3) that
Hence, it is concluded from (4.4), (4.5) and (4.6) that
as long as T 1 for any 1 γ 2j + 2. Let us next handle
U j (t)u 0 , combining Sobolev embedding with Lemma 2.3, we obtain
whenever T 1. Similarly to (4.8), one has
By means of (4.1), we here compute
By (3.3) with γ = 1, it is observed that
Further, arguing as in (4.5), we deduce that
for any T 1. Therefore it follows from these estimates that
(4.9)
as long as T 1. Combining (4.8) with (4.9), we see that
(4.10)
whenever T 1. By collecting (4.2), (4.3), (4.7), and (4.10), it is established that
for any T 1, where C 1 = 2C 0 . Therefore, taking M = 2C 1 δ, we have u X T M whenever T = T (δ, λ; α, s, j) satisfies
Note that in view of δ λ, T 1 holds as long as T satisfies (4.11). Thus Φ(u) ∈ X T,M is valid.
Let us show Φ is a contraction map in X T,M . The proof is very similar to the above proof, so we sketch the proof. Arguing as in the proof of (4.2), we deduce from (3.6) that
as long as T 1. Also, (3.5) gives us
We will turn to treat
for any 1 γ 2j + 2. It follows from Lemma 2.3 that
(4.14)
As for the first term of R.H.S in (4.14), it follows from (3.7) that
Applying (3.5) and (3.6) with q = 2, together with H s−j+1 ֒→Ḣ σ for σ = γ, 2jm + γ, the last term can be estimated as follows:
for any T 1. Hence, we conclude from (4.14), (4.15) and (4.16) that
as long as T 1 for any 1 γ 2j + 2. Let us next estimate
Arguing as in (4.9), by Sobolev embedding and Lemma 2.3, we are led to
Thanks to (3.8) and (4.1), The first term of R.H.S in the above can be estimated as follows:
We then see from (3.7) with γ = 1 from that
As in the proof of (4.16), one reaches to
for any T 1. Therefore it is established from these estimates that Note that T 1 holds when T satisfies (4.19) . This implies that Φ is a contraction map in X T,M , that is, (HK) has a unique local solution in X T,M . The remainder of the proof is standard, so we omit the detail.
Proof of Corollary 1.5. We employ the technique in [2] . Since the case T δ,λ = ∞ is trivial, we may assume T δ,λ < ∞. Arguing as in the proof of Theorem 1.1, it holds that if . This completes the proof.
