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Abstract 
In this article we study o (u+)-automata on finite multidimensional grids with different bound- 
ary conditions. We obtain a natural representation of the global linear map of such automata in 
terms of Kronecker products of matrices having a simple structure. Using this representation and 
properties of binary Chebyshev polynomials, we obtain necessary and sufficient condition for the 
invertibility of this map. Also in certain cases, we relate this condition to the number theoretic 
properties of the number of dimensions and the lengths of the dimensions. We generalise the 
notion of nearest neighbourhood to many dimensions and characterise invertibility of a-automata 
with such neighbourhoods. @ 1998-Elsevier Science B.V. All rights reserved 
1. Introduction 
Recently, there has been a tremendous amount of interest in the study of cellular 
automata (CA) (see [ 16, 171 for bibliographies). This stemmed mainly due to the sem- 
inal work done by Wolfram [ 161. In [ 161, an extensive (empirical) study and analysis 
of the dynamics of CA was done revealing several interesting phenomena. The book 
by Wolfram [17] shows applications of CA in several areas. Martin et al. [7] ob- 
tained the basic results of a class of CA known as linear CA, using purely algebraic 
means. 
A special class of binary cellular automata is the o-automata where the next state 
of any cell is the sum (modulo two) of the previous states of all its neighbouring 
cells. Such automata over arbitrary graphs have been studied in literature and were 
first studied by Lindenmayer [6]. Study of a-automata is related to the study of (T- 
game, which is a combinatorial game first introduced by Sutner in [13] and is based 
on the battery-operated toy MERLIN [9]. In [ 131, Sutner reduces the study of o-game 
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to that of a suitably constructed a-automaton. Combinatorial techniques are then used 
to obtain expressions for the dimension of the kernel of o-automata on product graphs 
of the form Gi x G2 (see also [lo]). For the special case of product graphs of the 
form Pm x P,, where P, is a path graph on i vertices, it was shown that the automaton 
is invertible iff m+ 1 and ntl are relatively prime. 
Barua and Ramakrishna in [3] consider the product graph Pm x P, as a two- 
dimensional grid and reduce the a-game to the study of invertibility of cellular 
automata on two-dimensional array. The global CA rule is considered to be a linear 
transformation of the form AX +XB, where X is a two-dimensional CA configuration, 
regarded as a O-l matrix, and A and B are special kinds of tridiagonal matrices, which 
we call S-matrices (see Section 2). Analysis of this equation provides an algebraic 
proof for the dimension of the kernel of the linear map. 
The matrix equation representation provides a necessary and sufficient condition for 
invertibility in terms of the characteristic polynomials of A and B. In special cases the 
inve~ibili~ is related to the lengths in both the dimensions. The characteristic poly- 
nomial for an S-matrix satisfies a nice recurrence, and has many interesting properties 
(see [3, 141). In [IS] these polynomials are called binary Chebyshev polynomials and 
following 1141 we will call them ~-pol~omials. 
A natural consequence is to consider a-games (and hence o-automata) on multi- 
dimensional grids. Sutner in [ 10, 131 introduced combinatorial techniques to tackle the 
multidimensional case. For product graphs of the form G = H x P,z (where P, is a path 
graph on n-vertices) there is an expression relating the coranks (dimension of kernel) 
of G and H, viz., 
cork o(G) = cork n,+,(o(U)), 
where a(G) denotes the global rule for ~-automaton on graph G and rc,+i(x) is the 
characteristic polynomial for the global rule of the cr-automaton on P,. However, 
analysis of z,+i(o(H)) seems to be complicated. Though this is a general result, for 
the special case where G is a multidimensional grid, we use a suitable transfo~ation 
to obtain a much more elegant representation of the global rule in terms of Kro- 
necker products. Using this representation we attack the question of invertibility of o- 
automata. 
Invertibility is an important question since this means that the State Transition Di- 
agram consist entirely of cycles with no tree configurations. In other words, starting 
from any configuration it is possible to evolve the automaton over a finite number 
of steps and get back to the original configuration. Here we note that even if a fi- 
nite cellular automaton is invertible, its inverse need neither be uniform nor nearest 
neighbourhood. Finite linear cellular automata on multidimensional grids have been 
considered before (71. Martin et al. [7] used polynomials of several variables to tackle 
multidimensional configuration. It is a difficult technique and known results on finite 
multidimensional cellular automata are few. However, our approach yields interesting 
results on the inve~ibili~ of finite multidimensional linear cellular automata. Using the 
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Kronecker product representation of the global rule, we obtain the characteristic roots 
of the global rule in terms of the roots of rc-polynomials. In special cases this is then 
related to the number theoretic properties of the number of dimensions and the lengths 
in each dimension. 
The article is organised as follows. We first present some new results on the global 
map of one-dimensional o-automata. Next we go on to study cr, & automata on 
finite orthogonal multidimensional grids with different boundary conditions. We use 
algebraic methods akin to that in [3] and obtain a general representation of the cor- 
responding linear transformation. Using this representation we obtain necessary and 
sufficient conditions for the invertibility of such automata. We use several proper- 
ties of the rc-polynomials from [14] to relate the invertibility to the number theoretic 
properties of the number of dimensions and the lengths of the dimensions. Both sym- 
metric (equal lengths) and asymmetric grids with null, periodic and mixed boundary 
conditions are considered. Lastly, we tackle more general cases of multidimensional 
nearest-neighbourhood o-automata. 
2. Preliminaries 
In this section we make precise certain terms and also present some basic results 
required in later sections. We will denote the field of two elements by GF(2) and 
by GF(2’) we will denote the extension field of dimension I over GF(2). The set 
V, = {(il...., ii) : ij E GF(2), 1 <j< I} with the usual + operator is a vector space 
of dimension I over GF(2). Under suitably defined multiplication I’, is isomorphic 
to GF(2’). Hence, we will drop the distinction between the two and use the notation 
GF(2’) throughout. The exact meaning will be clear from the context. Throughout the 
paper, the base field is GF(2) and we will denote the identity matrix of order n by 
I,. Also 4(n) is the Euler totient whose value is the number of positive integers less 
than n and coprime to n. 
Definition 2.1. (1) A k dimensional grid is a multidimensional array G[O..Zi - l] 
[O..Zg - l]...[O..Zk - 11, with length Zi in the ith dimension. It will be denoted by 
G( II,. , Zk). Any cell of the array is uniquely identified by a tuple (ii,. . , ik), with 
0 < ii < ZJ and 1 d j < k and has a finite set of neighbours as defined below. 
(2) The neighbours of any cell (ii,. . , ik) are given by (ii,. . . ,ij f 1,. . . ,ik) with 
1 <,j <k. If the jth component has a periodic boundary condition, then iji 1 is evaluated 
modulo I/. If the jth component has a null boundary condition, then there are no 
neighbours corresponding to -1 and Zj in the jth component. 
(3) If all dimensions have null boundary condition then the grid is a null boundary 
grid. If all dimensions have periodic boundary condition then the grid is a folded grid. 
If some dimensions have null boundary condition and some have periodic boundary 
condition then we will call the grid a mixed grid. 
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(4) The grid is symmetric if the lengths of all dimensions are equal. Else it is an 
asymmetric grid. A k-dimensional symmetric grid of length I will be denoted by Gk(Z). 
A k-dimensional grid G(1i,. . . , Zk ) has HiI: li cells. It is also possible to define a 
k-dimensional grid (folded, null or mixed) as a finite product of path or cycle graphs 
(see [lo]). 
Definition 2.2. ( 1) A o-automaton on a multidimensional grid is a cellular automaton 
where 
l a > the state of each cell belongs to GF(2). 
l b > the next state for any cell is the sum (modulo 2) of the current states of its 
neighbours (this specifies the local rule for the o-automaton). 
(2) A a+-automaton is defined similarly, the only difference being the fact that in 
this case the cell itself is also considered to be its neighbour. 
An assignment of values 0 or 1 to the cells of a k-dimensional grid is called a 
conjguration. We define ‘% to be the set of all configurations. The global transi- 
tion rule for a a-automaton is a map T : ‘8 -+ %‘, where T(c) is the configuration 
obtained from configuration c by applying the local rule to each cell. The global dy- 
namics of a a-automaton is determined by T and is best expressed in terms of the 
state transition diagram (STD), which is a directed graph D = (V,A) where V = %? 
and (ci,cz) E A iff T(q) = ~2. It is easy to see that the STD for a a-automaton 
consists of disjoint components, where each component has a cycle with trees of 
height 3 0 rooted on each cycle vertex [7]. The a-automaton is said to be invert- 
ible iff T is a bijection. Also we can consider 9? to be a vector space over GF(2) and 
then T is a linear transformation from 9? to V. So T is invertible iff dim ker T = 0. 
With respect to the standard basis, T is uniquely determined by a matrix M. Then 
T is invertible iff M is invertible. This M is called the transition matrix for the a- 
automaton. In this paper we will be concerned with the representation and invertibility 
of M. 
For basic algebraic properties of CA see [7]. 
Definition 2.3. (1) An S-matrix of order I, SI, is a square tridiagonal matrix of order I, 
defined as 
if Ii - jl = 1, 
0 elsewhere. 
(2) A C-matrix is a square matrix of order 1, denoted by Cl, and is defined as 
if Ii--j1 = 1, 
if(i=l andj=Z)or(i=Z andj=l), 
0 elsewhere. 
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Thus, the forms of S-matrix and C-matrix are 
i 
. . I .*. . 1 
1 . . . . 1 0 
It is easy to see that a C-matrix is ci rculant. 
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Definition 2.4. The n-polynomials are a sequence of polynomials over GF(2) defined 
as 
710(x) = 0, 
R(X) = 1, 
ai(x)=x7ti_t(x) + rci__2(x) for i>2. 
This definition of rc-polynomials was introduced in [14], and in [15] they are called 
binary Chebyshev polynomials. Similar polynomials were studied in [3]. 
The global rule for a o-automaton on a one-dimensional array of length I, is given 
by Sl for null boundary condition and by Cf for periodic boundary condition. For the 
&-automaton the corresponding maps are given by ST = SI + II and C;i = Cl + 11. 
The characteristic polynomial for SI is xl+,(x) and for Cl it is xrcr(x) (see [3]). Also 
in [ 141 it is shown that the minimal polynomial for SI is nr+r(x) and the minimal 
polynomial for Cl is XE~/~(X) for even 1 and is xm for odd E. The minimal 
pol~omial for Sf was also obtained in [12] in the context of hybrid 901150 CA. We 
shall use these facts in later sections. 
Definition 2.5. The exponent of an invertible n x M matrix A is defined to be the least 
positive integer t: such that 
A” = I,. 
Since we are considering matrices over finite fields, the existence of such an E is 
guaranteed. Next we have the following result from [7]. 
Lemma 2.1. For odd I, there exists an integer p > 0, such thut for any ,x E GF(2’), 
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and the least such integer p divides 2 S0rd/(2) - 1, where sordi(2) is the least integer 
j, such that 2j s f 1 mod 1. Consequently, C/+’ = Cl. 
In what follows, we will use certain properties of rc-polynomials, all of which can be 
found in [ 141. We will denote the Kronecker (or direct) product of two matrices A and 
B by A @ B and the resultant of two polynomials p(x) and q(x) by Res,(p(x), q(x)). 
The reader is referred to [2] for a discussion on Kronecker products and to [8] for a 
discussion on resultants. 
3. S-matrix 
The C-matrix operator corresponds to the global rule for an uniform one-dimensional 
periodic boundary condition CA with rule 90 [ 151. Basic properties of this transfor- 
mation have been studied in [7]. The S-matrix, on the other hand, corresponds to 
an uniform null boundary condition CA with rule 90. In [ 151 it is noted that the 
global dynamics of null boundary CA is similar to that of periodic boundary CA. 
The null boundary CA is of special importance in VLSI applications, since it main- 
tains local connection. Hence, the null boundary CA have been studied for VLSI 
applications [4]. 
In this section, we present some new results on the inverse and exponent of the 
S-matrix operator. First, we note that S, is invertible iff n is even and S,’ is invertible 
iff n $2 mod 3 (see [3]). Next, we have 
Theorem 3.1. For even n, the inverse of S,, satisfies the recurrence 
0 1 0 1 0 1 . 0 1 






s-1 _ 0 1 
[ 1 2-10. 
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Proof. By induction one can show that 
q’s, = 
0 1 0 1 . . . 0 1 







0 1 0 0 . . . 0 0 









= 0 In-2 [ 1 
=I,. 0 
Remark 3.1. The above theorem not only gives an algorithm for finding the inverse 
of S, but also an algorithm for finding the predecessor of a given configuration. 
Next we obtain a similar result for generalised inverse of S-matrix when n is odd. 
Theorem 3.2. For odd n, the matrices obtained by the following recurrence are gen- 
erulised inverses of the corresponding S-matrices: 
s,- = 
s,- = 
0 1 0 1 0 1 . . . 1 0 













.l 0 0 1 1 
Proof. By induction one can verify that 
s,s,-sn =s,. 0 
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Theorem 3.3, For even n, S, sutisfes 
Thus, the exponent of S, divides 2’fs*rd~f+1(2) - , where the suborder function is as in 
Lemma 2.1. 
Proof. The minimal polynomial for S, is 
Gt1 =rId,NP;; where Pd is as in [ 141 
=p2. 
The minimal polynomial for C,,, is m(x) 
Lemma 2. I, 
c 
2”“.‘,,+,“’ 
ntl = G,r. 
Let e = 2SoF~3~+lf21. Then (*) yields 
m(x)lxe --x 
*xp/.$xe- - 1) 
‘p/(x”-’ - 1) 
‘P2/(Xe--I _ 1)2&e-2 - 1 
=3 x,+,(x) / (X2e-2 - 1) 
j SF-2 =r I, 
j sn2’+““‘“,t+1”‘_2 = I,. n 
Corollary 3.1. For even n, S,’ satisfies 
<S,” j2 
I +‘““I”+ ( (2) 
= (S,‘)‘. 
If ulso n $2 mod 3, then 
cs,;’ y’+‘“‘“,,+W-2 = ],. 
In fact, we can prove a stronger result. 
xp (see [ 141). Also we know from 
(*) 
Theorem 3.4. For even n, the exponent E of S,, equals 2e - 2, where e is the smallest 
integer such that C;,, = C,,,. 
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To prove the theorem we require the following lemma, which can easily be proved 
by induction. 
Lemma 3.1. Let &, j = 1,. . . , n be the row vectors for SL, where Si is the ith power 
of S,,. Then if i is odd we have 
CjlL; + Cj3L: + ." + Cj,n-1_Yi_, for odd j, 
I 1 I 
Cj2,Y2 + Cj4L4 + . " + CjrzLn for even j, 
and if i is even, 
I I I 
r’. = i 
Cj2L2 + Cj4L4 + ’ ’ ’ + Cjn,Y, for odd j, 
"I Cjlzl + Cjj_Yi + ' " + Cj,n-lJA_, for even j, 
where cjk E (0, l}, 1 <j<n and 1 <k<n. 
Proof of Theorem 3.4. From the proof of the above theorem it is clear that F 12e - 2. 
This implies 42 + 1 de. 
Using the above lemma, we can say that for even i, Si # S,. This is so since for 
even i, the first row is a linear combination of LL for even k. But for all even k, the 
second entry of Nyi is 0 and hence the second entry in the first row of S,!, cannot be 1. 
Thus it follows that the exponent E of S,, must be even. For if E is odd, then Si = Z, 
implies Si+’ = S, and I + 1 is even which is a contradiction to the above. 
Now we can complete the proof: 
s; = I, 
=+ n,+,(x) IxC - 1 
jp2lxC-1 =(x$-l)2 where p is as in the proof of Theorem 3.3 
=Qlxi - 1 
*xpIx++ -x 
=+ cn$’ = c,,, since xp is the minimal polynomial of C,,,, 
*e<i+l. 
Then it follows that e = 42 + 1 and so E = 2e - 2. 0 
The fact that E is even can also be proved using a nice trick introduced in [7]. Let 
(al,. . , aN) be any configuration of an N cell null boundary CA Al. Then the evolution 
from this configuration will be equivalent to the evolution from a 2N + 2 cell periodic 
boundary CA AZ, which starts from the initial configuration (0, al,. . , a,$,, 0 aN, aN_1,. . . , 
al) (we are assuming o-automaton evolution which is rule 90 of [7]). Let Lh be the 
length of the largest cycle in an N cell null boundary CA and let LN be the length of 
the largest cycle in a N cell periodic boundary CA. Then by the above embedding we 
have Lh = L2N+2. Again, from [7], we have L2~+2 = 2LNfl and this implies that Lh 
and hence E must be even. However, the lemma that we have used is interesting in its 
own right. 
Let K,+I = 2sord~~+~f2) - 1. In [7] it is noted that for almost all even n (n + 1 is 
odd), e = &+I + 1. By the above theorem, the exponent of S,, is 2’+“0”d1i+‘(2) - 2, 
exceptions occurring exactly at values for which exceptions occur for KU+, . 
4. Generalised S-matrix and higher-dimensional -automata 
In this section we obtain a representation for the linear transformation defined by 
the global rule of a o-automaton on a null boundary multidimensional grid. For the 
one-dimensional case this is given by an S-matrix of order it. For the two-dimensional 
case, a representation was obtained in [3] as AX + XB, where A and B are S-matrices 
of proper order. We will show that for a k-dimensional grid, the global rule can be 
represented as a sum of Kronecker product of matrices. We will use this representation 
in later sections to perform an algebraic analysis of the linear map. 
In the following discussion, we will consider a multidimensional configuration as a 
vector in a suitable vector space. To do this we will need to map a multidimensional 
configuration to a one-dimensional vector. For this we use the standard one-to-one cor- 
respondence used by compilers [I]. Consider a k-dimensional grid G(Zl, . . , lk). Then 
the coordinate (i, , . . . , ik) 0 < i, d I, -.- 1 becomes the jth component of a vector where 
j = (. . .((il 12 -+ i2) 13 + i3). . .) lk + ik 
= il1213._.li + i213...lk +.-+ik-lli + ik. (1) 
In other words, j is the position of (il,. . , ih ) in the lexicographic ordering of the 
k-tuples. Thus, each such k-dimensional configuration is identified with a vector in a 
vector space of dimension L = nizf 1,. Hence, we can consider the global rule of a 
a-automaton to be represented by a square binary matrix of order L. We characterise 
this matrix as a sum of Kronecker products and refer to as a generalised S-matrix. 
The name is justified as it turns out that the matrix is block tridiagonal. We obtain the 
matrix as follows. For each cell (il, . . . , ik) of the array, we have the jth row in the 
matrix, where j is given by (I). The L entries in the row correspond to the L cells in 
the array and the cth column in the jth row is 1 iff the cth cell is a neighbour of the 
jth cell. It is easy to see that a generalised S-matrix is sparse, symmetric and has all 
entries on the main diagonal to be zero. 
Next we prove a technical lemma, which will be used in this and later sections to 
express a generalised S-matrix as a sum of Kronecker products. We denote the entry 
in the rth row and cth column of a matrix A by A(r,c). 
Lemma 4.1. Consider u k-dimensionul grid G( 1,) . . . , lk) and let d be the map porn 
k dimension to one dimension, i.e. 
d : {(it ,..,,ik): 0,Cij < lj, 1 <,i<k) + {J : Odf < L, 
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given by 
d(i,,. .,ik) = (. . .((i,lZ + i2)/3 + ij). ..)lk + ik. (II) 
Consider the matrix T = A, @J . . @3 I&, where Ai is a square matrix of order Ii. 
Let {(xi, yi) : 1 <i < k, 0 <xi, y; < Ii} be a set of ordered pairs and let 
X = d(x,, . . . ,xk), Y = d(y,,..,,yk). 
Then T(X, Y) = 1 iff Ai(x;, yi) = 1 for all i. 
Proof. The proof is by induction on Y, with 1 <r < k. For Y = 1, the result is trivial. 
Assume that the result holds for r - 1. Then we have to show that the result holds for 
T,.=A, @...@A,=A, @...@AA,_, @A,. 
= Tr-I @AA,, 
where T,_, is a square matrix of order L,_l = It . . . I,._]. Given r pairs (xl, yt ), . . . , 
(xr, yr> with 0 <xi, yi < Zi, let &-I = d(x, ,..., XI-,) and Yr_t = d(y, ,..., y,_,). 
Then, X, = d(x, ,..., x,) = 1,X,-, + x,. and Y, = d(y, ,..., yr) = Z,Y,_, + yr. So, 
t, ,A, t12Ar . . . t,Y,-_,A, . . . h,_,Ar 
tz,Ar tz2Ar . . . tzY,_,Ar . . . tz,_,Ar 
1 
Tr=Tr_,@A,= ..’ “. .‘. ... 
. . . 
tx,_,,Ar lx,-,A . . tx-,r,-,A, . . k_.,L,-Jr ’ 
I 
. . . . . . . . . . . . . . . . . 
tL,_, 1.4 k,.-,A . . . k_,Y,_,Ar . . . tL,_IL,_IAr 1 
where tij = T,_,(i,j). From this we get that T,(X,Y) = 1 iff txm,,y,_, = 1 and 
A,.(xrr yr) = 1. This is SO iff Tr_,(X,_,, Y,_,) = 1 and Ar(xr,yr) = 1 iff Ai(xi,yi) = 1, 
Vl <i<r - 1 (by induction hypothesis) and AT(xY, y,.) = 1 iff Ai(Xi,yi) = 1,t’l <i<r. 
0 
Now we can present the main result of this section. 
Theorem 4.1. For the o-automaton on G(I,, . . . , lk) with null boundary condition, the 
transition matrix is a generalised S-matrix T, dejned by 
Proof. Let Z = (it,. . . , ik) be any cell of the underlying k-dimensional grid. Then its 
neighbours are given by (it,. . . , ij 31 1,. . . , ik), 1 <j < k. 
Let Tj be the global transformation corresponding to the local rule where we consider 
neighbours in the jth dimension only. Then by linearity we can write 
T=k T,=T, +...+ Tk. 
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If we can show that T, = It, @ . @ SJ, @ . c% 11, then we are done. 
Let X = d(ir,. . .,ii,. .,ik) where d is as in (II) above. Let 
Xl = d(il,.. .,i, - 1,. . .,ik), 
Xz=d(il,..., ii+1 ,..., ik). 
Here we assume that both ij - 1 and ij + 1 lie between 0 and lj - 1. The other cases 
are similar. Hence, we have 
Tj(X, Y) = 1 iff Y = Xi or Y =X2. 
Let the entry (XC) in Pj = I/, @...@Sl, @...@Zl, be 1. Then C = d(xl,...,xk) for 
some .x1,. ,xk with 0 6x, < li. By the above lemma P&Y, C) = 1 iff Il,(it,xt) = 1 
fort #j,l<t<k and Sl,(i,j,.Xi) = 1. But this happens itl’x, = i, fort #j,l<t<k 
andxj = 1J% 1. 
Thus, P&Y, C) = 1 iff C = Xi or C = X2. But this means that each row of Pj and 
Tj are equal. Therefore, rj = II, @ . . . @ Sli CT? . . . ~1 I/, and hence the result follows. 
0 
The proof actually provides a recurrence for the generalised S-matrix. This recurrence 
become particularly interesting when the lengths are equal (a symmetric grid). In this 
case. 
From now on we will follow the convention of dropping the subscript I when the 
lengths are equal. Also we will denote by Ick) the identity matrix It @ . .@ I1 = Zp . 
Then we can neatly write the recurrence as 
T’k’ = 1 B T’k-1’ + S 8 I+” 
(IV) 
Thus, our investigation of the invertibility of a symmetric a-automaton is reduced 
to the study of non-singularity of Tck) as given by (IV). 
In [3], the global transformation of a two-dimensional CA is represented in the 
following way. For an m x n grid the global map T is given by T(X) = S,X + XS, 
where X is an m x n matrix representing a particular configuration of the CA. This 
matrix equation is completely equivalent to the map T_x = (S,,, 6% I, + I, 123 S,)_x, where 
,x is a vector formed from X using the map given in (I). This result can be found in any 
standard book on matrix algebra [2]. Thus, our representation for the multidimensional 
case is a natural generalisation of the two dimensional case as used in [3]. 
Next we note several basic properties of generalised S-matrix on symmetric grids. 
Proposition 4.1. a> (T(k))2’ = I @ (T(k-1))2’ + S*’ @IV-l), 
b> TW) = I(k) g T(k) + T(k) B I(k) 
c> T’*k+l) = I(k) @Jo T(k+l) + T(k) &‘k+? 
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Proof. (a) For square matrices A, B, C, D we have (4 63 B)(C 18 D) = (AC @ BD). The 
proof follows from this and the fact that we are working over a field of character- 
istic 2. 
(b) and (c) follow from (IV) by induction on k. 0 
Proposition 4.2. Let p(x) be an annihilating polynomial for SI, such that the powers 
of x are of the form 2’. Then p(x) annihilates Tck) as given by (ZV), unless k is even 
and p(x) has a constant term, in which case p(x) - 1 annihilates Tck). 
Proof. 
which is a sum of k terms. Then, 
( Tck’)*’ = I @ I @ . . . @ S2’ + Z @ Z @ . . . @ S2’ @ I 
+ . . . + s2’ @ z $3 . . . @ I. 
Using this the result follows. To see the special case, just note that when k is odd, 
I(“) added k times in just ZCk). This however is not possible when k is even. 0 
Using the above proposition it can be shown that for 1 = 2,4,6, a o-automaton on a 
k-dimensional null boundary grid is invertible iff k is odd. For the case 1 = 2, there is 
a nice geometric argument. In this case, any cell is identified by a k-tuple (a,, . . . , ak) 
where each ai is 0 or 1. Since we are considering null boundary condition any cell has 
exactly k neighbours. Moreover, two cells vi = (xi,. . . ,xk) and v2 = (yi,. . . , yk) can 
either share two neighbours or no neighbours. To see this note that if the Hamming 
distance between vi and v2 is greater then two, then they share no neighbours and if it 
is one then they are adjacent cells and hence also do not share any neighbour. Thus, vI 
and VI share neighbours iff their Hamming distance is two and in this case they share 
exactly two neighbours. Now if T be the matrix representing the global transformation 
of the o-automaton, then T2 is Z or 0 according as k is odd or even. This is because to 
find T2, we have to consider the inner product of the ith row _ri and the jth column sj, 
and by the above discussion and symmetry, this product is k mod 2 if i = j else it is 
0. So if k is odd the STD consists of disjoint cycles each of length one or two and if k 
is even then the STD consists of a single tree rooted on the null configuration having 
height 1. Also the structure of the STD in this case is independent of the number of 
dimensions. 
The above can also be proved using the following result from [IO]. For product 
graphs G = H x P,, the coranks of rule ~7 on G and H are related by 
corka = corkx,+~(c(H)). 
Then by induction it can be shown that for a k-dimensional structure the corank is 
0 or k according as k is odd or even. 
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Let T@) be invertible. Then, as we will prove in the next section, it necessarily 
follows that 1 is even and k is odd. Since 1 is even we know from Theorem 3.3 that 
the exponent of S, divides 2’+s0rd1+1(2) -  and SI satisfies 
p(x) = x2’+““““+l’~‘-2 + 1. 
Thus, x2p(x) is a polynomial where the powers of x are of the form 2’ (such poly- 
nomials are called linearised polynomials [5]). Hence, TCk) satisfy x2p(x) and since it 
is invertible it also satisfies p(x). Thus, in this case the exponent of TCk) also divide 
2’+s0rdJ+t(2) - 2. Note that if I is even, then Z’@) satisfies x*p(x) whether k is odd or 
even. 
Remark 4.1. The matrices T (k) have another interesting feature. The above discussion 
implies that if I is fixed then for infinitely many k, T@) will have the same minimal 
polynomial. 
5. Symmetric grids 
In this section we consider ~(a+)-automata on symmetric null boundary grids. 
5.1. Invertibility of a-automata 
We obtain necessary and sufficient condition for the invertibility of o-automata on 
symmetric, null boundary grids and relate this condition to the number theoretic prop- 
erties of k, the number of dimensions and I, the length in any dimension. 
Theorem 5.1. For the o-automaton on Gk(Z), the following hold: 
l a> If 1 is odd, then the automaton is non-invertible. 
l b> If k is even, then the automaton is non-invertible. 
Proof. (a) By induction on k. When k = 1, I is odd implies T@) = SI is singular. So 
assume k > 1. By (IV) we have 
By induction hypothesis, Tck-‘) IS singular and so x divides the characteristic polyno- 
mial p(x) for T (k-‘) Also, since 1 is odd x 1 zl+l. Therefore, p(x) and XI+] share a 
common root and hence T@) is non-invertible (see [2]). 
(b) Suppose k = 2~. Then, 
Hence, it easily follows that 0 is a characteristic root and hence Tck) is non-invertible. 
0 
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The case when I is even and k is odd, shows more interesting behaviour. It is the 
only case under which Tck) can be invertible. To analyse the behaviour of Tck) we 
need the following result. 
Theorem 5.2. Let 
Then CI is a root of its characteristic polynomial p(x) ifs a is of the form 
where ais are the roots of ~+l over the splitting field of xt+l. 
Proof. By induction on k. For k = 2 this is a standard result [2]. Assume it to be true 
for k - 1 dimensions. Then, 
So a is a root of p(x) iff it is of the form fi+ak, where j3 is any root of the characteristic 
polynomial for Tck-’ ) and Lq is any root of rcl+r (see [2]). But by induction hypothesis 
/I is of the form al + . . + uk__l . Hence, c1 is a root of p(x) iff it is of the form 
LX1 +...+cq(. 0 
Corollary 5.1. Tck) given by (IV) is non-invertible trfor some choice of ccl,. , !q sf 
the roots of rct+l, we have CI] + . + ak = 0. 
Proof. Tck) is non-invertible iff 0 is a root of the characteristic polynomial for Tck) iff 
LX1 +... + 01k = 0 for some choice of ai’s. 0 
This corollary provides a necessary and sufficient condition for Tck) to be invertible 
in terms of the roots of rcl+l. We know that invertibility can occur only when I is 
even and k is odd. Note that the other cases can also be derived by examining the sum 
MI + ... + (xk. This constitutes an alternative proof to the approach in Theorem 5.1. 
The following can easily be proved by induction. 
Lemma 5.1. When I is even, x1+1 contains both the terms x1 and x1-‘. 
Remark 5.1. Hence for I = 2r, p(x) = ,/D contains both the terms x’ and 
x’-l and so the sum of the roots of p(x) is 1. 
Theorem 5.3. Consider the o-automaton on Gk(Z). Zf the following conditions hold, 
then the o-automaton is invertible. 
1. k is odd, 
2. 1+ 1 is an odd prime, 
3. 2sordt+l(2) = $(I + 1) = 1. In this case, rct+l = p2 with p irreducible. 
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Proof. For the last observation see [14]. To see the first, note that the roots of the 
characteristic polynomial p(x) for TCk) are of the form c11 + . . . + ak, where ai’s are 
roots of rc[+i. To show that Tck) is invertible we have to show that the sum CI~+. . +ak 
cannot be 0 for any choice of c(; and for any odd k. Now, 
n/+1 = P2 where p is an irreducible polynomial. 
Suppose I = 2r. Then by the above lemma, p has both the terms x’ and x’-‘. Also 
all the distinct roots of rcl+i are given by all the distinct roots of p. Since degree of p 
is Y, and p is irreducible, it has r distinct roots CII . . . IX,. and the sum 
Xl +.. + cc,. = 1 since p has the term x’-‘. 
When analysing the sum ~1 + . . + zk, we can consider all of them to be distinct. 
Since, in a field of characteristic 2 equal roots cancel in pairs, without disturbing the 
oddity of k. 
Thus, we have to show that CII +. . . + c(k cannot be 0 for odd k < r and for distinct 
CQ’S. 
Since p is irreducible all its roots are of the form p, p2, /?22 , . . . , b*‘-‘, where /3 is 
any root of p. Then it follows that p is the minimal polynomial for p. 
If possible let for some odd k < r, ~11 + . + @k= 0. Then, /I*” + . . + f12’” = 0. 
Hence, /I satisfies q(x) = x2” + . . + x21k and therefore p 1 q(x). So all roots of p 
are roots of q(x) and we get the following Y relations: 
p2” + . . . + /p = 0, 
B 2”+’ + . . + p+’ = 0, 
B 2”f’_’ + ,.. + P*‘k+‘-I = o. 
Summing up left- and right-hand side we get 
1 + 1 + .” + 1 =o. 
Here we use /j2” + /j2”+’ . . . + ,5’2”+‘-’ = 1 
But there are k (odd) l’s on the left-hand side and so the sum is 1. This gives us 
the required contradiction. 0 
Note that there exist primes n, such that 4(n) > 2sord,(2). In fact, this will hold 
for any prime of the form 2’ f 1. 
Lemma 5.2. If for some even length 1, odd dimension k, a o-automaton is non- 
invertible, then it is non-invertible for all odd dimensions 2 k. 
Proof. It is non-invertible for k implies that there exists roots al,. . . , uk of rrl+l, such 
that ai -t- . . . $ c(k = 0. 
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But then for any odd dimension d greater than k, we know that d - k is even and 
we can form the sum CII + . . . + c(,Q + CII + . . . + CII = 0 where CII is repeated d - k 
times. But this shows that the o-automaton on d dimensions is also non-invertible. Cl 
Theorem 5.4. If for some even length I, I + 1 has two factors congruent to 1 mod 
4 and 3 mod 4, then there exists an odd integer k, such that the a-automaton on k 
dimensions is non-invertible. 
Proof. Let 1 + 1 have at least two factors pl and ~2, with 
ptElmod4 and p2=3mod4. 
Then corresponding to these factors p1 and ~2, rc,+t(x) has two factors rrP,(x) and 
zP>(x) wtth np, = p: and rcpz = ps for some polynomials p,(x) and p2(x) [14]. Since 
PI E 1 mod 4, degree of p{(x) is even (say 2~1) and since p2 = 3 mod4, degree of 
p2(x) is odd (say 2r2 + 1). Also since pl and p2 are both odd, by Remark 5.1, we get 
Xl + ... + a2r, = 1, 
PI+~~~+P2r*+l = 1, 
where Ui’s are roots of ~1 and pj’s are roots of ~2. Let k = 2rl + 2t-2 + 1. Then, 
aI + .'. + C(2?-, + PI + '.. + &+, = 0, 
and hence the o-automaton on k dimensions is non-invertible. 0 
Theorem 5.5. If for some even length 1, I $ 1 has two relatively prime factors both 
congruent to 3 mod 4, then there exists an odd integer k, such that the a-automaton 
on k dimensions is non-invertible. 
Proof. Let p1 1 l+ 1 and p2 1 l+ 1, with p1 and p2 both congruent to 3 mod 4. Let n = 
p1 p2 E 1 mod 4. Since gcd(pr, ~2) = 1, we can write, n,(x) = rrP, (x) zPz(x) (P(x))~ 
for some polynomial p(x) (cf. [14]). 
NOW degrees of both 6 and $‘& are odd, so p(x) must be an even degree 
polynomial. (Since J71n is of even degree). 
Let the degrees of fi, 6 and p(x) be rl,rz, r3, respectively, with rI = 
(PI - 1)/2,r2 = (~2 - 1)/2 and rl +r2 +q = (n - 1)/2. By Lemma 5.1 fi,& 
and & contain the terms x”-I , xr2-’ , x(+3)/2, respectively. But this implies that 
p(x) has the term x’j-l. 
Let 2 I,. . . ,cx,, be the roots of 6 and PI,. . .,& be the roots of p(x). 
Then for k = rl + t-3, 
c’%+cp= 1+ 1 =o 
and k is odd. 0 
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Remark 5.2. By Lemma 5.2 it follows that such o-automata are also non-invertible 
for all odd dimension > k and hence for all dimension b k (since if k is even it is 
in any case non-invertible). This however does not preclude the fact that it may be 
invertible for some lower odd dimension. Thus, in these cases, invertibility has to be 
checked only for finitely many dimensions. 
This method does not work if all prime factors of I + 1 are congruent to 1 mod 4. 
Examples 
(1) 1 odd, k even, I = 3 k = 4, a-automata non-invertible. 
(2) 1 odd, k odd, 1 = 3 k = 5, o-automata non-invertible. 
(3) I even, k even, 1 = 4 k = 8, a-automata non-invertible. 
(4) 1 even, k odd. 
(a) 1 = 10, 1-t 1 = 11, +(ll) = 10 = 2 x 5 = 2so&ii(2). Hence, a-automata 
invertible for all odd dimensions. 
(b) I = 34, I -t 1 = 35 = 5 x 7. 5 = 1 mod4 and 7 z 3 mod4. Then for 
k = 2 + 3 = 5 dimensions a-automata is non-invertible. 
(c) 1 = 76, 1+ 1 = 77 = 7 x 11. 7 s 3mod4 and 11 E 3mod4. Then for 
k = 3 + 30 = 33 dimensions a-automata is non-invertible. 
5.2. Invertibility of &-automata 
In this subsection we will consider &-automaton on a k-dimensional symmetric 
orthogonal grid Gk(Z). The analysis is similar to that in the case of (T automaton. We 
start with the following 
Theorem 5.6. The global transformation of a &-automaton on G(Z1,. . . , lk), is given 
by a generalised S-matrix written as 
For the special case of symmetric &-automaton, this reduces to 
T(k)+ = j-(k) + I(k) 
=I @ T(k-1) + s+ @ p-1) (V> 
From this we get a result similar to that in Theorem 5.2. However, in this case the 
recurrence itself is difficult to analyse because of the asymmetry in the expression. 
Theorem 5.7. The symmetric (length I) of-automaton on Gk(Z) is non-invertible iff 
a1 + . . .+cQ=1 
for some choice of ~(1 , . . . ak, where Ni’S are roots of rcl+l over its splitting jield. 
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Proof. The proof is similar to that of Theorem 5.2. The right-hand side is 1 because 
of S+ in Eq. (V). Since the characteristic polynomial for Sf is rcl+i (x + l), its roots 
are of the form x + 1 where c( is any root of n/+1(x). 0 
Remark 5.3. Analogous to Lemma 5.2 we can deduce for the a+-automaton that if 
it is non-invertible for k dimensions, it is also non-invertible for k + 2i dimensions 
(i = 1,2,...). 
Lemma 5.3. If I+ 1 has a divisor congruent to 3 mod 4, then there exists an odd k 
such that the ai-automaton on k dimensions is non-invertible. 
Proof. Let a 1 1 + 1 and a s 3 mod 4. Then rcn, / TQ+~ and so the roots of rt, are the 
roots of rr/+l. Also n, = p*(x), where p(x) has odd degree d = (a - 1)/2 and sum 
of roots of p(x) is 1 (by Remark 5.2). Then the o+-automaton on d dimensions is 
non-invertible. 0 
Arguing similarly, we have 
Lemma 5.4. If I+ 1 has a divisor congruent to 1 mod4, then there exists an even k 
such that &-automaton on k dimensions is non-invertible. 
The above two lemmas and the remark yield 
Lemma 5.5. rJ’Z+l has two divisors a and b with a E 1 mod 4 and b E 3 mod 4, then 
there exists an integer k such that a+-automaton on i dimensions is non-invertible 
for all i 3 k. 
Remark 5.4. Thus, invertibility has to be checked only for finitely many dimensions. 
Lemma 5.6. If 1 is of the form 2” - 1 for some n, then the ai-automaton is invertible 
for all dimensions. 
Proof. In this case, rrl+t =x2”-’ and hence the only root of nl+i is 0, so it is impossible 
to have a subset sum of roots to be 1. 0 
The following is an analogue of Theorem 5.3. 
Theorem 5.8. Let I+ 1 be a prime such that nl+l(x) has only one irreducible factor 
(i.e., ~$(l+ 1)=2sordr+i(2)). 
l If I+ 1 E 3 mod 4, then a+-automaton is invertible jtir all even dimensions. 
l If I + 1 s 1 mod 4, then af-automaton is invertible for all odd dimensions. 
Proof. Let 7tl+i = p* with p irreducible and of degree r = l/2. 
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Then there are Y distinct roots ~1,. . . , LX, of nl,.l, and by Remark 5.2, 
cc1 + ... + ix,= 1. 
Since p is irreducible its roots are /I, p2,. . . , p2’-’ and so 
p + 82 + . . . + p- = 1. 
Let if possible for some k < r such that kmod2 # r mod2, 
c(] +...+!Q = 1. 
Then for some il,...,ik, 
82” + . . + p2’k = 1 P-1) 
and by an argument similar to the one in the proof of Theorem 5.3, (VI) will be 
satisfied by all roots of p and hence we will get the Y equations. 
82” + . . + /p = 1, 
p2”+’ + . . . + p+’ = 1, 
p 
p+‘-’ 
+ . . . + p+‘- = 1, 
Summing up we get kmod2 = Y mod2 which is a contradiction. Hence, for 
dimension k such that, k mod 2 # r mod 2, it is not possible to obtain CC], . . . , uk (which 
are roots of p and hence of rcj+l) such that ~(1 + . + %k = 1. But this means that the 
of-automaton on Gk(l) is invertible. Now k mod 2 # r mod 2 means that if I + 1 E 
3 mod 4, then r is odd and k must be even. And if 1 + 1 = 1 mod4, then r is even 
and k must be odd. Hence the result. 0 
Examples 
(1) If 1 = 6, I+ 1 = 7 F 3 mod 4. Then for k = 3 + 2i dimensions &-automata is 
non-invertible. 
(2) If 1 = 8, I + 1 = 9 E 1 mod4. Then for k = 4 + 2i dimensions &-automata is 
non-invertible. 
(3) If I = 134, I+ 1 = 135 = 9 x 15 with 9 E I mod4 15 E 3mod4. Then for 
k > 7 dimensions &-automata is non-invertible. 
(4) I = 7 = 23 - 1. 71s = x7 and of-automata is invertible for all dimensions k. 
(5) (a) 1 = 6, I+ 1 = 7 = 3 mod 4, &Z + 1) = 2sord/+l(2). So o+-automata is 
invertible for all even dimensions. 
(b) 1 = 4, I+ 1 = 5 E 1 mod4, $(I+ 1) = 2sordl+l(2). So a’-automata is 
invertible for all odd dimensions. 
Some more results on a+-automata are obtained in the next subsection. 
P. Sarkar, R. Barua I Theoretical Computer Science 197 (1998) II I-138 131 
5.3. Characteristic polynomial of generalised S-matrix 
We now derive an expression for the characte~st~c polynomial of a genera&d S- 
matrix in terms of resultant of two polynomials. First we need the following which can 
easily be proved using the identity 3.6(v) of [S] for the resultant of two polynomials. 
Lemma 5.7. If P(x) and Q(x) are two non-constant polynomials with coeficients in 
a field K and with roots ~1,. . . , cxm and 61,. . . ,fi”, respe~tive~y~ then the roots of the 
polynomial 
Theorem 5.9. For a jixed ~enqth 1, define a sequence of polynomials by the foilo)%~in~ 
reiurrence’: 
Qdx> = ResJQl(+r + v>,Qk-I(Y)), k > 1. 
Then t&(x) is the characteristic polynomial for the transition matrix Tck) of the 
a-uutomuton on Gk(1). 
Proof. By induction on k we prove that IX is a root of Qk(x) iff x is of the form 
CC) + . . + ak, where o(i’s are roots of q ,_ I (x). Then using Theorem 5.2 we are done. 
For k = 1 the result is easy. 
So assume the result to be true for k - 1. 
Then Qk(x) = ResJQt(x + y), Qk-t(x)), and a is a root of Qk(x) iff it is of the 
form fi i- q, where p is any root of Qk-t(x) and zk is any root of Q,(x). But by 
induction hypothesis fl is of the form CI, + . . I + d&l. Hence the result follows. 0 
COtOllary 5.2. Qk( 1 $ x) is the ~~luraeieristi~ polynorniul for T(k) + Ifkf, the matrix 
for o+-automaton on &(I). 
We will write TCk)+ for Tck) + ICk) and Q:(x) for Qk( 1 + x). The characteristic 
polynomial can be used to settle a few more cases for the non-invertibility of G+- 
automata. 
Theorem 5.10. If I s 2mod3 and o-automaton on (k - 1) dimensions is non- 
invertible then so is a+-automaton on k dimensions. 
Proof. Since I E 2 mod 3, 1 + 1 E 0 mod 3 and so 3 / l+ 1. Hence, noting that n&x) = 
1 +x2 we get, (x + 1)’ / q+,(x) and we can write rq+t(x) = (x + l)2a~ti(x). So, 
Qk(Y)=Res,((x+Y+1)2~~+,(x+Y),Qk-,(x)) 
= Qi_,(l + y)Res,(~;+,(x + y),Qk--1(x)) (see PI). 
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But this shows Qk_t(y) 1 Qk(l+y>. Thus, if T ckP1) is non-invertible then y ) Qk_i(y). 
Hence y 1 Qk( 1 + y) and so @)+ is non-invertible. 0 
Corollary 5.3. If 1 E 2mod3, then &-automaton is non-invertible for all odd di- 
mensions k. 
Proof. Follows from the above theorem and the fact that o-automaton is non-invertible 
for k - 1 (since k - 1 is even). 0 
Theorem 5.11. If 1 E 1 mod 2 and if a+-automaton on k dimensions is non-invertible 
then so is at-automaton on k + 1 dimensions. 
Proof. Since 1 E 1 mod 2 we have q+i(x) = x rc{+,(x). Hence, 
Qk+~(y>=Resd(x + y)&(x + v),Qdx>> 
= Qdy)Resx(&l(x + Y>, Qdx>) (cf@l). 
But then Qk(l+y)IQk+t(l+y). Hence, if T tk)+ is non-invertible then so is T(kt’)t. 
cl 
Corollary 5.4. If I+ 1 c 0 mod 6, then at-automaton is non-invertible for all dimen- 
sions. 
Proof. Since I+ 1 E 0 mod 6, it follows that 1 is odd and hence by the above theorem 
it is sufficient to prove that x I7t[+l(l +x). But this happens iff (1 +x) 1 z/+1(.x). Again 
since I+ 1 E 0 mod 6 we have 3 j I+ 1, so (1 + x)~ 1 xl,,(x). This proves the result. 
0 
6. Generalisations 
6.1. Asymmetric grids 
In this subsection we extend the results of previous sections to cover a-automata on 
null boundary asymmetric grids. Most of the proofs are plain generalisations and will 
be omitted. 
Theorem 6.1. A a-automaton (resp. at-automaton) on G(l1,. . . , lk) is non-invertible 
l8- 
c(1 + . . .+ak =0 (resp. 1) 
for some choice of ai’s, where Cli is any root of ~tl,+l over a field in which all q+l’s 
split. 
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In [3] this result is obtained for two dimensions by showing that cr-automaton is in- 
vertible iff E[,+~(x) and r~~,.t(x) are relatively prime and for the cr*-automaton z[,+~(x) 
and ~t/?~l( 1+ x) must be relatively prime. It turns out that nr,+l(x) and x~~+r (x) are 
relatively prime iff II + 1 and 12 + 1 are so (see also [13, 141). For the &-automaton 
such complete result could not be obtained. For certain special cases sufficiency condi- 
tions for invertibility based on number theoretic properties of It and 12 can be derived. 
But a general characte~sation of this nature seems to be diflicult. The above theo- 
rem indicates the cause for this difficulty. To obtain a characterisation of invertibility 
in terms of number theoretic properties we have to characterise in terms of number 
theoretic properties when a subset sum of roots will lie in the base field. Since the 
roots in general lie in an extension field, answering this question in general will be 
difficult. 
Lemma 6.1. 
l LI > lf 1,. . . , IX_ are all odd, then o-automaton of k dimensions is non-invertible. 
l b> IJ’fbr even k, gcd(lt + l,..., Ik + I) > 1, then o-alitomaton on such a grid is 
~lon-invertible. 
l r*> Ij‘ the ii’s are of the form 2”’ - 1 jbr some n,s, then the &-automaton on such 
a grid is invertible. 
6.2. Foided and mixed yrids 
Here we will allow some or all dimensions to have periodic boundary condition. 
The following is similar to Theorem 4.1. 
Theorem 6.2. Consider a k-din~e~sional grid G( I I, . . . , lk ) with periodic boundury con- 
dition in some r (0 < r < k) dimensions. Then the transition matrix of the o- 
automuton on this grid is given by 
A,, = sJ* 
i 
ly there is null boundary condition in the ith dimension 
CL if there is periodic boundary condition in ith dimension 
The matrix jbr the a’-automaton is given by 
T(+) = T + I/, 8 I/> @ I . ’ @a I/,. 
Theorem 6.3. Consider a mixed grid as in the above theorem. The a-auto- 
muton (resp. of-automaton) on such a grid is non-invertible @for some ~1,. . . , C.Q 
a1 + .. . + ak = 0 (resp. 1 ), 
134 P. Sarkar. R. Banal Theoretical Computer Science 197 (1998) III-138 
where ai is any root of pi(x), the characteristic polynomial for At, and SO, 
Pi(X) = 
C 
v,+1 (X) if the ith dimension has null boundary condition, 
xw, (x > if the ith dimension has periodic boundary condition. 
Note that in the above theorem, we can replace the characteristic polynomial for 
At< by the minimal polynomial for At<. This is because the minimal and characteristic 
polynomials have the same set of distinct roots. Thus, pi(X) can be written as 
if the ith dimension has null boundary condition, 
if the ith dimension has periodic boundary condition and 
1, is even, 
if the ith dimension has periodic boundary condition and 
li is odd. 
Lemma 6.2. In the underlying grid, if a dimension has length 2” - 1 with null bound- 
ary condition or length 2” with periodic boundary condition, then we can ignore the 
eflect of this dimension on the invertibility of o or o+-automaton. 
Lemma 6.3. For a mixed asymmetric grid, ifall dimensions with null boundary con- 
dition have lengths of the form 2” - 1 and all dimensions with periodic boundary 
condition have lengths of the form 2’=, then u-automaton on such a grid is non- 
invertible and &-automaton is invertible. 
Similar to Theorem 5.9, one gets 
Theorem 6.4. Consider a k-dimensional mixed grid on G( 11,. . , lk). Then the char- 
acteristic polynomial Qk(x) for the transition matrix of o-automaton on such a grid 
is given by 
QI<x> = PI(X)> 
Qi(x) = Res,(pdx + Y>, Qi-l(Y)), 1 < i G k 
where pi(x) is as in Theorem 6.3. 
6.3. Other neighbourhoods 
We generalise the concept of nearest neighbourhood to higher dimensions. For the 
two-dimensional case there are two kinds of nearest-neighbourhood condition - the 
orthogonal neighbourhood and the diagonal neighbourhood. Our generalisation is based 
upon the following observation. The orthogonal neighbourhood corresponds to taking 
one step in one dimension. The diagonal neighbourhood corresponds to taking one step 
each in two dimensions. Generalising, for a cell in a k-dimensional grid, we let its r- 
dimensional set of neighbours be the cells which are reachable by taking one step each 
P. Sarkar, R. Baruai Theoretical Computer Science 197 (1998) III-138 135 
in exactly r-dimensions. Since in any dimension we do not allow more than one step 
the notion of nearest neighbourhood is preserved. Any neighbour of a cell J can also 
be visualised to be lying on some hyperplane unit distance away from J. We formally 
express this idea in the following. 
Definition 6.1. For a cell (ii , . . . , ik) in a k-dimensional grid, the set of r-dimensional 
(r-D) nearest neighbours is given by 
N(ii,..., ik) = {(il ,..., ij, f l,..., ij, fl,..., ik): l<ji < ... <jr<k}, 
where ij f 1 is taken modulo lj if the jth dimension has a periodic boundary condition. 
If the jth dimension has a null boundary condition, then the values - 1 and Ij + 1 are 
ignored for the jth dimension. 
It is easy to see that the definition exactly corresponds to the idea described above. 
Also it is clear that jN,(il , . . . ,&)I 6 2’(F) where equality holds for all cells iff all 
li > 2 and all dimensions have periodic boundary condition. Such neighbourhoods 
for multidimensional CA have not been considered before. Martin et al. [7] introduced 
Type I and Type II neighbourhoods for multidimensional CA. Type I neighbourhood 
corresponds to our 1-D neighbourhood. Type II neighbours of a cell J = (il, . , ik ) 
are given by the set {J} U U,QrGk N,.(J). Thus, our definition captures a finer sense 
of multidimensional neighbourhood. 
We now obtain a characterisation of the global rule of an r-D neighbourhood O- 
automaton in terms of Kronecker product. 
Theorem 6.5. Consider an r-d neighbourhood a-automaton on a k-dimensional mixed 
grid G(Z1 , . . . , /k). Then the global rule is given by the following matrix: 
T(k) = 




4 if i 6 ijt,...,jr}, 
Ri = St, 
if i E {jl, . . . , jr} and the ith dimension has 
Cl, if i E {jl, . , jr} and the ith dimension has 
condition, 
null boundary condition, 
periodic boundary 
For the &-automaton the corresponding global rule is Tjk” = Tck) + It . ..t . r I i 
Proof . Let T!k) ,,,...,j, be the matrix which corresponds to the local rule which considers 
neighbours only in the dimensions ji, . . , j,. Then by linearity it follows that 
T(k) = 
r c TV’ 
1 <jl -c...<j, $k 
JI,..~.X . 
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Using Lemma 4.1, we can construct a proof similar to that of Theorem 4.1 to show 
that 
T’k” 
J! . . ..>Js = R, @!I...@&, 
where Ri is as defined in the theorem. Hence the result follows. 0 
Analogous to Theorem 5.2, we have 
Theorem 6.6. Consider nn r-D neighbourhood o-automaton on a k-dimensional mixed 
grid G(Z,,..., lk). Then a is a root of the characteristic polynomial of the transition 
matrix of the c-uutomaton tff a is of the form 
E Cij, . . . Clj, Jbr some choice of al,.. .,Ek 
laj,i..,cj$ <...$k 
Here Cli is a root of pi(x), where pi(x) is as in Theorem 6.3. 
Proof. Let E be an arbitrary scalar and consider the product 
where Alt is St, or Cl, according as the ith dimension has null or periodic boundary 
condition. The characteristic roots of the left-hand side are 
(1 +r:a,)(l +&aZ)...(lf&ak)= 1 f &(a, +“‘+Xk) +..‘+ Cka,...ak, 
where gi is a root of pi(X). 
Let e be an eigenvector co~esponding to a root. Then, 
(E-(II, @...@b,)g) + &((@I +...+ak)z 
-(I,, @ b2 @a . . c3 A/, -t . + Al, cr3 Z12 @c . . c3 Zc,)z) 
+... + &k((w ...OIk)~_(Ali~...~AIl)~) = 0. 
Since 8 is arbitrary, all coefficients of E! are 0 (0 <i <k). From this the result follows. 
0 
Corollary 6.1. An r-D neighbourhood D (resp. o+)-automaton on a k-dimensional 
mixed grid is non-invertible $f for some choice of ~1). . , ak we have 
c Ej, . . . Ctj, = 0 (resp. 1) 
l<jlc...<jr<...<k 
where ai’s ure as described in the above theorem. 
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In particular, we have 
Proposition 6.1. For G,(l) with null boundary condition, an r-D neighbourhood o 
(resp. a+)-automaton is non-invertible if the coejicient of xi-’ in z,+,(x) is 0 (resp. 
1). 
Proof. Here we have to consider only rc~+i(x) = x’ +a/-lx’-’ +. . . +a0 with C CI] = 
a/-i, Cala2 = 01-2, . . . . ~(1 . . . tll = ao, where ai’s are roots of rc/+i(x). From this 
the result follows. 0 
Remark 6.1. If in the above proposition all dimensions have periodic boundary con- 
dition, then we will have to consider the characteristic polynomial for Cl instead of 
Q+i(X). 
7. Conclusion and open problems 
In this article we have developed necessary and sufficient conditions for the invert- 
ibility of o (o+ )-automata on multidimensional orthogonal grids with different boundary 
conditions. These conditions have been obtained in terms of the roots of rc-polynomials. 
Also we have tried to relate this to the number theoretic properties of the number of 
dimensions and lengths of the dimensions. 
For symmetric (all dimensions having equal lengths I) o-automata, we have to con- 
sider only one rr-polynomial (z/+1). In this case the invertibility is directly related 
to a sum of subset of the roots of rrj+i. In trying to relate this to number theoretic 
properties, we are able to settle for k (dimension) even or I odd. The case for k odd, 
1 even could not be settled completely (see Section 5.1). This is intimately related to 
the subset sum of roots of rrl+l and settling the invertibility question will also settle 
the question of when such an arbitrary subset sum will take values in the base field. 
For symmetric a+-automata, we could obtain similar results, though a few cases 
remain unsettled. We were able to extend the subset sum necessary and sufficient 
condition to asymmetric as well as folded and mixed grids. Also for these grids we 
have been able to point out special cases where the invertibility can be settled in 
terms of number theoretic properties. Other cases which remain unsettled can form the 
subject of further research. We have also generalised the concept of non-orthogonal 
nearest neighbourhood. Invertibility of o-automata with such neighbourhood have been 
characterised in terms of the roots of rc-polynomials. However, in this case number 
theoretic characterisation of invertibilty remains open. 
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