II. Algebraic functions. The height 77(0) of an algebraic number 9 is the maximum of the absolute values of the coefficients of the minimal polynomial of 6. Lemma 1. If g(z) is algebraic in the arithmetic sense, then g(l\v) is algebraic of bounded degree for all sufficiently large integral v and (3) logT7(g(l/,))<oo v V-oo log V Proof. g(z) satisfies equation (1) with integral coefficients and hence l.m (4) 2 c,uv'-"(g(iiv)y = o.
Thus there is a positive constant k for which H{g{l¡v))<vk for v>vQ. Hence (3) holds.
We shall need the following generalization of Lemma 1.
Lemma 2. If g{z) is algebraic and g{zv) is algebraic for infinitely many algebraic values ofzv, then g{z) is algebraic in the arithmetic sense and hence (2) and (3) hold.
Proof. g{z) satisfies equation (1) have zeros at zv. But G<K\z) is algebraic so that it can have infinitely many zeros only if it is identically zero. The interesting thing is that for functions which are analytic at z=0, the converse of Lemma 1 is also true. In fact (2) or (3) may be weakened. Note that for g{z) analytic at z = 0, g{l¡v) is defined for sufficiently large v. We begin by keeping (2) and weakening (3) . Then g{z) is algebraic in the arithmetic sense. Conversely, if g{z) is algebraic in the arithmetic sense, then there is a dfor which (7) holds and (8) holds with y = 0.
Proof. Let g{z) be analytic in \z\ < r. We have 1/v < rß for v > v0 with v0 integral.
Let t be such that y< t < l/(20d3 + 12d2-13d+2). Then by (8) we have, for sufficiently large v, say v > v0, that (9) log77(g(l/^))< iv log ^. We seek integers cÁlt not all zero and not too large for which (11) <p(l¡v) = 0 forv = v0+l.v0+n.
Where /, m, and « are integers to be specified later. Let g(l/v)=ßv=ß and degg(l/v) = 8(v) = 8id.
Let the minimal equation for ß be I bJS* = 0
The following lemma is easily established by induction on p. where y = 0,..., S-1 and v = v0+\,..., v0 + n, of at most nd equations in the (/+ l)(«t+1) unknowns cKl¡¡.
Let l=[n¡2(d+l)} and m=4d(d+1)-1.
Then (l+l)(m+l)^2nd. For some integer c(n) to be specified later, we seek a solution of (12) for which (13) IcJ < nKc(n).
Let cAlt=0, 1,..., nxc(ri)-1. Let >>v>s denote the linear form on the left of (12). Then using Lemma 3 and (13) we get
The number of cAu-vectors is l.m F] nAc(n) = nKl + 1Km + 1)l2(c(n)y, + 1Km + 1).
A,u = 0 vo + n {c{n) exp [I log n + mtv log v + o{n log n)])d.
Thus we see that there is a function/(n) = o{n log n) such that if n = (2d(d+1) -1/2)/ and c(n) = [exp {hn log n+/(n))], then the number of cA(J-vectors is greater than the number of yv ¿-vectors. With this choice of c{ri) we have two different cAM-vectors that are mapped into the same jv>(5-vector. Consequently, by the linearity of yVtö, their difference is mapped into the zero vector. Letting cAu denote the components of the difference vector, we see by (13) that (12) has a solution in integers cA/i not all zero for which (15) \chu\ ^ nA exp [hn log n + o(n log «)].
Since n>0, the upper bound in (15) is an increasing function of n.
We have faz) = 0 for z = l/(Vo+l),..., 1/Oo + w).
We shall now show that if faz)=0 for z= l/(v0+l),...,l/(v0+ni), then faz) = 0 for z=l/(v0 + «x+l) provided nx>n and n is sufficiently large.
The function faz)
is analytic in \z\ á3/-/4. Therefore, by using the maximum principle and the fact that l/(v0 + /ii + l)<3r/4, we get By using (10), (15), and (9), we get for the conjugates the upper bound
Let Tí be the denominator of <t>(H(v0 + nx +1)). Then by (10) and (9) We remark that the upper bound in (8) which is asymptotic to l/20d3, can be improved by a better choice of / and m to one which is asymptotic to 1/18.6íT3.
Theorem I generalizes Schneider's Theorem I. It also generalizes Içen's Theorem I when specialized to the case zv= 1/v and g(z) a function of a complex variable.
A series of the form
where {zv} is a sequence of complex numbers, is called a generalized Taylor series. We shall investigate the degree to which Theorem I is best possible.
Theorem II. Let y be defined by (8). Then for y= 1 there are uncountably many {transcendental) functions g{z) for which (27) g{z) is analytic at z = 0.
For a sufficiently large integral v, g{l/v) is algebraic of degree at most d.
The set of functions satisfying (27), (28) 
Then for v > vx with Vi sufficiently large and for some constant cx > 0,
The coefficients a0,...,ax are determined once
have been chosen. Suppose that there are two distinct choices a and ß of g(l/v) for v>vx. Then by (30),
Let £>0. Then from (31), Lemma 6 and (8) we infer that for v sufficiently large,
where c2 > 0 depends only on d. But for e sufficiently small, (32) contradicts y < I ¡2d.
Thus, there is at most one choice for ^(1/^) for v>vx. Consequently the denumerable number of choices for g( 1/v), ví¡ vx determines g(z) and there are only countably many such functions g(z). Now let us prove the first part of the theorem. We seek functions g(z) given by (29) satisfying (28) Thus we see that if (8) could be replaced by the condition y < 1, then the resulting theorem would be best possible.
Let us now consider functions g{z) which satisfy (27) and (28). We know by Lemma 2 that if g{z) is algebraic, then y = 0. Conversely, by Theorem I we know that if y=0, then g{z) is algebraic. Thus Theorem I tells us that there are no such functions g{z) with 0<y< l/ (20d3 + 12d2-13d+2) . Following E. G. Straus, we define the arithmetic limit of y to be that number y0 such that for each y^y0 there are uncountably many such functions g{z) and for all y<y0 there are at most countably many such functions g{z). Thus, by Theorem II, we have lßdtiy0= 1 if jo exists. See Figure 1 .
-vall at most countably many algebraic transcendental functions functions Figure 1 . The spectrum on the y-axis of functions g{z) satisfying (27) and (28).
We now weaken condition (2) . By Schneider's Lemma 29 (Schneider [3, p. 140] ) and an argument similar to that in the proof of Theorem I, we obtain the following.
Theorem III. Let g{z) be analytic at z=0. Suppose that g{\¡v) is algebraic, deg g{l¡{v0 + v)) ¿,dv for integral v>v0 and dv nondecreasing and (35) limd3+1log377(g(l/,)) = 0 v->co V lOg V Then g{z) is algebraic in the arithmetic sense. Conversely, if g{z) is algebraic in the arithmetic sense, then the degree is bounded and there is a dvfor which (34) and (35) hold.
Theorem III generalizes Schneider's Theorems I and III (2) . Also if we let zv=l/v in Içen's Theorem I and zv= 1/v, y=(l/3)J in Içen's Theorem II, then the resulting specializations of Içen's Theorems I and II are covered in the case that g{z) is a function of a complex variable.
(2) Schneider's theorem reads d, = o(v112) but according to a remark in Içen's paper (Içen [1, p. 45] ) Schneider has announced that this should be dv = o(y113).
III. Algebraically dependent functions. We now consider m functions j\(z),..., fm(z) which are analytic at one point which we might as well assume to be z = 0. We assume that the values of these functions at a sequence {zv} which converge to, say, 0 are algebraic. Roughly speaking, if H(fu(zv)) and deg/,(zv), for P=l,...,«?
and v = v0+l, v0 + 2,..., are not too large and if the sequence {zv} converges sufficiently rapidly, thenfx(z),.. -,fm(z) are algebraically dependent.
It would be possible to generalize our results to cases in which the sequence {zv} has more than one cluster point in the domain of analyticity of the functions in question.
Let Q be the field of rational numbers. For some index v0, let Proof. We shall only outline the proof since it is similar to that of Theorem I.
LetZ(zv) for p= 1,..., m be analytic in \z\ <r. We have |zv| <rß if v>v0. Let
We seek integers c%l...,m not all zero and not too large so that <£(z)=0 for Hence by (44), (48), (47) This upper bound is an increasing function of n since by (45), a' < p. We now assume that faz) = 0 for z = zVo + 1,..., zVo+ni for nx^n. By considering the function faz)
(z -zv0 +l)' ■ '{z~ZV (¡+n¡) which is analytic in \z\ e3r/4, and the fact that Thus for e sufficiently small the last term in the exponent dominates the others so that \N{KfazVo+Tll +1))\ < 1 in the case pj^l provided n>n0 and n0 is sufficiently large. Hence fazVo+ni+1) = 0 for ny^n. Consequently faz) = 0 for z = zVo+1, z"0 +2,... so that i^(z) = 0. Thus /.(z),..., /m(z) are algebraically .dependent if P ^ 1. Now assume that p = 1. By Lemma 7 we have (54) Fni ^expt-ynj for n sufficiently large. Here y is independent of nx and can be made arbitrarily large. By using (54) in place of (50) we conclude once again that
This completes the proof. Theorem IV generalizes Schneider's Theorem I. Indeed, let m=2, fx{z)=g{z), f2{z) = z, zv=ll» and degg{l¡v)^d. Then «=1/2, p=l, H{l¡v) = v, y2 = 0 and the hypothesis becomes yi < 1 which is exactly Schneider's condition. Consequently g{z) is algebraic (in the arithmetic sense), provided it is analytic at z=0. In fact from Theorem IV we get the following generalization of Schneider's Theorem I : Let g(z) be analytic at z=0. Let {zv} be a sequence of distinct algebraic points converging to zero. Suppose that g(zv) is algebraic for v= 1, 2, 3,... and that a,,, logÇdegr.deggfr,)) V-.00 lOg V
.. log log 3T7(zv) . lim sup . -*-*£ = 0, V-oo log V hmsup10810,37^^ 2P-3ß-l.
V-.00 lOgv Then g(z) is algebraic in the arithmetic sense. In Theorem IV the sequence {zv} is completely general except that it converges and the points are distinct. In Içen's paper separate conditions were imposed on the height and degree of fu(zv) and more stringent conditions were imposed on the sequence {zv}. In this paper we seek single restrictions on the combined behavior of deg/"(zv), H(fu(zv)) and the rate of convergence of the sequence {zv}.
Let «i = 2, fx(z)=g(z), f2(z)=z and zv = l/v. Suppose that
Then condition (36) is replaced by 3ß+yx< 1.
Theorem V. Let ß and yx be as above. Then for each yx^l there are uncountably many (transcendental) functions g(z) such that (55) g(z) is analytic at z = 0, (56) g(l/") is algebraic of bounded degree for integral v > v0.
The set of functions g(z) with g(l/v) algebraic which satisfy ß + yx< 1 and (55) is countable. In particular, in the case ß = 0 the arithmetic limit ofyx is 1 and hence, in this case Schneider's upper bound for yx, namely 1, is the best possible.
The proof is analogous to that of Theorem II only here the coefficient ax in (33) is given by, for example, ax = eJ2^\x+l). Thus the spectrum of functions g{z) satisfying (55) and (56) is quite simple. Such a function is algebraic if and only if y! = 0 and there are no such functions with 0 < yx < 1. See Figure 2 . Figure 1 is a refinement of Figure 2 indicating what happens at the point yx = 1.
The following refinement of Theorem IV covers Schneider's Theorem III and can be established by a similar argument.
Theorem VI. Suppose that a^O. Then the conclusion of Theorem IV holds under the same hypotheses but with (36) We now turn to the case of unbounded degree.
(3) Except for the fact that the resulting upper bound for y in (8) is smaller due to the cruder type of Diophantine equation argument used in the proof of Theorem VII.
