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Clustering – the tendency for neighbors of nodes to be connected – quantifies the coupling of
a complex network to its underlying latent metric space. In random geometric graphs, clustering
undergoes a continuous phase transition, separating a phase with finite clustering from a regime
where clustering vanishes in the thermodynamic limit. We prove this geometric-to-nongeometric
phase transition to be topological in nature, with atypical features such as diverging free energy
and entropy as well as anomalous finite size scaling behavior. Moreover, a slow decay of clustering
in the nongeometric phase implies that some real networks with relatively high levels of clustering
may be better described in this regime.
Network geometry [1] provides a simple and compre-
hensive approach to complex networks. The existence of
latent metric spaces underlying complex networks offers
a deft explanation for their intricate topologies, giving
at the same time important clues on their functionality.
The small-world property, high levels of clustering (or tri-
angles in the graph), heterogeneity in the degree distri-
bution, and hierarchical organization are all topological
properties observed in real networks that find a simple
explanation within the network geometry paradigm. In
adition, this approach has been used to define geometric
communities [2–4], to understand the self-similar archi-
tecture of real networks [5–7], the navigability proper-
ties of systems such as the Internet [8–10] and the hu-
man brain [11], and the temporal evolution of social net-
works [12].
These results are based on the S1 model [5] and its iso-
morphically equivalent formulation, the H2 model [13].
In the S1 model, nodes are assumed to live in a metric
similarity space where distances can be evaluated. At the
same time, nodes are heterogeneous, with popular and
not so popular nodes coexisting within the same system.
A link between a pair of nodes is created with a prob-
ability that resembles a gravity law, increasing with the
product of nodes’ popularities and decreasing with the
increase of their distance in the similarity space. Inter-
estingly, both similarity and popularity coordinates can
be combined to map nodes onto the hyperbolic plane
so that the connection probability of the S1 model be-
comes just a function of the hyperbolic distance among
nodes [13]. This allows us to say that hyperbolic geom-
etry is the “natural” geometry of complex networks. In-
terestingly, many analytic results have been derived for
the S1/H2 model, e. g. degree distribution [5, 13, 14],
clustering [13–15], diameter [16–18], percolation [19, 20],
self-similarity [5], or spectral properties [21].
As shown in [13, 22], the S1/H2 model is equivalent to a
system of noninteracting fermions at temperature T . The
fermions correspond to the links of the network and live
on a discrete phase space defined by the N(N−1)/2 pairs
of distances among the N nodes of the network. Interest-
ingly, despite the fact that fermions in the model are non-
interacting particles, we show that the system undergoes
a topological phase transition at a critical temperature
Tc = β
−1
c , separating a “geometric” phase, with a finite
fraction of triangles attached to nodes (clustering), and
a nongeometric phase, where clustering vanishes in the
thermodynamic limit. This transition is not exclusive to
the S1/H2 model as it takes place in a very general class
of spatial networks defined in compact homogeneous and
isotropic Riemannian manifolds of arbitrary dimension-
ality [22].
In this letter, we analyze in detail this geometric-to-
nongeometric (GNG) phase transition which shows in-
teresting anomalous scaling behavior as compared with
standard continuous phase transitions, where one ob-
serves a power law decay at the critical point and a faster
decay in the disordered phase. In fact, the GNG transi-
tion is reminiscent of the Berezinskii-Kosterlitz-Thouless
topological phase transition (BKT) [23, 24] in the sense
that there is no symmetry breaking at the critical point
but a transition between two phases with a different orga-
nization of topological defects, in this case given by the
cycles in the network. However, unlike the BKT tran-
sition, the GNG transition is driven by the divergence
of both the free energy and the entropy of the system.
As a result, in the geometric phase β > βc, the order
parameter measuring clustering approaches continuously
the transition with very smooth behavior; at the critical
point, the finite size behavior of clustering is anomalous,
decaying logarithmically to zero for very large systems;
in the nongeometric phase, we discover a weakly geo-
metric region β′c < β < βc where clustering decays as
a power of the system size with an exponent that de-
pends on the temperature; and finally, when β < β′c,
clustering behaves as in standard random graphs [25].
We show that these results can be interpreted as those



























tive system size Neff = lnN . This leads us to propose
the standard finite size scaling hypothesis but with Neff
instead of N . Beyond the obvious theoretical interest,
these results have practical implications since we show
that several real complex networks with high levels of
clustering are better described using the S1/H2 model
with β . βc, thus justifying studying the large tempera-
ture behavior.
The S1 is a model with hidden variables, representing
the location of the nodes in a similarity space and their
popularity within the network. Specifically, each node
is assigned a random angular coordinate θi distributed
uniformly in [0, 2π], fixing its position in a circle of radius
R = N/2π. In this way, in the limit N  1 nodes are
distributed in a line according to a Poisson point process
of density one with periodic boundary conditions. Each
node is also given a hidden degree κi, which corresponds









where xij = R∆θij is the distance between nodes i and
j along the circle, and β > 1 and µ̂ are model parame-
ters fixing the average clustering coefficient and average
degree of the network, respectively. Interestingly, the













and the chemical potential µ = ln µ̂. Then, it becomes
clear that the S1 model can be thought of as a system of
noninteracting identical fermions, corresponding to links,
that can occupy the set ofN(N−1)/2 states with energies
given by εij , which grow slowly with the distance. In
this representation, parameter β plays the role of the
inverse of temperature, controlling the level of noise in
the system, whereas the chemical potential µ fixes the
expected number of links.
In the low temperature regime β > 1, the chemical po-







[22], with 〈k〉 the network
average degree. Assuming a node distribution on the cir-
cle described by a Poisson point process, the free energy










and the entropy per link
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which have been calculated from the grand canonical par-
tition function and the grand potential (see SI). Notice
that both the free energy and entropy per link diverge
at the critical temperature β = βc = 1. This implies
that there is a phase transition at βc that is anomalous
and cannot be described by Landau’s symmetry-breaking
theory of continuous phase transitions [26] and, thus, the
order parameter cannot be defined as a derivative of the
free energy. We conjecture that, as the underlying mech-
anisms leading to this anomalous behavior are quite gen-
eral, these findings are not exclusive to the S1 model.
We argue that βc separates two distinct phases with
different organization of the cycles in the network. More
specifically, a geometric phase with finite clustering corre-
sponds to β > βc, where the triangle inequality induces a
finite fraction of triangles attached to nodes, and a nonge-
ometric phase with zero clustering in the thermodynamic
limit is reached when β < βc, where links are mainly long
range and the fraction of triangles vanish. This indicates
that clustering is a useful order parameter to character-
ize this transition, and that the emergence of clustering
conditions the abundance of long range connections. At
low temperatures, the high energy associated to connect-
ing spatially distant points causes the majority of links
attached to a given node to be local. The number of en-
ergetically feasible links connecting very distant pairs of
nodes grows as temperature increases, diverging at the
critical point when β → β+c and causing the divergence
of the entropy, which is a measure of the number of effec-
tive link microestates. At β ≤ βc the number of available
long range states becomes suddenly macroscopic due to
the logarithmic dependence of the energy on the distance,
which causes the divergence of the entropy in this regime.
In the high temperature regime β < βc, for a fixed
set of coordinates (κi, θi), the S1 model can be defined
in different ways depending on the specific constraints
and how the connection probability depends on distance
(while still being geometric and maximally random). If
we fix the sequence of expected degrees, so that the de-
gree distribution of the network remains unaltered when
temperature is increased beyond the critical temperature,







with µ̂ ≈ (1 − β)2−βNβ−1/〈k〉 for β < 1 and µ̂ =
(2〈k〉 lnN)−1 when β = 1. Notice that the model con-
verges to the soft configuration model with a given ex-
pected degree sequence [25, 27–29] in the limit of infinite
temperature β = 0. As an alternative, one could use the
same connection probability in Eq. (1) and fix the value of
µ̂ taking into account the finite size of the system. In this
case, the degree distribution becomes progressively more
homogeneous as the temperature increases, converging to
the Erdos-Renyi ensemble G(N, p) [30] with p ∼ N−1 in
3
the infinite temperature limit. In both definitions, the
long range connections become ubiquitous, which causes
the entropy density to diverge and the clustering vanish
in the thermodynamic limit. In the following, we use the
first approach because, by fixing the degree sequence, the
model can be directly compared with real networks.
We compute the global clustering coefficient, C, as the
local clustering coefficient averaged over all nodes in a
network. The local clustering coefficient for a given node
i is defined as the probability that a pair of randomly
chosen neighbors are neighbors themselves and, using re-








In the SI we derive analytic results for the behavior of
clustering in the neighborhood of the critical point when
hidden degrees follow a power law distribution ρ(κ) ∼
κ−γ with 2 < γ < 3 and a cutoff κ < κc ∼ Nα, α > 1/2,
growing faster than the structural cutoff κs ∼ N1/2,
which sets the onset of structural degree-degree corre-





(β − βc)2 β > βc
[lnN ]−2 β = βc
N−σ(β) β′c < β < βc







2(β−1 − 1) β′c < β < βc
γ − 2 0 ≤ β < β′c
. (9)
If α = 1/2, then the logarithm in the last line of Eq. (8)
should be removed and if κc grows with N slower than
any power law then β′c =
2
3 and σ(β) = 1 when β < β
′
c.
See the SI for the general case κc ∼ Nα with α < 1/2.
Notice that the behavior in a close neighborhood of βc is
independent of γ.
Results in Eq. (8) are remarkable in many respects.
First, clustering undergoes a continuous transition at
βc = 1, attaining a finite value in the geometric phase
β > βc and becoming zero in the nongeometric phase
β < βc in the thermodynamic limit. Additionally, the ap-
proach to zero when β → β+c is very smooth since both
clustering and its first derivative are continuous at the
critical point. Second, right at the critical point, cluster-
ing decays logarithmically with the system size, and it de-
cays as a power of the system size when β < βc. This is at
odds with traditional continuous phase transitions, where
one observes a power law decay at the critical point and
















FIG. 1. Average clustering coefficient vs network size for S1
geometric networks with homogeneous degrees. The networks
were generated by applying the DPG technique to a config-
uration model network with a homogeneous degree sequence
k = 4, ∀k. Dashed lines are power law fits used to estimate
the exponent σ.
is a weakly geometric region β′c < β < βc where cluster-
ing decays very slowly, with an exponent that depends
on the temperature. Finally, at β < β′c, we recover the
same result of the soft configuration model for scale-free
degree distributions [25]. The results in Eq. (8) around
the critical point suggest that Neff = lnN and not N
plays the role of the system size. Indeed, in terms of this
effective size, we observe a power law decay at the critical
point and a faster decay in the unclustered phase, as ex-
pected for a continuous phase transtion. Consequently,
we expect the finite size scaling ansatz of standard con-
tinous phase transitions to hold with this effective size.
We then propose that, in the neighborhood of the critical
point, clustering at finite size N can be written as
C(β,N) = [lnN ]
− ην f
(





with η = 2, ν = 1, and where f(x) is a scaling function
that behaves as f(x) ∼ xη for x→∞.
We test these results with numerical simulations, and
by direct numerical integration of Eq. (7) using Eq. (1)
for β > βc and Eq. (6) for β ≤ βc, see SI. Simula-
tions are performed with the degree-preserving geometric
Metropolis-Hastings algorithm (DPG) introduced in [33],
that allows us to explore different values of β while pre-
serving exactly the degree sequence. Given a network,
the algorithm selects at random a pair of links connect-
ing nodes i, j and l,m and swaps them (avoiding multiple









where ∆θ is the angular separation between the corre-
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Heterogeneous γ = 2.3
Heterogeneous γ = 2.7
Homogeneous
FIG. 2. Exponent σ in the nongeometric phase evaluated
from numerical simulations with the DPG algorithm (colored
circles), numerical integration of Eq. (7) (dashed lines), and
theoretical approach Eq. (8) (solid lines). Networks are gener-
ated with a homogeneous distribution of hidden degrees (red
lines and circles) and a power law distribution with exponents
γ = 2.3 and γ = 2.7, blue and green lines and circles, respec-
tively. In the heterogeneous case, we fit a function of the form
N−σ lnN when β < 2/γ to obtain the exponent σ.
sponding pair of nodes. This algorithm maximizes the
likelihood that the network is S1 geometric while pre-
serving the degree sequence and the set of angular coor-
dinates, and it does so both above and below the critical
temperature. Notice that the algorithm does not depend
on the hidden degrees κi, nor on the parameter µ̂.
Figure 1 shows the behavior of the average clustering
coefficient as a function of the number of nodes for homo-
geneous S1 networks with different values of β, showing
a clear power law dependence N−σ in the nongeomet-
ric phase β < βc, with an exponent that varies with
β as predicted by our analysis. These results are used
to measure the exponent σ as a function of the inverse
temperature β, which in Fig. 2 are compared with the
theoretical value given by Eq. (8). The agreement is not
very good for values of β close to βc and for very het-
erogeneous networks. This discrepancy is expected due
to the slow approach to the thermodynamic limit in the
nongeometric phase, which suggests that the range of our
numerical simulations, N ∈ [5× 102, 105], is too limited.
To test for this possibility, we solve numerically Eq. (7)
for sizes in the range N ∈ [5× 105, 108] and measure nu-
merically the exponent σ. In this case, the agreement is
also very good for heterogeneous networks. The remain-
ing discrepancy when β ≈ βc is again expected since, as
shown in Eq. (8), right at the critical point clustering
decays logarithmically rather than as a power law. Fi-
nally, Fig. 3 shows the finite size scaling Eq. (10) both
for the numerical simulations and numerical integration
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FIG. 3. Finite size scaling Eq. (10) for heterogeneous net-
works with γ = 2.7 (top row) and homogeneous networks
(bottom row). Left column correspond to numerical simula-
tions with sizes in the range N ∈ (5× 102, 105), whereas the
right column is obtained from numerical integration of Eq. (8)
with sizes in the range N ∈ (5× 105, 108).
with exponent η/ν ≈ 2 in all cases. The exponent ν,
however, departs from the theoretical value ν = 1 in nu-
merical simulations due to their small sizes but improves
significantly with numerical integration for bigger sizes.
We then expect Eq. (10) to hold, albeit for very large
system sizes.
The slow decay of clustering in the nongeometric phase
implies that some real networks with significant levels of
clustering may be better described using the S1 model
with temperatures in the regime β < βc. Given a real
network, the DPG algorithm can be used to find its value
of β. To do so, nodes in the real network are given
random angular coordinates in (0, 2π). Then the DPG
algorithm is applied, increasing progressively the value
of β until the clustering coefficient of the randomized
network matches the one measured in the real network.
Many real networks have very high levels of clustering
and lead to values of β > βc. However, there are no-
table examples with values of β below the critical point.
As an example, in the SI table we show values of β ob-
tained for several real networks of interest with values
below of slightly above βc. In fact, some of them are
found to be very close to the critical point, like protein-
protein interaction networks of specific human tissues,
with β ≈ 1 or the genetic interaction network of the
Drosophila Melanogaster, β ≈ 1.1.
Our results in this letter show that the coupling of the
5
energies of states and an underlying geometry in systems
of noninteracting fermions can lead to anomalous phase
transitions between different topological phases. Despite
fermions being noninteracting, the set of states that these
fermions can occupy are correlated by the triangle in-
equality in the underlying metric space. This correlation
then induces an effective interaction between fermions,
ultimately leading to a clustered phase at low tempera-
tures. Interestingly, the logarithmic dependence of the
energy of states with the metric distance results in the
divergence of the free energy and entropy at a finite tem-
perature βc and, thus, to a different ordering of cycles be-
low βc, where clustering vanishes in the thermodynamic
limit. The finite size behavior of the transition is anoma-
lous, with lnN and not N playing the role of the system
size. Such slow approach to the thermodynamic limit
is relevant in real networks in the nongeometric phase,
β . βc, for which high levels of clustering can still be ob-
served. All together, our results describe an anomalous
topological phase transition that cannot be described by
the classic Landau theory but that is, nevertheless, dif-
ferent from other topological phase transitions, such as
the BKT transition.
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[22] M. Boguñá, D. Krioukov, P. Almagro, and M. A. Serrano,
Phys. Rev. Research 2, 023040 (2020).
[23] V. Berezinskii, Sov. Phys. JETP 32, 493 (1971); 34, 610
(1972).
[24] J. M. Kosterlitz and D. J. Thouless, Journal of Physics
C: Solid State Physics 6, 1181 (1973).
[25] P. Colomer-de Simón and M. Boguñá, Phys Rev E 86,
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dκ′dκ′′dθ′dθ′′ρ(κ′)ρ(κ′′)F (κ′, κ′′, θ′, θ′′)F (κ, κ′′, θ, θ′′)F (κ, κ′, θ, θ′), (S1)
in a network with system size N . Here the function k̄(κ, θ) is the average degree of a node with hidden coodinates
(κ, θ), ρ(κ) is the hidden degree density and F (κ, κ′, θ, θ′′) is the connection probability between two nodes with
hidden coordinates (κ, θ) and (κ′, θ′). The exact form of these functions will be discussed in the following. Note that
as the model has rotation symmetry, one only needs to investigate the node at angular coordinate θ = 0. The average




However, as C(κ) is a bounded monotonically decreasing function, is suffices to find the scaling of C(κ) for small
κ [2]. In Eq. (S1), ρ(κ) defines the distribution of the hidden degrees. In the following, we always apply a power law





































We choose to not specify the specific form of the cut-offs just yet. We just demand that κ0 is such that the correct
average degree is obtained and that, to lowest order, it does not depend on the system size. The average degree of
nodes with hidden variable κ and angular position θ is defined as
k̄(κ, θ) = N
∫
dκ′dθ′ρ(κ′)F (κ, κ′, θ, θ′). (S4)
The function F describes the probability of two nodes in the network to be connected and is given by the Fermi-Dirac
distribution. As was proved in Ref. [3], the exact form of this function is different for β above and below one. For
high temperatures, β < 1,










The quantity µ̂ in our model controls the degree distribution of the system. As was explained in the main text, we
want the distribution to remain constant when varying β, which is why one needs to introduce different connection
probabilities and redefine µ̂ for the different regimes. For low temperatures, β > 1, we can follow the same logic as
was used to derive Eq. (S5) to find







In Ref. [3] it is noted that in this regime one can also define a connection probability in the thermodynamic limit,
given in terms of the spatial coordinates x, in our 1D case the coordinates on a infinite line:
FN→∞(κ
′, κ′′, x′, x′′) =
1
1 +
( |x′ − x′′|
µ̂κ′κ′′
)β , (S8)




Exactly at the transition point µ̂ also takes a different form. As in Ref. [3] this specific case was not investigated




























Now, for large system sizes one obtains
κ = 2 ln(N)
∫
dα′ρ(α′) exp(−α− α′) = 2 ln(N) exp(−α)〈exp(−α)〉. (S11)
Using that 〈κ〉 = 〈k〉, we have
〈k〉 = 2 ln(N)〈exp(−α)〉2, (S12)
3
which implies that

















B. Free Energy and Entropy




















where µ̂ = expµ, with µ the chemical potential. Now, as similarity space is homogeneous, one can place the i’th node
on the origin, leading to N identical terms. Then we assume to be working with a large system size allowing us to



























where in the last step µ̂ was plugged in. Note that the expressions is multiplied with a factor N , which of course
makes our quantities diverge in the thermodynamic limit. However, it is not the thermodynamic quantities themselves
but their densities we are interested in, thus we can divide away the factor N . In fact, we choose to look at the
thermodynamic quantities per link, where the amount of links in the system is N〈k〉/2. We can then use the above
expression to define the grand potential


















c∼ ln(β − 1) (S19)







= β − π cot π
β
β→β+c∼ 1
β − 1 . (S20)
C. Scaling Behaviour of Clustering with System Size
In the following section we find the dominant finite size scaling of the clustering coefficient for β ≤ 1. Note that
for β > 1 we already know that clustering is independent of system size as the connection probability is finite in
thermodynamic limit. We will look at the properties of this regime in section (I D). We start by manipulating the
angular integrals of Eq. (S1) as to simplify the task at hand later on. We then turn to the scaling when β < 1 and
conclude with an analysis of the scaling when β = 1.
4
1. Angular Manipulation
We start by manipulating the angular integrals of Eq. (S1) to make it easier to work with, i.e. get rid of the
absolute values in the expressions for ∆θ. The equation has the following form:
C(κ) =
∫∫∫∫
dκ′dκ′′dθ′dθ′′ρ(κ′)ρ(κ′′)F (κ, κ′, π − |π − |θ′||)F (κ, κ′′, π − |π − |θ′′||)F (κ′, κ′′, π − |π − |θ′ − θ′′||))∫∫
dκ′dθ′ρ(κ′)F (κ, κ′, π − |π − |θ′||) .
(S21)




dθ′F (κ, κ′, π − |π − |θ′||) =
∫ π
0
dθ′F (κ, κ′, π − |π − |θ′||) +
∫ 2π
π




dθ′F (κ, κ′, θ′) +
∫ 2π
π
dθ′F (κ, κ′, 2π − θ′) = 2
∫ π
0
dθ′F (κ, κ′, θ′), (S22)
where in the last step we have performed the transformation t = 2π − θ′ and t → θ′ on the second integral. The













dθ′′F (κ, κ′, θ′)F (κ, κ′′, θ′′)F (κ′, κ′′, θ′ − θ′′) +
∫ θ′
0




dθ′′F (κ, κ′, θ′)F (κ, κ′′, θ′′)F (κ′, κ′′, θ′ + θ′′) +
∫ π
π−θ′




The first two terms are not exactly the same. However, as the full expression of the clustering coefficient also contains
integrals over the hidden degrees, one can interchange κ′ ↔ κ′′ together with θ′ ↔ θ′′. This thus shows that the first






















dθ′′F (κ, κ′, θ′)F (κ, κ′′, θ′′)F (κ′, κ′′, 2π − θ′ − θ′′). (S24)
Now, before we get started on finding the scaling with respect to the system size of each term individually, it might be
that we can avoid doing so by some simple arguments. Indeed, we will show that the first term will always dominate


















dθ′′F (κ, κ′, θ′)F (κ, κ′′, θ′′)F (κ′, κ′′, θ′ + θ′′). (S25)
The above statement is true as the integrand is strictly positive and so extending the integration domain will only





























dθ′′F (κ, κ′, θ′)F (κ, κ′′, θ′′)F (κ′, κ′′, θ′ − θ′′). (S26)





As xβ is monotonously increasing, and 1/(1+x) is monotonously decreasing, F (x) is monotonously decreasing. Thus,
it is largest when x is smallest. Obviously, θ′ + θ′′ > θ′ − θ′′ for all (θ′, θ′′) ∈ [0, π]× [0, θ′]. We have thus proven that
the first term in Eq. (S24) dominates the second term. We can follow similar steps for the third term. We we will




















dθ′′F (κ, κ′, θ′)F (κ, κ′′, θ′′)F (κ′, κ′′, 2π − θ′ − θ′′). (S28)




















dθ′′F (κ, κ′, θ′)F (κ, κ′′, θ′′)F (κ′, κ′′, θ′ − θ′′), (S29)
so this term is also dominated by the first term in Eq. (S24).
2. Case 0 < β < 1
The first step is to perform the transformation x = κ
′
κs
and y = κ
′′
κs





















dθ′x−γF (κ, x, θ′)
)2 + h.o.t., (S30)




















dθ′x−γF (κ, x, θ′). (S32)













dθ′′(xy)−γF (κ, x, θ′)F (κ, y, θ′′)F (x, y, θ′ + θ′′). (S33)
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we can conclude that A+ < A−. As numerical investigation leads us to expect that both have the same scaling, this
implies that we do not need to worry about an upper bound for A+ nor the lower bound for A−. If the functions
f(N) and g(N) in equation
f(N) < A+ < A− < g(N) (S35)
have the same dominant scaling, one can immediately conclude that A− also has that exact dominant scaling. One
might ask why we introduce A+ in the first place, when in the end we are only interested in the scaling of A−. The
answer to this is that A+ in general has nicer properties due to the lack of (θ
′− θ′′), as it is thus easier to find a lower
bound for it than for A−.
We start with the simplest integral, the B-term, which can be solved exactly. To this end we first need to rewrite
























This then gives the following expression
B =
π





























































is the ordinary hypergeometric function [4] To lowest order, using κs ∼
√
N , one finds that B
then scales as
B ∼ N γ−32 (S39)
Next we turn to the A+ term. From the form of the standard connection probability given in Eq. (S27), we see





































Now, this is exactly the same integral (with the exception of the π’s, but they will obviously not change scaling) as
the one evaluated in Ref. [2]. As was found in the reference, the scaling depends on whether how we set κc relative
to κs. We distinguish two regimes. First there, is the regime where κ0  κs  κc. In this case, the scaling is
A+ ≥ c+,1κ−2s ln(κc/κs). (S41)
Then there is the region where κ0 ≤ κc ≤ κs (κ0  κs must be required to hold) where one obtains
A+ ≥ c+,2κ2γ−8s κ6−2γc . (S42)
This, however, does not give the full scaling behaviour, as numerical results show us that for large β there is different
scaling. To find where this different scaling comes from we take a step back and look at the full integral A+ as given
in Eq. (S33). One might be tempted to, as in Ref. [2], expand the first two connection probabilities to first order.
However, the presence of the angular coordinate makes this impossible. The argument of these connection probabilities
has the form x = θ
βκs
κx . It becomes clear that for small enough θ, x no longer is large and the approximation thus breaks
down. We thus expect different scaling behaviour to arise as a result of small angular coordinates. To investigate
this further, we split the integration domain in a convenient way and investigate the domain D1 = [0, (xy)1/β ]× [0, t].
However, this is only possible in the case that both κc ≤ κs, as only then the angular coordinates remain small for
all x and y. For the case that κc  κs we define the more restrictive domain D2 = [0, (κ0/κs)2/β ] × [0, t]. Starting
































, 1− γ + 2
β
])2
∼ c+,s,1κ−4/β+2γ−2s + c+,s,2κ−4/β+2γ−2s κ4/β−2γc , (S43)






























dxdy(xy)−γ ∼ c+,s,3κ−4/β+2γ−2s , (S44)
where in the first step it was noted that irrespective of the value of x and y, the argument of the connection probabilities
is small.
We now have five different scaling behaviours. Which terms dominate will depend on the value of β as well on κc.
To quantify how the scaling varies with κc we introduce the exponent α such that κc ∼ Nα/2. The different regimes











γ−2/β + C+,4N (1−α)(γ−2/β) + C+,5N (1−α)(γ−3)
)
if κc ≤ κs
, (S45)
where C+,i are constants.
Now obviously this is just a lower bound. To show that the clustering indeed scales like this we must also find an
upper bound, which we do by turning to the A− term. We divide the integration domain in two: Ds = [0, (κ0/κs)2/β ]×





































FIG. S1. Integration regions. In the grey region (DY +DZ) the argument of the Lerch zeta function is bigger than one, in the

























































−(θ′ − θ′′)−β κ0κc
κ2s
, 2, 3− γ
]
. (S46)








−(θ′ − θ′′)−βζ, 2, 3− γ
]







−θ′′−βζ, 2, 3− γ
]
(θ′θ′′(θ′ − θ′′))β ζ
3−γ , (S47)
where the transformation θ′′′ = θ′ − θ′′, θ′′′ → θ′′ was performed. Now, the argument of the Lerch zeta function can
in principle be smaller and larger than one. If it is smaller, it can be shown that Φ[−(θ′ − θ′′)−βζ, 2, 3 − γ] < 2γ−3.
If it is bigger one can use the identity described in Ref. [2]
Φ[−z2, 2, 3− γ] = z−2(3−γ)
(













ψ(γ) = Φ[−1, 1, 3− γ] + Φ[−1, 1, γ − 2] and ϑ(γ) = −π2 cot(πγ) csc(πγ). (S49)
The transition point between these two cases of course lies at
a = ζ1/β (S50)
We must thus split the integration domain Dl in three regions (where b = (κ0/κs)2/β): DX = [a, π] × [a, θ′], DY =
[a, π] × [0, a] and DZ = [b, a] × [0, θ′] as depicted in Fig. S1. Now, the grey region is the one where the Lerch zeta
function argument is bigger than one, in the hatched region we can bound the Lerch zeta function away and the black
region is Ds and we thus do not care about it for the moment. Before going any further, let us note that Fig. S1 looks
slightly different for different κc and ζ. If κc  κs and ζ = (κc/κs)2, then ζ  1 and thus so is a. However, a as an
integration limit must be smaller than π and thus in this case the DX and DY regions disappear. When κc ≤ κs this
is not the case as for all ζ, a < π. Finally, irrespective of the value of κc, for ζ = (κ0/κs)
2, a = b and thus region DZ






























B1[2β − 1, 1− β]−B1[1− β, 1− β]
+B a
π
[2β − 1, 1− β] + (a/π)3β−2B a
π






















2(β − 1)B a
π
[2β − 1, 1− β]
− π−1/2(β − 1)Γ[1− β]Γ[β − 1/2]− 1
+ (1− 2F1
[
2(β − 1), β

















B1[1 + 2β − γβ, 1− β]
−B1[2β − 1, 1− β] +B aπ [2β − 1, 1− β]
− (a/π)γβ−2B a
π
[1 + 2β − γβ, 1− β]
}
(S56)




























π2β−1Γ[1− β]Γ[−γβ + 2β + 2]
Γ[−γβ + β + 2]
×
(
1 + (γβ − 2)(Hβ(2−γ) −H1+β−γβ)
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2β − 1 2F1
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β(γ − 2)− 1 3F2
[
β,−γβ + 2β + 1,−γβ + 2
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Γ[1 + 2β − γβ]Γ[1− β]β






























The next step is to organise the different scalings (see Tab. (S1), where we have defined cYi = cY1i + cY2i + cY3i and














































































































































































































































TABLE S1. The different terms resulting from (S46).
Let us note that as the final results contains Iκ2c/κ2s − 2Iκ0κc/κ2s , the terms containing ln(κc/κ0) cancel. We now
have many different scaling behaviours, and the question of which one dominates again depends on the value of β as
well as κc. As a matter of fact, if one includes the κ
−2
s pre-factor in Eq. (S46), one recovers the same behaviour as





C−,1N−2/β+γ−1 + C−,2N−1 lnN if κc  κs
N−1
(
C−,3Nγ−2/β + C−,4N (1−α)(γ−2/β) + C−,5N (1−α)(γ−3)
)
if κc ≤ κs
, (S65)
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where C−,i are constants.
This seems to go in the right direction. However, we have not explored the full integration domain yet. It turns




















































∼ N−1+γ−2/β . (S66)
The contribution of Ds is thus subleading for small β and equally dominant as the other contributions for large β. We
have thus shown that for the the upper and lower bound the dominant scaling is the same. We now have the scaling




2−2/β + C2N2−γ lnN if κc  κs
C3N
2−2/β + C4N2−2/β−α(γ−2/β) + C5N−1−α(γ−3) if κc ≤ κs
(S67)
Let us discuss the limiting cases of α. When α = 0, κ0 ≈ κc, and the network thus has a homogeneous degree
distribution. Then, C ∼ (C3 + C4)N2−2/β + C5N−1. If α = 1, i.e. κc ≈ κs, the scaling becomes C ∼ C3N2−2/β +
(C4 + C5)N
2−γ .
3. Case β = 1
We now turn to the limit β = 1. We know that in this case µ scales as µ̂ ∼ (lnN)−1 instead of µ̂ ∼ N1−β , and
thus κs ∼
√
N lnN , which of course alters scaling. However,there might be more differences. We will represent all







































































The second term is dominant and thus B scales as





For the lower bound of the numerator of the clustering coefficient we can use the result found in Eq. (S45) as nowhere
was it assumed that β < 1. Irrespective of κc this gives us
Ã+ ≤ c̃+Nγ−3 (lnN)γ−3 . (S70)
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For the upper bound of Ã− we cannot follow the same path as was done in the case of general β. This is because the
upper bound employed, given by Eq. (S46), diverges in the β = 1 limit. Thus, we must find a stricter bound. This is
done by once again dividing the angular integration domain, this time in four pieces: Ds = [0, (κ0/κs)2]× [0, θ′], D2 =
[(κ0/κs)
2, π]× [0, (κ0/κs)2], D3 = [(κ0/κs)2, π]× [θ′− (κ0/κs)2, θ′] and D3 = [2(κ0/κs)2, π]× [(κ0/κs)2, θ′− (κ0/κs)2],






FIG. S2. Integration regions where b =
κ20
κ2s
The black region is region Ds. The horizontally striped region is region D2. The
vertically striped region is region D3. The grey region is region D4.
Note that regions D2 and D3 overlap, but that is not a problem as our integrand is positive and counting a region
double just increases the value of the integral, which in turn work for our purposes as we are only looking for an upper
bound. For the region Ds we can use the result (S66):
Ã−,s ≤ c̃−,sNγ−3 (lnN)γ−3 . (S71)































1 + xy(θ′ − θ′′) (S72)
where we have bounded the integral by decreasing the size of the denominators of the first and second terms. We also
performed a change of variables of x and y. We now extend the lower bounds of the x and y integrals to zero, which








































(θ′ − θ′′), 1, γ − 1
])
(S73)
We know again have the situation that depending on the values of the angular coordinates, the arguments of the Φ’s
diverge or go to zero. For the region D2s = [b, 2b]× [0, b], θ′ − θ′′ ∈ [0, b], so the argument lies between zero and one.
For the region D2l = [2b, π] × [0, b], θ′ − θ′′ ∈ [b, π], so the argument is larger than one. We first turn to the second
region. Here the argument can diverge and we should thus perform a similar transformation as Eq. (S48). It is not
13
















































































































∼ κ2(γ−3)s ∼ Nγ−3 (lnN)γ−3 . (S74)






































2γ−5 ln 2 ∼ Nγ−3 (lnN)γ−3 . (S75)




































































∼ κ2(γ−3)s ∼ Nγ−3 (lnN)γ−3 . (S76)


















































































































(θ′ − θ′′)−1(3− γ)−2
}
. (S77)




















































θ′(θ′ − θ′′) log (θ
′′) . (S78)
This can then be evaluated. The θ′′ integral leads to a variety of different terms, that need to be treated separately.
Some variable transformations need to be performed, and some special functions need to be expanded to their series
representation. It can be shown that the integral to leading order is constant in N , implying that the logarithm term
of Ã−,4 scales as κ
2(γ−3)














































Plugging this back in we find that also the integral over the region D4 scales as Nγ−3(lnN)γ−3.




= (logN)−2 . (S81)
With this we have found the critical exponent η/ν = 2.
15
D. Exponent η
In this section we show that the scaling exponent η that encodes how the clustering approaches zero when β →
β+c = 1. As this only requires working on the low temperature side of the transition, we can directly work in the
thermodynamic limit. To this end, we denote the general definition of the clustering coefficient with hidden degree κ




















dr′ρ(κ′)F (κ, κ′, |r′|)
)2 . (S82)
where we can use connection probability (S8) and µ̂ (S9).










)β = κ, (S83)
where we have plugged in the definition of µ̂ and used that 〈k〉 = γ−1γ−2κ0.
















We know that µ̂2 ∼ (β − 1)2 +O((β − 1)3). This is exactly the scaling that we expect from numerical investigation
for the clustering coefficient. Thus, all we need to prove is that at β = 1, the numerator is finite. If so, its (β − 1)
dependence must be order O(1). If the full expression contained (β − 1)−n terms with n > 0 it would diverge at the
critical point and if the dominant term was O((β − 1)n) with n > 0 the numerator would go to zero at the critical
point. And indeed, numerical integration shows that at β = 1 the numerator is finite, leading to the conclusion that
C(κ) ∼ (β − 1)2 (S85)
such that η = 2, which in turn implies that ν = 1.
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II. REAL NETWORKS
As was stated in the main text, the DPG algorithm can be used to find the temperature of its embedding in the S1
model. We list here a collection of real networks and their corresponding inverse temperatures. We choose to restrict
ourselves to models where the inverse temperature lies below or close to the transition point βc.
Network Names Type |V | |E| 〈k〉 Target C β
CElegans-C [5] Biological - Brain 279 2287 16 0.34 1.5
Drosophila1-C [6] Biological - Brain 350 2887 16 0.25 1.1
Drosophila2-C [6] Biological - Brain 1770 8905 10 0.33 1.1
Arabidopsis-G [7] Biological - Cell 4519 10721 4.7 0.16 1.2
CElegans-G [5] Biological - Cell 3692 7650 4.2 0.11 0.77
Drosophila-G [8] Biological - Cell 8114 38909 9.6 0.12 1.1
Human1-P [9] Biological - Cell 913 7472 16 0.23 1.0
Human2-P [9] Biological - Cell 1090 9369 17 0.20 1.0
Mus-G [8] Biological - Cell 7402 16858 4.6 0.13 1.1
Rattus-G [8] Biological - Cell 2350 3484 3.0 0.22 0.74
Yeast1-P [10] Biological - Cell 1647 2518 3.1 0.10 1.2
Yeast2-P [11] Biological - Cell 1458 1948 2.7 0.14 1.5
Polblogs-H [12] Citation - Hyperlinks 1222 16714 27 0.36 1.1
Wiki-H [13] Citation - Hyperlinks 1872 15367 16 0.42 1.3
Ecological [14] Ecological - Troffic 700 6495 18 0.10 0.15
Commodities [15] Economic - Commodities 374 1090 5.8 0.22 1.2
Friends-OFF [16] Social Offline - Friends 2539 10455 8.2 0.15 1.4
Airports1 [17] Transport - Flights 1572 17214 22 0.64 1.4
TABLE S2. Properties of a selection of networks with the inverse temperature β obtained with the DPG algorithm. Only
networks with β < 1.5 are shown.
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