The aim of this work is to define a useful concurrency measure, easy to implement and whose computation complexity allows the study of real examples. We extend the measure introduced in [BT87] to a probabilistic one, by means of a natural translation of the synchronized automata of Arnold-Nivat's model to Markov chains: the computation of the measure uses the concept of average time before absorbtion. Some examples including the mutual exclusion are detailed.
Introduction
The concept of concurrency measure has been studied by several authors until now, particularly Françon Françon's measure enumerates the correct behaviors of a family of p processes sharing r resources: it is computed as the convergence radius of a generating series.
Beauquier, Bérard and Thimonier's concurrency measure is defined as the average of waiting time in the behaviors of the processes: the computation uses the generating function concept too.
In these two examples, the exact value of the measure is computed by means of an analytic approach. Although this technique is theoretically powerful, it is rather expensive in running-time. For instance, [G89] shows that Beauquier, Bérard and Thimonier's measure (we denote this measure BBT in the present work) can't be effectively computed if the automaton modeling the system of processes contains more than 100 states. For Françon's, no implementation has been proposed until now.
So, no real system may be studied by means of the previous measures. The first aim of this work is the improvement of the computation of BBT.
This measure is based on Arnold-Nivat's model, using regular languages: a finite automaton A represents a process p, and every word accepted by A a possible behavior of p. So, a collection of processes p i i[ <1,n> is modeled by the homogeneous product of the associated automata: each transition is labelled by an n-uple x i i[ <1,n> of letters, the ith component of x i i[ <1,n> being the action performed by p i . However, accesses to the different critical sections of such a system (writing on a memory block, resource access, etc...) must be controlled to be performed correctly. This is the aim of synchronization, which is performed as the suppression of some transitions in the multi-process model automaton.
The concurrency measure enumerates the possible behaviors of the processes, without any probabilistic law (all the behaviors of the processes are counted with the same multiplicity). For instance, all the behaviors of a looping program are counted in the same way, which is very inconvenient. Indeed, in the computation of the roots of a function by means of Newton's algorithm, it is clear that the number of iterations is more likely to be 10 than 10 10 ... This leads us to build a new concurrency measure, which extends BBT: the model described in [BT87] is improved by the association of an absorbing Markov chain to the synchronized automaton. This one takes into account the properties of the studied algorithms: for instance the termination speed.
Let a (resp. b) be the average waiting time (resp. the average number of performed atomic actions) before the former absorption. Our measure is defined as the ratio a n.b which gives the efficiency of each process.
In the first part, we present Arnold-Nivat's model and we give a method to build the Markovian chain from the synchronized automaton. The second part is devoted to a probabilistic extension of BBT's measure, whereas in the third part, the automatic computation of this new measure is studied. Finally, in the fourth part, we present the mutual exclusion example. Here, a process is defined by the set of its finite behaviors. We are interested here in rational processes, which are represented by means of finite automata: each word accepted by the automaton is a possible behavior of the modeled process. The alphabet of the language is the set of the possible atomic actions for the process. We call regular language associated to the process the regular language accepted by the automaton. For a process p, we denote L(p) the language associated to p, A(p) the associated alphabet and A(p) the associated automaton. One implicit option of this model is to consider the modeled systems as synchronous: each process must perform exactly one action at each time unit, each atomic action being supposed to endure exactly one time unit. This last constraint doesn't restrain the model, because it can be used to model more general systems by using the gcd of the atomic actions duration as the time unit. So, each action is supposed to endure a multiple of the time unit. For instance, if a endures 3.5ms, b endures 4.2ms and c endures 8.4ms, the gcd is 0.7ms, each occurrence of a is replaced by a 5 , each occurrence of b by b 6 and each occurrence of c by c 12 .
I) Fundamental notions
The concurrent functioning of a family (p i ) i[<1,n> of processes is modeled by the cartesian product
Each transition of this automaton is labelled by a n-uple (x i ) i[<1,n> of letters: the i th component x i of the vector represents the action of the i th process [AN82]. When the processes have to communicate or to synchronize themselves, some configurations (that are n-uple of atomic actions) are forbidden: the set of synchronized concurrent behaviors is a subset of the set of the concurrent behaviors of the system. The synchronization constraints are modeled by a centralized control, that is an automaton which restrains the possible n-uple of actions at each time unit. So, we
A π i accepts the set of the synchronized concurrent behaviors. So, we insert in each A(π i ) a new letter, #, which models the waiting of the processes. This action is called active waiting. For each process, we consider the language L # (π i ) whose words are the sequential behaviors of π i shuffled with # * (for the notion of shuffle, see [FGT88] ). This language is regular.
Power of this model
The basic program description operations accepted by the described model correspond to the basic automata constructors: the atomic action is represented by the finite part concept, the choice statement by the union concept and the looping statement by the star. Most of the programs built by means of classical languages (Pascal, C, Fortran, etc...) only use these three concepts (it is shown in [PMS88] that recursion may always be avoided in a program by using a correct memory management). So, this simple model allows the representation of a large class of real programs.
A technique to compact non-deterministic finite automata [G89]
In order to improve the computations time, we present in [G89],[G89 a ] a technique for compacting automata, using words instead of letters for the labels of the transitions. In the present work, we use this compacted form: the word uvw labeling a transition of such a compacted automaton will be denoted u:v:w, the character ":" is only a virtual separator.
As an example, the automaton given at the left is compacted at the right: In the following, the expression compacted automaton denotes the application of this technique to a given finite automaton.
Some notations
Let w be a word accepted by the automaton A. We denote:
the i th letter of w. [z n ]f(z) represents the coefficient of z n in the series expansion of f(z). |w| the length of w. |w| x the number of occurrences of the subword (or the letter) x in w.
2) Markov chains and absorption waiting time
The reader is assumed to be familiar with the basic notions concerning Markov chains [F68] . Here, we fix the notations used in this paper.
Let us consider a Markov chain with n states (these states are numbered from 1 to n). We call p i,j i,j [ <1,n> 2 the family of transitions probabilities associated to this chain. 
3) From finite automata to Markov chains
An automaton can always be represented with only one initial state. From such a graph, one builds the associated Markov chain by replacing the labels of the transitions by the associated probabilities [P71]. Moreover, one must add to the set of states some absorbing states to take into account the termination property: Let L be the language accepted by the finite synchronized automaton associated to the system p i i[ <1,p> . We denote by λ n (L) the number of words in L of length n, so n.λ n (L) is the total number of letters of all the words of L of length n.
In the same way, we denote by µ n (L) the total number of # in all the words in L of length n. So, u L n = µ n L n.λ n L represents the frequency of # in the words in L of length n. The BBT measure is the average number of the (u L (n)) n[N . In [BT87], the computation of this measure uses the notion of generating function and Darboux's theorem [Ben74]. These operations are expensive as well in time as in memory use. Indeed, the computation of this measure appears to be very difficult as soon as the synchronized automaton contains about a hundred of states. This phenomenon leads us to search another approach. 
1) Some remarks about BBT's measure
BBT's measure neglects some paths. Only paths including loops are taken into account. In the following example, the word d is accepted by the automaton, but is neglected in the computing of the measure: This phenomenon shows that in order to recognize a word of a rational language, the used path is quite always the same. In addition, the number of steps in a given loop is not taken into account.
When we model behaviors generated by real programs, this last property is unconvenient. For instance, let us consider the example of the computation of a root of a function by Newton's algorithm:
until a given precision is reached
The convergence of this algorithm is known to be quadratic. So, the behaviors with a large number of iterations are "less probable" than behaviors with a small one. It follows that the distribution of the number of steps in the loop must be taken into account: this is not the case in BBT's measure.
2) A new measure q 1-q
Statistics on the average number of looping steps performed by real programs lead us to consider the random variable X equal to the number of steps required for leaving the loop. We have p (X=n)=q n-1 .(1-q) (geometrical law), hence E(X) = 1 1 -q . When the implemented algorithm is well known (Newton's algorithm for example), the study of its convergence speed (linear, exponential, etc...) gives a majorant of its maximal number of steps. This majorant gives a majorant of E(X), hence a majorant of q. This approach leads in a natural way to Markov chains models. Evaluating the average length of a word accepted by the synchronized automaton is equivalent to evaluating the length of the path before first absorption in the associated Markov chain. Let us consider the modeling of queues by birth and death processes. The rate of arrivals (generally denoted by λ) is equal to the ratio of two averages: the number n of customers in the system and the number a of of time units they remain in the system. These two averages can be computed by means of the Markov graph and the Chapman-Kolmogorov equations. Here, these two numbers are the average number of steps until the absorption (n) and the average number of # until absorption (a). So, if p denotes the number of processes in the system, the ratio a p.n appears to be of the same nature as λ. This ratio will be our concurrency measure.
III) Computational techniques
The structure of the Markov chain associated to a given synchronized finite automaton is simple to obtain. However, the computation of the probabilities associated to the Markov chain transitions is not so easy as one could think, because it imposes to take into account problems like fairness and starvation: the probabilities associated to the Markov chain associated to the product automaton i=n ∏ i=1 A p i are computed, using a numerical technique, from the probabilities associated to the automata A p i i [ 1,n . In the following, we'll denote p t the probability associated to the transition t.
1) About transitions probabilities of the initial automata
The finite automata used to model the functioning of a sequential program can be built by using the three classical concepts of sequentialization, union and iteration. The probability associated to the first one is obviously 1. We saw in the previous paragraph how it is possible to use statistical datas to compute the probabilities associated to an iteration (star) or a choice (two or more transitions issued from a given state).
So, the Markov chain associated to each automaton modeling a given sequential process is easy to obtain.
2) Computation of the transition probabilities of the synchronized automaton
Let us consider a system p i i [ 1,n of n processes associated to the family of finite automata A p i i [ 1,n . The transitions of the synchronized automaton
A p i can be of two types: either their label contains at least one # (waiting action) or their label doesen't contain any # (each process is active). The computation of the probabilities of the associated Markov chain can be achieved in two ways: -When there is no synchronization on a n-uple of transitions t i i [ 1,n , the actions performed by the processes are independent. In that case, the probability p t i i [ 1,n associated to the transition t i i [ 1,n is obtained using the product tribe: we have
When the label of the considered transition contains some active waiting actions (synchronization), the computation of the probability p t i i [ 1,n uses conditional probabilities:
In order to simplify the reasonning, we only consider the case where every process in the system has the same priority level than the others (the general Since all the processes have the same priority level, these n transitions have the same probability: 1 n .
Remark: when only q processes (with q<n) have to be synchronized, the system can be decomposed in the following way:
-We first study the system consituted by the q processes: it generates a family of transitions (following the method exposed above), each one having a probability 1/q. -The probabilities of the transitions associated to the n-q others processes (they are independent) are determined by the product tribe method previously described.
These two systems are independent: the transition probabilities of the automaton modeling the total system is obtained as products of the probabilities of the transitions of the two sub-systems.
When a process is in critical section, the others must wait until the resource is released. In this case, the active process imposes its probability: the probability of the transitions of the product automaton is the same as the probability of the active process.
The problems connected to the computation of probabilities are now solved. So, we can give a simple algorithm in order to compute these values while building the Markov chain associated to the synchronized product of the automata: 
Initialization of the Markov chain: the state t is absorbing

b) When the initial synchronized automaton is compacted
The computing principle is the same. The transition of the compacted automaton generated by the sequence
There is a difference more: in the initial automaton, a transition is labelled by a single letter. So, for the computation of waiting times, all the transitions of a non-compacted automaton are equivalent (they endure one time unit): the sojourn time in a given state is always 1. In a compacted automaton, the labels of transitions can be words. In the previous scheme, the transition of the compacted automaton corresponds to k time units. So, in the computing of waiting times, the sojourn time in a given state i is not obligatorily 1. We consider this average time to be the average of the durations of the labels of the transitions issued from i. If we denote T(i) the set of the transitions issued from i, p t (resp. n t ) the probability (resp. the number of time units related to the label) of the transition t, the sojourn time σ i is given by the formula σ i = ∑ t [ T i p t n t .
For the computing of the two waiting times n and a, the use of the compacted automaton generates a smaller system than in the non-compacted case, and the obtained results are the same: n compacted = n non-compacted and acompacted = anon-compacted . To prove it, one can see that n and a are sums of finite sequences. The use of the compacted automaton only consists in computing the sums in a different way, which yields the same result.
c) A computing example
Let us consider the Markov chain given below.
We try to compute n and a . This can be done thanks to the following systems: IV) The classical mutual exclusion example
1) Presentation of the problem
There is a mutual exclusion within a family of processes if:
Each of them repeats a sequence of actions of two types: critical section actions (crit) and remaining section actions (rest).
At a given time, at most one process is performing its critical section.
This kind of configuration is permanent in computer science: access to a printer, access to a file in a multi-user system, etc... So, we consider here this well-known problem (c.f. [BA86] for more details).
2) Sequential automata and synchronization
We consider a family of processes running under the following hypothesis: a process may only enter the critical section if this one is not owned by any other process. Therefore, if a process wants to enter the critical section, it must make a request. If the access is impossible, the process is put in active waiting. Consequently, we get the representation language {d.# * .c + .s.r * }, where d represents the request of the access to the critical section, # the active waiting, c the critical section, s the end of critical section and r the remaining section. The finite automaton representing such a process is easy to build.
Once the modeling of the given processes, we must consider the synchronization technique enabling to get the best optimization of the parallelism. In the case of n processes running concurrently, we have the following constrainsts:
Mutual exclusion in critical section
If no process is in critical section, no process waits It can be noticed that these constrainsts do not manage starvation. It is motivated by a care of simplification: indeed, it is possible to assign an index to each process entering the critical section, which is greater than that of the last process leaving the critical section. On the other hand, we assign here the processes to start and terminate at the same time. Indeed, in the general case, the obtained automaton has three sets of states corresponding to the three possibilities of loading the system. Here, we consider only that two processes are running. When one process is entering the critical section, it remains in it on an average γ time units.
Two processes running
When one process is entering the remaining section, it remains in it on an average r time units.
When running, each process is assumed to make on an average d requests for accessing the critical section. The Markov chain associated to the sequential automaton of any process is given on the present figure. The probabilities a, p and q are easily computable from the statistical parameters defined above, thanks to the formula giving the expectation of a random variable within a geometrical law (c.f. II.2).
We obtain 1 p + 1 = γ, 1 q + a = r and 1 1 -q = d.
The algorithm above (I.2.c) allows us to determine the Markov chain associated to the synchronized automaton: n 3 = 1 + 1 -p n 3 + p.n 5 n 4 = 1 + 1 -p 1 -q -a n 4 + 1 -q -a p.n 8 + qp.n 7 + q 1 -p n 3 n 5 = 1 + 1 -p 1 -q -a n 5 + 1 -q -a p.n 8 + qp.n 6 + q 1 -p n 2 n 6 = 1 + 1 -q -a n 4 + q.n 3 n 7 = 1 + 1 -q -a n 5 + q.n 2 n 8 = 1 + 1 -q -a 2 n 8 + q 1 -q -a n 7 + n 6 + q 2 n 1 + a 2 + 2a 1 -a n 9 n 9 = 0 For computing n ( i.e.n 8 ),
we must solve the following system which yields for n 8 (this result is obtained using the extension of the software Automaf [G89] that we have implemented, it is given in the Maple 4.2 format ): So, this measure allows fine analyses of systems by using statistical datas. Here, it can be pointed out that the performances of the system are less interesting when processes stay a long time in the critical section.
Conclusion
We define here a new concurrency measure, using the absorption waiting time concept in the Markov chain theory. Compared to the previous defined measure [F86][BT87], our indicator is very easy to compute in a software way, and allows the introduction of physical parameters.
The knowledge of a physical system imposes the introduction of a better stochastic model and the resolution of Chapman-Kolmogorov's equations. The theory of continued fractions developed by P.Flajolet and J. Françon  [F81] [FRS89] to analyse dynamic data structures will be applied to this case: this is the aim of a further work.
