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ABSTRACT 
 
Agriculture is a major consumer of freshwater resources around the world. This 
especially true in Texas, where water withdrawal for agriculture purposes causes the 
continuous decline of local aquifers. To minimize the effects of this withdrawal and 
ensure freshwater resources have ample time to replenish themselves, it is important for 
crop producers to be accurate in their irrigation applications. This research exhibits a 
web platform that utilizes remote imagery and real-time weather data to generate 
irrigation recommendations for producers on a field-by-field basis. These 
recommendations allow producers to accurately gauge how much water their crops 
require on a daily basis and manage their irrigations throughout the growing season. 
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CHAPTER I  
INTRODUCTION  
 
While many industries have been quick to adopt technology that incorporates data-
driven decision making, agriculture has fallen a bit behind. This is especially true for 
operational irrigation scheduling in Texas. Current irrigation methodologies in Texas 
revolve around the Reference Evapotranspiration (ET) approach. This approach 
involves two steps. The first of which is the calculation of a reference ET for a 
hypothetical reference crop using a modified form of the Penman-Monteith Equation. 
The second is to calculate crop evapotranspiration (ETc) by multiplying reference ET by 
an empirically determined factor, the “crop coefficient (kc),” which is specific to the 
crop type and agricultural region. ETc is generally calculated on a daily basis. It 
represents the amount of water lost from the crop canopy and soil surface, which then 
needs to be replenished by irrigation (or rain) for the crop to remain in a healthy, well-
watered state. The issue with the kc approach is that it calculates ETc under standard 
conditions. Unfortunately, fields are rarely in a perfectly ideal state and farmers that rely 
heavily on this method can end up over-irrigating when conditions for their field limit 
crop growth or ET. 
  
To amplify irrigation scheduling efficiency, crop water demand needs to be evaluated on 
a field-by-field basis. It should account for real-time plant and weather conditions. At the 
moment, there are not any operating systems available to provide this crucial 
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information to farmers in Texas. They are limited to public weather station data and are 
rarely provided with the daily values necessary to calculate reference ET. 
  
The best method to obtain the data necessary for these real-time recommendations is to 
utilize remote image data. This type of imagery has become more available in recent 
years due to satellites and unmanned aerial systems. With it, we can calculate vegetation 
indices such as the normalized difference vegetation index (NDVI). Using NDVI, crop 
coefficients can be adjusted for individual fields. This is possible since the seasonal 
evolution of remotely sensed NDVI is similar to that of a crop coefficient. Thus, crop 
coefficients can be modeled as a function of NDVI, which gives us a method for 
adjusting the crop coefficient values at the field scale for crops such as cotton, corn, 
wheat, and soybean.  
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CHAPTER II  
PLATFORM DESIGN AND REFERENCE ET 
 
2.1 Introduction 
The purpose of this chapter is two-fold. It begins by covering the overall platform design 
and proceeds to describe how it is utilized to create reference ET-based irrigation 
calculations on a field-by-field basis. The platform design is broken down into several 
sections, with each covering a specific component. The first section describes the design 
and setup of the framework. The second covers the database architecture. This includes 
the database schema and model relationships. This is followed by a section covering 
Amazon Web Services and how they were configured to work with the application. The 
final section covers Rails application itself. Specifically, the configuration, core 
functionality, and application flow.  
 
In this section, the scope of the application flow overview is limited to reference ET-
based irrigation calculations. This is for the sake of simplicity. An additional overview, 
which covers the utilization of remote sensing data is covered in the following chapter. 
 
2.2 Framework 
To implement this system, I chose to utilize a framework that excels in handling 
database-backed web applications: Ruby on RailsTM(RoR or Rails) [2]. Rails is a web 
framework written in Ruby. It utilizes the Model-View-Controller (MVC) architectural 
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pattern conceived by Trygve Reenskaug that is commonly seen in user interface 
applications. In the MVC design pattern (Fig. 1), objects in an application are assigned 
one of three roles and the communication between roles is strictly defined. Each role 
(model, view, or controller) is separated from the others via abstract boundaries and is 
only allowed to communicate with objects of the other types across said boundaries. 
 
Figure 1. Model-View-Controller Pattern 
 
Reenskaug describes the model role as one designed to represent knowledge. While a 
model can be a single object, it is usually a structure of objects. “There should be a one-
to-one correspondence between the model and its parts on the one hand, and the 
represented world as perceived by the owner of the model on the other hand [1].” Each 
node of the model should represent a distinguishable part of the problem and all of them 
should lie on the same problem level.  
 
A view acts as the visual representation of its corresponding model. Views generally 
highlight the attributes of a model that users are interested in and suppress those that are 
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only necessary on the application’s back end.  Because of this, views are sometimes 
called presentation filters. 
 
Controllers act as the link between the user and the system. Each one provides the user 
with input by arranging for relevant views to present themselves in the proper places on 
the screen. They provide means for user output by presenting the user with menus or 
other means of giving commands and data. The controller receives this user output, 
translates it into the appropriate messages, and passes the messages on to one or more of 
the views.  
One of the benefits of Rails is its built-in support for the major database types. The 
application creates an abstract layer through its ActiveRecord module, which acts as an 
object-relational mapping system for database access. This offers developers the 
freedom to choose database types based on need or preference. In the case of this 
application, PostgreSQL was used due to its ability to recursively input massive amounts 
of records. Another benefit of Rails is the fact that it is open source. This has resulted in 
the community-wide development of libraries. These libraries are collections of modules 
written in Ruby, which can be easily incorporated into new or existing Rails 
applications. This application makes use of a number of libraries to relieve some of the 
coding necessary to develop it. For example, it utilizes libraries for geocoding and user 
authentication.  
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Another benefit of Rails is designed to emphasize Convention over Configuration (CoC) 
and the Don’t Repeat Yourself (DRY) principle. CoC meant that it was only necessary to 
specify the unconventional aspects of the application and DRY alleviated the need for 
some repetitious tasks.  
 
2.2 Database Schema 
The core of the application architecture is the relational database. There are several 
base models with associations between each other and additional sub models. The 
following page shows a graphical representation of the schema (Fig. 2). There are 
several core models: crops, stations, Landsat, fields, and users. Crops simply have a type 
(sorghum, cotton, or corn). However, each crop has a sub model associated with it called 
a KC coefficient. The KC coefficient is the ratio of daily ET observed for a reference 
crop (ETc) and the actual ET of a crop. There is a KC coefficient for each day of the 
crop's growth, which is used in the irrigation recommendation calculations later down 
the line. 
The station model has an instance for each known weather station in Texas, including 
the Texas A&M Research Farm weather station. The instance includes the station’s 
name, county, latitude, longitude, elevation, and a Boolean value to keep track of 
whether or not reference ET can be calculated for the station. The station model has two 
sub models; readings and ETs. Every 15 minutes these stations report on agriculture and 
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weather conditions for their area, which are logged as instances of the Reading model. 
Every 24 hours, the readings collected over the past day are utilized to calculate 
reference ET for that day. These ET values are utilized when generating irrigation 
recommendations. 
The Landsat model contains the latitude and longitude values for each of the corners of 
the Landsat image and two constants per spectrum (red and near infared) that are 
necessary in accounting for reflectance in NDVI calculations. In addition to this, it has 
active storage references to both of the actual spectrum images (red and near infared), 
which are stored in an Amazon S3 bucket. 
The last two core models are the user and field models. The user model directly owns the 
field model and therein the irrigation recommendation model indirectly. Each user 
instance contains standard user information such as username, email address, and an 
encrypted password. The field model includes a name, the id of the crop that’s planted 
there, the planting date, the closest station, and the geometric information for the field. 
The field model directly owns the pixel set model and therefore indirectly owns the pixel 
model. Pixel instances include latitude, longitude, and NDVI values for use in remote 
sensing-based irrigation recommendations. 
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Figure 2. Database Schema Diagram 
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The final model is the irrigation recommendation. This model utilizes the ET model and 
either the KC coefficient or pixel model depending which type of irrigation 
recommendation the user requests. Each instance contains the calculated value, the date, 
the reference ET, the KC or NDVI value used in its generation, daily precipitation, and 
total solar radiation for the day. It also has a value called applied irrigation, which 
defaults to zero and is modified by the user if they wish to keep track of how much they 
irrigated throughout the season. If a producer desires to practice irrigation banking, this 
would help them do so. The processes and instance generations will be discussed in 
more detail in the following sections. 
 
2.3 Amazon Web Services 
2.3.1 AWS Overview 
There are a number of cloud-based hosting services available today, but in the end, 
Amazon Web Services (AWS) was the optimal choice [5]. The main reason for this lies 
in the versatility of their Elastic Beanstalk service.  This is an orchestration service that 
acts as a monitor, manager, and container for AWS’s underlying infrastructure, which 
includes over a hundred different services. With it, I was able to develop the platform in 
a fashion that supports automatic scaling to meet user demand as platform usage grows. 
The platform will never need to be relocated or redeployed simply because the hardware 
configuration could not support an uptick in traffic. This limits the need for maintenance 
and oversight dramatically. The added bonus of this configuration is that Dr. Rajan and 
her team will only have to pay for resources that they need, keeping the cost reasonable. 
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The Elastic Beanstalk service enhances developer productivity while simultaneously 
offering complete resource control. It provisions and operates the infrastructure and 
manages the application stack autonomously so the developer doesn’t have to. This 
includes, but is not limited to applying application updates or patches, configuring 
servers, databases, load balancers, firewalls, and networks. If necessary, developers can 
go “under the hood,” so to speak, to configure all of this directly. 
 
The core elements handled by the Elastic Beanstalk service are the EC2 instances, S3 
buckets, Elastic Load Balancers, RDS, and CloudWatch. EC2 refers to Amazon’s Elastic 
Compute Cloud. These are virtual private servers running an Amazon Machine Image 
(AMI) which is configured based on the user’s needs. For example, the EC2 instances 
used in this application are running Puma with Ruby 2.5 on 64bit Amazon Linux 2.8.4. 
 
S3 buckets refer to Amazon’s Simple Storage Service, which provides object storage 
through web service interfaces. In this case, the Representational State Transfer (REST) 
architectural style is used to work in tandem with Rails. These “buckets” contain 
application version archives and any Landsat images that are uploaded to the platform. 
These images are located and linked to the platform running on the EC2 instance via 
storage blobs within the Postgres database. This is necessary because of the sheer size of 
Landsat images. Each image is over 100MB and there are two per Landsat instance. 
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The Elastic Load Balancer automatically distributes application traffic across multiple 
targets. If user traffic increases to the point where it’s necessary to run multiple EC2 
instances to ensure optimal user experience, the load balancer will split traffic and direct 
it accordingly. This works in tandem with EC2 auto scaling. 
 
RDS refers to Amazon’s Relational Database Service. RDS is a cloud-based database 
service that allows developer to set up, operate, and scale relational databases. “It 
provides cost-efficient and resizable capacity while automating time-consuming 
administration tasks such as hardware provisioning, database setup, patching and 
backups.” This application utilizes PostgreSQL on a scalable database instance that is 
backed up every 24 hours to limit potential data loss. 
 
CloudWatch is the name of the service that provides real-time monitoring of EC2 
instance resources. It provides resource utilization metrics for CPU, disk, network, and 
replica lag for RDS database replicas. It is also the service that enables auto scaling. 
Developers can create alarms based on thresholds for resources such as the CPU, which 
will add or remove EC2 instances as needed. This application adds EC2 instances when 
CPU utilization is above 90% for longer than five minutes and removes them once the 
utilization drops below 15%. The dashboard for CloudWatch is shown below (Fig. 3, 4). 
Developers can add graphs and alarms for any number of metrics to maintain full control 
over their application. 
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Figure 3. CloudWatch Dashboard 
 
 
Figure 4. CloudWatch CPU Alarm 
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2.3.2 Configuring AWS for Deployment 
There are a number of customizations necessary for the irrigation platform to run 
smoothly in an Elastic Beanstalk environment. The first was to set up an RDS instance 
outside the Elastic Beanstalk container and link it using environment variables (Fig. 5) 
and security groups. This ensures two things; first that the database is not tied to the 
lifecycle of an Elastic Beanstalk environment, and second, that there is only one 
database, which is capable of connecting to any number of Elastic Beanstalk 
environments. This is extremely useful for performing seamless updates with blue-green 
deployments. This is entirely necessary in a production environment as it ensures the site 
will never be down due to an update. 
 
Figure 5. Database.yml and Environment Variables 
The second customization enabled this platform to utilize low cost AWS services such as 
micro EC2 instances, which are in the free tier. Applications of this caliber have rare, yet 
necessary memory intensive tasks such as deployment (the building of the app). Since 
the app does not require a lot of memory outside of these rare instances, it is less than 
ideal to increase the instance size to where it is overprovisioned 99% of the time. A 
better solution was to add a swap space to the machine, which is easily achievable on 
Linux environments during runtime. This is done through three simple commands in the 
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command line interface (Fig. 6). If the application was run on one EC2 instance, one 
could SSH into the instance and run these commands prior to deploying the application. 
Obviously, this doesn’t suit an environment where EC2 instances are added and removed 
dynamically in order to scale. Fortunately, there is a way to configure an Elastic 
Beanstalk environment to run commands such as these whenever an EC2 instance is 
created. This is done by creating an .ebextensions folder in the root of the application 
tree and configuration file within it. The configuration file checks to see if a swap space 
exists, and if it doesn’t, creates it.  
 
Figure 6. Setup_swap.config 
The third configuration necessary involved setting up cron tasks to handle data 
collection and daily reference ET calculations. Unlike the swap setup, these commands 
must only be executed by one EC2 instance. Otherwise there would be duplicate data 
  15 
instances. To ensure this, the first EC2 instance is marked as the leader and the 
leader_only flag is set to true in the corresponding configuration file (Fig. 7). The 
functionality of these two rake tasks will be described in a later section. 
 
Figure 7. Cron.config 
The last two configuration files enable the use of Webpacker, which is a gem (library) 
that manages application-like JavaScript in Rails apps [6]. In this application, it allows 
the app to compile node modules so they can be utilized in client-side JavaScript. This 
was necessary for the Landsat processing method the platform utilizes. The first config 
file checks to see if node and yarn are installed on the EC2 instance (Fig. 8). If they are 
not, it installs them. Node.js is an open source, cross-platform JavaScript run-time 
environment, which executes code outside of a browser (the reason for the use of 
WebPacker) [7]. Yarn is a fast, reliable, and secure package manager for node that 
handles dependencies [8].  
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Figure 8. Yarn.config 
 
The other configuration file needed to support Webpacker functionality involves 
NGINX, which is the software on the web server behind the Elastic Load Balancer (Fig. 
9). Because Webpacker acts as a separate asset pipeline from Rails’ default pipeline, 
NGINX must know where to look when it is asked to serve assets to clients. The rest of 
the settings involve setting buffer counts and sizes to avoid gateway errors. 
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Figure 9. Nginx_proxy.config 
2.4 Rails Application 
2.4.1 Rails Configuration 
Past the database configuration (telling the application to use PostgreSQL, and 
designating a database schema), it is necessary to create models, views, and controllers 
to mirror the schema. Each model file contains core rules for the model and defines 
relationships between other models. One can define whether or not an attribute must be 
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unique (i.e. a name), how attributes are ordered (by date, value etc.), dependencies, and 
more. Below is the model definition for Fields (Fig. 10). The relationships shown in 
figure 2 are defined accordingly.  Since most of the models are similar in fashion, they 
are not shown here. 
 
Figure 10. Field.rb (field model) 
The controllers and corresponding views are much more in depth and vary greatly. The 
controllers house the code necessary to handle model instance creations, edits, deletions, 
custom functions, and pass the views any information they need. These will be covered 
in the application flow section as they house a good portion of the core functionality.  
 
In order for all of the application parts to communicate properly and to work in sync, the 
routing of the application must be thoroughly defined. This is normally an excruciating 
task, but Rails 5 simplifies the process immensely. Instead of having to define all 
possible POST and GET requests for models, developers can simply list the model as a 
resource. This encapsulates all standard routes and developers are only required to add 
custom routes. A perfect example of Rails’ convention over configuration. Some 
examples of standard HTTP requests are listed below along with the end state of the 
route configuration file (Fig. 11, 12). 
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HTTP Verb Path Controller#Action Used for 
GET /fields fields#index display a list of all fields 
GET /fields/new fields#new 
return an HTML form for creating a new 
field 
POST /fields fields#create create a new field 
GET /fields/:id fields#show display a specific field 
GET /fields/:id/edit fields#edit return an HTML form for editing a field 
PATCH/PUT /fields/:id fields#update update a specific field 
DELETE /fields/:id fields#destroy delete a specific field 
 
Figure 11. Standard HTTP Examples Covered by Resources Tag 
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Figure 12. Route Configuration 
 
The rest of the configuration involves the ruby gems (libraries) incorporated into the 
application. Most of the gems work out of the box, so to speak, but there are two that 
required configuring. Specifically, devise and webpacker. Below are brief explanations 
of each gem, how they were utilized, and what configurations were made if necessary. 
• Geocoder - a complete geocoding solution for ruby that features forward and 
reverse geocoding, IP address geocoding, access to more than 40 APIs 
worldwide, and basic geospatial queries [9]. This gem is used to perform reverse 
look ups on station coordinates to determine what county the staticon lies in.  
• Gon - a ruby solution for passing data from controllers to JavaScript files 
through the use of ajax [10]. This gem is extremely useful and utilized 
throughout the application. It removes the need to expose data in the views so 
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that it may be parsed and used within JavaScript files. Specific use cases will be 
covered in the following section. 
• OJ - Optimized JSON is a fast JSON parse and object marshal [11]. This gem is 
used anytime JSON is utilized in the application. Namely, when making requests 
to the TWDB API, and requesting large amounts of weather data from the 
applications database for use in visualizations such as the map.  
• Google Drive - a ruby library for reading and writing to files in Google Drive 
[12]. This gem is used to read data stored on a google sheets file, which is 
updated with every 15 minutes with readings from the TAMU data logger.  
• D3 – a ruby wrapper for D3.js, which is a JavaScript library for manipulating 
documents based on data [13, 14]. It brings data to life through the use of 
HTML, SVG, and CSS. D3 is used to dynamically create data visualizations on 
the platform. 
• Bootstrap – an open source toolkit created by Twitter for developing with 
HTML, CSS, and JS. It allows developers to quickly build entire apps with its 
SASS variables and mixins, responsive grid system, extensive prebuilt 
components, and powerful plugins built on jQuery [15, 16]. Bootstrap was used 
to extensively in the application’s front-end design. It is both powerful and 
highly customizable making it one of the world’s most popular front-end 
component libraries.  
• Devise – a flexible authentication solution based on Warden. It is a complete 
MVC solution designed specifically for Rails engines [17]. This gem was used to 
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design the user model and the authentication behind it. Devise is highly 
customizable and therein requires developers to specify their desired 
configuration when it is incorporated into an existing project. In this case, it 
enables registration, password confirmation, rememberable sessions, and account 
recovery. This is all configured in the devise initialization file. Default settings 
can be found on the devise homepage.  
• Webpacker – a library that enables the use of the JavaScript pre-processor and 
bundler webpack 4.x.x+ to manage application-like JavaScript in Rails [6]. This 
gem essentially created a second asset pipeline for the application that compiles 
and monitors application-like JavaScript. In this case, it is used to incorporate 
intricate node.js modules into the platform. The two modules utilized are Image-
js and Proj4js. Their descriptions and the role they played are listed below. Most 
of the configuration necessary for webpacker involved AWS and was described 
above. Past that it was only necessary to list the required packages and ensure 
any file that utilized them was properly located in the new asset pipeline.  
• Image-js – a full-featured image processing and manipulation library 
written in JavaScript [18]. This library has an amazing amount of 
functionality, but is simply used here to open and read specific pixel 
values of Landsat imagery.  
• Proj4js – a JavaScript version of Proj4, which is a library to transform 
coordinates from one coordinate system to another [20]. This library is 
used to quickly transform coordinates of user fields and pixels between 
  23 
the projected WGS84 coordinate system (which maps pixels from a 
square Landsat image to fit the curvature of the earth) and the standard 
WGS84 coordinate system. 
 
2.4.2 Background Tasks 
As mentioned in the AWS section, there are two background tasks the application must 
run constantly.  One manages the collection of weather and agricultural data from 
stations across Texas, and the other calculates reference ET. The data collection task, 
fetch_data.rake, utilizes TWDB API calls to retrieve data from TWDB managed stations 
and accesses a continually updated Google Sheet to retrieve the latest information from 
Texas A&M’s weather station. 
The TAMU weather station consists of a Campbell Scientific CR1000X (data logger), a 
TE525 rain gauge, a LI-200R-SMV5 pyranometer (solar radiation), a 03002 R.M. 
Young wind sentry set, a HAMP60L Vaisala temperature and relative humidity probe, a 
RV50 Sierra Wireless Airlink 4G Industrial LTE Cellular Gateway to enable internet 
access, and solar panels to power it all. The CR1000x and sensors require an almost 
negligible amount of power to operate, but the modem pulls a full twelve volts. To 
minimize power consumption, the modem is only powered on for one minute every 
fifteen minutes. During this period, it sends an email containing current weather data. A 
third-party program, IFTTT, is linked to the receiving email and acts upon getting a new 
message from the data logger’s unique email address [21]. For each message, it creates 
an entry in a predefined Google Sheet consisting of message’s body and the time it was 
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received. The body of the message contains a series of key value pairs, which are 
separated by commas to ease parsing on the application end. 
 
Portions of the fetch_data task relating to the TAMU station are shown below. The first 
creates a session with Google Drive, gathers a list of the spreadsheets within the drive, 
sorts them by title, and connects to the first spreadsheet in the list (Fig. 13). This is 
necessary due to the row limit Google Sheets imposes (2000 rows). Once the limit is 
reached, IFTTT automatically creates another sheet with the same name and an 
incremented number (Weather Data, Weather Data 1, Weather Data 2, etc.). When the 
spreadsheets are sorted by title, the newest version of the sheet is always at the 
beginning of the list. With the correct spreadsheet selected, the program reads the value 
of second column of the last row, which contains the latest email’s message body. It then 
removes any extraneous characters such as ‘\n’ and splits the string into substrings based 
on ‘,’ locations. Variables are instantiated in case the data logger failed to report a value 
or reported the “not a number” error and the correct station instance is loaded into a local 
variable. 
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Figure 13. Fetch_data.rake (1) 
The next portion of the code iterates through each element in the new array and splits the 
key value pairs, which are separated by a colon (Fig. 14). A switch statement checks to 
see what the key is and assigns the value to a variable accordingly. The final portion 
checks to see if the read date is different from the latest one saved to the database, and if 
so, saves it (Fig. 15). All lines containing logger.info simply save messages to a log file.  
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Figure 14. Fetch_data.rake (2) 
 
 
Figure 15. Fetch_data.rake (3) 
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The portions of the fetch_data task which handle TWDB weather station readings are 
quite different. This is namely due to the fact that it is handling multiple station readings 
at once. The first portion defines the URL strings needed to access the TWDB API, 
sends a request for all current weather data, and converts the response from text to JSON 
format to simplify parsing (Fig. 16). 
 
Figure 16. Fetch_data.rake (4) 
The next portion iterates through each JSON object (a station reading) and stores values 
accordingly (Fig. 17). Unfortunately, there is a bug with the TWDB API. Some of the 
stations do not return values for humidity despite the fact that the values are being 
recorded by the station. In order to retrieve these values, it is necessary to make another 
call to the API. This call requests humidity values by station ID. Four stations do not 
support humidity lookups and are skipped in this scenario. The response is again 
converted to JSON and the most recent value is saved. The API is also inconsistent in 
what it reports for sensor readings that a station lacks. Some return nil while others 
return blank values. There are if else statements in place to account for this. The final 
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portion checks to see if the read date is newer than the last reading, and if so, saves it to 
the database (Fig. 18).  
 
Figure 17. Fetch_data.rake (5) 
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Figure 18. Fetch_data.rake (6) 
The second background task, calculate_et.rake, does exactly what the name suggests,  it 
calculates the reference ET for all viable stations once every twenty four hours at 12:00 
AM CST. As mentioned previously, the calculations used are based the Penman-
Monteith Equation [32]. For the Texas A&M weather station, it is possible to use the 
standard version of the equation since the datalogger calculates and provides the 
database with both actual vapor pressure (ea) and saturation vapor pressure (es). For the 
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other weather stations, it is necessary to estimate ea and es using humidity values. The 
calculation portions of the code are shown below (Fig. 19, 20). 
 
Figure 19. Calculate_et.rake 
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Figure 20. Ea and Es Calculation Using Humidity 
 
2.4.3 Application Flow 
When users first access the website, they are met with the landing page (Fig. 21). This 
page presents a brief description of the tool’s purpose and acts as a gateway to the rest of 
the site. The navbar (available on all pages) can take them to the list of weather stations 
(Fig. 23), allow them to sign in, sign out, sign up for an account, or pull up their field 
management page. Users are not required to sign in, but will be unable to create fields 
and therefore irrigation recommendations until they create an account and sign in. 
 
Guest users are limited to the landing page, the overview page, the team page, and pages 
related to weather station data. The overview page and team page are pure html and hold 
no special functionality, merely information for the user. The weather station pages, on 
the other hand, are dynamically generated. There are two ways to access weather data; 
users can either navigate to a station’s specific page, or click on a station’s marker on 
any of the maps throughout the site. If the users wish to see historical data for the station, 
they must navigate to the station’s page (Fig. 22). Each station marker has an embedded 
link to its page. 
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Figure 21. Landing Page 
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Figure 22. Station Specific Pages 
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Figure 23. Weather Stations Page 
The behavior of these pages is governed largely by their associated html.erb and 
JavaScript files. Html.erb is a file type exclusive to Rails applications that allow you to 
embed ruby directly into your html code. This makes it easy to incorporate conditional 
behavior and dynamically build html elements like tables and forms. The html code 
below is responsible for the table generation on the station index page (Fig. 24). The 
variable @stations initialized in the controller and passed to the view. 
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Figure 24. HTML.erb Table Generation Code 
The majority of the JavaScript for the page involves standard map instantiation 
(examples can be found in the Google maps API documentation). I have skipped some 
of the html and variable declarations to save space, but the rest is shown below. The first 
portion checks to see if the user’s browser supports geolocation (Fig. 25). If it does, it 
places a marker for the user on the map and pans the map to center on their location.   
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Figure 25. Station_index.js (1) 
The second portion of code iterates through all of the stations and generates the html 
strings needed to display current weather data in the marker’s info window (Fig. 26). 
The last portion concatenates all of the strings together for the info window, creates a 
marker, and adds an event listener to display the info window when the marker is clicked 
(Fig. 27). 
If users wish to generate irrigation recommendations, they must create an account and 
sign in. When they click on the links to sign in or sign up, they are met with the 
respective page (Fig. 28). The sign up page’s only difference is that it contains a second 
box for the password confirmation. If necessary, users can request a link to reset their 
password. The devise gem handles these pages directly, so there is no need for a 
controller. 
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Figure 26. Station_index.js (2) 
 
Figure 27. Station_index.js (3) 
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Figure 28. Sign in Page 
Once users are signed in, they can create fields and generate irrigation recommendations. 
There are two ways to access the field management page. They can either access it 
directly through the navbar, or click on the “Irrigation Scheduling” button on the landing 
page, which will take them to the irrigation landing page (Fig. 29). This page contains 
information on how to use the tool and links for those that are adverse to using the 
navbar. 
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Figure 29. Irrigation Landing Page 
The first step outlined is to create a field. The page for this process is shown below (Fig. 
30). The most intuitive method is for users to navigate to their field on the google map 
interface.  They can then select the polygon tool to create a border around their field. 
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Note that the polygon can be any shape and size as long as it is closed. Once the border 
is created, the JavaScript behind the page automatically selects the nearest station to 
their field. From here, the users simply need to select their crop type, planting date, and 
give the field a name. 
 
Figure 30. Field Creation Page 
Nearly all of the behavior for this page is handled by its JavaScript file. Portions of this 
file are show below. The first portion is a function assigned to the “Show Map” button 
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(Fig. 31). It generates a google map object, sets the data controls for it, and binds 
listeners to the data layer so that when users are done creating the field, the code can 
convert the data layer’s polygon object to geoJSON text, a format that can be saved to 
the database. The second portion of code does exactly this (Fig. 32). It also calculates 
the center point of the geometry and iterates through the stations to find the closest one. 
Once the closet one is found, it changes the value of the station dropdown menu on the 
page to match it. 
 
 
 
Figure 31. Field_create.js (1) 
  42 
 
Figure 32. Field_create.js (2) 
The third and final portion shows the definitions for the helper functions (Fig. 33). The 
first determines the distance between two lat/long pairs by using the Haversine formula 
[22]. The second defines a prototype property for JavaScript’s number class, which 
simply converts a number to its radian form. The third iterates through the station list in 
order to find and set the option that matches the closest station’s index. 
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Figure 33. Field_create.js (3) 
Once the field is created, the user is directed to their fields page (Fig. 34). The map on 
this page shows the boundaries of all of the user’s fields and places markers the closest 
stations. Below the map is a list of the user’s fields with options to navigate to the pages 
for reference ET based irrigation calculations, remote sensing-based irrigation 
calculations, and the option to delete a field. The JavaScript that governs this page’s 
behavior is a mixture of the functions in field_create.js and station_index.js. It iterates 
through the user’s fields, converts the geoJSON data to a Google Maps data layer object, 
and adds it to the map. It also stores the center point for each polygon so once they are 
all placed on the map, it can zoom and pan the view to where all of the fields are visible. 
The marker placement is identical to what was previously shown.  
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Figure 34. My Fields Page 
Once a user has a field, they are able to generate irrigation recommendations. The 
process for generating reference ET-based recommendations is extremely simple. To do 
so, users simply click the “Reference ET” button that corresponds to the desired field 
and then click the “Generate Irrigation Recommendations” button on the following page 
(Fig. 35).  
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Figure 35. Reference ET Recommendation Page 
 
Once a user clicks this button, the page sends an HTTP Post request to the server, which 
makes a call to the fieldirrigation function within the irrigation controller (Fig. 36). This 
call ensures that the field’s id was correctly passed in the parameters of the requests and 
then calls the ref_et_irrigation function (Fig. 37). 
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Figure 36. Irrigation Controller (1) 
 
The ref_et_irrigation function performs in the following manner; first it creates a 
reference to the correct field using the field id given in the parameters. Next it initializes 
and formats all of the date variables necessary for the calculation. The code essentially 
starts at the current date and works its way back to the day after the crops were planting. 
For each day, the code checks to see if the required variables for the calculation are 
available (reference ET for the day and a crop coefficient corresponding to that day in 
the crops growth cycle). If both these variables are available, the code proceeds to the 
final check; to see if there has already been an irrigation calculation made for this date. If 
there has been, there is no need to calculate a new recommendation. This prevents 
duplicate values and ensures that applied irrigation values are never overwritten. If there 
is not an irrigation recommendation for the field on this date, it proceeds to calculate the 
irrigation recommendation and saves it to the database. These irrigation calculations are 
modeled after the previous work of Dr. Rajan [30, 31]. 
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Figure 37. Irrigation Controller (2) 
 
Once the all of the irrigation recommendations have been calculated, the function ends 
and returns to the fieldirrigation function where a redirect is made to cause the user’s 
browser to reload the current page. This way the field controller can pass the newly 
calculated irrigation recommendations to the view. Upon reload, users are presented with 
a wealth of information. There are two gauges; one showing the total amount of 
irrigation required by the field and the percentage they have applied, and another that 
shows the latest irrigation recommendation (Fig. 38). Below the gauges is a list of all the 
irrigation recommendations and bar graphs that display irrigation recommendation, 
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reference ET, and precipitation values for each day since planting (Fig. 39, 40). Each 
entry in the table includes a spot where the user can enter the amount in inches of the 
irrigation they applied that day and a button to update the entry. 
 
Figure 38. Reference ET Irrigation Recommendations 
 
Figure 39. Reference ET Graph 
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Figure 40. Precipitation Graph 
The graphs and gauges are created using the d3 library and a listener function is tied to 
the update buttons (Fig. 41). Whenever a user clicks update, the function makes an 
AJAX call to the server so that the change is reflected on the server and then refreshes 
the page so the percent value in the total irrigation gauge is corrected.  
 
Figure 41. Field_show.js 
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CHAPTER III  
REMOTE SENSING 
 
3.1 Introduction 
This chapter details how remote imagery from Landsat data is uploaded, processed and 
utilized to generate field specific irrigation recommendations for users. The Landsat 
imagery used by the platform comes from the Landsat project [23], which is a joint 
initiative between the U.S. Geological Survey and NASA. The project operates 8 
satellites that continuously acquire “space-based moderate-resolution land remote 
sensing data.” The newest satellite, Landsat 8, provides high quality visible and infrared 
images of all near-coastal landmasses on earth. It offers 16-day repetitive coverage 
meaning that new images can be collected and uploaded to the platform every 16 days. 
With these images, the platform is able to calculate a normalized difference vegetation 
index for every pixel. The Landsat images have a resolution of 30 meters, so the NDVI 
for each pixel applies to 900 m2.  
3.2 Collection and Upload 
Unfortunately, the Landsat project does not provide an API so the imagery must be 
downloaded manually. This is done through the USGS’ web-based earth explorer tool. 
One simply needs to create an account, search for the desired area, supply a date range, 
and select the Landsat 8 dataset. Users can then select the desired image set and 
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download the corresponding level 1 GeoTIFF data product. The data product contains 
images for 11 spectral bands and a text file that contains metadata for the file.  
 
To calculate NDVI, both the red spectrum image and the near infrared image are needed. 
The rest of the spectral images can be discarded. In order to upload the data, Dr. Rajan 
or one of her graduate students must navigate to a page only accessible by them (Fig. 
42). This page displays a form that must be filled out using data contained in the Landsat 
image’s metadata file, and two buttons that allow the users to upload the near infrared 
and red images. Once the imagery is uploaded, any user can utilize it for their remote 
sensing-based irrigation recommendations. The form for this page was generated using 
Rails’ built in form helper and a bit of JavaScript to show a progress bar, which tracks 
the progress of the image files upload to the Amazon S3 bucket (Fig. 43). 
 
Figure 42. Landsat Upload Page 
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Figure 43. Progress Bar JavaScript Function 
 
3.3 Landsat Processing 
The original approach to handling the Landsat involved a script that preprocessed the 
data and uploaded instances of the pixel model to the server. However, the sheer size of 
Landsat imagery made this impractical. There are roughly 60 million pixels in each 
spectral image. Calculating the NDVI for each pixel takes roughly one hour on a 
computer with a 4690K i7 intel processor, NVIDIA 1080 GPU, and 8GB of ram. While 
the calculation time could be cut down significantly using multithreading, it was not the 
bottleneck. Uploading 60 million instances of the pixel model to the database, even with 
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batching, took days. This approach also would have required the ruby controller to 
search the entire collection of pixels to find which ones lay within the bounds of a field. 
Search time would only increase as more Landsat images were processed.   
 
Obviously, the performance of this method is unacceptable. The alternative to 
preprocessing the imagery is to process only what is necessary and to do it on the fly. 
This approach is extremely fast by comparison. Even with extremely large fields, the 
processing time is cut down to less than 5 minutes. The average processing time is 1-2 
minutes. When users pull up the Landsat irrigation recommendation page, they are met 
with a list of all the Landsat images available for their field (Fig. 44). The list shows the 
date the imagery was collected, if it has or has not been processed for the user’s field, 
and the average NDVI if it has. 
 
When the user chooses to process one of the images, they are directed to a page that’s 
running the necessary JavaScript script in the background. This script works in the 
following manner; first it loads the proj4 and image-js libraries, field information and 
initializes a map in a manner similar to field_show.js. Once the map is made, several 
variables are initialized from the Landsat model instance and field geometry. In the first 
portion of code shown below, the field geometry and Landsat latitude and longitude 
values are converted to their WGS84 projected form (x and y values) (Fig. 45). Then 
minimum and maximum x and y values are calculated in order to determine which pixels 
to loop through on the image. 
  54 
 
 
 
Figure 44. Landsat Irrigation Recommendation Page 
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Figure 45. Process_landsat.js (1) 
The other two portions show how the function loops through those pixels, and for each 
pixel, calculates the center point of the pixel and checks to see if that point lies within 
the field geometry using the Jordan curve theorem [24] (Fig. 46, 47). If the point is 
within the geometry, it grabs the pixel values from both images, converts them to top of 
atmosphere (TOA) reflectance [25], and calculates NDVI. 
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Figure 46. Process_landsat.js (2) 
 
Figure 47. Jordan Curve Theorem Function 
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After all NDVI values have been calculated, the function makes an ajax post to the 
server so that it can save all of the pixels to the database. Throughout this entire process, 
a progress bar is updated and displayed for the user on the Landsat processing page (Fig. 
48). 
 
Figure 48. Landsat Processing Page 
Once the pixels have been saved to the server, a function is called that creates a Google 
Maps rectangle for each pixel on the map and colors it on a spectrum from red to green 
based on its NDVI value. Each of these rectangles are assigned an event listener that 
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displays an info window with the corresponding NDVI value when the user hovers their 
mouse over them (Fig. 49).  
 
Figure 49. Processed Landsat Display 
Unfortunately, if Landsat images are cloudy, the user will get incorrect NDVI values. If 
they wish to see the images, there are download links for every single Landsat’s red and 
near infrared images on the results page. If the user determines that their farm is 
obscured by clouds or simply don’t like the NDVI values that were calculated, they can 
remove set of values from their field.  
3.4 Remote Sensing-based Irrigation Recommendations 
Once the user has processed at least one Landsat image for their field, they can generate 
remote irrigation recommendations that take the calculated NDVI values into account. 
The calculations utilized in the process are based on work published by Douglas J. 
Hunsaker and his colleagues, which outlines a linear regression relation between NDVI 
and the crop coefficient [26]. The controller function which performs the 
recommendation generation is shown below. The first portion of the function initializes 
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variables similar to the reference ET function (Fig. 50). One key difference is that this 
function starts the day after the planting date and works its way to the current day. It also 
determines the peak of the crop coefficient curve and returns its index. Last, it loops 
through all of the field’s pixel sets and creates two arrays, which contain NDVI values 
and dates respectively. 
 
 
Figure 50. Irrigation Controller (3) 
 
Next the function initializes the kc index, which starts at one since the loop is starting the 
day after planting. With everything initialized, the function can start looping through the 
days between the plant date and the current day. Most of the loop matches that of the 
reference ET function. The differences are shown in the second portion of code below 
  60 
(Fig. 51). The function calculates the number of days since planting and checks to see if 
there is an NDVI value for that day. If there isn’t, it just uses the existing crop 
coefficient value for that day. If there is, it utilizes the linear regression relation 
discussed earlier to calculate a new crop coefficient based on the NDVI value. Once this 
value is calculated the function finds the closest crop coefficient on the same side of the 
KC curve and updates the KC index to match its position in the array. This is essentially 
shifting the entire KC curve left or right so that it better aligns with the producer’s crop 
health. Finally, the function performs the check to see if there is already an irrigation 
recommendation for that day, and if not, creates one and saves it to the database. 
 
 
Figure 51. Irrigation Controller (4) 
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CHAPTER IV  
RESULTS AND FINDINGS 
 
4.1 ET and Irrigation Recommendation Calculations 
To ensure the correctness of our reference ET and irrigation recommendation 
calculations, Dr. Rajan, her students, and I have monitored the platform for roughly three 
months. Reference ET calculations are checked daily and corroborated via third party 
services, which calculate reference ET in nearby areas. In addition to this, the platform 
maintains detailed logs of all reference ET calculations. Our team has randomly sampled 
dozens of calculations and validated the results by hand. We used similar tactics to 
ensure that our irrigation recommendations are generated correctly. In one case, we 
generated irrigation recommendations for one of Dr. Rajan’s cotton fields and compared 
the results to her student’s manual calculations. The generated recommendations were 
well within the target range. 
4.2 NDVI Calculations 
The standard method for calculating NDVI using Landsat data involves the use of 
software such as ArcGIS, which enables users to perform complex geospatial analysis 
[27]. Using ArcGIS, our team calculated NDVI for several Landsat image sets and 
compared the results to the platform’s calculations. All of the values matched. ArcGIS 
also enables users to see the latitude and longitude of any pixel. We used this to ensure 
that the calculated latitude and longitude values for pixels on the platform were correct 
as well. Once again, everything checked out. 
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4.3 User Study 
To ensure the platform met project goals, we performed a user study with both expert 
and naïve users. The study consisted of a cognitive walkthrough method and usability 
testing. The cognitive walkthrough method “combines software walkthroughs with a 
cognitive model of learning through exploration [23, 24].” In a cognitive walkthrough, 
the developer of an interface walks a user through an application in the context of core 
tasks a typical user would want to accomplish. The actions and respective feedback from 
the interface are compared to the user’s goals and previous knowledge. Any 
discrepancies between the user’s expectations and the actual outcome are documented. 
The project goals our user study tested are listed below: 
• The application must allow users to quickly access current agriculture and 
weather data  
• The application must allow users to locate and designate the boundaries of their 
field 
• The application must provide users with field-specific reference ET based 
irrigation recommendations 
• The application must provide users with field-specific remote sensing-based 
irrigation recommendations 
 
The user study involved four tasks that corresponded to a specific project goal. After 
each task, users were asked if they were able to complete the task, how long it took them 
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to complete the task, if that time frame was reasonable, and if there was any feedback 
they wished to give regarding the process. The first task directed users to the website and 
asked them to look up the current weather and agriculture data for any station. All users 
were able to complete this task and did so in under a minute. Users also felt that the 
irrigation platform performed the same or better than alternatives in regards to this task. 
Each of them felt the time frame for this task was reasonable.  
 
The second task asked users to find and create a field. Once again, all users were able to 
complete this task. However, the time to do so varied. Oddly enough, experience level in 
agriculture had nothing to do with the speed at which a user completed the task. Some 
users were simply more accustomed to highly interactive web interfaces. The results are 
shown below (Fig. 52). There are no other platforms that allow users to accomplish this 
task. So, it is impossible to compare the irrigation platform’s performance against 
alternatives. However, all of the users felt that the time frame required to complete this 
task was reasonable. 
 
Figure 52. Task 2 Timing Results 
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The third task asked users to generate irrigation recommendations for the field they 
created in task 2. Once again, all users were able to accomplish the task. The timing 
results showed that all users were able to do so in under a minute. Each of the users felt 
that this time frame was reasonable and again there were no known alternative ways to 
accomplish this task. All users felt that the recommendations were presented to them in a 
clear and concise manner.  
 
The final task required users to generate remote sensing-based irrigation 
recommendations for the same field. All users were able to process Landsat data for their 
field and generate the appropriate irrigation recommendations. However, the time to 
complete the task varied (Fig. 53). Naïve users tended to only process one Landsat 
image for the field while expert users processed as much of the imagery as possible. 
Once again, there are no other platforms that allow users to accomplish this task. And 
while all users felt the time frame for accomplishing this task was reasonable, they did 
not feel that the recommendations were presented clearly. The results looked too similar 
to the reference ET recommendations. This has been considered and steps are being 
taken to clarify key differences in the results. 
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Figure 53. Task 4 Timing Results 
 
 
4.4 Server Performance 
During the user study, the elastic beanstalk instance was monitored in real-time. A 
number of metrics were measured to see if any more auto scaling mechanisms needed to 
be put in place. It seems that for now, the platform can handle upwards of 40 concurrent 
users at a time without exhibiting stress in the slightest. As you can see below, all 
metrics were reasonable and well below desired thresholds (Fig. 54).  
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Figure 54. Elastic Beanstalk Load Test Metrics 
CHAPTER V  
SUMMARY AND CONCLUSION 
5.1 Summary 
As discussed previously, there is a need to amplify irrigation scheduling efficiency for 
agriculture producers in Texas. The best way to accomplish this is to utilize real-time 
plant and weather conditions to calculate irrigation needs on a field-by-field basis. We 
present a robust irrigation platform that manages this through a combination of 
continually updated weather station data, remote image data, and limited user 
interaction.  The platform was developed using Ruby on Rails and modified to function 
on Amazon’s Web Services. It automatically collects weather data from stations across 
Texas every 15 minutes and allows the administrators to easily upload new Landsat 
imagery. Through an extensive user study, the platform was shown to (a) provide users 
with real time weather and agricultural data, (b) allow users to easily and efficiently 
designate the location of their field on a Google Map interface, (c) generate and clearly 
present accurate reference ET-based irrigation recommendations, (d) allow users to 
process Landsat imagery for their field in order to determine NDVI, (e) generate and 
clearly present accurate remote sensing-based irrigation recommendations, and (f) allow 
users to keep track of their irrigation values throughout the growing season. Performance 
metrics and user feedback show that the application handles exceptionally well and 
performs task in a reasonable time frame. 
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5.2 Conclusion 
There has been significant effort in agricultural research regarding irrigation scheduling 
efficiency [21, 25, 26]. Many of these efforts have produced promising results. 
Unfortunately, the results and irrigation scheduling methods conceived during research 
rarely make it into the hands of every day producers. Additionally, these methods are 
time intensive and require those practicing them to have access to a wealth of data, 
which in general, is not easily accessible. The platform presented in this research 
addresses both of these issues. It automatically collects current weather and agricultural 
data, allows easy upload of remote imagery, and procedurally generates field-specific 
irrigation recommendations for producers using advanced irrigation scheduling methods. 
The platform is efficient, intuitive, and available to use for any producer in Texas. This 
platform will enable producers to irrigate their fields efficiently and drastically reduce 
the cost of calculating irrigation needs for researchers.  
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