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Abstract
Partially missing datasets are a prevailing problem in data analysis. Since several
reasons for missing attribute values can be distinguished, we suggest diﬀerent ap-
proaches for dealing with this common problem. For datasets, in which feature values
are missing completely at random, a variety of approaches has been proposed. In other
situations, however, the fact that values are missing provides additional information for
the classiﬁcation of the dataset. Since the known approaches cannot exploit this in-
formation, we developed an extension of the Gath and Geva algorithm that can utilize
it. We introduce a class-speciﬁc probability for missing values in order to appropriately
assign incomplete data points to clusters. Benchmark datasets are used to demonstrate
the capability of the presented approach.
 2003 Elsevier Inc. All rights reserved.
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1. Introduction
If data analysis methods are applied to practical problems, we often ﬁnd
that datasets contain many missing data elements. A dataset has partially
qThis paper is an invited extended version of a paper presented at the EUNITE’2002 conference,
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missing data if some attribute values of a feature vector~xj are not observed. An
example for an incomplete feature vector is ~xj ¼ ðxj1; xj2; ?; xj4; ?Þ, which has
missing values in the third and ﬁfth attribute. Only the ﬁrst, second and forth
attribute are observed. Feature values can be missing for several reasons. Of-
ten, they are the result of problems or failure in the data collection method.
Malfunctioning sensors may collect some but not all features of an event.
Questions on a questionnaire remain unanswered, because a person missed the
question or refused to answer. Human operators may collect only as many
features as they have time for.
Clustering is a technique for classifying data, i.e., to divide a given dataset
into a set of classes or clusters [2,3,8]. The goal is to assign data points to
clusters in such a way that two feature vectors from the same cluster are as
similar as possible and two feature vectors from diﬀerent clusters are as dis-
similar as possible. Most approaches for dealing with partially missing datasets
in fuzzy clustering assume that missing values are missing completely at random
(MCAR). Such missing values behave like a random sample and their prob-
ability does not depend on the observed data or the unobserved data [9,10].
Thus, missing values (MCAR) are interpreted as a random reduction of the
dataset, which provide no further information for assigning incomplete feature
vectors to clusters.
However, depending on how the data were collected, the occurrence of a
missing value can give a hint which class the incomplete feature vector might
belong to. For example, on medical reports some attributes can be left blank,
because they are inappropriate for some class of illnesses. Here the person
collecting the data felt, that it is unnecessary to record the values of certain
attributes. The same kind of missing values can be found as unmarked sec-
tions on data sheets, when the options to choose did not apply to the ex-
ample at hand (or more particular to its class). Another example are missing
values due to intentionally unanswered questions (e.g. for income, social
status) on questionnaires, when persons are more or less willing to answer
depending on their standing (class) within society. In these cases, the prob-
ability for the occurrence of missing values is class-speciﬁc. Thus, miss-
ing values of this kind should be distinguished and also treated diﬀerently
from feature values that are missing completely at random. They pro-
vide additional information for the classiﬁcation of the partially missing
dataset.
The paper is organized as follows: after a short introduction to fuzzy cluster
analysis, a brief review on approaches for dealing with missing values MCAR
is given in Section 3. Our approach to fuzzy clustering with missing values
occurring with a class dependent probability is described in Section 4. Experi-
ments that illustrate the characteristics of the proposed method are presented
in Section 5.
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2. Fuzzy cluster analysis
As already stated, the objective of fuzzy clustering methods is to divide a
given dataset into a set of clusters based on similarity. In classical cluster
analysis each datum must be assigned to exactly one cluster. Fuzzy cluster
analysis relaxes this requirement by allowing gradual memberships (member-
ship degrees), thus oﬀering the opportunity to deal with data that belong to
more than one cluster at the same time. Most fuzzy clustering algorithms are
objective function based: they determine an optimal classiﬁcation by mini-
mizing an objective function. In objective function based clustering usually
each cluster is represented by a cluster prototype. This prototype consists of a
cluster center (whose name already indicates its meaning) and maybe some
additional information about the size and the shape of the cluster. The cluster
center is an instantiation of the attributes used to describe the domain, just as
the data points in the dataset to divide. However, the cluster center is com-
puted by the clustering algorithm and may or may not appear in the dataset.
The size and shape parameters determine the extension of the cluster in dif-
ferent directions of the underlying domain.
The degrees of membership to which a given data point belongs to the dif-
ferent clusters are computed from the distances of the data point to the cluster
centers w.r.t. the size and the shape of the cluster as stated by the additional
prototype information. The closer a data point lies to the center of a cluster
(w.r.t. size and shape), the higher is its degree of membership to this cluster.
Hence, the problem to divide a dataset X ¼ f~x1; . . . ;~xng  Rp into c clusters can
be stated as the task to minimize the distances of the data points to the cluster
centers, since, of course, we want to maximize the degrees of membership. An
iterative algorithm is used to solve the classiﬁcation problem in objective func-
tion based clustering: since the objective function cannot be minimized directly,
the cluster prototypes and the membership degrees are alternately optimized.
3. Methods for missing values MCAR
The computation of the prototypes and the distance measure in fuzzy
clustering algorithms requires to reference the values of all features. Thus the
easiest workaround is to remove data points or attributes with missing values
from the dataset. Since clustering is then performed on the remaining complete
feature vectors only, this approach is called complete case analysis. This ap-
proach is appropriate if missing values are rare. However, if missing values are
frequent, the dataset size may be considerably reduced. Since clustering
may then yield unreliable or distorted results, research has focused on impu-
tation methods and on methods to estimate the distance between the cluster
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prototypes and the incomplete feature vectors [12,14]. Since imputing missing
values during data preprocessing jeopardizes the quality and reliability of the
classiﬁcation results, fuzzy clustering algorithms have been modiﬁed to handle
missing values MCAR naturally during the iterative clustering process.
Imputing missing values in each iteration of the fuzzy clustering algorithm
[11] oﬀers an advantage compared to an imputation during data preprocessing:
the current classiﬁcation (membership degrees and cluster prototypes) can be
taken into account for ﬁnding better estimates. For instance, missing values
can be imputed with the corresponding attribute values of the cluster center to
which the corresponding data point has the highest membership degree. An-
other intuitively motivated approach is to use the weighted mean of all cluster
centers [11]. That is, a missing value xjk is computed as
xjk ¼
Pc
i¼1 u
m
ijcikPc
i¼1 u
m
ij
:
xjk is the kth attribute of datum~xj and cik is the kth attribute value of cluster
center~ci. This formula is also obtained by diﬀerentiating the objective function
of the fuzzy c-means (FCM) algorithm w.r.t. the missing values if the impu-
tation of missing values is viewed as an optimization problem. Then, the cluster
prototypes, membership degrees and missing values are iteratively computed
minimizing the objective function [7].
The imputation of missing values introduces new, possibly unreliable in-
formation. This results in a higher uncertainty of the classiﬁcation results. The
problem becomes worse, because the imputation of a missing value is inﬂu-
enced by its own imputation in previous iterations. Hence, approaches have
been studied that try to reduce the inﬂuence of imputation. In the available case
approach, one tries to use all available information of incomplete feature
vectors refraining from imputing estimates for missing values [11]. Therefore,
the computation formulae for the update of cluster prototypes as well as the
formula for the computation of the distance measure have to be modiﬁed to
use observed feature values only. In the accordingly modiﬁed FCM algorithm,
the feature values of the cluster centers are computed by
cik ¼
Pn
j¼1 u
m
ij ijkxjkPn
j¼1 u
m
ij ijk
: ð1Þ
ijk is the kth attribute of the index vector ~ij, which indicates whether an
attribute value is observed. ijk ¼ 1 if the kth attribute of ~xj is observed and
ijk ¼ 0 otherwise.
The idea of relying on all available information without introducing esti-
mates can also be applied to derive adapted versions of the Gustafson–Kessel
and the fuzzy maximum likelihood estimation algorithm (FMLE) [5,6]. Besides
cluster centers, their prototypes carry covariance matrices which describe the
242 H. Timm et al. / Internat. J. Approx. Reason. 35 (2004) 239–249
shape of ellipsoidal clusters. According to the available case approach these
covariance matrices Covi are computed as follows (k ¼ 1; . . . ; p; l ¼ 1; . . . ; p):
Coviðk;lÞ ¼
Pn
j¼1ðuijÞmijkijlðxjk  cikÞðxjl  cilÞ>Pn
j¼1 u
m
ij ijkijl
: ð2Þ
Since the imputation of estimates for missing values is avoided in the
available case approach, the distance of incomplete feature vectors to the
cluster centers must be estimated. This can be done by assuming that the an-
alyzed data is clustered. Then, all of the attribute-speciﬁc distances behave
basically in the same way, such that the attribute-speciﬁc distance for an un-
observed attribute may be estimated as the mean of the attribute-speciﬁc dis-
tances for the observed attributes [4]. For example, this assumption leads to the
following formula for estimating the euclidian distance between incomplete
feature vectors and cluster centers:
d2ð~xj;~ciÞ ¼ pPp
k¼1 ijk
Xp
k¼1
ijkðxjk  cikÞ2: ð3Þ
Having estimates for the distance d2ð~xj;~ciÞ probabilistic membership degrees
uij can be computed as usual:
uij ¼ 1Pc
l¼1
d2ð~xj;~ciÞ
d2ð~xj;~clÞ
 !1=ðm1Þ : ð4Þ
Obviously, the cluster memberships uij for incomplete feature vectors are
ﬁnally determined based on the observed data only:
uij ¼ 1Pc
l¼1
Pp
k¼1 ijkðxjk  cikÞ2Pp
k¼1 ijkðxjk  clkÞ2
 !1=ðm1Þ : ð5Þ
Our previous experiments with artiﬁcially corrupted datasets have demon-
strated that all reviewed methods for dealing with missing values MCAR led to
suitable clustering results regarding classiﬁcation accuracy [14]. However, the
available case approach showed the highest robustness when missing values are
frequent. Minimizing the inﬂuence of estimations this approach yielded the
best results especially in conjunction with more ﬂexible clustering methods as
the Gustafson–Kessel algorithm. The additional computational costs are small
when clustering algorithms are modiﬁed to reference observed attribute values
only. Hence, the available case approach is the method of choice for classifying
datasets with missing values that can be viewed as a random reduction of the
data.
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4. Class-speciﬁc probabilities for missing values
In some cases the occurrence of missing values can provide hints for the
classiﬁcation of incomplete feature vectors. Then each cluster i ði ¼ 1; . . . ; cÞ is
characterized by a set of probabilities mvi ¼ fmvi1; . . . ;mvik; . . . ;mvipg indicat-
ing that attribute k is missing with a probability mvik in cluster i. This char-
acterization of classes can be helpful to assign incomplete data points to
clusters. Fig. 1 illustrates this assignment of membership degrees, whether a
class-speciﬁc probability for missing values is assumed or not. If we know, for
example, that missing values in attribute x1 occur with a probability of 10% in
cluster A and with a probability of 50% in cluster B, we would assign the datum
(?,2) rather to cluster B than to cluster A. The datum should have a higher
degree of membership to cluster B than to cluster A, because cluster B is
characterized by a higher probability of missing values in x1. If the information
on the frequencies of missing values in the clusters is not taken into account, no
clear decision can be made. The datum (?,2) should be assigned to the clusters
equally with membership degree of 0.5 indicating uncertainty in the assign-
ment.
Whenever the occurrence of missing values is related to class membership,
all methods presented in Section 3 are unsuitable. They neglect the information
on diﬀerent frequencies for missing values in the classes whenever they can be
assumed from the way data were collected. Hence, for treating this special
occurrences of missing values we extend the model of the fuzzy maximum
likelihood estimation algorithm (FMLE) presented by Gath and Geva [5].
Therefore, we assume that due to the required homogeneity within a cluster, its
cluster speciﬁc probabilities for missing attribute values apply equally to all
data points assigned to it. The cluster (and attribute) speciﬁc probabilities are
estimated during the iterative clustering process.
In the FMLE the dataset is interpreted as a realization of c p-dimensional
normal distributions, where c is the number of clusters. That is, a datum~xj is
Fig. 1. A dataset with two circular clusters. The centers are marked by a ·. If information on a
cluster speciﬁc frequency for missing values in the ﬁrst attribute is available, it can be used to
classify the incomplete feature vector (?,2). Otherwise, the membership degree to both clusters
should be equal.
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created with a prior probability Pi by the normal distribution Ni with the ex-
pected value ~ci and the covariance matrix Ai. The algorithm computes the
classiﬁcation as a maximum likelihood classiﬁer: it computes Pi and Ni based
on the current membership degrees by maximizing the likelihood that the data
assigned to a cluster belong to that cluster. The distance computed in the
FMLE is inversely proportional to the posterior probability that a datum was
created by the probability distribution of the corresponding cluster. Hence a
small distance means a high probability and a large distance means a low
probability for membership [8].
Class dependent probabilities for missing values mvi can be integrated into
this model as follows [13]: The data are viewed as a realization of a p-dimen-
sional normal distribution Ni from which the kth parameter is missing with a
probability mvik and which is chosen with a probability Pi. However, the
posterior probability that a datum~xj belongs to class i is diﬃcult to compute if
we assume that the decision, which attributes are missing, is made after the
creation of a datum. Therefore, the model is changed in such a way that ﬁrst
class i is chosen with probability Pi. Then the decision is made which attributes
are missing based on the probabilities mvi. And ﬁnally the datum is created by
the marginal distribution on the space scaﬀolded by the observable attributes.
It is intuitively clear that the posterior probabilities are the same for both
models.
This assumption leads to the following posterior probability (likelihood)
that a datum ~xj with a missing value in the kth attribute was created by the
normal distribution Ni:
Pi  mvik 
Yp
l¼1
l 6¼k
ð1 mvilÞ
exp  1
2
ð~xj ~ciÞ>A1ð~xj ~ciÞ
 
ð2pÞp=2 ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃdetðAiÞp :
Because of the special properties of the Gaussian distribution, the needed
marginal distribution can be obtained by simply neglecting the dimensions in
which values are missing in the evaluation of the expression:
exp  1
2
ð~xj ~ciÞ>A1ð~xj ~ciÞ
 
ð2pÞp=2 ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃdetðAiÞp :
The distance between a datum~xj and a cluster~ci of the FMLE is inversely
proportional to the posterior probability that a datum~xj with a missing value
in the kth attribute was created by the normal distribution Ni. Following the
model of Gath and Geva and neglecting the constant factor ð2pÞp=2 the distance
is therefore computed by:
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d2ð~xj; ð~ci;Ai; Pi; mv!iÞÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
detðAiÞ
p
exp 1
2
ð~xj ~ciÞ>A1i ð~xj ~ciÞ
 
Pi  mvik 
Qp
l¼1
l 6¼k
ð1 mvilÞ : ð6Þ
Just as in the deﬁnition of the posterior probability, attributes in which ~xj
has missing values are not taken into account for the computation of the term
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
detðAiÞ
p
exp
1
2
ð~xj

~ciÞ>A1ð~xj ~ciÞ

:
Because the data belonging to the same class are created based on the same
normal distribution regardless of whether they contain missing values or not,
the center of the cluster as well as its covariance matrix are computed by ne-
glecting missing values as presented in the available case approach (see Section
3, Eq. (1)).
The probabilities Pi and mvi are estimated for each cluster in each iteration
of the extended FMLE algorithm according to:
Pi ¼
Pn
j¼1 u
m
ijPn
j¼1
Pc
s¼1 u
m
sj
; ð7Þ
mvik ¼
Pn
j¼1 uijð1 ijkÞPn
j¼1 uij
: ð8Þ
5. Experiments
We tested whether our variant of the FMLE algorithm can exploit class-
speciﬁcally occurring missing values for classifying the artiﬁcially corrupted
wine dataset [1]. The wine data contains three diﬀerent classes with 59, 71, and
48 data points. For the experiment, we only used the attributes 7, 10, and 13.
Each class was assigned one of the three attributes such that in each class a
diﬀerent attribute contains missing values. Then we deleted values of the as-
signed attribute in each class with probabilities between 20% and 60%. In
addition, we generated missing values MCAR by randomly choosing and de-
leting feature values in the entire dataset with a probability of 5%. To be able to
compare the classiﬁcation results of our approach, we chose the available case
modiﬁed version of the FMLE algorithm as the baseline clustering method.
Comparability of the results was further ensured by initializing both variants of
the FMLE algorithm with a fuzzy c-means clustering of the partially missing
wine dataset. We obtained the initial clustering with the available case modiﬁed
FCM algorithm.
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Fig. 2 shows the number of classiﬁcation errors in relation to the probability
with which we added class-speciﬁcally missing values. Both variants of the
FMLE show almost equal performance for class-speciﬁc probabilities of 20%
for missing values in one attribute. For higher probabilities, though, the
number of classiﬁcation errors increases when clustering the wine data with the
available case variant of the FMLE algorithm. In contrast to this, the number
of misclassiﬁcations is almost constant for the classiﬁcations yielded with the
modiﬁed version of FMLE algorithm as presented in Section 3. While classi-
ﬁcation performance degrades for the available case approach due to the in-
formation loss caused by frequent missing values, our approach is able to
compensate by taking into account the that missing values are actually missing
with class-speciﬁc probabilities. Depending on the attribute that is missing
incomplete feature vectors are assigned to those clusters in which the attribute
is missing with a higher probability.
The number of classiﬁcation errors is certainly the most important measure
for the quality of a fuzzy clustering method, but not the only one. The degree of
certainty or trust in a decision is also of interest. In our experiments, the
membership degrees obtained with the available case approach were fuzzier
than the membership degrees of the class speciﬁc models. With other words: if
missing values occur with class speciﬁc probabilities the class-speciﬁc method
leads to a lower uncertainty about the class to which a datum belongs to.
Compared to the available case approach incomplete feature vectors are much
stronger assigned to individual clusters.
6. Conclusion
Before analyzing a given partially missing dataset, the causes for missing
data elements should be investigated ﬁrst. In many cases, it is impossible to
Fig. 2. Number of misclassiﬁed data points, FMLE, three clusters, wine dataset: (––) available case
approach and (- - -) model with class-speciﬁc probabilities.
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make assumptions on the occurrence of missing values that support an unsu-
pervised classiﬁcation of the incomplete data. Then, the missing values can be
treated as missing completely at random and easily dealt with in fuzzy cluster
analysis. In other situations, however, information why data are missing is
available and the occurrence of missing values provides additional information
to classify partially missing datasets. Our presented approach uses class-speciﬁc
probabilities for missing values to beneﬁt from the additional information in
these cases. The results of our experiments show that our approach is capable
of exploiting classiﬁcation relevant information contained in the occurrence of
missing values. Since the approach is well-deﬁned, it should lead to reliable
results whenever class-speciﬁc probabilities for missing values can be assumed.
Thus we recommend to analyze a partially missing dataset based on the
available data ﬁrst. If the probabilities for missing attribute values diﬀer be-
tween the clusters, the classiﬁcation might be improved using the class-speciﬁc
probabilities instead of applying the available case approach only.
In the future, we want to apply our clustering method to data analysis
problems in customer relationship management, e.g. segmenting user proﬁles.
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