INTRODUCTION
In probability theory, one often argues so:
Enlarging the space, if necessary, there exists a random variable Y such that ...
Constructing the extension is close to trivial, so no more is generally said. In the general theory of processes, in which a filtration is present, some care must be exercised, because recklessly enlarging a filtration may destroy essential properties of the original processes relative to the filtration, such as the martingale property or the Markov property.
It turns out that the safe way to extend a space with filtration is as follows. This method of extension and related conditions have been discussed by [Je] , [AB] and [JM] . 0.1 DEFINITION. An extension of a probability space with filtration (S~, .F, P,F) is a spacẽ , Q,~) satisfying
(1) n = A~ X n x AZ for some sets AI,A2, and Q = ~-l1 x F x ~12, ~ is the smallest filtration such that for each t E [0, oo] (2) for each F E .~', F = A1 x F x AZ C 9 and Q(F) = P(F) This notion of extension could be given in a more abstract and general form, but the concrete form we have given suffices for our purposes.
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The purpose of defining this notion of extension is to make sure that an induced process X on ~, given by~' (a~,~, a2) = X(~), where X is a process on n, has the same properties relative to the filtration g as X has relative to 7. A very general definition of "having the same properties with respect to filtrations" is that of having the same adapted distribution, defined in [HKJ. Processes with filtration that have the same adapted distribution agree on the usual properties of processes, such as the martingale (or semimartingale, etc.) property, the Markov property, and also on properties that may involve extensions of their space, such as having weak solutions of a given stochastic differential equation (see [HI] , ~HK~).
The first purpose of this paper is to observe that adapted distribution is exactly the notion of equivalence of processes that goes with extensions of probability spaces. That is, S~ satisfying (1) and (2) of the definition is an extension of n (that is, satisfies (3)) iff for every process X on H, (X,F) and (X , ~) have the same adapted distribution. The second purpose is to show how using the method of extensions of spaces, instead of the method of saturated spaces, leads to much simpler and slightly more general versions of theorems proved in [HK] and [H2] .
Because we feel that our present approach improves considerably on [HK] , and because some changes were required in order to discuss convergence in adapted distribution (in [H4] ), we have given all the definitions concerned with adapted distribution. In cases when we generalize results in [HK] or [H2] , however, we will refer to the original papers for details, since it would be idle to repeat them.
Weaker invariants of processes with filtration have been given by Jacod [J] (local, or predictable, characteristic), and Aldous [A] (synonymity). Neither adapted distribution nor either of the others is easy to compute. Our feeling is that in most cases when any of them can be computed, they are equivalent (as in the case of independent increment processes). The advantage of adapted distribution is that it is designed to have a good structural theory.
Preliminary versions of some of the results in this paper were announced in [H3] . In this paper we usually use it in the equivalent form given by [Lo] 
We see from the first equivalent form that F iff every :F-martingale is also a (jmartingale. The reader will observe that the crucial clause (3) in the definition of extension of a probability space is that ~.
We observe that the definition of self-containment applies not only to filtrations, but in general to increasing families of a-algebras (i.e. not necessarily complete or right continuous). If is an increasing family of (7-algebras, let (9t)) denote the filtration generated by (9t), st where JU is the ideal of nullsets of the relevant probability measure. Similarly, if S is a family of measurable sets or 61,... , Sn are measurable sets, then (5) or ~Sl, ... , Sn) denotes the complete 03C3-algebra generated by the given family or sets.
The following results are clear.
1.2 LEMMA.
( 1) g and g -~ ~-l, then ~ -~ ?~.
(2) The intersection of a family of self-contmned subfiltrations of is self conta.ined. 
This is a modification of the definition in [HK] . It fills the same role for adapted equivalence and is more suitable for convergence in adapted distribution, discussed in [H4] . By N we mean that the processes have the same distribution.
PROOF: That (1) implies each of (2) 
E[Q(FG ] = E[Q(FG') I T,)... = E[Q(FG ) ~)...
The first equality follows by definition of Q, the second because I -~ ~ J, the third by definition of conditional probability, the last by moving G outside the conditional probability and reversing the chain of equalities. Since sets of the form GG~ ... G" form a Semiring generating this shows, by [Lo] 25.3A, that Fj~ and t are c.i. given 7/ , as was required. To prove (3), repeat this argument with F ~ 2'~ = Ioo, and in the last line of the equation replace ~ by It using I -~.
3.3 ADJUNCTION THEOREM. Suppose is a process on (~, ~, P), and (X' F',~) is a process on (03A9',F', P') such that =AD (X',F') . Then (03A9, F, P, 5J has an extension (H, , Q,?) which carries a random variable Y such that (~,y,~)=~(~,F~).
PROOF: Amalgamate (~,~,P,~) and over the isomorphism ofT(X) and T(X') given by X X' and let Y = V.
The Adjunction Theorem is similar to the definition of a saturated space in [HK] (see §6, below). The differences are
(1) the Adjunction Theorem realizes a process on any space by enlarging it, whereas a saturated space is a particular kind of space that does not need to be enlarged; (2) for saturated spaces, the process to be realized must have a separable target space, whereas the Adjunction Theorem has no such restriction.
Stronger forms of saturation could be given to get around (3), but our feeling is that the Adjunction Theorem is so much simpler that it makes saturation obsolete.
Here is an example showing that conditionally independent amalgamation of filtrations over a common self-contained subfiltration does not necessarily yield a right-continuous family of a-algebras. We ignore the distinction between sets and their indicator functions. 3.4 EXAMPLE: Let U, Vn, n E N, be independent Bernoulli trials with probability 1/2.
Then Wn = U e Vn, n E N, where e is mod 2 addition, are also independent Bernoulli trials with probability 1/2, and are independent of U. Let Both g and 1l are right continuous at zero by the Kolmogorov 0-1 law, and they are trivially right continuous elsewhere. Let
We claim that (1) For each t, 71 = gt n ~~ .
(2) 9 = ~ and M = H~ are conditionally independent given F = (3) ~ -~ ~~ x. That is, g and 1l are independent over their common self-contained subfiltration 7. (gt V 1(,t) is not right continuous, because, U E gt V 1lt for each t > 0, but go V 110 is trivial. Now to prove our claims. We will first prove (2), since everything follows from that.
Clearly F n M. By [Lo] The relation ~ as here defined is stronger than -~+ as defined in [H2] , except that it allows the space of (Y,9) to be extended. Our first result is that if extensions are allowed in -~ as defined in [H2] , the resulting notion is equivalent to -~ as we have defined it here. 4.2 THEOREM. The following condition is equivalent to (~,~) ~ (Y,~). (4.2.1) Same as (4.I.I~, except that X' is restricted to be a step process, i.e. X' takes only finitely many values, and there is some finite n and fixed times ti,... , tn such that X' has jumps only at times ti,... , , tn .
PROOF: Assume the condition, and let an 7-adapted process X' be given. Let n C N be a sequence of finite-valued step processes which are 7-adapted and such that X' a.s. Then (X, Xn) ~ (X, X'). Choose Yn such that (Y, Yn) for each n E N. By (JM] Theorem 2.8, there is an enlargement of the original space with (V, Y' ) such that some subsequence of the (Y, Yn) converge weak-strongly to (Y, Y'). As in the proof of [JM] Theorem 7.6, the space of (Y, Y') can be taken to be an extension of the original space.
The reader will observe that the weak-strong convergence results of [JM] are a very useful tool in adapted distribution, though they are phrased in terms only of distribution.
A similar convergence notion, but in terms of convergence in adapted distribution, and so apparently less useful, was given in [HK] , Definition 4.1. It will be observed in [H4] , however, that any sequence which converges in distribution has a subsequence which converges in adapted distribution, so the two amount to the same thing. The second observation, is that in [HK] , processes must take values in separable spaces, so that the results given in Section 7 of [HK] do not cover path dependent integral equations such as those solved in [JM] . This separability restriction also makes it awkward for [HK] to state results about predictable processes without path properties (cf. [HK] The definition of saturated space given here is not the same as that given in [HK] , which was as follows. Let T C R. Given a filtration F, let FT be the smallest filtration such that FT = Ft, t E T, and Say that 0 is T-saturated if it satisfies the definition of saturation with ~~' and ~'T replacing F and ~'. [HK] defined saturation as T-saturation for each countable T. This definition of saturation is actually equivalent to the one we have given. In any case, Theorem 6.3 generalizes the Adjunction Theorem so that T-saturated (for all T) spaces could be constructed by the method outlined above. 6.4 THEOREM. A filtration F is saturated iffit is T-saturated for every T C R.
PROOF: The right-to-left implication follows by considering T dense in R and applying right continuity of the filtration. To prove the other direction, assume that ,~ is saturated, fix T C R, and show that .F is T-saturated. Suppose X is a process on ~, and X' and Y' 
