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Fernando G. Almeida Neto, Student Member, IEEE, Vı´tor H. Nascimento, Senior Member, IEEE
Abstract—A general representation of the quaternion gradients
presented in the literature is proposed, and an universal update
equation for QLMS-like algorithms is obtained. The general
update law is used to study the convergence of widely linear
(WL) algorithms. It is proved that techniques obtained with a
gradient similar to the i-gradient are the fastest-converging in
two situations: 1) When the correlation matrix contains elements
only in 2 axis (1 and i, for instance), and 2) When the algorithms
use a real data vector, obtained staking up the real and imaginary
parts of the original quaternion input vector. The general update
law is also used to study the convergence of WL-QLMS-based
algorithms, and an accurate second-order model is developed
for quaternion algorithms using real-data input. Based on the
proposed analysis, we obtain the fastest-converging WL-QLMS
algorithm with real-regressor vector, which is also less costly than
the reduced-complexity WL-QLMS (RC-WL-QLMS) algorithm
proposed in our previous work. It is shown that the new method
corresponds to the four-channel LMS algorithm written in the
quaternion domain, and that they have the same computational
complexity. Simulations illustrate the performance of the new
technique and the accuracy of the analysis.
Index Terms—Quaternion processing, quaternion adaptive fil-
tering, widely linear adaptive filtering
I. INTRODUCTION
Quaternion numbers [1] were invented by Hamilton in the
19th century, as a generalization of complex numbers to a
higher-dimensional domain. They consist of one real part and
three imaginary elements, usually identified by i, j and k,
where i2 = j2 = k2 = −1. Quaternions appear in many fields,
and their applications have been spreading recently, since they
can be used to concisely describe multi-variable data.
Quaternion algebra is traditionally employed to represent
rotations in coordinate systems and to image processing. In
the first application, quaternion algebra provides mathematical
robustness to represent rotations. It avoids the gimbal lock
in Euler angle representations [2], which is exploited by
attitude control systems [3], [4]. In color image processing,
for instance [5], [6], many techniques employ a quaternion-
based model to describe color images, allowing a concise
representation of the color attributes in a single entity. In
recent applications, quaternions have been applied to study
DNA structures [7], neural networks [8], beamforming [9] and
adaptive filtering [10]–[15], among many others. The last field
has experimented a large development lately, and a variety of
algorithms have been proposed for multi-variable estimation.
There are different forms to define quaternion differentia-
tion (see [16], [17] and [18]), which gave rise to different
quaternion adaptive algorithms. The first to be proposed was
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QLMS [15], whose update equation contains an extra term
(when compared to the complex LMS update law [19]) to
take into account the non-commutative nature of quaternion
multiplication. Later, after a new definition of the differenti-
ation to account for quaternion involutions [16], iQLMS [17]
was proposed and a lower-cost and faster-converging technique
emerged. However, both QLMS and iQLMS are designed
for Q-circular data [20], for which the correlation matrix is
sufficient to assess full second-order statistics [20]. When
the inputs are non Q-circular, these algorithms – which are
generally called strictly linear (SL) – are not able to account
for full second-order statistics. In this case, widely linear (WL)
algorithms [13] can be applied to improve the performance.
Widely linear adaptive filters were initially proposed for
complex signal processing [21]. In the quaternion case, the
definition of WL processes has led to the augmented QLMS
[15] (which uses the original SL regressor vector and its
conjugate as the WL input data) and to WL-QLMS [14],
where the SL data vector and three quaternion involutions are
the inputs. Later, WL-iQLMS [22] was also proposed as an
improved WL-QLMS algorithm. For all these methods, the
WL vector is four times the length of the original SL input
vector, and thus the computational cost is significantly higher.
In order to reduce the computational complexity of WL-
QLMS, we proposed in [10] the reduced-complexity (RC)
WL-QLMS algorithm. The technique was designed to use
a real-regressor vector, obtained from the concatenation of
the real and imaginary parts of the original quaternion SL
data vector. With this approach, the algorithm avoids many
quaternion-quaternion computations, which are replaced by
real-quaternion operations, less costly to compute.
In this paper, we generalize our previous work from [10] and
[23]. We develop an universal description for the quaternion
gradients proposed in the literature, and we use it to derive the
update law of any QLMS-like algorithm. The update equation
is applied to study the convergence of WL algorithms obtained
with different gradients. We prove that a class of gradients
which includes the i-gradient of [16] leads to the fastest-
converging WL-QLMS algorithm, under some conditions on
the correlation of the input data. We further show that the
fastest-converging real-regressor vector WL-QLMS which is
based on the approach of [23] corresponds to the four-channel
LMS algorithm (4-Ch-LMS) written in the quaternion domain.
The specific contributions of this paper are as follows.
1) We propose a general approach to describe the different
quaternion gradients proposed in the literature, and we
show that different derivatives can generate the same
quaternion gradient.
2) We obtain a general update law, which describes all the
QLMS algorithms proposed in the literature. We use
it to study the convergence of WL algorithms and we
2prove that different derivatives can be used to obtain the
same algorithm. We show that gradients similar to the
i-gradient of [16] and to the gradient proposed in [18]
lead to the fastest-converging WL-QLMS algorithms in
two situations: i) When at most two of the quaternion
elements in the input vector are correlated; and ii)
When the regressor vector is real and obtained with the
concatenation of the real and the imaginary parts of the
original SL quaternion input.
3) We develop the fastest-converging WL-QLMS algorithm
with real-regressor vector, and we prove that this al-
gorithm corresponds to the 4-Ch-LMS written in the
quaternion domain. It is also shown that the new tech-
nique is a reduced-complexity version of WL-iQLMS.
4) We show that the proposed algorithm and the 4-Ch-
LMS have the same computational complexity, while
WL-iQLMS is four times more costly to compute.
5) We extend the second-order analysis of [23] to any WL-
QLMS algorithm with a real-regressor vector obtained
with the concatenation of the real and the imaginary
parts of the original SL quaternion data vector. The anal-
ysis is suitable for correlated and uncorrelated inputs.
Concise equations to compute the EMSE (excess mean-
square-error) and the MSD (mean square deviation) [19]
are also derived.
6) We present simulations comparing the performance of
the proposed algorithm and other algorithms from the
literature. The second-order model is compared to the
algorithms to show the accuracy of our approach.
We note that preliminary results were presented in conference
papers ( [10], [23]). A reduced-complexity widely-linear com-
plex LMS algorithm was proposed previously in [24].
The paper is organized as follows. We present a brief
review on quaternion algebra and Kronecker products [25]
in Section II, which are applied in our analysis. In Section
III, we review basic concepts of quaternion estimation and
Q-properness, while Section IV introduces our general
approach to write quaternion gradients. We propose our new
reduced-complexity algorithm in Section V, and we develop
the analysis of WL quaternion algorithms using real regressor
data in Sections VI-A and VI-B. Simulations are presented in
Section VII, and in Section VIII we conclude the paper.
Notation: We use lower case to describe scalar quantities
(e.g.: a) and bold lower case to describe column vectors
(e.g.: b). Bold capital letters represent matrices (e.g.: A).
The conjugation of a quaternion is denoted by (·)∗, while
(·)T stands for transposition. (·)H indicates the transposition
and conjugation of a matrix or vector. We define the operator
diag(·) for two situations: when the argument is a matrix A,
diag(A) denotes a column vector with the diagonal elements
of A. When the argument is a vector b, diag(b) denotes a
diagonal matrix where the non-zero elements are given by b.
The operations Im{·} and Re{·} take only the imaginary
and the real parts of a complex number or a quaternion,
respectively, and we use the subscripts R, I, J and K to
identify the real and the imaginary parts of a quaternion.
E{·} is the expectation operator and IN is the N×N identity
matrix. We use col(·) to define a column vector.
II. PRELIMINARIES
In this section, we briefly summarize some properties of
quaternion algebra and Kronecker products. These concepts
simplify the analysis and the equations derived in this paper.
A. Review on quaternion algebra
A quaternion q is defined as
q = qR + iqI + jqJ + kqK,
where qR, qI, qJ and qK are real numbers and i, j and k are
the imaginary parts, which satisfy i2 = j2 = k2 = −1. The
main difference between a quaternion and a complex number
is that the multiplication in Q is not commutative, since [1]
ij = −ji = k, jk = −kj = i, ki = −ik = j,
such that for two quaternions q1 and q2, in general, q1q2 6=q2q1.
Similar to complex algebra, the conjugate and the absolute
value of a quaternion q are given by
q∗ = qR − iqI − jqJ − kqK
and |q| = √qq∗, respectively. We can also define the following
involutions of q, which correspond to1
qi , −iqi = qR + iqI − jqJ − kqK
qj , −jqj = qR − iqI + jqJ − kqK
qk , −kqk = qR − iqI − jqJ + kqK.
The involutions appear in the definition of WL algorithms (e.g.
[10], [14], [13]). They are used to improve the algorithms’
performance, when compared to their SL counterparts.
These are the main definitions of quaternion algebra used in
this paper. See reference [1] for a more detailed explanation.
B. Properties of Kronecker products
The Kronecker product [25] is an efficient manner to
compactly represent some large matrices which have a block-
structure. For the purpose of the analyses performed in this
paper, the most relevant properties of Kronecker products –
which are represented by the operator ⊗ – are
1) A⊗ (B+C) = A⊗B+A⊗C.
2) λ (A⊗B) = (λA) ⊗B = A⊗ (λB).
3) (A⊗B) (C⊗D) = AC ⊗BD, where the number of
rows of C (B) and the number of columns of A (D)
are equal.
4) (A⊗B)−1 = A−1 ⊗B−1.
5) (A⊗B)T = AT ⊗BT .
6) Tr(A⊗B) = Tr(A)Tr(B).
7) The eigenvalues of (A⊗B), where A is N ×N and B
is M ×M , are given by λiηj , for i = 1, 2, . . . , N and
j = 1, 2, . . . ,M , where λi and ηj are the eigenvalues
of A and B, respectively.
These properties appear implicitly or explicitly in the analy-
ses that follow. They make the equations easier to manipulate
and simplify the interpretation of the resulting expressions.
1Note that the conjugate of a quaternion q is also an involution of q
3III. STRICTLY-LINEAR AND WIDELY-LINEAR QUATERNION
ESTIMATION
In the context of complex WL estimation, the concept of
complex circularity is required to define when WL algorithms
outperform SL ones [26]. In this section, we summarize how
circularity is extended to the quaternion domain, using the
comparison between SL and WL quaternion estimation.
Define the N × 1 quaternion data vector
q(n) = qR(n) + iqI(n) + jqJ(n) + kqK(n).
Given a desired quaternion sequence d(n), the problem solved
by a strictly linear estimator is the computation of wSL(n) in
dˆSL(n) = w
H
SL(n)q(n) (1)
which minimizes the mean-square error (MSE) E{|eSL(n)|2},
where
eSL(n) = d(n)− dˆSL(n). (2)
From the orthogonality principle [19], it must be true that
eSL(n) ⊥ q(n), (3)
where ⊥ stands that eSL(n) and q(n) are orthogonal. Eq. (3)
can also be expressed as the expectation
E{q(n)e∗SL(n)} = 0, (4)
and substituting eq. (2) in (4), we get
E{q(n)d∗(n)} = E{q(n)dˆ∗SL(n)}. (5)
Using eq. (1) in (5), we can write the system of equations
CqwSL(n) = pq, (6)
where Cq = E{q(n)qH(n)} is the correlation matrix and
pq = E{q(n)d∗(n)} is the cross-correlation vector [26].
For a quaternion WL estimator, the data vector is modified
to account for the involutions, and it is given by2
qWL(n) = col( q(n), q∗(n), qi∗(n) qj∗(n) ),
which is four times the length of the original vector q(n).
For this approach, one must find the vector wWL(n) which
minimizes the MSE condition E{|eWL(n)|2}, where
eWL(n) = d(n)− dˆWL(n), (7)
dˆWL(n) = w
H
WL(n)qWL(n). (8)
Again, the orthogonality condition implies that eWL(n) must
be orthogonal to all involutions, i.e.,
E{qWL(n)e∗WL(n)} = 0. (9)
Using eqs. (7), (8) and (9), we obtain
CWLwWL(n) = pWL, (10)
and CWL = E{qWL(n)qHWL(n)}, or
CWL =


Cq Pq P
i
q P
j
q
PHq C˜q C˜qqi C˜qqj
PiHq C˜
H
qqi
C˜qi C˜qiqj
PjHq C˜
H
qqj
C˜H
qiqj
C˜qj

 , (11)
2Note that other sets of four different involutions of q(n) can be chosen,
since they provide similar estimation performance.
where
Cα = E{ααH}, C˜α = E{α∗αT }, C˜αβ = E{α∗βT },
Pα = E{ααT }, Piα = E{ααiT }, Pjα = E{ααjT },
for α,β ∈ {q(n),qi(n),qj(n)}. pWL is given by
pWL = col( pq, pq∗ , pqi∗ , pqj∗ )
and pα = E{αd∗(n)}, α ∈ {q(n),q∗(n),qi∗(n),qj∗(n)}.
CWL and pWL have four times the dimension of their SL
counterparts, which are also included in (10). Using (10), we
are able to exploit full second-order statistics of the input data,
which may not be fully available in (6). Based on statistics
provided by CWL and pWL – and similarly to the complex case
[21], [26] – quaternion second-order circularity (also called
Q-properness or Q-circularity [20]) and the joint quaternion
properness can be defined as follows.
1) Q-properness: According to [20], q(n) is Q-proper if
C˜qqi = C˜qqj = C˜qiqj = 0.
Noting that
qWL(n) = Υ col(q(n), qi(n), qj(n), qk(n)), (12)
where
Υ =
1
2


2 0 0 0
−1 1 1 1
1 −1 1 1
1 1 −1 1

⊗ IN , (13)
eq. (11) can be expressed as
CWL = Υ


Cq 0 0 0
0 Ciq 0 0
0 0 Cjq 0
0 0 0 Ckq

Υ T . (14)
Recalling that
Cαq =E{qαqαH} = E{−αqα(−α)qHα}
=− αE{qqH}α = −αCqα,
(15)
for α ∈ {i, j, k}, eq. (14) reduces to
CWL = Υ˜ (I4 ⊗Cq)Υ˜H , (16)
where Υ˜ = Υ diag( 1, −i, −j, −k )⊗ IN .
From eq. (16), we notice that for a Q-proper input, only
the SL correlation matrix Cq is required to access the second-
order statistics of q(n), similarly to the complex-proper case
reported in [26].
2) Joint Q-properness: Q-properness is related only to the
input signal q(n). However, d(n) and q(n) can also be jointly
Q-proper [20], which implies the additional restrictions
E{q(n)dα∗(n)} = 0, ∀α ∈ {i, j, k}. (17)
In this case, SL and WL estimation provide the same result.
To show this equivalence, use (12) to write pWL as given by
pWL = Υ


pq
−iE{q(n)di∗(n)}i
−jE{q(n)dj∗(n)}j
−kE{q(n)dk∗(n)}k

 . (18)
4Using eq. (17) in (18), we obtain
pWL = Υ col(pq, 0, 0, 0).
Finally, use the joint Q-properness restrictions to express (10)
as
Υ


Cq 0 0 0
0 Ciq 0 0
0 0 Cjq 0
0 0 0 Ckq

Υ TwWL(n) = Υ


pq
0
0
0

 . (19)
To solve (19), define
wWL = col(wWL,1, wWL,2 wWL,3 wWL,4 ),
where we drop the time indices to simplify notation. Noting
that Υ is invertible, and left-multiplying (19) by Υ−1, we
obtain the following systems of equations
Cq(2wWL,1 −wWL,2 +wWL,3 +wWL,4) = 2pq, (20)
Ciq(wWL,2 −wWL,3 +wWL,4) = 0, (21)
Cjq(wWL,2 +wWL,3 −wWL,4) = 0, (22)
Ckq(wWL,2 +wWL,3 +wWL,4) = 0. (23)
The only solution to (21), (22) and (23) is trivial, which is
easy to verify. For this purpose, consider eq. (21) and define
b = wWL,2 −wWL,3 +wWL,4.
Recall eq. (15), and assume that Cq is full-rank (which is
normally the case). The null-space [27] of Ciq has only the
trivial solution b = 0. Applying the same argument to (22)
and (23), the trivial solution is straightforward. Using these
results, we obtain a system of equations to compute wWL,2,
wWL,3 and wWL,4, i.e.,


 1 −1 11 1 −1
1 1 1

⊗ IN



 wWL,2wWL,3
wWL,4

 =

 00
0

 ,
whose only solution is the null vector. Substituting wWL,2 =
wWL,3 = wWL,4 = 0 in (20), only the system of equations
of (6) must be computed. This result shows that the SL and
WL approaches are equivalent in terms of MSE performance
when the input and the desired signal are jointly Q-proper.
In summary, when q(n) and d(n) are joint Q-proper, a
WL estimator is in general not advantageous, since the MSE
performance is the same of a SL approach, but the number
of computations required to obtain the solution is higher. On
the other hand, when joint Q-properness does not hold, a WL-
based technique can exploit full second-order statistics of the
input data to solve (10), improving the MSE performance.
IV. QUATERNION GRADIENTS
In this section, we propose a general definition for the
quaternion derivatives, which is used to study the convergence
of WL-QLMS-based algorithms and to obtain the fastest-
converging WL-QLMS-like algorithm in two situations: 1)
When at most two of the quaternion elements in the regressor
are correlated; and 2) When the WL algorithms use a real
regressor vector, as proposed in [10]. We also use the general
description for the gradient to develop mean and mean-square
analyses of real-regressor vector WL-QLMS algorithms, pro-
viding accurate tools to design and evaluate the performance.
To obtain a general quaternion gradient, start with the
definition of the cost function
f(w) = e(n)e∗(n),
where e(n) corresponds to the error between a desired quantity
d(n) and the estimated value
dˆ(n) = wH(n)q(n),
and w = wR + iwI + jwJ + kwK. Regardless the method to
compute the gradient, and based on the isomorphism between
Q and R4, the quaternion gradients proposed in the literature
have the general form
∇wf = a ∂f
∂wR
+ ib
∂f
∂wI
+ jc
∂f
∂wJ
+ kd
∂f
∂wK
, (24)
for real {a, b, c, d}, where
∂f
∂wα
=
∂e(n)
∂wα
e∗(n) + e(n)
∂e∗(n)
∂wα
, (25)
for α ∈ {R, I, J,K}. Using eq. (25) in (24), and defining
g = (a+ b+ c+ d)
h = (a− b− c− d) (26)
eq. (24) becomes
∇wf = −gq(n)e∗(n)− he(n)q∗(n). (27)
From (27), one can check that the quaternion gradient of [16]
is obtained when h = 1/2 ad g = −1/4, and that the i-gradient
of [17] appears when h = 3/4 ad g = 0. We also note that
the reviewed quaternion gradient, presented in [18], is obtained
when h = 2 and g = 0. Considering eq. (26), it is easy to note
that the same h and g can be obtained for different values of
a, b, c and d. Moreover, note that gradient-based algorithms
have a general update law given by [19]
w(n+ 1) = w(n)− µ∇wf, (28)
where µ is the step-size. In this case, from the point of view
of the algorithm, it is not important if the gradient uses h
and g or scaled versions of them – as long as they are both
scaled by the same value – since the scale factor can be
absorbed by µ. This fact emphasizes that different gradients
and quaternion derivatives can be applied to define the same
QLMS-like algorithm.
Using eq. (27) in (28), we define the general form of a
QLMS-like algorithm, that is
w(n+ 1) = w(n) + µ [gq(n)e∗(n) + he(n)q∗(n)] . (29)
Noting that
gq(n)e∗(n) + he(n)q∗(n) =
= (g + h)q(n)e∗(n)− 2hIm{q(n)e∗(n)}, (30)
and using eq. (30) in (29), one gets
w(n+ 1) = w(n) + µ [(g + h)q(n)e∗(n)
−2hℑ{q(n)e∗(n)}] . (31)
5In order to study the mean behavior of (31), define the
optimum set of coefficients wo, and assume that d(n) can
be modeled as given by
d(n) = wHo q(n) + v(n), (32)
where the elements of v(n) are i.i.d. Gaussian noise, inde-
pendent of q(n), E{v(n)} = 0, and E{|v(n)|2} = σ2v .
Subtracting (31) from wo and taking the expectation, one gets
w¯(n+ 1) = w¯(n)− µE{(g + h)q(n)e∗(n)
+ 2hℑ{q(n)e∗(n)}}, (33)
where w¯(n) = E{w˜(n)} and
w˜(n) = wo −w(n). (34)
Use (32) in (31), and assume the independence approximation
usually applied to study LMS-like algorithms [19]
E{q(n)qH(n)w˜(n)} ≈ E{q(n)qH(n)}w¯(n).
After some algebra manipulation, eq. (33) becomes
w¯(n+ 1) = w¯(n)
− µ(g + h) [E{q(n)qH(n)}w¯(n) + E{q(n)v∗(n)}]
+ 2µhIm{E{q(n)qH(n)}w¯(n) + E{q(n)v∗(n)}} . (35)
Considering the assumptions for v(n), eq. (35) reduces to
w¯(n+ 1) = w¯(n)− µ(g + h)E{q(n)qH(n)}w¯(n)
+ 2µhIm{E{q(n)qH(n)}w¯(n)} . (36)
With no loss of generality, consider from this point on that we
are performing the analysis of a WL algorithm. In this case,
we add a subscript WL to the variables to write
w¯WL(n+ 1) = w¯WL(n)
− µWL(g + h)E{qWL(n)qHWL(n)}w¯WL(n)
+ 2µWLhIm
{
E{qWL(n)qHWL(n)}w¯WL(n)
}
. (37)
In terms of w¯WL(n), this is a nonlinear recursion (due to the
Im{·} operator). In order to obtain a linear recursion, we
resort to the extended variables. Using the extended entities
(as proposed in [10]), define the extended w¯WL(n), i.e.,
w¯ext(n) = col(w¯WLR(n), w¯WLI(n), w¯WLJ(n), w¯WLK(n))
and the extended version of E{qWL(n)qHWL(n)}w¯WL(n),
which is given by Cextw¯ext(n), with
Cext =


R I
T
J
T
K
T
I R K
T
J
J K R I
T
K J
T
I R

 . (38)
The matrix R contains the real elements of
E{qWL(n)qHWL(n)}, and I , J and K are the imaginary parts
for i, j and k, respectively. R is a symmetric matrix, and
I = −IT , J = −J T and K = −KT . Defining the WL
regressor vector as
qWL(n) = qWLR(n)+iqWLI(n)+jqWLJ(n)+kqWLK(n), (39)
these matrices are given by
R = CR +CI +CJ +CK
I = −CRI +CTRI −CJK +CTJK,
J = −CRJ +CTRJ +CIK −CTIK,
K = −CRK +CTRK −CIJ +CTIJ ,
where
CR = E{qWLR(n)qTWLR(n)}, CI = E{qWLI(n)qTWLI(n)},
CJ = E{qWLJ(n)qTWLJ(n)}, CK = E{qWLK(n)qTWLK(n)},
CRI = E{qWLR(n)qTWLI(n)}, CJK = E{qWLJ(n)qTWLK(n)},
CRJ = E{qWLR(n)qTWLJ(n)}, CIK = E{qWLI(n)qTWLK(n)},
CRK = E{qWLR(n)qTWLK(n)}, CIJ = E{qWLI(n)qTWLJ(n)}.
Using the extended entities, Im{E{qWL(n)qHWL(n)}w¯WL(n)}
is replaced by CImextw¯ext(n), where,
CImext = [diag(0, 1, 1, 1)⊗ I4N ]Cext. (40)
Applying eqs. (38) and (40), the extended version of (37) is
given by
w¯ext(n+ 1) = w¯ext(n)− µWL(g + h)Cextw¯ext(n)
+ 2µWLhC
Im
extw¯ext(n).
Considering the structure of Cext and CImext, one can write
w¯ext(n+ 1) = (I4N − µWLGextCext) w¯ext(n), (41)
and
Gext = G⊗ I4N , (42)
G = diag( (g + h), (g − h), (g − h), (g − h) ).
The product GextCext is the extended quaternion correlation
matrix, which is obtained when the quaternion entries of (37)
are mapped to the real field. GextCext can be used to study
the convergence of the algorithms, which is assessed through
its eigenvalue spread. In Appendix A, we show that Cext is
a positive semi-definite matrix [25], and that Gext must be
at least positive semi-definite to avoid divergence in (41). In
the next section, the convergence of (41) is studied in two
situations, where we prove that a gradient with g = 0 provides
the faster-converging algorithms. We start with the case when
at most two quaternion elements are correlated, and then we
study quaternion algorithms using a real regressor vector, as
proposed in [10].
A. Case one: signals with correlation between at most two
quaternion elements
Define α = (g + h)/(g − h) and assume that J = K = 0,
such that GextCext is written as
(g − h)
[
A(α) 0
0 B
]
= (g − h)C(α), (43)
where
A(α) =
[
αR αIT
I R
]
6and B = A(1). In addition, define the spreading factor of
A(α), B and C(α) as SFA, SFB and SFC, respectively.
We want to show that the smallest condition number of (43)
is obtained when α = 1. For this purpose, we first consider
A(α) to show that it has the minimum condition number when
α = 1. Then, we show that the smallest condition number of
C(α) is also obtained when α = 1.
First, consider A(α). One can show that A(α) corresponds
to a row scaling of B, since it can be written as
A(α) = D(α)B,
where D(α) is the scaling matrix, given by D(α) =
diag(α, 1) ⊗ I8N . In [28], the problem of determining
the row scaling of a matrix which minimizes the Euclidean
condition number is addressed. It is shown that this problem
is convex, and can be solved by convex optimization. With
this information, we know that there is a value of α which
minimizes the condition number, which we now find out.
Studying matrix A(α), one can show that the condition
number of A(α) is equal to that of A(1/α). For this purpose,
we use an unitary transformation [27] – which does not change
the eigenvalues of a matrix – to show that the spreading factors
of A(α) and A(1/α) have the same value, since[
0 I8N
−I8N 0
]
A(α)
[
0 −I8N
I8N 0
]
= αA(1/α),
where we also have used the fact that I = −IT . Notice that
when α→∞ or when α→ 0, the condition numbers of A(α)
and A(1/α) both go to ∞. Since SFA(α) = SFA(1/α), and
SFA(α) is a convex function [28], the minimum condition
number must be at the point which defines the axis of
symmetry of the problem. This point corresponds to α = 1,
where SFA = SFB. For different values of α, SFA > SFB.
Using the result for A(α), we can evaluate the condition
number of matrix C in eq. (43). SFC is given by3
SFC =
max {λMax(A(α)), λMax(B)}
min {λMin(A(α)), λMin(B)} , (44)
where λMax(A(α)) and λMax(B) are the maximum eigenvalues
of A(α) andB, respectively, and λMin(A(α)) and λMin(B) are
the minimum eigenvalues. Using (44), it is possible to list the
cases which can appear in the computation of SFC, i.e.,
1) λMax(A(α)) > λMax(B) and λMin(A(α)) ≤ λMin(B). In
this case, SFC = λMax(A(α))/λMin(A(α)) > SFB.
2) λMax(A(α)) > λMax(B) and λMin(A(α)) ≥ λMin(B). In
this case, SFC = λMax(A(α))/λMin(B) > SFB.
3) λMax(A(α)) ≤ λMax(B) and λMin(A(α)) < λMin(B). In
this case, SFC = λMax(B)/λMin(A(α)) > SFB.
4) λMax(A(α)) = λMax(B) and λMin(A(α)) = λMin(B). In
this case, SFC = SFB.
Notice that the condition λMax(A(α)) < λMax(B) and
λMin(A(α)) > λMin(B) is not possible, since we have shown
that SFA ≥ SFB always.
For the three first conditions, the eigenvalue spread is always
increased, while the last possibility reveals that the minimum
3Note that the constant (g − h) does not affect the eigenvalue spread of
eq. (43), since it multiplies all the eigenvalues.
value of SFC occurs when A(α) = B, for α = 1. Recalling
that α = (g + h)/(g − h), we conclude that h must be zero,
showing that the minimum eigenvalue spread is obtained with
a gradient similar to that of [17] or [18].
Note that a similar approach can be used when only R and
J or R and K are different from a zero matrix, showing that
the minimum eigenvalue spread is also obtained with α = 1.
1) Particular case: all the quaternion elements are uncorre-
lated among them: Consider now the particular case when all
the quaternion elements are uncorrelated, which means that
I = J = K = 0. In this situation, Cext = I4 ⊗R, and
one can easily show that A(α) = diag( α, 1 ) ⊗R and
B = A(1), such that the result of Section IV-A still holds.
B. Case two: Widely-linear algorithms using real data vector
Consider now a WL quaternion algorithm implemented with
a real-regressor vector
x(n) = col(qR(n), qI(n), qJ(n), qk(n)), (45)
as proposed for RC-WL-QLMS in [10]. For this aproach, the
correlation matrix Cx is real and given by
Cx = E{x(n)xT (n)}, (46)
and (41) changes to
w¯ext(n+ 1) = (I4N − µWLGextCxext) w¯ext(n), (47)
where
Cxext = I4 ⊗Cx. (48)
The convergence is studied through the product
CxextGext = (I4 ⊗Cx)(G⊗ I4N ) =G⊗Cx.
Using an approach similar to that of Section IV-A, we compute
SFGextCxext = max
{
(g + h)
(g − h) ,
(g − h)
(g + h)
}
× λMax(Cx)
λMin(Cx)
, (49)
where λMax(Cx) and λMin(Cx) are the largest and the smallest
eigenvalues of Cx, respectively. The best choice for g and h
is again obtained when (g+ h)/(g− h) = 1, which results in
h = 0 and a = b+ c+ d.
Notice that the family of gradients which uses g = −1/2
and h = 1/4 (or scaled versions of h and g) leads to the
definition of the RC-WL-QLMS algorithm of [10]. However,
these choices for g and h do not lead to the minimum
condition number of GextCxext . When h = 0, eq. (49) is
reduced to its minimum value, such that the condition number
depends only on the eigenvalue spread of Cx. In this case,
any gradient such that h = 0 will result in an algorithm
which achieves the fastest-converging algorithm using x(n). In
addition, as presented in [10], the use of real-regressor vectors
leads to lower-complexity quaternion algorithms, since many
operations can be avoided. Based on these ideas, in Section
V we propose the fastest-converging WL-QLMS algorithm
with a regressor vector given by (45), which uses even less
computations than RC-WL-QLMS [10].
We must emphasize an important aspect of the analysis
presented here. This approach is valid for both correlated and
7uncorrelated input, since no initial restriction to the correlation
matrix is necessary to the study of the eigenvalues of CXext .
Moreover, it can be used to any WL quaternion algorithm with
a real-regressor vector obtained with the concatenation of the
elements of q(n).
In the following sections, we use the general equation
proposed to describe the quaternion gradients to obtain a new
reduced-complexity algorithm with real regressor vector. This
general description also allows us to develop an analysis for
WL-QLMS algorithms with real data vector.
V. PROPOSED NEW REDUCED-COMPLEXITY WL-QLMS
ALGORITHM WITH REAL-REGRESSOR VECTOR
In reference [10], the RC-WL-QLMS algorithm was pro-
posed as a lower-complexity alternative to WL-QLMS. In that
paper, the algorithm was not formally defined in terms of a
gradient, but using the general approach of eq. (29), one can
show that RC-WL-QLMS corresponds to a real-regressor WL-
QLMS algorithm where h = −1/4 and g = 1/2 (or where h
and g are multiples of these values). The algorithm is presented
in Table I, where dˆRCQ(n) is the estimate of d(n), eRCQ(n) is
the error, wRCQ(n) are the weights, and µRCQ is the step-size.
TABLE I
RC-WL-QLMS algorithm
dˆRCQ(n) = w
H
RCQ(n)x(n)
eRCQ (n) = d(n) − dˆRCQ (n)
wRCQ (n+ 1) = wRCQ(n) + µRCQ
[
e
∗
RCQ (n)
2
−
eRCQ (n)
4
]
x(n)
It is shown in [10] and [23] that the RC-WL-QLMS
algorithm converges faster than WL-QLMS, and that it is
also less costly to compute. Yet, our general approach to
the gradient indicates that RC-WL-QLMS is not the fastest-
converging WL-QLMS algorithm with real-regressor vector,
since the gradient used to define it uses h 6= 0. We exploit this
fact to propose a new reduced-complexity algorithm, which
outperforms RC-WL-QLMS both in the computational cost
and in the convergence rate. For this purpose, assume that
the real and imaginary parts of the original SL data vector are
stacked up in the vector x(n), as expressed in eq. (45). Define
the estimate dˆRC(n) of the desired signal d(n), i.e.,
dˆRC(n) = w
H
RC(n)x(n), (50)
where wRC(n) is the vector of weights. The error is given by
eRC(n) = d(n)− dˆRC(n). (51)
Using our general definition to quaternion gradients, substitute
h = 0 and g = 3/4 to compute the gradient of f(wRC(n)) =
eRC(n)e
∗
RC(n) and to obtain the update law
wRC(n+ 1) = wRC(n) +
3
4
µRCe
∗
RC(n)x(n). (52)
Note that other values to g could have been used, since
the constant that appears in the second term of the right-
hand side of (52) can be absorbed by the step-size µRC. We
choose this value to make easier the comparison with other
algorithms in the literature. The algorithm is summarized in
Table II. Since the additional term which appears in the RC-
WL-QLMS algorithm due to the non-commutative quaternion
multiplication vanishes in this new method, we expect it to be
less costly to compute.
TABLE II
Proposed WL-QLMS algorithm with lower complexity
dˆRC(n) = wHRC(n)x(n)
eRC(n) = d(n) − dˆRC(n)
wRC(n+ 1) = wRC(n) +
3
4
µRCe
∗
RC(n)x(n)
In the next section, we show that the proposed algorithm
corresponds to the 4-Ch-LMS algorithm written in the quater-
nion domain, and that they have the same computational
complexity.
A. Comparison with the 4-Ch-LMS algorithm
In order to prove the equivalence between the proposed
algorithm and 4-Ch-LMS, we must rewrite the equations (50),
(51) and (52) to separate the imaginary numbers i, j and k
from the real terms.
Define the extended vectors
dext(n) = col (dR(n), dI(n), dJ(n), dK(n)) ,
v′ext(n) = col (vR(n), vI(n), vJ(n), vK(n))
and note that d(n) = tTdext(n) and v(n) = tTv′ext(n), where
t = col
(
1, i, j, k
)
. (53)
Assume that the d(n) is modeled as given by
d(n) = wHo,RCx(n) + v(n),
which can be expressed as
tTdext(n) = t
T
(
WTo,RCx(n) + v
′
ext(n)
)
.
Wo,RC is the 4N × 4 real matrix, given by
Wo,RC = [wo,RCR −wo,RCI −wo,RCJ −wo,RCK ] .
Define the extended vectors
eRCext(n) = col (eRCR(n), eRCI(n), eRCJ(n), eRCK(n)) , (54)
dˆRCext(n) = col
(ˆ
dRCR(n), dˆRCI(n), dˆRCJ(n), dˆRCK(n)
)
. (55)
Using (53), (54) and (55) in eqs. (50), (51) and (52), one gets
W(n+ 1)t∗ =
(
W(n) +
3
4
µRCx(n)e
T
RCext(n)
)
t∗, (56)
tTeRCext(n) = t
T
(
dext(n)− dˆRCext(n)
)
(57)
and
tT dˆRCext(n) = t
T
(
WT (n)x(n)
)
, (58)
where
W(n) = [wRCR(n) −wRCI(n) −wRCJ(n) −wRCK(n)] .
Removing the multiplication by t in (56), (57) and (58), we
obtain the 4-Ch-LMS algorithm. Thus the proposed algorithm
is a rewriting (in the quaternion domain) of the 4-Ch-QLMS
algorithm, just as the RC-WL-LMS of [24] is a rewriting of
the 2-Ch-LMS algorithm [29].
8B. Comparing the new algorithm to WL-iQLMS
In this section, we show that the new approach and WL-
iQLMS are related by a linear transformation, but the latter is
more costly to compute.
The WL-iQLMS algorithm is presented in Table III.
TABLE III
WL-iQLMS algorithm
dˆiQ(n) = wHiQ (n)qWL(n)
eiQ(n) = d(n) − dˆiQ(n)
wiQ(n+ 1) = wiQ(n) + 34µiQe
∗
iQ(n)qWL(n)
To show the relation between the algorithms, define F as
F =


1 i j k
1 i −j −k
1 −i j −k
1 −i −j k

⊗ IN ,
and note that FFH/4 = FHF/4 = I4N . One can show that
qWL(n) = Fx(n). (59)
The system of equations from which the optimum solution
wo,iQ is obtained is given by
E{qWL(n)qHWL(n)}wo,iQ = E{qWL(n)d∗(n)}.
Left-multiplying both sides by FH/4 and using (59), one gets
FH
4
F︸ ︷︷ ︸
I4N
E{x(n)xT (n)}FHwo,iQ = F
H
4
F︸ ︷︷ ︸
I4N
E{x(n)d∗(n)}.
Recognizing E{x(n)xT (n)} and E{x(n)d∗(n)} as the cor-
relation matrix and cross-correlation vector of the algorithm
proposed in Table II, then
wo,RC = F
Hwo,iQ or wo,iQ = Fwo,RC/4. (60)
Based on (60), define
wiQ(n) = FwRC(n)/4
to show that
dˆiQ(n) = wHiQ
FHF
4
(n)qWL(n) = w
H
RC(n)x(n) = dˆRC(n),
and notice that eiQ(n) = eRC(n). Finally, left multiplying the
update equation of WL-iQLMS by FH , we obtain
FHwiQ(n+ 1)︸ ︷︷ ︸
wRC(n+1)
= FHwiQ(n)︸ ︷︷ ︸
wRC(n)
+
3
4
µiQFH qWL(n)︸ ︷︷ ︸
Fx(n)
e∗iQ(n)︸ ︷︷ ︸
e∗RC(n)
.
Defining µRC = 4µiQ, we show that the technique proposed
in Table II and WL-iQLMS are expected to have the same
performance. Since the proposed algorithm uses x(n) as a
real data vector, many quaternion-quaternion operations are
replaced by real-quaternion operations (see Table IV), reduc-
ing the computational cost. For this reason, the new approach
is named as the RC-WL-iQLMS algorithm.
In Table IV, we present the computational complexity of
some quaternion LMS algorithms proposed in the literature.
Notice that the WL algorithms are about 4 times more costly to
implement than their SL counterparts, and that the complexity
of the RC techniques are similar to that of QLMS and
iQLMS. Since RC-WL-iQLMS and iQLMS require the same
number of computations, RC-WL-QLMS can be used as a
low-cost alternative for both SL and WL scenarios. Finally,
note that 4-Ch-LMS and the RC-WL-iQLMS have the same
computational complexity.
VI. ANALYSIS OF QUATERNION ALGORITHMS USING REAL
REGRESSOR VECTOR
In this section, we study the convergence of quaternion WL
algorithms which use the real regressor vector x(n) (see eq.
(45)). Using our general description to the quaternion gradient,
we obtain some results that can be applied to design the
algorithms. We also obtain simple equations to compute the
EMSE and the MSD.
A. Designing µ to guarantee the convergence in the mean
Similar to the analysis applied to study the LMS algorithm
[19], one can use the maximum eigenvalue of GextCxext (see
eq. (47)) to define bounds for the step-size which guarantee
the convergence in the mean. From this approach, we obtain
0 < µ < 2/(max{(g + h), (g − h)}λMax(Cx)),
which is particularized to
0 < µRCQ , µRC < 8/3λMax(Cx),
for RC-WL-QLMS and for RC-WL-iQLMS.
Both algorithms present the same bounds for the step-size,
but they have different spreading factors, given by
SFRCQ = 3λMax(Cx)/λMin(Cx) and
SFRC = λMax(Cx)/λMin(Cx).
Since the analysis was proposed for both correlated and un-
correlated input, one must expect RC-WL-iQLMS to converge
faster than the RC-WL-QLMS. Our simulations in Section VII
confirm this.
TABLE IV
Computational complexity in terms of real operations per iteration (N is the
length of the SL data vector)
Algorithm + ×
QLMS 48N 48N + 9
WL-QLMS 192N 192N + 9
RC-WL-QLMS 32N + 4 32N + 8
iQLMS 32N 32N + 4
WL-iQLMS 128N 128N + 4
RC-WL-iQLMS 32N 32N + 4
4-Ch-LMS 32N 32N + 4
B. Mean-square analysis of real regressor quaternion algo-
rithms
In order to perform a general second-order analysis for real-
regressor-vector quaternion algorithms, we drop all subscripts
and use matrix G to account for any possible gradient results.
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iQLMS from the equations obtained.
To start the analysis, recall eq. (31). Assume that we are
only considering WL-QLMS algorithms with real regressor
vector to write
w(n+ 1) = w(n) + µ[(g + h)x(n)e∗(n)
− 2hIm{x(n)e∗(n)}], (61)
where w(n) identifies the coefficients of a general algorithm
with real-data vector. Define wo as the vector of optimum
coefficients. Recall eq. (34). Subtracting (61) from wo, and
using
e(n) = d(n)− (wHo x(n) + v(n)),
we obtain
w˜(n+ 1) = w˜(n)− µ[η(n) + u(n)],
where we defined
η(n) = x(n) ((g + h)v∗(n)− 2hIm {v∗(n)}) and
u(n) = x(n)xT (n) ((g + h)w˜(n)− 2hIm {w˜(n)}) .
η(n) and u(n) are quaternion vectors which depend on the
noise and on w˜(n), respectively. Since eq. (61) contains
quaternion entities, we use its extended version to perform the
analysis. We begin by calculating ηext(n), which we divide in
two parts, i.e.,
ηext(n) = η1(n) + η2(n).
η1(n) is the extended version of (g + h)x(n)v∗(n), that can
be expressed as
η1(n) = (g + h)vext(n)⊗ x(n), (62)
where we define
vext(n) = col (vR(n), −vI(n), −vJ(n), −vK(n)) .
η2(n) is the extended version of −2hx(n)Im{v∗(n)}, i.e.,
η2(n) = 2h col (0, vI(n), vJ(n), vK(n)) ⊗ x(n). (63)
Define
H = diag((g + h),−(g − h),−(g − h),−(g − h)) (64)
and
Hext = H⊗ I4N . (65)
Finally, using (62), (63) and (65), ηext(n) is given by
ηext(n) = Hvext(n)⊗ x(n) = Hext(vext(n)⊗ x(n))
Similarly to ηext(n), uext(n) is written as the sum of two terms,
u1(n) and u2(n), which are the extended versions of (g +
h)x(n)xT (n)w˜(n) and−2hx(n)xT (n)Im{w˜(n)}. Using the
extended version of w˜(n), the first term is given by
u1(n) = (g + h)
(
I4 ⊗ x(n)xT (n)
)
w˜ext(n), (66)
while u2(n) is written as
u2(n) = −2h
(
diag(0, 1, 1, 1)⊗ x(n)xT (n)) w˜ext(n) (67)
Adding up equations (66) and (67), we obtain
uext(n) = Gext
(
I4 ⊗ x(n)xT (n)
)
w˜ext(n).
Considering the extended matrices, eq. (61) can be replaced
in the analysis by
w˜ext(n+ 1) = w˜ext(n)− µ [ηext(n) + uext(n)] . (68)
Note that eq. (68) deals only with real entities, which is
fundamental in the following analysis.
Similarly to the traditional analysis of the LMS algorithm,
multiply eq. (68) by its transpose and take the expectation, to
obtain
E{w˜ext(n+ 1)w˜Text(n+ 1)}︸ ︷︷ ︸
S(n+1)
= E{w˜ext(n)w˜Text(n)}︸ ︷︷ ︸
S(n)
−µE{w˜ext(n)uText(n)}︸ ︷︷ ︸
A
−µE{uext(n)w˜Text(n)}︸ ︷︷ ︸
B
+µ2E{uext(n)uText(n)}︸ ︷︷ ︸
C
+µ2E{ηext(n)ηText(n)}︸ ︷︷ ︸
D
−µE{ηext(n)w˜Text(n)}︸ ︷︷ ︸
E
−µE{w˜ext(n)ηText(n)}︸ ︷︷ ︸
F
+µ2E{ηext(n)uText(n)}︸ ︷︷ ︸
G
+µ2E{uext(n)ηText(n)}︸ ︷︷ ︸
H
,
(69)
where we define S(n) = E{w˜ext(n)w˜Text(n)} to simplify the
notation. From eq. (69) the second-order model for small step-
sizes is derived. However, some approximations are required
to proceed with the analysis, which are presented in the
Assumption I next.
Assumption I: Assume that the sequence {x(n)} is Gaus-
sian, stationary and zero-mean, and that {x(n)} and {v(n)}
are independent from each other. Additionally, assume that
E{vext(n)vText(n)} = σ2vI4 and that µ is small enough such
that x(n) and w(n) are approximately independent.
Based on Assumption I, the terms of eq. (69) are studied
as follows4:
1) Term A – This term can be approximated as
A = E{E{w˜extw˜Text
(
I4 ⊗ xxT
) |x}}Gext
≈ E{E{w˜extw˜Text}
(
I4 ⊗ xxT
)}Gext
≈ S(n)E{(I4 ⊗ x(n)xT (n))}Gext.
(70)
However, note that
E{I4 ⊗ x(n)xT (n)} = I4 ⊗ E{x(n)xT (n)}.
Using equations (46) and (48), eq. (70) reduces to
A = S(n)CxextGext.
2) Term B – Similarly to A, term B reduces to
B = GextCxextS(n).
3) Term C – This term can be rewritten as
C = GextE{
(
I4 ⊗ xxT
)
w˜extw˜
T
ext
(
I4 ⊗ xxT
)}Gext
∼= GextE{
(
I4 ⊗ xxT
)
S(n)
(
I4 ⊗ xxT
)}Gext. (71)
4Note that the we drop the time coefficients to simplify the notation.
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4) Term D – We can simplify D using
D = E{ηext(n)ηText(n)}
= HextE{(vext ⊗ x)
(
vText ⊗ xT
)}Hext. (72)
Using property 3 of Kronecker products and the As-
sumption I, we simplify eq. (72) to
D = Hext
(
E{vextvText} ⊗ E{xxT }
)
Hext
= σ2vHext
(
I4 ⊗ E{xxT }
)
Hext
= σ2vHextCxextHext.
5) Term E – Using Kronecker product properties, we can
rewrite E as
E = E{ηextw˜Text} = HextE{(vext ⊗ x)w˜Text}.
From Assumption I, the elements of vext are zero-mean
random variables and are independent of x and w˜ext. In
this case, E is given by
E = Hext
(
E{vext ⊗ IN}E{(I4 ⊗ x)w˜Text}
)
= Hext(E{vext} ⊗ IN )E{(I4 ⊗ x)w˜Text}
which results in a 16N × 16N null matrix.
6) Terms F , G and H – The same argument is also
applicable to these terms, which all result in 16N×16N
null matrices.
After calculating all the terms of eq. (69), we can substitute
the results to obtain
S(n+ 1) ≈ S(n)− µ [S(n)CxextGext +GextCxextS(n)]
+µ2C + µ2σ2vHextCxextHext. (73)
Note that the three first terms on the right-hand side are linear
in S(n). Assuming the small step-size condition [19], we can
neglect the term µ2C, which leads to the small step-size model
S(n+ 1) ≈ S(n)− µS(n)CxextGext − µGextCxextS(n)
+µ2σ2vHextCxextHext, (74)
where the initialization corresponds to S(0) = w˜ext(0)w˜Text(0).
Using (74), two theoretical quantities can be calculated at
each time instant: the excess mean-square error (EMSE) [19],
ζ(n) = Tr(S(n)Cxext),
and the mean-square deviation (MSD) [19]
χ(n) = Tr(S(n)).
From the small step-size model, we can also deduce the EMSE
and MSD stead-state values. Assume that for n→∞, S(n+
1) ≈ S(n) = S(∞), such that eq. (74) reduces to
S(∞)CxextGext +GextCxextS(∞) = µσ2vHextCxextHext. (75)
Multiply eq. (75) by G−1ext from the right and take the trace.
Using the trace property Tr(AB) = Tr(BA), we obtain
ζ(∞) ≈ µσ2vTr(HextCxextHextG−1ext )/2. (76)
In eq. (76), use equations (42), (48) and (64) to express
HextCxextHextG
−1
ext = (H
2G−1)⊗Cx. (77)
Applying the trace property of the Kronecker product in eq.
(77) and substituting the result in (76), one gets
ζ(∞) ≈ µσ
2
vTr(H2G−1)Tr(Cx)
2
= (2g − h)µσ2vTr(Cx).
Analogously, we compute the MSD by right multiplying both
sides of eq.(75) by G−1ext C−1xext and taking the trace, i.e.,
χ(∞) ≈ µσ2vTr(HextCxextHextG−1ext C−1xext)/2
= µσ2vTr(H
2G−1)Tr(CxC−1x )/2
= 4N(2g − h)µσ2v.
Note that using this approach we obtain simple equations to
calculate the EMSE and the MSD for small step-size, which
depend only on N and on the matrix Cx, similarly to the LMS
steady-state equations.
C. Choosing the step-size
Recalling eq. (73) and assuming that all variables are
Gaussian, we can use properties of fourth-order Gaussian
vectors [19] to obtain an approximation for C (see eq.(71))
and improve the accuracy of the proposed model. For this
purpose, assume that x(n) is a correlated Gaussian vector, and
recall that the auto-correlation matrix Cx = E{x(n)xH(n)}
is symmetric and non-negative definite. This fact implies that
there must exist an unitary matrix Z, such that
ZZT = ZTZ = I4N ,
which diagonalizes Cx, as given by
Cx = ZΛZ
T , (78)
where Λ is a diagonal matrix such that diag(Λ) =
[λ1 λ2 . . . λ4N ]
T
, and λi ≥ 0, i = 1, 2, . . . , 4N are the
eigenvalues of Cx. Defining x′(n) = ZTx(n), one can show
E{x′(n)x′T (n)} = E{ZTx(n)xT (n)Z} = ZTCxZ = Λ.
Since a linear transformation of a Gaussian vector is also
Gaussian, x′(n) is a Gaussian vector whose elements are
independent from each other. Define the extended matrix
Zext = I4 ⊗ Z. Multiplying C by ZText on the left and by
Zext on the right, we obtain
C
′ = ZTextCZext =
= ZTextGextE{
(
I4 ⊗ xxT
)
S(n)
(
I4 ⊗ xxT
)}GextZext (79)
Defining S′(n) = ZTS(n)Z and noting that
ZTextGextZext = (I4 ⊗ ZT )(G⊗ I4N )(I4 ⊗ Z) = Gext
and
ZText
(
I4 ⊗ xxT
)
Zext = (I4 ⊗ Z)T (I4 ⊗ xxT )(I4 ⊗ Z)
= I4 ⊗ ZTxxTZ
= I4 ⊗ x′x′T ,
we rewrite (79) as given by
C
′ =GextE
{(
I4 ⊗ x′x′T
)
S′(n)
(
I4 ⊗ x′x′T
)}
Gext. (80)
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Each element of the matrix in the argument of (80) can be
expressed as sums of terms
E{x′k1(n)x′k2(n)x′k3(n)x′k4(n)}s′ij(n), (81)
where the x′k(n) represent the elements of x′(n). s′ij(n) are the
entries of S′(n). Since the elements of x′(n) are independent
and zero-mean, eq. (81) is different from zero if k1 = k2 =
k3 = k4, or k1 = k2 and k3 = k4, or k1 = k3 and k2 = k4,
or k1 = k4 and k2 = k3. Using this result and eq. (78), after
some algebra manipulation, eq. (80) reduces to
C
′ =Gext [ΛextTr (S′(n)Λext) + 2ΛextS′(n)Λext]Gext.
where Λext = I4 ⊗Λ. Recall eq. (73) and multiply it by ZText
on the right and by Zext on the left. Noting that
ZTextHextZext = (I4 ⊗ Z)T (H⊗ I4N )(I4 ⊗ Z) = Hext,
we can write eq. (73) as
S′(n+ 1) ≈ S′(n)− µ [S′(n)ΛextGext +GextΛextS′(n)]
+ µ2Gext [ΛextTr(S′(n)Λext) + 2ΛextS′(n)Λext]Gext
+ µ2σ2vHextΛextHext, (82)
with initialization
S′(0) = ZTextwext(0)w
T
ext(0)Zext.
Taking only the diagonal s′(n) = diag(S′(n)) in eq.(82), we
obtain a simplified recursion
s′(n+ 1) =
[
I16N − 2µΛextGext + µ2G2extℓextℓText
+2µ2G2extΛ
2
ext
]
s′(n) + µ2σ2vH
2
extℓext,
(83)
where
ℓext = col(1, 1, 1, 1)⊗ diag(Λ)
and s′(0) = diag(S′(0)).
We can study the system matrix of eq. (83), i.e.,
Γ = I16N − 2µΛextGext + µ2G2extℓextℓText,+2µ2G2extΛ2ext
= (I16N − µΛextGext)2 + µ2G2extℓextℓText,+µ2G2extΛ2ext
to define a bound for the step-size which guarantees the
stability in the variance. Using the ℓ1-norm [27], we can find
an upper bound for the largest eigenvalue νl of Γ, i.e.,
max
1≤l≤16N
|νl| ≤ ||Γ||1 = max
1≤l≤16N
16N∑
m=1
|γlm|,
where γlm are the elements of Γ. A conservative range of
values for µ, which guarantee the stability, requires that
||Γ||1 ≤ 1. Observe that the l-th column of Γ has en-
tries µ2g2extl,lλextlλextm , if l 6= m, and (1 − µgextl,lλextl)2 +
µ2g2extl,lλ
2
extl+µ
2g2extl,lλextl
∑16N
m=1 λextm , if l = m, where gextl,l
are the diagonal elements of Gext. Note that
16N∑
m=1
|γlm|=(1−µgextl,lλextl)2+µ2g2extl,l
(
λ2extl+λextl
16N∑
m=1
λextm
)
= (1− µgextl,lλextl)2 + µ2g2extl,l
(
λ2extl + λextlTr(Λext)
)
.
Thus, the recursion in eq. (83) is stable if
(1− µgextl,lλextl)2 + µ2g2extl,l
(
λ2extl + λextlTr(Λext)
) ≤ 1,
for 1 ≤ l ≤ 16N . Recalling that
Tr(Cxext) = Tr(Λext) = Tr(I4 ⊗Cx) = 4Tr(Cx)
and after some manipulation, the condition simplifies to
µ ≤ 1/gextl,l(λextl + 2Tr(Cx)), 1 ≤ l ≤ 16N.
The smallest bound occurs for gextl,l = max{(g+h), (g−h)}
and λextl = λextmax :
µ ≤ 1/(max{(g + h), (g − h)}(λextmax + 2Tr(Cx))). (84)
Replacing λextmax by Tr(Cx) we obtain a simpler but more
conservative condition for stability,
0 < µ < 1/(3max{(g + h), (g − h)}Tr(Cx)),
which guarantees stability in the variance. For RC-WL-QLMS
and RC-WL-iQLMS, the step-size selection must respect
0 < µiQ, µRC < 4/(9Tr(Cx)), (85)
since max{(g + h), (g − h)} = 3/4 for both algorithms.
Note that analysis proposed in this section is valid for
uncorrelated and correlated input. The results presented here
can be extended to other real-regressor quaternion algorithms.
VII. SIMULATIONS
In order to compare the algorithms and show the accuracy of
the proposed model, we performed some simulations using Q-
improper processes. For this purpose, we conveniently define
the elements of q(n) as given by
qR(n) = ρ1(n) + 0.1ρ2(n) + 0.2ρ3(n) + 0.3ρ4(n)
qI(n) = 0.1ρ1(n) + ρ2(n) + 0.1ρ3(n) + 0.1ρ4(n)
qJ(n) = 0.2ρ1(n) + 0.1ρ2(n) + ρ3(n) + 0.1ρ4(n)
qK(n) = 0.3ρ1(n) + 0.1ρ2(n) + 0.1ρ3(n) + ρ4(n),
where ρl(n) are 4 × 1 vectors. We assume that the elements
of each ρl(n) are zero-mean, Gaussian, i.i.d. and with unitary
variance, and that ρl(n) and ρm(n) are independent from
each other ∀l 6= m. That means that the components of each
quaternion in q(n) are correlated, but different quaternions are
uncorrelated. The desired sequence d(n) and q(n) are jointly-
Q-improper processes, since d(n) is obtained with
d(n) = wHo qWL(n) + v(n).
wo is a 16 × 1 quaternion vector, where the elements of
the first four quaternions are obtained from a Uniform(0, 1)
distribution, and the elements of the other quaternions are
obtained from Uniform(0, 10−2) distribution. Note that with
this approach, we guarantee a WL d(n) sequence, but we give
more emphasis to the SL contribution.
The quaternion elements of v(n) are zero-mean, Gaussian
and i.i.d, with equal variance σ2v = 0.001/4. We perform 200
simulations to observe the EMSE and the MSD. We compare
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TABLE V
Step-sizes used in the simulations (µ = 10−5)
Algorithm QLMS WL-QLMS WL-iQLMS RC-WL-QLMS RC-WL-iQLMS 4-Ch-LMS
Step-size µ 0.8µ 2µ 3.2µ 8µ 6µ
QLMS, WL-QLMS, WL-iQLMS, RC-WL-QLMS, RC-WL-
iQLMS and 4-Ch-LMS, and we plot our model for RC-WL-
iQLMS and RC-WL-QLMS. We adjust the WL-iQLMS and
the QLMS algorithms to have the same convergence rate, and
adjust the other WL-algorithms (and the 4-Ch-LMS) to achieve
the same steady-state EMSE. Table V shows the step-sizes
used in our simulations.
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Note that the WL algorithms achieve lower EMSE and MSD
performances than QLMS, and that WL-iQLMS, 4-Ch-LMS
and RC-WL-iQLMS have the same converge rate, which is
faster than WL-QLMS and RC-WL-QLMS. In addition, the
proposed model (presented in the figures as a black dashed
line) is accurate to describe the performance behavior of both
the RC-WL-QLMS and the RC-WL-iQLMS algorithms.
VIII. CONCLUSIONS
In this paper, we developed a general representation to the
quaternion gradients proposed in the literature. Using this
approach, we proved that different gradients can be used to
obtain the same algorithm.
We showed that the class of gradients from which the i-
gradient takes part provides the fastest-converging WL al-
gorithms when the correlation matrix has entries with only
the real and one imaginary part, and when the WL regressor
vector is real and obtained by the concatenation of the real
and imaginary elements of the original SL data vector. The
general gradient was applied to devised the fastest-converging
WL-QLMS algorithm with real-regressor vector – the RC-
WL-iQLMS algorithm – and we showed that the proposed
method corresponds to the 4-Ch-LMS written in the quaternion
field. It was also shown that new algorithm corresponds to a
lower-complexity version of WL-iQLMS, 4 times less costly
to implement, and with the same complexity of the 4-Ch-
LMS algorithm. In Section VI-B we extended the second-
order analysis of [23] to any WL-QLMS algorithm using real
data vector. This approach led to simple equations to compute
largely applied figures of merit used in adaptive filtering, such
as the EMSE and the MSD. The comparison between the
model and the performance of the algorithms proved that the
model is accurate.
APPENDIX A
CONDITIONS TO GUARANTEE THE POSITIVE
SEMI-DEFINITENESS OF GextCext
When we use the real extended entities to obtain eq. (41)
from (36), our goal is the application of mathematical tools
from the real field to access the eigenvalue spread of GextCext,
such that we can study the convergence of quaternion algo-
rithms. For this purpose, in this appendix we show that Cext
is a positive semi-definite matrix. Then, we use this to prove
that the diagonal entries of Gext must be non-negative to make
GextCext positive semi-definite always.
Initially, recall that the original quaternion correlation ma-
trix is given by E{qWL(n)qHWL(n)}. It is easy to notice that
for any quaternion vector χ with the proper dimension,
χHE{qWL(n)qHWL(n)}χ = E{|qHWL(n)χ|2} ≥ 0, ∀χ,
(86)
such that the correlation matrix is positive semi-definite.
From eq. (86), one would expect Cext also positive semi-
definite, since it is the extended version of the correlation
matrix. However, when we check the block structure of Cext,
it is not trivial to show that this property holds, since the
extended matrix is not easily expressed as the product of a
real vector by its transpose. To show that Cext is also positive
semi-definite, one can explicit the terms which appear in the
computation of (86), and then reorganize them to reveal
χTextCextχext = χ
HE{qWL(n)qHWL(n)}χ ≥ 0,
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where χext = col(χR, χI, χJ, χK ). Since ∀χext can be
obtained from the mapping of χ to the real field, Cext is also
positive semi-definite.
To define the cases on which GextCext leads to stable (41),
we must find values for which the diagonal entries of Gext
make the product of matrices positive semi-definite. First,
recall that using an unitary transformation [27], one can show
that GextCext has the same eigenvalues of
G
1/2
ext CextG
1/2
ext . (87)
In this case, we just need to define the conditions on which
(87) is positive semi-definite to show that the elements of Gext
should be non-negative. For this purpose, we use vector χext
to check on which cases
χHextG
1/2
ext CextG
1/2
ext χext ≥ 0.
We start showing that if Gext has at least one negative diagonal
entry, it is possible to find one vector for which G1/2ext CextG
1/2
ext
is not positive semi-definite. Assume that only the k-th entry
Gext is gextk,k < 0, such that
G
1/2
ext = diag(
√
gext1,1 , . . . , j
√|gextk,k |, . . . , √gext16N,16N ),
where j =
√−1. Using χext = ǫk, where ǫk = 1 and the
other entries are set to zero, one can easily show
ǫTkG
1/2
ext CextG
1/2
ext ǫk = gextk,kcextk,k < 0
so that (87) is not positive semi-definite. When Gext has more
negative diagonal entries, the proof that (87) is non-positive is
straightforward. In this case, all gextk,k must be non negative,
1 ≤ k ≤ 16N , to guarantee the stability of eq. (41). The
condition for this is (g + h) ≥ 0 and (g − h) ≥ 0.
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