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ABSTRACT   
The heterogeneous networks (HetNets) in 5G can provide higher network coverage and system capacity to the user by 
deploying massive small base stations (BSs) within the 4G macro system. However, the large-scale deployment of small 
BSs significantly increases the complexity and workload of network maintenance and optimisation. On the other hand, the 
current handover (HO) triggering mechanism - A3 event was only designed for mobility management in the macro system. 
To implement A3 even directly in 5G-HetNets may cause degradation on the mobility robustness of user. Motivated by 
the concept of self-organisation networks (SON), this paper develops a self-optimisation triggering mechanism to enable 
automated network maintenance and enhance mobility robustness of user in 5G-HetNets. The proposed method integrates 
both advantages of subtractive clustering and Q-learning framework into the conventional fuzzy logic-based HO algorithm 
(FLHA). The subtractive clustering is first adopted to generate membership function (MF) for FLHA, which enable FLHA 
with the self-configuration feature. Subsequently, the Q-learning is utilised to learn the optimal HO policy from the 
environment as fuzzy rules that empower FLHA with self-optimisation function. The FLHA with SON functionality also 
overcomes the limitation of conventional FLHA that it must rely heavily on professional experience to design. The 
simulation results show that the proposed self-optimisation FLHA can effectively generate MF and fuzzy rules for FLHA. 
By comparing with conventional triggering mechanism, the proposed approach can decease approximately 91%, 49% and 
97.5% in HO ratio, ping-pong HO ratio and HO failure ratio while improving 8% and 35% in network throughput and 
latency respectively.  
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1. INTRODUCTION  
With the increasing user demand on high data rate and internet of things (IoT), the fifth-generation communications system 
(5G) has been commercialised in recent. The heterogeneous networks (HetNets) have played a vital role in the deployment 
of 5G by routing massive small cells to the 4G macro system [1][2]. This heterogeneous architecture allows the larger 
amount of simultaneous mobile data can be delivered by the small cells as well as offload part of the data traffic load from 
the 4G macrocell. Therefore, the system capacity and network coverage are significantly improved as compared to the 4G 
macrocell system. On the other hand, the massive deployment of small cells could also increase the complexity and 
workload of network maintenance. To reduce the capital and operational expenses of network maintenance, the Self-
Organisation Networks (SON) has been defined by Third-Generation Partnership Project (3GPP) to enable automated 
network operation while improving network performance [3]–[5]. Specifically, the SON includes Self-Configuration, Self-
Optimisation and Self-Healing functionalities that aim to automate parameter configuration, parameter optimisation, and 
troubleshooting, respectively. 
In the field of self-optimisation, one of most importance user case defined for radio access networks is mobility robustness 
optimisation [3]. During movement of user equipment (UE), the UE will frequently switch its connection with the base 
station (BS) that known as handover (HO) process to ensure seamless communication. The HO process is triggered when 
UE meets the entering condition of A3 event [6], when Reference Signal Receiving Power (RSRP) from neighbouring BS 
higher than serving BS of UE. The HO process can directly affect the user experience as it occurs during the transmission 
of the data packet. However, the current HO triggering mechanism A3 event is only considered one metric RSRP as 
decision criteria. This single metric mechanism can be easily affected by interference and noise, which could result in 
several abnormal HO effects, i.e. unnecessary HOs, ping-pong HO, HO failure, etc.,[7]. In addition, these effects will 
  
 
 
 
 
become more severe in 5G-HeNets as the dense deployment of small BSs could introduce much stronger inter-cell 
interference. Thus, the main objective of mobility robustness optimisation is to reduce abnormal HO effects due to the 
decision of triggering mechanism, whereas to increase the usage of network resources by minimising the unnecessary 
HOs[8]. 
There are several approaches related to the self-optimisation scheme can be found in the literature. The works in [9]–[11] 
achieve self-optimisation function by using threshold comparisons with specific metrics to optimise the parameter within 
A3 event, i.e., time to trigger (TTT) and HO margin (HOM). These two parameters are adopted to avoid the ping-pong 
effect that causes by noise and inference by adding an extra condition before HO triggering. Traditionally, these two 
parameters need to frequently and manually adjust by conducting massive measuring campaign and statistics analysis. In 
[9], the authors proposed an auto-tuning algorithm that utilises user speed and RSRP as decision criteria to continuously 
tune the HOM and TTT in 5G-HetNets base on metaheuristic algorithm. In [10], the authors proposed an approach to 
evaluate HO failure into three types: too late, too early and wrong cell. The evaluated results will be compared to a pre-
defined threshold to determine if HOM and TTT need to update within the period of the timer. Similarity, the authors 
demonstrated an algorithm in [11] to detect the ping-ping user and fast-moving user by evaluating the user’s dwelling and 
remaining service time within one cell. The evaluated results will compare with predetermined thresholds to decide if 
HOM and TTT need to adjust or transfer UE’s connection to macro-cell. The simulation results in [9]–[11] indicates that 
all proposed approaches can effectively enhance the mobility robustness of user by reducing unnecessary HOs, ping-pong 
effects and HO failures. However, these papers have not further discussed how to define the threshold value for each 
algorithm. Therefore, the mobility robustness optimisation in [9]–[11] are not fully automated. 
To enable a fully automated and cognitive network, the artificial intelligence techniques have drawn researcher’s attention 
in recent year due to its strong capability in statistical analysis, decision making, inference, etc.,. The works in [12]–[15] 
demonstrate the reinforcement learning-based self-optimisation function. In [12], the authors developed an HO detection 
mechanism to analyse the measured data from UE and calculated the HO event to avoid false HO. Moreover, the authors 
also proposed a SON mechanism from Markov’s Decision Process (MDP). The two state variables are defined from radio 
states, HOM and TTT. The HOM and TTT can be tuned simultaneously by the proposed mechanism to improve system 
performance. In [13], the average UE speed is considered into the Q-learning framework to select an appreciate timing by 
tuning HOM and TTT. Afterwards, several decision criteria, i.e. RSRP, UE’s moving direction and location, etc., are 
considered into a multiple attribute decision-making algorithm to select the HO target. In [14], the authors proposed a 
cognitive SON function based on Q-learning framework. The proposed scheme can learn the optimal HOM and TTT for 
particular UE’s mobility pattern in the network. A cooperative learning strategy is applied during the training stage of Q-
learning, which could share experiences among cells and hence speed up the learning process. Based on the similar 
approach, another self-optimisation algorithm with the objective in load balancing was also developed in paper [14]. In 
[15], a distributed Q-learning algorithm was developed to learn the optimal BS selection scheme from each cellular 
networks in order to achieve load balancing. Multiple attributes, i.e., the channel load, HO duration, signal to interference 
plus noise ratio (SINR), are taken into account as reward function in Q-learning. The simulation results in [12]–[15] show 
that reinforcement learning is a powerful tool to enable automated network optimisation in either mobility robustness 
optimisation or mobility load optimisation. Where, the HO performance, i.e. number of HOs, HO failure rate, call drop 
rate, etc., have been effectivity reduced by these Q-learning based self-optimisation mechanisms. However, these works 
were not further investigated how to systematically convert HO decision metrics into state vector in Q-learning framework. 
The paper in [12]–[15] just directly categorised related parameter into several intervals with the same length as state vector. 
Where, this categorised method has not reflected the actual distribution of input metrics, which could potentially affect the 
accuracy and efficiency of the training process. 
On the top of Q-learning, the fuzzy logic algorithm is also widely used to achieve self-optimisation function as shown in 
[16]–[20]. The reference in [16] and [17] shows the fuzzy logic-based self-optimisation scheme for HOM and TTT. In 
contrast, the works in [18]–[20] are the non-conventional approach, herein known as fuzzy logic HO algorithm (FLHA) 
that can achieve both timely and flexibility mobility robustness optimisation. The main idea of FLHA is considering 
various metrics as the input of the fuzzy inference engine to estimate the HO probability. Subsequently, the estimated HO 
probability is adopted as the critical factor (HO factor) to trigger the HO process. The simulation results in [16]–[20] prove 
that fuzzy logic is very useful tools to build self-optimisation function. However, these fuzzy logic-based approaches have 
not further discussed how to design a proper fuzzy inference engine. The fuzzy inference engines consist of a set of fuzzy 
rules and fuzzy sets, which can process input parameters to output in linguistic terms. Traditionally, the design of fuzzy 
rules and fuzzy sets require the manual tuning of human experts and experience to obtain desired outputs. Thus, the 
traditional FLHA is not the universal solution in mobility robustness optimisation.  
  
 
 
 
 
Based on the reviews and analysis above, both Q-learning and fuzzy logic have their strengthens and weakness. This paper 
aims to integrate both strengthens of Q-learning and fuzzy logic as an extended version of FLHA with self-optimisation 
functionality. The proposed self-optimisation FLHA should able to enhance mobility robustness of user by reducing the 
number of HOs, ping-pong effects and HO failures while improving other networks KPIs, i.e. network latency and 
throughput. Specifically, the contribution of this paper can be summarised as follows, 
• Firstly, we propose a self-optimisation FLHA that can consider the multivariate analysis in environments of 
uncertainty. The multiple network data will be processed by the fuzzy inference engine to estimate the HO 
probabilities as HO triggering indicator. 
• Secondly, we adopt the Q-learning framework to learn the optimal HO policy from the environment as fuzzy rules 
for the fuzzy inference system. This approach allows the FLHA can self-optimise its fuzzy rules by interacting 
with environment  
• Finally, the subtractive clustering is adopted to generate fuzzy sets for the fuzzy inference system as well to convert 
decision metrics into the state vector state for Q-learning framework. This approach provides a systematic 
approach to allow FLHA and Q-learning self-configuring its parameter based on the distribution of historical data. 
In this way, the overall performance of the proposed algorithm in this paper can hence be improved further. 
To the best of author’s knowledge, this is the first work to implement hybrid of Q-learning and subtractive clustering 
techniques to optimise FLHA. The remainder of this paper is organised as follows: Section 2 introduces the conventional 
FLHA. Section 3 describes how to integrate subtractive clustering techniques and Q-learning framework into FLHA. The 
simulation environment and evaluation results are discussed in Section 4. Finally, the paper is concluded in Section 5.  
 
2. FUZZY LOGIC HANDOVER ALGORITHM 
As mention earlier, the main idea of FLHA is to estimate the HO probability by considering multiple input parameters into 
the fuzzy inference engine. The estimated HO probability known as HO factor is used to trigger the HO process. As shown 
in Fig.1, the general architecture of FLHA consists with three stage: fuzzification, inference engine and defuzzification.  
 
 
Figure 1 General architecture of FLHA 
 
In the stage of the fuzzification process, the crispy input metrics will be mapped into a degree of membership and translated 
into linguistics variables (e.g., low, medium, high) through a pre-defined fuzzy membership function (MF). For input value 
𝑥 ∈ ℜ and 𝑥 ∈ 〈0,1〉, the fuzzy membership function 𝜇?̃?(𝑥) can describe the fuzzy set ?̃? within a universal discourse 𝑋. 
The value of  𝜇?̃?(𝑥) represents the degree of membership of 𝑥 in ?̃?. In this paper, the Gaussian membership function (GMF), 
as shown in Fig. 2 is adopted due to its smoothness and concise notation.  
  
 
 
 
 
The second stage - fuzzy inference engine contains pre-defined fuzzy rules that can link system inputs with output. An 
example of fuzzy rules in FLHA with three input metrics (𝑥, 𝑦 and 𝑧) and output HO factor (𝑤) can be express as, 
 𝐼𝐹 𝑥𝑘 == ?̃?𝑥
𝑘 𝑎𝑛𝑑 𝐼𝐹 𝑦𝑘 == ?̃?𝑦
𝑘 𝑎𝑛𝑑 𝐼𝐹 𝑧𝑘 == ?̃?𝑧
𝑘 𝑇𝐻𝐸𝑁 ℎ𝑘 = ?̃?ℎ
𝑘, 𝑓𝑜𝑟 𝑘 = 1, 2, … , 𝑛 (1) 
where,  ?̃?x
k , ?̃?y
k and ?̃?𝑧
𝑘  are the fuzzy sets for k-th input of metrics 𝑥, 𝑦 and z; ?̃?ℎ
𝑘  is the fuzzy set for the k-th output. 
Afterwards, a max-min inference method is adopted to calculate the degree of membership for output variables due to its 
computational simplicity [21]. A fuzzy implication operator is applied to obtain the consequent fuzzy process output from 
each fuzzy rule. Afterwards, the consequences from each fuzzy rule will be combined into a new fuzzy process output by 
a fuzzy aggregation operator. In other words, the rule with the highest degree of membership is hence chosen. For the k-th 
inputs to FLHA, and if there are 𝑗 fuzzy rules in the inference engine, the corresponding aggregated fuzzy process output 
can be represented by a consequent MF 𝜇
?̃?ℎ
𝑘(ℎk) as,  
 𝜇
?̃?ℎ
𝑘(ℎ) = ⋃ [⋂ [𝜇
?̃?𝑥
𝑘,𝑟(𝑥𝑘), 𝜇?̃?𝑦
𝑘,𝑟(𝑦𝑘), 𝜇?̃?𝑧
𝑘,𝑟(𝑧𝑘)]
𝑗
𝑟=1 ]𝑘   𝑓𝑜𝑟 𝑘 = 1, 2, … , 𝑛 𝑎𝑛𝑑  𝑟 = 1,2, … , 𝑗  (2) 
where the 𝜇
?̃?𝑥
𝑘,r(𝑥k), 𝜇?̃?𝑦
𝑘,r(𝑦k), 𝜇?̃?𝑧
𝑘,r(𝑧k) represents the consequent MF of fuzzy process output by rule r-th rule for k-th 
input of metrics 𝑥, 𝑦, 𝑧.  
Finally, the last stage – the defuzzification process is the opposite of fuzzification. In this stage, the aggregated fuzzy 
process output μ
w̃h
k(h) will be converted to crispy value from its centroid of the area as [21],    
 ℎ𝑘 =
∫𝜇
?̃?ℎ
𝑘(ℎ)∙ℎ𝑑ℎ
∫𝜇
?̃?ℎ
𝑘
(ℎ)𝑑ℎ  (3) 
where, ℎ𝑘 is the centroid of the area of aggregated fuzzy process output 𝜇?̃?ℎ
𝑘(ℎ), which is the crispy value of output and 
denoted as HO factor at FLHA. The HO factor is a string number from 0 to 1, where 0 represents the least liable to HO, 
and 1 refers to the most liable to trigger an HO process. The value of HO factor is implemented to determine the timing of 
HO triggering by comparing with one pre-defined threshold.  
Based on the analysis above, the MF and fuzzy rules can directly affect the value of output as well as system performance. 
Typically, the design of MF and fuzzy rules should rely on the expert experience and trial and errors. More MFs ensure 
more accurate output. However, with the increasing number of the input metrics and corresponding MFs, the design 
workload for fuzzy rules will also grow exponentially. For example, if there are 𝑛 inputs for FLHA, each input has 𝑗 fuzzy 
sets, and thus there will be 𝑗𝑛 rules need to be defined. When considering multiple parameters as the input of FLHA, its 
design process will become extremely complicated, and thus the reliability of the system is difficult to guarantee. 
 
 
Figure 2 Gaussian fuzzy membership function 
 
  
 
 
 
 
3. JOINT SELF-OPTIMISATION SCHEME FOR FLHA 
To overcome the limitation in conventional FLHA, in this chapter, we integrate both subtractive clustering and Q-learning 
framework into FLHA to enable it with self-configuration and self-optimisation function. The basic structure of the 
proposed scheme is described in algorithm 1. The subtractive clustering will first be applied to generate MF for each metric 
based on their data distribution, which could ensure all the input metrics of FLHA can be correctly mapped into 
corresponding fuzzy sets (detailed in section 3.1). Secondly, the Q-learning framework will then be implemented to learn 
the optimal policy as the fuzzy rules for FLHA from environment (detailed in section 3.2). Afterwards, the generated MF 
and fuzzy rules are used to design FLHA as the triggering mechanism. The output of the proposed scheme – HO factor is 
adopted to trigger the HO process.  
Algorithm 1: Main- Joint self-optimisation scheme for FLHA 
1 Self-configure GMF by subtractive clustering:               （Ref：Algorithm 2） 
2 Input: Historical data, i.e. RSRP, SINR, and transmission distance. 
3 Output: GMF for each input metrics                
4 Self-optimise  fuzzy-rules by Q-learning                               (Ref：Algorithm 3） 
5  Input: State-GMF from Algorithm 2, action, reward function                              
6     Output: Optimal policy – fuzzy rules                  
7 FLHA                                                                                      （Ref： Section 2） 
8 Input: GMF from Algorithm 2, fuzzy rules from Algorithm 3 
 Normalised decision metrics: i.e. RSRP, SINR, and transmission distance 
9 Output: HO factor                                                         
10 HO triggering                                                                       （Ref：Algorithm 4） 
11 Input: Hanover factor 
12 Output: HO triggering decision  
13 end                                                                         
 
3.1 Self-configure MF by subtractive clustering 
The GMF 𝜇?̃?(𝑥) can be formulated as Eq.4, and Fig.3 illustrates the physical meaning of each parameter. 
 𝜇?̃?(𝑥) = [1 + (
𝑥−𝑣𝑖
𝜎𝑖
)𝑏𝑖]
−1
 (4) 
In Eq.4, ?̃? is the fuzzy sets in GMF, and each GMF includes 𝑖 fuzzy set; 𝑥 is normalised value for input metrics; The 
value 𝜇?̃?(𝑥)∈ (0,1) is the degree of membership of 𝑥 in ?̃?. The 𝑣𝑖, 𝜎𝑖and 𝑏𝑖 represents the centre, width (standard deviation) 
and crossover slop of one fuzzy set, respectively. The slop at the crossover point (where 𝜇?̃?(𝑥) = 0.5) is determined by 𝑏𝑖 
and 𝜎𝑖 as, 
 𝑠𝑙𝑜𝑝𝑖 =
−𝑏𝑖
2𝜎𝑖
 (5) 
The generalised GMF distributes fuzzy sets evenly at the axis, and this is only suitable if data sets are uniformly sampled. 
Therefore, to ensure the effectiveness of GMF and FLHA, the parameter in Eq.4 should follow the probability distribution 
of input data sets to design. As there is not prior knowledge for data distribution in most of the case, the clustering technique 
is considered as a reliable tool to extract the characters from different data sets. In this paper, the subtractive clustering is 
adopted due to its “one-pass” method that ultimately contributes to high computational efficiency. The algorithm 2 
describes the detailed about how to generate GMF for each input metric. 
  
 
 
 
 
 
Figure 3 The physical meaning of parameters in generalized Gaussian fuzzy membership function (GMF) 
 
Algorithm 2: Self-configure GMF for each input metric 
1 Input: Historical data of decision metrics, i.e. RSRP, SINR, Transmission distance. 
2 Import normalised input data set: xij, i = 1, 2, …, n; j = 1, 2, …, m. 
 n = number of data points; m = number of dimensions of data sets 
3 Define values for 𝛼, 𝛽, ε, 𝛿. 
4 Calculate Uj-min and Uj-max. from input data sets 
5 Calculate the potential value of each data point 
 𝑃𝑖 = ∑ 𝑒
 −𝛼‖𝒙𝒊−𝒙𝒌‖
2𝑛
𝑘=1   i = 1, 2, …, n; 𝑖 ≠ k                                                   (6) 
6 Select the first centre 𝑥1
∗ with the highest potential 𝑃1
∗ 
7 While (𝑃𝑘
∗ > 𝜀𝑃1
∗)                                                                                                  (7) 
8 Update potential of data point 
9 𝑃𝑖 ← 𝑃𝑖 − 𝑃𝑘
∗𝑒  −𝛽‖𝒙𝒊−𝒙𝒌
∗‖
2
                                                                       (8) 
10 Select the k-th centre 𝑥𝑘
∗  with the highest potential 𝑃𝑘
∗ 
11 end while 
12 Determine centres of fuzzy sets within GMF: 𝒙𝟏
∗ ,…, 𝒙𝒌
∗  
13 Determine the width of fuzzy sets within GMF: 
  𝜎𝑖 = 𝛽 ∗
(𝑈𝑗,𝑚𝑎𝑥−𝑈𝑗,𝑚𝑖𝑛)
𝛿
                                                                         (9) 
14 
15 
end 
Output: GMF of each input metric 
 
As described in algorithm 2, the input metrics are first normalised between 0-1 as input data set 𝑥𝑖𝑗 . Each metric represents 
one dimension of input sets. In this paper, three metrics are used as HO decision criteria, and hence m=3. The core ideal 
of subtractive clustering is to find the data points with the highest potential by Eq.6. In Eq.6, 𝛼 is used to define the 
influence range for neighbouring points. The data points outside this range have a limited influence on the potential 
calculation. After calculating the potential of each input data points, the data point with the highest potential is then selected 
as the first cluster. Afterwards, the following cluster is located by updating potential for other data points based on the 
previous cluster location as shown in Eq.8. Where 𝛽 is adopted to control the distance between each cluster. To avoid the 
cluster centre are too close with each other, we usually set 
𝛼
𝛽
= 1.5. When the condition in Eq.6 is meet, the potential 
update is completed. Where, ε in Eq.6 is a small fraction that known as rejection ratio can determine the number of clusters, 
  
 
 
 
 
which is inversely proportional to the number of clusters. The data points with the highest potential in each round of 
updating are selected as the following new cluster.  
After obtaining all clusters from each input set, the centre of cluster {𝒙𝒊⃗⃗  ⃗
∗
= (𝑥𝑖1, 𝑥𝑖2, … , 𝑥𝑖𝑚)} for each input metrics is 
adopted as centre {𝒗 = (𝑣1, 𝑣2, … , 𝑣𝑖)} of each fuzzy set. The Eq.9 is used to define the width of fuzzy sets, which mainly 
dominated by the maximum and minimum values of the data set in the 𝑗th dimension (Uj-min and Uj-max). 𝛿 in Eq.9 is 
typically set between 2 to 3. The crossover slope of GMF is defined when the adjacent membership functions overlap 
about 25%. The parameters for subtractive clustering are set as {𝛼 = 16, 𝛽 = 12, 𝜀 = 0.005, 𝛿 = √8} to define a suitable 
number of clusters for each fuzzy set in this paper. The designed GMF will also be compared with the probability density 
function (PDF) of input data sets for validation. 
 
3.2 Self-optimise fuzzy rules by Q-learning framework 
Q-learning is a model-free and off-policy reinforcement learning approach, which using Temporal Difference (TD) based 
on a set of Markov decision process. The basic framework of Q-learning based FLHA is illustrated at Fig.4 that consist of 
state (𝒮), action (𝒜), reward (ℛ), agent and environment. At each time step 𝑡, the agent will perform an action 𝑎𝑡 ∈ 𝒜 
and undergoes a transition from state 𝑠𝑡 ∈ 𝒮 to 𝑠𝑡+1 ∈ 𝒮. Subsequently, the reward 𝑟𝑡 ∈ ℛ will be provided to the agent by 
the environment. The main objective of the agent is to learn the policy function 𝜋 that can select the optimal action at each 
state to maximise the accumulated reward in the long term. 
 
 
Figure 4 Basic framework of Q-learning 
 
In this paper, to obtain the optimal fuzzy rules for FLHA, we define FLHA as the agent of Q-learning. At time step 𝑡 and 
area 𝑙, the input decision metrics will first be normalised between 0-1 and then mapped into GMF (defined in section 3.1) 
to find its fuzzy set. The states 𝑠𝑖,𝑙,𝑡 ∈ 𝒮 for UE 𝑖 is represented by the combination of the fuzzy sets as, 
 𝑠𝑖,𝑙,𝑡 = {𝑠𝑅𝑆𝑅𝑃
𝑖,𝑙,?̃? , 𝑠 𝑆𝐼𝑁𝑅
𝑖,𝑙,?̃? , 𝑠𝑑
𝑖,𝑙,𝑡̃ }  (10) 
where, 𝑠𝑅𝑆𝑅𝑃
𝑖,𝑙,?̃? , 𝑠 𝑆𝐼𝑁𝑅
𝑖,𝑙,?̃? , 𝑠𝑑
𝑖,𝑙,𝑡̃
 represent the fuzzy sets of RSRP, SINR and Transmission distance (d) respectively. If a 
normalised value locates at the adjacent of different memberships, the membership with a higher grade of 𝑥 is the chosen 
to represent its fuzzy set. For example, assume Fig 2 is the MF for RSRP, SINR and d. If normalised input metric for these 
three inputs equal to 0.2,0.4 and 0.8, the corresponding fuzzy sets are mapped as low, medium and high respectively. 
Therefore, the state vector 𝑠𝑖,𝑙,𝑡 is represented as  
  
 
 
 
 
 𝑠𝑖,𝑙,𝑡 = {𝑅𝑆𝑅𝑃(𝑙𝑜𝑤), 𝑆𝐼𝑁𝑅(𝑚𝑒𝑑𝑖𝑢𝑚), 𝑑(ℎ𝑖𝑔ℎ)}  (11) 
If the HO process is triggered at time 𝑡, the state at 𝑡 + 1 will be updated based on the RSRP, SINR and d from new serving 
BS of UE. Otherwise, the state at 𝑡 + 1 will be updated based on the input metric of current BS. 
At time step 𝑡 and area 𝑙, the actions 𝑎𝑖,𝑙,𝑡 ∈ 𝒜 for UE 𝑖 is defined as, 
 𝑎𝑖,𝑙,𝑡 = {
𝑎1 = ℎ𝑎𝑛𝑑𝑜𝑣𝑒𝑟 𝑤𝑖𝑡ℎ 𝑣𝑒𝑟𝑦 𝑙𝑜𝑤 𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑖𝑒𝑠   
𝑎2 = ℎ𝑎𝑛𝑑𝑜𝑣𝑒𝑟 𝑤𝑖𝑡ℎ 𝑙𝑜𝑤 𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑖𝑒𝑠              
𝑎2 = ℎ𝑎𝑛𝑑𝑜𝑣𝑒𝑟 𝑤𝑖𝑡ℎ ℎ𝑖𝑔ℎ 𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑖𝑒𝑠            
𝑎4 = ℎ𝑎𝑛𝑑𝑜𝑣𝑒𝑟 𝑤𝑖𝑡ℎ 𝑣𝑒𝑟𝑦 ℎ𝑖𝑔ℎ 𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑖𝑒𝑠 
      𝑎1, 𝑎2, 𝑎3, 𝑎4 ∈ 𝒜   (12) 
where each action in (12) represents one fuzzy set of output GMF. When the agent chooses an action to execute, a fuzzy 
rule is generated at FLHA, and the HO factor is then calculated based on the generated rule and Eqs (1)-(3). The HO 
decision is made by comparing the HO factor with a pre-defined threshold. Specifically, the proposed FLHA in Q-learning 
framework slightly differs from the conventional FLHA as introduced in section 2. The conventional FLHA should first 
calculate the consequent fuzzy process output from each fuzzy rule by a fuzzy implication operator. The fuzzy process 
output from each rule will subsequently be aggregated to obtain HO factor. Since only one fuzzy rule can be activated per 
time step in this paper, the proposed FLHA derives the HO factor only from one fuzzy process output base on the fuzzy 
rule that generated by Q learning. For example, if the agent in the state as Eq (11), and agent choose 𝑎2 to perform, a fuzzy 
rule will be generated at FLHA as, 
 𝐼𝐹 𝑅𝑆𝑅𝑃 ==  𝑙𝑜𝑤 𝑎𝑛𝑑 𝐼𝐹 𝑆𝐼𝑁𝑅 == 𝑚𝑒𝑑𝑖𝑢𝑚 𝑎𝑛𝑑 𝐼𝐹 𝑑 == ℎ𝑖𝑔ℎ 𝑇𝐻𝐸𝑁 ℎ𝑘 =  𝑙𝑜𝑤 (13) 
Afterwards, the FLHA will calculate the HO factor from this rule and obtain that the HO factor is equal to 0.2. If the 
threshold for HO factor is 0.5, then the HO process will not be triggered. 
At time step 𝑡 and area 𝑙, after agent performs an action 𝑎𝑖,𝑙,𝑡 ∈ 𝒜 for UE 𝑖, the reward 𝑟𝑖,𝑙,𝑡 ∈ ℛ of the agent is defined as,  
 𝑟𝑖,𝑙,𝑡 = 𝑣 (𝑠𝑖,𝑙,𝑡+1
𝑅𝑆𝑅?̃? ) + 𝑣 (𝑠𝑖,𝑙,𝑡+1
𝑆𝐼𝑁?̃? ) + 𝑣 (𝑠𝑖,𝑙,𝑡+1
?̃? )  (14) 
where 𝑣 (𝑠𝑖,𝑙,𝑡+1
𝑅𝑆𝑅?̃? ) , 𝑣 (𝑠𝑖,𝑙,𝑡+1
𝑆𝐼𝑁?̃? )  and 𝑣 (𝑠𝑖,𝑙,𝑡+1
?̃? )  represents the centre value of the fuzzy set 𝑠𝑖,𝑙,𝑡+1
𝑅𝑆𝑅?̃? , 𝑠𝑖,𝑙,𝑡+1
𝑆𝐼𝑁?̃?  and 𝑠𝑖,𝑙,𝑡+1
?̃?  
respectively. If FLHA executes the HO process at time 𝑡, the reward signal is obtained from the new serving BS. Otherwise, 
the reward signal is received from the current serving BS. 
After establishing < 𝒮,𝒜,ℛ > in Q-learning framework, a value function 𝑄(𝑠, 𝑎)  also known as Q-value can be defined 
to represent the value of a state-action pair. In other words, 𝑄(𝑠, 𝑎) can indicate the expected cumulative reward that can 
be obtained when performing action 𝑎  at state 𝑠 . A policy function 𝜋  is adopted to decide which action need to be 
performed in each state. The value function following the policy 𝜋 can be formulated as, 
 𝑄𝜋(𝑠, 𝑎) = 𝐸𝜋{ℛ𝑡|𝑠𝑡 = 𝑠, 𝑎𝑡 = 𝑎}  
 = 𝐸𝜋{∑ 𝛾
𝑘𝑟𝑡+𝑘+1
∞
𝑘=0 |𝑠𝑡 = 𝑠, 𝑎𝑡 = 𝑎}  (15) 
where, 𝐸𝜋{ } is the expected value under policy 𝜋; 𝛾∈ (0,1) is adopted as a discount factor to determine the relative 
importance of future reward. During the training stage of Q-learning, the agent will approximate the optimal value function 
𝑄∗(𝑠, 𝑎) from received by TD error that describes as the difference between actual and estimated Q-value. The update of 
Q-value is formulated as, 
 𝑄(𝑠𝑡 , 𝑎𝑡) ← 𝑄(𝑠𝑡 , 𝑎𝑡) + 𝛼 [𝑟𝑡+1 + 𝛾 𝑚𝑎𝑥
𝑎
𝑄(𝑠𝑡+1, 𝑎) −𝑄(𝑠𝑡 , 𝑎𝑡)]  (16) 
𝛼 ∈ (0,1) is the learning rate to balance the latest and previous knowledge. Afterwards, a ϵ-greedy is adopted to control the 
trade-off between exploration and exploitation of the state-action space. With ϵ-greedy, at time step t, the agent will 
perform optimal action 𝑎(𝑠) = 𝑎𝑟𝑔 max
𝑘
𝑄(𝑠, 𝑘)  with probability 1 − ϵ , otherwise, a random action is performed. 
When ϵ=0, this means the action with the highest Q-value is always performed.  
A table (known as Q-table) with Q-value of each state-action pair can be obtained after the learning process. The state-
action with the highest Q-value is then chosen as the fuzzy rules for FLHA. The algorithm of self-optimised FLHA based 
on Q-learning is described as algorithm 3. 
  
 
 
 
 
Algorithm 3: Self-optimisation FLHA for UE 𝑖 in area 𝑙 
1 Input: historical data, i.e. RSRP, SINR, d etc. 
2 Generated GMF for each input metric as Algorithm 2 
3 Initialise Q(s,a) arbitrarily, ∀ 𝑠∈𝒮, 𝑎∈𝒜 and Q(terminal_state.)=0 
4 for each epoch do 
5      Initialise 𝒮 from GMF 
6      for each time step 𝑡 do 
7           Choose 𝑎𝑖,𝑡∈ 𝒜 from 𝒮 using ϵ -greedy policy 
8           Generate one fuzzy rule based on 𝑎𝑖,𝑡 for FLHA 
9           Calculated HO factor by Eqs (1)-(3) 
10                 if HO factor > threshold 
11                     Execute the HO process 
12                     Select neighbouring BS with max(SINR) as the HO target 𝐵𝑆𝑗+1 
13                     Transfer UE’s connection to new 𝐵𝑆𝑗+1, observe reward from 𝐵𝑆𝑗+1 
14                 else 
15                     Maintain UE’s connection with current 𝐵𝑆𝑗 , observe reward from 𝐵𝑆𝑗  
16                 end if 
17            Update Q-value by Eq(16) 
18            𝒮 ←  𝒮 
19            until 𝒮 is terminal 
20      end 
21 end 
22 Output: Q-table with fuzzy rules 
 
3.3 HO triggering by self-optimisation FLHA 
Subtractive clustering and Q-learning framework can hence be integrated to establish the joint self-optimisation FLHA, 
which will be deployed at UE as triggering mechanism. During the movement of UE, the collected HO related metrics i.e. 
RSRP, SINR, transmission distance by UE are first normalised between 0-1 and utilised as input of the joint self-
optimisation FLHA to obtain HO factor. The HO process will then be triggered if HO factor higher than a threshold, and 
subsequently the HO event will be sent by UE to its serving BS. The serving BS will then execute the following HO 
procedure, and switch UE’s connection to a neighbouring BS with the highest SINR. If HO factor is smaller than the 
threshold, the UE will then maintain its connection with its current serving BS. The triggering threshold is defined as 0.5 
in this work as it locate at the middle between handover with very low probabilities and handover with very high 
probabilities of output GMF. The triggering process of self-optimised FLHA is shown in algorithm 4. 
Algorithm 4: HO triggering by joint self-optimisation FLHA 
1 While(true) 
2       Send Measurement_Report 
3 Input: RSRP, SINR, d etc. from serving and neighbouring BS 
4            GMF from subtractive clustering, IF-Then rules form Q-learning 
6 Output: Defuzzification = HO factor 
7       if HO factor > threshold 
8             Select neighbouring BS with max(SINR) as the HO target 𝐵𝑆𝑗+1 
9             Send HANDOVER_REQUEST 
10             Send Path_Switch_Request 
11             Transfer UE’s connection to the HO target 𝐵𝑆𝑗+1 
12       else 
13             Maintain UE’s connection with current 𝐵𝑆𝑗  
14       end if 
15 end 
  
 
 
 
 
4 PERFORMANCE ANALYSIS 
4.1 Analysis setup 
In this work, a 1000𝑚 × 1000𝑚 two-tier HetNets scenario that compromises two LTE macro BSs and sixteen 5G small 
BSs are developed in MATLAB as shown in Fig.5 to evaluate the performance of proposed triggering mechanism. All 
BSs are uniformly distributed over the geographical area with a distance around 350m. The 4G macro BSs operate at a 
frequency band at 1.5-2GHz, and the 5G small BSs work at the mm-wave band. The Urban Macro (UMa) and Urban Micro 
(UMi) propagation model in [22] is adopted to model the channel of macro and small cells. The additive white Gaussian 
noise (AWGN) and Rayleigh noise are added to channel as noise. There are 40 UEs randomly moving at the proposed 
environment with a constant speed at 30, 75 and 120 km/h, which can evaluate the mobility robustness of the proposed 
method in the range of low, medium and high speed. The detailed simulation parameters are shown as table Table.1.  
Each time step in simulation includes updating of UE’s position, propagation calculation, and HO decision making by the 
different triggering mechanism. The conventional RSRP based triggering mechanism in A3 event [6] and the experience-
based conventional FLHA are adopted as competitive algorithms to compare with the proposed approach. Moreover, to 
evaluate the effectiveness of the subtractive clustering, the FLHA that only optimised by Q-learning and with generalised 
GMF (Q-FLHA) is also adopted as a competitive algorithm.  
 
Figure 5 Simulation environment HetNets 
 
Table 1 Simulation parameters 
Parameters Specification 
Macro BS Small BS 
Carrier frequency (GHz) 1.5 ~ 2  28 
Subcarrier spacing (KHz) 15 30 
System bandwidth (MHz) 20 100 
Physical resource block 100 275 
Number of BSs 2 16 
Subcarriers per PRB 12 
BS transmitted power (dBm) 40 ~ 45  
Duration of simulation 10000 s 
Mobility model Random direction 
Number of UE 40 
UE speed (km/h) 30, 75, 120 
Type of Noise AWGN, Rayleigh 
HO preparation time (ms) 10ms 
HO execution time (ms) 10ms 
 
  
 
 
 
 
4.2 Key performance indicators (KPIs) 
To evaluate the mobility robustness of UE under different algorithm, three mobility-related KPIs: HO ratio, ping-ping HO 
ratio and HO failure ratio are adopted in this paper. Besides, the proposed algorithm should minimise these three ratios 
while maintaining other KPIs at a high level to achieve Pareto-optimisation. The network latency and user throughputs are 
also implemented as KPIs to show the effectiveness of the proposed algorithm. 
The HO ratio (𝐻𝑂𝑅̅̅ ̅̅ ̅̅ ) is also known as HO probabilities that can measure how the HO process frequently is triggered by 
HO triggering mechanism. The average 𝐻𝑂𝑅̅̅ ̅̅ ̅̅  in each time step per user is measured as, 
  𝐻𝑂𝑅̅̅ ̅̅ ̅̅ =
∑ 𝑁𝑂𝐻
𝑁𝑢
𝑗=1
𝑁𝑢×𝑇
  (17) 
where 𝑁𝑂𝐻 represent the total number of HOs of each UE in entire simulation; 𝑁𝑢 is the number of UE in the environment 
and 𝑇 is the simulation duration.  
The second KPI - ping-pong HO ratio (𝑃𝑃𝐻𝑂̅̅ ̅̅ ̅̅ ̅̅ ) is used to measure the occurrence of unnecessary of HO between two BSs. 
A ping-pong HO can be counted when UE continually HO between two BSs in a certain interval 𝑇𝑝. Therefore, the average 
ping-pong HO ratio per UE is calculated as, 
 𝑃𝑃𝐻𝑂̅̅ ̅̅ ̅̅ ̅̅ =
𝑁𝑃𝑃𝐻𝑂
𝑁𝑂𝐻
  (18) 
where, 𝑁𝑃𝑃𝐻𝑂 is the total number of ping-pong HOs are counted per UE in the entire simulation.  
The third KPI-HO failure ratio is to measure the reliability of the proposed HO triggering mechanism. If the HO process 
is triggered too early, later or switch to the wrong cell, the entire HO procedure may fail to complete. The average HO 
failure ratio (𝐻𝑂𝐹̅̅ ̅̅ ̅̅ ) per UE is calculated as, 
 𝐻𝑂𝐹̅̅ ̅̅ ̅̅ =
𝑁𝐻𝑂𝐹
𝑁𝑂𝐻
  (19) 
where, 𝑁𝐻𝑂𝐹 is denoted as the number of HO failure occur per UE at entire simulation. 
The KPI, the sum throughput at network, is used to evaluate the quality of user experience. The sum throughput (Г𝑡𝑜𝑡𝑎𝑙) 
in the entire simulation can be measured by Shannon’s Capacity theory, which is described as, 
 Г𝑡𝑜𝑡𝑎𝑙 = 𝐵 × (𝑙𝑜𝑔2(1 + 10
𝛾𝑗,𝑖/10)) (20) 
where, B is the bandwidth assigned to users, and γj,i is the SINR between UE 𝑖 and BS 𝑗. 
The last KPI – network latency is also used to reflect the quality of user experience. Based on the analysis in [23], the 
network latency (?̂?𝑖,𝑗
𝑡 ) between UE 𝑖 and BS 𝑗 at time 𝑡 can be expressed as, 
 ?̂?𝑖,𝑗
𝑡 =
𝛩
𝓇𝑖
+ ℓ𝑒𝑑𝑔𝑒 ×
𝑑𝑖.𝑗
𝑑𝑦
+ ℓℎ𝑜  (21) 
where, Θ is the size of a packet that transmitting at the channel, and 𝓇i is the data rate of UE 𝑖. Therefore, the first part of 
Eq (21) is to calculate the transmission latency; ℓedge is the maximum propagation latency when UE at the edge of cell 
coverage 𝑑𝑦. 𝑑𝑖.𝑗 is the transmission distance between UE and BS. The second part of Eq (21) is to obtain propagation 
latency. The last part of Eq (21) is used to measure the HO latency, which is the interval from the execution of the HO 
process to the completion of the HO process.  
 
4.3 Simulation results 
The Fig.6 depicts the GMF generated by the subtractive clustering for each input metric. Fig.7 shows the PDF of each 
input metrics with 40000 input data points. Where an apparent relationship can be found between the GMF and the 
corresponding PDF. The distribution of RSRP and SINR in Fig.6 are nearly following the Gaussian distribution with a 
mean value around 0.4. Thus, the GMF of RSRP and SINR are correspondingly concentrated at the 0.4. The PDF of 𝑑 has 
no apparent concentration and is almost evenly distributed between 0-1. This distribution is due to the UE is entirely 
randomly moving within the simulation scenario, and thus the data distribution of 𝑑 is uniform. On the other hand, the 𝑑 
  
 
 
 
 
is a cost criterion in HO decision making, as lower 𝑑 could contribute a lower latency and better radio state. Consequently, 
the GMF of 𝑑 is almost evenly separated between 0.3-1 with a reverse linguistic expression to the other two metrics. The 
range between 0-0.3 in normalised 𝑑 means UE has a very long transmission distance, which is impossible as HO must be 
triggered in this range. Accordingly, the GMF of 𝑑 without a fuzzy set between 0-0.3. 
The results in Fig.6 and Fig.7 shows that the subtractive clustering can effectively extract the feature of the input set and 
generate the GMF based on their feature accordingly. By implementing this method to create GMF for FLHA, the 
subjective error during the design of MF can thus be eliminated. Moreover, this method could let the input data more 
accurately mapped into corresponding input sets, which could further enhance the performance of FLHA. In practice, the 
adoption of subtractive clustering can minimise maintenance and optimisation capital of the proposed algorithm, as it 
allows the algorithm to self-configure its parameter from historical data. 
 
 
Figure 6 GMF generated by subtractive clustering for each input metric (a)RSRP, (b)SINR and (c)d  
 
  
 
 
 
 
 
Figure 7 PDF of each input data (a) RSRP, (b)SINR and (c)d 
 
Table 2 Fuzzy rules generated by Q-learning framework 
Rule No. RSRP SINR d HO factor 
1 high very high very low very low 
2 low very high very high very low 
3 medium very high very low very low 
4 low very high very low very low 
5 high low high low 
6 high low very high low 
7 medium very high low low 
8 high very high low low 
9 medium high low low 
10 medium high high low 
11 high high low low 
12 high high high low 
13 low very high low low 
14 medium very high high low 
15 low high low low 
16 low high high low 
17 low very high high low 
  
 
 
 
 
18 medium low high low 
19 low low high low 
20 high very high high low 
21 medium low very high high 
22 medium high very high high 
23 low high very high high 
24 medium very low very high high 
25 low low very high high 
26 high high very high high 
27 low very low very high very high 
28 high low low very high 
29 medium very high very high very high 
30 high very low very high very high 
 
In conventional FLHA, the design of rule needs to rely on the expertise experience. For a FLHA with three inputs metrics, 
and each input have four fuzzy sets, there are 𝐶4
1 × 𝐶4
1 × 𝐶4
1 = 64 rules need to be defined. Moreover, the FLHA deployed 
in different application scenario may use different rules. Thus, it is impossible to define optimal fuzzy rules for FLHA in 
different scenarios. In this work, we adopt the Q-learning framework to learn the optimal policy from the environment as 
the fuzzy rule of FLHA. The state-action pairs with the highest Q-value in Q table are chosen as the fuzzy rules. Table 2 
illustrates the fuzzy rule that generated by Q-learning framework. 
As shown in Table 2, there are 30 rules generated based on the Q-learning and GMF from subtractive clustering. 
Theoretically, based on the GMF in Fig.6, there are 𝐶3
1 × 𝐶4
1 × 𝐶4
1 = 48 rules can be defined for three inputs. However, in 
the real situation, there is some combination of the fuzzy rule not existing as each metric may conflict with each other. The 
adoption of Q-learning in FLHA allows FLHA to self-configure and self-optimise its fuzzy rules by interacting with 
environment rather than experience base. This feature could eliminate the effect of subjective error in FLHA and minimise 
the maintenance and optimisation capital of the proposed algorithm. 
 
Figure 8 Average HO ratio versus different speed 
 
  
 
 
 
 
 
Figure 9 Number of HOs versus simulation time 
 
Fig.8 and 9 illustrate how frequently the HO process is triggered by different approaches. The simulation results in Fig.8 
show that with the increasing of UE speed, the HO ratio is decreasing under all approaches. This result is due to the moving 
range of low-speed UE is smaller than high-speed UE, and thus less HO will be triggered. The simulation results also show 
that the proposed self-optimisation algorithm can significantly reduce the HO ratio and the number of HOs for all speed 
scenarios compared with the other algorithm. The overall HO ratio can be reduced by 92%, 81% by comparing with 
conventional RSRP based and conventional FLHA. Moreover, the adoption of GMF generated by subtractive clustering 
in FLHA can further reduce 20% number of HOs by comparing with the Q-learning based FLHA with generalised GMF. 
Fig 10 and 11 shows the ping-pong HO ratio under different approaches. The results in Fig.10 show that the speed has 
limited effect on ping-pong HO for conventional RSRP, conventional FLHA and Q-FLHA. While the Ping-pong ratio of 
self-optimisation FLHA increased with the decrease of UE speed. However, the self-optimised FLHA still outperforms 
the other approach in term of ping-pong HO ratio among all speed scenario. The proposed approach can approximately 
reduce 49% ping-pong HO ratio by comparing with the other algorithm.  
 
Figure 10 Ping-pong HO ratio versus different speed 
  
 
 
 
 
 
Figure 11 Ping-pong HO ratio versus simulation time 
 
The Fig.12 and 13 show the HO failure by using different approaches. The results show that all FLHA based triggering 
scheme can achieve near-zero HO failure rate in all speed scenario. This result is due to HO failure is mainly related to the 
SINR of UE. One of the fuzzy rules defined in FLHA is if RSRP at a very low level, the HO probability is high. Based on 
this rule, when SINR of UE is considered as a very low level in FLHA, the FLHA will execute HO process subsequently. 
Therefore, all FLHA based approaches can achieve near-zero HO failure rate. It is worth noting that this rule was first 
discovered by professionals and then applied to network maintenance and FLHA. However, by adopting the Q-learning 
framework, the agent also can learn this rule by interacting with the environment. It shows the powerful learning ability of 
Q learning, which can effectively generate the optimal fuzzy rule for FLHA. 
The simulation results in Fig 12-13 indicate that the proposed scheme can reduce nearly 20% HO failure ratio by comparing 
with the conventional FLHA and Q-FLHA at all speed scenario.  
 
Figure 12 HO failure rate versus different speed 
  
 
 
 
 
 
Figure 13 HO failure rate versus simulation time 
 
The KPIs in Fig 14-15 are utilised to evaluate the quality of user experience. Some existing approaches were only focusing 
on the improvement of mobility robustness but result in a degradation in other KPIs related to load balancing and user 
experience. To achieve Paetro optimisation in the network, the proposed algorithm should not only improve the mobility 
robustness of the user, but also maintain other indicators at a high level.  
The Fig.14 shows the sum network throughput under different approaches. The simulation results indicate that the proposed 
self-optimisation FLHA can increase around 8%, 4.7% and 1.9% throughput by comparing with convention RSRP-based, 
conventional FLHA and FLHA-Q respectively.  
The Fig.15 shows the average network latency under different approaches. The proposed self-optimisation FLHA with the 
lowest latency. This result is due to self-optimisation FLHA can lead to a lower ping-pong HO ratio and higher throughput, 
and this could effectively reduce HO and transmission latency. On the other hand, as transmission distance is also one of 
the decision criteria at self-optimisation FLHA, which can result in a low propagation latency. The simulation results 
indicate that the proposed algorithm can overall decrease 47%, 27% and 3.7% latency by comparing with convention 
RSRP-based, conventional FLHA and FLHA-Q respectively.  
 
Figure 14 Sum throughput under different approach 
  
 
 
 
 
 
Figure 15 The average network latency by different approach 
 
 
Based on the analysis above, the proposed self-optimisation FLHA outperforms the other three algorithms in terms of all 
evaluated KPIs and speed scenarios. This strength is may due to the following reasons: firstly, the FLHA can make 
decisions at the uncertainness environment by compromising multiple conflict input metric. The GMF of FLHA could also 
minimise the impact of interference and noise in decision making. Secondly, the GMF generated by subtractive clustering 
can adequately reflect the distribution of input data. This feature could let the input metric of FLHA mapped into the 
corresponding fuzzy set more accurately, and therefore increase the accuracy of decision making. Finally, the adoption of 
Q-learning can learn the optimal policy from the environment as fuzzy rules. The optimal fuzzy rules allow FLHA precisely 
to make HO decision based on the changes of environment 
 
5 CONCLUSION 
To enhance mobility robustness of user as well as reduce the network maintenance capital in 5G-HetNets, this paper 
proposed a self-optimisation FLHA from the concept of SON. The proposed approach integrated both Q-learning 
framework and subtractive clustering into conventional FLHA to empower algorithm with SON functionality. Where the 
subtractive clustering could generate GMF from historical data to enable FLHA self-configure its MF. The Q-learning 
could also learn the optimal HO policy from the environment to allow FLHA self-optimise its fuzzy rules. The simulation 
results indicate that the proposed self-optimisation FLHA can enhance mobility robustness of UE by significantly reducing 
HO ratio, ping-pong HO ratio and HO failure ratio while maintaining other KPIs in the high level, i.e. network throughput 
and latency. Moreover, the SON functionality can also minimise the maintenance and optimisation capital of the proposed 
algorithm in a practical environment.  
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