This paper presents a response surface analysis for the distributions of the popular tests for seasonal unit roots in quarterly observed time series variables developed by Hylleberg et al. (1990). Approximate asymptotic distributions are obtained, and response surface coefficients for 1%-, 5%-and 10%-level critical values are reported, permitting simple computation of accurate critical values for any sample size and lag order. Five test statistics are considered, along with five different specifications of the deterministic component in the test regression; allowance is also made for the lag order to be determined endogenously, using commonly applied selection methods. Dependence of the critical values and the probability density functions on the sample size and lag order is also investigated.
that we consider here are admitted.
As discussed in MacKinnon (1994 MacKinnon ( , 1996 MacKinnon ( , 2000 , the response surface methodology can also be used to obtain approximations to the asymptotic distributions that generally are far more accurate than using a single set of Monte Carlo experiments with a very large sample size. Hence we also consider such "numerical" asymptotic distribution functions for the HEGY test statistics.
The outline of the paper is as follows. In Section 2 we briefly discuss the HEGY statistics for quarterly observed time series variables. In Section 3, we detail the simulation design and the response surface methodology. Results are discussed in Section 4, while Section 5 concludes.
Seasonal Unit Root Tests
The HEGY approach for testing for the presence of seasonal unit roots in a quarterly observed time series variable y t amounts to testing the significance of the π i parameters, i = 1, . . . , 4, in the auxiliary regression ∆ 4 y t = µ t + π 1 y 1,t−1 + π 2 y 2,t−1 + π 3 y 3,t−2 + π 4 y 3,t−1 + k j=1 φ j ∆ 4 y t−j + ε t , t = 1, . . . , T,
(1) with ∆ k being the differencing filter defined as ∆ k y t ≡ (1 − L k )y t ≡ y t − y t−k for all k = 1, 2, . . . , with L the usual lag operator, and where µ t includes deterministic terms to be discussed in more detail below, and
joint significance of π 3 and π 4 , denoted F 34 . A procedure based on the t-statistics of π 3 and π 4 is also possible, but this is hardly used in practice. Moreover, Burridge and Taylor (2001) show that in the presence of higher order serial correlation, the limiting null distributions of these t-statistics are not in general corrected by appropriate lag augmentation, and recommend against use of such procedures. Ghysels, Lee and Noh (1994) consider in addition F -tests for the joint significance of π 2 , π 3 and π 4 (F 234 ) and for the joint significance of all four π i coefficients (F 1234 ). It can be shown that y 1,t , y 2,t and y 3,t are mutually orthogonal, such that the tests described above are pairwise independent. The asymptotic distributions of the HEGY statistics are non-standard, and are functionals of Wiener processes.
Concerning the deterministic component µ t in (1), HEGY consider five different specifications nested in
where D s,t , s = 2, 3, 4, are seasonal dummy variables that are equal to 1 if quarter t coincides with season s and 0 otherwise. The five specific cases are (i) no constant, no dummies, no trend: µ 1 = . . . = µ 5 = 0; (ii) constant, no dummies, no trend:
. . = µ 5 = 0; (iii) constant, no dummies, trend: µ 2 = . . . = µ 4 = 0; (iv) constant, dummies, no trend: µ 5 = 0; and (v) constant, dummies, and trend. In this paper, we denote these cases by µ t = 0, c, ct, cd and cdt respectively. Recently, Smith and Taylor (1998) proposed a more general specification for µ t including seasonal linear trends (augmenting (5) with 4 s=2 µ 4+s D s,t t), but we do not consider this generalization here. The asymptotic distributions of the HEGY test statistics typically depend on the specification chosen for the deterministic component, although the distribution sometimes is invariant to the choice of µ t . For example, the asymptotic distribution of the t 2 statistic is the same for specifications µ t = 0, c and ct, and for specifications µ t = cd and cdt.
In practice one has to decide upon the appropriate number k of lagged annual differences to be included in (1). Popular approaches in empirical practice include the use of information criteria, such as the Akaike Information Criterion (AIC) and the Schwarz' Bayesian Information Criterion (BIC), and the general-to-specific procedure developed by Ng and Perron (1995) . In the latter approach, one starts with a large value for k and sequentially eliminates the highest-order lag until it is significant at a pre-specified significance level α NP . The asymptotic distributions of the HEGY test statistics are independent of the value of k. However, the finite sample distributions, which already can be quite different from the asymptotic distributions even for k = 0, do depend on the lag augmentation, as demonstrated in Cheung and Lai (1995a) for the (Dickey-Fuller) test for a unit root at the zero frequency.
Methodology
Instead of providing tables with estimated critical values for a few specific sample sizes and lag truncations, we estimate response surface regressions. These describe the 1%, 5% and 10% critical values for the HEGY test statistics as functionals of the sample size T and of the number of lagged annual differences k in the test regression (1). Hence, the response surfaces can be used to obtain appropriate critical values for any specific combination of these test features.
To implement the response surface regressions, we first obtain estimates of the relevant quantiles of the distributions of the HEGY statistics for various combinations of T and k from an extensive set of Monte Carlo simulations. Each experiment consists of N = 50000 replications, where the series y t is generated by a seasonal random walk with standard normal innovations, that is ∆ 4 y t = ε t with ε t ∼ n.i.d.(0, 1).
We use 13 different sample sizes, with T = 32, 36, 40, 52, 64, 76, 100, 124, 152, 200, 300, 400 , and 500, and vary k among k ∈ {0, 1 . . . , 8}. It should be noted that here T is the effective sample size. For each replication, the HEGY tests are computed from the regression (1). From each experiment, we record the estimated 0.01, 0.05 and 0.10 quantiles for the t-statistics and the estimated 0.99, 0.95 and 0.90 quantiles for the F -statistics. For each sample size T and lag truncation k, we perform M = 25 experiments; see MacKinnon (2000) for an elaborate discussion of the reasons for conducting multiple experiments for the same sample size (and lag truncation). It is worth remarking that a pseudo-random number generator with a sufficiently long period needs to be employed, due to the very large number of random numbers involved in the computations. The Monte Carlo simulations were programmed in GAUSS 5.0, using the KISS+Monster random number generator developed by George Marsaglia, which has a period of greater than 10 8888 .
We use the estimated quantiles as the dependent variable in a response surface regression of the form
where q α i (T, k) denotes the α quantile obtained from the i-th experiment with sample size T and with lag truncation k. This functional form, which is similar to the response surface specification used in the work of MacKinnon and Cheung and Lai (1995a, 1995b) , was determined after some experimentation. For some statistics and some quantiles not all coefficients in (6) were significant but we opted for a uniform specification rather than optimizing the functional form for every specific test and specific quantile.
The response surface regression in (6) can be used to obtain appropriate critical values for any feasible combination of sample size T and fixed truncation lag k. Note however that in practice, the value of k is rarely specified in advance but rather is determined empirically using information criteria or the general-to-specific procedure of Ng and Perron (1995) , as discussed in the previous section. To account for this and to provide response surfaces which are useful in this empirically more relevant context, we proceed as follows. For each replication, we determine the appropriate lag order in (1) using the AIC or BIC by varying k between k min = 0 and k max , where k max is taken to be equal to 1,. . .,8. Similarly, the truncation lag is determined with the Ng-Perron procedure starting with k max lags and using a significance level α NP = 0.05 or 0.10 (denoted NP 0.05 , NP 0.10 respectively). We then record the same quantiles of the empirical small sample distributions as before and estimate response surface regressions as in (6) with k replaced by k max .
The parameters in (6) are estimated using two procedures from the response surface literature, and the results compared. The first approach follows Ericsson and MacKinnon (2002), and estimates the response surface regression by ordinary least squares (OLS). However, the errors in (6) are heteroskedastic, with the variance depending systematically on the sample size (in particular, we observe that the residual variance declines as T becomes larger; on the other hand, no systematic dependence of the variance on k or k max was detected). To account for these nonspherical disturbances, heteroskedasticity-consistent standard errors are computed using the jackknife covariance estimator of MacKinnon and White (1985) . Denoting byθ the vector of estimated parameters and by X the matrix of regressors in (6), this estimator is given bŷ
where n is the number of observations in (6),Ω is an (n × n) diagonal matrix with diagonal elementsû
j with k jj denoting the j'th diagonal element of X(X X) −1 X . The second procedure follows MacKinnon, Haug and Michelis (1999) and MacKinnon (2000) , and involves using a generalized method of moments (GMM) estimator similar to that of Cragg (1983) :
where q α denotes the vector of quantiles on the left hand side of (6), W is a matrix of dummy variables -one for every (T, k) combination, andΩ is an (n × n) diagonal matrix with diagonal elementsω 2 j . The estimated error variancesω 2 j are obtained by estimating two least squares regressions: first, q α is regressed on W to demean the quantiles for each (T, k) combination; second, the squared residuals from the first step are regressed on a constant, T −1 and T −2 . The fitted values from this second regression are then used as the variance estimatesω 2 j . The GMM estimator (8) can also be computed using a weighted least squares regression with as many observations as there are (T, k) combinations; this method is described in detail for a simpler case excluding terms in k by MacKinnon (2000) . Standard errors associated withθ can be computed from the estimated covariance matrix:
The parameter θ α ∞ in (6) can be interpreted as the qth quantile in the asymptotic distribution of the relevant test statistic. As argued in MacKinnon (1994 MacKinnon ( , 1996 MacKinnon ( , 2000 , using response surface regressions to obtain the quantiles of asymptotic distributions provides much more accurate estimates than running a single Monte Carlo experiment for a very large sample size T . Here we pursue this approach to obtain numerical asymptotic distribution functions for the HEGY test statistics. For this purpose, we perform the following additional Monte Carlo experiments. Each experiment now consists of N = 100000 replications, where y t is again generated by a seasonal random walk with standard normal innovations. For each sample size T , we perform M = 50 experiments, where in addition to the 13 sample sizes used before we also consider T = 600, 800, 1000, and 1200. For each replication, the HEGY tests are computed from the regression (1) with k = 0. From each experiment, we then record 221 estimated quantiles (α = 0.0001, 0.0002, 0.0005, 0.001, 0.002, . . ., 0.01, 0.015, . . ., 0.99, 0.991, . . ., 0.999, 0.9995, 0.9998, 0.9999) . Using q α i (T ) to denote the α quantile in the i-th experiment with sample size T we estimate "simplified" response surface regressions of the form
where again we use both OLS estimation with jackknife standard errors, and GMM estimation, as discussed above. In addition to providing numerical asymptotic distribution functions through the intercepts θ α ∞ , the estimation results from (10) can be used to generate approximate probability values and asymptotic and finite sample densities for the HEGY test statistics. Although only 221 specific quantiles are recorded, we can interpolate between these values using the methodology of MacKinnon (1996) , which involves estimating the regression
where Φ −1 is the inverse of the cumulative standard normal distribution, andq α is an estimate of the α quantile obtained from estimation of (10): for asymptotic densities,q α =θ α ∞ , while for finite sample densities, the fitted valueθ
for the appropriate sample size is used. The regression (11) is then estimated using observations for a small number of reported quantiles, in our case 15, in the neighbourhood of the desired quantile we wish to approximate. Feasible GLS estimation can be employed to account for heteroskedasticity and serial correlation, using a symmetric covariance matrix with elementŝ
where the standard errors ofθ
∞ are also obtained from estimation of (10). Use of the inverse standard normal distribution in (11) is appealing for the t-statistics, but for the F -tests, it is more appropriate to let Φ −1 be the inverse of a chisquared distribution-we found the χ 2 (2) distribution performed well for all three F -statistics. Using the estimates from (11), an approximate probability value for an observed test statistic,τ , can then be obtained from
Since Φ approximates the cumulative distribution function of the relevant seasonal unit root test atτ , the approximate density at this point is given by the first derivative of (13), i.e.
where φ(.) denotes the standard normal probability density function for the t-tests, and the χ 2 (2) probability density function for the F -tests.
Results
The primary results are presented in Tables 1-5 Tables 1-5 , suggesting a reassuring degree of robustness to the estimation method. The latter results are not reported due to their close similarity to the OLS output, but are available upon request.
As in MacKinnon (1991) and Ericsson and MacKinnon (2002) , standard errors are provided forθ α ∞ of (6), but not for other coefficients, since it is the former that is of particular interest given its interpretation as the qth quantile of the relevant test's asymptotic distribution. As expected, the standard errors are larger for the smaller significance levels, since estimation becomes increasingly difficult as more extreme quantiles of the distributions are considered. Overall, the parameter estimates are seen to be very precise, with generally very small standard errors observed. The standard errors are substantially smaller for the t statistics than for the F tests, with, on average, the former ranging from 0.0004 at the 10%-level to 0.0009 at the 1%-level, and the latter from 0.0009 at the 10%-level to 0.0026 at the 1%-level.
The goodness-of-fit of the response surface regressions is also assessed by the standard R 2 measure reported in the tables. A very close fit is observed in most cases, and the average R 2 across all estimations conducted is 0.925. Although there are some occasions for which the R 2 is somewhat low, the vast majority of the estimations suggest good reliability of the response surface in fitting the simulated critical values, with an R 2 of at least 0.9 obtained in 75% of cases.
Figure 1 provides plots of the asymptotic cumulative distribution functions for the five tests with different deterministic specifications. These results were obtained using theθ α ∞ values obtained from OLS estimation of the simplified response surface regression (10) for all 221 quantiles. Tables of values employed in these plots are available from the authors on request. As with the estimations discussed above, GMM estimation of (10) gave very similar results to those derived using OLS; the practically identical cumulative distribution function plots which result are therefore not reported.
The graphs confirm previously known results about the impact of the deterministic specification on HEGY tests: inclusion of a constant or a constant and a trend affects only those tests concerned with a non-seasonal unit root (i.e. t 1 , F 1234 ), while inclusion of seasonal dummies affects tests for unit roots at seasonal frequencies (i.e. all except t 1 ). Compared to the baseline case of µ t = 0, when inclusion of deterministic components impact the asymptotic distribution the result is a shift to the left for the t-tests and to the right for the F -tests, corresponding to absolute value increases in the critical values as expected.
The statistical adequacy of the response surface regressions' functional forms can be evaluated using either of the estimation methods. Drawing on Ericsson and
MacKinnon (2002) and Ericsson (1986) , the response surface regression (6) or (10) can be seen to be nested by a more general regression of the quantiles q α on a set of dummy variables, one for each (T, k) combination when considering (6), or one for each T value when considering (10). Comparison of the appropriate estimated general regression with the OLS estimated response surface regression using a standard F -test then provides a test of the null hypothesis that the chosen functional form is correct. When GMM estimation is employed for the response surface regressions, MacKinnon (1994), for example, notes that functional form adequacy can be assessed by the standard GMM overidentification test. Using the more general equation (6) for purposes of illustration, the relevant statistic is the minimum of the objective function involved in computing the estimator (8), i.e.
Under the null hypothesis, the statistic follows a χ 2 distribution with degrees of freedom equal to the number of dummy variables involved in the GMM estimation, less the number of estimated parameters.
Using either the OLS or GMM approaches, tests of the functional form associated with the response surface regression (10) (used for the numerical asymptotic distribution analysis) yielded favourable results. Rejections of the null at the 5% significance level occurred for approximately 7% of the estimated response surface regressions when using the OLS-based F -test, and approximately 8% of cases when employing the GMM method. However, results for the more general response surface regression (6), which allows for lag augmentation, were not so encouraging. For this regression, the null hypothesis of functional form adequacy was strongly rejected for almost every case considered. Further experimentation with a range of alternative functional forms showed that this outcome was not sensitive to the particular form selected, with all considered specifications resulting in similar rejection of the null.
Despite this limitation, as noted by Ericsson (1986) , the response surface regression still provides a very useful approximation to the true unknown functional form, and its use can be justified on the grounds of the significant coefficients obtained and the generally high R 2 values discussed above.
Finite sample critical values obtained using the response surface coefficients provided in Tables 1-5 will of course depend, for a given test and deterministic specification, on the sample size and lag order (or maximum lag order). The nature of these dependencies can be observed by plotting three dimensional surfaces of derived critical values against T and k or k max , as in Figures 2-4 . In the remainder of this section, we concentrate for ease of exposition on the most commonly used tests t 1 , t 2 and F 34 . The values used to construct Figures 2-4 were obtained by substi-
and k max ∈ {1, 2, . . . , 8} into the relevant estimated response surface equation. We report results for the representative (and most general) deterministic specification µ t = cdt, and, for conciseness, omit the case where the lag order is selected using the Ng-Perron procedure with α NP = 0.05, due to the close similarity of critical value dependencies with the NP 0.10 case.
Several features can be observed in Figures 2-4 : first, as would be expected, variation in the critical values with the sample size and lag order is greater with a smaller significance level. Also, the smaller the sample size, the stronger is the observed dependence on k or k max , while variation with regard to T is usually greatest for larger fixed or maximum lag orders. A particularly interesting result is the difference between the critical values when using fixed values of k and those associated with endogenously determined values from a maximum considered k max . The critical values are decreasing in absolute value in k, but increasing in absolute value in k max , regardless of the selection method. It is also instructive to consider plots of probability density functions, both to provide an alternative picture of the asymptotic distributions, and also to examine the dependencies of the complete finite sample distributions on the sample size and lag order. Figure 5 reports densities for the t 1 , t 2 and F 34 tests, for the asymptotic case and three finite sample sizes. Two deterministic specifications are considered (µ t = c, cdt), chosen so as to represent different asymptotic distributions for each test. Concentrating on the most general case µ t = cdt and a moderate sample size T = 52, Figure 6 presents finite sample densities for four different (maximum) lag orders, considering the fixed k case and a representative well-used data-dependent lag selection procedure, NP 0.10 . These densities that admit dependence on k and k max were obtained using the method described in Section 3, with the difference thatq α and s.e.(θ (11) and (12) respectively were obtained using fitted values and standard errors from estimation of (6) rather than (10). Additional estimated quantiles to those discussed early in Section 3 were actually recorded from the simulations for this purpose, and the response surface regression (6) was, for the cases considered in Figure 6 , subsequently estimated for all 221 quantiles discussed in the numerical asymptotic distribution context. For the t-tests, compared to the asymptotic densities in Figure 5 , the main body of the densities are shifted to the right as the sample size falls, although the effect of this shift is less marked in the tails of the densities, and for the simpler deterministic specification. A similar feature can be observed for the F -test when µ t = cdt, except the shift is to the left rather than the right; when µ t = c, the density pivots as T falls, although the magnitude of the change is relatively small. For a given sample size, inclusion of increasing fixed numbers of lagged annual differences also generally shifts the t-test densities to the right and the F -test density to the left; this is consistent with the decrease in absolute value of the critical values observed in Figures 2-4.
In contrast, allowing data-dependent choice from increasing maximum lag orders does not in general lead to a clear directional shift, but does result in fatter-tailed densities, a feature that is again consistent with the plots of critical value surfaces.
Conclusion
This paper presents results of a response surface analysis for the distributions of a number of popular seasonal unit root tests. Approximate asymptotic distributions are obtained, and response surface coefficients for 1%-, 5%-and 10%-level critical values are reported. These coefficients allow simple and accurate computation of critical values for standard seasonal unit root tests applied to quarterly observed time series variables, using any effective sample size and lag order. Results are provided for five deterministic specifications, and allowance is made for the lag order to be determined endogenously, using commonly applied selection methods. These response surface coefficients should prove useful to practitioners. Dependence of the critical values and the probability density functions on the sample size and lag order is also investigated. Note: OLS estimates of the response surface regression (6) for critical values at significance level α of the HEGY t 1 test for a unit root at the zero frequency in (1). The different specifications of the deterministic component µ t are labelled (0): no constant, no dummies, no trend; (c) constant, no dummies, no trend; (ct) constant, no dummies, trend; (cd) constant, dummies, no trend; and (cdt) constant, dummies, and trend. The number of lagged annual differences k in the test regression is either fixed (panel labelled "Fixed") or determined endogenously using AIC ("AIC"), BIC ("BIC"), or the general-to-specific procedure of Ng and Perron (1995) with a 5% or 10% significance level ("NP 0.05 " and "NP 0.10 "). Standard errors of θ α ∞ are reported in parentheses. Note: OLS estimates of the response surface regression (6) for critical values at significance level α of the HEGY t 2 test for a unit root at the bi-annual frequency in (1). The different specifications of the deterministic component µ t are labelled (0): no constant, no dummies, no trend; (c) constant, no dummies, no trend; (ct) constant, no dummies, trend; (cd) constant, dummies, no trend; and (cdt) constant, dummies, and trend. The number of lagged annual differences k in the test regression is either fixed (panel labelled "Fixed") or determined endogenously using AIC ("AIC"), BIC ("BIC"), or the general-to-specific procedure of Ng and Perron (1995) with a 5% or 10% significance level ("NP 0.05 " and "NP 0.10 "). Standard errors of θ α ∞ are reported in parentheses. Note: OLS estimates of the response surface regression (6) for critical values at significance level α of the HEGY F 34 test for a unit root at the annual frequency in (1). The different specifications of the deterministic component µ t are labelled (0): no constant, no dummies, no trend; (c) constant, no dummies, no trend; (ct) constant, no dummies, trend; (cd) constant, dummies, no trend; and (cdt) constant, dummies, and trend. The number of lagged annual differences k in the test regression is either fixed (panel labelled "Fixed") or determined endogenously using AIC ("AIC"), BIC ("BIC"), or the general-to-specific procedure of Ng and Perron (1995) with a 5% or 10% significance level ("NP 0.05 " and "NP 0.10 "). Standard errors of θ α ∞ are reported in parentheses. Note: OLS estimates of the response surface regression (6) for critical values at significance level α of the HEGY F 1234 test for unit roots at the zero, bi-annual and annual frequencies in (1). The different specifications of the deterministic component µ t are labelled (0): no constant, no dummies, no trend; (c) constant, no dummies, no trend; (ct) constant, no dummies, trend; (cd) constant, dummies, no trend; and (cdt) constant, dummies, and trend. The number of lagged annual differences k in the test regression is either fixed (panel labelled "Fixed") or determined endogenously using AIC ("AIC"), BIC ("BIC"), or the general-to-specific procedure of Ng and Perron (1995) with a 5% or 10% significance level ("NP 0.05 " and "NP 0.10 "). 
