Cohesin extrusion is thought to play a central role in establishing the architecture of mammalian genomes. However, extrusion has not been visualized in vivo, and thus, its functional impact and energetics are unknown. Using ultra-deep Hi-C, we show that loop domains form by a process that requires cohesin ATPases. Once formed, however, loops and compartments are maintained for hours without energy input. Strikingly, without ATP, we observe the emergence of hundreds of CTCF-independent loops that link regulatory DNA. We also identify architectural ''stripes,'' where a loop anchor interacts with entire domains at high frequency. Stripes often tether super-enhancers to cognate promoters, and in B cells, they facilitate Igh transcription and recombination. Stripe anchors represent major hotspots for topoisomerase-mediated lesions, which promote chromosomal translocations and cancer. In plasmacytomas, stripes can deregulate Igh-translocated oncogenes. We propose that higher organisms have coopted cohesin extrusion to enhance transcription and recombination, with implications for tumor development.
INTRODUCTION
The application of DNA proximity ligation and its derivatives has shown that chromosomes contain contact domains, also known as topologically associated domains (TADs) (Dixon et al., 2012; Hou et al., 2012; Lieberman-Aiden et al., 2009; Nora et al., 2012; Rao et al., 2014; Sexton et al., 2012; van Berkum and Dekker, 2009) . One way these domains can form is as a byproduct of looping between DNA sequences that recruit the architectural protein CTCF and its partner the SMC cohesin complex (Rao et al., 2014; Rowley and Corces, 2016) . Crucially, the CTCF binding motifs at loop domains are largely found in a convergent orientation-i.e., they point at one another (Rao et al., 2014) . To explain this phenomenon, it has been proposed that loops form by a process of extrusion ( Figure 1A ) (Alipour and Marko, 2012; Fudenberg et al., 2016; Nasmyth, 2001; Nichols and Corces, 2015; Sanborn et al., 2015) . In this model, a single or a pair of physically tethered cohesin rings is loaded on chromatin by the Nipbl-Mau4 complex. The rings then slide in opposite directions until they are stopped by CTCF bound to inward-oriented motifs.
Anomalies in CTCF motifs lead to oncogene deregulation in some tumors (Flavahan et al., 2016; Hnisz et al., 2016) and defects in limb development in humans and mice (Lupiá ñ ez et al., 2015) . Acute, global disruption of loop domains genome-wide also lead to modest but significant changes in transcription (Nora et al., 2017; Rao et al., 2017) . Contact domains thus are believed to represent structural and functional units of genome organization that minimize spurious cross-talk of unrelated elements across boundaries (Dekker and Mirny, 2016; Denker and de Laat, 2016) .
Exactly how nuclear architecture facilitates the tethering of gene regulatory elements has not been fully resolved. One possibility is that contact domains confine functional interactions to dedicated nuclear volumes (Hnisz et al., 2017) . In these microenvironments, genes and their distant enhancers could be simply brought together by diffusion. A second possibility is that architecture plays a more direct role, tethering regulatory DNA to their targets via point-to-point looping. However, while thousands of loops have been identified by Hi-C studies, their numbers are surprisingly small relative to the putative enhancer elements in the human genome. Notably, the extrusion model predicts a third mechanism by which nuclear topology could regulate transcription. In principle, when cohesin loading takes place adjacent to a CTCF anchor motif, one extrusion subunit might be arrested, while its partner continues to slide along chromatin. In this setting, the CTCFanchored element would form rapid, transient contacts with an entire genomic interval. This ''asymmetric'' extrusion mechanism is appealing as it could explain how promoters might track along arrays of enhancers spread across hundreds of kilobases, such as super-enhancers (SEs). A similar tracking mechanism was recently proposed to facilitate V(D)J recombination in developing lymphocytes (Hu et al., 2015b) . However, these ideas have not been fully explored because of our inability to track cohesin translocation in vivo.
Another key puzzle underlying the loop extrusion model is how cohesin rings slide the vast distances that are required to form large loop domains. There is considerable debate about the possible source of energy for such a process. One possibility is that cohesin slides via diffusion without energy input, although this would be relatively inefficient given the long distances involved. Alternatively, the sliding might be facilitated by active processes, such as ATP-driven motors including transcription or DNA replication (Busslinger et al., 2017; Davidson et al., 2016) . Recent studies for instance have shown that RNA polymerases can push cohesin rings along DNA in vitro (Davidson et al., 2016) , and that the distribution of Rad21 in the mammalian genome depends in part on transcription (Busslinger et al., 2017) .
We have recently reported marked changes in genome architecture as transcriptionally quiescent G 0 B cells enter the cell cycle (Kieffer-Kwon et al., 2017) . Concomitant with a global amplification of the transcriptome and activating epigenetic marks, we showed that loop domains double in number. Because of these massive gains, B cell activation provides a powerful system for dissecting the pathways underlying nuclear architecture. Using this model, we here shed light on the dynamics and physiological impact of cohesin translocation.
RESULTS

ATP Depletion Biases Cohesin Localization toward Nipbl Loading Sites
We recently showed that ATP depletion reverses the nuclear topology of activated B cells toward the G 0 state, resulting in fewer loops and intra-domain interactions (Kieffer-Kwon et al., 2017) . One possible explanation is that a reduction in energy input may interfere with the translocation of cohesin along DNA ( Figure 1A ). To test this idea, we began by examining cohesin (Rad21) occupancy by chromatin immunoprecipitation sequencing (ChIP-seq).
In activated B cells, 86% of all Rad21 peaks were associated either with CTCF, Nipbl, or both ( Figure 1B) . We also found a strong correlation between the strength of Nipbl and CTCF binding, and that of cohesin ( Figure S1A ). Next, we treated the cells for 2 hr with oligomycin, which reduced ATP levels by $90% (Kieffer-Kwon et al., 2017) . Whereas the overall levels of cohesin remained essentially the same upon ATP depletion ( Figure S1B ), its distribution across the genome changed markedly. Specifically, Rad21 signals were stronger at Nipbl loading sites and weaker at CTCF anchor sites relative to controls (p < 2.2eÀ16, Figures 1C and 1D ). This indicates either improper cohesin loading, or a defect in cohesin mobility from loading to anchor sites. Notably, similar profiles were observed in G 0 , consistent with low ATP levels in these cells ( Figure S1C ) (Kieffer-Kwon et al., 2017) .
We repeated the above analysis after blocking DNA replication (using hydroxyurea, a potent inhibitor of DNA replication) or RNA PolII elongation (using flavopiridol, Figure S1D ). To determine the extent to which cohesin mobility was affected, we computed the ratio of Rad21 signals at CTCF + anchors versus Nipbl + loading
sites. There was a small reduction on cohesin-CTCF co-localization upon transcriptional inhibition and no effect when replication was blocked ( Figure S1E ). Taken together, the data are consistent with the notion that cohesin translocation from loading to anchor sites requires ATP, with little or no input from replication or transcription.
Smc ATPase Mutations Impair Cohesin Mobility along DNA
A recent report revealed that condensin, another SMC complex, functions as a motor, deriving energy from its Smc2-4 ATPase domains to translocate along DNA (Terakawa et al., 2017) . To test whether cohesin ATPases play a similar role in vivo, we transduced activated B cells with Smc3 variants: wild-type or ATPase Walker A motif (K38A) and Walker B motif (E1144Q) mutants (Beckouë t et al., 2016; Hu et al., 2011; Ladurner et al., 2014) . Chromatin occupancy of transduced Smc3s was distinguished from endogenous ones by biotagging their C terminus and coinfecting B cells with retroviruses expressing the biotin ligase BirA ( Figure 1E , schematics) (Nakahashi et al., 2013) . ChIP-seq analysis showed a marked reduction in K-A and E-Q binding across the genome ( Figure S1F ), consistent with the notion that ATPase domains facilitate cohesin loading (Hu et al., 2011) . At the same time, particularly at CTCF sites adjacent to multiple loading sites, mutant cohesin complexes colocalized with CTCF anchors ( Figure 1E ), indicating that their mobility is not entirely blocked, either because of their pairing to endogenous proteins or residual ATPase activity. The analysis revealed that only $50%-60% of mutant complexes reached CTCF anchors relative to what was expected based on wild-type controls (Figures 1F and S1E) . Interestingly, this ratio was comparable to the defect observed in G 0 or oligomycin-treated cells. These data demonstrate that cohesin requires its intrinsic ATPase activity to reach CTCF anchors. Whether this is due to impaired elongation or a combination of elongation and loading defects awaits further biochemical analysis.
degron system in HCT-116 cells (Natsume et al., 2016) , where loop domains are entirely eliminated upon degradation of Rad21(-GFP), but readily re-form once auxin is withdrawn (Rao et al., 2017) . To examine the effects of various conditions on loop re-formation, we combined auxin treatment with inhibition of ATP synthesis, transcription or DNA replication. We performed in situ Hi-C on untreated, and 0 0 , 20 0 , 40 0 , 60 0 , or 180 0 time points following auxin removal and used aggregate peak analysis (APA) (Rao et al., 2014) to examine the composite signal of loops genome-wide. Consistent with previous results (Rao et al., 2017) , loop domains re-formed to nearly their original levels within 3 hr after auxin removal ( Figure 2A , upper row). Notably, inhibition of transcription or DNA replication had no appreciable effect. By contrast, oligomycin treatment completely prevented the re-formation of loop domains (Figure 2A , lowest row), even as cohesin recovered to roughly untreated levels ( Figure S1G ). This demonstrates that the establishment of loop domains requires ATP.
Loop Domains and Compartments Are Maintained for Hours in the Absence of Energy Input
We next examined the role of continual energy input, transcription or DNA replication on the maintenance of genome architecture. We did this by stimulating B cells in the presence of oligomycin, flavopiridol, or hydroxyurea, and generated 1 billion contact Hi-C maps for each condition. We found that inhibiting DNA replication did not affect the strength of loops or intradomain interactions, blocking transcription had a modest effect, and inhibiting ATP synthesis showed the greatest effect (Figure 2B, bar graph) . Nevertheless, the differences were small and APA signals were pronounced throughout, implying that Figure S1 .
once formed, most architectural loops can persist for several hours, even in the absence of ATP synthesis (Figures 2B and S1H; STAR Methods) . This is consistent with recent kinetic studies showing very long chromatin residence time for cohesin and CTCF (Kieffer-Kwon et al., 2017; Rhodes et al., 2017) . It is important to note, however, that while the above estimates reflect the passive decay of loops, cohesin unloading may similarly be disrupted by oligomycin treatment, and thus the half-life of a loop domain under normal physiological conditions may be shorter.
Notably, none of the treatments (in B cells or HCT-116 degron cells) affected the presence of compartments (Figure 2C and not shown), indicating that compartments can also be preserved for several hours in the absence of ATP, DNA replication, or transcription. Taken together, the results are consistent with a model where loop extrusion requires ATP, at least in part because cohesin ATPases drive cohesin loading and/or sliding. By contrast, loop domains and compartments, once formed, can persist for hours without continual energy input.
Stripes of Enhanced Contact Probability Are Consistent with Loop Extrusion
The physiological impact of loop extrusion has been unclear due to our inability to visualize cohesin mobility in vivo. However, visual inspection of ultra-deep Hi-C maps with Juicebox (Robinson et al., 2018) revealed ''stripes'' where a single locus (the ''stripe anchor,'' Figure 3A ) forms frequent contacts with a contiguous genomic interval (the ''stripe domain''). Stripes frequently appeared along the edges of domains with abundant cohesin loading and ranged from a few to hundreds of Kb ( Figure 3A ).
Stripes were observed in all cell types from which high-resolution contact maps have been produced by in situ Hi-C, including human lymphoblastoid cells, mouse ESCs, and CH12 B cells ( Figure S2A ). By developing an algorithm (Zebra) that searches for pixel tracks of higher interaction frequency ( Figure S2B ) and manually curating the results, we identified a total of 3,901 stripes in activated B cells. (legend continued on next page)
We found that stripe anchors often coincide with loop anchors. Thus, loop domains can be associated with one (example ''a'' in Figure 3A ) or two stripes (example ''b''). Consistent with the convergent rule for loop formation, $90% of stripe anchors are associated with CTCF motifs facing the stripe domain ( Figure 3B ). Notably, 32% of stripe anchors exhibit multiple inward-oriented CTCF motifs, compared to only 15% for ordinary loops. In this orientation, stripe anchors are wellpositioned to arrest extrusion complexes. Conversely, nearly 60% of stripes extended past loop anchors into neighboring domains (e.g., Figure S2A ), consistent with a model where many loop anchors do not arrest cohesin extrusion absolutely. Consistent with this idea, CTCF binding and insulation strength is enhanced at stripe anchors as compared to loop anchors that are not associated with stripes ( Figures 3C and S2C ). The key implication is that the ability to arrest cohesin efficiently by one or multiple CTCF sites, facilitates stripe formation. To test this idea, we weakened CTCF binding affinity in CH12 cells by mutating CTCF zinc fingers (ZFs) 9, 10, and 11 with CRISPRCas9. Consistent with our previous findings (Nakahashi et al., 2013) , recruitment of ZF9-11 mutants was defective at sites carrying upstream motifs ( Figure S2D ). Furthermore, in situ Hi-C and ChIA-PET showed a correlation between these changes and loop formation ( Figure S3A ). Among the 574 loops that were lost, 47 were associated with stripes, and the corresponding stripe signals were markedly decreased (Figures 3E, S3B, and S3C [p < 2.2eÀ16] ).
We found that 97% of stripe domains exhibited Nipbl and Rad21 recruitment. Strikingly, a global analysis revealed a tendency for the cohesin loading factor Nipbl to aggregate near the stripe anchors (p < 7eÀ7, Figures 3D and S3D ). Furthermore, Rad21 profiles closely followed the Nipbl distribution ( Figure S3E ).
Thus, architectural stripes form in mammalian cells at domains where one or more strong CTCF anchor motifs point toward a nearby cohesin loading area ( Figure 3D schematics). In this configuration, which we dubbed a ''loop gun,'' the extrusion model predicts that as cohesin complexes are loaded, one subunit is arrested for an extended period of time at the proximal CTCF boundary, while the other slides across the domain. This asymmetric extrusion then manifests in Hi-C maps as horizontal and vertical lines (i.e., streaks of pixels of enhanced signal relative to the local background). We tested this model by running molecular dynamic simulations of loop guns, in which pairs of cohesin rings initiate chromatin extrusion at Nipbl loading sites until they are arrested by inward-pointed CTCF motifs. The modeling confirmed that the presence of a strong Nipbl peak near a CTCF loop anchor creates stripes of cohesin translocation across entire domains ( Figures 3F and S3F ).
Stripes Tether Active Regulatory DNA Having defined stripes as prototypes of cohesin extrusion, we next explored their physiological impact. We first examined the link between stripes and transcription, based on the observation that Nipbl occupancy overlaps with regulatory elements (Kagey et al., 2010) . Indeed, 79% of stripe domains (3,076 of 3,901) were associated with active enhancers, including conventional and SEs, compared to 47% for random regions. Notably, of the 996 SEs identified in activated B cells (Kieffer-Kwon et al., 2013) , 66% (657) overlapped with stripe domains (36% overlapped with random intervals). Furthermore, SEs were enriched near stripe anchors and thus closely followed the overall distribution of stripes ( Figures 4A-4C ). Histone acetylation (e.g., H3K27Ac), which demarcates active enhancers, also displayed a similar correlation ( Figure S4A ). Conversely, poised enhancers were in general not associated with stripes ( Figure S4B ). Of note, contacts between regulatory elements linked by stripes were significantly higher than those not associated with stripes within the same domains ( Figure 4D ). We conclude that stripes often tether regulatory DNA at SEs and that, except for loops (Figure 4D) , their interactions are among the highest in the genome.
We found little overlap in the number and distribution of stripes between B cells and ESCs ( Figure S4C ), presumably because enhancer profiles fluctuate considerably in response to developmental changes in CpG methylation (Kieffer-Kwon et al., 2013) . Consistent with this view, genomic sites associated with stripes in B cell SEs were markedly demethylated relative to ESCs (p = 1eÀ3, Figures S4D and S4E) . Thus, stripes appear during development in conjunction with demethylation of cell-specific enhancers.
Loop Extrusion Activates IgCh Transcription and Recombination
The observation that asymmetric extrusion can tether promoters and enhancers suggests an additional mechanism by which nuclear architecture can influence gene expression. To validate this idea, we turned to the Igh contact domain, which displays one of the most prominent stripes in B lymphocytes, spanning $2.7 Mb in length ( Figure 4C ). Its so-called ''superanchor'' (SA) (Aiden and Casellas, 2015; Benner et al., 2015) , consists of 10 CTCF binding motifs pointing toward the Igh SE, which exhibits extensive Nipbl loading in activated B cells ( Figure 4C ). Conversely, in ESCs, the SE is inactive, fails to recruit Nipbl, and no stripe is observed ( Figure S5A) .
To explore the impact of Igh stripe-mediated contacts, we deleted all 10 CTCF motifs from the Igh SA in CH12 B cells (SA (legend continued on next page)
found the stripe signal was greatly attenuated ( Figure 4E ). Next, we examined the effect of SA deletion on recombination. Under normal conditions, the presence of AID and Iga accessibility brings about efficient Igm / Iga class switch recombination (CSR). Strikingly, CSR was reduced by half in SA À/À cells (p = 1eÀ8, Figures 4G and S5C ). Moreover, we observed a modest but statistically significant decrease in Iga expression (p = 3eÀ4, Figure 4F ). Transcription of AID or other CSR factors was not altered ( Figure S5B ).
As an additional control, we deleted 6 of 10 CTCF motifs from the SA ( Figure 4C, 
Loop Extrusion Facilitates Oncogene Deregulation
The Igh SE frequently deregulates expression of translocated oncogenes in B cell tumors (Gostissa et al., 2009; Kovalchuk et al., 2012) . To determine whether extrusion contributes to tumorigenesis we deleted the Igh SA in a mouse plasmacytoma (PCT 7134) (Kovalchuk et al., 2012) . This tumor carries a homozygous reciprocal translocation (T(12;15), Figure 5A ) that juxtaposes Igm 6.6 kb upstream of Myc exon 1, positioning the Myc promoter $165 kb from the Igh SE ( Figure 5B ).
Hi-C 2 analysis showed that the Igh SA forms a distinct architectural stripe that reaches Myc and Pvt1 ( Figure 5C , left matrix). Following Igh SA deletion, the stripe disappeared ( Figure 5C , right matrix), and 4C-Seq corroborated the result ( Figure S6A ). Decreased Igh stripe contacts at the Myc locus correlated with a significant loss in Myc and Pvt1 expression (p < 1eÀ8, Figure 5D ). Concurrently, genes upstream of Igh SE (Tmem121, Rik, Crip1, and Crip2) increased in expression (Figures 5D and S6B) and this correlated with increased interactions between their promoters and the SE ( Figure S6A ). This observation is consistent with the proposal that the SA insulates neighboring non-Ig genes from the Igh SE (Birshtein, 2012) . For genes positioned further upstream of Crip2 (e.g., Mta1), we did not detect any significant changes in transcription ( Figure S6B ). The decrease in Myc expression impacted proliferation, as the number of SA À/À cells decreased by $40% relative to untargeted tumor control ( Figure 5E ). We conclude that cohesin extrusion associated with Igh SE contributes to the deregulation of translocated oncogenes in B cell tumors.
Stripe Anchors Are Hotspots for DNA Damage Recent studies suggest another mechanism whereby loop extrusion might be implicated in tumor development. CTCF loop anchors actively recruit type II topoisomerases (TOP2B) (Uuskü la-Reimand et al., 2016), which typically relieves torsional stress by inducing DNA breaks in response to replication or transcription. At loop anchors, we have shown that TOP2B also creates DNA lesions, and in a manner proportional to cohesin occupancy (Canela et al., 2017) . One explanation is that as chromatin is fed through the extrusion complex, it creates topological constraints on DNA that are alleviated by topoisomerases. This idea is supported by the fact that TOP2B lesions accumulate just outside CTCF loop anchors, following the expected orientation of cohesin translocation along DNA (Figure 5F ). Importantly, these lesions frequently occur at breakpoint clusters commonly translocated in human cancer (Canela et al., 2017) . Because stripes occur primarily at domains with extensive cohesin translocation, we surmised that stripe anchors must be particularly vulnerable to TOP2B-induced breaks. We tested this idea by mapping TOP2B cleavage sites in activated B cells cultured with etoposide, an inhibitor that prevents religation of TOP2B-induced breaks. A composite analysis showed DNA breaks to be twice as frequent at loop domains carrying two stripes than at ordinary domains ( Figure 5G , red versus back lines). Furthermore, at single-stripe domains, DNA damage accumulated preferentially at the stripe anchor (p < 7eÀ7, Figure 5G, green line) . Interestingly, we found a direct correlation between stripe length and the extent of DNA damage ( Figure 5H) , consistent with the model that the farther extrusion complexes must travel, the greater the accumulation of knots at stripe anchors. We conclude that stripe anchors are prime genomic hotspots for TOP2B-mediated lesions.
Loop Extrusion Realigns Regulatory DNA Clusters into Functional Interactions
We found it noteworthy that while 1,556 loops are downregulated in ATP-depleted B cells, nearly the same number (1,394) are gained. Hi-C maps revealed that these new loops often emerge within domains associated with architectural stripes. Figures 6A, 6B, and S6C show representative examples, where stripes originating at Hs3st1, Foxo1, Trib, Myc, Stt3 , and mir155 are depleted upon oligomycin treatment while new loops appear in their place. Interestingly, only $50% of these loops recruit CTCF at both anchors versus 86% for ATP-dependent ones ( Figure 6C ). Furthermore, when the new loop anchors do overlap with CTCF, the binding motifs are less likely to be in the convergent orientation (62%), compared to loops that are lost when ATP is depleted (91%, p < 1.7eÀ6, Figure 6C ).
Notably, anchors of ATP-independent loops were enriched in epigenetic modifications that demarcate accessibility (ATACseq + ), including active enhancers and promoters (Figures S6C and S6D) . In total, 71% of gained loops tethered active regulatory DNA, compared to 30% for lost loops (p < 4eÀ9, odd ratio = 5.9, Figure 6C ). In this respect, loops created by ATP-depletion are reminiscent of the long-range interactions that form between active SEs in cohesin-depleted cells (Rao et al., 2017) . Thus, in the absence of continual energy input DNA regulatory elements aggregate in 3D nuclear space, leading to enhancerenhancer loops among others. We propose that cohesin translocation modifies the spatial neighborhood of these regulatory elements, reducing interactions between enhancers that lie nearby in 1D, while favoring functional associations with longdistant promoters.
DISCUSSION
The proposal that chromatin loops form via cohesin extrusion has successfully explained a wide range of observations about nuclear architecture. Here, we clarify the ATP dependence of multiple phenomena associated with nuclear architecture: Nipbl and cohesin localization, loop formation, and loop and compartment maintenance. The resulting data greatly clarifies the energetic constraints on loop extrusion models. The data are consistent with a model in which extrusion relies on cohesin's intrinsic ATPase activity to load or slide and form loops. Once formed however, loops can persist for hours in the absence of energy input.
In addition, we confirm a key prediction of the extrusion model: the existence of stripes that can be explained by asymmetric extrusion, in which one cohesin subunit is arrested, while the other continues to slide along the domain. We show that stripe formation is facilitated by a loop gun configuration, in which strong CTCF anchor motifs point toward nearby Nipbl cohesin loading areas. Using B cell activation and antibody gene recombination as model systems, we propose that stripes play a role in transcription, rearrangements, and tumor development.
Energetics of Nuclear Architecture
While many aspects of the loop extrusion model have been carefully tested, the energy requirements are poorly understood. Here, we greatly clarify this issue.
Cohesin subunits are believed to be recruited to chromatin by the Nipbl-Mau4 complex. ATP hydrolysis by cohesin ATPases then fuels the assembly of Scc1-Smc1-Smc3 tripartite rings onto DNA. Consistent with this model, we find that transduced Smc3 ATPase mutants display a reduced affinity for chromatin in B cells.
No See also Figure S6 . et al., 2017; Glynn et al., 2004; Gullerova and Proudfoot, 2008; Hu et al., 2015a; Lengronne et al., 2004) . However, blocking transcription has little impact on the frequency of TOP2b cleavage at CTCF anchors (Canela et al., 2017) , which likely occurs in response to loop extrusion. Others have proposed that DNA replication might also play a role (Ke et al., 2017) . Our data show that cohesin extrusion occurs essentially independent of replication or transcription. An obvious alternative to RNA or DNA polymerases is that cohesin translocation is driven by Smc ATPases themselves, as was recently shown for condensin (Terakawa et al., 2017) . In support of this idea, some in vitro studies revealed that purified cohesin only requires ATP to move along DNA (Kanke et al., 2016) . However, others have reported conflicting results using a similar in vitro model (Davidson et al., 2016; Stigler et al., 2016) . Our in vivo studies now show that cohesin complexes carrying ATPase mutantions do reach CTCF anchors, although at diminished levels. One possibility is that this activity stems from residual ATP hydrolysis by the mutant subunit, perhaps when paired to a wild-type subunit (Smc3
WT ). Alternatively, and more interestingly, mutant complexes may homodimerize with wild-type complexes (Smc3 MT /Smc1
WT :Smc3 WT / Smc1 WT ) as predicted by the ''hand-cuff'' model of loop extrusion. Regardless of the mechanism at play, the results raise the interesting possibility that cohesin has intrinsic motor activity that facilitates its ability to slide along chromatin and extrude loops. This possibility is consistent with our degron experiments, which show conclusively that loop domains require ATP for establishment. However, additional experiments are required to directly test this hypothesis.
A side question is the source of ATP driving cohesin activity. In addition to ATP from mitochondria, recent studies have identified a pool of nuclear ATP generated via hydrolysis of poly(ADP-ribose) (Wright et al., 2016) . However, this pathway is unlikely to activate cohesin in most cells, as it appears to be Based on the new and our recent findings (KiefferKwon et al., 2017) , we propose two mechanisms whereby nuclear architecture enhances transcription. First, as B cells enter the cell cycle, ATP synthesis increases, fueling cohesin ATPasedriven extrusion. Loop domains are thus constrained and intra-domain interactions (including regulatory DNA interactions) are increased ''nonspecifically.'' Second, at sites with extensive loop extrusion, stripe contacts can directly tether promoters to enhancers, including SEs by a ''reeling in'' mechanism. As shown in Figure 6 , this activity may disengage enhancer-enhancer loops and realigns them into functional interactions involving promoters near stripe anchors. In consequence of extensive extrusion, stripe anchors are hotspots for topoisomerase-induced damage.
confined to differentiation steps during embryogenesis or breast cancer tumors exposed to high levels of hormones. We have also shown that not all processes associated with nuclear architecture require ATP. Treatment of B cells with oligomycin demonstrates that loop domains can be maintained for hours without energy input. This is consistent with a model where, once it has been arrested, the extrusion complex does not require ATP to continue tethering pairs of loci. Moreover, ATP depletion does not eliminate compartmentalization, demonstrating that once they have been established, compartments do not require ATP.
Transcriptional Impact of Loop Extrusion
Various models have been put forward to explain the role of topology in gene expression. In the 1980s, the lac repressor was proposed to tether distantly located repressor sequences by DNA looping (Majumdar and Adhya, 1984) . This same mechanism later explained transcriptional activation in mammalian cells, where PolII, Mediator and transcription factors bridge regulatory elements separated by vast distances. However, there are far more putative promoter-enhancer interactions than peaks seen by Hi-C (Rao et al., 2014) . Thus, stable pointto-point looping may not be the dominant mechanism underlying functional interactions in mammalian cells.
One possibility are transient interactions between regulatory DNA within loop domains (Hnisz et al., 2017) . In this model, point-to-point interactions are not absolutely required to facilitate distal regulation; intra-interval proximity, combined with stochastic mixing, would be sufficient (Figure 7) . When, during B cell activation, loop domains become more prominent, promoter-enhancer interactions also become more frequent, potentially contributing to transcriptional upregulation (Kieffer-Kwon et al., 2017) . In this case, however, functional associations are not preferential since all sequences interact more frequently with one another upon domain constriction (Figure 7) .
Our data now propose a stripe model by which nuclear architecture can tether regulatory DNA. In this model, promoters or enhancers bound by CTCF near a strong loop anchor arrest a single extrusion subunit, while its partner continues to slide in the opposite direction. In this configuration, the CTCF-anchored element ''reels in'' cognate elements scattered over long distances (Figure 7) . The model thus can explain how regulatory elements interact at SEs, which can span hundreds of kilobases of chromatin. Because of their ability to recruit high levels of Nipbl and their tendency to aggregate near domain boundaries, SEs are particularly well-suited to form stripes. At the same time, it is important to point out that stripes are not unique to SEs.
A New Class of Loops between Regulatory Elements
We have found that in the absence of ATP, regulatory elements form cliques, in which elements that lie kilobases apart along the contour of the chromosome form loops with one another. It is reasonable to think that this feature might interfere with transcriptional activation, as tightly associated enhancers may be less likely to activate promoters. Thus, loop extrusion may ensure that, rather than interacting among themselves, enhancers are available to pair with cognate promoters.
STAR+METHODS
Detailed methods are provided in the online version of this paper and include the following: 
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EXPERIMENTAL MODEL AND SUBJECT DETAILS
Source of cell lines and mouse models used in the study is reported in the Key Resources 
Mice
Resting splenic B cells were isolated from 6-8 weeks old C57BL6/J mouse spleen by negative selection (Stemcell technologies) and were activated for 24-72h with LPS (50 mg/mL; Sigma), IL-4 (2.5 ng/mL; Sigma), and anti-CD180 (RP105) antibody (0.5 mg/mL, BD PharMingen).
Cell lines CH12 B lymphoma cell line was maintained and passaged every 2 days in RPMI 1640 supplemented with 10% FBS (Gemini), 1% penicillin/streptomycin (Invitrogen), 55 mM 2-b mercaptoethanol (Invitrogen). E14 tg2A mouse embryonic stem cells were maintained as described in PMID:18555785. PCT 7134 plasmacytoma cell lines were generated as described in Kovalchuk et al., 2012 , (where Igm is juxtaposed 6.6Kb upstream of myc exon 1). Cells were maintained and passaged every 2 days in RPMI 1640 supplemented with 10%FBS, 1% penicillin/streptomycin, 55 mM 2-b mercaptoethanol and 10 pg/mL of recombinant murine IL6 (PeproTech). All cells were maintained at 37 C and 5% CO 2 in a humidified incubator.
METHOD DETAILS CSR and flow cytometry
For CSR assays CH12 WT and SA partial and full deleted cell lines were activated for 6-72h with hTGFbeta (1ng/mL), IL-4 (5 ng/mL; Sigma) and anti-CD40 (5 ng/mL; eBioscience). After 72h cells were harvested and stained for surface expression of IgA using FITCconjugated anti-IgA antibody (Southern Biotech).
Smc3_WT and mutants B Cell Transduction
Mouse splenic B lymphocytes were preactivated overnight in the presence of 0.5 mg/mL of aCD180 (RP105) antibody. At 24 hr cells were transduced with Smc3 WT or mutants (K38A, E1144Q) vectors (pMy-Smc3_biotag-T2A-mOrange) and pMy-BirA-T2A-eGFP by centrifugation for 90 min at 2,500 rpm, at 32C. B cell media was supplemented with 50 mg/mL of LPS, 2.5 ng/mL of IL-4, and 0.5 mg/mL of aCD180. At 32 hr, cells were diluted to 0.1x10 6 cells per mL. Seventy-two hours after first infection, B cells were harvested and GFP/mOrange double positives were cell sorted using a BD FACSAria III (Becton Dickinson).
Activated B cell transcription and replication inhibition
Resting splenic B cells were activated for 20 or 30hrs and respectively treated 4hrs with flavopiridol (1mM, SIGMA) or 10mM hydroxyurea (HU, sigma).
B cell Acute ATP depletion
For acute ATP depletion, resting splenic B cells were 20h-activated and shifted to glucose deficient media for 2h then, 2-Deoxy-Dglucose (5mM, Sigma) and Oligomycin (126nM, Sigma) were added to the culture for another 1.5-2h before the harvest. ATP level was measured by ATP determination kit (Thermo Fisher Scientific)
HCT-116 degron system
We obtained HCT-116-CMV-OsTir1 and HCT-116-RAD21-mAID-mClover cells (HCT-116 RAD21-mAC) from PMID:27052166. The cells were cultured in McCoy's 5A medium supplemented with 10% FBS, 2 mM L-glutamine, 100 U/ml penicillin, and 100ug/ml streptomycin at 37C with 5%CO2. Degradation of the AID-tagged RAD21 was induced by the addition of 500uM indole-3-acetic acid (IAA; Sigma Aldrich). In situ Hi-C experiments were performed as described above. For auxin withdrawal, cells were treated or not with IAA, in the presence or not of specific inhibitors. After 6 hours treatment with 500um IAA, the cells were trypsinized, washed twice in fresh media and replated in 6-well plates in fresh media (with or without inhibitors) and the AID-tagged RAD21 degradation was measured at various time points (0, 1 and 4 hours) by flow cytometry.
For experiments with inhibitors, 300nM of Flavopiridol was added either together with 500um IAA or after 5hrs of IAA treatment (data shown in Figure 2 is with flavopiridol added together with IAA). Thymidine (to inhibit DNA replication) was added at 2mM 18hrs prior IAA treatment and maintained throughout the experiment. For oligomycin/2DG experiments, the culture media was switched to glucose-free two hours after starting auxin treatment (still maintaining auxin treatment), and then treated with 5mM 2DG, 0.1uM oligomycin for either two hours (Figure 2A ) or 30 minutes ( Figure S1H ) prior to auxin withdrawal. All inhibitors were maintained during the auxin withdrawal.
ChIP-seq
Cultured cells were fixed with 1% formaldehyde (Sigma) for 10' at 37 C. Fixation was quenched by addition of glycine (Sigma) at a final concentration of 125 mM. Twenty million fixed cells were washed with PBS and stored at À80 C until further processing or resuspended in 1 mL of RIPA buffer (10 mM Tris pH 7.6, 1 mM EDTA, 0.1% SDS, 0.1% sodium deoxycholate, 1% Triton X-100, 1 3 Complete Mini EDTA free proteinase inhibitor (Roche)). Sonication was performed using Branson sonifier at amplitude 35%, 12 cycles of 20'' sonication and 30'' of pause. For native chip, chromatin was digested with Mnase (Sigma) in digestion buffer (50 mM Tris-HCl, pH7.6, 1 mM CaCl2, 0.2% Triton X-100, butyrate 5 mM) for 5 0 at 37 C and dialyzed against RIPA buffer for 2hrs at 4 C. Five microgram of respective antibody was incubated with 40 mL of Dynabeads Protein A (or G) for 40 min at room temperature. Antibody-bound beads were added to 500 mL of sonicated or Mnase-digested chromatin, incubated at 4 C overnight, and washed twice with RIPA buffer, twice with RIPA buffer containing 0.3M NaCl, twice with LiCl buffer (0.25 M LiCl, 0.5% Igepal-630, 0.5% sodium deoxycholate), once with TE (pH 8.0) plus 0.2% Triton X-100, and once with TE (pH 8.0 C for 4 hr in the presence of 0.3% SDS and 1 mg/mL Proteinase K. ChIP DNA was purified by ChIP DNA clean and concentrator column (Zymo research). Library was prepared in Ovation SP Ultralow library system (Nugen). 50 cycles of sequencing data were acquired on HiSeq2000 or 2500 (Illumina). Antibodies used for ChIP-Seq are listed in the Key Resources Table. RNA-seq Total RNA from 10 6 of WT or ZF9-11 CH12 cells, PCT 7134 plasmacytoma cell lines and mES was isolated by Trizol extraction. mRNA was then isolated and the standard RNA-Seq library preparation was performed following Illumina's RNA-Seq protocol v2.
Western blot
Nuclear and cytoplasmic fractions from CH12 cells were isolated and transferred onto PVDF membranes and resolved by SDS-PAGE gel electrophoresis. Antibodies used for western blotting are listed in the Key Resources Table. In situ HiC A detailed protocol to generate in situ HiC libraries including sequence alignment can be obtained at PMID:25497547. For the Hi-C 2 ,
we followed the procedure outlined in PMID:26499245 with minor modifications.
Bi-Seq
Genomic DNA was isolated from 5x10 6 cells using QIAGEN DNeasy blood and tissue kit. Libraries were prepared following wholegenome bisulfite sequencing for methylation analysis guide from Illumina (15021861_B) with slight modifications. Briefly, 5 mg of genomic DNA was sheared and blunt-ended with End-It DNA end repair kit (Epicenter) and A-tailed with Taq DNA polymerase (Invitrogen) in the presence of 200mM of dATP for 40 min at 70 C. Illumina compatible adaptors (5 0 PGATXGGAAGAGXGGTTXAG XAGGAATGXXGAG,5 0 AXAXTXTTTXXXTAXAXGAXGXTXTTXXGATXT where X is a methylated cytosine) were then ligated with T4 DNA ligase (Enzymatics). Adaptor-ligated DNA of 275-350 bp was isolated by 2% agarose gel electrophoresis, and sodium bisulfite conversion performed on it using the Epitect Bisulfite kit (QIAGEN). Bisulfite converted DNA was divided in three tubes and PCR amplified for 6 cycles by PfuTurbo Cx hotstart DNA polymerase (Stratagene). The reaction products were purified using the MinElute PCR purification kit (QIAGEN) then separated by 2% agarose gel electrophoresis and purified from the gel using the MinElute gel purification kit (QIAGEN).
END_Seq
The END-Seq method was performed as described in PMID:28735753.
CRISPR/Cas9 mediated genome editing Both CH12 and PCT 7134 plasmacytoma cell lines SAÀ/À and SA partial knock out and CTCF ZF9-11 knock in mutants were generated using CRISPR/Cas9 technique. Suitable sgRNA targets were identified using Optimized CRISPR Design (http://crispr.mit.edu) and cloned into pSpCas9(BB)-2A-GFP (PX458) and pX330-U6-Chimeric_BB-CBh-hSpCas9 (Addgene). For SAÀ/À a pair of gRNAs (GCGCTGCAATGGGAACCA and CCTTGAGTTAACCTGGGACCA) and SA partial (GCGCTGCAATGGGAACCA and CACCTGAGCAC TACGCTGTGG) were cloned in pX458 and introduced into CH12 cell line using Nucleofector Kit V according to the manufacturer's instructions (Lonza). Twenty-four hours post-nucleofection, GFP positive cells were collected using a BD FACSAriaIII (Becton Dickinson) flow cytometer and seeded at a density of 1 cell/well in 96-well plates. Screening for full or partial deletions of SA region used oligonucleotides are listed in the Key Resources Table. CH12 ZF9-11 mutant was generated replacing endogenous CTCF exons 7 to 10 with a cDNA carrying point mutations in ZF 9, 10 and 11 (as shown in our previous paper Nakahashi et al., 2013) . A single sgRNA (CTGCGACAAGACCTTCCGCC) cloned in px330 vector and a DNA donor vector were introduced into CH12 as above. The donor vector included 500-1500 bp homology arms and a PGK_ Puromycin cassette to select for targeted clones. After 36h cells were treated with puromycin (0.8 mg/mL, Sigma). The day after puromycin was wash out and limiting dilution was performed in fresh media. Individual clones were picked and genomic DNA was extracted (Biotool). Genotyping and sequencing were done by PCR using several locus-specific pairs of primers listed in the Key Resources Table. 4C-Seq The 4C assay was performed as previously described in PMID:22961246 with minor modifications. Ten million of CH12 B cell line and PCT 7134 plasmacytoma cell lines were crosslinked in 2% formaldehyde at 37 C for 10 min. The reaction was quenched by the addition of glycine (final concentration of 0.125 M). Cells were then washed with cold PBS and lysed (10 mM Tris-HCl, pH 8.0, 10 mM NaCl, 0.2% NP-40, 1 3 complete protease inhibitors [Roche] ) at 4 C for 1h. Nuclei were incubated at 65 C for 30 min, 37 C for 30 min in 500 mL of restriction buffer (New England BioLabs DpnII buffer) containing 0.3% SDS. To sequester SDS, Triton X-100 was then added to a final concentration of 1.8%. DNA digestion was performed with 400 U of DpnII (New England Biolabs) at 37 C overnight. After heat inactivation (65 C for 30 min), the reaction was diluted to a final volume of 7 mL with ligation buffer containing 100 U T4 DNA Ligase (Roche) and incubated at 16 C overnight. Samples were then treated with 500 mg Proteinase K (Ambion) and incubated overnight at 65 C to reverse formaldehyde crosslinking. DNA was then purified by phenol extraction and ethanol precipitation. For circularization, the ligation junctions were digested with Csp6I (Fermentas) at 37 C overnight. After enzyme inactivation and phenol extraction, the DNA was religated in a 7 mL volume (1,000 U T4 DNA Ligase, Roche). Three micrograms of 4C library DNA was amplified with Expand Long template PCR System (Roche). Thermal cycle conditions were DNA denaturing for 2 min at 94 C, followed by 30 cycles of 15 s at 94 C, 1 min at 58 C, 3 min at 68 C, and a final step of 7 min at 68 C. Bait was amplified with inverse PCR primers as follows: 3RR with DpnII: _4C 5 0 -GCTTATCTGTAAAGAATGGGTC-3 0 , 3RR_Csp6i 5 0 -GGCCTTA GAAGGCTCTGTAC-3 0 . 4C-amplified DNA was microsequenced with the Illumina platform.
GRO-seq
Global run-on and library preparation for sequencing was performed by extracting nuclei from 20 million cells and after run-on reaction the RNA was extracted with Trizol LS Reagent (Life Technologies, Carlsbad, CA, USA). RNA was treated with TURBO DNase (Life Technologies), fragmented using RNA Fragmentation Reagents (Life Technologies) and purified by running through P-30 column (Bio-Rad, Hercules, CA, USA). The 3 0 end of the fragmented RNA was dephosphorylated with T4 polynucleotide kinase (PNK; New England Biolabs, Ipswich, MA, USA) followed by heat-inactivation. Dephosphorylation reactions were purified using antiBrdU beads (SantaCruz Biotech, Santa Cruz, CA, USA) and precipitated overnight. Poly(A)-tailing and cDNA synthesis were performed the next day as described (Kaikkonen et al., 2013) . However, for reverse transcription an oligo allowing custom barcoding during final amplification was used: /5Phos/GATCGTCGGACTGTAGAACTCTGAAC/iSp18/TCAGACGTGTGCTCTTCCGATCT TTTTTTTTTTTTTTTTTTTVN (IDT). After cDNA synthesis, Exonuclease I (New England Biolabs) was used to catalyze the removal of excess oligo. The DNA-RNA hybrid was purified using ChIP DNA Clean & Concentrator Kit (Zymo Research Corporation, Irvine, CA, USA), RNaseH treated and circularized. The libraries were amplified for 11-14 cycles with oNTI201-primer: 5 0 -AATGATACGGC GACCACCGACAGGTTCAGAGTTCTACAGTCCGACG-3 0 and a barcode specific primer oNTI200-index: 5 0 -CAAGCAGAAGACGG CATACGAGATXXXXXXGTGACTGGAGTTCAGACGTGTGCTCTTCCGATCT (barcode XXXXXX underlined). The final product was ran on EX-gel (Thermo Fisher), purified and cleaned up as above.
ChromRNA-seq
Chromatin RNA fraction was prepared from 3 3 106 cells following the method previously described described (Pandya-Jones and Black, 2009) with some modifications. The pellet was lysed in a cytoplasm lysis buffer (20mM HEPES-KOH ph 7.6, 2mM MgCl2, 10% glycerol, 0.1% NP40, 0.5mM DTT with protease inhibitor, phosphatase inhibitor and RNase inhibitor). The lysate was then layered on top of a sucrose buffer in order to isolate the nuclei fraction from the cytoplasmic one (10mM HEPES-KOH pH7.6, 10 mM NaCl, 1.5 mM MgCl2, 10% glycerol, 0.5 mM EDTA, 0.5 mM DTT, 34% sucrose w/v with protease inhibitor, phosphatase inhibitor and RNase inhibitor). The nuclei fraction was resuspended and lysed in a nuclear lysis buffer (10 mM HEPES-KOH pH 7.6, 100 mM NaCl, 0.5 mM EDTA, 50% glycerol, 0.5 mM DTT with protease inhibitor, phosphatase inhibitor and RNase inhibitor). Chromatin was precipitated by adding a Urea containing buffer (50 mM HEPES pH 7.6, 7.5 mM MgCl2, 0.2 mM EDTA, 0.6M NaCl, 2M urea, 2% NP-40, 2mM DTT).
The chromatin and the chromatin associated RNA were extracted using Trizol followed by a column extraction for RNA (RNAeasy kit from QIAGEN) followed by DNase treatment and a phenol-ethanol extraction for the protein isolation. The purity of the chromatin fraction was verified by western blot using the following antibodies: beta-tubulin (T8328, Sigma), SNRP70 (SAB2102255, Sigma) and H3K27Ac (ab4729, Abcam). Twenty five nanograms of RNA was used for RNA library preparations. These were carried out according to Ovation RNA-Seq Systems (NuGEN). Deep sequencing was performed using Hiseq3000.
Long read ChIA-PET The CTCF long-read ChIA-PET (ChIA-PET v2) libraries were performed as described in Tang et al., 2015. Briefly, approximately 100-200 million cells were harvested and fixed by 30 mL of 1.5 mM EGS (ethylene glycol bis[succinimidylsuccinate]) in PBS buffer for 45 min at room temperature. Next, formaldehyde was added to final concentration of 1% to cross-link the cells for another 20 min at room temperature and then neutralized with 0.125 M glycine. The cross-linked cells were lysed by cell lysis buffer and nuclear lysis buffer. Chromatin was obtained and subjected to fragmentation with an average length of 300 bp by sonication. The anti-CTCF polyclonal antibody (Abcam, ab70303) was used to enrich CTCF-bound chromatin fragments. ChIP DNA on beads was used for ChIA-PET library preparation. After performing the end-repair and A-tailing using T4 DNA polymerase (NEB) and Klenow enzyme, the ChIP DNA ends were proximity-ligated by the single biotinylated bridge-linker: Forward strand: 5 0 -[5Phos]CGCGA TATC/iBIOdT/TATCTGACT-3 0 , Reverse strand: 5 0 -[5Phos]GTCAGATAAGATATCGCGT-3 0 , with the 3 0 nucleotide T over-hanging on both strands. Proximity ligation DNA was reverse cross-linked and fragmented and added sequencing adaptors simultaneously by using Tn5 transposase (Nextera kit, Illumina). DNA fragments contained the bridge linker at ligation junctions were captured by Streptividin beads, and used as templates for PCR amplification. These DNA products were then subjected to size-selection and paired-end sequencing (2x150 bp) using Illumina Hi-Seq 2500.
Bioinformatics
Software packages used:
inter-ligation PETs were extended by 500 bp along the reference genome, and PETs overlapping at both ends (with extension) were clustered together as one PET cluster. Individual inter-ligation PETs didn't merged as PET clusters were referred as singletons. Singleton is similar to Hi-C data in a function to reflect high-order chromatin topology (Tang et al., 2015) .
All uniquely mapped and non-redundant reads, including self-ligation and inter-ligation were used to pileup the CTCF binding coverage along the chromosomes for visualization. Also, all of these reads were applied to the MACS pipeline (version 1.4.2) for protein factor binding peak identification with default parameters. PET clusters with 3 or more PETs are referred to as interactions or connections and showed at the genome browser.
4C-seq Processing
Each read pair was tested for the presence of a perfect match to the respective bait primer as well as the bait spacer between the end of the primer and the restriction sites used in the corresponding experiment. These flanking sequences other than the restriction site were trimmed and the remainder was aligned against the mouse genome (July 2007; NCBI37/mm9) with Bowtie with the following command line options: '-X 500 -p 3 -v2 -k2 -m1-phred64-quals -sam', which reported all unique alignments with at most two mismatches. Alignments were then matched up with restriction sites and assigned to a DPNII/CSP6i fragment. Fragments were combined into 100-kb non-overlapping windows to determine the total number of 4C reads per fragment, and the fraction of restriction fragments for which 4C reads were found. Those procedures were carried out by the house-made python program. Processing of window-level data and visualization were conducted with R packages.
Alignment of deep-sequencing data
Sequence reads were aligned to the mouse genome (July 2007; NCBI37/mm9) using bowtie with flags -S -m 1 -a-best-strata -n 2, and aligned reads were selected with samtools view -S -b -F4 and sorted. For GRO-seq, additionally two nucleotides from the 5 0 end were trimmed before aligning with option '-tirm5 2 0 .
Visualization of density tracks
For PolII ChIP-seq track, we generated a single-nucleotide resolution coverage tracks to see the effect of ATP depletion in detail. Insert sizes were determined using MaSC. For high-resolution coverage tracks, individual sample alignment files were converted to bed format (bamToBed), and deduplicated, allowing maximally 2 reads at the same position with awk. Then tags were extended by the insert size, sorted and merged with bedops, and counted using genomeCoverageBed. The resulting bedGraph file was converted to bigWig with bedGraphToBigWig. For ChromRNA-seq and GRO-seq, strand specific density tracks were generated by using bedtools genomecov program with a normalizing scale factor to calculate rpm. For others, density tracks were generated using custom software based on the samtools library to count the number of reads in 100 bp windows normalized to window size and library size to obtain densities in units of reads per kb region per million mapped reads (rpkm) across the genome. Up to 2 redundant reads were allowed. Tracks were smoothed and sometimes log-transformed in the UCSC genome browser.
RNA-seq data processing
Reads were aligned to the mouse genome (mm9) with gsnap without detecting splice junctions de novo (-novelsplicing = 0) . Existing splice junctions from RefSeq annotation were taken into account (-use-splicing = /path/to/mm9.splices.iit) . Output files were filtered to remove unaligned reads and any alignments with a mapping quality less than 20. Reads were mapped to RefSeq genes with htseqcount -m intersection-nonempty and rlog-transformed counts, fold-change and adjusted p values were calculated using the R package DESeq2. For some analysis, we calculated the rpkm from the counts directly, instead of DESeq2. Very low expressed genes ($10%) were filtered out to reduce noises in fold change calculation for comparison between the lost and unchanged loop domains in CH12 WT and MT cells.
Composite Rad21 ChIP-Seq analysis All Rad21, CTCF and Nipbl de-duplicated ChIP-seq alignment files and input alignment files are provided in MACS2 for the peak calling with default options. If the Rad21 peak regions are overlapped with only CTCF peaks in activated B cells, we called those as ''anchors.'' If the Rad21 peak regions are overlapped with only Nipbl peaks in activated B cells, we called those as ''loading.'' After extending the reads to the expected fragment size from MACS2, Rad21 signals were counted in a single nucleotide resolution around the peak centers of the activated B cell Rad21 sample. Each count is added 0.1 pseudo counts and then normalized with the number of mapped reads after deduplication. Trimmed mean values (+/À 10%) on each position were plotted. All plotting was done with the R package ggplot2.
Composite PolII ChIP-Seq analysis Single resolution rpkm values are calculated around the ± 500 bp on non-overlapping TSSs by the home-made script. Enhancer sites are defined by DHS signals which are not overlapped with promoters and are similar both in activated and resting B cells as in accompanying paper. PolII signals on overlapping 10nt windows by sliding 1 nt were counted to get a single nucleotide resolution around the center of enhancer signals. After adding 0.1 pseudo counts, rpkm values are calculated. Trimmed mean values (+/À 10%) on each position around the middle point of peak were plotted. All plotting was done with the R package ggplot2.
Rad21, Nipbl, CTCF peak overlap and dynamics of their binding MACS2 was used for peak calling with corresponding input files and 0.001 p value cutoff for each ChIPseq. Two peaks are considered overlapping if peak intervals are overlapped with each other. For peak numbers in overlapped regions, largest numbers were picked up to show in Venn diagram. To show dynamics, shifted fragments by half of the fragment size (inferred by MACS2) were counted in each peak interval and their rpkm values are calculated where library size is the number of unique reads in each experiment. If a Rad21 peak is overlapped with more than one peaks of Nipbl or CTCF, mean rpkm value were taken. In the same manner, a Nipbl peak is overlapped with more than one CTCF peaks, mean rpkm value were taken. Three outlier Nipbl peaks were removed in plot. To show the scatterplot in the log2 scale for CTCF peaks, 0 rpkm (Rad21 or Nipbl peaks which are not overlapped with CTCF peaks) were converted into 1 which is smaller than the minimum value of rpkm of CTCF peaks. Top 5% outlier CTCF peaks rpkm values were set to the 95% value of them. All plotting was done with the R package ggplot2.
Motif annotation (core, upstream, downstream) Motif annotation was performed with fimo as previously described (PMID:23707059). Default setting were used for the core motif, while the command was modified to fimo-text-motif 1-thresh 0.001 for up-and downstream motives, to ensure all motives were found. Spacing cutoffs for UC, UCD, CD classification have been described (PMID:23707059).
Stripe simulations
Molecular dynamics simulations were run as in PMID:26499245 using HOOMD-blue. Each polymer contains 1500 beads representing 1.5Mb of chromatin. Simulations were run for 150,000 timesteps with only Lennard-Jones intermonomeric forces and then for 800,000 timesteps with 6 extrusion complexes. Simulations were run with temperature at 1.75, 1.5, 1.25, or 1. Extrusion complex processivity was set to 400kb, gamma was set to 1.75, Lennard-Jones strength (epsilon) was set to 0.3. Between 300 and 350 replicates were run for each condition.
NIPBL-stimulated cohesin loading was modeled by increasing the on-rate of extrusion complexes at the two simulated NIPBL sites. Specifically, each monomer was assigned a weight proportional to the probability of initiating extrusion at that position; binding of the extrusion complex was no longer uniformly random. Binding of NIPBL within a loop domain shifted the large majority of extrusion complex loading to that position.
Hi-C data analysis
The following sections describe downstream computational analysis of Hi-C data. In each case, the input was normalized or unnormalized ligation frequency matrices, loop or domain calls obtained using juicer software. aB cell specific loop domains for Nipbl analysis Among the common and cell-type specific loop domains between G 0 cells and normal activated B cells (see supplementary methods for the accompanying manuscript), we selected the empty loop domains which are not include any other loop domains inside, and of which anchors have convergent CTCF bindings sites confirmed through ChIP-seq. We called peaks for the Nipbl from the G 0 cells to sum the read counts at Nipbl binding sites or to count Nipbl peaks normalized by the domain size within the loop domain including anchors. We also analyzed Nipbl binding sites at normal activated B cells. Both analyses showed the similar pattern, so we just included the first one. Same analysis on those loops were conducted with the Nipbl ChIP-seq in ATP depleted activated B cells. Persistence of nuclear architecture after ATP depletion To quantify persistence of loop domains after ATP depletion, we compared APA scores for activated B cells before and after oligomycin treatment. The peak to upper right enrichment (see PMID:25497547) was 3.234 before treatment and 2.662 after treatment, or $18% reduction in loop strength. Assuming that extrusion is inhibited within half an hour of oligomycin treatment (which is demonstrated by our degron experiments showing that loop domains do not reform upon auxin withdrawal after half an hour of oligomycin treatment), this yields a loop domain half-life of around 4 to 5 hours. It is important to note several caveats to this measurement: (i) it is based on analysis of all loop domains in aggregate rather than on individual loop domain half lives, (ii) it is based on measurements at only two time points, (iii) crucially, this measurement reflects passive fall-off rates and any cellular mechanism that requires ATP to actively unload cohesin (i.e., possibly the WAPL mediated cohesin release mechanism) will likely also be inhibited after oligomycin treatment. Intra-domain interactions in CH12 WT compared to ZF9-11 MT First, we converted the two-dimensional loop annotation into one-dimensional loop region annotation (from the start to the end of loop domains). By using bedtools intersect, we selected the unchanged and lost loop domains of CH12 WT. After sorting the result files, we merged loop domains within each category to deal with the overlapped loop domains by the bedtools merge -i command. Intra-domain intensity was calculated by summing all the contacts within the merged loop domains excluding the first three diagonals in the Hi-C contact matrices in 5-kb resolution, and then the ratio was calculated between WT and MT. For mRNA analysis, the lost loop-domains are further divided into two groups according to the intra-domain intensity ratio between WT and MT.
Insulation score
We adopted the method of computing the insulation score (PMID: 24185899). We defined an insulation score (IS) of an anchor, as the ratio of the average interaction strength at both sides of the central bin of the anchor to the interaction strength across the central bin of the anchor. IS was computed for a fixed genomic distance S. We considered Hi-C matrices at a resolution of 10kb and S was measured in the number of off-diagonals in the Hi-C matrix. S was set to 8. To compute the interaction strength across the anchor, we considered a square of 3x3 pixels whereby the central pixel (i) represents the interactions between a pair of bins crossing the loop anchor and (ii) is located at the off-diagonal S. We summed the Hi-C signal in this square (X We computed the insulation score as follows: We modified the original approach to compute IS (PMID:24185899), to avoid the IS estimate to be biased by the stripe or loop signal. Left and right squares were moved by a number of pixels sufficient to allow it to capture the interaction signal inside each of the two adjacent domains. In parallel, the left and right squares did not include loops nor stripes. Additionally, parameter D was set in such a way that the left and right squares did not We empirically set D and S parameters based both on the assessment of the composite profiles of interactions in loop and stripe domains as well as on manual inspection of Hi-C matrices.
Automated identification of stripes All the analyses described in this section were performed using raw ligation frequency matrices and the normalized matrices generated using juicer software (the .hic files). The matrices were exported to a .txt format from the .hic files using the dump function of juicer. The stripe calling was implemented and performed in R using custom functions.
To identify stripes we searched for instances whereby consecutive pixels displayed signal higher relative to the surrounding area. We searched for 3 and 5 prime stripes sparely.
As stripe anchors are typically 10-30kb wide, we considered in situ Hi-C data at 10kb resolution. We focused on bin pairs (pixels) separated by less than 3Mb. We removed pixels with an overall low signal coverage (< 10 normalized read pairs). Given a complex nature of the signal at any pixel forming the stripe ( Figure S2B ), to enhance the discovery, we followed an approach combining local data binning and the estimation of pixel-specific enrichment relative to its local neighborhood.
We computed local signal at the pixel in two directions (horizontal and vertical), we summed the signal of the pixel and the signal of 2 preceding and 2 following pixels in the two orthogonal directions, we defined these two sums as the pixel's horizontal and vertical signal.
In mathematical terms -the observed, locally binned signal at a pixel X ij , in the vertical and horizontal directions were defined as follows: 
Xij -the raw Hi-C ligation count in between bins i and j. We evaluated the enrichment of Hi-C signal in the vertical and horizontal zones with respect to the in the pixels' neighborhood. To represent the local neighborhood, we set four intervals adjacent to the pixel ( Figure S2B ). To reduce the influence of outlier pixels on the estimate of the expected signal strength, we computed the medians (M) of the normalized signal as follows: 
;j À the normalized Hi-C signal. We also computed the median values of the local normalized background and median biases of pixel's signal in the testing procedure. 
We defined two types of stripes the 3 and 5 prime stripes, depending on whether they appeared as horizontal (3-prime stripe) or vertical lines (5-prime stripe) in the Hi-C contact maps. We searched for 3-and 5-prime stripes separately. Below, we outline the methodology, taking as an example the identification of 3-prime stripes ( Figure S2B ).
In the 3-prime stripe, for each pixel, the pixel's local horizontal signal is higher than both the top and bottom aggregates. We inferred the expected signal strength given the local aggregates as follows: We obtained a binary matrix where entries = 1 denoted pixels for which P-val.<0.05 and Fold change > 1.1 for both comparisons from the above test. We next searched for rows whereby an uninterrupted stretch of 6 pixels > 0 could be identified. For such rows, we clustered the identified stretches of pixels into bigger ones. In cases where two consecutive stretches were separated by less than 5 pixels, the two were merged into a bigger stretch. This operation was continued until a stretch separated by more than 5 pixels from the current one was encountered. The remote stretch was a seed for an analogous clustering until no new seed was identified. After this step, we obtained a list of putative stripes for a matrix. We considered only stripes which were at least 9 pixels long. We adopted an analogous procedure to identify 5-prime stripes, here we considered the vertical Left and Right zones and columns of the binary matrix instead of rows.
Row coordinates of stripes were defined as anchors of 3-primes stripes and column coordinates as domains of 3-prime stripes. Inverse was set in the case of 5-prime stripes. Processing of stripe calls The 3-and 5-prime stripe calls from Automated identification of stripes were exported to a .txt file and manually curated using juicebox. We removed instances where our algorithm was detecting stripe pattern clearly corresponding to sub-compartments, as judged from the chromosome-wide interaction matrix. To this end, we considered matrices at the resolution 5kb, since this higher resolution (as compared to the matrices used for stripe calling which were at the resolution of 10kb) gave us more sensitive way to judge whether the pattern was attributable to a sub-compartment effect. The estimated FDR was = 30%-40%. As outlined in the paper, stripe anchors corresponded almost perfectly to loop anchors. Our stripe identification algorithm was not designed to omit loop pixels from the stripe domain coordinates. This in an important point, since in some stripe cases, the stripe domain overlapped loop pixels. We removed these pixels from loops. To this end, loop coordinates were first extended by ± 10kb and 10kb pixels corresponding to these enlarged areas removed from the stripe domain coordinates. In the final step, pixels were locally clustered (3-and 5-prime stripes were considered separately).
Comparison of stripe calls between cell types
We considered anchors of processed stripes (Processing of stripe calls). To remove redundancy, we merged the overlapping stripe anchors in each condition. Anchors from two conditions were deemed as common if their genomic coordinates overlapped. The same procedure was applied when comparing stripe domains.
Comparison of stripe signal between B cell types We considered stripe and loop coordinates identified in the activated B cell condition. Since the total sequencing depths varied between libraries, we considered the contact probabilities instead of the normalized read counts for comparisons. We took interaction matrices at the resolution of 10kb and computed the sum of the contact probabilities for pixels in each stripe (stripe signal). Finally, we computed the log2 of the ratio of the stripe signal in various conditions (G0, Myc À/À cells, oligomycin treated activated B cells) to stripe signal in the activated B cell condition. Random stripes were generated as outlined below in the section Assessment of the enrichment of chromatin features at stripe domains.
Comparison of stripe signal between Ch12 WT and ZF9-11 mutant cells We considered a list of manually curated stripe calls in the WT Ch12 Hi-C experiment. We removed the pseudo count transformation of the balanced Hi-C matrices and worked directly on the probability matrices. First, we identified loops lost in the mutant cells (loop signal FC wt/mut >1.5). Next, we computed the sum of the Hi-C signal for each stripe in both conditions. We then defined a list of potentially affected stripes as follows. We focused on stripes for which anchors overlapped genomic positions losing both CTCF and Rad21 binding in the mutant cells (FDR = 1%, FC wt/mut >3). We further identified stripes for which the 5 0 or the 3 0 prime or both anchors overlapped anchors of loops diminished in the mutant cells. Stripes that did not match both criteria (did not correspond to lost loops and did not diminish CTCF and Rad21 binding) were conceded as a control population. Imbalance in Nipbl binding at the two anchors of stripes We considered four groups of loops: (i) loops where none of the anchors produced a stripe (ordinary loops), (ii) loops where both anchors produced a stripe (both), (iii) loops for which only the 5-prime anchor produced a stripe (left) and, (iv) loops for which only the 3 0 anchor produced a stripe (right). Next, we defined loop anchors as genomic intervals starting at the outermost position of the loop anchor and ending 20kb toward the interior of the domain. We identified Nipbl peaks in these intervals. For each loop, we then computed the cumulative MACS score of Nipbl peaks in the two loop anchor intervals separately (Nipbl left and right scores). We considered only those loops, for which we detected Nipbl peak at least one of the anchors. Finally, we computed the log 2 of the ratio of Nipbl left to right score. Prior to the computation of the logarithm, we added a pseudo score = 1 to each of the two anchors, to avoid the division by 0. Estimation of the strength of contacts between regulatory element with respect to the intra-domain background We used Hi-C data generated using B cells activated for 72h. We identified contact domains with the arrowhead algorithm as implemented in juicer (PMID:25497547). This algorithm allows to annotate nested domains (i.e., domains that contain other domains inside). As this could interfere with our subsequent analyses, we considered only domains for which boundaries did not enclose any smaller domain.
We considered the normalized (balanced) Hi-C interaction maps at the resolution of 5kb. We removed interactions spanning less than 10kb and focused only on the intra-domain contacts. As regulatory elements, we considered 5kb bins overlapping at least one DnaseI hypersensitivity site (DHS, the coordinates of DHS sites were expanded by 5kb in both directions) and an active regulatory element (active promoter, active enhancer or super-enhancer; these elements were defined in the section Chromatin features -definition). As not regulatory elements, we considered bins that did not overlap: DHS nor regulatory element (neither active not inactive) nor CTCF nor Rad21 nor H3K27me3 nor H3K9m3 enriched regions.
For each regulatory element pair located in the same domain, we then computed the log 2 of the ratio of the Hi-C signal between the bins overlapping both regulatory partners to the average signal between non-regulatory element pairs at the same genomic distance within the same domain. To make sure our estimation of the ratio is robust, we considered only ratios whereby we detected at least 3 non-regulatory element bin pairs at the corresponding genomic distance within the domain. Finally, we stratified the ratios according to whether both bins overlapped loop anchors ('Loop' class), at one of the bins overlapped stripe anchor ('Stripe' class) or none of the bins overlapped neither loop nor stripe anchor ('Other' class) . Relationship between the length of the stripe and DNA damage at stripe anchor We used Hi-C data generated using B cells activated for 72h. We considered a set of non-redundant stripe anchors. To obtain the cumulative stripe width for each anchor, we summed-up the widths of stripe domains associated with it. We then divided the stripe anchors into categories according to the genomic span of the stripe domain. For each category, we assessed the fraction of stripe anchors that overlapped a double strand brake measured by END-seq. We considered genomic intervals centered on the midpoint of each of the non-redundant stripe anchors extended by 15kb in both directions.
Epigenetic signature and cis regulatory element enrichment at stripes This analysis was stratified based on whether we analyzed stripe domains or stripe anchors chromatin signature. Stripe domains anchors and anchors were defined as illustrated in Figure S2B . Chromatin features definition Promoters, enhancers and super enhancers are defined by the previous activated B cells data (PMIDs: 25483777 and 24360274). Enhancers which have a little or no H3K27ac levels (less than 20%) are defined as the poised enhancers. Promoters which have higher Groseq signals (more than 40%) are defined as the active promoters. Inactive promoters are defined by the promoters which have no overlapped DHS signals. Active regulatory elements include active promoters, active enhancers and super enhancers. Assessment of the enrichment of chromatin features at stripe domains To produce the bar graph in Figure S5B , we considered three classes enhancers: active enhancers -enhancers overlapping a H3K27ac peak, poised enhancers -enhancers not overlapping a H3K27ac peak and super enhancers. We recorded the number of stripe domains overlapping an element and the number of stripe domains that did not overlap that class of elements. In parallel, we generated a population of random stripes. These random intervals were equal in size and genomic distance to stripe domains. The random stripes did not-overlap any stripe domain. We then referred the enrichment of regulatory elements in stripe domains to that obtained for random stripe domains. Analysis of the directionality of CTCF at stripe anchors We obtained CTCF motif directionality for CTCF peaks identified in the activated B cell condition using juicebox. To assess for the directionality of CTCF peak at stripe anchors we considered only instances whereby all the peaks overlapping the anchor were attributed a CTCF motif. Scaled loop domain profiles of ChIP-seq peaks and regulatory element enrichments Loop domain was defined as the genomic interval demarcated by the start and the end of a loop (loops were obtained from HiCUPPS). For each loop we searched for an overlap with stripes. First, we identified stripes, based on the overlap between their anchor the loop anchors. We considered loop's left anchor to find the overlapping horizontal stripes and loops' right anchor to find the overlapping vertical stripes. We kept the overlapping instances for further filtering. Loops with left stripe were defined when loop left anchors overlapped a horizontal stripe anchor and the stripe domain was within the loop domain. The converse was done for loops associated with right stripes. Loop domains were next divided into 100 equally sized intervals (for each loop, L interval_size = S) and ten bin of size S were added in silico to the start and end positions of the loop domain region (region start = loop start-10xS; region end = loop end+10xS). This resulted in 120 intervals for each loop. The overlap between ChIP-seq peak or a regulatory element in each of the intervals was scored. Y axes depict the % of loops in each class, with an overlap with a ChIP-seq peak or a regulatory element.
Hi-C 2 data processing and normalization
Hi-C 2 in the Ch12 cell line We used juicer to prepossess the libraries and obtain raw ligation frequency matrices at the resolution of 5 kb. We observed similar number of inter-chromosomal reads in each of the libraries, we therefore worked only with chromosome12 in the subsequent steps. The raw interaction matrix corresponding to chromosome 12 was retrieved from the .hic files (using the Mapq threshold of 30) using juicebox dump observed NONE command. Then the file was imported to R and using custom script, a chromosome-wide contact matrix suitable for normalization by balancing was created, as suggested in (PMID: 26499245). The number of in silico spike ins (Sins) was estimated by computing median of the chromosome-wide per-bin coverage of the local HiC matrix at the targeted region (IgH). Then the number of reads per bin pair resulting in the final coverage of each of the 5kb bin equal to Sins was sampled using Hi-C map obtained in the WT Ch12 cells (excluding the targeted region from the procedure). This resulted in a Hi-C matrix whereby all the rows had similar overall coverage. This matrix was then and normalized using Knight-Ruiz balancing algorithm with the juicebox pre -r 5000 command. Hi-C 2 in the 7134-tumor cell line
We first generated the fasta file corresponding to the tumor genome. We considered mm9 genome assembly and included chromosomes 1-11 and 13,14,16-19 and chromosome X without modifications. Based on our previous sequencing data, we assembled the translocated chromosome by connecting chromosome 12 piece 1-114,658,552 to chromosome 15: 61,810,260 onward (chr12T15). We generated BWA index file and juicer to prepossess the libraries and obtain raw ligation frequency matrices at the resolution of 5 kb. We exported the raw interaction frequency matrix corresponding to this chromosome to R. To obtain the spike-in matrix for the normalization purpose we aligned one of our high density in situ Hi-C (activated B cells) against the 7134 tumor genome and processed as outlined in the section above. We exported the chromosome -wide matrix for chr12T15 and normalized it with juicebox using Knight-Ruiz balancing algorithm with the juicebox pre -r 5000 command.
DATA AND SOFTWARE AVAILABILITY
The accession numbers for the deep-sequencing data reported in this paper are GEO: GSE82144 and GEO: GSE98119. from the left-hand side of the domains), the horizontal to Top and the horizontal to Bottom comparisons were considered. Pixels with FC > 1.1 and p value < 0.05 were retained and clustered to obtain stripes. Stripe calls were manually filtered using Juicebox visualization tool. In the final step, loop contacts were removed from consideration (bottom right panel). An analogous approach was used to identify 5 0 stripes, whereby the vertical to Left and vertical to Right ratios and p values were considered (not shown). 
