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1. INTRODUCTION 
Let G be a finite group and let K be a field of characteristic p > 0. 
Recently several studies have focused on the homological invariants of 
finitely generated KG-modules. In [l] Alperin proposed the study of the 
complexity of a module. The complexity is related to the degree of the 
polynomial rate of growth of the terms in a projective resolution of the 
module (see Definition 2.4). In [2] Alperin and Evens proved that the 
complexity of a KG-module M is equal to the maximum of the complexities 
of the restrictions of M to elementary abelian p-subgroups of G. One of the 
roots of the Alperin-Evens Theorem is Quillen’s Dimension Theorem (see 
[21] or [22]), which with some difficulty can be interpreted as saying the 
same thing for the special case of the trivial KG-module. Alperin and Evens 
[3] and Avrunin [4] have further studied the annihilator in Ext&(K, K) of 
the cohomology of M, and have produced theorems of a similar nature. 
These are related to the work in [9] on the structure of the cohomology ring 
Ext&(M, M). 
The purpose of this paper is to investigate the relationship between these 
homological invariants and the structure of the module. We concentrate on 
the case in which G is an elementary abelian p-group. However, using such 
results as those mentioned above, we can apply the present work to more 
general groups. Even as the earlier results indicate that much of the structure 
and cohomology of a module is revealed in the restrictions to elementary 
abelian p-subgroups, we show here that, in the case of an elementary abelian 
group, much of this information can be found by looking at the restrictions 
to cyclic p-subgroups of the group of units of KG. Some of the results in this 
paper were announced in [S]. 
Let G = (xl ,..., xn) be an elementary abelian group of order p”. Suppose 
that K is algebraically closed. To any finitely generated KG-module M we 
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may associate two varieties V(M) and W(M) in Kn. The first consists of0 
and of all (a, ..., a,)E K” such that he unit 1 + C ai(xi - 1) E 
freely onM. of the foundations of this theory is a result ofE. C. 
de (see Theore 4) which characterizes fr emodules as ones on which 
such units act freely. Dade’s original proof in [ I.31 used difficult bu
basically elementary techniques. Theproof presented here is no shorter than 
the original, butit employs the same sort of cohomological arguments hat 
are used throughout the paper. Some properties of the variety a/are explored 
in Sections 5 and 6. One of the most important is hat V(M OK Iv) =
for all KG-modules M and Iv (Theorem 5.6). 
Section 7 the variety W(M) is introduced. It is the Z~TQ set of an ideal 
in a polynomial subring of Ext&(K, K). T 1 is related to the 
a~~ihiiator of the identity element in Ext$ It is shown that 
V(M) c W(M) and that he dimensions ofthese is the complexity of
One consequence ofthis development isa new proof of 0. lX3ll’S 
eorem [ 191, which gives amethod for computing the complexity. 
Avrunin and Scott I.51 have recently proved that in fact V(M) = W(M) for 
ali M. also verify this in two special cases. Ef M i 
periodi G-module, then it can be shown that V(M) = 
(see Theorem 8.2). Thus, we have a new proof of one o e main results of
[6]. When p = 2 and G is an elementary abelian 2-group, the equality ofthe 
varieties follows from a theorem concerning the structure of the ~~horn~~o~~ 
ring of M. An element of Ext&(M, M) is nilpotent ifand only if its 
restriction o every cyclic p-subgroup ofthe group of units of KG is nilpotent 
(Theorem 9.1). Using this fact, we get a ~bara~t~~~~atio~ of theradical of
~xt~~(~~~) in Section 10. 
Sections 2 and 3 consist primarily ofpreliminary material. 
results inSection 2 are either well known or routinely derived from well- 
known facts. The knowledgeable reader may wish to familiarize himself only 
with Definitions 2.10 and 2.11 and proceed with the rest of the paper, 
returning to this ection ly as needed. 
2. PRELIMINARIES 
In this ection weestablish some notation, definitions, a d basic facts that 
are used throughout the paper. Let G be a finite group and let K be a fiel 
characteristic p > 0.Only finitely generated modules are considered in this 
paper. Recall that if G is a p-group, then KG is a local. ring and every 
projective KG-module is free. 
If M is a KC-module, let Dim M denote K dimension f
subgroup of G, then MH is the restriction of to a K~-rnod~l~~ 
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be the radical ofKG. The socle of M, denoted Sot(M), is the sum of the 
irreducible submodules ofM. 
I. Free Modules, Resolutions, and Complexity 
If H is a subgroup of G, then let fi = C,,EH hE KG. It is easy to verify the 
following. 
LEMMA 2.1. Let G be a p-group. The ideal K . G is the unique minimal 
left ideal in KG. 
LEMMA 2.2. Let G be a p-group and let M be a KG-module. Then 
Dim GM Q 1 Dim M < Dim Sot M. 
IGI 
Moreover the following are equivalent. 
(a) Dim GM= l/]G] DimM; 
(b) l/]G]DimM=DimSocM; 
(c) M is a free KG-module. 
ProoJ Suppose that there exist m EM such that G”m # 0. Define 
~1: KG + M by q(cr) = am for all 1~: E KG. By the last lemma, ~7 is one-to-one. 
Since KG is a Frobenius algebra (see [121) the sequence 
is split. An induction Dim M proves the left inequality andalso proves 
that (a) is equivalent to (c). 
Because G is a p-group, Sot M is a trivial KG-module. Since KG is 
Frobenius algebra, there xists a monomorphism 0: M + F, where F is a free 
KG-module and where F/8(M) has no free submodules. Hence, Sot F = 
B(Soc M) and Dim F = ] G I . Dim(Soc M). This completes the proof. 
Let M be a KG-module. Suppose that F is a free KG-module and ~7: F--f M
is an epimorphism. We may write the kernel of q as Q(M) BE, where E is 
projective andB(M) has no projective submodules. The module 0(M) is 
unique up to isomorphism and is independent of he choice of v, and F (see 
[ 161). Inductively, we define B”(M) = Q(,Q”-l(M)) for n > 1. Since KG is a 
Frobenius algebra we may in a dual fashion define W’(M) and fin-“(M) = 
Q-‘(a-n+‘(M)) for n > 1. 
For any KG-module M, there xists a minimal projective resolution 
(6 6): . ..&F.at,F,~M-0. (2.3) 
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That is, for each t > 0 the image of ~3, is iso 
lifting of (F, E) to another projective resolution 
each term. 
DEFINITKIN 2.4 (see [11). The complexity c&J) of a ~G-rnod~~~ M is 





where (F, E) is a minimal projective resolution of M. 
A thorough discussion of complexity may be found in [ 11 or [Z]. 
require only a few easily proved facts. 
LEMMA 2.5. Let A4 and N be KG-modules. Then cG 
Proof. A projective resolution (although not necessarily a minimal one) 
for M @ iV may be obtained by tensoring the sequence (2.3) with N. The 
definition then proves the lemma. 
LEMMA 2.6. Let G be a p-group. Let b be the least of the integers s > 0 
such that 
lim Dim Ext&(M, K) = o 
t-rcc tS 
Thez b = c,(M). 
Proof It is only necessary toverify that 
1 Dim F, < Dim Ext&(M, K) < Dim F,. 
IGI 
Every element of Ext&(M, K) . is an equivalence lass of elements in 
Hom,,(F,, K). Since (F, E) is a minimal resolution, a,(F,) c Rad KG . F,_ i 
for all k. Thus every element of Horn&F,, K) is a cocycle and no nonzero 
element is a coboundary. We conclude that 
Extk&4, K) z Hom,,(F,, 
Since Hom,,(F,, K) is the socle of Hom,(F,, K), the inequality s imphed by 
Lemma 2.2. 
For later reference we state the Alperin-Evens Theorem. 
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THEOREM 2.7 [2]. Let G be a finite group and let M be a KG-module. 
Then 
where the maximum is taken over the lementary belian p-subgroups of G. 
II. Shifted Subgroups and Free Modules 
Let G = (x1 ,..., x,Jbe an elementary abelian group of order p”. The 
radical of KG consists ofall CgEG agg, ag E K, such that C ag = 0. In 
particular (Rad KG)/(Rad KG)* h as a K-basis consisting of the cosets of the 
elements xi - 1, i = I,..., n. Now G’= IJyZr(xi - l)p-’ E (Rad KG)“‘P-l’ 
and (Rad KG)n(p-l)+l = 0.If w E Rad KG then wp = 0. 
Let A = (a,) be an n x n matrix with entries inK. For each i let wi be an 
element in Rad KG such that 
wi = i aji(xj - 1) mod(Rad KG)‘. 
j=l 
For each i, 1 + wi is unit of order p in KG. Let H = (yl ,..., y,)be an 
elementary abelian group of order p”. Define 9’: H + KG by q$ yi) = 1 + wi 
for all i. Let w: KH --f KG be the linear extension fq. 
LEMMA 2.8. The homomorphism li/ is an isomorphism f and only if the 
matrix A is nonsingular. 
ProoJ: If A is singular then clearly v/cannot be onto. So suppose that A
is nonsingular. By Lemma 2.1 and a dimension argument, we need only 
show that w(p) # 0. There exist elements ziE Rad KH such that yl(zJ = 
xi - 1 mod(Rad KG)* for all i. Let z = nr=r zp-‘. Then W(Z) = G # 0. 
Hence 0 # z E (Rad KH)“(p-l), z=PE?for some/?EK,/?#O, and 
ly(I+$&O. 
LEMMA 2.9. Let u1 ,..., u, be units of order p in KG such that he 
elements u1 - I,..., u, - 1 are K-linearly independent module (Rad KG)*. Let 
H = (ul ,..., uJ.Then KG is free as a left KH-module. Moreover, ift= It, 
then the mbedding H -, KG induces a ring isomorphism KH --f KG. 
ProoJ: For each i let ali,..., ani be elements of K such that ui - 1 = 
Cj”=, aji(xj - 1) modulo (Rad KG)2. Let ai = (ali,..., 01,~) E K”. By 
hypothesis a,,..., at are linearly independent, andthere xist CX~+~,..., a,, so 
that a1 ,..., an is a basis K”. For i > t, let ui = C aji(xj - 1). Notice that 
A = (aij) is a nonsingular matrix. Let G’ = (ur,..., u,). By Lemma 2.8 the 
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inclusion map G’ --f KG extends to an isomorphism ofKG’ onto KG. eIlC% 
KG is a free left KG’-module. Since H is a subgroup of G’, KG is also afree 
-module. 
We conclude this part of the section by defining two terms which will 
greatly simplify the exposition n the remainder ofthe paper. 
~~F~N~~~oN 2.10. A generating set for KG is a collection U, ,~..9 ~1,of 
units of order p in KG, such that he elements uI- I,..., U, - 1 form a basis 
ad KG module (Rad KG)*. 
’ + K” be a linear transformation wh se matrix (relative to 
sis) is A = (aij). Then T induces a bomom~rph~sm vT: KG --) 
w,(Xj) = 1 + ~ ajj(Xj - 1B~ 
j=l 
If A is nonsingular, then v/~ is an automorphism. For a = (CL~ )‘.~~ QJ E $7, 
let U, denote the unit U, = 1 + C czi(xi - 1). 
EFINlTION 2.11. A shifted subgroup of order pf in KG is the image of 
the subgroup (x1 ,..., XJ under a homomorphism ‘y, f~or some invertible T. 
That is, if H is a shifted subgroup, then H is an elementary abelian p-
subgroup of the group of units of KG, and H 1 )...) ut where ui = uaci, 
for a(l),..., cr(l) inearly independent elements o 
It should be noted that if H= (~r?.~., ed s&group of 6, then 
there exist ut+ ,,.. ‘,u, such that u1 ,..., U, is set for KG. 
oreover, KG is free as a left KH-module. etlnition 2.1E
presumes that we have chosen aset of generators forG. Jn Section 6 we will 
broaden this definition s mewhat. 
H. The Cohomology Ring of an Elementary Abelian p-Group 
Let G = (x1 )..~, XJ be an elementary abelian grou of order p”. The 
structure of the cohomology ring H*(G, K) E Ext&(K, ) is well known. It 
may be easily found using the Kiinneth formulas (see [IO] or [ZS]). Bnthe 
discussion that follows, we shall fix some notation for later use, and derive 
some results concerning the restrictions of the cohomology to cyclic shifted 
subgroups. 
LEMMA 2.12. Suppose that 
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is a minimal free KG-resolution of K. Then 
Ext&(K, K) 2 Horn,@,, K) z Horn,&?(K), K), 
for all t > 0. 
Proof. The minimality of the resolution guarantees that a#,) c Rad F,_ 1 
and W~t+l(~t+ J g Q’(K) f or all t > 1. Hence, every homomorphism from 
F, to K is a cocycle and every coboundary is zero. This completes the proof. 
Let U= (u) be a cyclic group of order p. A minimal KU-projective 
resolution of K is given by the sequence 
. . . ----+E,- ” E,~E,&K+O, (2.13) 
where every E, g KU and 3; is multiplication by (u - 1) for i odd, and by 
(u - l)p-’ for i even. More specifically let Ei = KU. ei, s’(eJ = 1, and let 
ai(ci)=(U-l)ei_i, if i is odd 
= (u - l)pP’ e,_i, if i is even. 
Then Horn&E,, K) is a space of dimension one and generated by gi, where 
g,(e,) = 1. 
Assume that p > 2. Let y= cl(g,) in Ext&,(K, K), and q = cl(g,) in 
Extk,(K, K). It is not difficult to show that r2 = 0, yf = cl(g,,) and 
Y% = cl(g*,+ 1). 
LEMMA 2.14. Ifp > 2, then Ext&(K, K) z K[y] @ d(q) where K[y] is a 
polynomial ring generated by y and A(q) is an exterior algebra of dimension 
‘. 
Using the Kiinneth formulas (see [20]), we derive the following. 
PROPOSITION 2.15. Let G = (x1 ,..., x,,> be an elementary abelian group 
of order p” where p is an odd prime. Then 
Ext&(K, K) z Ext&,)(K, K) @ ..a @ Ext&&K, K). 
The multiplication obeys the usual commutativity rule; i.e., if ill, v are in 
degrees r and s, respectively, then ,W = (-1)‘” VP. Hence 
Ext&(K, K) z P(G, K) @A, 
where P(G, K) = K[<, ,..., Z;,] is a polynomial ring and /i =/l(qr,..., vn) is an 
exterior algebra. For each i, ii comes from a generator in ExtiCXi,(K, K). The 
generators y, ,..., q, are in Ext&JK, K). 
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e need to make our notation even more explicit. etF,=KG andP,= 
Cy=, KGa, be free modules. The sequence 
0---42’(K)-F,- (2.16) 
where ai = xi - 1, is exact and is the first two terms of a minimal 
projective resolution of K. The reader may verify the following. 
LEMMA 2.17. If p > 2, then D*(K) is the $~b~Qd~l@ ofFi generated by 
b, = (xi - l)P-” ai, i = I,..., n; 
qj+- l)aj-(xj- l)Ui, l<i<j<n. 
These elements are linearly independent modulo Rad KG . e may 
assume that & = cl(&), wherefi E Horn,,@*(K), K) is defined byfi(bj) = 6, 
andJ;.(cjL) = 0 for all i, j, k. 
Suppose that a = (err ,..., or ) E K”, a # 0. Let U= (u,) be the cyclic 
shifted subgroup generated byu = U, = 1 + Cy=r czi(xi - I). The embedding 
KU+ KG induces a change of rings map 
resG,U: Ext&(K, K) -+ Ext&,(K> ). 
Notice that resG,U is not really a restriction unless U is a subgroup of 6. 
However, it is a ring homomorphism since it commutes with cup products 
(see 120, p. 2321). 
To compute values for resG,U we need a KU-lifting of the identity map 
from the projective resolution n (2.13) to that in (2.16). That is, we find p,) 
p,, v such that he diagram 
0--4*(K)+ F, --+ F, -K---p 
1u Ll Lo ;/ 
O- K -E, -E, -K--+0 
commutes. The K in the lower left corner is, of course, *(Ku). Using 
the notation of (2.13) it may be assumed that pUo(e,) = 
Likewise p, can be chosen SO that pI(e,)= ~~=I aiL;ri. 
@ - ~Y-‘Pl@,). 
LEMMA 2.18. For p > 2 let L be the sub~od~~~ ofQ*(K) which is 
generated by all cij, 1 < i <j < n. Then 
v( 1) = 5 aqbi mod(Rad KG) . L. 
i=l 
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Proof. Let m = Cyzl aria,. It is sufficient to show that (U - l)P-‘m = 
CF=, aPbi modulo (Rad KG) - L. It is appropriate to prove this by induction 
on n. If n = 1 the result is obvious. For n > 1 let U’ - 1 = cy_: ~i(Xi - 1) 
and let m’ = 2;:: a,~,. By induction 
n-1 
(u’ - l)P-’ m’ = c afb, mod(Rad KG) - L. 
i=l 
Now u - 1 = U’ - 1 + a,(~, - 1) and m = m’ + a,a,. So 
p-2 
(u - l)Pp’m = (u’ - l)p-’ m’ + C (-l)k at-l-k(~’ - l)k(~, - l)pP’-k m’ 
k=O 
P-l 
+ k;l (-1) 
k a;-k(U’ - l)k(X, - l)p-‘-k a, 
+ agx, - 1)P-’ a,. 
Notice that the binomial coefficient (pi ’ ) = (-l)k. Also 
(2.19) 
n-1 
(X, - 1) m’ = C CIi(X, - 1) Ui 
i=l 
n-1 
= c (a,(x, - 1) a, - CLiCin) 
i=l 
E (u’ - 1) a, modulo L. 
The Lemma is proved by substituting this last relation into (2.19). 
PROPOSITION 2.20. Suppose that p > 2. For a = (aI ,..., a,) E K”, a # 0, 
let U = (u,) where u, = 1 + Cr=r ai(xi - 1). Let y, be the generator for 
Ext&,(K, K) chosen us in Lemma 2.14. Let Cl,..., 5, be the generators for 
P(G, K) chosen us in Lemma 2.17. Then for each i = l,..., n 
ref%,dCi) = 4Y,. 
More generally, iff is a homogeneous polynomial of degree t > 0, then 
5 =f (5, ,-**, C,J E P2f(G, K) = P(G, K) n Ext&(K, K) 
and 
res,,,(C) =f (G,..., 4) . yf,. 
ProoJ: It suffices to note that y, = cl(g), where g: a2(K,) (Z KU) + K is 
given by g(1) = 1. Also res,,,(l;i) = cl(J; 0 v). But J;:(v(l)) = ~7. The last 
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statement inthe lemma is derived from the fact at res,*, com.m~tes with 
cup product in this case. 
The case p = 2 can be handled in a similar fashion. The results are 
easier to obtain because if / Uj = 2, then J&K,) g K,. En part 
Ext&#c K) E K[y] is a polynomial ring enerated by y E Extj&K, K). 
y can be taken to be the class of the identity map. Therefore, 
Ext&(K, K) E P(G, K) z K[i, -a*) i,]. (2.21) 
Now Q(K) is the augmentation ideal in KG, and ii may be taken to be the 
class ofA: Q(K) -+ K, whereL(xj + 1) = 6,. 
PROPOSITION 2.22. Suppose that p = 2. For a = (aI :-, a,) E K”, a f 
U= (ua) where u, = 1 + C (zi(xi + I). Let ii, y, be chosen as above. 
en 
IfJ is a homogeneous polynomial ofdegree t, then 
resG,&.f(5, ,..., L))=f(ch ,..., 4 rl, I
IV. Changing the Hopf Algebra Structure 
Let G = (x1 ,.~., x,Jbe an elementary abelian group of order 
algebra KG is a Hopf algebra with coalgebra structu 
given by the diagonal x + x @ x for all xE 6. If L and 
we use this tructure to make L OK M into a de. That is, we let 
x(l@m)=xl@xm for all xEG, IEL and However, we saw 
earlier inthis section that there are many generating sets for KG (see 
efinition 2.10). By choosing another generating set xi,..., x; we get a 
different coalgebra structure. L tL 0; M be the tensor product with the 
action of KG defined by
xi’(l 0’m) = Xfi 0’ xjm 
for all i= I,..., n, IEL, mEM. 
Hn general L @I M is not isomorphic toL 0’ . Examples can be found in 
[ 1 E 1~ For let G = (x1, xz) be a group of order 4, and suppose that 
a & GF(2). Let x; =x1, x; = 1 + a(x1 + a> + (x2 + 1) 
KG/KG@; + I). Then M has dimension 2, and xi acts trivially 
an ’ M. However, x; does not act trivially on @ Ivf. 
part of the section, we want to show that some properties of the 
tensor products are independent of he coalgebra structure. The first lemma 
is obvious if is a subgroup of G. The general proof is sli~bt~y more com- 
plicated. 
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LEMMA 2.23. Let H be a p-subgroup of the group of units of KG. 
Suppose that L and M are KG-modules and L, is a free KH-module. Then 
(L @ M)H is a free KH-module. 
Proof We proceed by induction on DimM. If Dim M= 1, then Mz K 
and L @ Mr L. If Dim M > 1, then since G is a p-group, there exists a 
submodule N of M with N r K. By induction (L @ N)n and (L @ (M/N)), 
are free KH-modules. Therefore (L @ M)t, is also free. 
PROPOSITION 2.24. Let x1 ,..., x, and xi ,..., XL be two generating sets for 
KG. For KG-modules L and M, let L 0 M and L 0’ M be the tensor 
products with KG actions defined via the respective diagonals of the two 
generating sets. Then L @ M is a free KG-module if and only tfL 0’ M is a 
free module. 
Given KG-modules L and M, we can make Hom,(L,M) into a KG- 
module by defining (xf)(l) =x - f(x-‘1) for all x E G, f E Hom,(L, M) and 
1 E L. Let L* = Hom,(L, K) be the K-dual of L. Define w: L* @M-t 
Hom,(L, M) by ~(3,@ m)(l) = i(1) . m for IEL*, mEM, IEL. It is well 
known that v is a KG-isomorphism. In general, we know that a KG-module 
N is free if and only if N* 0 N is free. For N is free if and only if the 
identity homomorphism I is in G” . Horn&V, A’) (see (62.3) of [12]). The 
latter condition implies that 
Horn&N, N) = Soc(Hom,(N, N)) = G’ - Hom,(N, N). 
LEMMA 2.25. Suppose that L and M are KG-modules. Then L 0 M is 
free if and only if L * @ M is free. 
Proof IfeitherL@MorL*@Misfree,thensoisL@M@L*@M*. 
For we know that 
(L@M)@(L@M)*EL@M@L*@M*z(L*@M)@(L*@M)*. 
LEMMA 2.26. Let L and M be KG-modules. Then L * 0 M is a free KG- 
module tf and only if 
Dim Horn&L, M) = h (Dim L)(Dim M). 
Proof Since Hom,,(L, M) = Soc(Hom,(L, M)) and since 
Dim Hom,(L, M) = (Dim L)(Dim M), the lemma is proved by Lemma 2.2. 
Proof of Proposition 2.24. Lemmas 2.25 and 2.26 are also valid when @ 
is replaced by 0’. Consequently, the questions of the freeness of L @ M and 
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E 0’ M both are equivalent to a question about the dimension of 
omKG(L, ha). However this dimension is independent of the opf algebra 
structure. 
emark 2.21. Later in the paper it will be helpful toconsider KG as a 
truncated polynomial ring; i.e., 
where Xi = (xi - I) for all i. The usual coalgebra structure on such a ring is 
given by Xi -+ Xi @ 1 + 1 OXi. Thus for KG-modules % and M, define 
L 0 M to be the tensor product with 
Xi(l~m)=Xil~m+I&Yim 
for ! E L, m E M. A compatable KG action on 
Cxif>(Q = xif(z> -SCxi 4 
r 1 E E, SE Horn&, M). When this tructure is employed, we denote 
'*K by r?om,. The reader may check that Lemma 2.23 and 
Proposition 2.24 all are valid when @ is replaced by,g. 
3. A NOTE ON CUP PRODUCTS 
e a finite group and let K be a field of characteristic p > 
be a minimal projective resolution of the trivial KG-module. Hence, the 
image of a,: F, + F,_ I is Q’(K) for all t. Let M be a KG-module. Then the 
sequence 
. . . -F, @M- “@’ F&)&f& 
is a projective resolution for K @ ME M. If i E Extk, M), then [ is 
represented by a cocycle j F, 0 M + M. Since jo )=O, we may 
consider S to be an element of Horn,,@‘(K) @ M, 
LEMMA 3.2. Let ci E Ext&#4, M), i = 1, 2 and szRppose that ii = d(fi), 
where fi:: fJri(K) @M-t M. Then the cup product i, [, is the c~~~rno~o~y 
class of the homomorphism 
f, 0 (1 Of,): W(K) @ W(K) @M-, M. 
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ProoJ Any element of Ext&,(M, M) can be represented by an exact 
sequence which has length Y and which begins and ends with M (see [20]). 
In particular ri is the equivalence class of any exact sequence Ci for which 
there is a commutative diagram 
03LP(K)@M- Erie1 ---+ .f. - E, -M-O 
I fi ! d-l P8 1 II 
Ci:O- M ---+ B;;-, -..a- B; -M-O, 
where Ej = Fj 0 M for 0 <j < ri - 1. The cup product of c, and & is the 
equivalence class of the Yoneda splice of C, and C,. Hence, we have a 
commutative diagram 
where 
Ej=Fj@M for O<j<r, 
= Fj;j-, @ W(K) @M for r2 <j, 
L = P’(K) @ Qrz(K) 0 M and the vertical m ps are 
vj=p; for O<j< r2 
=P;-r2 o (1 of,> for r,<j<r,+r,. 
The lemma follows from the fact hat he upper sequence isthe first rl+ r2 
terms of a projective resolution of M. 
It should be pointed out that there is a standard isomorphism 
from Ext&(M, W to H*(G, Hom,(M, M)). The product on 
H*(G, HomK(M, M)) is defined via the composition pairing on 
Hom,(M, M), and it is, of course, the same as the one we have discussed 
here. 
We wish to consider the representations of powers of elements in 
Ext&(M, M). If L is a KG-module, then let [L]’ denote the tensor product 
over K of t copies of L. Let (L]’ = K, the trivial KG-module. In this 
discussion K @ L will be routinely identified with L. Fix a positive integer r 
and a KG-module M. For each positive integer i write i= sr + t, where 
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O<t<?-, and let Ei = F, @ [CJ’(K>]” @ . Let E’=E@l:E()= 
F,@M-tM.ForO<t<rlet 
et a;,: EST -+ Es,- 1 be the composition of 
E 0 [I I” 0 1,: Es,-, pr(K)]” 0
with 
It is easy to check that 
. . . -E, -%E,“L,n?E--,O (3.3) 
is a projective resolution for M. Note that the kernel of air-, is 
[W(K)]” @I M. w e wish to show the following. 
PRQPO~~TION 3.4. Suppose that [E Extk, ) M) and that s; = cl(f) fo, 
fE ~om~~(~r(K) @ M, M), Then p E ExtFG Ikf) is represented by the 
homomorphism 
f,=fo (1 @f)o ... 0([l]“-’ @f): [Q”(K)]“@ 
Proof This follows directly from Lemma 3.2 when s = 2. If s > 2, then 
by induction i”= < . I”-’ is represented by 
A4 is a periodic module, the representation of for some of the 
el i E Ext;,(M, M) h as a particularly niceform. ecall that a KG- 
module M is periodic fthere xists anexact sequence of the form 
where X0,..., X,-1 are projective KG-modules. If t is the least integer for 
which such a sequence exists hen we say that is the period of 
PROPOSITION 3.6. Let M be a periodic ~~-rnod~~e which has no 
projective submodules. Let 1: be a element of Ext&#C, K) and Eet Idenote the 
identity element in Ext$,(M, M). Suppose that he period tof A4 divides the 
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integer r,so that Qs’(M) z M for all s > 0. If [ + I = cl(f) E Ext&(M, M), 
where f E Hom,,(M, M), then 
r” . I = g.I)$ = cl(f”) 
for all s> 0. 
ProoJ By splicing copies of the sequence (3.5), we get a projective 
resolution 
. . . -x1-X&M+0 
of M where Xjt+ iz Xi for all j> 0 and 0 < i < t. Let (E, E’) be the resolution 
of M obtained in(3.3). We can find homomorphism p, BO,..., 8,-i such that 
the diagram 
0-Q’(K)@M-E,-,-es.---,E,-M-O 
1 P T or-1 T II 
00 
o- M -x,-,- ... -+X,-M-O 
commutes. The map p: O’(M) (s) + QR’(K) 0 M is a split monomorphism 
with projective cokernel. 
We can extend this to obtain a chain map 8: (X, E”) + (E, E’) which lifts 
the identity map on M. In particular fo 0 < j < r, 8,., +j: Xrs+j + E,,+j is 
given by the composition 
13,,+j= (10 [l]“@p) 0... 0(1 @p) 0 0,. 
Moreover p, : M + [G’(K)]” 0 M is a split monomorphism and is given by 
~,=([1]“-‘~~)~~~~~(10~)~~. 
By hypothesis < is represented by ahomomorphism g E Hom,,(B’(K), K), 
such that (g 0 lM) o p =J By Proposition 3.4, (i. 1)” is represented 
f, E Hom,,([F(K)IS @M, M), where 
Since Qrs(M) g M, (c . 1)’ has f, opu, :M + M as a representative. How ver, 
it is not difficult to show that f, 0 pu, =f”. 
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4. THE RANK VAHETY 
Throughout this ection, K is an algebraically c osed field of cba~acte~ist~c 
p? and G = (x; ,..., x,)is an elementary abelian group of order p”. For any 
element a = (a1 )~..) a, E K”, let u, = 1 + I:= 1 ni(xi - 2). Then u, is a unit 
in KG and it has order p if a # 0. 
EFINITION 4.:. Let M be a KG-module. Let F’( ) be the subset of 
consisting of 0 and of all aE Kn, a # 0, such that M j is not a free K(u 
moduie. 
It is obvious that V(M) depends on the choice of the generators X, ?.‘~, x, 
of 6. In fact, given any generating set for KG we can form a V(M) relative 
to that set. In Section 6 the dependence ofV(M) on the ~e~erat~~g set is 
red in detail. Unless otherwise tated, we assume that he set x, 91’.9 X, is 
LEMMA 4.2. Let u = u,, where 0 # a E K”. Then Dim(u - l)iW <
((p - 1 j/p) Dim M. Moreover, equality holds if and only $ a @ Y(M). 
ProoJ Since (2) is a cyclic group of order p, we know that MC,) z
L, @ 1.. @ E, where each L, is a cyclic, indecomposable (u)-module. Each 
Li has dimension atmost p and i projective f and oniy if its dimension is8” 
AiSO 
Dim(u - l)L, = (Dim Li) - 1 < ((p - 1)/p) . 
The last statement follows directly from the definition of 
HEOREM 4.3. The set V(M) is a homogeneous affine variety inK”. 
Proof: It is clear from the lemma that if p does not divide 
V(M) = K” and there is nothing to prove. So assume that p di 
and let = ((p - 1)/p) Dim M. Now choose aK-basis fwr AI, and for each 
w E KG let A(w) be the matrix that describes the action of w on 
to this basis. Hf0 # a = (aI ,..., a,)is a general point ir, Kn, then th 
l-4, - 1 is 
A(u, - 1) = fJ aiA(xi - 1)~ 
i=l 
y the last lemma, a@ V(M) if and only if the rank of A (u, - 1) is t. Conse- 
quently CL E V(M) if and only if the determinant of every t X t minor of 
A(u, - I) is zero. The determinant ofsuch a minor is a homogeneous 
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polynomial inthe variables 01~,..., ~1 . Hence, if I(M) is the ideal generated by 
these polynomials, then V(M) is the zero set of I(M). 
In general, V(M) is not an irreducible variety. It is clear that if M and N 
are KG-modules, then V(M @ N) = V(M) U V(N). See [8] for an example of 
an indecomposable module whose variety isnot irreducible. 
The remainder ofthis ection isdevoted to giving a cohomological proof 
of Dade’s lemma. Ove Kroll has also discovered a proof using cohomology. 
Although Kroll’s proof is somewhat shorter than the one we give, it uses 
some more sophisticated machinery. 
THEOREM 4.4 (Dade’s lemma [ 131). A KG-module A4 is free if and only 
if V(M) = (0). 
ProoJ: The theorem is clearly true when 1 G/ = p, and the “only if’ 
statement isobvious in any case. Suppose that M is a nonprojective KG- 
module such that V(M) = {O}. We may assume that M is indecomposable. 
By induction we assume also that he theorem holds for elementary abelian 
p-groups of order less than p”. We need the following. SeeProposition 2.20 
for notation. 
LEMMA 4.5. Let CfZ Pt(G, K), <# 0, be represented by g: Qt(K) + K. 
Let L be the kernel of g. Then 
Proof. For any a E K”, a # 0, J’~‘(K),,~, z E 0 K(ua), where E is a free 
K(u,)-module and KIU,) is the trivial K(u,)-module. R call that must be an 
even integer ifp > 2. Let a E 0’(K) be a generator for the Kc,,, component. 
Then K . a may be taken to be the image of ,R’(Kcu,,) under a chain map 
that lifts he identity from the minimal projective resolution of K(,,, to the 
minimal KG-projective resolution of K. If resG,CU ,([) = 0, then g(u) = 0 and 
a E V(L), since a is a generator fL(,,) on whi:h U, acts trivially. On the 
other hand, if Res c,(,,,([) + 0,then the K(u,)-homomorphism q: K + B’(K) 
given by q(k) = k. (g(a))-’ . a is a splitting for . Hence, in this case, L,,,, 
must be free. 
Let 5 f 0 be a element of P’(G, K). If p = 2, we require that 5 be the 
square of an element in P’(G, K). Suppose that 5= cl(g) for g: 8’(K) --) K, 
and let L be the kernel of g. By the last lemma and Propositions 2.20 and 
2.22, V(L) is a linear subspace ofK” of dimension 12- 1. Let a(l),..., a(n) be 
a basis for K” such that a(l),..., a(n - 1) is a basis for V(L). Suppose that 
a(i) = (ai1 ,..., ain) and ui = u,(~) = 1 + C;=i uii(xj - 1). Then u1 ,..., u, is a 
generating set for KG. Let G’ = (ui ,..., u,), H = (u, ..., u,-~). Let S = 
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KG’/(Rad KH) a KG’ z KG/N where N = 2;:; KG(u, - I). 
show that here is a commutative diagram 
where the top row is the first two terms of a minimal pmjectlve resolution of 
K and B is the homomorphism induced by multiplication by 8,- 1. 
Let pu, be the natural quotient ofKG onto 59’ = KG/N. NOW F has a free 
KG-basis consisting of ai ,..., a; where ai = ui - 1. As in Lemma 2.17, 
we can find independent generators bi,1 < i < n, and cije 1 < i < j < n for 
‘(K) such that 
a(b;)= (ZL- l)p-lai 
and 
a = (Ui - l)aj - (Uj - I)ai. 
In (4.6) let z(l) = (g(b;))-‘(u, - l)P-‘(1 $ N). 0f course g(bL) 
re~~,(~,)(~) # 0. If p > 2, then g(c;) = 0 for all i, j because i
p = 2, then g(c;> = 0 because [is the square of an element in Extk,(K, ). 
For I < i < n, g(bj) = 0 since res G,tui)((J = 0. Define pl: F+ S by ,ul(u;) = 0
for i = l,..~, n - 1 and ,LL~(c~;) = I + N. It is easy to check that he diagram 
utes. 
have shown that he sequence C in (4.6) represents 5 E Exti,(K, ). 
ence [ . I E Exti&4, M) is represented by 
Let S 0’ M be the tensor product of ,S and A4 with the action of KG given 
via the diagonal ofG’ (see part IV of Section 2). Wow S z 
(KH)G’. Hence by Frobenius reciprocity 
Now the variety V&M,) of M as a KH-module is {O). So by induction 
is a free -module and S 0’ M is a free KG-module. By ~~o~ositio~ 2 
S @M is a free KG-module. Therefore, G @ M is the first steps of a 
projective resolution f M. Hence M is a periodic K dule. The 
cohomology class [. I of C @ M can not be zero nor can any power of it be 
zero, since such powers can be obtained asequivalence classes ofthe splices 
of copies of C @ M. 
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This last step leads us directly to the desired contradiction. For suppose 
that <, and & are linearly independent elements ofP*(G, K). If p = 2, then 
assume also that 5, and C2 are squares. Select f,, fZ E Hom,,(.Q2(M),M) 
such that cl(fJ = & a I for i = 1,2. We know that O’(M) r M, so we may 
regard f,, f2 as elements of the local ring Hom,,(M, M). Because K is 
algebraically c osed, there exist cr,p E K, not both zero, such that 
f = af + /3f2 is nilpotent. Butthen cl(f) = (aCl + PC,) .1, and for some 
positive integer s 
by Proposition 3.6. This completes the proof of the theorem. 
5. SOME PROPERTIES OF V(M) 
Throughout this ection G = (x1 ,..., x,Jis an elementary abelian group of 
order p” and K is an algebraically c osed field of characteristicp. Let M be a 
KG-module. As remarked previously the variety V(M) may have many 
components. The dimension fV(M) is the largest ofthe dimensions ofany 
of its components. 
PROPOSITION 5.1. Let d = dim V(M). There xists a shifted subgroup H 
in KG such that 1 HI = pnUd and MH is a free KH-module. If H’ is any 
shifted subgroup with 1 H’I > pried, then MN, is not a free module. 
Proof: Because V(M) is a homogeneous variety, its image in projective 
(n - 1) space, KP+l, is a projective variety v(M). Now dim v(M) = d - 1 
and there xists a linear p ojective variety L in KP”-’ such that F(M) fl i is 
empty and dimi; = n - d - 1 (see, for example, [23]). Let L be the subspace 
whose dimension isn - d in K” and whose image in KP”-’ is z. Suppose 
that a(l),..., a(n)is a basis for Kn such that a(l),..., a(n - d) is a basis for L. 
Then u aCl) ,..., u,(n) is a generating set for KG. Let H = (u,(~) ,..., u,(,_~)). 
Since L n V(M) = {0}, we have that he variety V,(M,) of M as a KH- 
module is zero. Therefore, by Dade’s lemma (4.4), MH is a free KH-module. 
The last statement in he proposition s a consequence of the fact hat if w 
is a linear p ojective variety inKP*-’ with dim @ > n - d - 1, then w must 
intersect v(M). 
THEOREM 5.2. If M is a KG-module, then d = dim V(M) > c,(M). 
ProoJ: Let 
. . . --tF1 AF,AM+cI (5.3) 
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be a minimal projective resolution of M. 
order pn-* such that MH is a free module. 
exist un-d+I,.e., u, such that u, ,..., u, is a generati set for KG. Let G’ =I 
(u 1 I..‘? uJ.Since the restriction of sequence splits atevery stage, 
the sequence 
. . . -+I;F,-@F,--+ -0 (5.4) 
is exact. The modules r?M and I?Fi may be viewed as K(G’ modules 
since N acts trivially on them. In fact, each &Fi is a free K(G -module, 
Kence (5.4 K(G’/H)-projective resolution of Therefore w have 
that C,,,H < d. For cG r,#%W) < c, ,,N(K) Lemma 2.5, and 








by Lemma 2.2 and the Definition 2.4. This proves the theorem. 
PR~Pos~T~~N 5.5. Let A4 and N be KG-modules. If
then M @ N is not a free KG-module. 
Proof. Suppose that aE V(M) n V(N), a# 0. Lee a = a(I),..., a(n)be a 
basis for Kn and let G’ = (Us,..., uJ, where ui = uaCi) = I + C aii(xj - 1) for 
cli = (ail )~..) ain). Then u r,..., U, is a generating set for KG. Let @‘N be 
the tensor product of M and N with the KG action define via the diagonal 
map on G’ (see part IV of Section 2). Since U = (U r) is a subgroup of G’, we 
have that 
M,@‘N,=(M@‘N),. 
ecause aE V(M) n V(N), neither M, nor N, is a free ~~-module. If 
and N, are indecomposable nonprojective KU-components of and N,, 
respectively, then M, 0’ N, is a KU-direct summand of M 0’ N. t since U
is cyclic, M and N, are cyclic module whose dimensions are s than p. 
Hence p does not divide the dimension fM, 0’ N,, and M, 0’ iV, is not a 
free KU-module. This implies that M@’ N is not a free ~G-modeled 
Proposition 2.24, M 0 N is not free. 
THEOREM 5.6. Let M and N be KG-modules. Then V(M)n V(N) = 
V(M @ N). 
Proof. From Lemma 2.23 and the definition of Y, it is clear that 
P(A4 @ N) c V(M) n V(N). Suppose that a E V(M) f7 V(N). Let S = 
KG/KG(u, - 1). Let G’ = (Us,..., un), where u,,..., u is a set of generators 
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for KG and u1 = u,, U= (ur). Then it is not difficult to show that SE’ 
KG’ @KUK,,,r (Ku)“. Hence if H = (Us,..., nn)then S, is a free KH- 
module. Therefore V(S) must be the line in K” which runs through 0 and a. 
For given any /I not on this line, we can let u2 = ug, and conclude that 
P 65 VW. 
By Proposition 5.5,iV@ S is not a free KG-module. Hence, by Dade’s 
lemma (4.4), {0} # V(N @ S) c_ V(S). Since V(N @ S) is a homogeneous 
variety, it must also be ,the line containing 0 and a. The exact same argument 
shows now that V(M @ N@ S) must also be this line. Hence a is in 
V(M @ N @ S) c V(M @ N). This completes heproof of the theorem. 
6. A CHARACTERIZATION OF SHIFTED SUBGROUPS 
The purpose ofthis section is to characterize shifted subgroups in terms of 
their actions on KG and to determine theffect on the variety V of a change 
in the choice of generators for KG. As before G = (xi ,..., xn)is elementary 
abelian with order p”and K is algebraically losed ofcharacteristic p. The 
proofs ofLemma 6.1 and Theorem 6.2 are due to J. L. Alperin. They allow 
us to give an improved definition of shifted subgroup, i.e., one which does 
not depend on the choice ofgenerators for G. In Theorem 6.5 we show that 
this revision d es not affect the construction of the varieties. 
LEMMA 6.1. If w E (Rad KG)‘, w # 0, then KG is not free as a left 
K( 1 + w)-module. 
ProoJ Let H= (y,,..., yn+l )be an elementary belian group of order 
P “‘l. Define an action fKH of KG by letting yim= xim, i= l,..., n, and 
Y n+ ,m = (1 + w)m for all m E KG. Let a = (a1 ,..., a, ,) be an element of
K”+ ’ and suppose that aj # 0 for some jwith 1< j < n. Let ebe the identity 
element ofKG and let v, = 1 + CF:; ai(yi - 1). Let 
Y= fy (yk- 1)P-1. 
k=l 
k#j 
Then (yk-l)Y=O=(xk-l)Ye for all k<n, kfj. Also (v,-l)Ye- 
aj(xj - 1) Ye mod(Rad KG)2 Ye. So (v,-- l)p-l Ye = agW1 G” # 0. Hence if 
H’ = (y 1 y-ay .Y-1 TYj+ 1 3-.T Y,, v,), then H’ . KG # 0 and KG is a free KH’- 
module. Inparticular, KG is free as a K(v,)-module. Th refore thvariety 
V&KG) of KG as a KH-module is contained in the line through t e origin 
and the point (O,..., 0, 1). But Dim KG < Dim KH, and KG can not be free as 
a KH-module. ByDade’s lemma (4.4), V (KG) # {0} and 1 + w does not 
act freely onKG. 
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THEoREM 6.2. Let H be a p-subgroup ofthe group of units in K 
H is an elementary abelian group. Suppose that 
/ = pt. Then KG is free as a left KH-module 
- I,..., yt - 1 are linearly independent module 
ProoJ The first atement is obvious, ince K
part of the last statement is Lemma 2.9. So suppo 
module and that y1 - I,..., yr - 1 are linearly dep 
Then there xists a1,..., a, E K such that o1 ).,-, at ztx not all zero, and 
v, - 1 = + ai(yi - 1) E ( 
LTl 
But KH and hence also KG are free as M(v,)-modules. This contradicts 
Lemma 6. f. 
Using this theorem, wecould efkre a shifted subgroup as any ~-s~bg~o~ 
of the group of units of KG such that KG is free as a K~-~od~~e. Given 
such a subgroup H = (yr ,..., y,), we can find y,, ,,..., y, so that Y~~...~ y, is a 
generating set for KG. The homomorphism 0: KG-+ 
a(xi) = yi for all i, is an automorphism ofKG. Heslce 
subgroup (x1 ,.-., x,}under an automorphism ofKG. 
In the rest of this section we investigate th effect of a change of 
generators n the varieties V(M). 
LEMMA 6.3. Let H be a p-subgroup ofthe group of units in KG. The 
~01Iow~~g are equivalent. 
(a) KG is a free KH-module. 
(b) TheF-e exists a KG-module M such that is a free K~-mad~~e, 
Proo$ Clearly (a) implies (b). Supose that AI is a KG-module such that 
is free. Then by Lemma 2.23, (A4 @ KG), is a free K~-nodules 
KG is a direct sum of copies of KG and this descomposition must be 
respected by AX. So (b) implies (a). 
LEMMA 6.4. Let u and v be units of order p in KG such that (u - 1) 6? 
(Rad KG)’ and u = v module (Rad KG)‘. Let M be a KG-rn~d~~~~ Then 
MC,, 1s free lf and only I$ MC,, is free. 
ProoJ Suppose that yI ,..., ymPI are units of order p such that 
y1 ,..., Y, -~, u is a generating set for KG. Let 6’ = (yl ,... 9 y,_ 1p u) an 
V’(M) be the variety ofM taken with respect tothis generating set. Note 
that y1 ,.‘.) yn-, v is also agenerating set for KG. Let 6;” = (y:,..., ynPI, v) 
and Iet V’(M) be the variety relative to this et. Let S = KG/K 
Now u acts trivially on S and S g K(G’/(u)) as a ~(~~/(~))-m0du~e. Th  
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action of KG on S factors through the homomorphism KG E KG’ --+ 
K(G’/(u)). Since the image of u - 1 is in (RadK(G’/(u)))‘, then by 
Lemma 6.1, vcan not act freely onS. On the other hand, if w is a unit of 
order p in KG and if w - 1 + KG(u - 1) & (Rad KG)‘, then w must act 
freely on5’. We conclude that V’(S) and V”(S) are both equal to the line 
through t e origin a d the point (O,..., 0, 1)in K”. 
Let M be any KG-module. Suppose that MC,) is free. Then M @ S is a free 
KG-module by Theorem 5.6. By this ame theorem V”(M) n V”(S) = (0) 
and Ml,) is also afree module. The lemma is proved by reversing theroles of
u and v. 
THEOREM 6.5. Let x1 ,..., x, and y1 ,..., yn be generating sets for KG. For 
any KG-module M, let V(M) and V’(M) be the varieties of M with respect to
each of the generating sets. Suppose that A = (aij) isthe n x n matrix with 
entries inK such that 
xi - 1 c 5 aji( yj- 1) mod(Rad KG)* 
j=l 
for all i = I,..., n  Then V’(M) = T(V(M)), where T: K” + K” is the linear 
transformation wh se matrix with respect tothe standard basis in K” is A. 
Proof. For each a= (ai,..., a,JEK”, let u,= 1 +Cai(xi- 1) and v,= 
1 + C ai(yi - 1). Now if a# 0, then 
U, = 1 + fJ ai f aji( yj- 1) 
i=l i j=l 1 
= 1 + 2 (2 ajiai) (yj- 1) 
j=l i=l 
= vTCaj mod(Rad KG)*. 
By Lemma 6.4, a E V(M) if and only if T(a) E V’(M). 
7. THE COHOMOLOGICAL VARIETY 
Let G = (xi ,..., x,Jbe an elementary belian group of order pnand let K
be an algebraically losed field ofcharacteristic p. If M is a KG-module, 
then the ring Ext&(M, M) is a finitely generated mo ule over Ext:G(K, K).
Let IE Ext&(M, M) be the identity element and let J(M) be the annihilator 
of I in P(G, K) (see part III of Section 2 for notation). Notethat J(M) is the 
annihilator of Ext&(M, M). As usual for a = (al,..., a,) E K”, let U, = 
1 +Cai(xi- 1). 
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I%FINITI~N 7.1. Let M be a KG-module. Let W(M) be the set in K” 
consisting of 0 and all (r # 0 such that res,,C,a,(t;) = 0 for all cE S(M). 
THEOREM 7.2. W(M) is a homogeneous affine variety in Kn. 
ProoJ Let [* ‘...) [,, be generators forthe ring P(G, 
Proposition 2.20or 2.22. Since J(M) is homogeneous ideal inP(G, K), it is 
generated by afinite set of homogeneous polynomials z1 ,..., r1 EK[[, ..~, [,I~ 
The zero set W’ Z K” of these polynomials is a homog~~ero~s affine variety. 
Suppose that p > 2. If ri =f([r ,...) <, is 
ition 2.20, resG,cu,)(zi) = f (a:,..., a;)  y; j ence a = (a, ..~) a,E
if and only if ap = (cl:,..., af;‘)E W’. Howe 
is linear utomorphism of K”, and W(M) is 
en p = 2, W’ = W(M) by Proposition 2.22. 
THEoWsM 1.3. Let M be a KG-module. Then c&V) > dim 
Proox Let b = cc(Hom,(M, )). Since 
know by Lemma 2.5 that b<c&f). It is well know 
~~t~~(~Qrn~(~,~), K) for all t. So by Lemma 2.6, 





Let d = dim W(M) be the largest of he dimensions f the components of 
rW(M). Let Q be a prime ideal inP(G, K) corresponding to a component of
dimension d in W(M). That is, J(M) is contained in 9 and the field of
quotients of F(G, K)/Q has transcendence degree d as an extension fK. 
There ex ments zi ?,.., zd E P(G, K) which are algebraically independent 
modulo y the Normalization Lemma (see p. 266 of [24]) we may 
assume that z~,..., zd E P2(G, K). Note that if p = 2, then we may take 
z1 ,*.,, zd to be the squares ofalgebraically independe elements in dpl (6, K). 
so K[z, )...) zd]is a polynomial subring of P(G ) and Kjzl,...,zd] f? 
J(M)= {O}. N ow cup product with I induces a mono 
P(G, K)/J(M) into Ext&&W, M). So the dimension of Ext&(M, 
than tbe binomial coefficient (d’:-‘) since the latter is the dim 
space of homogeneous polynomials of degree t in K[z, ...9 zd]. 
a polynomial n tof degree d - 1. Equation 7.4 implies that 
. 
Hence c&W) > b > d. 
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THEOREM 7.5. Let M be a KG-module. Then V(M) c W(M). 
Proof. Let [ be a homogeneous element in J(M) and let 
(x = (a, )...) an) E V(M). From the definition of the varieties it suffices to 
show that res c,,,,,(i) = 0. A s was demonstrated in [8], the proof of the 
theorem would be easy if the action of Ext&(K, K) on Ext&(M, M) 
commuted with the restriction to shifted subgroups. In (11.3) we show that 
this is not generally true. Hence we must use more basic techniques. 
Suppose that 5 E Pf(G, K) and i = cl(g), where g: Qn’(K) --f K. Suppose 
that resG,(u,) (<) # 0. Then g splits as a K(u,)-homomorphism. Since i . I = 







commutes. Here F,-, is the (t - 1) term in a minimal projective resolution of 
K. Because M(,,) is not free, there exists a K(u,)-generator m E M such that 
m&(u,-1)M and (u,-~)~-~vz=O. Let 0: M+Q’(K)@M be the 
K(u,)-splitting. Then o(m) is a K(u,)-generator and (u, - l)pplo(M) = 0. 
Now F,_, 0 M is a free module, so there is an element m’ E F,- 1 @ M such 
that (u, - 1)m’ = (I @I) a(m). However this is impossible since then 
(U - 1) 0(m’) = m. Consequently resG,(U,)(c) = 0 as desired. 
The next theorem is the main result of this section. Its proof is nothing 
more than a combination of Theorems 5.2, 7.3, and 7.5. 
THEOREM 7.6. If M is a KG-module, then cG(M) = dim V(M) = 
dim W(M). 
There are two immediate consequences of this theorem. The first follows 
directly from Proposition 5.1. It was first proved by Kroll using different 
techniques [ 191. 
COROLLARY 7.7. Let M be a KG-module. The complexity c,(M) is the 
least of the integers s such that there exists a shifted subgroup H of order 
P”-’ with MH a free KH-module. 
The next corollary follows from the proof of Theorem 7.3. This result can 
be extended to arbitrary finite groups by using the Alperin-Evens Theorem 
(2.7). However it can also be proved by methods which are independent of 
the present construction (see [9]). 
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Y 7.8. If M is a KG-module then c&f) = cG( 
8. PERIODIC MQDULE~ 
In this ection we show that many of the results onperiodic modules in 
16, 141 can be proved using the constructions n this work. As before, G = 
(x r,“., x J is an elementary abelian group of order p” and K is an 
algebraically c osed field of characteristic p. 
LEMMA 8.1 (14, 141). Let M be a nonprejectiue KG-rn~~~~e~ Then 
) = 1 if and only if M is periodic. The period of a period of a periodic 
~~-~~d~~e is I ifp = 2, and is at most 2 ifp > 2. 
Proo$ Clearly, ifM is a nonprojective periodic modu!e, then c, 
So suppose that A4 has complexity 1.Then by Theorem 7.6, dim 
and there xist a linear hyperspace L of K” such that L n V(M) = {S). Let 
a(1 ),..., a(n) be a basis for Kn such that a(l),..~, a(n - 1) is a basis for I,. Let 
ui = uacij for all i= l,..., n  Let H = (uI,..., zd,-r) and G’ = (u!,~~~, 2dn), Now 
u14e~.9 U, is a generating set fol;KG. 
Let S = KG’ aKN KH z KG/N, where N is the ideal in KG generated by
241 - I,..., ?4 p, - 1. Now S is a uniserial KG-module with sis consisting of 
the elements (u, - 1)’ @ 1 for i = 0, l,..., p - 1. Moreover acts trivially on 
S. It is easy to check that V(S) = L. If p = 2, then the sequence 
where ~(1) = (u, - 1) @ 1 is exact. If p > 2, then the sequence 
where o(l@ l)=(u- l)@ 1 IS exact. In either case, tensoring the sequence 
with M produces an exact sequence which begins and ends in M. 
(4.4) and Theorem 5.6, S @M is free, because 
) = 10). This proves the lemma. 
T~E~~E~ 8.2. Let A4 be an ~ndecomp~sabie periodic 
V(M) = W(M) is a line in Kn. 
Proo$ Suppose that ct E V(M), u # 0. ket i be a nonzero element in 
Pzt(G, K) such that res c,cu,,([) = 0.Then [ = cl(g) for some g: 9;9”(K) + K. 
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Let L be the kernel of g. Since res,,(,a,([) = 0, we know that aE V(L). Then 
diagram 
has exact row. By Lemma 8.1, MF Q*‘(M). We choose v to be a split 
monomorphism of M into Q”(K) 0 M with free cokernel. Then i @ I is the 
cohomology class of the homomorphism 
f= (g@I) 0 v:M+M. 
By Theorem 5.5, aE V(L @M), and hence L @ M is not free and the row of 
the diagram does not split. Therefore, f can not be an isomorphism. Conse- 
quently, f is a nilpotent element in the local ring Horn&M, M). By 
Proposition 3.6there xists a positive integer s such that [” . I = cl(f”) = 0. 
We have proved that he radical ofthe ideal J(M) contains all [E P(G, K) 
such that res G&,(r) = 0. H ence W(M) = K . a g K” and by Theorem 7.5, 
W(M) = V(M). 
One interesting aspect of the above proof is that it does not depend on G 
being elementary abelian. Suppose that G is a finite group and M is an 
indecomposable periodic KG-module. Let E be an elementary abelian p- 
subgroup of G such that ME is not a free KE-module. We may define a
variety V,(M,). If a E VE(ME), a # 0, and if < is in Extk,(K, ) has 
resE,cU,,(resG,E(<)) = 0, then c. I is again ilpotent. Of course ME. need not 
be indecomposable, and so V,(M,) may not be an line. However we can 
deduce that any i E Ext&(K, K) whose restriction o (ua) vanishes for one 
a E V,(M,) must have the property hat its restriction o (u,) vanishes for 
all (Y E V,(M,). 
9. COHOMOLOGY RINGS IN p=2 
Throughout this ection G = (x1 ,..., xn)is an elementary abelian group of 
order 2”, and K is an algebraically c osed field of characteristic 2. Themain 
result ofthe section isthe following. 
THEOREM 9.1. Let M be a KG-module. An element [E Ext&(M, M), 
t > 0, is nilpotent zf and only zyres,,(,a,([) is nilpotent for all aE V(M). 
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The above theorem can be extended directly to an arbitrary finite group 
For in [9] it was proven that an element [E Extk,(M, M) is nilpotent if and 
only if its restriction o every elementary abelian 2-subgroup isnilpotent. 
Given a generating set of each elementary abelian 2-subgroup E of G we 
may define the varieties V,(M,). heorem 9.1 then says that 
< E Ext&( , M) is nilpotent if and only if resElcUa,(resGIE(&J) is ~~l~ote~t for
all E and all aE V&V,). 
The proof requires several lemmas. We begin with the case in which n = 2, 
i.e., / G 1 = 4. The rest will follow by induction. Throughout the proof we treat 
KG as a truncated polynomial ring KG = K[X, 9~..9 X,]/[Xf,..., Xf) where 
xi= (xxi- 1) for i= l,... , IZ. We shall use the notation i the remark (2.27), 
In particular, if A4and N are KG-modules, then 
and 
for all m E A4, n E N, f E fiom,(M, N). The advantage to this coaigebra 
structure is that if U, = 1 + C aiXi, then 
(24, - l)(m @ n) = (24, - 1)m 0 n + m @ (U, - 1)n. 
Note that G =X1 ~ . . . . X,,. It is easy to check that Idiom, 
Using this coalgebra structure, we may define a cup product on 
Ext&(M, M) E H*(G, Hom,(M, M)). It is the same as that product de~ned 
by the Yoneda splice operation, and hence it is the same as the usual 
groduct. 
LEMMA 9.2. Let G = (x1, x2) be an elementary abelian group of or 
Suppose that M is a KG-module and that M has a nonzero element 
that m E (u, + I)M for all a E K2. Then M has a ~ont~i~~al ~b~od~~~ of 
dimension 2. 
Proof: We may assume that M is indecomposa 
and m = m, f m,, m, E Mi, then the pair (mi, 
condition asthat in the hypothesis ofthe theorem when.ever mi# 0. The 
indecomposable KG-modules have been completely cias 
example, [1) or [ 171). The only ones which fail to 
submodules of dimension 2 are those of type (iii) n[ 17j 
[Ill- owever, each such module is isomorphic toD-!(K) for s 
Now -L(K), t > 0 contains o element m f 0 with M E (u, - I 
a E K’. For if it were otherwise, then Horn&K, -L(K)) z Ext&(K, K) 
would contain a nonzero element whose restriction o every cyclic shifted 
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subgroup was zero. However, by Proposition 2.22 this cannot happen. 
Therefore M is not isomorphic toC’(K), for any t > 0, and we are done. 
Let M be a KG-module. Let [M] ’ = & M 6 .a. 6 M (t copies of M). If 
REM, thenlet [rnlf=rn&m6...&,m~ [Mlf. 
LEMMA 9.3. Let G = (x1, x2) be elementary abelian and of order 4. 
Suppose that M is a KG-module and that m is a nonzero element of the socle 
of M such that m E (u, - l)M for all nonzero aE K2. There exists a 
positive integer t,which depends only on the dimension of M, such that 
[mlf E G”[M]‘. 
Proof. Let S denote the subspace of KG spanned by Xi = xi - 1 for 
i = 1, 2. We should notice that if [ml” = G”m’ for m’ E [Ml’, then for any 
s > 0, [m]‘+S = G(m’ @ [ml’). The proof of the lemma uses induction the 
dimension fM. The smallest possible case in which the hypothesis can hold 
is when Dim M = 3 and M z Q(K). The reader may check that he lemma 
holds with t = 2 in that case. 
Let L be a submodule of M of least dimension such that m E (u, - l)L 
for all aE K2. Since [L] tg [Ml’, the lemma is proved unless L = M. Now 
by Lemma 9.2, M contains a nontrivial submodule N of dimension 2.Let 
N = KGa for a E M. There exists a E K2, a # 0, such that (u, - 1)a = 0. 
Let U = U, - 1 E S and let V be an element of S such that U. V = G. Then 
V 3 a # 0 and Va generates the socle of N. Let b E M be an element such 
that Ub = m. Then 
e(b 6 a) = V(m 6 a) = m @ Va # 0. 
Write MG M= F @M, where F is a free KG-module and fi has no 
projective submodules. Let p: M $ M-t M be the natural projection. Let
M, = y7(m 6 M) c M. Now q(m 6 Va) = 0. So Dim M, < Dim M. Now let 
m & m = f + ti, where f E Sot(F) = c!?F and A E Soc(M,) E Soc(I?). By
induction, there xists aninteger s > 0, depending onthe dimension fM,, 
such that [fi]’ E G”[M,lS E G[M] 2s. Any element of the form c, @ . . . 6 cs, 
where each ci is either f or ti and some ci =A is in G”[M]2S. Therefore 
[m]2S= [m + f]” E G”[M]2S. 
We may deduce that = 2s ( 2DimM. 
LEMMA 9.4. Let G = (x1 ,..., x, ) be an elementary abelian group of order 
2”. Let M be a KG-module and suppose that m is a nonzero element of M 
such that m E (u, - l)M for all a E K”, a # 0. There exists a positive 
integer t,depending only on Dim M, such that 
[m]‘E G”[M]‘. 
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e proceed by induction n. ma 9.3 we m,ay assume 
Let H = (x1 ,...) x,_*). Then =x, * 1.. .x+*> where 
y induction, there xists aninteger s > 0, s depending on!y on 
that if0f(a,,aZ)EK2 and U~=~~,X,-,+CX,X,,~ then 
[m]s E m,[My. 
re, of course, f?_ua = ua) for u,= 1+ U,. Let 
=fT[A4]s. Then M is odule over the up A = (Xn-lrx,) 
element [ml” E M has the property hat Em]’ E (~6, - 1) 
Lemma 9.3 there xists aninteger r,depending only on 
[mlsr = [[m]‘]’ E X,_,ls=,[ 
Therefore [m]s’ E E7x,_1X,[M]‘s= G”[I%~]‘~. Since 
t = ST depends only on Dim M. 
y standard dimension arguments we know that Extk, 
‘- ‘@4), M) for all l > 0. We may consider [ to be in the latter 
e have an exact sequence 
where F,- I is a free module. Then the diagram 





H~%Mt - 1) ) S Hom,,(.Q’(M),  + Extk,( ‘-‘(M$,M)-+o 
is commutative with exact rows. The vertical maps are rn~~ti~~icatio~ by e. 
Since om,(F,-,,M) is free, v, is an ~~~mor~hism. If 
f E G . Horn,@(M), M), thenf is in the image of o.* and [ = 0. Similarly, if 
[= 0, thenf is in the image of (T* and hence it is also in the image of vz. 
Proof Theorem 9.1. Let [ be an element of Ext 
nilpotent, then its restriction t  every cyclic shifted 
nblpotent. So we may suppose that res,,(,a,([) = 0 for all aE 
t = 0, then [ is obviously nilpotent since Exti, 
we assume that > 0. 
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For any a E K”, write MIU,) = E, @p,(M), where E, is a projective 
K(u,)-module and p,(M) has no projective components. Then 
Ex&(u,,(M W = Ex~~,,~,@,W)~ P,(M)) 
for all t> 0. Since (uIy) is cyclic, p (M) is periodic and res,,(,a,({) = cl(f,), 
where f, E Hom,(,&,(M), p,(M)). Since res,,(,a,(c) is nilpotent, so is f, 
by Proposition 3.6. Therefore, f, E Rad(HomK(u,)@a(A4), p,(M))) and if 
ra = (Dim p,(M))*, then &)“a = 0. Let s = (Dim M)2. Then res,,(,al(c) = 0 
for all aE K”. 
Now suppose that r = cl(f) for f E Hom_KG(Qst(K) 6 M,M). We can 
assume that f = g 0~ where ,u: Q”(K) @M+ Q”(M) is the split 
epimorphism arising from some lifting to the minimal projective resolution of 
M and g: Qs’(A4) --f A4 is a homomorphism with cl(g) = i. By Lemma 9.5, 
g E (u, - 1) ilom,(Qsf(M),  f or all nonzero aE K’. Consequently, f isin 
(u, - 1) l?lom,(Qsf(K) 6 M,M) for all nonzero aE K”. By Lemma 9.4 there 
exists a positive integer r such that 
[f]‘EC”[fiom,(Qsf(K)6MM,M)]]‘. 
It is clear that for any integers 4 and r the map 
fiom,(Qq(K) $ M, M) -+ Aom,( [Qq(K)] r 6 M, [Qq(K)lr- ’ 6 M) 
given by g -+ [ 1 ] r-1 6 g is a KG-homomorphism. IfLr , L, , and L, are KG- 
modules, than the composition mapping 
Aom,(L,,L,)~Aom,(L,,L,)+Aom,(L,,L,) 
is likewise a KG-homomorphism. Inparticular, the map 
[l?Iom,(J7’(K) @ M, M)] r + Aom,( [Osf(K)] r 6 M, M) 
given by [g]‘-+go(lGg)o ..a 0([l]‘-‘6)) is a KG-homomorphism. 
Consequently, for5” = cl(f ), 
f,=f 0 (1 Qf)O ... o([l]‘~‘~f)E~~~om([~sf(K)]‘~M,M). 
By Proposition 3.4, (1;“)‘= cl(f,). F rom Lemma 9.5 we have that csr = 0. 
This proves the Theorem. 
10. THE RADICAL OF THE COHOMOLOGY RING p=2 
Let K be an algebraically c osed field of characteristic 2, and let G = 
(x 1 ,***, x,)be an elementary abelian group of order 2”. Theorem 9.1 allows 
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us to obtain some information on the radical ofExtz,( ) for any KC- 
moduleM. First we need to consider the cyclic case. 
Let M = (x) be a cyclic group of order 2 and let M be any 
e may write M= M, GM,, where M, has no projective sub
1 is a free KIY-module. Then M, is a direct sum of copies of the trivial KG- 
module. Now 
Hom,,(M,M) = 0” Horn,, 
i. j=O,O 
omKG(M, M) -+ Hom,,(M,, M,) be the projection h momorphism. 
mKG(Mo, M,), then f (MO) E Sot M, = Wad n/i,. Hence for 
G(h41, MO), g o f = 0. This implies that p is a ring homomorp 
Note further that Hom,,(M,, MO) = Hom,( AI,) is isomorphic tothe 
ring of Y x r matrices over K, where Y = Dim 
Let 
. . . -F1~Fo~K+O 
be the free I(6-I~resolution in which F, ES KH for all i and ai: Fi-t Fi_, is 
multiplication by x + 1. For convenience, w  shall identify ~xt~~(~, 44) 
with its isomorphic form as ExtiH(K, Horn&M, ))* Let a, be a free KS 
generator for Fi such that c(ezo) = 1and ai = (X + 1 )a,- ifor all i> 0. Let 
f E Hom,,(Fi, Hom,(M, M)) be ani cocycle. Since fo ai+ 1= 0, then 
f((x + l>@,> = 0, and f(ai) E Hom,,(M, M). If i > 0, then 
Ext&(K, Horn&W, M)) g Ext&(K, Hom(M,7 ~94,)). 
That is every element in the kernel of p is in h? ’ ~orn~(~~ 44). So for i > 0, 
the cocycle f is cohomologous tothe cocycle g, where g(a,) =~(f(aJ 
Moreover, since Hom,(M,, MO) is a trivial KG-module, cl(f) = 0 if an 
only if p(S(ai)) = 0 (i > 0). 
Let R=R,,@R,@R,@--. be the graded ring described asfollows. Let 
o be the set of all elements ofthe form (0,f) Msm,,(A4, M). For 
i > 0, R i is the set of all (is f), where f E Mom,, o)S Addition i Ri is 
given by 
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LEMMA 10.1. Let u: Ext&(K, Horn&W, M)) --t R be defined asjiiZZows. 
If 5 E Ext,&(K, Horn&W, M)), then 5 = CfzO [t for some St E Extk,(M, M)) 
and some t. Let ii = cl@), where fi E Horn,&‘, Horn&M, M)). Then 
define 
a(O = Co9 f CaO>> + i (-4 P(fXai))>* 
i=l 
Then o is an isomorphism ofgraded K algebras. 
Proof. It is clear form the statements precedding the lemma that CJ is an 
isomorphism ofK vector spaces and that CT preserves the grading. Hence it is 
only necessary tocheck that upreserves the multiplication. However, the cup 
product on Ext&(K, Horn,&!, M)) is defined bythe composition pairing on
Hom,(M, M). That is for &, Cj as above ii . Cj = cl(f), where f(ai+j) = 
.Uai> ’ fjCaj>- 
LetR’=R;@Rj@R;@... be a graded K-subalgebra of R. That is R,! =
Ri f? R ’ for all i> 0. Assume also that 1 E R ‘. Let B denote the set of all 
elements f E Hom,,(M,, H,) such that for some i > 0, (i, f) E R ‘. Then B is 
a K-subalgebra of Horn&M,, M,). Let B, be the set of all 
f E Hom,(M, M) such that (0, f) E R/,. Note that he identity element I is 
in B,, and p(B,) .B = B. 
LEMMA 10.2. Let R’ be a graded subalgebra of R such that B has a unit 
element. The radical ofR’ is a nilpotent graded ideal. Itis equal to the ideal 
J consisting of all finite sums xi>,, (i, fi) E R’ such that fO E Rad B, andf, E
Rad B for all i> 0. 
Proof: Since B and B, are finite dimensional gebras over K, their 
radicals are nilpotent. There is an integer t > 0 such that (Rad B,)’ =
(Rad B,)‘= 0. If rj= xi>,, (i,fii) E J for j= l,..., t + 1, then 
r1 . . . . . r,+, = 0. So J is a graded nilpotent ideal and JE Rad R’. 
Suppose that there xists an element r= Ciao (i,J):) E R’ such that 
r E Rad R’ but r&J. Then r is quasi-regular, and 1-r is invertible in R’ 
(see [IS]). Inparticular, since R’ is graded, I - (0, f,) is invertible in R;, 
and f,, E Rad B,. Since rG J there xists some t > 0 such that f, hf Rad B. 
Hence the left ideal Bff contains a primitive idempotent e = bft for some 
b E B. So Be G Bf* is a minimal nonnilpotent left ideal and Rad Be = 
(Rad B)e is the unique maximal B-submodule of Be (see [ 121). That is 
Be/Rad Be = N is an irreducible B-module and we have a homomorphism 8: 
B + Hom,(N, N). Since K is algebraically c osed and N is irreducible, 0 is 
onto. For any nonzero aE K, define v, : R ’ + Hom,(N, N) by 
V, (~~(i,gi))=e(p(g,))+~~aie(gi). 
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The kernel of w, is a maximal two sided ideal in 
a simple algebra. Since YE Rad R’, Y is in the ke 
ever this is impossible because 6(f,> # 0. This proves the lemma. 
e now return to the general situation i which G = (x1,..., xn) is 
tary abelian of order 2” and M is a ~~-rnod~~e~ Fix an element 
E K”, a # 8 and let U, = 1 + C wi(xi $ I), H = (uJ. Let M, = (n/f,>, and 
= re~~,~(Ext&(M, M)). Let 3, 3, be as in t lemma* In (11.3) it is 
that he action of Ext&(K, K) on Ext,* ) does not ~eccssar~l~ 
com.mute with the restriction to H. However, we can make a positive 
statement about his action. 
ROPOSITION 10.3. Let [E Exti,(K,K), 1> 0, send ~~~~0~~ rhar 
,,(YP = (4 f> for f E 3. If res,,,(i) f 0, then S is invertible. If 
res,,,(i> = 0, then f is nilpotent. 
First assume that res,,,([> # 0. Suppose that [is represented by 
If I. is the kernel of 0, then LN is a free 
Lemma 4.5. The diagram 
has a split exact row. Here ,u is derived fro 
resolutions. Given an appropriate id ntification of ~f(~~~ with 
exists a split epimorphism p:MH + M, such that f = p 0 (0 8 
kernel of p o (0 @I) is a free KH-module, and fl is a split 
with free cokernel. It is easy to see that Smust be one-to-one, andhencef is 
an isomorphism. This proves the first atement. 
Now suppose that res .,,(() = 0. Choose an element [’ E Ext&(K, K> such 
that res G,H(5’) # 0, and let res,,,([‘d) = (t, g) for g E , Now recall that 
resG,H is a ring homomorphism on ExtgJM, M> since in this case the 
multiplication is the same as the Uoneda splice operation equivalency 
classes of long exact sequences. Also cc’ = [‘[. So JPg = Simx K is 
algebraically c osed, there is a basis for M,, relative to which the matrices 
for both f and g are upper triangular. If f has a nonzero eigenvalue, then 
there xists k E K such that kg -f has zero as an eigenvalue and hence 
kg -f is not invertible. I owever, 
and res G,N(kC’ - <) # 0. Therefore the eigenvalues offmust al? be zero, andj’ 
is nilpotent. 
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THEOREM 10.4. Let C be an elementary abelian 2-group, and let M be a 
KG-module. Then V(M) = W(M). 
Proof. Let [E Ext&(K, K) be an element such that resG,(U,j(i) = 0 for 
all a! E V(M). Then by the last proposition andTheorem 9.1, Q is nilpotent. 
So there exists an integer s such that <” E J(M), the annihilator of 
Ext&(M, M). From the definition of the varieties w  get that W(M) c V(M). 
The reverse inclusion is given by Theorem 7.5. 
The following isthe main result of this ection. It may be extended to 
arbitrary finite groups using the results of[9] (see the remark following the 
statement of Theorem 9.1). 
THEOREM 10.5. Let G be an elementary abelian 2-group and let K be an 
algebraically c osed field of characteristic 2. LetM be a KG-module. For any 
a E K”, let R, = resG,CU,, (Ext&(M, M)). Let S, denote the kernel of the 
homomorphism 
0, : Ext&(M, M) + RJRad R, 
induced by the restriction. Then 
Rad Ext$,(M, M) = n S, , 
aevbw 
and Rad Ext&(M, M) is a nilpotent graded ideal. 
ProoJ: Let J= n,,,,,, S,. Since 8, is onto, I= Rad Ext&(M, M) is 
contained in S, for all a E V(M). Hence TEJ. Suppose that i is a 
homogeneous element of J. Now R, is a graded K-subalgebra of
Ext&JM~ ML and by Lemmas 10.1 and 10.2 res,,C,a,([) is nilpotent. By 
Theorem 9.1, C is nilpotent. Therefore J. is a graded ideal whose 
homogeneous elements are nilpotent. 
Now Ext&(M, M) is a linitely generated module over the Noetherian ring 
P(G, K). So Ext&(M, M) satisfies theascending chain condition left 
ideals. To prove that J is nilpotent we need only make a slight alteration n 
the proof of Levitski’s theorem. That is, in the first line of the proof on 
p. 199 of [ 181 the element a,,..., a, can be assumed to be homogeneous 
elements ofJ, and they generate a nil semigroup. Since J is nilpotent, i  is
contained inI. This proves the theorem. 
Il. EXAMPLES AND CONCLUDING REMARKS 
As our first example we consider certain rreducible modules over G = 
SL(2, p”), n> 1. Let K be an algebraically c osed field of characteristic p. 
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Let 8’~ K be the field with p” elements. Then F=FJB), where FP is the 
prime field and 6 is a root of a polynomial ofdegree n whit 
over Fp. For i = I,..., 12let 
Then P = (x, ).D., XJ is a Sylow p-subgroup ofG and is elementary abelian. 
Let k be the standard two-dimensional KG-module, and let [L ] p-1 denote 
the tensor product of p - I copies of L. The symmetric group S,-, acts on 
[k]P-” by permuting the factors. Let M be the set of fixed points of this 
action. Itcan be seen that M is an irreducible KG-module of dimension p.
For suppose that I,, I, E L denote the column vectors 
A basis for M consists of the elements m,,...) mP,where ilzi isthe sum of the 
distinct elements in the S,_,-orbit of [iI]“-” @ [Ez]“-“. The matrix of xi 
relative to this basis is 
Consequently the KP-socle of M is generated by mP = [12]“-“. 
is the Sylow p-subgroup ofupper triangular unipotent matrices, then mnp is a 
generator for MPj. So it4 is irreducible. 
Let o be the Frobenius automorphism on K. That is a(a) = ap for all 
(Y E K. Let Mi be the translation of M under oi-‘. Then an element g E G 
acts on Mi via the matrix A(g)+l, which is obtained from A(g) by tran- 
slating each element by a’-‘. Let N= { 1,2,..., n}. For any subset 
I= {i r,...,is}~N, let ]ll=s and 
Ml = Mil @ Mi2 @ . . . 0 Mis. 
or a KC-module L, let V(L) = V(L,) be the variety of L, taken with 
respect tothe generating set x1,..., x,.
PR~F~~ITI~N 11.1. Let Ic M. Then V(MJ) is a linear subspace in 
Moreover c&I,) = dim V(M,) = n - ]I]. 
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Prooj If a = (a, )...) a, E K” and if u, = 1 + Cr=i oi(xi - l), then the 
matrix of u, - 1 on M is 
A@,- l)= i 
0 
.I-@) 0 O 
* . * I 3 * f(a) 0 
where f(X) = X, + 19x, + .a+ B”- ’ X,, .Hence u, acts freely on M if and 
only if f(a) # 0, and V(M) is the zero set of f(X). It can be shown that 
V(M,) is the zero set ofJ;,(X) = (f(X))“‘-‘. 
By Theorem 5.6, if I= {ii ,..., i,}, then V(M,) = ng=i ~(~ij), and V(M,) is 
the set of simultaneous zeros of the polynomials fi,(X),...,fi,(X). Using 
standard techniques, we can shown that the J)(X) are algebraically 
independent inK[X, ,..., X,]. By Theorem 7.6, c&W,) = dim(lM,) = n - s. 
Since achfi(X) isa linear polynomial the varieties arelinear. 
If I and J are nontrivial subsets ofN with I # J, then M, Z& MJ simply 
because their varieties arenot equal. Using Corolary 7.7 and a proof similar 
to that in the case of M, we can prove that each MI is irreducible. Of course, 
M,,, is projective by Dade’s lemma (4.4). Indeed MN is the Steinberg module. 
The last facts were first proved by Brauer and Nesbitt. 
As a second example we consider the cohomology rings of the indecom- 
posable modules over the group G = (x, y) of order 4. These modules have 
been completely classified (see [171). Let K be an algebraically c osed field 
of characteristic 2. Theodd-dimensional i decomposables are all of the form 
B”(K) for some n. In this case, Ext&(K, K) E Ext&(Q’(K), Q”(K)) for all 
t > 0. The structure of these rings is well known and therefore we concen- 
trate on the even-dimensional indecomposable KG-modules. Each such 
module can be described asfollows. 
Let M(n, a) be the KG-module which has K-basis a, ,..., a, b, ,..., b,.The 
action of KG relative to this basis is given by the matrices 
where I, is the n x n identity matrix and 
A(a) = 
1 In ’ 
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for ff E K. One other case occurs when a = co and the matrices for x and y 
are 
It is nst difficult to show that 
where /3/O = 00 if /? #
Now L!(K) is the augmentation ideal in KC and is generated zsa 
module by x+ 1, and y-t 1. Let fI,f’: .L!(K)-+K bethe 
defined by fi(x + 1) = I =f,(y + l), f,(y + I) =.,&(x 
B(G, K) = Ext$&K, K) is a polynomial ring AT/[,: {,] wher 
i= E, J(M) denote the annihilator in P(G, K) of the 
Exti, ). If [ = f([, [,) E J(M), <# 0, then by Theorem 7. 
whenever (8, y) E V(M). In particular fo (12, a>, an element i is in 
f(M) if and only if it is a multiple ofc, = <, + ct& for a E K (or & if 
a = co), Consequently, theradical of.3(M) is the prime ideal generated by
i a. 
~Q~Qsx~xQ~ 11.2. Let M = M(n, a). If n > I OY if ff = 0, P or coy lhen 
((,,“I = 0, but (ia)“-” . I# 0. In parlicdar J P(G, K> . (i,)“. 4;” n = 1 
and a is not 0, B or 00, then J(M) = P(G, K) 
uoof: FOP convenience we assume that The case a = m can be 
handled by reversing the roles of x and y (in se co becomes Sj. Now 
[, = cl(f& where f,: Q(K)+K is determined by f,(x + 1) = “i: 
f,(y + 1) = a. The cohomology class <. 4 is represented by g, = (j’, ~31)~ 
the homomorphism induced by a iifting of projective resolutions 0x1
ne such ,p is given by pu(ai) = ai, where 
a; = (U(X + 1) + (y + 1)) @ ai + (X + 1) $3 a,+; + a(X + Y> 0 b,j 
+(x+y)obj+l. 
ere of course a, = 0 = bi if i > ~1. Hence 
g,(ai) = a,+ 1+ (1 + a)Cabi + bi+ 1) 
for alI i. thus g, is a nilpotent endomsrphism of 134. Aso g:- ‘(al> E a, 
I?lOdLdQ ad KC . M and gz-” is not a csboundary. On the other hand, 
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gz = 0 if IZ is even, and gz(ai) = (CX + o*)b, if II is odd. It can be easily 
shown that gn factors through a projective module and is a coboundary if 
and only if either n> 1 or (r = 0, 1. The proposition follows by 
Proposition 3.6. 
Remark 11.3. Note that when n = 1 and (r is not 0, 1 or co, then 
w%bL,,L~> # 0 even though res,,C,a,([,) = 0. Hence the action of 
Ext&(K, K) on Ext&(M,M) does not in general commute with the 
restrictions t  shifted subgroups. 
We conclude bymentioning some of the many questions that are raised by
this work. 
1. In general very little isknown about the nature of V(M). Using 
Theorem 5.6 and the fact hat V(M@ N) = V(M) U V(N), it can be shown 
that given any homogeneous variety V in K”, there xists a KG-module A4 
such that V(M) = I’. However we see from Theorem 8.2 that his tatement 
is false if we require that M be indecomposable. Does the variety of an 
indecomposable module have to be connected (that is, as a projective 
variety)? Must it be equidimensional? It seems quite likely that he varieties 
of such modules must satisfy some special conditions. 
2. Let G be any finite group. What conditions, if any, must the varieties 
and cohomology rings of irreducible KG-module satisfy. ForExample, must 
the ring Ext$,(M, M)/Rad Ext&(M, M) be commutative? This condition 
does not hold if M is only indecomposable, but it may hold for 
irreducible M. 
3. In what way and to what extent is the structure of a KG-module 
reflected in the structure of its cohomology ring? There are clearly some 
limitations. For example, itis a fact hat 
Ext;,(M, M) z Ext;&Y(M), Q’(M)), 
for all s and all t> 0. In fact, when p = 2 and G is an elementary abelian 
group of order 4, 
Ext;&Y(K), W(K)) z Ext&(Q +(K), f2 -‘(K)) 
for all s> 0. However, these are the only such isomorphisms for this G. In 
the second example of this ection wesaw how the nilpotence of cohomology 
elements was related tothe structure of the module. It would be interesting o 
understand this relationship in a more general context. 
Final Remark. Since the original composition of this paper the author 
has obtained a proof of Theorem 9.1 for odd primes p. The proof is more 
complicated in that it requires a pectral sequence argument. The question f
whether Lemma 9.3 is true when p is an odd prime is still not answered. 
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