Abstract. Several cryptosystems rely on fast calculations of linear combinations in groups. One way to achieve this is to use joint signed binary digit expansions of small "weight." We study two algorithms, one based on nonadjacent forms of the coefficients of the linear combination, the other based on a certain joint sparse form specifically adapted to this problem. Both methods are sped up using the sliding windows approach combined with precomputed lookup tables. We give explicit and asymptotic results for the number of group operations needed, assuming uniform distribution of the coefficients. Expected values, variances and a central limit theorem are proved using generating functions.
Introduction
In many public key cryptosystems, raising one or more elements of a given group to large powers plays an important role (cf., e.g., Gordon [1998] and Koblitz et al. [2000] ). In practice, the underlying groups are often chosen to be the multiplicative group of a finite field F q or the group law of an elliptic curve (elliptic curve cryptosystems).
Let P be an element of a given group, whose group law is written additively throughout the paper. What we need is to form nP for large n ∈ N in a short amount of time. One way to do this is the binary method (cf. von zur Gathen and Gerhard [1999] ). This method uses the operations of "doubling" and "adding P". If we write n in its binary representation, the number of doublings is fixed by log 2 n and each one in this representation corresponds to an addition. Thus, the cost of the multiplication depends on the length of the binary representation of n and the number of ones in this representation. The goal of the methods presented in this article is to decrease the cost by finding representations of integers containing few nonzero digits.
If addition and subtraction are equally costly in the underlying group, it makes sense to work with signed binary representations, that is, binary representations with digits {0, ±1}. The advantage of these representations is their redundancy: in general, n has many different signed binary representations. Let n be written in a signed binary representation. Then, the number of nonzero digits is called the Hamming weight of this representation. Since each nonzero digit causes a group addition (1 causes addition of P, −1 causes subtraction of P), one is interested in finding a representation of n having minimal Hamming weight. Such a minimal representation was exhibited by Reitwiesner [1960] . Since it has no adjacent nonzero digits, this type of representation is often called nonadjacent form or NAF, for short. On average, only one third of the digits of a NAF is different from zero. Morain and Olivos [1990] first observed that NAFs are useful for calculating nP for large n quickly.
Recently, Solinas [2001] considered the problem of computing mP + nQ at once, without computing each of the summands separately. Using unsigned binary representations of m and n this can be done with the help of the operations "doubling" and "adding P, Q, or P + Q". We are again interested in diminishing the number of additions. Assume that the additions of the three quantities are equally costly. If we write the binary representations m = a j 2 j and n = b j 2 j in the form , the cost of the calculation of m P + n Q depends on the number of nonzero columns in this joint representation. This number is called the joint Hamming weight of this (joint) representation. If addition and subtraction are equally costly, again by using signed representations of m and n, one can reduce the joint Hamming weight considerably (note that for signed representations we have to deal with the addition of ±P, ±Q, ±P ± Q and ±P ∓ Q). One way to do this consists in writing m and n in their NAF. However, in the above-mentioned paper, Solinas found an even "cheaper" way of representing m and n: the so called Joint Sparse Form. It turns out that his construction yields the minimal joint Hamming weight among all joint expansions of two numbers. In Grabner et al. [2004] , this concept was simplified and extended to the joint representation of d ≥ 2 numbers and its properties are studied in detail. The representation used in Grabner et al. [2004] is therefore called Simple Joint Sparse Form, or SJSF for short.
The detailed definitions of joint NAFs and SJSF for d integers are given in Section 2 and Section 3, respectively.
In all these algorithms, we determined nP and mP + nQ by doubling and adding some quantities. There is a modification of these algorithms by using so called windows or window methods (cf. for instance Gordon [1998, Sect. 3] or Avanzi [2005] ). This is a rather easy concept. We explain it for the case of the computation of mP + nQ with m, n written in binary representation. First, select a window size w. Then, precompute all sums of the form rP + sQ such that r and s have a binary representation of length at most w. Now we can compute mP+nQ by multiplying by 2 w and adding one of the precomputed values. Of course, this makes the algorithms faster at the cost of precomputation tables. There are many ways to refine this concept and to consider adaptations which are suitable to special representations. An easy modification consists in jumping over zero vectors at the beginning of a window. If we use window methods where zero digits are forced after a bounded number of nonzero digits, we may adapt the size of the window after each step in order to exploit these zeros. The latter modification is possible for instance in the case of SJSF. We explain all this in more detail when we apply windows to our algorithms later.
In this article, we are concerned with the joint representation of d-tuples of integers. In Section 2, we dwell upon joint NAFs with windows. In particular, we give a detailed analysis of the average cost of calculating linear combinations n 1 P 1 + · · · + n d P d by examining the joint Hamming weight of joint NAFs. We give expressions of the average cost, its variance as well as its distribution. This extends and refines the work of Avanzi [2005] .
In Section 3, we perform a detailed runtime analysis of the SJSF of d integers using window methods. Contrary to the joint NAF the SJSF guarantees that after at most d nonzero columns (or digits) there occurs a zero column. It is natural to adapt the size of the windows dynamically in a way that we can expect zero columns at the beginning of each new window. In this way, we can exploit the existing zeros in an optimal way. In this case, it is a nontrivial problem to compute the size of the precomputation tables. We give an asymptotic formula for their size. We note that Solinas [2001] does not consider windows and Avanzi [2005] considers Solinas' Joint Sparse Form with a fixed window size of 2.
From the way we calculate the linear combinations n 1 P 1 + · · · + n d P d , we see that we proceed through the representations of n 1 , . . . , n d starting from their most significant digit down their least significant digit, or, in other words, from left to right. Unfortunately, as Avanzi [2005] and Solinas [2001] both regret, the known algorithms for the SJSF produce the representations from right to left. This has the disadvantage that we need to calculate the whole SJSF representation from right to left before we can start to apply it from left to right in order to compute our linear combinations. Especially if we have to deal with long representations, this requires a large amount of memory. 
Algorithm 1 Calculation of the Nonadjacent Form
Our last section, however, is devoted to a remedy to this unfortunate situation by providing a transducer (with 32 "essential" states) which constructs a minimal joint representation from left to right for d = 2. This is done by first writing each of the numbers m, n separately in a representation which gives us some freedom in changing their digits locally reading from the left. Because of its resemblance to the well-known greedy expansion we call this representation the alternating greedy expansion. Starting from this expansion we succeeded in constructing a minimal joint representation of m, n from left to right. In contrast to Grabner et al. [2004] , which gives a fractal description of the SJSF from left to right, this new minimal representation is computable from left to right.
Joint Nonadjacent Form
The present section is devoted to the complexity analysis of the joint distribution of integers in nonadjacent form. Recall that a NAF is a signed binary representation of an integer x of the shape
such that x j x j+1 = 0 for all j ∈ {0, . . . , J − 1}. For a given integer it is possible to compute its NAF with help of the easy Algorithm 1.
Note that Algorithm 1 is the same as the algorithm for computing the simple joint sparse form for d = 1 (see Section 3). This algorithm can easily be interpreted as a three state transducer (cf. Figure 1) .
Using this transducer an easy calculation yields that the expected value of the Hamming weight of an expansion of length J is asymptotically J/3 (cf. Thuswaldner [1999] 
We set up an easy probabilistic model. Define the space 
j≥0 is the number of j ∈ N 0 with x j = 0. In order to derive results on the distribution of the Hamming weight of NAFs, we need information on the number of nonzero entries in a vector x j . Thus, we set
We define the random variable X j to be the jth column of an infinite joint NAF. Then, keeping track of Algorithm 1 for each of the coordinates, we derive
As mentioned above, we are only interested in the Hamming weight of joint NAFs. Thus, it suffices to consider the random variables #A(X j ) rather than X j itself. Using (2.2), we easily derive
These quantities will be helpful in order to study the number of group additions required for multiple exponentiation algorithms which are used in cryptography (cf. Avanzi [2005] ). As mentioned in the introduction, such algorithms can be accelerated by using window methods (cf., e.g., Gordon [1998] ). Suppose we want to compute the linear combination (1)
It is clear that larger windows lead to less group additions at the cost of larger precomputation tables on the other hand. From Avanzi [2005] , we know that
This follows easily by noting that I w is equal to the number of NAFs of length w, which can be computed by analyzing Algorithm 1.
Algorithm 2 Calculating linear combinations using joint NAF with windows
We now want to examine Algorithm 2 described by Avanzi [2005] , which produces joint NAFs using windows. In particular, we want to derive distribution results for the random variable W n,w which counts the number of group additions in G when this algorithm is applied to (X n−1 , . . . , X 0 ) (i.e., W n,w counts the number of windows that are "opened" by Algorithm 2, in other words, it counts how many group additions are required in order to compute a linear combination of group elements using the joint NAF). Since w is fixed we write W n instead of W n,w .
To this matter, we study the bivariate generating function
In order to get a closed expression for this function we note first that in view of Algorithm 2 each d-tuple of NAFs can be written using the regular expression
Here B := {0, ±1} d , N := B \ {0}, and ε is the empty word. In addition, each coordinate has to satisfy the NAF condition. Note that each occurrence of N in this regular expression causes a group addition in Algorithm 2. Thus, we have to label each occurrence of N with y. Labeling each digit with z leads to the desired function. As usual, we encode the Markov chain defined by p k, by matrices. Denote the (d + 1)-dimensional identity matrix by I and set
where Iverson's notation, popularized in [Graham et al. 1994 ] has been used: [P] is defined to be 1 if condition P is true, and 0 otherwise. Translating (2.4) into generating functions, we get
We mention that S represents the expression (0 * N B w−1 ) * in (2.4), while T represents the possible tails after this expression. The vectors at the left and right hand side of the matrix expression for F can be explained as follows. Because of
we always start with the digit vector 0. On the other hand, we can end up with an arbitrary digit vector.
One can easily imagine that the expression (2.5) becomes more and more complex for increasing dimensions d. Using Mathematica ® , we computed F explicitly for 1 ≤ d ≤ 5. To give an impression of the expressions obtained, we include the resulting generating function for d = 1:
Since these expressions become very large for d ≥ 2, we refrain from writing them down here and refer to the file which is available at Grabner et al. [2003] . As usual, the generating functions of E(W n ) and E(W n (W n − 1)) are computed by taking the first and second derivative with respect to y, respectively, and setting y = 1. From this, we can easily calculate the variance V(W n ). In view of (2.5), it is clear that for each choice of (d, w) we obtain a rational function F. The main term in the asymptotic expansion of E(W n ) and V(W n ) comes from the dominant double and triple pole of F, respectively. We state exactly those results that fit into one line, the others (main terms and constant terms for E(W n ) and V(W n ) and 1 ≤ d ≤ 5) are available at Grabner et al. [2003] . For d = 1, we have
for some |ρ w | < 1. For d = 2, we get We list these main terms for the pairs (d, w) with 1 ≤ d ≤ 5 and w ≤ 3 in Table I .
Since the generating function F(y, z) fits into the general scheme of H.-K. Hwang's [1998] "quasi-power theorem," the random variable W n satisfies a central limit theorem 
Algorithm 3 d-dimensional Simple Joint Sparse Form
Input:
where E(W n,w ) and V(W n,w ) are given in Grabner et al. [2003] for d ∈ {1, 2, 3, 4, 5} and in Table I for d ≤ 5 and w ≤ 3.
We remark that the main terms of the expected values for d ∈ {1, 2, 3} are given by Avanzi [2005] . In contrast to his approximate approach, our generating function approach allows us to extract lower order information as well as higher moments and to prove a central limit theorem.
Simple Joint Sparse Form
In this section, we adapt the window method to exponentiation studied in Avanzi [2005] to the d-dimensional Simple Joint Sparse Form introduced in Grabner et al. [2004] . We shortly summarize the definition of this joint expansion of elements of
In Grabner et al. [2004] , it is shown that, for each d-tuple of integers (x (1) , . . . ,
, there is a unique joint expansion (x J , . . . , x 2 , x 1 , x 0 ), that is, (1) P 1 + · · · + x (d) P d in an Abelian group using the SJSF, it is natural to use these "guaranteed" 0 digit-vectors. Therefore we consider Algorithm 4. Its idea is as follows: we organize the Simple Joint Sparse form into blocks of non-zero columns with intermediate 0s. These blocks can have length at most d by (3.1). In order to bound the length of the look-ahead, we also allow empty blocks. Then, we collect w consecutive blocks to form a window, where the leftmost block has to be non-empty. Consecutive 0s at the right end of the window are removed and treated by doublings. The remaining window is looked up in a precomputed table. Zeros between windows are treated by doublings.
Let J d be the space of all "infinite SJSFs", that is,
We now define a probability measure on J d as the image of the Haar-measure on Z 
We are interested in the random variable W n = W n,w (X), which counts the number of group additions when applying Algorithm 4 to (X n−1 , . . . , X 0 ). Since W n depends only on (#A(X n−1 ), . . . , #A(X 0 )), we compute the corresponding transition probabilities
In order to study W n , we introduce the generating function
We denote N = {0, ±1} d \{0}. A regular expression for a window containing w −1 "interior 0s" and its delimiting right 0 is given by N (N * 0) w (we remark here that the conditions (3.1) have to be satisfied). Since adjacent windows can be separated by an arbitrary number of 0s and windows at the end of Algorithm 4 Calculating linear combinations using Simple Joint Sparse Forms with windows
while j ≥ 0 and X j = 0 do P ← 2P j ← j − 1 end while find i such that X i = 0 and such that there are exactly w − 1 0-digit vectors amongst the digit vectors X j , X j−1 , . . . , X i+1 or i ← −1 find k minimal with i < k ≤ j and
the expansion can be incomplete, the generating function F(y, z) can be calculated by
where
We remark here that the "exit vector" (1, 0, . . . , 0) simulates a 0 in position −1 which corresponds to the fact that P(X 0 = y) can be computed by setting x = 0 in (3.3).
For d ≤ 20, we computed the function F(y, z) using Mathematica ® . Only the result for d = 2 fits on one line:
The means and variances can be computed from the generating functions as above. We did these computations for d = 1, . . . , 20 (cf. Grabner et al. [2003] ). Table II gives the asymptotic main terms for 1 ≤ d ≤ 7.
By the same means, we compute expectation and variance of the number W n,0 of additions using SJSFs without windows (see Table III ).
We summarize our results in the following theorem:
THEOREM 2. Let w ≥ 1, d ≥ 1 and W n,w be the random variable counting the number of group additions when calculating X 1 P 1 +· · ·+ X d P d using Algorithm 4, where X 1 , . . . , X d are independent random variables uniformly distributed on {0, . . . , 2 n − 1}. Then
where E(W n,w ) and V(W n,w ) are given in Grabner [2003] for 1 ≤ d ≤ 20 and in Table II for d ≤ 7.
3.2. COUNTING THE PRECOMPUTED VALUES. We now count the number of elements in the set PreComp d,w of precomputed values. The following computations show that # PreComp d,w increases exponentially in w and hyperexponentially in d. The set PreComp d,w consists of all finite sequences of digit vectors satisfying (3.1), containing at most w − 1 0-digit vectors, and which start and end with a nonzero digit vector. Furthermore, we normalize the elements of PreComp d,w by requiring that the first nonzero entry in the first column equals +1. Since any admissible sequence of digit vectors can be followed by an arbitrary number of 0-digit vectors, we have
where N = {0, ±1} d \ {0}. Thus, we have for w ≥ 1
In order to study the behavior for large d, we study the matrix B(I − C) −1 in more detail. It is clear that all rows of B(I −C) −1 are equal. It can be proved by induction that the kth entry in this row equals
where a k satisfies the recursion . In order to study the asymptotic behavior of a n we substitute a n = n!2 ( n 2 ) b n . This is motivated by the fact that the dominating summand in (3.8) occurs for k = n − 1; this gives a n ≈ n2 n−1 a n−1 . We get the recursion
for b n . Since the term for k = n − 1 on the right-hand side equals b n−1 , the sequence b n is monotonically increasing. It remains to show that b n is bounded. For this purpose, we estimate
where we have used
≤ exp(x) for x > 0 and extending the finite sum on the right-hand side to an infinite sum, we obtain
Thus, b n is bounded and we can form the generating function
Inserting the recursion (3.9) into (3.10) yields
The inner sum in (3.11) is just f (2 −( −1) z). Furthermore, the summand for = 1 equals z f (z). This yields
from which we conclude that f has a meromorphic continuation to the whole complex plane with simple poles at z = 2 , ∈ N. The residue of f (z) at z = 1 equals 
In order to compare the number of additions when computing linear combinations using SJSF with and without windows, we introduce the notation
for the number of precomputations needed for SJSF without windows. Table IV shows the number of precomputed values in the various situations. Table V shows the minimal values of n, such that 
Calculating a Minimal Expansion from Left to Right
It is a major disadvantage of Joint Sparse Form representations of pairs of integers that they can only be computed reading the binary expansion from right to left (cf. Grabner et al. [2004] and Solinas [2001] ). However, computing linear combinations using these representations requires the digits from left to right. Therefore, the full representation has to be precomputed and stored.
However, as in the one-dimensional case (cf. Heuberger [2004] and Joye and Yen [2000] ), it is possible to compute some minimal joint expansion from left to right using a transducer automaton.
We start with a special representation of the two coordinates which has the property that carries do not propagate too far. This is achieved by the condition that every two nonzero digits which are adjacent or separated by 0s only, have different sign (alternating greedy expansion). Then the expansions of the two coordinates are put together and local rules are applied to produce as many 0 0 -digits as possible. The "carry absorption property" ensures that these local changes do not affect the more significant digits. Definition 1. ε ∈ {−1, 0, 1} N 0 is called an alternating greedy expansion of n ∈ Z, if the following conditions are satisfied:
(1) Only a finite number of ε j is nonzero,
If ε j = ε = 0 for some j < , then there is a k with j < k < such that
(4) For j := min{ j : ε j = 0} and j := max{ j : ε j = 0}, we have sign(n) = ε j = −ε j .
The last condition ensures uniqueness. This "alternating greedy" expansion of single integers can be computed from the standard binary expansion by a transducer automaton as shown in Figure 2 .
Now we think about a pair of integers (x, y), both given in the alternating greedy expansion. When we parse this two rowed representation from left to right, we claim the following: if we see with the same effect. Clearly, this can be realized by a transducer automaton, too. Combining the two transducer automata, we get a single transducer automaton to calculate a low weight expansion from the binary expansions of two integers. The resulting transducer automaton is shown in Table VII and in Figure 3 (note that the final state has not been drawn in Figure 3) .
We now prove that this transducer indeed calculates a minimal joint expansion. To this aim, we denote by h(x, y) and h(x, y) the joint Hamming weights of the 
