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ABSTRACT OF THE DISSERTATION
REDUCING UNCERTAINTIES IN ESTIMATION OF WIND EFFECTS ON TALL
BUILDINGS USING AERODYNAMIC WIND TUNNEL TESTS
by
Workamaw Paulos Warsido
Florida International University, 2013
Miami, Florida
Professor Girma Bitsuamlak, Major Professor
Tall buildings are wind-sensitive structures and could experience high windinduced effects. Aerodynamic boundary layer wind tunnel testing has been the most
commonly used method for estimating wind effects on tall buildings. Design wind effects
on tall buildings are estimated through analytical processing of the data obtained from
aerodynamic wind tunnel tests. Even though it is widely agreed that the data obtained
from wind tunnel testing is fairly reliable the post-test analytical procedures are still
argued to have remarkable uncertainties. This research work attempted to assess the
uncertainties occurring at different stages of the post-test analytical procedures in detail
and suggest improved techniques for reducing the uncertainties.
Results of the study showed that traditionally used simplifying approximations,
particularly in the frequency domain approach, could cause significant uncertainties in
estimating aerodynamic wind-induced responses. Based on identified shortcomings, a
more accurate dual aerodynamic data analysis framework which works in the frequency
and time domains was developed. The comprehensive analysis framework allows
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estimating modal, resultant and peak values of various wind-induced responses of a tall
building more accurately.
Estimating design wind effects on tall buildings also requires synthesizing the
wind tunnel data with local climatological data of the study site. A novel copula based
approach was developed for accurately synthesizing aerodynamic and climatological data
up on investigating the causes of significant uncertainties in currently used synthesizing
techniques. Improvement of the new approach over the existing techniques was also
illustrated with a case study on a 50 story building.
At last, a practical dynamic optimization approach was suggested for tuning
structural properties of tall buildings towards attaining optimum performance against
wind loads with less number of design iterations.
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1. INTRODUCTION
1.1. Motivation
Tall buildings are wind-sensitive structures which could be subjected to
pronounced wind effects. In particular, the current trend in architectural and engineering
designs to construct tall buildings with complex shapes from lightweight materials is
increasing the degree of sensitivity. Hence, the methodologies used for estimating wind
effects on tall buildings should meet high level of accuracy. Design codes and standards
have been widely used for estimating design wind effects on low-rise buildings. Design
codes and standards also give limited recommendations for estimating design wind
effects on tall buildings however it is customary to carry out wind tunnel studies
(Isyumov, 2004). Wind tunnel tests have been accepted industry wide as tools for
evaluating wind effects on tall buildings and other structures (Cermak, 2003). Wind
tunnel experiments are conducted in boundary layer wind tunnel laboratories by
subjecting a small scale model of the study building to an artificially generated wind
which simulates the atmospheric boundary layer flow. Aerodynamic wind tunnel tests are
the most commonly used tests for tall building where the building geometry
(aerodynamics) is modeled by using a rigid model. The design wind effects on tall
buildings are estimated through analytical processing of the aerodynamic data collected
from boundary layer wind tunnel tests in two phases. In the first phase, the aerodynamic
data is analyzed together with dynamic properties of the building to include the
contribution of inertial effect of the building. In the second phase, design wind effects of
the required mean recurrence interval (MRI) are estimated by combining the
aerodynamic data with the meteorological data of the study site where the building is
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planned to be erected. Even though it is widely agreed that the data collected from
aerodynamic wind tunnel tests is fairly reliable the analytical procedures used in the posttest phases are still argued to have remarkable uncertainties (Irwin et al, 2005; Simiu et
al, 2008). This has resulted, for some cases, in large discrepancies between design wind
effects estimated by different wind tunnel laboratories(Simiu and Miyata, 2006). Hence,
there is a strong need for detail comparative study of the analytical procedures used in the
post-test phases to assess the uncertainty levels and to suggest improvements which will
reduce the uncertainties.
1.2. Brief background theory
Wind effects on structures which include wind loads and wind-induced responses
are usually decomposed into static and dynamic components. For wind sensitive
structures such as tall buildings the dynamic wind effects could play a significant role.
The data collected from aerodynamic boundary layer wind tunnel tests of tall buildings
contains the dynamic effects resulting from the interaction of the turbulent wind with the
building. However, it does not contain the dynamic wind effects resulting from the
building inertia. Hence, the aerodynamic data obtained from wind tunnel tests should be
analyzed together with the dynamic properties of the building to estimate the effects of
the building inertia. The numerical techniques used to carry out this analysis can be
classified in to two, frequency and time domain approaches. Theoretically, both the
frequency and time domain analysis approaches should give the same results for linear
analysis provided additional approximations are not used in the solution process of each
approach. However, simplifying approximations are traditionally used in the solution
process of the frequency domain approach which could potentially compromise accuracy
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of the analysis results. Hence, there is a need to investigate the uncertainties introduced
by these traditionally used simplifying approximations and to suggest alternative
improved analysis approaches. Frequency domain approach has been widely used in the
past due to its relatively less computational demand compared to carrying out the analysis
in the time domain. In the 1960’s to 80’s, when the computer processing-speed was
limited, analysis of aerodynamic data had often been carried out in the frequency domain.
However, with the fast growth of computing technology over the last few decades, the
computing speed, memory and storage capacity have been greatly enhanced. Hence, there
is a need to assess the feasibility of carrying out time domain analysis considering these
increasingly favorable conditions.
As described earlier, the aerodynamic responses estimated from the boundary
layer wind tunnel study should be combined ultimately with the climatological data of the
study site to estimate design wind effects of the required MRI. In the synthesis of
aerodynamic and climatological data the effect of wind directionality plays a significant
role particularly in the design of wind sensitive structures such as tall buildings.
Currently, at least four different methods of synthesizing boundary layer wind tunnel and
climatological data are referred in most literatures. Since each method is derived based on
different assumptions and have its own limitations it is not guaranteed that the results
obtained from these methods show agreement. At times significant variations can be
observed between the final wind effects estimated from aerodynamic tests conducted
under similar test conditions (Simiu et al, 2008). Hence, there is a need to assess the
uncertainties in currently used approaches for synthesizing wind tunnel and
climatological data and to suggest or develop improved alternative approaches.
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1.3. Research hypothesis
The uncertainties at different stages of the post-test analytical procedures of
aerodynamic boundary layer wind tunnel studies could significantly affect the accuracy
of estimation of design wind effects on tall buildings. It is hypothesized that improved
analysis techniques can be developed to assess and then reduce the uncertainties at
different stages of the post-test analysis procedures, resulting in a more accurate and
consistent evaluation of design wind effects on tall buildings.
1.4. Research objectives
The overall objective of this research is to assess and improve the accuracy of
post-test processing analytical procedures used in aerodynamic boundary layer wind
tunnel studies focusing on estimation of design wind effects on tall buildings. However,
the outcome of the study can easily be expanded to other wind sensitive structures as
well. In the process of achieving the overall goal of the research, the following specific
objectives are set.


Assess the uncertainties in traditionally used simplifying approximations in the
solution process of the frequency domain analysis approach.



Assess the feasibility of time domain analysis approach compared to the
frequency domain analysis approach from the computational requirement
perspective.



Assess the accuracy of different combination rules currently used to combine
modal responses in the frequency domain approach and suggest a more accurate
alternative approach.



Assess the significance of ignoring the contribution of higher modes on different
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wind-induced responses and study variation of the effect with building geometry
and wind direction.


Assess the accuracy of currently used peak response estimation techniques in
aerodynamic data analysis and suggest more accurate alternative approaches for
both frequency and time domain analysis approaches.



Assess accuracy of the assumption that wind speed of a certain MRI will induce
responses of the same MRI which is used in most design codes and standards.



Assess the uncertainties in commonly used approaches for synthesizing wind
tunnel and climatological data and suggest/develop an improved alternative
approach.



Assess the significance of different parameters which include wind directionality,
building orientation and sheltering effects in the synthesis of aerodynamic and
climatological data.



Investigate the significance of ignoring the revision of design wind loads by
taking into account the modification of dynamic properties of the building
occurring during the structural design process.



Suggest a practical dynamic optimization approach for tuning structural properties
of tall buildings towards attaining optimum performance against wind loads with
less number of design iterations.

1.5. Methodology
The methodology followed in this research work can be broadly classified as
analytical and experimental works which are described as follows.
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1.5.1. Experimental method
Three boundary layer wind tunnel experiments were conducted at RWDI’s
boundary layer wind tunnel facility to obtain aerodynamic data required for different
parametric studies conducted in this research. All the three wind tunnel experiments were
conducted in an open upwind exposure condition for several wind directions. In the first
wind tunnel experiment, a 1:400 model scale of a 50 story building is tested without a
neighboring structure. The building has dimensions H × L × B =600ft × 100ft × 150ft
(where H, L and B denote height, longer and shorter widths respectively), which are
similar to the Commonwealth Advisory Aeronautical Research Council (CAARC)
building used by several researchers (Melbourne, 1980). In the second boundary layer
wind tunnel experiment, the same building was tested together with a neighboring
building having similar dimensions located parallel to the study building along the same
central axis at 2in gap in the model scale. The building tested in the third wind tunnel
experiment has similar foot print as the building used in the previous two experiments but
it has a setback on its upper half height, where the planar dimensions are reduced to 60%
of the base dimensions. This building model was used to assess the effect of higher
vibration modes on the wind-induced responses. For both building models pressure
readings were taken at several locations on the models’ surfaces from which aerodynamic
forces are computed at each building floor level. Detail discussion on the experimental
procedures will be given in the respective chapters.
1.5.2. Numerical method
The first analytical work carried out was the structural design of the two different
buildings used in the research work. As part of the structural design process classical
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modal analysis of the buildings was also carried out to determine dynamic properties of
the building. The aerodynamic data coupled with dynamic properties of the building was
analyzed to obtain wind-induced responses which include the dynamic effects from the
wind turbulence as well as from the building inertia. For this purpose a comprehensive
aerodynamic data analysis framework which works both in the time and frequency
domains was developed and implemented in an in-house computer code developed as
part of the research work. The framework allows estimation of displacement,
acceleration, shear, bending and torsional moment responses at each story level
considering the contribution from any number of vibration modes. The framework was
used to analyze the aerodynamic data used in all the different parametric studies
conducted in this research work. The aerodynamic data was synthesized with a
climatological data to estimate wind effects of the required MRI. The climatological data
used in the study was taken from publicly accessible climatological database of the
National Institute of Standards and Technology (NIST). A novel copula based approach
was developed for accurately synthesizing aerodynamic and climatological data. Copulas
are functions which can be used to model the dependence structure between two or more
variables. Recently, copulas have been increasingly used in risk management, statistics,
finance, economics, insurance, and several other fields. The final analytical work carried
out was the dynamic optimization of tall buildings for wind effects. This was also carried
out by another in-house computer code developed as part of the research work and it
allowed iterative revision of aerodynamic data analysis using updated inputs from the
structural design process.
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1.6. Organization of the dissertation
The research work is organized in Chapters 2 through 8, the highlights of which are given
as follows:


In Chapter 2, review of background information regarding wind climatology and
wind effects on structures is presented. Moreover, boundary layer wind tunnel
simulation techniques and commonly used wind tunnel tests for tall buildings are
also explained.



In Chapter 3, a comprehensive aerodynamic data analysis framework for
computing wind-induced responses of tall buildings in the time and frequency
domains is presented. Moreover, the uncertainties introduced by simplifying
approximations, traditionally used in the frequency domain approach, are also
assessed. In addition, feasibility of the time domain analysis approach is also
assessed from the computational cost perspective.



In Chapter 4, the significance of ignoring the contribution of higher modes on
different wind-induced responses is investigated.



In Chapter 5, the uncertainties in currently used techniques to synthesize wind
tunnel and climatological data are investigated. Moreover, the significance of
wind directionality effect, building orientation and sheltering effect from
neighboring building in the synthesis of aerodynamic and climatological data is
assessed. In addition, the uncertainty in assuming wind speed of a given MRI will
induce responses of the same MRI is also investigated.



In Chapter 6, a new copula based approach for directional synthesis of
aerodynamic and climatological data is introduced and its application is illustrated
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with a case study. Moreover, it’s improvement over the existing synthesis
technique is also investigated with a case study.


In Chapter 7, the significance of ignoring the revision of wind loads by taking into
account the modification of dynamic properties of the building during the design
process is investigated. Moreover, a practical dynamic optimization approach is
also presented for tuning structural properties of tall buildings towards optimum
performance against wind loads.



In Chapter 8, summary and conclusions as well as findings of the research work
are presented. Moreover, recommendations for future research works are also
given.
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2. WIND AND ITS INTERACTION WITH STRUCTURES
2.1. Wind climatology
The study of wind flow in the lower portion of the earth’s atmosphere which is
known as the Atmospheric Boundary Layer (ABL) is important for different applications.
For instance, for wind energy and natural ventilation applications the mean wind speed
information of the study site is vital. For estimating design wind effects on different
structures it is critical to get the extreme wind speed information in different directions.
The following section briefly describes the characteristics of wind flow in the
atmospheric boundary layer. Detail discussion regarding wind flow in the atmospheric
boundary layer can be obtained from several well documented literatures (e.g., Kaimal
and Finnigan, 1994; Stull, 1988).
2.1.1. Atmospheric Boundary Layer
The wind flow in atmospheric boundary layer is directly affected by the friction
force from the earth’s surface. Because of this the wind speed inside the atmospheric
boundary layer varies continuously from the surface of the earth up to gradient height.
Depth of the gradient height depends on the magnitude of friction force from the earth’s
surface which varies with the terrain type. For instance, over water bodies such as ocean
and sea the friction force has relatively lower magnitude hence the depth of ABL is
shallow. Depth of the atmospheric boundary layer is large in urban city centers where the
wind flow experiences high friction force. Typically, z g ≈ 250m is taken for open sea, z g
≈ 300m is taken for open terrain, z g ≈ 400m is taken for suburban terrain and z g ≈ 500m
is taken for city centers(Aynsley et al, 1977). The wind velocity vector can be
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decomposed into mean and fluctuating components as follows:


U z, t   U z   uz, t i  V z   vz, t  j  W z   wz, t k

2.1


where U is the velocity vector; U , V and W are the mean components of velocity vector

along the three rectangular coordinate axes i(longitudinal), j(lateral) and k(vertical)
respectively; u, v and w are the corresponding fluctuating components of the velocity
vector. Since the mean lateral and vertical components of the velocity are negligible Eq.
2.1 can be written as:


U z, t   U z   uz, t i  vz, t  j  wz, t k

2.2

As it can be observed from Eq. 2.2 the mean component of velocity is time averaged and
it varies with height (z) above the ground level while the fluctuating components vary
both with time (t) and height (z). The wind flow in atmospheric boundary is often
characterized by different parameters discussed briefly in the following subsections.
2.1.1.1. Mean velocity
Mean component of wind velocity shows the steady nature of wind. Typical
profile of the mean wind speed in the earth’s atmospheric boundary layer is shown in
Figure 2.1(a). As described earlier, the mean wind speed continuously decreases in
getting close to the ground because of the increasing friction force from the earth’s
surface. Different researchers suggested empirical relations to describe the mean wind
speed profile. The two most commonly used empirical relations are the power law and
logarithmic law. The power law relation for mean wind speed profile which is given in
Eq. 2.3 was suggested by Hellman (1916) according to Simiu and Scanlan (1996).
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where U z ref  is mean wind speed at reference height ( zref ) and α is the power law
exponent which varies depending on the terrain type. Typically, α ≈ 0.10 is taken for
open sea, α ≈ 0.14 is taken for open terrain, α ≈ 0.22 is taken for suburban terrain and α ≈
0.33 is taken for city centers (Counihan, 1973). The logarithmic law relation for mean
wind speed profile is given by Eq. 2.4 (Simiu and Scanlan, 1996):
U z  

1



U  ln

z
z

2.4

κ is von Karman constant which is often taken to be 0.4 and U  is the friction velocity
which is equal to

   a ,   being the surface shear stress and  a is the density of air;

z  is the roughness length which varies depending on the terrain type. Typically, z  ≈

0.001 is taken for open sea, z ≈ 0.03 is taken for open terrain, z ≈ 0.3 is taken for
suburban terrain and z ≈ 3 is taken for city centers(Aynsley et al, 1977).
2.1.1.2. Turbulence intensity
Fluctuating components of wind velocity show gustiness of the wind. The
turbulent nature of the wind is often quantified by a non-dimensional parameter called
turbulence intensity. The turbulence intensities corresponding to the three fluctuating
components of the wind velocity can be computed as follows(Holmes, 2007):
I u z  
I v z  

 u z 
U z 

 v z 
U z 
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2.5

2.6

 w z 

I w z  

2.7

U z 

where I u , I v and I w are the turbulence intensities corresponding to the three fluctuating
velocity components u, v and w respectively;  u z  ,  v z  and  w z  are the standard
deviations corresponding to the three fluctuating velocity components u, v and w
respectively which can be obtained using Eqs. 2.8 - 2.10.
 u z  

 v z  

 w z  

T

1
T

 uz ,t  dt
2

2.8

0

1
T

T

1
T

T

 vz ,t  dt
2

2.9

0

 wz ,t  dt
2

2.10

0

where T is the averaging time. Typical turbulence intensity profile of wind in the
atmospheric boundary layer is shown in Figure 2.1(b). As it can be observed, the
turbulence intensity continuously increases in getting close to the ground because of the
increasing frictional resistance from the earth’s surface.
2.1.1.3. Turbulence spectrum
The turbulent nature of wind flow creates eddies of variable sizes which have
different frequencies and energies. The turbulence spectrum gives information about the
frequency content of these eddies. Var der Hoven (1957) studied the variation of
horizontal wind speed spectrum near the ground surface over a period of time and
observed the trend shown in Figure 2.2. As it can be observed from the figure, the
turbulent eddies can be grouped into two categories: (i) the high frequency eddies which
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have frequencies approximately larger than 6 cycles/hr(or a time period less than 10min)
and are associated with small scale or turbulent flow that has locally stationary properties
and (ii) the low frequency eddies which have frequencies approximately less than
1cycle/hr (or a time period larger than 1hr) and represent quasi-steady mean speeds
which are associated with slowly-varying synoptic or large scale wind flow. It can also be
observed that the spectrum shows minimal variation between the time gaps
approximately 10min to 1hr. This gap which separates the low and high frequency ranges
is known as the spectral gap. Averages taken over the spectral gap are more stable than
the averages taken in the low or high frequency ranges. This important feature of the
turbulence spectrum in the spectral gap allows the study of wind effects to be conducted
in two stages. In the first stage, variation of wind effects with the turbulent nature of wind
is studied using wind tunnel experiments. In the second stage, impact of climatology of
the area on the wind effects is included by combining the wind tunnel data with the wind
climate model developed for the site, based on historical climatological records (ASCE,
1999). Turbulence spectrum can be obtained from the wind speed data as follows:

Su  f   u f u*  f 

2.11

where S u is the longitudinal turbulence spectrum, f is frequency and the superscript *
denotes the complex-conjugate operator. Several empirical equations have also been
suggested by different researchers for computing the longitudinal turbulence spectrum.
One of the commonly used empirical equation for the longitudinal turbulence spectrum is
the von Karman spectrum given in normalized form as follows (vonKarman, 1948):
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2.12

where f L  fLux z  U z  is the reduced frequency and Lux z  is the longitudinal integral
lengths scale. Another commonly used empirical equation for the longitudinal turbulence
spectrum was suggested by Kaimal et al (1972) which can be written in non-dimensional
form as follows:
fS u  f 
100  f z 

2
2
σ u z 
3 1  50  f z 
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2.13

where f z  fz U z  is the reduced frequency. Davenport (1961) also suggested the
following equation for the longitudinal turbulence spectrum:
2
fS u  f 
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2.14

2.1.1.4. Integral length and time scales
Obtaining the average sizes of eddies in a turbulent wind flow is important both
for experimental and numerical simulations. The average sizes of eddies is described by a
quantity known as the integral length scale (Simiu and Scanlan, 1996). Corresponding to
each of the fluctuating components of the wind velocity (u, v and w) there are three
integral lengths along the three rectangular coordinate axes (x, y and z). For instance, the
integral length scale Lux z  corresponds to the longitudinal fluctuating component of the
velocity along the x-axis. Considering the wind flow in a certain time interval the average
time taken for the fluctuating components of the wind speed to correlate with each other
is described by a quantity known as the integral time scale. The integral time scale can be
computed as the area under the autocorrelation curve of the fluctuating components of the
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velocity (u, v and w). For instance, the integral time scale for the longitudinal component
of the velocity (u) can be computed as:
Tu z  



 R z,τ d
u

2.15

0

where Tu z  is the integral time scale and Ru z,τ  is the autocorrelation function which is
given by:
T

1
u  z,t   u  z,t  τ dt
T  T
0

Ru  z,τ   Lim



2.16

where τ is the time lag. Using Taylor’s frozen turbulence hypothesis the turbulent eddies
can be assumed to be fixed to the mean flow and do not show significant change when
they are transported(Taylor, 1938). With this assumption the integral length scales can be
computed from the products of the mean wind velocity with the integral time scales. For
instance, the integral length corresponding to the longitudinal fluctuating component of
the velocity along the x-axis can be computed as:
Lux z   U z Tu z 

2.17

Walshe (1972) suggested the following empirical equation for evaluating Lux z  which is a
function of height (z) and the type of terrain (α).
 z 
Lux  z   101 
 10 

α

2.18

The height z in Eq. 2.18 should be in m. Integral lengths of the longitudinal velocity
along y and z axes Luy z  and Luz z  can be computed approximately as follows(Dyrbye
and Hansen, 1997):
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Luy z   0.3Lux z 

2.19

Luz z   0.2Lux z 

2.20

2.2. Wind effects on structures
2.2.1. General
As it was explained in section 2.1.1.3 the turbulent wind flow in atmospheric
boundary layer is created by the random motion of a mixture of small and large eddies.
When large eddies pass over structures a well correlated wind loading results provided
the whole structure is immersed in them. However, small eddies result in uncorrelated
patch type of loading since the whole structure may not be engulfed by them. This patch
type of loading has a random nature and to simplify its computation the mean component
is often separated from the dynamic component. Based on the significance of the
dynamic loading, structures particularly buildings which are the main focus of this study
can be classified into rigid and flexible. Buildings which are less sensitive to dynamic
loading are considered rigid while those which experience significant dynamic loading
are classified as flexible. The dynamic component can be further divided in to two as
background and resonant components. The background component results from eddies
with vibration frequencies different from the natural frequencies of the structure and
hence reflects the turbulent nature of the wind. Eddies having frequencies close to the
natural frequency of the structure result in the resonant component which contains the
effect of dynamic properties of the structure (mass, stiffness and damping).
Wind effects on structures can be investigated with different techniques which
include actual field measurements, boundary layer wind tunnel tests, large scale
experiments and numerical simulations. Actual field measurements are taken by
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instrumenting the study structure with the appropriate sensors. The data collected from
actual field measurements are used as a basis for validating results obtained from
experimental or numerical investigations. Since getting sufficient data from field
measurements may take relatively longer time, design wind effects on structures are often
estimated by experimental or numerical simulations. Large scale tests haven been mostly
conducted for relatively small to medium size structures. Although large scale tests are
expected to address some of the issues often raised concerning the small scale wind
tunnel tests they are less frequently conducted due to financial constraints and other
limitations. Following the advancement of modern computing technology the use of
numerical simulations for studying the interaction of wind with structures has been
growing fast. However, the level of confidence with which numerical simulation is being
used in the aerospace industry has not yet been achieved in civil engineering applications
which involve turbulent flows around bluff-bodies (Dagnew and Bitsuamlak, 2012).
Hence, currently wind tunnel tests are the most widely used procedures for studying the
effect of wind on wide range of structures.
2.2.2. Wind tunnel simulation
Simulation of the atmospheric boundary layer wind flow and its interaction with
structures inside Boundary Layer Wind Tunnel (BLWT) laboratories has been common
since early 1960’s (Cermak, 2003). In BLWT, full or partial depth of the atmospheric
boundary layer is simulated with length scale equivalent to the scale used for producing
the test models. For instance, full depth of the atmospheric boundary layer is often
simulated with length scales in the order of 1:300 to 1:500 for a typical tall building
(Balendra et al, 2002; Counihan, 1969, 1973; Irwin, 1981). However, with the scales used
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for tall buildings it is impractical to get workable models of low-rise buildings or other
small structures. Hence, these small structures are often produced in a relatively large
scale compared to tall buildings. Moreover, since the atmospheric boundary layer should
also be simulated at an equivalent large scale it may not be possible to simulate full depth
of the atmospheric boundary layer due to the geometrical constraint of the wind tunnel
section. Hence, in these circumstances only the lower portion of the atmospheric
boundary layer is simulated (Cook, 1973; Kozmar, 2011; Narayan and Gairola, 2011;
Tieleman et al, 1978). A typical BLWT has a 2 to 5m wide cross section and 15 to 30m
long test section and can generate wind speeds in the range of 10 to 50m/s (ASCE, 1999).
The atmospheric boundary layer type of wind flow can be generated by the combined
effect of spires installed at the tunnel entrance and floor roughness elements installed
over a sufficiently long fetch length. Figure 2.3 shows photograph of a typical wind
tunnel section. Accurate simulation of the atmospheric boundary layer in a wind tunnel
can be obtained by satisfying different similarity criteria which can be grouped into three
categories namely: geometric, kinematic and dynamic similarity criteria. Geometric
similarity criteria involve different length parameters such as the building dimension,
integral length scale and boundary layer height. Kinematic similarity criteria involve
different flow properties such as the mean wind speed profile, turbulence intensity and
turbulence spectrum. Dynamic similarity criteria include matching different nondimensional numbers which include the following (Cermak, 1971, 1977; Davenport and
Isyumov, 1967):
i. Reynolds number (Re): is obtained from the ratio of inertial force to friction force and
is given by Re  U L  where L is the characteristic length and  is the kinematic
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viscosity.
ii. Froude number (Fr): is obtained from the ratio of inertial force to the gravitational
force and is given by Fr  U 2 gL where g is the gravitational acceleration.
iii.Rossby number (Ro): is obtained from the ratio of inertial force to the Coriolis force
and is given by Ro  U Lf c  where f c  2 sin  is a Coriolis parameter with  being
the rotational speed of the earth and  is the latitude.
However, practically it is almost impossible to satisfy all the aforementioned similarity
criteria for a typical wind tunnel experiment. For instance, consider the Reynolds number
similarity relation given in Eq. 2.21
U m Lm

m



U f Lf

f

2.21

where the subscripts m and f denote model and full scales respectively. Assume the
density and viscosity of air is the same between the full scale and the model buildings. If
the model building is constructed with a length scale of 1:400 then the wind speed
required to satisfy the Reynolds number criteria is 400 times that of the full scale.
However, this is not only impossible but also unrealistic since at this speed the flow will
be supersonic which doesn’t represent the actual flow around structures. Nevertheless,
the inability to satisfy Reynolds number criteria doesn’t imply that wind tunnel test
results are invalid. Several researches indicated that the effect of Reynolds number
mismatch between the model and the prototype may not have a significant impact for
sharp-edged structures so long as the flow separates at the sharp edges and reattaches
resulting in turbulent flow with Reynolds number in excess of 104 (ASCE, 1999; Larosea
and D’Auteuil, 2006; Simiu and Scanlan, 1996). However, the Reynolds number effect
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could be significant for structures with curved surfaces for which the Reynolds number
could fall under the minimum required value 104 (Roshko, 1961). For such buildings
accuracy of the wind tunnel test results can be increased by roughening the model surface
as it was shown by different researchers (e.g., Bearman and Harvey, 1993; Kimura and
Tsutuhara, 1991; Merrick and Bitsuamlak, 2008; Nakamura and Tomonari, 1982).
2.2.3. Wind tunnel tests for tall buildings
Tall buildings are vertically cantilevered structures from the ground level which
are subjected to significant wind-induced lateral loads. Two groups of wind tunnel tests
are commonly conducted to estimate wind-induced responses of tall buildings.
Aerodynamic tests constitute the first group of tests where only geometry of the building
is modeled in the wind tunnel assuming aeroelastic effects, which will be explained later,
are negligible. Aeroelastic tests constitute the second group of tests where dynamic
properties of the building are also modeled in addition to the building geometry. The
basic principle behind these two tests as well as their merits and shortcomings are
discussed in the following sub sections.
2.2.3.1. Aerodynamic tests
In aerodynamic wind tunnel tests only the building geometry and the wind
exposure are modeled and the effects of dynamic properties of the building (mass,
stiffness and damping) are considered through post-test analytical procedures (Boggs,
1992; Boggs and Peterka, 1989). The basic principle behind aerodynamic tests is based
on avoiding the relative motion between the model building and the wind. By doing so
the additional wind effects resulting from the modification of wind flow by the building
motion, also known as the aeroelastic effects, can be neglected. Hence, the models used
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in aerodynamic test are often rigid and made from lightweight materials such as balsa
wood and Styrofoam. Since aeroelastic effects are neglected the aerodynamic damping,
which quantifies the amount of energy transferred from the building to the air, is also
neglected. Neglecting aerodynamic damping often results in a slightly overestimated
wind-induced responses since it has a small positive value which will be added to the
structural damping (ASCE, 1999). However, under certain circumstances such as when
the critical reduced velocity under vortex shedding attain a negative value the windinduced responses can be underestimated (Tschanz and Davenport, 1983). In other words,
extra energy will be transferred to the building from the air which will further amplify the
building vibration. Hence, for situations where vortex shedding is expected to play a
significant role it’s recommended to go for the more accurate aeroelastic testing which
considers aerodynamic damping. Generally, aerodynamic tests are less expensive
compared to aeroelastic tests since they are relatively less complicated and require less
time to prepare the test model. Moreover, the models need not be produced again should
the test be repeated for different set of dynamic properties in the case of iterative design
of tall buildings. Two types of aerodynamic tests are commonly conducted in most wind
tunnel laboratories, High Frequency Force Balance (HFFB) and High Frequency Pressure
Integration (HFPI). These two aerodynamic tests are discussed in detail in the following
subsections.
2.2.3.1.1. High Frequency Force Balance (HFFB) test
The early use of High Frequency Force Balance (HFFB) test could be dated back
to the 1970’s (Whitbread, 1975). The use of HFFB test as a simple alternative tool to
aeroelastic tests gained more emphasis in the 1980’s (Reinhold and Kareem, 1986;
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Tscahnz, 1983; Tschanz and Davenport, 1983). In the HFFB test base overturning and
torsional moments as well as base shears can be measured. The test is carried out by
mounting a small scale light weight rigid model which has the same geometry as the
actual building on a force balance as shown in Figure 2.4. In order to measure responses
resulting from the applied aerodynamic wind loads alone the force balance should be
rigid, stable and highly sensitive. Moreover, it should be able to measure uncoupled
responses along the different degrees of freedom. Detail explanation about the operation
of force balance and the HFFB testing procedures is well documented in Tscahnz (1983).
The basic principle behind the HFFB test is to assume the wind-induced responses to
come primarily from the fundamental vibration modes. Moreover, these fundamental
vibration modes are assumed to have ideal mode shapes. Ideal mode shapes constitute
uncoupled linear sway modes 1D,Li  C zi H  and a constant rotational mode 1Ti  C 
where C is a constant; the subscripts D, L and T denote the drag, lift and rotational
degrees of freedom; zi is height of the ith floor from the ground and H is height of the
building. For buildings with ideal fundamental mode shapes it can be easily shown that
the generalized equivalent static wind loads (ESWL) in the two sway and rotational
degrees of freedom can be related to the base overturning and torsion moments. Wind
loads on tall buildings are often computed as equivalent static loads, static loads which
can induce responses in which the dynamic effects of wind loads is included, due to the
complex nature of resonant component of wind loads. The spectral density function of the
first mode generalized ESWLs can be related to the spectral density function of the first
mode aerodynamic (externally applied) wind loads by the mechanical transfer function.
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SQ  f   H P  f  S P  f 
2

2.22

where SQ and S P represent spectral density functions of the ESWL and external applied
aerodynamic loads respectively and H P is the mechanical transfer function. For linear
sway modes, spectral density functions of the ESWL and external applied wind loads can
be computed from the corresponding spectral density functions of the base moments as
follows:
SQ  f  
SP  f  

S MQ  f 
H2
SMP  f 
H2

2.23

2.24

where S M P and S M Q denote the spectral density functions of base moments measured in
the HFFB test and the induced base moments which include the effect of dynamic
properties of the building respectively. Hence, substituting Eqs. 2.23 and 2.24 in to Eq.
2.22 the corresponding base moment spectrums can be related as follows:
S MQ  f   H P  f  SM P  f 
2

2.25

Hence, the base moments measured in HFFB test can be related to the induced base
moments by the mechanical transfer function and these induced base moments are used
to compute the ESWL at each floor. Compared to other currently available wind tunnel
tests for tall buildings, HFFB test is simple and relatively quick. It facilitates selection of
optimum aerodynamic shapes as it takes lesser time to test alternative building
geometries. Moreover, since the test results depend only on the building geometry the
structural properties could be optimized during the design process without repeating the
wind tunnel test. Wind-induced responses of a building which has a complex non-
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structural façade features can be estimated better by the HFFB test than the HFPI test
discussed in the following section. This is because the HFFB test allows measuring the
overall base loads without being affected by the non-structural features on the building
envelope. HFFB test has some shortcomings as well. The basic assumption of ideal
modes shapes is very unlikely to hold true for real buildings particularly for buildings
with complex geometries. Assuming linear sway mode shapes may not always be a bad
approximation especially for regular prismatic shape tall buildings. However, assuming a
constant torsional mode shape is unrealistic. Hence, to consider the effect of non-ideal
mode shapes different correction procedures were discussed in several research works
(e.g., Boggs and Peterka, 1989; Chen and Kareem, 2004; Holmes, 1987; Kareem, 1984;
Lam and Li, 2009; Vickery et al, 1985; Xie and Irwin, 1998; Xu and Kwok, 1993; Zhou
et al, 2002). Zhou et al (2002) showed that the significance of non-ideal mode shapes
could be negligible for some wind-induced responses such as displacement and base
moment but not for other responses such as base shear and acceleration. The HFFB test
gives only base loads and distribution of the base load along the building height is carried
out using approximate procedures. When there is interference effect from neighboring
structures the uncertainties in the approximate procedures used for distributing the base
loads could even be high (Simiu et al, 2008). In commonly used HFFB test procedure
higher vibration modes are not considered during wind-induced response estimation.
However, contribution of the higher mode responses may not be negligible in some cases

as it will be seen in Chapter 4. Besides the contribution of higher modes the effect of
aerodynamic damping may not be negligible for very slender buildings.
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2.2.3.1.2. High Frequency Pressure Integration (HFPI) test
The High Frequency Pressure Integration (HFPI) test is another most commonly
used aerodynamic test which was introduced in the early 1980’s (Kareem, 1982;
Reinhold, 1977; Steckley et al, 1992; Ueda et al, 1994). Similar to the HFFB test a rigid
model is used in the HFPI test for similar reasons mentioned for the HFFB test. In the
HFPI test the wind pressure on the model surface is measured using synchronous multipressure sensing system in which pressure taps are installed at several locations on the
model surface as shown in Figure 2.5. In a typical HFPI wind tunnel test a couple of
hundred taps are often installed over the model surface. The tap distribution on the
building surface is dense at critical locations such as at corners and relatively scattered at
other locations. These taps are connected to pressure transducers which are capable of
recording the pressure fluctuation over a period of time. The pressure data collected from
the tests is normalized by a reference dynamic pressure as shown in Eq. 2.26 to get nondimensional pressure coefficients.
CP 

P  Po
1
2
ρaU ref
2

2.26

where C P is the non-dimensional pressure coefficient; P is the pressure measured on the
model surface; Po is the mean static pressure at reference height; ρa is the density of air
and U ref is the mean wind speed at reference height which is often taken to be height of
the building. The pressure coefficients can be converted to full scale pressures using the
required full scale velocity. The corresponding wind loads can then be obtained by
multiplying the pressure values by the tributary areas assigned to each tap. In addition,
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the pressure data can be used for cladding design thereby eliminating the need for
separate cladding test. The HFPI test has some advantages over the HFFB test. By using
the HFPI test the actual wind load distribution along the building height can be
determined without the need for an approximate floor load distribution procedure unlike
the HFFB test. Moreover, spatial correlation effect as well as wind-induced interference
effect from the neighboring buildings can be better investigated with the HFPI test. The
contribution of higher modes can be included in response evaluation since the
aerodynamic wind load computation doesn’t depend on the vibration modes like the
HFFB test. The HFPI test can be used for any type of building geometry since it is not
based on ideal fundamental mode shapes like the HFFB test. Comparison of base loads
obtained from the HFFB and HFPI tests showed a good agreement for simple prismatic
shape buildings which have close to linear fundamental sway mode shapes (Dragoiescu et
al, 2006; Flay et al, 2003; Flay and Vickery, 1997; Isyumov et al, 1999; Lin et al, 2005;
Steckley et al, 1992). For complex shape buildings which have non-linear and/or coupled
vibration modes the results obtained from the HFFB and HFPI tests could show
variations. Moreover, the different correction schemes suggested for non-ideal mode
shapes could give different results for buildings having coupled non-linear vibration
modes (Spence et al, 2011). The HFPI test also has its own demerits compared to the
HFFB test. The HFPI test is relatively laborious and expensive compared to the HFFB
test(Dragoiescu et al, 2006). In addition, it may not be suitable under certain
circumstances. For instance, at places where there are complex façade features such as
big screens and balconies it is difficult to capture correct pressure readings. Moreover, if
the HFPI test model is too narrow, it may not allow installation of enough number of
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pressure tubes. As a result, the resolution of pressure readings taken may be
compromised.
2.2.3.2. Aeroelastic tests
Aeroelastic tests constitute the second group of wind tunnel tests for tall
buildings. These tests are more elaborate compared to aerodynamic tests since dynamic
properties of the building (mass, stiffness and damping) are also modeled in addition to
the building geometry (Isyumov, 1982; Zhou and Kareem, 2003). Dynamic properties of
the full-scale and model building are related by similarity ratios. Modeling of the mass is
carried out by satisfying the similarity relations between the generalized masses given in
Eqs. 2.27 and 2.28 for sway and rotational motions respectively (ASCE, 1999).
Mm
ρ L3
 m m3
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where M , I , ρ and L represent generalized mass, generalized mass moment of inertia,
density of air and characteristic dimension of the building respectively. The damping in
the model scale can be calibrated by using the same modal critical damping ratio as in the
actual building. The similarity relation given in Eq. 2.29 is obtained from the equality of
Cauchy number between the model and full-scale building and it can be used to satisfy
the stiffness similarity (ASCE, 1999).
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where U represents the flow velocity and the effective modulus (Eeff) is given by Eeff =
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EI/L4 where E and I denote the modulus of elasticity and area moment of inertia. Results
obtained from aeroelastic tests are more accurate compared to aerodynamic tests.
However, the results obtained from aerolastic tests are valid only for the particular set of
dynamic properties used during the test unlike aerodynamic tests where variation of
dynamic properties has no impact on the test results so long as the building geometry is
unaltered. Since dynamic properties of the building are modeled in aeroelastic tests the
measured data and the responses obtained from the tests can be scaled up and applied
directly to the full-scale building thereby avoiding the analytical procedures used to
include the effect of dynamic properties of the building as in aerodynamic tests.
Moreover, aeroelastic tests allow incorporating the effect of aerodynamic damping which
could be significant for very flexible buildings. In situations where the building might
experience pronounced aeroelastic effects the actual condition could be better simulated
by aeroelastic tests than aerodynamic tests. For instance, aeroelastic tests should be
conducted for very slender buildings since significant sideways vibration is expected
from vortex shedding which could result in negative aerodynamic damping. Hence, even
though aeroelastic tests provide more realistic simulation than aerodynamic tests, due to
their complex nature and accompanied higher expenses they are often conducted at the
last stage of wind tunnel tests to refine the aerodynamic test results (Irwin, 2009).
2.2.4. Wind loads on tall buildings
Wind loads on tall buildings can be decomposed in to three components, along
wind (in the direction of wind), across wind (perpendicular to the direction of wind) and
rotational components. In designing tall buildings for wind; one, two or all the three wind
load components could have significant contribution. Many design codes and standards
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recommend mainly two approaches for computing design wind loads on tall buildings. In
the first and simplified approach, approximate analytical procedures are used for wind
load computation in the absence of measured wind tunnel data. These analytical
procedures mostly involve empirical equations and design wind load coefficients derived
from certain wind tunnel test configurations. Wind load computation using these
approximate procedures is mainly based on the Gust loading factor (GLF) approach. The
GLF approach is suggested based on the strip and quasi-steady theories (Davenport,
1967). According to strip theory the building geometry can be divided into strips
(segments) and the aerodynamic loads corresponding to each segment can be computed
separately using the local wind velocity assuming the influence from neighboring
segments to be negligible. The quasi-steady theory allows relating the fluctuating
pressure variation on the building surface with the variation of wind velocity in the along
wind direction. This assumption often holds true for along wind component of the wind
load provided the building dimensions are small compared to length scale of the
turbulence. However, for across wind and torsional load components reliable estimation
procedures based on these or other theories have not yet been found. The second
approach recommended by most design codes and standards is the computation of wind
loads using wind tunnel experiments. As it was discussed in the previous section
aerodynamic wind tunnel tests are the most commonly used wind tunnel tests for tall
buildings. Aerodynamic wind tunnel tests give wind load information obtained by testing
the building model in different directions at constant wind speed considering the effects
of immediate neighboring structures. However, the actual climatological data of a given
area shows variation of wind speed with direction. Moreover, the probability of
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occurrence of an extreme wind speed of certain MRI varies in different directions. Hence,
in order to estimate design wind effects of certain MRI for tall building the aerodynamic
data should be combined with the actual climatological data of the study site. The
aerodynamic data collected from wind tunnel tests is fairly reliable however the postprocessing analytical procedures used for estimation of design wind effects are still
argued to have shortcomings. The uncertainties occurring at different stages of the posttest analytical procedures will be the main focus of this research work which will be
discussed in detail in the following chapters.
2.3. Summary
A brief discussion is given about the characteristics of wind flow inside the
earth’s atmospheric boundary layer. Moreover, some of the parameters used to describe
the wind flow in the earth’s atmospheric boundary layer are also discussed. Simulation
techniques for artificially generating boundary layer type of wind flow in the wind
tunnels are briefly explained with main focus on tall buildings. Moreover, commonly
used wind tunnel tests for tall buildings are also discussed in detail. The presence of
uncertainties in the post-processing analytical procedures used to estimate design wind
effects on tall buildings from aerodynamic wind tunnel tests is highlighted for further
investigation in the following chapters.
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(a)

(b)

Figure 2.1 Typical (a) mean wind speed and (b) turbulence intensity profiles in the
earth’s atmospheric boundary layer

32

Figure 2.2 Variation of wind speed spectrum close to the earth’s surface according to Var
der Hoven (1957)
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Figure 2.3 Typical wind tunnel test setup (Courtesy RWDI USA LLC)
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(a)

(b)

Figure 2.4 (a) HFFB test setup in a boundary layer wind tunnel and b) Typical Force
Balance (Courtesy RWDI USA LLC)
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Figure 2.5 Instrumented model for the HFPI test
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3. A DUAL AERODYNAMIC DATA ANALYSIS FRAMEWORK FOR TALL
BUILDINGS
Abstract
Aerodynamic wind tunnel testing has been the most commonly used method for
estimating wind-induced responses of tall buildings. Analysis of aerodynamic data for
estimating wind-induced responses of tall buildings can be carried out in the frequency or
time domain. Frequency domain analysis has been the most commonly used approach as
it requires relatively less computational time than carrying out the analysis in the time
domain. The present study discusses the frequency and time domain approaches for
aerodynamic data analysis and compares the two analysis approaches from accuracy and
computational time perspectives. Moreover, the significance of some traditionally used
simplifying approximations on the accuracy of estimated wind-induced responses is
assessed. Results obtained from the study showed that accuracy of results obtained from
frequency domain analysis could be affected by the traditionally used simplifying
approximations. It was also learned that the enhanced computing capabilities of today’s
computers allow time domain analysis to be carried out within a reasonable computing
time.
3.1. Introduction
Tall buildings are among wind sensitive structures which could experience high
wind-induced effects. The degree of sensitivity is continuously increasing with the
current trend of architectural and engineering designs heading towards the construction of
buildings with complex shape using lightweight materials. Hence, the methodologies
used for estimating wind-induced responses of such wind sensitive structures should meet
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high level of accuracy. Although building codes and standards have been widely used for
estimating wind-induced loads and responses of low-rise buildings, limited wind load
provisions are given for tall buildings. Wind tunnel studies are often recommended to be
conducted for most tall buildings and have been quite successful tools for estimating
wind-induced loads and responses (Cermak, 2003; Isyumov, 2004). As it was explained
in chapter 2 aerodynamic wind tunnel tests are the most commonly conducted tests for
tall buildings. The aerodynamic data obtained from these tests should be further treated
with analytical procedures to include the effect of dynamic properties of tall buildings in
the resultant wind-induced loads and responses. In this chapter, a dual aerodynamic data
analysis framework which works in the time and frequency domains will be presented.
The framework allows estimation of displacement, acceleration, shear, bending and
torsional moment responses at each story level of a given tall building considering the
contributions of any number of vibration modes. Improvement of the analysis framework
over the traditional analysis approach which involves several simplifying approximations
is investigated with a case study on a 50 story building.
3.2. Dynamics of tall buildings
Similar to other vibration problems the response of tall buildings to dynamic loads
can be expressed by the three motion parameters, namely, acceleration, velocity and
displacement. The summation of forces associated to each parameter is equated to the
excitation force to get the following governing equation of motion.
(t)  cu (t)  ku(t)  p(t)
mu

3.1

where m, c and k represent mass, damping and stiffness matrices of the building while
(t) , u (t) , u(t) and p(t) denote acceleration, velocity, displacement and wind load vectors
u
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respectively. The sizes of these matrices and vectors depend on the total number of
degrees of freedom defined for dynamic analysis. Even though infinite degrees of
freedom exist for tall buildings, the degrees of freedom are usually minimized for
practicality to three, two translations (denoted here by subscripts x and y) and one
rotation (denoted here by subscript θ), at each floor level using rigid floor idealization
(Clough et al, 1964). Hence, a total of 3n degrees of freedom are defined where n denotes
number of floors of the building. Eq. 3.1 can be written in expanded form as follows:
 x (t) c xx
m 0 0 u
 
 0 m 0 u


  y (t)   0
 0 0 I  u
 θ (t) c Txθ

0
c yy
c Tyθ

c xθ  u x (t) k xx

 
c yθ  u y (t)   0
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0
k yy
k Tyθ
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k yθ  u y (t)  p y (t)
k θθ  u θ (t) p θ (t)

3.2

where m and I are n x n diagonal sub-matrices with lumped mass m and mass moment of
inertia I of each floor as diagonal elements respectively; cxx, cyy, cxθ, cyθ, cθθ, kxx, kyy, kxθ,
kyθ and kθθ are n x n sub-matrices in the corresponding damping and stiffness matrices;
 x (t) , u
 θ (t) , u x (t) , u y (t) , u θ (t) , u x (t) , u y (t) , u θ (t) , p x (t) , p y (t) and p θ (t) are n x 1
 y (t) , u
u

sub-vectors in the corresponding acceleration, velocity, displacement and wind load
vectors respectively. Using classical modal analysis Eq. 3.2 can be converted into a set of
uncoupled linear second order differential equations as
(t)  Cq (t)  Kq(t)  P(t)
Mq

3.3

where M  Φ TmΦ , C  2ξMω and K  ω2M denote the generalized mass, damping and
stiffness matrices respectively; ξ , ω and ω 2 are diagonal matrices having ξ j ,  j and  j as
2

diagonal elements respectively; ξ j and  j denote damping ratio and natural frequency of
the jth vibration mode respectively; P(t)  ΦTp(t) denotes the generalized wind load vector;
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Φ  1,2 ,...,k  denotes the modal matrix comprised of the mode shape vectors and
q T  q1 , q2 ,..., qk  denotes the generalized displacement vector; q T  q1 , q 2 ,..., q k  denotes

 T  q1 , q2 ,...,qk 
the generalized velocity vector and q

denotes the generalized

acceleration vector. The subscript k denotes the total number of vibration modes
considered for analysis. The generalized displacement vector can be related to the
different responses of interest through the modal participation coefficients (Chen and
Kareem, 2005b). For instance, the modal participation coefficients of displacement,
acceleration, shear, bending and torsional moment responses can be obtained using the
following equations.
dlj  ljs
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3.4
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3.7

3.8
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where Г is modal participation coefficient; the subscripts d, a, v, m and t represent floor
displacement, floor acceleration, story shear, story bending moment and story torsion
responses respectively; z is bending moment arm; ljx , ljy and lj are values of the jth
mode shape vector at the lth floor level in the x, y and θ degrees of freedom respectively.
Hence, evaluation of the generalized displacement vector is a key step in evaluating the
required response of interest which can be carried out in the frequency or time domain. In
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the frequency domain approach, the generalized load time history is transformed into
spectral data from which standard deviations of the modal generalized displacements can
be computed without solving the dynamic equation of motion. In the time domain
approach, the dynamic equation of motion is solved using the generalized load time
history to get the time history of modal generalized displacements. Computation of the
dynamic wind-induced responses in the frequency and time domain approaches is
explained in detail in the following sections.
3.3. Frequency domain approach
Application of frequency domain approach for wind-induced vibration problems
could be dated back to the 1950’s. Liepmann (1952) used a frequency domain approach
for computing wind-induced buffeting loads on aircrafts. The application was extended
later for civil engineering structures in the 1960’s (Davenport, 1961, 1963, 1964; Harris,
1963; Vickery, 1965, 1966). In the 1970’s and 1980’s, when the computer processingspeed was limited, analysis of aerodynamic data had been mostly carried out in the
frequency domain with different degrees of simplifying approximations. In this section, a
more accurate frequency domain analysis framework will be presented for estimating
wind-induced responses of a tall building from aerodynamic data. Moreover, the
uncertainties caused by different traditionally used simplifying approximations will also
be investigated. The discussion is organized in to three subsections which explain the
three different stages of aerodynamic data analysis.
3.3.1. Modal responses
The first step in the frequency domain analysis of aerodynamic data is to
transform the wind load time history data into frequency domain data. Transformation of
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a given data from time domain to frequency domain can be carried out with different
mathematical transformations. One of the most commonly used transformations is the
Fourier transform. The statistical parameters variance and covariance cannot be
computed in the conventional way from the frequency domain data. Instead, they are
computed indirectly from the spectral density functions. Hence, the spectral density
functions should be first obtained from the frequency domain data. Power spectral
density function of the generalized wind load vector in Eq. 3.3 can be obtained from
product of the frequency domain data with its conjugate as follows:
S Pjj  f   Pj  f Pj*  f 

3.9

where Pj  f  and S Pjj  f  are the jth mode generalized wind load vector in frequency
domain and its power spectrum respectively. The superscript * denotes the complexconjugate operator. Cross spectral density function of the ith and jth mode generalized
wind loads can be obtained by multiplying the frequency domain data of one vibration
mode with the complex-conjugate of another vibration mode as follows:
S Pij  f   Pi  f Pj*  f 

3.10

where Pi  f  and Pj  f  are the ith and jth mode generalized wind loads in the frequency
domain respectively and S Pij  f  is their cross spectrum. Spectral density functions of the
generalized wind loads can be related to the corresponding spectral density functions of
the generalized displacements through the transfer function H  f  as follows:
S q jj  f   H j  f S Pjj  f H *j  f 

3.11

S qij  f   H i  f S Pij  f H *j  f 

3.12

47

where the transfer function in the jth vibration mode is given by
H jf 

1
  
 f 
f
K j 1     2 iξ j  
 f j 
  f j 
 

2

3.13

where K j and f j   j / 2 denote the jth mode generalized stiffness and frequency;

i   1 indicates imaginary part of the complex number. The power and cross spectral
density functions can also be obtained from the Fourier transforms of autocorrelation and
cross correlation functions respectively. Variance of the jth mode generalized
displacement can be obtained from the area under the power spectral density curve as




0

0

σ q2jj  S q jj  f  df  H j  f  S Pjj  f  H *j  f  df





3.14

Covariance between the ith and jth mode generalized displacements can also be computed
as:




σ q2ij  Re  S qij  f df   Re  H i  f  S Pij  f  H *j  f df 
 0

 0






3.15

where ‘Re’ denotes the real operator. The integrals in Eqs. 3.14 and 3.15 are often
evaluated as the sum of two regions, which correspond to background and resonant
response components. As it was discussed earlier the background component shows the
dynamic response resulting from the turbulent nature of wind alone while the resonant
component shows the contribution from dynamic properties of the building. The
background component can be computed by removing the effect of dynamic properties of
the building from Eq. 3.14 as follows:
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1
 2 S Pjj  f df
Kj 0



σ q2jjb

3.16

By subtracting Eq. 3.16 from Eq. 3.14 the resonant component can be computed as
σ q2 jjr  σ q2 jj  σ q2 jjb

3.17

Sometimes, the resonant variance component is computed approximately by simplifying
Eq. 3.14 with the assumption of White Gaussian process and f f j  1 in the ranges of
frequencies which are close to the natural frequencies of the building as follows:
σ q2jjr 

1 π
f j S Pjj ( f j )
K 2j 4ξ j

3.18

The approximation used in Eq. 3.18 has been the basis for simplified equations
recommended by some building codes and standards for estimating resonant components
of the wind-induced response of tall buildings. The investigation on the accuracy of
White noise approximation on different wind-induced responses is presented in the latter
section.
3.3.2. Resultant responses
Standard deviation of any response of interest (R) in the jth mode of vibration can
be obtained from the standard deviation of the generalized displacement as follows:
σ R jj  R j σ q jj

3.19

Standard deviations of modal responses should be combined to get standard deviation of
the resultant response. The most simplified and less commonly used modal combination
rule is the square root of sum of the squares (SRSS) rule which is suggested by
Rosenblueth (1951).
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R 

k


j 1

σ R2 jj 

 
k

Rj

j 1

σ q jj



2

3.20

As it can be seen from Eq. 3.20 the cross correlation of modal responses is ignored in this
approach. The most commonly used modal combination rule, which considers the cross
correlation of modal responses, is the complete quadratic combination (CQC) rule given
by
k

k

 σ

σR 

i 1 j 1

σ R jj rij 

Rii

k

k

 

Ri Rj

i 1 j 1

σ qii σ q jj rij

3.21

where rij is the correlation coefficient which is defined as follows:

rij 

σ q2ij
σ qii σ q jj





Re H i  f  S Pij  f  H *j  f df 
 0






3.22



 H  f  S  f   f d f  H  f  S  f   f d f
i

pii

H i*

0

j

p jj

H *j

0

Different formulations were suggested for computing the correlation coefficient without
directly solving Eq. 3.22. The two most commonly used formulations were suggested
by(Chen and Kareem, 2005a) and (Huang et al, 2009). Chen and Kareem (2005a)
suggested the formulation given in Eq. 3.23 which considers the partial correlation of
generalized wind loads in different modes as well as the cross correlation effect between
modal responses.
rij 

rijb σ qiib σ q jjb  rijr σ qiir σ q jjr
σ q2iib  σ q2iir σ q2jjb  σ q2 jjr

3.23

where rijb and rijr are the background and resonant correlation coefficients respectively
which are given as follows:
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rijb 

 q2ijb
σ qiib σ q jjb



Pij (

f )df



0



3.24



 S  f df  S  f df
Pii

Pjj

0

0

rijr   ijr  ijr

3.25

where  ijr is a parameter which shows partial correlation of the generalized wind loads in
modes i and j given by

 ijr 





Re S Pij  f 

S Pii  f S Pjj  f 

f  f i or f j

3.25(a)

and  ijr is the correlation parameter which shows the cross-correlation between modal
responses given by Der Kiureghian (1981) as

 ijr 

1   

2 2
ij

8  i  j  ij  i   j  ij3 / 2



 



 4 i  j  ij 1   ij2  4  i2   j2  ij2

,

ij 

fi
fj

3.25(b)

 ijr has a value between 0 and 1 where the extreme values 0 and 1 show no correlation
and full correlation between modal responses respectively. Huang et al (2009) provided
the formulation given in Eq. 3.26 for computing the correlation coefficient.
rij 



~
~
~
~
~
1
λ0,ij  γij λ2,ij  εij λ4,ij  αij λ1,ij  βij λ3,ij
λii λ jj

where
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3.26



λ jj  H pj  f  S p jj  f  df
2



3.26(a)

0

~
λm ,ij





 m
2
2
 f H pi  f  H pj  f  Re S pij  f  df

 0
 f m H  f  2 H  f  2 Im S  f  df
pi
pj
pij

0







f j  f i 2  f j2





γij 

4 ξ ξ
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j fi

εij 

 ij 

f



2
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1
f i f j2
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2

2

2ξ i f j  ξ j f i 

f f 
i

 ij 

H pj  f  
2

f

, m  0,2,4

2
i

, m  1,3

3.26(c)

3.26(d)

3.26(e)

j

2ξ i f i  ξ j f j 

f

3.26(b)

f j2



3.26(f)

3.26(g)

1
2

2
  2  

f
f
1       2 ξ j

  f j   
f j 



3.3.3. Peak responses
Peak(minimum and maximum) value of any response of interest can be computed
from the mean and standard deviation components with a peak factor approach as follows
(Davenport, 1967).
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R̂  R  g R R

3.27

where R̂ and R denote the peak and mean values of the response respectively and gR is the
peak factor. Since time history of a response is not available in the frequency domain
analysis mean value of the response cannot be computed in the conventional way instead
it can be computed as follows (Chen and Kareem, 2005b):
R

k



Rj q j

3.28

j 1

where q j is the mean component of the generalized displacements which is given by
qj 

Pj

3.29

Kj

Assuming the response time history to be a normally distributed stationary Gaussian
process the peak factor is often computed using the following closed form equation
(Davenport, 1961).
g R  2 lnυ T  

0.5772

2 lnυ T 

3.30

where T is the time interval in seconds over which the peak value is required and υ is the
mean zero upcrossing rate. The mean upcrossing rate can be computed as follows (Rice,
1945).




f
0

2

S R  f df

3.31



 S  f df
R

0

Since spectra of the response R and the generalized displacement show the same variation
with frequency, Eq. 3.31 can be written as

53



f



0

2

S q  f df

3.32



 S  f df
q

0

where S q is a spectrum obtained by combining spectra of the generalized displacements
in the different vibration modes using the CQC modal combination rule as follows:




S q ( f )df 

k

k

 
i 1 j 1

0



 S q ( f )df 
ii



0


 S q ( f )df
jj

0




rij
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Similarly, the numerator term in Eq. 3.32 can be computed as




f 2 S q ( f )df 

k

k

 
i 1 j 1

0


 2
 f S q ( f )df 
ii



0


 2
 f S q ( f )df  rij
jj



0
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where rij is given by

rij 

 2

Re f S qij  f  df 
 0




 2
 f S q  f df
ii

0



  2
 f S q  f df
jj

 0








3.35

Traditionally, the peak response is computed approximately after rearranging Eq. 3.27 as
follows:
R̂  R 

gb R b 2   g rj R rj 2
j

3.36

where gb and gr are the peak factors corresponding to the background and jth mode
resonant response components respectively. The back ground peak factor is commonly
given a value between 3 and 4(Chen and Kareem, 2005). The resonant peak factor for
each vibration mode is computed from Eq. 3.30 by approximating the mean upcrossing
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rate parameter with the building natural frequency (νj ≈ fj) where fj is the frequency of the
jth vibration mode in Hz (Chen and Huang, 2009).
3.4. Time domain analysis
In the time domain analysis, time history of wind-induced responses are obtained by
using the time history wind load data measured in the wind tunnel tests as input in the
dynamic equation of motion. In the 1970’s and 1980’s, when the processing-speed of
computers was limited, analysis of aerodynamic data had often been carried out in the
frequency domain owing to its less computational demand compared to the time domain
approach. However, with the fast growth of computing speed, memory and storage
capacity of computers carrying out time domain analysis is becoming increasingly
favorable. This has been underscored by some recent research works which include the
following. Flay and Li (2007) applied the time domain analysis for computing
acceleration of a building having coupled 3D mode shapes and emphasized its
importance in damper design. Tse et al (2008) compared standard deviation of responses
obtained from frequency and time domain analysis techniques for a building having
coupled vibration modes. Based on their study, the discrepancy between time and
frequency domain results could become noticeably high if the cross-correlation terms are
ignored in frequency domain analysis. Simiu et al (2008) presented a database-assisted
design procedure in which the aerodynamic data is analyzed in the time domain to
estimate wind effects on tall buildings. Spence et al (2008) suggested a member size
optimization approach for tall buildings which uses a time domain approach to estimate
the wind-induced responses. In this section, a time domain analysis framework is
presented for estimating wind-induced responses of a tall building from aerodynamic
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data. The discussion is organized in to two sub-sections. While the first sub-section
focuses on the modal and resultant response computation procedure, the second subsection deals with a statistical peak estimation approach.
3.4.1. Modal responses
Time history of the generalized displacement vector can be obtained by directly
solving Eq. 3.3 with numerical time stepping methods. Several numerical time-stepping
methods have been developed over the years which can be generally categorized into two
schemes, namely explicit and implicit. In explicit schemes unknown value of a function
can be explicitly defined in terms of known values of a function while in implicit
schemes coupled system of equations, which contain both unknown and known values of
a function, should be solved. Explicit schemes are easy to implement but require
relatively smaller time steps compared to implicit schemes to ensure convergence and
stability of the numerical solutions. Implicit schemes involve solving system of equations
at each time step hence they require extra computational effort compared to explicit
schemes. In the present study, time domain analysis is carried with using Newmark’s
linear acceleration method which is an implicit scheme. Since the mathematical
background of the method can be obtained in several literatures (e.g. Chapra and Canale,
2009; Chopra, 2007) it is not presented here instead only step-by-step procedure of the
method is summarized as follows:
Step 1: Compute initial values and constants
th

 Set up initial values for the j mode generalized displacement, velocity and force

q j to   0

; q j to   0 ;

Pj to   0

 Compute the initial acceleration value using the initial values from the previous step
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q j to  

Pj t 



Mj

Cj
Mj

q j t  

Kj
Mj

q j t 

 Solve

K'  K j 

1

Cj 
Mj
 t
 t 2

Based on the values of γ and β different forms of Newmark-β method exist. In the present
study the linear acceleration form of the Newmark-β method is adopted which uses the
value γ =1/2 and β = 1/6.
 Solve

o

a


1
M j  Cj
t


o

b

 

1
M j  t 
 1C j
2
 2


Step 2: Carryout the following computations for each time step i
 Pj ti   Pj ti   aq j ti   bq j ti 
'

 Compute q j ti  from K q j ti   Pj ti 
'

 q j ti  
 q j ti  

'




 
q j ti 
q j ti   q j ti   t  1 
t

 2 



 t 

2

q j ti  

1
1
q j ti  
q j ti 
 t
2β

 q j ti 1   q j ti   q j ti 
 q j ti  1   q j ti   q j ti 

 j ti  1   q j ti   q j ti 
 q

Step 3: Increase the time step from i to i+1 and repeat step 2
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Once time history of the generalized displacement is obtained time history of the required
modal response of interest can be obtained using the modal participation coefficient as
follows:
R j  R j q j

3.37

Modal responses can then be directly superimposed to get the resultant time history of
response. Moreover, since time history of a wind-induced response is obtained the
statistical parameters such as mean and standard deviation can be computed in the
conventional way.
3.4.2. Peak response estimation
Sadek and Simiu (2002) suggested a peak estimation approach for low-rise
buildings for which the time histories of wind-induced responses are generally nonGaussian. The approach involves fitting a combination of gamma and normal
distributions to the time history data together with a standard translation processes
approach (Grigoriu, 1995). In the present work, normal probability distribution is fitted to
the time history of wind-induced responses following a similar approach. Goodness of
the fit is checked by the probability plot correlation coefficient (PPCC) method (Filliben,
1975) as well as from the probability and cumulative distribution function plots. The
mathematical formulation of this approach is discussed as follows.
For a standard Gaussian process X(t) the cumulative distribution function of the
largest peak X̂ in a certain time interval T is given by Eq. 3.38 (Rice, 1954).

 





FX̂ X̂  exp   X T exp  X̂ 2 /2



3.38

Rearranging Eq. 3.38 the peak value can be expressed in terms the cumulative
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distribution function as
 XT
X̂  2 ln
 ln F X̂
X̂


 






3.39

 

Hence, for a given value of the cumulative distribution function FX̂k X̂ the maximum and
minimum peak values can be computed as
 XT
k
X̂ max
 2 ln
 ln F k X̂
X̂


 






and

 XT
k
X̂ min
  2 ln
 ln F k X̂
X̂


 






3.40

where  X is the mean zero upcrossing rate for process X which can be computed from
Eq. 3.31. Peak values of the process X corresponding to a set of predetermined values of
the cumulative distribution function can then be mapped to the corresponding peak values
of the process R (time history of the response of interest) as follows:
k
k
R̂max
 X̂ max
 

and

k
k
R̂min
 X̂ min
 

3.41

where  and  are slope and intercept parameters of the least squares regression line
obtained by fitting inverse of the standard normal cumulative distribution to the sorted
time history of response. The final estimated peak values of the response are then
computed as the average of peak values obtained in Eq. 3.41
R̂max 

 f X̂ R̂
k
X̂

k
max

and R̂min 

 f X̂ R̂
k
X̂

k
min

X̂

X̂

3.42

where the f X̂k ( X̂ ) is the probability density function of the peak X̂ in a certain time
interval T which can be computed as
 XT
f X̂k X̂   2 ln
 ln F k X̂
X̂
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  F X̂  ln F k X̂
X̂
 X̂


 

 

3.43

3.5. Case study
3.5.1. Experimental setup
HFPI aerodynamic wind tunnel test was conducted on a 50 story steel building
which has 182.88m (600ft) height with a rectangular footprint of 30.48m (100ft) ×
45.72m (150ft) (Figure 3.1(a)) similar to the Commonwealth Advisory Aeronautical
Research Council (CAARC) building (Melbourne, 1980). The building model was
constructed in a 1:400 scale and tested at RWDI’s boundary layer wind tunnel facility
(Figure 3.1(b)). The tunnel has a cross-section of 2.13m × 2.44m (7ft × 8ft) at 13.3m
(43.5ft) distance down-stream of the tunnel entrance where the building model was
installed on a turntable. The test was carried out in an open upwind exposure which was
generated by the combined effect of 15.24cm × 33.02cm (6in × 13in) trapezoidal spires
and 2.54cm (1.0in) high triangular floor roughness elements. The mean wind speed and
turbulence intensity profiles as well as longitudinal turbulence spectrum of the simulated
open exposure are shown in Figure 3.2. Pressure readings were taken for several wind
directions using 280 pressure taps installed on the building surface over 10 layers with 28
taps at each layer. The data was collected for duration of 36sec at a sampling frequency
of 512Hz which is equivalent to 1hr in the full scale. Since the pressure taps were
connected to a pressure scanner with 1.34mm (0.053in) PVC tubes the data collected was
low pass filtered to reduce resonance effects from the tubes (Irwin et al, 1979). Using the
pressure data and an assumed wind speed of 56.7m/sec at the building height, the fullscale forces and torsional moment are computed at each floor level.
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3.5.2. Dynamic analysis
Dynamic analysis of the building was carried out using finite element analysis
software since the measured aerodynamic loads have to be synthesized with dynamic
properties of the building (see Figure 3.3(a)). The building was designed in such a way
that it will have coupled vibration modes by deliberately orienting the elevator core
asymmetrically on the building plan as shown in Figure 3.3(b). Natural frequencies for
the first three vibration modes were found to be 0.280 Hz, 0.291 Hz and 0.562 Hz
respectively and the corresponding mode shapes are shown in Figure 3.4. It has to be
noted that the torsional mode shape was plotted together with the sway modes after being
multiplied by the radius of gyration (ra) at each floor level. As it can be observed from
Figure 3.4 as well as from the natural frequency values, the first two vibration modes are
coupled. A 1% damping ratio is assumed in all the three vibration modes. The
aerodynamic data coupled with dynamic properties of the building was analyzed in the
frequency and time domains to obtain wind-induced responses.
3.6. Results and discussion
3.6.1. Modal responses
Standard deviations of the generalized displacements corresponding to the three
vibration modes are computed in the frequency and time domain analysis techniques. In
the frequency domain analysis the modal responses are computed in two approaches. In
the first frequency domain approach resonant component of the generalized
displacements are computed with the White noise assumption using Eq. 3.18. In the
second frequency domain approach the modal generalized displacements are computed
by integration of the full spectrum given in Eq. 3.14. Figure 3.5 - Figure 3.7 show

61

comparison of the modal generalized displacements obtained from the frequency domain
approaches with the time domain results for several wind directions. As it can be
observed from the figures, the frequency domain results obtained by integration of the
full spectrum closely match the time domain results. The variations observed between the
full spectrum frequency domain results and the time domain results are less than 5% for
all wind directions. The slight percentage deviations observed between the two
approaches can be attributed to the approximation in the spectral smoothing procedure
carried out before integration. However, the percentage deviations between the frequency
domain results obtained with the White noise assumption and the time domain results are
relatively larger. Moreover, the percentage deviations show variations in different wind
directions reaching as high as 30% in some wind directions.
3.6.2. Modal correlation coefficients
Figure 3.8 shows comparison of modal correlation coefficients obtained from the
CQC formulations of Chen and Kareem (2005a) and Huang et al (2009) with the exact
correlation coefficients obtained by directly solving Eq. 3.22. The correlation coefficients
obtained from the formulation of Huang et al (2009) show perfect match with the exact
correlation coefficients. However, the coefficients obtained from Chen and Kareem
(2005a) show some deviations particularly for r12 which shows correlation between the
coupled first and second modes. The correlation coefficients r13 (between the first and
third modes) and r23 (between the second and third modes) obtained from all the three
approaches show good agreement. If standard deviations of the generalized
displacements are computed without approximation as discussed in the previous section,
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it will be more convenient to compute the exact correlation coefficients directly from Eq.
3.22. This is because the standard deviation values are already available and the only
extra parameter that needs to be computed is the covariance between the generalized
displacements.
3.6.3. Resultant responses
Comparison of the standard deviation of resultant base moments obtained from
frequency and time domain analyses are shown in Figure 3.9 - Figure 3.11. In the
frequency domain analysis, standard deviations of the modal base moments are computed
from integration of the full spectrum and they are combined with the SRSS and CQC
combination rules. In the time domain analysis, standard deviations of the resultant base
moments are computed in the conventional way from the time history of base moments.
As it can be observed from the figures, frequency domain results obtained with the SRSS
rule show relatively larger deviations from the time domain results. For most wind
directions the SRSS rule resulted in 10% deviations and up to 20% deviations are
observed for few wind directions. Results obtained from the different CQC formulations
show close agreement with time domain results. For most wind directions, the percentage
deviations for the different CQC formulations fall below 5% while for few wind
directions up to 10% deviations are observed. Larger deviations in the SRSS rule are
observed particularly in the bending moment responses (Mx and My) for which the major
contributions come from the coupled first and second vibration modes. Hence, the
variations observed in the SRSS rule result from ignoring the cross correlation effects
between the first and second mode responses. The major contribution for the torsional
moment response (Mθ) comes from the third vibration mode which is not coupled with
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the other two modes. Hence, results obtained from the SRSS and the CQC rules are close
since the cross-correlation effects are minimal.
3.6.4. Peak responses
In the frequency domain analysis, peak values of the base moment responses are
computed with two approaches. In the first approach, the peak factor is computed by
approximating the mean cycling rate by the fundamental natural frequency of the
building. In the second approach, the peak factor is computed using the mean cycling rate
computed using Eq. 3.32. For the sake of comparison, the first approach will be referred
as Traditional Peak Factor (TPF) approach and the second approach will be referred as
Accurate Peak Factor (APF) approach. In the time domain analysis also two sets of peak
values are obtained. The first set of peak values referred as estimated peak values are
computed using the statistical approach discussed before while the second set of peak
values referred as measured peak values are directly taken from the time history
responses. For the estimated peak responses, the probability plots and cumulative
distribution function plots of the normal distribution fitted to the time history of base
moment responses are shown in Figure 3.12. As it can be observed from the plots as well
as from the PPCC values for all cases, which are very close to 1, a normal distribution fit
to the data is acceptable. The peak bending and torsional base moments obtained from
frequency and time domain analysis are compared in Figure 3.13 - Figure 3.15. As it can
be observed from the figure, the peak values obtained from the TPF frequency domain
approach are relatively larger than the peak values obtained from the APF frequency
domain approach. It can also be observed that, the peak values obtained with the APF
frequency domain approach and the estimated peak values from time domain analysis
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show close agreement. The peak responses obtained from the TPF frequency domain
approach are larger than the estimated peak values by about 15% for most wind
directions but reach as high as 25% for few wind directions. Peak values from the APF
frequency domain approach show less than 5% deviations from the estimated peak values
for most wind directions. The measured peak responses in the time domain show
inconsistent percentage deviations in different wind directions with magnitudes falling in
a wide range of 0-30. This indicates the relatively unstable nature of measured peak
values compared to the estimated peak values.
3.6.5. CPU time
The computational time required to carry out time domain analysis is generally
expected to be longer than the time required for frequency domain analysis. In this
section, the CPU time elapsed for carrying out the analysis in the time and frequency
domains are compared. The case study is carried out on a laptop computer having 4.0GB
RAM and dual core processors running at 2.2 GHz. It is to be noted that the codes for
both analysis techniques are developed in a similar programming language. Moreover,
common programming tasks are handled with similar algorithms in both analysis
techniques. In addition, to assure repeatability of the results obtained, the analysis was
carried out in multiple wind directions. Figure 3.16 shows a comparison of the CPU times
elapsed in time and frequency domain approaches to compute mean, standard deviation
and peak values of displacement, acceleration, shear, bending moment and torsion
responses for each floor of the building height. It has to be noted that the extra CPU time
required for exporting analysis results in the required output formats are not included in
the time values. As it can be observed from the figure, to analyze aerodynamic data from
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one wind direction it took about 15sec in the frequency domain while it took about 57 sec
in the time domain. Hence, although the CPU time taken for time domain analysis seems
relatively large compared to the CPU time taken for frequency domain analysis it is still
efficient to carryout time domain analysis.
3.7. Conclusion
An aerodynamic wind tunnel test was carried out on a 50 story building which has
the same dimensions as the CAARC building and the data collected was analyzed in time
and frequency domains. The results obtained were compared at different stages of the
solution process starting from the computation of modal responses up to the estimation of
peak responses. Comparison of standard deviations of modal responses revealed that
frequency domain results obtained without simplifying approximations match time
domain results more closely than the results obtained with simplifying approximations. In
the frequency domain analysis, standard deviations of modal responses were combined
with the SRSS and CQC modal combination rules and the resultant responses were
compared with the corresponding time domain results. Based on the comparison, results
obtained from the SRSS rule showed relatively larger deviations from time domain
results compared to results obtained from the CQC rule. A statistical peak response
estimation approach was implemented in time domain analysis which was found to be
more stable than the measured peak values. Moreover, a more accurate procedure was
implemented to compute peak factors in the frequency domain analysis. Peak responses
obtained with accurate peak factors in the frequency domain showed close agreement
with statistically estimated peak values in the time domain. In summary, it was observed
that accuracy of results obtained from frequency domain analysis can be compromised by
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the traditionally used simplifying approximations. The present work also attempted to
assess feasibility of time domain analysis from the computational perspective by
comparing the CPU time elapsed for time and frequency domain analysis. Although, the
CPU time for time domain analysis may seem relatively large compared to the CPU time
for the frequency domain analysis, it is still computationally efficient to carryout time
domain analysis.
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(a)

(b)

Figure 3.1 (a) Dimensions of the study building in m and pressure tap locations; (b) HFPI
test setup at RWDI’s boundary layer wind tunnel laboratory
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Figure 3.2 (a) Normalized mean wind speed (U/Uref) and turbulence intensity (TI)
profiles and (b) longitudinal turbulence spectrum at the building height
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(a)

(b)

Figure 3.3 FEM model of the study building: (a) 3D view and (b) typical plan view
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Figure 3.4 Normalized (a) first, (b) second and (c) third vibration modes
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Figure 3.5 (a) Standard deviation of the first mode generalized displacement obtained
from frequency domain (FD) and time domain (TD) analyses; (b) percentage
deviation of frequency domain results from time domain results
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Figure 3.6 (a) Standard deviation of the second mode generalized displacement obtained
from frequency domain (FD) and time domain (TD) analyses; (b) percentage
deviation of frequency domain results from time domain results
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Figure 3.7 (a) Standard deviation of the third mode generalized displacement obtained
from frequency domain (FD) and time domain (TD) analyses; (b) percentage
deviation of frequency domain results from time domain results
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Figure 3.8 Modal correlation coefficients (a) r12 (b) r13 and (c) r23
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Figure 3.9 (a) Standard deviation of resultant base moments Mx obtained from frequency
domain (FD) and time domain (TD) analyses; (b) percentage deviation of
frequency domain results from time domain results
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Figure 3.10 (a) Standard deviation of resultant base moments My obtained from
frequency domain (FD) and time domain (TD) analyses; (b) percentage
deviation of frequency domain results from time domain results
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Figure 3.11 (a) Standard deviation of resultant base moments Mθ obtained from
frequency domain (FD) and time domain (TD) analyses; (b) percentage
deviation of frequency domain results from time domain results
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Figure 3.12 Probability plots (a, c and e) and Cumulative distribution function plots (b, d
and f) for base moment responses at 180o wind direction
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Figure 3.13 Peak base moments Mx(a and b) obtained from frequency domain (FD) and
time domain (TD) analyses; (c) percentage deviation of frequency domain
results from time domain results
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Figure 3.14 Peak base moments My(a and b) obtained from frequency domain (FD) and
time domain (TD) analyses; (c) percentage deviation of frequency domain
results from time domain results
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Figure 3.15 Peak base moments Mθ(a and b) obtained from frequency domain (FD) and
time domain (TD) analyses; (c) percentage deviation of frequency domain
results from time domain results
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Figure 3.16 CPU time elapsed for analyzing aerodynamic data in time and frequency
domains
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4. CONTRIBUTION OF HIGHER VIBRATION MODES TO THE WINDINDUCED RESPONSES OF TALL BUILDINGS
Abstract
In using aerodynamic boundary layer wind tunnel tests for estimating windinduced responses of tall buildings, dynamic components of the responses are often
computed by considering the contribution of fundamental vibration modes alone.
However, the contribution of higher vibration modes may not always be negligible.
Hence, ignoring the contribution of higher vibration modes could potentially affect the
accuracy of wind-induced responses estimated from aerodynamic wind tunnel tests. The
uncertainty caused by ignoring the contribution of higher modes on different windinduced responses of tall buildings is assessed in this chapter by considering two tall
buildings with different topology. Based on the results obtained, ignoring the contribution
of secondary modes may not always lead to underestimation of responses, but it could
also result in overestimation of responses. The significance of higher mode responses was
observed to vary with the type of wind-induced response as well as the building
geometry.
4.1. Introduction
In the dynamic analysis of tall buildings three degrees of freedom, two
translations and one rotation, are often defined at each floor level using rigid floor
idealization. Hence, classical modal analysis gives vibration mode shapes which have
three components along the three degrees of freedom. Traditionally, resultant dynamic
wind-induced responses are computed by combining modal responses from the
fundamental vibration modes alone. Thus, the contribution higher vibration modes
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beyond the fundamental vibration modes are often ignored in computing resultant
dynamic wind-induced responses. This is particularly common in using the High
Frequency Force Balance (HFFB) aerodynamic wind tunnel test to estimate windinduced responses of tall buildings. As it was explained in chapter 2, the HFFB test is a
relatively simple and inexpensive test for tall buildings. In the HFFB test wind-induced
base moment and shear responses are measured from which the generalized equivalent
static wind loads (ESWL) are derived. This is possible by assuming the wind-induced
responses to come primarily from the fundamental vibration modes and neglecting the
contribution of higher modes. Moreover, these fundamental vibration modes are assumed
to have ideal mode shapes, uncoupled linear translation modes and a constant rotational
mode. However, it is unlikely to have actual tall buildings with ideal mode shapes hence
corrections are often applied to the mode shapes using different analytical procedures
(e.g. Boggs and Peterka, 1989; Chen and Kareem, 2004; Holmes, 1987; Lam and Li,
2009; Xie and Irwin, 1998; Xu and Kwok, 1993). Applying mode shape corrections may
not be obvious in some cases such as for buildings with complex geometries and when
the effect of higher mode responses may not be negligible (Spence et al, 2008). It was
reported by several researchers (e.g. Cluni et al, 2011; Huang and Chen, 2007; Kareem,
1981; Simiu, 1976; Simiu and Scanlan, 1996) that the contribution of higher modes may
not be negligible at least for certain wind-induced responses such as the top floor
acceleration. In this chapter, significance of ignoring the contributions of higher vibration
modes on different wind-induced responses will be assessed. These include floor
displacement, floor acceleration, story shear, story bending and torsional moments. In

88

addition, dependence of higher mode effects on different parameters will also be
investigated.
4.2. Parametric study
4.2.1. Experimental setup
Aerodynamic wind tunnel test was conducted for two 50 story buildings which
are 182.88m (600ft) tall and have similar rectangular foot print of 30.48m (100ft) ×
45.72m (150ft) (see Figure 4.1). The first building has a uniform footprint throughout its
height while the second building has a setback on its upper half height where the planar
dimensions are reduced by 40 % to 18.29m (60ft) × 27.43m(90ft). The first building will
be referred here after as the uniform building while the second building will be referred
as the setback building. As it can be observed from Figure 4.1(a), the uniform building
has similar dimensions as the Common Wealth Advisory Aeronautical Research Council
(CAARC) building (Melbourne, 1980). The building models used for the wind tunnel
tests were constructed in a 1:400 length scale. The wind tunnel tests were conducted in an
open exposure condition whose flow characteristics are shown in are shown in Figure
3.2. Pressure readings were taken by installing 280 pressure taps on the uniform building
model and 260 pressure taps on the setback building model for 0o to 180o Wind Angle of
Attack (AoA) at 10o interval. For each wind AoA, the data was collected for 36sec at a
sampling frequency of 512Hz. The data collected was low pass filtered to reduce
resonance effects from the tubes used to connect the pressure taps with the pressure
scanner. The measured pressure data was normalized by a mean dynamic pressure
computed with an assumed full-scale design wind speed of 56.7m/s at the building
height.
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4.2.2. Dynamic analysis
The natural frequencies and vibration mode shapes of the buildings were obtained
from classical modal analysis carried out by using finite element software (see Figure 4.3
and Figure 4.4). Natural frequencies for the first six vibration modes of the uniform
building are 0.223 Hz, 0.367 Hz, 0.525Hz, 0.722Hz, 1.432Hz and 1.434 Hz respectively
and the corresponding mode shapes are shown in Figure 4.5. As it can be observed from
the figure, the 1st and 4th modes correspond to sway motion in the y direction; the 2nd and
6th modes correspond to sway motion in the x-direction; the 3rd and 5th modes correspond
to rotational motion. The natural frequencies for the first six vibration modes of the
setback building are 0.224 Hz, 0.335 Hz, 0.597Hz, 0.828Hz, 0.992Hz and 1.241 Hz
respectively and the corresponding mode shapes are shown in Figure 4.6. For the setback
building the 1st and 3rd modes correspond to sway motion in the y direction; the 2nd and
5th modes correspond to sway motion in the x-direction; the 4th and 6th modes correspond
to rotational motion. For the sake of plotting the rotational mode shapes together with the
sway modes it is multiplied by the radius of gyration (r) at each floor level. From here
onwards, the lower vibration mode in each degree of freedom will be referred as the
fundamental mode while the higher vibration mode will be referred as the secondary
mode. The aerodynamic data coupled with dynamic properties of the building was
analyzed using the frequency domain approach discussed in chapter 3.
4.3. Results and discussion
4.3.1. Aerodynamic loads
Figure 4.7 and Figure 4.8 show comparison floor-by-floor distribution of the
aerodynamic loads on the uniform and setback buildings for 0o and 90o wind AoA
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respectively. For the sake of generality, the wind loads are presented in the form of nondimensional coefficients which are defined as follows:
CFs 

Fs
1
ρaU H2 LH
2

CM  

s  x, y

M
1
ρaU H2 L2 H
2

4.1

4.2

Where H is the story height and L is the larger width of the building; the coefficient CFs(s
= x, y) corresponds to forces along the x and y directions while the coefficient CMθ
corresponds to the torsional load. Mean and standard deviation of the alongwind force
coefficients of the two buildings are shown in Figure 4.7(a and b) and Figure 4.8(a and b)
for 0o and 90o wind AoA respectively. As it can be observed from the figures, both
buildings have similar alongwind force coefficients on the lower half height. However,
on the upper half height the alongwind force coefficients of the setback building are
about 60% of that on the unifrom building. Reduction of the alongwind load proportional
to the reduced width of the setback building shows that the alongwind load is mainly
caused by buffeting from the oncoming wind. Figure 4.7(c) and Figure 4.8(c) show
standard deviation of the acrosswind load coefficients on the uniform and setback
buildings for 0o and 90o AoA respectively. As it can be observed from the figure the
acrosswind load on the setback building is less than that on the uniform building
throughout the building height. The reduction of acrosswind load throughout the building
height can be attributed to less coherent vortex shedding phenomenon on the setback
back building. Figure 4.7(d) and Figure 4.8(d) show standard deviation of torsional wind
load coefficients on the uniform and setback buildings for 0o and 90o wind AoA

91

respectively. As it can be observed, the torsional load on the setback building is
significantly less than the uniform building in the upper half height of the buildings.
4.3.2. Generalized wind loads
Figure 4.9 shows power spectra of the generalized wind loads in the fundamental
and secondary vibration modes for the uniform and setback buildings at 0o wind AoA.
One can observe that the fundamental mode spectra is larger than the secondary mode
spectra particularly for low frequency values from the power spectra of alongwind loads
shown in Figure 4.9(a and b). It can also be observed that the alongwind load power
spectra of both buildings have similar shape as the longitudinal turbulence spectra. This
was expected since the source of alongwind loading is buffeting from the oncoming
wind. On the uniform building, power spectra of the acrosswind load for both the
fundamental and secondary vibration modes show vortex-induced peaks at frequencies
close to 0.1Hz as it can be seen from Figure 4.9(c). On the setback building, the
acrosswind load spectra peaks are not as sharp as the uniform building spectra peaks as it
can be seen from Figure 4.9(d). Moreover, the spectral peaks for the fundamental and
secondary modes occur at different frequencies unlike the uniform building. Comparing
the acrosswind load spectra of the two buildings in the low frequency range one can
observe that the fundamental mode spectrum is larger than the secondary mode spectrum
for the uniform building while the reverse is observed for the setback building. The
torsional wind load spectra of the uniform building show peaks which are not
concentrated at a single frequency but spread over a range of frequencies as it can be seen
from Figure 4.9(e). However, the torsional wind load spectra of the setback building
show minimal peaks particularly the fundamental mode spectrum as it can be seen from
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Figure 4.9(f). The reduced peaks of the acrosswind and torsional load spectra of the
setback building are indicators of the reduced vortex shedding phenomenon compared to
the uniform building. Similar results can be observed for 90o wind AoA as it can be seen
from Figure 4.10.
4.3.3. Higher mode responses
4.3.3.1. Variation with wind direction
Figure 4.11 and Figure 4.12 show the percentage difference between responses
obtained by considering and ignoring the effect of secondary modes which is computed
as follows:
Δ R 

 R2   R1
*100
 R1

4.3

where  R1 and  R2 denote responses computed by ignoring and considering the
contribution of secondary vibration modes respectively. The subscript R has values d, a,
M and V which correspond to displacement, acceleration, moment and shear responses
respectively. Figure 4.11 shows the significance of ignoring the contribution of secondary
vibration modes on top floor displacement and acceleration responses of the uniform and
setback buildings in different wind directions. As it can be observed from Figure 4.11(a,
c and e), ignoring the contribution of secondary modes is minimal on the displacement
responses of both buildings. However, the contribution of secondary modes on the
acceleration responses of both buildings may not be negligible. As it can be seen from
Figure 4.11(d), lateral acceleration of the uniform building in the x-direction is reduced
by up to 15% when the contribution of secondary modes is considered. In addition, the
rotational acceleration of the setback building is increased by up to 20% when the
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contribution of secondary modes is included as it can be seen from Figure 4.11(f). The
lateral accelerations of both buildings in the y-direction are reduced by less than 4% in all
wind directions. Hence, ignoring the contribution of secondary modes could result in
overestimation of the acceleration responses in some cases and underestimation in other
cases. The significance of ignoring the contribution of secondary mode responses on base
bending and torsional moments can be seen from Figure 4.12(a, c and e). As it can be
seen from the figure, the contribution of secondary modes to both the bending and
torsional moment responses is minimal for the uniform building. On the setback building,
however, up to 5% increase of moment about the x-axis and 10% increase of moment
about the y-axis is observed. The contribution of secondary modes on the base torsional
moment response of the setback building is even more significant. As it can be observed
from Figure 4.12(e), up to 25% increase of the torsional moment response is observed
when the contribution of secondary modes is considered. The contribution of secondary
mode responses is significant for base shear responses of both the uniform and setback
buildings as it can be seen from Figure 4.12(b and d). On the setback building, the base
shear along the y-direction is increased by up to 20% while the base shear along the xdirection is also increased by up to 30% in some wind directions. On the uniform
building, the base shear along the y-direction shows minimal variation(less than 5%) in
all wind directions while the base shear along the x-direction shows up to 15% increase in
some wind directions.
4.3.3.2. Variation along the building height
Considering 0o wind AoA the contribution of secondary mode responses along the
building height is also shown in Figure 4.13 and Figure 4.14. For the sake of comparing
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the effect of secondary modes on different responses equivalently the following
normalized quantities are plotted instead of the actual response values.
 R1n 

 R1
and
max  R1 , R2 

 R2n 

 R2
max  R1 , R2 

4.4

where  R1n and  R2n denote normalized responses computed by ignoring and considering
the contribution of secondary vibration modes respectively. The subscript n denotes
normalized quantities while the subscript R has the same definition as described before.
Figure 4.13 shows the significance of secondary modes on the different wind-induced
responses of the uniform building. As it can be observed from the figure, the contribution
of secondary modes has minimal effect on the displacement and moment responses.
However, the contribution of secondary modes on the acrosswind and rotational
components of the acceleration response and on the acrosswind shear response is not
negligible. The significance of secondary modes on the different wind-induced responses
of the setback building is shown in Figure 4.14. Similar to the uniform building, the
significance of secondary modes on the displacement and bending moment responses of
the setback building is negligible. However, on the acceleration, torsional moment and
shear responses of the setback building the significance of secondary modes is not
negligible. As it can be observed from the figures, the significance of secondary modes is
not uniform along the building height. For the acceleration response the secondary mode
effect is more significant around mid-height of the buildings while for the shear response
the effect becomes more significant close to the base.
The significance of secondary mode effects is also investigated on the background
and resonant response components of both buildings separately. Figure 4.15 shows the
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background and resonant components of acceleration and shear responses of the uniform
building at 0o wind AoA. As it can be observed from the figure, the effect of secondary
modes is significant on the background response components while minimal effect is
observed on the resonant response components. Figure 4.16 shows the background and
resonant components of the acceleration response of the setback building. The effect of
secondary mode can be observed on both the back ground and resonant components as it
can be seen from the figure. However, the effect is more significant on the background
components than on the resonant components. Similar variations are also observed in
shear and torsional moment responses of the setback building as it can be seen from
Figure 4.17.
4.4. Conclusion
Wind tunnel tests were conducted on two 50 story tall buildings one having a
uniform rectangular prismatic topology while the other one having the same foot print but
with a setback on its upper half height. Comparison of aerodynamic loads on the two
buildings shows that the alongwind load on the setback building varies proportional to
the windward width of the building. Moreover, the alongwind load spectra of both
buildings have similar shape as the longitudinal turbulence spectrum indicating that the
main cause of alongwind loads is buffeting from the oncoming wind. However, the
acrosswind load on the setback building is reduced throughout the building height
indicating reduced vortex shedding phenomenon compared to the uniform building. The
reduction of vortex shedding phenomenon on the setback building was also observed
from the reduced spectral peak of the acrosswind load. The torsional aerodynamic load
on the upper half height of the setback building was reduced significantly compared to
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the uniform building. The present study also attempted to investigate the significance of
ignoring the contribution of higher modes on different wind-induced responses. Results
obtained from the study showed that the contribution of secondary modes may not be
negligible for some responses such as acceleration and shear though it can be minimal for
others such as displacement and bending moment responses. Moreover, the higher mode
effect is more significant on the background response components than on the resonant
response components. It was also observed that ignoring the contribution of higher modes
may not necessarily lead to underestimation of responses it could also lead to
overestimation of responses. In addition, it was observed that the significance of higher
mode responses could also vary with the building geometry. For instance, the effect of
higher modes on the torsional moment response of the setback building was found to be
significant though it was minimal on the uniform building. The effect of higher modes
was also observed to vary along the building height as well as with wind angle of attack
on the building.
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Plan view

(a)

Plan view of bottom half

Plan view of top half

(b)

Figure 4.1 Full-scale dimensions of the (a) uniform and (b) setback buildings in m and
pressure tap locations
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(a)

(b)

Figure 4.2 HFPI test setup at RWDI’s boundary layer wind tunnel laboratory for the (a)
uniform and (b) setback buildings
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(b)

(b)

Figure 4.3 FEM model of the uniform building: (a) 3D view and (b) typical plan view
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(b)

(a)

(c)

Figure 4.4 FEM model of the setback building: (a) 3D view; typical plan view of the (b)
upper half and (c) lower half of the building
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Figure 4.5 The first six vibration mode shapes of the uniform building
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Figure 4.6 The first six vibration mode shapes of the setback building
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Figure 4.7 Alongwind (a and b), acrosswind(c) and torsional (d) wind load coefficients
on the uniform and setback buildings at 0o wind AoA.

104

Figure 4.8 Alongwind (a and b), acrosswind (c) and torsional (d) wind load coefficients
of the uniform and setback buildings at 90o wind AoA.
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Figure 4.9 Spectra of the generalized forces for the uniform (a, c and e) and setback (b, d
and f) buildings at 0o wind AoA.
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Figure 4.10 Spectra of the generalized forces for the uniform (a, c and e) and setback (b,
d and f) buildings at 90o wind AoA.
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Figure 4.11 Secondary mode top floor displacement (a, c and e) and acceleration (b, d
and f) responses expressed as a percentage of fundamental mode responses in
different wind directions.
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Figure 4.12 Secondary mode base moment (a, c and e) and shear (b and d) responses
expressed as a percentage of fundamental mode responses in different wind
directions.
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Figure 4.13 Displacement (a, e and i), acceleration (b, f and j), bending moment(c and g),
torsion (k) and shear (d and h) responses of the uniform building at 0o wind
AoA.
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Figure 4.14 Displacement (a, e and i), acceleration (b, f and j), bending moment(c and g),
torsion (k) and shear (d and h) responses of the setback building at 0o wind
AoA.
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Figure 4.15 Background components of (a)acrosswind acceleration,(c)rotational
acceleration and (e)acrosswind shear; Resonant components of (b)
acrosswind acceleration, (d) rotational acceleration and (f)acrosswind shear
of the uniform building
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Figure 4.16 Background components of (a)alongwind acceleration,(c)acrosswind
acceleration and (e) rotational acceleration; Resonant components of
(b)alongwind acceleration,(d)acrosswind acceleration and (f) rotational
acceleration of the setback building

114

Figure 4.17 Background components of (a)alongwind shear,(c)acrosswind shear and
(e)torsion; Resonant components of (b)alongwind shear,(d)acrosswind shear
and (f)torsion of the setback building
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5. ASSESSMENT OF THE UNCERTAINTIES IN AERODYNAMIC AND
CLIMATOLOGICAL DATA SYNTHESIS
Abstract
Accurate estimation of design wind effects (loads and responses) on tall buildings is
very critical to ensure adequate margin of safety against wind loads with a reasonable
cost. Extreme wind effects on tall buildings are most commonly estimated by combining
aerodynamic data from wind tunnel tests with the actual climatological data of the site
where the study building will be erected. Currently, different techniques such as the
sector-by-sector and out-crossing are used to synthesize aerodynamic and climatological
data. Since each of the techniques are derived based on different assumptions it is
possible to estimate significantly different extreme wind effects from the same set of
aerodynamic and climatological data. In this chapter, a systematic assessment of the
uncertainties associated with synthesis of tall building aerodynamic data with
climatological data is presented. Moreover, the significance of different parameters in
the synthesis of aerodynamic and climatological data is also investigated.
5.1. Introduction
The aerodynamic data obtained from wind tunnel testing of tall buildings is
combined with the actual climatological data of the construction site in order to estimate
extreme wind-induced responses of the required MRI. Climatological data refers to the
wind speed data collected over a certain period of time which varies with direction
depending on the exposure and climatology of the area. The aerodynamic data also shows
variation with direction since most tall buildings are not axisymmetric geometrically as
well as structurally. Hence, it is recommended to combine wind tunnel and climatological
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data considering the wind directionality effect. There are two most widely used
approaches for estimating extreme wind-induced responses of certain MRI. In the first
approach, extreme value analysis is carried out on the wind speed data to estimate
extreme wind speed of the required MRI. This wind speed is then combined with the
aerodynamic data to estimate extreme wind-induced responses of an equivalent MRI. In
the second approach, the aerodynamic data is first combined with the wind speed data
and extreme value analysis is carried out on the resulting wind-induced responses. For the
sake of convenience, the first approach will be referred here after as the ‘EVS’(Extreme
Value of Speed) approach while the second approach will be referred here after as the
‘EVR’ (Extreme Value of Response) approach. Intuitively, one can see that the EVR
approach seems more reasonable compared to the EVS approach. However, the basic
assumption of the EVS approach, wind speed of a given MRI will induce response of an
equivalent MRI, is used in most design codes and standards. The present study will
investigate (i) accuracy of this assumption, (ii) the significance of variations between
different currently used techniques for synthesizing aerodynamic and climatological data,
and (iii) the significance of different parameters such as wind directionality, building
orientation and sheltering effect from neighboring building in estimation of extreme
wind-induced responses.
5.2. Synthesis of aerodynamic and climatological data
Four different methods of synthesizing aerodynamic and climatological data are
widely used in literature. The first and most simplified method is the directionality factor
approach which has been implemented in several design codes and standards including
ASCE 7-10. The second method is the sector-by-sector approach where extreme wind
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speed and peak aerodynamic coefficients are combined in sectors. The third method is the
out-crossing of the limit-state boundary approach which has a form of reliability analysis.
The fourth method is the storm passage approach where the aerodynamic data is
combined with hourly recorded meteorological data. Each of these methods will be
discussed in detail in the following subsections.
5.2.1. Directionality factor approach
This is the most simplified approach which is widely used in design codes and
standards. In order to understand how this method works consider a given directional
wind speed data as a matrix with the rows corresponding to maximum wind speed
readings in a given epoch and the columns corresponding to the different wind directions.
The wind speed matrix is reduced in to a single vector consisting of the largest wind
speed in each epoch irrespective of wind direction. In other words, the vector is
constructed by taking the largest element of each row of the matrix. Similarly, the largest
peak aerodynamic coefficient from all directions tested in the wind tunnel is obtained.
The wind speed vector is combined with the largest aerodynamic coefficient to compute
the required wind-induced response as follows:
R̂ 









1
ρ aW R  max Ĉ R θ   max U 2 θ  K d
2

5.1

where R̂ is the peak wind-induced response vector; ρ a is density of air, WR is a weighting
factor used to convert a given wind-induced response into its corresponding nondimensional coefficient; Ĉ R θ  is a peak wind-induced response coefficient in the wind
direction θ ; U θ  is a peak wind speed in a certain direction θ obtained from the actual
climatological data and K d is a directionality factor which is used to consider the wind
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directionality effect. A value of 1 for K d implies that the largest magnitude wind speed
direction is aligned with the most aerodynamically unfavorable direction of the building.
Clearly, this will give an upper bound solution which in some cases results in an overly
conservative design as it will be shown in the later section. However, this doesn’t always
happen in real-life practice and probability of the largest magnitude wind speed coming
in the most aerodynamically unfavorable direction of the building is often considered to
be less than 1. Hence, to account for this reduced probability some design codes and
standards recommend using a directionality factor Kd of less than 1. For instance, ASCE
7-10 recommends a directionality factor of 0.85 to be used for most structures including
tall buildings. This approach is sometimes referred as a ‘blanket’ wind directionality
factor (Rigato et al, 2001a) as the directionality factor is obtained empirically. Some
researchers showed that the use of such a blanket reduction factor may not always give a
safe result (e.g., Rigato et al, 2001a; Simiu et al, 2008). Peak wind-induced response of
the required MRI is estimated by carrying out extreme value analysis on vector R̂ . Simiu
and Scanlan (1996) suggested converting the wind-induced response vector R̂ in to an
equivalent wind speed vector before carrying out extreme value analysis to improve the
extreme value distribution fit.
5.2.2. Sector-by-sector approach
The second method used to combine aerodynamic and climatological data is
known as the sector-by-sector method. In this method the directional wind speeds and
aerodynamic coefficients are first grouped in sectors. Grouping of the data in sectors is
required since the aerodynamic data is often available for relatively large number of
directions compared to the wind speed data. For instance, the aerodynamic data used in
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the present work is available for 36 directions but the wind speed data is available only
for 8 directions. Thus, the decision on the number of sectors to be used is mostly dictated
by the number of available wind speed directions. The largest wind speed and peak
aerodynamic coefficient corresponding to each sector are then combined to get the largest
annual wind-induced response corresponding to each sector. Mathematically, this can be
expressed as follows:
R̂i 





1
ρ aW R  peak Ĉ R θ U 2 θ  i
2

5.2

where R̂i is the peak wind-induced response corresponding to the ith sector and the
operation peak



denotes the largest magnitude (positive or negative) within a given

sector. Extreme value analysis is carried on vector R̂i to estimate peak wind-induced
response of the required MRI for the ith sector. The largest of all sectorial wind-induced
responses is then taken as the ultimate design wind-induced response assuming the
sectorial responses to be perfectly correlated. However, the assumption that sectorial
responses are perfectly correlated may not be satisfied in which case underestimation of
extreme wind effects results. Hence, this method could work well provided the
correlation effect between sectorial responses is considered properly such as by using the
copula-based approach presented in chapter 6.
5.2.3. Out-crossing of the response boundary approach
This method was originally suggested by Davenport (1977) and later modified by
Lepage and Irwin (1985). The mathematical derivation of this approach given by Irwin et
al (2005) is summarized as follows. Assume a certain wind effect with MRI of T is given
by the following equation:
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R̂ 

1
ρaWR  Ĉ R θ  U 2 θ 
2

5.3

By rearranging Eq. 5.3 the wind speed in the direction θ required to cause the wind effect
R̂ can be computed as:





Rˆ
U    

1
 ρaWR  Cˆ R θ 
2


1/2

5.4

Using Eq. 5.4 the wind speeds required to cause the response R̂ can be evaluated for
different directions in the range of 0o to 360o. If the wind speeds computed for different
directions are plotted with reference to a common origin the curve obtained by
connecting the data points is known as a Response Boundary. Figure 3.1 shows a typical
response boundary and the curve traced by actual wind speed occurring during the life
time of the building. As it can be observed from the figure, the actual wind speed curve
could cross the response boundary. Out-crossing of the response boundary indicates the
occurrence of wind effect larger than R. Hence, the basic concept of this method lies in
estimating the mean out-crossing rate of the response boundary curve, the inverse of
which gives the return period corresponding to the required wind effect. The mean outcrossing rate of the response boundary in the life time of the building is given by the
following equation (Irwin et al, 2005).


N R   pU , ,Vn Vn dVn ds


s 0




5.5

where N R is the out-crossing rate, Vn is normal component of the out-crossing velocity V,
pU , ,Vn  is the joint probability density function for U ,  and Vn . If the out-crossing
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velocity (positive Vn) and inward-crossing velocity (negative Vn) are assumed to have the
same magnitude pU , ,Vn  will have a symmetrical distribution. Using this assumption
the probability in Eq. 5.5, which refers to the positive half of the probability mass
function, can be approximated by


 pU , ,Vn Vn dVn  


0





 1
1 
pU , ,Vn Vn dVn   Vn pU , 
 2
2  




5.6

where V n is mean of the absolute value of Vn. Substituting Eq. 5.6 in to Eq. 5.5
NR 

1
 2 V pU , ds
n

5.7

s

For the sake of convenience normal component of the out-crossing velocity (Vn) can be
expressed in terms of the polar (U, θ) coordinate system as follows:
Vn  U cos   sin

5.8

where U and  are components of Vn along the U and θ axes respectively and α is slope
of the tangent line to the response boundary (UR) at the out-crossing point which can be
computed as:
 dU 

 d 

  tan 1 

5.9

Thus, using the relation in Eq. 5.8 V n can be written as
Vn  Vn2  U 2 cos 2 α  θ 2 sin 2 α  2Uθ cosα sin 

5.10

Factoring out common terms in Eq. 5.10 gives
θ 2
Uθ
Vn  U cos 1 
tan 2 α  2
tan
U 2
U 2

5.11

As it can be seen from Figure 5.1(b) cosα = dθ/ds. Thus, substituting Eq. 5.9 and 5.11
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into Eq. 5.7 and using the relation ds = dθ/cosα
2π

NR 


0

2
1 
θ 2  dU 
Uθ  dU 
2
U 1



 p U , d
2
U 2  d 
U 2  d 

5.12

Assuming the correlation between U and θ is minimal the term U θ in Eq. 5.12 can be
ignored and the ratio of θ 2 U 2 can be approximated by θ

2

2

U . With these simplifying

approximations Eq. 5.12 can be written as:
2π

NR 


0

θ

2
2

1 
 dU 
U 1 2 
 pU,θ dθ
2
dθ 


U

5.13

For discrete data the integral in Eq. 5.13 can be converted into summation as follows:

NR 

θ

m

1 
U
j 1 2



j

1
U

2
j
2

2

 dU 

 p j U,θ Δθ j
 dθ  j

5.14

j

where m is the total number of wind direction sectors for which the wind tunnel data is
available. Irwin (1988) suggested the following empirical equations to compute the
parameters U and θ for extra-tropical winds by analyzing hourly records of wind
speeds from a number of meteorological stations.
U  0.065U  0.5e 0.252U



θ  6.5 1  3.3e 0.252U



5.15
5.16

where U is the wind speed in m/s, U has a unit of m/(s.hr) and θ has a unit of
degrees/hr. Irwin (1988) observed that the parameters U and θ are relatively insensitive
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to wind direction. As it can also be observed from Eqs. 5.15 and 5.16 the formulations of
both parameters are independent of wind direction. The probability that the wind speed
exceeds U from the jth direction sector can be approximated by Weibull distribution
(Irwin et al, 2005). Hence, the probability density function p j U,θ  in Eq. 5.14 can be
approximated by:
1 A j k j  U j
p j U,θ  
Δθ j C j  C j






k j 1

e

U j

 Cj







kj

5.17

where A j , k j and C j are constants specific to each wind direction sector. Replacing Eq.
5.17 into Eq. 5.14.

NR 

m

1

 2 U
j 1

θ

j

1

2
2

 dU  A j k j


dθ  j C j
U 
j
2

U j

 Cj







k j 1

e

U j

 Cj







kj

5.18

j

If the empirical relations given in Eqs. 5.15 and 5.16 are used in Eq. 5.18 the up-crossing
rate is obtained per hour. Hence, the MRI in years corresponding to the wind effect
considered can be computed as:
T

1
1

365  24 N R 8760N R

5.19

This method is more involved compared to the previous two approaches. Moreover, the
method involves several approximations at different stages of the derivation process
which could potentially increase the uncertainties in the estimating extreme wind-induced
responses. Some researchers(e.g., Simiu and Miyata, 2006; Spence, 2009) cited the
difficulty of accurately evaluating the parameters U and θ as well defining the joint
probability distribution of wind speed and direction as a challenge for comfortably
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applying this method. Simiu et al (2008) also argued that this method could result in
underestimation of wind effects citing two uncertainties. First, for large scale extratropical storms the extreme value population and the parent population may not be
categorized under the same meteorological phenomena hence the statistical inferences
made based on the parent population may not be applicable to the extreme population.
Second, for thunderstorms and tropical storms it is even more difficult to define the
parent populations.
5.2.4. Storm passage method
In this approach the aerodynamic data collected from wind tunnel study is
converted into time history of wind-induced responses such as floor displacements and
accelerations as well as story moments and shears using hourly recorded directional wind
speed data. Because of this the method is also referred as a time history analysis approach
(Gamble et al, 2001). For each storm event peak values of the wind-induced responses
are selected from the time history data for extreme value analysis. For instance, if the
average annual rate of occurrence of storms is λ and the wind speed data is available for n
years then the total number of data (N) considered for analysis will be N = λn. The
cumulative distribution function can then be defined for the set of peak values collected
from all storm events. If the cumulative distribution function for a given response R̂ is



F R̂ the probability that a certain response level R̂1 is not exceeded during any storm

 

event is given by F R̂1 . The cumulative distribution function can be computed by
different approaches such as by using Weibull’s formula (Weibull, 1939) which is
applied to an ordered list of peak values
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F R̂1 

m
N1

5.20

where m is the rank of a given peak response in the ordered N peak values and F R̂1  is its
corresponding cumulative distribution function. Expected or average number of times the
response level R̂1 is exceeded at any year can be computed as:



 

 R̂1  1  F R̂1 

5.21

Using Poisson distribution the probability that the number of times the response level R̂1
is exceeded is zero at any year can be estimated as (Irwin et al, 2005):

  e
PR̂  R̂  
0

1

 R̂

R̂1

0!

1

e

 R̂

1

5.22

The corresponding probability of exceedance can also be computed as





P R̂  R̂1  1  e

 R̂

1

5.23

Hence, the mean recurrence interval of the response level R̂1 can be obtained as the
reciprocal of the exceedance probability.
T

1
1

υ
P R̂  R̂1
1  e R̂1





5.24

This method is simple to implement if sufficiently long and reliable wind speed records
are available and it involves fewer approximations compared to the out-crossing method.
In situations where it is difficult to obtain sufficiently long and reliable measured wind
speed records artificial wind speeds generated by Monte Carlo simulations can be used as
supplemental data sets (Irwin et al, 2005). However, as it can be expected this method is
computationally intensive as it involves evaluating time history of wind-induced
responses corresponding to each value of the massive wind speed time history data.
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Moreover, since the measured raw wind speed data is used for analysis accuracy of the
results depends on the quality of the wind speed data unlike the out-crossing method
which uses statistical model of the wind speed data instead of the measured raw data.
5.3. Extreme value analysis
Once synthesis of aerodynamic and climatological data is carried out the next step
is to carry out extreme value analysis to estimate extreme wind-induced responses of the
required MRI. The term extreme value denotes the maximum or minimum value of a
given function or a data in a certain time interval. The probabilistic treatment of a set of
extreme values is known as extreme value analysis. The concept of extreme value
analysis has a wide range of applications in multiple disciplines. In civil engineering,
extreme value analysis has been widely used to represent the distribution of flood,
rainfall, wind, snow heights and other extreme events. Extreme value analysis is often
carried out to estimate a quantile, which is a statistical term for an extreme value
corresponding to certain mean recurrence interval T. In other words, this extreme value
has a chance of being exceeded once in the period of T. By definition the period T is
equal to the inverse of the probability of exceedance of RT in a given epoch which for
instance can be 1year if the period T is in years. Mathematically, this can be expressed as
T

1
1  F ( x)

5.25

where F (x) is the cumulative distribution function of the probability distribution used in
the extreme value analysis. Depending on the nature of the data there are at least four
extreme value analysis methods that can be used for wind engineering applications.
These are: (i) the generalized extreme value (GEV) method; (ii) the r-largest value
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method; (iii) the method of independent storm (MIS); and (iv) the peak-over-threshold
(POT) method. Each of these methods will be discussed briefly in the following
consecutive sections.
5.3.1. Generalized Extreme Value (GEV) method
This method is based on the classical extreme value theory of Fisher and Tippett
(1928). According to this theory, for a large sample of independent and identically
distributed random variables the probability distribution of the extreme values will
asymptotically approach one of the Fisher-Tippett distributions. There are three types of
Fisher-Tippett distributions which can be presented with a single parameterization known
as the generalized extreme value (GEV) distribution whose cumulative distribution is
given as follows (Jenkinson, 1955):



F ( x)  exp  (1  y)1 / 



F ( x)  exp exp( y)

 0

5.26

 0

5.27

 is a shape parameter based on which the three types type of GEV distributions can be
identified. If   0 it is Type I GEV(Gumbel), if   0 it is Type II GEV (Fréchet)
distribution and if   0 it is Type III GEV (Reversed Weibull) distribution. Figure 3.1
shows typical variation of reduced variate and probability density plots of Type I, Type II
and Type III distributions. As it can be observed from the figure both Type I and Type II
distributions are unbounded from the top while Type III distribution has a limiting value
at its upper end. The reduced variate y is defined as:
y

x



5.28

where  and  are the location and scale parameters respectively and x is the extreme
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wind effect in a given epoch. The reduced variate can be expressed in terms of the
cumulative distribution function by rearranging Eqs. 5.26 and 5.27.
y

1   lnF ( x) 

1

β

y   ln lnF ( x)

β 0

5.29

 0

5.30

Substituting Eq. 5.28 in to Eqs. 5.29 and 5.30 the quantile X T corresponding to MRI of T
can be obtained as


 


1 

X T  μ  y  μ  1   ln 1  
β
β 
 T 



1 

X T  μ  y  μ   ln  ln 1  
T




β





β 0

5.31

 0

5.32

Looking at Eqs. 5.31 and 5.32, the location (μ) and scale (α) parameters can also be
called mode (intercept) and dispersion(slope) parameters respectively. Moreover, it is
apparent that Gumbel distribution can be defined with two parameters (location and
scale) while to define Type II and Type III GEV distributions the third (shape) parameter
is required besides the location and scale parameters. The location and scale parameters
for Gumbel distribution can be directly computed once the cumulative distribution
function is defined. However, estimating the three parameters for Type II and Type III
GEV distributions is more involved compared to Gumbel distribution as it will be
discussed in section 5.3.1.2.
5.3.1.1. Gumbel distribution
In order to estimate the location and scale parameters for Gumbel distribution the
cumulative distribution function should be obtained first. One commonly used method for
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computing the cumulative distribution is the plotting positions method. In this method,
extreme values of each epoch, say 1 year, will be extracted and arranged in ascending
order. The cumulative distribution function can then be computed using a plotting
position formula which uses the rank of each extreme value in the list. There are several
forms of plotting position formulas suggested over the years by different researchers
(e.g., Beard, 1943; Gringorten, 1963; Hazen, 1914; Weibull, 1939). The most commonly
used plotting position formula was suggested by Weibull (1939) which is given as
follows:
m
N1

F ( xm ) 

5.33

where m is the rank of a given extreme value in the ordered N extreme values and F xm 
is its corresponding cumulative distribution function. Another commonly used plotting
position formula was suggested by Gringorten (1963) which is given by:
F ( xm ) 

m  0.44
N  0.12

5.34

Palutikof et al (1999) suggested that Gringorten’s formula is preferable over Weibull’s
formula for Gumbel distribution because of its unbiased nature in estimating a quantile.
However, Makkonen (2006) argued that Weibull’s plotting formula is the ultimate correct
formula by showing its relation to the definition of return period. He also showed that
Weibull’s formula gives the shortest return period, which corresponds to the highest
extremes, compared to other commonly used plotting formulas. Cook (2004) showed that
Gringorten’s formula gives the same result as Weibull’s formula for large number of
samples. Once the cumulative distribution corresponding to each epochal extreme is
obtained the next step will be to compute the reduced variate using Eqs. 5.29 and 5.30.
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The two parameters of Gumbel distribution can be estimated using different techniques
such as the least-squares fit technique, the Lieblein BLUE method suggested by Lieblein
(1974) and the modified Gumbel method suggested by Harris (1996).
5.3.1.2. Type II and III distributions
The two most commonly used methods for estimating the three parameters of
Type II and Type III GEV distributions are the method of probability weighted moments
(PWM) and the maximum likelihood (ML) methods. These methods are briefly described
in the following subsections.
5.3.1.2.1. The method of probability-weighted moments (PWM)
The probability-weighted moments (PWMs) of an ordered sample of epochal
extremes can be computed as follows (Hosking et al, 1985):



M q,r,s  E x q F x  1  F x 
r

s



5.35

where the exponents q, r and s are real numbers. Setting q=1 and r = 0 estimators of the
first three PMWs can be computed as follows (Palutikof et al, 1999):
b0 

N

x

m

5.36

m 1

N 1
1
 N  m  xm
N N  1 m1



5.37

N 2
1
N  m N  m 1 xm
N N  1N  2  m1

5.38

b1 

b2 

1
N



Alternatively, if q=1 and s = 0 estimators of the first three PMWs can be computed as
follows (Dupuis, 1999):
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b0 

N

x

5.39

m

m 1

N
1
m 1 xm
N N  1 m1



5.40

N
1
m 1m 2  xm
N N  1N  2  m1

5.41

b1 

b2 

1
N



The three parameters of the GEV distribution can then be computed using the following
approximate equations (Hosking et al, 1985):
ˆ  7.859 c  2.9554 c 2

ˆ 

where c 



2 b1  b0 ˆ







 

ˆ
Γ 1  ˆ 1  2  

ˆ  b0 

2 b1  b0 ln 2

3 b2  b0 ln 3

ˆ Γ 1  ˆ  1
ˆ

5.42

5.43

5.44

where Γ is the gamma function which is defined as


Γz   x z 1e  x dx



z 0

5.45

0

The gamma function has the following important relation which helps to solve Eqs. 5.43
and 5.44.
Γz  1  zΓz 

5.46

5.3.1.2.2. The maximum likelihood (ML) method
For a sample of N ordered epochal extremes which are independent and
identically distributed the log-likelihood function is given as follows (Hosking et al,
1985):
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lnLφ | x    Nln α  

 1

  β  1 ln y    y 
N

1 /β

m

m 1 

m





5.47

ym  1   β/αxm  μ  . The likelihood function can be

where φ   , ,   and

maximized by setting the first derivatives of lnL φ | x  with respect to each parameter
equal to zero. By doing so the following system of equations are obtained which can be
solved using any of the available numerical methods such as Newton-Raphson to get the
MLE estimators of each of the GEV parameters( ̂ , ̂ and ̂ ) (Martins and Stedinger,
2000).
1 /β
1 S  1  β   ym  

0
α m1 
ym








1
β2
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1 /β
1 S  1  β   ym 

α m 1 
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 xm   
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 ln y 1  β   y  
y
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1 /β

1 /β
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m

m
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 x  μ  
β m
  0
 α  

5.49

5.50

Hosking et al (1985) showed that the PWM method gives better results compared to the
ML method for relatively small number of samples ranging from 15 to 100. The ML
method was found to perform well for relatively large number of samples (  50 ) and
when a parameter constraint ( β  0.3 ) is imposed (Martins and Stedinger, 2000).
5.3.1.3. Merits and demerits of GEV distributions
From the practical point of view the GEV distribution is attractive since it
requires minimum personal decisions in the process of estimating the parameters and
quantiles. Moreover, it is mathematically advantageous since its parameters can be
estimated easily and has a closed form solution for its inverse function. The main
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drawback of the GEV distribution comes from the nature of data it requires. Since a
single extreme value is selected from a given epoch relatively long data records are
required to get sufficient number of extreme values for reliable estimation. According to
Cook (1985), a minimum of 20 years of record is required to obtain dependable results
and it is not recommended to apply the method for less than 10 years of record.
5.3.1.4. Choosing GEV distribution type
The choice of proper GEV type for a wind speed data has been a topic of
discussion over the last couple of decades. Some researchers (e.g., Abild et al, 1992;
Cook, 1985; Gusella, 1991; Harris, 1996; Ross, 1987) used Type I distribution to fit the
wind speed data in temperate regions. Some of the arguments put forward in favor of
using the Type I distribution include the following:
(i) The probability distributions of parent populations from which extreme wind speeds
are extracted are often assumed to be of exponential type such as Weibull distribution
for which Type I distribution is an asymptotic extreme value distribution (Holmes,
2007).
(ii) Type I distribution is unbounded from the top unlike Type III distribution which has
an upper limiting value of μ   β which cannot be exceeded at any return period.
Others researchers (e.g., Lechner et al, 1992; Simiu and Heckert, 1995; Simiu et al, 2001;
Walshaw, 1994) showed that Type III distribution fits better than Type I distribution for
certain wind speed data. According to Holmes and Moriarty (2001), although Type I
distribution is unbounded at its upper end theoretically, it is limited by physical factors
such as lack of sufficient data to define the upper tail in real-world problems.
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Looking at the arguments put forward by different researchers it is not obvious to
choose one distribution over the other with a clear and convincing reason. Hence, for a
given wind speed data it is better to check for both distributions. Palutikof et al (1999)
suggested using different goodness-of-fit tests such as the Anderson-Darling test (Ross,
1987), Kolmogorov-Sminron test (Quek and Cheong, 1992), and probability plots (Karim
and Chowdury, 1995) for selecting the appropriate distribution. Type II distribution has
been rarely used to model extreme wind speeds since it has negative shape factor which
is physically unrealistic (Holmes and Moriarty, 1999; Simiu et al, 1978). Nevertheless,
while fitting a GEV distribution to a wind speed a negative shape factor could be
obtained. However, this doesn’t imply that Type II distribution should be used rather it
indicates mixed wind climate data which contains wind speeds from different storm types
(Gomes and Vickery, 1978). More information regarding mixed wind climates can be
obtained from the works of various researchers(Cook et al, 2003; Gomes and Vickery,
1978). A negative shape factor could also result from the sampling errors involved in
using small sample size (Holmes and Moriarty, 1999; Simiu et al, 1978).
5.3.2. The r-largest method
Sometimes the largest r epochal extremes might be available instead of a single
epochal extreme. Under these circumstances better estimates of parameters and hence
quantiles can be obtained by using all the r epochal extremes rather than a single epochal
extreme (Smith, 1986). According to Weissman (1978) the joint probability density
functions of the r-largest extremes in a given epoch ( x1 > x2 > … > xr ) are given by:
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f ( x1 ,..., xr ;  , )   r exp exp y r  
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 0

5.51

β 0

5.52

where the reduced variates yr and y j are defined using Eq. 5.28. Assuming the data for
separate epochs to be independent the joint probability density of the whole data for N
epochs can be obtained from the product of the epochal probability density functions
given in Eqs. 5.51 and 5.52. This overall joint probability density function can be
considered as a likelihood function from which the distribution parameters can be
estimated by the maximum likelihood method (Smith, 1986). For instance, the likelihood
function for   0 is given in Eq. 5.53 which can be solved using the procedure given in
section 5.3.1.2.2 to obtain MLE estimators of the parameters

L ,  | x     Nr exp 
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y nr 
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  0, N  1

5.53

xnj  



It has to be noted that μ and α are independent of r hence more accurate results can be
obtained by this method than by the classical GEV method which uses single epochal
extreme (Tawn, 1988). Once the MLE estimators of parameters are obtained the required
quantile can be estimated from Eqs. 5.31 and 5.32. The choice of r has a significant
impact on the accuracy of this method since it affects independence of the extremes.
According to Smith (1986) the rate of convergence to the overall joint probability density
function drops significantly as r increases. Hence, the value of r should be kept small
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compared to the number of independent data in each epoch so that the asymptotic
assumptions used hold true (Tawn, 1988).
5.3.3. The Method of Independent Storms (MIS)
The method of independent storms(MIS) was originally suggested by Cook
(1982). This method requires sufficiently continuous time series of data, such as hour by
hour records, in a given epoch from which independent storms can be identified and the
corresponding extreme values (maximum and minimum) can be extracted. Clearly this
method uses large number of extremes compared to the r-largest method as well as the
classical GEV approach. For instance, Cook (1982) estimated 100 independent storms
occur in 1 year hence 100 extreme values can be extracted from 1 year epoch. Once all
the extremes are obtained the next step will be to carryout extreme value analysis to
estimate the distribution parameters and the required quantile. Similar to the r-largest
method, the MIS approach requires a new definition of cumulative distribution function
for extreme value analysis since multiple extremes are used from a given epoch. The MIS
approach involves the following two general steps. The first step is identifying
independent storms and extracting extreme values corresponding to them. Different
techniques can be used for identifying independent storms. For instance, Cook (1982)
used a method which involves applying a low-pass filter to an hour-by-hour wind speed
data to get a 10-hr block average from which short period extreme values resulting from
other meteorological events are removed. Setting an arbitrary threshold of 5m/s wind
speed, the locations in the time history where the values go below the threshold (also
called ‘lulls’) will be searched. An independent storm is assumed to occur between each
pair of lulls and the extreme value corresponding to the storm can be extracted easily.
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Cook (1982) also used different threshold wind speeds to select a threshold limit which
gives the minimum number of events in a given epoch. Based on his investigation he
found out that a threshold wind speed which gives 10events/year is optimum for a
reliable estimation of a 50-year extreme wind speed. This is based on the assumption that
the rate of occurrence of extreme values in different storms is uniform and the parent
distribution of storms in different epoches is invariant. Vega (2008) used an alternative
approach for estimating independent storms which is based on the atmospheric pressure
and flagging systems in databases.
Once the extreme wind speeds of all independent storms are identified the second
step is to carryout extreme value analysis for quantile estimation. Cook (1982) carried out
extreme value analysis using Gumbel distribution. He defined an asymptotic cumulative
distribution function for extremes in a given epoch (1year in his case) using Weibull’s
formula given in Eq. 5.33 and the statistical properties of independent events as follows:

F̂ ( x )

r

m

 Pm 

r

Pm 

m
N1

5.54

where r=N/M is the average rate of occurrence of independent storms; N is the total
number of independent storms occurred in M years. Replacing Eq. 5.54 in to Eq. 5.30 the
reduced variate can be obtained as
y   ln r lnPm 

β 0

5.55

In the classical Gumbel method it is assumed that the parent distributions in different
epoches are invariant and the rate of occurrence of extreme values is uniform. The MIS
approach of Cook (1982) also uses the same assumptions however it is expected to give
more accurate solutions compared to the classical Gumbel method. This is because it
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allows relatively large number of data to be considered for extreme value analysis which
improves accuracy of estimators of Gumbel parameters. However, as pointed out by
Harris (1999) the MIS approach of Cook (1982) has some shortcomings, the most critical





one being the use of Pm  as an estimate of F̂ xm  . Weibull’s formula given in Eq.
r

r

5.33 by definition represents the expected value or average of the cumulative distribution
function. However, when Weibull’s formula is raised to the power r, particularly for large
values of r, it will not accurately represent mean of the cumulative distribution function
raised to the power r since a systematic bias error will be introduced as a result of the
r
non-linear operation (Harris, 1999). Harris (1999) also showed that taking Pm  as an





estimate of F̂ xm  results in magnified sampling error. Harris (1999) suggested an
r

improved numerical approach for estimating the cumulative distribution which avoids the
shortcomings observed in the original MIS approach of Cook (1982).
5.3.4. The Peak-Over-Threshold (POT) method
This method started to become popular after the works of Todorovic and
Zelenhasic (1970) and Pickands (1975). In this method, values above a certain threshold
limit are considered for extreme value analysis instead of epochal extreme values
(maximum or minimum). The differences between selected values and the specified
threshold limit are known as exceedances and are often assumed to have a Generalized
Pareto Distribution (GPD) whose cumulative distribution function is given by (Abild et
al, 1992):
β


F(x)  1  1  x  xo 

 α
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1/β

 0

5.56

 x  xo  
F(x)  1  exp  
α 


β 0

5.57

where xo is the threshold limit and x  xo represent the exceedances; β and α are the
shape and scale parameters respectively. As it can be observed, the special case β  0
reduces the GPD to an exponential distribution. Assuming the exceedance process to be
Poisson distributed the quantile corresponding to a given return period T is given by
(Abild et al, 1992):
X T  x0 



α
β
1  λT 
β



X T  x0  αln λT 

β 0

5.58

 0

5.59

Where λ is the annual rate of crossing threshold limit which can be computed as k/n k
being the number of exeedances in n years. The parameters α and β can be estimated
numerically with the PWM or ML methods. Using the PWM method estimators of the
GPD parameters are given by (Palutikof et al, 1999):
β̂ 

bo
2
2b1  bo

5.60



5.61



α̂  1  β̂ bo

where bo and b1 are the first two PWM estimators which are given by Eqs. 5.36 and 5.37.
These estimators are valid within the range -0.5 < β <0.5 (Abild et al, 1992). Another
alternative approach for estimating the distribution parameters is the De Hann method
which was used by Simiu and Heckert (1995). In this method, values above the threshold
limit are arranged in ascending order denoted by xnk ,xnk 1,...,xn1,xn  and the shape
parameter is computed by
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β  β1  β 2
1

where β1  M n





1 
M n1



β
1
1
and 2
2 
M n2 

2






5.62

1

M n1 and M n2  are moments of exceedances of the log-transformed data given by the
general formula:
M nr  

1
k

k

 log x

n i  1

  log xnk r

,r  1,2

5.63

1
if β  0
1-β 

5.64

i 1

Moreover, the shape parameter can be computed by
α  xo

M n1
;
ρ

ρ  1 if β  0 and ρ 

In the POT method more data points are considered for quantile estimation compared to
the Gumbel method since data points other than the epochal extremes can be included.
However, unlike the Gumbel method the quantile estimation process in POT involves a
personal judgment in choosing a threshold limit and setting a separation time between
events to ensure the assumption of independence. If the threshold is set too high the POT
data will be small thereby increasing the sampling uncertainty in quantile estimation (An
and Pandey, 2005). Setting the threshold too low may result in a biased estimate of the
quantile since more data points which do not represent true peaks may be included.
Hence, an optimum threshold should be selected which is sufficiently high to include
only true peaks with Poisson arrival rates as well as sufficiently low to include enough
data points for satisfactory estimation of distribution parameters (Palutikof et al, 1999).
There are different techniques for choosing a suitable threshold limit. One popular
approach is the sample mean excess plot which shows the sample mean excess function
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plotted versus the threshold limit xo(Davison, 1984). The sample mean excess function is
defined as the sum of the excesses over the threshold limit divided by the total number of
exceedances over the threshold xo. Mathematically, this can be represented as follows:
n

en  xo  

 x

i

 xo 

ik

nk 1

k  mini | xi  xo 

5.65

where en  xo  is the sample mean excess function which is an empirical estimate of the
mean excess function and n  k  1 is the total number of exceedances over the threshold
xo. By trying different values of xo, the graph (xo, en(xo)) is plotted and the lowest value of
xo above which the graph is a straight line is taken as the threshold. Different researchers
use different values of minimum separation time between events. For instance, Cook
(1985) used 48 hours separation time for European wind climates while Walshaw (1994)
used 60 hours in the same wind climate.
5.4. Parameteric study
5.4.1. Aerodynamic data
The present parametric study was conducted on a 50 story steel building shown in
Figure 5.3(a). The building model was tested for two different surrounding conditions at
RWDI’s boundary layer wind tunnel facility (see Figure 5.4). In one experimental setup
the study building was tested without a neighboring building while in another
experimental setup the study building was tested together with a neighboring building of
similar geometry. The neighboring building model was placed along the same central
axis as the study building model at 5.1cm (2in) gap (see Figure 5.3(b)). The building in
the first test case where there was no neighboring building will be referred here after as
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the isolated building while the building in the second test case will be referred hereafter
as the sheltered building. The wind tunnel tests were conducted in open exposure
condition whose flow characteristics are shown in Figure 3.2. Classical modal analysis of
the building was conducted with finite element software and the first, second and third
mode natural frequencies were found to be 0.223 Hz, 0.367 Hz and 0.525 Hz
respectively. The mode shapes corresponding to the three vibration modes can also be
seen from Figure 5.5. As it can be seen from the figure the first two modes correspond to
sway vibrations in the y and x axes respectively and the third mode corresponds to a
rotational vibration about the z-axis. A constant damping ratio of 1% is assumed for all
the three vibration modes to construct the classical damping matrix used for modal
analysis. The aerodynamic data was analyzed using the time domain approach discussed
in chapter 3 to estimate wind-induced responses which contain the effect of dynamic
properties of the building. Figure 5.6 (a, c and e) show the peak base moment responses
presented in terms of non-dimensional moment coefficients which are defined as follows:
CM s 

Ms
1
ρaU H2 LH 2
2

CM  

s  x, y

M
1
ρaU H2 L2 H
2

5.66

5.67

Where H is the total building height and L is the larger width of the building; the
coefficients CMx and CMy correspond to bending moments about the x and y axes and the
coefficient CMθ corresponds to the torsional moment about the z axis. The ratios of
moment coefficients of the sheltered building to the isolated building are also shown in
Figure 5.6 (b, d and f). As it can be observed from the figures, significant reduction of the
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coefficient CMx is observed in the ranges of wind AoA 0o to 80o and 280o to 0o. The
effect of sheltering on coefficient CMy is minimal for most wind directions except the
slight reductions observed in some wind directions. Significant reduction of the
coefficient CMθ due to sheltering effect is observed in the ranges of wind AoA 70o to
100o and 260o to 290o. However, significant increase of the coefficient CMθ is also
observed in the ranges of 130o to 140o and 220o to 230o wind AoA.
5.4.2. Climatological data
The climatological data used in the present parametric study was taken from the
publicly accessible data base of directional wind speeds at the National Institute of
Standards and Technology (NIST) website. The data consists of the largest annual 3-sec
gust wind speed measured at 10m height above the ground in open exposure for a period
of 30 years (1950-1979) from Abilene, Texas (see Table 5.1). A mean hourly wind speed
data at the building height which is compatible with the wind tunnel data was obtained by
applying the proper conversion to the 3-sec gust wind speed data. The directional
aerodynamic and climatological data was combined in three different approaches. The
first approach is the directionality factor approach discussed in section 5.2.1. Since an
upper bound solution is required a directionality factor of 1 is used and the method will
be referred hereafter as the non-directional approach. The second method is the sectorby-sector approach discussed in section 5.2.2. The third method will be referred here as
the modified sector-by-sector approach. As the name implies it is a modified version of
the sector-by-sector approach discussed before. In this approach sectorial wind-induced
responses are computed using the maximum aerodynamic coefficient in each sector and
the corresponding sectorial wind speed similar to the sector-by-sector approach.
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However, extreme value analysis is not carried out for each sector separately instead it is
carried out on a single vector which is constructed by taking the maximum of all sectorial
wind-induced responses in a given year. Due to the limitations discussed in section 5.2.3
and the requirement of hourly recorded wind speed data to use the empirical Eqs. 5.15
and 5.16 the out-crossing method is not implemented in the current parametric study.
Similarly, the storm passage method discussed in section 5.2.4 is also not implemented in
the current parametric study due to the requirement of long continuous time history of
wind speed such as hourly recorded data. Considering both the nature and length of the
wind speed data used in the present study, the generalized extreme value (GEV) method
was found to be the appropriate technique for this particular study. Moreover, comparison
of Type I and Type III distribution fits to the data shows that Type I distribution gives
relatively better fit to the data. Hence, in all the three synthesis approaches implemented
in the parametric study extreme value analysis was carried out using Type I (Gumbel)
distribution.
5.5. Results and discussion
5.5.1. Design wind-induced responses
Base bending and torsional moment responses of the isolated building
corresponding to several MRI values ranging from 10 years to 10000 years were
computed by the EVS and EVR approaches discussed before. Table 5.2 shows the results
obtained by synthesizing the aerodynamic data with the climatological data obtained
from Abilene (TX). As it can be observed, responses estimated by the EVS approach are
less than the responses estimated by the EVR approach for small MRI values. However,
for large MRI values the responses estimated by the EVS approach are larger than the
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responses estimated by the EVR approach. The analysis was repeated using three
different wind speeds obtained from Detroit (MI), Lousiville(MO) and Tuscon(AZ).
Though the results for these wind speeds are not shown here similar pattern of variation
between responses estimated by the EVS and EVR approaches, as shown in Table 5.2,
was observed. Based on the four different data sets used in the present study it may not be
possible to make a general conclusion that similar results will be obtained for any wind
speed data however repeatability of the analysis carried out can at least be observed.
Hence, the assumption that wind speed of a given MRI will induce response of an
equivalent MRI may not always be safe and in some cases it could even result in
underestimation of responses. For instance, based on the present particular study the
uncertainty in the EVS approach could be of particular concern for certain wind-induced
responses such as the top floor acceleration and displacement which are often computed
for small MRI values.
5.5.2. Directional versus non-directional synthesis
Figure 5.7 (a, c and e) show base moment responses of the isolated building for
several MRI values when the building is oriented in such a way that the 0o wind AoA
(see Figure 5.3) is from the East. As it can be observed from the figures, the nondirectional approach gives the largest responses while the sector-by-sector approach
gives the least responses. The modified sector-by-sector approach gives responses which
are in between the two approaches. Figure 5.7 (b, d and f) show the variation of 700 years
MRI base moment responses of the isolated building when the 0o wind AoA is aligned
along each of the eight wind speed directions. As it can be observed, the responses
estimated by the three different approaches could significantly vary with building
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orientation. When the 0o wind AoA is from North for instance, moments Mx, My and Mθ
estimated with the sector-by-sector approach are less than the corresponding moments
estimated with the non-directional approach by 31%, 33% and 49% respectively. For the
same orientation, moments Mx, My and Mθ estimated with the modified sector-by-sector
approach are less than the corresponding values estimated with the non-directional
approach by 19%, 21% and 42% respectively. Hence, the significance of variation
between results obtained from the same set of aerodynamic and climatological data using
different synthesizing techniques can be observed from this parametric study. Table 5.3
shows the ratio of 700years MRI moments estimated by the two directional approaches to
the corresponding moments estimated by the non-directional approach for different
building orientations. This ratio is equivalent to the wind directionality factor provided by
most building codes and standards to consider the wind directionality effect. As it can be
observed, the ratio could significantly vary with building orientation. Besides the
building orientation this ratio was also observed to vary with the MRI of the response.
Table 5.4 shows the ratio of moments estimated by the two directional synthesis
approaches to the moments estimated by the non-directional approach for several MRI
values when the 0o wind AoA is from the East. For both directional synthesis approaches
the ratio increases with increasing MRI values. This observation agrees with the
conclusions drawn in previous research works (e.g. Rigato et al, 2001b; Simiu and
Heckert, 1998). Hence, the wind directionality factor used in design codes and standards
can also be affected by MRI of responses.
5.5.3. Combined sheltering and wind directionality effect
Sheltering effect from neighboring structures could amplify or reduce wind-
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induced responses of tall buildings. The nature and intensity of aerodynamic interference
effect depends on several parameters such as geometry and location of the surrounding
structures, nature of the upwind terrain, the wind velocity and direction, etc. The impact
of surrounding structures on the wind loading as well as on wind-induced responses of
tall buildings has been a topic of study since the 1930’s(Harris, 1934). Some of the recent
research works on interference effect of tall buildings include the following (e.g. Huang
and Gu, 2005; Lam et al, 2008; Tanga and Kwok, 2004; Thepmongkorna et al, 2004; Xie
and Gu, 2004, 2009; Zhao and Lam, 2008). Most of the previous studies aimed at
investigating the effect of sheltering on aerodynamic data and assessing the different
parameters affecting the intensity of sheltering effect. In this study, the combined effect
of sheltering and wind directionality on extreme wind-induced responses is investigated.
Figure 5.8(a, c and e) show the 700 years MRI base moments of the isolated and
sheltered buildings estimated using the non-directional approach when the 0o wind AoA
is aligned along each of the eight wind speed directions. Figure 5.8 (b, d and f) show
ratios of the sheltered building moments to the corresponding isolated building moments.
As it can be observed from the figure, bending moment Mx of both buildings match well
while bending moment My of the sheltered building is 12% less than that of the isolated
building. Torsional moment Mθ of the sheltered building is 31% less than of that of the
isolated building. In using the non-directional synthesis approach the percentage
difference observed between the base moments of the isolated and sheltered buildings is
the same before and after synthesizing the aerodynamic and climatological data.
However, if the aerodynamic and climatological data are synthesized considering wind
directionality effect a different result could be observed. Figure 5.9(a, c and e) show the
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700 years MRI base moments of the isolated and sheltered buildings estimated using the
modified sector-by-sector approach when the 0o wind AoA is aligned along each of the
eight wind directions. Figure 5.9 (b, d and f) show the ratios of the sheltered building
moments to the corresponding isolated building moments. As it can be observed from the
figures the moment ratios significantly vary with building orientations. For bending
moment Mx, as high as 34% reduction is observed for West orientation while no
reduction was observed for Southeast and East orientations. For bending moment My,
about 15% reduction is observed for North orientation while less than 5% reduction is
observed for south orientation. For torsional moment Mθ about 31% reduction is observed
for Northeast orientation while less than 4% reduction is observed for South orientation.
As it can be observed, the percentage difference between the largest base moments of the
isolated and sheltered buildings are not the same before and after synthesizing the
aerodynamic and climatological data. As it was discussed in section 5.5.2, the ratio of
wind-induced responses estimated by directional synthesis to non-directional synthesis
varies with MRI of the responses and the building orientation. In addition, this ratio also
varies with the surrounding condition as it can be seen from Table 5.5. Thus, the
uncertainty in using a single directionality factor to accounts for wind directionality effect
can be compounded by the presence of sheltering effect from the surrounding. It has to be
noted that these results are obtained for eight predefined building orientations and a
single climatological data set. Hence, with a random building orientation and different
climatological data set a different pattern of response variation can be observed.

150

5.6. Concluding remarks
The present study attempted to assess the uncertainties related to synthesis of
wind tunnel and climatological data in estimating wind-induced responses of tall
buildings. Moreover, the uncertainty in the assumption used by many design codes and
standards which is, wind speed of a given MRI will induce responses of the same MRI
was also investigated. The results obtained from the study indicated that wind speeds of a
certain MRI may not induce responses of an equivalent MRI. Moreover, this assumption
could result in underestimation of extreme wind-induced responses. The significance of
wind directionality effect in estimation extreme wind effects on tall buildings was
observed from the parametric study conducted. Moreover, the significance of variations
between results obtained from the same set of aerodynamic and climatological data using
different synthesizing techniques was also observed. The ratio of wind-induced responses
estimated by directional synthesis to responses estimated by the non-directional synthesis
was observed to vary with response MRI, building orientation and nature of the
surrounding. Hence, the challenge posed for deriving a single wind directionality factor
for codification purpose which accounts for at least these three factors can be observed.
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Table 5.1 3sec gusts in m/s based on original records at 10m height in Abilene(TX)
NE
E
SE
S
SW
W
NW
Year N
1950 29
34
15
22
29
25
23
24
1951 28
23
15
25
31
25
19
53
1952 25
19
14
27
27
24
26
31
1953 25
19
19
28
36
29
24
25
1954 24
20
27
27
26
28
28
31
1955 28
30
16
26
30
27
29
27
1956 26
20
21
25
26
24
25
31
1957 26
19
20
26
27
25
28
27
1958 28
21
16
22
22
22
28
28
1959 24
25
17
24
23
27
27
24
1960 21
21
17
21
23
27
30
24
1961 32
33
29
22
21
26
23
25
1962 26
22
14
25
20
21
25
27
1963 31
25
12
22
23
21
24
32
1964 21
21
21
23
21
21
19
27
1965 22
21
18
27
21
28
32
24
1966 21
22
13
24
23
21
24
25
1967 25
24
16
20
22
24
24
21
1968 23
22
21
24
24
22
25
27
1969 28
25
20
23
21
22
24
24
1970 20
20
19
23
27
30
26
24
1971 24
34
19
25
25
26
24
25
1972 26
30
12
26
21
23
26
30
1973 21
26
14
21
25
29
24
25
1974 20
23
15
25
25
21
24
24
1975 32
24
19
25
25
22
24
25
1976 24
21
17
30
24
18
26
25
1977 21
19
16
22
23
20
25
21
1978 22
20
23
23
24
24
23
27
1975 21
17
20
23
23
22
22
27
Mean 24.8
23.3
17.8
24.2
24.6
24.1
25.0
27.0
Rms
3.5
4.5
3.9
2.3
3.5
3.0
2.8
5.5
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Table 5.2 Base moment responses computed using the climatological data from Abilene (TX)
My(109Nm)
Mθ(108Nm)
Mx(109Nm)
MRI
EVS
EVR
EVS
EVR
EVS
EVR
10
1.62
1.99
0.88
1.08
0.87
1.06
30
2.08
2.42
1.13
1.32
1.11
1.29
50
2.31
2.62
1.25
1.42
1.23
1.40
100
2.63
2.89
1.43
1.57
1.41
1.54
500
3.47
3.51
1.88
1.91
1.85
1.87
700
3.66
3.64
1.99
1.98
1.95
1.94
1000
3.86
3.78
2.10
2.05
2.06
2.02
10000
5.33
4.66
2.89
2.53
2.84
2.49
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Table 5.3 Ratio of directional synthesis results to non-directional synthesis results for 700 years MRI
N
NE
E
SE
S
SW
W
NW
Orientation
0.69
0.83
0.66
0.92
0.66
0.83
0.69
0.84
Sector-by-sector
Mx
Mod. Sector-by-sector 0.81
0.89
0.79
0.95
0.81
0.93
0.79
0.89
Sector-by-sector
0.67
0.75
0.70
0.92
0.70
0.75
0.67
0.80
My
Mod. Sector-by-sector 0.79
0.83
0.78
0.93
0.83
0.88
0.76
0.84
Sector-by-sector
0.51
0.92
0.59
0.66
0.51
0.92
0.59
0.66
Mθ
Mod. Sector-by-sector 0.58
0.92
0.68
0.77
0.59
0.92
0.68
0.77
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Table 5.4 Ratio of directional synthesis results to non-directional synthesis results when
East
MRI(years)
10
30
50
100
500
700
0.62
0.64
0.64
0.65
0.66
0.66
Sector-by-sector
Mx
Mod. Sector-by-sector 0.81
0.81
0.80
0.80
0.79
0.79
Sector-by-sector
0.66
0.68
0.68
0.69
0.70
0.70
My
Mod. Sector-by-sector 0.80
0.79
0.79
0.78
0.78
0.78
0.63
0.61
0.61
0.60
0.60
0.59
Sector-by-sector
Mθ
Mod. Sector-by-sector 0.73
0.71
0.70
0.70
0.68
0.68
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0o AoA is from
1000
0.66
0.79
0.70
0.77
0.59
0.68

10000
0.67
0.79
0.71
0.77
0.59
0.67

Table 5.5 Ratio of modified sector-by-sector synthesis results to non-directional results for 700 years MRI
N
NE
E
SE
S
SW
W
NW
Orientation
0.81
0.89
0.79
0.95
0.81
0.93
0.79
0.89
isolated
Mx
sheltered
0.58
0.74
0.74
0.92
0.80
0.85
0.52
0.67
isolated
0.79
0.83
0.78
0.93
0.83
0.88
0.76
0.84
My
sheltered
0.77
0.91
0.85
0.94
0.89
0.93
0.78
0.92
isolated
0.58
0.92
0.68
0.77
0.59
0.92
0.68
0.77
Mθ
sheltered
0.65
0.92
0.86
0.95
0.82
0.97
0.71
0.81
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(b)
(a)

Figure 5.1 (a) Response boundary and (b) Up-crossing velocity in different coordinate
systems
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(a)

(b)

Figure 5.2 Schematic illustration of typical variation of (a) reduced variate and (b)
probability density functions of the Generalized Extreme Value Distribution
types
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(a)

(b)

Figure 5.3 (a) Dimensions of the study building and orientation of the isolated building
test setup; (b) Orientation of the sheltered building test set up.
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(a)

(b)
Figure 5.4 Wind tunnel test setup at RWDI’s boundary layer wind tunnel laboratory (a)
without neighboring building and (b) with neighboring building
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Figure 5.5 Shapes of the first three vibration modes and the corresponding natural
frequencies.
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Figure 5.6 Base moment coefficients obtained from wind tunnel tests (a, c and e); ratio of
base moments of the sheltered building (rMs, s=x,y,θ) to the isolated building
(b, d and f).
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Figure 5.7 Base moment responses of the isolated building when 0o wind AoA is from
East (a, c and e); Base moment responses for 700 years MRI when 0o wind
AoA is rotated in eight different directions (b, d and f).
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Figure 5.8 Base moments of 700 years MRI obtained by the non-directional approach
when the 0o wind AoA is from eight different directions (a, b and c); ratio of
base moments of the sheltered building (rMs, s=x,y,θ) to the isolated building
(b, d and f).
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Figure 5.9 Base moments of 700 years MRI obtained by the modified sector-by-sector
approach when the 0o wind AoA is from eight different directions (a, b and
c); ratio of base moments of the sheltered building (rMs, s=x,y,θ) to the
isolated building (b, d and f).
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6. A COPULA-BASED APPROACH FOR DIRECTIONAL SYNTHESIS OF
AERODYNAMIC AND CLIMATOLOGICAL DATA
Abstract
Wind-induced effect on tall buildings corresponding to a certain mean recurrence
interval (MRI) are obtained by synthesizing boundary layer wind tunnel data with the
actual climatological or wind speed data of the site where the building will be erected.
Even though it is widely agreed that the aerodynamic data collected from wind tunnel
tests is fairly reliable the synthesis approaches used to combine the aerodynamic and
climatological data are often argued to have deficiencies. For instance, the uncertainty in
modeling the correlation effect between sectorial responses has been a challenge for
confidently using the sector-by-sector approach which is one of the most widely used
directional synthesis approach. In the present study, a copula-based approach is presented
for modeling of the dependence structure between sectorial responses while using the
sector-by-sector approach. Moreover, the significance of uncertainties resulting from
assuming sectorial responses to be fully dependent or independent is also assessed.
Results obtained from the study showed that assuming sectorial responses to be perfectly
dependent or independent could result in significant underestimation or overestimation of
extreme wind-induced responses respectively.
6.1. Introduction
Wind-induced responses of tall buildings are often direction dependent due to
unsymmetrical geometrical (aerodynamic) and structural properties with respect to the
wind angle of attack(Simiu and Scanlan, 1996). Because of this wind tunnel tests for tall
buildings are often conducted for multiple wind directions such as 18 or 36. This is often
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carried out by rotating the building model with respect to the unidirectional wind flow in
the tunnel. The wind tunnel data is often presented in non-dimensional form after being
normalized by the reference dynamic pressure and a weighting factor specific to the
response. In order to get design wind-induced responses of the required MRI the
normalized wind tunnel data should be combined with climatological data which refers to
the extreme wind speed data of the site where the building will be erected. Magnitude of
the actual wind speed in a given area also shows variation with direction depending on
the exposure and climatology of the area. In other words, the largest magnitude wind
speed is not expected to come from all wind directions instead it is often limited to
certain directions. This phenomenon helps to orient the building in such a way that
coincidence of the largest magnitude wind speed direction with the most aerodynamically
vulnerable direction of the building is avoided. The effect of wind directionality plays a
significant role particularly in the design of wind sensitive structures such as tall
buildings. For such wind sensitive structures generally it is agreed among many
researchers that neglecting wind directionality effect results in conservative design (e.g.
Cook, 1982; Moriarty and Templeton, 1983; Simiu and Heckert, 1998). It was also
shown in the works of different researchers (e.g. Rigato et al, 2000; Spence, 2009) that if
the wind directionality effect is not considered properly under estimation of wind effects
could also result. Thus, for a safe and economical design it is highly recommended that
directional variations of both the wind tunnel and climatological data are considered
while estimating design wind effects. The wind directionality effect in synthesis of
aerodynamic and climatological data has been a topic of study since the 1960’s.
Davenport (1977) suggested a methodology to consider wind directionality effect which
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involves computing the average rate of crossing a response boundary traced by a wind
speed vector required to produce a given design wind effect. Simiu and Filliben (1981)
emphasized the uncertainty in accounting for wind directionality effect through a
reduction factor applied to wind loads computed without considering directionality effect.
They also suggested a methodology for combining aerodynamic and climatological data
to estimate design wind loads for building components and non-aeroelatic structures.
Cook (1982) proposed an approach for directional synthesis of aerodynamic and
climatological data. Moreover, from the parametric study he conducted up to 30%
reduction of design wind loads was observed when the wind directionality effect is
considered. Moriarty and Templeton (1983) showed the possible existence of masking
effect between sectorial responses when a single epochal maximum gust record is used in
directional synthesis of aerodynamic and climatological data. Lepage and Irwin (1985)
modified the upcrossing approach suggested by Davenport (1977) for directional
synthesis of aerodynamic and climatological data by reviewing the assumptions used in
the original approach. Irwin (1988) implemented the upcrossing method together with
numerical interpolation to estimate design cladding pressure of the required return period
for tall buildings. Rigato et al (2000) suggested a database assisted design approach
which accounts for wind directionality effect more realistically than the conventional
directionality factor approach recommended by several design codes and standards.
Kasperski (2007) presented a methodology which involves convolution integral to
estimate design wind effects on low-rise buildings from directional synthesis of measured
wind tunnel and climatological data. Vega (2008) used a sector-by-sector directional
synthesis approach which considers the participation of more than one but not all sectors
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in estimating design wind effects on low-rise buildings. Spence (2009) presented a
reliability based framework for directional synthesis of aerodynamic and climatological
data.
There are different methods currently used in wind tunnel laboratories to combine
aerodynamic and climatological data. Since each method is derived based on different
assumptions and have its own limitations it is not guaranteed that the results obtained
from the different methods often show agreement. Hence, the choice of synthesis method
has mostly been dependent on personal preference. Sector-by-sector method is one of the
traditionally used approaches for synthesizing aerodynamic and climatological data. In
this approach the extreme wind speed and peak aerodynamic coefficients are grouped and
synthesized in sectors. Although computing individual sectorial wind effects is straight
forward the process of combining sectorial wind effects considering the correlation effect
between them has been a challenging task. In the present study, a copula-based approach
is presented for considering the correlation effect between sectorial wind effects properly.
Formulation of the method is discussed in detail in the next section followed by a
numerical example which illustrates application of the method.
6.2. Sector-by-sector directional synthesis
In this method of synthesizing aerodynamic and climatological data the
aerodynamic coefficients and directional wind speeds are first grouped in sectors.
Grouping of the data in sectors is required since the wind speed data is often available for
limited number of directions compared to the aerodynamic data measured in the wind
tunnel. For instance, while the aerodynamic data used is available for 36 directions the
actual wind speed data could be available only for 8 or 16 directions. Thus, the decision
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on the number of sectors to be used is mostly dictated by the number of directions of the
available wind speed data. The largest magnitude peak aerodynamic coefficient in each
sector is then the combined with the corresponding sectorial wind speed to get the largest
sectorial wind-induced response as follows:
R̂i 





1
ρaWR  peak Ĉ R θ U 2 θ  i
2

6.1

where R̂i is the vector of peak wind-induced response corresponding to sector i and the
operation peak



denotes the largest magnitude of the value in the bracket for that

particular sector regardless of sign (positive or negative). Extreme value analysis is then
carried out on vector R̂i to estimate response of a given MRI, say T years, corresponding
to sector i. If there are k sectors, extreme value analysis is carried out for each sector
separately and a total of k sectorial responses will be obtained. The question one would
ask at this stage would be whether it is possible to take the largest sectorial response
(Rmax) as the design response of T years MRI or not? In probability terms, this is the same
as asking if the probability of non-exceedance of the response Rmax in T years is given by
Pr(R≤Rmax) = 1-1/T. The non-exceedance probability Pr(R≤Rmax) can be computed from
the joint distribution of sectorial responses which is given as follows:
Pr R  Rmax   Pr R  Rmax 1 ,R  Rmax 2 ,...,R  Rmax k 

6.2

where the subscripts 1,2,…,k denote sector numbers. If all the sectorial responses are
perfectly correlated (fully dependent) the multivariate distribution given in Eq. 6.2 can be
evaluated as follows:
Pr R  Rmax dep  min pr R  Rmax 1 ,pr R  Rmax 2 ,...,prR  Rmax k 

6.3

where the subscript dep shows the condition of full dependence between sectorial
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responses and the operation min  denotes the minimum value. Since the minimum
probability of non-exceedence which is 1-1/T occurs in the sector where the largest
sectorial response (Rmax) is obtained Eq. 6.3 can be written as
PrR  Rmax dep  1  1/T

6.4

If all the sectorial responses are perfectly uncorrelated (fully independent) the
multivariate distribution given in Eq. 6.2 can be evaluated as the product of sectorial
probabilities as follows:
Pr R  Rmax indep  pr R  Rmax 1  pr R  Rmax 2  ...  pr R  Rmax k

6.5

where the subscript indep shows the condition of full independence between sectorial
responses. Hence, under this condition the probability of non-exceedance Pr(R≤Rmax)
will be less than the minimum probability 1-1/T since the individual probabilities have
values between 0 and 1.
Pr R  Rmax indep  1  1/T

6.6

However, assuming sectorial responses to be fully dependent or independent is unrealistic
and some level of correlation is expected to occur in reality. Thus, assuming sectorial
responses to be fully dependent or fully independent could result in underestimation or
overestimation of design responses respectively. Hence, for accurate estimation of design
responses the correlation effect between sectorial responses should be considered
appropriately. As to the author’s knowledge, there hasn’t been an explicit multivariate
extreme value distribution which can be used to combine marginal distributions of
multiple sectorial responses considering the correlation effect between sectors. In the
present work, an alternative approach is used to estimate the joint probability distribution
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of multiple sectorial responses by modeling the dependence structure between sectorial
marginal distributions using the concept of “copulas”. Copulas are functions which are
used to model the dependence or correlation structure between two or more variables
whose marginal distributions are known. The basic principle behind the copula approach
is to treat the dependence structure separately from the marginal distributions. Since the
dependence information is contained in the copula the marginal distributions need not be
from the same family unlike the traditional multivariate analysis approaches. Moreover,
once the copula function is defined it can be used to obtain several multivariate
distributions by varying the marginal distributions. Copulas can be used to model any
type of dependence structure between k random variables. In recent years, copulas have
been increasingly important tools in statistics, finance, economics, risk management,
insurance, transportation, hydrology, meteorology and several other fields. In the
following subsections a brief introduction on the mathematical background of copulas is
given. Detail discussion on copula modeling can be obtained from numerous published
literatures (e.g. Embrechts et al, 2002; Joe, 1997; McNeil et al, 2005; Nelsen, 2006;
Schmidt, 2007; Trivedi and Zimmer, 2007).
6.3. Modeling dependence with copulas
6.3.1. Definition
Consider a set of random variables R1, R2,…,Rk whose joint and marginal
cumulative distribution functions(cdfs) are given by Eqs. 6.7 and 6.8 respectively.
F r1 ,r2 ,...,rk   PrR1  r1 ,R2  r2 ,...,Rk  rk 
Fi r   PrRi  r 

i  1,2,...,k

6.7
6.8

From Sklar’s theorem (Sklar, 1959) for all ri in  , , i  1,2,...,k there exists a k-
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dimensional copula function C:0,1k  0,1 such that
F r1,r2 ,...,rk   CF1 r1 ,F2 r2 ,...,Fk rk 

6.9

Moreover, Sklar’s theorem also states that the k dimensional copula C should satisfy the
following three conditions:
(i) C 1,...,1,u j ,1,...,1  u j

for every j  k and all u j in 0,1

(ii) C u1 ,u 2 ,...,u k   0

if u j  0 for any j  k

(iii) C is k-increasing
According to the first condition, if the marginal cdf of k-1 variables is known to be 1 then
the joint cdf of k variables which includes uj is the same as the marginal cdf of uj.
According to the second condition, if the marginal cdf of at least one of k variable is zero
then the joint cdf of all the k variables is zero. According to the third condition, the Hvolume of any k-dimensional interval is non-negative. Detail discussion on these three
conditions can be obtained in different published literatures(e.g. Embrechts et al, 2001;
Trivedi and Zimmer, 2007). A copula function is unique if all the marginal distributions
are

continuous

otherwise

RanF1  RanF2  ...  RanFk .

it

is

uniquely

determined

only

on

the

range

In other words, a copula can be defined as a multivariate

distribution with uniformly distributed marginals u1 ,u2 ,...,uk  0,1k . Hence, the copula
function in Eq. 6.9 can be written alternatively as follows:





C u1 ,u 2 ,...,u k   F F11 u1 ,F21 u 2 ,...,Fk1 u k  ,

6.10

where Fi 1 ui  is the inverse distribution of the marginal ui. Any copula C should satisfy
the Fréchet–Hoeffding bounds inequality given in the following equation (Fréchet, 1957).
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W u1 ,u2 ,...,uk   C u1 ,u2 ,...,uk   M u1,u2 ,...,uk 

6.11

where the lower and upper bounds are given by
 k

W u1 ,u2 ,...,uk   max ui  k  1,0
 i 1




and M u1 ,u2 ,...,uk   minu1 ,u2 ,...,uk 

6.12

For bivariate case (k = 2), both the lower and upper bounds are copulas. For k > 2
however, the lower bound satisfies to be a copula only under certain conditions while the
upper bound is always a copula. Different copula functions have been derived over the
years for various applications. For instance, based on the criteria discussed so far the joint
probabilities of fully dependent as well as independent sectorial responses which are
given in Eqs. 6.3 and 6.5 constitute copulas. These copulas will be referred hereafter as
dependent and independent copulas accordingly. Archimedean copulas are one of the
most important and widely used copulas in different fields which will also be used in the
present study.
6.3.2. Archimedean copulas
Archimedean copulas are those copulas which can be described using the
following formulation:





C u1 ,u 2 ,...,u k   φ φ 1 u1   φ 1 u 2 ...  φ 1 u k 

6.13

where φ is the copula generator function. Due to their simplicity and flexibility
Archimedean copulas have been widely used in several applications. Some of the most
popular Archimedean copulas include Gumbel, Clayton and Frank copulas. The copula
generators and the corresponding bivariate copulas of these three Archimedean copulas
are given in Table 6.1. Gumbel copula which is also known as the Gumbel-Hougaard
copula is good for modeling strong correlation at higher values or heavy upper tail but
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less correlation at lower values. As it can be observed from Table 6.1 the correlation
parameter θ for Gumbel copula falls in the range 1  θ    with θ =1 showing
independency. Clayton copula is good for modeling strong correlation at lower values or
heavy lower tail but less correlation at higher values. The correlation parameter θ for
Clayton copula falls in the range 0  θ   and as θ  0 independency is observed. The
correlation parameter θ for Frank copula falls in the range    θ   \0 and as θ  0
independency is observed. As it can be seen from Table 6.1 both Gumbel and Clayton
copulas do not account for negative correlation unlike Frank copula which can account
for both positive and negative correlation. Gumbel copula which is also the only extreme
value copula in the Archimedean family(Genest and Rivest, 1989) is used in this study.
6.3.3. Parameter estimation
The copula parameter θ can be estimated with different techniques which include
the maximum likelihood (ML) method and the Canonical maximum likelihood (CML)
method. For bivariate Archimedean copulas another simplified parameter estimation
approach can be used which involves the correlation measures Kendall’s τ or Spearman’s
ρs. Kendall’s τ correlation between two random variables R1 and R2 is computed as the
difference between the probability of concordance and probability discordance of two
independent pairs ( R11 , R21 ) and ( R12 , R22 ).





 





 

τ  Pr R11  R12 R21  R22  0  Pr R11  R12 R21  R22  0

6.14

In terms of copula, Kendall’s τ correlation can be written as follows:
1 1

τ 4

  C u ,u dCu ,u   1
1

2

0 0
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1

2

6.15

Spearman’s ρs correlation is computed from the difference between three times the
probability of concordance and probability of discordance of the two independent pairs.



 







 

ρs  3Pr R11  R12 R21  R22  0  Pr R11  R12 R21  R22  0

6.16

Spearman’s ρ correlation can also be computed from copula as follows:
1 1

ρs  12

  C u ,u   u u du du
1

2

1 2

1

2

6.17

0 0

Spearman’s ρs and Kendall’s τ are rank based correlations measures hence they are not
dependent on the actual values of R1 and R2 unlike the most popular Pearson’s (linear)
correlation given in Eq. 6.18.
ρp 

Cov R1 ,R2 
var R1 var R2 

6.18

For Archimedean copulas the Kendall’s τ correlation coefficient given in Eq. 6.15 can be
written in terms of the generator function and its first derivative as follows:
1

τ  1 4

φt 

 φ t  δt
'

6.19

0

Hence, using Eq. 6.19 the copula parameter θ for each of the three Archimedean copulas
discussed here can be related to Kendall’s τ correlation coefficient as shown in Table 6.2.
6.3.4. Copula selection
Selection of an appropriate copula for accurate modeling of the dependence
structure is carried out by Goodness-of-fit (GOF) tests. Several Goodness-of-fit tests have
been developed over the years (see, for example, Andersen et al, 2005; Berkowitz, 2001;
Diebold et al, 1998; Genest et al, 2006; Genest and Rivest, 1993; Wang and Wells, 2000).
One simple GOF test for bivariate Archimedean copulas can be carried out by comparing
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the scatter plot between two functions Kc(t) and Knc(t) with a straight line having slope =
1 and y-intercept = 0. Kc(t) is the parametric function given in Eq. 6.20 which is the
distribution function of a random variable C(U,V) where U ,V   0,12 (Nelsen, 2006).
K c t   t 

φt 
φ' t 

6.20

Knc(t) is a non-parametric estimate of the function Kc(t) which is obtained as the
probability of ti < t for ti defined as follows:
ti 

Number of ui , vi  such that ui  u j and vi  v j

m  1

i  1,2,...,m

6.21

A copula for which the scatter plot of the two functions better fits to the straight line can
be considered as a better copula for modeling the dependence between the random
variables.
6.3.5. Multivariate Archimedean copulas
So far most of the discussion has been based on bivariate Archimedean copulas.
Deriving mathematical expressions for generator functions and copulas of multivariate
distributions having three or more random variables is not obvious as the bivariate case.
However, different techniques have been suggested over the years for developing
multivariate extensions of Archimedean copulas which include the nested Archimedean
and the pair-copula construction techniques (Joe, 1997; McNeil et al, 2006; Whelan,
2004). There are at least three different approaches for constructing nested multivariate
Archimedean copulas namely the fully nested, partially nested and hierarchically nested
construction approaches. Each of these nested construction approaches can be better
explained with the help of schematic illustrations such as Figure 6.1 for the
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corresponding mathematical expressions get more complex with increasing number of
variables. Figure 6.1 shows schematic illustration of the three nested construction
approaches using a multivariate Archimedean copula of eight random variables (u1, u2,…,
u8). As it can be observed from Figure 6.1(a) the fully nested construction involves 7
levels of combination. Moreover, except the first level where two random variables u1
and u2 are combined all the remaining levels involve the combination of a copula with a
random variable. The partially nested construction for this particular example involves 3
levels of combination as it can be seen from Figure 6.1(b). The partially nested
constriction approach involves the combination of only two variables at a time both of
which are random numbers at the first level or copulas at higher levels. The hierarchically
nested constriction allows for a combination of more than two variables at time all of
which are random numbers at the first level or copulas at higher levels. Figure 6.1(c)
illustrates one possible hierarchically nested construction for this particular example. One
can also observe that the minimum number of random variables required for fully nested
and hierarchically nested constriction is three while a minimum of four random variables
are required for partially nested construction. Estimation of the copula parameters in all
the three nested constructions can be carried out by the maximum likelihood method. It is
also necessary to make sure that the degree of dependence decrease with increasing level
of combination. For instance, parameters of the copulas used at the different levels of the
fully nested construction C11, C21,…, C71 should satisfy the criteria θ11≥θ21≥…≥θ71.
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6.4. Application example
6.4.1. Aerodynamic data
The building used in the present study is a 50 story steel building 182.88m (600ft)
high with 30.48m (100ft) × 45.72m (150ft) planar dimensions(see Figure 3.1(a)). The
wind tunnel experiment was conducted at RWDI’s boundary layer wind tunnel facility
(see Figure 3.1(b)). The building model was produced with a 1:400 length scale and
tested in open upwind exposure condition whose flow characteristics are shown in Figure
3.2. Aerodynamic wind loads on the building are obtained by integrating the
simultaneous pressure readings collected with 280 pressure taps installed over the
building model surface. Classical modal analysis of the building with a finite element
software gave the natural frequencies 0.223 Hz, 0.367 Hz and 0.525 Hz for first, second
and third mode vibrations respectively. The mode shapes corresponding to each mode are
also shown in Figure 5.5. As it can be seen from the figure the first two modes
correspond to sway vibrations in the y and x axes respectively and the third mode
corresponds to a rotational vibration about the z-axis. A constant damping ratio of 1% is
assumed for all the three vibration modes to construct the classical damping matrix used
for modal analysis. The effect of dynamic properties of the building is considered by
analyzing the aerodynamic data with the time domain approach discussed in chapter 3.
Moreover, peak base moment responses of the building are computed with the statistical
peak estimation approach presented in chapter 3. Figure 6.2 shows the directional
variation of non-dimensional peak base moment coefficients which are defined as
follows:
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Where H is the total building height and L is the larger width of the building; the
coefficients CMx, CMy and CMθ correspond to peak base base moments about the x , y
and z axes respectively.
6.4.2. Climatological data
The climatological data used in the present parametric study was taken from
publicly accessible data base of directional wind speeds at the National Institute of
Standards and Technology (NIST) website. The data consists of the largest annual 3-sec
gust wind speed measured at 10m height above the ground in open exposure for a period
of 30 years (1950-1979) from Madison, Wisconsin (see Table 6.3). A mean hourly wind
speed data at the building height which is compatible with the wind tunnel data was
obtained by applying the proper conversion to the 3-sec gust wind speed data.
6.4.3. Synthesis of aerodynamic and climatological data
Directional synthesis of the aerodynamic and climatological data was carried out
with the sector-by-sector approach. The base moment coefficients obtained from
aerodynamic data analysis are grouped in eight different sectors and combined with the
corresponding sectorial wind speeds. Division and numbering of the different sectors as
well as orientation of the building with respect to the wind directions is shown in Figure
6.3. Sectorial responses of the required MRI are estimated by extreme value analysis
carried out using Type I (Gumbel) distribution which is explained in chapter 5. Joint
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distribution of the sectorial responses is estimated by combining the marginal cumulative
distributions with the copula approach. Three different copulas were used to estimate the
joint cumulative distribution from the sectorial marginal cumulative distributions. The
first two copulas are the dependent and independent copulas where perfect dependency
and independency is assumed respectively between sectorial responses as it was
discussed before. The third copula is the Gumbel copula which is selected based on the
Goodness-Of-Fit test discussed in section 6.3.4. As it can be seen from Figure 6.4, the
sample scatter plot of the parametric function Kc(t) versus the non-parametric function
Knc(t) for the Gumbel copula shows acceptable fit to the 45o inclined line for the given
length of wind speed data.
Although there are eight different sectors it may not be necessary to combine all
the eight marginals with an eight dimensional Gumbel copula to get the critical joint
cumulative distribution. The critical joint cumulative distribution is the minimum
probability of non-exceedance which correspond to the shortest MRI of responses. From
practical point of view also it is very unlikely that the extreme effect of a given storm will
be manifested in all the eight different sectors. Vega (2008) also stated that considering
the contribution of two 45o sectors or three 22.5o sectors in directional synthesis of
aerodynamic and climatological data is optimal for capturing the required phenomenon.
Hence, it is necessary to decide on the number of sectors required for estimating the
critical joint cumulative distribution. This can be done by comparing the joint cumulative
distributions obtained by different multivariate Gumbel copulas. In the present study, the
critical joint cumulative distributions obtained by using bivariate and trivariate Gumbel
copulas are compared and found to be similar. The same results were obtained using two
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different wind speed data sets whose results are not reported here. Hence, considering the
correlation of two 45o sectors with a bivariate copula was found to be sufficient to get the
critical joint cumulative distribution in the present study. In order to clarify this process
the bivariate analysis case will be discussed in detail as follows.
Consider the sectorial marginal cumulative distributions corresponding to given
values of moments Mx, My and Mθ shown in Table 6.4. In order to determine the critical
joint cumulative distribution, bivariate copula analysis is carried out for all possible
permutations between two marginals. Table 6.5 shows the bivariate Gumbel copula
parameters obtained for all the possible combinations of the sectorial marginal
distributions. As it was discussed earlier, the Gumbel copula parameter has a minimum
value of 1 which shows perfect independency and as the value of the parameters goes to
∞ perfect dependency is obtained. Looking at Table 6.5 one can observe that the largest
correlation is observed between sectors 3 and 6 while perfect independency is observed
for sector pairs (1,2), (1,3), (1,8), (2,3), (2,5), (2,8), (5,6), (5,8) and (7,8). The joint
cumulative distributions corresponding to all possible combinations of the sectorial
marginal distributions are shown in Table 6.6-Table 6.8. As it can be observed from
Table 6.6 the critical joint cumulative distribution for Moment Mx is 0.998118 and it is
obtained from sector pair (6,7). Similarly, the critical joint cumulative distribution for
Moment My is obtained from sector pair (6,7) and has a value 0.998166. The critical joint
cumulative distribution for Moment Mθ is0.998751 and it’s obtained from all sector pairs
where sector 7 is one element. The occurrence of the critical joint cumulative distribution
for Moment Mθ in multiple sector pairs can be explained by looking at the corresponding
marginals in Table 6.4 where all the marginals have the value of 1 except sector 7 which
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has a value of 0.998571. Hence, for this particular set of data combining the marginal
cumulative distributions of sectors 6 and 7 with a bivariate Gumbel copula gives the
critical joint cumulative distribution.
The MRIs of given values of moments Mx, My and Mθ estimated by combining the
sectorial responses with the dependent, independent and Gumbel copula are compared in
Table 6.9-Table 6.11. As it can be observed from Table 6.9 and Table 6.10 the largest
MRI values of moments Mx and My are estimated by dependent copula while the least
MRI values the moments are estimated by independent copula. The MRI values
estimated by using Gumbel copula fall in between the MRI values estimated by the
dependent and independent copula. For instance, using dependent, independent and
Gumbel copulas Mx = 2.43x109Nm is estimated to have MRIs of 700, 439 and 531 and
My = 1.30x109Nm is estimated to have MRIs of 700, 453 and 545 respectively. Hence,
assuming sectorial responses to be perfectly dependent or independent could result in
significant underestimation or overestimation of wind-induced. The MRIs of Mθ
estimated by the dependent, independent and Gumbel copulas give similar results. This is
expected since all the marginals have the value of 1 except sector 7 which has a value
different from 1 as it can be seen from Table 6.4.
So far joint cumulative distribution and MRI values are computed for given
values of wind-induced responses. However, the reverse analysis which is estimating
wind-induced responses corresponding to certain MRI values is mostly carried out in a
design process. This can be done by different curve fitting techniques as it is illustrated
by the following example. Referring Table 6.9 let’s consider Mx=1.53x109 Nm which has
a 21.1 years MRI estimated by Gumbel copula. Given 21.1 years MRI the corresponding
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response value can be estimated by curve fitting through the response values
corresponding to the neighboring MRI values 6, 9, 14.0, 28.3 and 35.6. As it can be seen
from Table 6.9 these data points correspond to the response values estimated by the
dependent copula to have 10, 20, 40 and 50 years of MRI respectively. Figure 6.5 shows
the scatter plot of natural logarithm of the response and MRI values. The natural
logarithm values are plotted rather than the actual values in order to convert the response
and MRI values in to a scale in which minimal variation is observed between successive
values which helps to improve accuracy of the fit. Obviously, accuracy of the fit can also
be increased by using more data points particularly close to the point of interest. The data
points are fitted by a third degree polynomial regression equation from which the value of
Mx corresponding to 21.1 years MRI is estimated to be 1.53x109 Nm. In this particular
example, checking accuracy of the statistical estimation is not necessary since the
expected response value is known. In other cases however, it is advisable to check
accuracy of the estimated response value by computing the MRI value back from the
copula using sectorial marginals corresponding to the estimated response value.
6.5. Conclusion
Estimation of design wind effects on tall buildings using wind tunnel tests
involves the process of combining the aerodynamic data obtained from wind tunnel
experiments with the actual climatological data. One commonly used approach for
directional synthesis of aerodynamic and climatological data has been the sector-bysector approach. Although simplicity of this method compared to other existing
techniques made it attractive for practical application, the traditional way of using the
method was observed to have a shortcoming. This shortcoming is the inability of properly
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considering the correlation effect between sectorial responses. In the present study, a
copula based approach is suggested which allows accurate modeling of the correlation
effect between sectorial responses. Application of the suggested approach is illustrated by
a numerical example using actual aerodynamic and climatological data for estimating
design wind-induced responses of a 50 story building. The dependence structure in this
particular study was observed to be properly modeled by Gumbel copula. Moreover, the
use of two critical 45o sectors was found to be sufficient for estimating the critical joint
cumulative distribution. It was also observed that assuming prefect dependency or
independency between sectorial responses could result in significant underestimation or
overestimation of design wind effects respectively.
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Table 6.1 Bivariate Archimedean copulas and their generator functions
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Table 6.2 Relation between Kendall’s τ correlation coefficient and copula parameter
Type
Kendall’s τ
Range
Gumbel
Clayton
Frank

τ  1

1
θ

θ
θ2
4
τ  1  1  Dθ ,
θ

0τ 1
0τ 1

τ

D θ  

1
θ

192

θ

t

0

et  1



dt

1  τ  1

Table 6.3 3sec gusts in m/s based on original records at 10m height in Madison, WI
N
NE
E
SE
S
SW
W
NW
Year
1950
23
27
23
25
15
40
38
25
1951
21
19
24
17
20
38
24
38
1952
25
20
16
18
21
25
23
20
1953
26
20
24
23
33
25
29
24
1954
19
17
22
15
17
36
24
23
1955
23
19
22
20
18
26
25
24
1956
19
24
20
17
20
23
25
23
1957
18
19
17
23
20
21
30
21
1958
20
21
20
15
20
24
23
19
1959
20
23
15
19
20
21
25
23
1960
18
23
17
23
20
30
20
23
1961
19
23
20
20
25
24
22
19
1962
22
20
18
21
20
24
30
19
1963
31
20
15
20
20
28
20
24
1964
22
18
16
17
24
28
27
33
1965
20
19
21
19
19
30
21
21
1966
17
17
19
16
27
19
21
23
1967
18
17
22
17
20
25
21
22
1968
19
19
17
20
21
22
31
21
1969
20
21
13
20
18
22
17
20
1970
17
16
23
23
19
22
22
32
1971
20
21
19
17
19
24
20
23
1972
18
22
18
21
19
21
20
24
1973
18
21
16
17
20
19
19
27
1974
21
17
17
17
21
22
17
21
1975
17
21
22
19
18
26
25
20
1976
26
20
12
16
17
19
17
21
1977
22
17
17
17
17
22
26
20
1978
19
17
15
19
17
21
17
20
1975
18
17
23
17
18
26
17
26
Mean
20.5
19.8
18.8
18.9
20.1
25.1
23.2
23.3
Rms
3.1
2.5
3.3
2.6
3.4
5.2
4.9
4.3
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Table 6.4 Marginal CDFs in different sectors corresponding to given values of Mx, My and Mθ
Moment(Nm)
Mx=2.43E+09
My=1.30E+09
Mθ=1.43E+08

1
0.999995
0.999997
1.000000

2
1.000000
1.000000
1.000000

3
1.000000
1.000000
1.000000

4
1.000000
1.000000
1.000000
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5
0.999975
0.999968
1.000000

6
0.999264
0.998571
0.999999

7
0.998571
0.999328
0.998571

8
0.999917
0.999929
1.000000

Table 6.5 Bivariate Gumbel copula parameter (θij) between sectors i and j.
j=1
2
3
4
5
6
7
j=8

i=1
∞

2
1.0000
∞

3
1.0000
1.0000
∞

Symmetric

4
1.0582
1.4663
1.1856
∞

5
1.0765
1.0000
1.0523
1.0328
∞
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6
1.1574
1.1732
1.6781
1.2195
1.0000
∞

7
1.1576
1.2015
1.3015
1.4963
1.1242
1.2862
∞

i=8
1.0000
1.0000
1.4841
1.0506
1.0000
1.2800
1.0000
∞

Table 6.6 Joint CDF of Mx=2.43x109 Nm considering the correlation between sectors i and j
j=1
2
3
4
5
6
7
j=8

i=1
0.999995

2
0.999995
1.000000

3
0.999994
1.000000
1.000000

Symmetric

4
0.999995
1.000000
1.000000
1.000000

5
0.999970
0.999975
0.999974
0.999975
0.999975
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6
0.999262
0.999264
0.999264
0.999264
0.999238
0.999264

7
0.998570
0.998571
0.998571
0.998571
0.998558
0.998118
0.998571

i=8
0.999912
0.999917
0.999917
0.999917
0.999892
0.999229
0.998489
0.999917

Table 6.7 Joint CDF of My=1.30x109 Nm considering the correlation between sectors i and j
j=1
2
3
4
5
6
7
j=8

i=1
0.999997

2
0.999997
1.000000

3
0.999997
1.000000
1.000000

Symmetric

4
0.999997
1.000000
1.000000
1.000000

5
0.999966
0.999968
0.999968
0.999968
0.999968

197

6
0.998570
0.998571
0.998571
0.998571
0.998540
0.998571

7
0.999326
0.999328
0.999328
0.999328
0.999308
0.998166
0.999328

i=8
0.999926
0.999929
0.999929
0.999929
0.999897
0.998548
0.999257
0.999929

Table 6.8 Joint CDF of Mθ=1.43x108 Nm considering the correlation between sectors i and j
j=1
2
3
4
5
6
7
j=8

i=1
1.000000

2
1.000000
1.000000

3
1.000000
1.000000
1.000000

Symmetric

4
1.000000
1.000000
1.000000
1.000000

5
1.000000
1.000000
1.000000
1.000000
1.000000
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6
0.999999
0.999999
0.999999
0.999999
0.999999
0.999999

7
0.998751
0.998751
0.998751
0.998751
0.998751
0.998751
0.998751

i=8
1.000000
1.000000
1.000000
1.000000
1.000000
0.999999
0.998751
1.000000

Table 6.9 MRI of moment Mx in years estimated by different copulas
Dependent
Independent
Gumbel
Mx(x109)
1.21
1.42
1.53
1.62
1.68
1.88
2.19
2.33
2.43
2.53
3.18

10
20
30
40
50
100
300
500
700
1000
10000

4.6
9.8
15.3
20.9
26.6
56.1
180.3
308.6
439.0
637.3
6918.9

6.9
14.0
21.1
28.3
35.6
72.4
223.2
376.5
531.3
765.1
8026.5
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Table 6.10 MRI of moment My in years estimated by different copulas
Dependent
Independent
Gumbel
My(x109)
0.65
0.76
0.82
0.86
0.90
1.00
1.17
1.25
1.30
1.35
1.70

10
20
30
40
50
100
300
500
700
1000
10000

4.7
10.1
15.7
21.5
27.4
57.8
186
318.5
453.4
658.3
7160.7

7.1
14.3
21.6
29.0
36.4
74.2
228.9
386.3
545.3
785.5
8246.7
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Table 6.11 MRI of moment Mθ in years estimated by different copulas
Dependent
Independent
Gumbel
Mθ(x108)
0.72
0.84
0.90
0.95
0.99
1.11
1.29
1.38
1.43
1.49
1.88

10
20
30
40
50
100
300
500
700
1000
10000

9.6
19.5
29.5
39.5
49.5
99.5
299.5
499.8
699.5
999.5
9999.4

10
20
30
40
50
100
300
500
700
1000
10000
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Figure 6.1 Schematic illustration of (a) fully nested, (b) partially nested and (c) sample
hierarchically nested construction of a multivariate Archimedean copula with
eight random variables
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Figure 6.2 Base moment coefficients(a)CMx,(b)CMy and (c)CMθ obtained from wind
tunnel tests
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Figure 6.3 Orientation of the study building with respect to wind direction and sectorial
division for directional synthesis
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Figure 6.4 Plot of parametric function Kc versus non-parametric function Knc
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Figure 6.5 Variation of base moment Mx with mean recurrence interval (MRI)
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7. DYNAMIC OPTIMIZATION OF TALL BUILDINGS FOR WIND LOADS
Abstract
Wind loads on tall buildings depend on several parameters, such as the building’s
shape and height, the nature of upwind terrain, the influence of nearby structures and
structural properties of the building (mass, stiffness and damping). A significant portion
of wind loads on tall buildings is caused by the building’s own inertia which is a function
of structural properties of the building. Due to the complexity of these inertial wind load
components, wind loads on tall buildings are often assumed to be equivalent static loads
for structural design computations. Sometimes, these ‘pseudo-static’ wind loads are
treated as any other static load during the structural design process. However, this
approach ignores the dependence of equivalent static loads on the structural properties of
the building which could vary during the structural optimization process. The present
work investigates the significance of ignoring the revision of wind loads by taking into
account the modification of structural properties of the building occurring during the
structural optimization process. The study also presented a practical approach for tuning
structural properties of tall buildings towards optimum performance against wind loads.
7.1. Introduction
Wind loads have significant impact in the design of flexible structures such as tall
buildings. In designing buildings for wind loads, strength and service design criteria are
the main design requirements to be satisfied. For low-rise buildings the strength design
criteria often governs the design hence low-rise buildings designed for strength criteria
often satisfy the service criteria as well. However, for tall buildings complying with the
service design criteria, which include lateral displacement and acceleration, is often more
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challenging than satisfying the strength criteria. Even though a building is fit in terms of
strength criteria if the building motion exceeds a certain threshold limit it can cause
discomfort to the building occupants. Hence, it is not uncommon to come across a case
where a tall building designed for strength may not satisfy the service criteria
automatically. The building’s geometry is often designed by the architect to meet certain
occupancy and aesthetic needs. The structural engineer should come up with an
economical structural design that will fit the architectural layout and satisfy the required
safety as well as comfort design criteria. In order to come up with an optimal design the
structural engineer often modifies structural properties of the building (mass, stiffness
and damping). For wind sensitive structures such as tall buildings significant portion of
the wind loads come from the building’s own inertia which is a function of the structural
properties. Due to the complexity of these dynamic inertial loads, wind loads on tall
buildings are often assumed to be equivalent static loads. Most of the traditional
optimization techniques focus on optimizing the member sizes assuming the equivalent
static wind loads to be constant throughout the design process. However, changing the
structural member sizes also results in the modification of the equivalent static wind
loads. Hence, a dynamic optimization technique which considers the dependence of
‘pseudo-static’ wind loads on structural properties of the building is expected to be more
effective. Some of the previous studies aimed at developing dynamic optimization
techniques, which combine aerodynamic wind tunnel test results with structural design,
include the following. Chan and Chui (2006) presented an integrated wind tunnel load
analysis and optimum member sizing procedure for tall steel buildings having
symmetrical geometries and simple vibration mode shapes. The procedure can be used to
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predict wind-induced responses from HFFB wind tunnel results and check the
acceleration criteria of ISO Standard 6897. Chan et al (2009) developed an automated
wind-induced dynamic analysis and stiffness optimization procedure for designing tall
buildings for acceleration response. Spence and Gioffrè (2010) introduced a probabilistic
approach for dynamic response optimization of wind-induced responses of tall buildings.
Huang et al (2010) developed a technique which integrates equivalent static wind load
prediction and stiffness optimization for serviceability design of tall buildings with
complex mode shapes. Spence and M.Gioffre (2011) proposed a reliability-based
optimization technique which combines aerodynamic and climatological data for wind
excited tall buildings. Huang et al (2011b) suggested a performance based technique
which optimizes wind-induced responses of tall buildings for the combined cost of
structural members and damping devices. Most of the previous research works focus on
modifying the member stiffness to get an optimal design. However, finding the ultimate
building configuration should involve optimal combination of mass, stiffness & damping.
In this chapter, the significance of ignoring the wind load variation that results from
considering the modification of structural properties during the design process will be
investigated. Moreover, a practical dynamic optimization approach which provides a
strategic guidance towards obtaining an ‘optimal combination’ of structural properties
with less number of design iterations will also be presented.
7.2. Equivalent static wind load (ESWL)
The wind load measured in aerodynamic wind tunnel tests show part of the total
wind load which comes from the turbulence in the wind alone. The remaining component
of the wind load comes from the building inertia which is not measured in aerodynamic
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wind tunnel tests. This inertial component of the wind load is considered through
analytical procedure. Using the aerodynamic loads as inputs the different wind-induced
responses of the building can be estimated through the frequency or time domain analysis
frameworks discussed in Chapter 3. The wind-induced responses estimated this way have
the contribution of both the wind turbulence as well as structural properties of the
building. Static wind loads applied on the building which can produce equivalent
responses as the wind-induced responses estimated from aerodynamic data analysis are
considered as equivalent static wind loads. The next question that comes here is to choose
a target wind-induced response to be produced by the equivalent static wind loads. There
are two commonly used methods to compute equivalent static wind loads which are
known as the displacement-based and moment-based approaches (Chen and Kareem,
2004; Holmes et al, 2003; Huang et al, 2011a). As the name implies, in the displacementbased approach the peak equivalent static loads are derived based on the displacement
response as follows:
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where F jls and  F jls z  are the jth mode mean and standard deviation of lateral forces at the
lth floor level which can be computed as:
F jls  ω 2j m l  jls q j

 Fjls  ω 2j ml jls q j

s  x, y

s  x, y

7.3
7.4

 jls and ω j are the are the jth mode shape and vibration frequency respectively; ml is mass
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of the lth floor; q j and  q j are the mean and standard deviation of the jth mode generalized
displacement respectively. Similarly, the jth mode mean and standard deviation of
torsional moment at the lth floor level ( M l and  M jl ) can be computed as follows:
M l  ω 2j I l jl q j

7.5

 M jl  ω 2j I l jl  q j

7.6

where Il is the mass moment of inertial of the lth floor. g is a peak factor which is often
computed as:
g  2 lnυ T  

0.5772

2 lnυ T 

7.7

where T is the time interval in seconds over which the peak value is required and υ is the
mean zero upcrossing rate. The weighting factor W js is computed as:
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where  usH is standard deviation of the resultant displacement response at the building
height given by:
 u sH 
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rij is the correlation coefficient between modes i and j which is defined as follows:

rij 

σ q2ij
σ qi σ q j

7.10

where σ q2ij is the covariance between the ith and jth mode generalized displacements.
Similar formulation is used in the moment-based approach except the weighting factor is
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computed based on base moment responses as follows:
k
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where  M s is standard deviation of the resultant base moment response given by:
Ms 
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It is often recommended that the displacement-based approach is used for computing
ESWL required for serviceability design and the moment-based approach is used for
computing ESWL required for ultimate strength design (Huang et al, 2011a). In the
present work, the ESWL is computed with the moment-based approach.
7.3. Dynamic optimization approach
Structural properties of the building required for the first round classical modal
analysis are obtained by designing the building for wind loads computed based on the
recommendations of design codes and standards. Using initial structural properties of the
building the aerodynamic data is analyzed to get equivalent static wind loads on the
building. Since the building is redesigned using the ESWL estimated from the wind
tunnel study initial member sizes of the building are expected to be changed. However,
the ESWL is computed using structural properties of the building from the preliminary
structural design. Hence, the classical modal analysis should be repeated with the new set
of structural properties of the building and the wind loads obtained from wind tunnel
study should be revised accordingly. This process can be repeated until the change
observed between successive revisions is minimal. This dynamic optimization approach
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will be illustrated in the following sections with a case study conducted on a 50 story
building.
7.4. Case study
7.4.1. Structural design
Selecting an appropriate structural system is the first step in the structural design
of tall buildings. Generally, for buildings up to 10 stories, the gravity loads dominate the
lateral loads (Smith and Coull, 1991). Hence, structural members selected to be sufficient
for gravity loading could also resist the combined gravity and lateral loads as well.
However, as the number of building story increases the lateral loading becomes
increasingly important and the structural members selected based on gravity loading may
not be sufficient to carry the combined gravity and lateral loading. Hence, it is critical to
choose an appropriate structural system, to end up with an economical design. The
building used in the present work is the 50 story building shown in Figure 3.1(a). A wallframe structural system has been opted, where steel frames and concrete shear walls act
together to resist the lateral load. The building was designed initially following the wind
load recommendation given in ASCE 7-10. Using a basic wind speed of 143 mph
equivalent static wind loads were computed and combined with the corresponding dead
and live loads to get the preliminary design loads for structural design. Using initial
structural properties of the building classical modal analysis is carried out with finite
element software to get the baseline structural properties. The mode shapes

corresponding to the first three vibration modes were found to be sway in the y-axis,
sway-in the x-axis and rotation about z-axis as shown in Figure 5.5.
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7.4.2. Wind tunnel study
HFPI wind tunnel test was conducted at RWDI’s boundary layer wind tunnel
facility on a 1:400 model scale of the building in open upwind exposure. Pressure
readings were taken on the building model surface with 280 pressure taps installed over
10 layers. The measured simultaneous pressure readings were converted into nondimensional pressure coefficients by normalizing with a mean dynamic pressure
computed at the building height. The pressure coefficients obtained at each tap location
were converted in to full-scale wind pressure with a design wind speed of 56.7m/sec at
the building which is equivalent to the basic wind speed of 143 mph from ASCE 7-10
with the proper conversion. Using spline interpolation along the tap lines the pressure
values corresponding to each floor level were estimated. Multiplying the pressure values
at each tap location with the corresponding assigned tributary area, forces along the two
translation degrees of freedom were computed. Moreover, the torsional moments created
by the forces about the mass center of each floor were computed. From vector summation
of these distributed forces and torsional moments, time history of resultant forces and
torsion along the x, y and θ degrees of freedom defined at the mass center of each floor
were obtained.
7.5. Results and discussion
7.5.1. Revision of equivalent static wind loads
The base line ESWLs on the building are computed using initial structural
properties of the building. The ESWLs are revised following the dynamic optimization
methodology discussed in section 7.3. As it can be seen from comparison of natural
frequencies of the first three vibration modes in Table 7.1, consistency has been achieved
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after two design revisions. Hence, in this particular study there was no need for revising
the design wind loads beyond two iterations. Figure 7.1 and Figure 7.2 show floor-byfloor distribution of the peak equivalent static wind loads and the variations of wind loads
observed after two design iterations for 0o and 90o wind directions respectively. For the
sake of generality, the ESWLs are presented in the form of non-dimensional coefficients
which are defined as follows:
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7.14

where the coefficient CFs(s = x, y) corresponds to forces along the x and y directions
while the coefficient CMθ corresponds to the torsional load. As it can be observed from
Figure 7.1(b) and Figure 7.2(b) the percentage variation of wind load coefficients in the
first revision varies along the building height. The wind load along the y-axis shows up to
13% reduction, the wind load along the x-axis shows up to 12% increase and the torsional
moment also show up to 7% increase. After the second revision all the ESWL
components show less than 2% deviation from the first revision. As it can be observed
from this comparison considering equivalent static wind loads as any other static loads
could result in overestimation or underestimation the ESWL used for design.
7.5.2. Revision of wind-induced responses
In this particular study the design revisions resulted in the reduction of building
mass and stiffness. Moreover, the decreasing vibration frequencies and the increasing
magnitudes of mode shape vectors after revision indicate that the building is becoming
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more flexible. Since the aerodynamic loads obtained from the wind tunnel tests are
constant and the magnitudes of mode shape vectors increase after revision the generalized
wind loads also increase. Hence, the modal generalized displacements obtained from
analyzing the aerodynamic data increase after the revision as it can be seen from Table
7.2. As it was discussed in Chapter 3 the modal generalized displacements can be
converted in to different wind-induced responses using modal participation coefficients
given by Eqs. 3.4-3.8. Figure 7.3(a and b) show the maximum normalized coefficients of
story shear and torsion responses using similar equations as those given in Eqs. 7.13 and
7.14 for ESWLs. As it can be observed from Figure 7.3(c and d) both the story shear and
torsion responses increased after revision. The EWSLs can be computed from the story
shear and torsion responses by taking the difference between the response values at the
top and bottom of each story. Hence, the increase in story shear and torsion responses
may not necessarily imply increasing of the ESWLs as it can be seen from Figure 7.1(b)
and Figure 7.2(b).
7.5.3. Parametric maps
Under circumstances where the serviceability or strength criteria are not met or the
structure needs to be optimized further, the designer can modify structural properties of
the building to fine tune the structure for optimal wind performance. In the present study
parametric analysis was carried out for various permutations of the generalized mass,
stiffness and damping of the building’s first three vibration modes. The generalized mass
and stiffness were varied from 50% to 150% of the baseline value at 10% increment.
Moreover, the damping ratio was also varied from 0.5% to 5.0% range at 0.5%
increment. For each combination of generalized mass and stiffness as well as damping
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ratio values, peak base over turning moments (My and Mx) and torsion(Mθ) responses
were computed with an assumed design wind speed of 56.7m/sec at the building height.
In addition, standard deviation of the resultant acceleration of the upper most occupied
floor (given in Eq. 7.15) was also computed with an assumed design wind speed of
30m/sec at the building height.
2
2
σ a  σ ax
 σ ay
 rσ aθ

7.15

where  a is standard deviation of the resultant acceleration;  ax ,  ay and  a are standard
deviation of acceleration components in the x, y and θ degrees of freedom respectively; r
is the radius of gyration. The results are presented in the form of parametric maps with
which variation of the different wind-induced responses with the three structural
properties (mass, stiffness and damping) will be investigated. These parametric maps can
be used by the structural engineer as a guide to choose the appropriate combination of
structural properties to arrive at the required response level. The information provided in
the parametric maps facilitates the design process by reducing the number of design
iterations required to arrive at optimal performance of the building against wind loads.
Since the wind-induced responses presented here are not going to be used for actual
design they are estimated with the simplified design wind speed approach discussed in
Chapter 5. However, design wind-induced responses for actual projects should be
estimated by combining the aerodynamic data with the local climatological data
considering the wind-directionality effect as it was discussed in chapter 6.
7.5.3.1. Top floor acceleration
Figure 7.4 shows the variation of top floor acceleration responses obtained for
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different generalized mass and stiffness values at four different damping levels (1%, 2%,
3% and 4%). Consider the parametric map for 1% damping level (Figure 7.4(a)) to
investigate the significance of varying the generalized mass and stiffness parameters on
the acceleration response. As it can be observed, keeping the generalized mass constant
and increasing the generalized stiffness slightly reduces the acceleration response.
However, keeping the generalized mass constant and decreasing the generalized stiffness
increases the acceleration response. Keeping the generalized stiffness constant and
increasing the generalized mass slightly reduces the acceleration response while
decreasing the generalized mass increases the acceleration response. Increasing the
generalized mass and decreasing the generalized stiffness proportionally or vice versa has
minimal effect on the acceleration response. Increasing both the generalized mass and
stiffness decreases the acceleration response while decreasing both the generalized mass
and stiffness increases the acceleration response. The rate at which the acceleration
response increases from decreasing both the generalized mass and stiffness is higher than
the rate at which it decreases from increasing both the generalized mass and stiffness.
Hence, from the different permutations observed only three combinations results in the
reduction of acceleration response. These are: (i) increasing the generalized stiffness for a
constant generalized mass, (ii) increasing the generalized mass for a constant generalized
stiffness and (iii) increasing both the generalized stiffness and mass. Hence, in order to
reduce the acceleration response the generalized stiffness should be increased and the
generalized mass should be increased or at least kept constant. As it can be observed from
the figures, the reduction of acceleration response obtained by varying the generalized
mass and stiffness may not be substantial. However, comparison of the parametric maps
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obtained for the four different damping ratios shows that the acceleration response can be
reduced more effectively by increasing damping of the system.
7.5.3.2. Base moment responses
The base overturning and torsional moment responses obtained for different
generalized mass and stiffness values at four different damping levels (1%, 2%, 3% and
4%) are shown in Figure 7.5 - Figure 7.7. The overturning base moment responses Mx
and My are shown in Figure 7.5 and Figure 7.6 respectively while the base torsion
response (Mθ) is shown in Figure 7.7. The variation of base moment responses with the
generalized mass and stiffness parameters is investigated using the 1% damping level
parametric maps. Keeping the generalized mass constant and increasing the generalized
stiffness reduces the base moment responses while decreasing of the generalized stiffness
increases the base moment responses. Keeping the generalized stiffness constant and
increasing the generalized mass increases the base moment responses while decreasing
the generalized mass reduces the base moment responses. Increasing or decreasing both
the generalized mass and stiffness proportionally has minimal effect on the base moment
responses. Increasing the generalized mass and decreasing the generalized stiffness
increases the base moment responses while decreasing the generalized mass and
increasing the generalized stiffness reduces the base moment responses. Hence, three
options can be observed to reduce the base moment responses. These are: (i) increasing
the generalized stiffness for a constant generalized mass, (ii) reducing the generalized
mass for a constant stiffness and (iii) reducing the generalized mass while increasing the
generalized stiffness. Hence, in order to reduce the base moment responses the
generalized stiffness should be increased or kept constant while the generalized mass
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should be reduced or at least kept constant. However, reducing the generalized mass
increases the acceleration response at it was explained in the section 7.5.3.1 hence this
should be taken in to consideration while attempting to reduce the base moment
responses by reducing the generalized mass. Similar to the acceleration response
reduction of the overturning moment responses obtained by varying the generalized mass
and stiffness may not be considerably big. However, comparison of the parametric maps
obtained for the different damping ratios shows that the base moment responses can be
reduced more effectively by increasing damping in the system.
7.5.3.3. Effect of damping
As it can be observed from the discussion presented in the previous sections
modifying the generalized mass and stiffness may not have the same impact on the
accelerations and moment responses. For instance, reducing the generalized mass results
in the reduction of base moment responses but it increases the acceleration response.
Increasing both the generalized mass and stiffness decreases the acceleration response
while it has minimal effect on the base moment responses. However, changing the
damping level showed the same effect on all responses. Increasing the damping ratio was
observed to reduce all responses more effectively than modifying the generalized mass
and stiffness. In order to investigate the effect of damping alone the generalized mass and
stiffness are kept constant and the variations of acceleration and base moment responses
with damping are shown in Figure 7.8. Moreover, taking the inherent damping in the
building to be 1% the percentage reduction of responses with increasing damping level is
given in Table 7.3. As it can be observed from Figure 7.8, increasing the damping level
artificially results in significant reduction of responses. However, the rate of response
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reduction drops with increasing damping level. For instance, if the inherent 1% damping
level is artificially increased to 3% the acceleration response can be reduced by about
29% as it can be observed from Table 7.3. If the damping level is further increased to 5%
the reduction of acceleration response obtained is about 36%. Similarly, increasing the
damping level to 3% resulted in about 20% reduction of Mx, 35% reduction of My and
27% reduction of Mθ as it can be observed from Table 7.3. Further increase of the
damping level to 5% results in about 25% reduction of Mx, 43% reduction of My and 35%
reduction of Mθ. Although the feasibility study of external damping devices is beyond the
scope of the present work, significant reduction of wind-induced responses can be
obtained from increasing the damping level in the system as it can be seen here.
7.6. Conclusion
The dynamic nature of wind loads on tall buildings is a function of the turbulent
nature of the wind as well as dynamic prosperities of the building. Dynamic wind loads
on tall buildings are often assumed to have a quasi-static nature to simplify the structural
analysis and design process. However, these quasi-static wind loads are often treated as
any other static loads and neglected to be revised during the design process considering
the modification of structural properties of the building. The present study focused on
investigating the significance of the variation of ESWLs with varying structural
properties of the building. Parametric study was conducted on a 50 story building for
which initial structural properties were chosen based on design wind loads computed with
the recommendation of a design code. Aerodynamic wind tunnel test was conducted for
the building and the aerodynamic data collected was analyzed coupled with dynamic
properties of the building. As it was observed from the study considering equivalent static
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wind loads as any other static loads could overestimate or underestimate the ESWLs
depending on the nature of modification of structural properties used in aerodynamic data
analysis. Hence, it is recommended to revise the ESWLs considering the modification of
structural properties of the building occurring during the design process. Parametric maps
are also presented which show the variation of different wind-induced responses with
generalized mass, stiffness and damping ratio. As it was observed from parametric maps,
modification of the generalized mass and stiffness may not have the same impact on
acceleration response as they have on overturning and torsional moment responses. It was
also learned that increasing the damping level helps reducing the acceleration as well as
moment responses much more effectively than modifying the generalized mass and
stiffness. Similar project specific parametric maps can be used by structural engineers to
systematically choose an optimal combination of structural properties with less number
of iterations.

Table 7.1 Natural frequencies of the first three vibration modes (Hz) in the different design iterations
Vibration mode
Base line
First revision
Second revision
Mode-1
0.2230
0.2091
0.2079
Mode-2
0.3671
0.3536
0.3527
Mode-3
0.5251
0.5080
0.5051
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Table 7.2 Standard deviation of generalized displacements in the different design iterations
Wind AoA
Vibration mode
Base line
First revision
Second revision
σq1
390.4
492.6
491.1
0o
σq2
113.6
134.1
136.3
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90o

σq3
σq1
σq2
σq3

21.2
699.3
61.3
38.3

23.9
857.9
70.3
44.2

Table 7.3 Variation of wind-induced responses with damping level
Reduction of responses (%)
Damping (%)
σa
Mx
My
1
0.0
0.0
0.0
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24.5
876.5
71.3
45.7

Mθ
0.0

1.5
2
2.5
3
3.5
4
4.5
5

-13.1
-20.5
-25.4
-28.8
-31.4
-33.4
-35.0
-36.3

-9.1
-14.2
-17.6
-19.9
-21.5
-22.8
-23.9
-24.7
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-15.4
-24.8
-30.9
-35.0
-37.9
-39.9
-41.5
-42.6

-12.0
-19.1
-23.8
-27.1
-29.7
-31.7
-33.4
-34.7

Figure 7.1 (a) Base line peak wind load coefficients for 0o wind AoA; Variation of wind
load coefficients from baseline values after the (b) first and (c) second design
iterations
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Figure 7.2 (a) Base line peak wind load coefficients for 90o wind AoA; Variation of wind
load coefficients from baseline values after the (b) first and (c) second design
iterations
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Figure 7.3 Base line story shear and torsion responses at (a) 0o and (b) 90o wind AoA
respectively; variation of story shear and torsion responses after the first
revision at (c) 0o and (d) 90o wind AoA respectively.
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(a)

(b)

(c)

(d)
Baseline mass and stiffness

Figure 7.4 Parametric maps for standard deviation of top floor acceleration (millig) at
damping ratio of (a)1%, (b) 2%, (c) 3% and (d) 4%
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(a)

(b)

(c)

(d)
Baseline mass and stiffness

Figure 7.5 Parametric maps for peak base overturning moment Mx(x109Nm) at damping
ratio of (a)1%, (b) 2%, (c) 3% and (d) 4%
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(a)

(b)

(c)

(d)
Baseline mass and stiffness

Figure 7.6 Parametric maps for peak base overturning moment My (x109Nm) at damping
ratio of (a)1%, (b) 2%, (c) 3% and (d) 4%
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(a)

(b)
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(c)

(d)
Baseline

mass and stiffness

Figure 7.7 Parametric maps for peak base torsion Mθ (x108Nm) at damping ratio of
(a)1%, (b) 2%, (c) 3% and (d) 4%
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Figure 7.8 Variation of (a) standard deviation of top floor acceleration (b) peak Mx (c)
peak My and (d) peak Mθ with damping level
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8. CONCLUSIONS AND RECOMMENDATIONS
8.1. Summary
Wind tunnel tests have been industry wide accepted tools for evaluating wind
effects on tall buildings which are among wind sensitive structures. Aerodynamic wind
tunnel tests are the most commonly used tests for estimating design wind effects on tall
building. Since the building geometry is the only parameter modeled in aerodynamic
wind tunnel tests the effect of dynamic properties of the building is considered by
analytical procedures. Moreover, design wind effects of the required MRI are estimated
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by synthesizing the aerodynamic data with climatological data of the site where the
building will be constructed. Even though it is widely agreed that the aerodynamic data
collected from wind tunnel tests is fairly reliable the post-processing analytical
procedures used towards estimating design wind effects are still argued to have
deficiencies. In this research work, it was attempted to assess the uncertainties occurring
at different stages of the post-processing analytical procedures. Moreover, upon the
identified shortcomings some improvements are also suggested. The first phase of the
post-processing procedure is aerodynamic data analysis. At this stage, the uncertainties
introduced by traditionally used simplifying approximations in the frequency domain
analysis approach were assessed. In addition, the accuracy of combining modal responses
using approximate modal combination rules as well as the significance of ignoring the
contribution of higher modes on different wind-induced responses was assessed. The
efficacy of currently used techniques for peak aerodynamic response computation was
also assessed both in the frequency and time domain analysis approaches. Upon the
assessment of the uncertainties observed at different stages of the aerodynamic data
analysis procedures a more accurate comprehensive analysis frame work was developed.
The frame work allows computation of modal, resultant and peak responses both in the
time and frequency domains. The second post-processing phase is the synthesis of
aerodynamic and climatological data. At this stage the uncertainties in commonly used
synthesis approaches were investigated. In addition, an improved directional synthesis
approach was developed based on the identified weaknesses in currently used techniques.
Moreover, the significance of different parameters including wind directionality,
buildings orientation and sheltering effects in the synthesis of aerodynamic and
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climatological data was also assessed. Finally, the significance of ignoring the revision of
aerodynamic data analysis by considering the change in the dynamic properties of the
building occurring during the structural design process was investigated. In addition, a
practical dynamic optimization approach was also suggested which can be used by
structural engineers for systematically choosing optimal combination of structural
properties with less number of design iterations.
8.2. Conclusions
The major findings/contributions of this work regarding aerodynamic data analysis
procedure are summarized as follows:


Modal

responses

estimated

by

using

traditionally

used

simplifying

approximations in the frequency domain approach showed significant deviations
(as high as 30% in the present study) from the more accurate modal responses
estimated with the time domain approach.


Modal responses estimated by using the full spectrum approach of the frequency
domain analysis, which is implemented in the present work, showed close match
with the accurate modal responses estimated with the time domain approach.



Modal responses combined by the SRSS rule showed relatively larger deviations
from time domain results compared to modal results obtained from the different
CQC rules investigated. Variations were observed between the approximate and
exact CQC rules when there is high modal coupling.



The CQC modal combination method implemented in the present comprehensive
frequency domain analysis approach considers the effects of both co-spectra and
quad-spectra. Hence, besides giving exact correlation coefficients it was found to
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be computationally favorable compared to the other closed form solutions which
involve rigorous mathematical formulations.


A statistical peak response estimation approach was implemented in time domain
analysis which gave more stable peak values than the measured peak values.
Moreover, a more accurate procedure was implemented to compute peak factors
in the frequency domain analysis.



Peak responses obtained with accurate peak factors in the frequency domain
analysis showed close agreement with statistically estimated peak values in the
time domain. However, peak aerodynamic responses estimated using the
traditional peak factor approach in frequency domain analysis showed larger
deviations (as high as 25% in the present study) from statistically estimated peak
responses in the time domain analysis.



Comparison of the CPU times elapsed for time and frequency domain analysis
showed that it is feasible to carryout time domain analysis within a reasonable
computing time even on currently used personal computers.



Ignoring the contribution of higher modes was observed to be significant on some
responses such as acceleration and shear but it was minimal for others such as
displacement and bending moment responses. It was also observed that ignoring
the contribution of secondary modes may not necessarily lead to underestimation
of responses it could also lead to overestimation of responses.



The higher mode effect was more significant on the background response
components than on the resonant response components. Moreover, the effect of
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ignoring higher modes responses was also observed to vary with building
geometry as well as along the building height and with wind direction.
The major findings/contributions of this work regarding synthesis of aerodynamic and
climatological data are summarized as follows:


Based on the results obtained from a parametric study it was observed that wind
speeds of a certain MRI may not produce responses of the same MRI which is the
assumption used by many design codes and standards. Moreover, this assumption
could result in underestimation of extreme wind-induced responses.



Significant variations were observed between results obtained from the same set
of aerodynamic and climatological data using different synthesizing techniques.



The ratio of wind-induced responses estimated by directional synthesis to
responses estimated by the non-directional synthesis was observed to be a
function of MRI of the responses, building orientation and nature of the
surrounding. This shows the challenge posed for deriving a single wind
directionality factor which accounts for these three factors and possibly others for
codification purpose.



A copula based synthesis approach was suggested where the correlation effect
between sectorial responses is properly considered using copula functions which
are becoming increasingly popular in financial, insurance and other similar fields.



Comparison of results obtained from the present synthesis approach with the
traditional sector-by-sector approach showed that correlation effect between
sectorial responses should be considered properly. Assuming prefect dependency
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or independency between sectorial responses could result in significant
underestimation or overestimation of design wind effects respectively.
The major findings/contributions of this work regarding dynamic optimization of tall
buildings for wind loads are summarized as follows:


Considering equivalent static wind loads (ESWLs) as any other static loads could
overestimate or underestimate the ESWLs depending on the nature of
modification of dynamic properties occurring in the structural design process.
Hence, it is recommended to revise the wind-induced responses as well as the
ESWLs considering the modification of dynamic properties of the building.



The practical dynamic optimization approach suggested in the present study
facilitates systematic selection of optimal combination of the structural properties
of buildings with less number of design iterations.



Varying the generalized mass and stiffness may not have the same impact on
acceleration response as they have on overturning and torsional moment
responses.



It was also learned that increasing the damping level helps to reduce the
acceleration as well as the moment responses much more effectively than
modifying the generalized mass and stiffness.

8.3. Recommendations for future work
The following research ideas regarding estimation of design wind effects on tall buildings
are recommended to be addressed by future works:


The aerodynamic data measured from wind tunnel tests is analyzed together with
dynamic properties of buildings obtained from a separate Eigen value analysis.
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This has been the traditional aerodynamic data analysis approach used to
incorporate the effect of dynamic properties of tall buildings in the test results to
get equivalent static loads. However, with the presence of today’s enhanced
computing machines it could be possible to use the time history aerodynamic data
directly as input to the finite element model of the building. By doing so, the
dynamic nature of wind loads could be considered more realistically without the
need to assume equivalent static wind loads. Thus, it would be of interest to assess
the feasibility and significance of carrying out dynamic analysis using the actual
time history of wind loads versus the equivalent static wind loads.


In this research work as well as in most of the previous research works
aerodynamic data analysis for tall buildings has been carried out for linear elastic
case. However, building up on the non-linear analysis knowledge gained in the
field of earthquake engineering, design wind effects on tall buildings which
incorporate the non-linear behavior of buildings could be obtained. Hence, it
would be of great interest to study the feasibility and significance of carrying out
non-linear analysis for lateral wind loading.



Similar to the non-linear dynamic analysis, performance based design is a familiar
topic in earthquake engineering which hasn’t been widely implemented in wind
engineering. Hence, the dynamic optimization study conducted in the present
study could be expanded to address the performance based design of tall buildings
for wind loads in the future research works.



The sector-by-sector approach suggested in the present study uses Archimedean
copula functions to consider the correlation between sectorial responses.
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Currently, several copula functions are being widely used in finance, risk analysis,
insurance, economics, statistics and other similar fields. Hence, in the future
research works the use of different copulas for directional synthesis of
aerodynamic and climatological data could be investigated.
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