Abstract. Subordination of a killed Brownian motion in a domain D ⊂ R d via an α/2-stable subordinator gives rise to a process Z t whose infinitesimal generator is −(− | D ) α/2 , the fractional power of the negative Dirichlet Laplacian. In this paper we establish upper and lower estimates for the density, Green function and jumping function of Z t when D is either a bounded C 1,1 domain or an exterior C 1,1 domain. Our estimates are sharp in the sense that the upper and lower estimates differ only by a multiplicative constant.
Introduction
Let X t be a d-dimensional Brownian motion in R d and T t an α/2-stable subordinator starting at zero, 0 < α < 2. It is well known that Y t = X T t is a rotationally invariant α-stable process whose generator is −(− ) α/2 , the fractional power of the negative Laplacian. The potential theory corresponding to the process Y is the Riesz potential theory of order α.
Suppose that D is a domain in R d , that is, an open connected subset of R d . We can kill the process Y upon exiting D. The killed process Y D has been extensively studied in recent years and various deep properties have been obtained. For instance, when D is a bounded C 1,1 domain, sharp estimates on the Green function of Y D were established in [4] and [14] .
Let | D be the Dirichlet Laplacian in D. The fractional power −(− | D ) α/2 of the negative Dirichlet Laplacian is a very useful object in analysis and partial differential equations, see, for instance, [19] and [16] . There is a Markov process Z corresponding to −(− | D ) α/2 which can be obtained as follows: We first kill the Brownian motion X at τ D , the first exit time of X from D, and then we subordinate the killed Brownian motion using the α/2-stable subordinator T t . Note that in comparison with Y D the order of killing and subordination has been reversed. For the differences between the processes Y D and Z, see [18] .
Despite its importance, the process Z has not been studied much. In [11] , a relation between the harmonic functions of Z and the classical harmonic functions in D The lower bounds in the theorem above are very poor when |x − y| is small. One of the main purposes of this paper is to establish sharp lower bounds which differ from the upper bounds only by multiplicative constants. We are also going to establish sharp estimates on the transition density of the process Z.
The content of this paper is organized as follows. In Section 2 we review some preliminary results on subordinate killed Brownian motions obtained in [18] . In Section 3 we review the sharp estimates obtained in [20] and [21] of the transition density of killed Brownian in D when D is a bounded C 1,1 domain or an exterior C 1,1 domain in R d (d ≥ 3) and extend the sharp estimates in the bounded domain case to dimensions 1 and 2. In Section 4 we establish sharp estimates for the density, Green function and the jumping function of Z when D is a bounded C 1,1 domain or an exterior C 1,1 domain.
Preliminary results on subordinate killed Brownian motion
t , P 2 ) be an α/2-stable subordinator starting at zero, 0 < α < 2. We will consider both processes on the product space = 1 × 2 . Thus we set F = F 1 × G 2 , F t = F 1 t × G 2 , and P x = P 1 x × P 2 . Moreover, we define
is an α/2-stable subordinator starting at zero, independent of X for every P x . From now on, all processes and random variables will be defined on .
Let
We define a process Y subordinate to X by Y t = X T t . It is well known that Y is a rotationally invariant α-stable process in R d . If µ t is the distribution of T t (i.e., (µ t , t ≥ 0) is the one-sided α/2-stable convolution semigroup), and (P t , t ≥ 0) the semigroup corresponding to the Brownian motion X, then for any nonnegative
where ∂ is an isolated point serving as a cemetery. Let τ D = inf{t > 0 : X t / ∈ D} be the exit time of X from D. The Brownian motion killed upon exiting D is defined as
We define now the subordinate killed Brownian motion as the process obtained by subordinating X D via the α/2-stable subordinator T t . More precisely, let
where the last equality follows from the fact
Therefore, the lifetime of Z is less than or equal to the lifetime of Y D .
For any nonnegative Borel function f on D, let
The following result was established in [18] .
Proposition 2.1. Suppose that there exists
for every t ∈ (0, 1) and every x ∈ D.
A domain D ⊂ R d is said to satisfy an exterior cone condition if there exist a cone K with vertex at the origin and a positive constant r 0 , such that for each point x ∈ ∂D, there exist a translation and a rotation taking the cone K into a cone K x with the vertex at x such that 
The following elementary result was shown in [18] .
It is well known (see, for instance, Example 1.4.1 of [10] and (2.20) of [2] ) that the Dirichlet form (E Y , F) associated with Y is given by
Here q.e. is the abbreviation for quasi-everywhere with respect to the Riesz capacity corresponding to the process
where Z is a symmetric Markov process and so there is a Dirichlet form (E, D(E)) associated with Z. Let P D t be the transition semigroup corresponding to the Brownian motion killed upon exiting D and recall that the corresponding transition density is denoted by p D (t, x, y). It follows from [3] and [15] (see also [12] ) that the jumping function J (x, y) and the killing function κ(x) of the process Z are given by the following formulae respectively:
where
is the Lévy measure of the α/2-stable subordinator.
It is easy to see from (2.6) that J (x, y) ≤ J Y (x, y) for every x, y ∈ D. The following result, proven in [18] , shows that the killing functions κ(x) with κ Y (x) are comparable.
Proposition 2.3. Suppose that there exists
follows easily from (2.5) that there exists a positive constant C 1 such that
By using this and Proposition 2.3 it follows that there exists a constant C 2 such that
Estimates on the density of killed Brownian motion
Recall that, for any domain 
Proof. Let φ 0 be the ground state of the Dirichlet Laplacian − D . It is well known that when D is a bounded C 1,1 domain, there exists a constant c 1 such that
Now we can repeat the proof of Theorem 4.6.9 of [7] to show that there exists a constant c 2 > 0 such that for any t > 0 and any x, y ∈ D,
Combining the two displays above we get that there exists c 3 > 0 such that for any t > 0 and any x, y ∈ D,
Now the theorem follows by combining the above with the trivial estimate
The following result was recently established in [20] . 
Remark 3.3. From Theorem 4.2.5 of [7] we know that, when D is a bounded C 1,1 domain, there exists S > 0 such that for all t ≥ S and x, y ∈ D,
where λ 0 is the eigenvalue of the Dirichlet Laplacian − | D corresponding to the ground state φ 0 . Therefore one can not expect the lower bound in the theorem above to be true for all t > 0.
One of the main goals of this section is to show that the theorem above holds in dimensions 1 and 2 also. Before we do that, we establish some lemmas first.
whereG D stands for the Green function of the killed Brownian motion in D.
Proof. It follows from Theorem 6.23 of [6] that there exists c 1 > 0 such that for all x, y ∈ D,
Therefore in this case the inequalities in (3.1) are equivalent to
for some c 2 > 0. 
Proof. One can repeat the proof of Lemma 2.1 of [20] to get this result. 
Proof. This proof is similar to the proof of Lemma 2.2 of [20] . We first deal with
, where r 1 is the constant specified at the end of paragraph before Theorem 1.1. Given x ∈ D such that ρ 2 (x) ≤ a 1 t, letx ∈ ∂D be such that |x −x| = ρ(x). Let x t be chosen so that:x − x t and x −x are co-linear, 
that is,
y).
Obviously we have
Thus by Lemma 3.4 we have
Here we used the facts that |x t − y 0 |/|x − y 0 | ≥ 1/2 and ρ(x t ) = √ 2a 1 t. Since ρ 2 (x t ) = 2a 1 t and ρ 2 (y) ≥ 16a 1 t, the previous lemma implies that
where in the last inequality is due to (3.3). The proof of the lemma in the case of d = 2 is now complete. The proof of the case d = 1 is similar to that of d = 2, we only need to replace Lemma 3.4 by the exact formula forG D in this case. 
Lemma 3.7. Suppose that D is a bounded
Proof. For any t > 0 and a 1 > 1, put 
Using the simple fact that ρ(y) ≤ ρ(x) + |x − y|, we get that
for some constant c 3 . Thus
D 3 can be treated similarly.
The following result extends the above result to arbitrary finite time intervals. 
Proof. We are only going to prove the result for T = 2T 0 , where T 0 is the constant specified in 
Putting s = t/(12C 2 ) and using the elementary fact that for any c > 1,
we get that
where in the last inequality we used Theorem 3.1. Since 2s = t/(6C 2 ) ≤ T 0 , we can apply Theorems 3.2 and 3.8 to get
where in the last inequality we used (3.4) . 
Proof. It follows from Theorem 1.1 of [21] that there exist positive constants c 1 , c 2 , c 3 and c 4 such that for any t > 0 and any x, y ∈ D,
So the upper bound in the theorem follows immediately.
, then using the inequality ρ(y) ≤ ρ(x)+|x−y| and the fact that for any c > 0 the function se −cs 2 is bounded on (0, ∞) we see that
The proof is now complete.
Sharp bounds on the density, Green function and the jumping kernel
We start this section with sharp estimates on the Green function and jumping function in the case of when D is a bounded C 1,1 domain. (1) There exist positive constants C 1 and C 2 such that for all x, y ∈ D, 
Proof. The upper bounds were established in [18] , so we only need to prove the lower bounds. The proofs of the lower bounds for J and G D are similar, we are only going to write down the details for G D . It follows from (2.3) that
Thus it follows from Theorem 3.9 that for any T > 0 there exist positive constant c 1 and c 2 such that
We may and do assume that x = y. Let R be the diameter of the domain D. Without loss of generality we may assume that R 2 = T . Then for any x, y ∈ D, we have ρ(x)ρ(y) < R 2 = T . We now prove the lower bound by dealing with 2 separate cases.
In this case we have
(ii) |x−y| 2 ρ(x)ρ(y) ≥ 2. In this case we have
As a consequence of this result, we immediately get the following very useful 3G inequality. For an example of an application of this inequality, see [5] . 
Proof. See the proof of Proposition 4.2 of [5] .
Proof. The proofs for J and G D are similar, and so we only spell out the details for G D . It follows from (2.3) that 
From the upper bound in Theorem 3.10 we get that
where C 3 and C 4 are the constants in Theorem 3.10. Therefore we have for all x, y ∈ D, G D (x, y) is bounded from above by
The proof of the upper bound is now complete. Now we prove the lower bound. It follows from the lower bound in Theorem 3.10 that
where C 1 and C 2 are the constants in Theorem 3.10. We consider the following 4 separate cases.
(i) ρ(x)ρ(y) ≥ 1. In this case we have
(ii) ρ(x)ρ(y) < 1 and |x − y| 2 ≤ 2ρ(x)ρ(y). In this case we have
(iii) ρ(x)ρ(y) < 1, |x − y| 2 ≥ 2ρ(x)ρ(y) and |x − y| 2 ≤ 1. In this case we have
(iv) ρ(x)ρ(y) < 1, |x − y| 2 ≥ 2ρ(x)ρ(y) and |x − y| 2 ≥ 1. In this case we have
The proof is now complete. By using the same argument as in the proof of Theorem 4.3, we get the following sharp estimates for the Green functionG D of killed Brownian motions in exterior C 1,1 domains. As far as we know, these estimates are new. Proof. The proof is similar to that of Theorem 4.3. We omit the details. Now we deal with estimates on the density of r(t, x, y) of Z. We start with the case of exterior C 1,1 domains. 
