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Abstract 
This study proposes to determine optical flow using the fractal Brownian motion (FBM) model instead of the 
traditional brightness conservation (BC) model which is recently argued not tenable to describe natural scenes. We 
firstly construct basic flow equation according to the FBM model, then regularize it by introducing the local 
smoothness constraint, and finally, determine the flow values by solving the regularized basic equation. Test results 
show that the proposed method makes a significant improvement on the famous Lucas-Kanade method using BC 
model, which illustrates that the FBM model outperforms the BC model in determining natural scene flow.  
© 2011 Published by Elsevier Ltd. Selection and/or peer-review under responsibility of [CEIS 2011] 
Optical flow; Differential method; Fractal Brownian motion.
1. Introduction 
The so-called differential method is one kind of the most important optical flow techniques which are 
of great importance for motion detection, robot navigation, structure perception, etc. The differential 
method is firstly presented by Horn and Schunck,[1] who introduced the global smoothness constraint to 
regularize the basic flow equation 
                                                                      (1) ( ) 0＝∇ ⋅ +T tI Iv
where  represents the flow vector, ∇v I  and tI  represent the spatial and temporal gradients of image 
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I respectively. In recent years, a lot of new methods are developed using different regularization 
techniques and considering different application requirements.[2, 3, 4, 5]  While some of them make fine 
performance for man-made scene data,[2, 3, 4] very few of them produce good results for natural scene data. 
This may because that big majority of these methods are constructed based on the brightness conservation 
(BC) hypothesis that imaging brightness values of the same surface cell are constant in invariable 
illumination. However, the hypothesis is not always tenable. In fact, when a natural surface cell moves 
relatively to the camera, its brightness variances are not always marginal, but meet the fractal Brownian 
motion (FBM) model.[6] It is nothing to be surprised, since a natural surface is a fractal surface,[7] when it 
moves, its spatial fractal feature will be transformed into the temporal fractal feature of imaging 
brightness by imaging process. The FBM model therefore is more suitable than BC model to describe the 
temporal instability of image brightness. 
In this work, we propose to define the basic flow equation according to the FBM model, thus develop a 
new flow method which is much more effective in determining optical flow of natural scene images.  
2. Constructing the basic flow equation 
Let ( , ,I x y t• •  be the imaging intensity of a natural surface cell at time t , which is supposed to be a 
temporal FBM signal. And let its consecutive intensity is ( ) ( )( ),,I x u t v t t tδ+y• •+ +  where is a 
small time interval, while and  are 
tδ
( )u t ( )v t x  and  components of flow vector . The space 
descriptors will be left out for convenience, for example, 
y (tv( ), , )I x y t• • ( ) and (( )), ,I x u t y• • v tδ+t t+ +
will be shortly rewritten as ( )I t  and ( )I t δ+ t
( )
 respectively. Then the intensity increment is defined as 
( ) ( )I t Iδ t= + t I tδ − .                                                             (2) 
As described by FBM, ( )I tδ  has normal distribution, which takes the form[6]
( )E HI t k tδ⎡ ⎤ =⎣ ⎦ δ ,                                                                (3) 
where  is the proportionality constant of the variance and k H  is the Hurst parameter. We’ll deduce our 
basic flow equation from Eq. (3) next. 
Let , we get 0tδ ≠
( ) 1HI tE k
t
δ δδ
−
⎡ ⎤
=⎢ ⎥⎢ ⎥⎣ ⎦
t  .                                                            (4) 
( )I t
t
δ
δ  can be regarded as the time derivative of ( )I t , Eq. (4) therefore can be rewritten as 
( )( ) ( ) ( ) 1T HtE I t t I t k tδ −⎡ ⎤∇ ⋅ +⎢ ⎥⎣ ⎦v ＝ .                                                  (5) 
Let ( ) ( )( ) ( ) ( )T tf m I m m I m= ∇ ⋅ +v , thus ( )f m  denote the intensity variety between ( )I m  and 
. Normalizing the sampling interval  to 1  and according to Eq. ( )1+I m tδ (5) we approximately have 
( )
0
1
1
N
f
n
t n k
N
=
− =
+
∑ ,                                                               (6) 
which can be rewritten as 
( ) ( ) ( )
1
1
N
n
f t N k f t n
=
= + − −∑ ,                                                       (7) 
where ( )f t  is related to the current flow vector , called current flow term; ( )tv ( )f t n−  ( )
is involved with the preceding flow vector v , called preceding flow term; and k  is a unknown 
constant which can be calculated as 
1, ,n N= L
( )t n−
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( )
1
1 N
n
k f t
N
=
= ∑ n− ,                                                               (8) 
which is approximately derived from Eq. (5) like Eq. (6) but does not use the unknown current flow term. 
Combining Eq.(7), and Eq.(8), we have 
( ) ( ) ( )
1 1
1 N N
n n
Nf t f t n f
N
= =
+
= − −∑ ∑ t n− ,                                             (9) 
thus get 
( ) ( )
1
1 N
n
f t f t
N
=
= ∑ n− .                                                         (10) 
Introducing the local smoothness constraint, we define our error function as 
( ) ( )( ) ( )
( )
21
, 1
1sign
1
N
x y n
E f t f t f t n
N
−
∈Ω =
⎛ ⎞
= − −⎜ ⎟
−⎝ ⎠∑ ∑ ,                                           (11) 
where  is a small neighborhood of current pixel Ω ( ),x y• •  and  is the sign function. ( )Sign ⋅
Table 1 Flow of the method 
Next, we’ll discuss how to calculate the values of ( )f t n−  ( ). Let 1, ,n = L N )( , ,I x y t n−  denotes 
the image captured at time t  and n− ( , ,
Step 1: Initialize ;( ) ( )0 0t =v
( )1ˆ i t n+ −Step 2: Calculate v ,( ) ( ) (1ˆ i )I t n+∇ −  and ( ) ( )1ˆ itI t n+ −  ( ) using recurrence method based on v
( ); 
1, ,n = L N ( ) ( )i t
0,1,i = L
Step 3: Determine v  with the least square method by minimizing Eq. (11)where ( ) ( )1i t+
( ) ( )ˆT( ) ( ) ( ) ( ) ( ) ( ) ( )1 1 1 1ˆ ˆ ˆi i i itf t n I t n t n I t n+ + + +− = ∇ − − + −
( ) ( ) ( )
⋅ v ;
Step 4: repeating step 2 and step 3 until ( )1i it+ −v v t α≤ , where  is a small threshold value. Then, v  is the 
ultimate estimation of optical flow. 
α ( ) ( )1i t+
)x y t n−v  denotes its flow field, and let the corresponding point 
of current pixel in ( ), ,I x y t n−  is ( n ),nx y• • . It should be noted that ( ), ,I x y t n−  and ( ), ,x y t −v n  are 
different from ( )I t n−  and , Since (t n− )v ( ) ( ), ,I t n I x− = y t n• • −  and n n
which denote the corresponding intensity and flow value of current pixel at time  respectively. Using 
recurrence method we get 
( )t n x y• •− =v v
n
( )n−, , t
t −
( ) ( ) ( )( )
( ) ( ) ( ) ( )( )
( ) ( ) ( ) ( ) ( )( )
( ) ( ) ( ) ( ) ( ) ( )( )
( ) ( ) ( ) ( ) ( ) ( ) ( )( )
( )
1 1 0 0
1 1 0 0
2 2 0 0
2 2 0 0
0 0
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t x y t x u t u t y v t v t t
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v
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)
.     (12) 
Since ( , ,x y t n−v  have been determined before time t , sub-pixel value v  are estimated using 
bilinear interpolation method and ( n n
(ˆ t n− )),x y• •  are calculated accordingly. And then, (ˆ )I t n∇ −  and 
(tˆ )I t − n are estimated in the same way using ( ), ,I x y n−t∇  and ( , ,t )I x y t n−  which can be calculated 
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)using image data ( , ,I x y t n− . Finally ( )fˆ t n−  are calculated as 
( ) ( )( )ˆ ˆ ˆT ( ) (t )ˆf t n I t n t− = ∇ − ⋅ v n I t n− + −
( ) (
. Noting that current flow value  are needed in above 
process, which is just what we’ll determine, thus our method uses a iterated process described in Table 1. 
( )tv
3. Experiment and discussion 
Our method was tested using one man-made scene data and two natural scene data provided by Barron etc 
(see Fig.1).5 We evaluated our results with angle error which is defined as[5] 
) ( ) ( )2 2c cu v 2
1c e c e
e
u u v v
u v
+ +
+ + + +
)
21 1e
⎛ ⎞
⎜ ⎟
⎜ ⎟
+⎝ ⎠
arccosψ =
( ),c cu v
,                                                 (13) 
where  denotes the correct optical flow, and ( is the determined optical flow. The average 
value and the standard deviation of 
,e eu v
 is denoted by ψ  and ψσ  respectively. ψ
( )Since our basic equation is an AR(N) model, the preceding fields , ,x y tv  ( ) should be 
known when estimate current flow field 
1, ,n = L N
)( , ,x y tv
th Nth
2.23
. Thus, at the beginning of our implementation, we 
determined the fields of the 1  to the  frames with the Lucas-Kanade method. The parameter N
determines how much preceding information is adopted, if it is very big, too many calculations will be 
needed, while it is very small too little information will be valid. We advise setting N  to  for 
compromise. The convergent results were achieved after the (  frame for all these three image 
sequence.  
3
)3N th+
The results of (  frame in every sequence are listed in Table 2 and Table 3 respectively, where 
the results with Lucas-Kanada method[2] are also reported for comparison. 
)4N th+
(a)                                                 (b)                                               (c) 
Fig. 1 Test data: (a) is the Sinusoid data, (b) is the Diverging Tree data, and (c) is the Yosemite data. 
Table 2 Comparison between Lucas-Kanade’s results and ours 
Data Technique Avg. error 
It can be seen from Table 2 that for the Sinusoid sequence the two methods make similarly fine 
performance, whose average errors are  and  respectively. The reason for this similarity may be 2.27
ψ  (°) Std. dev. ψσ  (°) Density ( % ) 
Sinusoid 
Lucas-Kanade 2.23 0.14 100 
Our method 2.27 0.15 100 
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that the Sinusoid data are synthesized based on the BC principle, in this condition, our basic equation will 
degenerate into the traditional basic equation as described in section 2. The slight disadvantage of our 
results may arise from the calculation errors. 
While natural scene data Diverging Tree sequence and Yosemite sequence are used, Table 3 illustrate 
that our method make a significant improvement on Lucas-Kanade’s, which show our average errors are 
 and  lower than Lucas-Kanade respectively. Since our method and Lucas-Kanade 
method adopted the same smoothness constraints while different data models, these results prove again 
that the FBM model is much more suitable than the BC model for determining natural scene optical flow. 
36.10% 52.75%
Table 3 Comparison between Lucas-Kanade’s results and ours 
4. Conclusion 
We present an optical flow method using the FBM data model and the local smoothness constraint, 
which is much more suitable for determining natural scene flow. Our method gives a similarly fine 
performance to Lucas-Kanade’s method for man-made scene data, while gives better performances using 
natural scene data. The results illustrate that the FBM model outperforms the traditional BC model in 
determining natural scene flow. The future works will take the illumination and noise factor into account 
and propose much more robust method. 
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