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Abstract
In this paperwe prove a strengthening of the classical Chung–Feller theorem and aweighted version
for Schröder paths. Both results are proved by reﬁned bijections which are developed from the study
of Taylor expansions of generating functions. By the same technique, we establish variants of the
bijections for Catalan paths of order d and certain families of Motzkin paths. Moreover, we obtain a
neat formula for enumerating Schröder paths with ﬂaws.
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1. Introduction
In this paper we consider lattice paths in the plane Z× Z using north (0, a), east (b, 0),
and diagonal (c, c) steps (a, b, c are positive integers) that go from the origin to a point
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lying on the main diagonal y = x. A ﬂawed path is a lattice path that contains some steps
under the line y = x. Here are some families of lattice paths without ﬂaws and their allowed
steps:
Name Allowed steps
Catalan paths (0, 1), (1, 0)
Catalan paths of order d , d1 (0, 1), (d, 0)
Motzkin paths (0, 2), (2, 0), (1, 1)
Schröder paths (0, 1), (1, 0), (1, 1)
Themth Catalan number cm = 1m+1
(2m
m
)
counts the number of paths from (0, 0) to (m,m)
using north steps (0, 1) and east steps (1, 0) that never pass below the line y = x. Such
paths are called the Catalan paths of length m. The generating function C = C(x) =∑
m0 cmx
m satisﬁes the equation C = 1 + xC2. We say a ﬂawed path has n ﬂaws if it
contains n north steps under the line y = x. The classical Chung–Feller theorem [2] says
that the number of paths from (0, 0) to (m,m) with n ﬂaws is always the Catalan number
cm, for 0nm. One of the main results in this paper is the following strengthening of the
Chung–Feller theorem. Here a nontrivial ﬂaw block is a section of the form EN, where
E is an east step leaving the line y = x, N is the ﬁrst north step reaching the line y = x
afterward, and  represents the section between E and N.
Theorem 1.1. For 0p < nm, there is a bijection between the set of Catalan paths of
length m containing the north step from (p, n− 1) to (p, n) and the set of ﬂawed paths of
length m with n ﬂaws, whose ﬂaws have n− p nontrivial blocks.
This result provides a bijective proof for a reﬁnedversionof theChung–Feller theorem.By
the same technique, similar results are proved for Catalan paths of order d (Theorem3.1) and
a more general case (Theorem 3.3). Our bijection is inspired by the previous study of Taylor
expansions of generating functions [8]. By a Taylor expansion, we mean that a generating
function is expanded in a form the remainder of which is expressed as a function of the
generating function itself. For example, the nth Taylor expansion of C can be expressed in
the form
C =
n−1∑
i=0
cix
i + xnFn(C), (1)
where Fn(z) =∑n−1p=0 n−pn+p
(
n+p
p
)
zn−p+1 =∑nk=1 k2n−k
(2n−k
n−k
)
zk+1 (cf. [8, Theorem 2.1]).
Since the remainder xnFn(C) is both the generating function for the number of Catalan
paths of length m, for mn, and the generating function for the number of ﬂawed paths
of length m with n ﬂaws, it suggests that other information may be available linking the
two sets of paths. In fact, the term n−p
n+p
(
n+p
p
)
xnCn−p+1 of the remainder is the generating
function for the cardinalities of the sets considered in Theorem 1.1.
Let us turn to Schröder paths. The mth (large) Schröder number rm counts the number
of paths from (0, 0) to (m,m) using north steps (0, 1), east steps (1, 0), and diagonal steps
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(1, 1) that never pass below the line y = x. Such paths are called the (large) Schröder paths
of lengthm. The generating functionR = R(x) =∑m0 rmxm satisﬁes the equationR =
1 + xR + xR2. A Schröder path of length m with n ﬂaws is a ﬂawed path from (0, 0) to
(m,m), whose ﬂaws have a projection of length n upon the y-axis. It is easy to see that there
is no Chung–Feller theorem for Schröder paths. However, we have the following weighted
version.
Theorem 1.2. For each path  from (0, 0) to (m,m), assign the weight of 2 to  if  ends
with a north step, and 1 otherwise. Then the total weight of the set of Schröder paths of
length m with n ﬂaws is always the Schröder number rm, for 0nm.
We shall prove this result by a couple of bijections (see Theorem 6.1). In fact, these
bijections are motivated by the nth Taylor expansion of the generating function for Schröder
numbers
R =
n−1∑
i=0
rix
i + xn(Gn(R)+Gn(R)R), (2)
where Gn(z) = ∑nk=1 gn,kzk and gn,k = [xn−k]Rk (see Theorem 5.3). We observe that
the latter part xnGn(R)R of the remainder coincides with the generating function for the
number of Schröder paths of length m with n ﬂaws. In order to obtain Chung–Feller type
identities, we assign weights to paths in such a way that the generating function for the total
weight of the set of Schröder paths with n ﬂaws becomes xn(Gn(R) +Gn(R)R). It turns
out that the weighting scheme in Theorem 1.2 is not unique (see Corollary 6.2).
We organize this paper as follows. The proof of Theorem 1.1 is given in Section 2 and
similar results are proved for Catalan paths of order d and a more general case in Section 3.
As noted in [12], there is a Chung–Feller variation for Motzkin paths, which concerns
the positions of the absolute minima of the paths. We prove a reﬁnement of this result
in Section 4. The Taylor expansions of R are derived in terms of generating functions in
Section 5, the proof of Theorem 1.2 is given in Section 6, a neat formula for enumerating
Schröder paths with ﬂaws is given in Section 7, and some asymptotic results regarding
average number of returns of paths are given in Section 8.
2. A reﬁned Chung–Feller theorem
The ﬁrst proof of the classical Chung–Feller theorem, which appeared in [2], used an
analytic method. In [10] Narayana gave a combinatorial proof by using cyclic permutations
of paths. There are other Chung–Feller type results on various parameters (e.g., rightmost
minimum point) of Catalan paths, which are proved by the technique known as the “cycle
lemma’’ (e.g. see [4,15]). We now provide a bijective proof of a reﬁned Chung–Feller
theorem.
Let Cm denote the set of Catalan paths of length m and let N(x,y) denote the north step
from (x, y − 1) to (x, y). For each n, 1nm, we can partition Cm as the disjoint union
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of Cm(p, n), for p = 0, . . . , n− 1, where
Cm(p, n) = { ∈ Cm|N(p,n) ∈ }.
Given a path  ∈ Cm(p, n), the section of  from (0, 0) to (p, n), denoted by −n (), is
called the blue section, and the remaining section of  (from (p, n) to (m,m)), denoted by
+n (), is called the red section. On the other hand, let C∗m(n) denote the set of ﬂawed paths
of length m with n ﬂaws. According to the number of nontrivial blocks in the ﬂaws, the
paths in C∗m(n) are partitioned into a disjoint union of subsets C∗m(n, k), for k = 1, . . . , n,
where
C∗m(n, k) = { ∈ C∗m(n)| contains k nontrivial blocks of ﬂaws}.
Proof of Theorem 1.1. We shall establish a bijection p : Cm(p, n) → C∗m(n, n − p).
Given a path  ∈ Cm(p, n), factorize the red section +n () as +n () = n−pEn−p · · ·
1E10, whereEi (1 in−p) is the ﬁrst east step that goes from the line y = x+ i to the
line y = x + i − 1. On the other hand, the blue section −n () has a factorization −n () =
1N12N2 · · · n−pNn−p, where Ni (1 in− p) is the last north step that rises from the
line y = x+i−1 to the line y = x+i (note that all of thei and i areCatalan paths of certain
lengths). To establish a mapping, form a new section −n ()′ = N01N12 · · ·Nn−p−1n−p
from −n () (i.e., with Nn−p moved to the beginning and denoted by N0) and let ̂i be the
section of the path obtained from i by interchanging north and east steps in i . Deﬁne a
mapping p which carries  = −n ()+n () into
p() = n−pEn−p̂n−pNn−p−1 · · · 1E1̂1N00. (3)
Since the n−p blocks En−p̂n−pNn−p−1, . . . ,E1̂1N0 of ﬂaws have a projection of length
n upon the y-axis (equal to that of −n ()), p() ∈ C∗m(n, n− p).
To ﬁnd −1p , we observe that each path  ∈ C∗m(n, n − p) has a unique factorization of
the form indicated in (3), and that the ﬂawed part of  determines the blue section of the
path −1p () and the other part determines the red section. Hence −1p () can be obtained
by reversing the above procedure. 
For example, take m = 9, n = 5, and p = 2. On the left of Fig. 1 is a path  ∈ C9(2, 5).
The red section +5 () (from (2, 5) to (9, 9)) has a factorization +5 () = 3E32E21E10,
where E3 = 10, E2 = 15, E1 = 16, 3 = (8, 9), 2 = (11, 12, 13, 14), 1 is trivial, and
0 = (17, 18). On the other hand, the blue section −5 () (from (0, 0) to (2, 5)) has a
factorization −5 () = 1N12N23N3, where N1 = 3, N2 = 4, N3 = 7, 1 = (1, 2), 2 is
trivial, and 3 = (5, 6). For −5 ()′ = N01N12N23, N0 = N3 = 7. On the right of Fig. 1
is the path 2() = 3E3̂3N22E2̂2N11E1̂1N00 ∈ C∗9 (5, 3).
It follows fromTheorem 1.1 that |C∗m(n)| =
∑n
k=1 |C∗m(n, k)| =
∑n
k=1 |Cm(n−k, n)| =|Cm| = cm, for all mn. Hence we deduce the classical Chung–Feller theorem anew.
Corollary 2.1 (Chung–Feller [2]). The number of paths from (0, 0) to (m,m) using north
steps and east steps that contain n north steps under the line y = x is always cm, for
0nm.
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Fig. 1. A path  ∈ C9(2, 5) and the path () ∈ C∗9 (5, 3).
For completeness, we deduce the generating function
∑
mn |C∗m(n)|xm for |C∗m(n)|,
mn (n is held ﬁxed). For any generating function F , let [xn]F denote the coefﬁcient of
xn in F . Note that the generating function corresponding to a nontrivial ﬂaw block is xC.
We will use the fact that [xn]Ct = t2n+t
(2n+t
n
)
, which is known as the ballot number [3, p.
21]. For each path  ∈ C∗m(n, k), let −() denote the part of  under the line y = x, and
let +() denote the remaining part of . We observe that −() has k nontrivial blocks
and +() has k + 1 blocks (possibly trivial). Since there are n and m− n north steps con-
tained in −() and +(), respectively, we have |C∗m(n, k)| = ([xn]xkCk)([xm−n]Ck+1) =
[xm]( k2n−k
(2n−k
n−k
)
xnCk+1). Hence
∑
mn |C∗m(n)|xm = xn(
∑n
k=1 k2n−k
(2n−k
n−k
)
Ck+1),
which is the remainder part of the nth Taylor expansion of C [7,8].
3. Chung–Feller theorem for Catalan paths of order d
Let d be a positive integer. Let T (d)m denote the set of paths in the plane dZ × Z =
{(dx, y)| x, y ∈ Z} from (0, 0) to (dm, dm) that take unit north steps (denoted N) and
grand east steps of size d (denoted E) that never pass below the line y = x, and let
t
(d)
m = |T (d)m |. Members of T (d)m are called the Catalan paths of order d of length dm
(or CP(d) for short). Marking a north step by an x, the generating function for {t (d)m }m0
is given by T = T (x) = ∑m0 t (d)m xdm. For example, the ordinary Catalan paths are
the paths of order d = 1. For d = 2, these paths are equivalent to the generalized Dyck
paths considered by Cameron [1], and T = 1 + x2 + 3x4 + 12x6 + 55x8 + · · · . In fact,
t
(d)
m = 1dm+1
(
dm+m
m
) [4], and T satisﬁes the equation T = 1 + xdT d+1 since a nontrivial
CP(d) has a factorization N11 · · ·NddE1d+1, where E1 is the ﬁrst east step that reaches
the line y = x, Ni (1 id) is the last north step that rises from the line y = x + i − 1 to
the line y = x + i, and each j (1jd + 1) is a CP(d) (possibly trivial).
Let 0ndm and let T (d)∗m (n) denote the set of ﬂawed paths from (0, 0) to (dm, dm)
using steps (0, 1) and (d, 0) that contain n north steps under the line y = x. We shall prove
a Chung–Feller type result for CP(d), i.e., t (d)m = |T (d)∗m (n)|, for 0ndm. Making use of
the cut-and-paste technique in Section 2, we establish a similar reﬁned bijection between
T (d)m and T (d)∗m (n) (see Theorem 3.1).
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Fig. 2. The 4 classes of paths in T (2)∗m (3).
Let N(x,y) denote the north step from (x, y − 1) to (x, y). By considering the ﬁrst step
that meets the line y = n, we partition the paths in T (d)m into subsets T (d)m (dp, n), for
p = 0, . . . , n−1
d
, where
T (d)m (dp, n) = { ∈ T (d)m |N(dp,n) ∈ }.
Consider a section of a path of the form E, where  starts from and remains above a
line, say y = x + h for some h0, and E is the ﬁrst east step that passes below the line
y = x + h. We call  a segment of type Ai , for some i ∈ {1, . . . , d}, if E goes from the
line y = x + h+ d − i to the line y = x + h− i. Given a path  ∈ T (d)m (dp, n), note that
the point (dp, n) is on the line y = x + n − dp. We observe that the section +n () from
(dp, n) to (dm, dm), called the red section, has a unique factorization, called the normal
factorization, of the form +n () = kEkk−1Ek−1 · · · 1E10, for some k1, where Ek is
the ﬁrst east step that passes below the line y = x + n − dp, Ei (k − 1 i1) is the ﬁrst
east step that goes lower (i.e., closer to the line y = x) than Ei+1 does, and E1 is the ﬁrst
east step that reaches the line y = x. Note that each segment i (1 ik) is of a certain
type Aj (j ∈ {1, . . . , d}) and the terminal section 0 is a CP(d), and that some of the i
may be empty.
On the other hand, given a ﬂawed path  ∈ T (d)∗m (n), the ﬂaws of  are partitioned into
nontrivial blocks. A block of the form E is said to be of type Bi , for some i ∈ {1, . . . , d},
if E goes from the line y = x+ d− i to the line y = x− i, where  is a (nonempty) section
of path that ends with the ﬁrst north step reaching the line y = x afterward. Note that a
block of type Bi is preceded by a segment of type Ai . For example, let d = 2 and n = 3.
Each path in T (2)∗m (3) has one of the four forms shown in Fig. 2.
Theorem 3.1. For 0dp < ndm, there is a bijection between the set of Catalan paths
of order d of length dm containing the north step from (dp, n − 1) to (dp, n) such that
the normal factorization of the section from (dp, n) to (dm, dm) of each path contains ai
segments of typeAi , for 1 id , and the set of ﬂawed paths of length dmwith n ﬂaws,whose
ﬂaws consist of ai blocks of type Bi , for 1 id , satisfying a1+2a2+· · ·+dad = n−dp.
Proof. We shall establish a bijection  between the two sets. Given a path  in the ﬁrst
set, factorize the red section +n () in the normal factorization +n () = kEkk−1Ek−1 · · ·
1E10, for some k. Suppose that i is of type Aji , for some ji ∈ {1, . . . , d} and 1 ik.
Then j1 + · · · + jk = n − dp. Let bi = j1 + · · · + ji , for 1 ik, and let b0 = 0. On
the other hand, the blue section −n () (from (0, 0) to (dp, n)) has a factorization −n () =
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Fig. 3. A path  ∈ T (2)5 (4, 7) and () ∈ T (2)∗5 (7).
1N12N2 · · · n−dpNn−dp, whereNi (1 in−dp) is the last north step that rises from the
line y = x+ i−1 to the line y = x+ i, and each i is a CP(d) (possibly trivial). To establish
a mapping, form a new section −n ()′ = N01N12N2 · · ·Nn−dp−1n−dp from −n () (with
Nn−dp moved to the beginning and denoted by N0) and then factorize it into k sections
−n ()′ = 1 . . .k such that i is the section from Nbi−1 to bi , for 1 ik. Moreover,
deﬁne ̂i to be the reversal of the steps in i (i.e., obtained by ﬂipping i horizontally and
then vertically). Deﬁne a mapping  that carries  into
() = kEk̂kk−1Ek−1̂k−1 · · · 1E1̂10. (4)
We observe that the block Ei̂i of ﬂaws is of type Bj if i is of type Aj . Hence there are ai
blocks of type Bi (1 id) contained in (), and a1+2a2+· · ·+dad = j1+· · ·+ jk =
n − dp. Moreover, the n north steps of −n () are partitioned into the k blocks of ﬂaws of
(). Hence () is a member of the second set.
To ﬁnd −1, we observe that the ﬂawed part of a path  in the second set determines the
blue section of −1() and the other part determines the red section. Hence −1() can be
obtained by reversing the above procedure. 
For example, consider the case d = 2, m = 5, n = 7, and p = 2. On the left of
Fig. 3 is a path  ∈ T (2)5 (4, 7). The red section +7 () has the normal factorization +7 () =
2E21E10, where E2 = 11, E1 = 12, 2 = (10) is of type A1, 1 is a trivial block
of type A2, and 0 = (13, 14, 15). The blue section −7 () from (0, 0) to (4, 7) has a
factorization −7 () = 1N12N23N3, where N1 = 4, N2 = 5, and N3 = 9. For −7 ()′ =
N01N12N23 = 12, we have N0 = N3 = 9, 1 = N01N12 = (9, 1, 2, 3, 4), and
2 = N23 = (5, 6, 7, 8). On the right of Fig. 3 is the path () = 2E2̂21E1̂10 ∈
T (2)∗5 (7), which has 2 nontrivial blocks of ﬂaws.
By Theorem 3.1, we derive the Chung–Feller theorem for Catalan paths of order d.
Corollary 3.2. The number of paths from (0, 0) to (dm, dm) using unit north steps and
grand east steps of size d that contain n north steps under the line y = x is always
1
dm+1
(
dm+m
m
)
, for 0nm.
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Proof. Let T (d)∗m (n; a1, . . . , ad) ⊆ T (d)∗m (n) denote the set of ﬂawed paths  whose ﬂaws
consist of ai blocks of type Bi , for 1 id . Note that if a ﬂaw block E of  is of type
Bi , then the projective length of E upon the y-axis is congruent to i modulo d. Hence
a1 + 2a2 + · · · + dad ≡ n (mod d). Let T (d)m (dp, n; a1, . . . , ad) ⊆ T (d)m (dp, n) denote the
ﬁrst set of paths in Theorem 3.1. It follows that
|T (d)∗m (n)| =
 n−1
d
∑
p=0
∑
a1+2a2+···+dad=n−dp
|T (d)∗m (n; a1, . . . , ad)|
=
 n−1
d
∑
p=0
∑
a1+2a2+···+dad=n−dp
|T (d)m (dp, n; a1, . . . , ad)|
=
 n−1
d
∑
p=0
|T (d)m (dp, n)|
= |T (d)m |,
and hence the assertion follows. 
The cut-and-paste technique can be further applied to the following situation. Let Gm be
the set of paths from (0, 0) to (m,m) using unit north steps and a nonempty set of east steps
contained in {(d, 0)|d1} that never pass below the line y = x. For 0nm, let G∗m(n)
be the set of ﬂawed paths from (0, 0) to (m,m) with n north steps under the line y = x.
With a minor modiﬁcation of the previous argument, a bijection between Gm and G∗m(n) is
established by the same procedure.
To see this, letGm(p, n) ⊆ Gm be the set of paths containing the north step from (p, n−1)
to (p, n), for 0pn − 1. If Gm(p, n) is nonempty, given a path  ∈ Gm(p, n), the
normal factorization +n () = kEkk−1Ek−1 · · · 1E10 of the red section of  and the
factorization −n () = 1N12N2 · · · n−pNn−p of the blue section of  are deﬁned in the
same manner as in the previous argument. With the assumption that Ei (1 ik) goes to a
line ji levels lower than the line i starts from, the above argument works perfectly well to
establish a mapping p : Gm(p, n) → G∗m(n) that carries  into p() as indicated in (4)
(where each ̂i is deﬁned in the same way as in the previous argument). Hence a mapping
 between Gm and G∗m(n) is established with |Gm(p,n) = p, for 0pn− 1.
To ﬁnd −1, we observe that each path  ∈ G∗m(n) has a unique factorization of the form
 = tEttt−1Et−1t−1 · · · 1E110, for some t1, where E11, . . . ,Ett are the
ﬂaw blocks of . Suppose that Ei (1 i t) goes to the line y = x − si , for some si1.
Since the red section of −1() is determined by i and Ei (1 i t), i.e., +n (−1()) =
tEtt−1Et−1 · · · 1E10, it goes from the line y = x+ s1+· · ·+ st to the line y = x. The
blue section is determined by i (1 i t). Hence we can obtain −1(), inverted by −1p
where p = n − (s1 + · · · + st ), by reversing the above procedure. We have the following
result.
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Fig. 4. A path  ∈ G∗10(7) and −1() ∈ G10(4, 7).
Theorem 3.3. The number of paths from (0, 0) to (m,m) using unit north steps and a
nonempty set E of east steps chosen from {(d, 0)| d is a positive integer }, which contain n
north steps under the line y = x, is a function of m and E, independent of n.
For completeness, we give an example to illustrate how to determine the inverse. Let
m = 10 and n = 7. On the left of Fig. 4 is a path  ∈ G∗10(7) that takes unit north steps and
the set {(2, 0), (3, 0)} of east steps. Factorize it as  = 2E221E110, where E2 = 2,
E1 = 10, 2 = (3, 4, 5, 6, 7), 1 = (11, 12, 13, 14), 2 = (1), 1 = (8, 9), and 0 is
trivial. Note that E2 and E1 go to the lines y = x − 2 and y = x − 1, respectively. Hence
the red section 2E21E10 of −1() goes from the line y = x + 3 to the line y = x.
The blue section of −1() is obtained from ̂1̂2 = (14, 13, 12, 11)(7, 6, 5, 4, 3), whose
projection upon the y-axis is of length 7, with the initial north step (labeled with 14) moved
to the end. Hence the red and the blue sections of −1() meet at (4,7). On the right of
Fig. 4 is the path −1() ∈ G10(4, 7), which is inverted by −14 .
4. Lifted Motzkin paths
AMotzkin path of length m is a path from (0, 0) to (m, 0) using steps (1, 1), (1,−1), and
(1, 0) that never pass below the x-axis. ThemthMotzkin number, denoted by em, counts the
number of Motzkin paths of lengthm. Marking each step with an x, the generating function
M = M(x) =∑m0 emxm satisﬁesM = 1+xM+x2M2 = 1−x−
√
1−2x−3x2
2x2 . Moreover,
the Motzkin numbers satisfy the recurrence relations em+2 = em+1 +∑mk=0 ekem−k and
(m+ 4)em+2 = (2m+ 5)em+1+ (3m+ 3)em, form0, with e0 = e1 = 1 [6]. It is known
that there is no Chung–Feller theorem for Motzkin paths. In this section we consider a
family of analogous paths, enumerated by the Motzkin numbers, which satisfy a variation
of the Chung–Feller theorem regarding the positions of the absolute minima of the paths.
Let Hm denote the set of paths from (0,−1) to (m, 0) using steps (1, 1), (1,−1), and
(1, 0) that never pass below the x-axis except for the initial step. Clearly, |Hm| = em−1.
For example, the paths ofH4 are illustrated in Fig. 5. Members ofHm are called the lifted
Motzkin paths of length m.
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(4,0)
(0,−1)
Fig. 5. The paths ofH4.
(4,0)
(0,−1)
Fig. 6. The paths from (0,−1) to (4, 0) with absolute minimum at x = 2.
On the other hand, consider all paths from (0,−1) to (m, 0) using steps (1, 1), (1,−1),
and (1, 0). For each path locate the absolute minimum point, say at the line x = k. If there
is more than one point where the absolute minimum is attained, then choose the rightmost
one. For example, there are 16 paths from (0,−1) to (4, 0). The four paths with k = 2 are
illustrated in Fig. 6. Note thatHm is the set of paths with k = 0.
For 0km − 1, let H∗m(k) denote the set of paths from (0,−1) to (m, 0), whose
absolute minima occur at x = k. As a Chung–Feller variation, it was noted by Shapiro [12]
that |H∗m(k)| = em−1, for 0km − 1, which can be proved by a version of the cycle
lemma (see [14, p. 67] or [15]).We shall prove a reﬁnement of this result (see Theorem 4.1).
For 1nm, we observe that a path in Hm intersects the line x = n at a point (n, i),
for some i (0 i min{n,m− n+ 1} − 1). Let t = min{n,m− n+ 1}. According to the
intersections with the line x = n, the paths in Hm are partitioned into a disjoint union of
subsetsHm(n, i), for i = 0, . . . , t − 1, where
Hm(n, i) = { ∈ Hm|  touches the point (n, i)}.
On the other hand, for a path  ∈ H∗m(k), the absolute minimum of  is at (k,−j), for
some j (1j min{m − k, k + 1}). According to the height of the absolute minimum
(along the line x = k), the paths in H∗m(k) are partitioned into subsets H∗m(k, j), for
j = 1, . . . ,min{m− k, k + 1}, where
H∗m(k, j) = { ∈ H∗m(k)| the absolute minimum of  is at (k,−j)}.
Theorem 4.1. Let 1nm and t = min{n,m − n + 1}. For 0 i t − 1, there is a
bijection between the set of lifted Motzkin paths of length m touching the point (n, i) and
the set of paths from (0,−1) to (m, 0), whose absolute minima occur at (m− n,−i − 1).
Proof. Given a path  ∈ Hm(n, i), let −n () denote the section of  from the beginning to
the line x = n, and let +n () denote the remaining section of . Deﬁne a mapping 	 which
carries  = −n ()+n () into 	() = +n ()−n (). We observe that the starting point of
−n () is the (rightmost) absolute minimum of  and 	(). Since +n () goes from (n, i) to
(m, 0) in , it goes from (0,−1) to (m−n,−i−1) in 	(). Hence 	() ∈ H∗m(m−n, i+1).
To ﬁnd 	−1, simply reverse the operation. 
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For illustration, take m = 4 and n = 2. The ﬁrst two paths in Fig. 5 touch (2, 0) and the
other two paths touch (2, 1). They are carried into the four paths of H∗4(2) in Fig. 6 from
left to right accordingly. Note that the ﬁrst two paths in Fig. 6 have the absolute minima at
(2,−1) and the other two paths have the absolute minima at (2,−2).
By Theorem 4.1, we have |H∗m(m − n)| =
∑t−1
i=0 |H∗m(m − n, i + 1)| =
∑t−1
i=0 |Hm
(n, i)| = |Hm| = em−1, for 1nm, where t = min{n,m− n+ 1}. Hence we deduce a
variation of the Chung–Feller theorem for lifted Motzkin paths.
Corollary 4.2. The number of paths from (0,−1) to (m, 0) using steps (1, 1), (1,−1), and
(0, 1), whose absolute minima occur at x = k, is always em−1, for 0km− 1.
5. Taylor expansions for large Schröder paths
The (large) Schröder numbers {rm}m0 = {1, 2, 6, 22, 90, 394, . . .} and the small
Schröder numbers {sm}m0 = {1, 1, 3, 11, 45, 197, . . .}, which ﬁrst appeared in a paper of
Ernst Schröder in 1870 [11], have been found in many combinatorial conﬁgurations (see
[14, Exercise 6.39]). As noted by Stanley [13], some of the numbers were known to Hip-
parchus in the second century B.C. Recall that rm counts the number of paths, called the
(large) m-Schröder paths, from (0, 0) to (m,m) using steps (0, 1), (1, 0), and (1, 1) that
never pass below the line y = x. Note that the terms of {rm}m1 are twice of those in
{sm}m1. It turns out that sm counts the number of m-Schröder paths without diagonal
steps on the line y = x (see Corollary 7.2). Such paths are called small m-Schröder paths.
The large Schröder numbers satisfy the recurrence relations rm+1 = rm+∑mk=0 rkrm−k and
(m+ 3)rm+2 = 3(2m+ 3)rm+1 −mrm, for m0, with r0 = 1, r1 = 2 (cf. [3, p. 81]). The
small Schröder numbers satisfy the recurrence relations sm+1 = −sm+2∑mk=0 sksm−k and
(m+3)sm+2 = 3(2m+3)sm+1−msm, form0, with s0 = s1 = 1 (cf. [3, p. 57]). Marking
a unit length (or equivalently, a unit projective length upon the y-axis) of a Schröder path
with an x, the generating functions R = ∑m0 rmxm and S = ∑m0 smxm for rm and
sm satisfy the equations R = 1+ xR + xR2 and S = 1− xS + 2xS2, respectively, and
R = 1− x −
√
1− 6x + x2
2x
and S = 1+ x −
√
1− 6x + x2
4x
. (5)
In the following we shall derive the Taylor expansions ofR in terms of generating functions.
Lemma 5.1. For 0pq, the number of paths from (0, 0) to (p, q) using steps (0, 1),
(1, 0), and (1, 1) that never pass below the line y = x is equal to [xp]Rq−p+1.
Proof. Note that the point (p, q) is on the line y = x + q − p. We observe that each path
 from (0, 0) to (p, q) has a factorization  = 1N12N2 · · · q−pNq−pq−p+1, where
Ni (1 iq − p) is the last north step that rises from the line y = x + i − 1 to the line
y = x + i, and each j (1jq − p + 1) is a large Schröder path (possibly trivial).
Moreover, the projection of  upon the y-axis is of length q. Hence the possibility for  is
equal to [xq ]{xq−pRq−p+1}, as required. 
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LetD(x,y) denote the diagonal step from (x−1, y−1) to (x, y) and letN(x,y) denote the
north step from (x, y− 1) to (x, y). LetRm denote the set ofm-Schröder paths. According
to the ﬁrst step that meets the line y = n, the paths in Rm are partitioned into subsets
RNm(i, n), for i = 0, . . . , n− 1, andRDm(j, n), for j = 1, . . . , n, where
RNm(i, n) = { ∈ Rm|N(i,n) ∈ } and RDm(j, n) = { ∈ Rm|D(j,n) ∈ }.
Given a path  ∈ Rm, let −n () denote the section of  from (0, 0) to the ﬁrst step that
meets the line y = n, called the blue section, and let +n () denote the remaining section
of , called the red section. Let RN−m (i, n) and RN+m (i, n) denote the sets of blue and red
sections of the paths in RNm(i, n), respectively, and let RD−m (j, n) and RD+m (j, n) denote
the sets of blue and red sections of the paths inRDm(j, n), respectively.
Lemma 5.2. For 0 in− 1 and 1jn, we have
(i) |RN−m (i, n)| = [xi]Rn−i ,
(ii) |RN+m (i, n)| = [xm−n]Rn−i+1,
(iii) |RD−m (j, n)| = [xj−1]Rn−j+1,
(iv) |RD+m (j, n)| = [xm−n]Rn−j+1.
Proof. (i) For any path  ∈ RNm(i, n), the blue section −n () goes from (0, 0) to (i, n− 1)
and then rises from (i, n − 1) to (i, n). Hence (i) follows from Lemma 5.1. On the other
hand, the red section +n () goes from (i, n) to (m,m). Observe that there is an immediate
bijection between RN+m (i, n) and the set of paths from (0, 0) to (m− n,m− i), by which
the paths are ﬂipped over the line x + y = m and traversed in the reverse order. Hence (ii)
follows from Lemma 5.1.
Assertions (iii) and (iv) can be proved by similar arguments. 
Theorem 5.3. The nth Taylor expansion of the generating function for large Schröder
numbers can be expressed in the form
R =
n−1∑
i=0
rix
i + xn(Gn(R)+Gn(R)R),
where Gn(z) =∑nk=1 gn,kzk and gn,k = [xn−k]Rk .
Proof. It sufﬁces to show that rm = [xm−n]{Gn(R) + Gn(R)R}, for all mn. By
Lemma 5.2, we have
rm = |Rm| =
n∑
j=1
|RDm(j, n)| +
n−1∑
i=0
|RNm(i, n)|
=
n∑
j=1
|RD−m (j, n)| · |RD+m (j, n)| +
n−1∑
i=0
|RN−m (i, n)| · |RN+m (i, n)|
=
n−1∑
i=0
([xi]Rn−i )([xm−n]{Rn−i + Rn−i+1})
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=
n∑
k=1
([xn−k]Rk)([xm−n]{Rk + Rk+1}),
as required. 
6. A weighted Chung–Feller theorem for Schröder paths
In the following, we shall establish a couple of bijections which provide a bijective proof
of Theorem 1.2. Let R∗m(n) denote the set of m-Schröder paths with n ﬂaws. According
to the number of nontrivial blocks in the ﬂaws, the paths in R∗m(n) are partitioned into a
disjoint union of subsetsR∗m(n, k), for k = 1, . . . , n, where
R∗m(n, k) = { ∈ R∗m(n)|  contains k nontrivial blocks of ﬂaws}.
Theorem 6.1. For 0p < nm and 1qnm, the following cases hold.
(i) There is a bijection between the set of m-Schröder paths containing the north step from
(p, n − 1) to (p, n) and the set of m-Schröder paths with n ﬂaws, whose ﬂaws have
n− p nontrivial blocks.
(ii) There is a bijection between the set of m-Schröder paths containing the diagonal step
from (q − 1, n− 1) to (q, n) and the set of m-Schröder paths with n ﬂaws ending with
a north step, whose ﬂaws have n− q + 1 nontrivial blocks.
Proof. For (i), a bijection 
p : RNm(p, n) → R∗m(n, n− p) can be established by exactly
the same argument as Theorem 1.1. For (ii), we establish a bijection 	q as follows. Given
a path  ∈ RDm(q, n), factorize it as  = D(q,n) and form a new path ′ = NE from
. Note that ′ ∈ RNm(q − 1, n). Then the required path 	q() is the image 
q−1(′) of ′
under the mapping 
q−1 established in (i). Since ′ ends with the ﬁrst east step that reaches
the line y = x, the terminal section 0 in the factorization of 
−1q−1(′), indicated in (3), is
trivial. Hence 	q() = 
q−1(′) ends up with a north step. Since the procedure is reversible,
the bijection 	q is established. 
For example, considerp = 3, n = 6, andm = 10 for the former case. On the left of Fig. 7
is a path  ∈ RN10(3, 6). The red section +6 () (from (3, 6) to (10,10)) has a factorization
+6 () = 3E32E21E10, where E3 = 12, E2 = 13, E1 = 16, 3 = (9, 10, 11), 2 is
trivial, 1 = (14, 15), and 0 = (17). Also the blue section −6 () (from (0, 0) to (3, 6)) has
a factorization −6 () = 1N12N23N3, where N1 = 4, N2 = 5, N3 = 8, 1 = (1, 2, 3), 2
is trivial, and 3 = (6, 7). Form a new path −6 ()′ = N01N12N23, where N0 = N3 = 8.
On the right of Fig. 7 is the path 
3() = 3E3̂3N22E2̂2N11E1̂1N00 ∈ R∗10(6, 3).
For the latter case, take q = 4, and n = 6. On the left of Fig. 8 is a path  ∈ RD10(4, 6).
Factorize it as  = D(4,6), where  = (1, . . . , 7) and  = (9, . . . , 16). Replace D(4,6)
by an NE pair and then form a new path ′ = NE, where N is labeled with A and E is
labeled with B. Note that ′ ∈ RN10(3, 6). The red section of ′ is factorized as +6 (′) =
3E32E21E10, where E3 = 12, E2 = 13, E1 = B, 3 = (9, 10, 11), 2 is trivial, 1 =
(14, 15, 16), and0 is trivial. The blue section of ′ is factorized as −6 (′) = 1N12N23N3,
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Fig. 7. A path  ∈ RN10(3, 6) and 
3() ∈ R∗10(6, 3).
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Fig. 8. A path  ∈ RD10(4, 6) and 	4() ∈ R∗10(6, 3).
where N1 = 4, N2 = 5, N3 = A, 1 = (1, 2, 3), 2 is trivial, and 3 = (6, 7). Form a new
path −6 (′)′ = N01N12N23, where N0 = N3 = A. On the right of Fig. 8 is the path
	4() = 
3(′) = 3E3̂3N22E2̂2N11E1̂1N0 ∈ R∗10(6, 3), which ends with a north
step.
Proof of Theorem 1.2. For 1kn, let R†m(n, k) ⊂ R∗m(n, k) denote the set of paths
that end with a north step. For a  ∈ R∗m(n), deﬁne w() = 2 if  ends with a north step,
and w() = 1 otherwise. By Theorem 6.1, we have
∑
∈R∗m(n)
w()=
n∑
k=1
(|R†m(n, k)| + |R∗m(n, k)|)
=
n∑
k=1
(|RDm(n− k + 1, n)| + |RNm(n− k, n)|)
= |Rm(n)|,
and hence the assertion follows. 
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There is an alternative weighting scheme forR∗m(n) that ensures a similar result.
Corollary 6.2. For each path  from (0, 0) to (m,m), assign the weight of 2 to  if  starts
with an east step, and 1 otherwise. Then the total weight of the set of Schröder paths of
length m with n ﬂaws is always the Schröder number rm, for 0nm.
Proof. There is an immediate involution  : R∗m(n) → R∗m(n), which is established by
ﬂipping a path  ∈ R∗m(n) over the line x + y = m. Note that  starts with an east step if
and only if () ends with a north step. The assertion follows from Theorem 1.2. 
7. Enumerating large Schröder paths with ﬂaws
Let Bm(n) ⊆ Rm be the subset of paths without diagonal steps in the segment from
(0, 0) to (n, n) of the line y = x. The paths in Bm(n) are partitioned into a disjoint union
of subsets Bm(p, n), for p = 0, . . . , n− 1, where
Bm(p, n) = { ∈ Bm(n)| eitherN(p,n) ∈  orD(p,n) ∈ }.
LetAm(n) ⊆ Rm be the subset of paths with at least one diagonal step in the segment from
(0, 0) to (n, n) of the line y = x. The paths in Am(n) are partitioned into Am(q, n), for
q = 1, . . . , n, where
Am(q, n) = { ∈ Am(n)| eitherN(q,n) ∈  orD(q,n) ∈ }.
Theorem 7.1. Let 0p < nm and 1qnm.
(i) There is a bijection between the set of m-Schröder paths containing the north step from
(p, n − 1) to (p, n) and the set of m-Schröder paths without diagonal steps in the
segment from (0, 0) to (n, n) of the line y = x, which contain either the north step
from (p, n− 1) to (p, n) or the diagonal step from (p − 1, n− 1) to (p, n).
(ii) There is a bijection between the set of m-Schröder paths containing the diagonal step
from (q−1, n−1) to (q, n) and the set of m-Schröder paths with at least one diagonal
step in the segment from (0, 0) to (n, n) of the line y = x, which contain either the
north step from (q, n− 1) to (q, n) or the diagonal step from (q − 1, n− 1) to (q, n).
Proof. (i) We shall establish a bijection p : Bm(p, n) → RNm(p, n). Given a path  ∈
Bm(p, n), the blue section −n () has a factorization −n () = N1, where N1 is the last
north step that rises from the line y = x + n − p − 1 to the line y = x + n − p. Deﬁne
a mapping p which carries  = −n ()+n () into p() = N1+n (). Since N1 is a
blue section that reaches (p, n) by a north step, p() ∈ RNm(p, n).
To compute −1p , for each path  ∈ RNm(p, n), we observe that the blue section −n () can
be factorized as −n () = ′′N(p,n), where ′ is the section of maximum length without
diagonal steps on the line y = x. Then −1p () = ′N′+n () is the required path.
(ii) We shall establish a bijection q : Am(q, n) → RDm(q, n). For q = n, we observe
that Am(n, n) andRDm(n, n) are identical. So n is the identity map. For 1qn− 1 and
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Fig. 9. A path  ∈ B8(4, 6) and 4() ∈ RN8 (4, 6).
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Fig. 10. A path  ∈ A8(4, 6) and 4() ∈ RD8 (4, 6).
any path  ∈ Am(q, n), let D1 denote the ﬁrst diagonal step on the line y = x of the blue
section −n () of . Then −n () has a factorization −n () = D1. Deﬁne a mapping q
which carries  = −n ()+n () into q() = D1+n (). Since the blue section D1 of
q() reaches (q, n) by a diagonal step, q() ∈ RDm(q, n).
To compute −1q , for each path  ∈ RDm(q, n), we observe that the blue section −n () can
be factorized as −n () = ′′D(q,n), where ′ is the section of maximum length remaining
above the line y = x + n − q (without diagonal steps on the line y = x + n − q). Then
−1q () = ′D′+n () is the required path. 
For illustration, consider m = 8, p = 4, and n = 6 for the former case. On the left of
Fig. 9 is a path ∈ B8(4, 6). Note that the point (4, 6) is on the line y = x+2 and that the last
north stepN that rises from the line y = x+1 to the line y = x+2 is labeledwith 5. The blue
section −6 () (from (0, 0) to (4, 6)) has a factorization −6 () = N, where  = (1, 2, 3, 4)
and  = (6, 7, 8). On the right of Fig. 9 is the path 4() = N+6 () ∈ RN10(4, 6).
For the latter case, let m = 8, q = 4, and n = 6. On the left of Fig. 10 is a path
 ∈ A8(4, 6). The ﬁrst diagonal step D1 on the line y = x of  is labeled with 3 and the
blue section −6 () (from (0, 0) to (4, 6)) is factorized as −6 () = D1, where  = (1, 2)
and  = (4, 5, 6, 7, 8). On the right of Fig. 10 is the path 4() = D1+6 () ∈ RD8
(4, 6).
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ByTheorems 6.1 and 7.1,we have |Bm(n)| =∑n−1p=0 |Bm(p, n)| =∑n−1p=0 |RNm(p, n)| =
|R∗m(n)| and |Am(n)| =
∑n
q=1 |Am(q, n)| =
∑n
q=1 |RDm(q, n)|, for 1nm. Moreover,|Bm(n)| + |Am(n)| = |Rm(n)| = rm. In case of n = m, we have the following result.
Corollary 7.2. For m1, the mth small Schröder number sm counts the number of m-
Schröder paths without diagonal steps on the line y = x.
Proof. We observe that there is a bijection between RDm(q,m) and RNm(q − 1,m), for
1qm, which is established by replacingD(q,m) by anNEpair for each path ofRDm(q,m).
Hence |Bm(m)| =∑m−1p=0 |RNm(p,m)| =∑mq=1 |RDm(q,m)| = |Am(m)|. Since |Bm(m)|+
|Am(m)| = rm, we have |Bm(m)| = 12 rm = sm. 
Recall that anm-Schröder path without diagonal steps on the line y = x is called a small
m-Schröder path. We obtain the following formula for enumerating Schröder paths with
ﬂaws, which is evaluated simply in terms of {rm}m0 and {sm}m0.
Theorem 7.3. The number of large m-Schröder paths with n ﬂaws is rm−∑nk=1 sk−1rm−k ,
or equivalently rm − 12
∑n
k=1 rk−1rm−k .
Proof. For 1kn, let (k) ⊆ Am(n) be the subset of paths whose ﬁrst diagonal step
on the line y = x is D(k,k). Clearly, {(k)| k = 1, . . . , n} forms a partition of Am(n). We
observe that each path  ∈ (k) starts with a small (k−1)-Schröder path, followed byD(k,k)
and then another large (m − k)-Schröder path. Hence |(k)| = sk−1rm−k and |Am(n)| =∑n
k=1 |(k)| =
∑n
k=1 sk−1rm−k . ByTheorems 6.1 and 7.1, we have |R∗m(n)| = |Bm(n)| =
rm − |Am(n)| = rm −∑nk=1 sk−1rm−k . 
8. Number of returns in Schröder paths
By Corollary 7.2, we know that the generating function for the number of small m-
Schröder paths is S, where s0 = 1 for the trivial case. It follows that the generating function
for the number of largem-Schröder paths with at least one diagonal step on the line y = x is
R−S. Moreover, such a path must start with a small Schröder path, followed by a diagonal
step on the line y = x, and then another large Schröder path. Hence we have the functional
equation
R − S = xRS. (6)
Moreover, since R = 2S − 1, we have
S = 1+ xRS. (7)
In the following we consider the number of returns of large and small Schröder paths by
an argument similar to the one used in [5, Section 7]. A return (to the line y = x) of a path
occurs whenever there is an east step that goes from line y = x + 1 to line y = x. Let Sn
denote the set of smalln-Schröder paths.DeﬁneXSn = {(P, )|P is a point on the line y = x
160 S.-P. Eu et al. / Journal of Combinatorial Theory, Series A 112 (2005) 143–162
Fig. 11. A Schröder path with 2 returns and 4 extended returns.
and  ∈ Sn touches P }. To count the set XSn , note that  has a factorization  = 1NE2,
whereE reaches P ,  is a large Schröder path, and 1, 2 are small Schröder paths (possibly
trivial). So the generating function for the total number of returns of all small n-Schröder
paths is S(xR)S = S(S−1) = S2−S = S+xS−12x −S, where the identity 2xS2 = S+xS−1
is obtained by replacingR by 2S−1 in (7). Since |XSn | = [xn]{S+xS−12x −S} = 12 (sn+1−sn),
we have the following result.
Proposition 8.1. The total number of returns of all small n-Schröder paths is 12 (sn+1− sn).
For the case of large Schröder paths, count the setXRn of ordered pairs (P, ), where P is
a point on the line y = x and  ∈ Rn has a factorization  = 1N2E3 such thatE reaches
P and 1, 2, 3 are large Schröder paths (possibly trivial). The generating function for
the total number of returns of all large n-Schröder paths is R(xR)R = R(R − 1− xR) =
R−xR−1
x
−R−(R−xR−1), where the identity xR2 = R−xR−1 is obtained by replacing
S by 12 (R+1) in (7). Since |XRn | = [xn]{R−xR−1x −R−(R−xR−1)} = rn+1−3rn+rn−1,
we have the following result.
Proposition 8.2. The total number of returns of all large n-Schröder paths is rn+1− 3rn+
rn−1.
As a generalization, an extended return of a large Schröder path is either a diagonal step
on the line y = x or an east step that goes from the line y = x + 1 to the line y = x. For
example, the path shown in Fig. 11 has 4 extended returns.
Let XR̂n be the set of ordered pairs (P, ), where P is a point on the line y = x and
 ∈ Rn touches P . Since such a path  can be factorized as either of the form  = 1D2
or  = 1N2E3, where P is the end point of D or E, and 1, 2, 3 are large Schröder
paths (possibly trivial), the generating function for the total number of extended returns of
all large n-Schröder paths is R(x + xR)R = R2 − R = R−xR−1
x
− R. Hence we have the
following result.
Proposition 8.3. The total number of extended returns of all large n-Schröder paths is
rn+1 − 2rn.
The average behaviors of the statistics |XSn |, |XRn | and |XR̂n | can be estimated by a result
of Flajolet and Sedgewick [9, Theorem 4.4]. From (5), note that R and S have the same
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dominant singular point 3 − 2√2 and the asymptotic growth rate of the large (or small)
Schröder numbers is limn→∞ rn+1rn = limn→∞
sn+1
sn
= 1
3−2√2 = 3 + 2
√
2. To ﬁnd the
expected number of returns, divide the total number of returns by the total number of paths.
It follows that
E(|XSn |)=
sn+1 − sn
2sn
→ (3+ 2
√
2)− 1
2
= 1+√2,
E(|XRn |)=
rn+1 − 3rn + rn−1
rn
→ (3+ 2√2)− 3+ (3− 2√2) = 3,
E(|XR̂n |)=
rn+1 − 2rn
rn
→ (3+ 2√2)− 2 = 1+ 2√2.
As noted by Deutsch and Shapiro [5, Section 7], the expected number of returns of a
Catalan path of length n is 3n
n+1 , which approaches 3 as n gets large. Note that a Catalan
path is simply a small Schröder pathwithout any diagonal steps at all. The average behaviors
of the various return statistics for paths with or without diagonal steps are summarized as
follows.
Theorem 8.4. The following asymptotic results hold:
(i) The expected numbers of returns of a Catalan path and a small Schröder path approach
3 and 1+√2, respectively.
(ii) The expected numbers of returns and extended returns of a large Schröder path approach
3 and 1+ 2√2, respectively.
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