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a b s t r a c t
In this paper, two newmatrix iterativemethods are presented to solve thematrix equation
AXB = C , the minimum residual problem minX∈S ‖AXB − C‖ and the matrix nearness
problem minX∈SE ‖X − X∗‖, whereS is the set of constraint matrices, such as symmetric,
symmetric R-symmetric and (R, S)-symmetric, and SE is the solution set of above matrix
equation or minimum residual problem. These matrix iterative methods have faster
convergence rate and higher accuracy than the matrix iterative methods proposed in Deng
et al. (2006) [13], Huang et al. (2008) [15], Peng (2005) [16] and Lei and Liao (2007) [17].
Paige’s algorithms are used as the frame method for deriving these matrix iterative
methods. Numerical examples are used to illustrate the efficiency of these new methods.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
Denoted by Rm×n and SRn×n the set ofm× n real matrices and n× n symmetric matrices, respectively. Denoted by R(A),
N(A) and ‖A‖ the column space, null space and Frobenius norm of the matrix A, respectively. We use A⊗ B to stand for the
Kronecker production of the matrix A and B. For X = [x1, x2, . . . , xn] ∈ Rm×n, we denote by vec(X) = [xT1, . . . , xTn]T the
vector expanded by columns of X .
We reconsider numerical methods to compute constraint solutions X of the following problems:
AXB = C, X ∈ S (1.1)
min
X∈S ‖AXB− C‖ (1.2)
min
X∈SE
‖X − X˜‖ (1.3)
where A ∈ Rm×n, B ∈ Rn×p, C ∈ Rm×p and X˜ ∈ Rn×n,S is the set of constraint matrices, such as symmetric, skew symmetric,
symmetric R-symmetric, symmetric R-skew symmetric [1,2], (R, S)-symmetric or (R, S)-skew symmetric [3], and SE is the
solution set of the matrix equation (1.1) or the minimum residual problem (1.2).
Direct methods to solve above problems with unknownmatrix X in various special structures have been used by several
authors. For example, the symmetric solutions were considered in [4–8]. The bisymmetric, centro-symmetric and Re-
nonnegative definite solutionswere considered in [9–12], respectively. By using directmethods, the necessary and sufficient
conditions for the existence of the general solution were derived, and the solution’s expressions were given too. Direct
methods, however, may be less efficient for large sparse coefficient matrices A and B due to limited by storage space and
computing speed of the computers. Therefore, iterative methods to solve matrix equation have attracted much interests
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recently. For example, Deng et al. [13] and Peng et al. [14] designed a similar matrix-form iterative method, according to the
fundamental idea of the conjugate gradient method for the standard system of linear equations, to compute the symmetric
solutions of the problems (1.1) and (1.3). With the same idea, Huang et al. [15] designed a matrix-form iterative method to
compute the skew symmetric solutions of the problems (1.1) and (1.3). Peng [16] and Liao et al. [17] designed respective
matrix-form iterativemethod to compute the symmetric solutions of the problems (1.2) and (1.3). Thematrix-form iterative
methods proposed in [13–15] cannot used to compute the minimum Frobenius norm solution of the problem (1.2). The
matrix-form iterative methods proposed in [16,17] can be used to compute the minimum Frobenius norm solutions of
both problem (1.1) and problem (1.2). But, in general, the matrix-form iterative method proposed in [16] has very slow
convergence rate and the matrix-form iterative method proposed in [17] has very low accuracy.
In this paper, two newmatrix iterative methods are presented to solve the matrix equation (1.1), the minimum residual
problem (1.2) and the matrix nearness problem (1.3). These new matrix iterative methods have faster convergence rate
and higher accuracy than the iterative methods proposed in above references in some cases. We will use Paige’s algorithms
[18], which are based on the bidiagonalization procedure of Golub and Kahan [19], as the frame method for deriving these
newmatrix iterative methods. The basic idea is that we first characterize constraints matrix X ∈ S , then, by the Kronecker
production ofmatrices, we transform problems (1.1) and (1.2) into the unconstrained linear systems and linear least squares
problem in vector form and hence can be solved by Paige’s algorithms, and finally, we transform vector form iterative
methods into matrix form iterative methods.
This paper is organized as follows. In Section 2, we shortly review Paige’s algorithms to solve linear systems and least
squares problem. Based on Paige’s algorithms,we propose two newmatrix iterative algorithms to solve problems (1.1)–(1.3)
in Section 3. Finally, several numerical examples are given to illustrate the efficiency of these new algorithms.
2. Paige’s algorithms
Paige’s algorithms were used to compute the minimum norm solution x of the following problems:
Linear systems:Mx = f (2.1)
Linear least squares: min ‖Mx− f ‖2 (2.2)
where ‖.‖2 denote the l2-norm, that is ‖u‖2 = 〈u, u〉 = uTu. Paige’s algorithms are based on the bidiagonalization procedure
of Golub and Kahan [19] which have two forms as follows.
Bidiag 1 (starting vector f ; reduction to lower bidiagonal form):
β1u1 = f , α1v1 = MTu1.
βi+1ui+1 = Mvi − αiui
αi+1vi+1 = MTui+1 − βi+1vi
}
, i = 1, 2, . . . . (2.3)
The scalars αi ≥ 0 and βi ≥ 0 are chosen so that ‖ui‖2 = ‖vi‖2 = 1. With the definitions
Uk = [u1, u2, . . . , uk],
Vk = [v1, v2, . . . , vk], Bk =

α1
β2 α2
β3
. . .
. . . αk
βk+1
 ,
the recurrence relations (2.3) may be rewritten as
Uk+1(β1e1) = f ,
MVk = Uk+1Bk,
MTUk+1 = VkBTk + αk+1vk+1eTk+1,
where e1 and ek+1 are respectively the first and last column of the identity matrix I with size implied by context. If exact
arithmetic were used, then UTk+1Uk+1 = I and V Tk Vk = I .
Bidiag 2 (starting vectorMT f ; reduction to upper bidiagonal form):
θ1v1 = MT f , ρ1p1 = Mv1.
θi+1vi+1 = MTpi − ρivi
ρi+1pi+1 = Mvi+1 − θi+1pi
}
, i = 1, 2, . . . . (2.4)
The scalars ρi ≥ 0 and θi ≥ 0 are chosen so that ‖pi‖2 = ‖vi‖2 = 1. In this case, if
Pk = [p1, p2, . . . , pk],
Vk = [v1, v2, . . . , vk], Rk =

ρ1 θ2
ρ2 θ3
. . .
. . .
ρk−1 θk
ρk
 ,
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the recurrence relations (2.4) may be rewritten as
Vk(θ1e1) = MT f ,
MVk = PkRk,
MTPk = VkRTk + θk+1vk+1eTk ,
and also PTk Pk = V Tk Vk = I if exact arithmetic were used.
Applying on the Bidiag 1 and 2, Paige constructs two algorithms, which are respective named Paige algorithm 1 and Paige
algorithm 2, to compute the unique minimum l2-norm solution x of the linear system (2.1) and the linear least squares (2.2)
as follows.
Paige algorithm 1
(1) τ0 = 1; ξ0 = −1; ω0 = 0; z0 = 0;w0 = 0;
β1u1 = f ; α1v1 = MTu1;
(2) For i = 1, 2, . . . until {xi} convergence, do
(a) ξi = −ξi−1βi/αi; zi = zi−1 + ξivi;
(b) ωi = (τi−1 − βiωi−1)/αi;wi = wi−1 + ωivi;
(c) βi+1ui+1 = Mvi − αiui;
(d) τi = −τi−1αi/βi+1;
(e) αi+1vi+1 = MTui+1 − βi+1vi;
(f) γi = βi+1ξi/(βi+1ωi − τi);
(g) xi = zi − γiwi.
Paige algorithm 2
(1) θ1v1 = MT f ; ρ1p1 = Mv1;
w1 = v1/ρ1; ξ1 = θ1/ρ1; x1 = ξ1w1;
(2) For i = 1, 2, . . . until {xi} convergence, do
(a) θi+1vi+1 = MTpi − ρivi;
(b) ρi+1pi+1 = Mvi+1 − θi+1pi;
(c) wi+1 = (vi+1 − θi+1wi)/ρi+1;
(d) ξi+1 = −ξiθi+1/ρi+1;
(e) xi+1 = xi + ξi+1wi+1.
The scalars αi ≥ 0, βi ≥ 0 in Paige algorithm 1 and the scalars ρi ≥ 0, θi ≥ 0 in Paige algorithm 2 are chosen so that
‖ui‖2 = ‖vi‖2 = ‖pi‖2 = ‖vi‖2 = 1. Paige also pointed out that the stopping criteria on Paige algorithms 1 and 2 can be
used as ‖f − Mxi‖2 ≤ ε, |ξi| ≤ ε or ‖xi − xi−1‖2 ≤ ε, where ε > 0 is a small tolerance, to compute the unique minimum
l2-norm solution of the linear equations (2.1) and as ‖MT (f − Mxi)‖2 ≤ ε, or ‖xi − xi−1‖2 ≤ ε to compute the unique
minimum l2-norm solution of the linear least square (2.2).
3. Newmatrix iterative methods
Based on Paige algorithms 1 and 2,we propose two newmatrix iterative algorithms to solve (1.1)–(1.3) in this section.We
first consider the linear matrix equation (1.1) and the minimum residual problem (1.2) with unknownmatrix X is following
three cases (if matrix X is other case, the analogous results can be obtained, and thus is omitted here).
Case 1. X is a symmetric matrix.
Case 2. X is a symmetric R-symmetric matrix, that is, X ∈ {Y ∈ Rn×n|Y = Y T , RYR = Y , RT = R = R−1 ∈ Rn×n}.
Case 3. X is a (R, S)-symmetric matrix, that is, X ∈ {Y ∈ Rm×n|RYS = Y , RT = R = R−1 ∈ Rm×m, ST = S = S−1 ∈ Rn×n}.
In case 1. Noting that X is the symmetric solution of the matrix equation AXB = C if and only if X is the symmetric
solution of the system of matrix equations{
AXB = C
BTXAT = CT . (3.1)
And the system ofmatrix equations (3.1) can be transformed into the system of linear equations (2.1) with coefficientmatrix
M and vector f as
M =
(
BT ⊗ A
A⊗ BT
)
, f =
(
vec(C)
vec(CT )
)
.
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Therefore, β1u1 = f , α1v1 = MTu1, βi+1ui+1 = Mvi−αiui (i = 1, 2, . . . , ) and αi+1vi+1 = MTui+1−βi+1vi (i = 1, 2, . . . , )
can be written as
β1u1 =
(
vec(C)
vec(CT )
)
, (3.2)
α1v1 =
(
B⊗ AT , AT ⊗ B) u1, (3.3)
βi+1ui+1 =
(
BT ⊗ A
A⊗ BT
)
vi − αiui, (3.4)
αi+1vi+1 =
(
B⊗ AT , AT ⊗ B) ui+1 − βi+1vi. (3.5)
From (3.2)–(3.5), we have
ui =
(
vec(Ui)
vec(UTi )
)
, vi = vec(Vi), Ui ∈ Rm×p, Vi ∈ SRn×n.
And so, the vector formβ1u1 = f ,α1v1 = MTu1,βi+1ui+1 = Mvi−αiui (i = 1, 2, . . . , ) andαi+1vi+1 = MTui+1−βi+1vi (i =
1, 2, . . . , ) in Paige algorithm 1 can be rewritten as matrix form
β1U1 = C, β1 =
√
2‖C‖,
α1V1 = ATU1BT + BUT1 A, α1 = ‖ATU1BT + BUT1 A‖,
βi+1Ui+1 = AViB− αiUi,
βi+1 =
√
2‖AViB− αiUi‖,
αi+1Vi+1 = ATUi+1BT + BUTi+1A− βi+1Vi,
αi+1 = ‖ATUi+1BT + BUTi+1A− βi+1Vi‖.
Analogously, θ1v1 = MT f , ρ1p1 = Mv1, θi+1vi+1 = MTpi − ρivi (i = 1, 2, . . . , ) and ρi+1pi+1 = Mvi+1 − θi+1pi (i =
1, 2, . . . , ) can be written as
θ1v1 =
(
B⊗ AT , AT ⊗ B) (vec(C)
vec(CT )
)
, (3.6)
ρ1p1 =
(
BT ⊗ A
A⊗ BT
)
v1, (3.7)
θi+1vi+1 =
(
B⊗ AT , AT ⊗ B) pi − ρivi, (3.8)
ρi+1pi+1 =
(
BT ⊗ A
A⊗ BT
)
vi+1 − ρi+1pi. (3.9)
From (3.6)–(3.9), we have
vi = vec(Vi), pi =
(
vec(Pi)
vec(PTi )
)
, Vi ∈ SRn×n, Pi ∈ Rm×p.
And so, the vector form θ1v1 = MT f ,ρ1p1 = Mv1, θi+1vi+1 = MTpi−ρivi (i = 1, 2, . . . , ) andρi+1pi+1 = Mvi+1−θi+1pi (i =
1, 2, . . . , ) in Paige algorithm 2 can be rewritten as matrix form
θ1V1 = (ATCBT + BCTA), θ1 = ‖ATCBT + BCTA‖,
ρ1P1 = AV1B, ρ1 =
√
2‖AV1B‖,
θi+1Vi+1 = ATPiBT + BPTi A− ρiVi,
θi+1 = ‖ATPiBT + BPTi A− ρiVi‖,
ρi+1Pi+1 = AVi+1B− θi+1Pi,
ρi+1 =
√
2‖AVi+1B− θi+1Pi‖.
In case 2. Noting that X is the symmetric R-symmetric solution of the matrix equation AXB = C if and only if X is the
symmetric R-symmetric solution of the system of matrix equations
AXB = C
BTXAT = CT
ARXRB = C
BTRXRAT = CT .
(3.10)
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And the system of matrix equations (3.10) can be transformed into the system of linear equations (2.1) with coefficient
matrixM and vector f as
M =

BT ⊗ A
A⊗ BT
BTR⊗ AR
AR⊗ BTR
 , f =

vec(C)
vec(CT )
vec(C)
vec(CT )
 .
Therefore, β1u1 = f , α1v1 = MTu1, βi+1ui+1 = Mvi−αiui (i = 1, 2, . . . , ) and αi+1vi+1 = MTui+1−βi+1vi (i = 1, 2, . . . , )
can be written as
β1u1 =

vec(C)
vec(CT )
vec(C)
vec(CT )
 , (3.11)
α1v1 =
(
B⊗ AT , AT ⊗ B, RB⊗ RAT , RAT ⊗ RB) u1, (3.12)
βi+1ui+1 =

BT ⊗ A
A⊗ BT
BTR⊗ AR
AR⊗ BTR
 vi − αiui, (3.13)
αi+1vi+1 =
(
B⊗ AT , AT ⊗ B, RB⊗ RAT , RAT ⊗ RB) ui+1 − βi+1vi. (3.14)
From (3.11)–(3.14), we have
ui =

vec(Ui)
vec(UTi )
vec(Ui)
vec(UTi )
 , vi = vec(Vi),
where Ui ∈ Rm×p, Vi is a symmetric R-symmetric matrix. And so, the vector form β1u1 = f , α1v1 = MTu1, βi+1ui+1 =
Mvi−αiui (i = 1, 2, . . . , ) and αi+1vi+1 = MTui+1−βi+1vi (i = 1, 2, . . . , ) in Paige algorithm 1 can be rewritten as matrix
form
β1U1 = C, β1 = 2‖C‖,
α1V1 = ATU1BT + BUT1 A+ R(ATU1BT + BUT1 A)R,
α1 = ‖ATU1BT + BUT1 A+ R(ATU1BT + BUT1 A)R‖,
βi+1Ui+1 = AViB− αiUi,
βi+1 = 2‖AViB− αiUi‖,
αi+1Vi+1 = ATUi+1BT + BUTi+1A+ R(ATUi+1BT + BUTi+1A)R− βi+1Vi,
αi+1 = ‖ATUi+1BT + BUTi+1A+ R(ATUi+1BT + BUTi+1A)R− βi+1Vi‖.
Analogously, θ1v1 = MT f , ρ1p1 = Mv1, θi+1vi+1 = MTpi − ρivi (i = 1, 2, . . . , ) and ρi+1pi+1 = Mvi+1 − θi+1pi (i =
1, 2, . . . , ) can be written as
θ1v1 =
(
B⊗ AT , AT ⊗ B, RB⊗ RAT , RAT ⊗ RB)

vec(C)
vec(CT )
vec(C)
vec(CT )
 , (3.15)
ρ1p1 =

BT ⊗ A
A⊗ BT
BTR⊗ AR
AR⊗ BTR
 v1, (3.16)
θi+1vi+1 =
(
B⊗ AT , AT ⊗ B, RB⊗ RAT , RAT ⊗ RB) pi − ρivi, (3.17)
ρi+1pi+1 =

BT ⊗ A
A⊗ BT
BTR⊗ AR
AR⊗ BTR
 vi+1 − ρi+1pi. (3.18)
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From (3.15)–(3.18), we have
vi = vec(Vi), pi =

vec(Pi)
vec(PTi )
vec(Pi)
vec(PTi )
 ,
where Pi ∈ Rm×p, Vi is a symmetric R-symmetric matrix. And so, the vector form θ1v1 = MT f , ρ1p1 = Mv1, θi+1vi+1 =
MTpi − ρivi(i = 1, 2, . . . , ) and ρi+1pi+1 = Mvi+1 − θi+1pi(i = 1, 2, . . . , ) in Paige algorithm 2 can be rewritten as matrix
form
θ1V1 = ATCBT + BCTA+ R(ATCBT + BCTA)R,
θ1 = ‖ATCBT + BCTA+ R(ATCBT + BCTA)R‖,
ρ1P1 = AV1B,
ρ1 = 2‖AV1B‖,
θi+1Vi+1 = ATPiBT + BPTi A+ R(ATPiBT + BPTi A)R− ρiVi,
θi+1 = ‖ATPiBT + BPTi A+ R(ATPiBT + BPTi A)R− ρiVi‖,
ρi+1Pi+1 = AVi+1B− θi+1Pi,
ρi+1 = 2‖AViB− αiUi‖.
In case 3. Noting that X is the (R, S)-symmetric solution of the matrix equation AXB = C if and only if X is the (R, S)-
symmetric solution of the system of matrix equations{
AXB = C
ARXSB = C . (3.19)
And the system of matrix equations (3.19) can be transformed into the system of linear equations (2.1) with coefficient
matrixM and vector f as
M =
(
BT ⊗ A
BT S ⊗ AR
)
, f =
(
vec(C)
vec(C)
)
.
Therefore, β1u1 = f , α1v1 = MTu1, βi+1ui+1 = Mvi−αiui (i = 1, 2, . . . , ) and αi+1vi+1 = MTui+1−βi+1vi (i = 1, 2, . . . , )
can be written as
β1u1 =
(
vec(C)
vec(C)
)
, (3.20)
α1v1 =
(
B⊗ AT , SB⊗ RAT ) u1, (3.21)
βi+1ui+1 =
(
BT ⊗ A
BT S ⊗ AR
)
vi − αiui, (3.22)
αi+1vi+1 =
(
B⊗ AT , SB⊗ RAT ) ui+1 − βi+1vi. (3.23)
From (3.20)–(3.23), we have
ui =
(
vec(Ui)
vec(Ui)
)
, vi = vec(Vi),
whereUi ∈ Rm×p,Vi is a (R, S)-symmetricmatrix. And so, the vector formβ1u1 = f ,α1v1 = MTu1,βi+1ui+1 = Mvi−αiui (i =
1, 2, . . . , ) and αi+1vi+1 = MTui+1 − βi+1vi (i = 1, 2, . . . , ) in Paige algorithm 1 can be rewritten as matrix form
β1U1 = C, β1 =
√
2‖C‖,
α1V1 = ATU1BT + RATU1BT S, α1 = ‖ATU1BT + RATU1BT S‖,
βi+1Ui+1 = AViB− αiUi,
βi+1 =
√
2‖AViB− αiUi‖
αi+1Vi+1 = ATUi+1BT + RATUi+1BT S − βi+1Vi,
αi+1 = ‖ATUi+1BT + RATUi+1BT S − βi+1Vi‖.
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Analogously, the formula θ1v1 = MT f , ρ1p1 = Mv1, θi+1vi+1 = MTpi − ρivi (i = 1, 2, . . . , ) and ρi+1pi+1 =
Mvi+1 − θi+1pi (i = 1, 2, . . . , ) can be written as
θ1v1 =
(
B⊗ AT , SB⊗ RAT ) (vec(C)
vec(C)
)
, (3.24)
ρ1p1 =
(
BT ⊗ A
BT S ⊗ AR
)
v1, (3.25)
θi+1vi+1 =
(
BT ⊗ A
BT S ⊗ AR
)
pi − ρivi, (3.26)
ρi+1pi+1 =
(
BT ⊗ A
A⊗ BT
)
vi+1 − ρi+1pi. (3.27)
From (3.24)–(3.27), we can obtain that
vi = vec(Vi), pi =
(
vec(Pi)
vec(Pi)
)
,
where Pi ∈ Rm×p, Vi is a (R, S)-symmetric matrix. And so, the vector form θ1v1 = MT f , ρ1p1 = Mv1, θi+1vi+1 = MTpi −
ρivi (i = 1, 2, . . . , ) and ρi+1pi+1 = Mvi+1 − θi+1pi (i = 1, 2, . . . , ) in Paige algorithm 2 can be rewritten as matrix form
θ1V1 = ATCBT + RATCBT S, θ1 = ‖ATCBT + RATCBT S‖,
ρ1P1 = AV1B, ρ1 =
√
2‖AV1B‖,
θi+1Vi+1 = ATPiBT + RATPiBT S − ρiVi,
θi+1 = ‖ATPiBT + RATPiBT S − ρiVi‖,
ρi+1Pi+1 = AVi+1B− θi+1Pi,
ρi+1 =
√
2‖AVi+1B− θi+1Pi‖.
Analogous results can be obtained about theminimum residual problem (1.2). According to above discussion, we can design
twomatrix form iterativemethods to compute the uniqueminimumFrobenius norm solutionX of the linearmatrix equation
(1.1) and the minimum residual problem (1.2). As an example when unknown matrix X is constrained as symmetric, the
matrix form iterative methods may be listed as following Paige1_M and Paige2_M.
Paige1_M
(1) τ0 = 1; ξ0 = −1; ω0 = 0; Z0 = 0;W0 = 0;
β1U1 = C; β1 =
√
2‖C‖;
α1V1 = ATU1BT + BUT1 A; α1 = ‖ATU1BT + BUT1 A‖;
(2) For i = 1, 2, . . . until {Xi} convergence, do
(a) ξi = −ξi−1βi/αi; Zi = Zi−1 + ξiVi;
(b) ωi = (τi−1 − βiωi−1)/αi;Wi = Wi−1 + ωiVi;
(c) βi+1Ui+1 = AViB− αiUi;
βi+1 =
√
2‖AViB− αiUi‖;
(d) τi = −τi−1αi/βi+1;
(e) αi+1Vi+1 = ATUi+1BT + BUTi+1A− βi+1Vi;
αi+1 = ‖ATUi+1BT + BUTi+1A− βi+1Vi‖;
(f) γi = βi+1ξi/(βi+1ωi − τi);
(g) Xi = Zi − γiWi.
Paige 2_M
(1) θ1V1 = (ATCBT + BCTA); θ1 = ‖ATCBT + BCTA‖;
ρ1P1 = AV1B; ρ1 =
√
2‖AV1B‖;
W1 = V1/ρ1; ξ1 = θ1/ρ1; X1 = ξ1W1;
(2) For i = 1, 2, . . . until {Xi} convergence, do
(a) θi+1Vi+1 = ATPiBT + BPTi A− ρiVi;
θi+1 = ‖ATPiBT + BPTi A− ρiVi‖;
(b) ρi+1Pi+1 = AVi+1B− θi+1Pi;
ρi+1 =
√
2‖AVi+1B− θi+1Pi‖;
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(c) Wi+1 = (Vi+1 − θi+1Wi)/ρi+1;
(d) ξi+1 = −ξiθi+1/ρi+1;
(e) Xi+1 = Xi + ξi+1Wi+1.
The stopping criteria on the algorithms Paige1_Mand Paige2_Mcan be used as ‖C−AXiB‖ ≤ ε, |ξi| ≤ ε or ‖Xi−Xi−1‖ ≤ ε,
where ε > 0 is a small tolerance, to compute the unique minimum Frobenius norm solution of the linear matrix equation
(1.1) and as ‖ATCBT + BCTA− ATAXiBBT − BBTXiATA‖ ≤ ε or ‖Xi − Xi−1‖ ≤ ε to compute the unique minimum Frobenius
norm solution of the minimum residual problem (1.2). Noting that Xi obtained in Paige1_M and Paige2_M is a symmetric
matrix, we know that Xi is the symmetric solution of matrix equation (1.1) when Xi is the solution of the system of matrix
equations (3.1).
Now we consider the matrix nearness problem (1.3). We only discuss X ∈ SE is a symmetric matrix. Noting that, for
arbitrary matrix X˜ ∈ Rn×n, it follows
min
X∈SRn×n
‖X − X˜‖2 = min
X∈SRn×n
∥∥∥∥X − X˜ + X˜T2
∥∥∥∥2 + ∥∥∥∥ X˜ − X˜T2
∥∥∥∥2 .
Hence, finding the unique symmetric solution of the matrix nearness problem (1.3) is equivalent to first find the minimum
Frobenius norm symmetric solution of the matrix equation (1.1) or the minimum residual problem (1.2) with C − A X˜+X˜T2 B
instead of C . Once the minimum Frobenius norm symmetric solution X∗ is obtained by Paige1_M and Paige2_M, the unique
symmetric solution Xˆ of the matrix nearness problem (1.3) can be obtained. In this case, the solution Xˆ can be expressed
as Xˆ = X∗ + X˜+X˜T2 . Analogously, if the matrix nearness problem (1.3) with unknown matrix X ∈ SE is a skew symmetric,
symmetric R-symmetric, symmetric R-skew symmetric, (R, S)-symmetric or (R, S)-skew symmetric, matrix C in the linear
matrix equation (1.1) or the minimum residual problem (1.2) substitute, respectively, by C−A X˜−X˜T2 B, C−A X˜+X˜
T+R(˜X+X˜T )R
4 B,
C − A X˜+X˜T−R(˜X+X˜T )R4 B, C − A X˜+RX˜S2 B or C − A X˜−RX˜S2 B. The following process are the same as above, and thus is omitted
here.
4. Numerical examples
In this section, we compare Paige1_M and Paige2_M numerically with three methods proposed in [13,16,17], denoted,
respectively, by Deng_M, Peng_M and Liao_M. All the tests were performed byMATLAB 7.1 and the initial iterative matrices
in themethodsDeng_M, peng_Mand Liao_Mare chosen as zeromatrices in suitable size. All the following examples are used
to illustrate the performance of five methods to compute the minimum Frobenius norm symmetric solution X of the matrix
equation (1.1) and the minimum residual problem (1.2). LetM =
[
BT ⊗ A
A⊗ BT
]
. We use κ(M) to stand for the spectral condition
number ofM , that is, κ(M) = σ1δ1
σr δr
, where σ1 and σr are respectively the maximum and minimum nonzero singular values
of A, and δ1 and δr are respectively the maximum and minimum nonzero singular values of B.
Example 4.1. Choose arbitrary randommatrices A = rand(5, 6) and B = rand(6, 7) (in Matlab notation), such as
A =

0.8889 0.0364 0.2926 0.5409 0.1580 0.7999
0.3942 0.5878 0.3338 0.2721 0.0619 0.7985
0.2086 0.4835 0.2118 0.2529 0.3884 0.0313
0.4844 0.7815 0.5274 0.4551 0.6599 0.9868
0.1101 0.9138 0.4973 0.8363 0.8370 0.1299
 ,
B =

0.7530 0.9666 0.1586 0.9644 0.1093 0.5071 0.3037
0.6648 0.3717 0.4212 0.7847 0.4822 0.9715 0.1975
0.1553 0.3519 0.5745 0.5818 0.7193 0.7421 0.8008
0.3712 0.8074 0.0011 0.2254 0.1806 0.2224 0.0247
0.1140 0.2380 0.2408 0.5435 0.4896 0.3585 0.0904
0.5731 0.5180 0.8351 0.0807 0.4218 0.9611 0.9886
 ,
then κ(M) ≈ 528.2. Let C = Aones(6, 6)B, then the matrix equation AXB = C is consistent, and hence has a unique
minimum Frobenius norm solution. Let C = ones(5, 7), then the matrix equation AXB = C is inconsistent, and hence has a
uniqueminimumFrobenius norm least squares solution. Fig. 1 illustrates the performance of themethods: Deng_M, Peng_M,
Liao_M, Paige1_M and Paige2_M in case C = Aones(6)B. Fig. 2 illustrates the performance of the methods: Peng_M, Liao_M,
Paige1_M and Paige2_M in case C = ones(5, 7).
Example 4.2. Suppose that the matrices A, B and C be given by example 5.3 in [17]: A is a real n × n(n = 2l + 6) block-
diagonal matrix with first l blocks are the form
(
ai bi
bi ai
)
and the last two blocks are
(
0 1 0
0 0 1
0 0 0
)
and
(
0 0 1
0 0 0
0 0 0
)
, B is
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Fig. 1. Convergence curves of the function h(Xk) = log10 ‖C − AXkB‖.
Fig. 2. Convergence curves of the function h(Xk) = log10 ‖ATCBT + BCTA− ATAXkBBT − BBTXkATA‖.
Fig. 3. Convergence curves of the function h(Xk) = log10 ‖C − AXkB‖.
a real n× n block-diagonal matrix with the 3× 3 block
(
e d 0
d e d
0 d e
)
. We consider the following two cases
Case I: n = 96, ai =
√
i, bi = 2ai (1 ≤ i ≤ l), d = 2, e = 0, κ(M) = 305, C = Aones(n, n)B.
Case II: n = 96, ai = 2, bi = 2ai (1 ≤ i ≤ l), d =
√
2, e = 2, κ(M) = 144, C = ones(n, n).
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Fig. 4. Convergence curves of the function h(Xk) = log10 ‖ATCBT + BCTA− ATAXkBBT − BBTXkATA‖.
Obviously, thematrix equation AXB = C has a symmetric solution in case I and has no symmetric solution in case II. Fig. 3
illustrates the performance of the methods: Deng_M, Peng_M, Liao_M, Paige1_M and Paige2_M in case I. Fig. 4 illustrates
the performance of the methods: Peng_M, liao_M, Paige1_M and Paige2_M in case II.
The above two examples andmany other exampleswe have tested byMATLAB confirm the following convergence results
of the five iterations: Deng_M is quite efficient to solve linearmatrix equation (1.1), but do not suitable for solvingminimum
residual problem (1.2). Liao_M is efficient when A and B are sparse matrices with small spectral condition number. When A
and B are dense matrix with high spectral condition number, Liao_M has very low accuracy. Peng_M, in general, has higher
accuracy and very slow convergence rate. Paige1_M has faster convergence rate and higher accuracy than other method
to solve the linear matrix equation (1.1). Paige2_M has faster convergence rate and higher accuracy than other methods to
solve the minimum residual problem (1.2).
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