Abstract-As because of the new issues in mobile computing such as: lack of stable storage, low bandwidth of wireless channels, high mobility and limited battery life. So, coordinated check-pointing is a technique used for fault tolerant as it is domino free. It will deal with transparently fault tolerance to distributed applications. In this review paper, we have taken two objectives: (1) to minimize the number of synchronization messages and the number of checkpoints, (2) to make the checkpointing process non-blocking. We will propose the possible techniques to minimize the number of checkpoints that avoids the overhead of transferring large amount of data to the stable storage at Mobile Support Station (MSS).
in debugging distributed programs and migrating processes in a multiprocessor system. In debugging distributed programs state changes of a process during execution are monitored at various time instances. Checkpoints assist in such monitoring. Checkpointing is the process of saving the status information. Checkpoint is defined as a designated place in a program at which normal processing is interrupted specifically to preserve the status information necessary to allow resumption of processing at a later time [Parveen & Poonam, 2010; Ajay & Praveen, 2010] .
A checkpoint is a snapshot of the local state of a process, saved on local nonvolatile storage to survive process failures [Bidyut et al., 2006] . Checkpointing, a process periodically provides the information necessary to move it from one processor to another. In checkpointing, the state of each process in the system is periodically saved on stable storage, which is called a checkpoint of a process. To recover from a failure, the system restarts its execution from a previous error-free, consistent global state. In a distributed system, since the processes in the system do not share memory, a global state of the system is defined as a set of local states, one from each process. The state of channels corresponding to a global state is the set of messages sent but not yet received. A global state is said to be "consistent" if it contains no orphan message; i.e., a message whose receive event is recorded, but its send event is lost. A mobile system is a distributed system where some of processes are running on mobile hosts. The term "mobile" means able to move while retaining its network connection. A host that can move while retaining its network connection is an MH. An MH communicates with other nodes of system via special nodes Checkpoint may be local or global depending on taking the Checkpoint. Local checkpoint is an event that records the state of a process at processor at a given instance. A global checkpoint of an n-process distributed system consists of n checkpoints (local) such that each of these n checkpoints corresponds uniquely to one of the n processes. A global checkpoint M is defined as a Consistent Global State (CGS) if no message is sent after a checkpoint of M and received before another checkpoint of M [Bidyut et al., 2006; Parveen & Poonam, 2010] . The checkpoints belonging to a consistent global checkpoint are called Globally Consistent Checkpoints (GCCs) [Parveen & Poonam, 2010; Poonam & Parveen, 2010] . To recover from a failure, the system restarts its execution from the previous consistent global state saved on the stable storage during fault-free execution. This saves all the computation done up to the last check-pointed state and only the computation done there after needs to be redone [Parveen & Rachit, 2010] . The main motive of using Checkpointing is: (1)-To recover from failures. (2)-Checkpointing is also used in debugging distributed programs and migrating processes in multiprocessor system. 
III. SYSTEM MODEL
A mobile computing system consists of a large number of MHs and relatively fewer MSSs. The distributed computation we consider consists of n spatially separated sequential processes denoted by P 0 , P 1 ,... P n-1 , running on fail-stop MHs or on MSSs. Each MH or MSS has one process running on it. The processes do no share common memory or common clock. Message passing is the only way for the processes to communicate with each other. Each process progresses at its own speed and messages are exchanged through reliable channels, whose transmission delays are finite but arbitrary. The messages generated by the underlying computation are referred to as computation messages or simply messages, and are denoted by mi or m. We assume the processes to be nondeterministic [Prakash & Singhal, 1996; Guohong & Mukesh, 2001 ].
IV. MESSAGE LOGGING
Message-logging is very popular for building systems that can tolerate process crash failures. Message logging and checkpointing can be used to provide fault tolerance in distributed systems in which all inter-process communication is through messages. Each message received by a process is saved in message log on stable storage. No coordination is required between the check-pointing of different processes or between message logging and check-pointing. The execution of each process is assumed to be deterministic between received messages, and all processes are assumed to execute on fail stop processes. When a process crashes, a new process is created in its place. The new process is given the appropriate recorded local state, and then the logged messages are replayed in the order the process originally received them. All message-logging protocols require that once a crashed process recovers, its state needs to be consistent with the states of the other processes. This consistency requirement is usually expressed in terms of orphan processes, which are surviving processes whose states are inconsistent with the recovered states of crashed processes. Thus, message-logging protocols guarantee that upon recovery, no process is an orphan. This requirement can be enforced either by avoiding the creation of orphans during an execution, as pessimistic protocols do, or by taking appropriate actions during recovery to eliminate all orphans as optimistic protocols do [Alvisi et al., 1993; Alvisi & Marzullo, 1995] . A mobile support station, MSS p , also maintains the message log in its volatile storage for the MH s residing in the cell. Since a message heading for the MH i should be routed through the corresponding MSS p , logging of messages into the volatile memory space incurs little overhead. Let M i a be the a-th message delivered to MH i . Then, (i, a) is used as the identifier of M i a . The messages delivered to the MH s in the cell are logged into the volatile storage of MSS p , in the order that the message was sent from the MSS p . MSS p also logs the messages related to the mobility of MH s , such as the join, leave, disconnect and reconnect messages received from the MHs. For each of these messages, MH i attaches the value of m i rev-seq , which is logged with the message [Rao & Vin, 1998 ].
V.
REVIEW OF TRADITIONAL CHECKPOINTING ALGORITHM Parveen & Poonam (2010) have proposed a minimum process check-pointing protocol, where no useless checkpoints are taken. Also they tried to minimize the blocking of processes and to reduce the loss of check-pointing effort when any process fails to take its checkpoint. Their main concentration is to reduce check-pointing time and blocking time of processes. According to Chandy & Lamport (1985) algorithm According to Poonam & Parveen (2010), they have proposed that time taken by checkpointing algorithms should be minimum during failure free run. Resources requirement for checkpointing should be minimum. Recovery should be fast in event of failure. Availability of consistent global state in stable storage expedite recovery. Parveen & Rachit (2010) tried to reduce the number of useless checkpoints and blocking of processes. Thus, the proposed protocol is simultaneously able to reduce the useless checkpoints and blocking of processes at very less cost of maintaining and collecting dependencies and piggybacking checkpoint sequence numbers onto normal messages. According to Guohong & Mukesh (2003) , there does not exist a nonblocking algorithm which forces only a minimum number of processes to take their checkpoints, we proposed the concept of "mutable checkpoints" in implementing the non-blocking algorithm. Mutable checkpoints can be saved anywhere; e.g., the main memory or local disk. In this way, taking a mutable checkpoint avoids the overhead of transferring large amount of data to the stable storage at the file server across the network. Based on mutable checkpoints, our non-blocking algorithm avoids the avalanche effect and forces only a minimum number of processes to take their checkpoints on the stable storage. (1) it is free from the avalanche effect and minimum number of processes takes checkpoints; (2) it does not take any temporary, tentative, or mutable checkpoint unlike in some other important related works.
VI. REVIEW OF COORDINATED CHECKPOINTING APPROACH
In coordinated or synchronous checkpointing, processes coordinate their local checkpointing actions such that the set of all recent checkpoints in the system is guaranteed to be consistent [Parveen & Poonam, 2010] . Since every process always restarts from its most recent checkpoint. Also, coordinated checkpointing requires each process to maintain only one permanent checkpoint on stable storage, reducing storage overhead and eliminating the need for garbage collection [Ajay & Praveen, 2010] . In the first phase, processes take tentative checkpoints, and in the second phase, these are made permanent. The main advantage is that only one permanent checkpoint and at most one tentative checkpoint is required to be stored [Parveen & Rachit, 2010] . In coordinated checkpointing approach; all processes synchronize through control messages before taking checkpoints. These synchronization messages contribute to extra overhead but make the system free from domino effect. Coordinated check pointing algorithms are of two types: (a) blocking [Koo & Toueg, 1987] . Blocking algorithms force all relevant processes in the system to block their computation during check pointing latency and hence degrade system performance from the viewpoint of larger execution time of application programs. In non-blocking algorithms application processes are not blocked when checkpoints are being taken [Bidyut et al., 2006] . Prakash-Singhal algorithm (1996) was the first algorithm to combine min-processes and non-blocking, it forces only a minimum number of processes to take checkpoints and does not block the underlying computation during checkpointing [Parveen Kumar et al., 2005] . However, it was proved that their algorithm may result in an inconsistency. Cao & Singhal (1998) achieved non-intrusiveness in the minimum-process algorithm by introducing the concept of mutable checkpoints. The number of useless checkpoints in ] may be exceedingly high in some situations [Ssu et al., 1999] . Higaki & Takizawa, (1999) and Ssu et al., (1999) reduced the height of the checkpointing tree and the number of useless checkpoints by keeping non-intrusiveness intact, at the extra cost of maintaining and collecting dependency vectors, computing the minimum set and broadcasting the same on the static network along with the checkpoint request. Some minimum-process blocking algorithms are also proposed in literature [Silva & Silva, 1992 
VII. RELATED WORK
Cao & Singhal (1998) presents a non-blocking coordinated checkpointing algorithm with the concept of "Mutable Checkpoint" which is neither temporary nor permanent and can be converted to temporary checkpoint or discarded later and can be saved anywhere. In the scheme MHs save a disconnection checkpoint before any type of disconnection. This checkpoint is converted to permanent checkpoint or discarded later. In this scheme only dependent processes are forced to take checkpoints [Suparna & Sarmistha, 2010] . Pradhan et al., (1996) presented two un-coordinated protocol, first when a process receives a message, protocol creates checkpoint every time. The second protocol creates checkpoints periodically and logs all messages received. In communication induced checkpointing approach, a global checkpoint is similar to the approach of coordinated checkpointing while rollback propagation can be avoided by forcing additional un-coordinated local checkpoint in processes [Parveen Kumar, 2008] . Chandy-Lamport algorithm (1985) is the earliest nonblocking algorithm for static nodes. In this algorithm a markers are sent along all channels in the network and requires First In First Out (FIFO) channels. In coordinated algorithm, we may require piggybacking of integer checkpoint sequence number on normal messages. The first coordinated checkpoint protocol proposed that all communications are atomic, which is too restricted [Barigazzi & Strigni, 1983] . A single phase non-blocking coordinated checkpointing approach suitable for mobile computing environment. The main features of the algorithm are: (1) it is free from the avalanche effect and minimum number of processes takes checkpoints, (2) it does not take any temporary, tentative, or mutable checkpoint [Guohong & Mukesh, 2001 ].
VIII. CONCLUSION AND FUTURE SCOPE
As mobile computing faces many new challenges such as low wireless bandwidth, frequent disconnections and lack of stable storage at mobile hosts. These issues make traditional checkpointing techniques unsuitable to checkpoint mobile distributed systems. Minimum process Coordinated checkpointing is widely used technique in mobile distributed system as it requires less storage, bandwidth and have the characteristic of domino-free. To take a checkpoint, an MH has to transfer a large amount of checkpoint data to its local MSS over the wireless network. Since the wireless network has low bandwidth and MHs have low computation power, all-process checkpointing will waste the scarce resources of the mobile system on every checkpoint.
There are two issues that have been reviewed in this paper. To minimize the number of synchronous messages and the number of checkpoints for that the new concept introduced in the paper [Guohong & Mukesh, 2001 ] is "mutable checkpoint", which is neither a tentative checkpoint nor a permanent checkpoint, but it can be turned into a tentative checkpoint. Mutable checkpoints can be saved anywhere, e.g., the main memory or local disk of MHs. In this way, taking a mutable checkpoint avoids the overhead of transferring a large amount of data to the stable storage at MSSs over the wireless network. To make the checkpointing process non-blocking following steps may be taken : (1) the number of processes that take checkpoints is minimized to avoid awakening of MHs, (2) no useless checkpoint are taken (temporary, tentative, or mutable checkpoint), absence of these checkpoints means that much fewer number of control messages are needed, (3) If algorithm is non-blocking and not suspends their underlying computation during checkpointing, (4) save limited battery life of MHs and low bandwidth of wireless channels, and (5) Hence the minimize the number of synchronous messages and the number of checkpoints and to make checkpointing process non-blocking are the two new areas for further research and study in mobile computing system.
