In this paper, we present a progressive reversible data hiding technique by symmetrical histogram expansion in the transform domain of Piecewise-Linear Haar (PLHaar). Data are embedded into the PLHaar coefficients of images progressively from the pivotal bin of a histogram of PLHaar coefficients to both sides of the pivot symmetrically. With PLHaar, no overflow or underflow occurs to the pixel values, and our data hiding method achieves the highest embedding capacity with PSNR around 50dB compared to the previous methods in the literature. The method can also be applied to artificial images with an exactly flat histogram, which is impossible for a method to hide data in the spatial domain. The progressiveness of the proposed method also enables a rough but automatic capacity-PSNR control. The effectiveness of our method is demonstrated with a number of experiments.
INTRODUCTION
Reversible data hiding [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] , often referred to as reversible watermarking, was proposed as a promising technique for sensitive image (such as medical and remote sensed images) authentication, and it has drawn much attention in the recent years. Such an embedding algorithm allows extraction of intact hidden data from the watermarked digital carriers and lossless recovery of the original images, if no modification has been made to the watermarked digital carriers.
The earliest reference of reversible data hiding appeared as an authentication method in a patent proposed by Honsinger et al [1] , which utilizes modulo arithmetic but suffers from salt-and-pepper visual artifact. Afterwards, a number of reversible data hiding techniques have been developed, and the methods can be classified into two main categories by different data embedding domains. One category applies data embedding in the spatial domain [1] [2] [3] [4] , with relatively low capacity. The other category hides data * This work was supported by NKBRPC of China (2004CB3 18005). into the coefficients in the transform domains [5] [6] [7] [8] [9] , such as the integer DCT and the integer wavelet transform domains. The second category of methods are all facing the same problem: how to choose appropriate embedding locations to avoid pixel value overflow and underflow, and all the solutions have to pay the overhead cost to record all the embedding locations, which greatly reduces the embedding capacity.
In this paper, we try data hiding in the transform domain of the Piecewise-Linear Haar transform (PLHaar) [11] . PLHaar is an integer Haar-like transform, and was originally developed by J. Senecal for lossy and lossless image compression. It maps an n-bit integer to another n-bit integer, which results in no dynamic range expansion. histogram expansion algorithm in the PLHaar transform domain, which outperforms the histogram expansion methods in the spatial domain, with high embedding capacity and progressiveness. We choose a pivotal bin as the symmetrical axis in a histogram, and shift the other histogram bins to both sides in order to evacuate some bins for data embedding. Then, we insert bins of pixel values to both the left and the right sides of the pivot in the histogram, progressively according to the length of the hidden data. The only overhead of our algorithm is the location of the pivotal bin and the length of the watermark bits, which is hidden in the least significant bits (LSB) of the coefficients in the first row. Progressiveness of our algorithm enables a rough but automatic control of capacity-PSNR. By pushing pixel value bins in histograms further to both sides for more number of empty bins around the candidate pixel value bins for embedding, we can embed the watermark bits into not only the least significant bits, but also the other less significant bits. We will summarize our data embedding and extraction algorithms in Section 3. Experimental results on seven 512 x 512 x 8 gray-scale images are presented in Section 4, and conclusions are drawn in Section 5.
SYMMETRICAL HISTOGRAM EXPANSION
To make our description clearer, we introduce a concept of n-Buddy for m-bit numbers, with which n bits of a coefficient can be changed in reversible histogram modification. Definition 1: n-Buddy An n-Buddy of an m-bit number is an m-bit number, whose upper m -n bits are the same, but the lower n bits have at least one bit different.
Take 8-bit numbers as examples: 2 and 3 are 1-buddies of each other, and 4, 6, 7 are all 2-buddies of 5 under Definition 1. It is obvious that if a number is modified in the lower n bits, it must be one of its n-buddies or itself. Therefore, after the lower n bits of the coefficients in a histogram bin are modified, the pixel value in the bin expands into the empty neighbor n-buddy bins. In the recovery process, these neighbor n-buddy bins are all mapped into the original single bin. Our lower n-bit modification scheme is illustrated in Fig. 1 . Fig. 1 , the LSB of pixel value 0 and 2, the LSB and the second LSB of 5 are modified for data hiding, and then the left histogram is transformed into the right. After modification (data hiding), as in the right histogram of Fig.   1 , pixel values 0 and 1 as actually come from pixel value 0, pixel values 2 and 3 are from 2, and pixel values 4, 5, 6 and 7 are from 5. That means if we want to embed data into the lower n bits of a bin number in a histogram, we need shift its n-buddy bins aside to make room for the reversible histogram modification. If there are k coefficients, we can embed kn bits into the coefficients by modifying the lower n bits. The embedding process can be formulated as: Some advantages of our symmetrical histogram expansion scheme can be summarized as follows.
(1) Due to symmetrical histogram expansion, the histograms are equalized, resulting in enhanced images with better visual quality (see Fig.3 ). ( 2) The algorithm is simple, and only the location of the pivotal bin and the length of the hidden data need be recorded for lossless extraction. (3) Histogram shifts from the pivotal bin to both sides for data hiding, so the data hiding process is progressive and there is no need to evacuate all the embedding bins beforehand. (4) Progressiveness allows a rough automatic control of capacity-PSNR, since fewer watermark bits need less histogram shifting. End while 4. Recover the coefficients in the first row. 5. Apply the inverse PLHaar transform to recover the original image. About the above algorithm, the following three points help to make it perform obviously better: (1) The scanning order for data extraction is the same as that of data embedding from the pivotal bin to both sides. (2) If there are no empty bins in the coefficient histogram, use the coefficients of small bins as the shifting locations, and the overhead can be embedded into any pre-designated coefficients. ( 3) The choice of the pivotal bin should be determined by the applications and the characteristics of a histogram. For high embedding capacity requirements, the pivot can be the highest bin in the histogram. For high image quality requirements, the pivot can be chosen for fewer bin shifts.
The performance of our proposed reversible data hiding algorithm has been demonstrated by a number of experiments on six 512x512 grayscale images shown in Fig.4 and an artificial image with exactly flat histogram. Fig.5 . Table 1 shows that our algorithm achieves very high embedding capacity at PSNR around 50dB. Actually, higher capacity can still be exploited with our algorithm. 
EXPERIMENTAL RESULTS
We have also compared our method with other methods [4] , and the information is listed in Table 2 To search for such transforms is an interesting subject of research in the future. Capacity-PSNR performance of our algorithm is shown in Fig.6 . It gives the information about the progressiveness of our method. Data are embedded into an image progressively from the lower-right end upwards to the upper-left of the curves. Fig.7-9 show the performance comparison between our algorithm and Celik's, which performs well in the literature of reversible data hiding. The figures show that our algorithm achieves higher capacity at the same PSNR for all the test images, or interpreted as higher PSNR at the same capacity. 
CONCLUSIONS
PLHaar does not lead to overflow or underfiow, so our proposed algorithm for reversible data hiding in PLHaar 
