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The communication power of the one-way and two-way edge-disjoint
path modes for broadcast and gossip is investigated. The complexity of
communication algorithms is measured by the number of communication
steps (rounds). The main results achieved are the following:
1. For each connected graph Gn of n nodes, the complexity of broad-
cast in Gn , Bmin(Gn), satisfies Wlog2 nXBmin(Gn)Wlog2 nX+1. The
complete binary trees meet the upper bound, and all graphs containing a
Hamiltonian path meet the lower bound.
2. For each connected graph Gn of n nodes, the one-way (two-way)
gossip complexity R(Gn) (R
2(Gn)) satisfies
Wlog2 nXR2(Gn)2 } Wlog2 nX+1,
1.44. . . log2 nR(Gn)2 } Wlog 2 nX+2.
All these lower and upper bounds are shown to be sharp up to 1.
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3. All planar graphs of n nodes and degree h have a two-way gossip
complexity of at least 1.5 log2 n&log2 log2 n&0.5 log2 h&8, and the
two-dimensional grid of n nodes has the gossip complexity 1.5 log2 n&
log2 log2 n\O(1); i.e., two-dimensional grids are optimal gossip struc-
tures among planar graphs of bounded degree. Some upper bounds are
also obtained for the one-way mode.
4. The d-dimensional grid, d3, of n nodes has the two-way gossip
complexity (1+1d) } log2 n&log2 n log2 n\O(d). ] 1997 Academic Press
1. INTRODUCTION AND DEFINITIONS
This paper is devoted to the problem of information dissemination in intercon-
nection networks. We investigate the three basic communication tasks, broadcast,
accumulation, and gossip which can be described as follows. Assume that each ver-
tex (processor) in a graph (network) has some piece of information. The cumulative
message of G, Cum(G), is the set of all pieces of information originally distributed
in all vertices of G. To solve the broadcast [accumulation] problem for a given
graph G and a vertex u of G, we have to find a communication strategy (using the
edges of G as communication links) such that all vertices in G learn the piece of
information residing in u [that u learns the cumulative message of G]. To solve the
gossip problem for a given graph G, a communication strategy must be found such
that all vertices in G learn the cumulative message of G. Since the above stated
communication problems are solvable only in connected graphs, we note that from
now on we use the notion ‘‘graph’’ for connected undirected graphs.
The meaning of a ‘‘communication strategy’’ depends on the commununition
mode. A communication strategy is realized by a communication algorithm con-
sisting of a number of communication steps (rounds). The rules describing what can
happen in one communication step (round) are defined exactly by the communica-
tion mode. Here, we consider the following modes:
1. One way [Two-way] vertex-disjoint paths mode (1VDP mode [2VDP
mode]). One round can be described as a set [P1 , ..., Pk] for some k # N, where
Pi=xi, 1 , ..., xi, li is a simple path of length li&1, i=1, ..., k, and the paths are
vertex-disjoint. [P1 , ..., Pk] is called the set of active paths of this round. The
executed communication of this round in one-way mode consists of the submission
of the whole actual knowledge of xi, 1 to xi, li via path Pi for any i=1, ..., k. xi, 1 is
called the sender of Pi , and xi, li is called the receiver of Pi . (The executed communi-
cation of this round in two-way mode consists of the complete exchange of the
actual knowledge between xi, 1 and xi, li for any i=1, ..., k.) The inner nodes of path
Pi (nodes different from the end-points xi, 1 and xi, li) do not learn the message sub-
mitted from xi, 1 to xi, li (exchanged between xi, 1 and xi, li), they are only used to
realize the connection between xi, 1 and xi, li .
2. Farley’s edge-disjoint paths mode (1FEDP mode [2FEDP mode]). One
round can again be described as a set of active paths [P1 , ..., Pk], Pi=xi, 1 , ..., xi, li
for i=1, ..., k, satisfying the following conditions
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\i, j # [1, ..., k], i{ j: Pi and Pj are edge-disjoint, (2.1)
[xi, 1 | i=1, ..., k] & [xi, li | i=1, ..., k]=<; i.e., no node may simul-
taneously be sender and receiver in one round, (2.2)
|[xi, 1 | i=1, ..., k]|=|[xi, li | i=1, ...k]|=k; i.e., no node may be the
sender (receiver) for more than one path. (2.3)
The executed communication is interpreted in the same way as in VDP modes.
3. One-way [Two-way] edge-disjoint paths mode (1EDP mode [2EDP
mode]). One round is again described as a set of active paths P=[P1 , ..., Pk] for
some k # N, where Pi=xi, 1 , ..., xi, li for i=1, ..., k. P must satisfy the above condi-
tions (2.1), (2.2), (2.3), and additionally the next one
[xi, 1 , xi, li | i=1, ..., k] & [xr, sr | r # [1, ..., k], sr # [2, ..., lr&1]]=<;
i.e., the nodes of the paths of P can be partitioned into three disjoint
sets: the set of senders, the set of receivers, and the set of connectors,
where a connector v is used only to transfer the pieces of information
via the paths involving v. (2.4)
The executed communication is interpreted in the same way as in the VDP
modes. The VDP modes were introduced and investigated in [FHMMM94,
HKS96, HKSW95]. The 1FEDP mode was introduced by Farley in [Fa80], where
the complexity of broadcast in this mode was investigated. The EDP modes are
introduced here as a mode which communication power lies between VDP modes
and FEDP modes. But the main reason to consider the EDP modes for information
dissemination is not the fact that EDP modes are modes between some known
communication modes. The main reason to consider them is that EDP modes are
realistic for some models of parallel computers (some of the algorithms designed
here were implemented on Transputer systems supporting exactly this kind of
communication).
The main aim of this paper is to study the gossip and broadcast complexity of
interconnection networks in EDP modes as well as to compare these modes with
FEDP and VDP modes.
Now, we fix the notation used in this paper as follows. For any graph G=(V, E),
V(G)=V denotes the set of vertices of G, and E(G)=E denotes the set of edges of
G. We denote the complexity of broadcast, accumulation and gossip as B, A, and
R. For any given graph G and a vertex u of G, let Bu(G) [Au(G)] denote the num-
ber of rounds (complexity) of an optimal broadcast [accumulation] algorithm
from [to] u in G in 1EDP mode (note that the complexity for broadcast is the
same in the 1EDP and 2EDP mode). Because each accumulation algorithm for u
and G can be ‘‘reversed’’ (the sequence of rounds is reversed and also the direction
of information flow in each round) to obtain a broadcast algorithm for u and G
(and vice versa), we have Bu(G)=Au(G) for any u and G, u # V(G). For any graph
G, we define
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B(G)=max[Bu(G) | u # V(G)],
Bmin(G)=min[Bu(G) | u # V(G)],
A(G)=max[Au(G) | u # V(G)],
Amin(G)=min[Au(G) | u # V(G)].
Furthermore, let R(G) and R2(G) denote the number of rounds of the optimal
gossip algorithm for G in the 1EDP and 2EDP mode, respectively. Also, let
b=(1+- 5)2 throughout the paper.
The paper is organized as follows. Sections 2 and 3 present and discuss the main
results. These sections contain the formulation of the theorems and some short
proofs. All technical proofs are presented in Section 4. The reason to separate some
proofs from their theorems is that these proofs have a structured form consisting of
several claims, lemmata and even definitions. These assertions and definitions are
specific for the proofs in which they are included, and are not used outside the
proofs. So, reading the results and the discussion about them in Sections 2 and 3,
one does not miss any of the specific details included in the proofs of Section 4.
More precisely, Section 2 is devoted to the broadcast problem in the 1EDP
mode. The only result known about the 1FEDP mode is the fact that one can
broadcast in any graph G of n nodes from any v # V(G) in Wlog2 nX rounds. The
whole paper [Fa80] is devoted to the proof of this rather technical result. We note
that the method used in [Fa80] does not work in our weaker 1EDP mode. So, we
develop a new method designing a 1EDP communication algorithm broadcasting
in Wlog2 nX+1 rounds in any graph G of n nodes from some v of G. Thus, we get
Wlog2 nXBmin(Gn)Wlog2 nX+1 (1)
for any Gn of n nodes. Furthermore, we prove that the upper bound of (1) cannot
be improved by showing that complete binary trees have broadcast complexity
exactly Wlog2 nX+1. The lower bound Wlog2 nX is trivial and sharp for the 1EDP
mode. We note that every graph G containing a Hamiltonian path has Bmin(G)=
Wlog2 nX [FHMMM94].
Section 3 is devoted to the gossip problem in EDP modes. (Note that the gossip
complexity was not investigated in any edge-disjoint paths mode till now.) Using
(1) and the known lower bound results about gossiping in complete graphs in
standard modes [EM89, Kn75], we get
Wlog2 nXR2(Gn)2 } Wlog2 nX+1, (2)
1.44. . . log2 n=logb(wn2x)+2R(Gn)2 } Wlog2 nX+2 (3)
for any graph Gn of n nodes in Section 3.1. Here, we also show that the upper
bounds of (2) and (3) are sharp up to 1.
The gossip problem in 2-dimensional grids Gr2n of n=m
2 nodes and in planar
graphs is investigated in Section 3.2. In [HKSW95], it has been proved that the
two-way vertex-disjoint gossip complexity of Gr2n is at most 1.5 } wlog2 nx+4 and at
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least 1.5 } wlog2 nx&log2 log2 n&8. Using the proof ideas of [HKSW95], we can-
not obtain any better upper bound on R2(Gr2n) than 1.5 } wlog2 nx+4. Here, we
introduce a special pipelining method for the simulation of communication in com-
plete graphs which yields
R2(Gr2n)=1.5 } log2 n&log2 log2 n\O(1). (4)
The most interesting observation connected with (4) is that the best known
gossip algorithm in Gr2n (even in any planar graph) in two-way vertex-disjoint mode
takes 1.5 log2 n rounds. This supports the conjecture that for the 2-dimensional
grids (planar graphs) the edge-disjoint mode may be more powerful than the
vertex-disjoint mode. Furthermore, we prove
R2(Pl(n, h))1.5 log2 n&log2 log2 n&0.5 log2 h&8 (5)
for every planar graph Pl(n, h) of n nodes and degree h. Thus, the 2-dimensional
grid belongs to the best gossip structures in the 2EDP mode among all planar
graphs of bounded degree.
We also extend the technique used above in order to derive improved upper
bounds on the gossip complexity in the 1EDP mode for the 2-dimensional grid and
for all planar graphs. These bounds are again close (up to O(1)), but only if we
restrict the class of all one-way gossip algorithms to some special subclass of
‘‘regular’’ gossip algorithms [HKSW95].
Section 3.3 is devoted to gossiping in d-dimensional grids for d3. In
[HKSW95], it has been proved that the two-way vertex-disjoint gossip complexity
of Grdn is (1+1d ) } log2 n&3(log2 log2 n) for d3. Extending the technique from
Section 3.2, optimal (up to an additive constant) gossip algorithms for d-dimen-
sional grids are designed.
Concluding the introduction, we call attention to the fact that the main contribu-
tions of this paper are
(a) the general broadcast strategy for each graph (Section 2), and
(b) the optimal gossip algorithm in 2-dimensional grids (Section 3.2).
The main reason for this claim is not only the fact that (a) and (b) lead to optimal
communication algorithms, but that in order to get these results some new ideas in
the design (proof) methods for the study of disjoint-path communication algo-
rithms have been developed in this paper. Moreover, the proof method developed
to get (b) provides a technique enabling to essentially improve some gossip algo-
rithms for vertex-disjoint path modes from [HKSW95].
2. ACCUMULATION AND BROADCAST IN 1EDP MODE
In this section, we investigate the communication complexity of accumulation
and broadcast in the 1EDP mode. Note that the more powerful FEDP modes
enable to broadcast (accumulate) in Wlog2 nX rounds in any graph of n nodes
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[Fa80], and that the weaker VDP modes require even 0(n) broadcast (accumula-
tion) complexity for some families of graphs of n nodes [HKS96]. Now, we prove
the (somewhat surprising) upper bound Wlog2 nX+1 on Bmin(G) for any graph G
of n nodes, which shows that the power of the 1EDP mode is much closer to the
power of the 1FEDP mode than to the power of the 1VDP mode.
When considering arbitrary graphs G, we can restrict our attention to trees,
because accumulation as well as broadcast can be performed by applying an
appropriate algorithm to some spanning tree of G. Note also that the problems of
broadcasting and accumulation are dual to each other, i.e. reversing the com-
munication pattern for accumulation results in a communication pattern for broad-
casting. Thus, we will concentrate on the accumulation problem for trees.
Theorem 2.1. For any graph G of n nodes
Wlog2 nXA(G)=B(G)Wlog2 nX+2,
Wlog2 nXAmin(G)=Bmin(G)Wlog2 nX+1.
Proof. The optimal lower bounds B(G)=A(G)Wlog2 nX and Bmin(G)=Amin(G)
Wlog2 nX are obvious (they are even true for more powerful communication modes
than EDP modes [FHMMM94]). Because a lot of technical details are needed to
prove the upper bound, we moved the proof of the upper bound to Section 4.1. K
The next result shows that our accumulation (broadcast) strategy cannot be
improved. Let C2Th denote the complete binary tree of depth h for any h # N.
Lemma 2.2. For any positive integer h4 (and n=2h+1&1),
Amin(C2Th)=A(C2Th)=h+2=Wlog2 nX+1.
Proof. C2Th is a graph of degree 3, which means that each 1EDP algorithm is
a 1VDP algorithm, too. For the 1VDP mode, this assertion was established in
[FHMMM94]. K
We do not know whether there is a graph G with B(G)=Wlog2 nX+2=
Bmin(G)+1. We leave it as an open problem here.
3. GOSSIP
In this section we consider the complexity of gossiping.
Section 3 is organized as follows. In Section 3.1, we give general bounds on the
gossip complexity in the EDP modes for any graph G, and we show that these
bounds are tight. We also give a general lower bound on gossiping in graphs with
bounded edge bisection width. The main results of this paper are presented in
Section 3.2. The optimal gossip algorithms for two-dimensional grids are designed
there. To prove their optimality, we even prove that no planar communication
structure can do gossip better than squared grids. Section 3.3 extends the results of
Section 3.2 to d-dimensional grids.
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3.1. General Bounds
Following the fact that one one-way gossip algorithm in a graph G can be con-
structed as the concatenation of an accumulation algorithm to some node v and a
broadcast algorithm from v in G, we get
R(G) min
u # V(G)
[Au(G)+Bu(G)]=2 } Bmin(G).
Note that the broadcast algorithm in this concatenation can be always taken as the
‘‘reverse’’ of the preceding accumulation algorithm. For the two-way mode, we get
in this way that the last round of the accumulation algorithm is the same as the first
round of the broadcast algorithm and therefore can be omitted from the com-
munication scheme. Thus, we obtain
R2(G)2 } Bmin(G)&1.
Applying the results of Section 2, we have the following result.
Theorem 3.1.1. For any graph Gn of n nodes, n2,
(i) logb (wn2x)+2R(Gn)2 } Wlog2 nX+2,
(ii) Wlog2 nXR2(Gn)2 } Wlog2 nX+1.
The lower bounds of (i) and (ii) are tight, because one can gossip in the complete
graph of n nodes in this number of rounds [EM89]. The fact that the upper bounds
are sharp up to 1 is provided by the following theorem.
Theorem 3.1.2. For each complete binary tree C2Th of depth h3 (and
n=2h+1&1 nodes),
(i) 2h+3=2 } Wlog2 nX+1R(C2Th)2h+4,
(ii) 2h+2=2 } Wlog2 nXR2(C2Th)2h+3.
Proof. The upper bounds R(C2Th)2h+4 and R2(C2Th)2h+3 follow easily
from Lemma 2.2 claiming Amin(C2Th)=Bmin(C2Th)=h+2. The more involved
proof of the lower bounds is contained in Section 4.2. K
We close Section 3.1 by giving, for any positive integers n, k, a general lower
bound on the complexity of gossiping in graphs of n nodes and edge bisection
width k.
Lemma 3.1.3. Let Gn, k be a graph of n nodes and edge bisection with k. Then
R2(G)2 } log2 n&log2 k&log2 log2 n&4.
Proof. Exactly the same lower bound 2 } log2 n&log2 k&log2 log2 n&4 is
proved for the 2VDP mode in [HKSW95] by showing that the 2VDP gossip
complexity of any graph with n nodes and vertex bisection width k is at least
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2 } log2 n&log2 k&log2 log2 n&4. If one uses the edge bisection and the 2EDP
mode instead of the vertex bisection and the 2VDP mode, the proof of
[HKSW95]works without any changes for our Lemma 3.1.3. K
3.2. Gossiping in 2-Dimensional Grids and Planar Graphs
This section contains technically the most interesting claim of this section. First,
the following result for the 2-dimensional grid Gr2n of size m_m=n is established.
Theorem 3.2.1. For each n=m2, m # N,
R2(Gr2n)=1.5 } log2 n&log2 log2 n\O(1).
Proof. Here, we prove the lower bound. We see that R2(Gr2n) has edge bisection
width - n. Applying Lemma 3.1.3, we obtain R2(Gr2n)1.5 } log2 n&log2 log2 n&4.
The rather technical proof of the upper bound is given in Section 4.3. K
The optimality of the above stated result is still underlined by the following
theorem claiming that Gr2n is an optimal gossip structure in the class of all planar
graphs of bounded degree.
Theorem 3.2.2. For any planar graph Pl(n, h) of n nodes and degree bounded
by h,
R2(Pl(n, h))1.5 log2 n&log2 log2 n&0.5 log2 h&8.
Proof. Applying the version of the planar separator theorem by Diks et al.
[DDSV93], we see that every planar graph of n nodes and degree h has edge bisec-
tion width (6 - 2+4 - 3) - hn. Inserting this for k in Lemma 3.1.3, we obtain the
result of Theorem 3.2.2. K
Note that the quickest gossip algorithm in the 2VDP mode in planar graphs of
bounded degree takes 1.5 log2 n rounds [HKSW95], and we conjecture that the
real difference between the 2VDP and the 2EDP mode in planar graphs of bounded
degree is of order log2 log2 n.
We are able to extend the upper bound in Theorem 3.2.1 to the one-way mode.
Theorem 3.2.3. For every n=m2, m # N,
R(Gr2n)(1+(logb 2)2) } log2 n&(2&logb 2) } log2 log2 n+O(1)
=1.72 . . . log2 n&0.56. . . log2 log2 n+O(1).
Proof. Since the proof requires us to define some specific notions and to prove
several claims about them, we have moved it to Section 4.4. K
Although we are not able to get a corresponding closed lower bound (up to
O(1)) for general gossip strategies, one can obtain such matching lower bounds for
some special subclass of ‘‘regular’’ gossip algorithms as introduced in [HKSW95].
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The lower bounds of [HKSW95] are formulated for the 1VDP mode, but one can
easily observe that the proofs work for the 1EDP mode, too. The fact that non-
trivial lower bounds for unrestricted one-way gossip algorithms are known only for
very simple structures like trees, cycles and complete graphs [EM89, KCV92,
HJM93] underlines the difficulty and the importance of searching for a good lower
bound method for communication in the one-way mode.
3.3. Gossiping in d-Dimensional Grids for d3
In this section, extending the design and proof technique used in the previous
section, optimal gossip algorithms for d-dimensional grids Grdn of size n=m
d are
constructed.
Theorem 3.3.1. For d3, n # N,
(i) R2(Grdn)=(1+1d ) } log2 n&log2 n log2 n\O(d ),
(ii) R(Grdn)(logb 2+(2&logb 2)d ) } log2 n&(2&logb 2) } log2 n log2 n+O(d )
=(1.44 . . .+0.56. . . d) } log2 n&0.56 . . . log2 log2 n+O(d).
Proof. The lower bound R2(Grdn)(1+1d ) } log2 n&log2 n log2 n\O(d ) can
be derived by applying Lemma 3.1.3 together with the obvious fact that the
d-dimensional grid Grdn has edge bisection width n
1&1d. The rather technical proof
of the upper bounds is contained in Section 4.5. K
One can observe that our algorithms work also in the VDP modes, which means
that the 2EDP mode is not essentially more powerful than the 2VDP mode for
d-dimensional grids, d3. This improves the result from [HKSW95], where the
upper bound
(1+1d) } log2 n& 12 } log2 log2 n+O(d )
has been established. This contrasts the 2-dimensional case, where the difference
seems to be of order log2 log2 n [HKSW95].
To see that one can simulate the EDP modes by VDP modes in 3- and more-
dimensional grids, consider the following ideas showing how to simulate any EDP
communication algorithm on an n_m grid by a VDP algorithm on the 3n_3m_2
grid. The VDP algorithm accumulates in the first two rounds the information in
n_m accumulation nodes of one of the 3n_3m subgrids in such a way that any
two nodes lie in the distance at least two. Then, one can simulate the EDP algo-
rithm by laying all horizontal lines of the paths into the first 3n_3m grid and all
vertical lines into the second 3n_3m grid. After this, two last additional rounds are
used to distribute the cumulative message.
Since our EDP gossip algorithms on d-dimensional grids for d3 are based on
a consecutive execution of several gossip algorithms in 2-dimensional subgrids (see
the proof in Section 4.5), the idea above shows that Theorem 3.3.1 can be for-
mulated for VDP modes as well.
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4. PROOFS
4.1. Proof of the Upper Bounds in Theorem 2.1
Since A(G) exceeds Amin(G) at most by 1, it is sufficient to prove Amin(G)
Wlog2 nX+1.
Recall that in the accumulation problem each vertex has some piece of informa-
tion and a communication strategy has to be found for collecting all these pieces
in some vertex v. The following notation is convenient for representing our com-
munication strategy.
Definition 4.1.1. Let G=(V, E) be any graph and let A=A1A2...Am be a
communication algorithm on G. A set of vertices KV is called knowledge set
according to d rounds of A, if the pieces of information residing in the vertices of
K form the cumulative message after the execution of the first d rounds A1 , ..., Ad
of A on G; i.e., all pieces of information are collected in K after d rounds of A. Let
T=(V, E) be some tree. Any vertex of degree >2 in T is called a critical vertex,
while all other vertices are called noncritical. The set of all noncritical vertices is
denoted by ncrit(T ); i.e., ncrit(T )=[v # V | degree(v)2].
Note that the size of minimal knowledge sets after a number of rounds measures
in a natural way the progress of an accumulation algorithm. Also note that the
number of critical vertices in a tree T is always strictly less than the number of non-
critical vertices.
Our communication strategy for a tree T of n vertices consists of two principal
phases:
Phase 1. Collect all pieces of information in a subset S of noncritical vertices
with |S|wn2x. That is, S[v # V | degree(v)2] becomes a knowledge set after
the first phase.
Phase 2. In each of Wlog2 nX&1 communication rounds, reduce the size of a
given knowledge set K by a factor of two, more precisely, we make K$K with
|K$|=W |K|2X a knowledge set. Clearly, at the end of this phase the knowledge set
obtained consists of a single vertex. Thus, accumulation is completed.
Next, we will give the details of the two phases.
In the first phase, the algorithm sends all information from the critical nodes to
the noncritical nodes, and it additionally produces a knowledge set of size wn2x.
This initial phase takes at most two rounds.
Lemma 4.1.2. Two rounds of communication in 1EDP mode suffice for Phase 1 of
the accumulation algorithm.
Proof. Let T=(V, E) be a tree of height h with a root r and n vertices. We
define a tree T by adding to T a new root r^ as a neighbor of r, thus T =(V _4 [r^],
E _4 [(r, r^)]). Note that n denotes the number of nodes in T, thus T always has
n+1 nodes.
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For all trees T with n vertices we show by induction on the height h of T that
there exist communication patterns for T and T , such that within two rounds
1. In the communication pattern for T (T ), no node is sending in one round
and receiving in the other.
2. A knowledge set Sncrit(T ) with |S|=wn2x is produced within the
tree T, and the root r is sending its information (i.e., r  S).
3. A knowledge set S ncrit(T ) with |S |=Wn2X is produced within the
tree T , and the root r^ is sending its information (i.e., r^  S ).
4. If the height of T is 1, then r  S .
Note that property 1 implies that the two rounds of the communication pattern
for T (T ) can be exchanged without changing the result of the algorithm.
Let T be a tree of height 1 with leaves l1 , l2 , ..., lm . We distinguish two cases
depending on m:
Case 1. If m is odd, we introduce for T the following communication pattern. In
round 1 the root r sends its information to l1 and in round 2 for each even x the
node lx receives the information of lx+1 via the path (lx+1, r, lx) [see Fig. 1a].
FIGURE 1
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The knowledge set produced by the above communication is S=[l1 , l2 ,
l4 , l6 , ..., lm&1] with |S|=(m+1)2=n2=wn2x, such that Sncrit(T ) and
r  S.
The communication pattern for T is constructed from the above pattern for T by
adding in round 2 the path (r^, r, l1) [see Fig. 1b].
The knowledge set is S =S with |S |=(m+1)2=n2=Wn2X, such that
S ncrit(T ) and r, r^  S .
Case 2. If m is even, we introduce the following communication pattern for T.
In round 1 the root r sends its information to l1 and in round 2 for each odd x
the node lx receives the information of lx+1 via the path (lx+1 , r, lx). Note that
l1 receives information in both rounds [see Fig. 1c].
The knowledge set produced by the above communication is S=[l1 , l3 , l5 , ...,
lm&1] with |S|=m2=(n&1)2=wn2x, such that Sncrit(T) and r  S.
The communication pattern for T is the following: In round 1 the root r sends
its information to l1 . In round 2 the node r^ sends its information to l1 via the path
(r^, r, l1), and, for each odd x>1, the node lx receives the information of lx+1 via
the path (lx+1 , r, lx) [see Fig. 1d].
The knowledge set produced by the above communication is S =[l1 , l2 ,
l3 , l5 , l7 , ..., lm&1] with |S |=m2+1=(n&1)2+1=(n+1)2=Wn2X, such that
S ncrit(T ) and r, r^  S .
In all of the above cases it is easy to see that the communication patterns are in
1EDP mode and that no node is sending in one round and receiving in the other.
Let T be a tree of height h>1. Let us assume that the statement holds for all
trees of height less than h. Depending on the structure of T, we distinguish three
cases. Note that in most cases the tree T is split into subtrees by deleting some
edges. The communication pattern for T is formed by the union of the communica-
tion patterns of the subtrees, i.e., the active paths in round 1 (2) for T are formed
by the union of the sets of the paths of the subtrees which are active in round 1 (2).
In this case the communication for T is in 1EDP mode. Furthermore, if all nodes
incident to the deleted edges are not receiving any information, then in T only non-
critical nodes are receiving.
Case 1. Some neighbors l1 , l2 , ..., lm of the root r are leaves in T. Since h>1,
there is at least one neighbor of r which is not a leaf. We delete all edges from r
to the nonleaf neighbors of r, splitting T into x trees T1 , T2 , ..., Tx , where T1 con-
tains the root r [see Fig. 2a]. For each 1ix, Ti is of height at least one and
has ni nodes. Obviously, n=xi=1 ni .
By induction, for each Ti , there exists a communication pattern in 1EDP mode
which produces a knowledge set Si of size wni2x, such that Sincrit(Ti) and r  S1 .
The union of these communication patterns produces a knowledge set S for T of size
:
x
i=1 \
ni
2\ :
x
i=1
ni
2=\
n
2 ,
such that Sncrit(T ) and r  S.
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FIGURE 2
The tree T is split in the same way as T into the subtrees T 1 , T2 , ...Tx , where T1
contains the root r [see Fig. 2b].
By induction there exists for each Ti (T 1) a communication pattern in 1EDP
mode which produces a knowledge set Si (S 1) for Ti (T 1) of size wni2x (Wn12X),
such that Sincrit(Ti) (S 1ncrit(T 1)) and r, r^  S 1 . (Note that T1 has height 1.)
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The union of these communication patterns produces a knowledge set S for T of
size
n12 |+ :
x
i=2 \
ni
2n12 |+\ :
x
i=2
ni
2=n12 |+\n&n12 n2| ,
such that S ncrit(T ) and r^  S .
Note that by induction property 1 is fulfilled for T and T .
Case 2. There exists just one neighbor r1 of r. Since h>1, r1 is not a leaf. Let
T1 be the subtree with n1=n&1 nodes rooted at r1 [see Fig. 2c]. Then T 1=T.
By induction there exists a communication pattern for T 1 which produces a
knowledge set S 1 of size Wn1 2X, such that S 1ncrit(T 1) and r= r^1  S 1 . This com-
munication pattern produces a knowledge set S=S 1 for T=T 1 of size
n12 |=n&12 |\n2 ,
such that Sncrit(T ) and r  S.
To produce a communication pattern for T we split T into T1 and T2=([r, r^],
[(r, r^)]) by deleting the edge (r, r1) [see Fig. 2d].
By induction there exists a communication pattern for T1 (T2) in 1EDP mode
which produces a knowledge set S1 (S2) for T1 (T2) of size wn12x (wn2 2x), such
that S1ncrit(T1), S2ncrit(T2), and r^  S2 . The union of these communication
patterns for T1 and T2 produces a knowledge set S for T of size
\n22 +\
n1
2 =1+\
n&1
2 =\
2+n&1
2 =\
n+1
2 n2| ,
such that S ncrit(T ) and r^  S .
Note that by induction, property 1 is fulfilled for T and T .
Case 3. There exist at least two neighbors of r and none of the neighbors of r
is a leaf. Let r1 , r2 , ..., rx be the neighbors of r and let Ti be the subtree rooted at
ri with ni nodes [see Fig. 2e]. Obviously, n=1+xi=1 ni . We delete all edges (r, ri)
for 2ix.
By induction there exist communication patterns for Ti (2ix) and T 1 with
r= r^1 which produces a knowledge set Si (S 1) for Ti (T 1) of size wni2x (Wn1 2X),
such that Sincrit(Ti) (S 1ncrit(T 1)) and r= r^1  S 1 . The union of these com-
munication patterns for T 1 , T2 , ..., Tx produces a knowledge set S for T of size
n12 |+ :
x
i=2\
ni
2\
n1+1
2 +\ :
x
i=2
ni
2
=\n1+12 +\
n&n1&1
2 \
n
2 ,
such that Sncrit(T ) and r  S.
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To produce a communication pattern for T we delete all edges (r, ri) for 3ix
[see Fig. 2f].
By induction there exists a communication pattern for Ti (3ix) which
produces a knowledge set Si of size wni2x, such that Sincrit(Ti). Furthermore
there exists a communication pattern for T i (1i2) which produces a knowledge
set S i of size Wni 2X, such that S incrit(T i). By induction r^i (1i2) is sending
to some node li within T i . According to property 1, we may schedule the com-
munication within T i (1i2) such that the path (r=r^i , ri , ..., li) is active in
round i. A correct communication pattern in 1EDP mode for T =(V(T1) _
V(T2) _ [r, r^], E(T1) _ E(T2) _ [(r, r1), (r, r2), (r, r^)]) is produced by identifying
r= r^1=r^2 and substituting the path (r= r^1 , r1 , ..., l1) with the path (r^, r, r1 , ..., l1).
The communication pattern for T consists of the union of the above pattern for T
and the patterns for Ti (3ix). This communication pattern produces a knowl-
edge set S for T of size
n12 |+n22 |+ :
x
i=3 \
ni
2n12 |+\n2+12 + :
x
i=3 \
ni
2
n12 |+\n&n12 n2| ,
such that S ncrit(T ) and r^  S .
Note that by induction property 1 is fulfilled for T and T . K
The crucial task in Phase 2 is the reduction of a knowledge set by a factor of two.
The following lemma shows that such a reduction is always possible with one
round of communication.
Lemma 4.1.3. Let K be any knowledge set for T consisting of noncritical vertices
only. Then there exist a set K$K with |K$|=W |K|2X and a communication pattern
that can be implemented in one round in 1EDP mode, such that after performing this
communication, K$ is a knowledge set for T.
Proof. W.l.o.g. we assume that |K| is even and show that some K$ with
|K$|=|K|2 exists satisfying the specification of the lemma.
To determine K$ and the associated communication pattern, we first decompose
the tree T into subtrees T1 , ..., Tm . All occurring communications will be local to
these subtrees. We call an edge e even if the removal of e partitions T into two sub-
trees containing an even number of vertices of K each. Otherwise an edge is called
odd. The partition of T into T1 , ..., Tm is obtained by removing all even edges. Note
that after removing an even edge, the remaining edges keep their type with respect
to the obtained subtrees. Let Ki be the set of vertices of K residing in Ti . Then each
subtree Ti has the following properties:
1. Ti contains an even number of elements of K.
2. All edges in Ti are odd with respect to Ti .
3. Each vertex of Ki is a leaf in Ti .
4. Each inner vertex of Ti has even degree.
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Property 1 follows by an inductive argument when removing one even edge after
the other from T. A similar argument can be used to show property 2. Property 3
holds, because any noncritical vertex v # T has degree 2. In case v has degree 2,
one of its edges is even with respect to T, and thus is removed during the partition
process. Now, properties 13 imply property 4 as follows. Removing any inner
vertex x from Ti , decomposes Ti into subtrees. Each of these subtrees contains an
odd number of vertices of Ki by properties 2 and 3. Since Ti contains an even
number of vertices (property 1), the number of subtrees has to be even, i.e., the
degree of x is even.
Note that it suffices to show that there is some set K $i /Ki with |Ki$|=|Ki|2
collecting all pieces of information from Ki within one communication round
for all i.
The set Ki$ together with the associated communication pattern is constructed
incrementally. We choose any two vertices k and k$ from Ki , and include k$ in Ki$.
The pieces of information resident in k will be transferred to k$ by communicating
along the unique path between k and k$ in Ti . To avoid reuse of communication
links, we next remove all edges on the path between k and k$. This decomposes Ti
into subtrees Ti1, ..., T li . For any of these subtrees (except the isolated leaves k and
k$) properties 14 given above also hold, since each inner vertex of Ti modified
during this removal of edges loses exactly two edges. Now we proceed in the same
way with any subtree Tij containing some member of Ki"[k, k$]. An easy induction
shows that this iterative pairing process leads to a knowledge set for Ti of size
|Ki |2. K
4.2. Proof of the Lower Bounds in Theorem 3.1.2
We start the proof of R(C2Th)2 } Wlog2 nX+1 and R2(C2Th)2 } Wlog2 nX by
defining some helpful notation and by proving a helpful technical lemma.
Let G be a graph and v be a node of G. Let A be a communication algorithm
on G having k rounds for some k # N. For every j, 0 jk, IjA(v) is the set of all
pieces of information learned by the node v after j rounds of A, and I jA(v) is the
set of all pieces of information flowing to or via the node v in the first j rounds of
algorithm A.
Obviously, IjA(v)I jA(v) for every v # V(G) and every j # [0, ..., k]. We also
observe that if I jA(v)=Cum(G) then jAv(G)=Bv(G), because we can change the
first j rounds of A to get an accumulation algorithm to the node v of G.
Let t (A) denote the smallest number of rounds after which there exists a v # V(G)
such that I At (A)(v)=Cum(G). Now, we give a helpful technical lemma which holds
for all trees of degree 3, not only for complete binary trees. This lemma is a
generalization of a similar lemma for the standard telephone and telegraph modes
[BHMS90].
Lemma 4.2.1. Let T be a tree of degree bounded by 3, and let S be a 1EDP gossip
algorithm for T. Let t=t (S) denote the smallest number of rounds after which there
exists a v # V(G) such that I tS(v)=Cum(T). Then all vertices w with I tS(w)=Cum(T)
lie on one path P of T, and moreover P is a part of an active path in the t-th round.
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Proof of Lemma 4.2.1. Let us assume that there are two vertices u and v of T
with I tS(u)=I tS(v)=Cum(T ) lying on two different active paths Pu and Pv resp. of
the tth round. Since Pu and Pv must be edge-disjoint and T has degree 3, Pu and
Pv are vertex-disjoint.
Let Puv be the only path between u and v in T. Let Pu v be a continuous part of
Puv such that the intersection of Pu and Pu v contains exactly one vertex u and the
intersection of Pv and Pu v contains exactly one vertex v (note that u=u or v=v is
possible). Let e be the edge incident to v lying on path Pu v , and let e=(v , z). Let
us denote by Tz and Tv the two subtrees of T (rooted at z and v resp.) obtained
by removing the edge e.
Obviously, the edge e is not a part of any active path in the tth round. Assume
that e was last active in a round t1 , where t1<t. We distinguish between two
possibilities according to the flow direction on e in round t1 .
1. Suppose the information flow was from v to z in the round t1 . Since all
pieces of information of Cum(Tv ) must flow to u through v , Cum(Tv )I St1(v ). Now,
assume the last activity of e in the flow direction from z to v is in the round t2 .
Obviously, t2<t1 . Since all pieces of information of Cum(Tz) must flow to v
through v and there is no submission from z to v (v) in the rounds t2+1,
t2+2, ..., t, we have Cum(Tz)I St2(v ). Thus, Cum(T )Cum(Tz) _ Cum(Tv )I
S
t1(v ),
which contradicts the fact that t>t1 is the smallest number of rounds after which
Cum(T)=I tS(w) for some w # V(T).
2. Suppose the information flow was from z to v in the round t1 . Then
Cum(Tz)I St1(v ). But Cum(Tv )I
S
t1&1(v ), because there is no information sub-
mitted from v to u in the rounds t1 , t1+1, ..., t. Thus, we have the same contradic-
tion as in the first case. K
Now, using Lemma 4.2.1 we prove (i) of Theorem 3.1.2. Let A be any gossip
algorithm on C2Th , h2. We have already observed that t (A)h+2, because
Av(C2Th)=h+2 for every v # V(C2Th) (Theorem 3.3 in [FHMMM94]). We
divide this proof into two cases: (1) t (A)>h+2, and (2) t (A)=h+2.
(1) Suppose t (A)>h+2. Then from Lemma 4.2.1 we get that after t (A)
rounds, all the vertices w with I At (A)(w)=Cum(C2Th) lie on a single path P. This
means that there is a subtree T $ of height h&2 whose root r fulfills I At (A)(r){
Cum(C2Th). But Cum(T $)I At (A)(r), because all pieces of information of Cum(T $)
flowing outside T $ must flow via r. Thus, there is a piece of information lying out-
side T $ and unknown to any node in T $ after t (A) rounds of A. To complete
gossip, we must at least broadcast this piece of information to all nodes in T $,
which takes at least (h&2)+2=h rounds. So, the number of rounds of A is at least
t (A)+h2h+3.
(2) Suppose t (A)=h+2, i.e., the first t (A) rounds of A form an optimal
accumulation algorithm. A direct consequence of Lemma 4.1.2 in [FHMMM94] is
the following fact:
‘‘For every h3 and every communication algorithm A on C2Th , there
is at least one son w of the root of C2Th with the property I Ah+2(w){
Cum(C2Th).’’
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Following this fact, we see as in case (1) that to complete gossip one must still
broadcast one message lying outside the tree Tw rooted at w to all of the vertices
in Tw . Since Tw has height h&1, this takes at least h+1 rounds. Thus, the number
of rounds of A is at least t (A)+h+12h+3.
This completes the proof of the lower bound (i) R(C2Th)2h+3.
Now, we sketch the proof of (ii). One can easily observe that Lemma 4.2.1 works
also for the two-way mode. After t (A) rounds, we still have to broadcast in a sub-
tree of C2Th of height h&2, and the two-way mode does not make broadcast
easier. Since t (A)h+2, we have that the number of rounds of any 2EDP-gossip
algorithm A is at least t (A)+h2h+2. K
4.3. Proof of the Upper Bound in Theorem 3.2.1
Here, we will prove the upper bound 1.5 } log2 n&log2 log2 n+15 for gossiping in
Gr2n in the 2EDP mode.
Let Gr(a, b) denote the (a_b)-grid. To prove the upper bound, we proceed in the
following two steps:
1. First, we show that, for m being a power of two, gossiping between the
vertices of row [[1, i] | 1im log2 m] in Gr(m, m log2 m) can be achieved in
log2 m+Wlog2 log2 mX+1 steps.
2. Then, we demonstrate how this result can be used to gossip in Gr2n in
1.5 } log2 n&log2 log2 n+15 rounds.
Let us start by verifying the first claim.
Lemma 4.3.1. Let m=2d for some d # N. Then gossiping between the vertices
of row [[1, i] | 1im log2 m] in Gr(m, m log2 m) can be achieved in log2 m+
Wlog2 log2 mX+1 steps.
Proof. Before we start with the proof itself, it should be pointed out that in
order to gossip in row S=[[1, i] | 1im log2 m] of Gr(m, m log2 m), it is not
sufficient to implement the optimal algorithm for the hypercube Qd of dimension
d =log2 (m log2 m), if d is a power of 2,
Algorithm GOSSIP-Qk .
begin
for i to k do
for all : # [0, 1]i&1, ; # [0, 1]k&i do in parallel
exchange information between :0; and :1;;
end;
as in [HKSW95] for the 2VDP mode. The reason for this is that any bisection of
an N-node hypercube requires the removal of at least 0(N log2 log2 Nlog2 N)
dimension i edges for some 1ilog2 N (cf. [KKL88] and Exercise 3.8 from
[Le92]). Hence, there is some round of Algorithm GOSSIP-Qd which cannot be
implemented. Instead, we come up with a new algorithmic paradigm, which first
executes d hypercube algorithms in parallel in a pipelined fashion in disjoint parts
of row S, before gossiping between the parts.
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The precise construction works as follows. Number the nodes of S from left to
right by the elements of [0, 1, ..., d&1]_[0, 1]d according to the lexicographical
order on [0, 1]d_[0, 1, ..., d&1]. Now, S is divided into d=log2 m parts
Si :=[(i, :) | : # [0, 1]d], 0id&1,
of size 2d=m, and also into 2d=m parts
S : :=[( j, :) | 0 jd&1], : # [0, 1]d,
of size d.
Communication between vertices is established by a set of canonical paths. We
say that vertices v=[1, j] and w=[1, k] communicate via the track t, if the infor-
mation is passed first vertically from [1, j] to [t, j], then horizontally along the tth
row to [t, k], and then finally vertically from [t, k] to [1, k]. With this notation,
gossiping in S can be described as follows.
(1) First, we gossip on each Si , 0id&1, in parallel.
(2) Then, we gossip on each S : , : # [0, 1]d, in parallel.
This algorithm obviously performs a gossip on S. Phase (2) can be done in time
Wlog2 dX+1. If d is a power of 2, we directly implement the hypercube algorithm
in each of the disjoint (d_d )-subgrids
Gj=[(k, l) | 1kd, jd+1l jd+d], 0 j2d&1.
At most d2 tracks are needed to establish all the communications of one round
of the algorithm. If d is not a power of 2, we first collect all pieces of the cumulative
message of S : in a subrow not necessarily consisting of consecutive nodes of size 2d

for some d . This requires one communication round. Then we gossip in the subrow,
and finally the cumulative message residing at each vertex of the subrow is dis-
tributed to all vertices in S : in one additional round. Hence, gossiping in S : ,
: # [0, 1]d, can be performed in Wlog2 dX+1 rounds.
For Phase 1, it is not possible to implement the hypercube algorithm directly,
because d2d&1=(m log2 m)2 tracks would be needed. Instead, we execute d hyper-
cube algorithms on S0 , S1 , ..., Sd&1 in parallel in a pipelined fashion, i.e., in each Sj ,
0 jd&1, we perform a modified hypercube algorithm which performs all the
communications in increasing order according to the dimensions (as usual), but in
Sj we start with dimension j+1. The precise algorithm works as follows:
Algorithm PIPELINED-GOSSIP.
begin
for i=1 to d do
for all j # [0, 1, ..., d&1] do in parallel
for all : # [0, 1](i+j) mod d, ; # [0, 1]d&1&(i+j) mod d do in parallel
exchange information between ( j, :0;) and ( j, :1;);
end;
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The main property of Algorithm PIPELINED-GOSSIP is that in each round i,
there is exactly one of the hypercube algorithms on parts S0 , ..., Sd&1 which com-
municates in dimension l, 1ld. Thus, to establish all the communications of
round i, only
:
d&1
l=0
2l=2d&1
tracks are needed. Hence, each round can be implemented without any slowdown
on Gr(m, m log2 m)=Gr(2d, d2d). Thus, Algorithm PIPELINED-GOSSIP can be
performed in d rounds, which leads to a total of d+Wlog2 dX+1=
log2 m+Wlog2 log2 mX+1 rounds for the whole gossip algorithm on S. K
Now, we will see how the result from Lemma 4.3.1 can be used to gossip in Gr2n
and so to prove the upper bound of Theorem 3.2.1,
R2(Gr2n)1.5 } log2 n&log2 log2 n+15
for each n=r2, r # N.
We design a ‘‘three-phase algorithm’’ based on an algorithmic concept introduced
in [HKS96, HKSW95]. Let us informally define what a three-phase algorithm is.
Let G be any graph. Let a(G) be any subset of nodes of G. We call a(G) the set of
accumulation nodes, and every node in a(G) is called an accumulation node. A three-
phase gossip algorithm for G according to a(G) works in the following three phases:
1. Accumulation phase. Divide G into |a(G)| connected components, each
component containing exactly one accumulation node of a(G). These components
are called accumulation components. Each v # a(G) accumulates the information
from the nodes lying in its component.
[After the first phase, the nodes in a(G) together know the cumulative
message of G.]
2. Gossip phase. Perform a gossip algorithm among the nodes in a(G) in the
given (2EDP) mode (i.e., all nodes in V(G)&a(G) are considered to have no infor-
mation, and they are only used to build disjoint paths between receivers and
senders from a(G)).
[After the second phase, every node in a(G) knows the cumulative message
of G.]
3. Broadcast phase. Every node in a(G) broadcasts the cumulative message
in its component.
[After this, all nodes of G know the cumulative message of G.]
In order to construct a really effective gossip algorithm, we shall search for an
a(G) in G such that
a. Phase 2 can be performed (almost) as quickly as gossiping in a complete
graph of a(G) nodes.
b. The maximal size of a component is as small as possible, which minimizes
the time for the first and third phase.
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FIG. 3. The partition of Gr2n into subgrids.
Obviously, every second phase of a three-phase algorithm A corresponds unam-
biguously to a gossip algorithm C in a complete graph of |a(G)| nodes. We say that
C is implemented in the second phase of A. Note that all algorithms designed so far
for disjoint-path modes are three-phase algorithms with second phases implementing
an optimal (or almost optimal) gossip algorithm on graphs of |a(G)| nodes.
We start with the proof now. First we assume that n=m4 for some m=2d. We
partition Gr2n into m
2 subgrids Grij , 1i, jm, of size m_m as displayed in Fig. 3.
Each subgrid Grij forms d=log2 m accumulation components. The d accumulation
vertices vij (k), 1kd, for Grij are chosen as the left nodes in the first row, i.e.,
vij (k)=[m(i&1)+1, m( j&1)+k].
Accumulation and broadcasting in the components takes Wlog2(m2(log2 m))X
rounds each. Gossiping between the accumulation vertices is performed in two
phases. First, we gossip between accumulation vertices in the same row, then in the
same column. Let 1im. For gossiping in
[vi1(k), vi2(k), ..., vim(k) | 1kd],
we use the subgrid Gi consisting of Gri1 , Gri2 , ..., Grim . More precisely, we identify
the m log2 m columns of Gi containing an accumulation vertex with an
(m_(m log2 m))-grid G i . Lemma 4.3.1 asserts that gossiping between [vi1(k),
vi2(k), ..., vim(k) | 1kd] in G i can be achieved in log2 m+Wlog2 log2 mX+1
steps. This is also true for Gi by routing horizontal communications in G i along the
according row in Gi .
Before gossiping vertically, we first shift the information in Grij from the left
nodes in the first row to the lower nodes in the left column, i.e., vij (k) com-
municates with
v~ ij (k)=[m( j&1)+k, m(i&1)+1]
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in one step. Now, for each column in Gr2n containing m log2 m of the vertices v~ ij (k),
we have m&1 free vertical tracks to the right of it. Therefore, we can apply
Algorithm PIPELINED-GOSSIP again vertically now. Thus, for 1jm, gossip-
ing in
[v~ 1j (k), v~ 2j (k), ..., v~ mj (k)]
can be achieved in parallel for 1kd in d=log2 m steps. Hence, the overall time
of the three-phase algorithm is
2 } log2 \ m
2
log2 m+|+2 } log2 m+Wlog2 log2 mX+2
2 } log2 \ m
2
log2 m++2 } log2 m+log2 log2 m+5
=2 } log2(m2)&2 } log2 log2 m+log2(m2)+log2 log2 m+5
=1.5 } log2 (m4)&log2 log2 m+5
=1.5 } log2 n&log2 log2 (n14)+5
=1.5 } log2 n&log2 \14 log2 n++5
=1.5 } log2 n&log2 log2 n+7.
If n{m4 for any m=2d, then we first collect all pieces of the cumulative message
into a subgrid Gr2n$ not necessarily consisting of consecutive rowscolumns of size
n$=m4 for some m=2d. This requires at most four communication rounds. Then
the above algorithm solves the gossiping in the subgrid. Finally, the cumulative
message residing at each vertex of the subgrid is distributed to all vertices in at
most four additional rounds. Hence, gossiping in Gr2n can be performed in
1.5 } log2 n&log2 log2 n+15
rounds. K
4.4. Proof of Theorem 3.2.3
The design method used here is similar to the method used for the two-way mode
in Theorem 3.2.1, but some essential extensions will be necessary.
Let Fk denote the kth Fibonacci number, i.e., F1=F2=1, Fk+1=Fk+Fk&1 for
k2, and let again Gr(a, b) denote the (a_b)-grid. Like in the proof of
Theorem 3.2.1, we proceed in the following steps:
1. First, we show that, for p # N, p prime, gossiping in the 1EDP mode
between the vertices of row [[1, i] | 1i( p&1) } 2Fp] in Gr(2Fp+2+p,
( p&1) } 2Fp) can be achieved in p+Wlogb w( p&1)2xX+5 steps.
22 HROMKOVIC8 ET AL.
File: 643J 261823 . By:DS . Date:17:03:97 . Time:07:46 LOP8M. V8.0. Page 01:01
Codes: 3154 Signs: 2171 . Length: 52 pic 10 pts, 222 mm
2. As a corollary, we obtain that, for k, p # N, p prime, gossiping in the
1EDP mode between the vertices of row [[1, i] | 1ik } ( p&1) } 2Fp] in
Gr(k } (2Fp+2+p), k } ( p&1) } 2Fp) can be achieved in p+Wlogb wk } ( p&1)2xX+5
steps.
3. Then, we demonstrate how this result can be used to gossip in the 1EDP
mode in Gr2n in 1.72 . . . log2 n&0.56. . . log2 log2 n+O(1) rounds.
Let us start by verifying the first claim.
Lemma 4.4.1. Let p # N be a prime number. Then, gossiping in the 1EDP mode
between the vertices of row [[1, i] | 1i( p&1) } 2Fp] in Gr(2Fp+2+p,
( p&1) } 2Fp) can be achieved in p+Wlogb w( p&1)2xX+5 steps.
Proof. The proof uses an extension of the idea of pipelined gossiping from
Theorem 3.2.1 to the one-way mode of communication. We would like to imple-
ment a ‘‘pipelined’’ version of the optimal gossip algorithm for the complete graph
Km in the one-way mode. Let us first recall the optimal oneway gossip algorithm
as introduced in [ES79, EM89]. Let m=2l. The set of processors is partitioned
into two groups P and Q of size l each. We assume in the following algorithm that
the processors are denoted by P[i] and Q[i] for 0il&1.
Algorithm One-Way Gossip in Km
begin t :=0
for 0il&1 do in parallel
send information from Q[i] to P[i]; (* round 1 *)
for 0il&1 do in parallel
send information from P[i] to Q[i]; (* round 2 *)
while F2t+1<l do
begin t :=t+1;
for 0il&1 do in parallel
send information from Q[i] to P[(i+F2t&1) mod l]; (* round 2t+1 *)
if F2t<l then
for 0il&1 do in parallel
send information from P[i] to Q[(i+F2t) mod l]; (* round 2t+2 *)
end
end;
It is shown in [EM89] that p+1 communication rounds suffice during this algo-
rithm, if l=Fp . Note that for each round there is a fixed offset j such that all
messages sent within this round are passed either from processors P[i] to
Q[(i+j) mod(m2)] or from Q[i] to P[(i+j) mod(m2)], respectively.
The central property that we used for being able to ‘‘pipeline’’ the optimal gossip
algorithm for the two-way mode in Theorem 3.2.1 was the fact that we were able
to transform the algorithm into an optimal gossip algorithm which traverses the
dimensions in increasing order starting from dimension i (instead of dimension 1).
23BROADCAST AND GOSSIP IN THE EDP MODES
File: 643J 261824 . By:DS . Date:17:03:97 . Time:07:46 LOP8M. V8.0. Page 01:01
Codes: 3119 Signs: 2261 . Length: 52 pic 10 pts, 222 mm
Note that the same transformation does not work for the optimal gossip algo-
rithm in the one-way mode. If we start the algorithm from dimension i (instead of
dimension 1) and then traverse the dimensions in increasing order, it can easily be
seen that we no longer achieve any gossip.
But we can look at the transformation of the optimal gossip algorithm for the
two-way mode from a different point of view. The transformed algorithm (starting
from dimension i) behaves in exactly the same way like the original algorithm
(starting from dimension 1) behaves on the isomorphic image
permi : V(Qk)  V(Qk),
permi (a1 . . . ak) :=shift-lefti&1(a1 . . . ak)=aiai+1 . . . aka1a2 . . . ai&1.
Likewise, the optimal gossip algorithm for the one-way mode can be transformed
into an optimal gossip algorithms Ai for any 1i p&1 (‘‘starting’’ from dimen-
sion i) by running the original algorithm (‘‘starting’’ from dimension 1) on the
permuted indices (of P and Q)
?i : [0, 1, ..., Fp&1]  [0, 1, ..., Fp&1],
?i ( j) :=Fi } j mod Fp .
(Note that for 1i p&1, ?i actually defines a permutation on the indices
[0, 1, ..., Fp&1], because for p prime, i and p are relatively prime to each other,
and hence Fi and Fp are relatively prime to each other.)
Now, it remains to show that ‘‘pipelining’’ the algorithms A1 , A2 , ..., Ap&1 (i.e.,
executing them in parallel in different parts of the row [[1, i] | 1i( p&1) } 2Fp])
can actually be done using only 2Fp+2+p&1 horizontal tracks.
More precisely, gossiping between the vertices of the row S=[[1, i] | 1i
( p&1) } 2Fp] is achieved as follows (cf. construction of Theorem 3.2.1). Number the
nodes of S from left to right by the elements of [1, 2, ..., p&1]_[0, 1, ..., 2Fp&1]
according to the lexicographical order on [0, 1, ..., 2Fp&1]_[1, 2, ..., p&1]. Now,
S is divided into p&1 parts
Si :=[(i, l) | l # [0, 1, ..., 2Fp&1]], 1i p&1,
of size 2Fp , and also into 2Fp parts
S l :=[( j, l) | 1 j p&1], l # [0, 1, ..., 2Fp&1],
of size p&1.
Communication between vertices is established by a set of canonical paths. We
say that vertices v=[1, j] and w=[1, k] communicate via the track t, if the infor-
mation is passed first vertically from [1, j] to [t, j], then horizontally along the tth
row to [t, k], and then finally vertically from [t, k] to [1, k]. With this notation,
gossiping in S can be described as follows.
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(1) (* Pipelined Gossiping *)
First, we gossip on each Si , 1i p&1, in parallel, using algorithm Ai .
(2) (* Gossiping in the Subgrids *)
Then, we gossip on each S l , l # [0, 1, ..., 2Fp&1], in parallel.
This algorithm obviously performs a gossip on S. Phase (2) can be done in time
Wlogb w( p&1)2xX+4 using an optimal algorithm for Kp [EM89]. As we are
working in disjoint subgrids, at most p tracks are needed to establish all the com-
munications of one round of the algorithm.
Let us now estimate the number of tracks needed for each round of Phase (1).
If we take (P[0], Q[0], P[1], Q[1], ..., P[l&1], Q[l&1]) as the initial ordering
of the nodes of algorithm One-Way Gossip in Km (abbreviated as Ainit), the result-
ing ordering for algorithm Ai , 1i p&1, is (P[?i (0)], Q[?i (0)], P[?i (1)],
Q[?i (1)], ..., P[?i (l&1)], Q[?i (l&1)]). Hence, rounds 1 and 2 of each algorithm
Ai , 1i p&1, consist just of communication between adjacent nodes in the
ordering, which corresponds to a communication between neighboring blocks S l ,
S l+1 for the pipelined algorithm (needing only p tracks).
In order to estimate the number of tracks needed for round k+2, 1k p&1,
of the pipelined algorithm (Phase(1)), we will use the following claims whose proofs
are given later.
Claim 1. Each communication in Ainit using offset Fk (i.e., x communicates with
(x+Fk) mod Fp for all x # [0, 1, ..., Fp&1]) results in a communication in Aj using
offset FkFj mod Fp .
Claim 2.  p&1j=1 min[FkFj mod Fp , Fp&(FkFj mod Fp)]Fp+2 for all k #
[1, 2, ..., p&1].
In the round k+2, 1k p&1, of the pipelined algorithm (Phase (1)), Ainit
uses communication offset Fk , hence according to Claim 1, each algorithm Aj ,
1 j p&1, uses communication offset FkFj mod Fp . Observe that any com-
munication using offset t can be implemented using 2 min[t, Fp&t]+1 tracks
(with the initial ordering of Ainit as described above). Hence, using Claim 2, all of
the communication of round k+2 can be implemented using only
:
p&1
j=1
(2 min[FkFj mod Fp , Fp&(FkFj mod Fp)]+1)2Fp+2+ p&1
tracks. As Phase (1) takes p+1 rounds, the overall running time of the whole
gossip algorithm on S is p+Wlogb w( p&1)2xX+5.
It remains to show the validity of Claims 1 and 2.
The proof of Claim 1. Assume that Ainit uses offset Fk , i.e., x communicates with
(x+Fk) mod Fp for all x # [0, 1, ..., Fp&1]. At the same time, Aj is executing the
communication between x } Fj mod Fp and
25BROADCAST AND GOSSIP IN THE EDP MODES
File: 643J 261826 . By:DS . Date:17:03:97 . Time:07:46 LOP8M. V8.0. Page 01:01
Codes: 2463 Signs: 975 . Length: 52 pic 10 pts, 222 mm
(((x+Fk) mod Fp) } Fj) mod Fp
=(x } Fj+Fk } Fj) mod Fp
=((x } Fj) mod Fp+(Fk } Fj) mod Fp) mod Fp
for all x # [0, 1, ..., Fp&1]. This means that Aj uses offset Fk Fj mod Fp .
The proof of Claim 2. We will use the following properties of Fibonacci
numbers:
Claim 3. FkFj#(&1) p+k+j+1Fp&k Fp&j (mod Fp).
Claim 4. Fj } FkFj+k&1.
Now, we estimate
:
p&1
j=1
min[FkFj mod Fp , Fp&(Fk Fj mod Fp)]
 :
p&k
j=1
FkFj mod Fp+ :
p&1
j=p&k+1,
p+k+j+1 even
Fk Fj mod Fp+ :
p&1
j=p&k+1,
p+k+j+1 odd
Fp&(FkFj mod Fp)
 :
p&k
j=1
FkFj mod Fp+ :
p&1
j=p&k+1,
p+k+j+1 even
Fp&kFp&j mod Fp
+ :
p&1
j=p&k+1,
p+k+j+1 odd
Fp&((&Fp&k Fp&j) mod Fp)
= :
p&k
j=1
FkFj mod Fp+ :
p&1
j=p&k+1
Fp&k Fp&j mod Fp
 :
p&k
j=1
FkFj+ :
p&1
j=p&k+1
Fp&kFp&j
Fk } :
p&k
j=1
Fj+Fp&k } :
k&1
j=1
Fj
=Fk } (Fp&k+2&1)+Fp&k } (Fk+1&1)
Fk } Fp&k+2+Fp&k } Fk+1
Fp+1+Fp
=Fp+2.
It remains to show the validity of Claims 3 and 4.
The proof of Claim 3. We use the following identities of Fibonacci numbers,
from which Claim 3 results as a corollary.
Property. For all k, t # N:
(a) FmFm&k&t&Fm&kFm&t=(&1)m&k&t FkFt if k+tm,
(b) FmFk+t&m&Fk Ft=(&1)k+t&mFm&kFm&t if mk+t.
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Proof. Recall that Fn=1- 5 } (bn&b n) for b= 12 } (1+- 5) and b = 12 } (1&- 5).
Thus, for k+tm,
FmFm&k&t&Fm&kFm&t
=
1
5
} ((bm&b m)(bm&k&t&b m&k&t)&(bm&k&b m&k)(bm&t&b m&t))
=
1
5
} (b2m&k&t+b 2m&k&t&bmb m&k&t&bm&k&tb m
&b2m&k&t&b 2m&k&t+bm&kb m&t+bm&tb m&k)
=
1
5
} (&bmb m&k&t&bm&k&tb m+bm&kb m&t+bm&tb m&k)
=
1
5
} (&bmb m&k&t&bm&k&tb m+bm&kb m&t+bm&tb m&k)
=
1
5
} (b k(bm&kb m&k&t&bm&k&tb m&k)+bk(bm&k&tb m&k&bm&kb m&k&t))
=
1
5
} (bm&k&tb m&k&bm&kb m&k&t) } (bk&b k)
=
1
5
} (bb )m&k&t } (b t&bt) } (bk&b k)
=
1
5
} (&1)m&k&t } (b t&bt) } (bk&b k)
=
1
5
} (&1)m&k&t } (b t&bt) } (bk&b k)
=(&1)m&k&t }
1
- 5
(bt&b t) }
1
- 5
(bk&b k)
=(&1)m&k&tFtFk
The other equality follows in the same way.
The proof of Claim 4. The proof is by induction on j. For any k, F1 } Fk=Fk
F1+k&1 and F2 } Fk=FkF2+k&1. For j3, for any k, Fj } Fk=Fj&1Fk+
Fj&2 FkFj+k&2+Fj+k&3=Fj+k&1.
This completes the proof of Lemma 4.4.1. K
Corollary 4.4.2. Let k, p # N, p prime. Then, gossiping in the 1EDP mode
between the vertices of row [[1, i] | 1ik } ( p&1) } 2Fp] in Gr(k } (2Fp+2+p),
k } ( p&1) } 2Fp) can be achieved in p+Wlogbwk } ( p&1)2xX+5 steps.
Proof. We use a pipelined gossip algorithm as in Lemma 4.4.1, but the sub-
division of row S=[[1, i] | 1ik } ( p&1) } 2Fp] into parts Si and S l is changed
a little bit. This time, the nodes of S are numbered from left to right by the elements
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of [1, 2, ..., k } ( p&1)]_[0, 1, ..., 2Fp&1] according to the lexicographical order on
[0, 1, ..., 2Fp&1]_[1, 2, ..., k } ( p&1)]. Now, S is divided into k } ( p&1) parts
Si :=[(i, l) | l # [0, 1, ..., 2Fp&1]], 1ik } ( p&1),
of size 2Fp , and also into 2Fp parts
S l :=[( j, l) | 1 jk } ( p&1)], l # [0, 1, ..., 2Fp&1],
of size k } ( p&1).
The modified pipelined gossip algorithm now looks as follows.
(1) (* Pipelined Gossiping *)
First, we gossip on each Si , 1ik } ( p&1), in parallel, using algorithm
Ai mod( p&1)+1 .
(2) (* Gossiping in the Subgrids *)
Then, we gossip on each S l , l # [0, 1, ..., 2Fp&1], in parallel.
The same considerations as in the proof of Lemma 4.4.1 show that the above
gossip algorithm can be implemented using p+Wlogbwk } ( p&1)2xX+5 rounds
and k } (2Fp+2+p) tracks. K
Now, we will see how the result from Lemma 4.4.2 can be used to gossip in Gr2n
in the 1EDP mode, i.e., to prove the upper bound of Theorem 3.2.3,
R(Gr2n)(1+(logb 2)2) } log2 n&(2&logb 2) } log2 log2 n+O(1)
=1.72 . . . log2 n-0.56 . . . log2 log2 n+O(1)
for each n=r2, r # N.
We use a modification of the construction for the two-way case; i.e., we design
a three-phase algorithm (cf. proof of Theorem 3.2.1) as follows.
Let p # N, p prime, be maximal such that (2Fp+2+p) } 2Fpr. Let l # N be
maximal such that l } (2Fp+2+ p) } 2Fpr. Set m :=2Fp , m$ :=l } (2Fp+2+ p).
Let us first assume that mm$=r. We partition Gr2n into m
2 subgrids Grij , 1i,
jm, of size m$_m$ as displayed in Fig. 3.
Each subgrid Grij forms l } ( p&1) accumulation components. The l } ( p&1)
accumulation vertices vij (k), 1kl } ( p&1), for Grij are chosen as the left nodes
in the first row, i.e.,
vij (k)=[m$(i&1)+1, m$( j&1)+k].
Accumulation and broadcasting in the components takes Wlog2(((m$)2)
(l } ( p&1)))X rounds each. Gossiping between the accumulation vertices is per-
formed in two phases. First, we gossip between accumulation vertices in the same
row, then in the same column. Let 1im. For gossiping in
[vi1(k), vi2(k), ..., vim(k) | 1kl } ( p&1)],
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we use the subgrid Gi consisting of Gri1 , Gri2 , ..., Grim . More precisely, we identify
the l } ( p&1) } 2Fp columns of Gi containing an accumulation vertex with an
(m$_(l } ( p&1) } 2Fp))-grid G i . Lemma 4.4.2 asserts that gossiping between
[vi1(k), vi2(k), ..., vim(k) | 1kl } ( p&1)] in G i can be achieved in p+Wlogbwl }
( p&1)2xX+5 steps. This is also true for Gi by routing horizontal communications
in G i along the according row in Gi .
Before gossiping vertically, we first shift the information in Grij from the left
nodes in the first row to the lower nodes in the left column, i.e., vij (k) com-
municates with
v~ ij (k)=[m$( j&1)+k, m$(i&1)+1]
in one step. Now, for each column in Gr2n containing l } ( p&1) } 2Fp of the vertices
v~ ij (k), we have m$&1 free vertical tracks to the right of it. Therefore, we can apply
pipelined gossiping again vertically now. Thus, for 1 jm, gossiping in
[v~ 1j (k), v~ 2j (k), ..., v~ mj (k)]
can be achieved in parallel for 1kl } ( p&1) in p+1 steps. Hence, the overall
time of the three-phase algorithm is
2 } log2 \ (m$)
2
l } ( p&1)+|+2 } ( p+1)+(Wlogbwl } ( p&1)2xX+4)
2 } \log2 \ (m$)
2
l } ( p&1)+++2 } ( p+1)+logb(l } ( p&1)2)+7
2 } log2((m$)2)&2 } log2(l } ( p&1))+2 } ( p+1)+logb(l } ( p&1)2)+7
2 } log2((m$)2)&2 } log2(l } ( p&1))+2 } ( p+1)+logb(l } ( p&1))+6
=2 } log2((m$)2)&(2&logb 2) } log2(l } ( p&1))+2 } ( p+1)+6
=2 } log2 n&2 } log2(m2)&(2&logb 2) } log2(l } ( p&1))+2 } ( p+1)+6
2 } log2 n&2 } log2(m2)&(2&logb 2) } log2(l } ( p&1))+2 } (logb Fp+3)+6
=2 } log2 n&2 } log2(m2)&(2&logb 2) } log2(l } ( p&1))+2 } logb(m2)+12
2 } log2 n&2 } log2(m2)&(2&logb 2) } log2(l } ( p&1))+2 } logb m+10
=2 } log2 n&(2&logb 2) } log2(l } ( p&1) } m2)+10
2 } log2 n&(2&logb 2) } log2(( p&1) } mm$3)+10
=2 } log2 n&(2&logb 2) } log2(( p&1) } - n3)+10
2 } log2 n&(2&logb 2) } log2(( p&1) } - n)+12
=(1+(logb 2)2) } log2 n&(2&logb 2) } log2( p&1)+12
(1+(logb 2)2) } log2 n&(2&logb 2) } log2 p+13.
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Let q # N be minimal such that (2Fq+2+q) } 2Fq>r. Then
r<4Fq+2 Fq+2qFq<5Fq+2 Fq5bq+1bq&1=5b2q,
2qlogb(r5),
and
q(12) } log b(r5).
According to Bertrand’s postulate (first proved by Chebyshev), for any N # N,
there exists a prime number P such that NP2N. It follows that there exists a
prime number in the range [w(q&1)2x, ..., q&1]. Hence, p can be chosen from
this range, and it follows that
pw(q&1)2x(q&2)2(14) } logb(r5)&1
0.36 log2(r5)&10.36 log2 r&2=0.36 log2 - n&2=0.18 log2 n&2.
As a consequence, the runtime of the whole gossip algorithm can be estimated by
(1+(logb 2)2) } log2 n&(2&logb 2) } log2 p+13
(1+(logb 2)2) } log2 n&(2&logb 2) } log2(0.18 log2 n&2)+13
(1+(logb 2)2) } log2 n&(2&logb 2) } log2 log2 n+15.
If mm$<r, then we first collect all pieces of the cumulative message into a subgrid
Gr2n$ not necessarily consisting of consecutive rowscolumns of size (mm$)
2. As l was
chosen maximal such that mm$r, this requires only two communication rounds.
Then, the above algorithm solves the gossiping in the subgrid. Finally, the cumula-
tive message residing at each vertex of the subgrid is distributed to all vertices in
two additional rounds. Hence, gossiping in Gr2n can be performed in
(1+(logb 2)2) } log2 n&(2&logb 2) } log2 log2 n+19
rounds.
This completes the proof of Theorem 3.2.3. K
4.5. Proof of the Upper Bounds in Theorem 3.3.1
First, we derive the upper bound on R2(Grdn). We start with the description of a
simple algorithmic scheme that solves the gossiping problem in t-dimensional grids.
Let G be an (s1_s2_. . ._st)-grid. G can be decomposed into one-dimensional
rows of the form [(a1 , ..., ai&1, xi , ai+1 , ..., at) | 1xisi], i.e., into the rows of
dimension i. We say that a gossiping along dimension i is performed if the gossiping
problem for all rows of dimension i is solved in parallel. An easy induction shows
that the following scheme solves the gossiping problem for G:
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for i :=1 to t do
gossip along dimenson i
od
Actually, after the ith iteration the gossiping problem in the i-dimensional sub-
cubes [(x1 , ..., xi , ai+1 , ..., at) | 1xjsj for 1 ji] is solved.
The actual solution is a threephase algorithm. Consider Grdn with n=m
d. We
first accumulate the messages in a subgrid of size k2k_.. ._k2k_l2l_2l. Here we
choose l such that 22lm<22l+1, and k such that k2k22l<(k+1)2k+1.
One easily verifies that accumulation requires at most 2l&log l+4d rounds, and
that the accumulation regions can be chosen such that in any two-dimensional grid
of the form [(a1 , ..., ad&2 , xd&1 , xd) | 1xd&1 , xdm], that contains accumulation
vertices at all, the situation equals the one described for the two-dimensional case.
Now, we can observe that with any row of accumulation vertices in dimension
i for 1id&2, we can associate 22ll free parallel rows that are comprised by the
vertices of the associated accumulation region. We use these rows as tracks for
communication in gossiping between the vertices of the row. According to
Lemma 4.3.1, gossiping in a row of k2k vertices can be achieved in k+log k+1
steps provided 2k communication tracks parallel to the row are available. Since the
assumption 2k>22ll would imply that k2k>22l contradicting our choice of k, we
conclude that indeed sufficiently many (2k) communication tracks are available
in order to apply Lemma 4.3.1. We summarize this as
Fact. For any 1id&2, gossiping along dimension i in the subgrid of
accumulation vertices requires at most k+log k+1log m+1 steps.
Thus, the following algorithm solves the gossiping problem for the subgrid of
accumulation vertices efficiently:
for i :=1 to d&2 do
gossip along dimension i
od
for all two-dimensional grids spanned by dimensions d&1 and d do in parallel
solve the gossiping problem according to the proof of Theorem 3.2.1
od
The time required is bounded by
(d&2)(log m+1)+log m+log log m+O(1).
The additional time for accumulation and broadcasting is bounded by
2(2l&log l+4d )=2 log m&2 log log m+O(d ).
Altogether, the runtime of the entire algorithm is bounded by
(d+1)(log m)&log log m+O(d )
=(1+1d ) log n&log log n+O(d ), since m=n(1d ).
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This completes the proof for the two-way mode.
The algorithm for the one-way mode of communication is essentially identical.
After accumulation in a subgrid, the gossiping along the dimensions 1 to d&2 is
performed according to Corollary 4.4.2, and the gossiping in the two-dimensional
grids spanned by dimensions d&1 and d is done as in the proof of the two-dimen-
sional case. A broadcast completes the algorithm. K
5. CONCLUSION
In this paper, we gave an optimal broadcast strategy in the 1EDP mode and
some first results (some of them optimal) about the gossip complexity in the edge-
disjoint path modes in d-dimensional grids. Note that all our results proved for the
2EDP mode can be simply transformed into the FEDP mode of Farley, too. There
are several problems left open here, and we formulate two of them which are of our
main interest.
Problem 5.1. Prove or disprove our conjecture that the gossip complexity of
planar graphs in the 2VDP mode is at least 1.5 log2 n. This would show that the
2EDP mode is more powerful than the 2VDP mode for planar graphs, and espe-
cially for two-dimensional grids.
Problem 5.2. Prove a lower bound on the gossip complexity in the 1EDP mode
for the 2-dimensional grid and all planar graphs for more general classes of one-
way algorithms than the class of all ‘‘regular’’ algorithms.
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