Abstract. This paper outlines several ways to evaluate the integral of the product of two Bspline functions, followed by a detailed description of an algorithm that is based on integration by parts. The algorithm reduces the integral to a sum of evaluations of a higher-order spline. This reduction involves differentiating one spline by differencing its coefficients, and integrating the other by summing its coefficients.
1. Introduction. In this paper we consider the evaluation of integrals of the forms: (1) E EiBi,k,(t) E FB,,,(t) dt, (2) f(t) E EiBi,k,(t) dt, where Bi,k,x is the ith B-spline of order k defined over the knots xi, xi+l,..., x+k. We will consider B-splines normalized so that their integral is one. The splines may be of different orders and defined on different knot sequences x and y. Often the limits of integration will be the entire real line, -c to +cx. Note that (1) is a special case of (2) where f (t) is a spline.
Integrals of these forms arise in applications such as the finite element method [1] and least squares function fitting [2] , [3] , [4] when B-splines are used as basis functions. In some problems, the function f(t) in (2) may be nonpolynomial; for example, it may be a sinusoid [5] . It will be seen that the method we propose can be used to integrate such functions, provided that a sufficient number of antiderivatives of f(t) are known.
There are five different methods for calculating (1) 
e(t)f(t)dt E He()f().
Jtr s
The numbers s and Hs are the Gauss points and weights. Gauss quadrature can be used to approximate integrals of form (2) , for general f(t).
A different application of Gauss quadrature is to evaluate integrals of the form (2) by moving the summation out of the integral and integrating each term using Gauss quadrature, treating the B-spline as a weight function. If f(t) is a polynomial,
Bi,k,(t)f(t)dt E Hf ().
The numbers 8 and H8 are Gauss points and weights for the particular weighting function B,k,x(t). Values for uniformly spaced B-splines are given in [6] . The Gauss points and weights must be recalculated for each different B-spline; if the basis is uniform this is not difficult, but if the basis is arbitrary then it may present a problem.
This method is only capable of calculating integrals of form (1) approximately.
3. Integrating products of B-splines. The summations in (1) can be moved outside the integral to yield a linear combination of terms of the form:
In the case where integration is over the entire real line this quantity can be calculated using a recurrence [7] . If the limits are not -cxz and +cx the procedure can still be used as follows. Insert enough knots [8] , [9] , [10] at a and b into the splines in the integrand so that no B-spline's support crosses the integration limits. Now consider only the B-splines in the integration region and integrate these over the entire real line.
The recurrence described in [7] to evaluate (5) 
The quantities T.k'. ,a can be calculated using the definition of the divided difference and equation (6) (7) , and summing over all pairs of B-splines. 4 . Converting to Bzier form and integrating. The B-splines in the integrand of (1) can be converted to piecewise B6zier format and the result can be integrated segment by segment. On each segment, the B-spline combinations can be represented in B6zier form: (10) F-,iBi,k,z , GiPi,k, (11) FjBj,z,y y HjPj,z Pi,k is the ith Bernstein polynomial of degree k-1 on the segment. The B6zier coefficients Gi and Hj can be calculated via knot insertion [8] , [9] , blossoming [11] , or the tetrahedral algorithm of Sablonnire [12] . On each segment, the integral (1) can be expressed as a linear combination of inner products of Bernstein polynomials:
The integrals can be evaluated using the formulae for products and integrals of Bernstein polynomials given by Farin [13] . For a segment of length L that lies in the interval (a, b), the integrM evaluates to
5. Explicit multiplication of the integrand. The product of B-splines can be expressed a linear combination of B-splines [14] : (14) (EiBi,k,x(t)) ( FjBj,,y(t))
The order of the product spline is p k + 1; the knot vector z must contain sufficient knots to represent the product spline. Since the order of the product is higher than the order of the factors, yet the continuity is the same, the multiplicity of knots in the product spline is generally much higher than in the original splines. This means that there will, in general, be many more splines in the product than in either of the factors. The procedure for constructing the knot vector z with the minimum possible number of knots will now be described. Begin by setting a single knot zi The coefficients of the product spline are related to the coefficients of the factors via the following linear relationship [14] :
The coefficients F can be calculated using the following recurrence: We can rewrite the integral (1) as:
The integral of a B-spline over its entire support is one; we use this for cases where the entire B-spline support is within the limits of integration. This can be arranged by inserting knots at a and b as described previously. If the entire B-spline is not within the region of integration, the recurrence given to calculate definite integrals of B-splines described in [7] can be used, or the integrand can be converted to B6zier form and integrated as described previously.
6. Integration by parts. The final method of evaluating (1) 
where.f(-)(t) is the antiderivative of f(t) and e(1)(t) is the derivative of e(t). Integration by parts can be applied repeatedly to the integrand. After n applications: (20) e(t)I(t)dt (-1)' e('I(-'l(t)dt + constant terms.
If e(t) and J'(t) are splines, then the degree of e(t) will be lowered while the degree of f(t) is raised. If we apply this enough times, e(t) will be reduced to a simple enough form that its product with f(t) can be integrated directly.
To apply this principle we need to recall some results relating the integration and differentiation of B-splines to Dirac delta functions.
6.1. Dfferentatng B-splnes. The following two-term derivative formula for B-splines is well known:
We will only concern ourselves with the case where ui+k > ; thus the right side always has a nonero denominator. When +k-1 > i and ui+k > i+1 the Bsplines on the right side are defined in the normal way. Under the assumption that ui+k > ui, the only special cases that can arise are: (a) tti+k_ 1 U but ti+k > i+1, for which Bi,k-(t) has zero support, and (b) ui+k-> ui but ui+k ui+, for which Bi+l,k-(t) has zero support. 
Since the function is discontinuous at ui, the derivative does not exist in the normal sense. One option is to consider only right-sided derivatives [15] , [16] . With We begin by recalling a result attributed to Curry and Schoenberg [7] that a kth order B-spline on the knots u,..., u+k can be defined as the function B,k, which
for any function g(t) with k continuous derivatives. Consider Bi,k where ui u+ . In this case the right side of (28) becomes the kth derivative of g(t) at .
To be consistent, the left side must yield
Distribution theory [17] , [18] (37) Bi,k(t)dt 1. This, too, is consistent with (30) for f(t)= 1.
6.1.1. Derivatives of B-spline combinations. The derivative of a linear combination of B-splines is a linear combination of B-splines of next lower order:
where the coefficients can be obtained by substituting the two-term differentiation formula into the left-hand side and shifting the summation: [19] and in de Boor, Lyche, and Schumaker [7] . 6 .3. The integration by parts algorithm. In this section the integration by parts algorithm will be described. It is also required that y contain sufficient knots so that B,,k+l,y is defined.
As previously mentioned, an easy way to implement this is to adopt the convention that added knots past the end of the given knot vector are equal to the last given knot.
Calculate the coefficients of f(-1)(t) using (41 
The first set of terms require evaluations of the spline f(-1)(t). (50) is the integral of a product of two splines. The first spline is the function e(1)(t) with the basis splines of zero support removed. The second is the spline f(-1)(t). Apply steps 1-4 recursively to this term, until all the splines in e(t) are accounted for and B is reduced to the empty set. Note that the same approach can be used to evaluate integrals of the form (2) , provided that the first k antiderivatives of the function f(t) can be calculated.
6.4. Computational cost. We will consider for simplicity problems of the form (1) where both splines are of order k. There are three computational components in the integration by parts algorithm:
1. Repeated differentiation of the spline e(t). This step must be done k times.
Each invocation takes one subtraction and one division per interval so the time spent on differentiation is on the order of k operations per segment.
2. Repeated integration of the spline f(t). This step must be done k times.
Each invocation takes one addition and one multiplication per interval so the time spent on antidifferentiation is also on the order of k operations per segment. 3 . Evaluation of antiderivatives of the spline f(t). One evaluation of an antiderivative of f(t) must be done per segment; each evaluation takes on the order of k 2 operations.
The cost of the spline evaluations dominates the total computational cost. Thus the total cost is O(k2) operations per segment. antidifferentiation, may lead to numerical problems. It is also possible that forming the weighted sum of the evaluations may lead to loss of significance. To address these issues, a numerical comparison was made between integration by parts, Gauss quadrature, and direct evaluation of the divided difference formula (6) . A similar comparison between Gauss quadrature and direct evaluation of (6) was made in [7] .
The sample problem chosen was to evaluate the integral of the square of the orderk B-spline defined on the knot sequence [5, 6, 6 / Tables 1-3, values of T, k'k 0,0 are shown for r ranging from 0 to 15 for several different orders. The exact values were obtained symbolically using Maple [20] ; the algorithmic results were calculated using double precision arithmetic on a DEC 5400 running Ultrix. In each result, the first significant digit in error is indicated using an underline. Note that the integration by parts algorithm is accurate to machine precision in the test case for all orders when the ratio of largest to smallest segment length is less than 10000:1; in Gauss quadrature extends to problems of the type given in (2) .
The second method formulated the integrand as a linear combination of products of B-splines and used the recurrence given by de Boor, Lyche, and Schumaker [7] to calculate the integral of each B-spline pair. Each invocation of this recurrence requires O(k3) operations [7] , and the recurrence must be carried out k times per segment, so the total cost is on the order of O(k4) operations per segment. (2) .
The fourth method represented the integrand as a linear combination of B-splines. This involved the computation of numbers relating the coefficients of the factor splines to the coefficients of the product spline. It can be shown that these coefficients, F, are a generalization of the discrete B-splines. In fact, the computation of the F implicitly computes the discrete B-splines necessary to convert the splines to B6zier form. Thus we conclude that this method is at least as expensive as method 2. This algorithm also cannot be extended to problems of the form (2) .
The final method is the integration by parts algorithm. Although it is not as stable as the other methods, good accuracy is obtained for reasonable knot vectors. The integration by parts method, in our implementation, is less expensive than the other methods; approximately three times as fast as Gauss quadrature for cubics, and about eight times as fast for degree 10 splines. In terms of order of operations, the method requires O(k2) operations, the same as the conversion to B6zier method and less than the other methods. In addition, this algorithm is extensible to problems of the form (2) , provided that a sufficient number of antiderivatives of the function can be calculated.
In conclusion, the integration by parts method is less expensive than the other methods considered, provides accurate results for reasonably uniform knot vectors, and generalizes to problems of the form (2) .
