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ABSTRACT
In this paper, we obtain sign conditions and comparison theorems for Green’s func-
tions of a family of boundary value problems for a Riemann-Liouville type delta
fractional difference equation. Moreover, we show that as the length of the domain
diverges to infinity, each Green’s function converges to a uniquely defined Green’s
function of a singular boundary value problem.
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In this article, we obtain sign conditions and comparison theorems for Green’s func-
tions of a family of boundary value problems for a Riemann-Liouville type delta
fractional difference equation. Analogous comparison results for ordinary differential
equations are well known; see, [4–8, 12], for example. Due to the technical nature of
fractional difference equations, we introduce some notation before continuing with the
introduction.
Let a ∈ R. Let Na = {a, a+ 1, a+ 2, . . .} , and if b− a ∈ N0, let
Nba = {a, a+ 1, a+ 2, . . . , b} .






with the convention that t(r) = 0 when t+ 1− r is a nonpositive integer.
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Definition 1.2. Let ν > 0, a ∈ R and σ(s) = s + 1. Assume g : Na → R. The ν-th










Note that t− ν ∈ Na and so the domain of ∆−νa g is Na+ν .
Definition 1.3. Let µ > 0 and let N ∈ N1 such that N − 1 < µ ≤ N ; in particular,
N = dµe. Define the µ−th Riemann-Liouville forward fractional difference by
(∆µay)(t) = ∆
N (∆−(N−µ)a y)(t),
for t ∈ Na+N−µ, where ∆1y(t) = ∆y(t) = y(t+ 1)− y(t) and ∆Ny(t) = ∆(∆N−1)y(t)
denotes the classical Nth order forward difference operator.
Let ν > 0 and let N = dνe. For b + 1 ∈ N0, 0 ≤ β < ν ≤ N , y : Nν+b+1ν−N → R, and






(t) = h(t), t ∈ Nb+10 , (2)
{
y(ν −N) = y(ν − (N − 1)) = · · · = y(ν − 2) = 0,(
∆βν−Ny
)
(ν + b+ 1− β) = 0,
(3)
with the convention that if N = 1, the boundary value problem only has the one




(ν + b + 1 − β) = 0, and no boundary conditions at
the left.
The boundary value problem (2), (3) was first introduced in [1] for N = 2, β = 0,
then studied in [14] for N = 2, β = 1, and quite recently was studied for N = 2, β =
ν − 1 in [18]. Since the works in [1] and [14], the fractional difference equation (2) has
generated interest, see [2, 3, 13, 15, 16], for example. The recent work addressing (2)
is summarized and further developed in the authoritative monograph [17]. In [19], the
authors considered a higher order equation with two boundary conditions at the right
and used a convolution method to construct an appropriate Green’s function.
We shall explicitly construct the Green’s function, G(β, b; t, s), for the boundary
value problem (2), (3). We shall show that G(β, b; t, s) is of fixed sign. We shall show
that as a function of β, G(β, b; t, s) is monotone increasing if 0 ≤ β ≤ ν − 1 and
monotone decreasing if ν − 1 ≤ β < ν. And we shall show that, as a function of b,
G(β, b; t, s) is monotone increasing. Finally, we shall show that as b tends to infinity,
G(β, b; t, s) converges to Ĝ(ν − 1; t, s), a Green’s function for a singular boundary
value problem. The types of results produced here are motivated by the thorough
study of disconjugacy of ordinary differential equations; see, [4–9, 12], for example.
Some preliminary work has been done to carry these types of results over to the case of
Riemann-Liouville fractional differential equations; see, [10, 11]. It is important to note
that in the case of ordinary differential equations the methods that are employed are
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qualitative in nature where, as to date, the analogous theory for fractional differential
or fractional finite difference equations is produced only through explicit calculations.
2. Preliminaries
In this section, we state known definitions and results about fractional difference and
discrete integral operators that are employed in this paper. For the sake of complete-
ness, we provide the proof of the last two lemmas. The proofs of the other results can
be found in Goodrich et al. [17]. We will start with the definition and some properties
of the fractional difference operator.
Remark 1. We adopt the convention from Goodrich et al. [17] that if the upper index
of a sum is smaller than the lower index, the sum is zero. This convention allows the
domain of ∆−νa g to be extended from Na+ν to Na+ν−k, for k ∈ N1.
Theorem 2.1 (Composition rule). Let f : Na → R and let µ, ν > 0. Then
[∆−νa+µ(∆
−µ
















Γ(µ+ ν + 1)
(t− a)(µ+ν),
for t ∈ Na+µ+ν .
Theorem 2.3. Let y : Na → R, p ∈ N0, ν, µ > 0, N = dµe ∈ N. Then
[∆−νa ∆

















(t−N + µ− a)(ν−N+k)
Γ(ν −N + k + 1)
(∆k−(N−µ)a y)(a+N−µ),
(5)
for t ∈ Na+N−µ+ν .










for t ∈ Na+µ−ν+N .
Theorem 2.5. Let µ > 0 and N = dµe. For a ∈ R and t ∈ Na+µ−N , the sequences









Γ(µ− ν + 1)
(t− a)(µ−ν),
for t ∈ Na+µ−ν .
We conclude this section with two lemmas that will make this paper easier to read.
The second result was originally obtained by Atici et al. [1].
Lemma 2.7. Assume µ > 0, a ∈ R, and ν ≥ 0 with N = dνe. Then for t ∈ Na+µ−ν+N ,(









for any k ∈ N.
Proof. For µ > 0, a ∈ R, ν ≥ 0 with N = dνe, and t ∈ Na+µ−N , we have(




















Since (s− a)(µ) = 0 when s− a− µ are negative integers, it follows that for k ∈ N,
t−(N−ν)∑
s=a+µ−k
































Lemma 2.8. Assume ν > 0, N = dνe, a ∈ R and y : Na+ν−N → R. Then
[∆−νa (∆
ν
a+ν−Ny)](t) = y(t) + C1(t− a)(ν−1) + C2(t− a)(ν−2) + · · ·+ CN (t− a)(ν−N),
for t ∈ Na+ν .
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where t ∈ Na+ν and Cj = −
(∆(N−j)(∆−(N−ν)a+ν−N y))(a)
Γ(ν−j+1) for 1 ≤ j ≤ N .
3. The Green’s function
In this section, we construct the Green’s function for the fractional boundary value
problem (2), (3) and obtain the main results.
Theorem 3.1. Let ν > 0 N = dνe and 0 ≤ β < ν ≤ N . For b + 1 ∈ N0, assume
y : Nν+b+1ν−N → R, and h : N
b+1
0 → R. Set
g(β, b; t, s) =
(ν + b+ 1− β − σ(s))(ν−1−β)t(ν−1)
(ν + 1 + b− β)(ν−1−β)
, (t, s) ∈ Nb+νν−1 × N
b+1
0 .




G(β, b; t, s)h(s),
where




g(β, b; t, s)− (t− σ(s))(ν−1), 0 ≤ s < t− ν + 1 ≤ b+ 1,
g(β, b; t, s), 0 ≤ t− ν + 1 ≤ s ≤ b+ 1.
(6)
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Proof. We start with the fractional difference equation (2) (defined for t ∈ Nb+10 ) and

















(t)− C1t(ν−1) − C2t(ν−2) − · · · − CN t(ν−N), (7)
which holds for t ∈ Nν+b+1ν . However, by using Remark 1, we can extend the domain











(ν − 2) = 0.
We note that if N = 1, we do not have nor need these conditions. Evaluating (7) at
t = ν −N, ν − (N − 1), . . . , ν − 2, we obtain
y(ν −N) + C1(ν −N)(ν−1) + C2(ν −N)(ν−2) + · · ·+ CN (ν −N)(ν−N) = 0,
y(ν − (N − 1)) + C1(ν − (N − 1))(ν−1) + · · ·+ CN (ν − (N − 1))(ν−N) = 0,
...
y(ν − 2) + C1(ν − 2)(ν−1) + C2(ν − 2)(ν−2) + · · ·+ CN (ν − 2)(ν−N) = 0.
By using the boundary conditions for y on the left in (3), the above system of equations
becomes
C1(ν −N)(ν−1) + C2(ν −N)(ν−2) + · · ·+ CN (ν −N)(ν−N) = 0,
C1(ν − (N − 1))(ν−1) + C2(ν − (N − 1))(ν−2) + · · ·+ CN (ν − (N − 1))(ν−N) = 0,
...
C1(ν − 2)(ν−1) + C2(ν − 2)(ν−2) + · · ·+ CN (ν − 2)(ν−N) = 0.
(8)
Since (ν − k)(ν−p) = 0 for k, p ∈ N such that k > p, it follows that CN = CN−1 =






Note that for N = 1, the solution is already in the form given in (9), and the system
of equations (8) is not needed. We now use the boundary condition on the right,(
∆βν−Ny
)
(ν + b+ 1− β) = 0,
to solve for the constant C1. We apply the fractional difference operator ∆
β
ν−N to both
sides of equation (9) and evaluate the resulting functions at ν + b+ 1− β to obtain(
∆βν−Ny
)












(ν + b+ 1− β). (10)
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is defined on Nν−β+b+1ν−β+M−N , where M = dβe. Thus, we are able to evaluate
it at ν − β + b+ 1.
Since (∆−ν0 )h(t) = 0, t ∈ N
ν−1






























(ν + b+ 1− β).












(ν + b+ 1− β) = Γ(ν)
Γ(ν − β)
(ν + b+ 1− β)(ν−1−β).






(ν + b+ 1− β)
]
Γ(ν)(ν + b+ 1− β)(ν−1−β)
.










(ν + b+ 1− β)
]





(ν + b+ 1− β − σ(s))(ν−1−β)h(s)









G(β, b; t, s)h(s),
where the Green’s function G(β, b; t, s) is given in (6).
Theorem 3.2. Let ν > 0, N = dνe and 0 ≤ β < ν ≤ N .
• If 0 ≤ β < ν − 1, b1 + 1, b2 + 1 ∈ N0, b1 < b2, then




• If ν − 1 < β < ν, b1 + 1, b2 + 1 ∈ N0, b1 < b2, then
G(β, b1; t, s) > G(β, b2; t, s), (t, s) ∈ Nb1+νν−1 × N
b1+1
0 .
• If β = ν − 1, G(ν − 1, b; t, s) is independent of b.
Proof. We note that it is easy to see that G(ν− 1, b; t, s) is independent of b. We will
now show that G(β, b; t, s) is increasing in b for β < ν − 1. The proof to show that
G(β, b; t, s) is decreasing for β > ν − 1 is completely analogous.
Assume β < ν−1 and assume b+1 ∈ N0. Then, since s ≥ 0, the statement β < ν−1
is equivalent to
(s+ 1)β < (s+ 1)(ν − 1).
Thus, we have for s ≥ 0,
β < ν − 1⇔ (s+ 1)β < (s+ 1)(ν − 1)
⇔ ν(s+ 1) > (s+ 1)(1 + β)
⇔ ν − β − s > 1− sν + βs
⇔ ν − β − s+ b+ 1− sb− 2s > 1− sν + βs+ b+ 1− sb− 2s
⇔ (ν + b+ 1− β)− s(b+ 3) > b+ 2− s(ν + b+ 2− β)
⇔ (ν + b+ 1− β − s)(b+ 3) > (b+ 2− s)(ν + b+ 2− β).





for x ∈ R \ −N0, to write (ν + b+ 1− β − s)(b+ 3) > (b+ 2− s)(ν + b+ 2− β) as
Γ(ν + b+ 2− β − s)






Γ(ν + b+ 3− β)
Γ(ν + b+ 2− β)
.
By rearranging the terms above we obtain the equivalent inequalities
Γ(ν + b+ 2− β − s)
Γ(b+ 3− s)
Γ(b+ 4)
Γ(ν + b+ 3− β)
>
Γ(ν + b+ 1− β − s)
Γ(ν + b+ 2− β)
Γ(b+ 3)
Γ(b+ 2− s)
⇔ (ν + b+ 2− β − σ(s))
(ν−1−β)
(ν + b+ 2− β)(ν−1−β)
>
(ν + b+ 1− β − σ(s))(ν−1−β)
(ν + b+ 1− β)(ν−1−β)
.
Thus, since t ≥ ν > 0 and 0 ≤ β < ν − 1, it follows that
G(β, b; t, s) < G(β, b+ 1; t, s), (t, s) ∈ Nb+νν−1 × N
b+1
0 .
Theorem 3.3. Let ν > 0, N = dνe, 0 ≤ β1 < β2 < ν ≤ N and b+ 1 ∈ N0. Then




Proof. We note that β is a continuous parameter and thus, we shall show that
G(β, b; t, s) is increasing in β by calculating its derivative with respect to β. Note
also that the dependence in β in the Green’s function is only in the term
(ν + b+ 1− β − σ(s))(ν−1−β)
(ν + b+ 1− β)(ν−1−β)
.
Thus, since t ≥ ν > 0, it suffices to show that
∂
∂β
(ν + b+ 1− β − σ(s))(ν−1−β)
(ν + b+ 1− β)(ν−1−β)
> 0.
Write
(ν + b+ 1− β − σ(s))(ν−1−β)




Γ(ν + b+ 1− β − s)
Γ(ν + b+ 2− β)
,
where only the second term depends on β.






Γ(ν + b+ 1− β − s)
Γ(ν + b+ 2− β)
.










(ln (Γ(ν + b+ 1− β − s))− ln (Γ(ν + b+ 2− β)))
=
Γ′(ν + b+ 2− β)
Γ(ν + b+ 2− β)
− Γ
′(ν + b+ 1− β − s)
Γ(ν + b+ 1− β − s)




. We observe that the sign of ddβ ln (f(β)) is the same as the sign
of f ′(β) since f(β) > 0 for β < ν, and thus it suffices to show that Ψ(ν + b+ 2− β)−







Ψ(ν + b+ 2− β)−Ψ(ν + b+ 1− β − s)





ν + b+ 1− β − k
.
For β < ν, and k ≤ s ≤ b+ 1 we observe that 1
ν − β + b+ 1− k




ν + b+ 1− β − k
> 0.
Thus, ln (f(β)) is increasing in β, from which it follows that f is increasing in β.
Consequently, G(β, b; t, s) is increasing in β.
Theorem 3.4. The Green’s function G(0, b; t, s) > 0 for t ∈ Nν+bν−1 and s ∈ N
b+1
1 and
for β > 0, G(β, b; t, s) > 0 for t ∈ Nν+bν−1 and s ∈ N
b+1
1 .
Proof. In [1], Atici and Eloe show that for 1 < ν ≤ 2, G(0, b; t, s) > 0 for t ∈ Nν+bν−1
and s ∈ Nb+11 . This proof can easily be extended for N−1 < ν ≤ N . The second result
is a direct consequence of Theorem 3.3.
Theorem 3.5. Let ν > 0, N = dνe and 0 ≤ β < ν ≤ N . Then
lim
b→∞
G(β, b; t, s) = Ĝ(ν − 1; t, s) = 1
Γ(ν)
{
t(ν−1) − (t− σ(s))(ν−1), 0 ≤ s ≤ t− ν,
t(ν−1), 0 ≤ t− ν + 1 ≤ s.
Proof. We note that only the term
(ν + b+ 1− β − σ(s))(ν−1−β)




Γ(ν + b+ 1− β − s)
Γ(ν + b+ 2− β)
,





Γ(ν + b+ 1− β − s)
Γ(ν + b+ 2− β)
= 1.
Using Stirling’s formula at infinity,







Γ(ν + b+ 1− β − s)
Γ(ν + b+ 2− β)
∼
(
b+ ν − β − s














(b+ ν − β − s)(b+ 2)
(b+ ν + 1− β)(b+ 1− s)
.










(b+ ν − β − s)(b+ 2)
(b+ ν + 1− β)(b+ 1− s)
= 1,




b+ ν − β − s
b+ ν + 1− β
)b+ν−β−s










(ν + b+ 1− β − σ(s))(ν−1−β)
(ν + b+ 1− β)(ν−1−β)
= 1,
which proves the statement of the theorem.





(t) = h(t, y(t+ ν − 1)), t ∈ N0,
{
y(ν −N) = y(ν − (N − 1)) = · · · = y(ν − 2) = 0,
y is bounded on Nν−1.
The function Ĝ(ν − 1; t, s) would serve as an appropriate Green’s function for fixed
point applications.
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