With the availability of more powerful computing processors, iterative reconstruction algorithms have recently been successfully implemented as an approach to achieving significant dose reduction in X-ray CT. In this report, we descrive our recent work on developing an adaptive iterative reconstruction algorithm for X-ray CT, that is shown to provide results comparable to those obtained by proprietary algorithms, both in terms of reconstruction accuracy and execution time. The described algorithm is thus provided for free to the scientific community, for regular use, and for possible further optimization.
Introduction
Iterative reconstruction algorithms [1] for X-ray computed tomography (CT) [2] have been extensively applied and studied recently as an approach for lowering radiation exposure to X-rays [1] during clinical examinations. Iterative techniques have been used for a long time in nuclear medicine, but only during the last few years several manufacturers have made available and suggested the use of iterative methods for routine CT imaging that simultaneously provide for acceptable image quality with detectability of low-contrast objects and significant dose reduction.
Comparing to the filtered back-projection algorithm (FBP) [2] , iterative reconstruction algorithms such as ART [3] , SART [4] , and SIRT [5] normally take significantly more time for obtaining reconstructed tomograms of comparable accuracy. However, recently proposed algorithms such as the Adaptive Statistical Iterative Reconstruction (ASIR) [6, 7] and the Sinogram-Affirmed Iterative Reconstruction (SAFIRE) [8, 9, 10, 11, 12, 13, 14, 15, 16] provide clinically acceptable results within a reconstruction time comparable with that of the FBP algorithm. Statistical reconstruction algorithms such as ASIR have been criticized for their "plastic-like" reconstruction [16] . In the majority of case studies undertaken, the potential dose reduction of SAFIRE is around 50%, and in some cases around 60 − 65% (for example, for a number of chest CT examinations). For some other case studies, the potential dose reduction that can be achieved is around 35 − 40%, as in (1) [13] , where the authors have applied computed tomography of cervical spine, and compared reduced-dose SAFIRE with standard dose of 100% FBP; it has been concluded that the dose can be reduced up to 40% with SAFIRE in order to provide results comparable with 100% dose FBP, although "the former protocol provides lower image quality of the soft tissues and vertebrae" which means that the dose reduction would be actually slightly lower than 40%; (2) [14] , where comparisons between SAFIRE and automated kV modulation (CARE kV) for abdominal CT imaging are made, and it is stated that "dose can be decreased up to 41.3%"; (3) [10] , where performance of iterative image reconstruction of the paranasal sinuses is studied, and it is stated that "Subjective quality evaluation of the noise-adapted images showed preference for those acquired at 100% tube current with FBP (4.7-5.0) versus 50% dose with SAFIRE (3.4-4.4)".
Adaptive iterative methods such as those used in the ASIR and SAFIRE algorithms could be as well applied not only in clinical CT, but also in other routine X-ray examinations such as non-destructive testing of materials, for speed-up. As the algorithmic details of these methods are proprietary, we aim in this report to describe our proposal for an adaptive iterative reconstruction algorithm, that is shown to have potential dose reduction of 50% with reconstruction times comparable to the SAFIRE algorithm. After presenting in detail the algorithm and providing illustrative results, we then discuss a number of possible optimizations. 
Adaptive Iterative Reconstruction
In this section we describe, step-by-step, the details of our proposed adaptive iterative reconstruction algorithm. Let µ 1 be the density matrix (of size nx lines by ny columns) to be reconstructed from sinogram S, nd the number of detectors, and np the number of projection angles. S[i, j] is the sinogram value corresponding to detector i, for the j-th projection angle. There are two main steps in the reconstruction process:
1. initialization of the reconstruction matrix µ 1 with initial solution, 2. and iterations.
The detailed description of the reconstruction is as follows. Before the two main steps proceed, we have the following initializations of variables:
After these initializations of variables, the initialization of the reconstruction matrix µ 1 with initial solution is done as in the algorithm given in Fig. 1 , shown in pseudocode.
The initialization with the initial solution is very simple, and can be explained as follows. For every j and i, 1 ≤ j ≤ np, 1 ≤ i ≤ nd : let B i,j be the X-ray beam that corresponds to the sinogram value S[i, j], and suppose that B i,j goes through c i,j entries of µ 1 . Let L i,j , C i,j be two vectors such that
for every j, 1 ≤ j ≤ np do for every i, 1 ≤ i ≤ nd do let B i,j be the X-ray beam that corresponds to the sinogram value S[i, j];
being all c i,j entries of µ 1 that correspond to the beam B i,j ;
let Seg i,j be a vector such that Seg i,j [k] is the length of the segment corresponding to the path that B i,j follows through the entry
Sit ← 0.0; 
is the sum of all segments (that is, from all beams) corresponding to the entry
; so, for the current beam B i,j we add the current segments
Since SUM is the sum of all segments corresponding to the current beam B i,j , it follows that
is the current average sinogram value per unit of segment. But, the current beam
, and not for unit distance 1.0, so it follows that
For every i and j, 1 ≤ i ≤ nx , 1 ≤ j ≤ ny we finally initialize µ 1 [i, j] by dividing the sum of approximations of contributions by the sum of segments corresponding to µ 1 [i, j] .
After the initialization step follows the iterations step; at each iteration the algorithm from Fig. 2 , shown in pseudocode, is executed.
The code executed at each iteration is similar with the initialization with initial solution, but with some difference. For every j and i, 1 ≤ j ≤ np, 1 ≤ i ≤ nd : L i,j , C i,j , Seg i,j are already calculated from the initialization with initial solution; then, the corresponding situation Sit in the reconstruction, for the current X-ray beam B i,j , is calculated;
for the current detector and projection angle, and 
; in the variable µ 2 , we add these exact contributions of the corrected values.
For every i and j, 1 ≤ i ≤ nx , 1 ≤ j ≤ ny we finally compute µ 1 [i, j] by dividing the current sum of exact contributions of the corrected values by the sum of segments corresponding to µ 1 [i, j]. Also, µ 2 is re-initialized for the next iteration.
The iterations stop when the difference between reconstructions from two consecutive iterations reaches a predefined threshold.
Results Obtained by the Proposed Adaptive Iterative Reconstruction
In this section, we examine the performance of the described adaptive iterative reconstruction algorithm. Consider the SheppLogan tomogram shown in Fig. 3 , of size 250 by 250 pixels. This tomogram has been generated using the MATLAB software [17] , using the command phantom('Modified Shepp-Logan', 250).
For this cross-section, consider the following parameters:
1. distance from fan-beam source to origin of rotation of inspected object = 800, Fig. 6 (a) , 360 projection angles), which means an X-ray dose reduction of 45%. The result for the adaptive iterative reconstruction has been obtained using a desktop computer with Intel Xeon E5-2697 v2, 2.70GHz processor, by parallelization on all 12 cores available, using Visual Studio 2013 software. The execution time for the inspected tomogram was about 1.75 seconds. From all the tests which have been run, it has been concluded that the dose can be reduced up to 50% for the considered Shepp-Logan tomogram, but using 30 − 40% more iterations.
This result is thus comparable with those obtained by the SAFIRE algorithm, both in terms of dose reduction and execution time (the SAFIRE algorithm takes, to the best of our knowledge, around 1 second for tomograms of this size), but as opposed to the SAFIRE algorithm, whose details are proprietary, the described adaptive iterative reconstruction algorithm is provided for free to the community of researchers working on tomographic reconstruction (not only in the medical sector where the SAFIRE algorithm is used, but also for non-destructive testing of objects, etc.), for regular use.
The execution time of the described iterative reconstruction algorithm could be reduced by using more powerful processors, or on parallelization on Graphical Processing Units (GPUs). 
Optimizations
In this section, we discuss possible optimizations. The execution time that we have reported in the previous section was obtained by parallelization of the proposed algorithm on multi-core processors. Both the initialization step and the iterations step can be parallelized easily by splitting the work done for all detector -projection angle pairs equally among all cores available. For the example that we have analyzed, where we have 359 detectors and 198 projection angles, and if we have 11 cores available, then the first core would deal with all detector -projection angles pairs (i, j) for 1 ≤ i ≤ 359, 1 ≤ j ≤ 18, the second core would deal with all detector -projection angles pairs (i, j) for 1 ≤ i ≤ 359, 19 ≤ j ≤ 36, etc. For the iterations step, clearly the calculation of µ 1 from the variables µ 2 , o 1 at the end of each iteration would be done only by one of the cores, and the others would wait before all cores start the next iteration, as each core needs the same matrix µ 1 at the start of each iteration.
Besides parallelization on multi-core processors, one other possible optimization in practice could be the following: in the code executed at each iteration, for each of the nd * np X-ray beams, a number of entries of the matrix µ 1 are used for calculating Sit, the situation for the current X-ray beam. If some of these entries are exactly 0.0 then the addition of the respective
terms to the Sit variable becomes useless. Also, after calculating the Sit variable, the addition of the respective
terms to the µ 2 variable also becomes useless. Therefore, it is desirable to not examine the respective 0.0 entries of µ 1 . This could be realized by running, once at every few iterations, a test that checks which entries of µ 1 have become 0.0 and eliminate Another possible optimization would be to use a different initial solution for the described adaptive iterative reconstruction algorithm.
Conclusions
The second generation of iterative reconstruction algorithms for X-ray CT, such as the ASIR and SAFIRE adaptive algorithms, have been followed up by many case studies where it is shown that potential dose reduction of around 50% can be applied as compared to the filtered back-projection algorithm. In this report, we have described our proposal for an adaptive iterative reconstruction algorithm that is shown to produce very good accuracy, is fast, and provided for free to the scientific community for regular use, and possible further improvement.
A Visual C++ Implementation
In this section, we show the Visual C++ 2013 main code implementing the described adaptive iterative reconstruction algorithm. This is a usual Win32 application, and an example of the interface is shown in Fig. 7 . The function executed by each thread is called "MyThreadFunction". This implementation uses barriers (for synchronization of threads after each iteration during the reconstruction process), a facility that requires Windows 8 or higher. ATOM M y R e g i s t e r C l a s s (HINSTANCE h I n s t a n c e ) ; BOOL I n i t I n s t a n c e (HINSTANCE, int ) ; LRESULT CALLBACK WndProc (HWND, UINT , WPARAM, LPARAM) ; INT PTR CALLBACK About (HWND, UINT , WPARAM, LPARAM) ; int APIENTRY tWinMain ( I n HINSTANCE h I n s t a n c e , I n o p t HINSTANCE h P r e v I n s t a n c e , I n LPTSTR lpCmdLine , I n int nCmdShow ) { UNREFERENCED PARAMETER( h P r e v I n s t a n c e ) ; UNREFERENCED PARAMETER( lpCmdLine ) ; MSG msg ; HACCEL hAccelTable ;
L o a d S t r i n g ( h I n s t a n c e , IDS APP TITLE , s z T i t l e , MAX LOADSTRING) ; L o a d S t r i n g ( h I n s t a n c e , IDC REC1 , szWindowClass , MAX LOADSTRING) ; M y R e g i s t e r C l a s s ( h I n s t a n c e ) ;
i f ( ! I n i t I n s t a n c e ( h I n s t a n c e , nCmdShow ) ) { return FALSE ; } hAccelTable = L o a d A c c e l e r a t o r s ( h I n s t a n c e , MAKEINTRESOURCE( IDC REC1 ) ) ; while ( GetMessage(&msg , NULL, 0 , 0 ) ) { i f ( ! T r a n s l a t e A c c e l e r a t o r ( msg . hwnd , hAccelTable , &msg ) ) { T r a n s l a t e M e s s a g e (&msg ) ; DispatchMessage (&msg )
wcex . s t y l e = CS HREDRAW | CS VREDRAW; wcex . lpfnWndProc = WndProc ; wcex . c b C l s E x t r a = 0 ; wcex . cbWndExtra = 0 ; wcex . h I n s t a n c e = h I n s t a n c e ; wcex . hIcon = LoadIcon ( h I n s t a n c e , MAKEINTRESOURCE( IDI REC1 ) ) ; wcex . hCursor = LoadCursor (NULL, IDC ARROW) ; wcex . hbrBackground = (HBRUSH) (COLOR WINDOW+1); wcex . lpszMenuName = MAKEINTRESOURCE( IDC REC1 ) ; wcex . lpszClassName = szWindowClass ; wcex . hIconSm = LoadIcon ( wcex . h I n s t a n c e , MAKEINTRESOURCE( IDI SMALL ) ) ;
return R e g i s t e r C l a s s E x (&wcex ) ; } // // FUNCTION: I n i t I n s t a n c e (HINSTANCE, i n t ) // BOOL I n i t I n s t a n c e (HINSTANCE h I n s t a n c e , int nCmdShow) { HWND hWnd ; h I n s t = h I n s t a n c e ; hWnd = CreateWindow ( szWindowClass , s z T i t l e , WS OVERLAPPEDWINDOW, CW USEDEFAULT, 0 , CW USEDEFAULT, 0 , NULL, NULL, h I n s t a n c e , NULL ) ; return DefWindowProc (hWnd, message , wParam , lParam ) ; } break ; case WM PAINT: hdc = B e g i n P a i n t (hWnd, &ps ) ; RECT pRect ; switch ( S t a t u s ) { case 0 : break ; case 1 : G e t C l i e n t R e c t (hWnd, &pRect ) ; 
