ABSTRACT Data mining applications are becoming a more common tool in understanding and solving educational and administrative problems in higher education. In general, research in educational mining focuses on modeling student's performance instead of instructors' performance. One of the common tools to evaluate instructors' performance is the course evaluation questionnaire to evaluate based on students' perception. In this paper, four different classification techniques-decision tree algorithms, support vector machines, artificial neural networks, and discriminant analysis-are used to build classifier models. Their performances are compared over a data set composed of responses of students to a real course evaluation questionnaire using accuracy, precision, recall, and specificity performance metrics. Although all the classifier models show comparably high classification performances, C5.0 classifier is the best with respect to accuracy, precision, and specificity. In addition, an analysis of the variable importance for each classifier model is done. Accordingly, it is shown that many of the questions in the course evaluation questionnaire appear to be irrelevant. Furthermore, the analysis shows that the instructors' success based on the students' perception mainly depends on the interest of the students in the course. The findings of this paper indicate the effectiveness and expressiveness of data mining models in course evaluation and higher education mining. Moreover, these findings may be used to improve the measurement instruments.
I. INTRODUCTION
Today, one of the biggest challenges of higher education institutions is the proliferation of data and how to use them to improve quality of academic programs and services and the managerial decisions [1] - [3] . A variety of ''formal and informal'' procedures based on ''qualitative and quantitative'' methods is used by higher education institutions to solve problems, which keep them away from achieving their quality objectives [1] , [2] . However, methods used in higher education for quality purposes are mainly based on predefined queries and charts to analyze the data. In addition, these methods lack the ability to reveal useful hidden information [1] .
Hidden information in large datasets is best analyzed with data mining techniques. Data mining (sometimes called knowledge discovery) is the process of discovering ''hidden messages,'' patterns and knowledge within large amounts of data and process of making predictions for outcomes or behaviors [4] . Data mining can be best defined as the automated process of extracting useful knowledge and information including patterns, associations, changes, trends, anomalies, and significant structures that are unknown from large or complex datasets [5] .
Lately, there is an increased popularity of using data mining techniques in higher education, and because of its potentials to educational institutes such as better allocating resources [6] , predicting student performance [7] , academic planning and intervention transfer prediction [6] , improving the effectiveness of alumni development [4] ; a new field called educational data mining has emerged [8] , [9] . Educational data mining (EDM) is concerned with developing methods for exploring data from educational settings with the purpose of providing quality education to students [10] . With EDM, additional insights can be gained from educational entities such as students, lecturers, staff, alumni, and managerial behavior [2] . These can be then used to allocate resources and staff more effectively, make better decisions on educational activities to improve students' success, increase students' learning outcome, increase student's retention rate, decrease students' drop-out rate, and reduce the cost of system processes [2] , [3] .
One of the common problems in higher education is the evaluation of instructors' performances in a course. The most widely applied tool to evaluate the instructors' performance in a course is through surveying students' responses about the course and its instructor through a questionnaire. Since 1920's, when student evaluations of instructor performance were first introduced to higher education systems, there has been an ongoing debate on the reliability and validity of these evaluations [11] , [12] . The concern about student evaluations is based mainly on 1) students not having enough experience and maturity to evaluate the course and the instructor, 2) students' evaluations being affected by popularity of the course and/or instructor, grades given by the instructor and course being compulsory or elective [13] , [14] .
However, students are the only source of information about the learning environment, and they are the only ones who can rate the quality, the effectiveness, and the satisfaction of course content, method of instruction, textbook, and homework [13] , [15] . Student evaluations are used primarily to improve course and teaching quality as well as a part of the evaluation process for staff appraisal systems [16] , [17] . Also despite the discussions, several past studies found that student evaluation of teaching offers a reliable and valid assessment of instructors [18] - [21] . Since the majority of universities use student evaluations as the measure of effectiveness [14] , [22] , [23] , students' opinions about the courses and instructors are collected and stored in databases waiting to be discovered and used for managerial purposes.
Yet, studies on student evaluations are mainly concerned on psychometric properties of the instruments used, effect of these assessments on instructor effectiveness, and usefulness and validity for both formative and summative purposes where statistical techniques are employed [14] , [23] - [25] .
On the other hand, even though there is an increase in EDM studies, they mainly focus on models for exploring learning environments, web-based educational systems, improving student performance, and restructuring curricula [9] , [10] , [26] . Furthermore, they do not include student evaluations except a few [1] , [27] , [28] .
The aim of this research is to show the potential of EDM in enlightening the criteria or measures of effective instructor performance as perceived by the students. In this study, four classification techniques -decision tree algorithms, support vector machines (SVM), artificial neural networks (ANN), and discriminant analysis (DA)-are chosen to build classifier models on a dataset composed of the responses of students to a course evaluation questionnaire and the performances of these models are compared.
Classification techniques are not widely used in EDM literature until 2009 [7] , [29] , however there is an increase in their application within the last six years [26] . Nonetheless, researchers prefer to apply a single technique in their studies on student evaluations like those mentioned above. This study not only employs different classification techniques to student evaluation data but also make their performance comparisons with respect to several metrics by indicating outstanding method(s) within classification techniques when applied in this field. As a novelty, boosting is also used for instructor performance evaluation.
The rest of this paper is organized as follows: Section II gives a review of the classification models and techniques used in this study. Section III gives some insights to the structure of data and data collection process. Section IV presents the results and discussions, and Section V concludes the study.
II. CLASSIFICATION MODELS
Classification is one of the most common application domains of data mining. The main task in classification is assigning a class label among a set of possible class values to an unseen instance composed of a set of variables. It is done by using a classifier model, which is built by applying a learning algorithm on a training set composed of past instances having the same variable set as the unseen instance. However, the class label of each instance in the training set is clearly known before training. After learning phase, the classification performance of the classifier model built is evaluated on an independent test set before used.
In classification, there are many different methods and algorithms possible to use for building a classifier model. Some of the most popular ones can be counted as decision tree algorithms, support vector machines (SVM), artificial neural networks (ANN), discriminant analysis (DA), logistic regression, Bayesian belief networks, and rule based systems. In this study, the first four of these are used.
A decision tree algorithm aims to recursively split the observations into mutually exclusive subgroups until there is no further split that makes a difference in terms of statistical or impurity measures. Among the impurity measures that are used to find the homogeneity of instances in a node of the tree, Information Gain, Gain Ratio, and Gini Index are the most well-known ones. Usually, Information Gain is used in Iterative Dichotomiser (ID3), Gain Ratio in C4.5 and C5.0 [30] (the successors of ID3) whereas Gini Index is used in Classification and Regression Trees (CART [31] ). Fig. 1 shows a sample representation for a decision tree. In the following equation sets, D stands for database or whole dataset, and A denotes an attribute/variable of the entity. Info(D) is the amount of information needed to identify the class label of a tuple in D for the whole dataset whereas Info A (D) is the information for an attribute that is to be calculated. The probability of an arbitrary tuple in D belongs to class C i is denoted by p i values starting from first one to the last (i = 1 . . . m). When we are supposed to partition the tuples in D on some attribute A, which has v distinct values based on the training dataset, we can split D into v subsets, given by D j . Information Gain is then defined, given in (3), as the difference between the information of the whole dataset and the new case obtained after partitioning on A.
Equations (1), (2), and (3) are used for the calculations of Information Gain, which is the impurity measure of ID3:
In C4.5 and C5.0 algorithms, there are some improvements in terms of handling the bias toward tests with many outcomes, performance, and pruning. These algorithms use Gain Ratio as an extension to ID3 calculations given in (4) and (5), which has a kind of normalization to Information Gain using SplitInfo values.
CART algorithm uses Gini index as an impurity measure and some calculations are given in (6) and (7). Using the same notations as in the calculations of Information Gain, the impurity of D is measured in (6) whereas the reduction in impurity that would be obtained by a split on attribute A is given in (7) .
As a novel approach, boosting, an ensemble learning method, which builds a strong classifier using a set of iteratively learning weak classifiers, is used with C5.0 classifiers as base classifiers to further increase the performance. Idea behind boosting is building a strong classifier using a set of iteratively learning weak classifiers by adding a new weak classifier and weighting the data to focus on misclassified entities for the new weak learners [32] , [33] .
Unlike decision tree algorithms, SVM try to find a hyperplane to separate the classes while minimizing the classification error and maximizing the margins. SVM is a good classification and regression technique proposed by Vapnik at AT&T Bell Laboratories [34] . Fig. 2 shows a sample representation for SVM.
ANN, another technique used in this study, is a group of nonlinear, statistical modeling techniques, which is inspired and derived from human brain. Similar to human brain, ANNs are mostly shown as a system of interconnected neurons that exchange information between each other. The connections between the neurons have varying weights, and these can be tuned based on the given information (i.e. training dataset) which makes ANN capable of learning. ANNs are generally defined by three parameters: 1) The interconnection pattern and weights between the nodes and different layers of neurons, 2) The learning process for updating the weights, and 3) The activation function that converts a neuron's weighted input to its output. A sample neural network with one hidden layer is given in Fig. 3 . ANN needs long training time to construct a well-suited model and it is hard to interpret ANN because of its nodes and hidden layer structure. But fortunately, it can tolerate noisy data and can be used even if when there is no relationship between variables and classes. Because of the fact that ANN can be used in any complex pattern modeling, it strongly fits to any classification problem.
Discriminant analysis (DA), the last technique used in this study, is a statistical data mining technique used to predict a categorical response variable [5] . It is one of the classification methods, where observations are assigned to one of the predefined groups based on the knowledge of the variables with the purpose of profiling or differentiation [35] - [37] . DA has the underlying assumptions of multivariate normality VOLUME 4, 2016 and all groups having equal covariance structures [38] , [39] . However, DA has been found to be very robust to deviations from these assumptions in practice [35] .
Two complementary approaches to DA are Fisher's and Mahalanobis' [37] . Fisher's approach calculates a linear combination of the independent variables such that the ratio of the across group variation to the within group variation in discriminant score is maximized. Mahalanobis' approach calculates the covariance adjusted distance from a point to each group centroid and assigning it to the closest group. When the class variable has two categories, the two approaches give equivalent results [37] .
There are some performance measures to evaluate classification models in terms of the correctness of the classification decisions of the model. Assuming a binary classification task as in this study, the class variables values may be assumed as Positive (P) and Negative (N). Actual positives (P) that are correctly labeled as positives by the classifier are named as true positives (TP) whereas actual positives incorrectly labeled as negatives by the classifier are considered as false negatives (FN). In a similar fashion, actual negatives (N) that are correctly labeled as negatives are taken as true negatives (TN) whereas actual negatives incorrectly labeled as positives are considered as false negatives (FP). These terms are given in the confusion matrix of Table. 1. The calculations of performance measures such as accuracy (recognition rate), precision, recall (sensitivity or true positive rate), and specificity (true negative rate) are given in (8) , (9), (10) , and (11) . Accuracy measures the rate of total correct predictions to all predictions. Precision measures the correctness rate of the class predictions done as positive by the classifier whereas recall measures the rate of positives correctly predicted as positive by the classifier. Likewise, specificity measures the rate of negatives correctly predicted as negative by the classifier.
III. DATA COLLECTION AND VARIABLES
Data is collected from one of the randomly selected departments of Marmara University, Istanbul, Turkey. A total of 2850 evaluation scores are obtained. In the data mining process, randomly selected 70% of these, 1995 observations, are used to train the classifier models. The remaining 30%, 855 observations, are used as the test data. Student evaluation data has 26 variables all except one, which is class label, are responses, measured on an interval scale, to questions in course and instructor performance evaluation forms. Response values of these questions are of the form {1, 2, 3, 4, 5} where 1, 2, 3, 4, 5 represents the answers ''Never'', ''Rarely'', ''Sometimes'', ''Often'', ''Always'' respectively for Q1 to Q4; and 1, 2, 3, 4, 5 represents ''Strongly disagree'', ''Disagree'', ''Neutral'', ''Agree'', and ''Strongly agree'' respectively for Q5 to Q25. The last variable is dichotomous variable measured on a nominal scale in the form of {1, 2} where 1 stands for ''Not satisfactory'' and 2 for ''Satisfactory''. Details of the variables used in this study are shown in Table. 2. Variable Q26 is the class variable that is to be predicted. The value ''satisfactory'' for this variable is taken as positive class label whereas ''not satisfactory'' is assumed to be negative.
IV. RESULTS AND DISCUSSIONS
In this study, seven classification models are generated: two using decision tree algorithms (C5.0, and CART), one using SVM, three using ANNs, and one using DA. The performances of these models are evaluated on the test data in terms of accuracy, precision, recall, and specificity.
In the build settings of C5.0 classifier, Gain Ratio is used as impurity measure and splits are done with multiway splits. As the stopping rule, ''minimum instances per child'' is set as two. In addition, boosting is applied with 30 trials on C5.0 algorithm. The confusion matrix showing the distribution of predictions of C5.0 classifier is given in Table. 3. We have 457 TP, and 332 TN instances whereas 27 FP, and 39 FN instances as the classification result of C5.0 classifier. In the build settings of CART classifier, Gini Index is used as impurity measure and splitting is done with binary splits. As the stopping rule, minimum change in impurity is set as 0.0001. The confusion matrix showing the distribution of predictions of CART classifier is given in Table. 4. We have 462 TP, and 307 TN instances whereas 52 FP, and 34 FN instances as the classification result of CART classifier. In the build settings of support vector machines (SVM) classifier, a fifth degree polynomial function is used as the kernel function. The confusion matrix showing the distribution of predictions of SVM classifier is given in Table. 5. We have 461 TP, and 320 TN instances whereas 39 FP, and 35 FN instances as the classification result of SVM classifier. In the build settings of ANN classifiers, two different feedforward backpropagation ANN methods implemented in IBM SPSS Modeler, Quick and Multiple are used. Two classifiers with unique settings are built using Quick method and another classifier is built using Multiple method. For the first Quick classifier (ANN-Q2H), a topology composed of two hidden layers with 20 and 15 nodes respectively is used; whereas for the second Quick classifier (ANN-Q3H), a topology composed of three hidden layers with 20, 15, and 10 nodes respectively is used. In Multiple method, multiple networks are trained in pseudo parallel approach. When the stopping criterion is met for all networks, the network with the highest accuracy is returned as the final model. The final classifier of Multiple method (ANN-M) is composed of two hidden layers with 67 and 5 nodes respectively is used. The confusion matrices showing the distribution of predictions of classifiers ANN-Q2H, ANN-Q3H, and ANN-M are given in Table. Since DA is a statistical data mining technique; prior to the analysis, basic assumptions are tested. The assumptions related to formation of discriminant function, which are normality, linearity, and multicollinearity [40] are satisfied indicating that DA can be applied. However, assumption related to estimation of discriminant function, which is equal covariance matrices [40] is violated according to Box's M test (Box s M = 548.62, F (55, 7216482) = 9.92, p = 0.00). In DA, the most difficult assumption to meet is equal covariance matrices especially when the sample size is large, but DA is a rather robust technique that can tolerate this assumption [36] , [39] , [40] . Therefore, we continue DA with build settings taken as: prior probabilities set all equal groups, method as stepwise, and DA approaches Fisher's and Mahalanobis'. Table. 9 provides the stepwise discriminant analysis result, which shows all the significant variables that are included in the estimation of the discriminant function. Based on their Wilks' Lambda and minimum Mahalonobis D 2 values ten out of twenty-five variables are significant discriminators of positive and negative performance of instructors.
Canonical discriminant function is significant at α = 0.001, indicating that the discriminant function can be used to classify positive and negative performance of instructors and canonical correlation which is 0.728 indicates the usefulness of discriminant function with its high score (Wilk s = 0.47, χ 2 (10) = 1419.46, p = 0.00). Standardized and unstandardized coefficients of the discriminant function are displayed in Table. 10. The standardized coefficients reveal the relative importance of each variable. Then the unstandardized coefficients are used to determine the discriminant scores, which are used in classification. To determine how well the discriminant function can predict group memberships, as we do with the other techniques a confusion matrix is formed, which is given in Table. 11. We have 445 TP, and 264 TN instances whereas 28 FP, and 46 FN instances as the result of DA classifier. In DA, missing values in the dataset are solved by case wise deletion therefore the total number of instances is less than 855, which is 783. In this part, a performance comparison of all the classifiers applied is done using evaluation measures. As can be seen from Table. 12, classifiers give similar results on the test dataset. When we compare the model performances, we see that all the methods we used in this study are effective in classifying ''satisfactory'' and ''not satisfactory'' instructor performances. Accuracy values, which assess the effectiveness of the models, are all at least approximately 90%. C5.0 classifier is the best in performance according to accuracy followed by SVM, and CART is the worst. Precision, which assesses the predictive power, again indicated C5.0 as the best classifier; however, ANN-Q2H and DA also show high predictive power. On the other hand, recall values, which indicate the sensitivity and true positive rate (TPR) of the models, differ among classifiers. According to recall, ANN-Q3H is the best classifier in performance and the CART is the second best. In addition, according to specificity, which is true negative rate (TNR), C5.0 is again is the best and ANN-Q2H is the second best. Moreover, ANN-Q3H is the worst in performance according to precision and specificity whereas ANN-Q2H is the worst in recall measures.
As a result, we can say even though all the classifiers are similarly good, from the two decision tree classifiers, C5.0, and from the three artificial neural network classifiers, the ANN-Q2H is comparatively better. Ultimately, C5.0 can be considered as the outstanding classifier among all according to the given performance measures.
Variable importance graphs of the first six classifiers and the standardized canonical discriminant function coefficients of DA are given in Fig. 4 .
In C5.0 classifier, the top three important variables are Q23 ''this course was helpful in increasing my knowledge and interest in the subject matter,'' Q13 ''the instructor was enthusiastic about this course,'' and Q5 ''the instructor's knowledge of the subject was adequate,'' which can be seen in Fig. 4(a) . In CART classifier, the most important three variables are again Q23, Q13, and Q5, which is shown in Fig. 4(b) . However, this time Q5 is more important compared to Q13.
In SVM classifier, the most important three variables are Q25 ''the instructor's grading (assignments/exams) was fair,'' Q23 ''this course was helpful in increasing my knowledge and interest in the subject matter,'' and Q22 ''I had to spend a lot of time to get prepared for assignments/exams,'' which is given in Fig. 4(c) .
In ANN-Q2H classifier, the top three important variables are Q23 ''this course was helpful in increasing my knowledge and interest in the subject matter,'' Q7 ''lectures were clear and well structured,'' and Q21 ''the assignments/exams adequately tested the knowledge taught,'' which is given in Fig. 4(d) .
In ANN-Q3H classifier, the most important three variables are Q21 ''the assignments/exams adequately tested the knowledge taught,'' Q17 ''the course materials (textbooks, handouts, etc.) were satisfactory,'' and Q23 ''this course was helpful in increasing my knowledge and interest in the subject matter,'' which can be seen in Fig. 4(e) .
In ANN-M classifier, the top three important variables are Q24 ''I learned a lot in this course,'' Q22 ''I had to spend a lot of time to get prepared for assignments/exams,'' and Q23 ''this course was helpful in increasing my knowledge and interest in the subject matter,'' which is shown in Fig. 4(f) .
In DA classifier, the most important three variables are Q25 ''the instructor's grading (assignments/exams) was fair,'' Q6 ''the instructor came to class well prepared,'' and Q5 ''the instructor's knowledge of the subject was adequate,'' which is given in Fig. 4(g) .
On the overall, Q23 ''This course was helpful in increasing my knowledge and interest in the subject matter,'' is the most important variable in differentiating positive and negative instructor performance since it was in top three variables in C5.0, CART, SVM, ANN-Q2H, ANN-Q3H, and ANN-M. Even though it is not in the top three list, Q23 is one of the significant discriminators in DA as well. Therefore, we can say that the interest area of students and the subject of the course are more important to students than instructors' behavior in evaluating the instructor performance.
Remarkably, eight of the variables either not distinguish the positive and negative instructor performance or distinguish in such low importance that they can be ignored. These variables are Q1 ''how frequently did you attend this course,'' Q2 ''how frequently did the instructor attend this course,'' Q3 ''did the instructor come to class on time,'' Q9 ''there was a good balance between theory and application,'' Q10 ''the instructor was effective in presenting the material in lectures and discussions,'' Q11 ''subjects were not well organized and did not follow each other,'' Q19 ''this was an easy AA course,'' and Q20 ''the assignments/exams increased the ability to think creatively.''
V. CONCLUSION
Data mining techniques are applied in higher education more and more to give insights to educational and administrative problems in order to increase the managerial effectiveness. However, most of the educational mining research focuses on modeling student's performance [26] , [29] , [41] , [42] . In this paper, data mining is utilized to analyze course evaluation questionnaires. Here, the most important variables that separate ''satisfactory'' and ''not satisfactory'' instructor performances based on students' perception are found. Hopefully, these can help instructors to improve their performances.
In addition, irrelevant variables that do not differentiate ''satisfactory'' and ''not satisfactory'' instructor performances are also listed. Different dimensions of course and instructor effectiveness are measured with course evaluation questionnaires in higher education institutions and these findings may be used to improve measurement instruments.
Furthermore, data mining accurately classifies ''satisfactory'' and ''not satisfactory'' instructor performances. Four different classification techniques -decision tree algorithms, support vector machines, artificial neural networks, and discriminant analysis-and seven different classifiers are used and all have performance measures approximately 90% and above in test dataset. This finding indicates the effectiveness of using data mining techniques in course evaluation data and higher education mining. It is hoped this study can contribute to the literature in two major areas: data mining, and higher education.
As a result, the contributions of this study to the literature can be summarized as follows: firstly, effectiveness and expressiveness of data mining techniques, specifically decision tree algorithms, boosting, SVM, ANN, and DA in higher educational mining are presented over a dataset from the daily life. Secondly, using the findings of the variable importance analysis for the classifiers, it is shown that there are many possible improvement areas in the design of the measurement instruments used in instructors' performance evaluation.
