









Datamaskinen har siden dens barndom hatt en kraftig ytelsesøkning. I de
senere årene har man begynt å ta i bruk parallellisering for å opprettholde
denne effekten. Parallell programmering er vanskelig, og det er derfor ut-
viklet verktøy som forenkler jobben. JavaPRP er en preprosessor som auto-
matisk genererer parallelle programmer beregnet på nettverk av maskiner.
Denne oppgaven bringer ideene fra JavaPRP over på multiprosessor. En
multiprosessor er en datamaskin med mange prosessorer som er knyttet
tett sammen. Den største fordelen til parallelle programmer for multipro-
sessor er at de kan nyttiggjøre felles hukommelse.
Denne oppgaven presenterer ulike parallelle varianter av tre typer al-
goritmer. De parallelle programmene utnytter multiprosessorens felles hu-
kommelse på ulike måter. Det blir så drøftet hvordan man kan foreta auto-
matisk parallellisering på multiprosessoren. Løsningen er et nytt system
der det er hentet inspirasjon fra både JavaPRP og de tre ulike parallelle pro-
grammene. Preprosessoren MPRP tilbyr en enkel og fleksibel behandling
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Demange anvendelsesområdene gjør datamaskinen til et hjelpemiddel i de
aller fleste sammenhenger. Et viktig bruksområde i dag er at datamaskiner
nyttes til å løse ulike typer matematiske og beregningstunge problemer.
Siden dens barndom har vi dessuten kunnet nyte godt av en eksponentiell
utvikling av datamaskinenes yteevne, og et sterkt og vedvarende prisfall.
Man har fått behov for å behandle større datamengder, det blir benyttet
større programmer, og det har dukket opp mer ressurskrevende problemer
man ønsker å løse. De stadig kraftigere maskinene gjør detmulig å realisere
disse målene.
Vi ser likevel at det fortsatt er behov for raskere maskiner. Man kan
tenke seg mange problemer som dagens maskiner er for svake til å løse,
men sommorgendagens datamaskiner trolig vil være i stand til å håndtere.
Et eksempel kan være at det innefor meteorologi trolig i fremtiden vil være
mulig å benytte simuleringsmodeller så omfattende at man vil kunne spå
været over en klart lengre tidshorisont enn det som brukes i dag.
Det er egentlig bare fantasien som setter grenser for hvilke problemer
man kan tenke seg å løse ved hjelp av datamaskiner. Noen problemer er så
store at man trolig aldri vil klare å løse dem, selv ikke om en hadde hele
universets plass og levetid til rådighet.
Målet er derfor fortsatt å lage datamaskiner med bedre yteevne, og det
finnes mange fremgangsmåter for å oppnå dette. En måte er å lage raskere
maskinvare som bruker kortere tid på beregningene eller som kan håndtere
mer data. En annen måte er å optimalisere programvare og algoritmer. En
tredje teknikk er parallellisering. Analyseselskapet Gartner la nylig frem
det de tror vil være de syv viktigste utfordringene innenfor IT i år 2033. En
av disse syv er parallell programmering [Gar08].
Parallellisering vil si å la flere datamaskiner samarbeide om å løse ett
problem.
1
2 Kapittel 1. Innledning
1.1 PRP - Parallelle rekursive Prosedyrer
Det å bygge opp et parallelt system fra bunnen av kan være en vanske-
lig og tidkrevende prosess. Det ideelle ville derfor være om man hadde et
program som kunne hjelpe brukeren å parallellisere programmer. Denne
tanken ble først presentert av Arne Maus i 1978 [MA95]. Siden den gang
har det gradvis blitt utarbeidet et system som tar seg av nettopp dette. Sis-
te versjonen av systemet heter JavaPRP. Systemet benytter maskiner som
er tilknyttet internett for å parallellisere programmer skrevet i Java.
1.2 Multiprosessor
I den senere tid har det dukket opp en ny type parallelle maskiner. Multi-
prosessoren er en parallell maskin med flere prosessorer knyttet tett sam-
men. Der PRP hittil har dreiet seg kun om parallellisering over nettverk vil
denne oppgaven gå et skritt videre og ta for seg automatisk parallellisering
på multiprosessor. Denne oppgaven vil derfor ta for seg ulike måter å pa-
rallellisere på multiprosessor, og hvilke utfordringer disse byr på. Den vil
også handle om de fordeler multiprosessoren gir og hvordan man best kan
utnytte disse under parallelliseringen.
Basert på kunnskapen ommultiprosessoren er målet å finne ut hvordan
man på en god måte kan utføre automatisk parallellisering på denne. Det
vil bli designet et nytt system, MPRP (Multicore PRP), som skal ta seg av
dette. MPRP vil i likhet med JavaPRP være et system som på en bruker-
vennlig måte kan generere parallelle programmer basert på sekvensielle
programmer. MPRP skal best mulig utnytte fordelene og håndtere utford-
ringene man har ved parallellisering på multiprosessoren.
1.3 Oppbygning av oppgaven
Her følger en kort beskrivelse av hva de ulike kapitlene i denne oppgaven
inneholder.
Kapittel 2, Datamaskinens utvikling, beskriver hvordan datamaskine-
ne har blitt stadig raskere, og forklarer hvorfor man i de senere årene har
gått over til å benytte parallellitet for å opprettholde denne effekten. Kapit-
tel 3, Parallellitet, handler om ulike typer parallelle systemer. Så gir kapit-
tel 4, JavaPRP, en introduksjon til PRP-prosjektet som ligger til grunn for
denne oppgaven. Kapittel 5, Multiprosessor, handler om hvordan multi-
prosessoren kan benyttes til parallell problemløsning. Det legges særlig
vekt på hvordan felles hukommelse fungerer og kan nyttiggjøres i paral-
lelle programmer.
Kapittel 6, 7 og 8 presenterer tre ulike parallelliserbare problemer. Pro-
blemene skiller seg fra hverandre med hensyn på hvordan deres algoritme
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er oppbygd. Derfor må parallelliseringen av disse foregå på ulike måter,
og det blir gitt forslag til ulike algoritmer og programmer som løser disse i
parallell på multiprosessor.
Kapittel 9, Automatisk parallellisering, drøfter ulike måter å imple-
mentere et system for generering av parallelle programmer beregnet på
multiprosessor. Det konkluderes med at den beste løsningen er et helt nytt
system skreddersydd for parallellisering på multiprosessor. Kapittel 10,
Presentasjon avMPRP, forklarer hvordan dette nye systemet virker. Syste-
met er inspirert av JavaPRP og parallelliseringen av de tre problemene fra
de tidligere kapitlene.
Kapittel 11, Oppsummering og videre arbeid, inneholder konklusjon
og noen forslag til hva som kan være aktuelt å jobbe videre med.
Til slutt følger to tillegg. Tillegg A, Brukerveileding for MPRP, forkla-
rer hvordan systemet MPRP virker og viser et eksempel på bruk. Tillegget
er skrevet på engelske for at det skal kunne være tilgjengelig for flere. Til-




Gordon Moore observerte datamaskinens kraftige utvikling i 1965. Han så
at transistorene, de små elektriske komponentene som en prosessor består
av, lot seg produsere i en stadig mindre størrelse. Han forutså dermed at
man ville oppnå en dobling av antall transistorer det er plass til på en brik-
ke omtrent hver attende måned. En slik halvering av transistorstørrelsen
innebærer grovt sett en dobling av ytelse, fordi det gjør at man kan benytte
seg av mer avansert prosessorarkitektur og at man kan tillate seg høyere
klokkefrekvens. Denne trenden har vist seg å la seg gjelde frem til i dag, og
er nå kjent under navnet "Moores lov". [Moo05]
Navn Introd. Antall trans. Tr.bredde Kl.frekvens
Pentium 1993 3.2 millioner 0.6µm 100 MHz
Pentium II Desch. 1998 7.5 millioner 0.25µm 400 MHz
Pentium III Cop. 2000 28 millioner 0.18µm 1000 MHz
Pentium 4 Nor. 2002 55 millioner 135nm 3 GHz
PentiumM Dothan 2004 77 millioner 90nm 2.2 GHz
Core 2 Conroe 2006 291 millioner 65nm 3 GHz
Tabell 2.1:Ulike mikroprosessorer fra Intel [Wik08b]
Tabell 2.1 viser eksempler på noen av prosessorene som har blitt produ-
sert av selskapet Intel de siste årene. Tabellen viser at transistorstørrelsen,
eller transistorbredden, har krympet i raskt tempo. Det har gjort at klokke-
frekvensen og antall transistorer det er plass til på brikkene har latt seg
øke. Klokkefrekvensen beskriver hvor mange instruksjoner, eller enkeltbe-
regninger, prosessoren utfører per tid og det er derfor ønskelig med så høy
klokkefrekvens som mulig. Med andre ord viser tabellen at man omtrent
hvert halvannet år har kunnet forvente å bytte ut en datamaskin med en
som er dobbelt så rask. Utviklingen er altså i tråd medMoores lov fra 1965.
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6 Kapittel 2. Datamaskinens utvikling
2.1 Varmeutvikling
En prosessor utvikler mye varme. Denne varmen må fraktes bort, for en
overopphetet prosessor slutter å fungere. Varmeutviklingen er større jo høy-
ere klokkefrekvens prosessoren benytter. Varmen setter imidlertid en øvre
grense for hvor høy klokkefrekvens en prosessor kan takle.
Varmeutviklingen stammer opprinnelig fra transistorene som prosesso-
ren er bygd opp av. En moderne prosessor kan bestå av flere hundre mil-
lioner transistorer. Deres oppgave er å styre strømføringen i prosessoren,
og de virker som en brytere som skrur strømmen av eller på. Temperatu-
ren øker fordi det forekommer et lite effekttap hver gang en av de mange
transistorene skifter status mellom av og på. Dette effekttapet blir til var-
me. Som vist i tabell 2.1 på forrige side kan nyere prosessorer ha klokke-
frekvens på opp til 3 GHz. Transistorene i en moderne prosessor kan altså
skifte status flere milliarder ganger pr sekund, og til sammen vil alle de
små effekttapene utgjøre en stor oppheting av prosessoren.
Problemet er at for høy temperatur gjør at en transistor ikke alltid vir-
ker som den skal. Varmen fører til at det lekker en liten lekkasjestrøm gjen-
nom transistoren. Denne strømmen kan gjøre at en transistor som skal være
skrudd av kan oppfattes som om den nesten er skrudd på. Lekkasjestrøm-
men blir større jo varmere prosessoren er.
Oppvarmingen av prosessorer motvirkes ved hjelp av kjøling med for
eksempel vifter.
2.2 Stagnering
I alle år har den typiskemåten for å øke ytelsen til prosessorene vært å gjøre
transistorene mindre. Da oppnår man høyere klokkefrekvens, og man får
plass til flere transistorer på samme brikke.
I dagens prosessorer finner man transistorer med en bredde helt ned i
65 nanometer, og de blir stadig mindre. Neste skritt er transistorbredde på
45 nm, og det er allerede planlagt produksjon av transistorer med bredde
på 10 nm [Int07].
Problemet er at for mindre transistorer er lekkasjestrømmene mer be-
tydelige enn for større transistorer. Det kommer av at det er mindre mot-
stand for lekkasjestrømmen i en liten transistor. Prosessorene krever derfor
stadig mer kjøling for at man skal kunne oppnå ønsket klokkefrekvens. En
moderne prosessor med klokkefrekvens på 3 GHz krever kjøling ved hjelp
av for eksempel en kraftig vifte kombinert med kjøleribber. Hvis man sam-
ler mange slike prosessorer på et sted, for eksempel i en serverpark, kreves
det dessuten ytterligere nedkjøling av selve rommet maskinene står i.
Slikt kjøleutstyr er kostbart, særlig med tanke på energiutgifter. Man
har derfor de senere årene blitt nødt til å la varmeutviklingen i større grad
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begrense hvor høy klokkefrekvens man benytter. Det er mye som tyder på
at vi faktisk har kommet til et nivå hvor det ikke lenger er hensiktsmessig å
øke frekvensen ytterligere. Av tabell 2.1 på side 5 kan man se at taket ser ut
til å ligge på omtrent 3 GHz. Siden Gordon Moores tid og frem til omtrent
år 2002 har man kunnet følge en jevn utvikling av prosessorenes klokke-
frekvens. I 2002 nådde man 3 GHz, og helt frem til i dag, 6 år senere, har
man ikke kunnet se noen videre utvikling på området. Dagens prosessorer
benytter vanligvis en klokkefrekvens på mellom 2 og 3 GHz.
I supercomputerenBuleGene/L, avbildet på bilde 3.1 på side 9, har man
faktisk valgt å senke klokkefrekvensen for å begrense effektforbruket. Den
parallelle datamaskinen består av svært mange prosessorer som hver trolig
er i stand til å kjøre med klokkefrekvens på opp til 3 GHz. Likevel har
man valgt å la prosessorene kjøre på 800MHz og benytte et større antall
prosessorer for å kompensere for ytelsestapet. Det gjør at effektforbruket
senkes betraktelig.
Som vi har sett har vi fortsatt behov for å utvikle raskere datamaski-
ner. Men fordi varmeutviklingen ser ut til å sette en grense for hvor høy
klokkefrekvens vi kan benytte er vi nå nødt til å ty til andre teknikker. En
metode kan være å utvikle datamaskiner basert på helt annen teknologi
som gir høyere ytelse uten like stor varmeutvikling. Blant annet har det
blitt foreslått å kombinere dagens silisiumteknologi med såkalte nanorør
for å kunne lage svært små transistorer [Kan03].
En annen metode er å lage datamaskiner som benytter seg av parallel-
lisering. Denne teknikken er mer og mer brukt i dagens maskiner, og de




Parallellisering dreier seg om å la flere prosessorer samarbeide om å løse
det samme problemet. Det er nærliggende å tro at man kan løse et problem
raskere dersom man deler problemet opp i mindre deler og lar flere pro-
sessorer samarbeide om å løse det. Dette har vist seg å stemme for veldig
mange problemer.
Parallellisering kan utføres påmangemåter. Vi kan dele inn i ulike typer
maskiner, og ulike typer programmer.
3.1 Parallelle datamaskiner
I dag finnes det mange forskjellige typer parallelle datamaskiner, og mange
måter å klassifisere dem.Man kan gjøre fysiske klassifiseringer derman for
eksempel skiller mellom hvordan og hvor tett prosessorene er koblet sam-
men, eller man kan skille mellom ulike former for organisering av minne.
Figur 3.1: BlueGene/L ble i november 2007 kåret til verdens raskeste super-
computer. Den parallelle datamaskinen er i stand til å utføre 478.2
billioner kalkulasjoner per sekund [TOP08]
.
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Det gis her en beskrivelse av de vanligste klassifiseringene.
3.1.1 Løst og fast koblet system
Det er vanlig å skille mellom hvor tett prosessorene i systemet er knyt-
tet sammen. I et fast koblet system er prosessorene tett knyttet sammen
gjennom for eksempel samme databuss. Systemet er bygd opp slik at man
kjenner nøyaktig hvilke komponenter det består av og hvordan de er koblet
sammen. Prosessorene i systemet kan ha delt hukommelse.
Et løst koblet system består av en rekke enkeltstående datamaskiner
som er koblet sammen ved hjelp av et kommunikasjonssystem som for ek-
sempel Ethernet. Man kan dele inn i flere kategorier av løst koblede syste-
mer. Dersomman bygger en parallell datamaskin ved å koble mange data-
maskiner sammen i et lokalt nettverk får man en såkalt klynge. Maskinene
er koblet sammen etter et egnet mønster, og man har full kontroll på de en-
kelte maskinenes oppbygning og ressurser. Fordelen med slike systemer er
at kan oppnå like høy ytelse som en enkeltstående maskin, men til en mye
lavere pris.
Den største ulempen med et løst koblet system er at det er lang fysisk
avstand mellom prosessorene. Det gjør at kommunikasjonen mellom disse
tar lang tid. Derfor egner løst koblede systemer seg best til å løse problemer
der det er lite behov for kommunikasjon mellom prosessorene. Fordelen
er at løst koblede systemer ofte er billigere å produsere enn fast koblede
systemer.
3.1.2 Grid
En annen type løst koblet system er et såkalt grid [FKT01]. Hovedforskjel-
len mellom grid og klynger er at datamaskinene i et grid kan være plassert
på ulike steder i verden.
Et grid er en virtuell supercomputer som egentlig består av mange en-
keltstående datamaskiner. En supercomputer er en svært rask men også
svært kostbar datamaskin som brukes til å løse store problemer. Gridsys-
temene kan brukes til å løse tilsvarende store problemer, men til en lavere
pris. Det blir billigere fordi grid slår sammen datakraften til mange relativt
rimelige enkeltsystemer rundt i verden.
Et gridsystem kan fungere ved at ulike organisasjonene deler sine data-
maskinressursermed andre organisasjoner. Grid dreier seg da omorganise-
ringen av akkurat dette. De ulike organisasjonene kan tilby ulike tjenester.
Det kan være tilbud om alt fra raske beregninger til spesielle applikasjo-
ner eller lagringsplass. Organisasjonene i nettverket kan dermed finne de
ressursene de trenger på datamaskiner hos organisasjoner andre steder i
verden.
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Gridsystemer kan også benytte seg av det faktum at mange tradisjonelle
PC-er sjelden utnytter all datakraften de har tilgjengelig. Tanken er at en
PC som bare kjører enkle tekstbehandlere og lignende har mye overskudd
av datakraft. Ved å dele dette overskuddet med andre kan maskinen bli
en del av et grid. Et av de mest kjente slike systemene er SETI@home der
over tre millioner brukere har bidratt med datakraft til å søke etter signaler
fra utenomjordisk liv. I skrivende stund har prosjektet omlag 800000 aktive
brukere som gir en total beregningskraft på 461 TeraFLOPS [BOI08]. Det
gjør at systemet kan måle seg med verdens raskeste supercomputer som er
avbildet på figur 3.1 på side 9.
3.1.3 Organisering av minne
Parallelle datamaskiner kan organisere minnet sitt på mange forskjellige
måter. Vi kan dele inn i to hovedkategorier:
• Distribuert minne
Dette betegner en datamaskin der hver prosessor har sitt eget lokale
minne. Dette er typisk for løst koblede systemer
• Delt minne
Her benytter de forskjellige prosessorene seg av samme minne. Kom-
munikasjon kan da foregå ved å lese og skrive til dette minnet.
Kombinasjoner av dette kan også forekomme, der prosessorene både har
eget og delt minne.
3.1.4 Flynns modell
En annen måte å skille mellom ulike datamaskinarkitekturer på er en klas-
sifisering gjort av Michael J. Flynn [Fos95]. Modellen deler maskiner inn
i kategorier basert på antall samtidige instruksjoner og antall samtidige
datastrømmer som forekommer. Hovedtypene er som følger:
• SISD (Single Instruction Single Data)
En slik maskin utfører en instruksjon om gangen på et sett av data.
Ingen parallellisering forekommer. Dette er den typiske sekvensielle
maskinen vi er vant med å bruke.
• SIMD (Single Instruction Multiple Data)
Dette er en parallell datamaskin som kan utføre samme sekvens av
instruksjoner i parallell på mange ulike data. I sammenhenger det
man har behov for å utføre de samme beregningene på mye data kan
dette være nyttig, men det er dermed altså nødvendig at problemet
som skal løses kan deles opp etter denne modellen. Disse maskinene
kan for eksempel være gode på å løse matrisemultiplikasjon effektivt.
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GPU (graphical processing unit) er eksempel på en slik datamaskin.
Det er den prosessoren som sitter på grafikkortet i en PC, og som tar
seg av å tegne grafikken som skal vises på skjermen.
• MISD (Multiple Instruction Single Data)
Denne typen datamaskin kan utføre flere ulike instruksjoner på sam-
me data. Her er det naturlig å tilordne de ulike instruksjonene til hver
prosessor, og la hver enkelt av dem utføre instruksjonene de har blitt
tildelt på dataene.
Pipelinearkitektur tilhører denne typen.Det er noe sommoderneCPU-
er benytter seg av for å kunne parallellisere instruksjoner somopprin-
nelig er skrevet sekvensielt.
• MIMD (Multiple Instruction Multiple Data)
På denne typen datamaskin får hver prosessor sitt eget sett med data
og utfører sitt eget sett med instruksjoner. Eksempler på en slik ma-
skin er et nettverk av maskiner eller en multiprosessor. Dette er den
mest allsidige typen parallell datamaskin.
3.2 Parallelle programmer
Det er vanskeligere å programmere parallelle programmer enn å program-
mere sekvensielle programmer. Derfor er det utviklet ulike modeller og
metoder for hvordan slike systemer kan designes. Ulike metoder kan egne
seg til forskjellige problemer og maskiner. Man kan dele inn etter for ek-
sempel instruksjons- og dataflyt, størrelse på datamengden som parallel-
liseres, eller teknikk for ressursallokering og kommunikasjon. Det finnes
også systemer som tar seg av å automatisere parallelliseringen av et ellers
sekvensielt program.
Dette avsnittet gir en oversikt over noen av disse systemene og model-
lene.
3.2.1 Meldingsutveksling
Har man et løst koblet system med distribuert minne kan programmene
som kjører på systemet typisk kommunisere ved hjelp av meldingsutveks-
ling. En slik melding kan for eksempel bestå av et funksjonskall eller en
datapakke. Et system som er lagd for dette er MPI (Message Passing Inter-
face) [Fos95].
MPI er et grensesnitt for meldingsutveksling. Ved bruk av MPI oppret-
tes en eller flere prosesser som kommuniserer via dette grensesnittet. MPI
tilbyr hele 129 funksjoner for å ta seg av sending om mottak av disse mel-
dingene. Blant disse finner man globale operasjoner slik som for eksempel
Barrier Sync, som sørger for synkronisering av prosesser.
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3.2.2 Oppgaveinndeling
En annen vanlig fremgangsmåte for oppdeling er å lage en algoritme som
består av en rekke individuelle oppgaver. Slik kan oppgavene fordeles mel-
lom de ulike prosessorene og utføres i parallell. De ulike oppgavene må
tilordnes en prosessor, og det kan gjøres på mange måter. Det er vanlig
å ha flere oppgaver enn prosessorer og tilordne mange oppgaver til hver
prosessor. På den måten tilbyr man skalerbarhet med hensyn på antall pro-
sessorer. Oppgaver som er knyttet sammen ved at de for eksempel jobber
på samme data bør tilordnes samme prosessorer eller prosessorer som er
tett knyttet sammen. I praksis starter man med å opprette en oppgave som
kjører på en prosessor, og den oppgaven tar seg så av å opprette nye opp-
gaver og tilordne disse til en annen CPU.
Tråder og maskiner
Parallelle systemer kan som tidligere nevnt enten benytte seg av mange
maskiner, eller de kan kjøre på en enkelt maskin med flere CPU-er.
Ved bruk av mange maskiner er det vanlig å kjøre ett program på hver
enkelt av de som kan kommunisere gjennom for eksempel meldingsut-
veksling eller oppgaveinndeling. Klynger og grid er eksempler på dette.
For systemer som skal kjøre på kun en maskin med mange CPU-er er
det vanlig å lage et program med mange tråder. Tråder er en måte å struk-
turere programmer på. Et program som skal utføre flere ulike selvstendige
oppgaver kan tilordne en tråd til hver av disse oppgavene. Trådene kan
rangeres og dele på den prosessorkraften som er tilgjengelig. Har man til-
gang til flere prosessorer kan trådene parallelliseres ved å utnytte de for-
skjellige prosessorene.
3.2.3 Ulik størrelsesorden av parallelle programmer
Parallellisering kan foregå på ulike nivåer med hensyn på størrelsen til
den problembiten man ønsker å parallellisere. Noen systemer parallellise-
rer på et verdensomspennende omfang ved å benytte seg av mange maski-
ner koblet til internett, mens andre parallelliserer på kretsnivå på en enkelt
brikke.
Tabell 3.1 viser noen slike nivåer i stigende rekkefølge.
Instruksjoner
Denminste formen for parallellisering kan man finne vi inne på selve CPU.
Moderne CPU-er som utfører instruksjonene i et sekvensielt program er
ofte i stand til å utføre flere av disse instruksjonene på samme tid. Dette
er en automatisk prosess som foregår uten at programmereren behøver å






Tabell 3.1:Ulike størrelsesnivåer av parallellitet. Tabellen viser forskjellige
måter parallellisering kan foregå på i stigende rekkefølge.
tenke på parallellisering. Også andre typer prosessorer kan utføre slik mi-
niatyrparallellisering. På GPU-en foregår det på en litt annen måte. Den
består av et stort antall identiske beregningsenheter som samtidig utfører
samme instruksjon på hver sin datadel.
Løkker
Et høyere nivå er å fokusere på løkker i et program. Et system som bygger
på programmeringsspråket Fortran tilbyr relativt enkel parallellisering av
doble og triple løkker. [Uni06]
Metoder
Videre kan man parallellisere på rekursjon og metodekall. Rekursjon er en
programmeringsteknikk som gjør det mulig for en metode å kalle seg selv.
På den måten kan det forekomme mange kall på den samme metoden, og
ved å la instruksjonssekvensene som hører til hvert metodekall kjøre på
en egen prosessor kan man parallellisere dette. PRP (Parallelle Rekursive
Prosedyrer) er en metode for å automatisere dette.
Prosesser
Inndeling i prosesser er operativsystemets måte å organisere maskinens
oppgaver. Operativsystemet har ansvar for å ha kontroll på maskinens alle
grunnleggende funksjoner, slik som tastatur og skjerm, og det er vanlig
at det opprettes en prosess for hver av disse nødvendige funksjonene. På
samme måte skal operativsystemet håndtere alle programmer som kjøres
på maskinen, og for hvert program som startes opprettes en egen prosess.
Prosessene er uavhengige, og det er operativsystemets oppgave å la de dele
på de ressursene maskinen har til rådighet. Enhver prosess rangeres av




Gjennom PRP-prosjektet har det blitt produsert mange masteroppgaver,
og som et resultat av dette har det gradvis blitt utarbeidet et system for
parallellisering. Siste versjon av dette systemet heter JavaPRP.
JavaPRP er en et system som tar et program som input og forandrer på
den opprinnelige koden slik at det kan kjøres i parallell over mange ma-
skiner. Systemet fungerer som en preprosessor sommodifiserer kildekoden i
det opprinnelige programmet. Det genereres i tillegg nye klasser og meka-
nismer som sørger for parallelliseringen.
Dette kapittelet forklarer hvordan JavaPRP virker. Senere i denne opp-
gaven vil det introduseres ett nytt system som er basert på JavaPRP.
4.1 Rekursjon
JavaPRP parallelliserer et program som i utgangspunktet bare kan ekse-
kveres sekvensielt. Det kan ikke være et hvilket som helst program, det må
være et program som løser et problem ved hjelp av rekursjon.
En direkte rekursiv metode er en metode som kaller seg selv [Wei99b].
En metode kan også være indirekte rekursiv hvis den kaller en annen me-
tode som igjen kaller den første metoden.
For at en rekursiv metode skal kunne parallelliseres er det viktig at den
utfører minst to kall på seg selv. Vi sier at metoden må ha fanoutminimum
lik 2. Dette er for at rekursjonstreet skal vokse i bredden. Et tre med fanout
lik 1 vil ikke vokse. Figur 4.1 viser et rekursjonstre med fanout lik 2. Hver
node i treet representerer et delproblem. Ideen er at man først bygger opp
øverste del av treet til man har mange nok noder i bredden. Deretter kan
alle de nederste nodene eksekveres i parallell. Dersom man har et parallelt
systemmed 4 arbeidere ville node 4, 5, 6 og 7 på figur 4.1 kunne eksekveres
i parallell ved å bruke denne fremgangsmåten.
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Figur 4.1: Rekursjon med fanout lik 2
4.2 Nøkkelord
JavaPRP er ment å være svært enkelt i bruk. En programmerer med dårlig
kjennskap til parallellisering skal kunne benytte dette systemet til å paral-
lellisere programmer. Alt brukeren behøver å gjøre er å lage et sekvensielt
program og mate dette inn i systemet. JavaPRP vil så generere et parallelt
system basert på det sekvensielle programmet.
Før det sekvensielle programmet kan preprosesseres må det imidlertid
annoteres med noen faste nøkkelord. Dette er for at systemet skal forstå
hvilken del av programmet som skal parallelliseres. Disse nøkkelordene
som følger:
• /* PRP_PROC */
Markerer den rekursive metoden. Kommentaren settes inn på linjen
rett over metodens header.
• /* PRP_CALL */
Markerer det rekursive kallet. Kommentaren settes inn på linjen over
utrykket som inneholder kallet.
• /* PRP_FF */
Brukes dersom det er ønskelig å bruke full fanout. Med full fanout
mener vi at alle noder i treet (unntatt rotnoden) er direkte barn av
rotnoden.
Listing 4.1: Rekursivt program med nøkkelord
1 /∗ PRP_FF ∗ /
c l ass Eksempel {
/∗ PRP_PROC ∗ /
5 void rekursivMetode ( in t param) {
/∗ PRP_CALL ∗ /




Et program som er klargjort for preprosessering kan se ut som i listing 4.1
på forrige side.
4.3 Administrator/arbeider-modell
PRP-systemet baserer seg på en administrator/arbeider-modell. Dette vil
si at en administrator har ansvar for å kalle på de mange arbeiderne. Hver
arbeider kjører på en egen maskin i nettverket og løser delproblemer den
får tilsendt av administratoren. Følgende klasser benyttes:
• Arbeideren
Arbeiderens oppgave er å utføre selve beregningene der den benytter
seg av de parametersett den får tilsendt. Instanser av arbeiderklassen
kjører på mange maskiner på nettverket.
• Administratoren
Denne klassen har ansvaret for å håndtere arbeiderne. Den sender
parametersett til arbeiderne, og mottar deres svar.
• Parametersett og returverdier
Parametersettene inneholder parametere som arbeiderne kan bruke







Figur 4.2:Modell av virkemåten til preprosessoren i JavaPRP
Som vist på figur 4.2 virker JavaPRP ved at en preprosessor leser bru-
kerens kode og produserer nye filer. Filene kompileres og distribueres over
nettverket. Alle maskinene som skal benyttes tildeles en arbeider som må
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startes. Administratoren kjøres på en av maskinene. Parametersett og re-
turverdier distribueres via en webserver under kjøring.
Kommunikasjonen mellom administratoren og arbeiderne foregår ved
hjelp av Java Remote Method Invocation, eller JavaRMI. Dette er et biblio-
tek i Java. Funksjonaliteten ligner på Remote Procedure Calls (RPC) som
ble benyttet i en tidligere versjon av PRP. JavaRMI tillater programmer å
utføre kall på metoder i programmer som kjører på andre maskiner.
Etter at alle filer er distribuert og startet opp vil man ved hjelp av ad-
ministratoren sette i gang selve kjøringen av det genererte systemet. Under
kjøringsprosessen går administratoren gjennom tre faser: parametergene-
rering, kodeeksekvering og svargenerering.
4.4 Parametergenerering
Under parametergenereringen benyttes to datastrukturer: en FIFO-kø (First
In First Out) og en kall-stack som begge inneholder parametersett.
• FIFO-kø
Dette skal bli en liste med parametersett som representerer delpro-
blemer som arbeiderne kan løse i parallell.
• Stack
Her legges parametersett knyttet til øverste del av rekursjonstreet, alt-
så det som ikke parallelliseres. Disse vil benyttes under oppsamling
av resultater senere.
Målet med parametergenereringen er å fylle FIFO-køen med tilstrek-
kelig mange parametersett. Senere, under eksekvering, vil disse sendes til
arbeiderne for å løses.
Ved oppstart legges første parametersett i FIFO-køen. Dette er det opp-
rinnelige parametersettet til den opprinnelige rekursive metoden. Figur 4.3
på neste side viser hvordan parametergenereringen fungerer. Administra-
toren løper gjennom en løkke som går gjennom fire steg:
1. Popper første parametersett fra køen (skritt a)
2. Pusher dette på stacken (skritt b)
3. Genererer nye parametersett ved å ta utgangspunkt i parametersettet
som nettopp er hentet ut (skritt c). Dette gjøres ved å kjøre den opp-
rinnelige rekursive koden frem til kall-stedet der man i stedet for å
gjøre kallet oppretter nye parametersett med de aktuelle verdiene.
4. Legger de nye parametersettene bakerst i køen (skritt d)
Ved å repetere disse fire stegenevil FIFO-køen fyllesmed parametersett.
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Figur 4.3: Figuren viser ett gjennomløp av løkken som genererer parametere.
p1, p2 osv. representerer parametersett. Løkken utfører fire skritt
som legger parametere på stacken og FIFO-køen.
4.4.1 Lastbalansering
I JavaPRP genererer man minst 20 ganger så mange parametere som antall
arbeidere. Grunnen til at man genererer så mange parametersett er at man
kan risikere at noen delproblemer er større enn andre. Det kan føre til at
noen arbeidere får mye mer å gjøre enn andre. Ved å generere ekstramange
og små delproblemer vil man redusere risikoen for at dette vil inntreffe.
4.5 Kodeeksekvering
Under eksekvering vil administratoren sende parametersett til arbeiderne.
Arbeiderne vil løse delproblemer basert på parametersettene ved hjelp av
rekursjon. Når en arbeider er ferdig med et delproblem vil administratoren
motta svar som legges i en array. Arbeideren er nå klar til å begynne på et
nytt delproblem.
For å umiddelbart kunne sette i gang med løsing av det neste delpro-
blemet sørges det for at arbeideren allerede har dette liggende klart når den
er ferdig med det forrige. Dermed unngår man unødvendig ventetid.
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4.6 Svargenerering
Når all eksekvering er ferdig gjenstår oppsamlingen av resultatene. Til det-
te bruker administratoren en svar-array samt kall-stacken. Administrato-
ren går igjennom en løkke som utfører følgende tre skritt:
1. Administratoren henter ut det øverste elementet på stacken og kjører
den rekursivemetodenmed dette parametersettet frem til kall-stedet.
2. Det er nå ikke nødvendig å gjøre det rekursive kallet da dette delpro-
blemet allerede er løst av arbeiderne. I stedet hentes resultatet ut fra
svar-arrayen.
3. Den resterende koden i den rekursive metoden kjøres slik at et nytt
svar genereres. Dette legges også i svar-arrayen.
Deretter går administratoren videre med skritt 1 og gjentar prosessen.
Den henter på ny ut øverste element på stakken, og det hele gjentar seg
inntil stakken er tom.
Det siste parametersettet på stacken er argumentet til den opprinnelige




PRP-prosjektet har i alle år kun dreiet seg om parallellisering på maskiner
tilknyttet et nettverk. Denne oppgaven vil gå ett skritt videre og fokusere
på multiprosessorer. Maskiner av typen multiprosessor bør kanskje hånd-
teres annerledes enn de maskinene PRP så langt har blitt benyttet på. Det
vil derfor undersøkes hvordan parallellisering på multiprosessor best mu-
lig bør utføres.
I dette kapittelet blir det gitt en introduksjon til hvordan en multipro-
sessor er bygd opp og virker. Dette vil gi et utgangspunkt for hvordan pro-
grammer for multiprosessor bør konstrueres for at de skal fungere tilfreds-
stillende.
CPU CPU





Figur 5.1:Multiprosessor sammenlignet med nettverk av maskiner. Prosesso-
rene i multiprosessoren kan kommunisere raskt ved hjelp av delt
cache/minne, mens maskinene i nettverk må sende data mellom
hverandre over store avstander.
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Figur 5.2: Bildet viser den nylig lanserte multikjerneprosessoren AMD Phen-
om X4. Prosessoren har fire kjerner på samme brikke med delt L3-
cache. [Dev08]
5.1 Tettere tilknytning
En multiprosessor er en datamaskin med flere prosessorer som er knyttet
tett sammen. Dette kan karakteriseres som et fast koblet system. Maskinen
kan for eksempel være bygd opp ved at mange prosessorer er montert på
samme hovedkort eller i samme serverrack.
En annen variant er en såkalt multikjerneprosessor. Da er mange pro-
sessorkjerner satt sammen på en og samme brikke som vist på figur 5.1(b)
på forrige side. En multikjerne-prosessor kan tilsynelatende se ut som en
vanlig enkeltkjerneprosessor,men består altså av mange slike enkeltkjerne-
prosessorer som sitter tett sammen. Figur 5.2 viser den nyeste multikjerne-
prosessoren fra AMD som er en av mange ulike modeller på markedet. Det
finnes multikjerneprosessorer med opp til 11 kjerner, og det er gjort forsøk
med opp til 80 kjerner på en brikke [PCW07].
Den største forskjellenmellom parallellisering påmultiprosessor og pal-
lellisering over nettverk er nettopp det at i multiprosessoren sitter proses-
sorene tettere sammen. Det gjør at prosessorene kan kommunisere raskere,
noe som ofte er viktig ved parallellisering. Nøyaktig hvor stor avstand det
er mellom de ulike prosessorene i et slikt system kan ha stor betydning for
ytelsen. En multikjerneprosessor der prosessorene sitter helt inntil hver-
andre er det klart mest fordelsaktige, fordi kommunikasjonen går raskere
jo tette sammen de sitter.
Det finnes flere måter å la prosessorene kommunisere på. En måte er
meldingsutveksling hvor prosessorene sender beskjeder til hverandre.Mel-
dingsutveksling kan benyttes på de fleste typer parallelle systemer. På en
multiprosessor kan man i tillegg la prosessorene benytte seg av delt hu-
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kommelse. Det kan ofte være en stor fordel innenfor parallellisering. Sene-
re i dette kapittelet vil det bli gått nærmere inn på delt hukommelse, men
først kommer en oversikt over hvordan hukommelseshierarkiet på en van-
lig datamaskin er bygd opp.
5.2 Datamaskinarkitektur
En datamaskin benytter seg av RAM (random access memory) som hoved-
lager. Programmer benytter dette lageret til å lagre aktuelle data de bruker
under sine beregninger. Programmene kan lese fra og skrive til minnet etter
behov.
I RAM lagres dataene påminnebrikker, noe som gir relativt kort aksess-
tid. Til sammenligning tar det omtrent tusen ganger lenger tid å lese data
fra en harddisk. Harddisker har imidlertid mye større lagringsplass og bru-
kes derfor vanligvis for lengere tids lagring av permanente data. Hastighe-
ten til harddiskene har dessuten nesten ikke økt. Dagens harddisker har
aksesstid på omtrent 5ms [Dig08] mens en harddisk i 1973 hadde aksesstid
på 25ms [IBM08].
Tidligere var RAM raskt nok til å holde følge med CPU, noe som gjorde
at CPU ikke behøvde å vente på data som den ønsket å lese fra RAM. Men
etter hvert som CPU har blitt raskere har aksesstiden til RAM vist seg å bli
en flaskehals [MV99]. Dersom en moderne prosessor utelukkende kunne
benytte seg av vanlig RAM ville den ha kastet bort mye tid på å vente hver
gang data skulle hentes ut av minnet. Dette problemet har blitt løst ved å
innføre flere nivåer av minne i form av cache.
Cache er en type hukommelse som ligger på samme brikke som proses-
soren. Dette gjør at kommunikasjonenmellom prosessoren og cache kan gå
ekstremt fort. Ulempen er at cache ikke kan ha spesielt stor lagringskapasi-
tet fordi den skal få plass på en så liten brikke, og fordi cache er mer kostbar
enn andre typer hukommelse. På dagens prosessorer finner man opp til tre
nivåer av cache i tillegg til prosessorens register.
Det høyeste nivået ligger nærmest CPU. Dette nivået har raskest ak-
sesstid og kalles nivå 1 (L1). De påfølgende nivåene ligger lenger ut og har
lengre aksesstid, men større plass. (Se figur 5.3) Dette systemet fungerer
ved at data som er aktuelle for prosessoren plasseres i et nivå i nærheten
av den, mens mindre aktuelle data plasseres lengre ut. Det samme gjelder
også for organisering av data i RAM og på harddisken. Når prosessoren
skal hente ut data letes det først i L1. Finnes det ikke der sjekkes det på
lavere nivåer inntil dataene blir lokalisert.










Figur 5.3: Typisk datamaskinarkitektur. Figuren viser de ulike typer hukom-
melse man finner i datamaskinen, og deres relasjoner.
5.3 Delt hukommelse
Prosessorene i enmultiprosessor har ofte delt minne. Det vil si de er tilknyt-
tet samme hovedlager (RAM) og kan derfor lese og skrive til de samme
dataene. Dette er noe man ikke har mulighet til dersomman parallelliserer
over nettverk.
5.3.1 Cache
En multikjerneprosessor kan i tillegg ha mulighet til å operere med delt
cache. Cache er en form for hurtigminne som gjerne er plassert på samme
databrikke som prosessoren. Den korte avstanden mellom prosessoren og
cache gjør at lesing og skriving til cache går svært raskt.
Sammenlignet med RAM er det plass til relativt lite data i cache. Der-
for sørger et system i prosessoren for at kun de mest brukte dataene lig-
ger der. Systemet kopierer blokker, eller cachelinjer, fra hovedlageret inn i
cache ved behov. På figur 5.4 på neste side er to linjer kopiert inn i cache fra
hovedlageret.
Når prosessoren skal lese fra minnet letes det først etter de aktuelle da-
taene i cache. Hvis de ikke ligger der blir en cachelinje med data (typisk 8 til
512 Byte) kopiert fra RAM og lagt i cache. Cachelinjen inneholder det pro-
sessoren leter etter, samt andre data som tilfeldigvis ligger i samme linje.
















Figur 5.4: Forholdet mellom cache og hovedlageret. Cache inneholder en
kopi av noen utvalgte cachelinjer fra hovedlageret. Tallet i ’Tag’-
kolonnen indikerer hvilken blokk i hovedlageret cachelinjen er en
kopi av. Linjen med index 1 i cachetabellen er dirty (skitten/modi-
fisert) og innholder andre data enn den tilsvarende linjen hovedla-
geret. Linjen må derfor før eller senere kopieres tilbake til hovedla-
geret.
Hvis cache er full vil de cachelinjene som er minst brukt bli overskrevet.
Når prosessoren har skrevet noe til cache må dataene før eller senere
også kopieres videre til hovedlageret. På figur 5.4 har prosessoren skrevet
i cachelinjen med index 1 i cache. Denne vil bli kopiert videre til hoved-
lageret, men på hvilket tidspunkt dette blir gjort kan styres på forskjellige
måter.
Dersom man opererer med write-through blir alt som skrives til cache
umiddelbart også skrevet til hovedlageret.
Ved bruk av write-back er ikke dette tilfellet. I stedet blir cachelinjer
som det skrives til markert som dirty (skitten/modifisert). Disse behøver
ikke å bli kopiert tilbake til hovedlageret før det er nødvendig. Det kan
være hvis det skal hentes inn en cachelinje fra hovedlageret når cache er
full. Da må eventuelt en cachelinje som er dirty først kopieres til hovedla-
geret før den overskrives.
5.3.2 Delt cache
Delt cache gir prosessorene enda mer effektiv bruk av delt hukommelse.
For å kunne ha delt cache må de enkelte prosessorene i multikjerneproses-
soren være del av en og samme databrikke. Hvis man da også har cache på
denne brikken kan de ulike prosessorene være tilknyttet samme cache.
Figur 5.5 på neste side viser cachearkitekturen til multikjerneprosesso-
ren som benyttes i forsøkene i dette prosjektet. Denne består egentlig av
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Figur 5.5: Cachearkitektur på Intel Core 2 Quad (Xeon E5320)
2 multikjerneprosessorer montert på samme sokkel. Hver enkelt av disse
to multikjerneprosessorene består av en databrikke som inneholder 2 pro-
sessorkjerner. Til sammen har man da 4 prosessorkjerner. Her har alle pro-
sessorene sin egen L1-cache, mens de to som ligger på samme brikke deler
L2-cache. Man har altså et systemmed delvis felles cache, der hvert proses-
sorpar kan dele data svært effektivt. Hvis alle fire prosessorene skal dele
data mellom hverandre må man ut til hovedlageret (RAM).
5.4 Bruk av felles variabler
Et program som benytter parallelle ressurser gjør dette gjerne ved å opp-
rette et antall tråder som kan kjøre i parallell. Trådene kan ha tilgang til
felles hukommelse gjennom å ha tilgang til felles metoder eller felles va-
riabler. Ved bruk av delte data er det imidlertid en del ting man må være
oppmerksom på for at programmet skal fungere som det skal.
En tråd kan bruke delte data på to måter. Den kan lese eller den kan
skrive. Begge situasjonene kan føre til problemer av ulik art. Reglene for
hvordan tråder kan benytte felles hukommelse er definert i Java Memory
Model (JMM) [GJSB00]. Dersom flere tråder forsøker å skrive til samme
data samtidig kan det oppstå såkalte race conditions. Ved lesing fra del-
te data kan man på grunn av asynkron cache risikere å ikke motta siste
oppdaterte verdi.




x = 1; x = 2;
Tråd 1
Figur 5.6: Race conditions. Tråd 1 og tråd 2 forsøker i parallell å skrive til va-
riabel x. For å kjenne resultatet må man kontrollere rekkefølgen trå-
dene får skrivetilgang til variabelen.
5.4.1 Race conditions
Dersom en tråd skriver til felles data er det viktig å passe på at ingen andre
tråder forsøker å benytte seg av dataene mens skrivingen foregår. Om flere
tråder i parallell forsøker å skrive til samme minnelokasjon kan man ikke
vite hvilken verdi som til slutt ender opp i minnelokasjonen.
I slike situasjoner vil mekanismer i datamaskinen og operativsystemet
styre hvordan ressurser deles mellom parallelle tråder. I virkeligheten er
det ikke mulig at flere tråder kan aksessere felles data nøyaktig samtidig.
Det som skjer er at noen tråder må vente på tur til andre er ferdige. Proble-
met er at man ikke vet hvilken tråd som får slippe til først. Man vet derfor
ikke hvilke data som til slutt blir liggende i den felles hukommelsen, og
man vet ikke hvilke data som eventuelt senere leses av de ulike trådene.
Slike problemer med bruk av felles variabler kalles race conditions. Det
er viktig å unngå slike race conditions, ettersom det kan gi uforutsette og
feilaktige resultater.
5.4.2 Asynkron cache
Når et program benytter seg av mange tråder deler disse hovedlager og
adresseområde. Men som vi har sett tidligere er det ikke nødvendigvis slik
at de deler cache. Det kan i grunn antas at alle trådene kjører på en separat
prosessor, der alle prosessorer har tilgang til samme hovedlager, men hvor
alle har sin egen cache. Cache er ikke nødvendigvis alltid synkronisert med
hovedlageret. Figur 5.4 på side 25 viser et eksempel på dette.
Dersom to tråder har en referanse til en variabel i hovedlageret er det
i følge Java Memory Model mulig at de begge har en lokal variant av va-
riabelen i sin egen cache som ikke nødvendigvis er lik den i hovedlageret.
[Goe01]
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5.4.3 Synkronisering
En strategi for å unngå både race conditions og asynkron cache kan være
synkronisering.
I Java har man to synkroniseringsmekanismer: (1) Synkroniserte meto-
der (og blokker) og (2) volatile variabler.
Synkroniserte metoder
Synkroniserte metoder er metoder som kun én tråd kan kjøre om gangen.
Dersom to tråder kaller metoden samtidig må den ene vente på tur til den
andre er ferdig med å eksekvere metoden.
Dette gjøres ved hjelp av såkalte låser. Når en tråd går inn i metoden
låser den en lås knyttet til metoden. Når den forlater metoden låses den
opp. Så lenge låsen er låst kan ingen andre tråder gå inn i metoden.
Inne i den synkroniserte metoden kan tråden utføre oppgaver som den
må være alene om å utføre. Et eksempel på en slik oppgave er skriving til
felles variabler. Hvis all skriving skjer inne i en synkronisert metode kan
man garantere at kun én tråd skriver om gangen.
Synkroniserte metoder løser også problemet med asynkron cache. Når
en tråd låser en lås krever JMM at trådens cache må synkroniseres med ho-
vedlageret. Dermed vet man at de nyeste dataene brukes. Dessuten kreves
det også at alt endret innhold i cache blir flushet (kopiert tilbake tilhoved-
lageret) umiddelbart etter at låsen frigjøres. [Goe01]
Dette er også en demonstrasjon av hvorfor synkronisering kan påvirke
programmers ytelse og en god grunn til av dette bør brukes så sjelden som
mulig. Det å flushe cache kan ta mye tid.
Listing 5.1 viser eksempel på en synkronisert metode for modifisering
av en delt variabel. Mange tråder kan kalle metoden, men kun én får slippe
til om gangen og faktisk eksekvere kodelinjene.
Listing 5.1: Synkronisert metode
1 synchronized void setValue ( in t newValue ) {
th i s . value = newValue ;
}
Synkroniserte blokker
Synkroniserte blokker er omtrent det samme som synkroniserte metoder,
bortsett fra at det her er innholdet i en blokk som markeres som synkroni-
sert.
Til forskjell fra synkroniserte metoder kan man bestemme hvilken lås
som skal benyttes ved synkroniseringen. Ved bruk av synkroniserte meto-
der brukes alltid en lås som er knyttet til klassen sommetoden befinner seg
i. Alle synkroniserte metoder i klassen bruker denne ene låsen.





Figur 5.7: Synkronisering. Tråd 1 og tråd 2 forsøker å gå inn i den synkroniser-
te metoden / blokka. Tråd 1 slipper til først. Ved inngang låses en
lås. Det gjør at ingen andre slipper inn. Ved utgang låses låsen opp
igjen. Tråd 2 måtte blokkere da låsen var låst. Etter at låsen låses
opp kan den slippe inn i metoden.
Ved deklarasjon av en synkronisert blokk sender man med den låsen
man vil skal benyttes. Låsen kan være initialisert tidligere i koden. Ved
inngang til blokka i listing 5.2 låses en slik egendefinert lås.
Listing 5.2: Synkronisert blokk
1 myValue = x ;
synchronized ( valueLock ) {
publ icValue = myValue ;
}
Volatile variabler
Nøkkelordet volatile kan benyttes i Java til å markere variabler som skal
brukes av flere tråder samtidig. Listing 5.3 viser hvordan en variabel mar-
keres ved deklarasjonen.
Dette nøkkelordet sikrer at variabelens verdi alltid hentes fra hovedla-
geret ved lesing, og alltid skrives til hovedlageret ved skriving. Dette gjør at
man unngår problemet med asynkron cache som fører til feilaktige kopier
lokalt i cache eller registeret.
Lese- og skriveoperasjoner på volatile variabler kan anses for å være
atomiske operasjoner.
Listing 5.3: Bruk av volatile variabler
1 vo l a t i l e in t value ;
5.4.4 Atomiske operasjoner
En annen måte for å håndtere felles hukommelse er å bruke atomiske ope-
rasjoner [Mic08]. En atomisk operasjon er noe en tråd kan gjøre uten at den
kan bli avbrutt av andre tråder.
Eksempel på atomiske operasjoner er lese- og skriveoperasjoner på vo-
latile variabler. Linje 4 i listing 5.4 på neste side viser eksempel på en slik
operasjon.
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På linje 7 vises en operasjon som ikke er atomisk. Det er fordi denne
operasjonen består av flere instruksjoner. Først leses verdien, deretter økes
den med en, og så skrives resultatet tilbake til minnet. Under denne opera-
sjonen kan tråden bli avbrutt av en annen tråd som også skriver til varia-
belen. Dermed kan man ikke garantere hva utfallet blir.
Listing 5.4:Atomiske og ikke-atomiske operasjoner
1 vo l a t i l e in t value ;
/ / a t om i s k o p e r a s j o n
value = 3 ;
5
/ / i k k e−a t om i s k o p e r a s j o n
value ++;
Java 5 tilbyr et eget klassebibliotek for atomiske operasjoner [Mic04].
I pakken finner man en rekke klasser som kan brukes som erstatning for
datatyper i Java. For eksempel har man AtomicInteger som inneholder
lagring av et heltall og metoder for modifisering av dette. Innholdet i dis-
se metodene er atomiske operasjoner, noe som for eksempel sikrer at flere
tråder kan lese fra samme data i parallell.
I tillegg til å hindre race conditions sørger de atomiske datatypene for
å unngå asynkron cache. Dette gjøres ved at deres innhold alltid lagres i
hovedlageret, på samme måte som volatile variabler.
Listing 5.5 viser eksempler på noen av disse datatypene.
Som vist inneholder pakken også klasser for atomiske arrayer. (feks.
AtomicIntegerArray). Denne gir en unik mulighet til å la flere tråder ope-
rere på ulike deler av samme array samtidig.
Alternativet er å benytte en vanlig array. Men innholdet i vanlige ar-
rayer kan ikke markeres som volatile, så løsningen må da være å benytte
synkronisering, altså å låse hele arrayen ved bruk. Men da kan man ikke la
flere tråder bruke deler av arrayen samtidig. Det går med atomisk array.
Listing 5.5: Bruk av pakken atomic i Java
1 import j ava . u t i l . concurrent . atomic . ∗ ;
. . .
AtomicInteger value ;
5 AtomicDouble value2 ;
AtomicIntegerArray values ;
. . .
value . s e t ( 3 ) ;
10 values . s e t ( 1 , 5 ) ; / / s e t t e r e l emen t 1 l i k 5
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5.5 Parallellisering på multiprosessor
En multiprosessor har visse egenskaper som påvirker hvordan man kan
utføre parallellisering på denne.
For det første har man tilgang til alle de parallelle ressursene på et sted,
i en maskin. Det gjør at multiprosessoren trolig er enklere å håndtere under
både bruk og utvikling av det parallelle systemet. På enmultiprosessor kan
man kjøre parallelle systemer som kun består av et enkelt program som
selv tar seg av parallelliseringen ved hjelp av tråder. Dette er enklere enn
for eksempel de parallelle systemene som genereres av JavaPRP, dermange
programmer må kjøres samtidig på mange maskiner.
En annen fordel med multiprosessor er delt hukommelse. Som beskre-
vet tidligere byr imidlertid bruk av dette på en del utfordringer.
5.5.1 Eksempelprogrammer
Fordi parallellisering på multiprosessor skiller seg fra hvordan man paral-
lelliserer på maskiner tilknyttet nettverk vil jeg ta for meg noen eksempler
på hvordan dette kan gjøres. Det vil bli beskrevet tre ulike parallelle pro-
grammer. De tre programmene skiller seg fra hverandre ved at den paral-
lelle delen er konstruert på tre forskjellige måter med opphav i tre ulike
typer sekvensielle algoritmer.
Måletmed dette er å finne ut hvordan parallellisering påmultiprosessor
kan utføres på best mulig måte. Deretter vil det sees nærmere på automa-
tisk parallellisering, og da vil målet være å oppnå programmer som funge-
rer like godt som programmer som er parallellisert manuelt.
• Kapittel 6: Rekursjon
Kapittelet vil presentere en rekursiv algoritme for løsing av Traveling
Salesperson. Det vil så bli presentert en parallell variant av den sam-
me algoritmen, som er inspirert av mekanismer benyttet i JavaPRP.
De parallelle trådene i programmet benytter seg av delte data ved
skriving til og lesing fra en felles variabel.
• Kapittel 7: Løkke
Kapittelet presenterer en algoritme for løsing av Goldbachs hypotese.
Algoritmen benytter seg av en løkke som vil parallelliseres i en paral-
lell variant av programmet. De parallelle trådene leser og skriver til
en felles array, men til helt ulike elementer.
• Kapittel 8: Gjentatt løkke / pumpe
Til slutt presenteres et program for generering av optimalt søketre.
Algoritmen har en dobbel løkke. Det vil så presenteres flere ulike pro-
grammer som parallelliserer dette. Algoritmen er spesiell fordi det
kun er den indre løkken som kan parallelliseres. Den ytre løkken må
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være sekvensiell også i den parallelle utgaven. For å løse dette kan
synkronisering benyttes, og de ulike programmene som foreslås be-
nytter ulike teknikker for dette.
5.6 Testmaskin
Forsøkene i denne oppgaven er gjort på en maskin med prosessor av ty-
pen Intel Xeon E5320. Det er en 64bits-prosessor med klokkefrekvens på
1.86GHz. Prosessoren har fire kjerner som vist på figur 5.5 på side 26. Den
er utstyrt med 4MB L2-cache for hvert kjernepar, slik at total mengde L2-
cache er 8MB.
Prosessoren har også støtte for såkalt Hyper-Threading [Wik08a]. Det
er en teknologi som gjør at hver prosessor under visse omstendigheter er i
stand til å eksekvere to tråder i parallell like effektivt som ved bruk av to
separate prosessorer. Hyper-Threading virker ved at visse kretser på pro-
sessoren er duplisert. For operativsystemet kan prosessoren utgi seg for å
være to logiske prosessorer. I dette tilfellet gir det altså operativsystemet
mulighet til å eksekvere 8 tråder i parallell effektivt. De parallelle program-
mene i dette prosjektet bør derfor kunne benytte seg av minimum 8 tråder.
Operativsystemet på maskinen er x86_64 GNU/Linux 5.2.1.
Kapittel 6
Problem 1: Travelling
Salesperson - et rekursivt
problem
The Travelling Salesperson (Den reisende selger) [Wei99d] er et kjent pro-
blem innenfor kompleksitetsteori. Problemet tilhører klassen NP-hard, og
det innebærer at dette er et tidkrevende problem å løse.
Problemet lyder som følger: Gitt et antall byer og kostnadene for å rei-
se mellom alle par av byer, hva er den rundturen med minst kostnad som






Figur 6.1: Travelling Sales Person: Dersom en person starter ved punkt A og
avstanden mellom alle par av punkter er kjent, hva er den korteste
ruten personen må reise for å besøke alle punktene og returnere til
A?
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