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Many people have looked at nonlinear Volterra integral equations of con- 
volution type because they arise in a natural way from heat radiation problems. 
In this paper the author looks at such problems for systems of equations and 
looks at conditions for asymptotically constant solutions. Some theorems for 
comparing solutions are also derived. The theorems are applied to several 
integral equations derived from heat radiation problems. 
We are interested in an equation of the form 
x(t) = f(t) + jot a(t - s> g(s, x(s)) 4 (1) 
where X, f, g have values in R” and a is an n x n matrix valued function. 
In particular we will look at asymptotic behavior and asymptotically constant 
solutions. 
This type of equation often arises in the study of heat radiation problems 
and has been studied by many authors (see [2, 4, 6, 7, 8, 10, 111). In such 
problems the x(t) would be a boundary temperature, f (t) would be a transform 
of the initial temperature and g(t, X) would be a radiation boundary condition. 
The analysis in this paper is more general, in several ways, than that 
in preceding papers. It allows nonzero f’s and treats them more generally 
than Friedman [2], and Miller [LX]. It does not require g(t, X) to be non- 
increasing in X, a very common assumption. Miller [7] is the only one not 
having the nonincreasing assumption but has a complex mapping assumption 
on g which is only proved in a very special case. This paper treats systems 
which were only looked at by Miller [7]. Also note that the approach in 
this paper is a new approach to the problem and uses heavily the positivity 
of solutions to certain equations and some new comparison results. 
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BASIC RESULTS 
We will now state some basic results and show by some examples how 
they can be used to study asymptotic behavior. 
The following two assumptions are basic ones for a and g. 
(A) a is a locally L1 function from R+, R+ = [0, co), into the n x n 
matrices over R. 
(G) g is a continuous function from Rf x R” into Rn that is locally 
Lipschitz in the second variable uniformly on bounded sets of the first 
variable. g also has the special “separated” structure g(t, x) = col(g,(t, xi): 
i=l ,..., n) where x = col(x,: i = l,..., n). 
Note that if (A) and (G) are satisfied and if f  is continuous then (1) will 
have a unique solution on some interval [0, b], b > 0. If, in addition, (i) 
the solution of (1) is uniformly bounded for as long as it exists on [0, T] 
or (ii) g(t, X) is Lipschitz in x uniformly on 0 < t < T, then the unique 
solution may be continued to all of [0, T]. (For this and other theorems 
on Volterra integral equations, see [9].) 
A useful function will be the resolvent of the kernel a. 
DEFINITION. Let a satisfy (A). Then r is the resolvent of a if r is locally 
Ll on R+ into the n x n matrices over R and r satisfies 
r(t) = u(t) - Iotr(t - s) a(s) as. 
THEOREM. Any a that satisjes (A) has a resolvent Y which is unique among 
locally L1 functions. This resolvent also satisjes 
r(t) = a(t) - s,” a(t - s) r(s) a!~. 
For a proof see [9]. 
For any nonzero number N and a satisfying (A), define r,,, to be the 
resolvent of Nu. rN is useful because of the following “variation of constants 
formula” for integral equations. 
THEOREM. If a satisfies (A), g satisfies (G) and f  is a continuous map of 
R+ into R” then (1) is equivalent to 
44 = f (9 - lo’ ri& - 4 f  (4 ds 
+ St r,(t - 4(x(s) + g(s, W/N) ds 
0 
(2) 
for nonzero N. 
Again for a proof see [9]. 
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Another concept that is needed in this paper is an idea of positive, non- 
negative, negative and nonpositive for vectors in R”. x E Rn will be called 
positive, nonnegative, negative or nonpositive if all its components are, 
respectively, positive, nonnegative, negative or nonpositive. This concept 
of positive can be used in the usual way to give concepts of one vector being 
larger or smaller than another. It can also be used to give the notion of a 
function from Rf to Rn increasing, nonincreasing, etc. We will not elaborate 
on these because they are self-evident. 
THEOREM 1. Assume that (A) and(G) are true. Also assume thatg(s, 0) 3 0 
for all s E R+, that .f  is a continuous function from R+ to R” and satis$es 
.f (t) - jot r,(t - s) f(s) ds 2 0 (3) 
for all real N and that r,,, is nonnegative a.e. for positive m. Then the solution 
of (1) is nonnegative on its domain of existence. 
Theorem 1 may be used to get boundedness results and is so used in 
Corollary 1. The condition on r, may be relaxed to only needing r, non- 
negative a.e. for a sequence of m going to infinity. Condition (3) may similarly 
relaxed (see [12]). 
COROLLARY 1. Assume that (A) and(G) are true and that r, is nonnegative 
a.e. for all positive real numbers N. 
(i) If there exists a KI E R* such that g(s, KJ 3 0 for all s E R+ and 
zf for all positive real N 
f(t) - Kl - jOt rdt - s)(f(s) - Kl) ds 2 0 
for t E R+, then the solution x, of(l), satisjes x(t) 3 KI for all t in the domain 
of existence of x. 
(ii) If there exists a K, E Rn such that g(s, K,) < 0 for all s E R+ and 
sf, for all positive real N, 
KS - f(t) - jt rdt - s)(& - f(s)) ds 3 0 
0 
for t E R+, then the solution x, of (I), satisfies x(t) < K, for all t in the domain 
of existence of x. 
Thus we have a boundedness result which generalizes the preceding 
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such results. Boundedness is the first difficulty in this type of problem. 
It is also necessary because it insures that the solution will exist for all time. 
Next we give a comparison theorem. 
THEOREM 2. Consider the following two equations over R”, 
y(t) = F(t) + Iot a(t - s) G(s, Y(S)) ds 
and 
49 = f(t) + 10$ a(t - s) g(s, x(s)) ds, 
where t E R+. Assume f  and F are continuous functions from R+ to Rn, that 
g and G satisfy (G), that a satisfies (A) and that r, is nonnegative a.e. for all 
positive real numbers N. If  G(s, y) - g(s, y) >, 0 for all s E R+ and y  E Rn 
and if, for all positive real N, 
F(t)-f(t)-/‘rN(t- s)(F(s)-f(s))ds > 0, 
0 
then y(t) >, x(t) for as long as they both exist. 
So now we have a general comparison result, but the problem is how 
to use it. Some equation with known behavior must be found. Then we 
can compare other problems with these known ones. The next theorem 
gives a set of problems with known behavior. 
THEOREM 3. Assume (A) and (G) are true and that r, is nonnegative 
a.e. for all positive numbers N. If  g(t, y) is a nondecreasing function of t for 
each fixed y  and if g(0, 0) > 0 then the solution of 
x(t) = Jot a(t - s) g(s, x(s)) ds (4) 
is nonnegative and nondecreasing for as long as it edits. 
And for specific problems the following gives an explicit construction. 
THEOREM 4. Assume a satisjies (A) and that rN is nonnegative a.e. for 
all positive numbers N. Let g satisfy (G) and be locally Lipschitz in the second 
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variable uniformly in the Jirst. Also assume that for each x in Rn the limit 
lim t+a: g(t, x) E g( co, x) exists. Define 
g’(t, x) = col(sup{g,(s, xi): t < s < co}: i = I,..., n), 
gz(t, x) = col(inf(gi(s, xi): t < s < co}: i = I,..., a) 
for t E R+ and x E R”. Then the following statements are true: 
(a) For i = 1, 2, gi is a continuous function mapping R+ x Rn into Rn 
and is locally Lipschitz in the second variable unrformly in the first. 
(b) g’(t, x) is nonincreasing in t and g”(t, x) is nondecreasing in t. 
(c) FOY i = 1, 2 and x E Rn the limit lim,,, g”(t, x) exists and equals 
g(c% 4 
(d) The solution of (4) is bounded above by the solution of 
u(t) = jt a(t - s) gl(s, u(s)) ds 
” 
and is bounded below by the solution of 
w(t) = jot a(t - s)g2(s, w(s)) ds, 
as long as all three solutions exist. 
For Eq. (4) we have the solution bounded above and below by monotone 
functions. If these functions have a common limit, the solution of (4) will 
have that limit. The next two theorems provide information on the values 
of limits. 
THEOREM 5. Assume that a satisfies (A), g satisjes (G) and yN ELM. 
Also assume that for all x E Rn the limit lim,,, g(t, x) = g(a, x) exists and 
that if x, converges to x then g(t, x,) converges, umformly in t, to g(t, x). If 
x is a solution of Eq. (4) which approaches a limit at too, say lim,,, x(t) = 
x( CO), then x( OZ) satis$es the algebraic equation 
x(00) = jm YN(S) ds (4~) + Aa, x(~NlW 
0 
THEOREM 6. Assume the conditions on a, g, and yN as in Theorem 3. 
Also assume that for all x E R” the limit lim,,, g(t, x) = g(a, x) exists and 
40914911-j 
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that rN E Ll(R+). If there is a nonnegative K E R” and a sequence Nk -+ co 
such that 
K=lm ~~(4 ds (K + Aw WIN) 
0 
for each NE {N,}, then the solution of (4) exists on all of R+ and satisfies 
x(t) < K for t E Rf. 
EXAMPLES 
EXAMPLE 1. Assume R” = R, a satisfies (A) and is completely manic 
on (0, a) (i.e., (- 1)” afk)(t) > 0 for t E (0, co)), g satisfies (G) and g is 
Lipschitz in its second variable uniformly in its first variable. Also assume 
there exists an M such that xg(t, X) < 0 for ] x 1 > M, there exists 
lim,,,g(t, x) = g(o0, X) for all x E R, g(co, X) = 0 has a unique solution x0 , 
f is a continuous function on Rf with limit f (co) at + cc and c a(s) ds = 00. 
Then the solution to (l), x(t), exists on all of R+ and lim,,, x(t) = x0. 
Proof. Note that the a in this problem has nonnegative resolvent r, 
such that fi rN(s) ds < 1 and s” o rN(s) ds = 1. (See Miller [S].) First we 
will transform the equation into a homogeneous one. Let y(t) = x(t) - f(t) 
and G(s, y) = g(s, y  + f(s)). Then y(t) = $ a(t - s) G(s, y(s)) ds. Also we 
have that there exists lim,,, G(t,y) z G(co, y), that G(oo, y) = 0 has the 
unique solution y  = x0 - f (co) and that there exists M’ such that 1 y  j > M 
implies yG(t, y) < 0. Consider the associated problems: 
and 
u(t) = KI + 1’ a(t - s) c;l(s, y(s)) ds 
0 
w(t) = K, + j.” a(t - s) G2(s, w(s)) ds, 
0 
where KI > 0, I KI I > M’, K, < 0, 1 K, I > M’ and Gl(t, y) and G2(t, y) 
are determined from G(t, y) as in Theorem 4. The solutions of the associated 
problems satisfy u(t) > y(t) 3 w(t). This can be seen by using Theorem 4, 
Corollary 1 and the fact that 1 - $, r,,,(s) ds > 0. u(t) is a nonincreasing 
function. Its nonincreasing since K - u(t), which satisfies 
K - u(t) = St a(t - s)(-Gl(s, K - (K - u(s))) ds, 
0 
is a nondecreasing function by Theorem 3. Similarly we can show that 
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w(t) is nondecreasing. Since u(t) is nonincreasing with lower bound w(O), 
h+, u(t) = @(co) exists. Also we note that lim,,, w(t) E w(a) exists. By 
the “variation of constants formula” for integral equations, 
+ 1” ~iv(t - s)@(s) + Gl(s, W/N) &. 
0 
Taking the limit as t goes to infinity, we get 
u(m) = u(a) + Gl(co, u(co))/N or G’(q u(a)) = 0. 
But then G(co, ~(00)) = 0 since G1( co, y) = G(co, y). Thus, using the fact 
that G(co, y) has a unique zero, we see that u(co) = x0 - f(a). In like 
manner one can show that w( co) = x0 - f(co). Since y(t) is sandwiched 
between u(t) and w(t), y(t) must also have y( 03) = lim,,, y(t) = x0 - f( 00). 
From the definition of y(t), we have the result lim,,, x(t) = x0 . (Note 
that it can easily be shown that the solution, as well as u and w, exists for 
all time by the inequality u(0) > u(t) > y(t) > w(t) > w(O) for all t 3 0.) 
EXAMPLE 2. This example concerns the cooling of a half-space of solid, 
S = {(x, y, z): x > 0}, by radiation at the boundary. The amount of heat 
radiated outward per unit time per unit area will be --Kg(t, u) where 
K = conductivity of the solid, t = the time and u = temperature of the 
solid at the boundary. This is the type of problem studied by Mann and 
Wolf [6], and others in the special case where F, the initial temperature 
of the solid, is identically zero. 
The problem is one-dimensional if the temperature is assumed inde- 
pendent of y and z. If u(t, x) is the temperature in the solid at time t and 
position x, then u satisfies the partial differential equation 
ut(t, x) = %z(t, -4, t > 0, x > 0, 
+, Ot) = F(x), x 2 0, 
-%$+, t) = g(t, qo, t)), t > 0. 
Note that the diffusivity has been set equal to 1. Assuming that the functions 
g and F are sufficiently nice, the above system is equivalent to the integral 
equation 
4x, 4 = (44-“” SW {exp[-(x - r)“/(4t)l + exp[-(x + y)2/(4t)l)F(y) dr 
0 
+ ot exp[-x2/(4(t - s))](r(t - s))-li2g(s, ~(0, s)) ds. 
i 
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Setting x = 0 in the above equation, 
u(t) = f(t) + Jot (m(t - s>)-““g(s, u(s)) ds, (6) 
where u(t) = ~(0, t), f(t) = (zrt)-l12 sr exp[-x2/(4t)]F(x) dx for t > 0 and 
f(0) = F(0). Note that f, as defined, exists and is continuous for any con- 
tinuous and bounded F. In the following (6) will be studied since, given 
a solution of (6), (5) generates a solution z((x, t). 
Assume the following: g is a continuous map of R+ x R into R; g(t, x) 
is locally Lipschitz in x uniformly in t; for each x in R, the limit lim,,, g(t, x) 
exists and is defined to be g( w, x); and F is a continuous map of R+ into R 
that is nonnegative and bounded. 
In general, f defined from F will mean that 
f(t) = (~t)-l/~ 6 exp[-x2/(4t)] F(x) dx 
for t > 0 and f  (0) = F(0). 
LEMMA. The resolvent of N(rt)-lIs, where N is a positive number, is a 
continuous function on (0, co) that is positive everywhere on (0, w) and has 
integral 1 over R+. 
Proof. Corollary 2 of R. K. Miller [8] states that such a result is true 
for a kernel a if a is nonconstant, completely manic on (0, w), locally L1 
on A+ and 1: a(s) ds = 00. Clearly N(7rt)-l12 satisfies these conditions. 
Next we quote a result of A. Friedman in [2] which was stated by R. K. 
Miller [8] in the following form. 
THEOREM. Supposep(t) ispositive and continuous on the interval0 < t < CO. 
Let a(t) be positive, continuous and locally integrable on 0 < t < 00. Suppose 
h(x, t) is measurable in (x, t) for -co < x < w, 0 < t < w and h is con- 
tinuous in x for each fixed t, xh(x, t) > 0 for all (x, t) and the functions p, 
a and h are sujkiently smooth to guarantee the uniqueness of the solution of 
x(t) = p(t) - Lt a(t - s) h(x(s), s) ds. 
~(T)/p(t) G a(T - s)/a(t - s), 
whenever 0 < s < T < t, then the solution x(t) of (*) exists for all t 3 0 
and satisfies 0 < x(t) ,< p(t). 
NONLINEAR INTEGRAL EQUATIONS 67 
LEMMA. I f  f  is defined from F and r, is the resolve& of N(nt)-l12, then 
for s E R+. 
f(t) - IOt riv(t - 4f (4 ds B 0 
Proof. Note that in the case F E 0, f  = 0 and the lemma is trivially 
true. If F is not identically zero, the definition off implies that f(t) > 0 
for all t in Rf. Moreover f  (t) - si rN(t - s) f  (s) ds is the solution of 
x(t) = f(t) - 5,’ N(n-(t - s))-l12 x(s) ds. 
f  satisfies 
f  (T)/‘f(t) < N(,T)-1/2/N(.rrt)-l/2 < N(m(T - ~))-l/~/N(rr(t - s))-li2 
for t > T 3 s > 0. If T = 0 the result is true since f(0) = F(O), 
N(d)-i/a = co, s = 0 implies N(n(t - s))-I/~ = co and the rest of the 
terms are finite. Thus we may assume T > 0. The following inequalities 
are true if T > 0 and t > T 3 s > 0, 
N(rr(T - s))-112/(N(7r(t - s))-I/~) = ((t - s)/(T - s))‘/~ 3 (t/T)‘/” 
= N(rT)-‘l”/(N(nt)-“‘“) 
3 (t/T)li2 Jrn exp[-x2/(4T)] F(x) ds 
0 
X (joa exp[--x2/(4t)] F(x) d.r)-l 
= f  (TM(t). 
The last inequality is true since 
exp[-x2/(4t)] 3 exp[-x2/(4T)] 
implies that 
Jaw exp[-x2/(4T)] F(x) dx < Jam exp[-x2/(4t)]F(x) dx. 
Then the result of Friedman implies that x(t) 3 0 for t in R+. Since x(t) = 
f(t) - si r,(t - s) f  (s) ds, the lemma is true 
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COROLLARY. If& > supiF( 0 <x < cc}, Ka < inf(F(x): 0 < x < co} 
and if r, and f are as in preceding lemma, then 
(Kl - f  (0) - 1” Ydt - W, - f  (4) ds 3 0, 
0 
(f (0 - KS) - lot rdt - s>(f (4 - &) ds 2 0 
for s E R+. 
Proof. For any constant K, 
K = (nt)-1/2 sp exp[-x2/(4t)]K dx 
0 
for t > 0. Therefore, 
KI - f(t) = (mt)-1/2 jrn exp[-x2/(4t)](K, - F(x)) dx 
0 
for t > 0 and it can be made continuous on Rf by setting K - f  (0) = 
KI -F(O). Since KI -F(x) >, 0 for all x in R+, KI -f is of the same 
type as f  was in the preceding lemma. Thus, by the same reasoning as in 
the preceding lemma, 
Kl - f  0) - 1” r,(t - W, - f  (4) ds 2 0 
0 
for t E R+. Similar reasoning applies to f - K, . 
THEOREM. Let KI > sup{F(x): 0 < x < co>, K, < inf{F(x): 0 < x < co} 
and define 
and 
g’(t, x) = sup{g(s, x): t < s < co> 
g”(t, x) = inf{g(s, x): t < s < co> 
for t E R+ and x E R. Then .gl(t, x) and g2(t, x) are continuous and locally 
Lipschitx in x uniformly in t. Also, the solution of 
x(t) = KI + s” (r(t - s))-‘/“gl(s, x(s)) ds 
0 
satisfies x(t) > u(t), where u is the solution of (6), as long as they both exist 
and the solution of 
r(t) = K, + lot +(t - s)F2 g2(s, y(s)) ds 
satisfies y(t) < u(t) as long as they both exist. 
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Proof. Theorem 2 implies that the solution of 
w(t) = Kl + 1” (n(t - s))-‘/“g(s, w(s)) ds 
0 
dominates u from above. Consider the equations 
(w(t) - Kl) = jot (n(t - s))-l12g(s, w(s) - Kl + Kl) ds, 
(x(t) - Kl) = jot (~(t - s))-‘/“gl(s, x(s) - Kl + Kl) ds. 
From the given assumptions and Theorem 4 w(t) - Kr < x(t) - KI for 
all t in Rf such that the solutions exist. Thus w(t) < x(t) for all t such 
that they both exist. Now if u and x exist on some interval [0, 7’1, w would 
be bounded for as long as it exists on [0, 7’1. Therefore would exist on all 
of [0, T]. Therefore u(t) < w(t) < x(t) for all t such that u(t) and x(t) 
exist on R+. The same type of reasoning gives the result in the case of u 
and y. All the properties of the gi’s, i = I, 2, are implied by Theorem 4. 
THEOREM. Assume ICI , K2 , gl, g2, x and y  have the same properties as 
they did in the preceding theorem. If, in addition, KI is such that gl(O, KJ < 0 
and K, is such that g2(0, K,) > 0, then x, u and y  exist on all of Rf and satisfy 
x(t) > u(t) 3 y(t) for t in R+. Also, x is nonincreasing and y  is nondecreasing. 
The limit lim,,, x(t) exists as the greatest zero of g(w, x) that is less than 
or equal to KI and the limit lim,,, y(t) exists as the least zero of g(w, z) that 
is greater than or equal to K, . Therefore, if g(w, z) has only one zero in 
[K2 , K,], the limit lim,,, u(t) = u( co) exists and u( CD) is that unique zero 
of g(a, 4. 
Proof. Define c(t) = y(t) - K, . Then c satisfies 
c(t) = [’ (n(t - s))-‘/“g2(s, c(s) + K2) ds. 
‘0 
From Theorem 3 we can see that c is nondecreasing. Therefore y is non- 
decreasing. Similarly, x is nonincreasing since, if d(t) = KI - x(t), 
d(t) = It (z(t - s))-lj2 (-gl(s, KI - d(s))) ds. 
0 
Sincegt(0, KJ < 0 andgl(0, KI) = sup(g(t, K,): 0 < t -C co}, g(m, KI) < 0. 
Similarly g2(0, KJ 3 0 implies that g( co, K,) 3 0. Therefore g(co, .a) has 
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zeros in [Ks , A&]. Let z,, be the least zero of g(oo, z) in [K, , Kr]. Then, 
since sr Ye ds = 1, 
x0 = 1 m y&) ds (zo + id% zo)lN) 0 
and 
for all N > 0. Thus, by Theorem 6, c(t) = y(t) - Ks exists on R+ and 
satisfies c(t) < x0 - Ks for t in R+. Equivalently, y  exists on R+ and satisfies 
y(t) < so for t in R+. Therefore, y  is nondecreasing and bounded and has 
a limit, y(a), as t goes to co. By the Theorem 5 
Y(W) = Jorn YN(S)(Y(~) + ida, Y(~NlN) 4 
which implies that g(m, y(a)) = 0. y(co) is less than or equal to z. and, 
since c is nonnegative, is greater than or equal to Ks . Thus y(a) is a zero 
of g(o0, z) in [K, , Ki] which is less than or equal to x0 . Because z, is the 
least zero of g(W, z) in [K, , K,], y( Co) = z. . 
The same type of reasoning applies to the case of X. It follows that u 
exists on all of Rf since it is bounded on any finite interval where it exists 
by bounds for x and y. 
In general the condition g(oo, U) = 0 means that no heat is being trans- 
ferred into the material. 
EXAMPLE 3. This problem describes the interaction of two half-spaces 
of solid by a radiation process. The problem was reduced to integral equation 
form by G. Kleinstein [4], who studied a special case by formal perturbation 
techniques. 
In the physical problem two solid half-spaces interact via a Stefan- 
Boltzman radiation law. The partial differential equation formulation is 
~w& (3, t) = (Ti),, (x, t>9 x > 0, t > 0, 
Ti(X, o+) = fdx), x 3 0, 
Wi), (Of, t) = 41.~i4(0, 4 - T,“(O, a, t > 0, 
where i, j = 1, 2 and i # j. ai , k, and Ei , for i = 1,2, are positive constants 
of the system and a is a physical constant. I f  the initial functions, fi and fi , 
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are smooth, the boundary temperatures, T,(O, t) = TI(t) and T,(O, t) = 
T,(t), satisfy the Volterra integral equations 
T,(t) = mi St [T,“(s) - Ti4(s)](t - s)-l/’ ds + T&t), 
0 
where i, j = 1, 2 and i # j. ml and ma are positive combinations of the 
physical constants of the system and 
Tie(t) = (nait)-l/2 Srn exp[--x2/(441 f&4 dx 
0 
for i = 1. 2. Note that 
Tie(t) = @)-l/2 J‘,u exp[--x2/(4t)] fJa:12x) dx 
= (2/&9 Srn exp[-~2]fi(2(ta,)1~z X) dx 
0 
for t > 0 and i = 1,2. Define T,,(O) = jr(O) and T,,(O) = f2(0). The above 
equations may be combined to give 
and 
- T14(s)}(r(t - s))-li2 ds + T,,(t), t 3 0, 
NT,@) + T,(t) = aTlo + T,,(t), t 3 0. (7) 
Here 01 = ml/m2 and may be chosen greater than or equal to 1. 
The analysis of the example above will be applied to Eq. (7). Assume 
that the fi’s in the definitions of T,, and T20 are continuous and have limits 
fi(co), i = I,2 as th eir arguments go to co. Then T,, and T,, are continuous 
and have limits at +a~, namely T,,(a) = fi(m) and T,,(W) = f2(co). 
This can be seen from the alternate forms of T,, and T,, . Also assume 
that the fi’s are nonnegative. 
The problem (7) is now exactly like the second example with an unusual g. 
The g has the form 
g(s, x) = ml(~>1/2{[~Tlo(s) + Tzo(4 - ml4 - 91. 
This g satisfies all the conditions which were required of g in the last example. 
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Therefore we need only look at the zeros of g(on, Z) and the areas of positive 
and negative sign of g(s, x) as a function of X. It is easy to see that 
Since 01 > 1, this expression has only one nonnegative zero, namely x = 
(afi(c~) + f2(~))/(ol + 1). Note that g(s, 0) > 0 for s E Rf and that 
g(s, K) < 0 for s E R+ if K is any constant greater than or equal to 
(a sup{T,,(t): 0 < t < co> + sup{~‘&): 0 < t < 4)/(a + 1). 
If K is also chosen such that K > sup{fi(x): 0 < x < a} then all the 
conditions of the last section are met. Hence all solutions of (7) tend to the 
limit (afi(oo) + f2(oo))/(f3 + 1) as time goes to +co. 
Note that T,(m) = (afi(co) + f2(c.o))/(~ + 1) and therefore, 
T,(a) = --orT1(m) + ~Tl,(~) + T2ld~) 
= -cJ,l(a) + cdl(=)) +f2(@3) 
= Wl(~) -tf2(cQ)>/(a + 1). 
EXAMPLE 4. This concerns a slab of material in R3, S = {(x, y, z): 
0 < x <L), which is cooling via radiation from its two surfaces. If K is 
the conductivity of the material and ur is the temperature of the first surface, 
then the heat loss per unit area per unit time from the first surface is 
-Kgl(t, ur). Similarly the second surface radiates heat at the rate of 
-Kg,(t, u2) where u2 is the temperature of the second surface. Assume 
that the initial temperature distribution in the slab is F(x) for x in [O,L]. 
Note that F is independent of y and Z. This implies that the problem has 
only one significant spatial variable and the solution will be constant in y 
and z. 
The following assumptions will be held throughout the example: 
F~C~[O,L]andF(x)~Oforx~[O,L];g~~C~((R+xR),R)fori=1,2; 
on compact sets of x, (a/&) g,(t, x is uniformly bounded for t in Rf and for ) 
i = 1, 2, gi has the property that the limit lim,,, gi(t, x) = gi(a, x) exists 
for all x in R. 
An example of such a g is the Stefan-Boltzman radiation law, 
(uE/K)[u4 - P(S)]. Here T(s), the external temperature, is assumed con- 
tinuously differentiable and has a limit, T(W), as s goes to co. Then g(s, U) = 
(uE/K)[u4 - T4(s)] will satisfy all the above conditions. 
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The problem leads to the partial differential equation: 
%,(4 x) - ut(t, x) = 0, O<x<L, t>O 
u(O+, x> = F(x), O,(x<L, 
-UC& o+> = g1(4 u(t, O)), t > 0, 
u,(t, L-1 = g2(4 u(t, L)), t > 0, 
u is continuous on R+ x [0, L], 
ut and u,, exist and are continuous on (0, oz) x (0, L). 
Consider also the system of integral equations 
where 
u(t) = f(t) + loi 4t - s)g(s, u(s)) & 
F, = (2/L) j” L F(x) cos(mx/L) dx, n = 0, 1, 2,. ..) 
0 
h(t) = FOP + f F, exp{-(n+)2t}, 
?k=l 
h(t) = FOP + flFnt--l)” exp{-(n4W~ 
4) = (1 + 2 wzl exp{-(m/L)2t})/L, t > 0, 
a2W = (1 + 2 f exp{-(MJ2t)(-1)%)/L, t > 0, 
n=1 
u(t) = [$]7 f(t) = [$]t t > 0, 
a(t) = g;; ;:$$ 
and 
In [7] R. K. Miller proves the following theorem. 
(8) 
(“) 
(9) 
EQUIVALENCE THEOREM. Consider the system described in (9) with the 
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noted conditions on F, g, and g, . If the solution of (*), u, exists on all of R+, 
then u(t, 0) = q(t) and u(t, L) = u2(t) are the boundary values of a function 
u(t, x) which satisfies (8). 
This theorem implies that the behavior of the boundary values of the 
solution to (8) can be found by studying the solution of (9). 
LEMMA. Assume (A) and consider 
x(t) = IO’ u(t - s)g(s, x(s)) ds (**) 
for t E R+. Let N be a nonzero real number. Suppose that, for any T that is 
continuous and nonnegative on R+, the solution of (**) with g(s, x) = 
-Nx + T(s) is nonnegative. Then the function rN , the resolvent of Nu, is 
nonnegative u.e. if N is positive and -r, is nonnegative u.e. if N is negative. 
Proof. Using the variation of constants formula we see that (**) is 
equivalent to 
4 = It rN(t - Ws) + g(s, x(s))lN) ds 
0 
= 
s 
t r,(t - s)(x(s) + (-Nx(s) + T(s))/N) ds 
0 
= ot (rN(t - s)/N) T(s) ds. 
s 
Consider the one-dimensional case and the fixed interval [0, t]. Define 
r(s) = rN(t - s)/N. We have that for all nonnegative functions T(s) on 
[0, t], Sir(s) T(s) ds 3 0. By standard methods one can show that r(s) is 
nonnegative a.e. Thus rN(s) will be nonnegative on [0, t] if N > 0 and 
-TN(s) will be nonnegative on [0, t] if N < 0. Since t is arbitrary, the 
one-dimensional result holds for all t > 0. 
In the case of higher dimensions consider T’s of the form T = col(O,..., 
0, g, o,..., 0) where g is in the ith position. For such a T 
x(t) = jot r(s) T(s) ds 
may be rewritten as the system of one-dimensional equations 
xdt> = lot rds) g(s) ds, 
wherej = I,..., n. By the definition of positivity and the assumptions on x, 
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all of the xj’s must be nonnegative for any nonnegative g that is continuous 
on [0, t]. The one-dimensional argument can then be applied to each 
equation. Therefore each component of r is nonnegative a.e. on [0, t]. The 
rest follows exactly as in the one-dimensional case. 
LEMMA. The resolvent of Na, a as deJned in (9), is nonnegative a.e. on R+. 
Proof. First note that the preceding lemma is true even when the T’s 
are restricted to be Cl(R+). Therefore, if all the solutions of 
x(t) = lot a(t - s) (-N+) + [2[$) & 
where TX and T, are C’(R+) and nonnegative, are nonnegative, then r, 
is nonnegative a.e. on R+. These solutions exist on all of R+ because of the 
uniform Lipschitz constant of this g. The equivalence theorem implies 
that the solution forms the boundary values to the following partial differential 
equation. 
%m(t, x) - @, x) = 0, O<x<L, t>o, 
q+, x) = 0, O<x<L, 
-%(t, O+> = -Nu(t, 0) + T,(t), t > 0, 
s&L--) = -Nu(t,L) + T,(t), t > 0. 
But from the maximum principle for parabolic equations it follows that 
the solution of the preceding partial differential equation is nonnegative 
for as long as it exists. Therefore the solutions of the integral equation 
must be nonnegative and the result follows. 
Now a similar argument will be used to show the effect of the resolvent 
on f. 
LEMMA. If r, is defined as usualfor a and if Kl > max(F(x): 0 < x < L) 
and K, < min{F(x): 0 < x <L}, then 
[Z] - f(t) - Jot ydt - 4 ([Z] - f(4) ds 2 0 
ad 
f(t) - [2] - j$t - s) (f 0) - [Z]) ds 2 0 
2 
for t in R+. 
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Proof. Consider 
f(t) - [Z] - Jot r&t - 4 (f(s) - [Z]) cl& 
That this function is the solution of 
x(t) = f(t) - [z] + jot 4t - 4(---N+)) ds 
follows by the variation of constants formula. Because of the uniform 
Lipschitz constant of (-IVx), the solution to this equation is defined on 
all of R+. Therefore x(t) forms the boundary values for the partial differential 
equation 
U&, x) - u,(t, x) = 0, O<x<L, t>o, 
u(O+, x) = F(x) - & , O<x<L, 
-U& o+) = -ivu(t, O), t > 0, 
u&t, L-) = --Nu(t, L), t > 0. 
The above formulation uses the fact that the transform taking F(t) to f(t) 
takes F(t) + K to f(t) + col(K, K). Since F(x) - K, is nonnegative, the 
maximum principle implies that the solution u is nonnegative and the result 
follows. Similar reasoning applies to the case of col(K, , Kr) - f(t). 
As before, the integral of yN must be calculated. 
LEMMA. The integral 
I om rN(s) d  = [ (1 + W/(2 + NL) l/(2 + NL) l/(2 + NL) (1 + W/(2 + w I 
and 
s 
m 
0 
rds) ds [Z] = [Z] 
for K in R. 
Proof. For a matrix Q with inverse Q-l, note that r, satisfies 
QyN(t) Q-1 = NQa(t) Q-’ - lot NQu(t - s) Q-lQyN(s) Q-l ds. 
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This implies that QY&’ is the resolvent of NQaQ-‘. If 
Q = (2)-l” [; -;I, 
then 
NQuQ-l = [Ncu1 0 “) ‘V(a,y u21]. 
Therefore, its resolvent will be 
Now 
[ 
resolvent(N(aI + u2)) 0 
0 resolvent(l\i(a, - u2)) 1 . 
and 
49 + a2(t) = (2 + 4 ,fl expI-(+WL)2t)) /L 
q(t) - u2(t) = (4 fjlq{-b-(2n - I):L)2tl)/L 
for t > 0. Note al(t) + u2(t) and al(t) - u2(t) are completely manic on 0 < 
t < m and locally integrable on Rf. The integral sr (q(s) + u2(s)) ds =I co 
and the integral 
jam (ads) - a2W ds = (4/L) %zl Iorn exp(-((2n - lbW2t) dt 
= (4/L) f (Ll((2n - lW 
T&=1 
= (4L/rr2)(n2/8) = L/2. 
By a result of R. K. Miller [8], 
s 
m resolvent(IV(u, + u2))(s) ds = 1 
0 
and 
s 
m resolvent(IV(u, - u2))(s) ds = (NL/2)/(1 + NL/2) 
0 
= (NL)i(2 + NL). 
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Therefore, 
Jy rN(s) ds= Q-’ cl (NL),(t+ NL) 1 Q 
= [ (1 + NL)lcJ + w 
142 + NL) 
l/(2 + NL) (1 + g/(2 + NL) I ’ 
The second part of the lemma follows easily since 
(1 + A/..)/(2 + NL) + l/(2 + NL) = 1. 
Because the x-derivative of g(t, x) is bounded uniformly in t, g(t, X) is 
locally Lipschitz in x uniformly in t. Therefore we can use the basic results 
in order to prove the following two theorems. 
THEOREM. Let Kl > max{F(x): 0 < x <L}, K, < min{F(x): 0 < x <L} 
and define 
and 
sup{g,(s, x1): t -G s < 
g’(tt x) = [sup{g,(s, Xa): t < S < 
co> 
aI> I 
inf{g,(s, x1): t < s < 
g”(t’ %) = [inf(g,(s, xs): t < s < 
co} 
oo} 1 
for t E R+ and x E R2. Then g1 and g2 are continuous and uniformly locally 
Lipschitz in the same sense as g, the solution of 
x(t) = [2] + Jot a(t - s> g’(s, x(s)) ds 
satis$es x(t) 3 u(t), where II is the solution of (*) in (9), as long as they both 
exist, and the solution of 
r(t) = [:I - Jot a@ - 4 g2(sp Y(s)) ds 
satis$es y(t) < u(t) as long as they both exist. 
Proof. The proof is almost exactly the same as that for the similar theorem 
in Example 2 and will not be given here. 
THEOREM. Assume Kl , K, , gl, g2, x and y are as in the preceding theorem. 
I f  Kl can be chosen such that gl(O, col(K, , Kl)) f 0 and K, such that 
g2(0, col(K, , K,)) 3 0, then x, u, y exist on aZZ of Rf and satisfy x(t) > 
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u(t) > y(t)for t in R+. AZso, the limit lim,,, x(t) exists as thegreatest solution of 
that is less than or equal to col(K, , IQ. The limit lim,,, y(t) exists as the 
least solution of (10) that is greater than or equal to col(K, , K,). Therefore, 
if (10) has only one solution that is greater than or equal to col(K, , K,) and 
less than or equal to col(K, , K,), then the limit lim,,, u(t) = u(w) exists 
and u(w) is the unique solution of (10) in the domain of interest. 
Proof. Using the lemmas of this section, the proofs of the time of existence 
of u, the nondecreasing character of y, the nonincreasing character of x 
and the comparison of these three functions follow in exactly the same 
manner as in the similar theorem of Example 2. 
All that needs proof is the statement about the limits of x and y. Since x is 
bounded and nonincreasing, it has a limit x( co). If z(t) = x(t) - col(K, , K,) 
then 
z(t) = IotrN(t - s> (a(s) +gl (5, z(s) + [21)/f) ds. 
Define Z(W) = lim,,, z(t). Then 
2~~0) = lam r&Ids (s(m) +g (mp ~(00) + [$)/N) 
by Theorem 5. Therefore 
X(W) = [z] + irn TN(S) ds (x(m) - [z] + g(a, ~(a))/$ 
1 0 
= s m r&) ds (x(m) + Aa, x(~NlW 0 
Note that g TN(s) ds col(--K, , -Kr) = -col(K, , &). As in the theorem 
of Example 2, it is easy to show that x(c0) is the greatest solution of z = 
sr rN(s) ds (z + g(a, x)/N) that is less than or equal to col(K, , Kr). There- 
fore, it is sufficient to show that equation x = sr TN(s) ds (z + g(w, 2)/N) 
is equivalent to (10). Now 
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implies that 
x1(m) = g,(P %(~))lN + g,(cfh X,(~))L + X2(~) + gz(% %(~NlN 
x2(=)) = gz(Q %(aJ))/N + &(% %(~))L + Xl(cxJ) + ‘h(Q Xd~NlN* 
If the above two equations are added together, one obtains 
Since (2/N + L) # 0, -gr( co, x1(~)) = ga(co, xa(c0)). Substituting this 
last equality into either of the equations yields the result 
The steps are reversible and therefore the equivalence is true. Similar 
arguments hold for the limit of y. 
Physically speaking, the equation 
says that the amount of heat flowing through the slab, (xa( 01)) - x1( oo))K/L, 
is equal to the amount flowing in from the left, Kg,( co, x1( co)), and is equal 
to the amount flowing out from the right, -Kga(co, xa(c0)). This is the 
steady state conservation of heat. 
PROOFS OF BASIC RESULTS 
LEMMA 1. For T > 0, consider the equation over Rn 
x(t) = h(t) + lot r(t - s) B(s) x(s) ds, 
where t E [0, T]. Assume that h is a nonnegative member of C(R+), that r is 
locally integrable on R+ and nonnegative and that B is an Leo function mapping 
[0, T] into the n x n matrices over R which is nonnegative a.e. Then the equation 
has a unique nonnegative solution x. The solution is defined on all of [0, T]. 
Proof. Let M = ess. sup{1 B(t)l: 0 < t < T} + 1 and choose q in 
(0, T] such that sz / r(s)1 ds < l/M. Define K = (si 1 r(s)] ds) M < 1. Define 
H(x) pointwise by 
H(x)(t) = h(t) + Jo’ r(t - s) B(s) x(s) ds 
for t in [0, q]. Consider the metric space of continuous, nonnegative functions 
on [0, q] with values in Rn under the supremum norm. Call it CP[O, q]. 
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Note that it is a complete metric space. Clearly H maps CP[O, 41 into itself. 
If x and y are members of CP[O, 41, then 
< s oq I y(s)1 ds JQupQ 4s) - ~(41: s E LO, 4)) 
for all t in [0, 41. This implies that 
sup0 WW - Wy)(s)I: s E LO, 41 G k sWi 44 - r(s)l: s E P, 4>- 
Thus H is a contraction map on CP[O, 41 and has a unique fixed point 
in this space. Note that H is also a contraction on all continuous functions 
on [0, 41 and so the fixed point is unique among all continuous functions 
on [0, n]. If 4 = T, no further proof is necessary. If q # T, consider the 
“translated” problem 
r(t) = h(t + q) + j-’ r(t + 4 - 4 B(s) 4s) ds + I” r(t - 4 B(s + 4) Y(S) 4 
0 0 
where t in R+ and x is the solution to the first problem on [0, 41. Clearly 
h(t + q) + J-i y(t + q - s) B(s) x(s) d . s is a nonnegative continuous function 
for t in [0, T - q]. B(s + q), as a function of s, is an La function mapping 
[0, T - q] into the 71 x n matrices over R which is nonnegative a.e. By 
the same proof as before this translated problem has a solution on [0, q] 
or [0, T - q], whichever is smaller. Then 
x(t) = 
i 
x(t) t E I39 41 
r(t - 4) t E [q, 24 or [q, Tl 
is a solution to the first problem on [O, 2q] or [0, T] and is unique. By a 
finite number of such steps the solution can be defined on all of [0, T]. 
Proof of Theorem 1. Equation (1) is equivalent to 
x(t) = f(t)-[‘rN(t -s)f(s)ds 
0 
+ s” r& - s&(s) + g(s, x(s))lN) ds 
= f(t)‘- s,t r,(t - s) f  (s) ds 
+ j-” y,(t - s)W, 0)/N) ds 
0 
+ St y& - s)((g(s, 4s)) - ids> W/N + 44) ds. 
0 
(11) 
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Pick any T > 0 such that (1) has a solution on [0, T]. Let M be an upper 
bound for 1 x(l)1 on t in [0, T]. Given the set [0, T] x {x: 1 x 1 < M} in 
R+ x Rn, choose a local Lipschitz constant for g and call it L. Now choose 
N such that N > L, f satisfies (3) and rN is nonnegative a.e. Define the 
matrix function B on [0, T] by 
B(s) = I + diag((g,(s, xi(s)) - gi(s, O))/(xi(s)N): i = I,..., n) 
where I is the n x n identity matrix and (gi(S, xi(s)) - g(s, O))/(x,(s)N) is 
defined to be zero when xi(s) = 0. From the choice of N, all the entries 
of B(s) will be nonnegative for all s in [0, T]. Also note that B is Lm on [0, T]. 
With these definitions, Eq. (11) is equivalent to 
x(t) = f(t) - 1” yN(t - s)f(s) ds + j” rN(t - s) g(s, O)/lvds 
0 0 
+ I ydt - s) B(s) x(s) ds. 
From the choice of N and the assumptions on g, Y, and f, 
f  (4 - jot Ydt - 4 f  (4 h + jot c.dt - 4 ids, 0)/N h 
is a nonnegative continuous function for t in R+. Therefore Lemma 1 implies 
that x is nonnegative on [0, T]. Since x is nonnegative on any interval [0, T] 
where it exists, it is nonnegative on its whole domain of existence. 
Proof of CoroZZu~y 1. Given X, a solution of (l), define y(t) = x(t) - Kl 
for t such that x(t) exists. Then y satisfies 
y(t) = f  (t) - & + s” 4 7 s> g(s, j,s, + W ds. 
0 
The assumptions given are exactly those necessary to apply Theorem 1. 
Since y is nonnegative, the result follows. Similar reasoning applies to 
Ka - x(t) and the second half of the theorem. 
Proof of Theorem 2. Pick a positive number T such that y and x exist 
as solutions to the two equations on [0, T]. Pick M such that M > 1 x(t)/ 
and M > 1 y(t)1 for t E [0, T] and L such that it is ,a Lipschitz constant 
for both g and G on [0, T] x {x E Rn: 1 x / < M}. Choose any N > L. 
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Note that 
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+ jt y& - s)(Y(s) - 44 + (% Y(S)) - g(s, 4W'V ds 
0 
= F(t) -f(t) - j t yN(t - s)(F(s) - f(s)) ds 
0 
+ j t yi& - s)(G(s, Y(S)) - g(s, ~(4)lN) ds 
0 
+ jot yi& - S)(Y(S) - 44 + MS, Y(S)) - As, mw) ds* 
The first two terms are nonnegative and continuous on [0, 7’1. The third 
term may be rewritten as 
s t r,(t - 4 B(s)(y(s) - x(s)) ds, 0 
where B(s), defined in the usual way, is nonnegative and L” on [0, 2’1. 
Therefore if z(t) = y(t) - x(t), 
x(t) = h(t) + jot r,(t - s) B(s) z(s) ds. 
Lemma 1 implies that z is nonnegative on [0, 7’1. Therefore y(t) 2 x(t) 
for t in [0, T]. Since [0, T] is any interval on which both solutions exist, 
y(t) > x(t) for all t such that they both exist. 
PYOO~ of Theorem 3. Let x be the solution of (4) on an interval [0, T] 
where T > 0. The solution x is nonnegative since g(s, 0) > g(0, 0) 3 0 
and thus Theorem 2 may be applied to the equation. Let M be a bound 
such that M > 1 x(t)1 for t in [0, T] and let L be a Lipschitz constant for g 
on [0, T] x {x E R*: 1 x 1 < M}. Choose N > L and h in (0, T). For 
t E [0, T - h] 
x(t + h) - x(t) = Jot+” y& + h - Ws) + g(s, x(4)/N) ds 
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= s a r,(t +h - 4(x(s) + MS, 44) -gb, W/W ds 0 
+ sb’ rN(t + h - MS, 0)/N) ds 
+ j-” I& - Ng(s + h, 4s + 4) - As, x(s + W/N ds 
0 
+ jot %(t - 4(x0 + 4 - 44 + (g(s, 4s + 4) 
- & WW) ds. 
The first term on the right is continuous in t on [0, T - h] and may be 
written as 
s a r,(t + h - 4 Q(s) x(s) ds, 0 
where Q(s) = I + diag((gi(s, xi(s)) - gJs, O))/(Nx,(s)): i = l,..., n). Q(s) is 
defined to be zero if xi(s) = 0. Q is Lm on [0, T - A] and, from the choice 
of N, is nonnegative there. It follows that the first term is nonnegative 
since x is nonnegative on [0, T - h]. The second term is continuous and 
nonnegative since g(s, 0) > g(0, 0) > 0. The third term is continuous and 
nonnegative on [0, T - h] since g is nondecreasing in its first variable. 
Define 
B(s) = I+ dk((g&, 4s + 4 - g&, x&>))/(W& + h) - 4s))): 
i = l,..., n) 
for s in [0, T - A] and define B(s) = 0 when xd(s + h) = xi(s). B is non- 
negative on [0, T - A] since N > L. B is also Lm on [0, T - h] because 
of the Lipschitz property of g. If K(t) stands for the first three terms, the 
equation may be rewritten as 
x(t + h) - x(t) = k(t) + Jot rN(t - s) B(s)(x(s + k) - x(s)) a!~. 
Define z(t) = x(t + h) - x(t) for t in [0, T - k]. Then 
z(t) = k(t) + j-at rN(t - s) B(s) z(s) ds 
for t in [0, T - h]. By Lemma 1, z is nonnegative on [0, T - h]. Thus 
x(t + h) > x(t) for t in [0, T - h]. Since this is true for all h in (0, T), 
it follows that x is nondecreasing on [0, T]. 
NONLINEAR INTEGRAL EQUATIONS 8.5 
The last statement is also true on the whole domain of existence of x 
since it is true on any [0, T] where x exists. 
Proof of Theorem 4. Note that gr(t, X) is continuous in t for each fixed x. 
The proof is elementary and will not be included here. 
Consider the one-dimensional case, that is when g is scalar valued. Given 
a compact set K in R, pick a local Lipschitz constant for g and call it L. 
Then, given ~,y in K, 
g(s, Y) - L I x - y  I e g(s, 4 < g(s, Y) + L I x - Y I 
for s in R+. Thus 
gys, Y) - L I x - y  I G gys, x) < gys, Y) + L I x - y  I 
for s in R+ and x,y in K. In other words gl(t, x) is locally Lipschitz in x 
uniformly in t. The function gl(t, x) is continuous in both variables since 
it is continuous in t for fixed x and locally Lipschitz in x uniformly in t. 
From its definition, it is clear that gl(t, x) is nonincreasing in t and that 
the limit lim,,, g’(t, X) exists and equals g( co, x) for all x in R. 
The result is true in the higher-dimensional case since the one-dimensional 
argument may be made for each component of g and gr. This is possible 
because of the form ofg,g(t, X) = col(gi(t, xi): i = I,..., n), and the definition 
of gl. 
Similar arguments show that g2 has its asserted properties. Statement (d) 
is true by a simple application of Theorem 2. 
Proof of Theorem 5. Consider 
s 
t r(t - s) q(s) ds 
0 
where r is Ll(R+) and q is a continuous function on [0, co) with limit q(co) 
at +co. This function may be rewritten in the form 
s 
t 
r(s) q(t - s) ds. 
0 
Let max{j q(s)l: s E R+> = M. The function r(s) q(t - s) is absolutely 
dominated by the Ll(R+) function M I r(s)l. The Lebesque dominated 
convergence theorem then implies that 
s 
t 
r(s) q(t - s) ds converges to 
s 
a r(s) ds q( co). 
0 0 
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The assumptions in the theorem are sufficient to insure that the limit 
lim,,, g(t, x(t)) exists and equals g(oo, X( co)). Applying the above argument 
with q(t) = g(t, x(t)), the result follows immediately. 
Proof of Theorem 6. First note that 
K = jot yhr(t - s)(K + g( ao, q/q ds + stm q&)(K + g(Q K)W) 03 
and 
Therefore, 
x(t) = j” rN(t - s)@(s) + g(s, +)1/N) ds. 
0 
+ ltrn y&)(K + g(a, WV) ds. 
Since K is nonnegative, K = col(K, ,..., K,) where all the &‘s are non- 
negative. If Ki = 0, Ki + gi(cq KJN = 0 + g,(m, 0)/N > 0 by the 
assumptions on g. If K, > 0, Ki + gi( co, K,)/N is positive for N sufficiently 
large. Therefore, for N sufficiently large, K + g(m, K)/N will be non- 
negative. Hence sp yN(s)(K + g(co, K)/N) ds is nonnegative and continuous 
for N large. Since g(t, K) is nondecreasing in t, g(c0, K) - g(s, K) > 0 
for s in R+. Therefore s: rN(t - s)((g(co, K) - g(s, K)))/N) ds is nonnegative 
and continuous for t in Ii+. Thus 
K - 44 = k(t) + lot TN@ - SW - 4s) + (g(s, K) - & 4))W) & 
where k is a continuous and nonnegative function mapping Rf into Rn. 
By a standard argument, x(t) < K for all t such that x(t) exists. The function 
x is also nonnegative as long as it exists. Thus 1 x(t)1 < 1 K 1 as long as x 
exists. This in turn implies that x exists on all of Rf, that is, the basic 
existence and continuation theorem may be applied. 
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