Abstract-This paper is concerned with the non-fragile L 2 − L ∞ control problem of Markovian jump nonlinear systems. The considered transition probabilities are more general, which covers known case, uncertain case and unknown case. A disturbance generated by an exogenous system is estimated based on a disturbance observer to construct non-fragile state feedback controller with additive gain variations. Simultaneously, another kind of disturbance in L 2 [0, ∞) space is also been dealt with. The induced nonlinearity by uncertain transition probabilities has been solved based on a separated technique. Some sufficient conditions to guarantee the closed-loop system stochastically stable are obtained by using Lyapunov method and linear matrix inequalities technique. Finally, a single link robot arm model is used to illustrate the effectiveness of the proposed method.
I. INTRODUCTION
Sudden environmental disturbances or abrupt variations in the operating point of a nonlinear plant often occurs in communication system, power system and economic system, which may result the dynamic systems described as Markov jump systems (MJSs). In the past few years, more and more attention has been paid on the stability analysis and controller design for MJSs [1] - [2] . Initially, completely known Transition probabilities (TPs) are used as a common assumption to simplify the considered problem. In fact, due to measure cost, instrument error, environment condition, it is unreasonable to obtain TPs precisely by online data [1] . Thus, the uncertainty in TPs should be considered. Recently, the controller design problem for MJSs with more general TPs has been solved in [2] , where three types of TPs are included as known TPs, uncertain TPs and completely unknown TPs.
As we all know, there are always disturbances in most practical controlled process, due to the actuators or sensors errors, measurement noises, environment disturbance and so on. Thus, the disturbance rejection ability of systems should be enhanced [3] . Several efficient schemes have been developed to solve the above problem, such as disturbanceobserver-based-control(DOBC) [4] , adaptive control [5] , H ∞ theory [6] , and so on. DOBC method is based on a novel control strategy, which combines conventional controller with *This work is supported by in part by the Funds of National Natural Science of China (Grant No. 61773097 a feed-forward compensator constructed by the disturbance observer's output [7] . Many results about state estimation [8] , fault detection [9] have been obtained for MJSs, where the system exists no disturbance or just accompanied by one kind of disturbance. When multiple kinds of disturbance exist, some other controller design methods, such as adaptive control [10] , robust control [11] are composed of DOBC controller to enhance anti-disturbance ability. Based on this, [12] propose a control methodology for MJSs with completely known TPs and multiple disturbances. In the abovementioned literatures, all controllers are achieved accurately. This is very conservative due to finite word length in digital systems, parameter drift and other factors. In [13] , it is shown that if there exists a relatively small variation in controller, the performance of the closed-loop system may become more worse. On the basis of [12] , a further exploration focusing on the resilient control for MJSs with known TPs and multiple disturbances is made in [14] . To the best of the author's knowledge, the problem of no-fragile controller design for Markov jump nonlinear systems with general transition probabilities and multiple disturbances has not been investigated.
In this paper, we concern on the non-fragile L 2 − L ∞ control for Markov jump systems with general TPs against multiple disturbances. Both sector bounded nonlinearity and additive controller gain variations are considered. The multiple disturbances consist of two parts: one is described by an exogenous system with additional disturbance, the other is a disturbance in L 2 [0, ∞). By introducing the notion of L 2 − L ∞ performance index, the disturbance observer and composite system are designed. A separated method based on S-procedure is used to eliminate the coupling between Lyapunov variables and controller gain.
The rest of this paper is organized as follows. Some description for the nonlinear Markov jump system, assumptions and the composite system construction are given in Section II. Section III presents the main result. Simulation results about a single robot arm system are provided in Section IV. Finally, Section V conclude the paper.
II. PROBLEM FORMULATION

A. System Formulation
Set a probability space (Ω, F , P) and consider the following continuous-time Markov jump nonlinear systems:
where x (t) ∈ R n , u (t) ∈ R n and f (x(t), ρ(t),t) ∈ R q are the system state vector, control inputs and nonlinear vector functions, respectively. d 1 (t) ∈ R m is supposed to be described by an exogenous system in Assumption 1, which can represent the constant and harmonic noises. d 2 (t) ∈ R q is another disturbance which belongs to L 2 [0, ∞). ρ(t) is a right-continuous Markov process on the probability space taking values in a finite state space I = 1, 2, · · · , s with the mode transition probabilities
is the jump rate from mode i to mode j that satisfies the following relations:
The system matrices
Here M 1 and M 2 are known constant matrices and
The following exogenous system is used to generate disturbance d 1 (t)
where Z (ρ (t)), M (ρ (t)) and W (ρ (t)) are known matrices.
, is the additional disturbance in the exogenous system. The TPs of the jumping process ρ(t),t > 0 are assumed to cover three cases, i.e. known, uncertain and completely unknown, which can be described as follows:
represents the estimate error of the uncertainty, where δ i j is known, and "?" denotes unknown elements. For the brevity,π i j include all possible cases of TPs in ith row and satisfies
Furthermore, to deal with TPs more concise, the following classification is given
B. Composite System Construction
Here is the disturbance observer in [12] 
The estimation error is denoted as
Based on (1), (3)- (5), the error dynamics is developeḋ
The non-fragile controller with additive controller gain vari-
, the controller gains and observer gains, respectively. Here, N i ,D i are known real constant matrices, F i is uncertain matrix, satisfying
Combining (1), (6) and (7), the following composite system can be obtaineḋ
with
t), and
] ,
The reference output is
III. MAIN RESULT
By using a separated method, some sufficient conditions will be presented in terms of linear matrix inequalities (LMIs) to guarantee the augmented system in (8) and (9) stochastically stable with the L 2 − L ∞ performance in [14] .
Theorem 1: Given parameters γ > 0, there exist a list of parameters ε i > 0, i ⊂ S, such that the closed-loop system (8) stochastically stable and satisfying the above performance, if there exist a list of matrices
where
Then, the desired observer and controller gains can be obtained by
Let A be the weak infinitesimal generator of the random process (ξ (t), ρ(t)). Then, for each ρ(t) = i, i ⊆ S, it can be shown that:
Consider the following index
Therefore, under zero initial condition, we have
We just need to prove Θ 1i < 0, resorting to Assumption 2, it yields
In order to make Θ 1i ≤ 0, employing Lemma 1 in [2] to Θ 1i and (18), one needs to guarantee the following 
Combing (21) and (22),the following inequality holds:
and
Taking (24) and (25) into (20) and using the Schur complement formula, the following formula will be obtained 
As for the perturbation of the controller, using the Lemma 2.4 in [15] , one can get
(27) To solve the controller gains by a separated approach. Motivated by the structure
On the Other hand, employing Lemma 3 in [2] to (28), it yields 
Case II:
(20) and letting
The same with the above procedure
It's easy to see that
Taking (33) and (34) into (19), and using the Schur complement formula, (35) can be developed 
As for the perturbation and the design of the controller, the same way as above, it gives Π i in the case of i ∈ I i uk . So, if (10), (12) , (13) hold, (30) will also holds.
If
it is easy to see that
Combining (30) and (37), one gets
(38) which means condition (b) in [14] holds.
Since Θ 1i is a negative definite matrix, it is easy to see that there exists a scalar k > 0, such that for each i ∈ S
Then, A V (x(t), r t ,t) ≤ −kξ T (t)ξ (t) can be get easily. Using Dynkin's formula [14] , it follows
where M is a positive definite matrix, and M > P i , i ∈ S, (a) in [14] holds.
IV. SIMULATION EXAMPLES
Choose a single link robot arm model in [14] .
Let x 1 (t) = θ (t) and x 2 (t) =θ (t), the system can be rewritten asẋ
Here the parameters are the same as those in [14] . The general transition rate matrix is presented as follows Fig. 2 are the switching signal and state curves of system, respectively. It shows that the system works well under the condition of multiple disturbance. The disturbance estimation error along an individual switching sequence is given in Fig. 3 . It's easy to see that the disturbance observer estimate the disturbance precisely.
V. CONCLUSIONS
This paper has solved the non-fragile L 2 − L ∞ controller design problem for Markov jump systems with sectorbounded nonlinearity and general transition probabilities. The DOBC method and L 2 − L ∞ techniques are composed together to deal with multiple disturbance. The result is more practical for the characteristics of transition probabilities. For the design of controller, we choose T i = B 1i as a tentative solution. The way to choose T i will be our next research direction.
