An implicit upwind symmetric factorization finite volume solver was used to compute asymmetric vortices about a 5° half-angle cone at 20° angle of attack. Perturbations were placed at a variety of spatial locations and various analysis methods were developed to track the perturbations in space and time. The perturbations were enhanced best in a cup shaped region above the cone close to the secondary saddle points, implying that this region plays an important role in the development of asymmetry. However, global asymmetry was not observed until the primary saddle point shifted. The results indicate that it is the combination of the perturbation growth in the secondary saddle point region and the primary saddle point shifting that leads to the formation of asymmetric vortices.
INTRODUCTION
The aerodynamics of slender axisymmetric bodies at high angles of attack is an issue that remains a concern for designers because of asymmetric vortices. The development of these vortices gives rise to side forces that can exceed the lifting force. These side forces, also referred to as "Phant controllability problems for bodies when the angle of attack exceeds a certain critical value. An understanding of why asymmetries develop is essential to the creation of strategies for the control and exploitation of these phenomena.
To characterize when asymmetric flow can be expected one must consider the flow field changes that occur as the angle of attack increases. The boundary layer remains attached at small angles of attack for a pointed slender cone. The magnitude of the cross flow increases past a critical angle of attack, sv α , causing the boundary layer to separate in the crossflow plane and form two symmetric vortices on the leeward side of the cone. The critical angle of attack is a function of the cone half angle θ and is 1.4θ 1.1θ for laminar flow or 1.4θ in turbulent flow. At still higher angles of attack, 4 . 2 < < α α sv to 2.8θ, the symmetric vortices become asymmetric and a significant side force occurs. Finally, when the angle of attack exceeds 60°, the vortices shed in an unsteady manner similar to the Karman vortex street.
Both experimental [1, 2, 3, 4, 5, 6, 7, 8] and computational [9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23] efforts have demonstrated the formation of asymmetric vortices. Two schools of thought have arisen from the above research. The first theory implies that the asymmetries occur naturally in the flow field due to the nonlinearity of the governing equations, and are not dependent upon boundary condition perturbations. This trigger has been referred to as an absolute instability of the original symmetric flow. The second suggests that the development of the asymmetric vortices is triggered only by asymmetric boundary conditions. The observed asymmetry results from the amplification of a given asymmetry and will vanish if the original perturbation is removed. This type of flow field development has been described as a convective instability. A point to be noted is that the two kinds of instabilities need not be mutually exclusive. Regions of absolute and convective instability can coexist.
Understanding the type of instability is important, but perhaps more important is an understanding of the fluid mechanics that embody the instability. To pursue this the second author and his students began to explore these phenomena. Dusing and Orkwis [19] used an implicit upwind factorization finite volume solver for the conical Navier-Stokes equations to compute asymmetric vortices. Their results indicated that numerical diffusion caused by insufficient grid resolution prevents the formation of aymmetries. They showed that the crossflow plane should be resolved carefully to capture the vortex asymmetry.
In a continuing work, Orkwis, Sengupta and Davis [20] studied the r elationship of flow field saddles to the formation of asymmetric vortices. Local grid resolution studies were used to demonstrate the importance of capturing the leeside saddle point and the secondary separation and reattachment points, similar to conclusions drawn in the previous study. Transient solutions from the nonconverged symmetric flow to the converged asymmetric flow were used to illustrate a primary saddle point shift mechanism that provides an explanation for the necessity of adequate grid resolution in this region. These results were also in excellent agreement with the experimental results of Lowson and Ponton [7] .
All of these efforts including the current research utilized the computational procedure of Vanden and Belk [12] , and applied it to the conical Navier-Stokes equations, in an effort to determine the most important points in the flow field. This solver was symmetric in the cross-flow plane, as shown by the work of Sengupta and Orkwis [24] ; reinforcing the notion that vortex asymmetry is a property of the flow and not the numerics.
Although the saddle points were linked to the onset of vortex asymmetry in these works, the authors were unable to determine whether the primary, secondary or tertiary saddle points are most important. The goal of the current research was to determine the relative importance of these flow field saddles. To accomplish this goal perturbations were placed at a variety of spatial locations and their temporal progress tracked, together with side force values, so as to link the disturbance of particular regions to the growth of asymmetry. Several different analysis methods were developed to obtain insight into the development of vortex asymmetry.
The following sections describe the governing equations applied in this w ork, the numerical method employed, the grid used in the studies, the analysis techniques used to understand the perturbation propagation, the results obtained and finally the conclusions drawn.
GOVERNING EQUATIONS
The conical Navier-Stokes equations were used in this work to compute the asymmetric flow about a cone at an angle of attack. Thomas' [15] results indicated that the conical Navier-Stokes equations provide a reasonable approximate solution at appropriate Reynolds numbers. The conical equations decrease the number of dimensions needed to compute the solution. The approach reduces the solution to that on a single plane of conical grid cells, i.e., reduces the spatial dimension by one. The computations required for the solution are then less by at least an order of magnitude, thereby cutting the cost and time required for their solution. This allows extensive design and parametric studies to be conducted, including the use of very fine grids and residual convergence to machine zero.
The conical equations are an approximate form of the full Navier-Stokes equations that differ from the full equations by the assumption of constant properties in the radial direction. It has been shown [19, 20] that the assumption has no effect on the important aspects of asymmetric flow fields. Also, the presence of an angle of attack does not destroy the conical flow. However, it should be noted that conical conditions are not applicable when one feeding shear layer shows sign of instability and forms into a separate vortex closer to the body [7] . As the assumption does not affect the symmetry of the calculations in the cross flow plane, it seems unlikely to be the cause of asymmetric vortex development in these computations. The conical equations can be written:
where i S is the viscous flux vector, ξ is the radial direction, η is the direction normal to the body, and ζ is the azimuthal direction. This approach permits a standard threedimensional solver to be converted into a conical solver with only minor changes to the code, i.e., by enforcing constant boundary conditions along a ray.
NUMERICAL METHOD
An implicit upwind symmetric factorization finite volume scheme was employed to solve the conical Navier-Stokes equations on a Cray T94 supercomputer. The inviscid portion of the algorithm uses Roe's flux difference splitting (FDS) [25] and achieves second or third order accuracy in the spatial direction through the techniques developed by Chakravarthy and Osher [26] . Nonphysical oscillations near discontinuities were damped through the use of the Van Albada limiter, and symmetry in the cross flow plane was maintained by an implicit two-pass factorization. The split flux Jacobians and flux vectors can be used along with linearization to write
Equation (2) can be written as an approximate two-pass factorization with the form
where the + and -superscripts indicate the flux Jacobians containing non-negative or non-positive eigenvalues respectively. The resulting factorization is first order accurate in time.
However, this discretization is not symmetric in the crossflow plane. To ensure symmetry an approximate two-pass factorization was developed by Anderson [28] of the form
This algorithm was proved analytically to be symmetric in the cross-plane by Sengupta and Orkwis [24] .
Equation (4) results in two block tridiagonal systems of equations,
For three dimensional flows the first system is solved for each constant ξη plane, w hile the second equation solves the constant ξζ rings. This results in cross flow plane symmetry for perfectly symmetric grids and initial conditions. It should be noted that the conical modification removes the ξ derivatives in the equation, and hence the solution is obtained along lines rather than planes. The viscous terms are treated explicitly and are added after the implicit solution of the inviscid terms, this explicit treatment is known as timelagging. The use of time-lagged viscous terms maintains nearly the same efficiency of the Euler algorithm. The code has an optimum CFL of 10 and can be vectorized on the Cray T94.
GRID
In this work O-grids were used in the cross flow plane. Although different mesh sizes were used such as 40x81, 60x121 (at the onset of this research) and 80x161, only results for the 80x161 case are presented here. This is due to the fact that 80x161 grid results are grid independent (based on the study by Dusing and Orkwis [19] ). Clustering in the normal direction was achieved through the use of the equation The top part of the grid is a circle centered at (-0.36, 0) with a radius of 0.7848 and the bottom portion is a grid centered at the origin with a radius of 1.0. Clustering in the azimuthal direction was obtained by specifying the total number of points in the top half of the grid (about the primary vortex region).
The grids used in this research w ere all symmetric prior to being read into the code. The solver also numerically enforced grid symmetry after the grid was read-in. This ensured grid symmetry against round off errors by reflecting half the mesh about the 0°-180° plane.
INITIAL SYMMETRIC SOLUTION AND PERTURBATION IMPOSITION
A conical Navier-Stokes solver was used to compute a symmetric solution as a starting point for comparisons. Research specific software was developed to form different variables to be visualized. Solutions were obtained for perturbations placed at many locations in the flow so as to learn the preferred paths for perturbation propagation and the response of the flow to the insertion of the perturbation.
At the onset of this research, the solver was used to compute a non-converged symmetric solution, from which it was assumed the asymmetric state could be developed. However, a non-converged symmetric state proved to be somewhat unsatisfactory in the tracking of the perturbation. It was determined that a converged symmetric state was necessary for use as a starting point in the perturbation studies.
Base solution -A converged symmetric state was obtained by enforcing after each iteration symmetry conditions until the solver converged to machine zero. Imposing symmetry conditions means that the flow variables were reflected about the 0°-180° plane. The idea behind using a converged symmetric state was to eliminate the possibility that a naturally occurring asymmetry, e.g.., from round off errors, will interact with the imposed asymmetry and create noise, hence making it difficult to isolate the growth and propagation of the perturbation.
Basic Asymmetry Imposition Method -A converged asymmetric state can be obtained by one of the following three methods. First, the solver can be run for a large number of iterations so that the symmetric flow state is perturbed by round off errors and a machine converged asymmetric state is obtained. Second, one can start with a non-converged symmetric solution and put in a perturbation physically to obtain an asymmetric state. Lastly, in a similar manner, one can take a converged symmetric state and then insert a perturbation to obtain asymmetry. The last two methods of inserting a perturbation result in the formation of asymmetric solutions faster than the first. This is due to two reasons. First, the physical perturbation is imposed early on in the computation as compared to the first approach in which round off errors take some time to grow and become effective perturbations. Second, the magnitude of the physical perturbation can be made much larger than round off errors. The last approach was used in the current work.
Perturbations were imposed by changing the nondimensional density (ρ) at the desired point to the freestream value and by setting the corresponding velocity components to zero. The location was fixed by the angle (measured from the windward plane of symmetry) and the array index in the radial direction. The perturbations were placed at array indices from 2 to 40 and angles f rom 25° to 180°, with 5° increments. The perturbation was held fixed for 5 iterations. In addition, single iteration perturbation solutions were obtained on a relatively fine grid of solution locations so that perturbation growth rate maps could be generated. From this information the critical regions of the flow field were ascertained. The following methods were then used to isolate the perturbation.
ANALYSIS METHODS
This section deals with the various methods developed to visualize perturbation propagation in the flow.
Side Force vs. Iteration Number -The magnitude of the side force vs. iteration number gives a global picture of the developing asymmetry. The side force is calculated by integrating numerically the pressure over the surface of the cone. For any given surface cell, the average of the pressure was taken from the two end points, and assumed to be acting through the center of the cell. Multiplying the surface pressure by the area and summing the force components for each cell around the cone produced both the side force and lift.
These plots capture small global changes in the flow field that might not be visible otherwise. The comparison of side force plots for each perturbation location gives important insight into the behavior of the flow field. These plots show how the solution progresses in time (in terms of the asymmetry) after the perturbation has been applied. They also tell how the global solution changes take place. Based on the behavior of these plots it was felt that 400 iterations is sufficient to study the effects of perturbations on asymmetry development. This is because all of the initial fluctuations have died down and the solutions were steadily progressing toward the converged asymmetric state in all cases by this point. In addition, all of the interesting perturbation related features occur during this period.
Difference Plots -A good way to visualize the propagation of the perturbation is to create a plot that is the difference of some variable, such as the density, ρ, at two different conditions. These plots can show the relative development of the flow field. However, perhaps counter-intuitively the difference plots created for this research are not differences from the symmetric initial condition, rather they are differences between the perturbed solution and an unperturbed but developing solution. What this means is that although the "base" solution is not explicitly perturbed, it is perturbed due to the round off error in the solution. The difficulty with this methodology is that the entire solution continues to develop, i.e., the perturbed flow solution basically consists of two perturbations, one imposed and the other due to the round off errors. The simultaneous development of the latter perturbation leads to "noise" in the flow field. This can be counteracted in part by using a very large perturbation, but this was felt to be undesirable because it might cloud the important physical features being studied. Since this "noise" exists in both the perturbed as well as the developing solution, it was felt that it could be cancelled out if instead one took the difference between the two "developing" solutions. Comparisons with the developing unperturbed solution show better the perturbation history, at least until the imposed physical perturbation and the round off error based perturbations begin to interact significantly.
A third approach to visualize the perturbation was also attempted in which the differences between consecutive solutions were plotted. While this shows t he growth of the perturbation it once again mixes the imposed and round off error based perturbations and is hence also undesirable.
Perturbation Path Maps -The paths traced out by the perturbations as they progress in time and space were also generated. These plots were obtained by taking the average of the difference values as the solution progresses in time and space. These plots can be thought of as a time exposed photograph of the stars to get the star trails. The plots show the path taken by the perturbation as it progresses in time. These plots also give insight into the "preferred" path of the asymmetry and the critical regions of the flow. The time average was taken by summing the absolute value of the difference variable. 
RESULTS AND DISCUSSION
In this section the various results obtained from the analysis methods mentioned and the observations made are presented. The results in this section are focussed toward finding the flow field region that is most important to the formation of vortex asymmetry. Only a few cases are shown in detail here, although a large number of cases were run.
A conical Navier-Stokes solver was used to compute the viscous flow about a 5° half-angle cone at an angle of attack of 20°. The Mach number was 1.8 and the Reynolds number was 5 10 . The solver was run at its optimal CFL of 10. The perturbation was placed for 5 iterations, the start solution used being the converged symmetric state obtained from an earlier run. This symmetric solution was the "base" solution for all the runs. Figure 1 is the plot of the side force versus the number of iterations for several cases with perturbation locations along the 45° circumferential angle. The number associated with the plot indicates the grid point index of the perturbation (in the radial direction). The greater the number, the farther away it is from the surface of the cone. The angle is measured from the windward plane of symmetry. The numbers on the x-axis are the number of iterations while the y -axis represents the side force. The number of iterations indicates the iteration count from the converged symmetric state. It should be kept in mind that when all the cases are converged to an asymmetric solution, they converge to the same magnitude of the side force, the only difference being the rate of convergence to this asymmetric state and the sign of the side force.
Side Force Plots
The first thing to be noticed are the "wiggles" obtained during the initial iterations. This behavior can be explained if one looks at the density difference plots (Figures 2 to 4 ) and focuses attention on the near surface propagation of the perturbation. The initial frames show that the cone surface closest to the perturbation imposition location is affected first, as expected. The perturbation hits the surface and continues to move away from the imposition location. One part of the perturbation wraps around the cone, all the time exerting some force that is realized in the side (and lift) force. Clearly the side force plot wiggle is simply the effect of the perturbation as it propagates around the cone.
Density Difference Solutions 45° Array Index 30
The above s ide force issue can be better visualized if one looks at a specific case. Consider the 45° array index 30 case. The corresponding density difference plot for such a case is shown in Figure 2 . The side force decreases as the perturbation sweeps around the surface (Frame D). The value then changes sign as the perturbation sweeps across the surface (Frames E and D) . When the perturbation effectively "disappears" the initial wiggle vanishes and steady progress towards vortex asymmetry begins. A perhaps more important fact is that the steadily increasing asymmetry after the initial wiggles is due to the global vortex flow field becoming asymmetric and not local transients caused by the perturbation; the true beginning of the asymmetric solution.
Results not shown indicate that the amplitude of the wiggles increase as the perturbation angle increases (until a certain value). This is because at a high enough angle of attack the perturbation convects past the cone without hitting the surface. Because of this the amplitude of the wiggle is expected to attain a maximum as the angle is increased to a value slightly less than 90°. This was found to be the case when the entire set of solutions was considered.
In addition, the strength of the initial wiggles as they hit the cone surface were expected to decrease with increase in distance from the surface, due to the reduction in the energy defect. However, this was not found to be the case. The behavior can be explained if one considers the perturbation imposition method. Viscous effects are reduced and hence the velocities increase as one moves away from the surface. The velocities are locally set to zero when the flow is perturbed and the density is set to its freestream value. Hence as one moves away from the surface, t he velocity perturbation increases as compared to the density perturbation. This increases the overall strength of the perturbation away from the surface and explains the observation.
Also interesting is the switch in the side force direction for different array index locations along the same angle. Consider the 45° case shown in Figure 1 . The magnitude of side force for the array index of 10 shows the flow field to be nearly symmetrical even after 400 iterations, whereas the array index 50 case is quite asymmetric compared to rest of the cases. One notices that its sign is also reversed. This observation is attributed to the perturbation completely bypassing the cone when imposed far from the surface as discussed earlier.
Consider next the complete propagation path of the perturbation. Figures 2, 3 , and 4 are the difference plots for angles of 45°, 90°, and 135°. The first frame (A) for all the plots shows the difference solution immediately after the perturbation has been inserted. This appears as a small ripple in the otherwise zero difference solution. The next frames show the "ripple" as it increases in size with the progression of time. The first few frames show the initial propagation of the disturbance for all these cases. The perturbation is a wave that hits the surface, wraps around the cone, and then vanishes, as mentioned earlier. The main portion of the perturbation propagates into the vortex region via the cross flow plane velocity (The cone is at an angle of attack). Since the perturbation is i nserted for 5 iterations, it appears as a series of waves curling around the leeward side of the cone as opposed to just one wave had the perturbation been inserted for a single iteration. This series of waves travel into the primary vortex region, interact with the vortex on the side the perturbation was imposed and then becomes more asymmetric. The last frame (I) shows the difference plots at 400 iterations for all the cases. This frame contains no indication of the original perturbation location. The perturbation propagation and the development of the solution obscures the initial perturbation location and the path it traveled. To partly counteract this, the time averaged plots were developed. The behavior discussed was observed for all the difference solutions.
Looking specifically at the 45° case shown in Figure 2 , the main portion of the perturbation travels into the primary vortex region, gets caught in the vortex, reverses direction and then propagates down onto the leeward side of the cone. The perturbation continues to rotate with the vortex. After reaching the reattachment point on the surface of the cone, the perturbation splits into two branches going in opposite directions. The asymmetry amplifies in those two branches while passing through the separation region, an event that will be discussed in more detail later. Figure 3 shows the 90° case in which a part of the initial perturbation hits the surface of the cone at about 90°. It then interacts with the secondary saddle point region, forms another shoot running parallel to the main perturbation, and heads toward the primary vortex region. This offshoot hits the separation point region and begins to amplify. This branch then travels to the nodal point of separation, and amplifies in a branch that is symmetrical about the vertical plane. The main portion of the perturbation dissipates after having been caught in the primary vortex and appears to play no part in the amplification. Looking at a magnification of the last frame (I) at 400 iterations, the maximum magnitude of asymmetry is found along this branch. The rate of growth of the perturbation and asymmetry is less than that observed with the other two angles.
90° Array Index 30

135° Array Index 40
The 135° density difference plot is shown in Figure 4 . Once again in the first frame one can see the perturbation fronts emanating from the imposition location. A portion of the perturbation travels into the primary vortex region and grows. As it gets larger, the same two offshoots as observed previously appear, with their magnitude increasing in time. Although difficult to distinguish in these plots, one can discern the maxima in the plot at the two separation regions, from Figure 4F onwards. For all the above cases, frame (I) shows the difference plot for 400 iterations with the maximum density difference occurring in the separation point region about the 180° line.
The density difference plots illustrate the possible paths a perturbation can travel depending upon where it is imposed. If the perturbation is placed close to the surface it will propagate past the secondary saddle points along the vortex-feeding sheet and tend to amplify there. If the perturbation is placed away from the body a portion of it will convect into the primary vortex, but part will travel through the secondary saddle vortex feeding sheet region. This portion grows at a greater rate than the other, leading to the conclusion that the secondary saddle point region is most important for the formation of vortex asymmetry, however, this is not the complete picture as will be illustrated next.
Time Average Density Difference Plots
The time-averaged density difference solutions were plotted in Figures 5 and 6 to further understand the phenomena. These plots were averaged every 10 iterations. They show the actual path followed by the perturbation and the developing asymmetry. The plot averaged for 400 iterations shows the full path of the perturbation, while the others show the intermediate paths. The near complete time history of the perturbation, for the 45° case with array index 20, is shown in Figure 5 as it progresses in time and space. This figure is split into four plots of nine frames each; 360 iterations of the 400. It is representative of the perturbation behavior for all the cases, and hence this detailed time history is not shown again for any of the other cases. This particular case was chosen as the difference solution develops slowly and a visible difference between each successive time level can be discerned until the last frame. The plots on each of the four pages are to be looked at consecutively in the sequence ABCDEFGHI->ABCDEFGHI…. and so on.
45° Array Index 20
In a manner similar to Figure 2 , Figure 5a shows that the perturbation first travels upward into the main vortex region. Traces of the perturbation are visible in the primary vortex region, in Figure 5aH . Moving onto Figure 5b , the perturbation traces become much more visible and one can visualize it being entrained by the vortex on the same side and starting to rotate. At the same time one can see traces of the perturbation on the other side of the cone, near the separation point region. As the flow progresses in time, this trace amplifies, while the perturbation makes a complete revolution inside the primary vortex. The moment the perturbation hits the separation point region on either side, it begins to amplify. This is clearly discernable in Figure 5c , with the maximum being observed in those regions.
Asymmetry also appears to emanate from the points of maximum density difference, this being very apparent at the separation points opposite to the perturbation location. In the continuing frames, slight changes are visible as the asymmetry intensifies. Figure 5d also reflects this trend, with the asymmetry becoming stronger, and the maxima lying along the two branches mentioned previously, with the "roots" being the separation points. The last frame shows the time averaged plot for 400 iterations, the complete path followed by the perturbation and the developing asymmetry. The region of maximum asymmetry resembles a cup with its bottom resting on the reattachment point of the cone. The actual location of greatest asymmetry corresponds to the maximum density difference values found in the "cup" region.
90° Array Index 40
The time averaged plot for 90° for an array index of 40 is shown in Figure 6 . The same behaviors observed in the difference plots can again be seen. The portion of the perturbation that hits the region near the saddle points gives rise to another shoot running parallel to the main perturbation. The main portion "vanishes" after it bypasses the primary vortex region. This second branch hits the same secondary vortex region point as mentioned previously and begins to amplify. The asymmetry after 400 iterations for this case is less than that obtianed for the 90° array index 30 case. For this case, the main portion of the perturbation gets caught in the primary vortex and appears to increase the strength of the second branch of perturbation. The maximum asymmetry is again centered around the cup resting on the nodal point of separation. In this case, since the absolute values are being plotted, the maximum asymmetry can be seen on both sides of the nodal point, reinforcing the expectation that the asymmetry is an odd function about the vertical. However, the difference plots appear symmetric after the absolute value operator is applies. An interesting observation is that the perturbation is not amplified immediately, but only after having been entrained by the primary vortex, even though the perturbation was imposed close to the amplification point.
This may at first seem counter to the results of the previous section, but simply illustrates the importance of the primary saddle point shift mechanism in the formation of the global asymmetry.
45° Array Index 30
The following figures were developed to illustrate the "cup" shaped region resting on the nodal point of separation. Figure 7 shows the zoomed view of the streamlines plotted with the density difference for 45° and array index 30. One again observes that the density difference is an odd function about the symmetry line. The region of maximum density difference lies approximately along the streamlines from the nodal point of separation and almost exactly follows these streamlines. Figure 8 shows another view of this case via the zoomed time averaged density (recall that this is an absolute value) to observe the cup shaped region and the two "trip" points have been shown with an "X". At first glance one can choose any of several points from the cup shaped region as the "trip" points, but the chosen two are the only ones actually associated with saddle points and hence command greater attention. However, one might legitimately argue without diluting the importance of the finding that the entire region is important, not just the specific points.
The extensive simulations and analyses have given important insight into the onset of vortex asymmetry. It is clear that specific regions of the flow field favorably affect the formation of vortex asymmetry so much so that they might be termed "trip" points or regions of the flow. Their existence suggests a focus for potential control and/or exploitation of vortex asymmetry. Perturbations are amplified best in the secondary saddle point region but global asymmetry doesn't occur until the primary saddle point shift mechanism is initiated.
CONCLUSIONS
Asymmetric vortices have been computed on the leeward side of a cone at incidence by placing perturbations in a converged symmetric flow field. The perturbations have been tracked carefully in time and space to understand the important physical processes leading to vortex asymmetry. These results indicate that the perturbations grow best (as indicated by maximum density difference) in a "cup" shaped region along the streamlines originating from the nodal point of separation. These "trip" points are related to the secondary saddle point region, suggesting that this region is most important for the formation of vortex asymmetry. However, the global asymmetry is only evident after the primary saddle point has shifted, indicated that the combination of the two regions and events is most important. 
