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Анотація. Робота присвячена питанням короткострокового прогнозування валютних ку-
рсів за допомогою моделей глибокого навчання. З цією метою було побудовано модель гли-
бокого навчання на основі синтезу нейронних мереж загорткового (CNN) та рекурентного 
(RNN) типу. Згорткова мережа виконує функцію вилучення ознак, а рекурентна мережа 
на основі моделі «довготривалої короткочасної пам’яті» (LSTM) здійснює безпосередньо 
прогноз. Проведено прогнозні розрахунки динаміки котирувань для валютних пар єв-
ро/долар (EUR/USD) та британського фунту (GBP/USD), а також для двох найбільш ка-
піталізованих криптовалют (біткоіна – BTC/USD та ефіріума – ETH/USD) з використан-
ням щоденних та чотиригодинних спостережень. Проведені комп’ютерні експерименти 
підтвердили перспективність застосування моделей глибокого навчання для задач корот-
кострокового прогнозування часових рядів як фіатних, так і криптовалют. 
Ключові слова: глибоке навчання, нейронні мережі, короткострокове прогнозування, часо-
ві ряди валютних котирувань, криптовалюти. 
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Abstract. This paper is devoted to the short-term predicting of exchange rates using Deep Learn-
ing approaches (DL). The undeniable advantage of using deep networks is their ability to find 
hidden complex nonlinear patterns in the data, as well as to identify influential factors (carry out 
automatic feature extraction). For this purpose, the DL models were built on the basis of Convo-
lutional (CNN) and Recurrent (RNN) Neural Networks. The CNN block performs the function of 
feature extraction, and the RNN which based on the Long-term Short-term Memory (LSTM) per-
forms the forecast. For parameters estimating and testing the models we used daily and four 
hourly observations of currencies Euro/Dollar, British pound/Dollar, and cryptocurrencies 
(Bitcoin and Ethereum) for the period from 02/01/2015 to 12/31/2020 according to the service 
Yahoo Finance. As input data, we used open prices (Open), minimum (Low), maximum (High), 
and close prices (Close) for the corresponding timeframe. In the experimental section we com-
pared the performance of the designed models using both daily and four-hour data sets. The ac-
curacy of the forecasting performance was assessed by the values of the Mean Absolute Percent-
age Error (MAPE), which allows comparing forecast errors for different assets and models. In 
addition, the Mean Square Error (MSE) and the Root Mean Square Error (RMSE) were also cal-
culated. The highest accuracy (in the sense of the MAPE metrics) was for the EUR/USD – about 
0.4% for both daily and for-hour data sets. More volatile GBP/USD quotes show a larger error 
on both daily and four-hour quotes. But in general, an increase in the number of observations in 
four-hour time series reduces the model error for EUR/USD and GBP/USD. The results of the 
cryptocurrencies forecast turned out to be less accurate: 5.9% and 8.5%, respectively. Our study 
showed the prospects of using DL networks such as CNN and LSTM to predicting the short-term 
exchange rates. According to obtained results proposed models provide an efficient forecast for 
both fiat and cryptocurrencies. 
Keywords: deep learning, neural networks, short-term forecasting, time series of currency quotes, 
cryptocurrencies. 
JEL Classification: G170 
 
Постановка проблеми у загальному вигляді та її зв’язок з важливими науко-
вими чи практичними завданнями. Глобалізація і лібералізація світової економіки, най-
більш помітно проявляється у фінансовій сфері, супроводжується зростанням міграції капі-
талу між країнами і різними сегментами фінансового ринку. Ці процеси об'єктивно поси-
люють невизначеність щодо динаміки валютних курсів і призводять до зростання валют-
них ризиків. 
Проте процес глобалізації та інтеграції у світовій економіці супроводжується помі-
тним зростанням нестабільності міжнародного валютного ринку, діяльність на якому для 
вітчизняних підприємств і організацій є супутньою при здійсненні зовнішньоторговельних 
угод у вигляді фінансових зобов'язань і валютних операцій. Крім того, операції на валют-
ному ринку відчутно впливають на структуру доходів інституційних інвесторів. 
Нестійкість валютних курсів привнесла в діяльність українських банків і компаній 
значну невизначеність оцінки майбутніх грошових потоків, що підсилює ризик великих 
збитків і навіть банкрутства. Для підвищення ефективності операцій, що проводяться в іно-
земній валюті особливої актуальності набувають завдання щодо отримання достовірних 
прогнозів валютного курсу і зниження валютного ризику, принаймні на короткотермінову 
перспективу. 
Тому, незважаючи на велике різноманіття існуючих методів та моделей прогнозу-
вання валютних курсів [1], питання розроблення та вдосконалення прогностичного інстру-








ментарію, зокрема, із використанням сучасних методів і підходів машинного та глибокого 
навчання, є актуальними як з теоретичної, так і з прикладної точки зору.  
Аналіз останніх досліджень і публікацій з даної теми, виділення невирішених 
раніше частин загальної проблеми, котрим присвячується означена стаття. Прогнозу-
ванню фінансових часових рядів, зокрема, валютних курсів та криптовалют, із використан-
ням методів машинного навчання присвячено роботи [2-6]. Головний висновок авторів цих 
робіт полягає в тому, що моделі машинного навчання, перш за все нейронні мережі, пока-
зують більшу точність, ніж моделі часових рядів. 
Детальний огляд останніх публікацій в галузі застосування моделей глибокого на-
вчання для прогнозування фінансових часових рядів проведено в роботі [7]. 
В роботах [8-10] наведено результати застосування глибоких нейронних мереж до 
прогнозування зміни напрямів трендів валютних курсів (задача класифікації).  
В роботі [9] точність класифікації валютної пари з використанням глибокої мережі 
типу LSTM Євро/Долар для щоденних значень становила близько 70%, а для криптовалю-
ти Біткоін – 72 %.  
Згідно з результатами роботи [10], моделі типу LSTM показали кращу точність кла-
сифікації для напряму зміни тренду криптовалюти ефіріум, ніж глибокі моделі на основі 
багатошарового персептрону (похибка класифікації для добових даних в термінах метрики 
MAPE близько 4 %). 
Автори дослідження [11] застосували ансамблі моделей глибоких мереж рекурент-
ної та загорткової архітектури, а також їх ансамблі як для задачі прогнозу цін криптовалют 
(BTC, ETH, XRP) на наступну годину (регресія), так і для прогнозу зміни напряму руху 
ціни (класифікація). Кращі з розроблених авторами архітектур показали точність класифі-
кації у межах 52-55 %. 
Виділення невирішених раніше частин загальної проблеми, котрим присвячу-
ється стаття. Протягом тривалого часу найбільш поширеними підходами до прогнозуван-
ня валютних курсів було застосування економетричних моделей та апарату часових рядів. 
Але внаслідок стохастичності та нелінійної природи фінансових часових рядів, в тому чис-
лі і валютних курсів, останнім часом все більшою популярністю для задач прогнозування 
користуються непараметричні методи та моделі машинного навчання, зокрема, нейронні 
мережі.  
Останні роки для прогнозування валютних курсів почали використовувати глибокі 
нейронні мережі рекурентного типу, зокрема, «довгострокової короткочасної пам‟яті» 
(LSTM). Значно менше уваги в задачах прогнозу часових рядів було приділено застосуван-
ню глибоких мереж іншої архітектури – згорткових, які довели свою ефективність при об-
робці зображень. На наш погляд, перспективним підходом до прогнозування валютних ку-
рсів є поєднання в моделі сильних рис мереж обох типів. 
Формулювання мети статті (постановка завдання). Метою нашої роботи є побу-
дова моделі короткострокового прогнозування валютних курсів (фіатних та криптовалют) 
із застосуванням стекінгу глибоких нейронних мереж рекурентного та загорткового типу, 
проведення комп‟ютерних експериментів з метою оцінки ефективності та точності побудо-
ваних моделей. 
Викладення основного матеріалу дослідження з повним обґрунтуванням отри-
маних наукових результатів. Методи машинного навчання широко і успішно застосову-
ються для таких задач, як кластерізація, класифікація і розпізнавання об'єктів. Дослідники 
давно прагнули використовувати потенціал штучних нейронних мереж для передбачення. 
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Рекурентні нейронні мережі (RNN) стають все більш популярними для моделюван-
ня часових рядів і природної мови і досягають передових результатів на популярних набо-
рах даних. У той час як мережі прямого поширення (наприклад, багатошаровий персепт-
рон) враховують фіксовану кількість часових даних для прогнозування наступного спосте-
реження, рекурентні нейронні мережі можуть враховувати всі попередні часові кроки.  
Але звичайні RNN не можуть моделювати довготривалі часові залежності через 
проблеми зникаючого градієнта. Ця проблема вирішується такими різновидами RNN-
архітектури, як Long Short-Term Memory (LSTM) та модель Gated Recurrent Neural 
Networks (GRU) , що є модифікацією моделі LSTM. Вони складаються із декількох повноз-
в'язних компонентів, які вловлюють просторово-часові залежності в даних. Це дозволяє 
враховувати при моделюванні часових рядів не тільки короткочасні залежності, але і дов-
готривалі.  
Моделі глибоких мереж на основі цих архітектур довели перспективність їх засто-
сування до задач прогнозування фінансових часових рядів, у тому числі і валютних курсів 
[7-12]. 
Згорткові нейронні мережі (CNN) є основним інструментом для роботи з даними, 
що мають просторову структуру. Вони успішно застосовуються для вилучення просторо-
вих властивостей графічних зображень та потокового відео або аудіо. 
Останнім часом здійснюються спроби поєднання мереж CNN та RNN (стекінг) з 
метою одержання більш ефективного інструменту для прогнозу часових рядів (див., на-
приклад, [7, 11-12]). 
Блок CNN і блок LSTM сприймають однакові введення часових рядів у двох різних 
уявленнях. CNN розглядає часовий ряд як одновимірний часовий ряд із безліччю часових 
кроків. Якщо існує часовий ряд довжиною L, блок CNN отримає дані через L часових кро-
ків. 
На відміну від цього, блок LSTM отримує введені часові ряди як багатовимірні ча-
сові ряди з одним часовим кроком. Це досягається шаром перемішування розмірів, який 
транспонує часовий вимір часового ряду. Одновимірний часовий ряд довжиною L, після 
перетворення, буде розглядатися як багатовимірний часовий ряд (що має L змінних) з од-
ним кроком часу.  
Без перемішування розмірів продуктивність блоку LSTM значно знижується через 
швидке перенавчання малих наборів даних валютних котирувань з короткою послідовніс-
тю та невміння вивчати довгострокові залежності у більших наборах даних валютних ко-
тирувань з довгою послідовністю. 
Розмірне переміщення покращує ефективність LSTM моделі, вимагаючи на поря-
док менше часу на тренування. Коли в наборі даних із L часових кроків та N змінних вико-
ристовується LSTM без перемішування розмірів, LSTM вимагає L часових кроків для об-
робки партії N змінних. На відміну від цього, застосування вимірювання розмірів до вхід-
них даних дозволить моделі LSTM обробляти партію L змінних за N часових кроків. Це 
свідчить про те, що до тих пір, поки кількість змінних N значно менша за кількість часових 
кроків L, перемішування розмірів значно покращить швидкість навчання. Оскільки кожен з 
наборів даних валютних котирувань є одноваріантним, компоненту LSTM цієї моделі буде 
потрібно лише 1 часовий крок для обробки партії L змінних [12]. 
Використання LSTM зводиться до обробки одного параметру часових даних коти-
рувань валюти одночасно. Кожні дані котирувань валюти відокремлюються та обробля-
ються незалежно, а потім оброблені дані з кожного котирування валюти об‟єднуються та 








обробляються для оцінки остаточного прогнозу. Обґрунтування запропонованого підходу 
полягає у розробці навчальної моделі, яка може самостійно витягувати корисну інформа-
цію з різних даних котирувань валюти та згодом обробляти цю інформацію для досягнення 
точних та надійних прогнозів. 
Припустимо, що ми маємо дані котирувань валюти: ціна відкриття (Open), мінімум 
(Low), максимум (High), ціна закриття (Close) за відповідний таймфрейм. Кожні дані коти-
рування валюти використовуються як вхідні дані в унікальний згортковий шар, за яким 
слідує рівень LSTM та рівень об'єднання. Запропонований підхід фокусується на викорис-
танні здатності згорткових шарів для вилучення корисних знань шляхом вивчення внутрі-
шнього представлення кожного набору даних котирувань валюти незалежно, а також ефек-
тивності рівнів LSTM для виявлення короткострокових та довгострокових залежностей. 
Потім вихідні вектори всіх шарів LSTM об‟єднуються об‟єднаним шаром. Цей шар супро-
воджується низкою шарів, які становлять класичну структуру нейронної мережі глибокого 
навчання, тобто щільний (повнозв‟язний) шар, шари пакетної нормалізації, шар відсіву, 
повнозв‟язний шар і кінцевий вихідний шар з одного нейрона. Архітектуру такої моделі 
наведено на рис. 1. 
 
Рис. 1. Архітектура моделі глибоких нейронних мереж з декількома входами 
Джерело: побудовано авторами 
 
Традиційна модель глибокої нейронної мережі здатна аналізувати та кодувати будь-
яку складну функцію, згортковість її навчального процесу може погіршуватися через кіль-
кість ваг, яка експоненційно збільшується зі збільшенням кількості шарів та за рахунок 
проблеми зникаючого градієнта, яка зазвичай виникає у великих мережах. На відміну від 
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цього, суттєвими перевагами архітектури запропонованої моделі є те, що вона забезпечує 
більшу гнучкість та адаптивність [11]. 
Наведемо короткий опис основних елементів запропонованої моделі, тобто шарів 
згортки та об'єднання, повнозв‟язні шари, шари пакетної нормалізації та шари відсіву: 
 згортковий шар характеризується своєю чудовою здатністю засвоювати внутрі-
шнє представлення своїх входів. Це виконується шляхом застосування згорткових операцій 
між вхідними даними та використанням ядер згортки, званих «фільтрами», для виявлення 
нових значень властивостей [10]; 
 об‟єднувальний шар використовується для зменшення просторових розмірів з 
метою зменшення кількості операцій, необхідних для всіх наступних шарів. Менша прос-
торова інформація означає меншу вагу, тому менше шансів перенавчити модель. Ці шари 
використовуються для зменшення вибірки результатів попереднього згорткового шару, 
намагаючись передати лише дійсну та корисну інформацію [7]; 
 щільний шар призначений для складання прихованого шару глибокої нейронної 
мережі [9]. Зокрема, кожен щільний шар складається з нейронів, які зв‟язані з усіма нейро-
нами попереднього шару. Як правило, щільні шари додають властивість нелінійності, і те-
оретично нейронна мережа, складена щільними шарами, здатна моделювати будь-яку ма-
тематичну функцію [12]; 
 шар нормалізації партії – методика навчання глибоких нейронних мереж, яка 
фокусується на стабілізації процесу навчання шляхом стандартизації входів наступного 
рівня для кожної міні-партії. Нормалізація пакетів збільшує координацію оновлень у інших 
шарах і прискорює навчання, зменшуючи кількість епох [10]; 
 шар відсіву – метод регулювання для запобігання перенавчання нейронних ме-
реж, який додається між існуючими шарами моделі нейронної мережі. Він застосовується 
до виходів попереднього рівня і тимчасово встановлює довільний набір виходів до нуля з 
заздалегідь визначеною ймовірністю, які подаються на наступний рівень [7]. 
Після формування архітектури моделі CNN-LSTM необхідно перейти до навчання 
такої моделі за допомогою моделі градієнтного спуску. 
У набір даних, який використовується для оцінки моделі, було включено денні (D1) 
валютні котирування EUR/USD (євро до долару США), GBP/USD (британськогой фунту до 
долару США) та криптовалюти BTC/USD (Біткоін до Долару США), ETH/USD (ефіріум до 
долару США) за період з 01.01.2015 по 31.12.2019. Тестування моделі було проведено на 
часових рядах відповідних валютних котирувань з 01.01.2020 по 01.12.2020. 
Вхідні часові дані зазвичай нормалізуються при використанні глибоких нейронних 
мереж в діапазон (0, 1), адже це безпосередньо впливає на функції активації, саме тому до-
слідженні значення валютних котирувань були переведено в діапазон (0, 1) за допомогою 
мінімаксної нормалізації: 
      
      
         
 
 
Нормалізовані дані були надані як вхідні дані в мережу з вікном для навчання – 7 
днів, прогнозування здійснюється на наступну добу. Для тренування моделі використову-
ється 70% часового ряду, для валідації – 30%. 
Наявність у моделі глибокої нейронної мережі декількох входів та додаткових ша-
рів призводить до більш швидкого навчання та істотного зменшення похибки на перших 
ітераціях (епохах). Так для валютних котирувань до 20 епохи спостерігається поступове 








зменшення похибки відповідно до прогресу навчання моделі (рис. 2). 
 
Рис. 2. Похибка моделей прогнозування валютних котирувань EUR/USD та 
GBP/USD 
Джерело: побудовано авторами 
 
Похибка моделі для криптовалют має декілька сплесків, вони пов‟язані з відповід-
ними «сплесками» котирувань та, відповідно, мають стрімкі зростання та падіння і у тре-
нувальному наборі даних (рис. 3). Після 20 епохи модель приймає стабільний стан, відпо-
відно її тепер можна застосовувати для прогнозування валютних котирувань. 
 
Рис. 3. Похибка моделей прогнозування котирувань криптовалют BTC/USD та ETH/USD 
Джерело: побудовано авторами 
 
Розподілення тестової та прогнозованої вибірки валютних котирувань наведено на 
рис. 4. На графіку EUR/USD спостерігається низька дисперсія та мінімальні відхилення від 
вісі, що підтверджує ефективність моделі. Низьке значення R2 та великий розкид на графі-
ку GBP/USD пов‟язано з великою волатильністю у 2020 році внаслідок Brexit та перемовин 
щодо угоди про подальшу співпрацю. 
 
Рис. 4. Співвідношення реальних та прогнозованих валютних котирувань EUR/USD 
та GBP/USD 
Джерело: побудовано авторами 
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Друга половина 2020 року ознаменувалася стрімким зростанням ринку криптова-
лют. Відповідно рис. 5 котирування BTC/USD до позначки 20 000$ мають нормальне роз-
поділення, а у момент стрімкого росту прогнозовані значення відстають від реальних. По-
дібна ситуація спостерігається і для котирувань ETH/USD після відмітки у 500$. 
 
Рис. 5. Співвідношення реальних та прогнозованих котирувань криптовалют BTC/USD та 
ETH/USD 
Джерело: побудовано авторами 
 
Для розширення набору даних оцінки ефективності моделі було додано чотириго-
динні котирування (Н4 – 6 котирувань на добу), це дозволяє збільшити набір даних в тре-
нувальній та тестовій вибірках, за той самий проміжок часу. Таким чином вікно для на-
вчання моделі складає 42 періоди (7 днів), горизонт прогнозування 6 періодів (1 день). 
Точність прогнозування валютних котирувань було оцінено за значеннями серед-
ньої абсолютної похибки у відсотках (MAPE), яка дозволяє порівнювати похибки прогнозу 
як для різних активів, так і моделей. Окрім цього, було також розраховано середньоквадра-
тичну похибку (MSE), та корінь із середньоквадратичної помилки (RMSE). Формули для 
розрахунку цих показників наведено нижче: 
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 – фактичні та прогнозовані значення часового ряду відповідно, N 
– кількість спостережень. 
Остаточні результати точності прогнозу побудованих моделей наведено у таблиці 
1. 
Таблиця 1 
Кількісна оцінка ефективності запропонованої моделі 
 Котирування 
Показники EUR/USD GBP/USD BTC/USD ETH/USD 
 D1 
MSE 0,000041 0,000420 505420,41 526,23 
RMSE 0,006442 0,020493 710,92 22,93 








MAPE 0,434% 1,280% 3,745% 6,919% 
 H4 
MSE 0,000036 0,000119 766065,11 612,46 
RMSE 0,005963 0,010888 875,25 24,74 
MAPE 0,408% 0,624% 5,890% 8,525% 
Джерело: побудовано авторами 
 
Таким чином, аналіз даних табл. 1 свідчить, що краща точність (у сенсі показників 
MAPE) виявилась для EUR/USD – близько 0,4% як для щоденних, так і для чотиригодин-
них наборів даних. Більш волатильні котирування GBP/USD демонструють більшу помхи-
бку як на щоденних, так і для чотиригодинних даних. Але в цілому, збільшення кількості 
спостережень у чотиригодинних часових рядах зменшує похибку моделі для EUR/USD та 
GBP/USD.  
Результати прогнозу криптовалют виявились менш точними: 5,9% та 8,5% відпові-
дно, що можна пояснити більш високою волатильністю досліджуваних часових рядів. 
Висновки з даного дослідження і перспективи подальших розробок за даним 
напрямом. Проведене дослідження дозволяє зробити висновок, що в цілому моделі пока-
зали вищу точність при використанні часових рядів фіатних валют, ніж для криптовалюти. 
Більш волатильні котирування GBP/USD показують більшу похибку як на денних так і на 
чотиригодинних котируваннях. Але загалом збільшення кількості котирувань чотириго-
динних часових рядів призводить до зменшення похибки моделі для EUR/USD та 
GBP/USD. Інша ситуація спостерігається при використанні часових рядів криптовалют, 
збільшення набору часових котирувань призводить до збільшення похибки через, як було 
відмічене вище, відставання прогнозованих котирувань від реальних. 
Перевагою запропонованої моделі є поєднання позитивних рис нейронних мереж 
обох типів: згорткові нейронні мережі дозволяють побудувати новий простір ознак, а реку-
рентні мережі – виявити приховані паттерни в динаміці валютних котирувань.  
Варто зазначити, що оскільки кожний з компонентів глибокого навчання ініціалізу-
ється з різними ваговими станами, то це призводить до того, що модель фокусується на 
різних виявлених закономірностях. Отже, поєднання згорткових та рекурентних нейроме-
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