Abstract. In this article, we prove a generalization of a theorem (Ogg's conjecture) due to Bary Mazur for arbitrary N ∈ N and for number fields. The main new observation is a modification of a theorem due to Glenn Stevens for the congruence subgroups of the form Γ 0 (N ) for any N ∈ N. This in turn help us to determine the relevant part of the cuspidal subgroups without dependence on Shimura subgroups.
primitive d-th root of 1 and let us consider the ring R = Z[
Consider the Eisenstein series E = E d (ϕ) ∈ E 2 (Γ 0 (N )) [cf. Section 3.1, [13, page 541] ]. This is a holomorphic Eisenstein series whose Fourier co-efficients are not rational. We now consider the subgroup C Γ0(N ) (E) inside the cuspidal group C(Γ 0 (N )) as defined in [13, p. 523] . The following theorem of this paper gives a description of the finite group C Γ0(N ) (E) for the Eisenstein series as above [cf. [13, 
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B 2 (ξ) and N um(β) = ideal(β) ∩ R.
We can compute the torsion points of the Jacobian modular varieties and this can be seen as a generalization of Ogg's conjecture [9, Conjecture 1.1] for number fields bigger than Q. In fact, the next theorem determines the primes that appear in the support of torsion similar to [9, Theorem 1.2]. By Mordell-Weil theorem, there is a finite set S d for which Corollary 3 is true. The importance of the theorem lies in the fact that we can make the set S d explicit and it depends on a carefully chosen Eisenstein series invented by Glenn Stevens. However, there is a possibility that the actual support of torsion subgroup in question is smaller than S d . In [13] , Glenn Stevens computed the order of the subgroup C Γ (E) of the cuspidal subgroup associated to any Eisenstein series E ∈ E 2 (Γ 0 (N )) ⊂ E 2 (Γ 1 (N )) for the congruence subgroup Γ = Γ 0 (N ) from the order of the cuspidal subgroup for Γ = Γ 1 (N ). We can compute the order of the cuspidal subgroup upto the order of intersection of the said group with the Shimura subgroup.
In the present paper, we modify the argument of [13, Theorem 1.3] and prove a variant of the above theorem [cf. Theorem 10] that holds for the congruence subgroup Γ 0 (N ) for any N ∈ N. As a consequence, we can compute the order of cuspidal subgroup associated to an Eisenstein series E ∈ E 2 (Γ 0 (N )) without dependence on the order of the Shimura subgroups. Using the above mentioned theorem of Stevens, we can only compute the order of certain component [13, Example 4. 9, page 542] of the cuspidal group associated to the Eisenstein series rather than the whole group because of the dependence on the Shimura subgroups. It is possible to compute the whole cuspidal subgroup using the variant of the theorem proved in this paper for the congruence subgroup of the form Γ 0 (N ).
We compute the index of Eisenstein ideal for a particular Eisenstein series for the congruence subgroup Γ 0 (p 2 ) in Proposition 4. We expect that the variant of Stevens' theorem proved in this paper should be useful to calculate the index of Eisenstein ideal for arbitrary N ∈ N.
Let T R be the Hecke algebra acting on the space of cusps forms over R in the sense of Serre. Consider the annihilator of the Eisenstein series E as above inside the Hecke algebra T R := T Z ⊗ R and we denote the same by I R . We now prove the main theorem of this paper that is a generalization of [4, Proposition 9.7, p. 96].
Proposition 4. Let N = p 2 and E = E p (ψ), the indices of Eisenstein ideals are given by:
It is expected that the above theorem is true for general N also, however we use the fact that C E is a cyclic Z[µ p ]-module. In general, this is not true for arbitrary N ∈ N and the structure of C E is complicated for general N ; hence we give the proof of the Proposition 4 only for N = p 2 . We strongly believe that one should be able to prove the similar equality of sets using the variant of Steven's theorem proved in this paper.
There is a possibility to shrink the set S d for general N even further. This stems from the fact that we can only compute the bound of the order of |T R /I R | rather than actual order for general N . However, we can compute the same for N = p 2 .
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The correspodning L-function associated to the Eisenstein series is given by:
(4) Consider the following quantity β = ϕ(−1)N 4nd 
Proof. (4), we change the proof a bit so that it works for Γ 0 (N ) rather than on Γ 1 (N ) as in the loc. cit. As in [13, Equation (5.
2)], we have
where the sum is over
aN 2 1 and note that
. Finally, following Stevens [13, c.f page 545-547] we compute
Putting everything together we obtain (when N = N 1 N 2 and
The proof in the general case follows from induction. We write
The proof follows from induction on k. If k = 0, we already proved the result. Assume the result is true for a natural number k. We prove it for k + 1. We denote C k+1 by l following Stevens. We denote by π :
Notice that, we also have
We denote by Γ = Γ 0 (A) and 
It is clear that only non-zero
The last equality follows from the fact that l | 
. We now proceed to compute c(d) and c(dl) determined by ramification indices and value of ϕ.
and hence c(dl) = ϕ(l). Combining these facts, we obtain:
As in the case of π, we get an equality using the pull-back maps on Picard groups [2, p. 228]:
We now compute the ramification indices for the map π l . Recall the description of local charts at the cusps of modular curves [2, p. 62 ]. We will show that if the cusp of level ld is mapped to a cusp of level d by π l , then the ramification index is l. Consider the subsets V, V ′ ⊂ H ∪ P 1 (Q) around the cusps { 1 ld } and { 1 d } respectively and consider the corresponding neighborhood U, U on the modular curves X 0 (Al) and X 0 (A) respectively and U ′ , U ′ are the neighborhood of the point 0 of the unit disc. We have a diagram:
We will show that the map π
Observe that π l is achieved by the matrix 
We now obtain the ramification index by the following computation:
On the other hand, we claim that if the cusp 
we get by a computation similar to above π 
Comparing the co-efficients, we get c(dl) = e(π l ; 
Following [13, Lemma 5.3] , we now define
and
By a computation as in [13, Lemma 5 .3], we get
3.2. The group A Γ0(N ) (E) of Stevens. In the section, we recall the basic properties of the periods of the Eisenstein series for the congruence subgroup Γ 0 (N ).
Definition 7. Fix a point z 0 ∈ H and let c(γ) be the geodesic in Y 0 (N ) joining z 0 and γ(z 0 ). The integral
is the period of the Eisenstein series E.
The group P Γ0(N ) is the free abelian group generated by π E (γ) with γ ∈ Γ 0 (N ). The details about the group P Γ0(N ) (E) can be found in [9, Page 3] . The following assertion follows from [12, page 52] for the congruence subgroup Γ 0 (N ).
Proposition 8. Let K be a number field with O K being it's ring of integers. For any
The above proposition shows that the group P Γ0(N ) (E) is the free abelian group generated by the
L-values L(E[ 1 −d
0 c ], 1).
Computation of R Γ0(N ) (E)
. Let C(N ) be the cuspidal subgroup corresponding to the congruence subgroup Γ 0 (N ). By [12, page 36] , there is an isomorphism δ : E 2 (Γ 0 (N )) −→ C(N ). For all cusps x, let e Γ0(N ) (x) denote the ramification index of x over X(1). The Eisenstein series E corresponds to the divisor
By [13, Page 538, equation (4.5)], we can compute the ramification index e Γ0(N ) (x) explicitely. We denote by R Γ0(N ) (E) the Z-submodule of C generated by the co-efficients of δ(E).
Corollary 9. For E as in Proposition 6, R Γ0(N ) (E) is a finitely generated Z module and it is generated by Rϕ(k) for ϕ : (Z/dZ) × → C × and R as in Proposition 6.
Proof. Recall that R(E) is the free Z-modules generated by the coefficients of δ(E). By Proposition 6, the module R(E) is generated by M ϕ(k) for ϕ : (Z/dZ) × → C × .
By [13, Theorem 1.2], there is a pairing C Γ0(N ) × A Γ0(N ) (E) → Q/Z. Since both are finite groups, there is a non-canonical isomorphism: C Γ0(N ) ≃ A Γ0(N ) (E).
A variant of Stevens' theorem for Γ 0 (N )
Let S be the set of primes satisfying
(1) q ≡ 3 (mod 4), (q, N ) = 1 for all q ∈ S, (2) S intersects every arithmetic progression of the form {−1 + N kr|r ∈ Z}.
Consider the set X S of primitive Dirichlet character χ such that conductor of χ is a power of q and q ∈ S and χ is not quadratic. We denote by X + S (resp. X − S ) then set of even (resp. odd) characters of X S . We denote by χ q (p) = ( p q ) the quadratic residue modulo q. For a primitive nonquadratic Dirichlet character χ whose conductor is power of m, define
Observe that χ q is odd character as q ≡ 3 (mod 4). For every χ ∈ X −ǫ1(−1) S , the characterǭ 1χχq is a even character. As noted in proof of Theorem 4.2(b), for a even character θ, B 1 (θ) = 0, thus, B 1 (ǭ 1χχq ) = 0. 
Proof. Choose a prime ideal
and consider the localization A P of A at P. Consider now the cohomology class ϕ P obtained by composing ϕ with the inclusion A → A P .
We define Φ P : Γ 0 (N ) → A P by defining Φ P (γ) = ϕ P ({x, γx}). We show Φ P = 0 in the following 4 steps.
Step 1: q ∈ S, q = −1 (mod N 2 ) and P ∤ q+1 2 , then ϕ P ({0, N a q } Γ0(N ) ) = 0 whenever (q, N a) = 1. We remark that this step works for all P ∈ Z[X S ], essentially for the same reason as in Step 1 of [13, Theorem 2.1]. However, there is a mistake that we point out in this article and write down the correct version of it. For the sake of completeness, we recall the proof again. Consider
Now, split the case k ≡ a (mod q) and k ≡ a (mod q). When k ≡ a (mod q), the sum becomes
In the other case,
Since the last sum is −1, then (4.1) becomes
We can rewrite it as
this implies that
By hypothesis Λ ± (ϕ P , χ) = 0 and hence:
Now the righthand side of the equation only depends on square classes of a modulo q.
If χ q (a) = 1, then
If χ q (a) = −1, then
as χ q (−1) = −1, since q is a prime congruent to 3 modulo 4. Hence without loss of generality, a = ±1 with the choice of sign is same as in the equation.
We now choose a k ∈ Z such that q = −1 + N 2 k ∈ S and β = 1 0 ±N k 1 ∈ Γ 0 (N ). By the above choice of β ∈ Γ 0 (N ) we have:
Hence
Step 2:Φ P vanishes on the subgroup:
We mostly follow the proof of Stevens, we make slight modifications while choosing q.
. Without loss of generality we can assume d = −1 (mod N 2 ), as otherwise, we can replace γ by −γ.
Note that since P is a prime in Z[
, we have P ∤ 2N . Now we show that there is a prime q satisfying q = −1 (mod 4N
2 ) and q = −1 (mod P). Suppose there is no such prime satisfying the conditions, then if q = −1 (mod 4N 2 ), implies q = −1 (mod P) and hence q = −1 (mod 4N 2 P). This would imply that density of primes of the form −1 modulo 4N 2 and density of primes of the form −1 modulo 4N 2 P are same, which is false. In fact, since the density of such primes are different, it shows there are infinitely many primes q satisfying q = −1 (mod 4N 2 ) and q = −1 (mod P).
Let us choose
2 ) and q = −1 (mod P). Hence P ∤ q+1 2 and q ∈ S satisfies condition of Step 1.
By the above choice of β ∈ Γ 0 (N ) we have:
Step 3: Let
Step 2. Since Φ P is a homomorphism, we have,
is a unit in A P , hence Φ P (γ) = 0. Hence for P ∤ φ(N 2 )
2 , Φ P = 0 on Γ 0 (N ) by Step 1.
Step 4: Φ P = 0. Hence, we conclude that Φ P (A) = Φ P (AB −1 ) + Φ P (B) = 0.
Since the homomorphism Γ 0 (N ) → H 1 (X 0 (N ), Z) is surjective, we see ϕ P = 0. Since ϕ P = 0 for all
, we get ϕ = 0.
As a consequence, we prove the following Theorem that is a direct generalization of [ [13] , Th 1.3, p.
524]:
Theorem 11. Consider the congruence subgroup Γ 0 (N ) for any N ∈ N. Let M ⊂ C be a finitely generated Z[
Proof. Suppose first that
. By Lemma 2. 2 (a) of [13] which works for Γ 0 (N ). We now prove that R Γ (E) ⊂ M and Λ ± (E, χ, 1) ∈ M [χ, We now prove the main theorem 1 of this paper.
Proof. By Proposition 6, we have
Since R Γ0(N ) (E) is by definition the free Z-module generated by the co-efficients of δ Γ0(N ) (E), we deduce that
Recall that for any finite abelian group A,
. By Proposition 6, for all χ ∈ X −ǫ1(−1) S , we have or all χ ∈ X
We note that, Λ(E, χχ m , 1) = 0 as B 1 (ǭ 1χχm ) = 0. Hence,
Now, by Theorem 4.2 (b), we see that
Here we remark that,
For m ∈ S and P ∤ m a prime inQ, Theorem 4.2 (a), (c) assures existence of χ with m power conductor such that Λ ± (E, χ, 1) is a P−unit. Thus from Theorem 11, we obtain
Assume that 1 ∈ P Γ0(N ) (E). There exists a prime away from primes dividing M , say p, such that P Γ0(N ) (E) ⊆ (p). By Lemma 2.2 of [13] , we see that Λ(E, χ, 1) ≡ 0 (mod p). Then, second last line of page of 537, says that 
Then,
By [ [13] , Th 1.2 (a), p. 522] valid for Γ 0 (N ), using the perfect duality pairing we conclude that:
Index of the Eisenstein ideal for the give
] be a ring and S be any R algebra. We denote by S 2 (Γ 0 (N )) the complex vector space of classical modular forms as in [2] . For f ∈ S 2 (Γ 0 (N )), let f (q) denotes the Fourier expansion of the modular form at the cusp ∞. For any Z algebra S, let us define the p-adic modular forms in the sense of Serre-Swinnerton-Dyer: (N ), Z) . Consider the following ideal inside the Hecke algebra:
We now define the Eisenstein ideals:
Definition 12. For any Eisenstein series E ∈ E 2 (Γ 0 (N ); C), let us define the Eisenstein ideal over R to be the ideal I R := I R (E) = Ann T0(N )⊗R (E) ⊂ T R . By base changing over R, we get the correponding paring over R. for some real number x with |x| ≤ 1. We deduce that
If ℓ ≥ 7, then the inequality does not hold. This is a contradiction and T l can't act as ϕ(ℓ) + lϕ −1 (ℓ) on the space of cuspforms.
Writing any cuspform f as linear combination of Hecke eigenforms, it is easy to see that corresponding eigen values of the Hecke eigenforms can't be ϕ(ℓ) + lϕ −1 (ℓ).
We remark that if ϕ is trivial or quadratic, the above proposition holds for all ℓ. If ϕ is cubic, then the above proposition holds for all ℓ ≥ 5.
Proposition 15.
We have an equality of ideals I R = I R .
Proof. We have an obvious inclusion I R ⊂ I R . Note that δ Γ0(N ) (T l (E)) = T l · δ Γ0(N ) (E) [13, p. 539] . This shows that if T ∈ I R then T ∈ Ann T (δ Γ (E)). Since T ∈ T R (R algebra generated by the Hecke operators T l 's), hence we can write T = 
