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The generalization of Hamiltonian mechanics to covariant Hamiltonian field theory on multi-
phase space is given an accessible exposition as a practical method covering various topics, and
a classical multiphase space BRST formalism is developed for systems with symmetries and
applied to a system with secondary constraints (Yang-Mills).
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In this thesis I have investigated multisymplectic methods for theories which have symmetries,
in particular multisymplectic BRST. This was applied to a system with both primary and
secondary constraints using the Hamiltonian as constraint (Yang-Mills), and a sigma model.
In contrast to the familiar Hamiltonian formulation of relativistic field theory on an infinite-
dimensional phase space, the finite-dimensional multiphase-space formalism for field theory is
the natural covariant Hamiltonian formulation, reflecting the geometry of fields. This thesis
summarises the multiphase-space formalism for field theory, and develops a multisymplectic
form of classical BRST for systems with gauge symmetry. The multisymplectic formalism is
much more restrictive than the symplectic, and the approach in this thesis is to concrete appli-
cations to well known physical systems rather than seeking maximum generality or abstraction.
Both symplectic and multisymplectic mechanics are presented, in turn, in a fairly didactic and
geometrical way, so as to clearly bring out the parallels between the two and to make multisym-
plectic mechanics more accessible as a generalization of symplectic mechanics. In particular,
the original work in this thesis is the generalization of BRST, a modern method of dealing
with symmetries, to multisymplectic BRST (in section 4.4) which is applied to a system with
secondary constraints (electromagnetic and non-abelian Yang-Mills fields) in section 4.6.4 and
the multiphase-space canonical transformations with generating functions in appendix H, and
calculating partway the multiphase-space BRST structure of Witten’s topological sigma model
(chapters 5 and 6).
This thesis has two aims: as a didactic practical introduction to multiphase space field theory
and to present some applications, in particular examples of BRST. The first aim is also a
14
CHAPTER 1. INTRODUCTION 15
lead-in to the second. To help achieve the first aim, classical (phase-space) mechanics is
reviewed in chapter 2, covering usual topics (and with the example of electromagnetism),
in such a way that a parallel delineation of multiphase space field theory in chapter 3 of
the same topics can be compared. Both phase space and multiphase space mechanics are
presented most of the time using coordinates rather than more abstract notation, to serve
the aims of being accessible and practical. Nevertheless because part of the purpose of the
multiphase space formalism is to embody field theory in a ‘natural’ geometrical form, a fairly
large amount of differential geometry, especially of symplectic and multisymplectic manifolds,
is employed, even in presenting well known Hamiltonian mechanics in chapter 2. This serves
several purposes: that the coordinate presentation can be related to a more general geometrical
picture, bringing out the geometrical nature of multiphase space field theory, to relate it to
phase space mechanics, and a didactic one of picturing the formalism.
The research aim of this thesis is performed in some of the topics developed in the multiphase
space field theory: The use of Schouten brackets in appendix B.5, multiphase space canonical
transformations in appendix H.4.1, multiphase space path integrals in section 3.5, BRST and
the use of extended multiphase space BRST for systems with secondary constraints in section
4.4, which is applied to the electromagnetic and Yang-Mills fields in section 4.6.4. In addition
the BRST-like geometry of the Witten topological sigma model is explored in chapters 5 and
6.
1.1 Background and justification
The basic principle of special relativity is the notion that space and time should be on the
same footing, and that the familiar rotation and translation symmetries of space are extended
to spacetime as the Poincare group. When we incorporate special relativity, the quantum me-
chanics of fundamental particles lead us to quantum field theory (QFT) where the fundamental
objects are local fields [88]. However the canonical quantization approach to QFT does not
embody the principle of spacetime covariance, because it is based on classical Hamiltonian
mechanics, where time has a privileged role.
In conventional phase-space Hamiltonian mechanics applied to field theory, a field is treated
simply as a Hamiltonian mechanical system with an infinite number of degrees of freedom
(the field value at all spatial points), with the spatial structure of the field treated differently
from the temporal, and in which the Hamiltonian is a functional of a time slice of the field in
space-time. Hamiltonian mechanics thus gives time a special significance, whereas space only
appears as a parametrization of degrees of freedom, and so the Hamiltonian formalism does
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not incorporate what may be (and are usually assumed to be) fundamental aspects of physical
reality: spacetime covariance and locality. The particular physical models studied may have
these properties, but the Hamiltonian formalism cuts across this and is, in a sense, too broad.
The multisymplectic formalism inherently embodies the locality property of the fields on the
spacetime background and, in addition, treats time in the same way as the spatial parameters
of the field.
It may be that a covariant Hamiltonian mechanics is needed for quantum field theory with
general covariance or true background independence [21]. In addition it might be possible
to generalize the canonical quantization of classical Hamiltonian field theories in phase space
to an analogous ‘canonical quantization’ in multiphase space [94]. The Feynman functional
integration approach to quantum field theory may be re-expressed in multiphase space and a
covariant Hamiltonian approach may have a place in the interpretation of QFT, as well as in
practical analysis of specific systems. This is suggested in section 3.5.
In this thesis we explain the multiphase space approach - which is a covariant generalization
of Hamiltonian mechanics for field theories which is both intrinsically local and covariant. In
particular, we then construct the Hamilton-Jacobi theory, the use of the analogue of Pois-
son brackets, systems with gauge symmetries, and the BRST method for dealing with gauge
symmetries, with Yang-Mills theory as an example.
A new formulation of a theory, such as Yang-Mills field theory, can be useful for simplifying
the analysis and may capture better certain features such as, in the multiphase-space case, the
geometrical properties of locality and relativistic covariance. The multiphase-space formulation
of field theory is more restrictive than phase-space mechanics in that it requires the fields to
be local. A less general formalism may be more useful for the category of objects it can deal
with. For instance, multisymplectic methods are less general, in the sense that it is suited only
to local field theories, than symplectic Hamiltonian mechanics, and has the advantage that the
multiphase space is a finite dimensional bundle - reflecting the bundle structure of fields - and
not infinite dimensional, as is the phase space for a field. Another reason is that the conceptual
framework may be more appropriate for that category of objects in that it may lead to fruitful
modifications or generalizations.
The multisymplectic formalism is perhaps most conveniently introduced as a generalization
of Hamiltonian mechanics and for this it is convenient at this point to be specific and de-
scribe the basic features of Hamiltonian (symplectic) mechanics so as to clearly present how
multisymplectic mechanics is a generalization appropriate for field theory.
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1.1.1 Multiphase space contrasted with phase space
A more abstract and detailed summarization of phase space (symplectic) mechanics is given
in chapter 2 as a preparation for the description of analogous structures in multiphase space
(multisymplectic) mechanics given in chapter 3.
Phase space
In Hamiltonian mechanics, a point in phase space, with local coordinates (qi, pi)i=1...N , where
N is the number of degrees of freedom, specifies the state of a dynamical system. The N qi’s
are the configuration variables which describe the configuration or ‘position’ information of
the system, and the N pi’s are the momenta, which contains information about the quantity
of ‘motion’ at a given time. A specific physical system will be characterized by a function
H = H(q¯, p¯) on phase space, called the Hamiltonian. Given a Hamiltonian, this information
(the ‘state’ (q¯, p¯)) is enough (in the classical description of the world) to determine, in closed
systems, the future states of the system: the time evolution of a dynamical system is represented
by a path specified by functions of time, (q¯, p¯) = (qi(t), pi(t))i=1...N , into phase space, where t
is the time parameter. The Hamiltonian determines which time-parametrized paths on phase












(There are 2N equations as the index i runs from i = 1 . . . N .)1 The phase space can be
expressed more geometrically, in a coordinate free manner, as T∗Q, the dual tangent bundle
over the configuration space Q, the manifold with local coordinates qi, i = 1 . . . N . On T∗Q
can be defined a canonical symplectic form ω, in locally adapted coordinates ω = dqi ∧ dpi,
where dqi,dpi are the coordinate basis 1-forms on T
∗Q. (The summation convention, with
identical upper and lower indices being summed over, is in force throughout this thesis. Thus
dqi ∧ dpi :=
∑N
i=1 dq
i ∧ dpi). A fiber bundle can be defined where the phase space is the fibre
over a base space R, which represents time. The path (qi(t), pi(t)), is then a section of the
phase space bundle T∗Q×R, and the Hamiltonian function H = H(q¯, p¯, t) is a function on this
bundle. Hamilton’s equations (1.1), which define the physical trajectories of the system can be
written in a coordinate free way as an algebraic equation of differential geometry, ω(v¯) = dH,
where d is the exterior derivative. Thus, at any point on the bundle T∗Q, the contraction of
the velocity vector v¯ of a trajectory with the symplectic form is equal to the 1-form defined
by the exterior derivative, on the fiber T∗Q, of the Hamiltonian function H. This phase space
structure can be generalized to a notion of symplectic manifold, which is defined in the next
1In this thesis the fact that all the index values are assumed in an expression will not usually be explicitly
indicated. Thus a point in phase space will be shown as (qi, pi) rather than (q
i, pi)i=1...N .
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chapter.
Multiphase space
For a field theory on a d-dimensional spacetime B, the multiphase space formalism employs, as
the generalization of the symplectic form, a d + 1-form Ω, called the multisymplectic form,
on a covariant multiphase space M, which is a generalization of the phase space bundle
T∗Q × R. Multiphase space M is a bundle over the base space B, with local coordinates
(xµ, ui, pµi )µ=1...d ; i=1...N , where x
µ are local coordinates of the spacetime manifold B, ui are
the N field values and pµi is the spacetime multimomentum of the i
th field in the µ direction.
When µ = t, the time direction, pti(x) is the ordinary canonical momentum of the i-th field at
x, and, for µ a spatial direction, pµi (x) is the stress at x of the i
th field in the µth direction.
Thus multimomenta are ‘momenta’ with a spacetime index µ, representing the direction in
spacetime that the momentum is measured in the field at a given point x in spacetime. In the
case of a one dimensional spacetime (d = 1), Ω is a 2-form on the covariant multiphase space
M = {(t, ui, pti)} . Thus, in the latter case of no spatial dimensions, Ω reduces to the symplectic
form ω, and M the ordinary phase space bundle T∗Q× R of Hamiltonian mechanics.
The equations, which relate the multimomenta pµi to the rate of change of the field configu-
ration, are obtained from the Legendre transformation of the Lagrangian density L(ui, ui,µ, x),
(ui,µ stands for
∂ui
∂xµ at each point x ∈ B in spacetime when we consider a particular field
configuration u(x) ) which specifies the system: pµi =
∂L
∂ui,µ
. This is a generalization of the way




in phase space mechanics. In a field theory, p0i =
∂L
∂ui,0
is the momentum density of the field
for µ = 0 (the temporal direction t), and pµi =
∂L
∂ui,µ
is the stress density for µ = 1, 2, 3
(the spatial directions x, y, z). The analogue to the Hamiltonian H(ui, pi, t) and Hamilton’s
equations of motion in ordinary Hamiltonian mechanics is, in the multiphase space formalism,






(x, uj(x), pνj (x))
∂µp
µ
i (x) = −
∂H
∂ui
(x, uj(x), pνj (x)) (1.2)
These are equivalent (in the regular case) to the usual Euler-Lagrange equations for L(ui, ui,µ, x)
above, (and the DDW ‘Hamiltonian’ is obtained from H(xµ, ui, pµi ) = pµi ∂µui −L, similarly to
how a Hamiltonian is obtained from a Lagrangian: H(t, qi, pi) = piq˙
i − L).
This multiphase-space structure can be generalized to a notion of multisymplectic manifold,
which is defined in chapter 3.
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There is a generalization of the coordinate free version, ω(v¯) = dH, of Hamilton’s equations.
In the multisymplectic formalism: Ω(X¯) = dH, where X¯ is a multivector tangent to a field
configuration section in multiphase space [2] [41]. However for the latter, because the covariant
multiphase space Hamilton’s equations, the DeDonder-Weyl equations of motion, are partial
differential equations rather than ordinary differential equations as in Hamilton’s equations,
there are extra complications which are examined in appendix E, ‘Multivector Picture’.
In fact, multimomenta turn up ‘naturally’ in the study of fields by choosing certain canonical
pairs of observables in the classical actions: The electromagnetic and Yang-Mills fields Fµνa are
the (antisymmetrized) multimomenta for the potentials Aaν , the Christoffel symbols Γ
µ
λν are
(linear combination of) multimomenta for the metric density g¯µν := (−|g|)− 12 gµν in the action
for General Relativity. These multimomenta are often employed as convenient objects in the
analysis of these dynamical systems even when the authors are not employing a multiphase
space formalism. These examples and others are examined in this paper, in the full multiphase
space, in sections 3.8.
Many of the structures of classical symplectic mechanics have their analogous multisymplectic
formulations: ‘Hamiltonian’ functions, ‘Hamiltonian’ equations of motion, Legendre trans-
formation, phase-space Lagrangians, variational principles, constraints, symmetry, reduction,
etc., and many papers on the multisymplectic approach aim at these generalizations. However,
there are restrictions on the possible form of DeDonderWeyl ‘Hamiltonians’ - unlike the case
for Hamiltonian functions on symplectic manifolds. Also, the use of higher degree forms for
observables, such as the multimomentum d − 1 form pµi dd−1xµ (see section 1.3 for this no-
tation), as opposed to functions (0-forms) on the phase space in symplectic mechanics, lead
to more complicated algebras and difficulties in defining the analogue of the Poisson bracket
of functions on the symplectic phase space. A Poisson bracket is desirable, one reason being
that canonical quantization involves constructing a representation on a Hilbert space as a Lie
algebra of a subalgebra of the Poisson algebra of observables (functions) on a classical phase
space. Another reason is that a Poisson bracket maps observables to derivations on the algebra
of observables, which can be infinitesimal symmetries or other transformations such as time
evolution - which is a key property of phase space and symplectic manifolds generally.
The multisymplectic formalism puts limitations on the type of theories which can be usefully
described employing it. Locality and spacetime symmetry are enforced by the tensorial char-
acter of observables etc. It places restrictions on the form of DDW Hamiltonians. The theory
is far more restrictive than Hamiltonian mechanics, however the restrictions correspond to
physical principles such as locality and covariance.
Just as Hamilton’s equations of motion are the Euler-Lagrange equations of motion for the ex-
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tremization of an action which is the time integral of a phase-space Lagrangian which contains
the Hamiltonian (called the first order formalism), the analogous DeDonder-Weyl equations of
motion are the Euler-Lagrange equations of motion for the extremization of an action which is
the spacetime integral of a multiphase-space Lagrangian density which contains the DeDonder-
Weyl ‘Hamiltonian’. (This multiphase space first order formalism is a natural formulation
employed in the Palatini formulation of General Relativity and in classical Yang-Mills theory).
In this thesis, the first order formalism will frequently be employed to express Hamiltonian
dynamics and its multisymplectic generalization where the Euler-Lagrange equations are the
Hamilton’s or DeDonder-Weyl equations respectively. This will serve several purposes: it clari-
fies the meaning and has natural generalizations from symplectic to multisymplectic formalism,
and it also appears in the construction of the quantum path integral.
1.1.2 Symmetry and gauge theories
An important issue in classical mechanics is symmetry and constraints in dynamical systems.
This is important in fundamental physics as many systems explicating physical reality, such
as general relativity and the standard model, are best described by gauge theories where the
number of physical degrees of freedom is less than the number of degrees of freedom used to
describe or define the system initially, or in a simple way. How this is dealt with in multiphase
space has to be investigated. The modern technique of BRST, which is important in quantizing
gauge fields and in string theory, can be generalized to the multiphase space setting, as is shown
in chapter 4, and applied to the Yang-Mills field in that chapter. This may be of use in quantum
field theory (QFT) because multiphase space can be very naturally employed in the functional
integrals employed in QFT. Algebraic methods like BRST which employ the natural Poisson
structure of phase space have several advantages over analytical approaches: the inherent power
of algebra, compatibility with the structure of canonical quantization, the implementation of
the Lie algebra of symmetry groups as Poisson structures, the power of algebraic geometry,
the use of homological methods. The BRST methods work in both classical and quantum
mechanics and there is a motivation in exploring whether multisymplectic methods can be
applied here.
1.1.3 Quantum field theory
In canonical quantization, the starting point is Hamiltonian mechanics and, for a classical field,
canonical quantization again singles out time and put the spatial structure of the field on a
different footing. It may be that multisymplectic dynamics could be the starting point to a
form of quantization for fields analogous to canonical quantization where covariance and locality
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enters in an essential way. Kanatchikov [48] [95] [94] has attempted to use multisymplectic ideas
to generalize quantum mechanics. In quantum field theory, the multimomenta in the multiphase
space functional integral of the complex exponential of the classical action expressed as the
spacetime integral of a multiphase space Lagrangian density can be integrated out. This is the
same way that momenta are integrated out from the phase space functional integral, to give the
usual functional integral of field configurations in QFT. It could therefore of interest to see if the
multiphase space functional integral can be constructed from some kind of spacetime operator
formulation of QFT, just as, in introductory QFT texts, the phase space path integral is
usually constructed by considering the product of a temporal sequence of infinitesimal evolution
operators in quantum mechanics (section 3.5).
1.1.4 Topological sigma model
It was pointed out by S. Hrabak [83] that, in the Witten paper on the topological sigma
model [30], there are auxiliary fields which are similar to multimomenta, and the Lagrangian
Witten constructs is similar to a multiphase space action Lagrangian. As Witten points out
in [30], his construction is similar to BRST. The seeming multiphase space BRST formulation
in Witten’s paper was done without employing any multiphase space technology, and this thesis
attempts to show partway how the Witten model could be constructed as a multiphase space
BRST extension of a classical system with gauge symmetries (in this model, J-holomorphic
variations of the embedding of a Riemann surface in a almost Hermitian maniforld), and gives
some conjectures on how the construction could be completed. The geometrical background of
the required multiphase space BRST formulation is in chapter 5 and applied to the topological
sigma model in chapter 6.
1.1.5 Notes
In most of the discussion and examples a flat Lorentzian or Riemannian spacetime is assumed.
However, as the multiphase space formalism is covariant, it is readily adaptable to general
coordinates on curved spacetimes. Rather than developing the formalism to seek generality we
present it in a ‘physicist’s’ viewpoint where restricted practical applications such as Yang-Mills
models are in view. Much of the mathematical description of the fields and the underlying
geometry is presented employing coordinates, which should be assumed to be local coordinates
on coordinate patches on a manifold or bundle. A presentation which employs more abstract
geometrical notation is avoided except when there are notions where the geometry involved
brings clarity as when it can be seen to be a generalization of the geometrical view of classical
mechanics. For this reason, chapter 2 is included, so as to cast the well known Hamiltonian
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mechanics and field theory in a geometrical form, where the parallels with multisymplectic
mechanics in chapter 3 will be more readily seen. The use of the term ‘multisymplectic’ in the
expression ‘multisymplectic field theory’ does not imply that all multisymplectic manifolds can
work as a multiphase space in any particular aspect of multisymplectic field theory, any more
than we can expect all parts of classical mechanics to be well defined on all symplectic manifolds.
In the latter one generally has in view the tangent bundles of the manifolds of the values of
the configuration parameters of classical mechanical systems. Similarly, in multisymplectic
mechanics, one has in view the the dual jet bundles of the jet bundles (field values and their
spacetime derivatives) over spacetime of the fields in a field theory. We also concerned only
with first order Lagrangians, i.e. which only depending on first order time derivatives (and for
Lagrangian densities in field theory only depending on first order space and time derivatives).
We also usually assume that maps and manifolds are smooth.
1.1.6 Conventions
The conventions in force in this thesis, as well as some differential-geometric identities, are listed
at the end of this chapter in section 1.3. Appendix A contains information about different types
of almost complex manifolds useful for the Witten model in chapters 5 and 6.
1.1.7 Brief history of multiphase space methods
Volterra [96] [97] is considered to have started the multiphase-space project in the context of
the calculus of variations where he generalized to several variables the Hamilton equations for
variational problems which were then called the Hamilton-Volterra equations. These are now
known as the DeDonder-Weyl equations. The approach through the calculus of variations over
several variables was followed by Caratheodory [19] and is now called Caratheodory theory. A
variation of this was developed by Weyl [42] and is called DeDonder-Weyl theory. Cartan [27]
and DeDonder [89] studied Hamilton’s equations starting from the theory of invariant integrals.
Lepage [91] who made these part of a larger theory. A geometrical approach to the latter was
taken by Dedecker [74]. Symplectic and geometical developments were made by Garcia [76],
Goldschmidt and Sternberg [82], Krupka [22]. The geometric multisymplectic ideas in their
current form were started by Kijowski [57] and Goldschmidt and Sternberg [82], who first
defined a multisymplectic manifold. Further early developments were by Helein [32], Kijowski
and Tulczyjew [100] [56], Kijowski and Szczyrba [63], Martin [34], Marsden and Weinstein [6],
Sardanashvily [35], Kanatchikov [93]. Multisymplectic methods for higher order field theories
developed by Gotay [28] and also Kouranbaeva and Shkoller [86]. The problem of defining
Poisson brackets on observables on multiphase space is examined in papers by Szczyrba and
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Kijowski [63], Kanatchikov [47], and is related to classifying observables: Helein [32], Kouneiher
[55], Cantrijn [31]. Consructing a generalization of BRST to multiphase space was done by
Hrabak [83] [84]. There are several papers of application to water waves: Bridges [51], Marsden
and Shkoller, [87]. There is a paper of application to continuum mechanics: Marsden, Pekarsky,
Shkoller, and West [69]. On the variational bicomplex, which is an algebraic approach to
Lagrangian field theory, there are papers by Vinogradov [10], [11], Tulczyjew [101], Bridges [52].
There are several papers on application to General Relativity: Fradkin [33], Vey [24], Ashtekar,
Bombelli, and Reula [72], Anco and Tung [79], Rovelli [21]. There are some modern reviews of
the topic: Gotay [28], Helein [54].
1.2 Summary of the thesis
Chapter 2 summarises classical mechanics in a form from which the generalization to the multi-
symplectic formalism will be more apparent, expressing it to a large extent in the formalism of
differential geometry on symplectic manifolds. We start with Hamiltonian mechanics on phase
space and on extended phase space, where the latter includes an extra canonical pair of coor-
dinates: time and energy. Lagrangian mechanics is presented using the differential geometry
of forms. In particular, the action is shown to be the integral of the canonical one-form along
the trajectory in extended phase space (this is the first order formalism with a phase-space
Lagrangian expressed using differential geometry on symplectic manifolds). This continues by
summarizing how symmetries and constraints on the phase space are dealt with. In particular
the Marsden-Weinstein reduction [6] to a reduced phase space, where non-physical degrees of
freedom are eliminated, is described. Classical mechanics is portrayed in many texts including
the classic texts by Arnold [45], Goldstein [39], Landau and Liftshitz [29]. Use has been made of
the expositions of symplectic geometry in the books by McDuff [23], Fomenko [3], and Cannas
da Silva [25].
Chapter 3 develops the corresponding and analogous formulation of classical field theory in
terms of the differential geometry on multisymplectic manifolds [36]. This is described in the
same way that classical mechanics was immediately above, with analogous results, because
the DeDonder-Weyl Hamiltonian function on multiphase space in classical field theory is a
generalization of the Hamiltonian in classical mechanics and plays a similar role. In particular,
the action of a field is shown to be the integral of the canonical d-form over the corresponding
d-dimensional section in extended multiphase space. Use has been made of the expositions of
the multisymplectic approach in the long papers by Paufler [40] and Gotay [28].
Section 3.5 is a brief description of an application of the multiphase space action in the func-
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tional integral in quantum field theory.
The theory of constraints and symmetry in multisymplectic mechanics is explained and how
Marsden-Weinstein reduction [6] applies in multisymplectic geometry.
The role of brackets is explained and generalizations chosen on multiphase space which could
serve in field theory in an analogous way to brackets on phase space as in Kanatchikov [47].
These brackets are used in the multiphase space BRST developed in chapter 4.
The electromagnetic field, Yang-Mills theory, the Bosonic string, and General Relativity are
given as examples of the multiphase space formalism. Yang-Mills in chapter 3, the others in
the appendix.
Chapter 4 explains the classical BRST construction. Intoductory texts consulted for this
chapter were: Figueroa -O’Farill [53]; van Holten [98]; Henneaux, Maas, Fuster [4]; Stasheff [62];
Woit [78]; Henneaux, Teitelboim [20]. The electromagnetic field, based on Nemeschansky [71],
is shown as an example. Afterwards is developed the multiphase space analogue. The use of the
Hamiltonian as a constraint is presented for dealing with systems with secondary constraints.
This is done first in phase space then in multiphase space, the latter using the ‘hybrid technique’
where integrals over spatial sections are employed. This is then applied to Yang-Mills fields.
Use was made of Rogers [8].
Chapter 5 applies multiphase space BRST to a Riemannian manifold target space (Rogers [9]).
This structure is applied in the chapter 6.
Chapter 6 was intended to show that the Witten topological sigma model [30] could be recreated
as the multiphase space BRST modification of a bosonic model. This has not been achieved
so far, so the geometrical aspects which have been studied are presented.
Following chapter 6 are the appendices:
Appendix A: Lists the identities of the almost complex structure J which are relevant for the
almost hermitian manifolds in the Witten theory of chapter 7. This was developed from the
papers by Gray [37] [5].
Appendix B: Deals with brackets. The basic definition and properties of the particular multi-
bracket in general use throughout this paper which we call the ‘multi-Poisson bracket’. A brief
description of various Lie brackets in differential geometry is given, including the Schouten
bracket. The paper by Michor and Dubois-Violette [75] gives basic relationship between vari-
ous kinds of brackets.
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Appendix C: In this appendix, the conventional phase space presentation of the electromagnetic
field is laid out to contrast with the multiphase space version which is in appendix D: ‘Other
multiphase space examples’. In particular how gauge symmetry is treated. This is a detailed
exposition the electomagnetic field following Nemeschansky [71] and Barut [12], which leads
on to the phase space BRST example in section 4.3.1.
Appendix D: In this appendix are developed, to varying degree, examples of fields expressed
in multiphase space: Scalar fields with global symmetry. The electromagnetic field where an
example of multiphase space Marsden-Weinstein symplectic reduction is presented in detail.
The Bosonic string and General Relativity are also presented with the DeDonder-Weyl Hamil-
tonian and the multiphase-space energy-momentum tensor are derived. (Note: the Yang-Mills
field is presented in detail in Chapter 3 and not in appendix D.)
Appendix E: The notion of a multivector field to characterize the tangent space of field so-
lution sections of multiphase space is examined as generalization of the vector fields in phase
space. One of the significant differences between symplectic and multisymplectic mechanics
is that, while an infinitesimal symmetry variation is represented as a vector field in both, an
infinitesimal time evolution is a vector field only in phase space: in multisymplectic mechanics,
the spacetime evolution of a field is a section, over spacetime, of multiphase space, which can
be represented by a multivector fields on the section - and is not a vector field. Another way
of viewing this is that phase space is foliated into trajectories by the Hamiltonian, but sections
satisfying the equations of motion can intersect and do not foliate multiphase space. Thus the
foliation property of phase space to parametrize solutions does not generalize to multiphase
space. Therefore it is of interest to find ways of characterizing solutions. The Hamilton-Jacobi
theory in appendix H is also interesting for this reason. This was developed by Paufler, Romer
and Forger in [38] and [41].
Appendix F: The theory of canonical transformations in phase space and the use of generating
functions explained in the text by Goldstein [39]. This is generalized to multiphase space in
appendix H.4.1.
Appendix G: The phase space Hamilton-Jacobi equations are explained and shown to be the
closure condition of certain forms on the extended configuration space [39], this is generalized
to multisymplectic Hamilton-Jacobi theory in appendix H.
Appendix H: In the multisymplectic Hamilton-Jacobi theory, the generalized Hamilton-Jacobi
equations are expressed as the closure of certain forms on the field configuration space. This
is given in the papers by Kastrup [43] [44] and Marrero, De Diego, De Leon [66]. In addition
the generalization of generators for canonical transformation is examined and it is shown that
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there is only one type as opposed to four types in symplectic mechanics. In this appendix,
original work on the method of generating functions for canonical transformations in multiphse
space is shown.
Appendix I is the bibliography
1.3 Notation, conventions, terminology
The expressions ‘phase-space mechanics’, ‘Hamiltonian mechanics’, ‘symplectic mechanics’, all
mean the same thing in this thesis.
The expressions ‘multiphase-space mechanics’, ‘multiphase-space field theory’, ‘multisymplectic
mechanics’, ‘multisymplectic field theory’, all mean the same thing in this thesis.
We spell the phrase ‘multiphase-space’ with a hyphen when ‘multiphase-space’ is an adjectival
phrase and ‘multiphase space’ when this phrase serves as a noun. Similarly for the phrase
‘phase-space’.
We reserve the use of upper case ‘Hamiltonian’ for the function on phase space which defines
the time evolution of a dynamical system. We use lower case ‘hamiltonian’ for a function on
phase space which generates a vector field or a symmetry. Similarly in the multiphase space
setting.
‘Path’ refers to any curve in configuration space, phase space or any section of the bundle of
the field configuration, jet bundle, or multiphase space over spacetime, etc, depending on the
context. Note that the word ‘path’ is also use for the time evolution of a field. ‘Trajectory’
refers to any path which satisfies the equations of motion, i.e. the Euler-Lagrange equations,
Hamiltons equations, stationarity of the action, etc, depending on the context. Similarly, for
fields, ‘configuration’ and ‘path’ is also used to mean any field evolution, whereas ‘trajectory’
is a field which satisfies the field equations or the variational principle. The weak equality ≈
is used to indicate that the path or field configuration satisfies the equations of motion or the
variational principle. It is also sometimes used to indicate a constraint is in force.
The Einstein summation convention, whereby any pair of indices, one upper, one lower, which
are the same symbol, represent the sum of that term, for each value over the range of that








3 = 1 + 1 + 1 + 1 = 4, for a 4-dimensional Minkovski metric.
Where the summation convention is suspended, it will be indicated.
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The number of dimensions of spacetime is indicated by d. The number of fields is usually N .
K is used for the number of symmetries, the dimension of the Lie algebra of the symmetry
group.
The notation for a function f on spaces with local coordinates (x0, x1, x2, . . . , xd−1) can be
any of the following: f(x) = f(xµ) = f(x0, x1, x2, . . . , xd−1). A point in this space can be
any of the following: (x) = (xµ) = (x0, x1, x2, . . . , xd−1). The entire space or a coordinate
patch (depending on the context) can be any of the following: Md = {(x)} = {(xµ)} =
{(x0, x1, x2, . . . , xd−1)}. Similarly an object with indices such as pµi may mean the object with
particular but arbitrary values (µ and i in this example) or may mean the object with all
values (µ = 0, . . . , d−1 and i = 1 . . . N in this example), depending on the context. For example
a Lagrangian density may be written in alternative ways L = L(x, u, p) = L(xµ, ui, pµi ).
Differential geometry
The conventions below are for even parity coordinates. For odd parity (grassmann) coordinates,
there is an extra minus 1 factor when commuting two odd factors.
ddx := dx0∧dx1∧dx2∧ . . .∧dxd−2∧dxd−1 = (−1)d(d−1)/2dxd−1∧dxd−2∧ . . .∧dx2∧dx1∧dx0
d∂ := ∂
∂xd−1 ∧ ∂∂xd−2 ∧ . . .∧ ∂∂x2 ∧ ∂∂x1 ∧ ∂∂x0 = (−1)d(d−1)/2 ∂∂x0 ∧ ∂∂x1 ∧ ∂∂x2 ∧ . . .∧ ∂∂xd−2 ∧ ∂∂xd−1
∂α := (−1)α ∂
∂xd−1 ∧ ∂∂xd−2 ∧ . . . ∧ ∂̂∂xα ∧ . . . ∧ ∂∂x2 ∧ ∂∂x1 ∧ ∂∂x0
= (−1)d−(α+1) ∂∂x0 ∧ ∂∂x1 ∧ ∂∂x2 ∧ . . . ∧ ∂̂∂xα ∧ . . . ∧ ∂∂xd−2 ∧ ∂∂xd−1 = d∂ x dxα = (−1)d dxα y d∂
This last is the same as the definition of d∂ except one of the factors, ∂̂∂xα , in the wedge product
is omitted. The hat above a factor in the wedge product indicates that the factor is not present.
Writing coordinate basis vectors more compactly: ∂0 :=
∂
∂x0 , ∂α :=
∂
∂xα , etc.,
d∂ = (−1)(d−1−α)∂α ∧ ∂α = (−1)α∂α ∧ ∂α (no summation over α )
d∂ δαβ = (−1)(d−1−α)∂β ∧ ∂α = (−1)α∂α ∧ ∂β
The convention for contraction is that contraction is positive if the basis vector is on the left
of the basis 1-form, negative if the basis vector is on the right of the basis 1-form, and they
are adjacent. A minus 1 factor is picked up when switching basis vectors or forms.
The left acting exterior derivative
←
d , has the following properties: f
←
d = −df on a scalar f ,
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and ω(p)
←
d = −(−1)prdω(p). It obeys the form graded Liebnitz rule.
When contracting into the forms, all the vectors have to be absorbed for a non-zero result, and
the result is a form: ∂α y dxβ = −dxβ x ∂α = δβα
∂2 ydx1 ∧ dx2 = dx1 ∧ dx2 x ∂2 = −dx1
∂2 ∧ ∂1 ydx1 ∧ dx2 = dx1 ∧ dx2 x ∂2 ∧ ∂1 = 1
∂2 ∧ ∂1 ydx2 = dx2 x ∂2 ∧ ∂1 = 0
1 y dxα = dxα
When contracting into the vectors, all the forms have to be absorbed for a non-zero result, and
the result is a multivector: we have ∂α x dxβ = −dxβ y ∂α = δβα
∂2 xdx1 ∧ dx2 = dx1 ∧ dx2 y ∂2 = 0
∂2 ∧ ∂1 xdx1 ∧ dx2 = dx1 ∧ dx2 y ∂2 ∧ ∂1 = 1
∂2 ∧ ∂1 xdx2 = dx2 y ∂2 ∧ ∂1 = −∂1
1 x dxα = 0
1 x ∂α = 0
1 y ∂α = −∂α x 1 = ∂α
In general
v xω = (−1)|v||ω|ω y v
Note that the -1 factor above arises from commuting the vector and form, not from reversing
the contraction operator.
dxα := (−1)α dx0 ∧dx1 ∧dx2 ∧ . . . . . .∧ d̂xα ∧ . . .∧dxd−2 ∧dxd−1 = ∂α yddx = (−1)d ddx x ∂α
With the above definitions,
dxα ∧ dxβ = dxα ∧ (∂β y ddx) = δαβ ddx = (−1)d−1 dxβ ∧ dxα
(d∂ x dxα) y (∂β yddx) = ∂α y dxβ = (−1)d−1(∂β y ddx) x (d∂ x dxα) = (−1)d−1dxβ x ∂α = δαβ 1
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d∂ y ddx = 1 = (−1)d ddx x d∂
∂α ∧ ∂β = δαβ d∂ = (−1)d∂β ∧ ∂α
∂α y ddx = (−1)d−1−α dxα = ddx x ∂α
( d∂ x dxβ) y ( ∂α yddx) = ((−1)(d−1−α) d∂ x dxβ) y ((−1)d−1−α ∂α y ddx) = ∂β ydxα = δαβ 1
∂α = (−1)α dxα y d∂ = (−1)(d−1−α) d∂ x dxα
Note that the conventions are chosen so that vectors and multivectors on the left contracted
to or from forms on the right for some basic expressions give positive results:
∂α ydxβ = −dxβ x ∂α = δβα and ∂α x dxβ = −dxβ y ∂α = δβα
dxα := ∂α y ddx = (−1)d ddx x ∂α and ∂α := d∂ x dxα = (−1)d dxα y d∂ and
∂α y dxα = (−1)d−1 dxα x ∂α = 1
and d∂ yddx = (−1)d ddx x d∂ = 1
with some exceptions:
∂α y ddx = (−1)d−1−α dxα = ddx x ∂α and ∂α = (−1)α dxα y d∂ = (−1)(d−1−α) d∂ xdxα
For below we require α < β:
dxαβ := ∂α y ( ∂β yddx) = −∂β y ( ∂α y ddx) = ddx x ∂α x ∂β = −ddx x ∂β x ∂α
= (−1)α−β dx0 ∧ dx1 ∧ dx2 ∧ . . . ∧ d̂xα ∧ . . . . . . ∧ d̂xβ ∧ . . . ∧ dxd−2 ∧ dxd−1
With these definitions
dxαβ = −dxβα
dxγ ∧ dxαβ = dxγ ∧ ∂α y ( ∂β yddx) = δγαdxβ − δγβdxα = (−1)d−2 dxαβ ∧ dxγ
dxκ ∧ dxγ ∧ dxαβ = dxκ ∧ dxγ ∧ ∂α y ( ∂β yddx) = ( δγαδκβ − δγβδκα ) dxd = dxαβ ∧ dxκ ∧ dxγ
For below we require α < β < γ:
dxαβγ := ∂α y ( ∂β y ( ∂γ y ddx)) = (−1)dddx x ∂α x ∂β x ∂γ
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= (−1)α+β+γ dx0 ∧ dx1 ∧ dx2 ∧ . . . ∧ d̂xα ∧ . . . . . . ∧ d̂xβ ∧ . . . ∧ d̂xγ ∧ . . . ∧ dxd−2 ∧ dxd−1
With these definitions
dxαβγ = −dxβαγ = −dxγβα = dxγαβ
dxδ ∧ dxαβγ = dxδ ∧ (∂α y ∂β y ∂γ y ddx) = δδαdxβγ + δδβdxγα + δδγdxαβ = (−1)d−3 dxαβγ ∧ dxδ
dxκ ∧ dxδ ∧ dxαβγ = dxκ ∧ dxδ ∧ ∂α y ( ∂β y ∂γ y ddx) = dxκ ∧ (δδαdxβγ + δδβdxγα + δδγdxαβ )
= δδα(δ
κ
βdxγ − δκγdxβ ) + δδβ(δκγdxα − δκαdxγ ) + δδγ(δκαdxβ − δκβdxα )
= (δδβδ
κ
γ − δδγδκβ)dxα + (δδγδκα − δδαδκγ )dxβ + (δδαδκβ − δδβδκα)dxγ
Metric tensor
The covariant derivative of the metric tensor g := (gµν) is zero:
∇g = 0 therefore ∂µgνκ = Γλµνgλκ + Γλµκgνλ = 2Γµ(νκ) ∂µgνκ = −2Γ(νκ)µ
Variation of the determinant |g| := det(gµν) of the metric tensor:
δ|g| = |g|gµνδgµν = −|g|gµνδgµν
Covariant derivative and Riemann tensor:
Covariant derivative of a vector v :(∇v)ij = ∂jvi + Γ ijl vl
Commutator of covariant derivative of a vector v: [∇j ,∇k]ilvl = R ijk l vl
R ijk l = ∂jΓ
i
kl − ∂kΓ ijl + Γ ijs Γ skl − Γ iks Γ sjl
R ijk l = R
i
ljk = −R ikj l = −Rilkj = −R ijkl = −R il jk = R ikjl = R il kj
Metric density, which is the metric tensor multiplied by the square root of the determinant of
the metric, used in appendix D.4:
g¯µν := (−|g|) 12 gµν
g¯µν := (−|g|)− 12 gµν
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δg¯µν = (−|g|) 12 (δµαδνβ − 12gαβgµν)δgαβ
δgµν = (−|g|)− 12 (δµαδνβ − 12gαβgµν)δg¯µν
Chapter 2
Classical mechanics and field
theory
In this chapter classical mechanics and field theory will be presented and discussed in the
formalism of the differential geometry of symplectic manifolds. From this the generalization to
multisympectic field theory in chapter 3 will be apparent and straightforward.
We start with the well known Hamilton’s equations of motion on phase space and express them
in geometrical (coordinate free) notation in the differential geometry of forms on a symplectic
manifold. This brings out the mathematical structure that will be generalized in the next chap-
ter on multisymplectic mechanics. The subject of symplectic geometry is only touched upon in
this thesis for the purposes of describing mechanics and little of the area of symplectic geome-
try [3] is touched upon. Lagrangian mechanics is also presented in the notation of differential
geometry with, in particular, the phase-space action, which generalizes to the multiphase-space
action explained in the parallel section in the chapter following. The chapter ends with the
examination of systems with symmetry as its generalization to the multiphase-space setting
is the major theme of this thesis. Canonical transformations and Hamilton-Jacobi theory are
described in the appendix as well as the example of the electromagnetic field which is taken
up as an example in the chapter on BRST.
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2.1 Hamiltonian mechanics
In a classical mechanical system specified by a Hamiltonian function H(qi, pi, t) in local coordi-
nates, Hamilton’s equations of motion is the following set of 2N first order ordinary differential












where the (qi)i=1...N are N configuration dynamical variables which are local coordinates of
the configuration space Q, and (pi)i=1...N are the momentum dynamical variables canonically
dual to the qi. (qi, pi)i=1...N are local adapted coordinates on the classical phase space of the
system, T∗Q, which is the bundle dual to the tangent bundle TQ of the configuration space
Q. H = H(qi, pi, t) is a function on T
∗Q × R, called the Hamiltonian function and needs to
be specified for each dynamical system. The left hand sides of the equations above, (q˙i, p˙i),
are the time rates of change of the dynamical variables (qi, pi) and is meant to indicate the
instantaneous rate of change at a point on the path . The weak equality symbol ≈ is used
to show that the equality only holds for particular paths (qi, pi)(t) - those that satisfy the
equations of motion (which we will call trajectories) and are usually the physical trajectories
of interest. The points of phase space represent the states of the (classical) dynamical system,
and functions (such as for example H(qi, pi, t)) on phase space are called observables because
they are variables whose value depends on the state. Since the partial derivatives on the right












a vector field defined by (2.1) on all of phase space. (Note that, in this thesis, summation over
a repeated upper and lower index in a product, such as the i’s here, is implied.) The integral
parametrized curves, which can always be constructed from a vector field, are the trajectories
in phase space parametrized by time. Each point in phase space is on a unique trajectory, so
every point in phase space is a state which is the starting point of a unique trajectory. This
is a general property of a system of first order ordinary differential equations such as (2.1).
Thus name ‘state’ is appropriate - because a specified state here specifies the subsequent (and
preceding trajectory or evolution of the system).
If the first set of equations can be solved for the momenta pi, we can substitute for pi = pi(q
j , q˙j)
in the second set of equations and so obtain the configuration space equations of motion which
will, in general, be second order ODEs in the time. If the first set of equations cannot be
solved uniquely for p, then we have a system with constraints which is dealt with separately
in section 2.1.5.
The equations of motion (2.1) can be re-expressed in a coordinate free manner, employing the
1The term ‘trajectory‘ is employed in this thesis for paths which obey the equations of motion. The term
‘path’ is employed for more general paths in phase space.
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notation of forms in differential geometry, as a condition on the velocity vector XH of any
trajectory in phase space:
dH ≈ XH y Ω (2.2)











, the tangent velocity vector at any point on the path. The
symplectic form Ω := dqi ∧dpi is a special 2-form defined on phase space, and d is the exterior
derivative of forms on the phase-space manifold. Both dH and Ω are defined on the whole of
phase space and independent of paths.












and the right hand side is:
























dpi ≈ −p˙idqi + q˙idpi = XH y Ω (2.5)
where here it can be seen that the coefficients of the components of the form in (2.2) are the
Hamilton’s equations (2.1) above.
2.1.1 Symplectic manifolds
We now express the objects and equations in the previous section geometrically, in the formal-
ism of differential geometry, and generalize. An introductory text is the book by Cannas da
Silva [25].











is the vector field on phase space T∗Q, tangent to the










the coordinate basis vectors ~ei, ~e
i
respectively, dH is the exterior derivative of the 0-form (function) H on T∗Q and
Ω = dqi ∧ dpi = −d(pidqi) = −dΘ (2.6)
is a symplectic form on T∗Q, constructed from Θ, which is the canonical tautological 1-form of
the dual tangent bundle. A tautological form on a form bundle is a form defined at each point
on the bundle which is equal to that point on the fiber viewed as a form on the base space
point projection of that same fiber and which is zero when contracted with vertical vectors.
The convention of the minus sign factor has not been fixed and depends on the author. The
convention above is adhered to throughout this thesis.
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The structure (T∗Q,Ω) can be usefully generalized with the following definition:
A symplectic manifold is a manifold M with a form Ω, called a symplectic form, which is a
closed (dΩ = 0 ) and non-degenerate 2-form. (These properties hold for Ω = dqi ∧ dpi above).
A symplectic form is non-degenerate - which means that X yΩ = Ω(X) = 0 implies X = 0 for
any vector X at any point in the manifold. By Darboux’s theorem, any point in a symplectic
manifold is inside an open region which can be given local coordinates (‘Darboux coordinates’)
(qi, pi), in which the symplectic form is Ω = dq
i ∧ dpi throughout the region. Because it is
non-degenerate, any symplectic form defines a map, at any point on the manifold, from vectors
to 1-forms, [ : X(M) −→ Ω1(M), which is invertible, ] : Ω1(M) −→ X(M) - thus for every
function f : M → R on a manifold M with a symplectic form Ω, there is a unique vector
field, called a hamiltonian vector field, X = (df)] := Ω−1 y df such that df = Xf y Ω. In
particular, any function f on the symplectic manifoldM thus generates a vector field which can
be integrated to give parametrized curves which foliate the symplectic manifold and which can
be viewed as a parametrized flow, called the hamiltonian flow generated by f . In Hamiltonian
mechanics, a classical dynamical system is specified by the phase space, together with a specific
function (observable) on phase space called the Hamiltonian of the system and these curves
are the evolution of the classical system in phase space, with the flow parametrization being
the time, and f = H, the Hamiltonian. The flow Xf generated by f is a symplectomorphism
(a diffeomorphism which preserves the symplectic form) because
LXfΩ = Xf y dΩ + d(Xf y Ω) = Xf y 0 + ddf = 0 (2.7)
where LXf is the Lie derivative of flow of the vector field Xf , and dΩ = 0, due to the symplectic
form being a closed form, and also dd = 0 for the exterior derivative of forms. The space of
infinitesimal hamiltonian symplectomorphisms ham(M) is isomorphic to the space of functions
on M mod the constant functions: ham(M) ' C∞(M)/R.
More generally, an infinitesimal symplectomorphismX requires that LXΩ = XydΩ+d(XyΩ) =
0+d(X yΩ) = 0, which shows that the 1-form X[ := X yΩ dual to X must be closed. Moreover
any closed 1-form θ may be used to generate such a symplectomorphism via the non-degeneracy
of Ω: X = θ]. Thus the space of infinitesimal symplectomorphisms sym(M) is isomorphic to
the space of closed 1-forms on M: sym(M) ' kerΩ1(M) (d) =: Ω1closed(M), and exact 1-forms
generate infinitesimal hamiltonian symplectomorphisms: ham(M) ' imC∞(M)(d) =: Ω1exact(M).
The space of infinitesimal hamiltonian symplectomorphisms ham(M) is a Lie algebra with the
Lie brackets of vector fields and is a Lie subalgebra of the space of infinitesimal symplectomor-
phisms sym(M).
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There is a short exact sequence
0 −→ H0dR(M) i−→ C∞(M) ]◦d−→ sym(M) [−→ H1dR(M) −→ 0 (2.8)
In addition, because it is non-degenerate, a symplectic form can be inverted to a Poisson










, in local Darboux coordinates, and one can define a
Poisson bracket on functions on a symplectic manifold M by






















in local Darboux coordinates.
In the study of symmetries of a dynamical system, one is usually interested in some particular
Lie subalgebra (often under which some particular dynamical Hamitonian function is invariant)
of the Lie algebra of infintesimal symplectomorphisms. In particular, in a Lie subalgebra of the
Lie algebra of hamiltonian symplectomorphisms ham(M), where the isomorphism ] ◦ d with a
subspace of C∞(M)/R is a Lie algebra map with the Poisson bracket on C∞(M)/R. Such a
Lie algebra is called a Poisson action on M.
2.1.2 Poisson brackets
A Poisson bracket is a binary bilinear operation defined on an associative ring R over a field
K, which is antisymmetric,
{f, g} = −{g, f} (2.10)
and obeys the Jacobi identity,
{{f, g}, h}+ {{g, h}, f}+ {{h, f}, g} = 0 (2.11)
and the Leibnitz rule on the associative product,
{fg, h} = f{g, h}+ {f, h}g (2.12)
for all elements f, g, h ∈ R.
The ring R together with the Poisson bracket is called a Poisson algebra. The Leibnitz rule
implies that, for any element h, {h, ·} and {·, h} are derivations on R.
Of particular interest here, the multiplicative ring of functions C∞(M) over the field R or C
on a symplectic manifold M, has a canonical Poisson bracket.
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The ring of functions C∞(M) on a symplectic manifold (M,Ω) is a Poisson algebra where the
canonical Poisson bracket is defined by
{f, g} = Xf yΩxXg = Xf yXg yΩ = Ω(Xf , Xg) = df xXg = df x (dg)[ = Xf ydg = (df)[ ydg
(2.13)
Note that Leibnitz rule implies that, for any function h ∈ C∞(M), Xh· := (dh)[· = {h, ·} is
a derivation of functions on M. It is also, as shown in the previous section, a hamiltonian
symplectomorphism of M.
For a symplectic manifold M, the canonical Poisson bracket can be expressed as a bivector








locally, where (q, p) are local Darboux coordinates.
For the Poisson bivector field Π, which is the inverse of Ω, viewing the latter as a map from
vector fields to 1-form fields on the symplectic manifold, the Jacobi identity is equivalent to
the Shouten bracket identity {Π,Π}Sh = 0, which is an integrability condition on Π, equivalent
to the closure of the symplectic form [61]. The set of C∞ functions on a symplectic manifold
form a Poisson algebra, which is a powerful structure for analyzing dynamical systems as well
as for canonical quantization.
Employing the corresponding canonical Poisson bracket, dH = XH y Ω can be inverted as
{·, H} = XH , and it is readily seen that {·, f} = Xf is a derivation said to be generated by
f , for any function f on a symplectic manifold. The equation of motion for the rate of change
of an observable O = O(qi, pi) can be written succinctly with Poisson brackets: O˙ ≈ {O,H}.
If the observable depends explicitly on time, O = O(qi, pi, t), then the rate of change is given
by O˙ ≈ {O,H} + ∂O∂t . In the particular cases where the observable is a Darboux coordinate,
O = qi and O = pi, q˙
i ≈ {qi, H} and p˙i ≈ {pi, H} are Hamilton’s equations of motion (2.1), if
the Poisson brackets are expressed in the same Darboux coordinates (2.9). In the special case
when the observable is the Hamiltonian function, we have H˙ ≈ {H,H} = 0, because of the
anti-symmetry of the Poisson bracket. This results in the fact that any function is constant
along the trajectories it generates: Xf (f) = {f, f} = 0. If a function f Poisson commutes with
H, that is: {f,H} = 0, then it is a constant of motion: f˙ ≈ {f,H} = 0, and vice versa. If two
functions f and g both Poisson commute with H, then {f, g} and fg also Poisson commute
with H, because of the Jacobi identity, and the Leibnitz property respectively. Thus, the
set of functions which Poisson commute with H form a sub-algebra of the Poisson algebra of
functions on M.
As well as the time evolution explained above, a hamiltonian flow may represent a symmetry
or other transformation which is a global symplectomorphism.
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2.1.3 Symplectic geometry
The definition of a symplectic form may be weakened: a presymplectic form is a closed 2-form
which is not necessarily non-degenerate, and an almost symplectic form is a non-degenerate
2-form which is not necessarily closed. Submanifolds of symplectic manifolds inherit a presym-
plectic form from the symplectic form of the ambient manifold via the pull back of the embed-
ding map. A submanifold is symplectic, coisotropic, isotropic, lagrangian, if the kernel of the
inherited presymplectic form (viewed as a map from vector fields in the submanifold to form
fields in the submanifold defined on the submanifold) is 0, is in the tangent space of the subman-
ifold, includes the tangent space, is the tangent space, respectively. A lagrangian submanifold
has the maximum dimensionality for an isotropic submanifold, which is half that of the am-
bient symplectic manifold. The notion of lagrangian submanifold is important in symplectic
geometry. Coisotropic submanifolds are an ingredient in Marsden-Weinstein reduction.
Because of Darboux’s theorem, all symplectic manifolds of the same dimensionality are locally
the same, and there is a large group of symplectomorphisms. This is different from manifolds
with metric, where local properties such as curvature can be defined and where the group of
isometries is usually trivial.
The set of symplectic manifolds together with maps which are symplectomorphisms form a
category [23].
2.1.4 Time dependent Hamiltonians and extended phase space
If the Hamiltonian function on phase space depends explicitly on time, the results of the
previous section hold, except when considering the foliation of the phase space generated by
H. In this case the space considered should be the bundle T∗Q × R of phase-space fibers
over time base space R. Each fiber T∗Q represents the phase space at a particular time. The
Hamiltonian may no longer be a constant of motion: H˙ ≈ {H,H} + ∂H∂t = ∂H∂t . However the
rate of change of a time dependent observable is given by the same equation as above:
O˙ ≈ {O,H}+ ∂O
∂t
(2.14)
Another symplectic manifold is usefully employed in classical mechanics: the extended phase
space, T∗Q˜ := T∗Q×R2, which has, in addition to the coordinates (qi, pi) on the phase space,
an extra canonical pair of coordinates: time and energy coordinates, t, s. The symplectic form
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is Ω˜ = dqi ∧ dpi + dt ∧ ds and the corresponding Poisson bracket is














 · g˜ (2.15)
We define the extended Hamiltonian as H˜(q, p, t, s) = H(q, p, t) + s, then the symplectic form
Ω˜ pulled back to the codimension 1 hypersurface H¯ embedded in the extended phase space:
i : H¯ −→ T∗Q˜, defined by the level set of H˜ = 0 inside T∗Q˜, Ω˜H¯ = i∗Ω˜, is a (degenerate)
presymplectic (i.e. closed and degenerate) 2-form. This 2-form has a one dimensional charac-
teristic distribution, that is, at any point of H¯ the space of vectors V such that Ω˜H˜ annihilates
V , V y Ω˜H˜ = 0, is one dimensional and, in addition, tangent to H¯. This defines a foliation of
the space H¯ into unparametrized curves ( 1-dimensional surfaces embedded in H¯).
This defines the same system as in (2.1), with the time evolution of the system being given
by movement along these curves through the extended phase space. The time is not given
by parametrization of the curves, which are not parametrized in this case - unlike the curves
on the phase space above - but by the t coordinate of the curve in the extended phase-space
coordinate system.
We use the extended phase space in the same way as the phase space to obtain rates of change
of observables. By extending a time varying observable O = O(q, p; t) on T∗Q to O(q, p, t, s) =
O(q, p; t) on T∗Q˜, an then taking the Poisson brackets with the extended Hamiltonian, we have


















































which is the same as (2.14) above for time dependent observables and Hamiltonians.
The information previously given by the Hamiltonian function on phase space is provided in
the extended phase space by the codimension 1 constraint, H˜ = 0, on the extended phase
space. Any such regular hypersurface H¯ on any symplectic manifold foliates the hypersurface
H¯ into curves through the characteristic distribution (which lies inside the tangent space of
the hypersurface) of the symplectic form pulled back to the hypersurface by the embedding
map, which becomes a presymplectic form whose degenerate vectors define the characteristic
distribution.
This is special case of a more general procedure, given in detail below in section (2.4.2),
known as ‘Marsden-Weinstein reduction’, where constraints on the dynamical variables and
momenta in the phase space (symplectic manifold)M (with coordinates z) defined by functions,
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Ck(z) = 0, k = 1 . . .K, on the manifold, result in a constraint surface C (of codimension K if
the functions Ck are regular on C) embedded in the symplectic manifold, i : C ↪→ M. Under
certain conditions, the characteristic tangent space at each point in the surface relative to the
symplectic form foliates the constraint surface into leaves, and the set of leaves is a manifold,
M//C, called the reduced phase space, with a symplectic form, ΩC . This symplectic form
comes from the presymplectic form which is the pullback by the embedding map of the original
symplectic form. It inherits the closure condition and is invertible because the kernel of the
presymplectic form, which is the characteristic distribution, is mod-ed out in the construction,
leaving a symplectic form. For instance, symmetries in the Lagrangian of dynamical system
become constraints in the phase space under the Legendre transformation and the reduced
phase space is the physical dynamical system with the non-dynamical degrees of freedom,
which are the symmetry transformations, removed.
In the special case under consideration here, the codimension 1 constraint, H˜ = 0, on the ex-
tended phase space T∗Q˜, generates the ‘symmetry transformation’ symplectomorphism {·, H˜}T∗Q˜
which is the time evolution.
In the above, the symplectic form Ω˜ = dqi ∧ dpi + dt ∧ ds on the extended phase space T∗Q˜
reduces, under Marsden-Weinstein reduction, to ΩC = dq
i∧dpi on the phase space T∗Q, which
is the reduced phase space. The equations of motion are given by




















) y (dqi ∧ dpi + dt ∧ d(−H)) =










dqi = XH y Ω− t˙dH
(2.17)
where XH¯ is constrained to lie in the hypersurface H¯ given by H˜ = H(q, p, t) + s = 0. The
magnitude of the vectors in the characteristic distribution is not specified so we are free to
choose t˙ = 1 . What we have shown in (2.17) is that the equation for the vector field XH¯ which
is characteristic distribution of H¯ are Hamilton’s equations of motion for H, in the notation
of differential geometry of symplectic manifolds.
The notion of putting energy on the same footing as momentum, and time on the same footing
as q is reminiscent of special relativity. The dynamics can be pictured in a timeless geometrical
way, where time is canonically paired with energy. Time is defined by the notion that H is the
energy of the system (so the energy coordinate s = −H).
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2.1.5 Hamiltonian systems with constraints
The regular form of the Hamiltonian function is a convex function of the momenta, which allows
the first Hamilton equation to be inverted, so that the momenta can be expressed as a function
of the time derivatives of the configuration variables. Often the Hamiltonian is quadratic in
the momenta. If the Hamiltonian is linear in a momentum then there is a constraint, in the
sense that the corresponding velocity is a function of the other momenta (hence the other
velocities) and configuration variables. This results, for instance, in that the velocity cannot
be arbitrarily set as an initial condition. The latter is an example of an irregular form of the
Hamiltonian function. The consequence of irregularity is that only part of the phase space has
non-zero solutions, i.e. where the trajectory is more than a single point, or that one considers
equivalence classes of trajectories to correspond to individual physical solutions.
One may consider constraints where motion is restricted to a submanifold of the phase space.
One may impose a constraint from the beginning in the form of a submanifold of the sym-
plectic manifold. This is called a primary constraint, and often occurs when the Legendre
transformation is not invertible, which will occur if there is a symmetry in the action. A given
Hamiltonian may only be consistent with the primary constraint (i.e. the hamiltonian vector
field is tangent to the constraint surface) on a submanifold of the primary constraint subman-
ifold, leading to a secondary constraint. Similarly, consistency with the secondary constraint
may lead to a tertiary constraint, and so on until the constaint surface is small enough to be
consistent with the Hamiltonian.
The consequences of symmetries are an important topic and examined in section 2.4.
2.2 Lagrangian mechanics
The configuration space equations of motion can be obtained as Euler-Lagrange equations for
a variational principle, namely where an integral (over time), (known as the action of the
path), of a function, denoted the Lagrangian, of the configuration dynamical variables and of
their first and higher time derivatives, is stationary with respect to small variations of path.
The variations are such that the configuration variables and the time are fixed (i.e. cannot be
varied) at the endpoints of the path.
Here we will only consider Lagrangians which are functions of first time derivatives (velocities)
and not higher derivatives of the configuration variables, which are physically less relevant.
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The physical system is defined by a Lagrangian, which is a function of time, the configuration
dynamical variables, and the first time-derivatives of the dynamical variables ( we will not con-
sider Lagrangians with higher time-derivatives). Starting from the Lagrangian, L = L(qi, vi, t)
on the time extended velocity phase space TQ×R, where qi, vi are locally adapted coordinates
on TQ, which is the tangent bundle of Q, and t is time, the action or configuration space action






i(t), t) dt (2.18)
where ∂tq
i is the time derivative of the functions qi(t) defining the path. If we vary the path
(but not time t) C(TQ) = (qi(t), q˙i(t)) in the velocity phase space by the infinitesimal variation
































































where ∂C(TQ) are the endpoints of the path C(TQ).
Then a stationary point of the action, δS[qi(t)] = 0, for paths qi(t), where the end points
are fixed (δqj = 0 at ∂C(TQ)) occurs when the integrand in the last equality is zero for all














≈ 0, j = 1 . . . N. (2.20)
These are the Euler-Lagrange equations for L, and are the equations of motion which are
satisfied on a physical trajectory, qiphy(t) for a dynamical system specified by a Lagrangian L.
The action functional S[] is at a stationary point for such a solution: δS[qiphy(t)] = 0.
From the Lagrangian function L = L(qi, vi, t) on the velocity phase space TQ, where qi, vi are
locally adapted coordinates on TQ, which is the tangent bundle of Q, and t is time, we can
construct a closed (presymplectic) 2-form






, and a velocity Hamiltonian function HL(q
i, vi, t) := viPi − L on TQ,
which are both geometrical objects covariant under coordinate changes. Then, the ‘geometric
Euler-Lagrange equation’,
X y ΩL − dHL ≈ 0 (2.22)
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, a vector field on TQ, is





























dqj ≈ 0 (2.23)
if vi = q˙i. The equation at the right hand end above can be seen to be the Euler-Lagrange
equations (2.20) above for the variational problem δS[qi(t)] = δ
∫
L dt = 0, with the time
t and the values of the qi fixed at the end points of the integral. Thus the Euler-Lagrange
equations are equivalent to the ‘geometric Euler-Lagrange equation’, X yΩL− dHL ≈ 0, when






2.2.1 Relation between Lagrangian and Hamiltonian mechanics
The relation between Lagrangian mechanics and Hamiltonian mechanics is via the Legendre
transformation FL, which is a canonical map, generated by the Lagrangian function, between
the extended velocity phase space TQ˜ and the time-extended phase space T∗Q′ := R× T∗Q:
FL : TQ˜ −→ T∗Q′ :: (t, qi, vi) 7−→ (t, qi, pi) = (t, qi, Pi), (2.24)
where t, qi, pi are locally adapted canonical coordinates on T
∗Q′. If the Lagrangian is regular,
the map is a bundle isomorphism between TQ˜ and T∗Q′, otherwise the image of TQ˜ is called
the primary constraint surface PL ⊂ T∗Q′. There is also a Legendre transformation between
the extended velocity phase space TQ˜ and the extended phase space T∗Q˜:
FL˜ : TQ˜ −→ T∗Q˜ :: (t, qi, vi) 7−→ (t, qi, s, pi) = (t, qi, viPi − L ,Pi) = (t, qi, HL , Pi) (2.25)
The velocity Hamiltonian function HL(q
i, vi, t) := viPi − L, on the extended velocity phase
space TQ˜, is the pull back via the Legendre transform FL of the phase-space Hamiltonian
H(t, qi, pi) on the primary constraint surface PL ⊂ T∗Q′. The Hamiltonian system (PL ⊂
T∗Q′,Ω, H) is pulled back via the Legendre transform to FL to (TQ˜,ΩL, HL). (Here the
presymplectic and symplectic forms ΩL and Ω act respectively on the fibers TQ and T
∗Q
of the bundles TQ˜ and T∗Q′ over time R). The geometric Euler-Lagrange equation 2.22
X y ΩL − dHL = 0 is the pull back of the (geometrically expressed) Hamilton’s equations
Xp y Ω − dH = 0, if the vector field Xp can be pulled back to TQ˜, which occurs when the
Legendre transformation is regular and the map is 1-1.
When the Legendre transformation is not invertible, the velocity phase-space Hamiltonian HL
will not define a Hamiltonian H on all of T∗Q′, but only on a submanifold PL.
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The 2-form ΩL on the velocity phase space, defined above, is the pullback via the Legendre
transform of the symplectic form on the phase space and extended phase space: FL∗Ω = ΩL =
FL˜∗Ω˜. In fact, the action S of a path CTQ = (qi(t), q˙i(t)) in TQ is the integral of the extended
canonical 1-form, Θ˜ = pidq
i + sdt locally, over the constrained path CH¯ = FL˜(CTQ˜) inside
the hypersurface H¯ embedded in the extended phase space, and of the 1-form pidq
i − Hdt














dt over the path CTQ˜ in extended velocity phase space, and (by















i −H) dt =
∫
CTQ˜
Ldt = S. (2.26)
































iYH¯ Ω˜ = −
∫
C(H¯)
XH¯ y YH¯ y Ω˜ dt (2.28)
where XH¯ is the tangent vector of the time-parametrized path in extended phase space.
If the symplectic equations of motion in extended phase space hold for the trajectory C(H¯):
iXH¯ Ω˜ ≈ 0, then the variational principle holds: the integrand is zero for any variation YH¯ of










YH¯ y (XH¯ y Ω˜) dt ≈ 0 (2.29)
Thus we have shown the immediate relation between the symplectic equations of motion and
the variational principle.
2.2.2 Phase-space Lagrangian formalism
Hamiltonian mechanics can be re-expressed with Lagrangian formalism. This will be very
useful both in phase-space and multiphase-space mechanics. It also appears naturally in path
integrals in quantum mechanics.
An action, whose Euler-Lagrange equations are the Hamilton’s equations of motion for a Hamil-
tonian H(qi, pi, t), can be constructed for a Hamiltonian system, which is specified by configura-
tion variables qi, conjugate momenta pi, and a Hamiltonian function H(q, p, t). The Lagrangian
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for this system is
LP (q
i, qi,t, pi, t) := piq
i
,t −H(pi, qi, t) (2.30)
where, in the action S[qi(t)] =
∫
LP (q




dt is the time derivative of q
i along
the path qt(t).
This Lagrangian is called a phase-space Lagrangian, and this is called a first order formalism
because the Euler-Lagrange equations have just first derivatives in time, which is the desirable
property of Hamilton’s equations. For there to be higher time derivatives, the Hamiltonian H
would have to have at least quadratic terms in time derivatives of q or p.
The first order Lagrangian formalism employs a Lagrangian, LP (q
i, qi,t, pi, t) = piq˙
i−H(pi, qi, t),
which is a function of canonical momenta as well as configuration variables and where H is the
Hamiltonian function on the time extended phase space. The Euler-Lagrange equations for
this Lagrangian for the variational problem where the configuration variables are fixed at the
endpoints ∂C(T∗Q) of the path C(T∗Q) can be seen to be Hamilton’s equations of motion, by
considering the stationary point of the phase-space action with fixed end points:
δSP [q



























It can be seen that if the path is such that the coefficients of δqi and δpi in the integrand
above are zero, then the path is stationary for all infinitesimal variations where the end points










≈ 0, which are the
Hamilton’s equations of motion.
To obtain the configuration space Lagrangian from a Hamiltonian, the momenta pi in the first
order action are substituted by expressions pi = Pi(q, q˙, t) usually involving time derivatives of
qi obtained from the first Hamilton equation of motion, by solving it for the pi. These can be
solved if the Hamiltonian is regular.
The Legendre transformation of this latter action will reproduce the original Hamiltonian
system:
L(qi, qi,t, t) = LP (q
i, qi,t, Pi(q
i, qi,t, t), t) (2.32)
The first order formalism can sometimes be employed to combine the advantages of both Hamil-
tonian and Lagrangian formulations, and is frequently employed in this paper, in particular in
the multiphase-space version.
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2.3 Field theory
2.3.1 Lagrangian field theory
In applying Lagrangian mechanics to fields we, in the first instance, consider a field to be a
mechanical system with an infinite number of degrees of freedom. These degrees of freedom
are the field values at every point in space. For 4 dimensional Minkowski space we choose a
time coordinate and the corresponding orthogonal Euclidean 3 space R3 and the configuration
degrees of freedom are uix where i = 1 . . . N and x ∈ R3.
A first order Lagrangian field theory is based on the action of a field, which is a functional
S[u(x)] =
∫
L dt of field configurations u(x) on spacetime Md, which for a local field is the
integral over time of a Lagrangian L, which is a functional of all the field values ui(y, t) on
a spatial slice x0 = t (where y represent the coordinates on the spatial slice), the first time
derivatives ∂tu
i(y, t) of these field values on the spatial slice , the spatial derivatives of these
field values ∂rju
i(y, t), r = 1 . . . d−1 on the spatial slice, and the time t. For a local field, which
is what will concern us here, the Lagrangian is the integral over a spatial slice of a Lagrangian
density L which is a function of the spacetime point x as well as the field values u at the point,
and of the first (for first order field theory) spatial and time derivatives of the field at the point.
The spatial derivatives are also first order because we limit ourselves to relativistic fields where
space and time are on the same footing.
For Minkowski space Md with specified time t and space yk coordinates, Md = R×Rd−1, field



































Thus the action integral for a local field can be explicitly written in the formalism of dif-
ferential geometry of metric manifolds, by the action being a spacetime integral of a local
Lagrangian density L and the Lagrangian density being a spacetime scalar constructed from
tensorial objects. The last integral above can be generalized from Md to a general Lorentzian
or Riemannian manifold. The action integral can be expressed in a geometrical way in the
notation of tensors. The advantage of Lagrangian over Hamiltonian field theory is that the
locality and spacetime covariance can be explicit. There are disadvantages: in particular the
Euler-Lagrange equations for the action involve second time-derivatives of the fields.
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Mathematical structure of field theory action
Information on the mathematical structure of classical field theories is found in [36]. Instead
of starting, as in mechanics, from a bundle, Q× R, with fiber Q and base space R (for time),
whose sections would be parametrized trajectories qi = qi(t) in configuration space, the natural
starting point for a field is the bundle E over space-time B, whose sections would be specific
values of the fields defined over spacetime, ui = ui(xµ) , a = 1 . . . N . The fiber at any point
in spacetime are the possible field values at that point. Usually the fiber is a vector space or
a manifold with extra structure as in sigma models.
The natural analogue of the time extended velocity phase space TQ×R with local coordinates
(qi, vi, t) is the first jet bundle (for first order field theories) which is the affine bundle of
the first derivatives of sections of E : piE,J1E : J1E −→ E :: (xµ, ui, uiµ) 7→ (xµ, ui), over the
field configuration bundle piB,E : E −→ B :: (xµ, ui) 7→ (xµ), where B is the underlying d
dimensional spacetime manifold. A spacetime field configuration u(xµ) is given by a section of
piB,E , u : B −→ E , and has a prolongation to a section of piB,J1E , j1u : B −→ J1E :: (xµ) 7−→




The analogue of the Lagrangian is the Lagrangian density, L : J1E −→ ΩdB which is a function
(bundle map over B) on the total space of the first jet bundle , where ΩdB is the bundle of
d-forms on spacetime B. And the dynamical action, S[ui(x)], of the field is is given by the
integral of the Lagrangian density over spacetime: S[ui(x)] =
∫
B
L(j1u) as opposed to the
action as the time integral of a Lagrangian.
Euler-Lagrange equations
The variational problem is to find the stationary point of the action in the space of paths in
U ⊂ B over variations of the field, δξui(x) = ui(x) + ξi(x), where the variation is zero (i.e. ui











with ξ being an infinitesimal variation of the field configuration ui(x).
A path or configuration ui(xµ) in U which solves the variational problem (called a trajectory)










µ), xν) ≈ 0 (2.35)
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We may write this as ∂µPµi − Li ≈ 0, and where the momentum stress vector Pµi is short-
hand for Pµi (uj , ujν , xν) := ∂L∂uiµ (u
j , ujν , x





The Euler-Lagrange equations are a set of N second order partial differential equations in the
spacetime coordinates xµ for the fields ui(x).
Energy momentum tensor





≈ − ∂L∂xµ where Tµν (xµ) is
the canonical energy-momentum tensor density Tµν (x
µ) := Pµi uiν − δµνL [12], and ∂L∂xµ is
the partial derivative of L(ui, uiµ, xµ) with respect to the explicit xµ dependence of L. We
see that, if the Lagrangian density L is not explicitly a function of xµ, and so has translation
invariance, the energy momentum Tµν is a conserved Noether current ∂µT
µ
ν (x
µ) ≈ 0 and the
total energy-momentum P 0ν (t), which is T
µ
ν (x
µ) integrated over a spatial slice in Minkowski
space, is a constant of motion (assuming T (x)→ 0 as x goes to spatial infinity.) P 0ν transforms
as a spacetime 1-form under Lorentz transformations, assuming L is a Lorentz density.









i − ∂µ(Tµν δxν − Pµi δui)dnx (2.36)









µ), xν) are the Euler-Lagrange
functions. If the action is constant under a particular continuous one parameter variation (x)
on-shell, then Kµ = Tµν δx
ν−Pµi δui is a conserved current on-shell and ∂µKµ = Eiδui for an
off-shell configuration and a variation which leaves the action unchanged for that configuration.
2.3.2 Hamiltonian field theory
Fields may be considered as mechanical systems with a copy of a set of dynamical variables
ua, a = 1 . . . N , at each spatial point (x, y, z) of spacetime. Dynamical variables have been
indexed by i in the previous sections above and we now consider this index to range over the
spatial points as well - thus this index can now be replaced by continuous local coordinates
x, y, z etc. as well as a discrete index a for N different fields. Sums over the index i in the
sections above now become integrations over spatial sections as well as a sum over a. The phase
space is now infinite dimensional, and each point in the phase space represents a particular
state of a time slice (over all space) of the field, the field viewed as defined at every individual
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point of spacetime. The time extended configuration and phase spaces are now bundles over
time where the fibers have infinite dimension. The base space of the bundle, representing
time, is treated differently from the spatial geometry. The spatial geometry, even the notion of
spatial locality, is not part of the Hamiltonian formalism but is set up separately by how the
spatial degrees of freedom and summations are defined inside the Hamiltonian. This makes
the Hamiltonian in field theory awkward and non-covariant. Nevertheless it is necessary for
the canonical quantization of fields.
In the multiphase-space field theory presented in the next chapter, Ch.3, the equivalent of the
Hamiltonian is a function of multiphase space whose coordinates are the field variables, the d
multimomenta and the d spacetime coordinates. It is a spacetime density like the conventional
Lagrangian density of a field and so locality and spacetime covariance are built in by the
formalism, and the spaces involved are finite dimensional fiber bundles over spacetime.
2.4 Symmetries and constraints
2.4.1 Symmetry: Lagrangian mechanics
A Lagrangian system is called symmetric when the action remains unchanged when the path
or trajectory is changed in some defined way: δS[q
i(t)] = S[qi(t) + δq
i(t)] = 0. The
change δq
i(t) should be defined for any path or trajectory qi(t) (and generally will depend on
the path). We will consider the set of symmetries  to form a group G under composition of
variations. The group may be discrete - such as time reversal and space inversion symmetries
- but we will concern ourselves here with continuous symmetries forming Lie groups. The
corresponding infinitesimal symmetries will form a Lie algebra. From the Lie algebra it is
possible to reconstruct the part of the Lie group connected to the identity, therefore in studying
symmetry is is often only necessary to deal with the Lie algebra and its (infinitesimal) action
rather than the full group of symmetries. Often it is convenient to consider one dimensional
subgroups of the Lie group of symmetries, i.e. a one parameter group of symmetries.
If the action is invariant under some continuous group of symmetries then it is worthwhile to
distinguish between two different situations, (1) global symmetries and (2) local symmetries.
(1) If the symmetry is a continuous one parameter group of symmetries, then we first consider
the case of a global symmetry where, for a particular symmetry variation, each path is mapped
into another path. To this kind of symmetry is associated a velocity phase-space observable
which is a constant of motion on trajectories, that is, paths which obey the Euler-Lagrange
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equations of motion. This is Noether’s theorem. Specifically, if the infinitesimal symmetry
variation is δq
i = Qi(qj , t) and δt = T (q
j , t) with δS[q
i(t)] = 0, then, when the Euler-
Lagrange equations are satisfied, the variation of the action integral (2.19) is











































vj − L)T − ( ∂L∂vj )Qj ] has the same value at the end-points (initial time
ti and final time tf ) on the trajectory, where the E-L equations hold, C, and is therefore
a constant on a trajectory (because the final end-point can be moved to any point on the
trajectory). This situation often arises from physical symmetries such as space-translation
symmetry, in which case the momentum is the corresponding constant of motion.
(2) A second type of symmetry is where the symmetry variation is local, in the sense that each
path can be varied independently at each point in time (in the case of local field theories it may
be the case that the field can be varied independently at each point in space and time), with
the action remaining unchanged. Usually we are concerned with infinite dimensional gauge
groups whose elements are time- (or, in local field theory, spacetime-) varying elements of a
finite dimensional Lie group G, i.e. smooth functions from time or spacetime to G. In this case
one can see that, keeping the endpoints fixed, the path can varied in between without changing
the action. This is a situation where the action functional does not have a unique distinct
stationary solution (trajectory), for given endpoints. In this case the Euler-Lagrange equations
will be degenerate and the action principle is not sufficient to specify one particular trajectory,
and thus there will therefore be a class of trajectories which satisfy the action principle for
given fixed end points. One may view this as an incompletely specified mechanical system,
or alternatively, a system where more degrees of freedom are used to specify the system than
are strictly necessary. The extra non-physical degrees of freedom is the gauge freedom to vary
observables and trajectories, without changing the gauge class of that trajectory, each class
representing one physical trajectory. A well known example are covariant general relativistic
actions where there is the gauge freedom of varying the underlying spacetime coordinate system
- embodying a geometrical principle of general coordinate invariance. In these cases there are
gauge degrees of freedom, the coordinate system, which are not physical, and there are the
physical objects, such as the metric tensor and other fields, which have corresponding gauge
variations (covariance). It may be simpler or more natural to write out the action with covariant
components, but it must be in such a way that the covariance of the components ‘cancel out’
and leave the action invariant under the (non-physical) gauge variation. The action will then
be dependent on the physical variations of the metric and the fields. As well as the action being
simpler to write out, some features of the analysis of the dynamical system are easier to deal
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with in this form, but for many other features such as the quantum functional integral, the
physical degrees of freedom have to be correctly isolated from the gauge degrees of freedom.
There are several interrelated methods of dealing with such gauge theories. One is to solve
for the gauge degrees of freedom explicitly from the physical degrees and constructing the
physical Lagrangian by eliminating the non-physical degrees of freedom. However it may not
be possible to solve explicitly for the gauge degrees of freedom. The gauge freedom is usually
the result of a simpler or more natural description of the system, so removing it will usually
make for a more complicated or intractable description, thereby removing features such as
symmetries, locality, etc, useful for finding solutions, renormalization etc. A second method is
‘gauge fixing’, specifying the values of the gauge variables so as to pick out one representative
from each gauge equivalence class of trajectories. This often involves adding a gauge fixing term
to the Lagrangian so that the system is no longer gauge invariant and thus the action principle
picks out a particular value of the gauge variables. A generalization of this is the addition of
a gauge breaking term where the gauge is fixed by the action principle (e.g Rξ gauges). This
latter does not remove the gauge degrees of freedom, but if the result is independent of the
choice of gauge, the physical degrees of freedom have been decoupled from the gauge degrees
of freedom. A gauge fixing term in a Feynman path integral is often employed, which has
the advantage of providing a well defined Green’s function required for pertubation theory.
It is necessary to ensure that the result is independent of the choice of gauge fixing: the
Fade’ev-Popov ghost fields were invented to take care of this [64], because the path integral of
the ghosts designed to be equal to the required Jacobian factor. The disadvantage of gauge
fixing is the appearance of negative norm states and the loss of the gauge symmetry useful for
renormalization. Another possibility for certain systems is that a global section of the gauge
bundle may not exist (the Gribov problem, see 4.1). It should be said that that the gauge
invariant fields may not be fundamental: as the Aharonov-Bohm effect shows, the gauge variant
potential is more physically fundamental. A third method is a kind of combination of the above
which is the BRST approach, described in chapter 4. Here the dynamical system is extended
with extra opposite parity degrees of freedom (‘ghosts’) corresponding to the gauge variation
parameters, and then one modifies the Lagrangian with a gauge fixing term and extra terms so
that the gauge symmetry is replaced by the global BRST supersymmetry. This combines the
advantages of both methods: gauge fixing to a specific trajectory and retaining symmetry, both
particularly useful in quantum field theory in particular. BRST is an homological algebraic
approach which meshes well with the Poisson algebra of observables in classical and quantum
mechanics and will be described below in both the phase-space and multiphase-space versions.
The abstract relationship between the original phase space with symmetry and the physical
reduced phase space in terms of symplectic manifolds is known as Marsden-Weinstein reduction
[6] described in the next section (2.4.2).
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2.4.2 Hamiltonian constraints and Marsden-Weinstein symplectic re-
duction
Lie group action on a symplectic manifold
A summary is contained in [53] and in [61] and a more extensive treatment in the book by
Marsden and Ratiu [92]. We will consider a certain class of symmetries: diffeomorphisms φg of
a symplectic manifold, which are also symplectomorphisms (that is, that the symplectic form is
preserved: φ∗gΩ = Ω). We assume a system where the symmetries are the left-action by elements
g of a Lie group G, on the symplectic manifold M. We assume that the symplectomorphisms
are also hamiltonian - that is, the infinitesimal elements around the identity element I of G
are infinitesimal flows on M which are hamiltonian vector fields. We also assume that the
symplectomorphisms are Poisson (defined below) as well as hamiltonian - that is, the Lie
algebra of the infinitesimal generators of G map to the Poisson algebra of the hamiltonian
functions corresponding to the infinitesimal flows on M of a hamiltonian action. It will be
shown that a Poisson group action, if free and proper, will lead to a constraint submanifold
MG ⊂ M, which is a presymplectic submanifold of M. This submanifold is in turn foliated by
the orbits of the symmetry transformation. Under the above conditions and the conditions that
the constraint is regular, the space of orbits (displaying various notations seen in the literature),
MG/G = (MG)G =: M//G =: M˜ =: MGG, is a symplectic manifold with a symplectic form
inherited, via the embedding, from the original symplectic manifold, and is denoted the reduced
phase space (theorem 1 in [6]). In many applications, this reduced phase space is often the
physical phase space, whereas the original phase space has non-physical gauge or symmetry
degrees of freedom, which it may be necessary or useful to retain for part of the study of the
system, but from which we finally want to obtain the dynamics on the reduced phase space.
This is what is known as the Marsden-Weinstein reduction [6]. If the dynamical Hamiltonian
H on the original phase space M is invariant under the action of the symmetry group G:
H(g · x) = H(x) ∀g ∈ G, then H is well defined on the reduced phase space M//G.
Hamiltonian action
First the notion of hamiltonian symplectomorphism is defined.
The equation XF yΩ = dF , where F is any function (0-form) on a symplectic manifold (M,Ω),
has a unique solution XF = Ω
−1 y dF = {·, F} (Ω−1 exists as a map from 1-forms to vectors
because Ω is non-degenerate), which is a vector field on M, denoted the hamiltonian vector
field generated by F . This vector field, as an infinitesimal transformation of the manifold, is an
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infinitesimal symplectomorphism of (M,Ω) because: LXF Ω = XF ydΩ + d(XF yΩ) = XF y0 +
ddF = 0 (because dΩ = 0 and dd = 0). Such a symplectomorphism is called a hamiltonian
symplectomorphism. Conversely, any vector field XF which satisfies the equation XF yΩ = dF
for some F is called a hamiltonian vector field and is a generator of a one dimensional Lie
group of global hamiltonian symplectomorphisms of M, the flow of the vector field XF , and
F is called the hamiltonian function or observable corresponding to that hamiltonian vector
field. If the one-form Xξ y Ω = ξ is closed rather than exact, the vector field Xξ is called
a locally hamiltonian vector field and is a generator of a one dimensional Lie group of local
symplectomorphisms of M. ξ is called the hamiltonian form corresponding to that locally
hamiltonian vector field. On a simply connected open patch a locally hamiltonian vector field
is hamiltonian. If g is a Lie algebra acting on a symplectic manifold by such infinitesimal
hamiltonian symplectomorphisms, then there is a hamiltonian vectorfield ηM and observable
(called a constraint in this context) hηM corresponding to each element η ∈ g. Such an action
is called a hamiltonian action of the Lie algebra and there is a hamiltonian map from the Lie
algebra to the space of functions on M.
Poisson action
If there is a hamiltonian action of the Lie algebra g then, up to a certain cohomological
obstruction (if h[η1M,η2M] − {hη1M , hη1M} = dθ(η1M, η2M), for some 1-form θ on M), there exists a
hamiltonian map h˜ such that there is a Lie algebra homomorphism h˜ : g −→ (C∞(M), {})
from the Lie algebra g of the symmetry group to the Poisson algebra of functions on the
symplectic manifold. Such constraints hη form a sub-algebra, the constriant algebra, of the
Poisson algebra (C∞(M), {}), the algebra of classical observables. This is called a first class set
of constraints in the Dirac terminology, which are constraints which form a Poisson algebra,
which is the case here. Such an action is called a Poisson action of a Lie algebra on a symplectic
manifold.
Moment map
The transpose of the above map, from the Lie algebra to the Poisson algebra of the constraints,
is the map from the symplectic manifold to the Lie algebra dual, and is called the moment
map: J : M −→ g∗ :: m 7→ v = J(m), where J is defined by hηM(m) = 〈J(m), η〉, where 〈v, η〉
indicates the dual pairing of v ∈ g∗ and η ∈ g. If there is a Lie algebra homomorphism as
above then the moment map intertwines between the canonical coadjoint action of G on g∗
and the original Lie group action on M (this is called G-equivariance).
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Symmetry of the Hamiltonian
The Hamiltonian H is said to be symmetric under the action of the Lie group G when the fol-
lowing holds: the dynamical Hamiltonian function H of a mechanical system, which generates
the time evolution (i.e. XH = −{H, ·}, is the instantaneous rate of change in phase space),
is invariant (Xa y dH = −{ha, H} = 0) under the Lie group G, with Lie algebra hamiltonian
action Xa = ρ(ηa), where the ηa are a basis of the Lie algebra and ρ is the action (infinitesimal
diffeomorphism) on the manifold M. Then, corresponding to the hamiltonian vector fields
Xa = {·, hXa}, there will be a hamiltonian functions hXa with Xa y Ω = dhXa and,




Thus the observables hXa corresponding to the symmetries Xa of the Hamiltonian are constants
of motion. This is an expression of Noether’s theorem - that there is a constant of motion
assoaciated with every one-dimensional Lie group of symmetries.
The symmetry is said to commute with the Hamiltonian.
Marsden-Weinstein reduction
One may choose a particular value of h: hXa = 0, for all a = 1 . . .K, and consider the locus
of points MG ⊂M which are solutions of this constraint equation, the zero level set of the h’s
in M. MG is the same as J−1(0¯), the kernel of the moment map. If 0¯ is a regular value of h,
i.e. the Jacobean matrix of h has constant rank K on the zero locus, then MG is a coisotropic
submanifold of M. [ A submanifold of a symplectic manifold is called coisotropic if the kernel
TM⊥c of Ωc, (i.e. Y ∈ TM⊥c iff Y y Ω xX = 0 ∀X ∈ TMc ), where Ωc is the form Ω restricted
to TMc, where Mc is a submanifold of (M,Ω), lies entirely inside TMc: TM⊥c ⊂ TMc.] This is
because 0 = Y y Ω xXh = Y y dh implies that Y lies in the h = constant hypersurface, in this
case the zero locus. If the dimension of the kernel in a coisotropic submanifold Mc is constant
on Mc, then the tangent spaces TmM⊥c ⊂ TmMc ranging over m ∈Mc define a distribution (a
subspace of the tangent space at each m, i.e. a subbundle of the tangent bundle) called the
characteristic distribution of Ωc, and this distribution is Frobenius integrable (defined below),
and as a consequence the coisotropic submanifold foliates into connected submanifolds whose
tangent spaces are this distribution.
The Frobenius condition is that the Lie bracket of vector fields lying in the distribution is in
the distribution, [Xa, Xb] ∈ TM⊥c ,∀ local sections Xa, Xb ∈ TM⊥c , and is a consequence of the
closure, dΩc = 0, (which results from the closure of Ω and the commuting of the exterior
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derivative d with the embedding map,) of the presymplectic form Ωc: If Xa, Xb are any local
sections in TM⊥c and Y is any local section in TMc then,
0 = (dΩc)(Y,Xa, Xb)
= Y (Ωc(Xa, Xb)) +Xa(Ωc(Xb, Y )) +Xb(Ωc(Y,Xa))− Ωc([Y,Xa], Xb)− Ωc([Xa, Xb], Y )
−Ωc([Xb, Y ], Xa) = −Ωc([Xa, Xb], Y ) (2.39)
Thus Ωc([Xa, Xb], Y ) = 0 for all such Y ∈ TMc, so [Xa, Xb] ∈ TM⊥c . Because the Xa’s are
a basis of the Lie algebra action, [Xa, Xb] = f
k
abXk, the Xa’s are involutive and thus can be
integrated to foliate MG.
If the action of G is free and proper, the space of leaves of the G-orbits MGG := M//G :=
M˜ := MG/G is a manifold as indicated above, and in fact this manifold has a well defined
symplectic form Ω|M//G. (If a Poisson action is not free and proper, then it will be locally
free and the space of leaves will be an orbifold.) Ω|M//G is a symplectic form on the reduced
space M//G because the presymplectic form Ω|M/G on MG, which is the symplectic form Ω in
M pulled back to Mg by the embedding map (and which preserves the closure property of Ω),
has as kernel precisely the vectors tangent to the leaves of the foliation. So the null directions
to the presymplectic form are mod-ed out in MG/G, and the space of leaves thereby becomes
a symplectic manifold, the symplectic quotient of M by G also known as ‘the reduced phase
space’, (M//G,Ω|M//G). This process is known as Marsden-Weinstein reduction [6].
Example: exact symplectomorphism
Any infinitesimal symplectomorphism X on manifold with an exact symplectic form Ω = −dΘ
is Poisson, because the function hX = X y Θ is Hamiltonian for X, and h[X,Y ] = [X,Y ] y Θ =
X y d(Y y Θ) = X y dhY = {hX , hY }, where X and Y are infinitesimal symplectomorphisms.
Example: G action on Q
An example of a Poisson action is any Lie group diffeomorphic action G on a manifold Q
naturally and equivariantly extended to the dual tangent bundle pi : T∗Q −→ Q. The reduced
phase space is (T∗Q)//G = T∗(Q/G), if the action is free and proper on Q.
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Example: the dual of a Lie algebra
The dual g∗ of a Lie algebra g of a Lie group G has a canonical foliation into symplectic
manifolds, where the symplectic form is defined by
η1 y η2 y Ωg(v) := 〈v, [η1, η2]g〉 = dv(η1, η2) (2.40)
where the exterior derivative is on the manifold G and v ∈ g∗ can be viewed as a left-invariant
one form on G, η1, η2 ∈ Tg∗ ' g ' V L(G), the space of left invariant vector fields on G. The
left invariant vector fields η1, η2 can be viewed as the infinitesimal action of η1, η2 on G. [·, ·]g
is equivalently the bracket of the Lie algebra g or the Lie bracket of vector fields on G. The
moment map is the identity v = J(v).
An example of a coisotropic manifold is the dual g∗ of a Lie algebra g of a Lie group G, with
the canonical presymplectic form given by X y Y y Ω = 〈ξ, [X,Y ]〉 with X,Y ∈ g and ξ ∈ g∗.
The coadjoint action G · g∗, which is defined by 〈g · v, g ·X〉 ≡ 〈v,X〉 with g ∈ G, is a Poisson
action where the moment map on M = g∗ is the identity. The dual Lie algebra is foliated into
coadjoint orbits G · ξ, where Ω|G·ξ is a G-invariant symplectic form. This is the symplectic
reduction of T∗G with the canonical one form and symplectic form, where the action is the
action of left multiplication by G naturally and equivariantly extended to pi : T∗G −→ G.
The moment map at any point (g, ξ) in T∗G is J(g, ξ) = R∗gξ, the pull back of ξ by right
multiplication by g. The level set J−1(0) is a submanifold diffeomorphic to G. If Gξ ⊂ G
is the coadjoint action stabilizer of ξ, then Gξ acts by left multiplication on J
−1(0) and the
symplectic reduction is T∗G//Gξ = J−1/Gξ = G · ξ
In practice the original phase space will usually be simpler that the reduced phase space,
where the latter is usually the desired physical system, and the former the space in which the
dynamical system is originally defined. There are several routes to the reduced phase space:
one is to eliminate the non-physical degrees of freedom directly at the beginning, another
are the Dirac method of constraints, and the BRST homological approaches are yet another.
Dirac cohomology which is related to BRST is yet another [78]. Often, for the reason indicated
above and also to retain the manifest symmetry of the system as much as possible, especially
in quantization, it is desirable to work with the original phase space rather than the reduced
phase space. This is what the BRST methods, described below, achieve, as well as providing
other advantages. The BV formalism is a well known method of constructing a BRST model.
The BRST method is constructed from the Poisson algebra of observables on phase space
rather than phase space itself as described above. Marsden-Weinstein reduction expressed
using observables is described in section 4.2.1.
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Example of symmetry and constraints: The electromagnetic field.
The analysis of the electromagnetic field on Minkowski space which illustrates the ideas in this
chapter is to be found in Appendix C: ‘The electromagnetic field in phase space’.
2.5 Summary
In this chapter classical Hamiltonian and Lagrangian mechanics was reviewed as a prologue
to the covariant Hamiltonian mechanics in the next chapter. The concepts in this chapter we
employed in the analysis of the electromagnetic field in the appendix. The section on symmetry
and the example of the electromagnetic field will be employed in the chapter on BRST. The




The multisymplectic formalism for fields will be presented in this chapter as was symplectic
mechanics in the previous chapter, by generalizing the analogous notions. The Yang-Mills field
in the multiphase space formalism is described in detail as an example of the multisymplectic
formalism in this chapter (and can be compared to the phase space formulation in the appendix)
and the results of this are employed in the example of the BRST construction in chapter 4.
Several other less detailed examples are given in the appendix. The use of multivectors to
characterise field solutions is relegated to the appendix and the both the phase space and
multiphase space Hamilton-Jacobi theory are also in the appendix.
3.1 Multiphase space
This section is based on [68] [28] [54]. Here the analogue of extended phase space will be the
multiphase spaceM, and the analogue of phase space will be the covariant multiphase space P.
Both these manifolds have a multisymplectic form, which plays a role similar to the symplectic
form in Hamiltonian mechanics.
The Hamiltonian mechanics formalism in the last chapter starts from a bundle, Q × R, with
fiber Q and base space R (for time t), which is the natural extended configuration space for
a mechanical system, whose sections would be parametrized paths qi = qi(t) in configuration
space. Analogously, the multisymplectic formalism begins with the field configuration bundle
E over an d-dimensional space-time manifold B (where a point x is specified in a coordinate
patch by coordinates (xµ) := (x0, . . . xd−1), whose sections would be specific values of the fields,
ui = ui(xµ) , i = 1 . . . N , defined over spacetime B. The fiber U at any point in spacetime is
58
CHAPTER 3. MULTISYMPLECTIC FIELD THEORY 59
the target space of possible field values at that point. In the study of fundamental physical
fields, the fiber is often a vector space, as in Yang-Mills theories, or a manifold with extra
structure as in sigma models. In this chapter we assume that it is RN .
The analogue of the velocity phase space TQ with local coordinates qi, vi, is the first jet bundle
(for first order field theories) which is the bundle of the first derivatives of sections of E :
piE,J
1E : J1E −→ E :: (xµ, ui, uiµ) 7→ (xµ, ui) (3.1)
of the field configuration bundle, piB,E : E −→ B :: (xµ, ui) 7→ (xµ), where B is the underlying
d-dimensional spacetime manifold. A spacetime field configuration is given by a section u :
B −→ E :: x 7→ (ui)(x), of the field configuration bundle piB,E , which has a prolongation to the
following section of piB,J
1E :




The analogue of the Lagrangian is the Lagrangian density d-form, which for a specified system
is a defined bundle map over B, L : J1E −→ ΛdB, where ΛdB is the bundle of d-forms on
spacetime B. The Lagrangian density d-form is L(xµ, ui, uiµ) = L(xµ, ui, uiµ)ddx, where L is a
spacetime density form on the total space of the first jet bundle. The action, S[ui(x)], of the
field configuration ui(x) in the region B′ ⊂ B of spacetime B is equal to the integral of the







L(xµ, ui, uiµ)ddx (3.3)
This is simply the conventional Lagrangian density formulation of a field theory as in section
2.3.1. But now we will introduce multimomenta.
The analogue of the extended phase space, denoted the multiphase space, M, is the space of
affine bundle maps from J1E to E × ΛdB, and has local coordinates (xµ, ui, pµi , p). An affine
map being, in local coordinates, (pµi , p) : (x
µ, ui, uiµ) 7−→ (xµ, ui, pµi uiµ + p) . This is ‘affine’
rather than ‘linear’ because of the p parameter of the map. The coordinates pµi are called
multimomenta (the d− 1-form pµi dxµ is ‘canonically dual’ to ui) and p is the ‘energy density’
coordinate. The multiphase space is canonically isomorphic to a certain subbundle of the
bundle of d-forms on E : Λd1E ⊂ ΛdE , namely the bundle of (d−1)-horizontal d-forms ω - which
give zero when contracted with any two vertical vectors v, w in V E ⊂ TE :
Λd1E = {ω ∈ ΛdE | v y w y ω = 0 ∀v, w ∈ V E( i.e. piB,E∗ v = 0 = piB,E∗ w)}
= {(dui ∧ pαi dd−1xα + p ddx)} (3.4)
in local coordinates.
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On any bundle of forms on a manifold one can define the canonical tautological form on the
total space. Here, because of the above definition of the multiphase space M ' Λd1E as a
bundle of forms, one can define a canonical tautological d-form and corresponding canonical
d+ 1-form, locally,
Θ˜ = dui ∧ pαi dd−1xα + p ddx (3.5)
Ω˜ := −dΘ˜ = −(dpαi ∧ dui ∧ dd−1xα + dp ∧ ddx) (3.6)
These forms are defined on the manifold Λd1E . The canonical d + 1 form is a multisymplectic
form, meaning that it is closed, dΩ˜ = 0, and 1-non-degenerate, i.e. X y Ω˜ = 0 =⇒ X =
0 ∀X ∈ TM (this is not generally true when X is a higher degree multivector). In the case
d = 1, when we simply consider spacetime B = R to be the time axis, the extended multiphase
space reduces to extended phase space and the multisymplectic canonical forms reduce to the
symplectic canonical forms Θ˜ and Ω˜ on the extended phase space TQ˜∗ as described in the
symplectic mechanics presented in the previous chapter.
The analogue of the phase space (the dual tangent bundle, pi : T∗Q −→ Q, with local co-
ordinates qi, pi, to the configuration space Q), is the dual of the first jet bundle, pi
E,J1E∗ :
J1E∗ −→ E , called the covariant phase space or covariant multiphase space P, which has local
coordinates (xµ, ui, pµi ). This is canonically isomorphic to a bundle quotient of certain bundles
of d-forms on E : J1E∗ ' Λd1
Λd0
= {(dui ∧ pαi dd−1xα)} , where Λd1 is defined in the previous
paragraph and Λd0 is the space of d-horizontal d-forms on E : Λd0 = {ω ∈ ΛdE | v y ω = 0 ∀v
such that piB,E∗ v = 0} = {(pddx)}.
We will also use the phrase ‘multiphase space’ loosely to refer to a covariant multiphase space.
The specific definitions will indicate when this is the case.
There is locally a canonical tautological d-form on the covariant multiphase space: Θ = pµi du
i∧
dxµ locally, and canonical (d+ 1)-form: Ω := −dΘ = dui ∧ dpµi ∧ dxµ locally.
DeDonder-Weyl Hamiltonian
The analogue of the dynamical Hamiltonian function on the phase space is a spacetime hor-
izontal d-form Hddx on the dual of the jet bundle: H : J1E∗ −→ Λd(B) :: (xµ, ui, pµi ) 7−→
H(xµ, ui, pµi ) ddx locally or, more generally, a section of the bundle piJ





a local trivialization patch, p ddx = H(xµ, ui, pµi ) ddx. The function H is called the DeDonder-
Weyl Hamiltonian.
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Equation of motion
The natural generalization of the symplectic equation of motion (2.2) is the multisymplectic
‘equation of motion’,
XF y Ω = dF, (3.7)
where Ω is a d + 1 multisymplectic form, and, in the case of homogenous form degree, F ∈
ΛpT∗M is a p-form and XF ∈ Λd−pTM an d − p multivector, will in general have many or
no solutions for given F or XF and so the situation is more complicated than in symplectic
case where d = 1, even for vector fields [67]. Given the particular construction of the canonical
multisymplectic form (3.6) on the multiphase space, there are strong constraints on F for there
to exist a multivector field XF which satisfies (3.7) (examined in [38]). Such p-forms are called
hamiltonian p-forms.
Of particular interest are forms of degree: (1) p = 0,
In this case, F is a hamiltonian 0-form (function) with corresponding hamiltonian d-multivectorfield.
For instance, the function F may be the analogue of the dynamical Hamiltonian function, the
DeDonder Weyl ‘Hamiltonian’ (- see below in section 3.4) and the d-multivectorfields XF de-
fine the tangent plane to the d-dimensional spacetime hypersurfaces which are particular field
solutions where (3.7) are the Hamilton’s equations of motion (this is examined in appendix E).
Also of particular interest are forms of degree: (2) p = d− 1.
In this case, F is a hamiltonian (d − 1)-form with corresponding unique (because of the 1-
non-degeneracy of the multisymplectic form) hamiltonian vectorfield, which can represent, for
instance, symmetry transformations or a derivation on the algebra of observables on multiphase
space. A particular class of infinitesimal diffeomorphisms on multiphase space are infinitesimal
multisymplectomorphisms. A multisymplectomorphism is a diffeomorphism Φ on a multisym-
plectic manifold M which preserves the multisymplectic form: Φ∗Ω = Ω.
There have been several approaches to dealing with the degeneracy of equation (3.7). One
can consider equivalence classes of hamiltonian p-forms mod closed forms (dF = 0) and d− p
multivectorfields mod characteristic mutivectorfields (X yΩ = 0). In order to obtain a (graded)
Posson structure, the authors in [46], [47], [93], [83] generalize the notion of multivectors to
certain form valued multivectors, called generalized hamiltonian multivectorfields, XˇF∧G =
(−1)(p+1)qG∧XF + (−1)pF ∧XG where p and q are the form degrees of the hamiltonian forms
F and G respectively, and XF and XG are their corresponding (not unique) d − p and d − q
multivectorfields. Then XˇF∧G y Ω = d(F ∧ G). Such a F ∧ G is not generally a hamiltonian
form, so this definition of ‘generalized hamiltonian multivectorfields’ allows the wedge products
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of hamiltonian forms to be ‘generalized hamiltonian forms’. This would be the analogue of the
ring, under pointwise multiplication and addition, of observables in symplectic mechanics.
In the special case where F is a hamiltonian (d − 1)-form with a corresponding (unique)
hamiltonian vectorfield XF , the Lie derivative of Ω with respect to XF is zero:
LXF Ω = XF y dΩ + d(XF y Ω) = XF y 0 + ddF = 0, (3.8)
where LXH is the Lie derivative of flow of the vector field XF . This is the same as for a
hamiltonian symplectomorphism (2.7). Thus XF is an infinitesimal hamiltonian multisymplec-
tomorphism generated by F . If LXΩ = 0 for some vector field X then X is a multisymplec-
tomorphism which is locally hamiltonian. We define Hd−1(M,Ω) to be the set of hamiltonian
d − 1-forms, Ham1(M,Ω) to be the additive space over R of hamiltonian vectorfields. Note
that if another d − 1-form F ′ is closed (dF ′ = 0), then F + F ′ has then same unique hamil-
tonian vectorfields as F . This is the generalization of the fact that observables which differ
by a constant generate the same vector fields on phase space. Because Ω is 1-non-degenerate,
then Hd−1(M,Ω) modulo closed d − 1-forms, H˜d−1(M,Ω), is isomorphic to Ham1(M,Ω):
H˜d−1(M,Ω) ' Ham1(M,Ω)
3.2 Multi-Poisson brackets
The Poisson algebra of functions (observables) on phase space is a powerful tool in classical
mechanics and is the starting point for canonical quantization where a mapping of the Poisson
algebra to a Lie algebra on a Hilbert space is sought. Is there a comparable structure for
observables on multiphase space? In this subsection an obvious generalization of the Poisson
brackets is studied. This object is used in this chapter, the chapter on multisymplectic BRST,
and in the chapters on the topological sigma model. Other brackets are examined in the
appendix.





∗piµdxµ , which are forms rather than functions on which the brackets would act. In keep-
ing with our approach to keep the most tractable formalism for use in the examples later,
rather than generality, observables are usually covariant 0, d − 1 or d-forms built up from
objects like ui, pµi d
d−1xµ, ∗pµidxµ. Usually we will have observables linear or quadratic in the
multimomenta.
We are seeking to keep certain properties, in particular the Jacobi identity and the derivation
property on products, for at least generators of symmetry transformations. Starting from
the multisymplectic d+ 1 form, we note that hamiltonian p-forms have corresponding (d− p)
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hamiltonian multivector fields. Certain form degrees are of particular interest: 0 or d-forms
such as the DDW (DeDonder-Weyl) Hamiltonian, and the field observables ui, which has a
corresponding d-degree Hamiltonian multivector field. In the case of the DDW Hamiltonian, we
expect the d-degree Hamiltonian multivector field to represent the tangent to the trajectory
in multiphase space. We are also interested in (d − 1)-forms such as the multimomentum
pµi d
d−1xµ which has a corresponding 1-degree Hamiltonian vector field. This case of interest for
infinitesimal symmetry algebras where the symmetry acts by a vector field on multiphase space.
We are also interested in 1-forms such as the ui,µdx
µ and ∗pµidxµ which have a corresponding
d− 1-degree Hamiltonian multivector.
In section B.3, ‘Functional form of hamiltonian d−1-forms’, the brackets {G,F} := XGyXF yΩ =
XG y dF are calculated directly using the most general functional form of the hamiltonian
d − 1-form. The structure of Ω strongly constrains the functional form of the components of
the vector field XF and the d − 1 form F . This is investigated writing out the most general
expansion of XF y Ω = dF in a coordinate basis and then identifying the components on each
side of the equation. This calculation of the multi-Poisson bracket may possibly serve as a
definition of the brackets for the more general case of d − 1-form observables which are not
hamiltonian. This is the following:
Multi-Poisson brackets on covariant multiphase space
A natural generalization of the Poisson bracket to the covariant multiphase space setting is the
directional bracket, an antisymmetric bilinear binary operation on functions on the covariant
multiphase-space bundle over spacetime. This is the set, for α = 0 . . . d − 1, of d Poisson
brackets, which we call the multi-Poisson (or directional-Poisson) bracket:

























where the exterior derivative dv here is the vertical exterior derivative on the fiber of the








antisymmetric bivector field constructed on the multiphase space with coordinates (ui, pαi ).
This family of brackets parametrized by the spacetime directional index α can be written
more geometrically as a horizontal 1-form {f, g}αdxα, or as a d − 1 multivector acting as a
biderivative in the vertical directions:
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= d∂ x dxα = (−1)d dxα y d∂
(3.11)
∂̂
∂xα means that the factor
∂
∂xα is omitted from the exterior product.
[See section 1.3 for conventions on symbols in differential geometry in use in this thesis.]
The multi bracket may be written as a multivector operator which acts as a derivative in the
fiber directions on a pair of functions f, g:
{f, g} := f
←
dv x Π y
→
dvg = −dvf x Π y dvg = f · Π · g










) · g (3.12)
If f or g are spacetime forms then they contract with the spacetime multivector factors of









Some more detail on this bracket, including the definition of brackets with grassmann odd
coordinates on multiphase space is in appendix B.1.
DeDonder-Weyl equations expressed using brackets
With the multi-Poisson brackets, the DeDonder-Weyl (DDW) equations of motion (3.48)
(which are the analogue of the Hamilton’s equations of motion and are the multiphase space
equations of motion for fields) may be written in a similar way as Hamilton’s equations with
Poisson brackets. We do this showing the various ways this may be written in the notation of
differential geometry.
The first DDW equation is
∂αu
i ≈ {ui,H}α = ∂H
∂pαi
(3.13)
which can be written as
dui = ∂αu
idxα ≈ {ui , Hddx} = {ui , H } = ∂H
∂pαi
dxα = ∂α ∧ ∂
∂pαi
y dH (3.14)
The second DDW equation is
δββ ∂αp
α




which can be written as









dx ≈ {pαi ,H}αddx = d{pαi dxα , H ddx}
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= d{p
i
, H } = d{pαi dxα , H } ddx = −
∂H
∂ui








In dui and dp
i
, the exterior derivative d is acting on a section in the multiphase space, i.e.
functions or forms on spacetime, representing a particular covariant multiphase field configu-
ration which satisfies the DDW equations. The above are the DeDonder Weyl equations of
motion for such field configurations.
Summarizing, to emphasize the parallel with Hamilton’s equations of motion expressed using
Poisson brackets, we succinctly write the DDW equations as ‘multi-Hamiltonian equations of
motion’:




, H } (3.17)
However, unlike in Hamilton’s mechanics, one cannot write dO ≈ {O , H } for arbitrary
observables O.
Combining left hand sides of these equations into one expression:







i(x)] dxα ∧ ∂
∂ui
)
∧y dpβj ∧ duj ∧ dxβ
= ( [∂αZ




where ZK are the coordinates of the fibers over spacetime of covariant multiphase space. Ω is
the multisymplectic form.
Now combining right hand sides of these equations into one expression:
∂H
∂ui
dui ∧ ddx + ∂H
∂pαi
dpαi ∧ ddx ≈ dH (3.19)
We have the DeDonderWeyl equations of motion:
( [∂αZ
K(x)] dxα ∧ ∂
∂ZK
)
∧y Ω ≈ dH (3.20)
Algebraic properties
The multi-Poisson bracket is antisymmetric:-
{A,B}αdxα = −{B,A}αdxα (3.21)
Bilinear for coefficients constant on the multiphase-space fiber:-
{k1A, k2B}αdxα = k1k2{A,B}αdxα (3.22)
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Has the Leibnitz rule for products of functions on multiphase space:-
{A,BC}αdxα = C{A,B}αdxα +B{A,C}αdxα (3.23)
The Jacobi identity:-
Given two binary operations {· , ·}α, {· , ·}β , we define the jacobiator Jαβ(· , · , · ) by:
Jαβ(A,B,C) := {{A,B}α, C}β + {{B,C}α, A}β + {{C,A}α, B}β (3.24)
The jacobiator with the multi-Poisson brackets of a cyclic triple (A,B,C) of functions on
multiphase space is
Jαβ(A,B,C) := {{A,B}α, C}β + {{B,C}α, A}β + {{C,A}α, B}β (3.25)
If α = β are the same direction then we recover the Jacobi identity on Poisson brackets
Jαα(A,B,C) = 0. For g
αβ a symmetric tensor, gαβJαβ(A,B,C) = 0. So Jαβ(A,B,C) are
components of a spacetime horizontal 2-form, J(A,B,C) := dxα ∧ dxβJαβ(A,B,C).
3.2.1 Extended multi-Poisson brackets on multiphase space
Now we look at the multi-Poisson bracket defined on multiphase space which has an extra
coordinate p, as opposed to covariant multiphase space above.
A natural generalization of the Poisson bracket in the multiphase space is the directional
bracket, an antisymmetric bilinear binary operation on functions on the multiphase-space bun-
dle over spacetime. This is the sequence, for α = 0 . . . d − 1, of d brackets, which we call the
extended multi Poisson (or directional Poisson) bracket on multiphase space:


















































This family of brackets parametrized by the spacetime directional index α can be written more
geometrically as a horizontal 1-form {˜f, g}αdxα or a d− 1 multivector:
{˜f, g} := d∂ x {˜f, g}αdxα = (−1)d {˜f, g}αdxα y d∂ = {˜f, g}α∂α (3.27)
In this bracket the spacetime derivatives need to be viewed as underspecified:
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Because multiphase-space is a bundle over spacetime, the partial derivative with respect to
spacetime is not fully defined, because the notion of a horizontal direction ∂∂xα , with u
i, pαi ,
and p constant, is not defined - unless we have a connection. So we cannot write {˜ui, ·} = ∂∂pαi ,
because we cannot assume ∂u
i
∂xα = 0. Rather we write {˜ui, ·} = ∂∂pαi + (∂
1
αu
i) ∂∂p , where the
horizontal direction ∂1α which projects to ∂α vector on the base space is yet to be determined.
This is seen below where ui is simply the fixed coordinate function on multiphase space and
solving the bracket equation for the solution ui(x) from ∂αu
i amounts to finding the horizontal
direction ∂1α.
With the multi Poisson brackets, the DeDonder-Weyl equations of motion may be written
in a similar way as Hamilton’s equations are using Poisson brackets, with the Hamiltonian
constraint function H = H− p (employing various notations) :
The first DeDonder-Weyl equation (DDW1):













− ∂1αui ↔ (3.28)




dxα − ∂1αuidxα = ∂α ∧
∂
∂pαi
y dH − d1ui (3.29)
The second DeDonder-Weyl equation (DDW2):













δαα − δββ ∂2αpαi ↔ (3.30)
0 ≈ {˜pαi , H}αddx = {pαi ,H}αddx − δββ ∂2αpαi ddx = {˜pαi dxα , H ddx} =








ddx δαα − δββ ∂2αpαi ddx = −
∂H
∂ui
δαα − δββ d2(pαi dxα) =
= − ∂
∂ui
y dH δαα − δββ d2pi (3.31)
In these brackets, H is viewed as a specified function on multiphase space, and so are ui and pµi
just coordinate functions on multiphase space, rather than functions on spacetime representing
solutions to the DDW equations. The equations above can be thought as determining the
connection ∂1α which specifies the actual spacetime derivatives ∂αu
i of solutions to the DDW1
equations and the the connection ∂2α which specifies the actual spacetime derivatives ∂αp
α
i of
solutions to the DDW2 equations. If, in the brackets above, we had used the partial derivatives
∂α, keeping u
i and pαi constant, then of course we would have ∂αu
i and ∂αp
α
i = 0 when
calculating the brackets with the coordinate functions ui and pµi .
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Summarizing, to emphasize the parallel with Hamiltons equations of motion, we succinctly
write the ‘multi-Hamiltonian equations of motion’:
0 ≈ {˜ui , H } and 0 ≈ {˜p
i
, H } (3.32)
3.2.2 Multiphase-space brackets of d− 1-forms
On a multisymplectic manifold we can define the skew symmetric Kanantchikov bracket [47]
between two hamiltonian d − 1-forms f and g, with corresponding hamiltonian vectorfields
Xf , Xg, similarly to (2.13):
{f, g} = −Xf yXg y Ω = −Xf y dg = Xg y df = (−1)ddf xXg = (−1)dXf y Ω xXg (3.33)
Note that {f, g} is a d− 1 form. This bracket has the Lie algebra homomorphism property
[Xf , Xg] y Ω = X{f,g} y Ω (3.34)
and the Jacobiator is
J{}(f, g, h) := {{f, g}, h}+ {{g, h}, f}+ {{h, f}, g} = d(Xf yXg yXh y Ω) (3.35)
The Jacobiator is an exact d − 1 form, so (H˜d−1(M,Ω), {, }) is a Lie algebra isomorphic to
(Ham1(M,Ω), [, ]). Note that the associative product of spacetime horizontal d− 1 forms over
a d dimensional spacetime is zero: f ∧ g = 0 so, as a Poisson algebra, the associative product
is trivial.
3.3 Multiphase space Lagrangian field theory
3.3.1 Legendre transformation
A Lagrangian density L which is first order in spacetime derivatives of the dynamical fields,




L(xµ, ui, ui,µ) ddx =
∫
B
L(xµ, ui, ui,µ) (3.36)
generates a Legendre transformation [28], called the extended covariant Legendre transforma-
tion,









where PL is the image, which is a bundle map over E from the jet bundle to the multiphase
space. For a Lagrangian density L(xµ, ui, uiµ) , the Legendre transformation maps points
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v = uiµ in the fiber of first jet space to the points FˆL(v) = pi = (pµi , p) in the fiber of the dual
jet space such that FˆL(v) is the affine approximation to L at v:
〈 FˆL(v),W 〉 = L(xµ, ui, v) + ∂
∂s
L(xµ, ui, v + s(W − v))|s=0
This can be written with local coordinates as
〈 pi,W 〉 = p+ pµiW iµ = L(xµ, ui, uiµ) +
∂L
∂uiµ
(W iµ − uiµ)ddx (3.38)
In the regular case, PL is a codimension 1 submanifold, H¯, of M defined by the equation





uiµ as a function on PL. The pull back of the
canonical forms on the multiphase space M, Θ˜ = dui ∧ pαi dd−1xα + p ddx and Ω˜ = −dΘ˜, to
the first jet bundle J1E via FˆL are respectively:











dx and Ω˜L = FˆL∗Ω˜ = −dΘ˜L (3.39)
This endows the jet bundle with a multisymplectic (in the regular case) or pre-multisymplectic
(in the non-regular case) d and d + 1 forms just as in symplectic mechanics the Legendre
transformation pulls back the canonical symplectic form from the momentum phase space to
the velocity phase space.
Similarly to symplectic mechanics, the integral of the multisymplectic d-form, Θ˜L above, on
the jet bundle over a spacetime field configuration (a prolonged section j1φ : B −→ E −→ J1E
on piB,J








L(j1φ) ddx = S[φ] (3.40)







L(j1φ)ddx = δξS[φ] = 0 (3.41)
is given by
δξL(j1φ) = j1φ∗(δξΘ˜L) = j1φ∗(ξydΘ˜L) = 0 (3.42)





in j1φ∗(ξydΘ˜L) = 0 we obtain, in local coordinates, the Euler-Lagrange

















In fact, the action S[ui(x)] of a field prolonged section (=path) CJ1E = (ui(x), ∂µui(x)) in
J1E is the integral of the extended canonical d-form Θ˜ over the constrained section CH¯ =
FL˜(CJ1E) inside the hypersurface H¯ embedded in the multiphase space, and of the d-form
(pµi ∂µu
i −H) ddx over the path CM = F L˜(CJ1E) in multiphase space, and of the d+ 1 -form











duiµ]∧ddx over the section CJ1E in the jet bundle, and (by defintion)












i−H(x, ui, pµi )) ddx =
∫
CJ1E
L ddx = S[CE ]
(3.44)
An infinitesimal variation YH¯ of the section CH¯ = FL˜(CJ1E) inside H¯ in extended phase space
changes the action by
δY S[CE ] = δY
∫
CJ1E




















If the variation vector field is zero, YH¯ = 0, on the boundary ∂C(H¯) of the section C(H¯), we
obtain
δY S[CE ] = δY
∫
CJ1E






iYH¯ Ω˜ = −
∫
C(H¯)
XH¯ yYH¯ y Ω˜ ddx (3.46)
where XH¯ is the tangent multivector of the time-parametrized path in multiphase space (the
reason for writing XH¯ explicitly in the integral is made clear in the next sentence).
If, in addition, the symplectic equations of motion, iXH¯ Ω˜ ≈ 0, in extended phase space hold
for the trajectory C(H¯), then the integrand is zero for any infinitesimal variation YH¯ of the
path, whose tangent multivector is XH¯ :
δY S[CE ] = δY
∫
CJ1E






YH¯ y (XH¯ y Ω˜) ddx ≈ 0 (3.47)
and so the action is at a stationary point when XH¯ y Ω˜ ≈ 0 , as shown in the appendix E
(Multivector picture).
3.4 Multisymplectic Hamiltonian field theory
The analogue of the Hamiltonian function on phase space and Hamilton’s equations of motion is
the DeDonder-Weyl ‘Hamiltonian’ on covariant multiphase space and the DeDonder-Weyl field
equations. The DDW Hamiltonian is obtained from a Lagrangian density as shown in section





uiµ − L as a function on covariant multiphase
space.
CHAPTER 3. MULTISYMPLECTIC FIELD THEORY 71
3.4.1 DeDonder Weyl (DDW) equations
The Legendre transformation (3.3.1) produces a DeDonder-Weyl (DDW) ‘Hamiltonian’ density
H(x, ui, pµi ) on PL. For a regular transformation, solutions ui(x) to the second order Euler-
Lagrange equations for the configuration space action S[ui(x)] are solutions to the following










(x, ui(x), pµi (x)) = 0 (DDW2) (3.48)
where pµi (x) is the Legendre transformation of the prolongation of u
i(x).
The DeDonder Weyl equations are the Euler Lagrange equations for a first order Lagrangian
density for a field in the same way as Hamilton’s equations of motion are for a first order
Lagrangian for a mechanical system (2.31) . The derivation of the DeDonder Weyl equations
from first order action is given in section 3.4.2.
Solutions of DDW equations viewed as a connection on covariant multiphase space.
Expressed more rigorously in the language of bundles, the DDW Hamiltonian ‘function’ on the
dual jet bundle is a section ΓH : J
1E∗ −→M. In local coordinates, a section
(xµ, ui, pµi , p) = ΓH(x
µ, ui, pµi ) = (x
µ, ui, pµi ,−H(xµ, ui, pµi )) (3.49)
of the bundle piJ




' J1E∗. The base space is the covariant multiphase
space above. Given the Lagrangian d-form L = Lddx, the Legendre transformation gives







µ) − L] ddx. The Uiµ is a
connection on the bundle piB,E , required because the DDW Hamiltonian function may only be
locally defined if the bundle piJ
1E∗,M is non-trivial.
ΩH is the multisymplectic form onM pulled back to J1E∗ via ΓH , ΩH = Γ∗HΩ = −d(−Hddx+
pµi du
i ∧ dd−1xµ). An Ehresmann connection E on some subset C ⊂ J1E∗ of the bundle
piJ
1E∗,B : J1E∗ −→ B, may be viewed as a degree d horizontal multivector field X¯E defined on
the subset C. If the equation X¯E y ΩH = 0 holds in some subset C ⊂ J1E∗, then X¯E is said
to be the generalized Hamiltonian connection for H on the set C.
If a section v of the bundle piJ
1E∗,B : J1E∗ −→ B, v(x) = (xµ, vi(x), vµi (x)), has a tangent space
which is horizontal in E and satisfies X¯E yΩH = 0 on C ⊂ J1E∗, then the section satisfies the
DDW equations on C: ∂v(x)∂xµ =
∂
∂xµ (x
µ, vi(x), vµi (x)) ≈ (d, ∂H∂pµi ,−
∂H
∂vi ). Clearly the Ehresmann
CHAPTER 3. MULTISYMPLECTIC FIELD THEORY 72
connection E must be flat (integrable) on that part of the section which is in C (see appendix
E).
3.4.2 Multiphase-space action
The covariant multiphase-space action defined to be:
SMP [u







i −H) ddx (3.50)
where H = H(x, ui, pµi ) is the DDW Hamiltonian.
The variation of the covariant multiphase-space action due to a general infinitesimal variation,
δpµi (x), δu
i(x), δxµ(x), of the fields, multimomenta, and coordinates of a partial section ΓJ1E∗




























































where Sµ is the surface element of the spacetime boundary ∂ΓJ
1E∗ of the partial section ΓJ1E∗






− (∂µpµi + ∂H∂ui ) = δLMPδui . The current Tµδ := δuipµi + LMP δxµ = δuipµi + (pκi ∂κui −H)δxµ
is the flow of action produced by the variation δ. Hµ := ∂H∂xµ .
If δS = 0 for all infinitesimal variations δpµi and δu
i ( but δxµ = 0) around a given prolonged
section, with δui = 0 on the boundary ∂ΓJ1E∗, then it can be seen that Epµi = 0 and Eui = 0,
which are the the DeDonder Weyl equations (3.48), must hold. Solving the DDW equations
for the multimomenta and substituting for the multimomenta in the integrand of the covariant
multiphase-space action gives back the original Lagrangian density corresponding to H: L =
pµi ∂µu
i −H (which is the inverse Legendre transformation) as functions of (x, ui, uiµ).
Similarly the integral of the multisymplectic d-form over a spacetime field configuration (a








L(j1φ)ddx = S[φ] (3.52)
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L(j1φ)ddx = δξS[φ] = 0 (3.53)
is given by
δξL(j1φ) = j1φ∗(δξΘ˜L) = j1φ∗(ξydΘ˜L) = j1φ∗(ξyΩ˜L) = 0 (3.54)





in j1φ∗(ξydΘ˜L) = 0 we obtain, in local coordinates, the Euler-Lagrange









An application of the multiphase space action in QFT is shown in section 3.5.
3.4.3 Multiphase-space action variation expressed using extended multi-
Poisson brackets
The multiphase-space action variation above (3.51) can be expressed using extended multi-
Poisson brackets (3.26) and (given the restriction on the form of H = H− p specified below in


















δxµ ] ddx +
∫
∂ΓJ1E∗




[ −{˜ui, H}µδpµi + {˜pµi , H}µδui − {˜p ,H}µδxµ ] ddx +
∫
∂ΓJ1E∗




[−{˜ui , T˜µν }µδpνi + {˜pνi , T˜µν }µδui − {˜p , T˜µν }µδxν ] ddx+
∫
∂ΓJ1E∗
(δuipµi +LMP δxµ )dSµ
(3.55)
where LMP := pκi ∂κui − H. The variational principle gives the DDW equations of motion
(3.67) expressed with extended multi-Poisson brackets.
3.4.4 Energy momentum tensor
The above variation (3.51) is now expressed for the case of infinitesimal spacetime translation
δxν(x):
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[ { (Epµi ∂νp
µ
i + Eui∂νu
i −Hν } δxν + ∂µ(Tµνδxν ) ] ddx (3.57)




ν) = ∂µ(( ∂νu
ipµi − (pκi ∂κui −H)δµν )δxν) (3.58)
where
Tµν := ∂νu
ipµi − (pκi ∂κui −H)δµν = ∂νuipµi − LMP δµν (3.59)
is the energy-momentum tensor expressed with multimomenta as well as partial derivatives of
the fields.
When the DDW equations hold and H is not explicitly a function of spacetime xµ and if






ν = 0 and so
Tµν is a set of conserved currents.
Spacetime variations are used for studying certain spacetime symmetries such as the Poincare
group of symmetries on Minkowski space. This was done in the subsection on the energy-
momentum tensor in the section 2.3 on Lagrangian field theory.




(x, ui(x), pµi (x)). Thereby we obtain a covariant multiphase-space definition of the energy-
momentum tensor density which does not involve derivatives of the fields, so that Tµν becomes
a ‘function‘ (observable) on covariant multiphase space. (More precisely, a spacetime tensor
density on covariant multiphase space.)











µ′ν + H δµν (3.60)
where the following notation is used: the strain observable U iν := ∂H∂pνi , the multiphase-space






ν − δµν δν
′
µ′ .
Calculating the multi-Poisson bracket (defined in section 3.2) of a general function O on mul-
tiphase space with the energy momentum tensor:
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For O = ui and O = pνi we obtain






























c . . ., where g
abc...
αβγ...(u) is symmetric for all exchanges of up-down pairs of
indices, such as gabc...αβγ... = g
acb...
αγβ... etc. In that case, we have as desired
{uj , ˜Tµνdxµ} = ∂H
∂pνj
≈ ∂νuj . (3.65)
This shows that the multiphase-space energy momentum tensor T˜ generates the DDW equa-
tions of motion, via the multi-Poisson bracket. In one dimensional spacetime, where the
multiphase-space mechanics reduces to Hamiltonian mechanics, the energy momentum ten-
sor above is the Hamiltonian function, and the multi-Poisson brackets are the Poisson brackets
with which the Hamiltonian generate Hamilton’s equations. So the multiphase-space energy






δxν can be viewed as a




Using the multiphase-space energy momentum tensor T˜µν above defined on covariant multi-











νµ′ + H δµν (3.66)
which can be used to write the DeDonderWeyl equations of motion in the form
0 ≈ {˜ui , T˜µνdxµ } and 0 ≈ {˜pνi , T˜µνdxµ } (3.67)
The energy momentum tensor appears as the generator of spacetime translation in the next
section.
3.5 Application of multiphase space action in QFT
In this section we examine the functional integral of the complex exponential of the multiphase
space action, relating it to the Feynman functional integral in QFT, and conjecture a notion
of quantum operators insertions in spacetime.
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The Dirac canonical quantization of fields is based on the phase space Hamiltonian formalism
in classical mechanics and has the same features - in that it singles out time from space and is
not inherently local - whereas multiphase space is inherently covariant and local in spacetime.
The Feynman functional integral based on a Lagrangean density from classical field theory
can be manifestly covariant, but has the disadvantage that unitarity and the Hilbert space
structure is not manifest.
In particular, the well known Feynman configuration space path integral can be obtained from
the path integral of fields with a multiphase space Lagrangian density, and this can be employed
to investigate the meaning of multimomentum operators and multi-brackets in quantum field
theory, as sketched below. It then may be possible to develop a covariant QFT operator algebra
on manifolds, as a generalization of the Lie algebra of operators in the Heisenberg picture of
QM. The algebra has a natural d-dimensional manifold structure, arising from the fact that an
infinitesimal multi-evolution operator sits at each point of spacetime and ‘multiplies’ nearest
neighbours, as a generalization of the time-sequence of products of the time-sliced evolution
operator. These could be defined using discretized functional integrals on multiphase space.
In this section we will limit ourselves to describing, without giving the precise derivation, how
path integrals on multiphase space are equal to the usual configuration space path integrals, in
the case that the DDW Hamiltonian in the multiphase space Lagrangian density is quadratic
and non-degenerate in the multimomenta.
We start with a reminder of the straightforward construction of the Feynman quantum path
integral for particles starting from the canonical operator formalism. This leads, in the first
instance, to a path integral over all paths in phase space of the complex exponential of the
phase space action, where the Hamiltonian of the system appears in the phase space Lagrangian.
When the phase space Lagrangian is of a suitable form, quadratic and non-degenerate in the
momenta in the simplest case, the momenta can be integrated out (as a gaussian integral),
leaving the Feynman path integral on configuration space of the complex exponential of the
usual configuration space action. This is the usual Feynman path integral. We can use the same
construction on fields, by firstly discretizing the spatial coordinates of the field, and considering
the discrete spatial parameter as similar to labelling different particles. We then go over to the
continuum limit on the integrals, making the discretization denser and obtain in the limit the
functional integral of the complex exponential of the action of the field configurations. Starting
from the latter, one could consider reversing this process to constuct a path integral with
auxiliary variables, the momenta, to eliminate the time derivative instead, thereby recovering
the functional integral of the complex exponential of the phase space Lagrangian. This, of
course, is the same phase space path integral above constructed from the canonical formalism.
Now, the point here is, one could also consider continuing this process by eliminating the spatial
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derivatives of the field as we did the time derivatives. This is done the same way as was done to
the time derivative - by introducing extra auxiliary variables - and we would, in fact, thereby
obtain the functional integral of the complex exponential of the multiphase space action, with
the DDW Hamiltonian of the classical fields, and the extra variables are multimomenta. This
is explained in a little more detail in the next paragraph.
In a little more detail we expand the sketch in the previous paragraph. We start with sum-
marizing how the usual Feynman path integral is constructed from the canonical Hamiltonian
formalism: In canonical QM, the unitary evolution operator U(T ) = exp i~HT , where H is the
quantum Hamiltonian operator, which acts to change the state at time 0 to the time-evolved
state at time T is factorized into the product of a large number, N = T/δt, of infinitesimal-time




~δtH). For a state Ψ(t), this is the Schrodinger
equation dΨdt =
i
~H(qˆ, pˆ)Ψ(t). If one were to discretize the factors U(δt) as K by K matrices,
then the entire calculation could be performed as a sum of KN products, each product having
consisting of N matrix elements as factors, one from each matrix in the sequence. Each of these
products is a path P through the sequence of matrices from discretized time i = 0 to time
i = N , where the position of this path at time i is ki(P) ∈ {1, . . . ,K} and the corresponding
ith factor of the product at this point of the path P is the matrix element U(δt)kiki+1 . In
the continuum limit, this is the starting point of the path integral fomulation of QM, and
each term (path) in the sum turns out to be the complex exponential of the classical phase
space action for that path: eiSP [P]/~ (ignoring issues to do with the measure when the sum
over paths is now a functional integral). We now on consider the system to be a field with
an infinite number of degrees of freedom parametrized by the spatial coordinates: If one were
to integrate out (before going to the continuum limit) the momentum variables for a simple
quadratic dependance of the Hamiltonian on the momentum, the contribution of each path
is now the complex exponential of the classical action for each path: eiS[P]/~ (again ignoring
issues to do with the measure, and constant factors). The main effect of integrating out the
momenta is to replace the
∫
pa∂tφ




2 |∂tφa|2dxd−1. If, instead of integrating out the momenta, we do the reverse process,
as suggested in the previous paragraph, and convert the squared spatial derivatives 12∂iφ
a∂iφa




i with extra auxiliary variables p
i
a we would, in fact, obtain
a path integral
∫
D[ui(x), pµi (x)] e
i
~SMP [u
i(x),pµi (x)] of complex exponentials of the multi-phase
space action.
This suggests that the multiphase space formalism is a natural one for quantum functional
integrals of fields, in some analogous way that, for particles, the phase space path integral can
be naturally constructed from the canonical operator formalism. It is therefore interesting to
investigate whether there might be an analogue of the phase space canonical operator formalism
using multiphase space.
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Local operators in spacetime
In canonical QM, operator ordering amounts to time ordering of insertions of operators in the
path integral formulation of QM. This can be generalized to functional integration of fields in
covariant QFT, where spacetime ordering of insertions of observables at the same spacetime
points corresponds to operator ordering with a directional parameter µ.
We can now define a local operator Oˆ = O(qˆip, pˆµip) at the point p = (txyz) in Minkowski space
via matrix elements calculated from this functional integral in the same way as ordinary QFT:
< q(0)|Oˆ(txyz)|q(T ) > =
∫ q(T )
q(0) all paths P in MPS
D[P] O(q(txyz), pµ(txyz)) eiSMP [P]/~ (3.68)
O is a function of the fields q(txyz) and of the multimomenta pµ(txyz) and their spacetime
derivatives. The difference with ordinary QFT is that in the latter one starts with local oper-
ators and shows that inserting time-ordered operators is equal to inserting the corresponding
classical observables in the path integral on the right hand side. In the multimomentum setting
we can use the path integral to define operators and to obtain operator identities. In partic-
ular, the multi-Posson brackets of observables correspond to directional commutator brackets
of observables.
This definition can be generalized to non-local operators in the same way that in ordinary QFT
insertions into path integrals correspond to time-ordered operators T [O], so here the spacetime
ordering of operators is indicated by the S[] notation:
< S[Oˆ] > =
∫ q(tf )
q(ti) all paths P in MPS
D[P] O eiSMP [P]/~ (3.69)
Examples of observables of interest to be inserted into the functional integrals and be promoted
to operators are the fields qi, the multimomenta pµi , the DDW Hamiltonian H the energy
momentum tensor Tµν , multi-brackets of observables, and the DDW equations of motion. It
turns out that the results are what would be expected if the formalism works: the multi-
bracket result is {qi, pµ}ν = δµν , the DDW equations of motion hold, the multi-Poisson bracket
i~{A,B}ν has the same effect as inserting the operator A immediately to the left (decreasing
coordinate in the direction ν) to operator B in the lattice and subtracting the same thing with A
and B reversed: i~{A,B}ν −→ [Aˆ, Bˆ]ν . Spacetime translation is obtained by {O, Tµν }µ = ∂νO,
so the energy momentum tensor generates translation.
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3.6 Symmetries and constraints in multiphase space
This section is analogous to section 2.4 ‘Symmetries and constraints’, but generalized to mul-
tiphase space. We will examine the theory of fields with primary and secondary constraints
which is necessary for Yang-Mills fields. Then we will look at the abstract theory of hamiltonian
multisymplectomorphism group actions on multisymplectic manifolds and Marsden-Weinstein
reduction. After short summaries of examples of mutisymplectic field theories in the appendix
we develop at length the example of multisymplectic non-abelian Yang-Mills field theory.
3.6.1 Symmetry: multiphase-space Lagrangian
A variation δ in a path in a configuration action can be extended to the multiphase-space
action, by ensuring that the variation of the multimomenta is consistent with the equations of
motion (the Euler-Lagrange equations for the multiphase-space Lagrangian density which are
also the DDW equations).
We assume the set of symmetries on the multiphase-space action form a group. The group
may be discrete - such as time reversal and space inversion symmetries - but we will concern
ourselves here with continuous symmetries forming Lie groups. The corresponding vector space
of infinitesimal symmetries around the identity will form a Lie algebra. From the Lie algebra
it is possible to reconstruct the part of the Lie group connected to the identity, therefore in
studying symmetry it is often only necessary to deal with the Lie algebra and its (infinitesi-
mal) action rather than the full group of symmetries. Often it is convenient to consider one
dimensional subgroups of the Lie group of symmetries, i.e. a one parameter group.
If the multiphase-space action is invariant under some continuous group of symmetries then it
is necessary to distinguish between two different situations (1) global symmetries and (2) local
symmetries.
(1) If the symmetry is a continuous one parameter group of symmetries, then we first consider
the case of a global symmetry where each path is mapped into another path, with different
starting values. To this kind of symmetry is associated a spacetime d−1-form multiphase-space
observable which is a conserved current on trajectories, that is, evolutions (paths) which obey
the DDW equations of motion. This is Noether’s theorem on multiphase space. Specifically,
if the infinitesimal symmetry variation has δSMP [q
i(x), pµi (x)] = 0 then equation (3.51) shows
that, when the Euler-Lagrange equations are satisfied,
0 = δSMP [q










i −H)δxµ ) ] ddx









( δuipµi + (p
κ
i ∂κu
i −H)δxµ ) dSµ (3.70)
When the DDW Hamiltonian density H is not explicitly a function of spacetime coordinates,




i − H)δxµ is a conserved current, ∂µJµ = 0, on a trajectory. This situation
often arises from physical symmetries such as space-translation symmetry where the energy-
momentum tensor density (3.60) is the corresponding conserved current. When there is a
symmetry group, we will have a set of conserved currents indexed by a basis of the Lie algebra
of the symmetry: Jµa and a particular global infinitesimal variation with parameters (f
a) will
be associated with a current faJµa .
(2) A local gauge symmetry is a continuous group of symmetries where a trajectory can be var-
ied locally and independently at each point in spacetime with the action remaining unchanged.
In this case, the fields at the spacetime boundary can be kept fixed, but, by hypothesis, the
configuration can be changed continuously in the interior without changing the action. This is
a situation where the action functional does not have a unique distinct stationary point (tra-
jectory), for given boundary values. In this case the Euler-Lagrange equations fro the fields
will be degenerate and the action principle is not sufficient to specify one trajectory, and thus
there will therefore be a class of trajectories which satisfy the action principle for given fixed
boundary values. One may view this as an incompletely specified field model, or alternatively,
a model where more degrees of freedom are used to specify the system than are strictly nec-
essary to specify the physical configuration. The extra non-physical degrees of freedom is the
gauge freedom to vary observables and trajectories, without changing the gauge class of that
trajectory, each class representing one physical trajectory. A well known example are covariant
general relativistic actions where there is the gauge freedom of varying the underlying space-
time coordinate system - embodying a geometrical principle of general coordinate invariance.
In these cases there are gauge degrees of freedom which are not physical.
The abstract relationship between the original multiphase space with symmetry and the phys-
ical reduced multiphase space in terms of multisymplectic manifolds is a generalization of as
Marsden-Weinstein reduction [6] described in the section (3.6.3).
3.6.2 Field theory with primary and secondary constraints
This section will be used in the multiphase-space BRST technique later for Yang-Mills fields
which have primary and secondary constraints. The BRST model is constructed from the con-
straint algebra, so we are interested in whether the multibrackets have the requisite properties
to function as a Poisson algebra in BRST. In fact, as we shall see here, the very simple structure
of the observables involved allow the multibrackets to give the right algebra.
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Here we examine a system with primary and secondary, but not tertiary, constraints. To start
with some conclusions of this section: 1) secondary constraints are not truly constraints in
that they are not fixed in the same way primary constraints are, 2) secondary constraints are
conserved (Noether) currents.
We start with a field action which is invariant under the infinitesimal gauge variation of the









a(u) are functions specifying the
gauge variations. Then the variation of the action is:
0 = δS = δ
∫
L(u(x), uµ(x), x) ddx =∫
[( ∂µ
a(x)Siµa (u(x)) + 
a(x)Ria(u(x)) ) Li(u(x), uµ(x), x)
+ ( ∂α∂µ



















Because we impose the condition that the action is invariant for arbitrary functions a(x), the
coefficients of the zeroth, first and second derivatives above must be pointwise constant:




i = 0 (3.72)








i = 0 (3.73)
Si(µa P
α)
i = 0 (3.74)




i ) ≈ 0 is true when the Euler-Lagrange equations hold. Jµa :=
RiaP
µ
i are the conserved Noether currents. The third equation (3.74), when the Legendre







i = 0. We define the primary generator T
(1)µα
a = Siµa p
α











Because the T ’s are linear in the multimomenta it can be seen (as in section D.1) that this




a ≈ {T (2)αa dxα,H} = 0 (3.75)
and the non conservation of the primary generator:
∂νT
(1)αν
a ≈ {T (1)ανa dxν ,H} = T (2)αa (3.76)
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The form of the gauge generator, for the infinitesimal gauge variation δ, in a system with
primary and secondary constraints is :
T = ∂ν
a(x)T (1)νa + 
aT (2)a = ∂ν











a are the primary constraint and T
(2)
b are the secondary constraint d− 1 -forms.
This can be seen by explicitly calculating the variation using the generator above (Note that
we are only requiring the multibracket to have ‘nice’ properties when acting on observables of
the form f i(u(x))p¯i = f
i(u(x))pµi dxµ ) :
δ(f
i(u(x))p¯i) = {T, f i(u(x))p¯i} = {∂νa(x)Siνa p¯i + aRiap¯i, f i(u(x))p¯i}
= ∂ν
a(x){Siνa p¯i, f i(u(x))p¯i}+ a{Riap¯i, f i(u(x))p¯i}
= ∂ν
a(x)(p¯i{Siνa , p¯j}f j(u(x)) + Siνa {p¯i, f j(u(x))})p¯j





j − Siνa f j,ip¯j) + a(p¯iRia,jf j −Riaf j,ip¯j)
= [∂ν
a(Siνa,jf
j − Sjνa f i,j) + a(Ria,jf j −Rjaf i,j)]p¯i (3.78)
where f,i := df/du















a are of the simple form T
(1)νµ




i dxµ and T
(2)µ





which is linear in the multimomenta, the multibrackets act like Lie brackets if the gauge







2(x) where the corresponding action is δ3 = [δ2 , δ1 ].
The fact that there is a Lie algebra map between (δ, [, ]) and (T
(2), {, }) is shown in section
D.1, in the context of a global symmetry. This can be applied here because we are assuming
that the structure constants do not vary.
Collecting together the brackets we have
{T (1)αa ,H} = T (2)αa (3.82)
{T (2)a ,H} = 0 (3.83)
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If the generators have the same bracket algebra as the Lie algebra then the following must
hold:
{T (1)αa , T (1)βb } = 0 (3.84)
{T (1)αa , T (2)b } = −f cab T (1)αc (3.85)
{T (2)a , T (2)b } = f cabT (2)c (3.86)
The constraint algebra above will be invaluable for constructing the BRST observable for
Yang-Mills later in the next chapter.
3.6.3 Hamiltonian constraints and Marsden-Weinstein multisymplec-
tic reduction
Lie group action on a multisymplectic manifold
We will consider a certain class of symmetries: diffeomorphisms of a multisymplectic manifold,
which are also multisymplectomorphisms or exact multisymplectomorphisms. These will be the
action of a Lie group G, on the multisymplectic manifoldM, which preserve the multisymplectic
form. These which will lead to a constraint submanifold MG ⊂ M which is a premultisym-
plectic submanifold of M. This submanifold is in turn foliated by the orbits of the symmetry
transformation. Under the conditions that the action is free and proper, the space of orbits
(displaying various notations seen in the literature), MG/G = (MG)G =: M//G =: M˜ =: MGG,
is a manifold or an orbifold with a multisymplectic form inherited, via the embedding, from the
original multisymplectic manifold, and is denoted the reduced multiphase space. This reduced
multiphase space may be the physical multiphase space, whereas the original multiphase space
has non-physical gauge or symmetry degrees of freedom, which it may be necessary or useful
to retain for part of the study of the system, but from which we finally want to obtain the
dynamics on the reduced multiphase space. We will deal with multisymplectomorphisms which
are also hamiltonian - that is, the action infinitesimal generators of G are infinitesimal flows
on M which are hamiltonian vector fields (whose hamiltonian ‘functions’ are d− 1-forms). We
also want to have generalized hamiltonian vector fields, whose hamiltonian ‘functions’ are more
than simple d − 1-forms. We will also deal with multisymplectomorphisms which are Poisson
as well as hamiltonian - that is, the Lie algebra of the infinitesimal generators of G map to the
multiPoisson algebra of the hamiltonian d − 1-forms corresponding to the infinitesimal flows
on M of a hamiltonian action.
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Hamiltonian action
First the notion of hamiltonian multisymplectomorphism is defined.
The equation XF y Ω = dF , where F is a given spacetime d − 1-form on a multisymplectic
manifold (M,Ω), if it has a solution XF , the solution will a vector field XF = {·, F}, and
this vector field is unique because Ω is non-degenerate by definition. The vector field XF on
M is denoted the hamiltonian vector field generated by the hamiltonian d − 1-form F . This
vector field, as an infinitesimal transformation of the manifold, is an infinitesimal multisym-
plectomorphism of (M,Ω) because: LXF Ω = XF y dΩ + d(XF y Ω) = XF y 0 + ddF = 0
(because dΩ = 0 by definition and dd = 0, the property of the exterior derivative). Such a
multisymplectomorphism is called a hamiltonian multisymplectomorphism.
Conversely, any vector field XF which satisfies the equation XF yΩ = dF for some F is called a
hamiltonian vector field and is a generator of a one dimensional Lie group of global hamiltonian
multisymplectomorphisms of M, the flow of the vector field XF . F is called the hamiltonian
d − 1-form or observable corresponding to the hamiltonian vector field XF . The hamiltonian
d − 1-form F corresponding to the hamiltonian vector field XF can have an arbitrary closed
form added to it, without changing the relation XF y Ω = dF , because the relation involves
dF rather than F .
Note that a arbitrary multisymplectomorphism Y has 0 = LY Ω = Y y dΩ + d(Y y Ω) =
d(Y yΩ) =: dωY so ωY := Y yΩ is closed d-form. By the Poincare lemma, for any d-form ω on
any contractible open submanifold of M, there will exist a d− 1-form h such that dh = ω. In
our case this means that there exists locally a hamiltonian d−1-form hY such that dhY = Y yΩ.
In the case of an exact multisymplectomorphism, LY Θ = 0, where Ω = −dΘ, described in the
examples below, the hamiltonian form is constructed directly from the hamiltonian vector field
as hY = Y y Θ.
If the d-form Xξ y Ω = ξ is closed rather than exact, the vector field Xξ is called a locally
hamiltonian vector field and is a generator of a one dimensional Lie group of local multi-
symplectomorphisms of M. ξ is called the hamiltonian d-form corresponding to that locally
hamiltonian vector field. On a contractible open patch a locally hamiltonian vector field is
hamiltonian. If g is a Lie algebra acting on a multisymplectic manifold by such infinitesimal
hamiltonian multisymplectomorphisms, then there is a hamiltonian vectorfield XηM and ob-
servable (called a constraint in this context) hη corresponding to each element η ∈ g. Such an
action is called a hamiltonian action h of the Lie algebra and there is a hamiltonian map from
the Lie algebra to the space of spacetime d− 1-forms on M.
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Multi-Poisson brackets
The hamiltonian map from the Lie algebra of a hamiltonian action to the space of spacetime
d−1-forms onM is a linear map over R and suggests that there is a Lie algebra homomorphism
from the Lie algebra of the symmetry group, the Lie algebra of the symmetry vector fields and
some Lie algebra of the corresponding hamiltonian d− 1-forms, where the hamiltonian d− 1-
form h[Xa,Xb], corresponding to the Lie bracket [Xa, Xb] of the symmetry vector fields Xa, Xb,
(i.e dh[Xa,Xb] = [Xa, Xb] yΩ), is the result of a bracket operation between the two hamiltonian
d− 1-forms hXa and hXb :
h[Xa,Xb] = {hXa , hXb} (3.87)
The bracket is defined via the corresponding vector fields Xa, Xb:
{hXa , hXb} := Xa y dhXb = Xa yXb y Ω (3.88)
This bracket is clearly bilinear and antisymmetric from the definition.
In fact in the case of exact multisymplectomorphisms, LXF Θ = 0, where Ω = −dΘ (see below in
examples), such a Lie algebra emerges directly. It is shown below that in this case {hX , hY } :=
XyY yΩ is hamiltonian for [X,Y ] and h[X,Y ] = d(XyhY )+{hX , hY } = d(XyY yΘ)+{hX , hY }.
If the basis vector fields of a Lie algebra of infinitesimal exact multisymplectomorphisms have
the property of mutual Θ-orthogonality, Xa y Xb y Θ = 0 or a constant, then we would have
the Lie algebra map property h[Xa,Xb] = {ha, hb}.
Multi-Poisson action
Then, up to a certain cohomological obstruction, (if h[η1M,η2M] − {hη1M , hη1M} = ω(η1M, η2M), for
some closed d − 1-form ω on M) there exists a hamiltonian map h˜ such that there is a Lie
algebra homomorphism h˜ : g −→ h˜(g) ⊂ (Λd−1M, {}) from the Lie algebra g of the transfor-
mation group to the multi-Poisson algebra of spacetime d − 1-forms on the multisymplectic
manifold M. In the case of infinitesimal exact multisymplectomorphisms the obstruction is
ω = d(Xη1 y Xη2 y Θ). Because the hamiltonian form for a given hamiltonian vector field is
only defined up to addition with closed form, there may be ways to choose this closed form to
remove the obstruction.
Such constraints h˜η form a Lie algebra (T, {·, ·}). If (ηa) is a basis of g, then h˜a := h˜ηa are a
basis of the constraint space h˜(g), and {h˜a, h˜b} = f cabh˜c, where f cab are the structure constants
for the Lie algebra g in the basis (ηa). This is called a first class set of constraints following the
Dirac terminology, which are constraints whose multiPoisson algebra close on the constraints,
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which is the case here. Such an action is called a multiPoisson action of a Lie algebra on a
multisymplectic manifold.
Moment map
The transpose of the above map, from the Lie algebra to the multi-Poisson algebra of the
constraints, is the map from the multisymplectic manifold to the Lie algebra dual, and is called
the moment map: J : M −→ g∗ :: m 7→ v = J(m), where J is defined by hη(m) = 〈J(m), η〉.
If there is a Lie algebra homomorphism as above then the moment map intertwines between
the canonical coadjoint action of G on g∗ and the Lie group action of G on M (this is termed
G-equivariance).
Symmetry of the DDW Hamiltonian
If the dynamical DDW Hamiltonian function H of a field theory, which generates the evolution
(i.e. ∂µu
i = −{H, ui}µ, ∂µpµi = −{H, pµi }µ, are the DDW equations of motion of the field), is
invariant (Xa(H) = 0) under the hamiltonian Lie group G, with Lie algebra hamiltonian action
Xa = ρ(ηa) and constraints ha, where ηa are a basis of the Lie algebra and ρ is the action
(diffeomorphism) on the manifold M, then the DDW Hamiltonian H is said to be symmetric
under the action ρ of the Lie group G. Then, corresponding to the hamiltonian vector fields
Xa, there will be a hamiltonian functions ha with Xa y Ω = dha and,
0 = Xa(H) = Xa y dH = {ha,H} = Xa yXH y Ω = (−1)dXH y dha (3.89)
where XH is a horizontal d multivector field on a submanifold of multiphase space which is the
tangent to any solution of the DDW field equations viewed as a section of multiphase space
over spacetime (see appendix E ‘Multivector Picture’ which examines such field solutions which
satisfy XH y Ω = dH).
Reduction
One may choose a particular value of h: ha = 0, for all a, and consider the locus of points
MG ⊂M which are solutions of this constraint equation, the zero level set of the h’s inM. MG is
the same as J−1(0), the kernel of the moment map. If 0¯ is a regular value of h, i.e. the Jacobean
matrix of h has constant rank K on the zero locus, thenMG is a coisotropic submanifold ofM. (
A submanifold Mc of a multisymplectic manifold (M,Ω) is called coisotropic if the kernel TM⊥c
of Ωc lies inside TMc: TM⊥c ⊂ TMc, where Y ∈ TM⊥c iff Y yΩ xX = 0 ∀X ∈ TMc, and where
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Ωc is the form Ω restricted to TMc). This is because 0 = Y y Ω xXh = Y y dh implies that Y
lies in the h = constant hypersurface, in this case the zero locus. If the dimension of the kernel
in a coisotropic submanifold Mc is constant on Mc, then the tangent spaces TmM⊥c ⊂ TmMc
ranging over m ∈ Mc define a distribution called the characteristic distribution of Ωc, and
this distribution is Frobenius integrable (shown next), and as a consequence the coisotropic
submanifold foliates into connected submanifolds whose tangent spaces are this distribution.
The space of leaves will be the reduced multisymplectic manifold we are seeking.
The Frobenius condition, [Xa, Xb] ∈ TM⊥c ,∀ local sections (i.e. vector fields in Mc) Xa, Xb ∈
TM⊥c , is a consequence of the closure of the premultisymplectic form Ωc: If Xa, Xb are any
local sections in TM⊥c and Yi are any local section in TMc then we can use the identity on
d+ 1-forms ω:




(−1)iXi(ω(X0, . . . , Xˆi, . . . , Xd+1)) +
d+1∑
i,j=1
(−1)i+jω([Xi, Xj ], . . . , Xˆi, . . . , Xˆj , . . .) (3.90)
to obtain
(dΩc)(Xa, Xb, Y0, . . . , Yd−1) =
d−1∑
i=1
(−1)iYi(Ωc(Xa, Xb, Y0, . . . , Yˆi, . . . , Yd−1))








(−1)iΩc([Xb, Yi], Xa, Y0, . . . , Yˆi, . . . , Yd−1)− Ωc([Xa, Xb], Y0, . . . , Yd−2) (3.91)
but, because Xa and Xb are in the kernel of Ωc, only the last term on the right hand side is
non-zero and so
(dΩc)(Xa, Xb, Y0, . . . , Yd−1) = −Ωc([Xa, Xb], Y0, . . . , Yd−2) (3.92)
but because of closure, dΩc = 0, and so Ωc([Xa, Xb], Y0, . . . , Yd−2) = 0 for all local sections Yi
in TMc , therefore [Xa, Xb] ∈ TM⊥c . Because the Xa’s are a basis of the Lie algebra action,
[Xa, Xb] = f
k
abXk, so the Xa’s are involutive and thus can be integrated to foliate MG.
If the action of G is free and proper, the space of leaves MGG := M//G := MG/G is a manifold
as indicated above, and in fact this manifold has a well defined multisymplectic form Ω|M//G.
(If a multiPoisson action is not free and proper, then it will be locally free and the space of
leaves will be an orbifold.) Ω|M//G is a multisymplectic form on the reduced space M//G
because the premultisymplectic form Ω|M/G on MG, which is the multisymplectic form Ω in
M pulled back to Mg by the embedding map (and which preserves the closure property of
Ω), has as kernel precisely the characteristic vectors (which are tangent to the leaves of the
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foliation). So the null directions to the premultisymplectic form are mod-ed out in MG/G, and
the space of leaves thereby becomes a multisymplectic manifold, the multisymplectic quotient
of M by G also known as ‘the reduced multiphase space’, (M//G,Ω|M//G). This process is the
generalization to multiphase space of Marsden-Weinstein symplectic reduction [6].
Examples
Example 1: Exact multisymplectomorphisms
We consider an exact multisymplectic manifold (with an exact multisymplectic form Ω = −dΘ).
Let hX = X y Θ
Here we employ the identities LXdω = dLXω and LXω = d(X y ω) +X y (dω) for any form ω
and any vector field X: Then, if X is an infinitesimal multisymplectomorphism ( LXΩ = 0):
0 = LXΩ = LX(−dΘ) = −dLXΘ = −d(d(X yΘ) +X y (dΘ)) = −d(dhX +X y (−Ω)) (3.93)
So X y Ω is closed. If X is an infinitesimal exact multisymplectomorphism, LXΘ = 0, then
dhX −X y Ω = 0, X y Ω is exact and X is hamiltonian with hamiltonian d− 1-form hX .
The conclusion is that if X is an infinitesimal exact multisymplectomorphism, the hamiltonian
d− 1-form hX can be simply constructed as hX = X y Θ.
In addition, if X and Y are infinitesimal exact multisymplectomorphisms then L[X,Y ]Θ =
[LX ,LY ]Θ = 0, so [X,Y ] is an infinitesimal exact multisymplectomorphism and so h[X,Y ] =
[X,Y ] y Θ is the hamiltonian d− 1-form for the vector field [X,Y ].
Furthermore, X and Y are multi-Poisson, because
h[X,Y ] = [X,Y ] y Θ = [LX , iY ]Θ = LX(iY Θ)− iY (LXΘ) = LX(hY ) + 0 =
= d(X y hY ) +X y (dhY ) = d(X y Y y Θ) +X y Y y Ω = d(X y hY ) + {hX , hY } (3.94)
Taking the exterior derivative on both sides gives: [X,Y ] y Ω = dh[X,Y ] = d(d(X y hY ) +
{hX , hY }) = d{hX , hY }. Thus {hX , hY } := X y Y y Ω is hamiltonian for [X,Y ] and h[X,Y ] =
d(X y hY ) + {hX , hY } = d(X y Y y Θ) + {hX , hY }. If the basis vector fields of a Lie algebra
of infinitesimal exact multisymplectomorphisms have the property of mutual Θ-orthogonality,
Xa yXb y Θ = 0, or a constant, then we would have h[Xa,Xb] = {ha, hb}.
In multiphase space Θ = pαi dq
i ∧ dd−1xα.
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The gauge variations in electromagnetism and Yang-Mills (below) are infinitesimal exact mul-
tisymplectomorphisms.
Example 2: Action on configuration space.
An example of a multiPoisson action is any Lie group diffeomorphic action G acting vertically
on the fibers of a configuration bundle E −→ B naturally and equivariantly extended to the
multiphase space piE,J
1E∗ : J1E∗ −→ E . The reduced phase space is J1E∗//G = J1(E/G)∗, if
the action is free and proper on E .
3.6.4 Multiphase-space action variation expressed using extended multi-
Poisson brackets
Repeating (3.55), a particular infinitesimal variation δY of a path, (u
i(x), pµi (x)), in multiphase
space results in the following variation in the multiphase-space action:





















µ +∂µ( δY u


















ipµi + LMP δY xµ )dSµ (3.95)
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On shell, when the path (ui(x), pµi (x)) satisfies the DDW equations, we have
∂µ( δY u





If, in addition, the DDW Hamiltonian is not explicitly a function of spacetime, ∂H∂xµ = 0, or




ipµi + LMP δY xµ ) ≈ 0 (3.98)
and so Jµ := δY u
ipµi + LMP δY xµ is a conserved current.
If the infinitesimal symmetry is a Lie algebra g = {aδa} of symmetries where {δa} is a basis
and a are continuous parameters, and we have a global symmetry in that the parameters does
not vary over spacetime, then
∂µ( 
aδau
ipµi + LMP aδaxµ ) = a ∂µ( δauipµi + LMP δaxµ ) ≈ 0 (3.99)
and Jµa := δau
ipµi + LMP δaxµ are conserved currents under the conditions specified in the




d−1x ≈ Q, a constant
of motion, Q˙ ≈ 0, whose value depends on the initial conditions (but may change with a change
of frame).
The current Jµa is a geometrical object described best as a dual Lie algebra valued spacetime
d− 1-form: J(x) := Jµa (x)ωa ⊗ dd−1xµ.
The map B −→ g∗⊗Λd−1B :: x 7→ Jµa (x)ωa ⊗ dd−1xµ, is the multimoment map, the general-
ization of the moment map in symplectic mechanics. ( ωa ∈ g∗ is the basis element in the Lie
algebra dual to g such that ωa(δb) = δ
a
b .)
In the case of a local symmetry, where there is a bundle of parameter spaces over spacetime
rather than a single parameter space such as in a global symmetry, and a particular value of the
variation parameter is given by a section of the parameter bundle: (fa(x)), a set of functions
over spacetime, corresponding to a particular position dependent variation δf = f
a(x)δa.
In this case the parameter does not commute with the spacetime derivative ∂µ and so, instead
of (3.99), we get
∂µ( f
a(x)(δau
ipµi + LMP δaxµ ) )
= (∂µf
a(x))(δau
ipµi + LMP δaxµ ) + fa(x)∂µ(δauipµi + LMP δaxµ ) ≈ 0 (3.100)





a ≈ 0. But, because the fa(x) can be arbitrarily chosen
functions of spacetime, we need Jµa ≈ 0 or, if fa(x) or the variation δa or the fields are zero
on the boundary, then we require that ∂µJ
µ
a = 0, i.e. J
µ
a ≈ Lµa , spacetime constants. Thus the
system is constrained to the surface defined by these constraint equations.
If we view the original action as being invariant under a global symmetry, and we want to
impose the symmetry as a local symmetry at each point of spacetime, then by restricting the
motion to the constraint surface in multiphase space defined by Jµa = 0, we can ensure that
the local gauge symmetry holds. Compatibility with a DDW Hamiltonian may force further
constraints.
3.7 Summary of examples of multiphase-space systems
This is a list of some of the examples used to illustrate multiphase-space systems, indicating in
which sections they are to be found. The Yang-Mills example is in section 3.8, while the other
examples are in Appendix D, ‘Other multiphase-space examples’.
(A) Current linear in the multimomenta:
1) Scalar fields with global symmetry D.1:
Configuration fields: qj . Multimomenta pµi
DDW Hamiltonian: H = 12m p¯2 + V (q¯2) = 12mpµi pνj gµνδij + V (q¯2)
Current: JµY = Y
rs( pµi (Mrs)ijq
j ) with global parameters Y rs, and Mrs anti-symmetric
matrices forming the basis of a commutator Lie algebra of symmetries.
The variations are:
δY q
i = Y rsδrsq






i (x) = Y
rsδrsp
µ
i (x) = Y
rs(Mrs)jip
µ
j (x) = Y
rs(MTrs)ijp
µ
j (x) = −Y rs(Mrs)ijpµj (x)
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2) The Electromagnetic Field D.2, phase-space BRST 4.3.1, multiphase-space BRST 4.7:
Configuration fields: Aν . Multimomenta p
µν
DDW Hamiltonian: H = pµν∂µAν − L = 12p[µν]p[µν] + p(µν)∂µAν = 12p[µν]p[µν] − ∂µp(µν)Aν
Current: Jµf = δfAνp
(µν) = ∂νfp
(µν) where f(x) is an arbitrary function on spacetime.
The variations are: δfAρ = −∂ρf(x) , δfpµβ = 0 , δfxµ = 0
3) Non Abelian Yang-Mills 3.8 , multiphase-space BRST 4.7.2 :
Configuration fields: Aaν . Multimomenta p
µν
a
DDW Hamiltonian: H = pµνa ∂µAaν − L = 12p[µν]a pa[µν] − g2p[µν]a fabcAbµAcν + p(µν)a ∂µAaν





The variations are: δfA
a
ρ = −Dρfa(x) , δfpµβb = −gf cfabcp(µβ)a , δfxµ = 0
(B) Current quadratic in the multimomenta:
4) The bosonic string D.3:



























The variations are δfhαβ = ∂(αfβ) where fβ(σ)dx
β is an arbitrary 1-form, representing an
infinitesimal diffeomorphism on the brane surface.
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5) General Relativity D.4:
Configuration fields: g¯µν . Multimomenta pγµν





Current: T γf = −( 2 g¯κ(µpγ)κ(νpβ|β|µ) + g¯γµpββ(ν∂µ) ) fν(x)
The variations are δf g¯
κλ = 2∂µf
(λg¯κ)µ + fν∂ν g¯




ρσ = −δλρ fν∂(σpβ|β|ν) where fµ(x) is a vector field representing an infinitesimal diffeomor-
phism on spacetime.
3.8 Example of multisymplectic field theory: Yang-Mills
Yang-Mills is a model example for the application of multiphase-space methods because of its
physical application as well as the fact that it has properties which make multiphase-space
methods applicable. Several other multiphase-space examples are explained in Appendix D :
‘Other multiphase-space examples’.
The Yang-Mills example here in further developed as an example of multiphase-space BRST
in the section 4.7.2 in the chapter on BRST. The special case of electromagnetism is described
in appendix D.2 and is further developed as an example of conventional phase-space BRST in
section 4.3.1 and as an example of multiphase-space BRST in section 4.7.
3.8.1 Lagrangian analysis
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where A = (AaµTa)dx
µ is the connection on a vector bundle over Minkowski spacetime of a
gauge group G with generators Ta and structure constants f
a
bc: [Ta, Tb] = f
c
abTc, and Killing
form tab, which we can assume to be tab = δab. D = d − g2 [Aµ, ·] = d − gfabcAbµTa⊗T ∗c is the
covariant exterior derivative which acts on Lie algebra valued 1-forms such as A = (AaµTa)dx
µ
above. The covariant derivative is Dµ = 1∂µ − gAµ = 1∂µ − gAaµTa, where Ta’s are basis
elements of the Lie algebra which are matrices in the representation of the objects that the
derivative is acting on. The factors in the kinetic terms in the Lagrangian density are




ν] − [Aµ, Aν ]a = ∂µAaν − ∂νAaµ − gfabcAbµAcν = [Dµ, Dµ]a (3.102)
The action is invariant under variations
δfA
a
µ(x) = −Dµfa(x) = −∂µfa + [Aµ, f ]a = −∂µfa − gfabcAbµf c (3.103)
for arbitrary sections fa of the vector bundle. These are the gauge transformations and the





















c, so Fµν transforms in the adjoint representation.
3.8.2 Legendre transformation and Hamiltonian analysis
The Legendre transformation maps to multimomenta:
pµνa ≈ 2D[λAbρ] gµλgνρ ηba =: Fµνa (3.104)
and primary constraints:
p(µν)a ≈ 0 (3.105)
The DDW Hamiltonian is
















































ν −Dµp(µν)a Aaν (3.106)
employing integration by parts inside the first order action (4.122) for the last equality and
using ∂µp
(µν)
a Aaν = Dµp
(µν)
a Aaν . The presence of a term in the Hamiltonian incorporating
derivatives, ∂µA
a
ν , of the fields is usual when there is a primary constraint and the Legendre
transformation is not fully invertible, which results in it not being possible to replace all the
derivatives of the fields with multimomenta.
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The last equality ‘
c
=’ holds on the primary constraint surface. If the DDW Hamiltonian is to
be gauge invariant we need this to be zero for all values of the gauge parameters f(x), so there









α) = 0 , which can
be written ∂µ〈[·, Aα], p[µα]〉 = 0.
Calculating δfH assuming the invariance of the Lagrangian density,
δfH = δf (pµνa ∂µAaν − L) = δfpµνa ∂µAaν + pµνa ∂µδfAaν − δfL
= −pµνa ∂µ∂νfa + gfabcAcν∂µf bpµνa − 0
= −∂µ∂νfap(µν)a − ∂µf bgpµνa facbAcν = −pµνa Dµ(∂νfa) (3.109)
assuming p
(µν)
a = 0, resulting in the same secondary constraint.
The multi-bracket between the constraints give the desired results (3.84)-(3.86):












= − gf cabp(µα)c dd−1xµ = −gf cab T 1αc

















be − f caefdbc)Aeα dd−1xµ = g2pµαd f cabfdceAeα dd−1xµ = gf cabT 2c (3.110)










ec = 0 for structure constants in the last line.
Note that















d−1xµ} = − gp(µα)c f cab dd−1xµ = −gf cab T 1αc







d−1xµ} = − gp[µα]c f cab dd−1xµ







d−1xµ} = −gpµαc f cab dd−1xµ
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{Aaα, T 1βb } = {Aaα, p(µ
′β)
b d























a − gf bfabcAcα = Dαfa
δf p¯
α




























b (x)) ≈ 0 (3.112)













ν − ∂(µAaν) ≈ 0
∂µp
µν
a − ∂µp(µν)a − gp[µν]d fdbaAbµ ≈ 0 (3.113)









a ≈ 0 (3.114)





















































































The current in the last term for a gauge transformation is
Jµ = δAaνp
µν
a = −Dνfapµνa = −(∂νfa + gfabcAbνf c)pµνa = −(∂νfaT (1)µνa + f cT (2)µc ) (3.117)





a dxν := p
(µν)











d−1xµ is the secondary constraint.
This is a conserved current for a global (spacetime constant) gauge transformation.
By taking the covariant derivative Dλ of the first line in (4.125) above and antisymmetriz-
ing, because D[λDµA
a
ν] = 0, we can eliminate the explicit A fields and obtain equations of
motion purely in terms of spacetime covariant derivatives (which still depend on A) of the






a = 0 (3.118)















i in the conventional notation for the gluon field.














This variation of the multimomenta is chosen to be consistent with p
[µν]
a ≈ Fµνa .
3.8.3 Constraints as generators of gauge variations
The constraints Dµp
(µν)
a = 0 generate the gauge transformations δfA
b
ρ = −Dρfa(x) , δfpµβb =
−gf cfabcp(µβ)a , under which the original Lagrangian (4.119) and the first order Lagrangian
(4.122) are invariant, via the multi-bracket. We show this by explicitly calculating the variation
using the generator:-
Variation of field configuration A:
−δfAbρ = {faDµp(µα)a , Abρ}α = −dV (faDµp(µα)a )xΠαydV (Abρ)
= fa(∂µp
(µα)
















































Variation of multimomenta p:




































a , which is zero on the constraint surface p
(µν)
a = 0
























) · fa(∂µp(µα)a − gf cbaAbµp(µα)c )





























α − δνκδµα)δκµδbc[−gfaf cbap(µα)c ]





































which is zero on the constraint surface p
(µν)
a = 0.












































zero on the primary constraint surface ( indicated by the equality symbol
c
=). So the gauge
variation is consistent with the DDW Hamiltonian.
Repeating the above calculation but with the term −∂µp(µν)a removed from the hamiltonian:
H0 = H− (−∂µp(µν)a ) = 14p[µν]a pa[µν] − g2p[µν]a fabcAbµAcν gives:
{H0, T (1)(µα)a }α = {H0, p(µα)a }α =










α) = −(gp[λκ]c f cbaAbλ)
1
2






The infinitesimal gauge variation is








The current produced by the gauge variation is
−Jf = (Dαfa)pαµa dxµ (3.127)
This d−1 -form current generates the gauge variation on multiphase space via the multibracket:









so it has one of the attributes of a hamiltonian d−1 -form corresponding to the gauge variation.
The multibracket of the currents for two variations reproduces the Lie algebra:
{Jg, Jf} = {(−Dαga)pαµa dxµ, (−Dαfa)pαµa dxµ} = dxµ(−Dαi[g, f ]a)pµαa = Ji[g,f ] (3.129)
We will now check the hamiltonian property, dJf = XJf y Ω:
First the left hand side, the exterior derivative of the current, dJf :
−dJf = (Dαfa)dpαµa ∧ dxµ + (∂βDαfa)pαµa dxβ ∧ dxµ + gf cbafapαµc dAbα ∧ dxµ
= (Dαf








α ∧ dxµ (3.130)
The symmetrization and antisymmetrization of p occurs in the second and third terms respec-
tively because of the symmetry of partial derivatives for the former and the anti-symmetry of
the structure constant in the latter.
The right hand side, the gauge variation vector field contracted with the multisymplectic form,
XJf y Ω:
XJf y Ω = XJf y dAaα ∧ dpαµa ∧ dxµ = (−Dαfa)dpαµa ∧ dxµ − gf cbafapαµc dAbα ∧ dxµ (3.131)
This is equal to dJf on the constaint surface p
(αβ)
a = 0. Also,








y (pαµa dAaα ∧ dxµ) (3.132)
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= (−Dαfa)pαµa dxµ = −Jf (3.133)
So XJf is exact hamiltonian.
LXJf Θ = XJf y dΘ + d(XJf y Θ) = −XJf y Ω + dJf
= −((∂β∂αfa)p(αβ)a ddx+ (gf cbaAbα∂βfa)pαβa ddx)
c
= −(gf cbaAbα∂βfa)pαβa ddx (3.134)
The Lie algebra of gauge variations g is non-abelian. An element of g is the list of functions
(fa(x)) on spacetime.
The moment map is M−→ g∗ :: m = (Aaα, pαµa , x) 7→ I(m) = p(αµ)a dxµ
For f(x) ∈ g, 〈I(m), f〉 = (−Dαfa)p(αµ)a dxµ
The moment map is zero on the surface p
(αβ)
a = 0. Constraint surface is MG = {(Aaα, p[αβ]a , x)}.




The second stage in symplectic Marsden-Weinstein reduction is to mod-out the leaves of the
characteristic distribution tangent to the constraint submanifold MG. In the multisymplectic
setting this is better viewed as mod-ing out functions of the leaves.


























α ∧ dpκλb ∧ dxµ (3.136)







We now also calculate the Lie derivative of the tautological form with respect to an arbitrary
infinitesimal variation:
LXδΘ = Xδ y Ω + d(Xδ y Θ) = (Cβµb + pαµa ∂βb Baα)dAbβ ∧ dxµ + ∂µBaαpαµa ddx (3.137)
This is not zero unless Baα = constant and C
αµ
b = 0 , so this is not in general an exact multi-
symplectomorphism over multiphase space. We want to restrict the multisymplectic form to
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the constraint surface p
(αβ)
a = 0 in multiphase space, and find the conditions on the coefficients
B and C which result in LXδΘ = 0 on the constraint surface.









α = 0 and ∂[µB
a
α] = 0 (3.138)
These conditions and the functional dependence indicated in (3.135) mean that the functions
Baα and C
βµ
b are of the form
Baα = −∂αfa(x)− gfa(x)f cbaAbα and Cβµb = gfa(x)f cbap[βµ]c (3.139)




ba = 0 (3.140)
We want these conditions to produce the gauge variations B = −Dαfa and C = gfa(x)f cbapαµc .
We choose the temporal gauge Aa0 = 0, which is a pointwise constraint in multiphase space un-
like the Lorenz or Coulomb gauges which are constraints which are spacetime partial derivatives
of A. Then the reduced multisymplectic form is
ΩGG = dA
a
i ∧ (dp[ij]a ∧ dxj + dp[i0]a ∧ dx0) = dAai ∧ (d(ijkBka) ∧ dxj + dEia ∧ dx0) (3.141)
3.8.4 The multiphase-space energy-momentum tensor











νµ′ + H δµν (3.142)
where the the following are used: the strain observable Uaκν := ∂H∂pκνa , the multiphase-space






ν − δµν δν
′
µ′ .
Substituting the DDW Hamiltonian 3.106 for the Yang-Mills field, which is:











































p[µν]a [Aµ, Aν ]
a (3.143)
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3.9 Summary
This chapter introduced the use of multimomenta in the study of fields and showed how similar
notions to those in classical Hamiltonian mechanics are used to analyse fields. These were
employed in the analysis of asymmetric system such as the Yang-Mills field above, and other
fields, in less detail, in the appendix. They will be employed in the next chapter, on BRST,
and in the subsequent chapters, for the sigma model of J-holomorphic curves. They will also
be employed for the multiphase space Hamilton-Jacobi theory in the appendix.
Chapter 4
BRST
In this chapter, the BRST approach to Marsden-Weinstein reduction is described, firstly on
phase space and then in the generalization to multiphase space. These are followed by the
examples of the electromagnetic and Yang-Mills field theories, continuing on from the example
in chapter 3.
4.1 Introduction
The BRST (named after Becchi, Rouet, Stora, Tyutin [80] [50]) formalism is a method employ-
ing homological algebra to obtain the reduced phase space from a phase space with constraints
or symmetries, and is well suited for methods of canonical quantization and QFT. The pioneers
of BRST were: Fadeev and Popov [64], invented ghosts fields for gauge fixing. Rouet, Stora,
Becchi [80] and Tyutin [50] discovered the BRST supersymmetry and its properties. Kugo and
Ojima [49] its relationship to canonical quantization and obtaining the correct Fock space.
BRST takes the viewpoint of algebraic geometry to characterize the rings of functions on the
manifolds involved. In particular it employs resolutions of the ring of functions on the physical
phase space into complexes. A resolution is an embedding of an algebraic object into a larger
object which is easier to deal with, in this case a bigraded differential complex, which can be
viewed as a super phase space with a (graded) Poisson bracket. It avoids dealing with the
(often complicated) reduced phase space directly, and instead uses a relatively straightforward
extension of the (usually simpler) phase space in which the symmetric system is defined, and
employs a special observable in the graded phase space (the BRST charge corresponding to
the differential of the BRST complex) to project out the physical subsystem (the physical
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observables as homology classes). The BRST formalism employs a Poisson algebra on a super
phase-space extension of the phase space of a dynamical system, where the physical observables
are obtained as observables which Poisson-commute with a special observable called the BRST
charge, and which is readily quantized.
The physical reduced ring of observables (functions on the reduced phase space), which is the
quotient of the ring of functions on the constraint surface in the original phase space by the
orbits of the gauge group action, is obtained in the BRST method as a cohomology ring of func-
tions on the BRST complex. This cohomological reduction is an algebraic implementation of
Marsden-Weinstein reduction defined in section 2.4.2. The algebra of functions on the reduced
symplectic manifold are the physical observables and are obtained in the BRST formalism as
the zeroth cohomology ring in a graded complex with differential δB . The cohomology pre-
serves Poisson structures, so the complex can be viewed as a super-phase-space enlargement
of the original phase space (with grassmann odd ghosts and ghost momenta adjoined to the
original phase-space coordinates, where the number of ghosts and ghost momenta factors in a
term determine the bidegree (l,m) in the bicomplex). There are two commuting differentials
d and δ (of degree 1 and −1) from which the BRST differential δB of the BRST complex is
constructed: δB = δ + (−1)ld in the most straightforward cases. The factor of (−1) ensures
that δ2B = 0 if δ
2 = 0 = d2. The use of supermanifolds here, that is, manifolds with some
grassmann odd coordinates, is based on the work of DeWitt [16] and Rogers [9]. The algebra
of functions on on super phase space has a (graded) Poisson bracket and there is a grassmann
odd generator (the BRST observable) Q which generates the BRST variation δB · = −{Q, ·},
and which encodes the gauge action within the enlarged phase space. These additional (grass-
mann odd) degrees of freedom in enlarged phase space are the gauge variation parameters, so
that the local gauge symmetry of the original Lagrangian becomes a global symmetry in the
enlarged phase space, under the variation where the value of the parameters is the value of
the additional grassmann odd degrees of freedom. This variation is called a BRST variation
and a key problem is to construct the correct BRST variation of the additional grassmann
odd degrees of freedom. The essential δ2B = 0 nilpotent property of the BRST differential,
together with the graded Jacobi identity for the Poisson bracket, implies 2Q2 = {Q,Q} = 0,
which is the key property of the BRST variation. This allows cohomology rings to be defined
where H0δB will be the ring of gauge invariant functions on the constraint surface, the ring of
physical observables. Gauge fixing is achieved by adding a suitable δB-exact gauge fixing term
to the original δB invariant Hamiltonian or Lagrangian, which thereby remains δB invariant,
thus obtaining gauge fixing without losing BRST symmetry.
Here we will assume that the gauge parameters, the generators of the Lie group, are grass-
mann even (commuting) quantities, and will correspond to odd (anticommuting) ghost degrees
of freedom in the BRST construction. If the original gauge parameters are odd, then the
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corresponding ghosts would be grassmann even.
The BRST formalism can be used for grassmann odd, open, or reducible gauge parameters by
employing even graded ghosts, the BV methodology, or ghosts for ghosts respectively. These
will not be dealt with in this introduction. For open algebras and reducible gauge parameters,
extra degrees of freedom, ghosts for ghosts, are adjoined to the model in the BV formalism, one
for each relation between the ghosts and again of opposite parity. This can be iterated if there
are relations among the ghost for ghosts. The BV formalism gives an explicit procedure to
construct the BRST observable from the relations between gauge parameters, with successive
terms in an expansion of the BRST observable Q = Q0 +Q1 +Q2 + . . . constructed from the
relations between the gauge generators in such a way as to ensure that {Q,Q} = 0.
Quantization
In canonical quantization of the BRST system, in suitably simple models, the differential
complex and Lie structure carries over to the operator observables and to the Hilbert space,
and this BRST model then has the properties of a supersymmetric model. The BRST method
is designed so that the process of cohomological reduction and quantization commute, because
the various mappings employed are Poisson maps. The BRST cohomological construction
employs graded Poisson algebras, and the BRST complex can be readily quantized if the
original phase space can be canonically quantized, and the physical observables and states will
be the kernel of the BRST charge Q mod the image of Q, where Q has been promoted to a
quantum operator on a (non-positive definite) ‘Hilbert’ space, and the super-Poisson bracket
is promoted to a super-commutator. The odd canonial pairs in the super-phase space are the
ghosts and ghost momenta in the Fade’ev-Popov quantization scheme. The Fade’ev-Popov
ghosts are included because, in the path integral Lagrangian, gauge fixing by itself is usually
not enough. This is due to the measure in the functional integral, which is the Jacobian of
gauge transformations, of varying the gauge fixing surface, having to be taken into account, so
that the functional integral is independent of the choice of gauge fixing. In the path integral,
when the functional integral is performed over the ghost pairs (c, c¯), a term like c¯∂Dc in the
Lagrangian becomes a functional determinant det(D) factor in the functional integral, which
cancels the functional determinant due to the gauge degrees of freedom, which arises from
the Jacobian of the embedding of the gauge fixing surface in phase space. This makes the
path integral invariant under gauge variations of the gauge fixing, which is the requirement
that is aimed at. The cancellation occurs exactly by the BRST construction because the
ghost extended Lagrangian, including the gauge fixing, is BRST symmetric, because the gauge
symmetry has been extended to the gauge fixing term by the use of a BRST-exact gauge fixing
term mentioned above.
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Complications in BRST quantization are non-zero higher cohomology classes and the treatment
of non-positive-definite norms on states. The Gribov ambiguity [99], where a global gauge
fixing term may not exist (because the Dirac bracket is not defined at every point on the
reduced phase space), may still be present - but in the BRST approach the path integral is
still well defined and can still be calculated so long as the gauge fixing fermion obeys certain
non-singularity conditions [7]. The existence of the reduced phase space is a separate issue
from the existence of a global section (i.e. a gauge fixing function). The space of (physical)
observables on the reduced phase space is isomorphic to the zeroth Q-cohomology group of
functions on the BRST enlarged phase space and this can be quantized so that the (Hilbert)
space of physical states is isomorphic to the zeroth Q-cohomology group of states on the BRST
enlarged (Krein) space space of states [85]. It can be shown that if the gauge-fixing fermion
Ψ is chosen so that [Q,Ψ] satisfies certain ‘non-singularity’ conditions, the supertrace of the
evolution operator constructed from the BRST gauge-fixed Hamiltonian is equal to the trace
over physical states of the evolution operator constructed from the original Hamiltonian [7].
Although the terms ‘gauge-fixing function’ and ‘gauge-fixing fermion’ are similar, the roles they
play, the former in the Dirac bracket and the latter in BRST, are different.
4.2 The algebraic BRST bigraded complex
The BRST complex is obtained from a bigraded differential complex which is a resolution of
the gauge action (the Chevalley-Eilenberg complex of a Lie algebra module [26]) on the Koszul
resolution of the algebra of a regular ideal of constraint functions in phase space in terms of
free modules. The definition of a regularity for a set of constraint functions can be made in
various equivalent ways: one definition is, if T a(zα) = 0 with a = 1 . . .K ≤ N and α = 1 . . . 2N






maximum rank K at every point of the constraint surface. These two complexes, the Koszul
and the Chevalley-Eilenberg, embody the two steps of Marsden-Weinstein reduction: from
the phase space to the constrained phase space and then to the space of gauge orbits on the
constrained phase space.
The Koszul complex is constructed from the constraint functions and the Chevalley-Eilenberg
complex is constructed from the Lie algebra action on functions on phase space generated
by the constraints. The two complexes are compatible because of this link between the Lie
algebra and the constraints via the Poisson bracket. The sources for the next two sections
is [53] [59] [62] [58] [78] [77] [4] [26]. Because of the algebraic nature of BRST, it is first
worthwhile to start with an algebraic definition of Marsden-Weinstein reduction.
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4.2.1 Coisotropic Marsden-Weinstein reduction expressed in terms
of Poisson algebras
The BRST construction is an algebraic homological construction involving Poisson algebras
of observables (functions of phase or super-phase space). Therefore it convenient to start
by expressing Marsden-Weinstein reduction in terms of Poisson algebras. We are looking to
an algebraic geometry definition of Marsden-Weinstein reduction in terms of the algebra of
functions on the manifolds rather than the manifolds themselves.
We first note that if M is a symplectic manifold then C∞(M) is a Poisson algebra with the
Poisson bracket of functions (observables) defined from the symplectic form on M. An embed-
ded closed submanifold MT of any manifold M defines an ideal I of functions of the manifold
which are zero on that submanifold and there is a natural isomorphism C∞(MT ) ∼= C∞(M)/I.
Let MT be a coisotropic submanifold of a Poisson manifold M, I is the vanishing ideal of
MT ⊂ M: the ring of functions on M which are zero on MT . If 〈T 〉 is the ideal generated
by a set of regular constraints Ta = 0 which define MT , then I = 〈T 〉. If T are first class
constraints, {Ta, Tb} ∈ 〈T 〉 ∀ Ta, Tb , then 〈T 〉 is a Poisson sub-algebra of C∞(M), but not
necessarily a Poisson ideal in C∞(M). ( An ideal Ip is a Poisson ideal if it has the property
{C∞(M), Ip} ⊂ Ip). Thus the ring of functions on the constraint surface (which is the first
step of Marsden-Weinstein reduction) is
C∞(MT ) ∼= C∞(M)/I (4.1)
The coisotropy of MT results in that I is a Poisson sub algebra of C∞(M), called a coisotropic
ideal. The above, C∞(MT ), is not a Poisson algebra because I is not a Poisson ideal of
C∞(M). However I is a Poisson ideal of the Poisson normalizer N(I) of I in C∞(M), where
N(I) := {f ∈ C∞(M)|{f, I} ⊂ I}, the Poisson subalgebra of C∞(M) of functions which are
constant on the orbits on MT generated by {I, ·} and therefore the quotient
N(I)/I ∼= C∞(MTT ) (4.2)
is also a Poisson algebra, the reduced Poisson algebra of C∞(M) by I , and is isomorphic to the
Poisson algebra of functions C∞(MTT ) on the reduced phase space MTT . This, C∞(M)//I :=
N(I)/I, is the Marsden-Weinstein reduction of C∞(M). R//I := N(I)/I can be taken to be
the definition of algebraic Marsden-Weinstein reduction for a general Poisson algebra R relative
to an ideal I.
Example: The following is a trivial example: M = {(qµ, pµ)} , T = p0 , I = 〈T 〉 = 〈p0〉 =
{⊕k>0 pk0fk(qµ, pi) } and µ = 0, . . . , N : i = 1, . . . N .
fk(q
µ, pi) are arbitrary smooth functions of the coordinates indicated in the brackets (where,
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of course, the indices range over the values µ = 0, . . . , N : i = 1, . . . N). This is a Poisson
subalgebra because {pk0f1(qµ, pi), pl0f2(qµ, pi)} = ⊕k>0pk0fk(qµ, pi) but not an ideal because
{p0, q0} = 1 /∈ I. The Poisson normalizer N(I) of I inM is N(I) := {f ∈ C∞(M)|{f, I} ⊂ I} =
{f(qi, pi)}, so we remove the functions dependent on q0 to make the normalizer. C∞(MT ) ∼=
C∞(M)/I = {f(qµ, pi)} mods out the functional dependence on p0, and this is a sub algebra
because {f1(qµ, pi), f2(qµ, pi)} = f3(qµ, pi) , but not an ideal because {f1(qµ, pµ), f2(qµ, pi)} =
f3(q
µ, pµ) which may not belong to C
∞(MT ). Clearly if the functional dependence on q0 is
removed then we have N(I)/I = {f(qi, pµ)}/{⊕k>0pk0fk(qµ, pi)} = {f(qi, pi)}. As expected,
the constraint p0 = 0, leads to a reduced phase space {(qi, pi)}, where both the p0 coordinate
and it’s canonical conjugate q0 have been eliminated. In the algebraic approach here, this is
expressed as the ring of functions {f(qi, pi)} on the reduced phase space.
4.2.2 The Koszul resolution of the constraint submanifold
Constructing the Koszul differential complex is the first step of the Marsden-Weinstein sym-
plectic reduction. The constraint surface in phase space is obtained in the form of the ring
of functions on the constraint surface in phase space. This appears as the zeroth homology
ring of the Koszul complex. The Koszul complex is the ring of functions on a larger space
constructed by adjoining some extra (grassmann odd) coordinated to the phase space. The
Koszul complex also has a grading and a differential associated with it.
The Koszul complex is a graded differential complex which is a free resolution of an R-module
R/I where R is a ring with identity element (for us the ring of observables C∞(M)) and I
is the ideal generated by a chosen sequence of elements of the ring (for us the constraints
Ta, a = 1 . . .K). Note that for us the ring of equivalence classes R/I is isomorphic to the ring
of smooth functions on the constraint surface defined by the regular constraints Ta = 0 in M,
and this will turn out to be the zeroth homology ring of the Koszul complex.
First we have to define the algebraic condition equivalent to the functional regularity condition
of the set of constraint functions {Ta} on the constraint surface Ta = 0. A definition equivalent
to the previously given functional regularity condition of the set of constraint functions is
that the gradients ∇Ta of the constraint functions are linearly independent on the constraint
surface, where ∇ is the set of partial derivatives with respect to local coordinates.
A sequence of elements T1, T2, . . . , TK of a ring R is called regular if, for all L, and every
ideal IL = R〈T1, T2, . . . , TL〉 generated by T1, T2, . . . , TL, any product of the form STL+1 = 0
mod IL implies S = 0 mod IL.
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The Koszul complex constructed below is a Koszul resolution when the homology groups are
zero for positive homology, which occurs when the sequence of elements is regular (which
means that the set of constraints T is regular, which is the same as saying an irreducible set
of constraints such that 0 is a regular value of T ). A regular ideal is also known as a Borel
ideal. Tate [60] showed how to resolve a non-regular ideal or a reducible set of constraints by
employing a Koszul-Tate resolution.
Explicitly construction of the Koszul complex
The Koszul complex is the free R-module KT := R〈ρm〉 where the basis is
{ρ|ml| := ρm1ρm2 . . . ρml ∀m1 < m2 < . . . 〈ml, ∀l = 1, . . . ,K and ρ|m0| := 1} (4.3)
where the set of generators P = {ρa , a = 1 . . .K ; ρ0 = 1 } is a set of extra odd (i.e.
anticommuting (except for ρ0 := 1): ρaρb = −ρbρa) elements, which commute with the ele-
ments of R. |ml| is a multi-index which is shorthand for a product of l indexed elements and






l distinct odd elements from P : {ρ|ml| = ρm1ρm2 . . . ρml ,∀m1 < m2 < . . . < ml}. The degree
0 space is R. For phase-space BRST, R = C∞(M), the ring of observables on phase space M.
The differential, δ, of the Koszul complex is defined by δf = 0, for f ∈ C∞(M), and δρa =
Ta extended to KT as an odd graded R-linear derivation, which forces the differential to be
nilpotent: δδ = 0, as shown below, and reduces the degree l by one:
0
δK+1−→ KK δK−→ KK−1 δK−1−→ . . . δ3−→ K2 δ2−→ K1 δ1−→ K0 δ0−→ 0 (4.4)
Koszul homology
The higher homologies measure some (largely unknown) algebraic relations on the elements Ti.
If these elements form a regular sequence then the higher homology rings are zero.
We will now calculate the homology rings:
For 2 ≤ l ≤ K,
The image of the differential is: im (δl ) = R〈
∑l
a=1 (−1)a−1 Tma ρm1ρm2 ρˆma . . . ρml〉, where
the hat notation ρˆi indicates that this factor is omitted from the product.
The kernel of the differential is: ker (δl−1 ) = R〈
∑l
a=1 (−1)a−1 Tma ρm1ρm2 ρˆma . . . ρml〉, if
the the sequence T is regular in R. And therefore, for 2 ≤ l ≤ K the positive degree homology
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For l = 1,
im (δ1 ) = R〈Ta〉 = I , which is the ideal generated by Ta, a = 1 . . .K. For l = 0, im (δ0 ) = 0
and so ker (δ0 ) = R = K





If R is the ring C∞(M) of smooth functions on M, and I the ideal R〈Ta〉 generated by the
regular constraints Ta ∈ C∞(M) , then the R-module R/I is isomorphic to the ring of smooth
functions on the constraint surface MT defined by Ta = 0 in M, which is what the Koszul
construction above represents with the homology ring. This completes the first step of the
BRST approach of the Marsden-Weinstein reduction.
The Koszul complex is a projective resolution of R/I in the regular case (as defined above)
where the only non-zero homology ring is H0. The Koszul sequence augmented by the zeroth
homology is a long exact sequence, a projective resolution of the module R/I in terms of free
R-modules:
0 −→ KK δK−→ KK−1 δK−1−→ . . . δ3−→ K2 δ2−→ K1 δ1−→ R −→ R/I −→ 0. (4.5)
where  is the projection. This is called the Koszul resolution. The term ‘resolution’ refers to
the fact that the the ring of functions on the constraint surface has been embedded in a larger
algebra.
As will be seen below, the ρa will be the grassmann odd momenta coordinates of the BRST
super-phase space.
It will be seen that the generating elements ρa will be have role as the basis elements of the
symmetry group Lie algebra g and will transform as such - as can be seen in the next subsection,
in 4.2.3, in the definition of the Chavalley-Eilenberg direction of the bicomplex. In that section,
a g action will be then defined on the Koszul complex KT which will then allow the Chevalley-
Eilenberg complex CE•(g,KT ) to be constructed. The Chevalley-Eilenberg complex will be
the space of observables on BRST super phase space.
4.2.3 The Chevalley-Eilenberg complex
The construction of the Chevalley-Eilenberg complex is the second step of the Marsden-
Weinstein symplectic reduction in BRST, where we seek the space of leaves into which the
constraint surface has been foliated by the action of a Lie group G (which we assume to be
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free and proper): the set MT /G of orbits G · x, generated by the constraint functions, on the
constraint submanifold MT in phase space M. Each leaf has a G action. Under the conditions
that the action is free and proper, the reduced space MTG := MT /G is a manifold, which we
assume here.
General Chevalley-Eilenberg complex
The Chevalley-Eilenberg complex CE•(g;M) is a graded differential complex constructed from
a Lie algebra g-module M over a Lie algebra g over a field K. The cohomology, called the Lie
algebra cohomology, encodes information about the Lie algebra g and the representation on
M. In particular the zeroth cohomology H0(g,M) is the ring of invariants Mg ⊂ M where
g ·Mg = 0. The Lie algebra g is semisimple iff H0(g,M) = 0 for all finite-dimensional modules
M. Of particular use is the trivial representation M = K, where H1(g,K) = g/[g, g] , the
abelianization of g, and H2(g,K) is isomorphic to the space of equivalence classes of central
extensions. If g is semisimple then H1(g,K) = g/[g, g] = 0 = H2(g,K). Another example is
the Chevalley-Eilenberg complex of the adjoint representation M = g, where the cohomology
ring H0(g, g) is the center of g, H1(g, g) is isomorphic to the space of outer derivations, and
H2(g, g) is isomorphic to the space of infinitesimal deformations. In BRST, M will be in the
first instance the ring of observables on the constraint surface, C∞(MT ), where the g action
will be the Poisson hamiltonian symplectomorphisms corresponding to the constraints Ta, and
then, in the second instance, KT , which will be turned into a g-module with a natural adjoint g-
action on the Koszul generators ρa which are now treated as basis elements of the Lie algebra.
This Chevalley-Eilenberg complex of the Koszul complex KT will be our bigraded complex
from which the BRST complex will be defined.
The Chevalley-Eilenberg complex is the exterior algebra over g∗ with coefficients in M, where




CEl(g;M) ∼= Λ•(g∗)⊗M, (4.6)
where CEl(g;M) := HomK(Λ
l(g),M) ∼= Λl(g∗)⊗M and CE0(g;M) := M. (4.7)
The grassmann odd basis elements ca of g∗ are known as Fade’ev-Popov ghosts. The Z grading
‘ghost degree’ of the subspaces CEl(g;M) is given by l = 0 . . . dim g. The grade degree +1
coboundary operator d is defined on f ∈M by the action of g on M: df = cf ∈ Λ1(g∗)⊗M,
where cf is defined so that 〈cf , X〉 = X · f , where X ∈ g, where 〈ca, Xb〉 = δab is the dual
pairing of basis elements of g∗ and g. The coboundary operator d is defined on c ∈ g∗ via the Lie
algebra bracket: (dc)(X,Y ) = −〈c, [X,Y ]〉. This is extended to the whole of Λ•(g∗)⊗M as
a graded derivation. From this definition and the Jacobi identity of the Lie algebra bracket, as
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well as the commutator identity (Lie module property) for the Lie algebra action of g on M, the
differential is nilpotent: d2 = 0, making Λ•(g∗) ⊗M into a complex, the Chevalley-Eilenberg
complex. As a result, we can define the cohomology ring H•(g;M), called the Lie algebra
cohomology with coefficients in M. Note that H0(g;M) = ker(g) = Mg, the g invariants of
M. The differential d can be expressed with dual pair sets of basis elements of the Lie algebra,
〈ca, Xb〉 = δab : d = ca ∧Xa · − 12ca ∧ cb ∧ f cabXc y ,where f cab are the structure constants of
the Lie algebra g with basis {Xa}. Λ•(g∗) ⊗M is also a g-module: the grade-degree l spaces
Λl(g∗) ⊗M have a natural g-module structure where the g-module action is extended to the
exterior products of the dual Lie algebra as the exterior power of the coadjoint representation
and can be written explicitly as:
X · ω = LXω := [iX , d]+ω = (iXd + diX)ω (4.8)
If dω = 0 and so ω is a cochain, then the above is X · ω = diXω is exact and so the g-module
action commutes with the differential. This results in the g-module action being trivial on the
cohomology.
A formula for the Chevalley-Eilenberg differential acting on degree l element ω of Λ•(g∗)⊗M
and then contracting with l + 1 Lie algebra elements X1 ∧ · · · ∧Xl+1 is:
(dω)(X1 ∧ · · · ∧Xl+1) = ω(
l+1∑
i<j




(−1)iXi · (ω(X1 ∧ . . . ∧ Xˆi ∧ . . . ∧Xl+1)). (4.9)
Example: Vector fields on a manifold
Note that, for the example of the Lie algebra of vector fields on a manifold, this is just a
definition of the deRham differential on forms and the action of the Lie algebra is the deriva-
tion action of vector fields on functions and the Lie derivative of forms on the manifold:
CE•(X(M), C∞(M)) = (Ω•(M),ddeRham), where X(M) is the Lie algebra of smooth vector
fields on a manifold M. The nilpotence property d2 = 0 of the differential can be seen to
depend of the Jacobi identity for the Lie brackets of vector fields [ , ], as well as the assumed
Poisson property of the representation of the Lie algebra on functions which in the deRham
case follows from the fact that it is a defining representation.
Example: The adjoint representation
The CE complex is CE•(g; g). The Lie algebra g is itself a g -module where the action is the
Lie algebra bracket: Xa ·Xb := [Xa, Xb]. The Jacobi identity ensures the Lie module property,
[Xa, Xb] ·Xc := [Xa, Xb ·Xc] − [Xb, Xa ·Xc].
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The cohomology of the CE complex is CE•(g; g) is isomorphic to CE•(XR(G);C∞(G)), where
XR(M) is the Lie algebra of right invariant vector fields on G and G = exp(g) the connected
Lie group for the Lie algebra g. The differential dG here is the deRham exterior derivative d
on the manifold G.
We also have CE•(g; g) ∼= (Ω•R(G),ddeRham) , where Ω•R(G) is the exterior algebra of right
invariant forms on G. Note that Ω1R(G) ' g∗
The Chevalley-Eilenberg complex on the g-module C∞(MT )
We now apply the CE construction to the ring of functions C∞(MT ) on the constraint surface
MT to define CE•(g;C∞(MT )).
We define basis 1-form fields ca on MT dual to the basis vector fields Xa of the Lie algebra
action of g on MT : Xaycb = δba. Because the dimensionality of the Xa, which span the
tangent space of the leaf (which is the orbit of G through m) through each point m in MT ,
is less than that of TmMT , there is some arbitrariness in the choice of the basis 1-forms fields
ca’s. This set can be viewed as a vector-valued 1-form which defines a connection on the bundle
pi : MT −→MTG, where MTG is the space of leaves. We then define a leaf (fibers on this fiber
bundle) exterior derivative dG on the exterior algebra of forms Ω
•
G(MT ) on MT generated by








extended to all of Ω•G(MT ) as a graded derivation (a term is graded by the number of factors
ca). fabc ∈ C∞(M) are the structure functions of the Xa’s under the commutator bracket
of vector fields : [Xa, Xb] = f
k
abXk. dG is the exterior derivative d on the manifold MT ,
projected down to the leaf tangent space. The above can be viewed as the structure equations
for basis forms ca. Therefore d2G = 0,which defines a complex with differential dG which is the
Chevalley-Eilenberg complex CEMT of the Lie algebra g-module C
∞(MT ).
The zeroth cohomology ring is H0CE ' C∞(MgT ) ' C∞(MTG), the ring of physical observables,
which is our objective. This is clear from the fact that functions which are constant on the
leaves form the kernel of the leaf derivative dG, from the fact that the latter sees only change in







ca are the Fade’ev-Popov ghosts and can be considered as the grassman odd generators of a
vector space over C∞(MT ), where graded multiplication with other ca’s is simply the wedge
product of 1-forms. The ca can be viewed as a basis of the vector space dual, g∗, of the Lie
algebra of the group action: 〈ca, Xb〉 = δab .
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4.2.4 Defining the Chevalley-Eilenberg complex to the Koszul com-
plex KT
Whereas we have only obtained CE•(g;C∞(MT )) so far, we now want to work with the algebra
of functions over the the original phase space M rather than over the constraint surface MT .
We know that C∞(M) is the zeroth degree space of the Koszul complex KT defined above,
from which we can retrieve C∞(MT ) as a homology ring. So we will define CE•(g;KT ).
We will now extend the Chevalley-Eilenberg complex over C∞(MT ), CEMT := CE•(g;C∞(MT )),
to a Chevalley-Eilenberg complex, CEKT := CE
•(g;KT ) ∼= Λ•(g∗) ⊗ Λ•(g) ⊗ C∞(M), over
the Koszul complex KT . Here we have identified the space over R of the free generators ρa
of the Koszul complex with the Lie algebra g. As shown above in section 4.2.1, the Koszul
complex KT , which is constructed from M, embodies MT as its zeroth cohomology group. The
Chevalley-Eilenberg complex, CEKT
∼= ⊕dim gk,l=0 Λk(g) ⊗ Λl(g∗) ⊗ C∞(M) is constructed as a
bicomplex with grading (k, l); k, l = 0, . . . ,K, with two differentials δ and dG with grade (-1 ,
0), (0,1) respectively, and which commute with each other: δdG = dGδ.
We consider the bi-graded space CEKT = Λ
•(g) ⊗ Λ•(g∗) ⊗ C∞(M) , where Λ•(g∗) is the
exterior algebra of the group-orbit-leaf one-form fields viewed as the the basis of the dual of
the Lie algebra (the ghosts), and Λ•(g) as the exterior algebra of the Koszul generators viewed
as the basis of the Lie algebra (the ghost momenta). This is the set of polynomials in ghosts
and ghost momenta with coefficients in C∞(M), and this will be the ring of observables on the
BRST super-phase space.
We note that the Koszul complex KT = Λ
•(g) ⊗ C∞(M) is a g-module with action ρa · f =
−{Ta, f}, where f ∈ C∞(M), and ρa ·ρb = [ρa, ρb] = −{Ta, Tb}lρl, extended to KT as a graded
derivation. Because KT is a g-module, we can define a Lie algebra Chevalley-Eilenberg complex
CEKT := CE
•(g,KT ). We first extend the Koszul differential complex KT to a differential
complex over CEKT by defining the action of the Koszul differential δ on the C-E generators
ca as:
δca = 0. (4.12)
We also need to define extend the action of the leaf derivation dG on functions on C
∞(MT ) to
an action of the derivation dG on C
∞(M):






where Xa, f , c
a, and fabc are defined in the same way as before on all the leaves of the foliation
of G-orbits in M instead of just in MT . We also need to define dG on the Koszul generators
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ρa as:
dGρb = −fabcρacc = fabcccρa. (4.15)
dG is then extended to the whole of CEKT as a graded derivation.
It can be seen from the above tensorial index notation that the Koszul grassmann-odd genera-
tors, ρa ∈ g, transform as Lie algebra basis elements, as mentioned above, while the Chevalley-
Eilenberg grassmann-odd generators, ca ∈ g∗, transform as dual Lie algebra basis elements.
These definitions ensure that the differentials of the bicomplex commute: dG δ = δ dG, so that
the following diagram commutes. This is a bigraded complex ( the l CE ghost-degree index
increases upwards and the m Koszul ghost momenta-degree index increases leftwards from the
bottom right corner) :
ΛK(g)ΛK(g∗)C∞(M) ΛK−1(g)ΛK(g∗)C∞(M) δ→ · · · δ→ Λ0(g)ΛK(g∗)C∞(M) 0
ΛK(g)ΛK−1(g∗)C∞(M) ΛK−1(g)ΛK−1(g∗)C∞(M) δ→ · · · δ→ Λ0(g)ΛK−1(g∗)C∞(M) 0
ΛK(g)ΛK−2(g∗)C∞(M) ΛK−1(g)ΛK−2(g∗)C∞(M) δ→ · · · δ→ Λ0(g)ΛK−2(g∗)C∞(M) 0
. . . . . . . . . . . .












The horizontal sequences are the Koszul sequences and the vertical are the Chevalley-Eilenberg
sequences.
4.2.5 The BRST complex
The BRST complex is the bicomplex above, with a different differential constructed from the
two differentials of the bicomplex.
The BRST sequence indexed by −K, . . . , 0, . . . ,K, is in the diagonal direction, in the diagram




m(g) ⊗ Λl(g∗) ⊗ C∞(M), of terms above on the same diagonal for
which k = l −m.
We wish to construct the differential δB over the bicomplex. We require that δ
2
B = 0 and that
the zeroth cohomology is C∞(MTG). This can be achieved if δB = dG + (−1)l δ, so long as
both derivatives are nilpotent, d2G = 0 = δ
2, and commute, dG δ = δ dG . The BRST grading
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k is the difference between the C-E ghost degree l and the Koszul ghost-momenta degree m:
k = l −m , the number l of C-E generators ca minus the number m of Koszul generators ρa
which are factors in a term. This is called the total ghost number. This complex is called the
BRST complex and δB is the BRST differential. The BRST cohomology is
HkBRST
∼= 0 k < 0
∼= HkCE(g, C∞(MT )) k ≥ 0 (4.16)
and so H0BRST
∼= H0CE(g, C∞(MT )) ∼= C∞(MTG), the ring of observables on physical phase
space, as desired. The BRST cohomology is equal to the Lie algebra cohomology because the
homology rings of the Koszul complex are zero except for the zeroth: H0(CE) = C
∞(MT ) .
A remaining issue is whether the requirement d2G = 0 holds. If the symplectomorphism basis
fields satisfy the Jacobi identity [[Xa, Xb], Xc] + [[Xb, Xc], Xa] + [[Xc, Xa], Xb] = 0, as when
for instance the structure functions fabc(x) are constants, then d
2
G = 0 and so the bicomplex
descends to homology. This means that the zeroth cohomology ring of the C-E complex is still
C∞(MTG) even though the ring C∞(MT ) which was originally used to define the C-E complex
is now only present as the zeroth homology ring of the Koszul complex. In general the Jacobi
identity is not satisfied and so ((−1)lδ + dG)2 6= 0. To obtain the necessary property, δ2B = 0,
required for the BRST method to work, we add extra derivations to (−1)lδ + dG to obtain
δB = δ + dG + d2 + d3 + . . . until δ
2
B = 0. The extra derivations encode the higher relations of
the algebra of the symplectomorphism basis fields and is described in detail in [20].
Poisson structure
In the above the construction of the BRST complex, the Poisson structure on C∞(M) can
be extended naturally to a graded Poisson structure on the bicomplex, with a graded Poisson
bracket. The Poisson bracket on the odd generators is {ca, ρb} = 〈ca, ρb〉 = δab . The
differential δB is an inner derivation, which means it can be implemented via the graded
Poisson bracket: δB = −{Q, ·}. Q, called the classical BRST charge, is a generator with total
ghost number k = +1. Q needs to be nilpotent: 2Q2 = {Q,Q} = 0, because 0 = δ2B =
−{Q,−{Q, ·}} = {{Q,Q}, ·} − {Q, {Q, ·}} = 12{{Q,Q}, ·}. Because the BRST differential is a
Poisson derivation, the kernels Zk = Ker δkB are graded Poisson algebras, and B
k = Im δk+1B
are Poisson ideals, consequently the graded Poisson structure descends to the cohomology rings
HkδB = Z
k/Bk. In particular the ring of physical observables has a Poisson structure. In the
case when the structure functions are constant, the BRST generator is Q = caTa− 12fabccbccρa.
Using the differentials defined in previous sections, the Leibniz rule and the Jacobi identity, we
obtain, as required,
δBQ = (dG + (−1)lδ)Q = (dG + (−1)lδ)(caTa − 1
2
fabcc
bccρa) = 0 (4.17)
CHAPTER 4. BRST 117
4.2.6 Quantization
Canonical quantization is performed by finding representations on a Krein space (which is a
generalization of Hilbert spaces to spaces which are non-positive-definite) of the Lie algebra
of the graded Poisson algebra of functions on super-phase space (CEKT , {}). The graded
Poisson bracket is promoted to a graded commutator: {·, ·} −→ 1i~ [·, ·]. The observables are
promoted to operators acting on a Krein space. There can be zero and negative norm states so
technically it is a generalization of a Hilbert space, a Krein space, rather than a Hilbert space
that is required. The canonical quantization preserves the super Lie structure of the bicomplex
CEKT , a works so long as the original phase space can be canonically quantized. The Homology
structure is preserved and the BRST function Q is promoted to an operator which has the same
purpose: to project out the physical states. Usually the negative norm states will be projected
out by Q for a physical theory, and the gauge variation will add zero norm states and will
therefore not be physically significant (ie contribute to measurable amplitudes) although they
may be useful in the formalism. This is the cohomological form of the Kugo-Ojuma treatment
to obtain a correct inner product for states [49].
4.3 BRST example
These are presented in some detail so that the comparison with the analogous multisymplectic
examples in sections 3.8 and 4.7 can be made.
(Note: we use the flat metric convention g = [1,−1,−1,−1]).
4.3.1 The electromagnetic field
This is from a detailed explanation of BRST for the electromagnetic field is in [70].
Configuration space action



















where A is a 1-form field on d = 4 dimensional Minkowski spacetime M4, Ei := ∂0Ai − ∂iA0,
and Bi := 2ijk∂jAk.
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The Lagrangian density L is invariant under a gauge variation δA = df = ∂µf(x)dxµ where
f ∈ C∞(M4) is an arbitrary smooth function on spacetime.
Phase space
The phase space is M = {(Aµx, pµx)} = {(Aµx, Eix, p0x)} where x ‘indexes’ the spatial points
in Minkowski space. The time derivative of A0x does not appear in the configuration space
Lagrangian and so there is a primary constraint on performing the Legendre transformation:
p0x ≈ ∂L∂A0x,0 = 0.
The other canonical momenta are pix ≈ ∂L∂Aix,0 = (∂νAµx − ∂µAνx) gνigµ0 =: Eix which is
Eix = −(∂iA0x − ∂0Aix) in Minkowski spacetime with metric g = diag[1,−1,−1,−1].
We introduce a change of notation: we now write integration over a flat spatial slice Md−1 =
Rd−1 ⊂ Md as an infinite summation over an ‘index’ x, the coordinate of each spatial point,
employing the summation convention analogously to the index i. The spatial volume form














ixBix)−A0x∂iEix − ∂0p0xA0x, (4.19)
employing integration by parts over spacetime inside the first order action (4.24) for the last
equality. Eix is now viewed as the momenta conjugate to Aix and is another notation for
pix, and p0x is the momentum conjugate to A0x, whereas B
ix is conventional shorthand:
Bix := 2ijk∂jAkx. The term with time derivatives is usual in the case of a primary constraint,
because not all the velocities can be replaced by momenta, from the non-invertibility of the
Legendre transformation in that case. The gauge transformations on phase space are
δfA = df = ∂µf(x)dx
µ , δfp
µ = 0 , δfx
µ = 0 (4.20)
where f(x) is an arbitrary smooth function on spacetime.
The transformations of the momenta are chosen for on-shell compatibility, because δfp
ix ≈
δf (−∂0Aix + ∂iA0x) = −∂0∂if(x) + ∂i∂0f(x)) = 0. We also have δfEix = δf [ −(∂iA0x −
∂0Aix ] = 0 = δfB
ix := δf [ 2
ijk∂jAkx ]. So E
ix and Bix are gauge invariant observables.
The corresponding variation of the Hamiltonian is
δfH = − ∂0xf (∂iEix + ∂0p0x) (4.21)
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This Hamiltonian can be seen to be invariant under gauge transformations which are constant
in time, ∂0f = 0. It can be seen that a secondary constraint (Gauss’s law), ∂iE
ix = 0,
is required, together with the primary constraint p0x = 0, to make the Hamiltonian gauge
invariant for time varying gauge variations. When the primary and secondary constraints are
satisfied, the above Hamiltonian is gauge invariant: δH = 0 on the constraint surface in phase
space: ∂iE
ix = 0 , p0 = 0. In terms of Poisson brackets, and the the gauge variation of an







= −{ (∂µf(x)) pµx , O } = {f(x)(∂iEix + ∂0p0x), O}
(4.22)
It can be seen that the constraints Tx := ∂iE
ix + ∂0p
0x generate the gauge variation. (Note
that here, in spite of the apparent notation, pµx are ordinary momenta canonically dual to Aµx
and are not multimomenta.) The Poisson bracket here is









(integration over spatial points x is assumed from the notation above with the summation
convention).
First order Lagrangian




(pµ∂0Aµ −H)dd−1x = pµx∂0Aµx − 1
2
(EixEix +B
ixBix)− ∂iA0xEix − p0x∂0A0x
= Eix∂0Aix − 1
2
(EixEix+B






The first order Lagrangian is invariant under general (i.e. time dependent) gauge transfor-
mations, δfLP = 0. Note that the first order Lagrangian does not contain the (primary
constraint) momentum, p0x, canonically conjugate to A0x. As a result A0x only serves as a
Lagrange multiplier to enforce the secondary constraint.
BRST super-phase space
We now enlarge the phase space to a BRST super-phase space by adjoining extra odd canonical
pairs, cx, ρ
x and c¯x, ρ¯




The odd coordinates are the generators of the BRST bicomplex.
The global BRST variation δB on the super-phase space is defined to be
δBAx = (dc)x = (∂µc)x dx
µ (4.25)
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δBp
ix = 0 (4.26)
δBcx = 0 (4.27)
δB c¯
x = −p0x (4.28)
δBp
0x = 0 (4.29)
δBρ
x = 0 (4.30)
δB ρ¯
x = 0 (4.31)
Here the gauge variation parameter f(x) is replaced by c(x), which has opposite grassmann
parity to f(x), in the specification of the global BRST variation. This ensures that the phase
space Lagrangian above is invariant under both the gauge variation and also, viewed as a
function on the super-phase space, the global BRST variation.
Gauge fixing
We want to remove the gauge freedom ∂µf(x) of the field Aµ. There are various possible
choices, for example such as choosing ‘temporal gauge’ A0 = 0. Here we will choose ∂
µAµ = 0,
which is called Lorenz gauge or transverse gauge and has the advantage that it is covariant and
that it is the same as kµA˜µ = 0 in frequency space (these and other properties lead to simpler
calculations in QFT). This could be done using a Lagrange multiplier px and adding the term
px∂µAµx to the Lagrangian so that the equation of motion for p
x is then ∂µAµ = 0. However is
advantageous to use ‘Rξ’ gauge fixing by adding a term
ξ
2p
0xp0x−p0x∂µAµx to the Lagrangian
instead, where ξ is a fixed parameter. Strictly speaking, this is gauge breaking rather than
gauge fixing, but the phrase ‘gauge fixing’ is still used. This form of gauge fixing has a desirable
gaussian form for calculating path integrals in QFT. The gauge degrees of freedom are removed
in the sense that the Lagrangian is no longer symmetric in those degrees of freedom, which are
still present. These now appear as ‘physical’ degrees of freedom in the internal lines of Feynman
diagrams, but are not present in the external lines, the asymptotic states. The removal of the
symmetry (the degeneracy of the Lagrangian) allows the Lagrangian to be inverted so that the
propagator can be obtained, which is then used in the Feynman expansion.
We can add the following BRST-exact term to the phase-space Lagrangian to effect gauge
fixing to Lorenz gauge, (∂0A0x + ∂
iAix ≈ 0):




p0xp0x − p0x(∂0A0x + ∂iAix)− c¯x(∂µ∂µcx) (4.32)
ξ is a fixed parameter.
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ixBix)− ∂iA0xpix − ξ
2
p0xp0x + p
0x∂iAix − ρxc ρ¯x + ∂ic¯x∂icx (4.34)









xρ¯x − ∂ic¯x∂icx (4.35)
where we used the notation Eix for pix.
By using the Euler-Lagrange equations for the momenta pix, p0x, ρx, ρ¯x, in (4.34) and substi-




(L − δΨ) dd−1x =
1
2






















2 + ∂µc¯x∂µcx (4.37)
In this case the odd variables are decoupled from the other variables and could be ignored. Then
it can be seen that the end result is the addition of a term to the velocity phase space Lagragian,
where the classical minimization of the action forces the average of |∂µAµx| to be small. For
QFT, in the quantum functional integral, this becomes a gaussian factor exp{ −i~ 12ξ ( ∂µAµx)2}
in the integrand, which, when integrated out, becomes a delta function δ(∂µAµx) in the inte-
grand, which enforces the constraint ∂µAµx = 0 on the path integral (this was first proposed by
DeWitt [13] [14] [15]). An overall constant will appear which can be ignored in the abelian Yang-
Mills case, because it does not change if we change the gauge fixing function C(x) = ∂µAµ(x).
In the case that the gauge fixing function does vary with a gauge transformation then there is





in the integrand of the path integral, where a = 1 . . .K label
the gauge fixing functions Ca, and the gauge variation parameters fa. This factor can itself
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In the functional integral this is a ‘Fadeev-Popov’ [64] term c¯a
∂Ca
∂fb
cb in the Lagrangian density
and it is this term that the BRST gauge fixing produces automatically.
If we set ξ = 12 (Feynman gauge) then, using partial integration, we will have LBC =
1
2 ( ∂µAν)( ∂
µAνx) (ignoring the ghost term which decouples) which we will also later obtain
using the multiphase-space gauge fixing in section 4.7.1, eq. (4.111).
In the canonical quantization the odd observables here lead to negative norm states, which
have to be mod’ed out. This is achieved in the quantum BRST cohomology [49].
The Poisson generator of the BRST variation is:
Q = −i(cx∂iEix + ρ¯xp0x) (4.39)
which commutes with HB : δBHB = −i{Q,HB} = 0. In this particular case (abelian Yang-
Mills), the conjugate Q¯ = i(c¯x∂iE
ix+ρxp0x) also commutes withHB : δ¯BHB = −i{Q¯,HB} = 0.
The Poisson bracket here is on the super-phase space, with extra terms ∂∂cx ∧ ∂∂Pxc +
∂
∂c¯x ∧ ∂∂Pc¯x .
4.4 Multiphase-space BRST
This section generalizes the well known phase-space BRST formalism for dynamical systems
with gauge symmetries described above in the previous sections, to a multiphase-space BRST
formalism on an extended supermultiphase space. Some particular examples are presented:
abelian and non-abelian Yang-Mills.
The introduction to BRST in section (4.2) above is presented as if the symplectic manifolds
involved are finite dimensional, whereas the main application of BRST is to analyze local field
theories, which can be viewed as Hamiltonian systems with an infinite number of degrees of
freedom. As shown in the example of conventional BRST applied to the electromagnetic field in
appendix D.2, in local field theories there are separate configuration and momentum variables
at each spatial point, and often local gauge variations which can be made semi-independently
at each spatial or spacetime point. For example, in Yang-Mills theory described in section 3.8,
the gauge variation is δA(x) = −Df(x), where A(x) is the Lie algebra valued spacetime-1-form
field, which is a connection on a principal vector bundle over spacetime, D is the covariant
derivative, and f(x) is any smooth Lie algebra valued function on spacetime. The gauge group
parametrized by f(x) = fa(x)e¯a, here is the group of smooth vertical automorphisms of the
principal bundle, and is infinite dimensional. The gauge group restricted to a fiber is usually
finite dimensional and is called the structure group. The e¯a are a basis of the Lie algebra of
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the structure group. In BRST, for example that of the electromagnetic field D.2, the number
of ghosts is infinite and parametrized by the vector index of the Lie algebra and the spatial
points: ca(x), and the BRST charge is usually an integral over a spatial slice of some function
of the of field and ghost canonical pairs and their spatial partial derivatives at each point. The
Poisson brackets exist at each moment in time and are also integrated over spatial slices Md−1
of Minkovski spacetime:



















· O2 dd−1x (4.40)
The multiphase-space version aims to have a BRST-type theory where the objects are not
spatial integrals but rather exist at each spacetime point, i.e. look at functions on the fiber
rather than spatial sections of the entire bundle. However the field at neighbouring spacetime
points (on neighbouring fibers) is relevant and this is incorporated by the use of spacetime
derivatives and indices, and, in particular, multimomenta. The multiphase-space BRST is on
a bundle over spacetime rather than a phase space over a one dimensional (time) base space,
and we would expect a BRST generator as a function on multiphase space and a multibracket
defined at each spacetime point.
The generalization of BRST which we consider here is to go, from a BRST complex over the
Poisson algebra of functions on phase space, to a BRST complex over a bracket algebra of
‘functions on multiphase space’, where the latter is some suitably chosen algebra so that the
BRST construction can work. One could consider a range of possibilities with two extremes:
a restrictive version ‘A’ where some algebra R of multiphase-space observables is chosen so
that the BRST construction is the same or very similar to the conventional BRST, except that
it is on a bundle over spacetime as mentioned in the previous paragraph. Or a more general
version ‘B’ where the algebra R = C∞(M) of functions on multiphase space M is chosen and
the BRST construction is modified. In this thesis we consider possibility ‘A’.
Most of the BRST construction generalizes readily and it is useful to examine in detail the
particular parts of this construction where the generalization is not straightforward, and sum-
marize those aspects which are the same without repeating the detail of the construction which
is already present in section 4.2.
4.4.1 Multiphase-space BRST construction
Multiphase-space BRST follows closely the description of conventional BRST in the previous
sections. The difference is primarily in the Koszul complex. The ghost part is the same as
in the conventional BRST, but the because the ‘body’ part (with no grassmann odd factors)
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is different, in particular in that observables and constraints are spacetime d − 1-forms, it is
necessary to define in particular the Koszul complex to ensure that the complexes have the
requisite structure for the BRST zeroth cohomology ring to represent the physical observables.
Koszul complex
The Koszul complex is the free R-module generated by forms ρa’s , KT := R〈ρa〉 for ρa, a =
1 . . .K and where multiplication of the ρa is the exterior product, and where R is the ring
Λd−1B (M) of spacetime d−1 -forms whose coefficients are functions on multiphase space: locally
of the form fµ(xν , ui, pνi )d
d−1xµ. The multiplication in this ring is the wedge product of d− 1
-forms and is trivial.
The ρa, a = 1 . . .K are particular spacetime d − 1 -forms ρa = ρµadd−1xµ on the super-
multiphase space, in local Darboux coordinates, {(xν , ui, pνi , ca, ρµa)}. Because multiplication
is the exterior product, it is trivial here: ρaρb = ρa ∧ ρb = 0 (this is because the top spacetime
form is degree d).
There is a vertical bracket defined on the fibers over spacetime by {ui, pµj dd−1xµ} = δij , and
{ui, pµj }ν = δijδµν . The graded brackets for the odd coordinates on super-multiphase space:
{ca, ρµb dd−1xµ} = δab , and {ca, ρµb }ν = δab δµν . The bracket is extended to functions on multiphase
space by the Leibnitz rule on products.
The constraints are a set of K spacetime (d− 1) -forms on multiphase space,
{Tµa (xν , ui, pµi )dd−1xµ, a = 1, . . . ,K} (4.41)
corresponding to the Lie algebra g of infinitesimal hamiltonian multisymplectomorphisms rep-
resented by a basis of vector fields Xa on multiphase space. We here limit to the case where
the functions Tµa (x
ν , ui, pµi ) are linear in the multimomenta p
µ
i , so that the general form of Ta
is Ta = T
µ
a (x
ν , ui, pµi )d
d−1xµ = Πµjaα(x
ν , ui) pαj d
d−1xµ. The Ta’s are also required to satisfy
the conditions of a set of first class constraints, {Ta, Tb} = −f cabTc, where f cab are the structure
constants for a Lie algebra g and that they generate infinitesimal hamiltonian multisymplecto-
morphisms via Xa· = −{Ta, ·}. A BRST system with both primary and secondary constraints
is developed in subsection 4.5.1.
Because of the restriction on the form of Ta imposed in the previous paragraph, that it be
linear in the multimomenta pµi , we obtain
δax
µ = −{Ta, xµ} = 0
δau
i = −{Ta, ui} = Πβiaβ
CHAPTER 4. BRST 125
δap
α
i = −{Ta, pαi } = −Παjaβ,ipβj
δaTb = −{Ta, Tb} = −2Πγj[a|β,kpβj Παk|b]γ dxα (4.42)
{Ta, Tb} = −f cabTc implies that the functions Π have to satisfy
2Πγj[a|α,kΠ
µk
|b]γ = −f cabΠµjcα (4.43)
The action of δa· = Xa· = −{·, Ta} on multiphase space defines the action on R via the
action given above on the coordinates (xν , ui, pµi ) together with the Leibnitz rule. The Xa
are the basis for a Lie algebra of infinitesimal hamiltonian multisymplectomorphisms where




ab are the structure constants of the Lie algebra in the basis {Xa}.
The space of spacetime d − 1 -forms on the constraint surface Ta = Tµa (xν , ui, pνi ) dd−1xµ =
0, a = 1 . . .K is isomorphic to the space of equivalence classes RT ∼= R/I where I = R〈T 〉 is
the ideal generated by the set of constraints T = {Tµa dd−1xµ | a = 1 . . .K}. RT ∼= R/I will
become the zeroth homology ring of the Koszul complex in exactly the same way as in the
conventional BRST.
The differential δ on the Koszul complex is defined as δf = 0, for f ∈ R and δρa = Ta =
Tµa d
d−1xµ, where Ta are the spacetime d − 1 -form constraints, extended to KT as an odd
graded R-linear derivation, which forces the differential to be nilpotent: δδ = 0 and reduces
the ρ -degree l by one. This is the same as for the conventional BRST above and the whole
BRST construction above carries through on the space R = Λd−1B (M) as it did for the space of
functions R = R〈qi, pi〉 on phase space as described for conventional BRST in section 4.2. (In
the multisymplectic case, because ρa are d − 1 -forms, when d > 1 the product of the Koszul
generators is trivial: ρaρb = ρa ∧ ρb = 0.)
The construction of the complexes is exactly as in section 4.2 and the only aspect that needs
clarification is the notion of a multiplicative ideal I of functions which are zero on the constraint
surface defined by Ta = 0, a = 1, . . . ,K (shortened to T = 0) and that the equivalence classes
R/I are to have the requisite properties.
First considering I, we want the Lie algebra action to preserve I and the constraint surface.
To show this, we use the brackets for the constraint d−1-forms Ta’s, the hamiltonian property
of the Ta’s and the Leibnitz property of the brackets.
Let t = faTa ∈ I and fa, ga ∈ C∞(M), then the variation of a ‘function’ (actually a d − 1








af cabTc} T=0= 0, which is zero on the constraint surface T = 0 as indicated by the last
equality symbol. Also clearly δbt ∈ I so I is preserved by the action (the action is compatible
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with I) and so the orbits of the group action are either entirely in the constraint surface T = 0
or disjoint from it. In addition, the bracket of two functions in I is {t1, t2} = {fa1 Ta, f b2Tb} =
fa1 {Ta, Tb}f b2 + fa1 {Ta, f b2}Tb + Ta{fa1 , Tb}f b2 + Ta{fa1 , f b2}Tb = fa1 f cabTcf b2 + fa1 {Ta, f b2}Tb +
Ta{fa1 , Tb}f b2 +Ta{fa1 , f b2}Tb ∈ I, thus I is a sub bracket algebra of R. We cannot say that I is
a bracket ideal because if t = faTa ∈ I and g ∈ R, {t, g} = {faTa, g} = fa{Ta, g}+Ta{fa, g} =
−faXa · g + t1 for some t1 ∈ I. Thus I is a bracket ideal if X · g ∈ I, ∀X ∈ g and ∀g ∈ R,
which would imply that X · g T=0= 0 which is not generally the case. If instead of R we restrict
to the ring N(I) of functions in R which are constant on the orbits of the group action in the
constraint surface T = 0 then X · g T=0= 0,∀X ∈ g and ∀g ∈ N(I) and by the completeness of
the T ’s, X · g ∈ I.
Chevalley-Eilenberg complex
The Koszul complex has a Lie algebra g action defined as in conventional BRST, (where the
generators of the Koszul complex are viewed as a basis for the Lie algebra g,) by ρa· = δa·
on R and by the adjoint action on ρb: ρa · ρb = [ρa, ρb] = f cabρc, extended KT by the graded
Liebnitz rule (which becomes trivial for d > 1). We can therefore define the CE complex as in
conventional BRST with ghosts ca ∈ g∗.
BRST complex
The BRST complex is constructed as in the conventional BRST. The BRST variation δ =



















dGρa = −ρbf baccc
dGx
µ = 0
δg = 0 where g is a function on multiphase space
δρa = Ta
δca = 0
δxµ = 0 (4.44)
The gauge algebra action on the bicomplex is defined in the same way as conventional BRST,
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and commutes with the differentials.
The BRST generator is Q = caTa − 12f cabρccacb, where {ca, ρb} = {ρb, ca} = δab , which is the
same as for conventional BRST, with of course the proviso that Ta and ρa are d−1 -forms and
the bracket is a multiphase- space bracket acting on d− 1 -forms. We also assume that f cab is
independent of xµ, pµa , u
i, ρb, c
a, otherwise there will be extra terms to the BRST generator is
Q.
This is necessary to obtain 2Q2 = {Q,Q} = 0 require for the BRST construction, The defini-
tions above ensure that 2Q2 = {Q,Q} = 0, in the same way as in the conventional BRST.
Because of the restriction on the form of Ta imposed above , that it be linear in the multimo-
menta pµi , we obtain
−δBui = {Q, ui} = ca{Ta, ui} = −caΠβiaβ
−δBpαi = {Q, pαi } = ca{Ta, pαi } = caΠαjaβ,ipβj (4.45)
As before we have the BRST variations δB on the BRST super-multiphase-space coordinates:




−δBρa = {Q, ρa} = Ta + f cabρccb
−δBTb = {Q,Tb} = ca{Ta, Tb} = −caf cabTc
−δBui = {Q, ui} = ca{Ta, ui} = −caδaui
−δBpαi = {Q, pαi } = ca{Ta, pαi } = −caδapαi
−δBxα = 0 (4.46)




−δ2Bxα = 0 (4.47)
in the same way as in conventional BRST.
Similarly writing out the calculation for −δ2Bui we obtain
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baδc, and the hamiltonian property of the variation, {Ta, ui} = −δaui. A similar
calculation for −δ2Bpαi gives
−δ2Bpαi = 0. (4.49)
Because δ2B = 0 for all coordinates on the BRST super-multiphase space, δ
2
B = 0 for any
function of these coordinates. Because ρa = ρ
µ
ad
d−1xµ and Ta = Tµa d
d−1xµ, we can write
−δBρµa = {Q, ρµa} = Tµa + f cabρµc cb (4.50)
There is also the multibracket for the odd coordinates of BRST super-multiphase space:
{ca, ρµb }ν = {ρµb , ca}ν = δab δµν .
Having defined the BRST variation on all the coordinates of super-multiphase space, we can
extend this to functions of these BRST super-multiphase-space coordinates with the graded
Leibnitz property of the brackets.
The BRST construction requires δ2B · = {Q, {Q, ·}} = {{Q,Q}, ·} − {Q, {Q, ·}} = 0. But we
have shown in (4.47) that δ2B is zero for all the coordinate functions of BRST super-multiphase
space. So we can claim the Jacobi identity {Q, {Q,A}} = {{Q,Q}, A} − {Q, {Q,A}}, for
arbitrary functions, linear in the multimomenta, on BRST super-multiphase space.
The Jacobi identity for multiphase-space functions A, linear in the multimomenta, and variation
generators Ta and Tb:
{A, {Ta, Tb}}+ {Ta{Tb, A}}+ {Tb, {A, Ta}} = −f cab{A, Tc}+ δaδbA− δbδaA
= −f cabδcA+ δaδbA− δbδaA = −f cabδcA+ [δa, δb]A = −f cabδcA+ f cabδcA = 0 (4.51)
Coisotropic Marsden-Weinstein reduction expressed in terms of Poisson algebras
Let I be the vanishing ideal of MT , the ring of exact hamiltonian spacetime (d− 1) -forms on
multiphase space M which are zero on MT . (If 〈T 〉 is the ideal generated by a set of regular
constraints Ta = 0 which define MT , then I = 〈T 〉.) Then the ring of functions on the
constraint surface is
RT ∼= R/I. (4.52)
The coisotropy of MT means that I is a Poisson sub algebra of M, called a coisotropic ideal.
The above is not a Poisson algebra because I is not a Poisson ideal ofM. However I is a Poisson
ideal of the Poisson normalizer N(I) of I in M, where N(I) := {f ∈ C∞(M)|{f, I} ⊂ I}, the
Poisson subalgebra of C∞(M) of functions which are constant on the orbits on MT generated
CHAPTER 4. BRST 129
by {I, ·} and therefore the quotient
C∞(MTT ) ∼= N(I)/I (4.53)
is also a Poisson algebra, the reduced Poisson algebra of C∞(M) by I , and is isomorphic to
the Poisson algebra of functions C∞(MTT ) on the reduced phase space.
4.5 The Hamiltonian as constraint and BRST
This technique of treating the Hamiltonian as another constraint in BRST will be used to
apply BRST to Yang-Mills at the end of this section. It is useful for systems with secondary
constraints. But before describing it for multiphase-space BRST in the following section, the
phase-space version will be presented first in this section.
On extended phase space M = {(qi, pi, t, e)}, with symplectic form dqi ∧ dpi + dt ∧ de, it
was explained, in the subsection 2.1.4, ‘Time Dependent Hamiltonians’ , that the constraint
T 0 := H(qi, pi, t) − s generates the time evolution, and that the hypersurface MT 0 , the locus
of T 0 := H(qi, pi, t) − s = 0, in extended phase space M , is foliated into unparametrized
one-dimensional curves, which are the solutions to the Hamilton’s equations for a Hamiltonian
H(qi, pi, t). The time is given by the t coordinate of the curve. The trajectories could be viewed
as the orbits of a group, G ≡ R under addition, of symmetry variations where the variation
parameter is time t. The constraint surface MT0 is given by the solutions of T0 := (H− e) = 0.
For the constraint to be consistent with the orbits we require ∂H∂t ≈ e˙.
Assuming the solutions are complete, −∞ < t < +∞, we can parametrize the different orbits
by finding all the solutions to H(qi, pi, 0) = e. Here it can be seen that there is a solution
for each point (qi, pi) in the phase space {(qi, pi)}. This latter is the reduced phase space
M//G 'MT0/R, with symplectic form dqi ∧ dpi.
It is possible to express this using the BRST formalism, where the starting Hamiltonian H0 is
zero, H0 ≡ 0, and the physical Hamiltonian, H, appers as some terms (part of the grade-degree
(0, 0) terms) in the gauge fixing expression: HBRST = H0 + δBΨ = 0 + (H − e) + ghost terms.
If there are no other symmetries to consider, there is thus a one dimensional trivial Lie algebra
on extended phase space and the extra ghost-antighost grassmann odd canonical pair (c0, τ),
with the BRST observable Q0 = c0T0 = c0(H(q
i, pi, t) − e). Clearly {Q0, Q0} = 0, therefore
δ2B · = {Q0, {Q0, ·}} = 0.
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The global BRST variation δB on the super-phase space is
δBq
i = −{Q0, qi} = −c0{(H − e), qi} = c0 ∂H
∂pi
≈ c0 q˙i
δBpi = −{Q0, pi} = −c0{(H − e), pi} = −c0 ∂H
∂qi
≈ c0 p˙i
δBt = −{Q0, t} = −c0{(H − e), t} = −c0 ∂t
∂t
= −c0 1 ≈ −c0t˙
δBe = −{Q0, e} = −c0{(H − e), e} = −c0 ∂H
∂t
≈ −c0 e˙
δBc0 = −{Q0, c0} = 0
δBτ = −{Q0, τ} = −(H − e){c0, τ} = −(H − e) ≈ 0 (4.54)
The on-shell equations of motion on extended phase space for a Hamiltonian (H−e) are shown
above so that it can be seen, in these BRST variations, that the infinitesimal gauge variations
corresponds to infinitesimal time evolution.
A suitable gauge fixing fermion is Ψ = t˙τ so that the term that is added to the phase-space
Lagrangian is:
δBΨ = −{Q0,Ψ} = −{c0(H − e), t˙τ} = −(H − e)t˙{c0, τ}+ c0τ˙{(H − e), t}
= −(H − e)t˙+ c0τ˙ = −(H − e)t˙− c˙0τ (4.55)
where the last equality employs integration by parts ( inside the integral of a phase-space
Lagrangian).
The super-phase-space Lagrangian is now
L = piq˙
i − et˙+ τ c˙0 − (H − e)t˙ (4.56)
and the super-phase-space BRST-fixed Hamiltonian is (H − e)t˙. The ghost term decouple and
the e coordinate cancels so that we are left with Ht˙ = H (because in the phase-space action
integral Ht˙dλ = Hdt, so t is the physical time corresponding to the physical Hamiltonian H).
So the BRST method recreates the desired Hamiltonian for the system within the phase-space
Lagrangian, L = piq˙
i −H.
If there are other constraints Ta, we need to add extra terms to the BRST observable Q =
Q0+c
aTa+. . .. In addition we need to have extra terms for the relations between the constraints
and also the hamiltonian constraint: {Ta, Tb} = −f cabTc and {Ta, T0} = −gcaTc − haT0.
Assuming neither structure constants gca or ha are functions of q or p, there are then no higher
relations and one can write the BRST observable so that {Q,Q} = 0:
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4.5.1 Systems with primary and secondary constraints
In particular we will apply this to the case of a system with primary and secondary, but not
tertiary, constraints as shown in subsection 3.6.2. This occurs in the case of a gauge variation
which depends on a time-dependent parameter a(t) and it’s first derivative:
δ(u
i(t)) = a(t)Ria(q(t)) + ∂t
a(t)Sia(q(t)) (4.58)
The form of the gauge generator, for the infinitesimal gauge variation δr, in a system with











where T (1) are the primary constraints and T (2) are the secondary constraints. The a(x)
are the parameters of the gauge variation δ where  takes values in the gauge algebra. The
secondary constraint arises from the fact that the bracket of the primary constraint with the
Hamiltonian is not zero:
∂tT
(1)
a ≈ {T (1)a , H} = T (2)a (4.59)
and the fact that there is no tertiary constraint (by assumption) is because the bracket of the
secondary constraint with the Hamiltonian is zero:
{T (2)a , H} = 0 (4.60)
If the generators is to be Poisson, we need the brackets of the constraints map to the Lie
brackets of the gauge variation and the bracket between the constraints to be the following:
{T (1)a , T (1)b } = 0
{T (1)a , T (2)b } = −f cab T (1)c
{T (2)a , T (2)b } = f cabT (2)c (4.61)
where f cab are the structure constants of the Lie algebra of the gauge variation: [δ1 , δ2 ] = δ3 ,









BRST on systems with primary and secondary constraints and with the Hamilto-
nian as constraint
The gauge parameter and its time-derivative, a(t), ∂t
a(t), are treated as two separate param-
eters and promoted to grassmann odd super-phase-space coordinates ca1 , c
a
2 respectively, with
canonically conjugate grassmann odd super-phase-space momentum coordinates ρ1a, ρ
2
a.
The BRST super-phase space is now {(t, e; qi, pi; c0, τ ; ca1 , ρ1a; ca2 , ρ2a)}).
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We are now in a position to write out the BRST observable using the non-zero structure
constants in (4.59) and (4.61) above as coefficients in the higher order terms:
























The extra terms involving ghost momenta are present to cancel brackets of the first three terms
to ensure the property {Q,Q} = 0 which leads to δ2B · = {Q, {Q, ·}} = 0.
4.6 The DDW Hamiltonian as constraint and multiphase-
space BRST
4.6.1 Hybrid technique using spatial integrals
The multiphase-space DDW equations of motions are partial differential equations over space-
time coordinate variables, and do not produce a foliation of multiphase space, unlike Hamilton’s
equations on phase space. This is a major difference between symplectic and multisymplectic
mechanics. The DDW Hamiltonian does not generate a vector field multisymplectomorphism
in the way that a Hamiltonian on phase space does. It would seem this fact prevents the use
of the DDW Hamiltonian to generate a ‘symmetry’ where a BRST variation of a gauge fixing
fermion Ψ could be used to produce the DDW Hamiltonian, δΨ = H + ghost terms , in the
same way as achieved above.
A way round this obstacle is the ‘hybrid technique’ which employs, as ‘hybrid’ observables, the
spatial integrals of observables on multiphase space, so that the hybrid observables depend on
time only rather than spacetime. In this way a time evolution ‘symmetry’ is obtained while
the multiphase-space formalism is employed in the integrands.
We restrict to spacetime on a Minkowski space with orthonormal coordinates. We make a
choice of a particular (but arbitrary) time coordinate xα on the spacetime. (In fact we could
choose xα to be a space coordinate, because of the covariance of the system, but it is more
familiar to discuss time evolution rather than space evolution.).
We integrate the d− 1 form Hdd−1xα on multiphase space over the flat hypersurface xβ = t,





Hdd−1xα (no sum on repeated α indices) (4.63)
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Let us define the multi-Poisson brackets of two spacetime d− 1-forms:
{Hdxα, Jdxγ} = 1
2




[ {H,J }γdxα + {H,J }αdxγ ] (4.64)
where dv is the vertical exterior derivative on the fibers over spacetime.
Then the spatial integral of these brackets is:∫
Sβ(t)






























(no sum on repeated indices)


















−{H, pµi dxµ} dd−1xα =
∫
Sα(t)
−{Hdxα, pαi dxα} (4.68)






















(no sum on repeated α indices), because we assume that the field multimomenta are zero at
the spatial boundary.
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The left hand side is∫
Sα(t)
∂µu















(no sum on repeated indices), because we assume that the fields ui are zero at the spatial
boundary.






























−{Hdxα, f(u) dd−1xµ} =
∫
Sα(t)
−{Hdxµ, f(u) dd−1xα} (4.74)
(no sum on repeated indices)
The most general d − 1 -form observables (apart from the DDW Hamiltonian d − 1 -form
Hdd−1xα) we will consider on multiphase space will have terms of the form O(ui, pαi ) =
f i(u)pαi d
d−1xα orf(u)dd−1xα .
The DDW equation of motion for this is:








≈ ∂α(f i(u(x))pαi (x)) (4.75)






















{f i(u)pνi dd−1xν , H} dd−1xα =
∫
Sα(t)
{f i(u)pαi dd−1xα, Hdd−1xα} (4.76)
(no sum on repeated α indices), because we assume that the field multimomenta are zero at
the spatial boundary.
The corresponding spatial integral on extended multiphase space is:∫
Sα(t)
{f i(u)pαi dd−1xα, (H − e)dd−1xα}










































d−1xα = 0 (4.77)
(no sum on repeated α indices). We used the integrated equation of motion in the last ≈.
We need the gauge variation of observables to be compatible with trajectories which satisfy
the integrated equations of motion: (−δ ddt + ddtδ)O = 0 .






















{f i(u)pνi dd−1xν , H} dd−1xα =
∫
Sα(t)




{G, {f i(u)pνi dd−1xν , H}} (4.78)
(no sum on repeated α indices), where G is the generator of the gauge transformation, δ· =
−{G.·}.







































(no sum on repeated α indices)
Subtracting the above the above terms, we want (−δ ddt + ddtδ)O = 0 resulting in:∫
Sα(t)







[{f i(u)pνi dd−1xν , {G,H}} + + {f i(u)pνi dd−1xν ,
∂
∂xα
G}] dd−1xα = 0 (4.80)
Using the Jacobi identity ( which holds in the α direction) to go to the second line. Thus we
need { O(u, p) , {G,H}+ ∂∂xαG } = 0.
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4.6.2 The multiphase-space BRST construction for time evolution
We work on the multiphase space M = {(e, xµ;ui, pµi )}, with multisymplectic form (dui∧dpµi +
de ∧ dxµ) ∧ dxµ. We can view the ‘DDW energy’ coordinate e in multiphase space having as
canonical multimomenta the spacetime coordinates xµ.
It was shown in (4.77) the previous subsection the constraint T 0α := (H(ui, pµi , t) − e)dd−1xα,
where H is the DDW Hamiltonian, generates the time evolution on the hybrid observables:∫
Sα(t)
{O, T 0α} =
∫
Sα(t)















(f i(u)pαi ) d
d−1xα ≈ 0 (4.81)
(no sum on repeated α indices).
The trajectories could be viewed as the orbits of a group, R under addition, of symmetry
variations where the variation parameter is time t = xα. The constraint surface MT0 is given
by the solutions of (H − e) = 0. For the constraint to be consistent with the orbits we
require ∂H∂xµ ≈ ∂µe. The different trajectories are parametrized by the initial conditions at time
t = xα = t0. The initial conditions are the values of the u
i and pαi on the points of the spatial
hypersurface xα = t0 in Minkowski space M
d. Note that the pαi are the conventional momenta
because we have chosen α to be the time direction. The trajectories are distinct because it is
well known that for a field theory this characterization on a spatial hypersurface determines a
unique trajectory because it is a point in the phase space of the system which can be described
by first order ordinary differential equations in time.
It is possible express this using the BRST formalism, where the starting DDW Hamiltonian
H0 is zero and the gauge fixing will gives the BRST Hamiltonian HB = H0 + δBΨ = 0 + (H−
e)xα + ghost terms .
We show this using the hybrid technique.
If there are no other symmetries to consider, there is thus a one dimensional trivial Lie algebra
on extended phase space and the extra ghost-antighost grassmann odd canonical pair (τ, cα0 )
on multiphase space, with the BRST observable Q0 = c
α
0 (H(ui, pµi , x) − e)dd−1xα. Clearly
{Q0, Q0} = 0, therefore δ2B · = {Q0, {Q0, ·}} = 0. We assume these are integrands of the







{Q0, {Q0, f i(u)pνi dd−1xν}}dd−1xα = 0 (4.82)
The pointwise multibracket calculation of the the variation δB above on the super-phase space
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is
δBu











µdxµ) = −{Q0, xµdxµ} = −cν0dxν{(H− e), xµdxµ} = cν0dxν d ≈ cν0dxν ∂µxµ






0dxν) = −{Q0, cν0dxν} = 0
δBτ = −{Q0, τ} = −(H− e){cν0dxν , τ} = −(H− e) ≈ 0 (4.83)
The spacetime derivative of xµ above: ∂µx
µ, reflects the fact that the selection of the section
∂µ through extended multiphase space, which obeys the equation of motion (indicated by the
use of ≈), acting on the coordinates xµ of extended multiphase space, are consistent, ∂µxµ ≈ d
in d-dimensional spacetime.
The on-shell equations of motion (indicated by the ‘ ≈′) on extended multiphase space for a
DDW Hamiltonian (H−e) are included above so that it can be seen, in these BRST variations,
that the infinitesimal gauge variations corresponds to the DDW infinitesimal equation of motion
(propagation in time).
4.6.3 Gauge fixing for time evolution
A suitable BRST gauge fixing fermion is Ψ = τxαdxα ( no sum on the α index) so that the
term that is added to the multiphase-space Lagrangian is:
δBΨ = −{Q0,Ψ} = −{cµ0 dxµ(H− e), xατdxα}
= −(H− e)xαdxα{cµ0 dxµ, τ}+ cµ0 dxµτ{(H− e), xαdxα}
= −(H− e)xαdxα + cµ0 dxµτ (4.84)
where the integration over a spatial slice Sα(t) needs to be assumed because x
α = t needs to
be a constant.
The super-multi-phase space BRST gauge-fixed Hamiltonian is (H−e)xαdxα. The ghost term
dynamically decouples from the physical variables. So the BRST method recreates the desired
DDW Hamiltonian for the system. The xα factor in the spatial integration is the time and is
the time increment in the full integral over spacetime when it is present in the multiphase-space
Lagrangian.
If there are other constraints Ta, we need to add extra terms to the BRST observable Q =
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Q0 + c
aTa + . . . . In addition, we need to have extra terms for the relations between the
constraints: {Ta, Tb} = −f cabTc and {Ta, T0} = −gcaTc − haT0, to ensure {Q,Q} = 0.
Assuming neither structure constants gca or ha are functions of multiphase-space coordinates
xµ, q , p, t or e, then there are no higher relations and one can write the BRST function so
that {Q,Q} = 0:
So Q = cα0 (H − e)dxα + caTαa dxα − 12fabccbccραadxα − 12gab cbcα0 ραadxα − 12hacacα0 τdxα.
If the structure constants gca or ha are functions of the extended phase-space coordinates, then
brackets like {gca, ·} or {ha, ·} need to be calculated and included, as well as brackets with the
results of these brackets, until one can ensure {Q,Q} = 0 and we will have higher ghost degree
terms, reflecting the higher relations of the constraint algebra.
Systems with primary and secondary constraints
This topic was introduced in section 3.6.2. This will now be applied to an example, Yang-Mills,
to obtain the BRST observable.
When action is invariant under the infinitesimal gauge variation of the field u(x) is given by




a(x)Siµa (u(x)) + 
a(x)Ria(u(x)) (4.85)
The form of the gauge generator, for the infinitesimal gauge variation δ, in a system with











a dxµ where T
(1)νµ are the primary constraints and T (2)µ are the secondary constraints.
The a(x) are the parameters of the gauge variation δ where  takes values in the gauge
algebra.
The secondary constraint arises from the fact that the bracket of the primary constraint with
the DDW Hamiltonian is not zero:
∂νT
(1)αν
a ≈ {T (1)αa ,H} = T (2)αa (4.86)
and the fact that there is no tertiary constraint is because the bracket of the secondary con-
straint with the DDW Hamiltonian is zero:
{T (2)a ,H} = 0 (4.87)
If the gauge generator is to be Poisson, we require the brackets of the constraints map to the
Lie brackets of the gauge variation and the multi-bracket between the constraints to be the
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following:
{T (1)αa , T (1)βb } = 0
{T (1)αa , T (2)b } = −f cab T (1)αc
{T (2)a , T (2)b } = f cabT (2)c (4.88)
where f cab are the structure constants of the Lie algebra of the gauge variation: [δ1δ2 ] = δ3









BRST for systems with primary and secondary constraints
The gauge parameter and its spacetime-derivative, ∂µ, 
a(x)a(x), are treated as two sepa-
rate parameters and promoted to grassmann odd super-multiphase-space coordinates ca1ν , c
a
2
respectively, with canonically conjugate grassmann odd super- multiphase-space momentum




a(x)T (1)νa + 
aT (2)a = ∂ν
a(x)T (1)νµa dxµ + 
aT (2)µa dxµ (4.89)
The BRST super-multiphase space is now {(xµ, ui, e, pµi , cµ0 , ca1ν , ca2 , τ, ρ1νµa , ρ2µa )}.
We are now in a position to write out the BRST observable using the non-zero structure
constants in (4.86) and (4.88) above as coefficients in the higher order terms.



























(No sum on the α indices).
Or in slightly more compact notation:





















ca1 y ρ2acα0 dxα (4.91)
Q generates the variations:
δQu




i dxα) = −{Q, pαi dxα} = −cα0 dxα{H, pαi dxα}+ ca1ν∂jSiνa pαj dxα) + ca2∂jRiapαj dxα
≈ cβ0 dxβ∂αpαi + ca1ν∂jSiνa pαj dxα) + ca2∂jRiapαj dxα (4.93)







The last equality assumes only H ( and not T , f , R or S) can explicitly depend on x.
δQ(x
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0 dxµ) = −{Q, cµ0 dxµ} = 0 (4.97)
δQc
a


















Note free index ν.
δQc
a






























Yang Mills is a system with primary and secondary constraints where the above technique
should be applicable. Repeating the constraint algebra (3.110) for Yang-Mills given in section
3.8:
{T 1αa , T 1βb } = 0 (4.102)
{T 1αa , T 2b } = −gf cab T 1αc (4.103)
{T 2a , T 2b } = gf cabT 2c (4.104)
{T 1αa ,H} = T 2αc (4.105)
{T 2a ,H} = 0 (4.106)




i dxµ = p
αµ













Substituting these into the general expression for Q in the previous section gives the following


























































4.7 Multiphase-space BRST examples
Abelian 4.7.1 and non-Abelian 4.7.2 Yang-Mills theory are presented in such a way that the
comparison with the analogous example of conventional BRST applied to the electromagnetic
field in section 4.3.1 can be readily made.
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4.7.1 The electromagnetic field
The example of the electromagnetic field follows from the exposition of electromagnetism in
the multiphase-space formalism in section D.2. The construction is in two steps: initially
we write the (multiphase-space) Lagrangian density on the space of dynamical variables (the
pre-super-multiphase space) pB = {(xµ, Aα, pαµ, c, c¯µν ,Πνc¯ , bµν)} and then we reduce to the
super-multiphase space B = {(xµ, Aα, pαµ, c, ρµ)}.
To apply the super multiphase space BRST formalism to this model we replace, in the gauge
variation, the gauge parameter function f(x) by a grassmannian field c(x) (called a ghost
field) which we will adjoin to this model as a dynamical variable, together with additional
grassmanian field c¯µν(x) (anti-ghost) and commuting field bµν(x) (Nakanishi-Lautrup field)
which are both symmetric in µν. The objective is to add a gauge fixing term bµν∂µAν− ξ2bµνbµν
(in such a way that bµν ≈ p(µκ) on shell) to the first order Lagrangian (D.26) in such a way that
it remains invariant under the nilpotent global BRST variation δB on the pre-super-multiphase










µ = 0 (4.108)
With this variation it is clear that the original Lagrangian density (D.19) and the multiphase-
space Lagrangian density (D.26) for the electromagnetic field, as functions on super-multiphase
space, remain invariant under this variation, because we have simply replaced the gauge vari-
ation parameter f(x) by c(x). Then adding a term of the form δBΨ, the multiphase-space
Lagrangian density becomes the multiphase-space BRST first order action (4.109) and will
still be invariant because of the δBδB = 0 nilpotent property of the variation above. A suitable
gauge fixing fermion is Ψ = c¯µν(∂µAν − ξ2bµν), where ξ is a constant real number factor, which
results in δBΨ = b
µν∂µAν − ξ2bµνbµν − c¯µν∂µ∂νc, which is the desired gauge fixing term plus a
ghost term.








p[µν]p[µν] − p(µν)∂µAν + (bµν∂µAν − ξ
2
bµνbµν − c¯µν∂µ∂νc) )ddx =














where the integration is over a section ΓpB of pB, the pre-BRST super-multiphase space
{(xµ, Aα, pαµ, c, c¯µν , bµν)}, or over a section ΓB of B, the BRST super-multiphase space







which is the correct result, expressed in the multiphase-space formalism can easily shown
to result in the conventional soft-gauge-fixed Lagrangian density once the multimomenta are
substituted for, using the equations of motion. The term ρν∂νc in the Lagrangian above
becomes zero, when the Euler-Lagrange equation for ρν is employed. Substituting for the




( ∂[µAν]∂µAν + (2− ξ)∂(µAν)∂µAν ) ddx (4.111)
The Legendre transformation for c gives the canonical multimomenta for c, ρν ≈ ∂µc¯µν , which
has been substituted in the last line of (4.109), and we can identify bµν and p(µν) which has
also been substituted for in that last line.
If we set ξ = 1, then we see that the Lagrangian density can be written as ∂µAν∂µAν which is
the same as obtained from the phase space gauge fixing in section 4.3.1 (compare (4.111) with
(4.36)).
The Lagrangian density (4.109) is BRST invariant by construction (with δBρ




(µν) which is zero on the constraint surface).
The BRST current is T = Jµdd−1xµ = −c ∂αp(αµ)dd−1xµ and
δB · = −{−c∂αp(αµ), ·}µ (4.112)
where the multi-bracket now is on a super-multiphase space with extra ghost canonical conju-






∂ρα . In the
abelian case as here, the odd degrees of freedom decouple from the even as in conventional
BRST.
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δBx
µ = 0 (4.113)














δxµ = 0 (4.114)
The BRST variation of the Lagrangian density above is:
δBLgf = δB(p(µν)∂µAν+ρν∂νc) = (p(µν)∂µδBAν+δBρν∂νc) = (p(µν)∂µ∂νc+δB∂αp(αν)∂νc) = 0
(4.115)
where the last equality was achieved by integration by parts and ignoring the boundary term.
It is of interest to compare this with the well known result obtained from conventional phase-
space BRST for the electromagnetic field in section 4.3.1. There the phase-space BRST charge
was (in the following the summation over the x index signifies the integration over a spatial
slice):
Q = −i(cx∂iEix + ρ¯xp0x) (4.116)
and the phase-space BRST first order Lagrangian (4.34) was:
LBP = ρ
x∂0cx + ρ¯x∂0c¯











xρ¯x − ∂icx∂ic¯x ) (4.117)











xρ¯x − ∂icx∂ic¯x (4.118)
It can be seen from these that the ghosts (c, c¯) decouple from the grassmann even dynamical
variables (Aix, A0x, Eix, p
0x) and we achieve the correct form of the soft-gauge-fixed Hamilto-
nian for the abelian system.
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4.7.2 Non-Abelian Yang-Mills
















, where A is the connection on a vector bundle over Minkowski spacetime with gauge group G
with structure constants fabc and Killing form ηab. Dµ = ∂µ+g[Aµ, ·] = ∂µ+gfabcAbµ is the covari-






for arbitrary sections fa of the vector bundle. These are the gauge transformations and the







2 . The Legendre transformation maps to multimomenta p
µν




a and primary constraints p
(µν)




a pa[µν]− g2p[µν]a fabcAbµAcν+p(µν)a ∂µAaν = 12p[µν]a pa[µν]− g2p[µν]a fabcAbµAcν−∂µp(µν)a Aaν , employing
integration by parts inside the first order action (4.122) for the last equality. The DeDonder
















b (x)) = 0 (4.120)
which are, substituting for H,
∂µA
a
ν − pa[µν] + gfabcAbµAcν − ∂(µAaν) = 0
∂µp
µν
a − ∂µp(µν)a − gp[µν]d fdbaAb = 0 (4.121)





































































finally simplifying the DeDonder Weyl equations of motion, we obtain
D[µA
a
ν](x)− pa[µν] = 0
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Dµp
[µν]
a = 0 (4.124)
By taking the covariant derivative Dλ of the first line above and antisymmetrizing, because
D[λDµA
a
ν] = 0, we can eliminate the A and obtain equations of motion purely in terms of






a = 0 (4.125)























i in the conventional notation for the gluon field.
From the primary constraints above,
p(µν)a = 0 (4.126)
the constraints Dµp
(µν)






−gf cfabcp(µβ)a , under which the original Lagrangian (4.119) and the first order Lagrangian
(4.122) are invariant, via the multi-bracket:
Variation of field configuration A:
−δfAbρ = {faDµp(µα)a , Abρ}α = dV (faDµp(µα)a )xΠαydV (Abρ) =
fa(∂µp
(µα)














































Variation of multimomenta p:
−δfpµβb = {faDµp(µα)a , pµβb }α = −gf cfabcp(µβ)a (4.128)
Brackets of constraints with the DDW Hamiltonian:
























a = 0 are first class constraints.
We will follow the sequence for the electromagnetic field above to determine if it gives the
correct result.
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The example of the Yang-Mills field follows from the multiphase-space exposition in section
3.8. The construction below will be in two steps: initially we add a gauge fixing term to the
the multiphase-space Lagrangian density, which now exists on an extended space of dynamical
variables (the pre-super-multiphase space) pB = {(xµ, Aaα, pαµa , ca, c¯µνa , bµν)} and in the second
step we reduce to the super-multiphase space B = {(xµ, Aaα, pαµa , ca, ρµa)}.
To apply the BRST formalism to this model we replace the gauge variation parameter functions
fa(x) by a grassmannian field ca(x) which we will adjoin to this model together with additional
grassmanian field c¯µνa (x) and commuting field b
µν
a (x) which are both symmetric in µν. The
objective is to add a soft Lorentz gauge fixing term bµνa ∂µA
a
ν − ξ2bµνa baµν to the first order
Lagrangian density (4.122) in such a way that it remains invariant under the BRST variation




























µ = 0 (4.130)
With this variation it is clear that the first order Lagrangian density (4.122) remains invariant
under this variation because we have simply replaced the gauge variation parameter f(x)
with c(x). Adding a term of the form δBΨ, it will still be invariant because of the δBδB = 0
property of the variations above, which is due to the Jacobi identity on the structure constants:
fa[bcf
e
d]a = 0 and the antisymmetry of c










ν − ξ2baµν), where ξ is a real number constant. This results in the additional




ν − ξ2bµνa baµν + c¯µνa ∂µDνca, added to the Lagrangian
density.

















































(µν) − gp[µν]a fabcAbµAcν + gρνafabcAbνcc)ddx















































where the integration is over a section ΓpB of pB, the pre-super-multiphase space , or over a
section ΓB of B, the super-multiphase space , viewed as bundles over spacetime.
The Legendre transformation for ca gives the canonical multimomenta for ca, ρνa = −∂µc¯µνa ,
which has been substituted in the last line after integrating by parts and ignoring surface terms,
and we can identify bµνa and p
(µν)
a which has also been substituted in the last line. The ρνa is
the anti-field with opposite parity to Aaν and has pure ghost number 0, antifield number −1
and hence ghost number −1 [4].















































µν − pµνa gfabcAbµAcν − ρνagfabcAbνcc (4.133)


















ν − gρνafabcAbνcc (4.134)












of the factor with the ghost terms shows that it is the same as integrating the ghost terms with


























The result of the functional integral of the factor exp{ i~ca∂νDνca} is the functional determinant
det{∂νDν}, which is the well known result which can be arrived at by more conventional means.
This is BRST invariant by construction (with δBρ
ν
a = −δB∂µc¯µνa = −∂µbµνa = −∂µp(µν)a ). The









bcc)dd−1xα and δB · = −{Jα, ·}α,
where the multi-bracket now is on a super-multi-phase space with extra ghost canonical con-
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The Euler-Lagrange equation for ρνa is Dνc
a ≈ 0, so c(x) is covariantly constant relative to the
connection A(x) on solutions of the equations of motion.























a − gρνbf baccc = ∂αp(αν)a + gp(αν)b f bacAcα − gρνbf baccc
δBx
µ = 0 (4.137)





















a = −gραb f baccc
d1x
µ = 0





δxµ = 0 (4.138)
4.8 Summary
In this chapter, phase space BRST was reviewed and multiphase space BRST was developed
with exaples of the electromagnetic field and Yang-Mills. The use of the Hamiltonian constraint
and the hybrid technique was used to deal with a system with both primary and secondary
constraints (electromagnetism). The multiphase space BRST structure will be used in the next
two chapters on the sigma model.
Chapter 5
Multiphase-space BRST on a
Riemannian target space
This construction will be for a field sigma model with diffeomorphism invariance in the tar-
get space, which is a Riemannian (or Lorentzian) manifold. The multiphase-space bundle
is described in the section following together with the multi-Poisson bracket, and the BRST
super-multiphase space, together with the super-multi-Poisson bracket, is described in the sec-
tion after that. Then the special case when both the target space and the base space are
almost hermitian manifolds is described in the last section. The latter is then employed in the
next chapter, which analyses the Witten topological sigma model as a conjectured example of a
multiphase-space BRST system constructed from a sigma model of J-holomorphic embeddings.
5.1 Sigma model
The configuration space fields are given locally by the coordinates ui , i = 1 . . . n = dim M ,
on any coordinate patch on the Riemannian manifold (M, g), which is the target space. M is
the fiber of the configuration bundle, C = Σ ×M , over the d-dimensional base space Σ, the
latter having local coordinates σα , α = 0 . . . d− 1 = dim Σ− 1. The base space (Σ, h) is also
a Riemannian or Lorentzian manifold. A field configuration φ = φ(σ) is a section φ(σ) ∈ Γ(C)
of the configuration bundle. This field configuration φ(σ) can be described in local coordinates
ui(σα) , i = 1 . . . n = dim M , on a coordinate patch on the target manifold M and the base
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where L(ui, ∂αui, σα) is the Lagrangian density, which, for a local action, is a function of σα,
of the field configuration coordinates ui, and its spacetime derivatives up to first order (higher
order spacetime derivatives of the field will not be considered here). The Lagrangian can also
be viewed as a function on the first jet bundle J1C, which is the multivelocity phase space V ,
which has locally adapted coordinates (ui, viα, σ
α) and the field configuration can be prolonged
to a section of the first jet bundle j1φ(σα) = (ui(σα), ∂αu
i(σα), σα) .
Sigma model multiphase space
The multimomenta pαi are the fiber coordinates of the dual first jet bundle. This is considered
as a vector bundle over the configuration bundle C, and is the covariant multiphase space P ,
which has locally adapted coordinates σα , ui, pαi . The canonical d form on P is Θ = du
i∧pαi dσα
where dσα := ∂α¬ dσ0 ∧ dσ1 ∧ . . . ∧ dσd−1 = ∂α¬ ddσ and the multisymplectic form is Ω =
dΘ = dpαi ∧ dui ∧ dσα.
Sign Convention: Note that Ω here is the negative of Ω used elsewhere in this paper.
The multi-Poisson bracket is defined (locally) as in previous chapters:
{f, g}α := f
←
d x Πα y
→



















5.2 Sigma model super-multiphase space
From the configuration bundle C we construct the superconfiguration-space bundle SC over
Σ with local coordinates σα, ui, ηi, where the additional odd parity (grassmannian) variables
ηi are the fiber coordinates of the tangent bundle TC of the configuration bundle C with fiber
grassmann parity reversed. The super-multiphase space SP is constructed from SC in the same
way that P is constructed from C and has locally adapted coordinates σα , ui, ηi, pαi , ρ
α
i , where
σα , ui, pαi have even grassman parity and η
i, ραi have odd parity and ρ
α
i are the multimomenta
dual to ηi. The canonical d form on SP is (from [9]):
Θ = (duipαi +Dη
iραi ) ∧ dσα (5.3)
and the multisymplectic form is





i ∧ duj ) ∧ dσα
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= (dpαi ∧dui+dραi ∧dηi−Γlki ραl dηi∧duk+Γikj ηj dραi ∧duk−Γlik,j ηkραl dui∧duj )∧dσα (5.4)
Γikj is the Christoffel symbol and R
l
ijk the Riemann tensor for the metric g on the target
manifold M . The covariant derivative is employed because the ηi are the parity-reversed
coordinates of the fibers of the tangent bundle TM .
Sign Convention: Note that Ω here is the negative of Ω used elsewhere in this paper.
The D is the covariant derivative Dηj = dηj + duiΓ jik η
k , Dραj = dρ
α
j − duiΓ kij ραk necessary
because ηi transforms as a vector and ραj as a form, (unlike u
i which are scalar coordinate
functions on M). This results in the Riemann tensor term in the multisymplectic form Ω = dΘ
.
The corresponding super-multi-Poisson bracket is :
{f, g}α := f
←
d x Πα y
→
















) · g +
Γjik η


















































































The non-zero multi-Poisson brackets of the coordinate functions are:
{uj , pγi }α = δji δγα = {ηj , ργi }α = {ργi , ηj}α (5.7)
{pβj , pγi }α = R lijk ηk ρ(βl δγ)α (5.8)
{ηj , pγi }α = Γ jik ηk δγα (5.9)
{ρβj , pγi }α = −Γ kij ργk δβα (5.10)
Writing p¯i := p
α
i d
d−1σα , ρ¯i := ραi d
d−1σα,
{uj , p¯i} = δji = {ηj , ρ¯i} = {ρ¯i, ηj} (5.11)
{p¯j , p¯i} = R lijk ηk ρ¯l (5.12)
{ηj , p¯i} = Γ jik ηk (5.13)
{ρ¯j , p¯i} = −Γ kij ρ¯k (5.14)
Other multi-Poisson brackets of coordinate functions being zero.
Xui yΩ = dui (5.15)
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{ui, ·} = {ui, ·}α ∂α = ∂
∂pαi
∧ ∂α = Xui (5.16)
Similarly, for p¯i = p
α
i dσα:

















then Xp¯i yΩ = dp¯i = dpαi ∧ dσα
Also:










then Xρ¯i yΩ = dρ¯i = dραi ∧ dσα and Ω xXρ¯i = −(−1)d(d+1)/2dρ¯i = dρ¯i if d = 1 or 2.




) ∧ ∂α =: D
Dραi
∧ ∂α =: D¯
Dρ¯i
(5.19)
then Xηi yΩ = dηi and Ω xXηi = −(−1)d(d+1)/2dηi = dηi if d = 1 or 2.
5.3 Almost-Hermitian manifolds
We will be considering an almost complex structure, a (1,1)-tensor field J such that J2 = −1
on the target space M , in addition to the metric in the previous section. When these two
structures are compatible, g(JX, JY ) = g(X,Y ), this defines an almost Hermitian manifold.
There is an appendix (appendix A) which summarizes some relevant definitions and identities
involving various categories of almost Hermitian manifolds, such as Hermitian, Ka¨hler, almost
Ka¨hler, and quasi-Ka¨hler.
J-holomorphic curves
The field configurations are sections of the bundle Σ ×M with fiber M over a base space Σ.
We will consider in the following and the next chapter spaces M , Σ, with certain properties
and maps between them also with specified properties.
The base space is an almost Hermitian manifold (Σ, h, ε) with metric h and compatible complex
structure ε and the target space is a d-dimensional almost Hermitian manifold (M, g, J) with
almost complex structure J and compatible metric g. Local coordinates on Σ are denoted
by (σα ; α = 0, . . . , d − 1) and on M by (ui ; i = 1 . . . N). A J-holomorphic (also called
pseudo-holomorphic) curve is a mapping of a Riemann surface to an almost complex manifold
which preserves the almost complex structure, as explained in the next two paragraphs.
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j − ε βα J ij) which

































though defined locally, these are well defined tensors on all of Σ×M , because J, ε, δ are tensors








































i − εαβJ ji )pβj (5.20)
thus
−





defined to be positive projected (or pseudo-antiholomorphic) part of pαi , with the projectors
constructed from the almost complex structure tensors of Σ and M .




pαi = 0 througout a section φ, (this means that p
α
i¯









this defines an almost holomorphic section and pαj = p¯
α
j . If (Σ, h, ε) is a Hermitian manifold,
that is, ε is a an integrable almost complex structure and so a complex structure, with h a
compatible metric, then the above section φ is a J-holomorphic map. If also J in (M,J, g) is a
an integrable complex structure and so a complex structure, with g a compatible metric, then
the above section φ is a holomorphic map φ : Σ −→M .
The particular case which we will be concerned with, the base space is two dimensional (d = 2),
and a two dimensional almost Hermitian manifold is necessarily a Riemann surface.
Supermultiphase-space BRST for J-holomorphic curves on an almost Hermitian
manifold target space




i for one or the other of the projectors, then the
multivector multi-Poisson bracket acting on the constraint
T := 
i′(ui, σα)Ti′ = 





gives the generalized Hamiltonian vector field of that constraint:
Xi′Ti′ = {




i , ·} = (i
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We check that Xi′Ti′ y Ω = dv(
i′Ti′). The left hand side is
















































k ∧ dσγ′ (5.23)




















k ∧ dσγ′ (5.24)
We want to calculate the multi-Poisson bracket of two constraints:































k ) ∧ dσγ′






























j − (↔ η) ) (5.25)
Conjecture
We conjecture that, under suitable conditions, one would obtain the following first class bracket
algebra of the constraints:


















































































when β′ and α are contracted, the above becomes:
{+pαj′ ,+pγ
′

















l (1− d) + J ii′ J jj′ R lijk ηk (−ργ
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j′ on (M,J, g) is imposed. This is antisymmetric in the [i
′j′] indices
except for the terms with a single J factor contracting with R. Note that






l = − C li′j′ −pγ
′
l (5.29)
When d=2 the bracket simplifies to:
{+pαj′ ,+pγ
′


























l − 2 J i(i′|R li|j′)k ηk ρκl γ κ)







The bracket of a projected multimomenta with multimomenta are:
{+pβ′j′ , pγ
′













































l (1− d) + J jj′ R li′jk ηk ρκl γ
′
κ












(−R li′j′k ηk ργ′l + J jj′ R li′jk ηk ρκl γ′κ + Di′ J jj′ β′κ pκj ) (5.33)
This is antisymmetric in the [i′j′] indices except for the term with a single J factor contracting
with R, which is symmetric in those indices and will be cancelled if these indices are contracted






In this chapter, the multiphase-space BRST was developed for the sigma model and then
for a Riemann surface base space and an almost Hermitian target space. The corresponding
super multi-Poisson brackets were calculated J-antiholomorphic projected multimomenta. The
results for J-holomorphic projected multimomenta are similar.
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The above brackets will be seen in the next chapter to resemble part of the BRST-like gauge
fixing term in Witten model and it will be conjectured that the gauge fixing term is the result
of the multibracket between a mutiphase space BRST current and a gauge fixing fermion.
Chapter 6
The topological sigma model
In this chapter a multiphase-space BRST technique is applied to a sigma model with gauge
symmetries, the sigma model of J-holomorphic embeddings. The resullt is compared to Wit-
ten’s topological sigma model whose the relevant part is described near the end of the chapter
in section 6.4.
The super-phase space structure described in the previous chapter is applied to the dynamics of
a sigma model of J-holomorphic embeddings, which means a Riemann surface which is embed-
ded in an almost hermitian manifold (i.e. with an almost complex structure and a compatible
metric). Our starting point is a quadratic Lagrangian density (6.3) which depends on the per-
turbation from the J-holomorphicity (also called pseudoholomorphicity) of the embedding of
the Riemann surface (the base space) into the almost hermitian manifold (the target space), in






j which measures the deviation of
the embedding from J-holomorphicity. Thus the Lagrangian density is such that the integral
over the Riemann surface is independent of the coordinatization of the Riemann surface and
the almost hermitian manifold in which it is embedded. The action is minimized by any J-
holomorphic embedding. There is thus a gauge symmetry of perturbations which preserve the
condition of J-holomorphicity. The minimization picks out the J-holomorphic diffeomorphism
classes of J-holomorphic curves in the almost hermitian manifold M , if one were to mod out
the J-holomorphic diffeomorphisms. This is a topological invariant. The multiphase space is
constructed via the multi-Legendre transformation which leads to the primary constraint that
the J-holomorphic part of the multimomenta are constrained to be zero.
The objective is to have these generate the gauge variations via the multi-Poisson bracket of
the previous chapter and we would expect the constraint algebra to be that of a first class
multiphase-space constraint algebra.
157
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The gauge symmetry of J-holomorphic variations might be dealt with by employing the multiphase-
space BRST technique developed in chapter 4, leading to an enlargement of the multiphase
space to a super-multiphase space where the gauge variation parameters are promoted to
odd fields with corresponding odd multimomenta. The original local gauge symmetry of the
Lagrangian then becomes a part of a global BRST symmetry of the Lagrangian in the super-
multiphase space shown in the previous chapter. The BRST charge Jα (in the multiphase-space
setting a d− 1-form), which generates the BRST variation δB , would be constructed starting
from the multiphase-space generators of the gauge symmetry in such a way that the variation is
nilpotent, δ2B = 0 . This would done employing the algebra of the multiphase-space generators
as shown in chapter 4. This would allow a a gauge fixing term of the form δBΨ to be added to
the original Lagrangian without losing the BRST symmetry because of the nilpotence property
δ2BΨ = 0
In section (6.4) the Witten topological sigma model [30] is briefly summarized and compared
to the multiphase-space BRST construction. In that section the relevant aspects of the Witten
model are reproduced to show the BRST-like features of his construction (which he remarked
upon in his original paper) and the role of some of his fields as multimomenta (first noted by
Hrabak [84]).
The calculations are done to attempt to construct a multiphase-space BRST model which
reproduces the Witten model. In particular, we want to check whether the gauge variation
in the multiphase space topological sigma model is the same as the grassmann even part of
Witten’s BRST-like variation. We also seek the conditions under which the algebra of the
gauge variation generators close under the multi-Poisson brackets.
6.1 Multiphase-space topological sigma model
The model is a sigma model in which the base space is a Riemann surface Σ with hermitian
metric h, compatible complex structure ε, and the target space is a d-dimensional almost
hermitian manifold M with almost complex structure J and compatible metric g. The target
manifold M is such that it has an almost complex structure J , which imposes limitations on
possible topologies, but nevertheless any almost complex manifold can be given a compatible
metric to produce an almost hermitian structure on the manifold. Because the model is about
finding global topological invariants, the restriction on metrics is not an obstacle.
Local coordinates on the base space (Riemann surface) Σ are denoted by (σα ; α = 0, 1) and
on the target space M by (ui ; i = 1 . . . d).
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We first define the fields ui(σα), where ui, i = 1 . . . dim M are local coordinates on the target
manifold M . The base space, with local coordinates α = 0, 1, is the Riemann surface Σ. A
field configuration is a specific map Σ −→M and corresponds to an embedding of a string with
worldsurface Σ into an almost hermitian manifold M . In multiphase space a field configuration
is a section (ui(σα), pαi (σ
α)) over the base space Σ. The extra multimomenta fields pαi exist




































j), which annihilates the J-holomorphic component
−










j − ε βα J ij), which annihilates the J-antiholomorphic component
+
pαj . These have










































































































pβj = 0 and expresses the J-holomorphicity
condition of
−
pαj . Note that ε
β
α = −εβα and Jji = −J ji because of the metric compatibility
condition of an almost hermitian manifold. The projectors are well defined on the configuration
bundle and the multiphase space bundle (Indices are raised and lowered by the metric tensors).
Configuration space action









































i (σ) = 0 holds on the section ui(σ) of the configuration
bundle. This is the definition of ui(σα) being a J-holomorphic embedding, u : Σ −→ M ,
of the complex curve Σ in M . These minimum solutions remain minima under variations
which preserve the J-holomorphicity. The Lagrangian density measures the deviation from
J-holomorphicity: the anti-J-holomorphic projected part of the embedding.
The Euler-Lagrange equations for the Lagrangian (6.3) are:
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= ∂αu
i∂βu




j hαβ (−2)Γk′ij gkk′ + ∂αui∂βuj αβ dωkij − 2 hαβgkj ∂α∂βuj
= ∂αu
i∂βu
j (−2hαβ Γk′ij gkk′ + αβ dωkij) − 2 ∂α∂αujgjk
= ∂αu
i∂βu
















j αβ ∂[kωij] (6.6)
which is the wave equation with a source term. Note that ∂[kωij] = D[kωij] = (dω)kij is the
exterior derivative of the 2-form ω. If the target manifold is Almost-Ka¨hler, dω = 0, the
source term is zero and the Euler-Lagrange equations simplify to Dα∂αu









i (σ) = 0, then taking the covariant derivative of the latter
and contracting we obtain Dα∂αu
jgjk ≈ 12∂αui∂βuj αβ (Djωik+Diωjk). The right hand side
is equal to 32∂αu
i∂βu
j αβ D[kωij] because, if u is J-holomorphic, then ∂αu
i∂βu
j αβ Dkωij = 0.
Thus we recover the equations of motion above.
Variations in the field configuration ui(σα)
For an infinitesimal variation of the field δu
i = i(σα), the change in the Lagrangian is


























































































































where the abbreviatied notation
+
D∂u,Jα 
i is defined by the last equality.
We can write this as
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The Lagrangian is invariant, δL = 0, under the variation, if the variation is such that the
factor in square brackets above, 2
+
D∂u,Jα 












Then the invariance condition
+
D∂u,Jα 

















which is the same as
+
∂α














We will now write the Witten variation of his projected multimomenta which is, when ρ = 0
(i.e. the odd fields are set zero), in his notation:
δσ
α = 0 , δu


















where in his notation the positive-projection component
+
pjβ is written as H
j
β . The negative-
projection component
−
pjβ is not present in the Witten model.





































so the covariant change, ∆, in
+
pjβ arising from a change δu
i = i is simply the covariant






pjβ . This was the variation which Witten chose to
define his BRST-like variation. The other projected part of the multimomentum,
−
piα, and the
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Variation of on-shell field configuration








i (σ) = 0, holds, then

























































j = 0 (6.18)
as expected for a variational extremum.
6.1.1 Multiphase-space Legendre transformation
As we are looking for a multiphase-space BRST formulation we now need to use multimomenta.
The multiphase-space Legendre transformation from the configuration bundle to the multiphase-







































i − εαβJ ji )pβj ≈ 0. (6.20)
DDW Hamiltonian
The DeDonder-Weyl Hamiltonian is

















































j − ε βα J ij) ) uj (6.21)
































i − εαβJ ji )pβj (6.22)
and have employed integration by parts in the first line, assuming that the DDW Hamiltonian
is a term in a multiphase space Lagrangian, as below.
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Multiphase-space action




i − H =
∫
d2σ pαi ∂αu






















































The following action has Euler-Lagrange equation for p: ∂αu
i − 14
−
piα ≈ 0 which implies
+
∂αu














When the Euler-Lagrange equation for p is substituted into (6.25) the right hand side is iden-
tically zero.
Variation of the multiphase-space action


































































j ) ] (6.26)
6.1.2 Gauge variations
Witten gives the following infinitesimal variation of the fields (setting the odd parity fields
to zero) , with variational parameter i(σ) (Note however that, unlike for us, his
+
pαi are not
projected parts of multimomenta but independent variables):
δσ
α = 0 , δu
i(σ) = i(σ) , δ
+






















i − Γ lki )
+














CHAPTER 6. THE TOPOLOGICAL SIGMA MODEL 164
because εαβ
±
pβi = ∓ J ji
±




























































































































N lij ) and C¯
l
ij (u) := − 12DjJ mi J lm are the structure
functions. See appendix A.
First, defining the J-covariant derivative along the string world surface as

















then the variation using (6.27) of the first order multiphase-space Lagrangian (6.1.1) is



















































































































iβ′ ( ∂α 
i + k ∂αu


























i = 0 - the positive
projected part of the J-covariant derivative of the variation is zero. So there is a gauge freedom
of variations where the variation only has negative projected J-covariant derivative.
6.1.3 Multimomentum algebra
In this section the multi-Poisson brackets on multiphase space between the projected multi-
momenta for the topological sigma model are calculated. Use is made of the Nijenhuis and
conjugate Nihenhuis tensors described in appendix A.
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l ) − ∂mJ l[jJ mi] (δαβδ l
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m − ∂mJ l[jJ mi] )
+
pαl + ( −∂(iJ mj) J lm − ∂mJ l[jJ mi] )
−
pαl ] (6.37)
















l ) − ∂mJ l[jJ mi] (δαβδ l
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N lij are the Nijenhuis and conjugate Nijenhuis tensors respectively:
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where D is any derivative. In particular we can have
+




i] − ∂[iJ mj] J lm ) (6.40)
The Nijenhuis tensor is the Frolicher-Nijenhuis bracket of the complex structure tensor (viewed
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The conjugate Nijenhuis tensor is:
−








m )− 4J r[i Γ mj]r J lm (6.42)
Adding the above, we obtain, as expected,




























































i] in order to factorize these factors on the right
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i] , is the condition that the Nijenhuis tensor is zero, and this is the condition that
the almost hermitian manifold M is hermitian and J is a complex structure. See appendix
A for the different types of almost hermitian manifolds. We now specialize to three classes of
almost-Hermitian manifold with extra structure:
1) For M a Hermitian manifold,
+
N lij = 0,
−
































































pαl − ∂jJ mi J lm
+

























i }β = ∂iJ mj J lm pαl (6.51)
2) For M a Quasi-Ka¨hler manifold,
−
N lij = 0,
+




i] − 4J r[i Γ mj]r J lm =










































































































































where the variations are generated by
−
pαi .
3) For M a Ka¨hler manifold,
+















pαi }β = −J r[i Γ mj]r J lm
−
pαl (6.60)
which is the desired first class constraint algebra. But the Ka¨hler condition is too strong.
The Hermitian condition gives a first class algebra on the constraints but again the condition
is too restrictive because in this case the J-holomorphic curves are holomorphic. The Quasi-
Ka¨hler condition is desirable because there are useful relations between the J tensors and the
covariant derivative D as indicated in appendix A. But as shown above, under the Quasi-Ka¨hler
condition, the primary constraint algebra does not close on the primary constraints.
6.2 Comparison with the Witten variations
We now compare the above brackets for the Quasi-Kahler condition with the BRST-like vari-
ations defined in the Witten model as explained in section 6.4.









independent variable and has the role of the multimomentum and is written as Hαi . The ‘body’
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And the BRST-like variation he defines is, setting the BRST-like ghost variable ρ = 0, and
replacing the BRST variation parameter iχi by the gauge variation parameter i, so as to
obtain the conjectured original gauge variation:
δu















We will now compare these variations defined by Witten with the variations generated by the
primary constraint
−
pγj ≈ 0 in our model, via the multi-Poisson bracket.
The multi-Poisson bracket in the multiphase space is, as usual:

























In terms of multi-Poisson brackets, the variation of an observable O, generated by the constraint
−
pγi , is:
δ O := − { i
−
pγi , O }γ (6.64)
For O = uk this is
δ u
k = − { j
−
pγj , u













j ( 2 δkj − 0 J kj ) = k (6.66)
This is the same as the Witten variation above.
This also shows that the
−
pγj generator variation parameter 
j is the same as the variation of ui,
and this implies that this generator parameter must satisfy the δu
k variation equation (6.10)
in our model above.
We now consider δH
α
i :
We replace Witten’s notation for the positive projected multimomenta, Hαi , with our nota-
tion,
+
pαi , to make the comparison easier. The conjectured gauge variation above derived from











m − Γ lji )
+
pαl (6.67)



















which we calculated in (6.55) above.
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The difference between the Witten variation and (6.55) is that the Witten variation employs
























(assuming the primary constraints
−
pβj ≈ 0), which would then not preserve the primary con-
straints
−
pβj ≈ 0. This would lead to a contradiction with the Witten model where the negative
projected multimomentum
−
pβj does not appear.




pβj ) are C
l
ij = − 14
+
N lij , where
+
N lij
is the Nijenhuis tensor. Note that the derivative of the almost complex structure tensor in the
Nijenhuis tensor can be any derivation, not only the covariant derivative.
We conjecture that the Dj instead of ∂j issue could be resolved by treating ∂j , which arises
from the multi-Poisson bracket action, as being a covariant derivative when acting on tensors
like pj . For this the ∂j in the definition of the multi-Poisson bracket should be replaced by the










6.3 Multiphase-space BRST formulation of the model
In the same manner that we approached the multiphase-space BRST formulation of the example
models in section (4.7) we start by replacing the gauge variation parameter i by a reverse
grassmann parity (in this case grassmann odd) ghost field ηi. The multiphase space is enlarged
to a super-multiphase space B, where ραi are the grassmann odd multimomenta conjugate to
ηi. This super-multiphase space has the structure of Riemannian multiphase space of chapter
5.







piα + ghost terms to the first
order Lagrangian (6.1.1) in such a way that it remains invariant under the nilpotent global
BRST variation δB on the super-multiphase space B = {ui, pαi ; ηi, ραi }, where δB is the multi-








jηk), via the supermulti-brackets: δΦ = −i 1d{Jα,Φ}α.
The multi-Poisson bracket in the Riemannian super-multiphase space is (5.2) in section 5.2:
{f, g}α := f
←
d x Πα y
→
















) · g +




















































































Following the multiphase-space BRST procedure, we conjecture that the SUSY variation could






















































kηiδαα) = 0 (6.74)
this is zero because both terms in the bracket are zero. The first because εαα = 0, and the
second because the product of odd variables ηkηi is antisymmetric in ik whereas the Christoffel
symbol is symmetric in ik. This reproduces the Witten variations for ui and η.
6.4 The Witten topological sigma model
This section presents and discusses the Witten model Lagrangian and its BRST-like appear-
ance.
We have assumed that the Witten model is based on a σ model where the base space is a Rie-
mann surface Σ with hermitian metric h and compatible complex structure ε and the target
space is a d-dimensional almost hermitian manifold M with almost complex structure J and
compatible metric g. A field configuration is a section u : Σ 7→ M and is a Riemann surface
embedded in M and can be regarded as a string propagating in the manifold M . The target
manifold M is such that it has an almost complex structure, which imposes limitations on pos-
sible topologies, but any almost complex manifold can be given a compatible metric. Because
the (quantized) model is about finding global topological invariants, the restriction on metrics
is not an obstacle for this. The Lagrangian measures the deviation from J-holomorphicity of
the embedding.
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Local coordinates on Σ are denoted by (σα ; α = 0, 1) and on M by (ui ; i = 1 . . . d).
Our conjecture is that the Witten model is a type of multiphase space BRST construction. We
now present the Witten model as it is in his paper.
In his paper [30], Witten constructs his model by first defining a set of fields Φ = (ui, χi, ραi , H
α
i ),
where i = 1 . . . dim M , α = 0, 1, on a Riemann surface base space Σ. A field configura-
tion ui(σα) corresponds to an embedding of a two dimensional surface Σ parametrized by
local coordinates σα, α = 1, 2, into an almost hermitian manifold M with local coordinates
ui, i = 1, . . . ,dim M , together with some extra fields (χi, ραi , H
α
i ) on the Riemann surface,
which transform as tensors as suggested by the indices. Hαi is bosonic with ghost number 0






































i = −Hβi ε αβ , the
J-antiholomorphicity condition. He then writes down a global scalar fermionic infinitesimal
variation δΦ with ghost number 1 for each of the fields Φ in such a way that this infinitesimal
variation is constructed to have the nilpotent property δδΦ = 0 for all of the fields. With this
he then writes down an action, SMP =
∫ L d2σ = δ ∫ d2σ Z , where Z = ραi (∂αui − 14Hiα)
has the appearance of a gauge fixing fermion. This action is conformally invariant because Z
is conformally invariant, and δ- invariant because δL = δδZ = 0, from the nilpotence property








































DJα := ∂α + ∂αu














is the ‘J-covariant derivative’.
and where










is the ‘almost complex curvature’ tensor. So that DJα is a covariant derivative on the string
world-surface which preserves the projection. The field Hαi is an auxiliary field and, via the
Euler-Lagrange equation for Hαi , can be eliminated resulting in the following action (eqn.
(2.16) in [30]):
SW =


















































Hrabak [84] pointed out that Hαi and ρ
α
i had the role of multimomenta as can be seen from the
Lagrangian in (6.75) which has the form of a super-multiphase-space Lagrangian, and Witten
pointed out the BRST-like form of the fermionic symmetry δ: the action (6.80) has the form of
a multiphase-space action with a DDW Hamiltonian given by the terms quadratic in the H’s





















The fermionic part of the Lagrangian in (6.75) has the appearance of ghost terms required in
a functional integral to produce the measure via gaussian integrals of quadratic ghost terms.
The bosonic terms could be viewed as a gauge fixing terms, fixing to a J-holomorphic curve.
It should be noted that Witten’s definition of Hαi and ρ
α



















j paired with u
j and χj respectively. The
projection is preserved by a term containing DJ and the covariance of the i indicies is ensured
by a term containing Γikj in the variation δ. These two terms results in the terms quadratic
in the χi’s in the Lagrangians (6.75) and (6.80) above when δ acts on Z. We have already
described the Lagrangian above as having a gauge fixing term.
The Witten model action SWP (6.75) above has the appearance of a BRST construction starting










symmetric under variations δui = i(σα), which preserve the J-antiholomorphic part of the
embedding ui(σα) as described in section 6.1. The additional terms in the Lagrangian density
(6.80) have the appearance of a Faddeev-Popov gauge fixing term and the Gaussian integral
expansion of a functional determinant factor in a functional integral. Witten constructs the
Lagrangian from δ, a nilpotent, odd, ghost number 1 vector field on a space M like a super-
multiphase space (with only positive projected multimomenta however), with local coordinates
(ui, χi, ραi , H
α
i , σ
α)i=1...dim M , α=1,2, which has the properties of a BRST variation. Z above has
the appearance of a gauge fixing fermion with Hαi in the role of Lagrange multipliers enforcing
the constraint on ∂αu
i, and ραi the ghosts (multi-) momenta. In the BRST construction the
χi(σ) would be the parity-reversed gauge variation parameters.
Witten also gives the conserved current on Σ induced by the SUSY variation δ:
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which has the appearance of a BRST-like charge, where Hαi would have the role of the con-
straints and J si D[kJ
i
j] the role of the structure ‘constants’ of the Poisson brackets for first
class constraints.
Because the target manifold is an almost Hermitian manifold, it is necessary to use certain
symmetries of the gradient of the almost complex structure tensor in the calculations. In fact
the model requires an extra condition on the covariant derivative of the almost complex struc-
ture which will make the almost complex manifold into an Almost- or Quasi-Ka¨hler manifold.
For this reason appendix A summarizes the properties of almost Hermitian manifolds, man-
ifolds with an almost complex structure and a compatible metric. In particular the relevant
properties of almost Hermitian manifolds with extra structure, such as Ka¨hler, Almost Ka¨hler,
and Quasi-Ka¨hler are briefly reviewed.
The BRST-like variation specified by Witten is, with fermionic parameter  ,
δu
i = iχi , δσ
α = 0 , δχ
i = 0 (6.84)
δρ
α






































We rewrite these variations using slightly different notation, replacing Witten’s −iχj with ηj ,
which was our notation, and keeping in mind that the Witten multimomentum ρ is the positive
projected part of our ρ in previous sections:
δu
i = −ηi (6.87)
δη
i = 0 (6.88)
δρ
α
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6.4.1 Concluding remarks and conjecture
In section 6.1, we have analysed the dynamics of the sigma model of J-holomorphic embed-
dings. We have calculated the gauge symmetries of our model and found that the negative
projected multimomentum is the constraint, and have calculated the multi-Poisson brackets of
the projected multimomenta for different subclasses of almost Hermitian structures on the tar-
get space, in the attempt to obtain a constraint algebra which closes. In the previous chapter
5, we set up a plausible candidate BRST super-multiphase space constructed from a Rieman-
nian manifold target space, where we set up super-multi-Poisson brackets. We additionally
considered an additional almost Hermitian structure J , and calculated the super-multi-Poisson
brackets of J-holomorphic and J-antiholomorphic projected parts of the multimomenta. In this
chapter we then applied the super-multi-Poisson brackets obtained in the previous chapter to
the sigma model of J-holomorphic embedding having constructed a BRST current Jα. The
BRST current has a term which incorporates the structure constant of the constriant alge-
bra. The weak point in our analysis is not having established the correct structure constant
previously, so we have conjectured a plausible structure constant.
Our project has been to attempt to obtain the Witten model as a multiphase-space BRST
constructed from the sigma model of J-holomorphic embeddings. In more detail, the conjecture
is that the multi-Poisson bracket in the Riemannian super-multiphase space, (5.2) in section




















kηj generates the multiphase-space BRST variation which is the
same as the BRST-like variation Witten defines in his model at the end of the last section.
The conjecture is also that the bracket of the BRST generator with itself is zero:


























kηj}γ = 0 (6.92)
This would be the required {Q,Q} = 0 property of the BRST observable.
Another conjecture is that the term containing (6.79)










in the Witten BRST-like Lagrangian, which arises from the ραi δ(− 14Hiα) part of the variation















The result (5.28) in the previous chapter suggests something like this may be the case.
Appendix A
Identities of the almost complex
structure J
This appendix presents from [37] certain relationships between covariant derivatives of the
almost complex structure tensors on almost Hermitian manifolds, which define subclasses of
almost Hermitian manifolds, some of which are relevant to the Witten model. There are sixteen
classes of almost Hermitian manifolds, that is, manifolds with an almost complex structure and
a compatible metric. The classes here are defined by the symmetries of the covariant derivative
of the Ka¨hler form F : DiFjk := Di(J
k′
j gk′k). Gray [37] describe these classes in detail. In [5]
he gives identities in these classes for the curvature tensor. Note that in 4 dimensions the
number of classes reduces to four: Almost Hermitian, Hermitian, Almost Ka¨hler, Ka¨hler.
Given any (1,1)- tensor J (i.e. matrix or vector valued 1-form), the Nijenhuis tensor
+
N is a





N(X,Y ) = −[X,Y ]− J [JX, Y ] + J [JY,X] + [JX, JY ] (A.1)
or equivalently
+
N = 12 [J, J ]FN , where [J, J ]FN is the Nijenhuis-Frolicher bracket of J with
itself.
In tensor index notation, where barred indices are defined below (A.5):
+




















The derivative D above can be any derivative. Any Christoffel symbols cancel out.
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Christoffel symbols do not cancel here unlike the case for the Nijenhuis tensor above:
−








m )− 4J r[i Γ mj]r J lm = 2(∂[¯iJ lj] − ∂[iJ lj¯])− 4 Γ l¯[ji¯] (A.4)




A Ka¨hler form, F = Jg, is defined by an almost complex structure on a Riemann manifold:
Fji = −Jij = Jji = J kj gki
We define barred indices:
Ak¯ := Jkk′A







(This convention leads to a minus sign when raising or lowering barred indices with the metric
tensor.)
We can define a sequence of stronger and more restrictive conditions on almost complex mani-
folds. Here we use the notation [DX , J ]Y := DX(JY )−JDX(Y ) = DX(J)Y , the commutator
of linear operators acting on vector fields.
- Almost complex structure: J ijJ
j
k = −δij
- Almost Hermitian AH : Jik = gijJ
j
k = Jki = gkjJ
j
i
- Semi-Ka¨hler SK : DjJ
j
k = 0 or δF := ∗ d ∗ F = 0.






















k′ (the last equation clearly implies the
Semi-Ka¨hler condition) , or
−
























N jik := 2
−
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this is equivalent to
−








m )− 4J r[i Γ mj]r J lm = 0 (A.8)
where
−
N jik is the conjugate Nijenhuis tensor.
Note that the Christoffel symbols do not cancel out.
For a Quasi-Ka¨hler manifold the Nijenhuis tensor simplifies:
+




















We also have the Riemann tensor identity: [D+
N(X,Y )
, J ] = [RXY − RJXJY , J ] − J [RJXY −
RJY X , J ]
where R is the Riemann curvature tensor: 〈RXY (W ), ω〉 = R lijk XiY jW kωl.
- Almost-Ka¨hler AK : dJ = D[iJjk] = 0, i.e. the Ka¨hler form is symplectic.
- Kahler K : DiJjk = 0
- Instead of Almost-Ka¨hler, a Quasi-Ka¨hler manifold can be Nearly-Ka¨hler: NK : D(iJj)k = 0
- A Nearly-Ka¨hler manifold which is also Almost-Ka¨hler is Ka¨hler.
There is also the following sequence of almost Hermitian manifolds with integrable complex
structures:
















































N jik = 2
+


























i] − ∂[iJ mj] J lm ) = 2(∂[¯iJ lj] − ∂[iJ l¯j] ) (A.12)
because the Christoffel symbols in the covariant derivatives cancel out and where
+
N jik is the
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Nijenhuis tensor. The Nijenhuis tensor is indifferent to the particular derivation Di that is
employed above because the Christoffel symbols in the covariant derivatives cancel out.
For a Hermitian manifold the conjugate Nijenhuis tensor simplifies:
−


















There is also the Riemann tensor identity: [RXY −RJXJY , J ] + J [RJXY −RJY X , J ] = 0
- Hermitian semi-Ka¨hler H : Hermitian and semi-Kahler.
- Ka¨hler K : DiJjk = 0. This is the same as Hermitian and Quasi-Ka¨hler.
Appendix B
Brackets
Various possibly useful ‘brackets’ on multiphase space are considered. The first section defines
the multi-Poisson bracket, which is used in this thesis. The second section defines brack-
ets on (d − 1)-form hamiltonian observables via the multisymplectic form. The third sec-
tion looks at a related question of the functional form of hamiltonian d − 1-forms, which
is the most important category of ‘observable’ in multisymplectic mechanics. The fourth
section defines various other brackets which appear in the literature on manifolds, such as
the Schouten bracket, the Schouten-Nijenhuis bracket, the Frolicher-Nijenhuis bracket, the
Schouten-Nijenhuis-Richardson bracket, the Buttin bracket, Liebnitz algebras and Lie alge-
broids. The fifth section looks at the use of the Schouten bracket with relation to hamiltonain
multivector fields.
B.1 The multi-Poisson bracket
We will present four slightly different definitions of the multi-Poisson bracket, which will de-
pend on how the index α is absorbed. In these four definitions we ignore the grassmann odd
coordinates.
We use notation where Greek letters ηi and ραi represent grassmann odd (local Darboux)
canonical pairs of coordinates and ui and pαi are grassmann even canonical pairs of coordinates
on super-multiphase space. The use of supermanifolds, that is, manifolds with some grassmann
odd coordinates, is based on the work of DeWitt [16] and Rogers [9].
The multimomenta pαi and ρ
α
i are the fiber coordinates on covariant multiphase space. This is
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considered as a vector bundle over the configuration bundle C, and is the covariant multiphase
space P , which has locally adapted coordinates σα , ui, pαi . The canonical d form on P is
Θ = dui ∧ pαi dσα − dηi ∧ ραi dσα where dσα := ∂α¬ dσ0 ∧ dσ1 ∧ . . . dσD = ∂α¬ ddσ and the
multisymplectic form is Ω = −dΘ = −dpαi ∧ dui ∧ dσα.
The multisymplectic form (including odd coordinates) in Darboux coordinates is
Ω = −d (dui ∧ pαi dσα + dηi ∧ ραi dσα ) = −dpαi ∧ dui ∧ dσα + dραi ∧ dηi ∧ dσα (B.1)
where, on the multiphase space, (ui, pαi ) are grassmann even canonical coordinate pairs, and
(ηi, ραi ) are grassmann odd canonical coordinate pairs, and σ
α, α = 0 . . . d−1 are the spacetime
coordinates.
The multi-Poisson bracket is defined as:
{f, g}α := f
←
dvv x Πα y
→



































where dv is the exterior derivative on the fibre over the spacetime base space.
If |ηi|, |ραi | are grassmann odd degree: |ηi| = 1 = |ραi | the preceeding is:


















A local operation on space-time unlike the Poisson bracket.
When Π and Ω treated as matrices, with matrix multiplication, we obtain
Π · Ω = ∂
∂ui





⊗ dηi − ∂
∂ραi
⊗ dραi = 1
T
(B.4)










) = (−1)d 1 (B.5)
B.1.1 Multi-Poisson bracket definion No. 1
We now ignore the grassmann odd coordinates.
We now define a multivector multi-Poisson bracket with the index α contracted with a base
space multivector factor ∂α := ∂∂xα :
{f, g} := {f, g}α ∂α = f ·Π · g (B.6)
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on multiphase space, is defined byXf yΩ = df , so we haveXui = (−1)d−1 ∂α∧ ∂∂pαi =
∂
∂pαi
∧ ∂α of degree (0d) , this gives, corresponding to the 0-form ui,
Xui yΩ = dui (B.7)
and, employing the definition of the multi-bracket above,
{ui, ·} = {ui, ·}α ∂α = ∂
∂pαi
∧ ∂α = Xui (B.8)
Similarly, for pi := p
α
i dσα:




then Xpi yΩ = dpi = dpαi ∧ dσα.
B.1.2 Multi-Poisson bracket definion No. 2
We now consider a slighly different definition of the multibracket where the base space (space-




{f, g} := f
←
dv x Π y
→









































) · g (B.10)
Now a slight change of notation: ∂∂xα =: ∂
α is introduced.
With this definition of the multibracket we will now examine the multihamiltonian tensors
corresponding to the 0-form ui and the d− 1-form pi.
Xui = {ui, ·} = (−1)d−1 ∂∂pαi
∧ ∂α = ∂α ∧ ∂
∂pαi
(B.11)
then Xui yΩ = (−1)d−1 dui δαα and Ω xXui = (−1)d−1 dui δαα .
XTui = {·, ui} = −
∂
∂pαi
∧ ∂α = −(−1)d−1∂α ∧ ∂
∂pαi
(B.12)
then XTui yΩ = −dui δαα and Ω xXTui = −dui δαα .
Similarly, for pi := p
α
i dσα:
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then Xpi ∧ yΩ = dpi = dpαi ∧ dσα.
or







then Xpi ∧ yΩ = dpi = dpαi ∧ dσα,
and also {uk, pl} = δkl δαα .
Poisson bracket with DDW Hamiltonian H˜ = Hddx :
{pi, H˜} = {pαi dσα, Hddx} = −dσα x ∂α ∧
∂
∂ui




This would be ≈ (d) ( ∂αpαi ) ddx = (d)dpi, the divergence DDW eqution of motion,
where dpi is d(p
α
i (σ)dσα) , the exterior derivative of a form on spacetime, namely that of
a multimomentum field configuration corresponding to a solution of the equations of motion.
The factor of d is inserted because of the δαα = d produced in the Poisson bracket calculation.
Similarly,
( ∂αu
i ) dxα = dui ≈ {ui, H˜} = {ui, Hddx} = ∂α ∧ ∂
∂pαi





i ) dxα = dui ≈ {H˜, ui} = {Hddx, ui} = ∂α ∧ ∂
∂pαi




B.1.3 Multi-Poisson bracket definion No. 3
Multivector multipoisson bracket as a 1-form:
{f, g} := dxα {f, g}α (B.18)
With this definition of the multibracket we will now examine the multihamiltonian tensors
corresponding to the 0-form ui and the d− 1-form pi.
Xui = {ui, ·} = dxα ⊗ ∂∂pαi
(B.19)
then Xui ∧ yΩ = −dui ∧ ddx = −d(ui ∧ ddx).
Similarly, for pi := p
α
i dxα:




then Xpi yΩ = ddx⊗ dpαi ∧ dxα = ddx⊗ d(pαi ∧ dxα).
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B.1.4 Multi-Poisson bracket definion No. 4
Multi-Poisson bracket as a 1-form placed on right of bracket:
{f, g} := {f, g}α dxα (B.21)
With this definition of the multibracket we will now examine the multihamiltonian tensors
corresponding to the 0-form ui and the d− 1-form pi.
Xui = {ui, ·} = ∂∂pαi
⊗ dxα (B.22)
then Xui ∧ yΩ = dui ∧ ddx = d(ui ∧ ddx).
Similarly, for pi := p
α
i dxα:




then Xpi yΩ = −(−1)d(d−1) dpαi ∧ dxα ⊗ ddx = −(−1)d(d−1) d(pαi ∧ dxα)⊗ ddx.
B.2 Bracket on (d− 1)-form hamiltonian observables
Immediately generalizing the definition of a bracket on a symplectic manifold to multisym-
plectic manifolds one can define a ”bracket” [18] on (d − 1)-form hamiltonian observables in
two ways: a ”semi-bracket”: {F,G}s := XF y XG y Ω, where Ω is the d + 1-multisymplectic
form, and XF is the hamiltonian vector field associated with the hamiltonian d − 1-form F :
dF := XF y Ω . This bracket is anti-symmetric, but only satisfies the Jacobi identity up to an
exact form:
JF,G,H := {F, {G,H}}+ {H, {F,G}}+ {G, {H,F}} = d(XF yXG yXH y Ω) (B.24)
and a ”hemi-bracket” {F,G}h := LXFG = {F,G}s + d(XF y G) which is satisfies the Jacobi
identity but is only anti-symmetric up to an exact form:
JF,G,H := {F, {G,H}}+ {H, {F,G}}+ {G, {H,F}} = d(XF yXG yXH y Ω) (B.25)
For both these brackets the result is a hamiltonian (d-1)-form, and they are the same up to an
exact form :
[XF , XG] = X{F,G}h = X{F,G}s (B.26)
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Therefore the hamiltonian (d-1)-forms mod closed or exact (d-1)-forms with {, }s are Lie alge-
bras. Similarly one can define a bracket between two Hamiltonian forms F,G of form degree p
and q respectively: {F,G}s := (−1)gFXF yXG y Ω, which is a hamiltonian (p+q-d+1)-form.
The set of hamiltonian forms mod closed forms form a graded Lie algebra where the grading
degree is d−p−1 for a p-form. The same definition as B.26 can be given for generalized hamilto-
nian forms, but in this case the bracket is non-commutative, yet satisfies the left graded Loday
identity and the right graded Leibnitz rule [83]. This Poisson-Leibnitz algebra of observables
has the required structure to construct a BRST procedure [84].
B.3 Functional form of hamiltonian d− 1-forms
The structure of Ω strongly constrains the functional form of the components of the vector
field XF and the d − 1 form F . We investigate this in multiphase space by explicitly writing
out the most general expansion of XF yΩ = dF in a coordinate basis and then identifying the
components on each side of the equation. This calculation of the multi-Poisson bracket may
possibly serve as a definition of the brackets for the more general case of d−1-form observables
which are not hamiltonian.
The left hand side is




j , pβj , x)
∂
∂pαi
+Xα(uj , pβj , x)
∂
∂xα
y dui ∧ dpαi ∧ dd−1xα
= U i(uj , pβj , x) dp
α
i ∧dd−1xα−Pαi (uj , pβj , x) dui∧dd−1xα+Xα(uj , pβj , x) dui∧dpβi ∧dd−2xαβ
(B.27)
The right hand side is





j , x) du
i ∧ dd−2xαβ + F iα(uj , x) dpβi ∧ dd−2xαβ










dpγk ∧ dui ∧ dd−2xαβ +
∂Fαβi
∂xγ
dxγ ∧ dui ∧ dd−2xαβ + ∂F
iα
∂uk
duk ∧ dpβi ∧ dd−2xαβ+
∂F iα
∂xγ
dxγ ∧ dpβi ∧ dd−2xαβ +
∂Fαβ
∂xδ





















dui ∧ dpγk ∧ dd−2xαβ +
∂F iα
∂uk
duk ∧ dpβi ∧ dd−2xαβ+




dui ∧ dpγi ∧ dd−2xβγ + (
∂Fαβ
∂xγ
)dui ∧ dpγi ∧ dd−2xαβ (B.28)
Some of the components on the right hand side are not present on the left hand side so the












































(u, x) = Lk˙ independent of the value of β˙. ( no summation of the β˙’s or the k˙’s)
(B.34)
The first of condition implies that, if β 6= α , Fα is linear in the pβi ’s and that F iα is linear in
the xβ ’s .
The third condition implies that Fαβi is independent of p
γ
k if γ 6= α and γ 6= β and i 6= k .
The fourth condition implies that, if γ 6= α and γ 6= β , Fαβ
k˙
is linear in pγ
k˙
’s and that F iα is
linear in the x’s.
The fifth condition implies that, if i 6= k , Fαβi is linear in pαk˙ ’s and that F kα is linear in the
xi’s.
If these conditions above hold then

















) dpαi ∧ dd−1xα

















) dui ∧ dpγi ∧ dd−2xβγ ] (B.35)
If Fαβk , F
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We now calculate the Multi-Poisson Brackets
{G,F} = −{F,G} = XG y dF = XG yXF y Ω (B.38)
The Multi-Poisson Brackets expanding F and G, in the case that F is not explicitly a function
of x,




























) dui ∧ dpγi ∧ dd−2xβγ ]









































) dui ∧ dpγi ∧ dd−3xκβγ ] (B.39)
Substituting for the components U i, Pαi , X
κ of XG (where G may be explicitly a function of x
unlike F ), we have

















































































































) dui ∧ dpγi ∧ dd−3xκβγ ]
(B.40)
If we restrict to the case where neither G or F are explicitly functions of x, we have










































































) dui ∧ dpγi ∧ dd−3xκβγ ] (B.41)
If we further restrict to the case where G = Gα(uj , pβj ) d




we now obtain the more limited multiPoisson bracket (which was examined in previous section):














B.4 Various other brackets
Certain other types of brackets ( [75] [18] [1]) on various algebraic objects have been defined,
which may be relevant to dynamics. Some of these are super-brackets in that they may commute
for odd elements and obey a super-Jacobi identity. Some of these are briefly introduced in this
section.
B.4.1 Algebra of derivations on forms
Part of the research program in multisymplectic dynamics is to find useful sets of ”observables”
and a Poisson algebra on these ”observables” analogous to the Poisson algebra of functions on a
symplectic manifold, where these observables may be forms or tensors. To begin with, there are
several known graded Lie algebras associated with smooth manifolds which can best be viewed
as subalgebras of the graded Lie algebra of derivations, Der(Ω(M)), of differential forms with
the graded commutator bracket. These derivations are defined via vector valued forms and act
on forms on a manifold [75] [17]: any derivation D ∈ Der(Ω(M)) can be expressed uniquely
as a sum of elements from two subalgebras of derivations: a Lie derivation and a generalized
contraction: D = Lx + iy, for some multivectors x and y: the action of the grade degree −|y|
insertion operator iy on a form ω is contraction with the multivector y: iyω := y y ω and the
action of the grade degree |x| − 1 Lie derivative Lx is defined as the graded commutator of ix
and the (grade degree 1) exterior derivative d: Lxω := [d, ix] ω = d(ixω)− (−1)|x|ix(dω). The
Lx form a graded Lie subalgebra of all the derivations Dx such that [Dx,d] = 0.
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B.4.2 Schouten bracket
The Schouten bracket of symmetric multi-vector fields on M is naturally isomorphic to the
Poisson algebra of functions on T ∗M , which are polynomial in the dual tangent space coordi-
nates.
B.4.3 Schouten-Nijenhuis bracket
The Schouten-Nijenhuis bracket is also sometimes called the Schouten bracket.
The set of skew-symmetric multivector fields Γ(Λ•(TM)), which form a graded algebra under
the wedge product, is supercommutative of degree 0, where the grading of a term is the number
of vectors factors wedged together in a term: |X| = |X1 ∧ . . . ∧Xm| = m
The Schouten-Nijenhuis bracket of skew-symmetric multivector fields is an extension of the Lie
bracket of vector fields defined on simple multivectors by:




(−1)i+j [Xi, Yj ]∧X1∧ . . .∧Xi−1∧Xi+1 . . .∧Xm∧Y1∧ . . . Yj−1∧Yj+1∧ . . .∧Yn (B.43)
where [Xi, Yj ] is the Lie bracket of vectors fields Xi and Yj . The above is then linearly
extended to composite and non-homogenous-degree multivectors. The algebra of multivector
fields together with the Schouten-Nijenhuis bracket forms a Gerstenhaber algebra.
A Gerstenhaber algebra U• is an N graded vector space (|Um| = m) with an associative degree
0 supercommutative product ∧, a graded Lie bracket of degree −1, and the following adjoint
action Leibnitz rule:
[A,B∧C] = [A,B]∧C+(−1)(|A|−1)|B|B∧[A,C] = [A,B]∧C−(−1)(|C|−1)|B|[A,C]∧B (B.44)
There is a unique Gerstenhaber algebra defined Λ•g for any Lie algebra g, and the Schouten-
Nijenhuis bracket is such an extension of the Lie algebra of vector fields on a manifold.
A scalar function is a degree 0 vector field here. For the SN bracket, if one of the factors is a
scalar function f : [f, Y ] = −df x Y . If both factors scalar functions: [f, g] := 0.
The Lie grade degree of the bracket is −1: |[X,Y ]| = |X| + |Y | − 1 The products are super
commuting with different grading [X,Y ] = −(−1)(|X|−1)(|Y |−1)[Y,X] as opposed to X ∧ Y =
−(−1)(|X|)(|Y |)Y ∧X
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This obeys the (graded) Jacobi identity for such a graded Lie algebra:
(−1)(|X|−1)(|Z|−1)[X, [Y, Z]] + (−1)(|Y |−1)(|X|−1)[Y, [Z,X]] + (−1)(|Z|−1)(|Y |−1)[Z, [X,Y ]] = 0
(B.45)
which, using the graded antisymmetry above, can be written as the Loday identity:
[[X,Y ], Z] = [X, [Y,Z]]− (−1)(|X|−1)(|Y |−1)[Y, [X,Z]] (B.46)
There is a graded Poisson Leibnitz rule
[X,Y ∧ Z] = [X,Y ] ∧ Z + (−1)(|a|−1)|b|Y ∧ [X,Z] (B.47)
So this is a graded Poisson algebra with a −1 graded bracket, which is the definition of a
Gerstenhaber algebra.
The following formula for the exterior derivative of a |X|+ |Z| − 1 form ω may also be used as
a definition of the Schouten bracket on multivectors:
(−1)|X|(dω)(X ∧ Y ) = Y (ω(X))− (−1)(|X|−1)(|Z|−1)X(ω(Y )) + ω([X,Y ]) (B.48)
which may also be written
(−1)|X|(X ∧ Y ) y dω = Y y d(X y ω)− (−1)(|X|−1)(|Z|−1) X y d(Y y ω) + [X,Y ] y dω (B.49)
This is a generalization of the formula for forms ω and vector fields X, Y , where the SN bracket
is the Lie bracket of vector fields:
(−1)(dω)(X ∧ Y ) = Y (ω(X))−X(ω(Y )) + ω([X,Y ]) (B.50)
B.4.4 Frolicher-Nijenhuis bracket
The Frolicher-Nijenhuis bracket, [x, y]FN , of vector valued forms x, y ∈ Ω∗(M,TM) is
[ω ⊗X, η ⊗ Y ]FN :=
ω∧η⊗ [X,Y ]+ω∧LXη⊗Y −LY ω∧η⊗X+(−1)(|ω|)(dω∧iX(η)⊗Y +iY (ω)∧dη⊗X). (B.51)
It can be defined via a subalgebra of the derivations of forms: L[x,y]FN = [Lx,Ly], which
is the graded commutator of Lie derivations and the grade |x| Lie derivation is defined by
Lx := [d, ix], where ix is a grade |x| − 1 derivation. Vector valued forms form a graded Lie
algebra with the Frolicher-Nijenhuis bracket, which extends the Lie bracket on vector fields.
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B.4.5 Nijenhuis-Richardson bracket
[x, y]NR is the Nijenhuis-Richardson bracket of vector valued forms x and y, and is of grade
degree |x|+ |y| , where x = ω ⊗X, y = η ⊗ Y :
[x, y]NR = ix · y − (−1)(|x|−1)(|y|−1)iy · x (B.52)
where ix · y := ω ∧ (X y η)⊗ Y = ix(η)⊗ Y , where





(−1)|σ|η(ω(Zσ(1), Zσ(2), . . . , Zσ(|ω|))⊗X,Zσ(|ω|+1), . . . , Zσ(|ω|+|η|+1))
(B.53)
and |y| = |η| is the degree of the form part η of y. This bracket has the following property
in terms of the graded Lie algebra of derivations: i[x,y]NR = [ix, iy]. The commutator of
an element of the Lie derivation subalgebra with an element of the generalized contraction
derivation subalgebra is a mixed subalgebra type quantity [Lx, iy] = i[x,y]FN − (−1)|x||y|Lix(y),
so the sub Lie algebras are not ideals of the graded Lie algebra of derivations.
B.4.6 Batalin-Vilkovisky (BV) algebra
A BV algebra is also called an exact Gerstenhaber algebra.
If there is a degree −1 operator D acting on elements of a Gerstenhaber algebra such that
[A,B] = (−1)|A|(D(A ∧B)− (DA ∧B + (−1)|A|A ∧DB)) (B.54)
then D is said to generate the Gerstenhaber algebra, and the bracket measures the departure
of D from the graded Leibnitz rule.
An exact Gerstenhaber algebra has the additional property D2 = 0.
B.4.7 Buttin bracket
The Buttin bracket on multivector-valued forms which is equivalent to the ‘big bracket’, the
canonical Poisson bracket on the ‘Dirac structure’ Λ•(E∗
⊕
E). On symplectic manifolds one
has Poisson brackets on functions and Koszul brackets on differential forms: [ω, ξ]Π := ωxΠydξ.
Note for symplectic form ω, [ω, ·]ω−1 = d·, the de Rham differential, and there is a derived
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The Buttin bracket [ξ ⊗ v, ζ ⊗w]B , where ξ ⊗ v, ζ ⊗w ∈ Λ•E∗
⊗
Λ•E is defined by mapping
multivector-valued forms to iξ⊗v = ξ ∧ iv in the space of differentials of forms in ω ∈ Λ•E∗,
where the multivector factor becomes an inner product and the form part becomes an exterior
product generalizing the contraction with a vector valued form above. Then the Buttin bracket
is the highest multivector-degree term from the graded commutator of differentials (which
form a Lie algebra). A Loday algebra is a non graded antisymmetric generalization of a Lie
algebra. A n-graded Loday algebra is an algebra with a (not necessarily graded antisymmetric)
bilinear bracket which obeys the graded Jacobi identity in the form of the graded Leibnitz
rule: [a, [b, c]] = [[a, b], c] + (−1)(|a|+n)(|b|+n)[b, [a, c]]. Examples of Loday brackets are derived
brackets: [a, b]D := (−1)(|a|+1+n)[Da, b] where D is an odd differential, and [, ] a grade n graded
Lie bracket.
iξ⊗v(ω) := ξ ∧ iv(ω) (B.55)
i[ξ⊗v,ζ⊗w]B := Maxtype( [iξ⊗v, iζ⊗w] ) (B.56)




The Buttin bracket on multivector valued forms on a module E is a graded Lie bracket which
extends the Nijenhuis-Richardson bracket.
B.4.8 Leibnitz (Loday) algebra
A generalization of a graded Lie algebra is a Leibnitz algebra (also called Loday algebra) of
degree n, which does not generally have the graded anti-commutative property but does have
the following form of the graded Jacobi identity:
[[a, [[b, c]]]] = [[[[a, b]], c]] + (−1)(n+|a|)(n+|b|)[[b, [[a, c]]]] (B.57)
An example is a construction for any graded Lie algebra U 3 a, b with bracket of degree n and
a differential D:
[[a, b]](D) := (−1)n+|a|+1[Da, b] (B.58)
This is called the derived bracket of [] by D. The map D is a Leibnitz morphism from the this
Leibnitz algebra to the original Lie algebra. It may be that D could be an interior derivation
generated by d: D· = [d, ·] where d is an element of the Lie algebra with [d, d] = 0 and
either d is odd or the Lie bracket is odd, in which case the derived graded Leibnitz bracket
is [[a, b]]d = [[a, d], b]. An example is the Lie algebra of derivations of differential forms with
the graded commutator. If we take d to be the deRham differential and a and b to be inner
products with multivectors then the derived bracket above is the Schouten-Nijenhuis bracket
on multivectors, which is a Gerstenhaber algebra.
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A Poisson-Liebnitz algebra is a generalization of Poisson algebras but using a Liebnitz bracket:
adjoint operators should be derivations on the associative algebra structure:
[[a, bc]] = [[a, b]]c+ (−1)(n+|a|)|b| b[[a, c]] (B.59)
[[ab, c]] = a[[b, c]]− (−1)(n+|a|)|b| b[[a, c]] (B.60)
[[ab, c]] = a[[b, c]] + (−1)(n+|c|)|b|[[a, c]]b (B.61)
B.4.9 Lie algebroid
Because one wants to consider various vector bundles over a base manifold, and have a Lie
bracket on sections the natural structure to consider is the Lie algebroid A, which is a vector
bundle overM, with a Lie bracket [, ]A : ΓA
⊕
ΓA −→ ΓA where there is a vector-bundle map
(called the anchor) ρ : A −→ TM and a Leibnitz rule for products of sections X,Y ∈ ΓA and
functions f ∈ C∞(M) : [X, fY ]A = f [X,Y ]A+(ρ(X) ·f)Y . The anchor is in fact a Lie algebra
homomorphism ρ : ΓA, [, ]A −→ ΓTM, [, ], the Lie bracket on vector-fields. When ρ is the
identity we recover the case of the tangent bundle A = TM, [, ]. When ρ(A) = {0} we recover a
collection of Lie algebras smoothly defined pointwise overM. The Lie bracket can be extended
to the algebraic Schouten bracket [, ]s of multivectors X,Y ∈ Γ(Λ•A) ∼= C∞(ΠA∗), which is
an odd graded Poisson bracket of functions in C∞(ΠA∗). This is equal to the derived bracket
of a quadratic Hamiltonian on ΠA∗ : [X,Y ]A = {{X,H}, Y }, where H ∈ C∞(T∗(ΠA∗)) ∼=
C∞(ΠA∗
⊕
ΠA) ∼= Λ•(A⊕A∗) and {, } is the canonical graded Poisson bracket, also known
as the big bracket, and X,Y are pulled-back to and thus taken to be constant on the fibers of
the cotangent space to ΠA∗, which is the bundle dual to A with the fiber coordinates given an
odd grading. Explicitly
H(xµ, α¯i, pµ, θ¯








and {H,H} = 0. The Lie algebroid is also equivalent to a Poisson algebra structure of functions
f, g on A∗ where {f, g}A∗ = [[f, P ]A, g]A, where P is the Poisson bivector field on A∗ and f, g
are pulled back to Γ(Λ•A) and considered to be multivectors of degree 0. Explicitly,
















Considering the graded commutator [, ] of bundle endomorphisms of the exterior algebra of
forms Γ(Λ•A∗) ∼= C∞(ΠA), then: i[X,Y ]A = [[iX , dA], iY ] = [LX , IY ], and for Y = f ∈ C∞(M)
and X ∈ ΓA, ρ(X) · f = i[X,f ]A = [[iX , dA], f ], where LX is the Lie derivative. The degree 1
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and [dA, dA] = 0. This differential on C
∞(ΠA) can be considered as a vector field on ΠA, called
a homological vector field or a Q-structure. Another bracket, the Frolicher-Nijenhuis bracket,
can be defined on form valued vector fields onM, X,Y ∈ Γ(Λ•A∗⊗A): L[X,Y ]FN = [LX ,LY ].
The particular case when the algebroid is the tangent bundle is when ρµi = δ
µ
i and the case
when it is a Lie algebra is when ρ = 0.
B.5 Schouten bracket and multisymplectic forms
In this section we will introduce the use of the Schouten bracket and multivectorfields in relation
to hamiltonian forms and multisymplectic forms.
Multivector Lie derivatives of forms
We employ some definitions:
Definition: ‘almost-hamiltonian form’ θX := −(−1)|X|X y Θ.
Definition: ‘anti-hamiltonian form’ ωˆX := ωˆX := X y dΘ + dθX .
Definition: ‘form complement to X’ ωX := (−1)|X|X y Ω.
Definition: ‘Lie derivative of the form Θ relative to the multivector field X LXΘ := [iX ,d]Θ =
iX(dΘ)− (−1)|X|d(iXΘ).
Given a degree s alternating multivector field X ∈ Xs(M) on an arbitrary manifold M , we
define a form of degree d−s, the ‘almost-hamiltonian form to the multivector X relative to the
form Θ’, θX := −(−1)|X|X yΘ, where Θ is any form of degree d (not related to the dimension
of M) on M .
Then the generalized Lie derivative of Θ relative to the multivector X is:
LXΘ := [iX ,d]Θ = iX(dΘ)− (−1)|X|d(iXΘ) = −X y Ω + dθX =: ωˆX (B.65)
where Ω is defined by Ω = −dΘ. We also have the ‘anti-hamiltonian form to the multivector
relative to the form Θ, ωˆX := −X y Ω + dθX
If Ω = −dΘ were an exact multisymplectic form, LXΘ would be the obstacle for the ‘theta
complement to X’, θX := −(−1)|X|X y Θ, to be the hamiltonian (d − s)-form corresponding
to the s-multivector field X. In particular, if X is a vector field (s = 1), we call X an exact
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multisymplectomorphism, with corresponding hamiltonian d− 1-form θX , if LXΘ = 0. This is
a multisymplectomorphism because LXΘ = 0 implies 0 = dLXΘ = LXdΘ = LXΩ.
The generalized Lie derivative of a closed form Ω relative to the multivector X is:
LXΩ := [iX ,d]Ω = X y dΩ− (−1)|X|d(X y Ω) = −(−1)|X|d(X y Ω) =: −dωX (B.66)
where the ‘form Ω-complement to X ’, ωX , is shorthand for (−1)|X|X y Ω.
If Ω is exact, Ω = −dΘ,
LXΩ = −LXdΘ = −dLXΘ = −d(XydΘ−(−1)|X|d(XyΘ)) = d(XyΩ−dθX) = d(XyΩ = −dωˆX
(B.67)
LXΩ is the obstruction for ωX := (−1)|X|X y Ω to be closed. In the latter case, if Ω were a
multisymplectic form, X would be a locally hamiltonian multivector field and V would be the
obstruction to X being a locally hamiltonian multivector field. If ωX := −(−1)|X|X y Ω was
also exact, then X would be a hamiltonian s-multivector field and hX , where dhX = ωX , would
be the corresponding hamiltonian d− s-form. If X is Ω-locally-hamiltonian, then LXΩ = 0.
Schouten bracket
Defined for multivector fields X,Y ∈ X•(M) , is the Schouten bracket [X,Y ]sh, described
earlier in this appendix, which is a Gerstenhaber algebra structure (odd graded Lie algebra)
on (alternating) multivector fields, which is a natural generalization on the Lie bracket of
vector fields. We also have [X,Y ]sh = LXY which is the generalization of the Lie derivative
to multivector fields.
The following is the Schouten bracket identity (B.48) (which could also serve as a definition of
a Schouten bracket) for any d-form Θ, and any multivector fields X , Y on a manifold where
deg(Θ) = |X|+ |Y | − 1 = d (d is not related to the dimension of M):
(−1)|X|(X ∧Y ) ydΘ = Y yd(X yΘ)− (−1)(|X|−1)(|Y |−1) X yd(Y yΘ) + [X,Y ]sh yΘ (B.68)
where the result on both sides is a 0-form (i.e. function on the manifold M).
We employ the above with Ω = −dΘ,
−(−1)|X|(X ∧ Y ) y Ω
= −(−1)|X|Y y dθX + (−1)|Y |(−1)(|X|−1)(|Y |−1) X y dθY + [X,Y ]sh y Θ
= −(−1)|X|Y y dθX + (−1)|Y |(−1)(|X|−1)(|Y |−1) X y dθY − (−1)|X|+|Y |−1θ[X,Y ]sh (B.69)
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(X ∧ Y ) y Ω =
Y y dθX + (−1)(|X||Y |) X y dθY − (−1)|Y |θ[X,Y ]sh (B.70)
For a multisymplectic form Ω, if X and Y are hamiltonian (X ∧ Y ) y Ω = {hX , hY } , and the
above can be written
{hX , hY } = Y ydθX−(−1)(|X|−1)(|Y |−1)(−1)|X|(−1)|Y | X ydθY −(−1)|X|[X,Y ]shyΘ (B.71)
If X and Y are exact hamiltonian, then this can be written
{hX , hY } = {hY , hX}+ (−1)|X||Y |{hX , hY } − (−1)|X|[X,Y ]sh y Θ (B.72)
using {hY , hX} = (−1)|X||Y |{hX , hY } we obtain
{hX , hY } = −(−1)|X|+|Y |−1[X,Y ]sh y Θ = −(−1)d[X,Y ]sh y Θ = h[X,Y ]sh (B.73)
In the particular case of an exact hamiltonian vector field X, s = 1, and a hamiltonian d-
multivector field Y ∈ Xd(M), with corresponding d − 1 and 0 -forms T = hX and H = hY
respectively, this gives:
{hX , hY } = {T,H} = −(−1)|X|+|Y |−1[X,Y ]sh y Θ = −(−1)|X|+|Y |−1(LXY ) y Θ
= (LYX)yΘ = θLXY = θδXY = h[X,Y ]sh = θLXY = θ[X,Y ]sh = XydH = LXH = δXH (B.74)
the infinitesimal variation in the function H from the flow of the vector field X.
If LXΘ = 0 = LY Θ this can be also written as
−(−1)|X|(X ∧ Y ) y Ω =
−(−1)|X|Y yX y Ω + (−1)(|X|−1)(|Y |−1) (−1)|Y |X y Y y Ω + [X,Y ]sh y Θ (B.75)
So
(X ∧ Y ) yΩ = Y yX yΩ − (−1)(|X|−1)(|Y |−1) (−1)|X|(−1)|Y |X y Y yΩ− (−1)|X|[X,Y ]sh yΘ
(B.76)
(X ∧Y ) yΩ = Y yX yΩ + (−1)|X||Y |X yY yΩ− (−1)|X|[X,Y ]sh yΘ = −(−1)|X|[X,Y ]sh yΘ
(B.77)
Employing the Schouten bracket identity (B.48) on the form Ω = −dΘ and any multivector
fields X , Y where where deg(Ω) = |X|+ |Y | − 1.
(−1)|X|(X ∧ Y ) y dΩ = Y y d(X yΩ)− (−1)(|X|−1)(|Y |−1) X y d(Y yΩ) + [X,Y ]sh yΩ (B.78)
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0 = Y y d(X y Ω)− (−1)(|X|−1)(|Y |−1) X y d(Y y Ω) + [X,Y ]sh y Ω (B.79)
0 = −(−1)(|X|)Y y dωX + (−1)(|Y |)(−1)(|X|−1)(|Y |−1) X y dωY + [X,Y ]sh y Ω (B.80)
(−1)(|X|+|Y |−1)ω[X,Y ]sh = −(−1)(|X|)Y y dωX + (−1)(|Y |)(−1)(|X|−1)(|Y |−1) X y dωY (B.81)
(−1)(|Y |)ω[X,Y ]sh = Y y dωX + (−1)|X||Y | X y dωY (B.82)
This can be written as
(−1)(|Y |)ωLXY
= LY ωX + (−1)(|X||Y |)LXωY + (−1)|Y | d(Y y ωX) + (−1)|X|(−1)|X||Y |d(X y ωY )
= LY ωX + (−1)(|X||Y |)LXωY − (−1)|Y |(−1)|X| d(Y yX y Ω)
−(−1)|Y |(−1)|X|(−1)|X||Y |d(X y Y y Ω)
= LY ωX+(−1)(|X||Y |)LXωY −(−1)|Y |(−1)|X| d(Y yXyΩ)−(−1)|Y |(−1)|X|d(Y yXyΩ) (B.83)
The Schouten brackets obey a super Jacobi identity and form a super Poisson structure on
multivector fields, as explained at the beginning of this chapter, which may be of use in
extending the Poisson bracket to multisymplectic manifolds.
Appendix C
The electromagnetic field in
phase space
For the purposes of describing the structure of the Lagrangian and Hamiltonian formalisms for
classical mechanics, in particular to show how gauge symmetries are handled, we present the
example of the electromagnetic field (without interactions) in Minkowski space. The use of a
field as an example was chosen to allow comparison with the multiphase-space formalism which
is designed specifically for local field theories. Nevertheless most of the features emphasized
in this section could have been described by slightly simpler examples, such as a constrained
particle. Basic information from [12].
The electromagnetic field in 4-dimensional Minkowski M4 space is initially defined by a con-
figuration space Lagrangian, where the Lagrangian is a function of a 1-form field A = Aµdx
µ
in a time slice and the first time derivative of the field, so that there are explicitly 4 degrees of
freedom (At, Ax, Ay, Az) for each spacetime point, corresponding to a phase space which has
8 dimensions at each spatial point.
As will be shown below, because of the particular form of this Lagrangian, some of these
degrees of freedom are non-physical and the equations of motion either constrains them to
values determined by the physical degrees of freedom, or do not determine them at all, so
that they can be varied without changing the physical observables, which are determined.
Nevertheless the non-physical variables are of use, for example in retaining in the formalism
the manifest covariance of the 1-form A.
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C.1 Lagrangian with gauge symmetry
We start with a Lagrangian of the electromagnetic field in Minkowski space in Cartesian coor-
dinates with metric ηµν .The Lagrangian is a function of fields which are the electromagnetic
potentials (Aµ) = (At, ~A) = (At, Ax, Ay, Az), which can be viewed as the components of a
1-form field A(x) = Aµ(x)dx
µ on Minkowski spacetime.










[(∂t ~A− ~∇At)2 − ~B2] d3x = 1
2
∫





[ ~E · ∂t ~A+At~∇ · ~E − ~B2] d3x (C.1)
where we use the shorthand ~B := ~∇× ~A and ~E := ∂t ~A− ~∇At. For the last equality we used
integration by parts and are ignoring the resulting surface term.
The Lagrangian density has a local symmetry, i.e it is invariant under a one parameter variation
which can be arbitrary at each point in spacetime.
The infinitesimal gauge variation is δAt = ∂tf(x), δAi = ∂if(x) which is δA = df in the
notation of forms, with f(x) is the variation parameter which is an arbitrary smooth func-
tion on spacetime. Both ~E and ~B are invariant under this transformation, and therefore so
is the Lagrangian density 12 (
~E2 − ~B2). This results in that, of the original 4 degrees of free-
dom (At, Ax, Ay, Az), there are no more than 3 physical degrees of freedom, with the extra,
arbitrarily variable, gauge degree of freedom being non physical. This is because the action
principle δS = 0 does not fix the extra degree of freedom, simply as a result of the invariance
of the Lagrangian density under arbitrary variation in this gauge degree of freedom.
In the Lagrangian (C.1) above there is no functional dependence on ∂tAt, so the Euler-Lagrange
equation for At has the form of a constraint ~∇ · ~E ≈ 0 with the time component At of the
4-potential A in the role of a Lagrange multiplier, as can be seen from (C.1).
The presence of constraints is a general consequence of gauge degrees of freedom: If λa are
the gauge degrees of freedom and we change the coordinate system of the degrees of freedom
so that λa are a subset of them and the others are physical coordinates invariant under gauge
variations (which only affect λa), then the gauge invariance conditions,
δL
δλa
= 0, are also the
Euler-Lagrange equations for the gauge degrees of freedom, and are constraint type equations,
rather than differential equations in time.
Thus the gauge symmetry leads to constraints (in this example, Gauss’ law) on the solutions
of the variational principle. These also apply to initial conditions.
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C.1.1 Legendre transformation
The phase space here has a set of coordinates (At, Ax, Ay, Az, P
t, P x, P y, P z) = (At, ~A, P
t, ~P )
at each point (t, y, z) in space. The Legendre transformation of the Lagrangian (C.1) is

















~B2−At(~∇· ~P +∂tP t) ] d3x
(C.3)
is the Hamiltonian H = Pµ∂tAµ − L. where integration by parts is used for the last term in
the integrand, and the boundary term is ignored. There is a primary constraint, P t ≈ 0 above,
which results in that ∂tAt cannot be expressed in terms of P
t - so that the last term in the
integrand ends up containing a time derivative of a field, ∂tAt. This is a general feature of
non-invertible Legendre transformations. Ultimately this is because the time derivative ∂tAt
is not present in the configuration Lagrangian (C.1). This leads to the Hamilton’s equation of
motion for the At and P
t to fail to give the time derivatives.
C.1.2 Hamiltonian system with constraint
We now take our starting point a dynamical system defined by the electromagnetic field Hamil-
tonian H above together with the constraint P t ≈ 0. For a solution of Hamilton’s equations
to be consistent with the primary constraint we need the constraint to hold along the time
evolution of a solution: 0 = P˙ t ≈ {Pt, H} = ~∇ · ~P + ∂tP t = ∂µPµ =: P. Thus we have a
secondary constraint ~∇ · ~P ≈ 0, where we have set ∂tP t equal to zero employing the primary
constraint. We need to check that the secondary constraint is compatible with Hamilton’s
equation: ddt (
~∇ · ~P ) ≈ {~∇ · ~P ,H} = −~∇ · {~P ,H} = ~∇ · (~∇ × ~B) = 0. Thus the secondary
constraint is preserved over time. So there are no further constraints needed in this model.
To determine the time evolution instantaneous rate of change in phase space we employ Hamil-
ton’s equations in the form of the Poisson bracket with the Hamiltonian:
(1) The Hamilton’s equation of motion for At is undetermined: A˙t ≈ {At, H} = ∂tAt.
(2) The Hamilton’s equation of motion for P t is : P˙ t ≈ {P t, H} = ~∇ · ~P + ∂tP t = P. On
the constraint surface P = 0 the time derivative of P t is zero, which is just the consistency
condition for the primary constraint.
(3) The Hamilton’s equation of motion for Ai is : ~˙A ≈ { ~A,H} = ~P + ~∇At.
(4) The Hamilton’s equation of motion for P i is : ~˙P ≈ {~P ,H} = ~∇× ~B.
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The Hamilton’s equation of motion show that the dynamical system is determined by two
equations: equation (4), ~˙P ≈ {~P ,H} = ~∇× ~B, and the secondary constraint, ~∇ · ~P ≈ 0.
Equation (1) shows that At is undetermined and can be an arbitrary function, and equation
(3) requires At to be fixed to give a relation between the time derivatives of the configuration
variables Ai and their canonical momenta. The phase-space configuration observable At and
its canonical conjugate P t can be viewed as non-physical, and can be made constant in time,
leaving the Ai and their canonical momenta P
i as the physical phase-space coordinates, whose
instantaneous time evolution are determined by the Hamilton’s equations, whereas the non-
physical phase-space coordinates are either fixed (P t) or not determined (At).
It is of interest to examine the constraints and the gauge variation and the link between them,
in particular the role of Poisson brackets, the meaning of gauge variation in the phase-space
setting and the consistency of the variation with time evolution.
C.1.3 Role of Poisson brackets
We first calculate the Poisson brackets of the constraints with the phase-space coordinates:
{f(x)(~∇ · ~P + ∂tP t), Ai} = −~∇f(x) · {~P ,Ai} = −∇if(x){P i, Ai} = ∇if(x) (C.4)
(no sum over i index)
{f(x)(~∇ · ~P + ∂tP t), At} = −∂tf(x){P t, At} = ∂tf(x) (C.5)
{f(x)(~∇ · ~P + ∂tP t), Pµ} = 0 (C.6)
Summarizing, δfAµ = {f(x)P, Aµ} = ∂µf(x), so the constraints generate the gauge variation
which leaves the Lagrangian density invariant. We examine what the gauge variation signifies
in the Hamiltonian setting. Because the generator is a function here of just the momenta, the
momenta are invariant under the gauge variation, because the Poisson bracket of two momenta
is zero. The gauge variation of the Hamiltonian density is δfH = {f(x)P,H} = −(∂tf(x))P,
which is zero in the case of global variation ∂tf(x) = 0, or on the constraint surface P = 0 in
time extended phase space.
We examine the Poisson brackets of the constraints with the Hamiltons’ equations:
δA˙t = ∂tf˙(x) ≈ {f(x)P, {At, H}} = {f(x)P, ∂tAt} = ∂t∂tf(x) (C.7)
δA˙i = ∂if˙(x) ≈ {f(x)P, {Ai, H}} = {f(x)P, P i + ∂iAt} = ∂i∂tf(x) (C.8)
δP˙µ ≈ {f(x)P, {Pµ, H}} = {P,−(∂tf(x))P} = 0 (C.9)
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So the variation is compatible with Hamilton’s equations. These can also be calculated via the
Jacobi identity:
δA˙µ ≈ {f(x)P, {Aµ, H}} = {{f(x)P, Aµ}, H} + {Aµ, {f(x)P, H}} =
= {∂µf(x), H} + {Aµ,−(∂tf(x))P} = 0 +−(−∂µ∂tf(x)) = ∂µ∂tf(x) (C.10)
δP˙µ ≈ {f(x)P, {Pµ, H}}
= {{f(x)P, Pµ}, H} + {Pµ, {f(x)P, H}} = 0 + {Pµ,−(∂tf(x))P}
= −(∂tf(x)){Pµ,P} = 0 (C.11)
C.1.4 Phase-space Lagrangian system with constraint
The phase-space Lagrangian constructed from the Hamiltonian above, is
LP (Aµ(x), ∂νAµ(x), P
µ(x)) =
∫
[ Pµ∂tAµ −H ] d3x
=
∫





~B2 −At~∇ · ~P + P t∂tAt ) ] d3x
=
∫





~B2 −At~∇ · ~P ) ] d3x
=
∫





~B2 ) ] d3x (C.12)
where integration by parts is used to move the ∇: At~∇· ~P = −P i∂iAt up to a boundary term.
This Lagrangian density is invariant under the local infinitesimal variation δfAµ = ∂µf(x), δfP
i =
0 because δf (∂tAi−∂iAt) = (∂tδfAi−∂iδfAt) = (∂t∂if−∂i∂tf) = 0. In comparison, the gauge
variation of the Hamiltonian density is δfH = {f(x)P,H} = −(∂tf(x))P - the extra term in
LP restores the gauge invariance. When the Euler-Lagrange equations, ∂tAi − ηijP j ≈ 0 for
the momenta P i are substituted for P i in the phase-space Lagrangian, the result is the con-
figuration space Lagrangian (C.1). So the gauge invariance is extended from the configuration
space Lagrangian density to the phase-space Lagrangian density.
The Euler-Lagrange equations for LP are the Hamilton’s equations (3) and (4) for ~A and ~P ,
and the secondary constraint ~∇ · ~P = 0.
Because of the fact that the Euler-Lagrange equations for LP are the physical Hamilton’s
equations, the discussion of the Euler-Lagrange equations is very much the same as the one for
the Hamilton’s equations:
There is no Euler-Lagrange equation for P t because P t is not present in LP . The conjugate
At is present as a non dynamical Lagrange multiplier whose Euler-Lagrange equation is the
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primary constraint ~∇ · ~P = 0 for this Lagrangian. This was a secondary constraint for the
configuration space Lagrangian, whose primary constraint was P t = 0. The only role that
P t = 0 had in the Hamiltonian scheme above was to produce a secondary constraint ~∇ · ~P = 0
via the requirement of P˙ t ≈ {P t, H} = 0 along a trajectory. Otherwise P t does not appear
in the Hamilton’s equations (3) and (4). In the Euler-Lagrange equations for LP , P
t is not
present and is indeed not needed because the physical constraint ~∇ · ~P = 0 does appear as one
of the Euler-Lagrange equations.
Appendix D
Other multiphase-space examples
D.1 Scalar fields with global symmetry
The action of scalar fields q¯(x) = (q1(x), q2(x), . . . , qN (x)) with q¯2 := qiqjδij = (q
1)2 + (q2)2 +

















j gµν(x)δij − V (q¯2) ddx (D.1)
where the potential term V (q¯2, x) is a function of q¯2 and spacetime position x.
The multiphase-space Legendre transformation is:
pµi (x) ≈ m∂νqj(x)gνµδij and H =
1
2m






ij + V (q¯2) (D.2)
p0i (x) is the ordinary canonical momentum of the field q
i at the spacetime point x and pκi (x)
is the stress, in the κ coordinate line direction, of the field qi at the point (x).
The following is multiphase-space action,
SMP [q
i(x), pµi (x)] =
∫
Md

















ij + V (q¯2)) ddx (D.3)
The Euler-Lagrange equations for this are the DDW equations for the Legendre transformation
of (D.1).
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D.1.1 DDW Hamiltonian
The DDW equations of motion for the free scalar field using the the DDW Hamiltonian above,
H = 12mpµi pνj gµνδij + V (q¯2), expressed using multi-Poisson brackets are, as expected,
0 ≈ Eqi := −∂νpνi −
1
d
{pνi ,H}ν = −∂νpνi −
∂H
∂qi
= −∂νpνi − 2V ′(q¯2)qi and (D.4)









There is clearly a global symmetry, where the Lagrangian density is unchanged by any rotation
R ∈ SO(N), q¯′ = R · q¯ in the target space q¯(x) = (q1(x), q2(x), . . . , qN (x)) because q¯2 :=
qiqjδij = (q
1)2+(q2)2+. . .+(qN )2 is the invariant for SO(N) and both terms in the Lagrangian
density are invariant, if the rotation R commutes with the spacetime partial derivatives. We
consider in this subsection that this condition holds, i.e. R is constant on spacetime, and
therefore called a global symmetry variation. If the symmetry were to hold for R arbitrarily
varying (smoothly) with position, then the symmetry is called a local or gauge symmetry with
gauge group SO(N). With the local symmetry the symmetry group would be Md × SO(N)
and this is considered below in the sections dealing with the electromagnetic and Yang-Mills
fields.
We consider infinitesimal variations Y ∈ so(N), the Lie algebra for SO(N). A basis for the
N(N − 1)/2 dimensional lie algebra so(N) are the anti-symmetric matrices Mrs with matrix
elements (Mrs)ij = −δriδsj + δrjδsi where the infinitesimal variation q¯′ = q¯ + δY q¯ of the fields
q¯ is given by Y rsδrsq
i = Y rs(Mrs)ijq
j . The commutation relations of this basis of the Lie
algebra so(N) is
[Mij ,Mkm] = δikMjm + δjmMik − δimMjk − δjkMim (D.6)
For example δ12q
1 = (M12)1jq
j = 1q2 = q2 and δ12q
2 = (M12)2jq
j = −1q1 = −q1 because the
only non-zero matrix elements of (Mrs) are (Mrs)rs = 1 and (Mrs)sr = −1, the infinitesimal
rotation in the plane rs. We extend the variation to multimomenta on multiphase space
δrsp
µ
i (x) = (Mrs)jip
µ




j (x) = −(Mrs)ijpµj (x) (D.7)
by using the Legendre transformation above, pµi (x) ≈ m∂νqj(x)gνµδij , we see this is consistent
on-shell with the variation of q:
δrsp
µ
i (x) ≈ m∂ν(δrsqj(x))gνµδij = m∂ν((Mrs)jkqk(x))gνµδij
= (Mrs)jim∂νq
k(x)gνµδjk ≈ (Mrs)jipµj (x) (D.8)
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because ∂ν and δjk commute.
The variation of the covariant multiphase-space action due the infinitesimal variation, δpµi (x) =
Y rsδrsp
µ
i (x) = Y
rs(−Mrs)ijpµj (x), δqi = Y rsδrsqi = Y rs(Mrs)ijqj , and δxµ(x) = 0, of the









i −H) ddx = 0 (D.9)
because LMP is manifestly a scalar with respect to rotations of the target space coordinates




















i + (−∂νpνi − 2V ′(q¯2)qi)δui + Hµδxµ
+ ∂µ( δu










+ (−∂νpνi − 2V ′(q¯2)qi) ( Y rs(Mrs)ijqj ) + ∂µ( pµi ( Y rs(Mrs)ijqj ) ) ] ddx (D.10)
D.1.3 Conserved current
When the DDW equations are satisfied we obtain
δLMP = ∂µ( pµi Y rs(Mrs)ijqj ) = Y rs ∂µ( pµi (Mrs)ijqj ) ≈ 0
so we have a conserved current Tµδ = Y
rs( pµi (Mrs)ijq
j ) ≈ Y rs( m∂νqigνµδij(Mrs)ijqj ).


















δuk = Y rs δrsu















= Y rs (−Mrs)kjpνj (D.13)
The generators multi-Poisson commute with the DDW Hamiltonian:

















ij ( pκi (−δmj δνµδlm) + (−δmi δκµδlm)pνj ) pµn(Mrs)nl + 2V ′(q¯2) {q2, pµn }µ(Mrs)nlql

































′(q¯2) (Mrs)nlq(nql) = 0 (D.14)









nql) are symmetric in nl and they contract
with (Mrs)nl which is antisymmetric in nl.
D.1.4 Current algebra
The generators have the same multi-Poisson bracket Lie algebra as so(N):
This is calculated as follows:




= pνn′(Mij)n′l′ { ql
′
, pµn}µ (Mkm)nl ql + (Mij)n′l′ ql
′ { pνn′ , ql }µ pµn(Mkm)nl
= pνn′(Mij)n′l′ δ
l′
n (d) (Mkm)nl q
l + (Mij)n′l′ q
l′(−δln′δνµ) pµn(Mkm)nl
= pνn′(Mij)n′n (Mkm)nl q
l − pνn(Mij)n′l′ (Mkm)nn′ ql
′
= pνn′(Mij)n′n (Mkm)nl q
l − pνn′(Mij)nl (Mkm)n′n ql
= pνn′ ( (Mij)n′n (Mkm)nl − (Mkm)n′n (Mij)nl ) ql
= pνn′ ( (Mij)n′n (Mkm)nl − (Mkm)n′n (Mij)nl ) ql
= pνn′ ( [ (Mij), (Mkm) ])n′l q
l = pνn′ ( δikMjm + δjmMik − δimMjk − δjkMim )n′lql (D.15)





ik − δimT νjk − δjkT νim so we have
{T νij , Tµkm}µ = δikT νjm + δjmT νik − δimT νjk − δjkT νim (D.16)
which is the same algebra as the commutator of the M ’s (D.6).
It is clear that this generalizes to the case of any matrix Lie algebra with basis {(Mrs)} where
the variation of the multiphase-space coordinates is
δY q
i = Y rsδrsq
i = Y rs(Mrs)ijq
j δY x
µ = 0 (D.17)
δY p
µ
i (x) = Y
rsδrsp
µ
i (x) = Y
rs(Mrs)jip
µ
j (x) = Y
rs(MTrs)ijp
µ
j (x) = −Y rs(Mrs)ijpµj (x) (D.18)
The current will be Tµδ = Y
rs( pµi (Mrs)ijq
j ) and the current Lie algebra with the multi-
Poisson algebra will be the same as the matrix Lie algebra as in the example above.
APPENDIX D. OTHER MULTIPHASE-SPACE EXAMPLES 207
D.2 The electromagnetic field
D.2.1 Lagrangian analysis
The starting point is the configuration space action of the pure matter free EM field with
Lagrangian density L a function of the electric potential A0 and the magnetic potential ~A :=












where A is a 1-form field on Minkowski spacetime Md. The Lagrangian density |dA|2 is off-shell
invariant under a local variation δfAρ(x) = ∂ρf(x), where f(x) is an arbitrary smooth function
(locally defined) on spacetime. This is obvious when it is noted that the Lagrangian density
depends only on the exterior derivative of A and that d(A+ df) = dA+ ddf = dA+ 0, so it is
dependent on A up to addition with a closed 1-form. The associated current is Jµf = F
µρ∂ρf(x)
where ∂L∂(∂νAµ) = F
µν = F [µν] := 2∂[λAρ] g
µλgνρ.
The Euler-Lagrange equations are ∂νF
µν ≈ 0, which are the source free Maxwell’s equations
in terms of second spacetime derivatives of the potentials Aµ.





µρ∂ρf ≈ 0, where
we made use of the antisymmetry of Fµν and the symmetry of partial derivatives. Thus the
current is conserved on-shell.
If an interaction term AµJ
µ
φ is added to the Lagrangian density L, where Jµφ is a function of
other matter fields φ but not A, the Euler-Lagrange equations are ∂νF
µν ≈ Jµφ .























ignoring the boundary term. Thus the current is conserved and the action is gauge invariant
on-shell if the matter current is also conserved: ∂ρJ
ρ
φ ≈ 0.
D.2.2 Legendre transformation and Hamiltonian analysis
The multiphase-space Legendre transformation maps the jet bundle to multiphase space with
multimomenta pµν ≈ 2∂[λAρ] gµλgνρ =: Fµν canonically conjugate to Aρ. There are primary
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constraints p(µν) ≈ 0 (but not secondary constraints). The DDW Hamiltonian is






p[µν]p[µν] − ∂µp(µν)Aν (D.21)
employing integration by parts inside the first order action (D.26) for the last equality. The
term with spacetime partial derivatives is usual when there is a primary constraint, because not
all the velocities can be replaced by momenta, because of the non-invertibility of the Legendre
transformation.
The DeDonder Weyl equations of motion are:





µν(x)− {pµν ,H}µ = ∂µpµν(x) + ∂H
∂Aν
(x,Aκ(x), p
λκ(x)) ≈ 0 (D.22)
which are here, substituting for H,
∂µAν(x)− 1
2
p[µν](x)− ∂(µAν)(x) ≈ 0
∂µp
µν(x)− ∂µp(µν)(x) ≈ 0 (D.23)





[µν](x) = 0 (D.24)
By taking the partial derivative ∂λ of the first line above and antisymmetrizing , because
∂[λ∂µAν] = (ddA)λµν = 0, we can eliminate the A and obtain equations of motion purely in
terms of spacetime partial derivatives of the antisymmetric part of the multimomenta:
∂[λpµν](x) = 0
∂µp
[µν](x) = 0 (D.25)
which are the source free Maxwell’s equations, where p[µν] ≈ Fµν , p[0i] ≈ F0i = Ei and
ijkp[jk] ≈ ijkFjk = Bi in the conventional notation for the electromagnetic field.

























)δpµν − (∂µpµν + ∂H
∂Aν
)δAν + ∂µ[ δAνp
µν ]ddx =











It can be seen from the last line that extremizing the integral with Aµ fixed on the spacetime
boundary gives the Euler-Lagrange equations of motion which are the DDW equations (D.23)
above.
D.2.3 The multiphase-space energy momentum tensor





pκµ − (pκλ ∂H
∂pκλ
−H)δµν (D.28)











D.2.4 Constraints as generators of gauge variations
The generator f(x)∂µp
µνdxν = 0 generate the gauge transformations δfAρ = ∂ρf(x) , δfp
µν =
0 , under which the original Lagrangian (D.19) and the first order Lagrangian (D.26) are
invariant, via the multi-bracket:
−δfAρ = { −f∂µpµαdxα, Aρ} = 1
d












































ρ = −∂ρf (D.30)
D.2.5 Multisymplectic analysis
The gauge variation of the multimomenta pνβ is
−δfpνβ = { −f∂µpµαdxα, pνβ} = 1
d
{ ∂µfpµα, pνβ}α = 0 (D.31)
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The multi-brackets of the constraint with the DDW Hamiltonian is:




















which is zero on the constraint surface p(λκ) = 0, which makes p(µν),H first class constraints,
which are also abelian:
{p(µα), p(νβ)}γ = 0 (D.33)
The current produced by a gauge variation is
Jf = (∂αf)p
αµdxµ (D.34)
The current generates the gauge variation via the multibracket:




so it has one of the attributes of a hamiltonian d−1 -form corresponding to the gauge variation.
To check the hamiltonian property, dJf = XJf y Ω:
dJf = (∂αf)dp
αµ ∧ dxµ + (∂β∂αf)pαµdxβ ∧ dxµ = (∂αf)dpαµ ∧ dxµ + (∂β∂αf)p(αβ)ddx
c
= (∂αf)dp
[αµ] ∧ dxµ (D.36)
XJf y Ω = XJf y dAα ∧ dpαµ ∧ dxµ = (∂αf)dpαµ ∧ dxµ c= (∂αf)dp[αµ] ∧ dxµ (D.37)
It can be seen that dJf = XJf y Ω on the constraint surface p(αβ) = 0, so the gauge variation
is hamiltonian on the constraint surface, indicated by the notation ”
c
=”.
The Lie derivative of the canonical d form with respect to the gauge variation is:
LXJf Θ = XJf y dΘ + d(XJf y Θ)
= −(∂αf) ∂
∂Aα
y dAα ∧ dpαµ ∧ dxµ + d(∂αf) ∂
∂Aα
y (pαµdAα ∧ dxµ)
= (∂α∂µf)dp
(αµ) ∧ ddx c= 0 (D.38)
So the gauge variation is exact on the constraint surface.
D.2.6 MW reduction: constraint surface
The DDW Hamiltonian (given by the Legendre transformation) is
H = 1
4





on the constraint surface p(αβ) = 0 in multiphase space.
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The gauge variation of H is
δH = ∂µp(µν)δAν = ∂µp(µν)∂νf(x) c= 0 (D.40)
For gauge invariance of the DDW Hamiltonian we must restrict to the constraint surface
p(αβ) = 0.
The Lie algebra g is C∞(Md)/R and abelian. The moment map is M −→ g∗ :: m =
(Aα, p
αµ, x) 7→ I(m) = p(αµ)dxµ
Elements of the Lie algebra f(x) are best viewed as vectors (∂αf)α=0...d−1: For f(x) ∈ g,
〈I(m), f〉 = (∂αf)p(αµ)dxµ.
The moment map is zero on the surface p(αβ) = 0. The constraint surface isMG = {(Aα, p[αβ], x)}.
Following the lead of symplectic Marsden-Weinstein reduction, we want to show that Y yΩG =
Y y dAα ∧ dp[αµ] ∧ dxµ = 0 implies Y = (∂αf) ∂∂Aα , the infinitesimal gauge variation vector
field. This would lead to the second stage in the generalized Marsden-Weinstein reduction
which is to mod-out the characteristic distribution from the tangent space of the constraint
submanifold MG.
The Lie derivative of the multisymplectic form with respect to an arbitrary infinitesimal vari-
ation δAα = Bα in A is:
LXδΩ = Xδ y dΩ + d(Xδ y Ω)
= 0 + d(Bα(x))
∂
∂Aα
y dAα ∧ dpαµ ∧ dxµ = (−∂µBα) dpαµ ∧ ddx (D.41)
This is not zero unless Bα = constant, so this is not a multisymplectomorphism over multiphase
space. If we restrict the multisymplectic form to the constraint surface p(αβ) = 0 in multiphase
space, we have
LXδΩ c= (∂µBα) dp[αµ] ∧ ddx (D.42)
This is zero if ∂[µBα](x) = 0. Viewing Bα as the components of a 1-form, this implies, by
Darboux’s theorem, that Bα = ∂αf(x) for any function f(x) locally defined on spacetime
(in fact, on flat space, f(x) is defined on all the space). So the form of the gauge variation,
δAα = ∂αf(x) is set by the requirement that the variation is a multisymplectomorphism of the
multisymplectic form restricted to the constraint surface p(αβ) = 0.
The Lie derivative of the canonical d form with respect to an arbitrary infinitesimal variation
in A is:
LXδΘ = Xδ y dΘ + d(Xδ y Θ)
= −(Bα) ∂
∂Aα
y dAα ∧ dpαµ ∧ dxµ + d(Bα) ∂
∂Aα
y (pαµdAα ∧ dxµ)
= (∂µBα)dp
αµ ∧ ddx c= (∂[µBα])dp[αµ] ∧ ddx (D.43)
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So the gauge variation, δAα = ∂αf(x) which leads to a multisymplectomorphism of the multi-
symplectic form when restricted to the constraint surface p(αβ) = 0 is also exact.
D.2.7 MW reduction: foliation by the symmetry action
These conditions are not as strong as the condition Xδ yΩG c= 0 for the characteristic vector
fields which are used for the second stage of symplectic reduction. In symplectic reduction, the
set of characteristic vector fields are integrable into leaves of a foliation of the constraint surface
because they obey the Frobenius condition (which is a consequence from the Poisson property
of the characteristic vector fields), and so the reduced phase space is the space of leaves of the
integrated characteristic tangent space in the constraint surface. In terms of functions on phase
space the physical observables are the functions on the constraint surface mod the functions on
the integrated characteristic tangent space. In the multisymplectic case above the second stage
of multisymplectic reduction is that the physical observables are the functions of p[αµ] and Aα
on the constraint surface where Aα is defined mod the functions Bα for which ∂[µBα](x) = 0.
More succinctly A = Aαdx
α is physical up to addition with closed forms. The closed form
condition is a differential condition in that it does not simply mod out submanifolds of the
constraint surface in multiphase space as in the symplectic case. However, by certain types of
gauge fixing, the functional reduction to physical phase space can be implemented by reducing
the constraint submanifold directly. We will now show an example of this.
We assume the spacetime dimension d = 4 and choose the temporal gauge A0 = 0, which is
a pointwise constraint in multiphase space unlike the Lorenz or Coulomb gauges which are
constraints which are spacetime partial derivatives of A. Then the reduced multiphase space
is M//G = {(Ai, p[ij], p[i0], x)} and the multisymplectic form on this space is
ΩGG = dAi ∧ (dp[ij] ∧ dxj + dp[i0] ∧ dx0) = dAi ∧ (d(ijkBk) ∧ dxj + dEi ∧ dx0) (D.44)




i0pi0)−AiJ i = 1
2
(B2 + E2)−AiJ i (D.45)
The DeDonder Weyl equations of motion are:





iν(x)− {piν ,H}ν = ∂νpiν(x) + ∂H
∂Ai
(x,Aj(x), p
jκ(x)) ≈ 0 (D.46)
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∂νp
iν(x) + J i ≈ 0 (D.47)









i + ijk∂jBk(x) + J
i ≈ 0 (D.48)
which are (after eliminating Ai) the Maxwell equations. A similar multisymplectic analysis of
Yang-Mills is in section 3.8.
D.3 The bosonic string
A d dimensional p-brane B (with p = d − 1) embedded in n dimensional spacetime (M, g) ,
with metric gij , can be described by a map X : B −→ M where X maps the point x in the
brane B (with local coordinates xα, α = 0, . . . , d− 1) to the point X(x) in spacetime M (with
local coordinates Xi, i = 0, . . . , n−1): X : (σα) 7→ (Xi). The dynamical action is the covariant
volume of the embedding in spacetime. The tension of the p-brane is a constant T .
The starting point is the Nambu-Goto action for a d dimensional p-brane B embedded in n












The integral is the covariant volume of the embedding in spacetime.
Because of the difficulties created by the square root in the Lagrangian density, the following










− det(hαβ)[hαβ∂αXi∂βXjgij(X)− (d− 2)] ddx (D.50)
This action is classically equivalent to the Nambu-Goto action in that, when the auxiliary
world-volume metric hαβ(x) is solved for, using the Euler-Lagrange equations, and substituted
back into the Howe-Tucker action, the result is the Nambu-Goto action.
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D.3.1 DDW Hamiltonian






















where H is the DDW Hamiltonian.








































2 (d− 2)])ddx (D.53)




(Xj(x), pβj (x), hαβ) ≈ 0 (DDW1) (D.54)
−EXi ≡ ∂αpαi +
∂H
∂Xi
(Xj(x), pβj (x), hαβ) ≈ 0 (DDW2) (D.55)
−Ehαβ ≡ ∂γHγαβ +
∂H
∂hαβ
(Xj(x), pβj (x), hαβ) ≈ 0 (DDW2 ) (D.56)
EHγαβ ≡ ∂γhαβ −
∂H
∂Hγαβ
(Xj(x), pβj (x), hαβ) = ∂γhαβ − ∂γhαβ ≈ 0 (DDW1) (D.57)
which are, substituting for H above,










































2 (d− 2) ≈ 0
EHγαβ ≡ ∂γhαβ − ∂γhαβ ≈ 0
(D.58)
where Tαβ is the energy-momentum tensor density. The last line shows that the world sheet
metric hαβ are not independent physical degrees of freedom. This is directly connected with the
constraint Tαβ ≈ 0 in the 3rd line and the fact that Hγαβ , the multimomentum canonically
conjugate to hαβ , is not present in the equations of motion or in the Lagrangian, and so
decouples from the other dynamical variables.
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D.3.2 Primary constraint
In the case of a 1-brane (string), where p+ 1 = d = 2, the equation for hαβ simplifies to :















ij ≈ 0 (D.59)
This is the primary constraint corresponding to the gauge degrees of freedom of hαβ corre-
sponding to the invariance under change of coordinates on the string: δfhαβ = ∂(αfβ) where
fβ(σ)dx
β is an arbitrary 1-form.
Because the DDW Hamiltonian is not linear but quadratic in the ‘Lagrange multiplier’ hαβ ,
the constraint is not on the other phase-space coordinates, but on hαβ which is now a function
of the other phase-space coordinates.
The constraint has solution:
hαβ ≈ e2φ(x)pαi pβj gij (D.60)
where φ(x) is arbitrary, so, on shell, the worldsheet metric hαβ(x) must be proportional to
the metric induced on the worldsheet by the spacetime metric gij via the ‘embedding’ of
multimomenta: gij(X(x))pαi p
β
j (x) ≈ hαβ∂αXi∂βXjgij(X).
The gauge freedom, in the case d = 2, represented by the arbitrary φ(x) is connected to the


















2 (d− 2) (D.61)
Both terms are zero when d = 2. Thus the trace of the energy-momentum tensor is zero for
the string.
The multi-Poisson brackets here are














































































αβ − ∂αΓκκβ + ΓκκλΓλαβ − ΓκαλΓλκβ) ddx =


































µν) is the Ricci tensor as a function of the Christof-




(µν), and its partial derivatives, and g¯
µν :=
gµν(−det(gµν)) 12 is the metric tensor density. κ = 8piG/c4 is the matter coupling constant. The





LEH(gµν , ∂κgµν), up to the surface term.
The integrand in the last line has the appearance of a multiphase-space Lagrangian density:
R¯(g¯µν , ∂κg¯
µν ,Γλµν) := −∂κg¯αβ Γκαβ + ∂αg¯αβ Γκκβ − g¯αβ(ΓκαλΓλκβ − ΓκκλΓλαβ) (D.64)
Following this observation, the last line is now treated as a multiphase-space first order action
with Lagrangian R¯ which is a function of field configuration degrees of freedom g¯µν = g¯(µν),
partial derivatives ∂αg¯
















Here a matter Lagrangian density Lfields has been added on at this point. The current Kκ =
(g¯αβ Γκαβ − g¯κβ Γααβ) is a surface term arising from the integration by parts, which will be
ignored in the following discussion. This can be justified if the boundary is at infinity and
spacetime becomes flat at infinity. For obtaining the Euler-Lagrange equations of motion, the
fields g¯αβ are fixed at the boundary, so we may ignore boundary terms in that case.
We calculate useful variations: δg := δ det(gµν) = gg
µνδgµν = −ggµνδgµν
δg¯µν = (−g) 12 (δµαδνβ − 12gαβgµν)δgαβ
∇νfν = (∂ν + Γ ανα )fν
If we assume that any Γ’s in Lfields must be expressed in terms of the metric tensor g so that
Lfields does not contain Γ’s as independent degrees of freedom, the Euler-Lagrange equations
for Γλµν give the metric density compatibility condition for a Levi-Civita connection:
∂κg¯
αβ + 2Γ(ακµg¯
β)µ − Γµκµg¯αβ = 0, (D.66)
while the Euler-Lagrange equations for g¯µν are the Einstein field equations in the form involving
APPENDIX D. OTHER MULTIPHASE-SPACE EXAMPLES 217
the trace-reversed energy-momentum tensor:





Rµν = κ(Tµν − 1
2
g¯µν g¯









is the energy-momentum tensor of Lfields, and T¯αβ := δLfieldsδgαβ
is the energy-momentum tensor density of Lfields.
D.4.1 Primary constraint
The Legendre transformation maps to multimomenta pαµν with
pαµν ≈ −Γαµν + Γκµκδαν = Γλµβδβαλν (D.69)
which implies primary constraints:






















|ν] ≈ 0 (D.70)
which arises from diffeomorphism invariance and the symmetry of the metric tensor density.
We can invert (D.69):











Substituting Γαµν = −pαµν + δαν Γκκµ in R¯ and Kκ , we can write the (up to a boundary term)
Ricci scalar (D.64) as
R¯ = pαµν∂αg¯
µν − g¯µνpαµβpβαν − pββ(ν∂µ)g¯µν (D.72)
R¯ = pαµν∂αg¯
µν −H =: R˜(g¯µν , ∂αg¯µν , pαµν) and Kκ = −g¯µνpκµν (D.73)
D.4.2 DDW Hamiltonian
The DDW Hamiltonian term H can be written as
H(g¯µν , pαµβ) = g¯µνpαµβpβαν + pββ(ν∂µ)g¯µν = g¯µνp2µν + pαα(ν∂β)g¯βν = g¯µνp2µν − ∂(βpα|α|ν)g¯βν
= g¯µν(pαµβp
β
αν − ∂µpααν) (D.74)
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Integration by parts is performed inside the action integral for the second expression for H,
and the boundary term is ignored. This H(g¯µν , ∂αg¯µν , pαµν) is the DeDonderWeyl Hamiltonian
for General Relativity, with the field variables being the elements of the metric tensor density
g¯µν , the multimomenta being trace adjusted Christoffel symbols pαµν , the momentum- stress
of the spacetime metric density field, with the usual terms with derivatives when there are
primary constraints. It should be noted that pαµν , like Christoffel symbols, does not transform
like a tensor or a tensor density, and contains physical information about the coordinate system
together with the metric.










(g¯κλ(x), pβκλ(x)) ≈ 0 (DDW2) (D.76)
which are, substituting for H above,
∂αg¯





µν − ∂(µpα|α|ν) ≈ 0 (DDW2) (D.77)
The first equation (DDW1) is equivalent to the Levi-Civita compatibility condition between
the metric and the Christoffel symbols, as can be seen by substituting for the multimomenta
p using equation (D.69). Similarly the second equation (DDW2) is equivalent to the vacuum
Einstein field equations. In the presence of matter, the zero on the right hand of DDW2
side is replaced by the trace adjusted energy momentum tensor density κ(T¯µν − 12 g¯µν g¯αβT¯αβ)
(assuming that the matter part of the DeDonder Weyl Hamiltonian does not contain p’s and is
the same as (D.68) once the substitution (D.69) is performed). These equations above (D.77)

































































[−g¯µνδpαµν + (pαµν∂αg¯µν −H)δxα ] dSα




















[−g¯µνδpαµν + (pαµν∂αg¯µν − g¯µνpαµβpβαν)δxα ]dSα (D.79)
together with the primary constraints, pααµ = 0.
A vector field X = fµ(x) ∂∂xµ is an infinitesimal diffeomorphism of the spacetime manifold
which may be viewed as infinitesimal coordinate changes, xµ+ δfx
µ = xµ+fµ, which preserve
the metric if the changes in the components of the metric is given by the Lie derivative of the
metric, with respect to the vector field X:
δfgµν = LXgµν = 2∇(µfν)(x) = fκgµν,κ + fκ,µgνκ + fκ,νgµκ (D.80)
and the variation of gµν is
δfg
µν = LXgµν = −2∇κf (νgµ)κ(x) = (−fκgµν,κ − fµ,κgνκ − fν,κgµκ)
= 2(−fκgλ(νΓµ)κλ − f (µ,κgν)κ) (D.81)
where fν = f
µgµν .
The equivalent variation in g¯µν is
δf g¯
κλ = −(2∇κf (ν g¯µ)κ +∇κfκg¯µν)(x)
= −2(fκg¯λ(νΓµ)κλ + f (µ,κg¯ν)κ)− (fκg¯µνΓλκλ + fκ,κg¯µν)




The extra terms are due to the presence of the volume factor g
1
2 in g¯µν = g
1
2 gµν . Replacing
Γαµν by multimomenta using (D.71), −Γαµν ≈ pαµν − 1d−1pκµκδαν , gives
δf g¯
κλ ≈ 2 (fκg¯λ(νpµ)κλ − f (µ,κg¯ν)κ) + (−
3
d− 1f
κg¯µνpλκλ − fκ,κg¯µν) (D.83)
The constraints P γν := g¯
γµ∂(µp
α




λκ−∂νfν g¯λκ = 2∂(λfκ) +fν∂ν g¯λκ−∂νfν g¯λκ, under which the original ac-
tion (D.63) and the first order action (D.78) are invariant ( because these gauge transformations
are diffeomorphisms which are active coordinate transformations) , via the multi-bracket:
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= fν(∂µg¯

































































γ ) + f
ν∂ν g¯






ν g¯λκ + fν∂ν g¯
κλ + f (κ∂µg¯
λ)µ ) (D.84)
The variation of the multimomenta is:
−δfpλρσ = {g¯γµfν∂(µpβ|β|ν), pλρσ}γ = δλρ fν∂(σpβ|β|ν) = δλρ g¯σγP γν (D.85)
which is zero on the constraint surface P γν = 0.
By employing integration by parts in the multiphase-space action the constraints as P γ(f) :=
fν g¯γµ∂(µp
α









νpββµ)] = 0 (D.86)
and the partial derivatives ∂ν g¯
γµ can be replaced by linear functions of the multimomenta by




















= −2 fν g¯κ(µpγ)κ(νpβ|β|µ) − g¯γµ∂(µfνpβ|β|ν) = 0 (D.87)




Because the solutions of the field equations do not foliate multiphase space in the way that the
phase space Hamiltonian generates a vector field on phase space, which can be integrated to
form a unique foliation, the geometry of the solutions in multiphase space is more complicated.
This section examines how solutions are characterized in terms of multivector fields describing
the tangent to the section representing the solution in the multiphase space bundle.
Appendix H describes multiphase space Hamilton-Jacobi theory which is also relevant to clas-
sifying solutions. This is preceeded by appendix G which deals with Hamilton-Jacobi theory
in phase space.
The question of the equations of motion expressed in terms of multivector fields and of the
integrability of the latter is described by A. Echeverria-Enriquez, M.C. Munoz-Lecanda, N.
Roman-Roy [2] and in ‘Geometry of Hamiltonean n-vectorfields in Multisymplectic Field The-
ory’ by Cornelius Paufler and Hartmann Romer [41].
Here we examine multivectors as a multisymplectic field analogue to a velocity vector in phase
space and which may be useful in interpreting multisymplectic formalism geometrically.
An important property of the Hamiltonian formulation of mechanics is that the solutions of
the equations of motion (for a time independant Hamiltonian) foliate the time-extended phase
space into distinct trajectories: no two trajectories have any point in common. This arises from
the properties of first order ordinary differential equations (Hamilton’s equations of motion),
which contrasts with the situation in multiphase space where the equations of motion are partial
differential equations over a d-dimensional spacetime. In particular, in Hamiltonian mechanics,
the possible evolutions of the system can be described by a foliation of the phase-space fiber
221
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bundle over time: T∗Q×R into classical trajectories, by integrating the vector field XH + ∂∂t
specified by Hamilton’s equations (2.1), equivalent to the symplectic equation of motion (2.2),
with a given Hamiltonian function H(q, p, t). The space of trajectories, in the regular case,
can be represented by taking a time t = t0 slice of time-extended phase space which intersects
each trajectory at a single point (q(t0), p(t0)). Thus the space of trajectories, in the regular
case, is a 1-1 map to phase space. In the Lagrangian system with a given Lagrangian function,
a specific trajectory is selected by specifying the configuration at the endpoints of a system
evolving over the time interval ∆T = [ti, tf ]: {q(ti), q(tf )}, and, in the regular case, the space
of trajectories, in that time interval, has a 1-1 map to Q∂∆T := Q×Q.
Looking at fields, it is of interest whether one can have foliations of multiphase space where
each leaf is a solution to the DDW field equations. One approach is dealt with in appendix H
using Hamilton-Jacobi theory. Another is approach is that in this appendix.
In classical field theory, a particular field solution φ(x) is a section ΓEφ ∈ Γ(B, E) of the configu-
ration bundle E −→ B : a spacetime-horizontal d-dimensional submanifold of the total space E .
This canonically prolongs to a section ΓJ
1E
φ ∈ Γ(B, J1E) of the first jet bundle J1E , and, via the
Legendre transformation, to a section ΓMφ ∈ Γ(B,M) of the multiphase space M. Thus the
structures analogous to trajectories in phase space are (spacetime-horizontal) d-dimensional
submanifolds of the multiphase space. However the set of all solutions to the field equations
is not given by a foliation of the multiphase space ( for instance, different solutions may share
the same values of the fields and multimomenta at a specific point spacetime). However it is
of interest to have families of solutions, if not all the solutions, which foliate configuration or
multiphase space.
In a field theory with a specified Lagrangian density, the space of trajectories (spacetime field
configurations which satisfy the action principle modulo the gauge symmetries) in a spacetime
region B′ is 1-1 with the space of field U∂B
′
values defines on the boundary u : ∂B′ 7−→ U .
How these are obtained is shown in this section by employing multivectors. In appendix H,
it will be achieved via a generalization of Hamilton-Jacobi theory, by employing a map from
the configuration space to the multiphase space, T : E −→ M ∼= Λn1E , which pulls back the
multivector field onM to an integrable multivector field on E which foliates E locally. For this
to be the case T has to satisfy the generalized Hamilton-Jacobi equations.
We are interested in multivectors which define the tangent subspace of the embedding of
a section over spacetime (which represents a field configuration) in the bundles involved in
multisymplectic dynamics. But first we consider the general case of a submanifold Γ embedded
in a general manifold M. The d-dimensional tangent subspace DdΓm ⊂ TmM at each point m
of an d-dimensional submanifold Γ embedded in a manifold M defines on Γ a decomposable
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(also called simple) d-multivector Y ∈ ΛdTM unique up to multiplication by a function f(m).
(A set of subspaces DdΓm of the tangent space Tm over all points m in a submanifold Γ is called
a distribution. A decomposable (also called simple) d-multivector Y ∈ ΛdTM is a multivector
which can be written as an anti-symmetric product of d vectors: Y = Y1 ∧ ... ∧ Yd). This
multivector field on the section Γ is the generalization of the vector field XH +
∂
∂t , mentioned
above, along a particular path in a symplectic manifold. The multivector fields will satisfy
certain conditions: they have to be locally decomposable to an anti-symmetric product Y =
f(m)Y1 ∧ ... ∧ Yd of vectors , Yµ ∈ TΓ to specify an d-dimensional tangent space of a d-
dimensional subspace ofM. In addition, the tangent subspaces should integrate to give smooth
submanifolds, so the vector fields Yµ should be involutive (to be integrable to generate a smooth
function of spacetime): [Yµ, Yν ] = g
τ
µν(m)Yτ , by Frobenius’ theorem. It is possible to specify
f(m) on M so that the Yµ can be chosen locally, to make their Lie brackets with each other
be zero. Thereby these vectors integrate to a local coordinate system on the submanifold Γ
(called a dynamical multivector field by [2]). On a section, these local coordinate functions are
mapped by the bundle projection (which is bijective on a section) to a local coordinate system
on the base space.
The instances of interest here are Yµ =
∂φ¯
∂xµ , where φ¯ is φ¯(x) embedded in E or a canonical
prolongation embedded in the first jet bundle J1E or the multiphase space M.
H. Romer and C. Paufler [41] have shown by construction that, given any smooth function
(0-form) H, on the multiphase spaceM (with locally adapted coordinates xµ, ui, pµi , p), of the
form
H(xµ, ui, pµi , p) = −H(xµ, ui, pµi )− p (E.1)
there are decomposable d-multivector fields YH on M, which can be viewed as distributions
on M, which are multi-hamiltonian for H:
YH yΩ = dH, where YH = Y1 ∧ ...∧Yd and Ω = −(dpµi ∧ dui ∧ dxµ + dp∧ ddx) (E.2)
Note that for a DDW Hamiltonian H(xµ, ui, pµi ), H(xµ, ui, pµi , p) = 0 on points (xµ, ui, pµi , p)
in the image PL of the Legendre transformation (3.37), where p = −H(xµ, ui, pµi (xµ, ui, uiµ)),
by definition.
The d-multivector YH is hamiltonian, YH y Ω = dH, for the function H(xµ, ui, pµi , p) =
−H(xµ, ui, pµi )− p if
YH = Y1 ∧ ... ∧ Yd (E.3)
and the components Yµ satisfy (E.6).
This can be shown by explicitly calculating both sides of the equation (E.2) and identifying
coefficients of basis vectors: Expanding the vectors of the decomposition in terms of coordinate




































the following identity, where the determinant of YH refers to the mapping from the tangent
space of spacetime to itself induced by the bundle projection of YH to spacetime.
Y µ11 ...Y
µd




This shows that for the Yµ’s to be linearly independent, ∂pH 6= 0, at any point requires ∂pH to
be a monotonic function of p. If we make the natural choice of the coefficients of the spacetime
part of the decomposition vectors to be 1, Y νµ e¯ν = −δνµe¯ν , then ∂pH = −1, which explains the
particular definition of the p dependence of H.
The complete vector decomposition which satisfies the multisymplectic equation (E.2) ( and









i, pµi , p) are any functions which satisfy A
ν
ν,i = 0, e¯µ, e¯i, e¯
i
µ, e¯p are the coordinate
basis vectors for the local coordinates x, ui, pµi , p in multiphase space. ∂µ, ∂i, ∂
i
µ, ∂p are the
partial derivatives along coordinate lines in the directions e¯µ, e¯i, e¯
i
µ, e¯p. Also, the determinant





d µ1...µd = (−1)d+1∂pH = (−1)d (E.8)
where Y µν = −δµν are the spacetime components of the vector Yν , i.e. the coefficients of e¯µ in
(E.7). Thus the d vectors Yk are linearly independent and so span a rank d distribution on
M. The bundle projection of the vector Yk to spacetime B is Y Bk = −e¯µ and so the d vector
fields Y Bk (x), which are the negative local coordinate basis vector fields on B, are linearly
independent. Note that 0 = (Yµ ∧ YH) yΩ = Yµ y dH so the vectors Yµ lie in the kernel of dH,
i.e. the distribution YH lies inside the tangent to the constant hypersurfaces of the function H
on M.
From (E.2), the determinant of a decomposable Hamiltonian multivector field, canonically
projected to the (space-time) base manifold, is equal to ∂H∂p so the form of (E.1) corresponds to
a choice of the determinant to be equal to (−1)d, corresponding to an energy scale p adapted
to the volume on space-time.
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Because of the freedom (up to Aνν,i = 0) to choose the functions A
ν
µi(x, u
i, pµi , p) in (E.7),
the multisymplectic equation of motion (E.2), XH y Ω = dH, does not determine unique
decomposable multivector fields, but rather a large family of Hamiltonian multivector fields.
For the physical fields we are considering we are seeking multivector fields that are integrable
distributions. A field configuration, (section of M as a bundle over B) which satisfy the
DDW equations of motion for H, as a submanifold of M has tangent spaces which can be
expressed by decomposable multivectors like YH above. Therefore these multivectors satisfy
the multisymplectic equation of motion (E.2), XH y Ω = dH, defined on the submanifold.
Conversely a distribution YH which satisfies XH y Ω = dH and which is integrable on some
region ofM defines a foliation into local sections which individually satisfy the DDW equations.
Nor will there be a unique integrable distribution because, for example, there can be many
different field trajectories which intersect a given point (xµ, φi, pµi ,−H(xµ, φi, pµi )) in multi-
phase spaceM. This is unlike the situation in Hamiltonian mechanics, where there is a single
trajectory passing through any given point (t, qi, pi) in time extended phase space. Thus unlike
time extended phase space, there is not a single foliation of trajectories, and foliations may not
be possible anyway. This means that there will not be a unique choice of Aνν,i which make for
integrable distributions.
A distribution YH may be viewed as an Ehresmann connection E on the bundle pi
M,B :M−→
B, because it defines a unique horizontal lift of every vector ∂∂xµ on the base space defined by
(E.7). To emphasize this we write Dµ := Yµ, the vector fields can be viewed as the covariant
derivative for the connection. We are interested in integrability of the distribution, which in
terms of the covariant dervative, corresponds to the curvature Rµν := [Dµ, Dν ] being zero, i.e.
flat connections.
The equation [Yµ, Yν ] = 0, for given H are partial differential equations for the functions Aνµ,i,
in addition to the condition Aνν,i = 0. The solutions will be integrable distributions, although
the integral surfaces will not form foliations. That means that the solutions may only exist on
submanifolds of M.




Coordinate changes on phase space which preserve the form of Hamiltons equations are called
canonical transformations and are explained in this appendix. The multiphase-space general-
ization is in a later appendix.
In practice, dynamical systems are often specified in a particular coordinate system on phase
space and it may be useful to change to a different coordinate system. This may help, for
instance, solve the Hamilton’s equations of motion, simplify the equations of motion, or explic-
itly embody a symmetry. A frequent aim is to eliminate some phase-space variables from the
Hamiltonian, at which point the canonical duals will be constants of motion parametrizing so-
lutions. Hamilton-Jacobi theory (below) can be thought of as involving a change to coordinates
on time extended phase space which are constant on trajectories.
Canonical transformations Qi = Qi(q, p, t), Pi = Pi(q, p, t), (where q stands for the full set of
coordinates qi, i = 1 . . . , N , and similarly for p,Q, P , here and in the following) are coordinate
changes on the fibers on time-extended phase space T∗Q′ := T∗Q×R which preserve the form
of Hamilton’s equations. They are a particular type of symplectomorphism when viewed as
coordinate change on a symplectic manifold. The special case of changing only the configuration
coordinates Qi = Qi(q, t) is called a restricted canonical transformation. Hamilton-Jacobi
theory in the section following can be viewed as stemming from a particular type of canonical
transformation.
We are seeking a transformation of coordinates in phase space or time-extended phase space
from the original coordinates, (q, p, t), to new ones, (Q,P, t), while preserving the form of
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(Q¯, P¯ , t) , P˙i ≈ − ∂H
∂Qi
(Q¯, P¯ , t), (F.1)
where the Q¯ := (Qi)i=1...N are N configuration dynamical variables which are local coor-
dinates of the configuration space Q , and (Pi)i=1...N are the momentum dynamical vari-
ables canonically dual to the Qi. (Qi, Pi, t)i=1...N are local adapted coordinates on the clas-
sical time-extended phase space of the system, T∗Q′, and are transformed coordinates Qi =
Qi(q, p, t), Pi = Pi(q, p, t). H = H(Q,P, t) is a function on T
∗Q′, which is the Hamiltonian
function in the new coordinate system. (Q˙i, P˙i, t˙ = 1) are the time rate of change of the dy-
namical variables. h = h(q, p, t) = H(Q(q, p, t), P (q, p, t), t) is a function on T∗Q′, and is the
Hamiltonian function in the original coordinates.
For notational simplicity we restrict to the case N = 1. We will also employ a compact
notation- where Z = Z(z, t) is shorthand for either Q = Q(q, p, t)orP = P (q, p, t), and W is
canonically dual to Z etc, so, in an equation, if z = p then w = q and vice versa.
Starting with coordinate free notation we express the equation of motion for Z˙ = Q˙ and P˙
using Poisson brackets expressed in first the old, and secondly the new coordinate systems,











(q, p, t) (old) (F.2)





















where (q, p, t) and (Q,P, t) are the same point in time-extended phase space in the different
coordinate systems. Note: that in the second line ∂Z∂W = 0. Identifying the coefficients of
∂H
∂q








































Both sides of these equations refer to the same point in time-extended phase space, but em-
ploying different coordinate systems.
These are just the conditions on coordinate transformations to be a symplectomorphism:
AJAT = J where Ars =
∂Zr
∂zs , the 2N × 2N Jacobian matrix of the transformation from z





where IN is the N ×N identity matrix.
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F.1 Method of generating functions
We can obtain canonical transformations by expressing the action using the phase-space La-
grangian formalism in both the original and the new coordinate system on phase space.
We want new coordinates Qi = Qi(q, p, t), Pi = Pi(q, p, t), T = T (t) on the bundle of the
phase space over time T∗Q × R. We also want the Hamiltonian in the new coordinates,
H = H(Q,P, T ), which preserves the phase-space action along any curve C in phase space
(expressed in the original coordinate system on the left, and the new coordinate system on
the right hand side) up to a boundary term provided by a specified but arbitrary function













−H(Q,P, T ) + dF
dT
)dT (F.7)











































If ∂F∂qi = pi,
∂F
∂Qi = −Pi, H dTdt − ∂F∂t = h, then the right hand side of (F.7) is the same as the
left hand side. The variational principle with fixed endpoints leads to the same geometrical
trajectory in either coordinate systems. We assume for these equations that we can invert
coordinate transformations. Expressing these equations in the original coordinates (q, p, t):
∂F
∂qi
(q,Q(q, p, t), t) = pi, (F.9)
∂F
∂Qi
(q,Q(q, p, t), t) = −Pi(q, p, t), (F.10)





(q,Q(q, p, t), t) = h(q, p, t) (F.11)
These are the equations of a canonical transformation generated by F = F (q,Q, T ) or F =
F (q,Q, T (t)).
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Transformations with the property (F.7) can be obtained via any one of 4 types of generating
functions
F1(q,Q, t), F2(q, P, t), F3(p,Q, t), F4(p, P, t) (F.12)
together with T (t), which are functions on time extended phase space defined using different
coordinate systems where half the coordinates are from the old system z and half from the
new Z: F (z, Z, t). For regularity, we require the Hessian determinant to be non-zero (for
invertibility of coordinate transformations), det( ∂
2Fa
∂zi∂Zj
) 6= 0, for the generating functions F ’s
we intend to employ, so that the coordinates span the region in extended phase space where we










(q, P, t) , Qi = −∂F2
∂Pi









In the multiphase-space generalization it will be seen that only a type 1 generating function
can be defined.
Appendix G
Hamilton-Jacobi theory in phase
space
Hamilton-Jacobi Theory [45] is another formulation of classical mechanics, which generalizes
to multisymplectic field theory. One reason it is of interest is because the Hamilton-Jacobi
equation is the optical approximation to Schro¨dinger equation, and, in fact, led Schrodinger
to his celebrated equation. Thus it forms a link between classical Hamiltonian mechanics and
quantum mechanics.
In Hamilton-Jacobi theory, the equation of motion, called the Hamilton-Jacobi equation, is
a single first order partial differential equation, instead of 2N first order or N second order
ODEs as in Hamiltonian and Lagrangian mechanics respectively (with N configuration degrees
of freedom q¯ = q1 . . . qN ). The complete set (parametrized by P¯ ) of solutions to the Hamilton-
Jacobi equation is the generating function S(q¯, t; P¯ ) of type 2 for a special type of canonical
transformation, namely where the new coordinates (Q¯, P¯ ) are constant on trajectories and serve
to parametrize solutions. The state (q¯, p¯) of the system in the original phase-space coordinates
at time t is given by the transformation equations (F.14) between the coordinate systems.
This generating function has also the property of being the action S[q(t)] of a trajectory q(t),
depending only the endpoints. S[q¯(t)] = S(q¯(tf ), tf ; P¯ )− S(q¯(ti), ti; P¯ )
Another viewpoint for Hamilton-Jacobi theory has to do with the relation between phase space
and configuration space, given a Hamiltonian function. Specifically, how to choose sections of
extended phase space over time-extended configuration space, so that the Hamiltonian vector
field lies tangent to the section - thereby foliating the section (and also the time-extended
configuration space via the projection of the section) into trajectories. The function S(q, t),
230
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with parameter P¯ fixed, generates the section map (with Pi =
∂S
∂qi (q, t; P¯ ) ) , and the Hamilton
Jacobi equations ensure the tangency property above.









whereH(q¯, p1, . . . , pN , t) is the Hamiltonian of the system and where the momenta in the Hamil-
tonian are substituted with the partial derivatives of S(q¯, t) with respect to the configuration
variables, to construct the right hand side of the equation. The solutions are S(q¯, t; Q¯, t0),
where the Q¯, t0 parametrize solutions, and on which the momenta pi on a trajectory are
pi(q¯, t) ≈ ∂S∂qi (q¯, t). Note that the Hamilton-Jacobi solutions are defined up to addition of an
arbitrary constant.
G.1 The Hamilton-Jacobi map
We will now introduce Hamilton-Jacobi theory as a theory of maps, T : Q˜ −→ T∗Q˜, from time-
extended configuration space to extended phase space. This somewhat abstract approach brings
out its symplectic-geometric character most clearly. This will have an immediate generalization
to the multisymplectic Hamilton-Jacobi theory below.
Any function S(q¯, t) on extended configuration space Q˜ generates a section ΓT of the extended
phase-space bundle over extended configuration space piT∗Q×R,Q˜ : T
∗Q˜ −→ Q˜, via the map





(q¯, t) ) (G.2)
T may also be viewed as a 1-form on Q˜:
T = pi(q¯, t)dq
i + s(q¯, t)dt (G.3)
T is in fact an exact 1-form on Q˜:
T = pi(q¯, t)dq






dt = dS (G.4)
T can also be viewed as the tautological form T˜ in T∗Q˜, defined on the section T (Q˜), acting on
the tangent space TT (Q˜) of the embedding of ΓT = T (Q˜) ⊂ T∗Q˜. T˜ is in fact the canonical 1-
form Θ˜ restricted to the subspace TT (Q˜) ⊂ TT∗Q˜, the tangent space to the embedded surface.
The canonical 1-form Θ˜ pulled back to Q˜ by the section map T is the form T = dS on Q˜.
If, at a point on the section, we have two vectors X,Y ∈ TT (Q˜) ⊂ TT∗Q˜ lying in the section
ΓT , then their contraction with the symplectic form is zero:
X y Y y Ω˜ = X y Y y dΘ˜ = pi∗X y pi∗Y y dT = pi∗X y pi∗Y y ddS = 0 (G.5)
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The zero is a result of the closure of the form T .
This is the definition of an isotropic submanifold of a symplectic manifold. In fact ΓT =
T (Q˜) ⊂ T∗Q˜ is a lagrangian submanifold of T∗Q˜ because its dimension, N + 1, is half that
of the ambient symplectic manifold T∗Q˜ (and thus the maximal dimension of an isotropic
submanifold, which is the definition of lagrangian submanifold). This desirable property arises
from dT = 0 so we could therefore generalize to T being closed rather than exact, and so
T = dS on simply connected patches of Q˜ rather than globally. Similarly dT˜ = 0 so we can
generalize to T˜ being closed rather than exact, and so T˜ = dS˜ on simply connected patches
of T (Q˜) rather than globally. Conversely, a lagrangian section T of T∗Q˜ corresponds to the
existence of a local function S on Q˜ such that T = dS.
G.1.1 Integral of the 1-form T along a path in Q˜
The closed 1-form T can be integrated along any path CQ˜ in Q˜, and gives the same result as
the canonical 1-form T˜ = pidq
i + sdt along the path T (CQ˜) (which is the path CQ˜ mapped
































Θ˜ = SP˜ [T (CQ˜)] (G.6)
which is the extended phase-space action of the path T (CQ˜) in extended phase space T
∗Q˜.
This action only depends on the endpoints in Q˜ because we are restricting to paths in ex-
tended phase space determined by the map T , although the paths can be arbitrary in extended
configuration space.
If we consider an infinitesimal variation δX(t) of the path CQ˜, considered as a vector field X
along the path in Q˜, extended to a vector field over a neighborhood of CQ˜ in Q˜, then the
change in the integral of the 1-form T along the path CQ˜ is
























(diXT + iXT d)T˜ =
∫
∂T (CQ˜)
XT y (pi ∧ dqi + s∧dt) +
∫
T (CQ˜)
XT y (dpi ∧ dqi + ds∧dt)







XT y Ω˜ =
∫
∂T (CQ˜)
XT y Θ˜+0 =
∫
∂T (CQ˜)





where XT is the vector field X on Q˜ pushed forward to T (Q˜) ⊂ T∗Q˜ by T . The path integral
of XT y Ω˜ is zero in the last line above because both XT and the line elements dl along the
path lie in the isotropic submanifold ΓT , and so, by the definition of ‘isotropic’ X
T ydl y Ω˜ = 0.
Ω˜ is the canonical symplectic form on T∗Q˜.
The change in the extended phase-space action is XT y d˜S at the end points only of the path
T (CQ˜). This is as expected from the fact that the this action is a function of the end-points
only.
G.2 Imposition of the Hamilton-Jacobi equation
Geometrically, the Hamilton-Jacobi equation is the hypersurface constraint H¯ = 0 imposed on
T .
If S(q¯, t) is a solution of the Hamilton-Jacobi equation (G.1), H ◦ T = 0 , then s = −H(q¯, p¯, t)
and the integrals (G.6) above can be written














































i −H) dt (G.8)
which is the multiphase-space action of T (CQ˜).
Let S be an arbitrary function on the bundle of the configuration space over time, such that
∂S
∂t (q¯, t) = −H(q¯, p¯(q¯, t), t) and ∂S∂qi (q¯, t) = pi(q¯, t) The infinitesimal change of S along any
section of the configuration space bundle is dS = ∂S∂t (q¯, t)dt+
∂S
∂qi (q¯, t)dq
i = −H(q¯, p¯(q¯, t), t)dt+
pi(q¯, t)dq
i. This is the change in the phase-space action on the path in phase space obtained by
the mapping from the configuration space bundle to the extended phase space {(t, q¯, p¯, s)}, of
the path in the configuration space, defined by the partial derivatives of the function S(q¯, t; P¯ ).
So far we have not assumed that the paths are trajectories. The additional condition (to the




(q¯, p¯(q¯, t), t) =
∂H
∂pi
(q¯, T (q¯, t), t) (G.9)
Then X = ( ˙¯q, t˙) = (∂H∂p¯ (q¯, T (q¯, t), 1) is the vector field of trajectories on Q˜
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If CT∗Q is a Hamiltonian trajectory, then the solutions S of the Hamilton-Jacobi equation
measures (up to a constant) the action along the trajectory, as mentioned at the beginning of
this section. S(q¯, t; P¯ ) is an observable in time-extended phase space which gives, at the point
(q¯1, P¯1, t1), the action at that point of the particular Hamiltonian trajectory (q = q(t), P =
P1(constant), t) which passes through that point. We are free to add an arbitrary function of
P to the H-J generator: S′(q¯, t; P¯ ) = S(q¯, t; P¯ ) + f(P¯ ), so as to reset the ‘starting value’ of
the action, separately on all the P - labeled surfaces ΓT , each of which is a lagrangian image of
T (Q˜), and which foliate time-extended phase space.
Curves which are solutions of Hamilton’s equations will lie entirely in the section T (Q˜) or
entirely outside it. Thus, in the regular case, the surface T (Q˜) of extended phase space is
foliated by trajectories, and any foliation on T (Q˜) is projected down by T−1 to a foliation of
the extended configuration space Q˜.
G.3 Hamilton-Jacobi theory and canonical transforma-
tions
The H-J equation can be viewed as a canonical transformation where the new Hamiltonian is a
constant: The type 2 generating function F (q, P, t) is chosen such that h(q, p, t) + ∂F∂t = H = 0
and p = ∂F∂q . Under Hamilton’s equations the new canonical variables, Q =
∂F
∂P and P ,
are constant in time , therefore they label trajectories - effectively a new coordinatization
of extended phase space compatible with trajectories, i.e. where the tangent vector to a
trajectory is ∂∂t . The dynamical information is contained in the coordinate transformation
functions: q = q(Q,P, t), p = p(Q,P, t), which describes a trajectory labeled by a particular
values Q = Qc, P = Pc and given by the transformation function directly as a function of t,
q = q(t;Qc, Pc), p = p(t;Qc, Pc).
The fact that the change in the generating function F between endpoints is the action along
a trajectory can be seen from the integral (F.7) where, in this case, the only non zero term on
the right hand side is
∫
C
(dFdT )dT = F (Q,P, Tf )− F (Q,P, Ti), where we used the fact that the
new coordinates Q,P are constant along trajectories.
G.3.1 Hamilton-Jacobi theorem
This section has a close generalization in multiphase-space dynamics.
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∗Q˜ ◦XH ◦T this vector field on the subspace T (Q˜) (but not necessarily in the subspace)
vertically projected down to the base space Q˜. If a vector field X on a subset of Q˜ is such that
X = XTH on its domain, then it is said to be T -related to XH . Let Y be the tangent vector
along a path (q(t), t) in Q˜.
(Hamilton-Jacobi theorem) Then the following are equivalent:
(1) dHQ˜(q(t)) = 0, where HQ˜(q, t) := H ◦ T (q, t) (HQ˜ is H pulled back to Q˜)
(2) Y is T -related to XH
(3) If q(t) satisfies dqdt =
∂H
∂p then Tq(t) satisfies Hamilton’s equations.
(4) If If q(t) is an integral curve of XQH then Tq(t) is an integral curve of XH (and the latter
implies the Hamilton’s equations). (So that integral curves on the projected vector field map
to integral curves of the Hamiltonian vector field on the subspace TQ˜.
Proof



















Now we want to show HAM2: dpidt ≈ ∂H(q,p,t)∂qi |qˆi,p,t + ∂Pi(q,t)∂t |q =: H2 . Starting with H2,








































Where in the second equality (≈) we substituted HAM1: dqidt ≈ ∂H(q,p,t)∂pi |q,pˆi,t
Now (1)⇒ ∂HQ˜(q,t)∂qi |qˆi,t = 0, so we obtain H2 ≈ dPidt , which is HAM2 for T (q(t), t). QED




(3)⇒ (1) if HAM1 and HAM2 hold, H2 ≈ dPidt ⇒ ∂H
Q˜(q,t)
∂qi |qˆi,t = 0⇒ dHQ˜ = 0⇒ (1). QED
(3)⇔ (2) If (3) Hamilton’s equations hold for T (q(t), t), with velocity vector T∗Y , then T ∗Y =




The multisymplectic Hamilton-Jacobi theory which we examine below is concerned with parametriz-
ing solutions to the DDW equations (3.48) and is the multiphase-space generalization of
Hamilton-Jacobi theory in mechanics of appendix G. We also examine canonical transfor-
mations and see that only one type is defined, as opposed to four in phase space hamiltonian
mechanics.
The multisymplectic Hamilton-Jacobi theory is a theory of a family of maps T : E −→ M
which have the property that if the Γ is a section of E , T(E) satisfies DDW2. Therefore, if T(E)
satisfies DDW1, it automatically satisfies DDW2. In the case d = 1, this is Hamilton-Jacobi
theory and T(E) = T(Q × R) is foliated into trajectories, which are pulled back to E by T,
foliating E . One way of viewing Hamilton-Jacobi theory is that it allows DDW1 and DDW2
to be treated separately. A second way of viewing Hamilton-Jacobi theory is that the T’s
parametrize families of solutions (the foliation) on Q × R. A third way of viewing Hamilton-
Jacobi theory is that the T’s have the property that T = dS, where S is a function on Q× R,
which is in fact the action (up to a constant) of the trajectories of the foliation on Q× R.
The question of interest here is whether the foliation property can be reproduced in the mul-
tisymplectic Hamilton-Jacobi theory. If we could find a foliation of E into fields which satisfy
DDW1, then the image T(E) will be foliated. If there is a foliation then the boundary values
are foliated and therefore different for each leaf.
236
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H.1 Theorem (generalized Hamilton-Jacobi)
This is described in [66] [41].
We define T to be a closed d− 2 horizontal d-form on the configuration bundle E .
Then, in a coordinate patch,
T = Pµi (u
i, xµ) dui ∧ dd−1xµ + P (ui, xµ) ddx (H.1)
and











) dui ∧ duj ∧ dd−1xµ (H.2)















Because of the identification of the multiphase space M with the space of d− 2 horizontal d-
forms on the configuration bundle E , T can be viewed as a bundle map from the configuration
bundle to the multiphase space: T : E −→M :: (ui, xµ) 7→ (ui, xµ, pµi , p) = (xµ, ui, Pµi , P )
Let hE be a flat connection on the bundle piE,B : E −→ B, with Γ = (xµ, uiΓ(xµ)) an integral
section of E . Then ∂uiΓ(xµ)∂xµ |u,xˆµ ≈ ∂H(u,p,x)∂pµj |u,pˆj ,x
We define the d-form
HE(ui, xµ) := H ◦ T(ui, xµ) = H(ui, Pµi (ui, xµ), P (ui, xµ), xµ) ddx
= (−H(ui, Pµi (ui, xµ), xµ) + P (ui, xµ))ddx (H.4)
which is the the extended DDW Hamiltonian d-form Hddx on T (E) pulled back to E via T .
We now calculate the exterior derivative of HE , the projection from T (E) to E of the spacetime
volume form Hddx. We will show that it is related to the DDW equations.






{ (−H(ui, Pµi (ui, xµ), xµ) + P (ui, xµ) }dui ∧ ddx
= −
(

















dui ∧ ddx (H.5)
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Substituting (H.3) in the first and third term, we obtain:
dHE = −
(



















If we consider a section uiΓ(x
µ) of E , and the corresponding momenta are given by T (uiΓ(xµ), xµ),











|u,pˆj ,x (uiΓ(xµ), Pµi (uiΓ(xµ), xµ), P (uiΓ(xµ), xµ), xµ) (H.7)
Using this we can substitute for ∂H(u,p,x)
∂pµj



























































which is the difference from DDW2 of a field configuration, where the multimomenta are given
by T (uiΓ(x







































here we used (H.3) again. The variation of the multiphase-space action is from (3.51), which
employs integration by parts, so we assume there is no variation of the ui on the boundary of















dui ∧ ddx (H.11)
which is defined on the field configuration Γ ⊂ E . If δu(xµ) is an infinitesimal variation of the
path uiΓ(x
µ), then (H.11) says that δu(xµ)ydHE , integrated over the field configuration Γ ⊂ E ,




variation of the path δuj(xµ) is assumed to be zero on the boundary of the region of integration.
The multimomenta (which contribute to the multiphase-space action) are determined by the
mapping T (uiΓ(x
µ), xµ).
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We now consider the case that T (uiΓ(x
µ), xµ) is a trajectory, i.e. the DDW equations hold for
T (uiΓ(x
µ), xµ). In this case Ei(x
µ) ≈ 0 ≈ Ejµ(xµ) and so dHE ≈ 0 on Γ. So an arbitrary
infinitesimal variation of uiΓ(x
µ) results in no (first order) variation in the multiphase-space
action (which is equal to the classical action) SMP [T (u
i
Γ(x
µ), xµ)] = S[uiΓ(x
µ)].
The following are equivalent:








|u,pˆj ,x(uiΓ(xµ), Pµi (uiΓ(xµ), xµ), P (uiΓ(xµ), xµ), xµ) ≈ 0 (H.12)
then T (Γ) also satisfies DDW2, and so uiΓ(x
µ) satisfies the equations of motion.
(2) HE is closed, dHE ≈ 0, on E .
Proof (1)⇒ (2): This was shown immediately above




∂uj |uˆj ,x = 0. But this implies that
E
j
µ = 0 for µ = 0 . . . d− 1, i = 1 . . . N ⇒ Ei(xµ) = 0, for i = 1 . . . N . This last is (1).
H.2 Solutions of DeDonder-Weyl equations
We next consider the relation of the distribution defined by the vectors Yµ in (E.7) and the
DeDonder-Weyl equations with Hamiltonian H.
A solution of the DeDonder-Weyl equations with the DDW Hamiltonian H(xµ, ui, pµi ), given
by smooth functions, ui(xµ), pµi (x












p(xµ) = −H(xµ, ui(xµ), pµi (xµ)) (H.14)
defines a section Γ = { ( (xµ), ui(xµ), pµi (xµ), p(xµ) ) } of the bundle piM,B : M −→ B
whose embedding in M has an d-dimensional tangent space which can be expressed by the
n-multivector YH defined by (E.7), for some functions A
ν
µi(x, u
i, pµi , p), and where H is defined
by (E.1), on the points of Γ ⊂ M. Thus the tangent multivector YH to Γ is Hamiltonian for
H, and Γ lies inside the hypersurface H = 0.
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H.3 Integrability and the generalized Hamilton-Jacobi equa-
tions
Conversely, we now consider the conditions for the distribution defined by YH , constructed
from (E.7), to be integrable, leading to a surface, or families of surfaces (foliation) which are
solutions of the DDW equations in the sense above.
We now seek smooth sections T : E −→ M where the multivector distribution YH in the
surface T(E) ⊂ M integrate to a foliation F of T(E) in such a way that the leaves, T(ΓF ), of
this foliation are solutions of the DDW equations. The projection of T(E) onto E is bijective
and foliates E into leaves ΓF which are field configuration solutions.
For a regular (i.e. from a non degenerate Legendre transformation) DDW Hamiltonian, any
solution of the DeDonder-Weyl equations will be surfaces in M which correspond to local
foliations on the configuration space E mapped to M by any mapping T : E −→ M ∼=
Λn1E :: (xµ, ui) 7−→ (x, ui, pµi , p) = (xµ, ui, Tµi , Tp), which is a section of the bundle of d − 1-
horizontal d-forms. The map T may be viewed as an d− 1-horizontal d-form on E , T(xµ, ui) =
Tµi (x
µ, ui) dui∧dµx+Tp(xµ, ui) dnx. In addition we need the condition that the form T satisfies
the equations dT = 0 and d(H ◦T) = 0. The closure condition on the form T implies that, on a
simply connected patch of E , T = dS = ∂iSµ dui ∧ dµx+ ∂µSµ ddx, for some d− 1 -horizontal
d − 1 -form S = Sµ(xµ, ui) dxµ, called Hamilton’s d − 1-form. Note that an arbitrary closed
d−1-form may be added to S without changing T. We now consider the tautological n-form Θ˜
on M∼= Λn1E . The mapping T : E −→M ∼= Λn1E :: (xµ, ui) 7−→ (x, ui, pµi , p) = (xµ, ui, Tµi , Tp)
pulls back the tautological form of Λn1E on T(E) to T viewed as a form on E : T∗Θ˜ = T.
Similarly the bundle projection acting on T(E) pulls back the form T on E to the tautological
form Θ˜|T(E) =: T˜ on Λn1E restricted to T(E) : pi∗T = Θ˜|T(E). The bundle projection acting on
T(E) pulls back Hamilton’s d − 1 form S on E to the form S˜ on T(E) ⊂ Λn1E . As a result,
Θ˜|T(T(E)) = dS˜. Ω˜ := −dΘ˜ is the multisymplectic form onM and so the multisymplectic form
restricted to T(T(E)) is: Ω˜ := −dΘ˜ = −ddS˜ = 0. We call such a submanifold of a multisym-
plectic manifold ‘isotropic’. This is the same as the definition of an isotropic submanifold of a
symplectic manifold.
The condition d(H ◦ T) = 0 ensures that −H(xµ, ui, pµi , p) = p +H(xµ, ui, pµi ) is constant on
T(E) and therefore on the leaves. Setting this constant to zero, and using T = pµi dui ∧ dµx+
p ddx = dS = ∂iS
µ dui ∧ dµx+ ∂µSµ ddx, we have
0 = −H = p+H = ∂µSµ +H(xµ, ui, ∂iSµ) (H.15)
which are the generalized Hamilton-Jacobi equations.
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Combining the two conditions on T, we obtain
0 = d(H ◦ T) = (−∂µTµi + ∂iTp) dui ∧ ddx
≈ −(∂µpµi (ui, xν) + ∂iH(ui, T νi (ui, xν), xν) dui ∧ ddx (H.16)
which are the DDW2 equations, ∂µp
µ
i +∂iH ≈ 0. Here the DDW2 equations hold on the entire




ν)− ∂iµH(uiΓ(xν), T νi (uiΓ(xν), xν), xν) ≈ 0 (H.17)
are additional conditions which need to be imposed separately on individual field configurations
uiΓ(x
ν) (sections Γ of the bundle piB,E : E −→ B), so that T(uiΓ(xν)) satisfy the DDW equations.
To show solutions of the DDW equations foliate T(E), we need to show solutions the DDW1
equation foliate E . The mapping T, with the two conditions dT = 0 and d(H ◦T) = 0, ensures
that DDW2 is satisfied.
H.4 The integral of T along a configuration in E
The form field T on E can be integrated over any d-dimensional section ΓE in E , and producing
the same result as the canonical d-form T˜ = pµi dui ∧ dd−1xµ + pddx integrated along the
multiphase space M (viewed as a bundle over B) section ΓT (E) := T (ΓE) which is the section



































i ∧ dd−1xµ + pddx) x ~YT (ΓE)
∣∣∣
T (ΓE)
(x, u¯(x), pµi , p) = ST (ΓE) (H.18)
where, in the last two lines, the integration is performed using ~YΓE |ΓE , the multivector elements
of the surface ΓE , and similarly over ~YT (ΓE)|T (ΓE), the multivector elements of the surface T (ΓE).
nµ is the normal to the surface ∂ΓE , which is the boundary of the integration region ΓE .
ST (ΓE) is the multiphase-space action of the multiphase-space configuration T (ΓE) in multi-
phase space M. Because T˜ = Θ˜|T(T (E), the canonical d-form (restricted to T(T (E)) ), also
called the tautological form on M. The multiphase-space action ST (ΓE) of the multiphase-
space configuration T (ΓE) only depends on the boundary values of T because of the closure of
T: dT = 0, which allows T = dS on a simply connected region of E , for some d− 1-form S.
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Variations δX(x) of the configuration
If we consider an infinitesimal variation δX(x) of the configuration ΓE , considered as a vector




















The variation only depends on the variation at the boundary. The integral of the form field T
on a section ΓE is constant under continuous deformations of the configurations ΓE in E , where




















XT y Θ˜ +
∫
TΓE
XT y Ω˜ =
∫
∂TΓE
XT y T˜ = δXST (ΓE) (H.20)
where XT is the vector field X on E pushed forward to TΓE ⊂ M by T. The path integral
of XT y Ω˜ is zero in the above because both XT and the multivector elements Y along the
configuration lie in the submanifold TΓE ⊂ T(E) and for T(T(E)), Ω˜ = dΘ˜ = dT˜ = ddS˜ = 0,
the isotropic property of T(E) ⊂M. Ω˜ is the multisymplectic form on M.
The variation only depends on the variation at the boundary. Note that the variation in
multiphase space is limited to those tangent to the surface T (E) in multiphase space M and
are not general variations away from T (E). The variation in the multimomenta and energy are
determined by the variation in the basic fields and spacetime. The integral of the form field T
on a section ΓE is constant under continuous deformations of the configurations ΓE in E , where
the boundary ∂ΓE and boundary values are kept fixed.
Impose multiphase-space Hamilton-Jacobi equation
If Sµ(q¯, t) is, in addition, a solution of the generalized Hamilton-Jacobi equation (H.15), H◦T =



















i ∧ dd−1xµ − Hddx) x ~YT (ΓE)
∣∣∣
T (ΓE)
(x, u¯(x), pµi , p) = ST (ΓE) (H.21)
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H.4.1 Change of variables: method of generating functions
We want new variables Uk = Uk(u, p, x), P νk = P
ν
k (u, p, x), X
ν = Xν(x) on the multiphase-
space bundle over spacetime. The DDW Hamiltonian H = H(U,P,X) should be such that it
has the same (up to a multiplicative constant C) multiphase-space action along any section









k −H(U,P,X) + ∂νF ν)ddX (H.22)
Expanding the right hand side, considering F to be a function of (u, U,X) and constant in the
remaining unspecified coordinates (which we might take to be the spatial multimomenta P sk or
psi ) : ∫
ΓM
(Pλk ∂λU













































λ is employed to indicate the derivative of the function Fλ of M in the
direction ν (which projects to the coordinate line of Xν on the spacetime base space) along
the section ΓM, which is a particular multiphase-space field configuration. In contrast, the
notation ∂F
µ
∂xµ is used to indicate the derivative of the function F
λ of M in the direction ν
along the coordinate line xµ with the other coordinates being held fixed (although there is
some latitude because F is constant along the unspecified coordinates), and is independent
of the section ΓM, except for the fact that it is evaluated on ΓM, because it occurs in the











)H − ∂Fµ∂xµ = Ch, then the variational principle with
fixed endpoints leads to the same trajectory in both coordinate systems. We assume for these
equations that we can invert coordinate transformations. Note that the equations for H and
Pµi involve the Jacobian because H and P
µ
i are tensor densities. Expressing these equations




(u, U(u, p, x), x), (H.24)
∂Fµ
∂Uk
(u, U(u, p, x), x) =
∂xµ
∂Xλ




)(x)H(U(u, p, x), P (u, p, x), X(x))− ∂F
µ
∂xµ
(u, U(u, p, x), x) = Ch(u, p, x) (H.26)
These are the equations of a canonical transformation generated by F ν = F ν(u, U,X) or
F ν = F ν(u, U,X(x)).
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Note that if we seek F so that H = 0 then in the new coordinates the DDW equations of
motion are Uk ≈ constant and ∂λPλk = Yh y d(P νk dXν) ≈ 0. The new coordinates for the
multiphase-space bundle M, Uk , P νk , Xν are such that there is a solutions which lies in the
surface U = U0 for every constant U0 and for every divergence free Pk.




(u, U0, x) (H.27)
∂Fµ
∂Uk
(u, U0, x) =
∂xµ
∂Xλ




(u, U0, x) = Ch(u, p, x) (H.29)




(u, U0, x) = h(u,
∂Fµ
∂ui
(u, U0, x), x) (H.30)
where the constant C multiplies F and so F has been rescaled to reflect this. Thus if H = 0 then
F ’s parametrized by U0 satisfy the generalized Hamilton-Jacobi equations (H.15). Note that
the multimomenta are not necessarily constant as in the case of 1-dimensional Hamilton-Jacobi
canonical transformation, but are simply divergence free.
Another objective might be to have H independent of P νk : H = H(U,X), so that the DDW
equations give ∂νP
ν
k ≈ − ∂H∂Uk (U0, X) and ∂νUk ≈ ∂H∂P νk (U0, X), so that U
k ≈ Uk0 is constant on
solutions.




(u, U0, x), (H.31)
∂Fµ
∂Uk
(u, U0, x) =
∂xµ
∂Xλ




)(x)H(U(u, p, x), X(x))− ∂F
µ
∂xµ
(u, U0, x) = Ch(u, p, x) (H.33)
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