In this article, we show that there exists a graph G with O (n) nodes such that any forest of n nodes is an induced subgraph of G. Furthermore, for constant arboricity k, the result implies the existence of a graph with O (n k ) nodes that contains all n-node graphs of arboricity k as node-induced subgraphs, matching a Ω(n k ) lower bound of Alstrup and Rauhe. Our upper bounds are obtained through a log 2 n + O (1) labeling scheme for adjacency queries in forests.
Optimal Induced Universal Graphs and Adjacency Labeling for Trees 27:3 In Bonichon et al. (2007 Bonichon et al. ( , 2007a Bonichon et al. ( , 2007b described earlier, the encoding time is O (n) and decoding time is O (1).
Our Results
We address the problem of induced universal graphs for forests by showing an optimal labeling scheme in terms of size, encoding time, and decoding time. We show the following theorem.
Theorem 1.2. There exists an adjacency labeling scheme for the family, A n , of forests with n nodes using unique labels of length log n + O (1) bits with O (1) decoding time and O (n) encoding time in the word-RAM model.
In our solution, the decoder does not know n in advance. The importance of the problem is emphasized by it repeatedly and explicitly being raised as a central open problem throughout the past decades (Chung 1990; Korman 2009, 2010; Gavoille and Labourel 2007; Bonichon et al. 2006; Gavoille 2012; Kannan et al. 1992) . Theorem 1.2 establishes that adjacency labeling in forests requires log n + Θ(1) bits. The lower bound can be observed by considering the path of length n as well as the star on n nodes. These two graphs may share at most n/2 labels, and thus a total of 3/2n labels are needed. It follows that log 3/2n = log n + Ω(1) bits are needed to distinguish these labels.
We also consider graphs of bounded arboricity. Let F and Q be two families of graphs, and let G be an induced universal graph for F . Suppose that every graph in the family Q can be edge partitioned into k parts, each of which forms a graph in F . In this case, it was shown by Chung (1990) that д v (Q) ≤ |V (G)| k . She considered the family, A k n of graphs with arboricity k and n nodes. A graph has arboricity k if the edges of the graph can be partitioned into at most k forests. By combining the preceding result with д v (A n ) = O (n log n), she showed that д v (A k n ) = O ((n log n) k ), improving the bound of n k+1 from Kannan et al. (1992) . For constant arboricity k, it follows from Alstrup and Rauhe (2002b) that Ω(n k ) = д v (A n ) ≤ n k 2 O (log * n) . Combining Chung's reduction (Chung 1990 ) with Theorem 1.1 and 1.2, we show the following theorem. Theorem 1.3. There exists an induced universal graph of size O (n k ) for the family, A k n , of graphs with constant arboricity k and n nodes.
Achieving results for bounded degree graphs by reduction to bounded arboricity graphs is used, for example, in Kannan et al. (1992) . This can be done since graphs with bounded degree d have arboricity bounded by d 2 + 1 (Chartrand et al. 1968; Lovasz 1966 ).
Related Work
Labeling schemes for both adjacency and other functions have been thoroughly studied in the literature. In the following, we survey some of the known results.
Adjacency labeling and induced universal graphs for other families. Induced universal graphs (and hence adjacency labeling schemes) are given for tournaments (Beineke and Wilson 1975; Moon 1968) , hereditary graphs (Lozin 1997; Scheinerman and Zito 1994) , threshold graphs (Hammer and Kelmans 1994) , special commutator graphs (Pisanski 1989) , bipartite graphs (Lozin and Rudolf 2007) , bounded degree graphs (Alon and Nenadov 2017) , and other cases (Bollobás and Thomason 1981; Parsons and Pisanski 1988) . Chung (1990) used universal graphs constructed by Babai et al. (1982) , Bhatt et al. (1989) , Chung and Graham (1978 , 1979 , 1983 , and Chung et al. (1976) to obtain the current best bounds, for example, for induced universal graphs for planar or outerplanar graphs with bounded degree. Many other results use reductions from Chung (1990) . Optimal induced universal graphs for bounded degree graphs were given by Alon and Nenadov (2017) , building on the approach of Alon and Capalbo (2007, 2008) and improving on Butler (2009) and Esperet et al. (2008) . Abrahamsen et al. (2016) improved on Alon and Nenadov (2017) for bounded degree graphs when the degree is at least log n log log n . Other results for universal graphs, for example, are for families of graphs such as cycles (Bondy 1971) , forests (Chung et al. 1981; Fishburn 1985) , bounded degree forests (Bhatt et al. 1986; Friedman and Pippenger 1987) , and graphs with bounded path width (Takahashi and Kajitani 1995) .
For general undirected graphs, Moon (1965) gave an induced universal graph of size O (n2 n/2 ). To do this, he implicitly constructed an ( n/2 + lg n )-bit labeling scheme. He also showed that the induced universal must have size at least 2 (n−1)/2 , and hence adjacency labels must have length at least (n − 1)/2 bits. This was improved 50 years later by Alstrup et al. (2015) , who gave a ( n/2 + 4)-bit adjacency labeling scheme, and hence an induced universal graph of size Θ(2 n/2 ), matching Moon's (1965) lower bound up to a constant factor. More recently, Alon (2017) showed the existence of an (1 + o(1))2 (n−1)/2 size induced universal graph (but not an efficient labeling scheme). An overview of induced universal graphs and adjacency labeling can be found in Alstrup et al. (2015) .
Second-order terms for labeling schemes are theoretically significant. It was shown earlier that for adjacency labeling, significant work has been done optimizing the second-order term. This is also true for other labeling scheme operations. For example, the second-order term in the ancestor relationship is improved in a sequence of STOC/SODA papers (Abiteboul et al. 2001; Alstrup et al. 2005; Alstrup and Rauhe 2002a; Korman 2010, 2016) (and Abiteboul et al. (2006) and Kaplan et al. (2002) ) to Θ(log log n), giving labels of size log n + Θ(log log n). Last, an algorithm giving both a simple and optimal scheme was given in Dahlgaard et al. (2015) . Somewhat related, succinct data structures (e.g., see Dodis et al. (2010) , Munro (2013, 2014) , Munro et al. (2012) , Raman (1997), and Pǎtraşcu (2008) ) focus on the space used in addition to the information-theoretic lower bound, which is often a lower-order term with respect to the overall space used.
Labeling schemes in various settings and applications. By using labeling schemes, it is possible to avoid costly access to large global tables, computing instead locally and distributed. Such properties are used in applications such as XML search engines (Abiteboul et al. 2001) , network routing and distributed algorithms (Cowen 2001; Eilam et al. 2003; Fraigniaud and Gavoille 2001; Thorup and Zwick 2005) , dynamic and parallel settings (Cohen et al. 2010; Korman and Peleg 2007) , and various other applications (Korman 2010; Peleg 2005; Santoro and Khatib 1985) .
Various computability requirements are sometimes imposed on labeling schemes (Abiteboul et al. 2001; Kannan et al. 1992; Katz et al. 2004 ). This article assumes the RAM model and mentions the time needed for encoding and decoding in addition to the label size.
Closely related to adjacency is small distances in trees. This is studied by Alstrup et al. (2005) , who among other things give a log n + Θ(log log n) labeling scheme supporting both parent and sibling queries. General distance labeling schemes and corresponding lower bounds for various families of graphs exist, for example, for trees (Alstrup et al. 2005; Peleg 2000) ; bounded tree-width, planar, and bounded degree graphs (Abboud and Dahlgaard 2016; Alstrup et al. 2016a; Gavoille et al. 2004) ; and some nonpositively curved plane (Chepoi et al. 2006) , interval (Gavoille and Paul 2008) and permutation (Bazzaro and Gavoille 2009) , and general graphs (Graham and Pollak 1972; Winkler 1983 ). In Gavoille et al. (2004) , it is proved that distance labels require Θ(log 2 n) bits for trees. Approximate distance labeling schemes are also well studied (e.g., see Gupta et al. (2003 Gupta et al. ( , 2005 , Krauthgamer and Lee (2006) , Talwar (2004) , Thorup (2004) , and Thorup and Zwick (2005) ). An overview of distance labeling schemes can be found in Alstrup et al. (2016b) , and a more general labeling survey can be found in an overview in .
Techniques and Overview
The labeling scheme of Alstrup and Rauhe (2002b) obtaining a bound of log n + O (log * n) works, roughly speaking, by assigning an id and some metadata to each node, where the id is the result of a recursive clustering. At each level of the recursion, there is a constant overhead from storing the types of different nodes. It is inherent from the construction that either the metadata stored has superconstant size or the recursion depth has superconstant size leading to the extra O (log * n) term. We overcome this obstacle through several key ideas. Similar to previous labeling schemes, we store an id, id(u) for each node u along with extra "metadata." By picking our ids carefully from a range of 1, . . . , O (n), we ensure that each id has a number, say x, of trailing zeroes in its bit representation depending on the size of the subtree (or light subtree) rooted in the specific node. We can then omit these trailing zeroes when storing the id in the label. We are then able to fit all of the metadata into o(x ) bits, giving a total label size of log n
We make heavy use of a heavy-light decomposition of the tree (Sleator and Tarjan 1983) and distinguish between the two types of children: heavy and light. For a node u, we implicitly store the exact id of its heavy child. Each node u also stores an interval I (u) containing all ids of its light children (and their descendants). By approximating the actual size of this interval, we are able to store it using very few bits. We also introduce the new notions of weight classes and restricted light depth to distinguish between different light children and their descendants. By using a restricted version of light depth, we are able to store all metadata using only o(x ) bits. The main technical part of the article is to show that the maximum id (and interval) assigned to a node in the tree is of size O (n).
We first demonstrate a simple version of our scheme in Section 3 by creating an adjacency labeling scheme of size log n + O (1) for caterpillars similar to Bonichon et al. (2006) . In Section 4, we present the full labeling scheme for forests. By viewing the tree as a sort of "recursive caterpillar," we are able to apply some of our ideas from Section 3. Finally, in Section 6, we analyze the encoding and decoding time of our scheme.
PRELIMINARIES
In this section, we introduce some well-known results and notation. Throughout this article, we use the convention that lg x = max(1, log 2 x ) for convenience. We assume the word-RAM model of computation.
Trees. Let T n denote the family of all rooted trees of size n, and let T ∈ T n . We denote the nodes of T by V (T ) and the edges by E(T ). We let |T | denote the number of nodes in T . For a node u ∈ V (T ), we let T u denote the subtree of T rooted in u. A node u is an ancestor of a node v if and only if it is on the unique path from v to the root. In this case, we also say that v is a descendant of u. A caterpillar is a tree whose non-leaf nodes induce a path. Throughout the article, we will only consider adjacency labeling in trees, as we may add an "imaginary root" to any forest on n nodes, turning it into a tree of size n + 1. To do this, we expend at most one extra bit to distinguish this from actual nodes.
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Heavy-light.
The heavy-light decomposition due to Sleator and Tarjan (1983) is a very useful tree decomposition and has been used in several labeling schemes in the past. For a node u with children children
is heavy and the remaining edges (u, v i ) are light. We say that heavy(u) = v k is the heavy child of u. A node u for which the edge (parent (u), u) is light is called an apex node. For convenience, we also define the root to be an apex node. For a node u, we define children(u) \ {heavy(u)} to be the light children of u. In this way, the tree is decomposed into paths of heavy edges (heavy paths) connected by light edges. We define the light subtree of a node u to be
The light depth of a node u is the number of light edges on the path from u to the root. The light height of a node u is the maximum number of light edges on a path from u to a leaf in T u .
Lemma 2.1 (Sleator and Tarjan 1983) . Given a tree T and u ∈ V (T ) with light height x, |T u | ≥ 2 x +1 − 1.
Bit strings. A bit string s is a member of the set {0, 1} * . We denote the length of a bit string s by |s |, the ith bit of s by s i , and the concatenation of two bit strings s, s by s
We say that s 1 is the most significant bit of s and s |s | is the least significant bit. For an integer x, we let 0 x and 1 x denote the strings consisting of exactly x 0s and 1s, respectively. We will use s to denote both the bit string s and the integer representation of s interchangeably, when this is clear from the context. We will need to consider bit strings excluding some number of least significant bits. Let s −k denote the bit string s without its k least significant bits (i.e.,
When k > |s |, we define s −k to be the empty string. When constructing a labeling scheme, we often wish to concatenate several bit strings of unknown length efficiently such that we can recover the original bit strings efficiently. We will do this using the Elias γ code (Elias 1975) . Using the Elias γ code, we can encode a length k bit string using 2k bits and decode it to recover the original bit string in O (1) time for k = O (w ), 3 using standard word operations. Furthermore, if we are given a constant number of bit strings each of size O (w ), we can concatenate the Elias γ encodings for each of these strings and decode the entire concatenated string to recover each of the original strings as described earlier in O (1) time per string. We will use this heavily, as our label consists of several bit strings of size o(log n), which are concatenated and need to be recovered by the decoder.
For an integer a (or its corresponding bit string representation), we use enc γ (a) to denote the Elias γ encoding of a.
Labeling schemes. An adjacency labeling scheme for trees of size n consists of an encoder, e, and a decoder, d. Given a tree T ∈ T n , the encoder computes a mapping e T : V (T ) → {0, 1}
* assigning a label to each node u ∈ V (T ). The decoder is a mapping d : {0, 1} * × {0, 1} * → {True, False} such that given any tree T ∈ T n and any pair of nodes u, v ∈ V (T ), we have
Note that the decoder does not know T . The size of a labeling scheme is defined as the maximum label size |e T (u)| over all trees T ∈ T n and all nodes u ∈ V (T ). If for all trees T ∈ T n the mapping e T is injective, we say that the labeling scheme assigns unique labels. The labeling schemes constructed in this article all assign unique labels, and the decoder does not know the size, n, of the forest from which the two labels being queried belong to.
Approximation. Given a nonnegative integer a and a real number ε > 0, a (1 + ε)-approximation of a is an integer b such that a ≤ b < (1 + ε)a. We also define b = 0 to be the unique (1 + ε)-approximation of a = 0. Proof. We will use a single bit to distinguish between the cases a = 0 and a > 0, so assume that
To encode b, it suffices to encode δ and k. We can do this using 2 lg δ + 2 lg k bits using the Elias γ coding. Note that
Taking log 2 gives log 2 (k − 1) < log 2 log 2 a − log 2 log 2 (1 + ε ) = log 2 log 2 a + O 1 + log 2 1 ε = log 2 log 2 a + O 1 + log 2 1 ε .
, and since lg δ ≤ 1 + lg 1 ε , the proof is finished.
We will use Approx(a, ε) to denote a function returning a (1 + ε)-approximation of a as described earlier.
3 A SIMPLE SCHEME FOR CATERPILLARS As a warmup, we describe a simple adjacency labeling scheme of size lg n + O (1) for caterpillars. The idea is to use a variant of this scheme recursively when labeling general trees. The scheme that we present uses ideas similar to that of Bonichon et al. (2006) .
Let P = (u 1 , . . . ,u |P | ) be a longest path of the caterpillar and root the tree in u 1 , and let p = |P |. For each node u i ∈ P, we assign an integer id, id(u i ), and an interval, I (u i ), such that for any node v, we have id(v) ∈ I (u i ) if and only if v is a non-root apex node (all leaves except u p are apex nodes) and u i is the parent of v. The ids of the nodes are assigned such that given the label of any u i ∈ P, we can deduce id(u i+1 ) for i < p. We denote the length of the interval
The labels are assigned in two steps: we first calculate the interval sizes and next assign the ids. Both steps can be done in O (n) time.
Interval sizes. Recall that T u i denotes the light subtree rooted in u i . For instance, for the caterpillar, this is simply u i and its children not contained in P.
The process is illustrated in Figure 1 . The interval size of node u i is now set to l (u i ) = 2 k i .
Id assignment. The idea is to assign id(u i ) such that the k i least significant bits of id(u i ) are all 0. We first assign the id for u 1 and its children, then u 2 and its children, and so on. The procedure is as follows:
(1) Assign id(u i ) = x, where x is the smallest integer having 0 as the k i least significant bits satisfying
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The label. For a node u i ∈ P, we assign the following label:
and for v P, we assign the label
Recall that enc γ (k i ) denotes the Elias γ encoding of k i . Also recall that id(u i ) −k i denotes the bit string representation of id(u i ) without the k i least significant bits. The string type(u) is 1 if u P. Otherwise, type(u i ) is 0xx, where xx is either 00, 01, 10, or 11 corresponding to the following four cases (00
Label size. First, we let N denote the maximum id assigned by the encoder. Then the label size for a node u i ∈ P is at most 3 + 2 lg k i + lg N − k i and for v P it is at most 1 + lg N . We will now bound N . Lemma 3.1. Given a caterpillar T with n nodes, the maximum id assigned by our encoder, N , satisfies N ≤ 12n.
Proof. First, observe that the number of ids skipped between id(u i−1 ) + l (u i−1 ) and id(u i ) is at most 2 k i − 1, as any set of 2 k i consecutive integers must contain at least one integer with k i 0s as least significant bits. Thus, the maximum id is bounded by
and we can bound this using
Decoding. The decoder first reads the starting 3 (or 1) bits of each label to determine the type of each node. Given the labels of v, w P, we always answer False.
Now assume that we are given the label of at least one node u i ∈ P. The decoder then recovers k i and id(u i ) −k i . This can be done since k i is encoded using the Elias γ code, and id(u i ) −k i is simply the remaining bits of the label. Next, we deduce id(u i ) using enc γ (k i ) and id(u i ) −k i and note that l (u i ) = 2 k i . Now there are two cases:
(1) If the other label is for a node v P, we simply read id(v) and answer
. Otherwise, we answer False. (2) If the other label is for u j ∈ P, assume without loss of generality that id(u j ) > id(u i ). If type(u i ) = 001, set x to be the smallest integer with the k i + 1 least significant bits set to 0 satisfying x ≥ id(u i ) + l (u i ). If x = id(u j ), answer True; otherwise, answer False. The other types are handled analogously.
AN OPTIMAL SCHEME FOR GENERAL TREES
In this section, we prove Theorem 1.2. Similar to the caterpillar scheme presented in the previous section, we assign an id, id(u), and interval, I (u), to each node u. The intervals and ids of the nodes are assigned such that given two nodes u, v, we have id(v) ∈ I (u) if and only if v ∈ T u . Note that this information is not enough to determine adjacency but rather determines "light ancestry." Thus, we need to store additional information to distinguish between light children and descendants in the light tree. This will be the main hurdle to overcome. The label of a node u will be assigned such that we can infer the following information (loosely speaking) directly from the label:
-The id of the node u -The id of u's heavy child, heavy(u) -The interval I (u) containing the ids of all nodes in u's light subtree -Auxilliary information to help decide whether u is a light child of another node.
To store this information as part of the label, each node will be assigned an id with a number of trailing zero bits proportional to the logarithm of its interval size corresponding to the k i s of Section 3. Furthermore, we ensure that the interval size for a node u is proportional to |T u | (or simply |T u | for apex nodes), and we call this the light weight of u denoted by lw(u). Intuitively, this ensures that nodes with large subtrees have more "bits to spare."
The labels are assigned using a similar two-step procedure as in Section 3. In the first step, we assign the light weight (interval size) of each node using a recursive procedure, and in the second step, we assign the actual ids of the nodes based on the assigned weights. Both steps are handled in O (n) time. To bound the maximum id assigned, we introduce the notion of path weights (to be defined later). The path weight of a heavy path P is denoted pw(u), where u is the apex node of P.
Weight Classes and Restricted Light Depth
The auxiliary information mentioned previously is primarily used to determine adjacency between an apex node and its parent. A classic way of doing this is to use the light depth of both nodes and check that it differs by exactly one. However, the light depth of a node with a small subtree could potentially be big in comparison, and thus we cannot afford to store it. To deal with this, we introduce the following notion of weight classes and restricted light depth.
Definition 4.1. Let T be a rooted tree and u some node in T . Define
The weight class of u is defined as wc(u) = lg γ (u) .
Definition 4.2. Let T be a rooted tree and u some node in T . Define wctop(u) to be the ancestor of u with smallest depth such that every node on the path from u to wctop(u) has weight class ≤ wc(u). The restricted light depth of u is the number of light edges on the path from u to wctop (u) and is denoted by rld(u).
An illustration of these definitions can be seen in Figure 2 . When assigning the interval I (u), we actually create I (u) as the union of several intervals-one "subinvertal" for each weight class {1, . . . ,wc (u)}. This is done such that if v is a child of u i with wc (v) = x, then for any w ∈ T v we have that id(w ) is contained in the xth subinterval of I (u).
We will now show some properties related to weight classes and restricted light depth. We will use the definitions of γ (u) and wctop(u) as described in Definitions 4.1 and 4.2. Lemma 4.3. Let T be a tree. Then for any u ∈ T , we have rld(u) ≤ 2γ (u) + 1.
Proof. Let v be the apex node on the path from v to wctop(u) with the smallest depth. (If no such node exists, rld(u) = 0 and the result is trivial.) We note that v must have light height at least rld(u) − 1, so by Lemma 2.1 |T v | ≥ 2 rld(u ) − 1 and therefore γ (v) ≥ rld(u) − 1. Thus,
which finishes the proof.
Lemma 4.4. Let T be a tree and u, v ∈ T be a pair of nodes such that u is an ancestor of v and u is an apex node with wc(u) = wc(v). If k is the number of light edges on the path from u to v, then
Proof. Any node in u's subtree must have weight class ≤ wc(u) since u is an apex node. Since wc(u) = wc(v), every node on the path from v to wctop(u) must have weight class at most wc(v). Thus, wctop(v) = wctop(u) and there are rld(u) + k light edges on the path from v to wctop(u) (i.e., rld(v) = rld(u) + k). Proof. If wc(v) < wc(u), then v has restricted light depth 0, so assume that wc(u) = wc(v). Let w be the apex node of u's heavy path (possibly u itself). First assume that wc(w ) = wc(u). By Lemma 4.4, rld(u) = rld(w ) and rld(v) = rld(w ) + 1, and the claim is true. Now assume that wc(w ) > wc(u). Then rld(u) = 0 and rld(v) = 1, and the claim is true as well. Since wc(w ) < wc(u) is impossible, the proof is finished.
Weight Assignment
We will now see how to assign path weights and light weights to the nodes. Recall that the light weight of a node u corresponds to the size of its interval, I (u). The path weight in turn corresponds to the weight of an entire heavy path and is used to calculate the light weight of the parent of the heavy path's apex node. In the following, we describe the procedure for calculating both of these values. The idea is to consider an entire heavy path as a "recursive caterpillar." For instance, the heavy path itself is the backbone of the caterpillar, and each light subtree corresponds to the "legs" in a recursive manner. Using this view of the tree, we will apply ideas similar to those of Section 3 to each heavy path of the graph.
Consider any heavy path P = (u 1 , u 2 , . . . ,u p ) with p = |P | in order, where u 1 is the apex node. For each u ∈ P, we do the following:
(1) For each light-child v of u, we recursively calculate pw (v).
(2) For every weight class i ∈ {1, . . . ,wc (u)}, let b i be the sum of pw (v) for all light children v of u with weight class wc(v) = i. (3) We use the convention that a 0 (u) = 0, and for i = 1, . . . , wc(u), we let a i (u) be a (1
(4) We then define the light weight of u as lw(u) = 1 + a wc(u ) (u).
This is done in the same manner as in Section 3 when we constructed the labeling scheme for the caterpillar (see Figure 1) .
The path weight of u 1 is now defined as pw
. By this definition, the path weight of a leaf apex node is 1.
Pseudocode for the function Assign-Weight is available in Algorithm 1. The main technical part of this article is to show that calling Assign-Weight on the heavy path containing the root ensures that pw (u) = O (|T u |) for all apex nodes, u ∈ T . This is used to show that the maximum id assigned by our labeling scheme is O (n) and thus takes lg n + O (1) bits to store. Intuitively, this is the case since the quality of the approximation used in a node u improves as the size of u's subtree increases. Specifically, we will use the following lemma, which is proved in Section 5. Lemma 4.6. Let T be a tree rooted in r , and let u ∈ T be any apex node with light height x. After calling Assign-Weight(r ), it holds that
Furthermore, for any node v ∈ T , it holds that
where z is the maximum light height of any light child of v.
The intuition behind Lemma 4.6 is as follows. The interval for a node u is (roughly speaking) stored using a 1 + O (γ (u) −2 )-approximation. The size of u's interval can therefore be bounded by the sum of the interval sizes of u's light children multiplied by this approximation factor. We now do induction over the light height of the nodes and note that γ (u) increases with the light height of u, which leads to the desired result. 
Lemma 4.6 is enough to guarantee that any id assigned by our labeling scheme is of size O (n). This is captured by the following corollary.
Corollary 4.7. Let T be a tree rooted in r , and let u ∈ T be any apex node and v ∈ T be any node. After calling Assign-Weight(r ), it holds that
Proof. Let u be an apex node with light height x. Then
The proof for lw(v) is similar.
Id Assignment
After calculating the light weights, path weights, k (u)s, and a i (u) values of all nodes in the tree, we next assign the actual ids and intervals of the nodes. We create a procedure Assign-Id(u, s) and use it to assign ids to the nodes in the tree. The procedure takes two parameters: u, the node to which we want to assign the id, and s, a lower bound on the id to be assigned. The function ensures that id(u) ∈ [s, s + 2 k (u ) − 1] has at least k (u) trailing zero bits and also assigns an id to every node in u's subtree recursively. We assign ids to every node in the tree by calling Assign-Id(r , 0), where r is the root of the tree. The procedure goes as follows:
(1) We let id(u) be the unique integer in [s, s + 2 k (u ) − 1] that has at least k (u) trailing zeros in its binary representation. (2) We let C 1 , . . . ,C wc(u ) denote the partition of u's light children such that every child v with weight class wc(v) = i is contained in C i . (3) Fix i in increasing order. We assign the ids to the nodes in C i in the following manner. For convenience, say that
By the preceding definition, we see that for any node u and any node v ∈ T u , we have id
Finally, for any two intervals I (u), I (v), either one is contained in the other or they are disjoint, where the interval I (u) is defined as [id (u), id (u) + lw (u)), similarly to the caterpillar scheme.
Pseudocode for the procedure Assign-Id can be found in Algorithm 2.
ALGORITHM 2: Assign-Id input: Node u, first available id s.
with at leastk (u) trailing zeroes in binary representation.
Encoding of Labels
We are now ready to describe the actual labels. Let u be a node. Let apex (u) ∈ {0, 1} and lea f (u) ∈ {0, 1} be 1 if u is an apex node and respectively a leaf. If u is not a leaf, let v be the heavy child of u, and let next (u) ∈ {−1, 0, 1} be such that
If u is a leaf, let next (u) = 0. We identify next (u) with the bit string of size two that is (00) if next (u) = 0, (01) if next (u) = 1, and (11) if next (u) = −1. We let aux (u) denote the following bit string:
For each i = 1, 2, . . . , wc(u), let s i be the bit string corresponding to the (1 + 1 (γ (u )) 3 )-approximation a i (u) as described in Lemma 2.2. Let M = max i |s i | be the length of the longest of the bit strings, Fig. 3 . Illustration of the table (u) structure, partitioning u's assigned interval into a part for each smaller weight class.
and let r i = 0 M − |s i | • s i . Then r 1 , . . . , r wc(u ) each have length M. We will store essentially a table of these values as follows:
Figure 3 illustrates how table (u) stores the interval I (u) split into a part for each i ∈ {1, . . . , wc(u)}. The need for splitting the interval into several parts will be apparent in the next section, where the decoding is explained. The label of u is then defined as
Label size. We will bound the size of the three parts of the labels one by one. Since rld(u) = O (γ (u)), by Lemma 4.3 we see that the length of aux (u) is upper bounded by
where we use that lg
To bound the size of table (u), we recall that lw (u) = O T u by Corollary 4.7. It follows that lg lg a i (u) ≤ lg γ (u) + O (1). Thus, to store a (1 + 1 γ (u ) 3 )-approximation of a i (u), we need O (lg γ (u)) bits by Lemma 2.2, and to store all wc (u) such approximations thus takes O ((lg γ (u)) 2 ) = O ((lg k (u)) 2 ) bits by Definition 4.1. Furthermore, the length of id(u) −k (u ) is at most lg id(u) − k (u) ≤ lg n − k (u) + O (1). Summarizing, the total label size is upper bounded by
Decoding
We will now see how we, from two labels (u), (v) of nodes u, v ∈ T , can deduce whether u is adjacent to v. Lemma 4.8 contains necessary and sufficient conditions for whether u is a parent of v. 
Proof. First we will prove that if v is a child of u, then either 1.1, 1.2, 1.3 or 2.1, 2.2, 2.3, 2.4 hold. If v is the heavy child of u, then clearly 1.1 and 1.2 hold. By definition, id(v) is the unique number in [id(u) + lw(u), id(u) + lw(u) + 2 k (v ) − 1] with at least k (v) = k (u) + next (u) trailing zeros in its binary representation, and therefore 1.3 holds. Now assume that v is an apex node (i.e., that 2.1 holds). Then v is contained in u's light subtree, and hence, by definition, 2.2 is true. By the definition of Assign-Id, 2.3 holds. Additionally, 2.4 follows from Lemma 4.5. Now we will prove the converse. First assume that 1.1, 1.2, 1.3 hold. By 1.2, u has a heavy child,
, we see that by 1.3, id(v ) = id(v), and hence v = v and v is a child of u. Now assume that 2.1, 2.2, 2.3, 2.4 hold. By 2.2 and 2.3, we know that v is contained in the light subtree of u. Assume for the sake of contradiction that v is not a child of u, and let v be the child of u on the path from v to u. By 2.3, we know that wc(v) = wc(v ). Since there must by at least one light edge on the path from v to v (recall that both v and v are apex nodes), Lemma 4.4 gives that rld(v ) < rld(v). But then 2.4 cannot be true. Contradiction. Hence, the assumption was wrong and v is a child of u.
Observe that if we had not split the interval I (u) into wc (u) subintervals, we could not have inferred that wc (v) = wc (v ) in the last part of the proof, which would lead to false positives. Thus, it is crucial to the labeling scheme that we know exactly what interval the children of u with a specific weight class lies in and that these intervals are disjoint.
To check if u is the parent of v, we use Lemma 4.8. For v, we need to decode
For u, we need to decode
We will see in Section 6 that all of these values can be decoded in O (1) time (and how).
PROOF OF WEIGHT BOUND
We now present the proof of Lemma 4.6. This is the main technical proof in this article.
Proof Lemma 4.6. We prove the lemma by induction on the light height x. First we prove the lemma when x = 0. Consider a heavy path P = (u 1 , . . . ,u p ) with p = |P | in order, where u 1 is closest to the root and has light height x = 0. Then lw(u i ) = 1 for all i = 1, . . . ,p and
When establishing the last inequality, we use that
Here we used (3), (4), and (5) together with the definition of the path weight.
RUNNING TIME
In this section, we argue that the encoding time of the labeling scheme is O (n) and the decoding time is O (1), thus finishing the proof of Theorem 1.2.
Encoding Time
To bound the encoding time, we will need to bound the total number of nodes with a given weight class k. We will use the following notion of contribution.
Definition 6.1. For an apex node u, we define contrib (u) = V (T u ), and for a heavy child u, we define contrib (u) = V (T u ). We say that a node v ∈ contrib (u) is contributing to u.
Note that by this definition, the weight class of a node u is exactly wc(u) = lg lg |contrib (u)| .
We will need the following lemma. Lemma 6.2. Let T be a tree with n nodes, and let k be a nonnegative integer. Then the number of nodes u ∈ T with wc(u) = k is at most
Proof. Consider any node u ∈ T . We will first bound the number of nodes v with wc(v) = k such that u ∈ contrib (v). Observe that a node u contributes to exactly all apex nodes, which are ancestors of u as well as the heavy child v of maximum depth for each heavy path p, such that v is an ancestor of u. Thus, at least half the nodes that u contributes to are apex nodes.
Let w 1 be the apex node in T of minimum depth such that w 1 is an ancestor of u and wc(w 1 ) = k. Then |contrib (w 1 )| < 2 2 k +1 . Let w i be the first apex node on the path from w i−1 to u (excluding w i−1 itself). Then for all i such that w i is well defined, we have
and thus |contrib (w 2 k )| < 2 2 k , implying that wc(w 2 k ) < k. Thus,u can contribute to at most 2 k+1 + 1 nodes with weight class k. It follows that the total number of nodes contributing to nodes of weight class k is bounded by n · (2 k+1 + 1). Since each node of weight class k has at least 2 2 k nodes contributing to it, we can bound the total number of nodes with weight class k by
The proof of Lemma 6.2 is illustrated in Figure 4 . The figure illustrates how each node u contributes to all apex nodes on the path from u to the root, and how the number of contributing nodes doubles per apex node on this path.
We are now ready to bound the encoding time. First recall that we are using the word-RAM model with word size c log n for some sufficiently large constant c such that the entire label (u) fits in one word. We are thus able to create the Elias γ encoding of k (u), wc(u), rld(u), and M (u) in O (1) time for each node u using standard word operations.
We may assume that the children of each node are sorted by subtree size. Otherwise, we can ensure this using, for example, bucket sort in O (n) time.
Since all components of aux (u) other than k (u) can be calculated using a simple DFS-traversal in O (n) time, we see that the total encoding time is dominated by the running time of Algorithm 1, Algorithm 2, and the time to construct table (u) from the a i (u)s. For Algorithm 2, we first observe that line 1 can be done in O (1) time using the following approach:
(1) Let a be the integer resulting from setting the last k (u) bits of the binary representation of s to 0. By (6), this is O (n). The rest of Algorithm 1 spends time proportional to the length of the heavy path the function has been called with, which sums to O (n) over all heavy paths. Note that line 8 is calculated in O (1) time using Lemma 2.2. By summing up the three different parts, we see that the total encoding time of the labeling scheme is O (n).
Decoding Time
Using the conditions of Lemma 4.8, we will bound the decoding time of the labeling scheme.
First note that the entire label fits in one word. Assume that we wish to check whether u is the parent of v. By Lemma 4.8, we need to first recover the different fields of aux (u). Since aux (u) consists of exactly three fields encoded with the Elias γ code and three fields of constant size, this can be done in O (1) time. The bits following aux (u) in the label now correspond to the Elias γ encoding of M (u), which can also be encoded in O (1) time. Doing this, we also locate the beginning of a 1 (u) in the label. Let this bit position be denoted by x.
Knowing x, M (u), and wc(v) (obtained from aux (v) in the same way as earlier), we can read the wc(v) − 1st and wc(v)th entries of table (u) in O (1) time since these are located exactly at bit positions x + M (u) · (wc(v) − 2) and x + M (u) · (wc(v) − 1). If wc(v) = 1, we know that a 0 (u) = 0. Similarly, we know that id(u) −k (u ) begins at bit position x + M (u) · (wc(u) − 1) and consists of the remaining bits. We can do the same for v, thus decoding each relevant component of (u) and (v) can be done in O (1) time.
The conditions 1.1, 1.2, and 2.1-4 can now be checked in O (1) by using the corresponding values. For condition 1.3, we need to be able to find the smallest integer greater than id(u) + lw(u) with at least k (u) + next (u) trailing zeroes. Observe that lw(u) = 1 + a wc(u ) (u) can be obtained in O (1) time from table (u) in the same manner as a wc(v ) (u) was. Finding the smallest such integer can now be done in O (1) time by using the same procedure as in the previous section.
This finishes the proof of Theorem 1.2.
CONCLUSION
In this article, we resolved one of the main open questions in the field of informative labeling schemes by showing that the family of forests on n nodes have an induced-universal graph of size O (n). We also show that for the family of graphs on n nodes with constant arboricity, k, there exists an induced universal graph of size O (n k ) by giving a labeling scheme of size k log n + O (k ).
Finding the correct label size for this family of graphs remains an interesting open question.
