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CARLEMAN ESTIMATE FOR LINEAR VISCOELASTICITY EQUATIONS
AND AN INVERSE SOURCE PROBLEM
O. YU. IMANUVILOV AND M. YAMAMOTO
Abstract. We consider the linear system of viscoelasticity with the homogeneous Dirichlet
boundary condition. First we prove a Carleman estimate with boundary values of solutions
of viscoelasticity system. Since a solution u under consideration is not assumed to have
compact support, in the decoupling of the Lame´ operator by introducing div u and rot u,
we have no boundary condition for them, so that we have to carry out arguments by a
pseudodifferential operator. Second we apply the Carleman estimate to an inverse source
problem of determining a spatially varying factor of the external source in the linear vis-
coelastitiy by extra Neumann data on the lateral subboundary over a sufficiently long time
interval and establish the stability estimate.
1. Introduction and main results
Let T be a positive constant, x′ = (x1, ..., xn) ∈ Rn, and Ω be a bounded domain in Rn
with ∂Ω ∈ C∞, let ~ν = ~ν(x′) be the unit outward normal vector at x′ to ∂Ω. Let x′ ∈ Rn
be the spatial variable, x0 be the time variable, and we set x = (x0, x
′) = (x0, x1, ..., xn).
Here and henceforth ·T denotes the transposes of vectors and matrices under consideration,
and D = (D0, D
′), D0 = 1i∂x0 , D
′ = (1
i
∂x1 , . . . ,
1
i
∂xn), i =
√−1, ∇′ = (∂x1 , . . . , ∂xn), ∇ =
(∂x0 ,∇′).
In the cylinder domain Q := (−T, T )× Ω, we consider the system of viscoelasticity
(1.1) P (x,D)u ≡ ρ∂2x0u− Lλ,µ(x,D′)u+
∫ x0
0
Lλ˜,µ˜(x, x˜0, D
′)u(x˜0, x
′)dx˜0 = F,
(1.2) u|Σ,(−T,T )×∂Ω = 0, u(T, ·) = ∂x0u(T, ·) = u(−T, ·) = ∂x0u(−T, ·) = 0,
where u(x) = (u1(x), . . . , un(x))
T is the displacement and F(x) = (F1(x), . . . , Fn(x))
T is an
external force. For the functions λ(x) and µ(x), the partial differential operator Lλ,µ(x,D
′)
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is defined by
Lλ,µ(x,D
′)u = µ(x)∆u+ (µ(x) + λ(x))∇′divu
+(divu)∇′λ+ (∇′u+ (∇′u)T )∇′µ, x ∈ Q,(1.3)
while Lλ˜,µ˜(x, x˜0, D
′) is defined by
Lλ˜,µ˜(x, x˜0, D
′)u = µ˜(x, x˜0)∆u+ (µ˜(x, x˜0) + λ˜(x, x˜0))∇′divu
+(divu)∇′λ+ (∇′u+ (∇′u)T )∇′µ, (x, x˜0) ∈ Q× (−T, T ),
The coefficients ρ, λ, µ, λ˜, µ˜ are assumed to satisfy
(1.4) ρ, λ, µ ∈ C2(Q), ρ(x) > 0, µ(x) > 0, λ(x) + µ(x) > 0 forx ∈ Q
and
(1.5) λ˜, µ˜ ∈ C2(Q¯× [−T, T ]).
The equation (1.1) is a model equation for the viscoelasticity. The viscoelasticity indicates
a mixed physical property of the viscosity and the elasticity. The research for the viscoelas-
ticity dates back to Maxwell, Boltzmann, Kelvin. There are some important applications of
the viscoelasticity materials related to modern technology. For example for medical diagno-
sis, one has to take into consideration that much of human tissues are viscoelastic (see works
of de Buhan [5], Sinkus, Tanter, Xydeas, Catheline, Bercoff and Fink [36] and a monograph
Lakes [30], and the references therein). Finally we mention that in the theory of viscoelas-
ticity some other equations was proposed (see the monograph of Renardi, Hrusa and Nohel
[34]), and the equation (1.1) is one of them and called the equation of linear viscoelasticity.
The purpose of this paper is to establish the following for (1.1):
(1) a Carleman estimate for functions without compact supports;
(2) the Lipschitz stability in an inverse source problem of determining spatially varying
factor of the external force F.
A Carleman estimate is an L2-weighted estimate of solution u to (1.1) which holds uni-
formly in large parameter. Carleman estimates have been well studied for single equations
(e.g., Ho¨rmander [13], Isakov [25]). A Carleman estimate yields several important results
such as the unique continuation, the energy estimate called an observability inequality and
the stability in inverse problems. However for systems whose principal part is coupled, for
example even for isotropic Lame´ system (that is, (1.1) with λ˜ = µ˜ ≡ 0), the Carleman
estimate is difficult to be proved for functions u whose supports are not compact in Q. In
particular, for (1.1), no such Carleman estimates are not known.
In establishing a Carleman estimate for our system (1.1) for non-compactly supported u,
we can emphasize the two main difficulties:
• The principal part ρ∂2x0 − Lλ,µ(x,D′) is strongly coupled.
• The Lame´ operator Lλ˜,µ˜(x, x˜0, D′) appears as an integral.
In particular, because of the first difficulty, in all the existing papers de Buhan [5], de
Buhan and Osses [6], Lorenzi, Messina and Romanov [32], Lorenzi and Romanov [33], Ro-
manov and Yamamoto [35], it is assumed that functions under consideration have compact
3supports or some special conditions are satisfied in proving Carleman estimates, so that
observation data for the inverse problems have to be taken over the whole lateral boundary
(0, T )× ∂Ω.
As for Carleman estimates for functions without compact supports and applications to in-
verse problems for the Lame´ system without the integral terms, we refer to Imanuvilov and
Yamamoto [19] - [22]. For the Carleman estimate for with Lame´ system with Lλ˜,µ˜(x, x˜0, D
′) =
0, see Bellassoued, Imanuvilov and Yamamoto [2], Bellassoued and Yamamoto [3], Imanuvilov,
Isakov and Yamamoto [24]. In this paper, we modify the arguments in those papers and
establish a Carleman estimate for (1.1) for u not having compact supports. Then we apply
the Carleman estimate for an inverse source problem by modifying the method in Imanuvilov
and Yamamoto [16] - [18] and Beilina, Cristofol, Li and M. Yamamoto [1] discussing scalar
hyperbolic equations. As for the methodology for applying Carleman estimates to inverse
problems, we refer to a pioneering paper Bukhgeim and Klibanov [7].
For the statement of the Carleman estimate for (1.1), we need to introduce notations and
definitions.
We define the Poisson bracket by the formula
{ϕ, ψ} =
n∑
j=0
∂ξjϕ∂xjψ − ∂ξjψ∂xjϕ.
By z we denote the complex conjugate of z ∈ C, and we set < a, b >= ∑nk=0 akbk for a =
(a0, . . . , an), b = (b0, . . . , bn) ∈ Cn, ξ = (ξ0, . . . , ξn), ξ′ = (ξ1, . . . , ξn), ξ˜ = (ξ0, . . . , ξn−1), ∇˜ =
(∂y0 , . . . ∂yn−1), ζ = (ξ0, . . . , ξn−1, s˜), D˜ = (D0, . . . , Dn−1).
For β ∈ C2(Q), we introduce the symbol:
pβ(x, ξ) = ρ(x)ξ
2
0 − β(x)|ξ′|2.
Let Γ0 be some relatively open subset on ∂Ω. We set Γ˜ = ∂Ω \Γ0 and Σ0 = (−T, T )×Γ0,
Σ˜ = (−T, T )× Γ˜.
In order to prove the Carleman estimate for the viscoelastic Lame´ system, we assume the
existence of the real-valued function ψ which is pseudoconvex with respect to the symbols
pµ(x, ξ) and pλ+2µ(x, ξ). More precisely,
Condition 1.1. There exists a function ψ ∈ C3(Q) such that ∇ψ(x) 6= 0 on Q,
(1.6) {pβ(x, ξ − is∇ψ(x)), pβ(x, ξ + is∇ψ(x))}/2is > 0, ∀β ∈ {µ, λ+ 2µ}
if (x, ξ, s) ∈ Q × (Rn+1 \ {0})× (R1+ \ {0}) satisfies pβ(x, ξ + is∇ψ(x)) = 0. On the lateral
boundary, we assume
(1.7) pµ(x,∇ψ)|Σ0 < 0, and ∂~νψ|Σ0 < 0.
Moreover we assume that
(1.8) ∂x0ψ(x) < 0 on (0, T ]× Ω¯ and ∂x0ψ(x) > 0 on [−T, 0)× Ω˜.
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If the function ψ satisfies Condition 1.1, then for any constant C the function ψ +C also
satisfies Condition 1.1. Hence, without loss of generality, we can assume that ψ is strictly
positive on Q¯. Moreover, let us assume
(1.9) ∇′ψ(x) 6= 0 on Q¯, ψ(x) > 0 on Q¯.
Using the function ψ, we introduce the function ϕ(x) by
(1.10) ϕ(x) = eτψ(x), τ > 1,
where the parameter τ > 0 will be fixed below.
For any function f = (f1, . . . , fn) we introduce the differential form ωf =
∑n
j=1 fjdxj . Then
dωf =
∑n
i<j(
∂fi
∂xj
− ∂fj
∂xi
)dxi ∧ dxj .
We identify the differential form dωf with the vector-function:
dωf =
(
∂f1
∂x2
− ∂f2
∂x1
, . . . ,
∂f1
∂xn
− ∂fn
∂x1
,
∂f2
∂x3
− ∂f3
∂x2
, . . . ,
∂f2
∂xn
− ∂fn
∂x2
, . . . ,
∂fn−1
∂xn
− ∂fn
∂xn−1
)
.
Denote
‖u‖2B(ψ,s,τ,Q) =
∫
Q
(
2∑
|α|=0
(sϕ)4−2|α|τ 6−2|α||∂αxu|2 + sϕτ 2|∇dωu|2
+(sϕ)3τ 4|dωu|2 + sϕτ 2|∇divu|2 + (sϕ)3τ 4|divu|2
)
e2sϕdx,
‖u‖2X (ψ,s,τ,Ω) =
∫
Ω
(
2∑
|α′|=0
(sϕ)4−2|α|τ 5−2|α
′||∂α′x′ u|2 + sϕτ 2|∇′dωu|2
+(sϕ)3τ 4|dωu|2 + sϕτ 2|∇′divu|2 + (sϕ)3τ 4|divu|2
)
e2sϕdx′,
where N := {1, 2, 3, ...}, α = (α0, α′) = (α0, α1, α2, . . . , αn), α′ = (α1, α2, . . . , αn), αj ∈
N ∪ {0}, ∂αx = ∂α0x0 ∂α1x1 ∂α2x2 . . . ∂αnxn .
Finally we introduce the norm
‖Fesϕ‖2Y(ψ,s,τ,Q) = ‖divFesϕ‖2L2(Q) + ‖dωFesϕ‖2L2(Q) + sτ 2‖ϕ
1
2Fesϕ‖2L2(Σ) + ‖Fesϕ‖2L2(Q).
Now we are ready to state our first main result, a Carleman estimate as follows.
Theorem 1.1. Let F, divF, dωF ∈ L2(Q), u ∈ H1(Q)∩L2(0, T ;H2(Ω)) satisfy (1.1), (1.2).
Moreover let (1.4) - (1.9) be satisfied and let the function ϕ be determined by (1.10). Then
there exist τ0 > 0 and s0 > 0 such that for any τ > τ0 and any s > s0 the following estimate
holds true:
‖u‖2B(ψ,s,τ,Q) + sτ‖ϕ
1
2∇∂~νuesϕ‖2L2(Σ) + s3τ 3‖ϕ
3
2∂~νue
sϕ‖2L2(Σ)(1.11)
≤ C1(‖Fesϕ‖2Y(ψ,s,τ,Q) + s3τ 3‖ϕ
3
2∂~νue
sϕ‖2
L2(Σ˜)
+ sτ‖ϕ 12∇∂~νuesϕ‖2L2(Σ˜)),
where the constant C1 > 0 is independent of s and τ.
5The proof of Theorem 1.1 is given in Sections 2-6.
Next we apply Carleman estimate (1.11) to an inverse source problem of determining a
spatially varying factor of source term of the form F(x) := R(x)f(x′). Now we assume that
ρ, λ, µ are independent of x0: ρ(x) = ρ(x
′), λ(x) = λ(x′), µ(x) = µ(x′) for x ∈ (0, T ) × Ω.
Let Ω ⊂ Rn be a smooth bounded domain. We consider
(1.12) ρ(x′)∂2x0y = Lλ,µ(x,D
′)y−
∫ x0
0
Lλ˜,µ˜(x, x˜0, D
′)y(x, x˜0)dx˜0+R(x)f(x′) in (0, T )× Ω,
(1.13) y(0, ·) = ∂x0y(0, ·) = 0, y|(0,T )×∂Ω = 0.
Here R(x) is an n× n matrix function and f(x′) is an Rn-valued function.
We further assume
(1.14) λ˜, µ˜ ∈ C2([0, T ]× Ω× [0, T ]).
We consider
Inverse source problem. Let the function R be given and Γ ⊂ ∂Ω. Determine f(x′) by
∂~νy|(0,T )×Γ.
We state our main result on the inverse source problem.
Theorem 1.2. We assume that there exists a function ψ which satisfies Condition 1.1, (1.7)
- (1.9),
(1.15) {x′; x ∈ [−T, T ]× ∂Ω, ∂~νψ(x) ≥ 0} ⊂ Γ
and
(1.16) inf
x′∈Ω
ψ(0, x′) > max{ inf
x′∈Ω
ψ(T, x′), inf
x′∈Ω
ψ(−T, x′)}.
The Lame´ coefficients ρ, λ, µ satisfy (1.4) and µ˜, λ˜ satisfy (1.14). Let
(1.17) |detR(0, x′)| ≥ δ0 > 0, x′ ∈ Ω, R ∈ C2,1([0, T ]× Ω¯), ∂x0R(0, x′) = 0
with some constant δ0 > 0, and y,∇′y, ∂x0∇′y ∈ H1((0, T )× Ω) satisfy (1.12) and (1.13),
and ∂2x0y ∈ C([0, T1];H
3
2
+ǫ0(Ω)) with some positive ǫ0 and T1.
Then there exists a constant C2 > 0 such that
‖f‖H1(Ω) ≤ C2
(
1∑
j=0
‖∇∂jx0∂~νy‖L2((0,T )×Γ) + ‖∂~ν∂2x0y(0, ·)‖L2(Γ)
)
for all f ∈ H10 (Ω).
6 O. YU. IMANUVILOV AND M. YAMAMOTO
Our viscoelasticity equation has a finite propagation speed and so for determination of f
over the whole domain Ω, the observation time T must be longer than some critical value T0
The proof of Theorem 1.2 is provided in Section 7.
There are other works on inverse problems related to the viscoelasticity and we refer to
Cavaterra, Lorenzi and Yamamoto [8], Grasselli [12], Janno [26], Janno and von Wolfersdorf
[27], Loreti, Sforza and Yamamoto [31], von Wolfersdorf [40].
2. Proof of Theorem 1.1
Sections 2-6 are devoted to the proof of Theorem 1.1 and in Section 8 we collect necessary
lemmata for the proof.
For the function β we introduce the operator
ρ,β(x,D) = ρ(x)∂
2
x0 − β(x)∆.
It is well known that the functions dωu, divu satisfy the equations
ρ,µ(x,D)dωu −
∫ x0
0
µ˜(x, x˜0)∆dωu dx˜0 = q1 inQ,
ρ,λ+2µ(x,D)divu−
∫ x0
0
(λ˜+ 2µ˜)(x, x˜0)∆divu dx˜0 = q2 inQ,(2.1)
q1 = K1(x,D)dωu +K2(x,D)divu+
∫ x0
0
(K˜1(x, x˜0, D)dωu + K˜2(x, x˜0, D)divu)dx˜0 + ρdωF/ρ,
q2 = K3(x,D)dωu +K4(x,D)divu+
∫ x0
0
(K˜3(x, x˜0, D)dωu + K˜4(x, x˜0, D)divu)dx˜0 + ρdiv (F/ρ),
where Kj(x,D), Kj(x, x˜0, D) are first-order differential operators with C
1 coefficients. Now
we introduce a new unknown function v = (v1, v2) by formulae
(2.2) v1 = dωu −
∫ x0
0
µ˜(x, x˜0)
µ(x)
dωu dx˜0, v2 = divu−
∫ x0
0
(λ˜+ 2µ˜)(x, x˜0)
(λ+ 2µ)(x)
divu dx˜0.
More specifically
v1 = (v1,2, . . . vn−1,n), vk,j =
∂uk
∂xj
− ∂uj
∂xk
−
∫ x0
0
µ˜(x, x˜0)
µ(x)
(
∂uk
∂xj
− ∂uj
∂xk
)(x˜0, x
′)dx˜0.
Then
(2.3) P(x,D)v = (ρ,µ(x,D)v1,ρ,λ+2µ(x,D)v2) = q in Q,
where q = (q3, q4) = (q1 + q˜1, q2 + q˜2) :
q˜1 = −
∫ x0
0
(
2(∇′ µ˜(x, x˜0)
µ(x)
,∇′dωu) + ∆ µ˜(x, x˜0)
µ(x)
dωu
)
dx˜0 − ρ∂2x0
∫ x0
0
µ˜(x, x˜0)
µ(x)
dωu dx˜0,
q˜2 = −
∫ x0
0
(
2(∇′ (λ˜+ 2µ˜)(x, x˜0)
µ(x)
,∇′divu) + ∆ µ˜(x, x˜0)
µ(x)
divu
)
dx˜0
(2.4) − ρ∂2x0
∫ x0
0
(λ˜+ 2µ˜)(x, x˜0)
(λ+ 2µ)(x)
divu dx˜0.
7We have
‖qesϕ‖L2(Q) ≤ C1(‖∇dωuesϕ‖L2(Q) + ‖∇divuesϕ‖L2(Q) + ‖dωuesϕ‖L2(Q)
+‖divuesϕ‖L2(Q) + ‖dωFesϕ‖L2(Q) + ‖divFesϕ‖L2(Q) + ‖Fesϕ‖L2(Q)).(2.5)
As for the boundary conditions we have
(2.6) B(x,D′)v = g onΣ,
where
g = (g1, . . . , gn2+n
2
), B(x,D′) = (B˜(x,D′), C(x′)),
B˜(x,D′) = (b1(x,D′), . . . , bn(x,D′))
and
bjˆ(x,D
′)v = −
n∑
j=1,j 6=jˆ
sign(jˆ − j)∂xjvj,jˆ −
(λ+ 2µ)
µ
∂x
jˆ
v2
for 1 ≤ jˆ ≤ n, and C(x) is the smooth matrix constructed in the following way: Con-
sider a matrix of size n × n such that on main diagonal we have νn(x′), the nth row is
(ν1(x
′), . . . , νn(x′)) and the first n−1 elements of the last column are −ν1(x′), . . . ,−νn−1(x′),
otherwise the element of such a matrix is zero. If νn(x
′) 6= 0, then the determinant of
such a matrix is not equal zero. Denote the inverse to this matrix as C0 and set r = C0v˜,
v˜ = (v1,n, . . . , v2,n, . . . vn−1,n, v2). Then C(x′)v = v−(ν2r1−ν1r2, . . . , νnr1−ν1rn, . . . , νnrn−1−
νn−1rn,
∑n
j=1 νjrj). Without loss of generality we can assume that
(2.7) ~ν(0) = −~en.
Let all the components of the function g starting from n+ 1 be equal to zero:
(2.8) gk = 0 k ≥ n+ 1.
Proposition 2.1. Let v ∈ H1(Q) satisfy (2.3), (2.6) and suppv ⊂ [−T + ǫ1, T − ǫ1]× Ω¯ for
some positive ǫ1, g ∈ L2(Σ). There exist τ̂ > 1 and s0 > 1 such that for any τ > τ0 and all
s ≥ s0
sτ 2‖ϕ 12∇v esϕ‖2L2(Q) + s3τ 4‖ϕ
3
2v esϕ‖2L2(Q) +
∫
Σ
(sτϕ|∇v|2 + s3τ 3ϕ3|v|2)e2sϕdΣ(2.9)
≤ C2(‖P(x,D)vesϕ‖2L2(Q) +
∫
Σ˜
(sτϕ|∇v|2 + s3τ 3ϕ3|v|2)dΣ+ s
∫
Σ
τϕ|g|2)e2sϕdΣ),
where C2 is independent of s and τ.
First, by an argument based on the partition of unity (e.g., Lemma 8.3.1 in [13]), it suffices
to prove the inequality (2.9) locally, by assuming that
(2.10) suppv ⊂ B(y∗, δ),
where B(y∗, δ) is the ball of the radius δ > 0 centered at some point y∗.
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Otherwise, without loss of generality we may assume that y∗ = (y∗0, 0, . . . , 0). Let θ ∈
C∞0 (
1
2
, 2) be a nonnegative function such that
(2.11)
∞∑
ℓ=−∞
θ(2−ℓt) = 1 for all t ∈ R1.
Set vℓ(x) = v(x)κℓ(x), gℓ(x) = g(x)κℓ(x) where
(2.12) κℓ(x) = θ(2
−ℓeτ
2ψ(x)).
Observe that it suffices to prove the Carleman estimate (2.9) for the function vℓ instead
of v provided that the constants C2, τ0 and the function s0 are independent of ℓ. Observe
that if G ⊂ Rm is a bounded domain and g ∈ L2(G), then there exist positive constants C3
and C4 which are independent of g (see e.g. [37]) such that
(2.13) C3
∞∑
ℓ=−∞
‖κℓg‖2L2(G) ≤ ‖g‖2L2(G) ≤ C4
∞∑
ℓ=−∞
‖κℓg‖2L2(G).
Denote the norm on the left-hand side of (2.9) as ‖ · ‖∗. By (2.11) and (2.12), we have
‖vesϕ‖∗ = ‖
+∞∑
ℓ=−∞
vℓe
sϕ‖∗ ≤
+∞∑
ℓ=−∞
‖vℓesϕ‖∗ ≤ C5
∞∑
ℓ=−∞
(‖κℓP(x,D)vesϕ‖2L2(Q)
+‖[κℓ,P(x,D)]vesϕ‖2L2(Q) +
∫
Σ˜
(sτϕ|∇vℓ|2 + s3τ 3ϕ3|vℓ|2 + sτϕ|gℓ|2)e2sϕdΣ
(2.14) + sτ‖ϕ 12 [κℓ,∇]vesϕ‖2L2(Σ˜))
1
2 .
By (2.13), from the above inequality we have
‖vesϕ‖∗ ≤ C6(‖P(x,D)vesϕ‖2L2(Q) +
+∞∑
ℓ=−∞
∫
Σ˜
(sτϕ|∇vℓ|2 + s3τ 3ϕ3|vℓ|2)e2sϕdΣ+
∫
Σ˜
sτϕ|g|2e2sϕdΣ+
+∞∑
ℓ=−∞
‖[κℓ,P(x,D)]vesϕ‖2L2(Q) + sτ‖ϕ
1
2 [κℓ,∇]vesϕ‖2L2(Σ˜))
1
2 .(2.15)
Let us estimate some terms on the right-hand side of inequality (2.15).
∞∑
ℓ=−∞
sτ‖ϕ 12 [κℓ,∇]vesϕ‖2L2(Σ˜) ≤ C7
∞∑
ℓ=−∞
sτ 5‖ϕ 12χsuppκℓvesϕ‖2L2(Σ˜)
≤ C8sτ 5‖ϕ 12vesϕ‖2L2(Σ˜).(2.16)
Estimating the commutator [κℓ,P(x,D)] we obtain
∞∑
ℓ=−∞
‖[κℓ,P(x,D)]vesϕ‖2L2(Q)(2.17)
≤ C9
∞∑
ℓ=−∞
(τ 4‖χsuppκℓ∇vesϕ‖2L2(Q) + τ 8‖χsuppκℓvesϕ‖2L2(Q)).
9From (2.14), (2.17), (2.16) and (2.15) we obtain (2.9).
Now, thanks to (2.18), without loss of generality we assume that
(2.18) supp vℓ ⊂ B(y∗, δ) ∩ supp κℓ,
where B(y∗, δ) is the ball of the radius δ > 0 centered at some point y∗ = (y∗0, 0, . . . , 0).
Assume that near (0, . . . , 0), the boundary ∂Ω is locally given by an equation xn −
ℓ˜(x1, . . . , xn−1) = 0 and if (x1, . . . , xn) ∈ Ω, then xn − ℓ˜(x1, . . . , xn−1) > 0 where ℓ˜ ∈ C3
and ℓ˜(0) = 0. Since ν(0) = −~en
(2.19) ∇′ℓ˜(0) = 0.
Denote F (x) = (x0, . . . , xn−1, xn − ℓ˜(x1, . . . , xn−1)). We set
∆ℓ˜u =
n−1∑
j=1
(∂2yju− 2∂xj ℓ˜ ◦ F−1(y)∂2yjynu) + (1 + |∇ℓ˜|2)∂2ynu.
Henceforth we set y = (y0, y
′) = (y0, y1, . . . , yn). After the change of variables, the equations
(2.3) have the forms
(2.20) P(y,D)v = (ρ∂2y0v1 − µ∆ℓ˜v1, ρ∂2y0v2 − (λ+ 2µ)∆ℓ˜v2) = q, onQ , Rn × [0, γ],
(2.21) B˜(y′, D)v = g,
where γ is some positive constant. Here for functions ρ ◦F−1(y), µ ◦ F−1(y) and λ ◦F−1(y),
we use the notations ρ, µ, λ and by q3, q4 denote the functions q3, q4 after the change of
variables, respectively. The operator B˜(y′, D) is obtained form the operator B(y′, D) by the
change of variables.
Now we introduce operators
(2.22) Pµ(y,D, s˜, τ) = e
|s|ϕPµ(y,D)e−|s|ϕ, Pλ+2µ(y,D, s˜, τ) = e|s|ϕPλ+2µ(y,D)e−|s|ϕ,
where
s˜ = sτϕ(y∗).
We denote the principal symbols of the operators Pµ(y,D, s˜, τ) and Pλ+2µ(y,D, s˜, τ) by
pµ(y, ξ, s˜, τ) = pµ(y, ξ + i|s|∇ϕ) and pλ+2µ(y, ξ, s˜, τ) = pλ+2µ(y, ξ + i|s|∇ϕ) respectively.
The principal symbol of the operator Pβ(y,D, s˜, τ) has the form
pβ(y, ξ, s˜, τ) = ρ(y)(ξ0 + i|s|ϕy0)2 − β
[n−1∑
j=1
(ξj + i|s|ϕyj)2
−2(∇′ℓ˜, (ξ′ + i|s|∇′ϕ))(ξn + i|s|ϕyn) + (ξn + i|s|ϕyn)2G
]
,(2.23)
where G(y1, . . . , yn−1) = 1 + |∇ℓ˜(y1, . . . , yn−1)|2. The zeros of the polynomial pβ(y, ξ, s˜, τ)
with respect to variable ξn for |(ξ˜, s˜)| ≥ 1 and y ∈ B(y∗, δ) ∩ supp κℓ are
(2.24) Γ±β (y, ξ0, . . . , ξn−1, s˜, τ) = (−i|s˜|µ˜ℓ(y)ψn(y)κ(|(ξ˜, s˜)|) + α±β (y, ξ0, . . . , ξn−1, s˜, τ)),
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where ~ψ = (ψ0, . . . ψn), ψj =
ϕ(y)
ϕ(y∗)ψyj (y),
(2.25) µ˜ℓ = η∗
ℓ+2∑
k=ℓ−2
κℓ, η∗ ∈ C∞0 (B(y∗, 2δ)), η∗|B(y∗,δ) = 1,
the function κℓ is given by (2.12),
(2.26)
α±β (y, ξ˜, s˜, τ) = µ˜ℓ
(
−κ(|(ξ˜, s˜)|)∑n−1j=1 (ξj + i|s˜|ψj)∂yj ℓ˜(y1, . . . , yn−1)
|G| ±
√
rβ(y, ξ˜, s˜, τ)
)
,
(2.27)
rβ(y, ξ˜, s˜, τ) = κ(|(ξ˜, s˜)|)
(ρ(ξ0 + i|s˜|ψ0)2 − β
∑n−1
j=1 (ξj + i|s˜|ψj)2)G+ β(ξ′ + i|s˜|~ψ,∇′ℓ˜)2
βG2
,
κ ∈ C∞(R1), κ(t) ≥ 0, κ(t) = 1 for t ≥ 1 and κ(t) = 0 for t ∈ [0, 1/2], ξ˜ = (ξ0, . . . , ξn−1).
Let χν ∈ C∞0 (Sn) on Sn = {ζ , (ξ˜, s˜); |(ξ˜, s˜)| = 1} such that χν is identically equal to 1
in some neighborhood of ζ∗ ∈ Sn and suppχν ⊂ O(ζ∗, δ). Assume that
(2.28) κ(|(ξ˜, s˜)|)|suppχν = 1, supp κ(|(ξ˜, s˜)|) ⊂ O(ζ∗, 2δ).
We extend the function χν on R
n as follows : χν(ζ/|(ξ˜, s˜)|) for |(ξ˜, s˜)| > 1 and
χν(ζ/|(ξ˜, s˜)|)κ(|(ξ˜, s)|) for |(ξ˜, s˜)| < 1. Denote by χν(y, D˜, s˜) the pseudodifferential operator
with the symbol ηℓ(y)χν and ηℓ(y) = κℓ−1(y) + κℓ(y) + κℓ+1(y), where κℓ is given by (2.12).
We set w = vℓe
sϕ and wν = χν(y, D˜, s˜)w, wi,j,ν = χν(y, D˜, s˜)(vi,j ◦ F−1(y)).
Let O be a domain in Rn.
Definition. We say that the symbol a(y˜, ξ˜, s˜) ∈ Ck(O¯ × Rn+1) belongs to the class
CkclS
κ,s˜(O) if
A) There exists a compact set K ⊂⊂ O such that a(y˜, ξ˜, s˜)|O\K = 0;
B) For any β = (β0, . . . , βn) there exists a constant Cβ such that
∥∥∥∂β0ξ0 · · ·∂βn−1ξn−1 ∂βns˜ a(·, ξ˜, s˜)∥∥∥Ck(O¯) ≤ Cβ
(
s˜2 +
n−1∑
i=0
ξ2i
)κ−|β|
2
,
where |β| =∑nj=0 βj and |(ξ˜, s˜)| ≥ 1;
C) For any N ∈ N the symbol a can be represented as
a(y˜, ξ˜, s˜) =
N∑
j=1
aj(y˜, ξ˜, s˜) +RN(y˜, ξ˜, s˜),
where the functions aj have the following properties
aj(y˜, λξ˜, λs˜) = λ
κ−jaj(y˜, ξ˜, s˜) ∀λ > 1, ∀(y˜, ξ˜, s˜) ∈ {(y˜, ξ˜, s˜)|y˜ ∈ K, |(ξ˜, s˜)| > 1}
11
∥∥∥∂β0ξ0 · · ·∂βn−1ξn−1 ∂βns˜ aj(·, ξ˜, s˜)∥∥∥Ck(O¯) ≤ Cβ
(
s˜2 +
n−1∑
i=0
ξ2i
)κ−j−|β|
2
for all β and (ξ˜, s˜) satisfying |(ξ˜, s˜)| ≥ 1 and the term RN satisfies the estimate
‖RN(·, ξ˜, s˜)‖Ck(O¯) ≤ CN(s˜2 +
n−1∑
i=0
ξ2i )
κ−N
2 ∀(ξ˜, s˜) satisfying |(ξ˜, s˜)| ≥ 1.
Obviously
(2.29) πCk(B(0,δ(y∗)))(χν) ≤ C10τ 2k ∀k ∈ N+.
Obviously the pseudodifferential operators with the symbols Γ±β belongs
to the class C2clS
1,s(B(0, δ(y∗))) and
(2.30) πC2(B(0,δ(y∗)))(Γ
±
β ) ≤ C11τ 4.
We have
Proposition 2.2. Let w ∈ H1(Q), suppw ⊂ B(y∗, δ) ∩ supp ηℓ and Pβ(y,D, s˜, τ)χνw ∈
L2(Q). Then there exist positive constants δ(y∗), C12, C13 independent of s and τ and inde-
pendent constants s0, τ0 independent of s such that for all τ ≥ τ0 and s ≥ s0 we have
C12
∫
Q
(|s|τ 2ϕ|∇χνw|2 + |s|3τ 4ϕ3|χνw|2)dy + Ξβ(χνw)(2.31)
≤ ‖Pβ(y,D, s˜, τ)χνw‖2L2(Q) + C13ǫ(τ0)
∫
Rn
(|s|τϕ(y∗)|∇χνw|2 + |s|3τ 3ϕ3(y∗)|χνw|2)(y˜, 0)dy˜,
where ǫ(τ0)→ +0 as τ0 → +∞ and
Ξβ(w) =
3∑
j=1
Ij(β, w), I1(β, w) =
∫
Rn
(|s˜|β2(y∗)ψyn(y∗)|∂ynw|2 + |s˜|3β2(y∗)ψ3yn(y∗)|w|2)dy˜,
(2.32) I2(β, w) = −1
2
Re
∫
Rn
2|s˜|β(y∗)∂ynw(∇ξ˜pβ(y∗, ∇˜w, 0), ∇˜ψ(y∗))dy˜,
(2.33) I3(β, w) =
∫
Rn
|s˜|β(y∗)ψyn(y∗)(pβ(y∗, ∇˜w, 0)− s˜2pβ(y∗, ∇˜ψ(y∗), 0)|w|2)dy˜.
Proof. It suffices to prove the statement of the lemma separately for Rewν , Imwν . Let
vν = Rewν or vν = Rewν . For simplicity instead of pβ(y, ξ) we use the notation p(y, ξ) =∑n
k,j=0 pkj(y)ξkξj, where pkj = pjk for all k, j ∈ {0, . . . , n}. We set
pj(y, ξ) = ∂yjp(y, ξ), p
(j)(y, ξ) = ∂ξjp(y, ξ), p
(j,m)(y, ξ) = ∂2ξjξmp(y, ξ), p(y, η, ξ) =
n∑
k,j=0
pkj(y)ηiξj.
Observe that since y ∈ B(y∗, δ)∩supp ηℓ then either 12 ≤ 2−ℓeτ
2ψ(y) ≤ 2 or 1
2
≤ 2−ℓ−1eτ2ψ(y) ≤
2 or 1
2
≤ 2−ℓ+1eτ2ψ(y) ≤ 2.
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This is equivalent to
(2.34) (ℓ− 2) ln 2/τ 2 ≤ ψ(y) ≤ (ℓ+ 2) ln 2/τ 2 ∀y ∈ B(y∗, δ) ∩ supp ηℓ.
Hence, for any ǫ there exists τ0(ǫ) such that for all τ ≥ τ0
(2.35) |ϕ(y)− ϕ(y∗)| ≤ ǫϕ(y∗) ∀y ∈ B(y∗, δ) ∩ supp ηℓ.
Indeed, since ψ(y) > C14 > 0 on B(0, 2δ), by (2.34), there exists an independent constant
C15 such that
(2.36) |ℓ|/√τ ≤ C15 if B(y∗, δ) ∩ supp ηℓ 6= {∅}.
Then estimate (2.35) follows from the inequality
(2.37) |ϕ(y)− ϕ(y∗)| = eτψ(y∗)|1− eτ(ψ(y∗)−ψ(y))| ≤ ϕ(y∗)|1− e (2|ℓ|+4) ln 2τ | ≤ ϕ(y∗)|1− e
C16√
τ |.
In order to get the last two inequalities in (2.37) we used (2.36) and (2.34).
We introduce the operators
(2.38)
L1(y,D, s˜, τ)vν = −
n∑
k=0
sϕykp
(k)(y,∇vν), L2(y,D, s˜, τ)vν = P (y,D)vν+ s2p(y,∇ϕ,∇ϕ)vν.
Denote fs = P (y,D, s˜, τ)vν − svνP (y,D)ϕ. Then we have
‖fs‖2L2(Q) = ‖L1(y,D, s˜, τ)vν‖2L2(Q)
+‖L2(y,D, s˜, τ)wν‖2L2(Q) + 2Re (L1(y,D, s˜, τ)vν , L2(y,D, s˜, τ)vν)L2(Q).(2.39)
The following equality is proved in Imanuvilov [15]:
Re (L1(y,D, s˜, τ)vν , L2(y,D, s˜, τ)vν)L2(Q)
= −Re
∫
∂Q
p(y, ~en,∇vν)L1(y,D, s˜, τ)vνdΣ− s
∫
∂Q
p(y, ~en,∇ϕ)p(y,∇vν,∇vν)dΣ
+s3
∫
∂Q
p(y,∇ϕ,∇ϕ)p(y, ~en,∇ϕ)|vν |2dΣ+ s
∫
Q
G(y, s˜, τ, vν)dy +(2.40)∫
Q
s
2
(
n∑
k,m=0
p
(k)
k (y,∇vν)∂ymϕp(m)(y,∇vν)− θ(y)(p(y,∇vν,∇vν)− s2p(y,∇ϕ,∇ϕ)|vν|2))dy,
where
G(y, s˜, τ, w) = {p, {p, ϕ}}(y,∇w)+s2
n∑
k,j=0
pj(y,∇ϕ)w2+s2
n∑
k,j=0
∂2ykyjϕp
(k)(y,∇ϕ)p(j)(y,∇ϕ)w2
and
θ(y) =
n∑
k,m=0
(∂2ykyjϕp
(k,m)(y,∇ϕ) + ∂ykϕp(k,m)m (y,∇vν)).
Observe that the function θ(y) is independent of vν and
(2.41) sup
y∈supp ηℓ
|θ(y)| ≤ C16τ 2ϕ(y∗).
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Without loss of generality we may assume that ∂ynψ(y
∗) 6= 0. We introduce the form
G(s˜, τ,∇vν) in the following way: In the function G(y∗, s˜, τ,∇vν) we replace ∂ynvν
by − 1∑n
j=0 pjn(y
∗)∂yjϕ(y
∗)
∑n−1
j,k=0 ∂yjϕ(y
∗)pjk(y∗)∂ykvν . Since pkj(y
∗) = 0 for k 6= j
(2.42)
n∑
j=0
pjn(y)∂yjϕ(y) 6= 0 ∀y ∈ B(y∗, δ) ∩ supp ηℓ.
By (2.35) we have the inequality
(2.43)
∣∣∣∣∫Q G(y, s˜, τ,∇vν)−G(s˜, τ,∇vν)dy
∣∣∣∣ ≤ C17s2 ‖L1(y,D, s˜, τ)vν‖2L2(Q)+ ǫ(τ0)‖vν‖2H1,s˜(Q),
where ǫ(τ0)→ +0 as τ0 → +∞.
Let
(2.44) ξ =
(
ξ˜,− 1∑n
j=0 pjn(y
∗)∂yjϕ(y∗)
n−1∑
j,k=0
∂yjϕ(y
∗)pjk(y∗)ξk
)
.
We set
q(ξ˜, s) =
n∑
k,j=0
∂2ykyjϕ(y
∗)p(k)(y∗, ξ + is∇ϕ(y∗))p(j)(y∗, ξ + is∇ϕ(y∗))
+
1
s
Im
n∑
k=0
pk(y
∗, ξ + is∇ϕ(y∗))p(k)(y∗, ξ + is∇ϕ(y∗)).
Observe that
(2.45)
∫
R
n+1
+
q(ξ˜, s)|Fy˜→ξ˜vν |2dξ˜dyn =
∫
Q
G(s˜, τ,∇vν)dy.
Denote w˜(ξ˜, yn) = (2π)
−n
2
∫
Rn
sign(Re p(y∗, ξ+ is∇ϕ(y∗))Fy˜→ξ˜vνei<ξ˜,y˜>dξ˜, where Fy˜→ξ˜ is the
Fourier transform given by
Fy˜→ξ˜u =
1
(2π)
n
2
∫
Rn
e−i
∑n−1
j=0 yjξju(y0, . . . , yn−1)dy˜.
Taking the scalar product of the function L2(y,D, s˜, τ)vν and w˜ in L
2(Q) we have∫
Q
(−p(y,∇vν ,∇w˜) + s2p(y,∇ϕ,∇ϕ)vνw˜dy = −
∫
Rn
∂~νpvν(y˜, 0)w˜(y˜, 0)dy˜
−
n∑
k,j=0
∫
Q
∂ykpkj∂yjvνw˜dy + (L2(y,D, s˜, τ)vν , w˜)L2(Q),(2.46)
where ∂~νpw = −
∑n
j=0 pnj∂yjw.
By (2.35) for any ǫ ∈ (0, 1) there exists τ0(ǫ) such that for all τ ≥ τ0 and all s ≥ 1∫
Q
s˜τs2|p(y∗,∇ϕ(y∗),∇ϕ(y∗))− p(y,∇ϕ,∇ϕ)||vν|2dy
+
∫
Q
s˜τ |p(y,∇vν ,∇w˜)− p(y∗,∇vν ,∇w˜)|dy ≤ ǫs˜τ‖vν‖2H1,s˜(Q).
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The inequalities (2.46) and (2.47) imply that for any positive ǫ ∈ (0, 1) there exists a constant
C18(ǫ) such that
s˜τ
∣∣∣∣∫Q(−p(y∗,∇vν ,∇w˜) + s2p(y∗,∇ϕ(y∗),∇ϕ(y∗))vνw˜dy
∣∣∣∣(2.48)
≤ C19
∣∣∣∣s˜τ ∫
Rn
∂~νpvν(y˜, 0)w˜(y˜, 0)dy˜
∣∣∣∣+ ǫ‖L2(y,D, s˜, τ)vν‖2L2(Q) + (ǫs˜τ + C18τ 2)‖vν‖2H1,s˜(Q).
We set ∇̂w˜ = (∂y0w˜, . . . , ∂yn−1w˜, −1∑n
j=0 pjn(y
∗)∂yjϕ(y
∗)
∑n−1
j,k=0 ∂yjϕ(y
∗)pjk(y∗)∂ykw˜). Hence, if ξ
is given by (2.44), then we have ∫
Rn+
s˜τ |p(y∗, ξ + is∇ϕ(y∗))|2|Fy˜→ξ˜vν |2dξ˜dyn(2.49)
=
∣∣∣∣s˜τ ∫Q(−p(y∗, ∇̂vν , ∇̂w˜) + s2p(y∗,∇ϕ(y∗),∇ϕ(y∗))vνw˜dy
∣∣∣∣
≤ C20s˜τ
∫
Rn
∣∣∣∂~νpvν(y˜, 0)w˜(y˜, 0)∣∣∣ dy˜ + ǫ‖L2(y,D, s˜, τ)vν‖2L2(Q) + (ǫs˜τ + C21τ 2)‖vν‖2H1,s˜(Q).
Observe that pseudoconvexity Condition 1.1 implies that there exists a positive constant
C22 such that
(2.50) q(ξ˜, s) + τ 2ϕ(y∗)|p(y∗, ξ˜ + is∇ϕ(y∗))| ≥ C22τ 2ϕ(y∗)|(ξ˜, s˜)|2 ∀(ξ˜, s˜) ∈ Sn.
Therefore, from (2.50) and (2.49), for some positive constant C23 for all τ ≥ τ0 and all s ≥ 1
we have the inequality
C23s˜τ
∫
Q
(|∇˜vν |2 + s˜2|vν |2)dy ≤ C24(s˜τ
∫
Rn
|∂~νpvν(y˜, 0)w˜(y˜, 0)|dy˜
+ǫ‖L2(y,D, s˜, τ)vν‖2L2(Q)) +
∫
Q
sG(s˜, τ,∇vν)dy + (ǫs˜τ + C25τ 2)‖vν‖2H1,s˜(Q).(2.51)
We take ǫ ∈ (0,min{C23
4
, 1
8C24
}). Thanks to (2.40), (2.43), (2.51) for some positive constant
C26 for all τ ≥ τ0 and all s ≥ 1 we have the inequality
C26s˜τ
∫
Q
(|∇˜vν |2 + s˜2|vν |2)dy ≤ C27s˜τ
∫
Rn
|∂~νpvν(y˜, 0)w˜(y˜, 0)|dy˜ +
1
8
‖L2(y,D, s˜, τ)wν‖2L2(Q)
+2(L1(y,D, s˜, τ)vν , L2(y,D, s˜, τ)vν)L2(Q) + Re
∫
∂Q
p(y, ~en,∇vν)L1(y,D, s˜, τ)vνdΣ
−s
∫
∂Q
p(y, ~en,∇ϕ)p(y,∇vν,∇vν)dΣ+ s3
∫
∂Q
p(y,∇ϕ,∇ϕ)p(y, ~en,∇ϕ)|vν |2dΣ
−
∫
Q
s
2
(
n∑
k,m=0
p
(k)
k (y,∇vν)p(m)(y,∇vν)− θ(y)(p(y,∇vν)− s2p(y,∇ϕ)|vν|2))dy.(2.52)
Thanks to (2.42) and (2.38), the following identity holds true
∂ynvν =
L1(y,D, s˜, τ)vν/s−
∑n
k=0
∑n−1
j=0 pk,j∂ykϕ∂yjvν∑n
k=0 pj,n∂ykϕ
.
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Therefore there exists a constant C28 independent of s˜, τ such that
(2.53) s˜τ
∫
Q
|∂ynvν |2dy ≤ C28(
∫
Q
s˜τ(|∇˜vν |2 + s˜2|vν |2)dy + ‖L1(y,D, s˜, τ)vν‖2L2(Q)).
Using (2.39), from (2.53) and (2.52) for any τ ≥ τ0 and s > 1 we obtain the estimate
C29s˜τ
∫
Q
(|∇vν |2 + s˜2|vν |2)dy ≤ C30s˜τ
∣∣∣∣∫
Rn
∂~νpvν(y˜, 0)w˜(y˜, 0)dy˜
∣∣∣∣
+
∫
∂Q
p(y, ~en,∇vν)L1(y,D, s˜, τ)vνdΣ(2.54)
−s
∫
∂Q
p(y, ~en,∇ϕ)p(y,∇vν,∇vν)dΣ+ s3
∫
∂Q
p(y,∇ϕ,∇ϕ)p(y, ~en,∇ϕ)|vν |2dΣ
−
∫
Q
s
2
(
n∑
k,m=0
p
(k)
k (y,∇vν)∂ymϕp(m)(y,∇vν)− θ(y)(p(y,∇vν,∇vν)− s2p(y,∇ϕ,∇ϕ)|vν|2)
)
dy
+‖fs‖2L2(Q) −
1
2
‖L1(y,D, s˜, τ)vν‖2L2(Q) −
1
2
‖L2(y,D, s˜, τ)vν‖2L2(Q).
Now we estimate some integrals on the right hand side of (2.54): There exist a constant C31
such that
(2.55)
|
∫
Q
s
2
n∑
k,m=0
p
(k)
k (y,∇vν)ϕymp(m)(y,∇vν)dy| ≤ C31
∫
Q
|∇vν |2dy + 1
8
‖L1(y,D, s˜, τ)vν‖2L2(Q).
Integrating by parts we have∫
Q
θ(y)(p(y,∇vν,∇vν)− s2p(y,∇ϕ,∇ϕ)|vν|2)dy = −
∫
Q
θ(y)L2(y,D, s˜, τ)vνvνdy
+
∫
Rn
θ∂~νpvν(y˜, 0)vν(y˜, 0)dy˜ +
n∑
j,k=0
∫
Q
(θp
(j)
k (y,∇vν)vν + p(j)(y,∇vν)∂ykθvν)dy.
Therefore (2.41) yields
s
∣∣∣∣∫Q θ(p(y,∇vν,∇vν)− s2p(y,∇ϕ)|vν|2)dy
∣∣∣∣ ≤ 18‖L2(y,D, s˜, τ)vν‖2L2(Q)
+C32τ
3‖vν‖2H1,s˜(Q) + C33‖(∂ynvν(·, 0), vν(·, 0))‖2L2(Rn)×H1,s˜(Rn).(2.56)
Using (2.56) and (2.55), from (2.54) for any τ ≥ τ0 and s > 1 we obtain the estimate
C34s˜τ
∫
Q
(|∇vν |2 + s˜2|vν |2)dy ≤ C35‖(∂ynvν(·, 0), vν(·, 0))‖2L2(Rn)×H1,s˜(Rn)
+
∫
∂Q
p(y, ~en,∇vν)L1(y,D, s˜, τ)vνdΣ(2.57)
−s
∫
∂Q
p(y, ~en,∇ϕ)p(y,∇vν,∇vν)dΣ+ s3
∫
∂Q
p(y,∇ϕ,∇ϕ)p(y, ~en,∇ϕ)|vν|2dΣ
+‖P (y,D, s˜, τ)vν‖2L2(Q) −
3
4
‖L1(y,D, s˜, τ)vν‖2L2(Q) −
1
2
‖L2(y,D, s˜, τ)vν‖2L2(Q).
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Next we estimate the difference between the boundary integrals and
∑3
j=1 Ij(β, vν). Using
(2.35) we have∣∣∣∣− ∫
∂Q
p(y, ~en,∇vν)L1(y,D, s˜, τ)vνdΣ− s
∫
∂Q
p(y, ~en,∇ϕ)p(y,∇vν,∇vν)dΣ
+s3
∫
∂Q
p(y,∇ϕ,∇ϕ)p(y, ~en,∇ϕ)|vν|2dΣ−
3∑
j=1
Ij(β, vν)
∣∣∣∣
≤ C36ǫ(τ0)
∫
Rn
(|s|τϕ(y∗)|∇vν |2 + |s|3τ 3ϕ3(y∗)|vν |2)(y˜, 0)dy˜,(2.58)
where ǫ(τ0)→ +0 as τ0 → +∞. From (2.57) and (2.58), we obtain (2.31). 
In some cases, we can represent the operator Pβ(y,D, s˜, τ) as a product of two first order
pseudodifferential operators.
Proposition 2.3. Let β ∈ {µ, λ + 2µ}, rβ(y∗, ζ∗, τ) 6= 0 and supp χν ⊂ O(δ1). Then we
can factorize the operator Pβ(y,D, s˜, τ) into the product of two first order pseudodifferential
operators:
(2.59) Pβ(y,D, s˜, τ)wν = βG(
1
i
∂yn − Γ−β (y, D˜, s˜, τ))(
1
i
∂yn − Γ+β (y, D˜, s˜, τ))wν + Tβw,
where Tβ : H
1,s˜(Q) → L2(Q) is a continuous operator and there exists a constant C37
independent of s˜ and τ such that
(2.60) ‖Tβwν‖L2(Q) ≤ C37τ 2‖w‖H1,s˜(Q).
Proof. Let
R˜(y, D˜, s˜, τ) =
[
ρ(1
i
∂y0 + i|s˜|ψ0)2
βG
−
∑n−1
j=1 (
1
i
∂yj + i|s˜|ψj)2
G
]
and Γ(y, D˜, s˜, τ) is the operator with symbol Γ−β (y, ξ˜, s˜, τ)Γ
+
β (y, ξ˜, s˜, τ) :
Γ(y, ξ˜, s˜, τ) = (−|s˜|2(µ˜ℓψnκ)2 + α+β i|s˜|ψnκ + α−β i|s˜|ψnκ + α+β α−β )
= κ2(|(ξ˜, s˜)|)
[
ρ(ξ0 + i|s˜|ψ0)2
βG
−
∑n−1
j=1 (ξj + i|s˜|ψj)2
G
]
.
Functions µ˜ℓ and κ are given by (2.25) and (2.28) respectively. We set Υℓ = B(y
∗, 2δ) ∩
supp µ˜ℓ. Then
Γ(y, D˜, s˜, τ)wν = [Γ, ηℓ]χν(D˜, s˜)w + ηℓΓ(y, D˜, s˜, τ)χν(D˜, s˜)w(2.61)
= [Γ, ηℓ]χν(D˜, s˜)w + ηℓR˜(y, D˜, s˜, τ)χν(D˜, s˜)w
= [Γ, ηℓ]χν(D˜, s˜)w + R˜(y, D˜, s˜, τ)wν + [ηℓ, R˜(y, D˜, s˜, τ)]χν(D˜, s˜)w.
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In order to obtain the second equality in (2.61) we used (2.28). The short computations
imply
(2.62) (
1
i
∂yn − Γ−β (y, D˜, s˜, τ))(
1
i
∂yn − Γ+β (y, D˜, s˜, τ))
= −∂2yn −
1
i
[∂yn ,Γ
+
β (y, D˜, s˜, τ)] + Γ
−
β (y, D˜, s˜, τ)Γ
+
β (y, D˜, s˜, τ)
+ iΓ−β (y, D˜, s˜, τ)∂yn + iΓ
+
β (y, D˜, s˜, τ)∂yn .
By Lemma 8.3, we have
Γ−β (y, D˜, s˜, τ)Γ
+
β (y, D˜, s˜, τ) = Γ(y, D˜, s˜, τ) +R0,
where
‖R0‖L(H1,s˜0 (Υℓ),L2(Υℓ)) ≤ C38πC1(Υℓ)(Γ
+
β )πC1(Υℓ)(Γ
−
β ) ≤ C39τ 4.
The commutator [∂yn ,Γ
+
β (y, D˜, s˜, τ)] is the pseudodifferential operator with the symbol
∂ynΓ
+
β (y, ξ˜, s˜, τ). By Lemma 8.1 we have
‖[∂yn ,Γ+β (y, D˜, s˜, τ)]‖L(H1,s˜0 (Υℓ),L2(Υℓ)) ≤ C40πC1(Υℓ)([∂yn ,Γ
+
β (y, D˜, s˜, τ)]) ≤ C41τ 4.
Denote
R(y, D˜, s˜, τ) =
(
2|s˜|ψn +
∑n−1
j=1 ∂yj ℓ˜(y1, . . . , yn−1)(∂yj − |s˜|ψj)
G
)
.
By (2.23)-(2.26), (2.28) and the fact that µ˜ℓηℓ = ηℓ the following is true:
(iΓ−β (y, D˜, s˜, τ)∂yn + iΓ
+
β (y, D˜, s˜, τ)∂yn)wν = µ˜ℓR(y, D˜, s˜, τ)∂ynκ
2(D˜, s˜)wν(2.63)
= µ˜ℓ[R(y, D˜, s˜, τ)∂ynκ
2, ηℓ]χν(D˜, s˜)w + µ˜ℓηℓR(y, D˜, s˜, τ)∂ynχν(D˜, s˜)w
= µ˜ℓ[R(y, D˜, s˜, τ)∂ynκ
2, ηℓ]χν(D˜, s˜)w + [ηℓ, R(y, D˜, s˜, τ)∂yn ]χν(D˜, s˜)w +R(y, D˜, s˜, τ)∂ynwν .
Since −∂2ynwν +R(y, D˜, s˜, τ)∂ynwν + R˜(y, D˜, s˜, τ)∂ynwν = 1βGPβ(y,D, s˜, τ)wν , setting
Tβ = −R0 + [∂yn ,Γ+β (y, D˜, s˜, τ)]χν(y, D˜, s˜)− [Γ, ηℓ]χν(D˜, s˜) + [ηℓ, R˜(y, D˜, s˜, τ)]χν(D˜, s˜)
−µ˜ℓ[R(y, D˜, s˜, τ)∂ynκ2, ηℓ]χν(D˜, s˜)− [ηℓ, R(y, D˜, s˜, τ)∂yn ]χν(D˜, s˜)
and using (2.61) - (2.63), we obtain (2.59). Now we prove (2.60). Lemma 8.4 yields
‖[Γ, ηℓ]‖L(H1,s˜0 (Υℓ),L2(Υℓ)) ≤ C42(πC0(Υℓ)(Γ)πC0(Υℓ)(ηℓ) + πC0(Υℓ)(Γ)πC1(Υℓ)(ηℓ)
+πC1(Υℓ)(Γ)πC0(Υℓ)(ηℓ)) ≤ C43τ 2.(2.64)
For differential operators R and R˜, we obtain the estimates
(2.65) ‖[µℓ, R˜(y, D˜, s˜, τ)]‖L(H1,s˜0 (Υℓ),L2(Υℓ)) ≤ C44τ
2,
and
‖µℓ[R(y, D˜, s˜, τ)∂ynκ2, ηℓ]‖L(H1,s˜0 (Υℓ),L2(Υℓ))
≤ ‖[R(y, D˜, s˜, τ)∂ynκ2, ηℓ]‖L(H1,s˜0 (Υℓ),L2(Υℓ)) ≤ C45τ
2,(2.66)
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and
(2.67) ‖[ηℓ, R(y, D˜, s˜, τ)∂yn ]‖L(H1,s˜0 (Υℓ),L2(Υℓ)) ≤ C46‖ηℓ‖C2(Υℓ) ≤ C45τ
2.
Form (2.64)-(2.67) we obtain (2.60). The proof of the proposition is complete. 
Now we apply the Lemma 8.5 to estimate (1− ηℓ)χν(D˜, s˜)w. Set O1 = supp κℓ ∩B(y∗, δ),
O = B(0, 2R) there radius R is sufficiently large, O2 = supp(1−ηℓ)∩B(0, R). By (2.18) and
definition of the function w suppw ⊂ O1. Since ηℓ = 1 on supp κℓ we have O1 ∩ O2 = ∅.
Then for some positive constant C55 dist(O1,O2) ≥ C46τ2 . By (8.15)
(2.68) |s˜|‖(1− ηℓ)χν(D˜, s˜)w‖H1,s˜(B(0,R)) ≤ C47τ 4n+6‖w‖L2(Rn).
By arguments, same as in proposition 8.5 we obtain
(2.69) |s˜|‖(1− ηℓ)χν(D˜, s˜)w‖H1,s˜(Rn\B(0,R)) ≤ C48‖w‖L2(Rn).
Hence the inequalities (2.68) and (2.69) imply
(2.70) |s˜|‖(1− ηℓ)χν(D˜, s˜)w‖H1,s˜(Rn) ≤ C49τ 4n+6‖w‖L2(Rn).
Denote
V ±µ (k, j) = (
1
i
∂yn − Γ±µ (y, D˜, s˜, τ))wk,j,ν, V ±λ+2µ = (
1
i
∂yn − Γ±λ+2µ(y, D˜, s˜, τ))w2,ν .
Let us consider the equation
(2.71) (
1
i
∂yn − Γ−β (y, D˜, s˜, τ))V = q, V |yn=γ = 0.
For solutions of this problem, we can prove an a priori estimate.
Proposition 2.4. Let β ∈ {µ, λ + 2µ}, rβ(y∗, ζ∗, τ) 6= 0 and V = V +µ (k, j) if β = µ and
V = V +λ+2µ if β = λ+ 2µ. There exists a constant C50 > 0 such that
(2.72)
√
|s˜|‖V (·, 0)‖L2(Rn) ≤ C50(τ 4n+6‖w‖H1,s˜(Q) + ‖q‖L2(Q)).
Proof .We taking the scalar product of the equation (2.71) and the function −iV¯ in L2(Q)
and integrating by parts we obtain
(2.73)
1
2
‖V (·, 0)‖2L2(Rn) + i
∫ γ
0
(Γ−β (y, D˜, s˜, τ)V, V¯ )L2(Rn)dyn = −i
∫ γ
0
(q, V¯ )L2(Rn)dyn.
If s˜∗ 6= 0 or Im√rβ(y∗, ζ∗, τ) 6= 0. Then for some positive constant C51
(2.74) − Im |s|Γ−β (y, ξ˜, s˜, τ) ≥ Ĉ51|(ξ˜, s˜)|2 ∀(y, ξ˜, s˜) ∈ Υℓ ×O(y∗, δ1(y∗)).
By (2.70) and G˚arding’s inequality (8.18) there exists a positive constant C52 such that
−
∫ γ
0
|s˜|Im (Γ−β (y, D˜, s˜, τ)V, V¯ )L2(Rn)dyn ≥ C52
∫ γ
0
‖V ‖2H1,s˜(Rn)dyn − C53τ 4n+6‖V ‖2L2(Q).
This inequality, (2.73) and Proposition 2.3 imply (2.72). Now let s˜∗ = Im
√
rβ(y∗, ζ∗, τ) =
0. Denote |s˜|b(y, ζ, τ) = Im rβ(y, ζ, τ), a(y, ζ, τ) = Re rβ(y, ζ, τ), ζ = (ξ0, . . . , ξn−1, s˜). If
Im
√
rβ(y∗, ζ∗, τ) = 0, then we have a(y∗, ζ∗, τ) > 0. In that case, since near (y∗, ζ∗), we
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have rβ(y, ζ, τ) = a(y, ζ, τ)
(
1 + i|s˜|b(y,ζ,τ)
a(y,ζ,τ)
)
and
∣∣∣ |s˜|b(y,ζ,τ)a(y,ζ,τ) ∣∣∣ < 1 on Υℓ × O(y∗, δ(y∗)) we may
define the function
√
rβ(y, ζ, τ) by the infinite series for the function (1 + t)
1
2 =
∑∞
n=0 cnt
n,
cn =
1
2
( 1
2
−1)( 1
2
−2)...( 1
2
−(n−1))
n!
which holds true for |t| < 1. On Υℓ ×O(y∗, δ(y∗)) we set
(2.75)
√
rβ(y, ζ, τ) =
√
a
∞∑
n=0
cn
(
i|s˜|b
a
)n
=
√
a +
i
2
s˜
(
b√
a
)
+
√
a
∞∑
n=2
cn
(
i|s|b
a
)n
.
Since ∂ynϕ(y
∗) < 0 the exists a constant C54 such that
Re
{
i
∫ γ
0
(Γ−β (y, D˜, s˜, τ)V, V¯ )L2(Rn)dyn
}
≥ Re
{
i
∫ γ
0
(α−β (y, D˜, s˜, τ)V, V¯ )L2(Rn)dyn
}
+C54|s˜|‖V ‖2L2(Q).(2.76)
Let A be the pseudodifferential operator with the symbol a(y, ζ, τ) and A
1
2 the pseusod-
ifferential operator with the symbol a
1
2 (y, ζ, τ). By Lemma 8.3 A = A
1
2A
1
2 + R0 where
‖R0‖L(L2(Q),L2(Q)) ≤ τ 2C55. By Lemma 8.2 (A 12 )∗ = A 12+R1 where ‖R1‖L(L2(Q),L2(Q)) ≤ τ 2C56.
Hence
Re
{
i
∫ γ
0
(A(y, D˜, s˜, τ)V, V¯ )L2(Rn)dyn
}
= Re
{
i
∫ γ
0
(A
1
2 (y, D˜, s˜, τ)V,A
1
2 (y, D˜, s˜, τ)V¯ )L2(Rn)dyn
}
+Re
{
i
∫ γ
0
(A
1
2 (y, D˜, s˜, τ)V, (2R0 +R1)V¯ )L2(Rn)dyn
}
(2.77)
= Re
{
i
∫ γ
0
(A
1
2 (y, D˜, s˜, τ)V, (2R0 +R1)V¯ )L2(Rn)dyn
}
≥ −τ 2C57‖V ‖2L2(Q).
Let B be the pseudodifferential operator with the symbol i|s˜|b√
a
+
√
a
∑∞
n=2 cn
(
i|s|b
a
)n
. By
G˚arding’s inequality (8.18) for any positive ǫ there exists a constant C58(ǫ) such that
(2.78) Re
{
|s˜|i
∫ γ
0
(B(y, D˜, s˜, τ)V, V¯ )L2(Rn)dyn
}
≥ −ǫ|s˜|2‖V ‖2L2(Q) − C58τ 4n+6‖V ‖2L2(Q).
Let C(x,D, s˜, τ) be the pseudodifferential operator with the symbol µ˜ℓ
−κ(|(ξ˜,s˜)|)∑n−1j=1 (ξj+i|s˜|ψj)∂yj ℓ˜
|G| .
By (2.19) and G˚arding’s inequality (8.18) for any positive ǫ taking the raius of the ball δ
sufficiently small one can find a constant C59(ǫ, δ) such that
(2.79) Re
{
|s˜|i
∫ γ
0
(C(y, D˜, s˜, τ)V, V¯ )L2(Rn)dyn
}
≥ −ǫ|s˜|2‖V ‖2L2(Q) − C59τ 4n+6‖V ‖2L2(Q).
Inequalities (2.77), (2.76), (2.78) and (2.79) imply (2.72). 
We will separately consider the two cases rµ(y
∗, ζ∗, τ) = 0 in Section 3 and rλ+2µ(y∗, ζ∗, τ) =
0 in Section 4.
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3. Case rµ(y
∗, ζ∗, τ) = 0.
In this section, we mainly treat the case when suppχν ⊂ O(y∗, δ1(y∗)), and (y∗, ζ∗) be a
point on Rn+1×Sn such that rµ(y∗, ζ∗, τ) = 0. By (2.24)-(2.27) there exists C1 > 0 such that
|pµ(y∗, ξ˜, 0)− s˜2pµ(y∗, ∇˜ψ(y∗), 0)|+ |s˜(∇ξ˜pµ(y∗, ξ˜, 0), ∇˜ψ(y∗))|
≤ δ1C1|(ξ˜, s˜)|2, ∀ζ ∈ O(ζ∗, δ1(y∗)).(3.1)
Hence, by (3.1) and (2.70) for some independent constants C2, C3
|J3(µ, wk,j,ν)| ≤ C2δ1|s˜|‖(∂ynwν(·, 0),wν(·, 0))‖2L2(Rn)×H1,s˜(Rn)
+C3τ
4n+6‖(∂ynw(·, 0),w(·, 0))‖2L2(Rn)×H1,s˜(Rn).(3.2)
We recall that by (2.31) there exist C4 > 0 and C5 > 0 such that
C4(|s˜|τ‖wk,j,ν‖2H1(Q) + |s˜|3τ‖wk,j,ν‖2L2(Q)) + Ξµ(wk,j,ν) ≤ C5‖Pµ(y,D, s˜, τ)wk,j,ν‖2L2(Q)
+ǫ(δ)|s˜|‖(∂ynwν(·, 0),wν(·, 0))‖2L2(Rn)×H1,s˜(Rn),(3.3)
where ǫ(δ)→ 0 as δ → +0. If 1 ≤ k < j < n, then we have
Ξµ(wk,j,ν) ≥
∫
Rn
(|s˜|µ2(y∗)ψyn(y∗) |∂ynwk,j,ν|2 + |s˜|3µ2(y∗)ψ3yn(y∗)|wk,j,ν|2) (y˜, 0)dy˜
−(ǫ(δ)|s˜|+ C6)‖(∂ynwν(·, 0),wν(·, 0))‖2L2(Rn)×H1,s˜(Rn).(3.4)
Indeed, making the change of variables in the function vkj(x) and using the fact that all
components of the function g starting from n+ 1 are zeros we have
v˜k,j(y) = vk,j ◦ F−1(y) = (νkrj − νjrk) ◦ F−1(y).
Then
wk,j(y) = vkj ◦ F−1(y) = ((νkrj − νjrk)e|s|ϕ) ◦ F−1(y).
So
‖wk,j‖H1,s˜(Rn) ≤ C7
n−1∑
j=1
‖νj‖C0(B(y∗ ,δ))(‖∇′w1‖L2(Rn) + s‖ϕw1‖L2(Rn))
+C8
n−1∑
j=1
‖νj‖C1(B(y∗ ,δ))‖w1‖L2(Rn).
Since ν(0) = −~en this inequality and Lemma 8.1 implies (3.4).
Case A. Assume that s˜∗ 6= 0. The parameter δ1 > 0 will be fixed later.
Inequality (3.1) yields
|J2(µ, wj,n,ν)| ≤ C9δ1µ(y
∗)|s˜|
|s˜∗| ‖(∂ynwν(·, 0),wν(·, 0))‖
2
L2(Rn)×H1,s˜(Rn)
+C10τ
4n+6‖(∂ynw(·, 0),w(·, 0))‖2L2(Rn)×H1,s˜(Rn).(3.5)
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Applying the Cauchy-Bunyakovskii inequality and using (3.5) and (3.2), we see that there
exists some positive constants C11, C12 such that
Ξµ(wj,n,ν) ≥
∫
Rn
(|s˜|µ2(y∗)ψyn(y∗)|∂ynwj,n,ν|2 + |s˜|3µ(y∗)ψyn(y∗)|wj,n,ν|2) (y˜, 0)dy˜
−C11δ1µ(y
∗)
|s˜∗| |s˜|‖(∂ynwν(·, 0),wν(·, 0))‖
2
L2(Rn)×H1,s˜(Rn)(3.6)
−C12τ 4n+6‖(∂ynw(·, 0),w(·, 0))‖2L2(Rn)×H1,s˜(Rn).
If in addition rλ+2µ(y
∗, ζ∗, τ) = 0, then
ξ∗0 = ψy0(y
∗) = 0 and s˜∗ 6= 0.
Hence, similarly to (3.6), we obtain
(3.7) Ξλ+2µ(w2,ν) ≥ C13
∫
Rn
(|s˜||∇w2,ν|2 + |s˜|3|w2,ν|2)(y˜, 0)dy˜
−ǫ(δ)|s˜|‖(∂ynwν(·, 0),wν(·, 0))‖2L2(Rn)×H1,s˜(Rn)−C14τ 4n+6‖(∂ynw(·, 0),w(·, 0))‖2L2(Rn)×H1,s˜(Rn).
Combining estimates (3.6) and (3.7), we have
|s˜|‖(∂ynwν(·, 0),wν(·, 0))‖2L2(Rn)×H1,s˜(Rn) + |s˜|τ‖wν‖2H1,s˜(Q) ≤ C15(τ 4n+6‖w‖2H1,s˜(Q)
+|s˜|‖ge|s|ϕ‖2L2(Rn) + ‖Pµ(y,D, s˜, τ)w1,ν‖2L2(Q) + ‖Pλ+2µ(y,D, s˜, τ)w2,ν‖2L2(Q)
+τ 4n+6‖(∂ynw(·, 0),w(·, 0))‖2L2(Rn)×H1,s˜(Rn)).(3.8)
If rλ+2µ(y
∗, ζ∗, τ) 6= 0, then by Proposition 2.4 there exists a constant C16 independent of
s and τ such that
(3.9)
√
1 + |s˜|‖(1
i
∂ynw2,ν − Γ+λ+2µ(y, D˜, s˜, τ))w2,ν |yn=0‖L2(Rn)
≤ C16(‖Pλ+2µ(y,D, s˜, τ)w2,ν‖L2(Q) + τ 2n+3‖w2,ν‖H1,s˜(Q)).
On the other hand, on Rn from the boundary condition (2.6), bn(y,D)w = gn we have
(3.10)
((λ+ 2µ)(y∗) (∂ynw2,ν − |s˜|ψyn(y∗)w2,ν)− µ(y∗)
n−1∑
j=1
(
∂yjwj,n,ν − |s˜|ψyj(y∗)wj,n,ν
)
)(·, 0) = r,
where the function r satisfies
‖r‖2L2(Rn) ≤ ǫ(δ)‖(∂ynwν(·, 0),wν(·, 0))‖2L2(Rn)×H1,s˜(Rn)
+
C17τ
4n+6
1 + |s˜| ‖(∂ynw(·, 0),w(·, 0))‖
2
L2(Rn)×H1,s˜(Rn) + C18‖ge|s|ϕ‖2L2(Rn)(3.11)
with some constants C17, C18 independent of s˜ and τ .
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From (3.10) and (3.6), it follows that
|s˜| ‖(λ+ 2µ)(y∗) (∂ynw2,ν − |s˜|ψyn(y∗)w2,ν) (·, 0)‖2L2(Rn)(3.12)
≤ C19
n−1∑
j=1
Ξµ(wj,n,ν) + ǫ(δ)|s˜|‖(∂ynwν(·, 0),wν(·, 0))‖2L2(Rn)×H1,s˜(Rn)
+C20τ
4n+6‖(∂ynw(·, 0),w(·, 0))‖2L2(Rn)×H1,s˜(Rn) + C21|s˜|‖ge|s|ϕ‖2L2(Rn).
Then this estimate, the G˚arding inequality (8.18) and (3.9) imply
|s˜|3‖ψyn(y∗)w2,ν(·, 0)‖2L2(Rn) + |s˜|‖ψyn(y∗)∇˜w2,ν(·, 0)‖2L2(Rn)(3.13)
≤ C22
n−1∑
j=1
Ξµ(wj,n,ν) + ǫ(δ)|s˜|‖(∂ynwν(·, 0),wν(·, 0))‖2L2(Rn)×H1,s˜(Rn) + C23|s˜|‖ge|s|ϕ‖2L2(Rn)
+C24τ
4n+6‖(∂ynw(·, 0),w(·, 0))‖2L2(Rn)×H1,s˜(Rn)
+C25(‖Pλ+2µ(y,D, s˜, τ)w2,ν‖2L2(Q) + τ 2‖w2,ν‖2H1,s˜(Q)).
Inequalities (3.6) and (3.12) imply (3.8).
Case B. Let s˜∗ = 0. Then ξ∗0 6= 0 and therefore rλ+2µ(y∗, ζ∗, τ) 6= 0. By Proposition 2.4
there exists a constant C16 independent of s and τ such that estimate (3.9) holds true. Let
δ1 be sufficiently small, so that there exists a constant C26 > 0 such that
(3.14) |ξ0|2 ≤ C26(
n−1∑
j=1
|ξj|2 + s˜2) ∀ζ ∈ O(ζ∗, δ1(y∗)).
Now we need again to estimate Ξµ(j, n). We start from the term J2(µ, wĵ,n,ν). By (3.10)
we have
J2(µ, wĵ,n,ν)
= −1
2
Re
∫
Rn
2|s˜|(λ+ 2µ)(y∗)
(
∂y
ĵ
w2,ν − |s˜|ψy
ĵ
(y∗)w2,ν
)
(∇ξ˜pµ(y∗,∇wĵ,n,ν, 0), ∇˜ψ(y∗))dy˜
−1
2
Re
∫
Rn
2|s˜|(λ+ 2µ)(y∗)(|s˜|ψyn(y∗)wĵ,n,ν + rĵ)(∇ξ˜pµ(y∗,∇wĵ,n,ν, 0), ∇˜ψ(y∗))dy˜
= −1
2
Re
∫
Rn
2|s˜|(λ+ 2µ)(y∗)
(
∂y
ĵ
w2,ν − |s˜|ψy
ĵ
(y∗)w2,ν
)
(∇ξ˜pµ(y∗,∇wĵ,n,ν, 0), ∇˜ψ(y∗))dy˜
−1
2
Re
∫
Rn
2|s|(λ+ 2µ)(y∗)rĵ(∇ξ˜pµ(y∗,∇wĵ,n,ν, 0), ∇˜ψ(y∗))dy˜.(3.15)
Integrating by parts we have
I2(ĵ) = −Re
∫
Rn
|s˜|(λ+ 2µ)(y∗)
(
∂y
ĵ
w2,ν − |s˜|ψy
ĵ
(y∗)w2,ν
)
(∇ξ˜pµ(y∗,∇wĵ,n,ν , 0), ∇˜ψ(y∗))dy˜
= Re
∫
Rn
|s˜|(λ+ 2µ)(y∗)∂y
ĵ
wĵ,n,ν(∇ξ˜pµ(y∗,∇w2,ν , 0), ∇˜ψ(y∗))dy˜(3.16)
+Re
∫
Rn
|s˜|(λ+ 2µ)(y∗)|s˜|ψy
ĵ
(y∗)w2,ν(∇ξ˜pµ(y∗,∇wĵ,n,ν , 0), ∇˜ψ(y∗))dy˜.
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Denote
Mjˆ = Re
∫
Rn
2|s|(λ+2µ)(y∗)|s˜|ψy
ĵ
(y∗)w2,ν(µ(y∗)
n−1∑
j=1
∂yjwĵ,n,νψyj (y
∗)− ∂y0wĵ,n,ν(ρψy0)(y∗))dy˜.
The simple computations imply
|M(jˆ)| ≤ C27
∫
Rn
s˜|pµ(y∗, ξ˜ + is˜∇˜ψ, 0)||ŵ2,νŵĵ,n,ν|dξ˜(3.17)
≤ C28δ1|s˜|‖(∂ynwν(·, 0),wν(·, 0))‖2L2(Rn)×H1,s˜(Rn) + C29τ 2n+6‖(∂ynw(·, 0),w(·, 0))‖2L2(Rn)×H1,s˜(Rn).
Here in order to obtain the last equality, we used (3.1).
From (3.9) and (3.10) on {yn = 0}, for some function r we obtain
(3.18) i(λ+ 2µ)(y∗)α+λ+2µ(y˜, 0, D˜, s˜, τ)w2,ν − µ(y∗)
n−1∑
j=1
(
∂yjwj,n,ν − s˜ψyj (y∗)wj,n,ν
)
= r,
where r satisfies estimate (3.11).
Using this equation, we transform
∑n−1
j=1 I2(j) as
n−1∑
j=1
I2(j)(3.19)
= Re
∫
Rn
2|s˜|(λ+ 2µ)(y∗)i(λ+ 2µ)
µ
(y∗)α+λ+2µ(y˜, 0, D˜, s˜, τ)w2,ν(∇ξ˜pµ(y∗, ∇˜ψ, 0), ∇˜w2,ν)dy˜
−Re
∫
Rn
2|s˜|(λ+ 2µ)
µ
(y∗)r(∇ξ˜pµ(y∗, ∇˜ψ, 0), ∇˜w2,ν)dy˜
+Re
∫
Rn
2|s˜|(λ+ 2µ)(y∗)
n−1∑
j=1
|s˜|ψyj (y∗)wj,n,ν(∇ξ˜pµ(y∗, ∇˜ψ, 0), ∇˜w2,ν)dy˜ +
n−1∑
j=1
Mj.
Since rµ(y
∗, ζ∗, τ) = 0, we have rλ+2µ(y∗, ζ∗, τ) = − (λ+µ)(y∗)µ(y∗)(λ+2µ)(y∗)(ξ∗0 + i|s˜∗|ψy0(y∗))2. This
implies that Re{(∇ξ˜pµ(y∗, ∇˜ψ, 0), ξ∗)α+λ+2µ(y∗, ζ∗, τ)} = 0.
Therefore by (3.19), (3.17), (3.11) and the G˚arding inequality (8.18), we have
n−1∑
j=1
I2(j) ≥ −ǫ(δ)|s˜|‖(∂ynwν(·, 0),wν(·, 0))‖2L2(Rn)×H1,s˜(Rn)(3.20)
−C30τ 4n+6‖(∂ynw(·, 0),w(·, 0))‖2L2(Rn)×H1,s˜(Rn) − C31|s˜|‖ge|s|ϕ‖2L2(Rn).
By (3.20), (3.2), (3.16), (3.11) we obtain
n−1∑
j=1
Ξµ(wj,n,ν) ≥ C32
∫
Rn
(|s˜|
n−1∑
j=1
|∂ynwj,n,ν|2 + |s˜|3|wj,n,ν|2)(y˜, 0)dy˜
−ǫ(δ)|s˜|‖(∂ynwν(·, 0),wν(·, 0))‖2L2(Rn)×H1,s˜(Rn)(3.21)
−C33τ 4n+6‖(∂ynw(·, 0),w(·, 0))‖2L2(Rn)×H1,s˜(Rn) − C34|s˜|‖ge|s|ϕ‖2L2(Rn).
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By (3.10), (3.11) and (3.21), we have
n−1∑
j=1
Ξµ(wj,n,ν) ≥ C35
∫
Rn
(|s˜|
n−1∑
j=0
|∂yjw2,ν |2 + |s˜| |∂ynw2,ν − |s˜|ψynw2,ν |2)(y˜, 0)dy˜
−ǫ(δ)|s˜|‖(∂ynwν(·, 0),wν(·, 0))‖2L2(Rn)×H1,s˜(Rn) − C36|s˜|‖ge|s|ϕ‖2L2(Rn)(3.22)
≥ C37
∫
Rn
(
|s˜|
n∑
j=0
|∂yjw2,ν |2 + |s˜|3|w2,ν|2
)
dy˜ − ǫ(δ)|s˜|‖(∂ynwν(·, 0),wν(·, 0))‖2L2(Rn)×H1,s˜(Rn)
−C38τ 4n+6‖(∂ynw(·, 0),w(·, 0))‖2L2(Rn)×H1,s˜(Rn) + C39|s˜|‖ge|s|ϕ‖2L2(Rn).
Now we estimate the tangential derivatives of wj,n,ν. By (3.18) and (3.22), we see that
there exists a function p such that
n−1∑
j=1
∂yjwj,n,ν(y˜, 0) = p(y˜) in R
n,
|s˜|‖p‖2H1,s˜(Rn) ≤ ǫ(δ)|s˜|‖(∂ynwν(·, 0),wν(·, 0))‖2L2(Rn)×H1,s˜(Rn) + C40
n−1∑
j=1
Ξµ(wj,n,ν)
+C41τ
4n+6‖(∂ynw(·, 0),w(·, 0))‖2L2(Rn)×H1,s˜(Rn) + C42|s˜|‖ge|s|ϕ‖2L2(Rn).(3.23)
Taking the Fourier transform of the first equality in (3.23) we have
(3.24)
n−1∑
j=1
iξjŵj,n,ν(ξ˜, 0) = p̂ ∀ξ˜ ∈ Rn.
By (3.10) for 1 ≤ k, j ≤ n− 1, there exist pkj(ξ˜) such that
ξkŵj,n,ν(ξ˜, 0)− ξjŵk,n,ν(ξ˜, 0) = pkj,(3.25)
|s˜|‖pkj‖2H1,s˜(Rn) ≤ ǫ(δ)|s˜|‖(∂ynwν(·, 0),wν(·, 0))‖2L2(Rn)×H1,s˜(Rn)
+C43τ
4n+6‖(∂ynw(·, 0),w(·, 0))‖2L2(Rn)×H1,s˜(Rn) + C44|s˜|‖ge|s|ϕ‖2L2(Rn).
If ξ∗
ĵ
6= 0 from (3.25), then we have
(3.26) ŵk,n,ν(ξ˜, 0) =
ξk
ξĵ
ŵĵ,n,ν(ξ˜, 0)−
pk,ĵ(ξ˜)
ξĵ
∀ζ ∈ O(ζ∗, δ1(y∗)).
Substituting this equality into (3.24), we obtain
ŵĵ,n,ν(ξ˜, 0)
n−1∑
k=1
ξ2k = ξĵ(pˆ(ξ˜) +
n−1∑
k=1,j 6=ĵ
pk,ĵ(ξ˜)) ∀ζ ∈ O(ζ∗, δ1(y∗)).
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Inequalities (3.24), (3.23) and (3.25) yield
|s˜|
∫
Rn
n−1∑
j=1
|∂yjwĵ,n,ν(y˜, 0)|2dy˜ ≤ ǫ(δ)|s˜|‖(∂ynwν(·, 0),wν(·, 0))‖2L2(Rn)×H1,s˜(Rn) +(3.27)
C45
n−1∑
j=1
Ξµ(wj,n,ν) + C46τ
4n+6‖(∂ynw(·, 0),w(·, 0))‖2L2(Rn)×H1,s˜(Rn) + C47|s˜|‖ge|s|ϕ‖2L2(Rn).
By (3.24), (3.25) and (3.28), we obtain from (3.29)
|s˜|
∫
Rn
n−1∑
j,k=1
∣∣∂yjwk,n,ν(y˜, 0)∣∣2 dy˜ ≤ ǫ(δ)|s˜|‖(∂ynwν(·, 0),wν(·, 0))‖2L2(Rn)×H1,s˜(Rn)(3.28)
+C48(
n−1∑
j=1
Ξµ(wj,n,ν) + τ
4n+6‖(∂ynw(·, 0),w(·, 0))‖2L2(Rn)×H1,s˜(Rn) + |s˜|‖ge|s|ϕ‖2L2(Rn)).
Form this inequality and (3.14), we have
|s˜|
∫
Rn
n−1∑
k=1
|∇′wk,n,ν(y˜, 0)|2dy˜ ≤ ǫ(δ)|s˜|‖(∂ynwν(·, 0),wν(·, 0))‖2L2(Rn)×H1,s˜(Rn) +(3.29)
C49(
n−1∑
j=1
Ξµ(wj,n,ν) + τ
4n+6‖(∂ynw(·, 0),w(·, 0))‖2L2(Rn)×H1,s˜(Rn) + |s˜|‖ge|s|ϕ‖2L2(Rn)).
Inequalities (3.29), (3.21) and (3.22) imply (3.8).
4. Case rλ+2µ(y
∗, ζ∗, τ) = 0.
Let (y∗, ζ∗) be a point on Rn+1 × Sn such that rλ+2µ(y∗, ζ∗, τ) = 0 and suppχν ⊂
O(y∗, δ1(y∗)). We note that if rµ(y∗, ζ∗, τ) = 0 then s˜∗ = 0, ∇˜ψ(y∗) = 0. This case was
treated in the previous section. Therefore we may assume rµ(y
∗, ζ∗, τ) 6= 0. By (2.24)-(2.27)
there exists δ0 > 0 and C1 > 0 such that for all δ1 ∈ (0, δ0) we have
(4.1) |ξ0|2 ≤ C1(
n−1∑
j=1
ξ2j + s˜
2) ∀ζ ∈ O(y∗, δ1(y∗)).
By (2.24)-(2.27) there exists C2 > 0 such that
|pλ+2µ(y∗, ξ˜, 0)− s˜2pλ+2µ(y∗, ∇˜ψ(y∗), 0)|+ |s˜(∇ξ˜pλ+2µ(y∗, ξ˜, 0), ∇˜ψ(y∗))|
≤ δ1C2|(ξ˜, s˜)|2, ∀ζ ∈ O(ζ∗, δ1(y∗)).(4.2)
By (2.31) there exists C3 > 0 independent of s, τ such that
(4.3) Ξλ+2µ(w2,ν) + C3(|s˜|τ‖w2,ν‖2H1(Q) + |s˜|3τ‖w2,ν‖2L2(Q))
≤ C4(‖Pλ+2µ(y,D, s˜, τ)w2,ν‖2L2(Q) + τ 4n+6‖w‖2H1,s˜(Q))
+ ǫ|s˜|‖(∂ynwν(·, 0),wν(·, 0))‖2L2(Rn)×H1,s˜(Rn),
26 O. YU. IMANUVILOV AND M. YAMAMOTO
where ǫ(δ)→ 0 as δ → +0.
We consider several cases.
Case A. Let s˜∗ = 0. Since s˜∗ = 0, by decreasing the parameter δ1 we can assume that for
some constant C5 > 0
(4.4) |ξ0|2 + s˜2 ≤ C5
n−1∑
j=1
ξ2j ∀ζ ∈ O(y∗, δ1(y∗)).
By (4.2)
(4.5) pµ(y, ξ˜, 0)− |s˜|2pµ(y, ∇˜ψ, 0) ≥ −ǫ(δ, δ1)|(ξ˜, s˜)|2 (y, ζ) ∈ Υℓ ×O(y∗, δ1(y∗)).
If limζ→ζ∗ Im rµ(y∗, ζ, τ)/|s˜| 6= 0, then we set Iµ = sign limζ→ζ∗ Im rµ(y∗, ζ, τ)/|s˜|. Note that
Re rµ(y
∗, ζ∗, τ) > 0 by s˜∗ = 0. For all (y, ζ) ∈ Υℓ ×O(y∗, δ1(y∗)) we have
(4.6) Γ+µ (y
∗, ζ∗, τ) = Iµ
√
Re rµ(y∗, ζ∗, τ) if lim
ζ→ζ∗
Im rµ(y
∗, ζ, τ)/|s˜| 6= 0
and
(4.7) Γ+µ (y
∗, ζ∗, τ) = 0 if lim
ζ→ζ∗
Im rµ(y
∗, ζ, τ)/|s˜| = 0.
By (4.6) and (4.7), there exists ǫ(δ, δ1) > 0 such that
(4.8) − (∇ξ˜pµ(y∗, ξ˜, 0), ∇˜ψ(y∗))Γ+µ (y, ζ, τ) ≥ ǫ(δ, δ1)|ζ |2 ∀(y˜, ζ) ∈ Υℓ ×O(y∗, δ1(y∗)).
Since rµ(y
∗, ζ∗, τ) 6= 0 by Proposition 2.4, we have
(4.9)
‖
√
|s˜|(1
i
∂yn−Γ+µ (y, D˜, s˜, τ))wk,j,ν|yn=0‖L2(Rn) ≤ C6(‖Pµ(y,D, s˜, τ)wk,j,ν‖L2(Q)+τ 2n+3‖w‖H1,s˜(Q)).
Let us consider formula (3.3) from the previous section. By (4.8), Lemmata 8.3 and 8.6, we
have
J2(µ, wk,n,ν) = −Re
∫
Rn
2|s˜|µ(y∗)∂ynwk,n,ν(∇ξ˜pµ(y∗, ∇˜wk,n,ν, 0), ∇˜ψ(y∗))dy˜
= −Re
∫
Rn
2|s˜|µ(y∗)iΓ+µ (y˜, 0, D˜, s˜, τ)wk,n,ν(∇ξ˜pµ(y∗, ∇˜wk,n,ν, 0), ∇˜ψ(y∗))dy˜
+Re
∫
Rn
|s˜|µ(y∗)iV +µ (k, n)(·, 0)(∇ξ˜pµ(y∗, ∇˜wk,n,ν, 0), ∇˜ψ(y∗))dy˜
≥ −C7(ǫ(δ, δ1)|s˜|+ τ 4n+6)‖(∂ynwk,n,ν(·, 0), wk,n,ν(·, 0))‖2L2(Rn)×H1,s˜(Rn)
+Re
∫
Rn
2|s˜|µ(y∗)iV +µ (k, n)(·, 0)(∇ξ˜pµ(y∗, ∇˜wk,n,ν, 0), ∇˜ψ(y∗))dy˜.(4.10)
Therefore from (4.10) and (4.9), we obtain
J2(µ, wk,n,ν) ≥ −C8(ǫ(δ, δ1)|s˜|+ τ 4n+6)‖(∂ynwk,n,ν(·, 0), wk,n,ν(·, 0))‖2L2(Rn)×H1,s˜(Rn)
−C9(δ, δ1)(‖Pµ(y,D, s˜, τ)wk,n,ν‖2L2(Q) + ‖w‖2H1,s˜(Q)).(4.11)
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Inequalities (4.11) and (4.5) imply
Ξµ(wk,n,ν) ≥
∫
Rn
(|s˜||∂ynwk,n,ν|2 + |s˜|3|wk,n,ν|2) (y˜, 0)dy˜
−C10ǫ(δ, δ1)|s|‖(∂ynwν(·, 0),wν(·, 0))‖2L2(Rn)×H1,s˜(Rn)
−C11τ 4n+6‖(∂ynw(·, 0),w(·, 0))‖2L2(Rn)×H1,s˜(Rn)
−C12(δ, δ1)(‖Pµ(y,D, s˜, τ)wk,n,ν‖2L2(Q) + τ 4n+6‖w‖2H1,s˜(Q)).(4.12)
By (2.6) for any k ∈ {1, . . . , n− 1}, we obtain
(4.13) µ(y∗) (∂ynwk,n,ν − |s˜|ψyn(y∗)wk,n,ν) (·, 0)
= (λ+ µ)(y∗) (∂ykw2,ν − |s˜|ψyk(y∗)w2,ν) (·, 0) + r in Rn,
where the function r satisfies estimate (3.11). By (4.13), (4.12) and (4.1), we derive
n−1∑
j=1
Ξµ(wj,n,ν) ≥
∫
Rn
(|s˜||∂ynwj,n,ν|2 + |s˜|3|w1,ν |2 + |s˜||∇˜w2,ν |2)(y˜, 0)dy˜
−C13(ǫ(δ, δ1)|s˜|+ 1) ‖(∂ynwν(·, 0),wν(·, 0))‖2L2(Rn)×H1,s˜(Rn)
−C14τ 4n+6‖(∂ynw(·, 0),w(·, 0))‖2L2(Rn)×H1,s˜(Rn)
−C15(δ, δ1)(‖Pµ(y,D, s˜, τ)wj,n,ν‖2L2(Q) + τ 4n+6‖w‖2H1,s˜(Q)).(4.14)
By (4.9) and Lemma 8.6, (8.18), there exists a constant C16 > 0 such that
n∑
k,j=1,k<j
Ξµ(wk,j,ν) ≥ C16|s˜|
n∑
k,j=1,k<j
‖(∂ynwk,j,ν(·, 0), wk,j,ν(·, 0))‖2L2(Rn)×H1,s˜(Rn)
−C17τ 4n+6‖(∂ynw(·, 0),w(·, 0))‖2L2(Rn)×H1,s˜(Rn)
−C18(δ, δ1)(‖Pµ(y,D, s˜, τ)w1,ν‖2L2(Q) + τ 4n+6‖w‖2H1,s˜(Q)).
This inequality and (3.10) imply that
n∑
k,j=1,k<j
Ξµ(wk,j,ν) ≥ C19|s˜|‖(∂ynwν(·, 0),wν(·, 0))‖2L2(Rn)×H1,s˜(Rn)
−C20τ 4n+6‖(∂ynw(·, 0),w(·, 0))‖2L2(Rn)×H1,s˜(Rn)(4.15)
−C21(δ, δ1)(‖Pµ(y,D, s˜, τ)w1,ν‖2L2(Q) + |s˜|‖ge|s|ϕ‖2L2(Rn) + τ 4n+6‖w‖2H1,s˜(Q))
with some positive constant C19. From (4.15) and (2.31), we obtain (3.8).
Case B. Let s˜∗ 6= 0. If δ1 > 0 is small enough, then there exists a constant C22 > 0 such
that for all (ξ˜, s˜) ∈ O(y∗, δ1(y∗))
(4.16) |ρ(y∗)ξ0ψy0(y∗)− (λ+ 2µ)(y∗)
n−1∑
j=1
ξjψyj (y
∗)|2 ≤ δ21C22(
n−1∑
j=1
|ξj|2 + s˜2).
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By (2.32), (2.33) and (4.16), we have
|J2(λ+ 2µ, w2,ν) + J3(λ+ 2µ, w2,ν)| ≤ C23δ1|s˜|‖(∂ynw2,ν(·, 0), w2,ν(·, 0))‖2L2(Rn)×H1,s˜(Rn)
+C24τ
4n+6‖(∂ynw2(·, 0), w2(·, 0))‖2L2(Rn)×H1,s˜(Rn).(4.17)
By (4.17), there exists a constant C25 > 0 such that
Ξλ+2µ(w2,ν) ≥ C25
∫
Rn
(|s˜|(λ+ 2µ)2(y∗)ψyn(y∗)|∂ynw2,ν |2 + |s˜|3(λ+ 2µ)2(y∗)ψ3yn(y∗)|w2,ν|2) dy˜
−ǫ|s˜|‖(∂ynw2,ν(·, 0), w2,ν(·, 0))‖2L2(Rn)×H1,s˜(Rn) − C26τ 4n+6‖(∂ynw2(·, 0), w2(·, 0))‖2L2(Rn)×H1,s˜(Rn).
Since s˜∗ 6= 0, we have
Ξλ+2µ(w2,ν) ≥ C27
∫
Rn
(|s˜|(λ+ 2µ)2(y∗)|∇w2,ν|2 + |s˜|3(λ+ 2µ)2(y∗)ψ3yn(y∗)|w2,ν|2)(·, 0)dy˜(4.18)
−ǫ|s˜|‖(∂ynw2,ν(·, 0), w2,ν(·, 0))‖2L2(Rn)×H1,s˜(Rn) − C28τ 4n+6‖(∂ynw2(·, 0), w2(·, 0))‖2L2(Rn)×H1,s˜(Rn).
By (4.13)
Ξλ+2µ(w2,ν) ≥ C29
∫
Rn
(|s˜|(λ+ 2µ)2(y∗)|∇w2,ν |2 + |s˜|3(λ+ 2µ)2(y∗)ψ3yn(y∗)|w2,ν |2)dy˜
+|s˜|‖ (∂ynwk,n,ν − |s˜|ψyn(y∗)wk,n,ν) (·, 0)‖2L2(Rn) − ǫ|s˜|‖(∂ynw2,ν(·, 0), w2,ν(·, 0))‖2L2(Rn)×H1,s˜(Rn)
−C30(τ 4n+6‖(∂ynw2(·, 0), w2(·, 0))‖2L2(Rn)×H1,s˜(Rn) + |s˜|‖r‖2L2(Rn)).(4.19)
From (4.19), (3.11) inequality (2.2) for V +µ (i, j)(·, 0), we obtain the estimate
|s˜|‖αµ(y˜, 0, D˜, s˜, τ)wk,j,ν(·, 0)‖2L2(Rn) ≤ C31
(
Ξλ+2µ(w2,ν)
+ǫ|s˜|‖(∂ynw2,ν(·, 0), w2,ν(·, 0))‖2L2(Rn)×H1,s˜(Rn) + ‖Pµ(y,D, s˜, τ)w1,ν‖2L2(Q) + τ 4n+6‖w‖2H1,s˜(Q)
+τ 4n+6‖(∂ynw(·, 0),w(·, 0))‖2L2(Rn)×H1,s˜(Rn) + ‖s˜|‖ge|s|ϕ‖2L2(Rn)
)
.(4.20)
Since by (2.19) ∇′ℓ˜(0) = 0 then |αµ(y∗, ζ∗, τ)| = |
√
rµ(y∗, ζ∗, τ)| 6= 0. By Lemma 8.2
‖αµ(y˜, 0, D˜, s˜, τ)wk,j,ν(·, 0)‖2L2(Rn) =
∫
Rn
A(y˜, D˜, s˜, τ)wk,j,ν(·, 0)wk,j,ν(·, 0)dy˜
+
∫
Rn
Rαµ(y˜, 0, D˜, s˜, τ)wk,j,ν(·, 0)wk,j,ν(·, 0)dy˜.
Here A(y˜, D˜, s˜, τ) is the pseudodifferential operator with the symbol |αµ(y˜, 0, ζ, τ)|2 and
R ∈ L(H1,s˜0 (Υℓ));L2(Υℓ))) with the norm ‖R‖ ≤ C32πC1(Υℓ)(αµ) ≤ C33τ 2. Therefore
‖αµ(y˜, 0, D˜, s˜, τ)wk,j,ν(·, 0)‖2L2(Rn) =
∫
Rn
A(y˜, D˜, s˜, τ)wk,j,ν(·, 0)wk,j,ν(·, 0)dy˜−C34τ 2‖wk,j,ν(·, 0)‖2L2(Q).
Applying the G˚arding inequality (8.18) we obtain
(4.21)
‖αµ(y˜, 0, D˜, s˜, τ)wk,j,ν(·, 0)‖2L2(Rn) ≥ C35‖wk,j,ν(·, 0)‖2H1,s˜(Q) − C36τ 4n+6‖wk,j,ν(·, 0)‖2L2(Q).
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Inequalities (4.9), (4.18), (4.21) and (4.20) imply
Ξλ+2µ(w2,ν) ≥ C37|s˜|‖(∂ynwν(·, 0),wν(·, 0))‖2L2(Rn)×H1,s˜(Rn)
−C38(‖Pµ(y,D, s˜, τ)w1,ν‖2L2(Q) + |s˜|‖ge|s|ϕ‖2L2(Rn) + τ 4n+6‖w‖2H1,s˜(Q))
−C39τ 4n+6‖(∂ynw2(·, 0), w2(·, 0))‖2L2(Rn)×H1,s˜(Rn),(4.22)
where C37 > 0. From (4.3) and (4.22), we obtain (3.8). 
5. Case rµ(y
∗, ζ∗, τ) 6= 0 and rλ+2µ(y∗, ζ∗, τ) 6= 0.
In this section we consider the conic neighborhood O(y∗, δ1(y∗)) of the point (y∗, ζ∗) such
that
(5.1) |rµ(y∗, ζ∗, τ)| 6= 0 and |rλ+2µ(y∗, ζ∗, τ)| 6= 0.
In that case, thanks to (5.1) and Proposition 2.3, factorization (2.59) holds true for β = µ
and β = λ + 2µ. Then Proposition 2.4 yields the a priori estimate
(1 + |s˜|)(
n∑
k,j=1,k<j
‖V +µ (k, j)(·, 0)‖2L2(Rn) + ‖V +λ+2µ(·, 0)‖2L2(Rn))(5.2)
≤ C1(‖Pλ+2µ(y,D, s˜, τ)w2,ν‖2L2(Q) + ‖Pµ(y,D, s˜, τ)w1,ν‖2L2(Q) + τ 4n+6‖w‖2H1,s˜(Q)).
Using (2.6), we rewrite (3.10) as
(5.3)
λ+ 2µ
µ
(y∗)
(
∂yjw2,ν − |s˜|ψyjw2,ν
)− iα+µ (y˜, 0, D˜, s˜, τ)wj,n,ν = V +µ (i, n)(·, 0)− rj,n,ν,
where i ∈ {1, . . . , n− 1} and
(5.4)
n−1∑
k=1
µ
λ+ 2µ
(y∗) (−∂ykwk,n,ν + |s˜|ψykwk,n,ν)
−iα+λ+2µ(y˜, 0, D˜, s˜, τ)w2,ν = V +λ+2µ(·, 0)− r2,ν ,
where the function r = (r1,n,ν , . . . , rn−1,n,ν, r2,ν) satisfies estimate (3.11). Let B(y˜, D˜, s˜, τ) be
the matrix pseudodifferential operator with the symbol
(5.5)
B(y˜, ζ, τ) =

−iα+µ (y˜, 0, ζ, τ) 0 . . . λ+2µµ (iξ1 − |s˜|ψy1)
0 . . . . . . . . .
0 −iα+µ (y˜, 0, ζ, τ) . . . λ+2µµ (iξi − |s˜|ψyi)
. . . . . . . . . . . .
µ
λ+2µ
(−iξ1 + |s˜|ψy1) . . . µλ+2µ(−iξn−1 + |s˜|ψyn−1) −iα+λ+2µ(y˜, 0, ζ, τ)
 .
We have
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Proposition 5.1. The following formula is true:
detB(y∗, ζ, τ) = (−i)n(α+µ (y∗, ζ, τ))n−1α+λ+2µ(y∗, ζ, τ)
+(−1)n−1(−i)n−2(α+µ (y∗, ζ, τ))n−2
n−1∑
j=1
(−iξj + |s|ψyj(y∗))2.(5.6)
Proof. By Bn we denote the matrix determined by (5.5) of the size n × n and Bi,j,n be
the minor obtained from the matrix Bn by crossing out the i-th row and the j-th column.
Our proof is based on the induction method. Except the formula (5.6), we claim
(5.7) |B1,n−1,n(y∗, ζ, τ)| = (−i)n(α+µ (y∗, ζ, τ))n−2(−iξ∗1 + |s˜|ψy1(y∗))2.
For n = 2, 3, we can easily verify the formulae by direct computations. Suppose that (5.6)
and (5.7) are true for n− 1. Then
detBn−1(y∗, ζ, τ) = (−i)n−1(α+µ (y∗, ζ, τ))n−2α+λ+2µ(y∗, ζ, τ)
+(−1)n−1(−i)n−3(α+µ (y∗, ζ, τ))n−3
n−2∑
j=1
(−iξj + |s˜|ψyj (y∗))2(5.8)
and
(5.9) |B1,n−1,n(y∗, ζ, τ)| = (−i)n−1 µ
λ+ 2µ
(y∗)(α+µ (y
∗, ζ, τ))n−2(−iξ∗1 + |s˜|ψy1(y∗))2.
Since detBn(y
∗, ζ, τ) = −iα+µ (y∗, ζ, τ)|B1,1,n| + (−1)1+n λ+2µµ (y∗)(iξ1 − |s˜|ψy1(y∗))|B1,n,n|,
by (5.6) and (5.9) we have
detBn(y
∗, ζ∗, τ) = −iα+µ (y∗, ζ, τ)((−i)n−1(α+µ (y∗, ζ, τ))n−2α+λ+2µ(y∗, ζ, τ)
+(−1)n−1(−i)n−3(α+µ (y∗, ζ, τ))n−3
n−1∑
j=2
(−iξj + |s|ψyj (y∗))2
+(−1)1+nλ+ 2µ
µ
(y∗)(−iα+µ (y∗, ζ, τ))n−2(iξ1 − |s˜∗|ψy1(y∗))
µ
λ+ 2µ
(y∗)(−iξ1 + |s˜|ψy1(y∗))
= (−i)n(α+µ (y∗, ζ, τ))n−1α+λ+2µ(y∗, ζ, τ)
+(−i)n−2(−1)n−1(α+µ (y∗, ζ, τ))n−2
n−1∑
j=2
(−iξj + |s∗|ψyj (y∗))2)
+(−1)1+n(−iα+µ (y∗, ζ, τ))n−2(−iξ1 + |s˜|ψy1(y∗))2.(5.10)
The proof of the proposition is complete. 
By (2.24) -(2.27) if detB(y∗, ζ∗, τ) = 0 and (5.1) holds true, then
(5.11) ζ∗ ∈ U =
{
ζ ∈ Rn+1;
n−1∑
j=1
(ξj + i|s˜|ψyj (y∗))2 =
ρ(y∗)(ξ0 + i|s˜|ψy0(y∗))2
(λ+ 3µ)(y∗)
}
.
Now we consider the two cases
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Case A. Let ζ∗ /∈ U .
In that case there exists a parametrix of the operator B(y˜, D˜, s˜, τ) which we denote as
B−1(y˜, D˜, s˜, τ). Then
wν(·, 0) = B−1(y˜, D˜, s˜, τ)(5.12)
×(V +µ (1, n)(·, 0)− r1,n,ν , . . . , V +µ (n− 1, n)(·, 0)− rn−1,n,ν, V +λ+2µ(·, 0)− r2,ν) +Kwν(·, 0),
where
(5.13) K : L2(Rn)→ H1,s˜(Rn).
By (5.2), (5.12) and (5.13) for some positive constant C2, we have
n∑
k,j=1,k<j
Ξµ(wk,j,ν) + Ξλ+2µ(w2,ν) ≥ C2|s˜|‖∂ynwν(·, 0)‖2L2(Rn) − C3(‖Pµ(y,D, s˜, τ)w1,ν‖2L2(Q)
+‖Pλ+2µ(y,D, s˜, τ)w2,ν‖2L2(Q) + |s˜|‖ge|s|ϕ‖2L2(Rn) + τ 4n+6‖w‖2H1,s˜(Q)).(5.14)
By (5.13), (5.14) and (2.31), we obtain (3.8).
Case B. Let ζ∗ ∈ U .
By (2.24)-(2.27) there exists a constant C4 > 0 such that
(5.15) |pλ+3µ(y, ξ˜, 0)− |s˜|2pλ+3µ(y, ∇˜ψ, 0)| ≤ C4δ1|ζ |2 ∀(y, ζ) ∈ Υℓ ×O(y∗, δ1(y∗)).
If s˜∗ = 0, then using (5.15), we obtain
pβ(y, ξ˜, 0)− s˜2pβ(y, ∇˜ψ, 0)
=
n−1∑
j=1
(λ+ 3µ− β)(y)(ξ2j − s˜2ψ2yj (y∗)) + pλ+3µ(y, ξ˜, 0)− s˜2pλ+3µ(y, ∇˜ψ, 0)
≥
n−1∑
j=1
(λ+ 3µ− β)(y)(ξ2j − s˜2ψ2yj (y∗))− C5δ1|ζ |2 ∀(y, ζ) ∈ Υℓ ×O(y∗, δ1(y∗)).
Therefore for all sufficiently small δ1 there exists C6 such that
(5.16) pβ(y, ξ˜, 0)− s˜2pβ(y, ∇˜ψ, 0) ≥ C6δ1|ζ |2 ∀(y, ζ) ∈ Υℓ ×O(y∗, δ1(y∗)).
Now let us consider the case when
s˜∗ 6= 0.
By the definition of the set U , there exists positive constants C7, C8 such that
|ρ(y∗)ξ20 − s˜2ρ(y∗)ψ2y0(y∗)− (λ+ 3µ)(y∗)
n−1∑
j=1
(ξ2j − s˜2ψ2yj (y∗))| ≤ C7δ|ζ |2,
|ξ0(ρψy0)(y∗)− (λ+ 3µ)(y∗)
n−1∑
j=1
ξjψyj(y
∗)| ≤ C8δ|ζ |.(5.17)
Let ψy0(y
∗) = 0. By (5.17) we have
n−1∑
j=1
(ξ2j − s˜2ψ2yj (y∗)) ≥ −C9δ|ζ |2 ∀ζ ∈ O(y∗, δ1(y∗)).
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and
J3(µ, wk,n,ν) ≥ −|s˜|C10δ‖(∂ynwν(·, 0),wν(·, 0))‖2L2(Rn)×H1,s˜(Rn)
−C11τ 4n+6‖(∂ynw(·, 0),wν(·, 0))‖2L2(Rn)×H1,s˜(Rn),
J3(λ+ 2µ, w2,ν) ≥ −|s˜|C12δ‖(∂ynwν(·, 0),wν(·, 0))‖2L2(Rn)×H1,s˜(Rn)
−C13τ 4n+6‖(∂ynw(·, 0),wν(·, 0))‖2L2(Rn)×H1,s˜(Rn).(5.18)
By (5.11), we see
ρ(y∗)(s˜∗ψy0(y
∗))2 =
1
2
(λ+ 3µ)(y∗)
×

n−1∑
j=1
(s˜∗ψyj (y
∗))2 − |ξ˜∗|2 +
√√√√(n−1∑
j=1
(s˜∗ψyj (y∗))2 − |ξ˜∗|2
)2
+ 4
(
s˜∗
n−1∑
j=1
ξ∗jψyj (y∗)
)2
≤ (λ+ 3µ)(y∗)
n−1∑
j=1
ψ2yj (y
∗)(s˜∗)2.
This inequality and (1.7) imply
(5.19) ψyn(y
∗) >
√
(λ+ 2µ)(y∗)
µ(y∗)
√√√√n−1∑
j=1
|ψyj (y∗)|2 >
√
ρ(y∗)(λ+ 2µ)(y∗)√
µ(λ+ 3µ)(y∗)
|ψy0(y∗)|.
Inequality (5.19) yields
pβ(y
∗, ξ˜, 0)− (s˜∗)2pβ(y∗, ∇˜ψ, 0) =
(
ρ(λ+ 2µ− β)
λ+ 3µ
)
(y∗)((ξ∗0)
2 − (s˜∗)2(ψy0(y∗))2)
>
(
ρ(λ+ 2µ− β)
λ+ 3µ
)
(y∗)(ξ∗0)
2 − (µ(λ+ 2µ− β))(y
∗)
(λ+ 2µ)(y∗)
(s˜∗)2|ψyn(y∗)|2 > C14|ζ∗|2.
Hence there exists a positive constant C15 such that
J1(µ, wk,n,ν) + J3(µ, wk,n,ν) ≥ |s˜|C15δ‖(∂ynwν(·, 0),wν(·, 0))‖2L2(Rn)×H1,s˜(Rn)(5.20)
−C16τ 4n+6‖(∂ynw(·, 0),wν(·, 0))‖2L2(Rn)×H1,s˜(Rn),
J1(λ+ 2µ, w2,ν) + J3(λ+ 2µ, w2,ν) ≥ |s˜|C17δ‖(∂ynwν(·, 0),wν(·, 0))‖2L2(Rn)×H1,s˜(Rn)
−C18τ 4n+6‖(∂ynw(·, 0),wν(·, 0))‖2L2(Rn)×H1,s˜(Rn).
By Re rβ(y
∗, ζ, τ) > 0 for ζ∗ ∈ U , short computations yield
(5.21) Γ+β (y
∗, ζ∗, τ) = Iβ
√
Re rβ(y∗, ζ∗, τ), Iβ = sign(limζ→ζ∗ Im rµ(y∗, ζ, τ)/|s˜|).
Therefore for any (y˜, ζ) from Υℓ ×O(y∗, δ1(y∗))
(5.22) − Re {Γ+β (y˜, 0, ξ˜, s˜, τ)(∇ξ˜pβ(y∗, ξ˜, 0), ∇˜ψ(y∗))} ≥ ǫ(δ1, δ2)|(ξ˜, s˜)|2.
33
By (5.21), Lemmata 8.3 and 8.6 (the G˚arding inequality (8.18)) in Section 8, we have
J2(µ, wk,n,ν) = −Re
∫
Rn
2|s˜|µ(y∗)iΓ+µ (y˜, 0, D˜, s˜, τ)wk,n,ν(∇ξ˜pµ(y∗, ∇˜wk,n,ν, 0), ∇˜ψ(y∗))dy˜
−Re
∫
Rn
2|s˜|µ(y∗)iV +µ (k, n)(·, 0)(∇ξ˜pµ(y∗, ∇˜wk,n,ν, 0), ∇˜ψ(y∗))dy˜
≥ −C19(ǫ(δ, δ1)|s˜|+ τ 4n+6)‖(∂ynwν(·, 0),wν(·, 0))‖2L2(Rn)×H1,s˜(Rn)(5.23)
−C20(δ, δ1)(‖Pµ(y,D, s˜, τ)wk,n,ν‖2L2(Q) + ‖Pλ+2µ(y,D, s˜, τ)w2,ν‖2L2(Q) + τ 4n+6‖w‖2H1,s˜(Q))
and
J2(λ+ 2µ, w2,ν)
= −Re
∫
Rn
|s|(λ+ 2µ)(y∗)iΓ+λ+2µ(y˜, 0, D˜, s˜, τ)w2,ν(∇ξ˜pλ+2µ(y∗, ∇˜w2,ν, 0), ∇˜ψ(y∗))dy˜
−Re
∫
Rn
|s˜|(λ+ 2µ)(y∗)iV +λ+2µ(·, 0)(∇ξ˜pλ+2µ(y∗, ∇˜w2,ν, 0), ∇˜ψ(y∗))dy˜
≥ −C21ǫ(δ, δ1)|s˜|‖(∂ynwν(·, 0),wν(·, 0))‖2L2(Rn)×H1,s˜(Rn)(5.24)
−C22τ 4n+6‖(∂ynw(·, 0),wν(·, 0))‖2L2(Rn)×H1,s˜(Rn)
−C23(δ, δ1)(‖Pµ(y,D, s˜, τ)wk,n,ν‖2L2(Q) + ‖Pλ+2µ(y,D, s˜, τ)w2,ν‖2L2(Q) + τ 4n+6‖w‖2H1,s˜(Q)).
By (5.20), (5.23), (5.24) and (3.3), there exists a constant C24 > 0 such that
n∑
k,j=1,k<j
Ξµ(wk,j,ν) + Ξµ(w2,ν) ≥ C24|s˜|‖(∂ynwν(·, 0),wν(·, 0))‖2L2(Rn)×H1,s˜(Rn) −
−C25τ 4n+6‖(∂ynw(·, 0),wν(·, 0))‖2L2(Rn)×H1,s˜(Rn)(5.25)
−C26(δ, δ1)(‖Pµ(y,D, s˜, τ)w1,ν‖2L2(Q) + ‖Pλ+2µ(y,D, s˜, τ)w2,ν‖2L2(Q) + τ 4n+6‖w‖2H1,s˜(Q)).
From (5.25) and (2.31), we obtain (3.8). Thus in each case, we established the estimate
(3.8).
6. End of the proof.
First we finish the proof of the proposition 2.1. Now let us take the covering of the sphere
S
n by conical neighborhoods O(ζ∗, δ1(ζ∗)). From this covering we take the finite subcovering
∪Nm=1O(ζ∗m, δ1(ζ∗m)). Let χm be the partition of unity associated to this subcovering. Hence
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∑N
m=0 χm(ξ˜, s) ≡ 1. Then by (3.8)
|s˜|‖(∂ynw(·, 0),w(·, 0))‖2L2(Rn)×H1,s˜(Rn) + |s˜|τ‖w‖2H1,s˜(Q)(6.1)
≤
N∑
m=0
(
|s˜|‖ηℓ(∂yn(χmw)(·, 0), χmw(·, 0))‖2L2(Rn)×H1,s˜(Rn) + |s˜|τ‖ηℓχmw‖2H1,s˜(Q)
)
+
C1
N∑
m=0
(
|s˜|‖(1− ηℓ)(∂yn(χmw)(·, 0), χmw(·, 0))‖2L2(Rn)×H1,s˜(Rn) + |s˜|τ‖(1− ηℓ)χmw‖2H1,s˜(Q)
)
≤ C2
(
τ 4n+6‖w‖2H1,s˜(Q) + |s˜|‖ge|s|ϕ‖2L2(Rn) +
N∑
m=0
‖Pµ(y,D, s˜, τ)w1,m‖2L2(Q)
+‖Pλ+2µ(y,D, s˜, τ)w2,m‖2L2(Q) + τ 4n+6‖(∂ynw(·, 0),w(·, 0))‖2L2(Rn)×H1,s˜(Rn)
)
+
C3
N∑
m=0
(
|s˜|‖(1− ηℓ)(∂yn(χmw)(·, 0), χmw(·, 0))‖2L2(Rn)×H1,s˜(Rn) + |s˜|τ‖(1− ηℓ)χmw‖2H1,s˜(Q)
)
.
By (2.70)
N∑
m=0
(
|s˜|‖(1− ηℓ)(∂yn(χmw)(·, 0), χmw(·, 0))‖2L2(Rn)×H1,s˜(Rn) + |s˜|τ‖(1− ηℓ)χmw‖2H1,s˜(Q)
)
≤ C4
(
τ 4n+6‖(∂ynw(·, 0),w(·, 0))‖2L2(Rn)×H1,s˜(Rn) + τ 4n+6‖w‖2H1,s˜(Q)
)
(6.2)
Using inequality (6.2) in order to estimate the last terms in (6.1) we obtain
|s˜|‖(∂ynw(·, 0),w(·, 0))‖2L2(Rn)×H1,s˜(Rn) + |s˜|τ‖w‖2H1,s˜(Q)
≤ C5
(
τ 4n+6‖w‖2H1,s˜(Q) + |s˜|‖ge|s|ϕ‖2L2(Rn)
+‖Pµ(y,D, s˜, τ)w1‖2L2(Q) + ‖Pλ+2µ(y,D, s˜, τ)w2‖2L2(Q)
+|s˜|‖(∂ynw(·, 0),w(·, 0))‖2L2(Rn)×H1,s˜(Rn)
+
N∑
m=0
‖[χm, Pµ(y,D, s˜, τ)]w1‖2L2(Q) + ‖[χm, Pλ+2µ(y,D, s˜, τ)]w2‖2L2(Q)
)
+
C6
(
τ 4n+6 ‖(∂ynw(·, 0),w(·, 0))‖2L2(Rn)×H1,s˜(Rn) + τ 4n+6‖w‖2H1,s˜(Q)
)
≤ C7
(
τ 4n+6‖w‖2H1,s˜(Q) + |s˜|‖ge|s|ϕ‖2L2(Rn)
+‖Pµ(y,D, s˜, τ)w1‖2L2(Q) + ‖Pλ+2µ(y,D, s˜, τ)w2‖2L2(Q)
+|s˜|‖(∂ynw(·, 0),w(·, 0))‖2L2(Rn)×H1,s˜(Rn)
)
+
C8
(
τ 4n+6‖(∂ynw(·, 0),w(·, 0))‖2L2(Rn)×H1,s˜(Rn) + τ 4n+6‖w‖2H1,s˜(Q)
)
.(6.3)
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Hence there exists τ0 > 1 independent of s such that for all τ ≥ τ0 and s ≥ 1, we see
|s˜|‖(∂ynw(·, 0),w(·, 0))‖2L2(Rn)×H1,s˜(Rn) + |s˜|τ‖w‖2H1,s˜(Q)
≤ C9
(
τ 4n+6‖w‖2H1,s˜(Q) + |s˜|‖gesϕ‖2L2(Rn)
+‖Pµ(y,D, s˜, τ)w1‖2L2(Q) + ‖Pλ+2µ(y,D, s˜, τ)w2‖2L2(Q)
)
.(6.4)
If in the inequality (6.4) we return to the function v, then we obtain
(6.5)
∫
Σ
(sτϕ|∇v|2 + s3τ 3ϕ3|v|2)e2sϕdΣ+
∫
Q
(sτ 2ϕ|∇v|2 + s3τ 4ϕ3|v|2)e2sϕdx
≤ C10
(
sτ‖√ϕgesϕ‖2L2(Σ) + ‖qesϕ‖2L2(Q) +
∫
Σ˜
(sτϕ|∇v|2 + s3τ 2ϕ3|v|2)e2sϕdΣ
)
.
Proof of the proposition 2.1 is complete.
Now we show that the functions v given by (2.2) satisfies the estimate (2.9).
First we show that function v satisfies the boundary conditions (2.6). By (1.1) and the
zero Dirichlet boundary conditions for the function u we have
(6.6) − Lλ,µ(x,D′)u+
∫ x0
0
Lλ˜,µ˜(x, x˜0, D
′)u(x˜0, x′)dx˜0 = F on Σ
Next we move all terms containing the first derivatives of the function u in the right hand
side, divide the both sides by µ and denote the right hand side of obtained equality as gk.
We have
−∆u− (λ+ µ)
µ
∇′divu+
∫ x0
0
(
µ˜(x, x˜0)
µ(x)
∆u(x˜0, x
′) +
λ˜(x, x˜0) + µ˜(x, x˜0)
µ(x)
∇′divu
)
dx0
= (g1, . . . , gn).(6.7)
For any index î ∈ {1, . . . , n} the short computations imply
−∆uî =
n∑
j=1,j 6=î
−∂xj (∂xjuî − ∂xîuj)− ∂2xîuî −
n∑
j=1,j 6=î
∂xj∂xîuj
= −
n∑
j=1,j 6=î
∂xj (∂xjuî − ∂xîuj)− ∂xîdivu in Ω.(6.8)
Using the equality (6.8) we rewrite j˜-th equation in (6.7) as
bjˆ(x,D)v = −
n∑
j=1,j 6=î
sign(j − iˆ)∂xjviˆj −
λ+ 2µ
µ
∂x
jˆ
v2 = gjˆ
Construction of the operator B˜(x,D) is complete. Next vi,j(x) = νj(x
′)∂ui
∂~ν
− νi(x′)∂uj∂~ν , i < j.
By()
vi,j(y
∗) = 0 for j < n, vi,n(y∗) = −∂uj
∂xn
(y∗), v2 = −∂uj
∂xn
(y∗).
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Set v˜ = (v1,n, . . . , v2,n, . . . vn−1,n, v2). Obviously in the small neighborhood of y∗ there exists
a smooth matrix C0 such that
(
∂u1
∂xn
, . . . ,
∂un
∂xn
) = C0(x′)v˜ ∀x ∈ Σ ∩ B(y∗, δ).
Then C(x′)v = v−(ν2 ∂u1∂x2−ν1 ∂u2∂x1 , . . . , νn ∂u1∂xn−ν1 ∂un∂x1 , . . . , νn
∂un−1
∂xn
−νn−1 ∂un∂xn−1 ,
∑n
j=1 νj
∂uj
∂xj
) = 0.
Still we can not apply the proposition 2.1 directly since the traces of the function v
and its time derivative at moment x0 = ±T are not equal zero. On the other hand
v(±T, ·), ∂x0v(±T, ·) ∈ H2(Ω). So for sufficiently small positive ǫ we extend the function
v on Qǫ = (−T − ǫ, T + ǫ) × Ω by the formula v = γ(x0)(v(T, ·) + (x0 − T )∂x0v(T, ·)) for
x0 ∈ (T, T + ǫ) and v = γ(x0)(v(−T, ·) + (x0 + T )∂x0v(−T, ·)) for x0 ∈ (T − ǫ, T ), where
γ ∈ C∞0 [−T −ǫ, T +ǫ] and γ|[−T−ǫ/2,T+ǫ/2] = 1. Provided that ǫ is sufficiently small we extend
the functions ρ, µ, λ on Qǫ such that they are positive, keeping the same regularity and we
extend the function ψ on Qǫ such that Condition 1.1 holds on Qǫ, inequality (1.7) holds true
on [−T − ǫ, T + ǫ]× Γ0 and
(6.9) ∂x0ψ(x) < 0 on (0, T + ǫ]× Ω¯ and ∂x0ψ(x) > 0 on [−T − ǫ, 0)× Ω˜.
To this extended function v we can now apply the proposition 2.1.
In Klibanov [29], the following inequality is proved: let R(x, x˜0, D˜) be a second-order
differential operator with smooth coefficients. Then
(6.10)
∥∥∥∥esϕ ∫ x0
0
R(x, x˜0, D˜) u(x˜0, ·)dx˜0
∥∥∥∥
L2[−T,T ]
≤ o(1
s
)
∑
|α|≤2
‖esϕ∂αx u‖L2[−T,T ].
We set Σǫ = (−T − ǫ, T + ǫ)× ∂Ω. By (6.9)
sτ‖√ϕgesϕ‖2L2(Σǫ) ≤
C11
s
(
1∑
k=0
‖√ϕ(v((−1)kT, ·)), ∂x0v((−1)kT, ·))es(ϕ((−1)
kT,·)‖2H1(∂Ω)
+‖sτϕ 32 (v((−1)kT, ·)), ∂x0v((−1)kT, ·))esϕ((−1)
kT,·)‖2L2(∂Ω))
+C12(
∫
Σ˜
(sτϕ|∇v|2 + s3τ 2ϕ3|v|2)e2sϕdσ + sτ‖√ϕFesϕ‖2L2(Σ))(6.11)
and
(6.12)
‖qesϕ‖2L2(Qǫ) ≤
C13
s
1∑
k=0
‖∆(v((−1)kT, ·), ∂x0v((−1)kT, ·))esϕ((−1)
kT,·)‖2L2(Ω) + ‖qesϕ‖2L2(Q).
By (1.2) and (2.2)
(6.13) v(±T, ·) = −
(∫ ±T
0
µ˜(±T, x′, x˜0)
µ(±T, x′) dωu dx˜0,
∫ ±T
0
(λ˜+ 2µ˜)(±T, x′, x˜0)
(λ+ 2µ)(±T, x′) divu dx˜0
)
,
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and
∂x0v(±T, ·) =(6.14)
−
(∫ ±T
0
∂x0
(
µ˜(±T, x′, x˜0)
µ(±T, x′)
)
dωu dx˜0,
∫ ±T
0
∂x0
(
(λ˜+ 2µ˜)(±T, x′, x˜0)
(λ+ 2µ)(±T, x′)
)
divu dx˜0
)
.
We have
Proposition 6.1. There exists a constant C14 independent of s and τ such that
‖∆v(±T, ·)e±sϕ(T,·)‖L2(Ω) + ‖∂x0∆v(±T, ·)e±sϕ(T,·)‖L2(Ω)
≤ C14(
√
sτ‖ϕ 12∇vesϕ‖L2(Q) + (sτ) 32‖ϕ 32vesϕ‖L2(Q) + ‖qesϕ‖L2(Q)).(6.15)
Proof. Let θ(x) be a smooth function. Integrating the first equation in (2.1) in x0 on
[0, T˜ ] we obtain
(∂x0dωuθ)(T˜ , x
′)− (∂x0dωuθ)(0, x′)−
∫ T˜
0
∂x0θ∂x0dωudx0(6.16)
−
∫ T˜
0
θµ∆dωudx˜0 −
∫ T˜
0
θ
∫ x0
0
µ˜∆dωudx˜0dx0 =
∫ T˜
0
θq1dx0.
We set θ(x) = µ˜/µ, Y (T˜ , x′) =
∫ T˜
0
µ˜∆dωudx0 and α(T˜ , x
′) = (∂x0dωuθ)(T˜ , x
′)−(∂x0dωuθ)(0, x′)−∫ T˜
0
∂x0θ∂x0dωudx0 −
∫ T˜
0
θq1dx0. Then Y (T˜ , x
′) = − ∫ T˜
0
µ˜
µ
(x˜0, x
′)Y (x˜0, x′)dx0 + α(T˜ , x′). By
Gronwall’s inequality from (6.16) we have
Y (T˜ , x′) ≤ sup
x0∈[0,T ]
α(x0, x
′)exp(
∫ T˜
0
µ˜
µ
(x˜0, x
′)dx˜0).
Then
v(±T, ·)e±sϕ(T,x′) = Y (T, ·)e±sϕ(T,x′) ≤ sup
x0∈[0,T ]
α(x0, x
′)exp(
∫ T
0
µ˜
µ
(x˜0, x
′)dx˜0)e±sϕ(T,x
′).
So
‖v(±T, ·)e±sϕ(T,·)‖L2(Ω) ≤ C15( sup
x0∈[0,T ]
(‖∂x0w(x0, ·)‖L2(Ω)+sτ‖ϕw(x0, ·)‖L2(Ω))+C16‖qesϕ‖L2(Q)
≤ C17(
√
sτ‖ϕ 12∇vesϕ‖L2(Q) + (sτ) 32‖ϕ 32vesϕ‖L2(Q) + ‖qesϕ‖L2(Q)).
Estimate for ∂x0∆v(±T, ·) proved similarly. 
Using proposition 2.1 and (6.11) -(6.12) we obtain
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∫
Σǫ
(sτϕ|∇v|2 + s3τ 3ϕ3|v|2)e2sϕdΣ+
∫
Qǫ
(sτ 2ϕ|∇v|2 + s3τ 4ϕ3|v|2)e2sϕdx(6.17)
≤ C18
(
sτ‖√ϕgesϕ‖2L2(Σǫ) + ‖qesϕ‖2L2(Qǫ) +
∫
Σ˜ǫ
(sτϕ|∇v|2 + s3τ 2ϕ3|v|2)e2sϕdΣ
)
≤ C19
(
sτ‖√ϕgesϕ‖2L2(Σ) + ‖qesϕ‖2L2(Q) +
∫
Σ˜
(sτϕ|∇v|2 + s3τ 2ϕ3|v|2)e2sϕdΣ
)
+
C20
s
1∑
k=0
‖∆(v((−1)kT, ·), ∂x0v((−1)kT, ·))esϕ((−1)
kT,·)‖2L2(Ω)
+
C21
s
(
1∑
k=0
‖√ϕ(v((−1)kT, ·)), ∂x0v((−1)kT, ·))esϕ((−1)
kT,·)‖2H1(∂Ω)
+‖sτϕ 32 (v((−1)kT, ·)), ∂x0v((−1)kT, ·))esϕ((−1)
kT,·)‖2L2(∂Ω)).
Applying the proposition 6.1 we have∫
Σǫ
(sτϕ|∇v|2 + s3τ 3ϕ3|v|2)e2sϕdΣ+
∫
Qǫ
(sτ 2ϕ|∇v|2 + s3τ 4ϕ3|v|2)e2sϕdx(6.18)
≤ C22
(
sτ‖√ϕgesϕ‖2L2(Σ) + ‖qesϕ‖2L2(Q) +
∫
Σ˜
(sτϕ|∇v|2 + s3τ 2ϕ3|v|2)e2sϕdΣ
)
.
Next we prove the following:
Proposition 6.2. Let positive δ be sufficiently small. There exist τ0 > 0 and s0 > 0 such
that for all s ≥ s0 and τ ≥ τ0 there exists a constant C23 > 0 independent of s and τ such
that
sτ‖ϕ 12∇∂~νuesϕ‖2L2(Σ0) + s3τ 3‖ϕ
3
2∂~νue
sϕ‖2L2(Σ0)
≤ C23(sτ‖ϕ 12∇vesϕ‖2L2(Σ0) + s3τ 3‖ϕ
3
2vesϕ‖2L2(Σ0) + sτ‖
√
ϕFesϕ‖2L2(Σ0))(6.19)
and
(6.20)
‖s 12 τϕ 12∇dωu esϕ‖2L2(Q)+‖(s
1
2 τϕ
1
2∇divu)esϕ‖2L2(Q) ≤ C23(
∫
Q
(sτ 2ϕ|∇v|2+s3τ 4ϕ3|v|2)e2sϕdx).
Proof. The inequality (6.20) follows from (6.10), (1.8) and (2.2). By (6.10) there exists
a constant C24 independent of s and τ such that
sτ‖ϕ 12∇(dωu, divu)esϕ‖2L2(Σ0) + s3τ 3‖ϕ
3
2 (dωu, divu)e
sϕ‖2L2(Σ0)
≤ C24(sτ‖ϕ 12∇vesϕ‖2L2(Σ0) + s3τ 3‖ϕ
3
2vesϕ‖2L2(Σ0)).(6.21)
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Thanks to the zero Dirichlet boundary conditions on Σ0 there exists a smooth matrixM(x)
such that ∂~νu =M(x)(dωu, divu). Therefore
s3τ 3‖ϕ 32∂~νuesϕ‖2L2(Σ0) + sτ‖ϕ
1
2∂~νue
sϕ‖2H1(Σ0)(6.22)
≤ C25(sτ‖ϕ 12∇(dωu, divu)esϕ‖2L2(Σ0) + s3τ 3‖ϕ
3
2 (dωu, divu)e
sϕ‖2L2(Σ0)).
From equation (1.1) on Σ˜ we have
(6.23) ∂2~νu = A(x, D˜)∂~νu+B(x)(F+
∫ x0
0
L˜λ˜,µ˜(x, x˜0, D
′)u(x˜0, x′)dx˜0),
where A(x, D˜) is a first order differential operator and B is a C1− matrix function. From
(6.23) and (6.22) we have
sτ‖ϕ 12∂2~νuesϕ‖2L2(Σ0) ≤ C26(sτ‖ϕ
1
2A(x, D˜)∂~νu‖2L2(Σ0) + sτ‖
√
ϕFesϕ‖2L2(Σ0)
+sτ‖ϕ 12B(x)
∫ x0
0
L˜λ˜,µ˜(x, x˜0, D
′)u(x˜0, x′)dx˜0)‖2L2(Σ0))
≤ C27(sτ‖ϕ 12∇(dωu, divu)esϕ‖2L2(Σ0) + s3τ 3‖ϕ
3
2 (dωu, divu)e
sϕ‖2L2(Σ0) +
τ‖ϕ 12∇∂~νuesϕ‖2L2(Σ0) + s2τ 3‖ϕ
3
2∂~νue
sϕ‖2L2(Σ0)).(6.24)
In order to get the last inequality we used (6.10). Form (6.24), (6.21) and (6.22) we obtain
(6.19). The proof of Proposition 6.2 is complete. 
Next we prove
Proposition 6.3. Let u ∈ H1(Q),u|∂Q = 0. There exist τ̂ > 1 and s0 > 1 such that for any
τ > τ̂ and for all s ≥ s0∫
Q
(s2τ 4ϕ2|∇u|2 + s4τ 6ϕ4|u|2)e2sϕdx ≤ C28(‖s 12 τϕ 12∇dωu esϕ‖2L2(Q)(6.25)
+‖(s 12 τϕ 12∇divu)esϕ‖2L2(Q) + s2τ 3‖ϕ
1
2∂x0∂~νue
sϕ‖2L2(Σ) + s2τ 3‖ϕ∂~νuesϕ‖2L2(Σ)),
where C28 is independent of s and τ.
Proof. Let x0 ∈ (−T, T ) be arbitrarily fixed. For any index î ∈ {1, . . . , n} consider the
equality (6.8). Then the Carleman estimate with boundary for the Laplace operator implies∫
Q
(s2τ 4ϕ2|∇′u|2 + s4τ 6ϕ4|u|2)e2sϕdx ≤ C29(‖s 12 τϕ 12∇′divuesϕ‖2L2(Q)
+‖s 12 τϕ 12∇′dωu esϕ‖2L2(Q) +
∫
Σ˜
s2τ 3ϕ2|∂~νu|2e2sϕdΣ).(6.26)
We differentiate both sides of equation (6.8) with respect to the variable x0 and take the
H−1-Carleman estimate by authors in [22]:
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∫
Q
s2τ 4ϕ2|∂x0u|2e2sϕdx ≤ C30(‖s
1
2 τϕ
1
2div ∂x0ue
sϕ‖2L2(Q)
+‖s 12 τϕ 12∂x0dωu esϕ‖2L2(Q) +
∫
Σ˜
s2τ 3ϕ2|∂~ν∂x0u|2e2sϕdΣ).(6.27)
Combination of (6.26) and (6.27) implies (6.25). The proof of the proposition is complete.

By (6.20), Proposition 6.2 and Proposition 6.3 from (6.18) we obtain the estimate∫
Σ
(sτϕ|∇u|2 + s3τ 2ϕ3|u|2)e2sϕdΣ
+
∫
Q
(sϕτ 2|∇dωu|2 + (sϕ)3τ 4|dωu|2 + sϕτ 2|∇divu|2 + (sϕ)3τ 4|divu|2)e2sϕdx
≤ C31
(
sτ‖√ϕFesϕ‖2L2(Σ) + ‖qesϕ‖2L2(Q)(6.28)
+
∫
Σ˜
(sτϕ|∇dωu|2 + s3τ 2ϕ3|dωu|2 + sτϕ|∇divu|2 + s3τ 2ϕ3|divu|2)e2sϕdx
)
for all s ≥ s0 and for all τ ≥ τ0. By (2.5) and (6.28) we obtain the estimate (1.11). Thus
the proof of Theorem 1.1 is finished. 
7. Proof of Theorem 1.2.
Denote Q± = (0,±T ) × Ω. We extend functions y(x),F(x), λ˜(x), µ˜(x) on Q− as y(x) =
y(−x0, x′),F(x) = F(−x0, x′), λ˜(x) = λ˜(−x0, x′), µ˜(x) = µ˜(−x0, x′) for Q−. By (1.17) the
functions F, ∂x0F belong to C([−T, T ];H1(Ω)) and L∞(−T, T ;H1(Ω)) respectively and λ˜, µ˜ ∈
C1(Q¯+ × [0, T ]) ∩ C1(Q¯− × [−T, 0]). We set
aλ,µ(z(x0, ·),v(x0, ·)) =
∫
Ω
(λ(x′)(div z(x), divv(x)) + 2µ(x′)
n∑
ℓ,j=1
εℓj(z(x))εℓj(v(x)))dx
′,
εℓj(y) =
1
2
(∂xℓyj + ∂xjyℓ), 1 ≤ ℓ, j ≤ n.
Denote
Ek(x0) =
∫
Ω
(λ(x′)|∂kx0divy(x)|2 + 2µ(x′)
n∑
ℓ,j=1
|εℓj(∂kx0y(x))|2 + ρ(x′)|∂k+1x0 y(x)|2)dx′.
The identity (6.194) established in [10] page 612 for solution of the system (1.12), (1.13)
yields
d
dx0
Ek(x0) = (∂
k
x0
∫ x0
0
Lλ˜,µ˜(x
′, x˜0, D′)y(x˜0, x′)dx˜0 + ∂kx0F, ∂
k+1
x0
y)L2(Ω).
Integrating the right-hand side of this equality for any k ∈ {0, 1, 2} we have
d
dx0
Ek(x0) = (∂
k
x0F, ∂
k+1
x0 y)L2(Ω) −
d
dx0
∫ x0
0
a∂kx0 λ˜,∂
k
x0
µ˜(y(x˜0, ·), ∂kx0y(x0, ·))dx˜0
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− d
dx0
k−1∑
p=0
Cpa∂k−p−1x0 λ˜(x,x0),∂
k−p
x0
µ˜(x,x0)
(∂px0y(x0, ·), ∂kx0y(x0, ·))
+
d
dx0
∫ x0
0
a∂kx0 λ˜,∂
k
x0
µ˜(y(x˜0, ·), ∂kt y(t, ·))|t=x0dx˜0
+
d
dx0
k−1∑
p=0
Cpa∂k−p−1x0 λ˜(x,x0),∂
k−p
x0
µ˜(x,x0)
(∂px0y(x˜0, ·), ∂kt y(t, ·))|t=x0,
where Cp are some constants. Integrating the above equality on the interval (0, x0) we obtain
Ek(x0) ≤ Ek(0) + ‖∂kx0F‖2L2(Q+) + C1
∫ x0
0
Ek(x˜0)dx˜0 −
∫ x0
0
a∂kx0 λ˜,∂
k
x0
µ˜(y(x˜0, ·), ∂kx0y(x0, ·))dx˜0
−
k−1∑
p=0
Cpa∂k−px0 λ˜(x,x0),∂
k−p
x0
µ˜(x,x0)
(∂px0y(x0, ·), ∂kx0y(x0, ·))
+
k−1∑
p=0
Cpa∂k−px0 λ˜(x,x0),∂
k−p
x0
µ˜(x,x0)
(∂px0y(x0, ·), ∂kx0y(x0, ·))|t=x0
+
∫ x0
0
d
dy0
∫ y0
0
a∂ky0 λ˜(y0,x
′,x˜0),∂ky0 µ˜(y0,x
′,x˜0)(y(x˜0, ·), ∂kt y(t, ·))|t=y0dx˜0dy0
−
∫ x0
0
d
dy0
k−1∑
p=0
Cpa∂k−py0 λ˜(y0,x′,y0),∂
k−p
y0
µ˜(y0,x′,y0)(∂
p
x0
y(y0, ·), ∂kt y(t, ·))|t=y0dy0
≤ Ek(0) + ‖∂kx0F‖2L2(Q+) + C2
∫ x0
0
Ek(x˜0)dx˜0 +
1
2
Ek(x0).
Thus the Gronwall inequality and the Korn inequality yield
Lemma 7.1. There exists a constant C3 > 0 such that for any x0 from [0, T ]
(7.1)
2∑
k=0
‖∇∂kx0y(x0, ·)‖2L2(Ω) ≤ C3(
2∑
k=0
‖∂kx0F‖2L2(Q+) + ‖F(0, ·)‖2H10(Ω) + ‖∂x0F(0, ·)‖
2
L2(Ω)),
for y satisfying (1.12)- (1.13).
From (1.12), Lemma 7.1 and the classical apriori estimates for the stationary Lame´ system,
it follows that
(7.2)
‖y‖L2(0,T ;H2(Ω)) + ‖∂x0y‖L2(0,T ;H2(Ω)) ≤ C4(
2∑
k=0
‖∇∂kx0y‖L2(Q+) + ‖F‖L2(Q+) + ‖∂x0F‖L2(Q+)).
Observe that by (1.16) there exists a positive δ1 such that
(7.3) infx′∈Ωϕ(0, x′) > supx∈([T−δ1,T ]∪[−T,−T+δ1])×Ωϕ(x).
Let γ˜ ∈ C∞0 [−T, T ] satisfy γ˜||t|≤T−δ1/2 = 1, and the function v be given by (2.2). Then,
taking the even extension of the function v on Q− we have
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(7.4) P(x,D)v = (ρ,µ(x,D)v1,ρ,λ+2µ(x,D)v2) = q in Q, B(x′, D)v = g.
We claim ∂x0q ∈ L2(Q). Indeed, since F, ∂x0F ∈ L2(−T, T ;H1(Ω)), we have ∂x0dωF,
∂x0divF ∈ L2(Q). By (1.13), the regularity assumption on y and time independence of
the Lame´ coefficients λ, µ, we see that the x0-derivative of the extensions of the terms
β∂xjyi, β∂xjxkyi with β ∈ {λ, µ,∇µ,∇λ} belong to L2(Q). By the same argument the
x0- derivative of the extension of the functions
∫ x0
0
β∂xjyidx˜0,
∫ x0
0
β∂xjxkyidx˜0 with β ∈
{λ, µ,∇µ,∇λ} belongs to L2(Q). Hence our claim follows from (2.4).
Setting v˜ = γ˜v we have
(7.5) P(x,D)v˜ = q˜+ [γ˜,P(x,D)]v in Q, B(x′, D)v = γ˜g, v˜(0, ·) = ∂x0v˜(0, ·) = 0.
Taking the time derivative of (7.5), we have
P(x,D)∂x0v˜ = ∂x0q˜+ ∂x0 [γ˜,P(x,D)]v in Q,(7.6)
B(x′, D)v = ∂x0(γ˜g), ∂2x0v˜(0, ·) = (ρdωF/ρ(0, ·), div (F/ρ)(0, ·)).
Since f ∈ H10 (Ω), we have
(7.7) |g(x)| ≤ C|∇′y(x)| and |∂x0g(x)| ≤ C|∇′∂x0y(x)| on Σ.
We claim that ∂x0v˜ ∈ H1(Q). By (1.13), the even extensions of the functions dωy, divy on
Q− belongs to H2(Q). Set w˜ = w+ for x0 > 0 and w˜ = w− for x0 < 0, w± = (w1,±, w2,±),
where
w1,± = ±
∫ ±x0
0
µ˜(±x0, x′,±x˜0)
µ(x′)
dωy dx˜0, w2,± = ±
∫ ±x0
0
(λ˜+ 2µ˜)(±x0, x′,±x˜0)
(λ+ 2µ)(x′)
divy dx˜0.
By our regularity assumptions w±,∇′ w± ∈ H1(Q±) and w±(0, ·) = ∇′w±(0, ·) = 0. There-
fore w˜,∇′w˜ ∈ H1(Q). Note that
∂x0w± = ±(
µ˜(±x0, x′,±x0)
µ(x′)
dωy,
(λ˜+ 2µ˜)(±x0, x′,±x0)
(λ+ 2µ)(x′)
divy)±
(
∫ ±x0
0
∂
∂x0
[
µ˜(±x0, x′,±x˜0)
µ(x′)
]
dωy dx˜0,
∫ ±x0
0
∂
∂x0
[
(λ˜+ 2µ˜)(±x0, x′,±x˜0)
(λ+ 2µ)(x′)
]
divy dx˜0).
Observe that by (1.13) ∂x0w±(0, ·) = ∇′∂x0w±(0, ·) = 0 and by our regularity assumptions
on function y the functions ∂x0w±,∇′∂x0 w± belong to the Sobolev space H1(Q±). Therefore
∂x0w ∈ H1(Q). Then v˜, ∂x0v˜ ∈ H1(Q) by (2.2). Then applying to the problems (7.6) and
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(7.5) the Carleman estimate (2.9) and using (7.7), we obtain
1∑
k=0
(sτ 2‖ϕ 12∇∂kx0v˜ esϕ‖2L2(Q) + s3τ 4‖ϕ
3
2∂kx0v˜ e
sϕ‖2L2(Q)
+
∫
Σ
(sτϕ|∇∂kx0v˜|2 + s3τ 3ϕ3|∂kx0v˜|2)e2sϕdΣ)
≤ C5
1∑
k=0
(‖P(x,D)∂kx0v˜esϕ‖2L2(Q) +
+
∫
Σ˜
(sτϕ|∇∂kx0v˜|2 + s3τ 3ϕ3|∂kx0v˜|2)e2sϕdΣ).(7.8)
Taking the scalar product of (7.6) with ∂2x0v˜e
2sϕ in L2(Q+) and integrating by parts, using
the inequality (7.8) we obtain the estimate
τ
∫
Ω
|∂2x0v˜(0, ·)|2e2sϕ(0,·)dx′ ≤ C6(‖P(x,D)∂x0v˜esϕ‖2L2(Q)
+
∫
Σ˜
(sτϕ|∇∂x0v˜|2 + s3τ 3ϕ3|∂x0v˜|2)e2sϕdΣ).(7.9)
By assumption (1.9), ∇′ψ(0, x′) is not equal to zero on Ω¯. By Proposition 6.3, (1.15) and
(1.17) we obtain
τ
s
∫
Ω
1
ϕ(0, x′)
|∇′f|2e2sϕ(0,x′)dx′
≤ C7(τ
∫
Ω
|∂2x0v˜(0, ·)|2e2sϕ(0,·)dx′ +
∫
Γ
sτ 2ϕ(0, x′)|∂~ν∂2x0y(0, x′)|2e2sϕ(0,x
′)dσ).(7.10)
Using (1.17) we have
1∑
k=0
‖∂kx0(dωF, divF)esϕ‖L2(Q)(7.11)
≤
1∑
k=0
‖∂kx0(dωF−F(0,·), div (F− F(0, ·)))esϕ‖L2(Q) +
1∑
k=0
‖∂kx0(dωF(0, ·), divF(0, ·))esϕ‖L2(Q)
=
1∑
k=0
‖∂kx0(dωF−F(0,·), div (F− F(0, ·)))esϕ‖L2(Q) + ‖(dωF(0, ·), divF(0, ·))esϕ‖L2(Q).
By (1.8) and assumption ∂2x0ψ(0, x
′) 6= 0 on Ω¯, we obtain
‖(dωF(0, ·), divF(0, ·))esϕ‖L2(Q) = O(
1
s
1
4
)‖(dωF(0, ·), divF(0, ·))esϕ(0,·)‖L2(Ω)
= O(
1
s
1
4
)‖∂2x0v˜(0, ·)esϕ(0,·)‖L2(Ω) as s→ +∞.(7.12)
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Observe that by (1.17) there exist functions g0, g1 ∈ C10 [−T, T ] such that g0(0) = g1(0) = 0
and
1∑
k=0
‖∂kx0(dωF−F(0,·), div (F− F(0, ·)))esϕ‖L2(Q)(7.13)
≤ C8(
∫
Ω
∫ T
−T
(g21(x0)|∇′f|2 + g20(x0)|f|2)e2sϕ(x)dx0dx′)
1
2 =
C9(
∫
Ω
∫ T
−T
(g21(x0)|∇′f|2 + g20(x0)|f|2)∂x0e2sϕ(x)/(2sϕτ∂x0ψ)dx0dx′)
1
2 =
C10(
∫
Ω
∫ T
−T
(
d
dx0
(
g21(x0)
2sτϕ∂x0ψ
)
|∇′f|2 + d
dx0
(
g20(x0)
2sϕτ∂x0ψ
)
|f|2
)
e2sϕ(x)dx0dx
′)
1
2 = o(
1√
s
).
Combining (7.8), (7.9) and (7.11)-(7.13), we see that there exist functions cj , c˜j, c, c˜ ∈
L∞(Q) ∩ C1(Q¯±), and s0 independent of y such that for all sufficiently large s
τ
s
∫
Ω
|∇′f|2e2sinfx′∈Ωϕ(0,x′)dx′ ≤ τ
s
∫
Ω
|∇′f|2e2sϕ(0,x′)dx′ ≤ C11
1∑
k=0
(
∫
supp γ˜′×Ω
(|∂kx0∇v|2 + |∂kx0v|2
+
n∑
j=1
|∂kx0
∫ x0
0
cj(x, x˜0)∂xjv(x˜0, x
′)dx˜0|2 + |∂kx0
∫ x0
0
c(x, x˜0)v(x˜0, x
′)dx˜0|2
+
1∑
k=0
|∂kx0∇y|2 + |∂kx0y|2 +
n∑
j=1
|∂kx0
∫ x0
0
c˜j(x, x˜0)∂xjy(x˜0, x
′)dx˜0|2
+|∂kx0
∫ x0
0
c˜(x, x˜0)y(x˜0, x
′)dx˜0|2)e2s supx∈supp γ˜′×Ω ϕdx
+
∫
Γ
sτ 2ϕ(0, x′)|∂~ν∂2x0y(0, x′)|2e2sϕ(0,x
′)dσ +
2∑
k=0
∫
Σ˜
(sτϕ|∇∂kx0v|2 + s3τ 3ϕ3|∂kx0v|2)e2sϕdΣ).
By (7.3), we have
(7.14) infx′∈Ωϕ(0, x′) > supx∈supp γ˜′×Ωϕ(x).
Hence, by (7.14), (7.2) and Lemma 7.1 there exists s1 such that
τ
s
∫
Ω
|∇′f|2e2sinfx′∈Ωϕ(0,x′)dx′ ≤ C12(
1∑
k=0
(
∫
supp γ˜′×Ω
(|∂kx0∇v|2 + |∂kx0v|2(7.15)
+
n∑
j=1
|∂kx0
∫ x0
0
cj(x, x˜0)∂xjv(x˜0, x
′)dx˜0|2 + |∂kx0
∫ x0
0
c(x, x˜0)v(x˜0, x
′)dx˜0|2)e2s supx∈supp γ˜′×Ω ϕdx
+
∫
Σ˜
(sτϕ|∇∂kx0v|2 + s3τ 3ϕ3|∂kx0v|2)e2sϕdΣ) +
∫
Γ
sτ 2ϕ(0, x′)|∂~ν∂2x0y(0, x′)|2e2sϕ(0,x
′)dσ)
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for all s ≥ s1. From (7.15), (7.2), (2.2) and (7.14) we obtain
τ
s
∫
Ω
|∇′f|2e2sinfx′∈Ωϕ(0,x′)dx′ ≤ C13(
∫
Γ
sτ 2ϕ(0, x′)|∂~ν∂2x0y(0, x′)|2e2sϕ(0,x
′)dσ
+
1∑
k=0
∫
Σ˜
(sτϕ|∇∂kx0v|2 + s3τ 3ϕ3|∂kx0v|2)e2sϕdΣ).
The proof of Theorem 1.2 is completed. 
8. Appendix
In the appendix we prove several lemmata which are used for the proof of Theorem 1.1
and represent the standard properties of the pseudodifferential operators with symbols of
limited smoothness, keeping the dependence of the norms on parameter τ.
Let {ωj}∞j=1 be a sequence of the eigenfunctions of the operator−∆ on Sn+2 and let {λj}∞j=1
be a sequence of the corresponding eigenvalues of −∆. Assume that
(ωk, ωj)L2(Sn+2) = δkj ∀k, j ∈ N.
The following asymptotic formula is known (e.g., Courant and Hilbert [4]):
λj = cj
2
n + o(j2/n) as j → +∞.
For each k, thanks to the standard elliptic estimate for the Laplace operator, we have
(8.1) ‖ωj‖H2k(Sn+2) ≤ Ckλkj .
Therefore the Sobolev embedding theorem yields
(8.2) ‖ωj‖C0(Sn+2) ≤ Cλnj , j ∈ N.
We extend the function ωj on the set {|ξ| ≤ 1} as a smooth function and we set
ωj(ξ) = ωj(ξ/|ξ|) for |ξ| ≥ 1.
We introduce the pseudodifferential operator
ω˜j(D)w =
∫
Rn+1
ωj(ξ)ŵ(ξ)e
i<y,ξ>dξ, ŵ(ξ) =
1
(2π)
n+1
2
∫
Rn+1
w(y)e−i<ξ,y>dy.
Here we recall that, in order to distinguish the Fourier transforms with respect to different
variables, we will use the following notations
(8.3) û(ξ˜) := Fy˜→ξ˜u =
1
(2π)
n
2
∫
Rn
e−i
∑n−1
j=0 yjξju(y0, . . . , yn−1)dy˜,
û(ξn) := Fyn→ξnu =
1
(2π)
1
2
∫
R
e−iynξnu(yn)dyn.
We recall that we set ξ˜ = (ξ0, ...., ξn−1) and y˜ = (y0, ..., yn−1).
First we define the operator A(y˜, D˜, s) for functions in C∞0 (O) :
A(y˜, D˜, s)u =
∫
Rn−1
a(y˜, ξ′, s)Fy˜→ξ˜ue
i
∑n−1
j=0 yjξjdy˜.
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For the symbol a, we introduce the semi-norm
πCk(a) =
N̂∑
j=1
sup
|β|≤N̂
sup
|(ξ˜,s)|≥1
∥∥∥∥∥ ∂β0∂ξβ00 · · · ∂
βn−1
∂ξ
βn−1
n−1
∂βn
∂sβn
aj(·, ξ˜, s)
∥∥∥∥∥
Ck(O¯)
/(1 + |(ξ˜, s)|)κ−j−|β|
+ sup
|(ξ˜,s)|≤1
‖a(·, ξ˜, s)‖Cκ(O¯).
The following lemma allows us to extend the definition of the operator A on Sobolev
spaces.
Lemma 8.1. Let a(y˜, ξ˜, s) ∈ C0clS1,s(O). Then A ∈ L(H1,s0 (O);L2(O)) and ‖A‖L(H1,s0 (O);L2(O)) ≤
C(πC0(a)).
Proof. Thanks to the assumption C, it suffices to consider the case where
(8.4) a(y˜, τ ξ˜, τs) = τa(y˜, ξ˜, s) ∀τ > 1.
The operator
A˜(y˜, D)v =
∫
{|ξ|≤1}
a(y˜, ξ)Fy→ξv(ξ)ei<y,ξ>dξ
is a continuous operator from L2(O × R) into L2(O × R) with the norm estimated as
‖A˜(y˜, D)‖L(L2(O×R),L2(O×R)) ≤ C(πC0(O)(a)).
Consider the symbol b(y˜, ξ) = a(y˜, ξ)/|ξ|. Then (8.4) implies
b(y˜, τξ) = b(y˜, ξ) ∀τ ≥ 1.
We can represent the symbol b as
b(y˜, ξ) =
∞∑
j=1
bj(y˜)ωj(ξ/|ξ|), bj(y˜) = (b(y˜, ξ), ωj(ξ))L2(Sn+2).
Observe that bj(y˜) = (∆
k
ξb(y˜, ξ), ωj(ξ))L2(Sn+2)/λ
k
j . Therefore
(8.5) ‖bj‖C0(O¯) ≤ Cmλ−mj ∀m ∈ {1, . . . ,∞}.
By (8.2) and (8.5), we have
‖B(y˜, D)v‖L2(O×R) ≤
∞∑
j=1
‖bj‖C0(O¯)‖ω˜j(D)‖L(L2(O×R),L2(O×R))‖v‖L2(O×R)
≤
∞∑
j=1
Cmλ
−m
j λ
n
j ‖v‖L2(O×R).
Taking m = 3n we have
‖B(y˜, D)v‖L2(O×R) ≤
∞∑
j=1
Cmλ
−2n
j ‖v‖L2(O×R).
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Therefore the operator
Ab(y˜, D)v =
∫
{|ξ|≥1}
a(y˜, ξ)Fy→ξv(ξ)e
i<y,ξ>dξ
is a continuous operator from H10 (O × R) into L2(O × R) with the norm satisfying
‖Ab‖L(H10 (O×R),L2(O×R)) ≤
∞∑
j=1
Cmλ
−2n
j .
Next we observe that
‖A˜(y˜, D)v‖L2(O×R) =
√
2π‖A(y˜, D0, . . . , Dn−1, ξn)uFyn→ξnw‖L2(O×R)
≤ C(πC0(O)(a))
(∫ ∞
−∞
‖u‖2H1,ξn (O)|Fyn→ξnw|2dξn
) 1
2
(8.6)
for each function v(y) = u(y˜)w(yn).
We take a sequence {wj(xn)}∞1 such that Fyn→ξnwj(ξn) has a compact support and |Fyn→ξnwj|2 →
δ(ξn − s) for arbitrary s ∈ R. Since the function ξn → ‖A(y˜, D˜, ξn)u‖L2(O) is continuous, we
have
‖A(y˜, D˜, ξn)uŵj‖2L2(O×R)
=
∫
R
‖A(y˜, D˜, ξn)u‖2L2(O)|Fyn→ξnwj|2dξn → ‖A(y˜, D˜, s)u‖2L2(O).
This fact and (8.6) imply
‖A(y˜, D˜, s)u‖L2(O) ≤ CπC0(O)(a)‖u‖H1,s(O)
for almost all s. Since the norm of the operator A is a continuous function of s, we have this
inequality for all s. 
The following theorem provides an estimate for a commutator of a Lipschitz continuous
function and the pseudodifferential operator ω˜j .
Proposition 8.1. Let f ∈ W 1∞(O) be a function with compact support. Then
‖[f, ω˜j]‖L(L2(O),H1,s(O)) ≤ C‖f‖W 1∞(O)λ4nj ,
where the constant C is independent of j.
From this proposition we have immediately
Corollary 8.1. Let f ∈ Cℓ(O) be a function with compact support. Then
‖[f, ω˜j ]‖L(L2(O),Hℓ,s(O)) ≤ C‖f‖W 1∞(O)λ4nj ,
where the constant C is independent of j.
The proof of this theorem is similar to the proof of Corollary in [38], p. 309.
Let M(ξ) = µ(|ξ|)|ξ|, where µ ∈ C∞(R), µ(t) = 1 for t ≥ 1 and µ(t) = 0 for t ∈ [0, 1
2
].
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Lemma 8.2. Let a(y˜, ξ˜, s) ∈ CℓclSℓ,s(O). Then A(y˜, D˜, s)∗ = A∗(y˜, D˜, s) + R, where A∗ is
the pseudodifferential operator with symbol a(y˜, ξ˜, s) and R ∈ L(Hℓ−1,s0 (O), L2(O)) satisfies
‖R‖L(Hℓ−1,s0 (O),L2(O)) ≤ CπCℓ(O)(a).
Proof. Thanks to the assumption C it suffices to consider the case when
a(y˜, τ ξ˜, τs) = τ ℓa(y˜, ξ˜, s) ∀τ > 1.
The symbol a(y˜, ξ) can be represented as
a(y˜, ξ) =
∞∑
j=1
aj(y˜)M
ℓ(ξ)ωj(ξ).
Consider the operator
A˜(y˜, D) =
∞∑
j=1
aj(y˜)M
ℓ(D)ω˜j(D), M
ℓ(D)w =
∫
Rn+1
M ℓ(ξ)ŵei<y,ξ>dξ.
Then we find the formal adjoint operator:
A˜(y˜, D)∗ =
∞∑
j=1
(aj(y˜)M
ℓ(D)ω˜j(D))
∗ =
∞∑
j=1
M ℓ(D)ω˜j(D)aj(y˜)
=
∞∑
j=1
aj(y˜)M
ℓ(D)ω˜j(D) +
∞∑
j=1
[M ℓ(D)ω˜j(D), aj(y˜)],
where [A,B] := AB −BA.
Observe that
∑∞
j=1 aj(y˜)M
ℓ(D)ω˜j(D) is the operator with symbol a(y˜, ξ0, . . . , ξn) ∈ CℓclSℓ,s(O).
Let us estimate the norm of the operator
∑∞
j=1[M
ℓ−1(D)ω˜j(D), aj(y˜)]. Proposition 8.1 im-
plies ∥∥∥∥∥
∞∑
j=1
[aj(y˜),M
ℓ(D)ω˜j(D)]
∥∥∥∥∥
L(Hℓ−10 (O×R),L2(O×R))
≤ Cm
∞∑
j=1
‖aj‖Cℓ(O¯)λκ˜(n)j ≤ Cm
∞∑
j=1
λ
κ˜(n)
j πCℓ(O)(a)λ
−m
j ≤ CπCℓ(O)(a).(8.7)
Denote v = u(y˜)w(yn), v˜ = u˜(y0, . . . , yn−1)w˜(yn). We have
(A˜(y˜, D)v, v˜)L2(O×R) = (v, A˜(y˜, D)
∗v˜)L2(O×R) = (v, A˜
∗(y˜, D)v˜)L2(O×R) + (v, Rv˜)L2(O×R).
By (8.7), we have
(8.8) ‖R‖L(Hℓ−10 (O×R),L2(O×R)) ≤ CπCℓ(O)(a).
On the other hand
(A˜(y˜, D)v, v˜)L2(O×R) = 2π
∫
R
(A(y˜, D˜, ξn)u, u˜)L2(O)w ̂˜wdξn
=2π
∫
R
(u,A(y˜, D˜, ξn)
∗u˜)L2(O)ww˜dξn.
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Taking into account that (v, A∗(y˜, D)v˜)L2(O×R) =
∫
R
(u,A∗(y˜, D˜, ξn)u˜)L2(O)ww˜dξn, we have∣∣∣∣∫
R
(u, (A(y˜, D˜, ξn)
∗ − A∗(y˜, D˜, ξn))u˜)L2(O)ww˜dξn
∣∣∣∣ = |(v, Rv˜)L2(O×R)|
≤CπCℓ(a)‖v‖L2(O×R)‖v˜‖Hℓ−10 (O×R).
We take a sequence {wj}∞j=1, j ∈ N such that Fyn→ξnwj have compact supports and |Fyn→ξnwj|2 →
δ(ξn − s) for arbitrary s ∈ R. Since the function ξn → ‖A(y˜, D˜, ξn)u‖L2(O) is continuous, we
have∣∣∣∣∫
R
(u, (A(y˜, D˜, ξn)
∗ −A∗(y˜, D˜, ξn))u˜)L2(O)|wj|2dξn
∣∣∣∣→ |(u, (A(y˜, D˜, s)∗ −A∗(y˜, D˜, s))u˜)L2(O)|
Since
|(u, (A(y˜, D˜, s)∗ − A∗(y˜, D˜, s))u˜)L2(O)| ≤ CπC1(O)(a)‖u‖L2(O)‖u˜‖Hℓ−1(O),
the lemma is proved. 
Lemma 8.3. Let a(y˜, ξ˜, s) ∈ C1clS ĵ,s(O) where ĵ = 0, 1 and b(y˜, ξ˜, s) ∈ C1clSµ,s(O). Then
A(y˜, D˜, s)B(y˜, D˜, s) = C(y˜, D˜, s) +R0 where C(y˜, D˜, s) is the operator with symbol
a(y˜, ξ˜, s)b(y˜, ξ˜, s) and R0 ∈ L(Hµ+s˜,s0 (O), H s˜+1,s(O)) for any s˜ ∈ [−1, 0] if ĵ = 0 and R0 ∈
L(Hµ,s0 (O), L2(O)) if ĵ = 1. Moreover we have
‖R0‖L(Hµ,s0 (O),L2(O)) ≤ CπC1(O)(a)πC1(O)(b) for ĵ = 1,
‖R0‖L(Hµ+s˜,s0 (O),H s˜+1,s(O)) ≤ CπC1(O)(a)πC1(O)(b) for ĵ = 0.
Proof. We set
A(y˜, D) =
∞∑
j=1
aj(y˜)M
ĵ(D)ω˜j(D), B(y˜, D) =
∞∑
j=1
bj(y˜)M
µ(D)ω˜j(D).
Observe that
A(y˜, D)B(y˜, D)
=
∞∑
m,k=1
am(y˜)bk(y˜)M
ĵ+µ(D)ω˜m(D)ω˜k(D) +
∞∑
m,k=1
am(y˜)[M
ĵ ω˜m, bk]M
µ(D)ω˜k(D).
Since C(y˜, D) =
∑∞
m,k=1 am(y˜)bk(y˜)M
ĵ+µ(D)ω˜m(D)ω˜k(D), and for ĵ = 1,
‖R0‖L(Hµ0 (O),L2(O)) =
∥∥∥∥∥
∞∑
m,k=1
am(y˜)[Mω˜m, bk]M
µ(D)ω˜k(D)
∥∥∥∥∥
L(Hµ0 (O),L2(O))
≤
∞∑
m,k=1
‖am‖C1(O¯)‖[Mω˜m, bk]‖L(L2,L2)‖ω˜k(D)‖L(L2(O),L2(O))
≤ClπC0(O)(a)
∞∑
m,k=1
λ−lm ‖[Mω˜m, bk]‖L(L2(O),L2(O))λκ˜(n)k .
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Applying Proposition 8.1, we obtain
‖R0‖L(Hµ0 (O),L2(O)) ≤
∞∑
m,k=1
‖am‖C1(O¯)‖[Mω˜m, bk]‖L(L2(O),L2(O))‖ω˜k(D)‖L(L2(O),L2(O))
≤ ClπC1(O)(a)
∞∑
m,k=1
λ−lm ‖bk‖C1(O¯)λκ˜1(n)m λκ˜(n)k(8.9)
≤ Cl,l1πC1(O)(a)πC1(O)(b)
∞∑
m,k=1
λ−lm λ
−l1
k λ
κ˜1(n)
m λ
κ˜(n)
k
≤ Cl,l1πC1(O)(a)πC1(O)(b)
∞∑
k=1
λ−lm λ
κ˜1(n)
m
∞∑
m=1
λ−l1k λ
κ˜(n)
k <∞.
Let v = vj = u(y˜)wj(yn). We take a sequence {wj}∞j=1 such that Fyn→ξnwj, j ∈ N, have
compact supports and |Fyn→ξnwj|2 → δ(ξn − s) for arbitrary s ∈ R.
Then
‖A(y˜, D)B(y˜, D)vj − C(y˜, D)vj‖2L2(O×R)(8.10)
= 2π
∫
R
‖(A(y˜, D˜, ξn)B(y˜, D˜, ξn)− C(y˜, D˜, ξn))u‖2L2(O)|Fyn→ξnwj|2dξn ≤ C‖vj‖2Hµ0 (Rn+1)
for any u ∈ H1+µ0 (O).
Passing to the limit in (8.10) as j → +∞, we obtain
‖(A(y˜, D˜, s)B(y˜, D˜, s)− C(y˜, D˜, s))u‖2L2(O) ≤ C‖u‖2Hµ,s0 (O).
Let ĵ = 0. Then
(8.11) ‖R0‖L(Hµ+s0 (O),Hs0 (O)) ≤
∞∑
m,k=1
‖am[ω˜m, bk]M−s‖L(L2(O),Hs+10 (O))‖ω˜k(D)‖L(L2(O),L2(O)).
In order to estimate ‖am[ω˜m, bk]M−s‖L(L2(O),Hs+10 (O)), we observe thatMs+1am[ω˜m, bk]M−s =
amM
s+1[ω˜m, bk]M
−s + [Ms+1, am][ω˜m, bk]M−s. For the second term in this equality, we have
(8.12) ‖[ω˜m, bk]M−s‖L(L2(O),L2(O)) ≤ ‖bk‖C1(O¯)‖ω˜m‖L(L2(O),L2(O)),
‖[Ms+1, am]‖L(L2(O),L2(O)) ≤ C‖am‖C1(O¯).
In order to estimate the first term, we observe that [ω˜m, bk]
∗ = −[ω˜m, bk]. Then
[ω˜m, bk] ∈ L(L2(Rn), H1(Rn)), [ω˜m, bk] ∈ L(H−1(Rn), L2(Rn))
An interpolation argument yields
(8.13) [ω˜m, bk] ∈ L(H−γ(Rn), H1−γ(Rn)) ∀γ ∈ [0, 1]
and
(8.14) ‖[ω˜m, bk]‖L(H−γ(Rn),H1−γ(Rn)) ≤ ‖[ω˜m, bk]‖L(L2(Rn),H1(Rn)) ∀γ ∈ [0, 1].
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Applying (8.12)-(8.14) to (8.11) we obtain
‖R0‖L(Hµ+s0 (O),Hs+10 (O)) ≤ Cl
∞∑
m,k=1
λ−lm ‖bk‖C1(O¯)λκ˜1(n)m λκ˜(n)k
≤ Cl,l1πC1(O)(b)
∞∑
m,k=1
λ−lm λ
−l1
k λ
κ˜1(n)
m λ
κ˜(n)
k ≤ Cl,l1πC1(O)(b)
∞∑
k=1
λ−lm λ
κ˜1(n)
m
∞∑
m=1
λ−l1k λ
κ˜(n)
k <∞.
We finish the proof of lemma using similar arguments as in case ĵ = 1.
The direct consequence of Lemma 8.3 is the following commutator estimate.
Lemma 8.4. Let a(y˜, ξ˜, s) ∈ C1clS1,s(O) and b(y˜, ξ˜, s) ∈ C1clS1,s(O).
Then the commutator [A,B] belongs to the space L(H1,s(O);L2(O)) and
‖[A,B]‖L(H1,s(O);L2(O)) ≤ C(πC0(O)(a)πC0(O)(b) + πC0(O)(a)πC1(O)(b) + πC1(O)(a)πC0(O)(b)).
Proof. By Lemma 8.3 we have
A(y˜, D˜, s)B(y˜, D˜, s) = C(y˜, D˜, s) +R0, B(y˜, D˜, s)A(y˜, D˜, s) = C(y˜, D˜, s) + R˜0,
where R0, R˜0 ∈ L(H1,s(O), L2(O)) and C(y˜, D˜, s) is the pseudodifferential operator with the
symbol c(y˜, ξ˜, s) = a(y˜, ξ˜, s)b(y˜, ξ˜, s). Since [A,B] = R0 − R˜0, we immediately obtain the
statement of the lemma. 
Lemma 8.5. Let a(y˜, ξ˜, s) ∈ C1clS1,s(O) be a symbol with compact support in O. Let Oi ⊂⊂ O
and O1 ∩ O2 = ∅. Suppose that u ∈ H1,s(O) and suppu ⊂ O1. Then there exists a constant
C such that
(8.15) ‖A(y˜, D˜, s)u‖H1,s(O2) ≤
CπC1(O)(a)
dist(O2,O1)2n+3‖u‖H1,s(O).
Proof. By lemma it suffices to prove the inequality (8.15) only for u ∈ C∞0 (O1). Let
b(t) ∈ C∞0 (−2, 2), and b|[−1,1] = 1 and y˜ ∈ O2. We have
A(y˜, D˜, s)u = lim
ǫ→+0
∫
Rn
b(ǫ|ξ˜|)a(y˜, ξ˜, s)e−i<y˜,ξ˜>uˆ(ξ˜)dξ˜ =
1
(2π)
n
2
lim
ǫ→+0
∫
Rn
∫
Rn
b(ǫ|ξ˜|)a(y˜, ξ˜, s)ei<x˜−y˜,ξ>u(x˜)dξ˜dx˜ =
1
i2k(2π)
n
2
lim
ǫ→+0
∫
Rn
∫
Rn
b(ǫ|ξ˜|)a(y˜, ξ˜, s)
|x˜− y˜|2k (∆
k
ξe
i<x˜−y˜,ξ˜>)u(x˜)dξ˜dx˜ =
1
i2k(2π)
n
2
lim
ǫ→+0
∫
Rn
∫
Rn
∆k
ξ˜
(b(ǫ|ξ˜|)a(y˜, ξ˜, s))
|x˜− y˜|2k e
i<x˜−y˜,ξ˜>u(x˜)dξ˜dx˜ =
1
i2k(2π)
n
2
∫
O1
∫
Rn
∆k
ξ˜
a(y˜, ξ˜, s)
|x˜− y˜|2k e
i<x˜−y˜,ξ˜>u(x˜)dξ˜dx˜.(8.16)
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Let k = n. Then
|∂yjA(y˜, D˜, s)u| =
∣∣∣∣∣ 1i2k(2π)n2
∫
O1
∫
Rn
∂yi
(
∆k
ξ˜
a(y˜, ξ˜, s)
|x˜− y˜|2k e
i<x˜−y˜,ξ˜>
)
u(x˜)dξ˜dx˜
∣∣∣∣∣(8.17)
≤ CπC1(O)(a)
∫
O1
∫
Rn
|u(x˜)|
|x˜− y˜|2n+3(1 + |ξ˜|2n+1 + s2n+1)dξ˜dx˜
≤ CπC1(O)(a)
(sn+1 + 1)dist(O2,O1)2n+3‖u‖H1,s(O).
Proof of the lemma is complete. 
We shall use the following variant of the G˚arding inequality:
Lemma 8.6. Let p(y˜, ξ˜, s) ∈ C2clS2,s(O) be a symbol with compact support in O. Let u ∈
H1,s(O) and supp u ⊂ O1. Let O1 ⊂⊂ O2 ⊂⊂ O3 ⊂⊂ O and γ˜ ∈ C∞0 (O3) be a function such
that γ˜|O2 = 1 be such that Re p(y˜, ξ˜, s) > Cˆ|(ξ˜, s)|2 for any y˜ ∈ O3. Then
Re(P (y˜, D˜, s)u, u)L2(O) ≥ Cˆ
2
‖u‖2H1,s(O)(8.18)
−C1
( 2∑
k=0
(πCk(O3)(p) + 1)πC2−k(O3)(γ˜) + (π
2
Ck(O3)(p) + 1)π
2
C2−k(O3)(γ˜))
)2
+
1
dist(O1,Rn \ O2)2n+3
)
‖u‖2L2(O).
Proof. Consider the pseudodifferential operator A(y˜, D˜, s) with symbol A(y˜, ξ˜, s) =
(γ˜Re p(y˜, ξ˜, s)− γ˜ Cˆ
2
M2(ξ˜, s))
1
2 ∈ C2clS1,s(O). Then, according to Lemma 8.3
A(y˜, D˜, s)∗A(y˜, D˜, s) = γ˜Re p(y˜, D˜, s)− γ˜ Cˆ
2
M2(D˜, s) +R,
where R ∈ L(H1,s(O);L2(O)) and
‖R‖L(H1,s(O);L2(O)) ≤ C(πC2(O3)(a) + π2C2(O3)(a))
≤ C
2∑
k=0
(πCk(O3)(p) + 1)πC2−k(O3)(γ˜) + (π
2
Ck(O3)(p) + 1)π
2
C2−k(O3)(γ˜)).(8.19)
Therefore
Re(P (y˜, D˜, s)u, u)L2(O) = ‖A(y˜, D˜, s)‖2L2(O) − ((1− γ˜)M2(D˜, s)u, u)L2(Rn)
+
Cˆ
2
‖u‖2H1,s(O) + (Ru, u)L2(O).
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Observing that
|(Ru, u)L2(O)| ≤ C
2∑
k=0
(πCk(O3)(p) + 1)πC2−k(O3)(γ˜)(8.20)
C
2∑
k=0
(πCk(O3)(p) + 1)πC2−k(O3)(γ˜) + (π
2
Ck(O3)(p) + 1)π
2
C2−k(O3)(γ˜))‖u‖L2(O)‖u‖H1,s(O),
and since by Lemma 8.5 we have
|((1− γ˜)M2(D˜, s)u, u)L2(Rn)| ≤ C
dist(O1,Rn \ O2)2n+3‖u‖
2
L2(O),
we obtain the statement of the lemma. 
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