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In part I, we consider boundary conditions, in&ding “periodic” conditions, 
for (p.r’)’ + f(t, X) = 0, wheref does not depend on x’. In part II, we consider 
“separated” Sturrr-Liouville boundary conditions for (pi’)’ + f(t, J, x’) = 0. 
The existence proof in Part I depends on a simple a priori estimate and the 
Poincare-Birkhoff fixed point theorem. In Part II, it depends only on a priori 
estimates, and not on any fixed point theorems or functional analysis. The results 
of Part II contain many known results on “Sturrr-Liouville eigenvalue boundary 
problems” for (pi’)’ + q(t)~ + Mz(t)x: +f(t, X, s’, A) = 0 (cf. Section 5). 
I. GENERALIZED PERIODIC BOUNDARY CONDITIONS 
1. Statement of Results 
One of the main results of this note is the following: 
THEOREM 1.1. Let0 <pi C”[O, I] andZezf(t?x),f,=afjaxE C”([O, 11 x R) 
satisfy ff t ,  0) = 0 and 
f(t, 4/x - a as ! x j - cc uniformly in t. 0.1) 
Let 0 < 0 < Z. Then thee exists an integer n o = no(O) with the property that if 
N > no, then the boundary value problem 
(p(W)’ + f (f, x> = 0 U-2) 
and 
(- l)N X( I) = x(O) cos e + p(O) ~‘(0) sin e, 
(-l)Np(l) x’(1) = --x(O) sin e + p(0) x’(0) cos 8, 
(‘1.3) 
* This study was supported by NSF Grant MPS 75-15733, and was done while the 
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has a solution x(t) satisfying 
x(t) has exactZy N zeros in (0, 11. (1.4) 
Remark 1. An admissible choice of n,(B) can be given as follows: Let q(t) = 
f$(t, 0). For any solution y  + 0 of 
(PMY’)’ + 4WY = 0, (1.5) 
let +(t) = arctany/Py’ E CO[O, 11. Let no(e) > 0 be the least integer satisfying 
54) - NV < ‘nor + 0 for all choices of y. For example, we can choose no (32), 
independent of B and a knowledge of the functions 4, by the requirement that 
no solution y  + 0 has n, zeros on (0, 1) (for if y  has 12 zeros on (0, I), then 
b(l) - d&O < (n 4 lb+ 
Remark 2. We can generalize the boundary conditions (1.3) somewhat. Let 
a, b, c, d be constants satisfying ad - bc = 1. Then there exists an integer 
n, = n,(a, b, c, d) with the property that if N > no , then (1.2) has a solution x(t) 
satisfying 
(- 1 )“x( 1) = ax(O) + bp(O)x’(O), (- l)Np(l)x’(l) =cx(O) + dp(O)x’(O) (1.6) 
and (1.4). The integer no can be obtained as follows: Using the notation of the 
last remark, let $r(t) = arctan [(dy - @y’)/(-cy + spy’)] E CO[O, I] and let 
tto > 0 be the least integer such that $r(l) - &(O) < fzor for all solutions 
y  + 0 of (1.5). Also, if no (32) is defined as at the end of Remark 1, then no is 
admissible for all a, b, c, d (subject to ad - bc = 1). The proof of this remark 
will be indicated in Section 4. 
Remark 3. It will be clear from the proof that if N is fixed, then the conclu- 
sions above remain valid if (1.1) is relaxed to the existence of a constant m: 
p(t) f  (t, x)/x > m” for large 1 .2* I, O<t<l, 
m > 27r(N + 2)/T, where T = j=’ d@(t). 
0 
(1.7) 
The proof of Theorem 1 .l depends on an a priori estimate (Lemma 2.1). This 
proof and the a priori estimate in Lemma 2.3 show that the following corollary 
is implied by Theorem 1 .l (by approximating f  suitably). 
COROLLARY 1.1. Theorem 1.1 and Remarks 1-3 remain valid ;f  the assumption 
that fz = af Iax exists is replaced by the hypothesis that f  = O(l x I) as x -+ 0 
uniformly in t, and q(t) in (1.5) is replaced by a continuous function such that, 
for any E > 0, f/x < q(t) + E for 0 < t < 1 and small 1 x 1 (for example, 
f  = q(t)x + o(] x I) as x 3 0 unifmmly in t). 
BOUNDARY VALUE PROBLEMS 39 
The ingredients of the proof of Theorem 1.1 are the Poincare-Birkhoff 
theorem and an a priori estimate. This estimate is a special case of Lemma 6.1, 
and can be deduced from Wolkowisky [I l] or from Turner [lo]. Since it is very 
simple, however, we shall give a proof of it in Section 2, so that we obtain a 
complete proof of Theorem 1.1 without involving extraneous elements and, 
one of our objectives of Part I, a simple straightforward application of the 
Poincare-Birkhoff fixed point theorem. We refine the proof of Lemma 2.1 in 
Section 6 to obtain generalizations of the a priori estimates of Wolkowisky and of 
Turner. 
I f  N is even, 6 = 0, and p(t),f(t, x) are periodic of period 1 in t, then the 
corresponding solution x(t) of (1.2), (1.3) is periodic. Following a suggestion of 
J. Moser, Jacobowitz [5] proved the existence of periodic solutions, having a 
specified number of zeros, for equations x” + f(t, x) = 0 with f(t + 1, x) = 
f(t, x), by the use of the Poincart-Birkhoff fixed point theorem. His assumptions 
on f  were essentially those of Theorem 1.1, plus the additional condition that 
xf(t, x) > 0 for all x # 0. He raised the question whether or not this extra 
condition can be omitted. Theorem 1.1 answers this question in the affirmative. 
My attention was drawn to a preprint of Jacobowitz [5] by a report on it by 
Mr. R. B. Greene in Professor Moser’s seminar. I should also like to acknowledge 
useful discussions with Professor Moser. 
The following observation of Professor Moser is of interest. If, in the differen- 
tial equation 
x” +f(r, x, x’) = 0, (1.8) 
f(t, x, y) E C1(A3) satisfies 
f(t, (40) = 0 and f(t + 1, x,y) =f(t> x,y), (1.9) 
then in general (1.8) d oes not have periodic solutions (+O) when S is not inde- 
pendent of y, even if 
xf(t, x, y) > 0 if x + 0, 
f/x ---f cc as j s j + co uniformly in (t, y) E R2, 
] affray j and supp j af/ay j are small 
in [0, l] x R’. In order to see this, let 
(1.10) 
(1.11) 
(1.12) 
f(t, x, y) = x + x3 + cg(t, x, y), (1.13) 
where E > 0, g E C1(R3), g(t + 1, x, y) = g(r, x, y), g(t, x, y) = 0 if x = 0 or 
y  = 0, ag/t?y > 0 if xy > 0, ] x / < E, and / y  [ < E, and aglay = 0 otherwise; 
so that xg (and yg) > 0 if xy > 0, / x ( < E, y  arbitrary and g = 0 otherwise. 
If  x(t) + 0 is a solution of (1.8) (1.13) for all t, then .x(t) has infinitely many 
zeros since f(t, x(t), x’(t))/x(t) 3 1 is continuous. The function I7 = 2x” + 
x4 + 2x” satisfies V’ = -4,x’g(t, x, x’), SO that V’ < 0 if xx’ > 0, i x 1 < E 
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and V’ = 0 otherwise, Thus x cannot be periodic unless V’ s 0, but v’ < 0 
on small intervals (ts , tl) if x(t,,) = 0. (This example cannot be “improved” 
to make (supp g] n ([0, I] x R2} compact.) 
2. A Priori Estimate fm Theorem 1.1 
The estimate that we need for the proof of Theorem 1.1 is the following 
special case of Lemma 6.1. 
LEMMA 2.1. Let K > 0 be an integer, let m, C, T, X,, , Z be positive constants 
satisfying 
m > 2rK/T, 0 < 2x, < 2, o<c<z, (2.1) 
and 0 < g(s) E C”[Xo , GO). Then there exists a positive zumber A, = 
A,(m, C, T, X0 , Z; g) with the following property: If F(t, x) E CO([O, T] x I?) 
satisjies, for 0 < t < T, 
I F(t, 41 < C fop I x I < Xo, (2.2) 
F(t, x)/x > 4 and I F(t, x)1 < g(l x I) for 1 x 1 b X, , (2.3) 
F(t, x)/x > m2 for I x I 3 z (2.4) 
and ifs(t) is a solution of an initial valuep~oblem 
xn + F(t, x) = 0 (2.5) 
and x(t,) = x0 , x’(to) = x0’, where x0” + x’~ > 2A,“, then x(t) has at least K zeros 
on its interval of existence. 
It is of interest to remark that a solution of (2.5) need not exist on [0, T]. In 
fact, Coffman and Ulrich [2] give an example of a positive q(t) E C”[O, T] such 
that .v” + q(t)x3 = 0 has a solution which does not exist on [0, T]. 
COROLLARY 2.1. Let A, be as in Lemma 2.1. Let F(t, x) satisfr (2.1)-(2.4) 
fm 0 < t < T. Let x(t) be a solution of (2.5) with less than K xeyos on its intePva1 
of existence. Then x exists and satisfies x2 + xf2 < 2AK2 on [0, T]. 
Since we can consider t < to as well as t > to , the proof of Lemma 2.1 
shows that T need not be replaced by 2T in Corollary 2.1. 
Proof of Lemma 2.1. We extend the definition of F(t, x) for all t by F(t, x) = 
F(0, zc) or F(T, x) according as t < 0 or t > T, and consider solutions on their 
maximal interval of existence. 
Step a. Let x(t) satisfy 
I x(to)l < x0 and x’(t,) > A 2 max(2C, 4X0). (2.6) 
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Then there exists a least t, such that 
x(f,) = x, ) x’(t1) 3 A/2, t, < t, < t + 4X,/d. 
This is clear from zc” = -f 3 -C when 1 x j < X,, . 
Step b. Let A satisfy G-l(d2,/2) > 22, where G-l is the inverse of 
(2.7) 
G(x) = (g(s) ds. (2.8) 
Let x(t) be a solution satisfying x(t,) 3 X0 and ~‘(t,,) > A. We verify that there 
exists a least tr > t, such that 
x(t,) 3 G-l(A*/2) >, 22, x’(t,) = 0, and t1 - t, < ?+il. (2.9) 
By the concavity of x(t), there is a least tr > t, where x(t) has a maximum and 
x’(t,) = 0. In fact, by (2.3) and the Strum comparison theorem t, - t, < 77/4. 
Define l’(t) by V = ~‘a/2 + G(x), so that V = K’[-F(t, x) + g(x)] >, 0 on 
[to , tJ. Thus AZ/2 < V(ts) < V(t,) = G($t,)). This gives the first part of (2.9). 
By the concavity of x(t) it follows that x(t) > Z on [(to + Q/2, t,]. On this 
interval, (2.4) and Sturm’s comparison theorem imply that (tl - to)/2 < v/21%. 
Step c. If  x(t) and d satisfy x(t,) > 4 > 22 and x’(f,) = 0, then there 
exists a least f,  > t, such that 
x(t1) = x0 , -x’(t,) 3 A, and t, - t, < +l. (2.W 
For, by the argument above, there is a least t1 > t, such that w(tl) = X, and 
t, - t, < T/M. Introduce W(t) = ~‘a + 4(x2 - X2), so that 
w’ = 2s’[--F(t, xg + 4x] 3 0 
on [to , tJ. Hence I’m = @‘(tl) > Tt’(t,) = 4($(t,) - X0”) >, x2(@, by (2.1). 
This proves (2.10). 
Step d. If  r(t) satisfies I > A > 22, we shall verify that there exists a least 
t1 > t, such that 
x(tlj = X0, -x’(tl) > A, and t, - t, < 2+n. (2.11) 
For if tl is the least t > t, where x(t) = X0, then t, - t, < 2&z as above. If  
x’(f,) > 0, then (2.11) follows from Steps b and c. If  x’(t,) < 0, we can apply 
Steps b and c after first decreasing t until x’(t) = 0 and r(t) > d > 22. 
Lemma 2.1 follows from Steps a-d. For if x,,2 + x12 > 2As, then either 
(xa/ ),A or IRK’\ >A. I f  jx,l >A as in Step d, then 15’1 24 at the 
endpoint corresponding to t, . I f  we begin with 1 s’ 1 > A, we end with 
42 PHILIP HARTMAN 
1 x’ 1 > A/2 in Step a or / x’ j 3 G-r(A2/2) after Steps b-c. Thus if we let 
H’@(A) = A, H(A) = G-1((A/2)2/2), and EP+r) = H 0 H(j), then A = A, can 
be chosen to be any number satisfying 
4X0 f  l/H(j)(A) + 27rK,lm < T, 
j=O 
and H(j)(A) > 22 > max(2C, 4X0) for j = O,..., K. Note that g(s) 3 ?nes for 
s > 2, by (2.3)-(2.4) so that G(A) + W, hence H(j)(A) --f co, as A ---f to. This 
completes the proof. 
The lemmas to follow are not needed for the proof of Theorem 1.1 but are 
useful for the proofs of its Corollary 1.1 and of Theorem 5.1. For similar 
assertions, see [4, Sect. 91. 
LEMMA 2.2. Let A > 1 and S > 0. Let p(t) and f  (t, x, y) be continuous and 
satisfJ7 0 < l/A < p(t) < A and 1 f(t, x, y)I < A(xZ + y2)1/2 for 0 < t < T, 
x2 + y2 < a2. The?1 a solution of an initial value problem 
(p(t)x’)’ + f(t; x, x’) = 0 and 4to) = x0 , x’(to) = To’ 
exists on 0 < t < T and satis$es 
x”(t) + p”(t) x’“(t) < (x0’ + A2xh2) exp (3A2T) < 6”, 
provided that the last inequality holds. 
This is an immediate consequence of Gronwall’s inequality, for the differential 
equation is equivalent to the system x’ = z/p, z’ = -f (t, .1c, z/p) which implies 
that /(x2 + z*)’ j < 3&x2 + 2”). 
LEMMA 2.3. Let A 2 1, E > 0, S(e) > 0, 0 <p(t), and q(t) co&mous on 
[0, 11. For a jixed 0, 0 < 0 < r, let no(e) > 0 be an integer such that ;f  y  + 0 
is a solution of (1.5), then 4 = arctany/py’ E CO[O, l] satisfies d(l) - 4(O) < 
no(s), + 8. Then there exists an 77 = v(A; 6, p, q) > 0 with the following property. 
~ff(t,x)~Co([O,1]XR)satisJies~f~~A~x~forO,(t,(1,[xj~1and 
f (t, x)/x < q(t) + e foF 0 < t < 1, 0 < 1 x j < 8(e) and x(t) is a solution of the 
boundary value problem (1.2)-( 1.4) with N 3 no , then 9 + A?v’~ > 7) on 
[O, 11. 
Proof. Let x(t) + 0 be a solution of (1.2) and 4(t) = arctan x/px’ E CO[O, 11. 
If  x(t) is a solution of (l-2)-(1.4), th en x(t) exists on [0, l] and satisfies 
$(l) - 4(O) = Nm + 6 (cf. Section 3). The function $ satisfies 
4' = p-1 cos2+ + (x2 + pzx'e)-l~f sin& (2.12) 
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Since +‘(ta) > 0 when sin+(tJ = 0, 4(t) increases when it passes through a 
multiple of 7~. If  j x(t)1 < S(E), then 
6’ < p-l cos2 4 + (q + 6) sin2 4. 
By the definition of n, , there exists a number y  > 0 such that every solution of 
*’ = p-l cos2 zf% $ q sin* 4 
satisfies 4(l) -- 4(O) < q,r + 6 - y. It follows that if E > 0 is sufficiently 
small, say 0 < E < ~a , then d(l) - +(O) < non + 6 - r/2 < NT + 8. Hence 
ss + pW < Ss(q,) cannot hold on 0 < t < 1. Thus, the last lemma implies 
that an admissible q is Sz(q,) exp (- 3A2). 
3. Proof of Thewem 1.1 
Let N be fixed and K = N + 2. We first show that, at the cost of losing 
condition (1. l), we can suppose that all solutions af (I .2) exist on [0, l] and that a 
solution of (1.2) with sufficiently large x2(O) + p”(O) ~‘~(0) has at least K zeros on 
[0, I]. In order to see this, let T = si dt/p(t) an d m, C, .X0 , Z constants satisfying 
(2.1)-(2.4) for 0 < t < 1 with F = p(t)f(t, x) and 
g(s)=l+max(p(t)]f(t,x)j:O<t<land/n:j =s}. 
Let AK > Z be a number supplied by Lemma 2.1 and fa(t, x) a function with 
the same smoothness as f  satisfying f0 -f for 0 < t < 1 and 1 .2: / < 24, r 
p(t) lfo(t, $1 < g(l x I) for j s j > X0 , p(t)fa(t, x) > ~9 for / x ( > Z, and 
p(t)f,(t, x)/x < 2m2 for large 1 x /. Then all solutions of (px’)’ + f,  = 0 exist 
on [0, l] since f0 has at most linear growth in 1 x 1. The change of independent 
variables ds = dt/p and Corollary 2.1 show that if x(t) is a solution of 
(3.1) 
with d + pW > 2A$ at some point, then x has at least K zeros on [0, 11. In 
particular, a solution of (3.1) with N zeros on (0, I] satisfies / x(t)\ < 24, and is 
also a solution of (1.2). Thus, in proving Theorem 1.1, we can replace (1.2) by 
(3.1). For convenience, we rename f. to f.  
For any solution x(t) + 0 of (1.2), introduce the “modified” Prefer variables 
f- = .$ + pZ$% and # = arctan x/p&&. (3.2) 
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Hence (1.2) is equivalent to the system 
r’ = (r/p) sin 24 - 2f9 cos 4 E RO(t, Y, c$), 
4 = (l/p) cosa$ + fr112 sin+ E @O(t, r, +), 
(3.3) 
where f  = f (t, r1j2 sin+). Since $‘(t,) > 0 if x(t,) = 0 (i.e., sin$(t,) = 0), 4 
increases as it passes through a multiple of m. Hence the boundary conditions 
(1.3) and (1.4) hold if and only if 
r(O) = r(l) and 4(O) = d(l) - Nn - 19. (3.4) 
Define a map To(@), #(O)) = (r(l), 4(l) - NT - 8) = (R,(@), #I)), 
@o(r(0), 4(O)) of the half-plane {(r(O), 4(O)): r(O) > 0} into itself. Thus our 
problem (3.4) d re uces to the question of the existence of a fixed point for To . It is 
clear that To is a diffeomorphism onto, since solutions of (1.2) are uniquely 
determined by initial conditions, fx exists and is continuous, and all solutions 
exist on [0, 11. Also, To is “periodic” in$(O) of period 27r, i.e., 
@000(0>, 4(O) + 24 = @oW), d(O)) + 237, 
and area preserving by Liouville’s theorem since Rs, @O in (3.3) satisfy aRO/i% + 
MO/&J = 0. Thus, the existence of a fixed point follows from an analog of the 
PoincarbBirkhoff fixed point theorem [l] if we verify that To is a “twist map,” 
i.e., 
@00(4’(o), Yw)) - cm> > 0 for large T(O), (3.5) 
@0(+9~ d(O)> - 544 < 0 for small ~(0) > 0. (3.6) 
The condition (3.5) is a consequence of the choice of K since, for large Y(O), 
cDo(r(0), 4(O)) - d(O) > (K - 1)~ - NT - 6 > 0. 
In order to verify (3.6), note that if we consider a family of initial conditions 
(y(O), +(O)) with 0 < r(O) + 0 and 4(O) -+#o , then cj(t) tends uniformly to the 
solution of 
F = (~0s~ 5WAt) + 4(t) sin2 54 b(O) = $0 I 
where q(t) = fJt, 0) (cf. (3.3)). Hence 4(l) - $. < nor + 6’ < Nrr + 0. This 
implies (3.6) and completes the proof. 
4. On Remark 2 of Section 1 
Corresponding to a linear transformation 
xl = dx - by, 24 = -4% + ay, (4.1) 
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introduce the auxiliary variables 
rl = (dx - bpx’)2 + (-cx + apx’)2, 
rjS1 = arctan (& - bpx’)/(-cx + qQ), 
along a solution x(t) of (1.2). Thus 
r1 = [(a sin + - b cos +)* + (-c sin + + a cos (p)z]r, 
$r = arctan (d sin + - b cos +)/(-c sin # + a cos +), 
so that d#r/d+ > 0 if ad - bc > 0. If  x(t) exists on [0, l] and satisfies ~~(1) = ra(O), 
4,(l) = &(O) + NT, then x(t) is a solution of (1.2), (1.4), and (1.6). Thus we 
seek the existence of a fixed point of the map T1(rI(0), &(O)) = (1;(l), &(l) - NT) 
of the half-plane (@r(O), $r(O)): r,(O) > 0} into itself. 
This map is area preserving since To is area preserving, as are the maps 
(q y) M (q , yr) in (4. l), where ad - bc = 1, and (T, 4) H (r1/2 sin 4, rlkB cos 4). 
Tl is “periodic” of period 27r in $r(O). Al so, Tl is a twist map by the arguments 
of the last section. Hence the desired result follows from the PoincarbBirkhoff 
fixed point theorem. 
II. SEPARATED BOUNDARY CONDITIONS 
5. Statenzerzt of Theorem 
We shall consider the boundary value problems 
(p(t)x’)’ + f (t, s, x’) = 0 (5.1) 
for 0 < t < 1 and 
x(j) cos 0, - p(j) x’(j) sin Bj = 0 for j=O,l, (5.2) 
where 0 < B0 , 0, < 7~ are constants. We shall make a number of hypotheses onf: 
(Hl) f (t, x, y) E CO([O, l] x R*) and there is a constant A such that 
/ f (t, N, y)i < B(x* + y2)l/* for 0 < t < 1 and x2 + y* < 1. 
(H2) For every X > 0, there exists a Nagumo function G(Y) = &(r) 
(i.e., 0 < z,/J~ E CO[O, a) and s” Y dr/#x(r) = CD) satisfying / fft, x, y)l < #r(i y  1) 
for 0 < t < 1, j x j < X, - cg < y  < co. Ifp(t) + const, or if the constants C, 
and C, in (H3) are not 0, assume that Gx(r) is a nondecreasing function of 7. 
(H3) There exist nonnegative constants C, , C, , X0 such that 
f (t, x, Y)lx: + Cl I y  !i! x I i- co > 0 
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(H4) For every constant m > 0, f(t, X, y)/~ > m2 for 0 < t < 1, 
jyl <nzIxI andlarge 1x1. 
THEOREM 5.1. Let 0 < p E C”[O, 11, f  satisfy (Hl)-(H4), 6 = f, and 
0 < 0, , 0, < Z-. Then there exists an integer 121 > 0 such that, for any integer 
N > n, , the boundary vabeprobJem (5.1)-(5.2) J zas a solution x(t) witlz exactly N 
zeros on (0, I] and sgn x(t) = 6 for small t > 0. 
Remark 1. The integer n, can be chosen as follows: Let qo(t), ql(t) E C”[O, l] 
have the property that, for every E > 0, there exists a S(E) > 0 such that 
-?f/@’ + Y”) G 40(t) + E and 1 y f  j/(x2 + y2)p < ql(t) + E for 0 ,< t < 1 and 
xa + y2 < 8(c). Let z be the solution of 
[p(t) exp (-it ql(s) ds) z’] ’ + P(t) =p ( Lt ~(4 ds) CIO(~) z = 0 
satisfying 
x(O) = sin 0, and p(0) z’(0) = cos e, ) (5.3) 
and #J = arctan zlpz’, r+!(O) = 0, . Th en n, can be chosen to be the least integer 
n, > 0 such that $(I) < nrn + 0, . This will be clear from the proof if one 
writes f = [yf/(x" + y”) PI py + [-~f/(~” + r”>lx. 
I f  we assume other conditions on f  near x2 + y2 = 0, we have 
COROLLARY 5.1. Let f be as in Theorem 5.1 and assume tlzat there exist qo(t), 
ql(t) E C”[O, l] such that 
f  (t, x, y) = q1(t)y + qlJ(t)x + 0(x2 + Y2Y/” as x2 + y”+ 0 (5.4) 
uniformly in t. Let z be the solution of (5.3) and 
(p.q’ + q&)Z + !loo(t)x = 0, 
4(t) = arctan z/pz’ E CO[O, I], 4(O) = so; and n, > 0 the least integer sattifying 
d( 1) < filr + 0, . Then n1 is admissible in Theorem 5.1. 
Remark 2. If  N > n, is fixed, condition (H4) can be relaxed as follows: 
For 0 < t < 1 and large 1 x /, let 
p(t)f (t, x7 y)/x > mz for Iyl <mIxI, (5.5) 
where, for a constant C depending only onp(t) and Co , C, in (H3), 
m > C(N + 2). (5.6) 
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For example, if p(t) 2 1 and C, = C, = 0, then (5.6) can be replaced by 
m > &(1L’ + 2) (cf. Corollary 6.1). See Corollary 6.2 for the general case. 
Theorem 5.1 contains some results of Nehari [7] (obtained by variational 
methods} and their generalization in Rabinowitz [9, Theorem 2.14, p. 1721 
(obtained by Schauder-Leray degree theory). It also contains existence theorems 
of Wolkowisky [l I] and of Turner [lo]. For example, it implies 
COROLLARY 5.2. Let p(t), q(t), h(t) E: CO[O, l] witlz p > 0 and h > 0. Let 
0 < 00 ) 6, < n-. Let f(t, x, y, /\) E CO([O, l] x R3) satisfy (Hl)-(H4) with 
constants A, Co , C, , X0 and function #-Jr) in (Hl)-(H3) independent of h for 
bounded h, alid “large j x 1” in (H4) un;form for bounded h. Let f’= 0(x2 + y”) as 
x2 + y2 -j. 0 uniformly in t and bounded h. Let h, < X, < ..’ be the eigenvahes 
for the linear boundary value problem (5.2) and the casef E 0 of 
(px’)’ + qx + Xhx +f(t, x, X’, h) = 0. (5.7j 
Let 6 = &. Then, for h < h, , the boundary value problem (5.2), (5.7) has a 
solution x(t) having exactly N xeros olt (0, l] and sgn X(Z) = S for small t > 0. 
This contains the theorems of Wolkowisky [l 11 for his equation (I,) and for 
(I-) with h < 0, as well as generalizations by Turner [lo]. (Wolkowisky observes 
that a priori estimates and the Schauder fixed point theorem give his results. It 
turns out that no fixed point theorem is used in the proof of Theorem 5.1.) See 
also [1 l] for references to related results of Ljusternik and of Pimbley [8]. See 
also [4, Theorem 8.2, p. 2071. 
The a priori estimates of Section 6 are obtained by arguments of the Nagumo 
and Sturm types. Theorem 5.1 is then deduced by a simple continuity argument, 
similar to that in Hartman [4, Sects. 8-91. 
6. A Priori Estimates 
The following is the main lemma. 
LEMMA 6.1. Let K > 0 be an integer; m, T, X0 , Zpositive constants satisjjkg 
m > 43rKjT and 0 < 2X” < z; (6.1) 
$.Jr) a Nagumo function for every jked X > 0 (cf. (H2)). TIzerr there exists a 
nzmzberd, = A,(m, K,Xo, Z; {h}) with theproperty: IfF(t, x, ~)ECO([O, T] x R”) 
satis$es, for 0 < t < T, 
I F(4 &v, y)l < #,&I y i) for I x I < X -02 < Y < a, (6.2) 
F@, x, y)lx > 0 for Ixl>,X,, -03<y<m, (6.3) 
F(t, x, y)/x > mB for j s 1 > Z, / y  1 < 2m 1 x +r, (6.4) 
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and if x(t) is a solution of an initial value problem 
x” + F(t, x, y) = 0, (6.5) 
“(to) = x0 and x’(t,) = x0’, where x0’ + xg” 3 2AK’;, (6.6) 
then x(t) has at least K ~~0s on its interval of existence. 
This has the following consequence. 
COROLLARY 6.1. Let A, be as in Lemma 6.1. Let F(t, x, x’) E C”( [0, T] >; R”) 
satisfy (6.2)-(6.4) for 0 ,( t < T. Let x(t) be a solution of (6.5) having less than K 
xmos on its interval of existence. Then x exists and satisfies xz + xIz < 2A,2 
on [O, T]. 
Cf. the remark following Corollary 2.1. 
Proof of Lemma 6.1. We extend the definition of F for all t by F(t, x, y) = 
F(0, x, y) or F(T, x, y) according as t < 0 or t > T, and consider solutions on 
their maximal interval of existence. 
Let X > 0, L > 0, and A,(X, L) satisfy 
I 
AJX, L) 
Y dr/#,(r) = 2X. (6.7) 
BXIL 
Then a theorem of Nagumo [6] (cf. [3, pp. 428-4291) implies that a solution of 
(6.5) satisfying 1 x(t)] < X on an interval of length L satisfies j x’(t)1 < A,(X, L). 
Choose L > 0 so that (K + l)L + (4Kr/m) < T. 
Let a(A) be defined by 
I 4 Y dr/~,,(r) = 2x0 for A >/ A,(X, , L), (6.8) o(4) 
so that a(A) is increasing and u(A) -+ CO as A + 03. 
There exist positive functions T(A), w(A) defined on some half-line, A >, 8, > 0, 
satisfying 
7(A) + co and w(A) + 0 as A-+co, 
.r ,4;;j, 
(6.9) 
for A > 6, . 
7 w 
(4) p WIcIdr) > 27-(A) 
In order to see this, let h,(s) be defined by 
s 
hX(S) 12 
r dr/$,(r) = s for s >, 0 
4xs 
and fixed X > 0 so that &x(s) is continuous, increasing, and h,(s) + CO as 
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s---f ix). Let s(X) > 2X be a continuous increasing function of X such that 
h,(Q)) -+ co increasingly and s(X) --f co as X - co. (The existence of s(X) 
is clear for we can suppose, for example, that &(I.) = &(Y) if n - 1 < X < rl 
for n = 1, 2,... .) Then (6.9) holds if X = T(A) is a function “inverse” to 
d = hx(s(X)) (say, 7(A) = sup{X: h,@(X)) < O}), and w(d) = l/s(X) at 
x = T(d). 
Step a. Let x(t) satisfy 
i 4cJl -=c X0 and x’(t,) = d > L&(X0 ,L). 
Then there eAxists a least t, > t, such that 
(6.10) 
The existence of a least t 1 , t, < tl < t, + L, where / x(tl)\ = X0 follows from 
Nagumo’s theorem. On [to , tr], we have, by (6.2) and (6.5) 
The change of variables s +- x’(s) in the first integral is permitted (cf. [3, Lemma 
4.1, p. 71) and gives 
(6.12) 
Suppose, if possible, there is a (least) t E [to ) tr] where x’(t) = 0, then 
Jo4 I’ rEr/$LJxo(r) < ft x’ as < 2x, . 
- to 
This contradicts (6.10) and (6.7). Hence .Y’ > 0 on [t,, , tl]. Thus the right side 
of (6.12) is at most 2X,, , and (6.8) implies (6.11). 
Step b. Let t, < t, and x(t) satisfy x(to) > X0 , m(tl) > 22 and IW’ > 0 on 
[to , t,]. Then we have tr - t, < 2+n. 
The following argument is adapted from Wolkowisky [ll, p. 3191. Suppose, 
if possible, that t, - to > ~~T,%Fz. The concavity of s(t) implies that 
0 < x’ < 4(log 3) zq(t, - to) < 2ffZrn/?i on Etl, t,], (6.13) 
where t, - t1 = (tr - tJ4. In fact, x’/x is nonincreasing on [t,, , tJ, so that if 
01 = x’(P)/x(tl), then s’/x < a on [P, tl] and a: < x1/s on [to, P], where t1 - to = 
(tl .- Q/4. Integrating the last inequality over [P, tt] gives ~(t, - to)/4 < 
log r(P)/x(t”). But ~(tl)/Q”) < 2x(t,)/[x(t,) + x(ts)] < 2. This gives (6.13). 
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Since x(t) 3 (3/4)(22) + X,/4 > 2, (6.4) implies that F(t, x, z/) > m4 on 
[@, tJ and hence that tl - t1 < ~/2m by Sturm’s comparison theorem. Conse- 
quently t, - to < 2rrlm. 
Step c. Let x(t) satisfy 
.r(t*) 3 &J and x’(t,) = 4 > max(4,(2Z, 2rr/m), 6,). (6.14) 
Then there exists a least t, > t, and a least t, > t1 such that 
X(&) = x0 , 
x’(tl) = 0 and t, - to < 2?r/??l, (6.15) 
-xl(&) 3 min(Z/2w(4), m7(4)/4~), t, - tl < 27r/m. (6.16) 
It follows from the definition of 4,(2Z, 2rr/nz) that there exists a 
t E (to , to + 277/m) where x(t) > 22. Hence (6.15) follows from Step b. Also, 
by interchanging t and -t, Step b implies the existence of t, > t, such that 
x(&) = X,, and t, - tl < 2r/m. Suppose first that t, - t, < w(4), then 
-x’(tJ W(4) > x(tl) - x0 > &)/2 > z 
by (3-l), so that -x'(tJ > x(t,)/2w(d) >, Z/2~(4). I f  t, - t, > w(4), SO 
t, - to >, w(4), then (6.9), (6.14), and Nagumo’s theorem imply that x(tl) > ~(4) 
so that -x'(t2)(t2 - tl) >, x(t,) - X0 > a(tJ2 and -x'(t,) > x(tl)/2(t2 - tJ >, 
7127(4)/k. This proves (6.16). 
Step d. If  x(t) sat&es x(tJ >, 4 > 22, then there exists a least t, > to 
such that 
x(h) = x0 9 -x’(tl) 3 m4/477, t, - to < 47ifm. (6.17) 
This is clear from the proofs of Steps b and c. 
Lemma 2.1 follows from Steps a-d. For if .vo8 + .G 3 2d2, then either 
,[xOo/ >4 or I&Q’] >Lt.Thus,if 
x(4) = min(o(4), Z/2w(4), mT(4)/4n), 
then x(4) + co as 4 ---f 00, and 4 = 4, can be chosen to be any number satisfying 
P(4) > max(4,Wo , L), 4,(2Z, Wm), 2Z, 6,) 
for j = O,..., 2K + 1, where ~‘~‘(4) = 4 and x(j+l) = x 0 x(j). This completes 
the proof. 
Actually, we need a corollary of Lemma 6.1 since Eq. (5.1) is not of the form 
(6.5) and we have condition (H3) in Theorem 5.1 rather than an analog of (6.3). 
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COROLLARY 6.2. Let C, > 0, C, 3 0, P >, 1, rind S > 0 be comtants. PI&: 
x = q/2 + (C12/4 + PC,) l/‘2, Cl = 2h + Cl , T = [l - e~p(-C~PS)ljc~P~ 
and let 01 > 0 be a constant satisfying z + h 3 P(X +- m exp ClPS). For fixed 
W > 0, let #l”(r) be a nondecreasing Nagumo function. Let K, m, X0 , Z be as 
in Lemma 6.1. Then there exists a positive constant A, , depending only on K, m, 
X0 , 2, Co , Cl , P, and {gW(y)>, with the foElowing property: If p(s) E COfO, S] 
satis$es 1/P < p(s) < P andFo(s, w, Z) E CO([O, S] x I?“) satisfies, for 0 < s < S, 
/F&s, w, z)\ < #‘“(I .Z [) for / w j < W, (6.18) 
F,(s, w, Z)/ZU + C< ( 2: I/\ w / + Co > 0 for ] w / > X0, (6.19) 
p(s) F,(s, w, .+‘w > (a + 1\)4 for I w I 3 2, j x j < (a + h) / w 1, (6.20). 
and .if w is a solution of 
D[p(s) D.w] + F(s, w, Dzu) = 0, zvhere Dw = d.ujds 
and w2(so) + p2(s,)(Dw(s,J)2 > 2A,, for some s0 , the-n w has at least K xeros OR 
its intewal of existence. 
Proof. Introduce the new independent variable 
s1 = sl(s) = os dr/p(p), 
s 
and Sl = s,(S), 
so that w satisfies 
D,‘w + p(s)Fo(s, w, D,w/P(s)) = 0, where Dlw = dw/dsl 
and 0 < s1 < S, . Make the change of dependent variables u: = xeA% Then x 
satisfies j x 1 < / w ( and 
D,“x + Fl(sl , x, Dpy) = 0 
where FI is given by 
for 0 < s, < s, , (6.21) 
Fl = 2xD,x + h”x + e-““lp(s) F,(s, xehsl, (D,x + h.x) e”‘l/p(s)). 
As is easily verified, the choice of X assures that F, satisfies the analog of (6.19) 
with Co = 0 and C, replaced by Cl. Rewrite (6,21) as 
D,“x - [Cl sgn D,x(s,)] Dlx + {Fl + Cl ) D,x i’, = 0 
Thus, if we introduce the new independent variable 
t = t(sl) = j-” E(r) dr, where 
0 
E(s,) = exp C1 fs’ sgn(D,x(r)) dr, 
-0 
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then x satisfies Eq. (6.5) for 0 < t < t(&), where 
F(t, x, x’) = P(sl)(F1 + Cl 1 D,x I}. 
and, inF,(s, x, D,zc) + C’- / D,x I, 
D,x = s’/E(s,), si = s(t) and x’ = dx/dt. 
Also, T < t(&) since l/P < p(s) < P, 
4%) = JoS J%(s)) dS/P(S), 
so that exp(-ClPs) < E(s,) < exp(Crps). We omit details, but it can easily 
be verified that (6.2) holds with the Nagumo function 
&(r) = P((2X + Cl)r + x2x + P#“(PX + n)}, 
where IF = eASX and r is a constant depending only on C1 and P. Also (6.3) and 
(6.4) hold (even if the last condition in (6.4) is replaced by / y  1 < m 1 x I). Thus 
Lemma 6.1 implies the corollary. 
LEMMA 6.2. Let f satosfy (HI). Let q0 , q1 , 6(c), n, be as in Remmk 1 foZZowing 
Theorem 5.1 (or let qO , ql , n1 be as itz Corollary 5.1 and 1 0(x2 + y2)li2 I < 
<(~a + y2)1/2 for x2 + y’ < S(E) in (5.4)). Thez theye exists an q > 0, depending 
only OX A, q0 , q1 , and 8(c) (but not on f) with the property that if x( t) is a solution 
of (5.1)-(5.2) with at least N > n, zeros on (0, 11, then x2 + p2x’2 > 7 > 0 011 
$2 II- 
We omit the proof which is similar to that of Lemma 2.3 (cf. also [4, Proposi- 
tion 9.2, p. 2091). 
7. Proof of Theorem 5.1 
We fix n, as in Remark 1 following Theorem 5.1 (or as in Corollary 5.1, if 
applicable) and fix N > n, . Choose K = N + 2. 
It follows from Corollary 6.2 and Lemma 6.2 that there is no loss of generality 
in supposing that fE Cl, that all solutions of (5.1) exist on [0, 11, and that solu- 
tions x of (5.1) have at least K zeros if x2(0) + p”(O)x’a(O) is large. For otherwise 
we first modify f (t, x, y) for large x2 + y2 (cf. the beginning of Section 3) so that 
f  has at most linear growth in x, y  for large 3L’2 + yz, and then construct a sequence 
of smooth functions fi , f2 ,... which approximate f uniformly on 0 < t < 1 and 
bounded x2 + ya with fn satisfying (Hl) with the same A,, (H2) with the same 
Gx(r), (H3) with the same C, , C, and X,, , (5.5)-(5.6) for j x 1 3 Z with C, 2 
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independent of ?a, and q. , ql, S(E), n, as in Lemma 6.2 independent of n. I f  
xn(f) is a solution of (px’)’ + fn = 0 satisfying the prescribed side conditions, 
then Corollary 6.2 and Lemma 6.2 assure the existence of a subsequence of 
(x*(t)} having a limit ($0) satisfying (5.1) and the prescribed side condition. 
For a fixed choice of + and s > 0, let x(t, s) be the [unique) solution of (5.1) 
satisfying the initial conditions x(O) = 5s sin 6, and $(0)x’(O) = +s cos 0, . 
Let +(t, s) = arctan x(f, $)/p(t) x’(t, s), $(O, s) = 0s . Then r#(., s) is increasing 
as it passes through an integral multiple of n. For small s > 0, we have &l, 3) < 
~r?r + #, by the definition of n, . For large s > 0, we have $(l, s) 2 (K + 1)~ > 
1% + 0, by Corollary 6.1. Since the solutions of (5.1) depend continuously on 
initial conditions, there exists an s(N) > 0 such that $(l, s(N)) = XT f  0, I 
The desired solution of (5.1) is then x(t, s(N)). This completes the proof. 
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