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Abstract 
The Southern Ocean, defined in this study as south of 40°S, plays an important 
role in mitigating climate change by sequestering atmospheric CO 2 . which has 
continued to rise at unprecedented rates due to anthropogenic activities. The 
Southern Ocean is a highly variable net sink of atmospheric CO 2, but remains 
globally the most under-sampled ocean region for quantifying CO 2 uptake. 
Therefore Southern Ocean CO 2 flux estimates are subject to large uncertainties 
and hence the carbon budget remains poorly determined in this region. 
Consequently any prediction about how the Southern Ocean responds to climate 
change is also highly uncertain. 
To compensate for limited Southern Ocean observations, a coarse-resolution (1° x 
2°) prognostic, biogeochemical ocean general circulation model, driven with 
NCEP R-1 atmospheric forcing, was used to simulate variability in the carbon 
cycle. My model simulations of the ocean carbon cycle were used to tackle two 
important questions: 1) What level of sampling is required to minimise 
uncertainty in the annual net uptake of CO2 in the Southern Ocean? ; and 2) 
Does the large amount of interannual variability that has been simulated as well 
as observed have its origin in the large scale variation of atmospheric pressure in 
the region known as the Southern Annular Mode (SAM)? 
A sampling strategy was developed by applying 2D Fourier transforms and 
signal-to-noise ratios to the daily-simulated air-sea CO 2 fluxes and ApCO 2 
between 1990-1999. Oceanic pCO2 observations were used to validate the 
statistical properties of the model and to estimate the mesoscale variability not 
captured by the model resolution. The results showed that a sampling strategy of 
measuring 3-monthly, at every 30 0  in longitude and 3° in latitude was sufficient to 
determine the net annual Southern Ocean CO 2 uptake. Applying this strategy to 
the total simulated air-sea fluxes, the net annual mean CO 2 uptake was estimated 
to be 0.6 ±0.1 PgC/yr (1990-1999). 
The estimated uncertainty in the sampling strategy developed was dominated by 
the simulated interannual variability, and not by errors in the sampling or 
unresolved mesoscale variability. Therefore, sampling at higher resolutions in 
space and time would not reduce the uncertainty in the Southern Ocean annual 
mean uptake any further. The results showed that a doubling of the current 
Southern Ocean sampling (in longitude) would be required to constrain the net 
annual mean air-sea CO2 fluxes to within the natural variability of the system. 
iv 
The Southern Annular Mode (SAM), identified as the leading mode of 
atmospheric variability, has been suggested to be the driver of this large 
interannual variability. To explore what role the SAM played in driving Southern 
Ocean CO2 fluxes between 1980-2000, the simulated air-sea CO 2 flux and its 
drivers were regressed against the SAM. The results showed that the change in 
CO2 uptake was 0.18 PgC/yr per unit change in SAM and that 47% of the 
variance in interannual air-sea CO 2 fluxes in the Southern Ocean was explained 
by the SAM with a 4-month phase lag. This region acted as region of decreased 
CO2 uptake during the positive SAM phase and increased CO 2 uptake during the 
negative SAM phase. 
The response of the Southern Ocean to the SAM was governed by changes in 
ApCO2 and not by changes in the gas exchange co-efficient. Component analyses 
showed that changes in ApCO 2 were due to SAM-induced changes in ocean 
physics controlling the supply of nutrients, primarily DIC, to the upper ocean. 
The SAM is predicted to become stronger and more positive in response to 
climate change; suggesting that this would in turn result in a net decrease in 
Southern Ocean CO 2 uptake. 
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1. INTRODUCTION 
1 
1.1 Background 
The increase in atmospheric greenhouse gases over the last two centuries is 
believed to be responsible for a detectable warming of the oceans e.g. (Levitus et 
al. 2000) and a net global warming of 0.6°C over the 20' century (Prentice et al. 
2001). The impact that this global warming will have on our climate system is 
only now beginning to be understood (Prentice et al. 2001; Boyd and Doney 
2004; Sarmiento et al. 2004; On et al. 2005). 
Carbon dioxide (CO 2) in the atmosphere is the second most abundant and potent 
of the greenhouse gases after water vapour (H 20). The rise in atmospheric CO 2 
concentration mirrors the increased anthropogenic CO 2 emissions due to the use 
of fossil fuels, cement production and land use changes over the last two 
centuries. Prior to the industrial revolution, the rate of atmospheric CO 2 emission 
was balanced by oceanic and terrestrial uptake. Atmospheric CO 2 levels remained 
relatively stable at around 280±10 parts per million (ppm) for several thousand 
years (Prentice et al. 2001; Figure 1.1). Following the start of the industrial 
revolution, the rate of annual CO2 emission quickly exceeded the uptake by the 
ocean and terrestrial biospheres, and therefore atmospheric concentrations 
quickly began to increase. Current projections suggest that the atmospheric value 
of CO 2 maybe exceed 800 ppm by 2100 (Prentice et al. 2001). 
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Figure 1.1 CO2 concentration in Antarctic ice cores for the past millennium 
(Siegenthaler and Sarmiento 1993; Barnola et al. 1995; Netfel et al. 1995; 
Etheridge et al. 1996). Recent atmospheric measurements at Mauna Loa 
(Keeling and Whorf 2003) are shown for comparison (Prentice et al. 2001) 
3 
1.2 The Role of Oceanic Uptake 
Only about 50% of the CO 2 emitted annually remains in the atmosphere. The 
oceans and land take up the remainder, 70% and 30% respectively. The primary 
pathway for CO 2 to be taken up and sequestered into the deep ocean is through 
surface air-sea CO 2 fluxes (Gruber and Sarmiento, 2002). It has been estimated 
from modeling and observational studies that the annual oceanic uptake of 
anthropogenic of CO 2 was — 2 PgC/yr during the 1990s (Watson and On 2003); 
(McNeil et al. 2003) compared with an estimated annual atmospheric emission of 
6.4 -± 0.2 PgC/yr (Marland et al. 2005). 
CO 2 fluxes are highly variable in space and time (Volk and Hoffert 1985; 
Mahadevan et al. 2004) but balance to within 2% when integrated over the earth's 
surface (Watson and Orr 2003). It is this 2% difference (presently —2PgC/yr), 
termed the net air-sea CO 2 flux, that plays an important role in reducing the rate 
of climate change by slowing the rate of increase in atmospheric CO 2 . The 
magnitude of this air-sea CO 2 flux is a function of the difference between the 
partial pressures of CO 2 of the atmosphere minus that of the ocean, across the 
boundary layer (ApCO 2), and the gas exchange coefficient (K), which is in turn 
proportional to wind speed: 
CO2FLUXAIR-sEA — K(pCO2AIE — pCO2sEA )= K(4pCO2AIR_sEA ) 	(1.1) 
4 
The concentration of CO 2 in the seawater is calculated through the equations of 
carbonate chemistry and is a function of dissolved inorganic carbon (DIC), total 
alkalinity (TALK), salinity and temperature. The concentration of each of these 
components depends on ocean physics, biology as well as chemical 
thermodynamics. 
1.3 The Carbon Budget and the Southern Ocean 
The energetic interactions between the atmosphere, ocean and sea ice in the 
Southern Ocean (Figure 1.2), result in the formation of key water masses that 
play a critical role ventilating deep waters of thr entire ocean and in regulating the 
climate system through the uptake and storage of atmospheric CO 2 (Rintoul et al. 
2001; Sarmiento et al. 2004). The Southern Ocean is a region of high air-sea CO 2 
flux variability and uptake (Sabine and Key 1998; Louanchi et al. 1999; 
McKinley et al. 2004). Recent studies have suggested the formation of 
SubAntarctic Mode Water (SAMW) may be responsible for as much as 40% of 
the annual uptake of anthropogenic CO 2 flux taken up by the oceans annually 
(Sabine et al. 2004). 
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Figure 1.2 Schematic view of the meridional overturning circulation (from 
(Speer et al. 2000)). The upper cell is formed by northward Ekman transport 
and represents the formation of Antarctic Intermediate Water (AAIW) and 
Subantarctic Mode Water (SAMW); the lower cell results from the formation 
of dense AABW along the continent occurring primarily in the Ross, Weddell 
and Adelie Seas. Upper and Lower Circumpolar Deep Water (UCDW) and 
(LCDW) provide return flow (southward) and nutrients to the surface (Trull 
et al. 2001). 
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Despite the importance of the Southern Ocean in the global carbon budget, the 
combination of sparse sampling and high variability make characterising 
variability and determining the magnitude of CO 2 uptake challenging. 
Estimates of the annual Southern Ocean uptake obtained from model and 
observational studies range between 0.2 and 0.8 PgC/yr for the 1990s (Matear 
and Hirst 1999; Metzl et al. 1999; Rayner et al. 1999; Takahashi et al. 2002; Roy 
et al. 2003; Rodenbeck et al. 2003). Interannual variability has proved even more 
difficult to constrain, with estimates from modeling studies showing large 
variations both spatially and temporally in uptake (Le Quere et al. 2000; 
McKinley et al. 2004; Peylin et al., 2005). 
The large uncertainties and poor characterisation of Southern Ocean air-sea CO 2 
flux variability imply that predictions of its response to climate change will also 
be prone to the same large uncertainties. Understanding air-sea CO 2 flux, 
characterising its variability and balancing the Southern Ocean CO 2 budget, are 
necessary to predict and understand how the Southern Ocean carbon cycle will 
respond to climate change. The goal of this thesis study was to contribute to the 
characterisation of Southern Ocean air-sea CO 2 flux variability. 
7 
1.4 Approach and Overview 
The lack of Southern Ocean observations is compensated for by simulating the 
carbon cycle, using a Biogeochemical Ocean General Circulation Model 
(BOGCM). The observations and model simulations are combined to address two 
important questions: 1) What level of sampling is required to constrain the net 
seasonal Southern Ocean CO 2 uptake?; and 2) Does the large amount of 
interannual variability CO2 uptake simulated have its origin in large scale 
variations in atmospheric pressure known as the Southern Annular Mode (SAM)? 
This thesis is structured in the following way: 
Chapter 2. Describes the formulation of the physical and biogeochemical model. 
The chapter also summarises the initialisation, forcing and restoration used in the 
model simulations. The chapter concludes with a comparison of the simulated 
fields with observational and modelling studies available in the Southern Ocean. 
8 
Chapter 3. To answer the first question: What level of sampling is required to 
constrain the net seasonal Southern Ocean CO 2 uptake? A sampling strategy of 
every 3 months, every 30 0  in longitude and 3 0  in latitude, was developed by 
applying 2D Fourier transforms and signal-to-noise ratios to the daily-simulated 
air-sea CO 2 fluxes and ApCO2 between 1990-1999. Oceanic pCO 2 observations 
were used to validate the statistical properties of the model and to estimate the 
mesoscale variability not captured by the model resolution. This strategy was 
applied to the total simulated air-sea fluxes to estimate the net annual mean CO 2 
uptake (1990-1999). This chapter concludes with an estimate of the present 
observational uncertainty was determined by applying the current sampling 
strategy to the daily-simulated CO 2 fluxes 
Chapter 4. The second question of this thesis is to explore whether the large 
interannual variability simulated in the Southern Ocean, that dominates non-
seasonal variability, can be attributed to the leading mode of atmospheric 
variability, the SAM. To explore what role the SAM played in driving Southern 
Ocean CO2 fluxes between 1980-2000, the simulated air-sea CO2 flux and its 
drivers, gas exchange co-efficient and ApCO 2 , were regressed against the SAM. 
A component analysis of ApCO 2 and its drivers: Dissolved Inorganic Carbon 
(DIC), alkalinity (TALK), salinity and temperature was undertaken to evaluate 
the relative importance of each in response to the SAM. This analysis is extended 
to explore what drives changes in DIC and TALK in response to the SAM. To 
conclude an assessment is made of how Southern Ocean CO 2 uptake may respond 
to the predicted changes in the SAM. 
9 
2. MODELLING THE SOUTHERN OCEAN CARBON CYCLE 
10 
2.1 Introduction 
In terms of the ocean carbon system measurements the Southern Ocean remains one of 
the most poorly carbon sampled regions on earth. To compensate and interpolate 
between the limited measurements, a model of the carbon cycle was used. To explore 
and characterise the uptake of CO 2 in the Southern Ocean a global, prognostic, 3D 
biogeochemical ocean general circulation model was chosen. A global rather than 
regional model was chosen to avoid problems related to the parameterisation of open 
boundary conditions. The model we chose to simulate the components of the carbon 
cycle was one of the current class of coarse-resolution, global biogeochemical ocean 
models. 
This chapter is structured in the following way: 
i) Model formulation and parameterisations are described by separating the model 
into its physical and biogeochemical components; 
ii) Initialisation, forcing and restoration used in these experiments are summarised; 
iii) A comparison with the limited Southern Ocean observations is made; 
iv) To conclude, a brief discussion of the suitability of the model is given. 
11 
2.2 The Physical Ocean Model 
The physical component of the biogeochetnical ocean model was the Commonwealth 
Scientific and Industrial Research Organisation (CSIRO) Mk3 ocean model. This 
model was based on the GFDL Z-coordinate Modular Ocean Model (MOM) - Version 
3.1 (Pacanowski and Griffies 1999) that originated from the original Bryan-Cox model 
(Cox 1984). This model was not coupled to a sea-ice model, instead relying on the 
atmospheric fluxes and surface restorating, discussed later, to simulate ocean physics. 
2.2.1 Model Resolution 
The horizontal resolution of the model was 1.88° in longitude x 0.94° in latitude at the 
equator with a cosine tapering in longitude, as a function of latitude, toward the poles 
e.g. nominally 1°x1° at 60°S, hereafter denoted as T63_2. The vertical resolution was 
non-regular with 31 levels (Table 2.1), 15 in the top 500m. This resolution was 
sufficient to reproduce large scale features in the Southern Ocean, such as the Antarctic 
Circumpolar Current (ACC) and basin gyre systems (see Section 2.6). While eddies 
and frontal dynamics were not resolved in detail, their contributions to tracer transport 
were accounted for by the sub-grid scale parameterisation of Gent and McWilliams • 
(1990) (see Section 2.2.7). 
12 
Model level k Depth of layer (m) Layer thickness (m) 
1 5.00 10.00 
2 15.00 11.62 
3 28.25 13.51 
4 42.02 15.71 
59.66 18.26 
6 78.54 21.22 
7 102.11 24.67 
8 127.88 28.68 
9 159.47 33.34 
10 194.56 38.75 
11 236.97 45.04 
12 284.65 52.36 
13 341.69 60.87 
14 406.38 70.75 
15 483.19 82.24 
16 570.87 95.83 
17 674.86 111.45 
18 793.76 129.61 
19 934.08 150.73 
20 1095.21 175.29 
21 1284.65 203.85 
22 1502.91 237.06 
23 1758.77 275.69 
24 2054.29 320.61 
25 2400.00 372.85 
26 2800.00 400.00 
27 3200.00 400.00 
28 3600.00 400.00 
29 4000.00 400.00 
30 4400.00 400.00 
31 4800.00 400.00 
Table 2.1 Vertical resolution of the CSIRO Mk3 biogeochemical model (Gordon et 
al. 2002) 
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2.2.2 Domain and Bathymetry 
The model domain was global, thereby avoiding issues inherent in using open 
boundary conditions. The bathymetry was based on the ETOP05 5 0  x 5 0  dataset 
(NOAA 1988), averaged onto the horizontal model grid. The bathymetry was then 
smoothed to reduce numerical noise and the sill depths were modified to ensure that 
important outflows such as the Baltic Sea, Hudson Sea, Persian Gulf, Red Sea and the 
Strait of Gibraltar were well represented (Gordon et al. 2002). This modified 
bathymetry reasonably reproduced the location and features of the Antarctic 
Circumpolar Current, discussed later. 
A rigid lid version of the MOM3 model was implemented. The advantage of fixing the 
sea surface height was that a relatively large momentum time step could be taken and 
hence the speeds of the model spin up increased. This was because the fast external 
gravity waves and/or Kelvin waves associated with displacements of the water column 
under a free surface were eliminated (Pacanowski and Griffies 1999). 
14 
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2.2.3 Numerical Grid Implementation 
The horizontal discretisation was on the rectangular Arakawa staggered B grid (Bryan 
1969) containing U and T cells. Velocity was defined as on the U grid while tracers 
e.g. temperature and salinity were defined on the T grid. At the centre of each T cell 
there was a T grid point representing the locations of the tracer quantities, likewise at 
the centre of each U cell there was a U grid-point that defined the location of the zonal 
and meridional velocities (Pacanowski and Griffies 1999; Figure 2.1). 
Figure 2.1 The Arakawa B grid (from Pacanowski and Griffies (1999)) 
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In the vertical plane the U and T grids were not staggered, thus these cells were both at 
the same Z level and located at the centre of each grid box. This B grid has historically 
been most commonly implemented coarse-resolution grid for Z-coordinate ocean 
models, although recent model have moved toward implementing C grid. For a 
discussion of grids, their implementation and advantages see Griffies et al. (2000). 
2.2.4 Advection 
Horizontal tracer advection was implemented using the Pacanowski (1996) 
implementation of the third order accurate 'Quicker' scheme (Leonard 1979). This 
scheme was not positive definite, but it did have the advantage that it conserved tracer 
properties i.e. it did reduce the level of numerical dispersion (Gordon et al. 2002). 
2.2.5 Background Vertical Diffusivity 
From the surface to k=14 (-450m) the vertical diffusivity was prescribed to produce a 
more realistic thermocline in the tropics (Gordon et al. 2002) and was modified by the 
Chen mixed layer scheme (Chen et al. 1994) described in Section 2.2.8. 
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Vertical diffusivity for k> 14 ( ) was parameterised with a depth-dependent hybrid 
scheme (Bryan and Lewis 1979) shown below (Equation 2.1). This provided for a 
reasonable representation of the deep-water vertical property gradients. 
ic y = 0.8 + (-1.05 ) tan -1 [4.5 x 10 -5 (z – 2500m)] 
	
(2.1) 
2.2.6. Sub-grid Scale (SGS) Mixing and Tracer Mixing: Horizontal Diffusivity 
To represent the effect of eddies not explicitly represented in the model, the Griffies 
(1998) parameterisation of the GM90 scheme (Gent and McWilliams 1990) was 
implemented. This parameterisation includes mixing along isoneutral surfaces and 
effective transport velocity. The value of isopycnal or eddy diffusivity thickness (K , ) 
was set to 1 x 107 cm2/s, except in regions of steep isopycnal surfaces in which K , was 
tapered according to Gerdes et al. (1991) to avoid numerical instability. The Redi 
(1982) mixing scheme was used to represent mixing along isopycnal surfaces. This 
scheme has been shown to improve the stratification and subsurface ventilation of the 
Southern Ocean (Hirst et al. 2000), aiding in the formation of SubAntarcic Mode 
Water (SAMW) (Dutay et al. 2002). 
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2.2.7 Viscosity 
Horizontal viscosity parameterisation (am) was a function of latitude, shown below 
(Equation 2.2) where 0 refers to latitude and the constant of proportionality was set as 
ao = 3 x 108 cm2/s. 
am = ao cos0 	 (2.2) 
Vertical viscosity ( ic. ) was parameterised with a constant background value of 20 
cm2/s. 
2.2.8 Mixed Layer Scheme 
To represent mixing in the upper ocean the Chen mixed layer scheme (Chen et al. 
1994) was implemented. This is a hybrid mixed layer scheme that combines an 
estimate of mixed layer depth from a bulk mixed layer model, the Kraus-Turner (K-T) 
scheme (Kraus and Turner 1967), with the dynamic instability model of Price et al. 
(1986). The implementation used in the physical model followed Pacanowski and 
Philander (1981), using the Richardson number dependence of Price et al. (1986) as 
suggested by Chen et al. (1994). 
The implementation of the hybrid Chen scheme accounted for differences in the 
dominant processes that control mixing in high and low latitudes (Godfrey and Schiller 
1997). In the Southern Ocean, south of Australia, this scheme despite showing a bias 
towards too shallow summer mixed layers (Wang and Matear 2001), does produce 
reasonable seasonal cycles of mixed layer depth, discussed later. 
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2.3 The Biogeochemical model 
The biogeochemical model was a prognostic (non-nutrient restoring) four-component 
model that included phosphate (PO 4), dissolved inorganic carbon (DIC), alkalinity 
(TALK) and oxygen (02). The 02 , DIC and PO, were related to each other via the 
Redfield ratio P:N:C:0 2 of 1:16:106:-138 (Redfield et al. 1963). 
This is a relatively low-order biogeochemical model, with two major advantages: 1) it 
is efficient to run at high resolution; and 2) unlike higher order models, it can be better 
constrained in the poorly observed Southern Ocean. This biogeochemical 
model has been implemented and the limitations evaluated in previously published 
studies e.g. (Matear and Hirst 1999; Matear 2004). 
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2.3.1 Tracer Equations 
For each of the four biogeochemical tracers (Tr) the following equation can be written: 
aT 	 a aTr 
=V .(uTr)+ V .(KV Tr) + —(K
z 
 —)+ Q(Tr)FL ux + Q(Tr)MIN Q(Tr) VFLux at az 	az 
(2.3) 
The first three terms (Equation 2.3) describe the behaviour of each tracer due to ocean 
dynamics. The first term is the advection due to Eulerian and GM velocities. The 
second and third terms refer to horizontal isopycnal and vertical eddy diffusion of the 
tracer respectively. 
The QFLux denotes the air-sea exchange of each tracer, QRENtiN denotes the export and 
remineralisation of material and the 0 ..-VFLUX terms refers to the change in tracer 
concentration due to dilution by freshwater fluxes, also known as virtual flux. There is 
no air-sea flux term for PO 4 and TALK (i.e. QFLux = 0). In the following sections the 
parameterisations of each of the biogeochemical terms (0 .....FLUX 9 QVFLUXI QREININ ) is 
discussed. 
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2.3.2 Air-Sea Fluxes (QFLux) 
The air-sea exchange term (Q,unc) in 02 and DIC is driven by the differences in partial 
pressures across the air and sea boundary layer, shown below (Equation 2.4). 
Q(Tr)FL nc = K(p(Tr),IR — p(Tr)SEA )) 	 (2.4) 
K denotes the gas exchange co-efficient calculated as a function of wind speed, 
solubility (for CO 2)/saturation (for 02) and the Schmidt number. The wind speed 
dependence of the gas exchange co-efficient follows Wanninkhof (1992). Solubility 
and the Schmidt number for CO2 were calculated using the formulations of Weiss and 
Price (1980) and Wanninkhof (1992) respectively. The saturation and Schmidt number 
for 02 were calculated from formulations of Garcia and Gordon (1992) and Keeling et 
al. (1998) respectively. 
The partial pressures of CO2 and 02 were calculated from standard equations of 
carbonate chemistry; for a more detailed description refer to Murray (2004). The 
implementation of the carbonate chemistry in the model was taken from a modified 
version of the Ocean Carbon Model Intercomparsion Project 2 (0CMIP2) carbonate 
chemistry routines (Najjar and On 1998) as sourced from Dickson and Goyet (1994). 
The lack of sea-ice required that the air-sea flux of CO2 and 02 were scaled by values 
between 0 and 1, where 1 represents ice-free conditions, as determined from observed 
monthly climatological northern and southern hemisphere sea-ice cover from Walsh 
(1978) and Zwally et al. (1983) respectively. 
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These parameterisations were chosen to ensure that the model was consistent with the 
protocols of the Northern Ocean Carbon Exchange Study (NOCES)/Ocean Carbon 
Model Intercomparsion Project 3 (0CMIP3) (http://www.ipsl.jussieu.fr/OCMIP/)  
(Aumont et al. 2004). Final model output was submitted for participation in this 
project. 
2.3.3 Virtual Fluxes (Qvflux) 
Implementing a rigid lid model required that ocean volume be conserved. Therefore 
freshwater fluxes were parameterised as a positive or negative dilution of the surface 
layer (10m) tracer concentration. Freshwater fluxes in the model were a combination of 
an imposed surface freshwater flux and a surface restoring flux, discussed later. 
To calculate the change in tracer concentration in each grid box, the following equation 
was used (Equation 2.5). The initial value of the tracer was multiplied by the change in 
surface salinity divided by the initial concentration of the surface grid cell. In general 
the virtual flux adjustments to the tracer fields were quite small. 
ASSS  Q(Tr)vFLux = 	x Tr 
SSS 
(2.5) 
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2.3.4 Remineralisation and Export (QREm/N) 
2.3.4.1 Phytoplankton Growth Rate 
Biological nutrient transformations and transports were parameterised as a function of 
physical variables, with no tracking of any of the biological components. Nutrient 
transformations took place in the euphotic zone (surface to 1% of the incident radiation 
level) through biological activity. This biological activity was parameterised by the 
Phytoplankton Growth Rate (PGR) and calculated as a function of temperature (°C). 
An empirical third order polynomial expansion of the Eppley growth rate (Eppley 
1976) shown below for PGR was used (Equation 2.6). This varied from 0.26 in the 
cold waters of the sea-ice zone (SIZ; -1.88 °C) to 0.65 in the northern SubAntarctic 
Zone (SAZ; 15 °C). 
PGR(T)= 0.29 + 0.015938T + 0.00046195T 2 + 4.3542 x10 -6 T 3 	(2.6) 
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2.3.4.2 Production 
Biological Production (BP) of particulate organic carbon (POC) was calculated as a 
function of light, nutrients (PO 4), and PGR. It was then scaled as a function of the 
euphotic zone depth (Equation 2.7). POC was related to Particulate Inorganic Carbon 
(PIC) below via the rain ratio of 8.48 following (Yamanaka and Tajika 1996). 
4 (hll y P  j PGR(T)Az BP =ES - 
k=1 	h 	lo (P+Pe 
(2.7) 
S was a scaling factor, set to 0.01 to ensure compatibility with observations and Az was 
the depth of the model layer. I was the prescribed daily averaged incident radiation, as 
a function of latitude and time, while 4 was the solar constant. P was the PO4 
concentration from the model and P, was the half-saturation value of phosphate from 
(Eppley 1972) set at 0.02 mmolP/1, from the half-saturation of nitrate scaled via the 
Redfield ratio (Redfield et al. 1963). The mixed layer depth (h) was from the Chen 
mixing scheme ( Section 2.2.8) and the depth of the euphotic zone (he) was set to 50m. 
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2.3.4.3 Export Production 
The export production (EP) of each tracer (Tr) from the euphotic zone is described 
below (Equation 2.8), where a is the Redfield Ratio of 1:16:106:-138 (P:N:C:0 2). The 
export of calcium carbonate (CaCO 3) was fixed at 8% of POC following Yamanaka 
and Tajika (1996) consistent with Trull et al. (2001). 
EP = aB e 	 (2.8) 
2.3.4.4 Remineralisation 
Below the euphotic zone, remineralisation of each tracer occurred with no time lag as 
described below (Equation 2.9). 
Q(Tr)MIN = aEP 
d[R(z)]  
dz 
(2.9) 
R(z) is the remineralization function described below (Equation 2.10) for POC as a 
standard profile of downward flux (Yamanaka and Tajika 1996). Remineralisation 
depth (zR), was set to 100m, while the value of n was set at 0.9 - these values were both 
deduced from sediment trap data (Suess 1980; Martin et al. 1987). 
R(z)=P— 	 (2.10) 
zR 
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Remineralisation of CaCO 3 followed Yamanaka and Tajika (1996), shown below 
(Equation 2.11). The model remained consistent with carbonate chemistry by ensuring 
that for every mole change in CaCO 3 , DIC changed by 1 mole and TALK by 2. 
--, ( 	) 
R(z)= e "min (2.11) 
If not all of the POC was remineralised by the time it reached the bottom (of the ocean) 
it was remineralised in the bottom grid-cell. 
2.4 Simulations 
2.4.1 Initial Conditions and Integration 
The model was initialised from observations of temperature, salinity and phosphate 
from Conkright et al. (2002). The model was then evolved for > 4300 years. As the 
model had not yet reached quasi-steady state in accordance with the criteria of 
(England 1995), and to ensure upper ocean dynamics were well captured, the 
temperature and salinity fields were reinitialised from Conkright et al. (2002). This was 
done in accordance with the protocols of the Northern Ocean Carbon Exchange Study 
(NOCES)/Ocean Carbon Model Intercomparsion Project 3 (0CMIP3) (Aumont et al. 
2004). 
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2.4.2 Atmospheric Forcing 
The heat flux, freshwater flux, wind stress and short-wave heat flux used to drive this 
model were taken from NCAR/NCEP Reanalysis 1 (R1) for the 55-year period 
between 1948 and 2003 (Kalnay 1996; NOAA 2005). Initially the model was 
formulated to run with the NCEP R2 atmospheric forcing fields (Kanamitsu et al. 
2002). As this dataset only existed between 1979 and the present, the decision was 
taken to use the earlier RI dataset. This also enabled participation in the NOCES 
(0CMIP3) project. 
Daily fluxes from NCEP were an average of the six-hourly fields. Wind stresses and 
net short-wave radiation fluxes were applied directly from NCEP-R1. The net surface 
heat flux was calculated as the sum of turbulent (sensible, latent) and radiative (short-
wave, long-wave) components shown below (Equation 2.12). 
QHEATFLUX = QSENS + = 0 LATENT + ..., 0 	+ 0LONGWAVE =-SHORTWAVE 	 (2.12) 
Freshwater flux was calculated as shown below (Equation 2.13), where P denotes 
precipitation and E evaporation. 
QFRESHWATERFLUX = P — E 
	
(2.13) 
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2.4.3 Physical Surface Restoration 
To compensate for a lack of sea-ice and ensure the model did not drift too far from the 
observed temperatures and salinities, the surface fields of temperature and salinity were 
restored to observed values. Temperature was restored to Reynolds and Smith (1994) 
(1948-2003) and salinity to annual mean climatological values Conkright et al. (2002). 
Surface restorating was applied by calculating the difference between the simulated 
observed values, and applying this differences as either a freshwater flux or a heat flux 
over the chosen restoring period (discussed in Section 2.5). 
2.5 The Model Experiment 
The model experiment was run in accordance with the NOCES protocols (Aumont et 
al. 2004). These protocols involved prescribing the year 1837 to the model and 
evolving it from 1837-2003 (165 years) using observed atmospheric CO 2 values from 
Enting et al. (1994) and from GlobalView2003 MLO data. The evolution of the model 
was completed in two stages. This was required to allow freshwater fluxes to vary 
interannually, since no interannually varying time-series of observations were available 
for the Southern Ocean. 
In the first stage, NCEP R-1 atmospheric forcing fields were applied twice, between 
1837-1892 and 1893-1947 (110 years). During this period, sea surface temperature 
(SST) and salinity were restored to observed values over a 30-day time scale. 
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In the second stage, NCEP-R 1 atmospheric forcing fields were applied to the final 55 
years of the model (1948-2003), with only SST restored every 30 days to the observed 
values. Freshwater fluxes were derived by calculating the average difference between 
the modelled freshwater flux and NCEP-R 1 from the previous 55 years (1893-1947). 
This mean difference was added to the NCEP-R 1 forcing to allow salinity to vary 
interannually. An additional weak 2-year restoring of surface salinity to observations 
was required to avoid excessive model drift. 
2.6 Physical Response of the Southern Ocean. 
To assess the suitability of the model for exploring air-sea CO 2 flux variability, the 
simulated physical response of the Southern Ocean was compared with the 
observations. The annual means were compared to allow the maximum information to 
be extracted from the limited observations. In this section: 
• the structure of the Southern Ocean is discussed and the locations of the major 
fronts identified and compared with observations; 
• the zonal sections of temperature, salinity and density were compared with 
those from Conlcright et al. (2002); 
• the barotropic stream function, the zonally averaged meridional overturning 
stream functions are assessed against published studies; and 
• the summer and winter mixed layer depths are also assessed against published 
studies. 
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In simulating the dynamics of the Southern Ocean a 'measurement' was generated for 
every day over the time period, in this way the true annual mean was generated. In 
contrast, the observations were in general sparse and biased toward the summer period 
and hence a potential source of error was introduced in the following comparison. 
The Southern Ocean is comprised of four major regions from north to south, the 
Subtropical Gyre (STG), the SubAntarctic Zone (SAZ), the Polar Frontal Zone (FEZ) 
and the Antarctic Zone (AZ). These regions are separated by three major fronts, the 
Subtropical Front (STF), the SubAntarctic Front (SAF) and the Polar Front (PF). These 
features are identified in Figure 2.2. 
To identify the location of Southern Ocean fronts, a variety of definitions based on 
different combinations of density, temperature and salinity have been used e.g. (Orsi et 
al. 1995; Belkin and Gordon 1996; Trull et al. 2001). More recently sea surface height 
(SSH) anomalies have been used to identify water masses and the fronts that separate 
these (Sokolov and Rintoul 2002). In the Southern Ocean, many of these studies have 
identified additional fronts between the north, middle and southern parts of each 
interfrontal zone. As the resolution of the ocean model was only nominally 1° x 2° 
(NS- EW) only the 3 major fronts were identified, based upon the potential temperature 
( 0 ) based definitions using annual mean climatological values. The definitions were: 
i) The Subtropical Front (STF) 	<10°C at 150m from Orsi et al. (1995) 
ii) The SubAntarctic Front (SAF) 0 > 4°C at 400m from Orsi et al. (1995) 
iii) The Polar Front (PF) 	0 > 2°C at 300m from Trull et al. (2001) 
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Figure 2.2 Surface temperature maps from the model (top) and WOA observations 
(bottom), showing the positions of the major Southern Ocean fronts, see text for 
frontal definitions. 
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The annual mean positions of the fronts from the model were calculated and compared 
with those from Conkright et al. (2002) using the same definitions. A good agreement 
between the modelled and observed frontal position was seen. The exceptions were: 
south of Kerguelen Island, where the simulated PF showed a significant southward 
deviation compared with the observations; and on the eastern side of South America 
where the model did not capture the observed northward frontal excursions. 
The modelled positions of these fronts did show large north and south spatial 
deviations (> 3°) from the mean position. This is consistent with observations from 
satellite altimetry in the Australian Sector of the Southern Ocean (Sokolov and Rintoul 
2002). 
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Figure 2.3 Zonal annual mean potential temperature from the  model (top) ( 1990- 
1999) and from observations (Conkright et al. 2002) (bottom) 
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Figure 2.4 Zonal annual mean salinity (psu) from the model (top) ( 1990-1999) and 
from observations (Conkright et al. 2002) (bottom) 
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Figure 2.5 Comparison between the zonal annual mean potential density between 
the model (top) and the observations (Conkright et al. 2002) (bottom), units are 
(kg/m3 - 1000) 
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The salinities, potential temperatures and potential densities simulated in the model, 
were compared with those from the World Ocean Atlas 2001 (WOA) (Conkright et al. 
2002) (Figures 2.3-5). There was generally good agreement between the model and 
observations. However at the continental margins, along the Antarctic Slope and near 
the bottom, the model was in general too warm and too fresh. This was indicative of a 
poor representation of Antarctic Bottom Water (AABW). There were two reasons for 
this: firstly the model lacked sea ice and relied on NCEP-R 1 fluxes, which in 
themselves have been suggested to be poorly validated in polar regions (Marshall 
2002), and also on surface restoration; secondly AABW formation results in part from 
polynya processes, which can only be modelled at much higher resolution (Marsland et 
al. 2004). The good agreement in density suggested that the deviations by the model 
from observations (in temperature and salinity) appear to have a compensating effect. 
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Figures 2.6(a) Meridional Overturning Stream Function (Sv; Eulerian+ GM) 
(top) and 2.6(b) The Barotropic Stream Function (Sv) from the model between 
1990-1999 (bottom) 
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The Southern Ocean meridional stream function included the contribution from both 
Eulerian and GM velocities (Figure 2.6(a)). The strength of the modelled Southern 
Ocean cell was -10.5 Sv at 1300 m near 71°S while the maximum strength of the 
AABW cell was -11.5 S v near 23°S at 3500 values are consistent biogeochemical 
ocean models (Doney et al. 2004). The wind-driven Deacon cell with a value of —32 Sv 
was also consistent with results from coarse-resolution biogeochemical ocean models 
of between 18-30Sv (Doney et al. 2004). 
The decadal mean barotropic stream function, Figure 2.6(b), showed an estimated 
Drake Passage transport for the 1990s of —160 Sv. Although this value was larger than 
observed 136.7 ± 7.8 Sv (Cunningham et al. 2003), it is also consistent with the current 
range of values from coarse-resolution biogeochemical ocean models (Doney et al. 
2004). To be noted is that few observations exist by which to validate the large-scale 
circulation, instead by demonstrating that the values from the model fall within the 
current class of coarse-resolution biogeochemical ocean models, provides both a 
context and perspective of these results. 
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Figures 2.7(a) Summer (top) and 2.7(h) Winter (bottom) mixed layer depths (m) 
based on the 0.1 (kg/m3) potential density criterion 
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Figures 2.8 Mixed layer depths south of Australia (m) and based on the 0.1 
(kg/m3) potential density criteria from (a) the monthly mean values of model; and 
(b) monthly observed values from Rintoul and Trull (2001). 
Realistic representation of seasonal mixed layer depths (MLDs) is crucial in the 
Southern Ocean to the simulation of the carbon cycle. In the winter, deep mixing plays 
a crucial role by bringing nutrients from below the mixed layer to replenish or 'reset' 
nutrient concentrations that are utilised and reduced over the (more strongly) 
biologically active summer season. Very few synoptic Southern Ocean observations 
exist to allow comparison of simulated MLDs. Instead, observations made in the 
Australian Sector of the Southern Ocean, corresponding roughly to the well-sampled 
WOCE SR3 line, were used to validate the Southern Ocean MLDs. 
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The simulated summer values (Figures 2.7(a) and 2.8(a)) were calculated based on the 
0.1 kg/m3 potential density criteria (from the surface). In general, the summer modelled 
mixed layers were shallower than observed. The PFZ and the SAZ showed similar 
MLDs, in general <40m. These were shallower than the observed values of 60-75m 
(Trull et al. 2001). In the AZ the summer simulated MLD was shallower (< 20 m) than 
observed (40m - 60m) (Trull et al. 2001; Chaigneau et al. 2004). 
Deep winter mixing, which is primarily responsible for bringing up nutrient-rich water, 
is due to changes in both wind mixing and buoyancy fluxes. The model in general did a 
good job simulating winter (Figures 2.7(b) and 2.8(b)) mixed layers. The model 
showed deep winter mixing in the SAZ to depths greater than 450m, consistent with 
those observed by (Rintoul and Trull 2001) at > 400m. In the PFZ MLDs were 
between 100 and 250m. This was in broad agreement with observed values of — 150m 
by (Trull et al. 2001). The modelled values of MLD in the AZ were in general between 
50m and 150m. This was shallower than the summer MLDs observed in the AZ of 40- 
60m (Chaigneau et al. 2004). Note that we are comparing observed MLDs to 
climatological values derived from month fields, this difference may account for the 
mismatch between observations and simulated MLDs. 
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The simulated salinity (Figure 2.4) appears to have the elements, although not as 
strongly pronounced, of the low salinity core visible in the observations (Conlcright et 
al, 2001) that characterises SubAntarctic Mode Water (SAMW)/ Antarctic 
Intermediate Water (AAIVV) (Sloyan and Rintoul, 2001). This in conjunction with deep 
winter mixing, a prerequisite of SAMVV formation (Doney eta!, 2004) and reasonable 
agreement with the observed annual mean density field suggests that SAMW/AAIW is 
captured in this model. Within this thesis time did not permit to run a CFC simulation 
e.g. Dutay et al (2002) or bomb and natural radiocarbon simulation e.g. Matusmoto et 
al. (2004) that would have allowed a more robust assessment of AAIW/SAMW. 
2.7 Southern Ocean Biogeochemical Response 
To evaluate the modelled biogeochemical response of the Southern Ocean, the 
simulated fields were compared with PO4 from Conlcright et al. (2002) and ApCO2 and 
air-sea CO2 flux from Takahashi et al. (2002). These observations suffer from the same 
poor spatial and temporal resolution as the observations of the physical fields discussed 
in Section 2.6. 
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Figure 2.9 Comparison between the Phosphate climatology as predicted by the 
model (top) and the observed WOA climatology (bottom) 
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The modelled PO4 concentration was compared with the observed PO 4 data from 
(Conkright et al. 2002) (Figure 2.9). The simulated PO 4 captured the broad-scale 
character and magnitude of the observations. The major differences were: i) in regions 
south of the Polar Frontal Zone (PFZ; —55°S) where the simulated PO 4 was less than 
observed; and ii) in the Subantarctic region where lines of contours (isolines of equal 
concentration) are shifted further south than observed (i.e. simulated PO4 was less than 
observed). 
The simulated annual mean ApCO 2 and air-sea CO2 flux were compared with the 
observed, coarse-resolution, annual mean climatologies of (Takahashi et al. 2002) 
(Figures 2.10 and 2.11). The simulated ApCO 2 captured the complex, large-scale 
variability that exists in the observations. The major differences between the simulated 
and observed response were evident in: i) the Southern Indian Ocean sector and the 
Subantarctic region, where the simulated ocean showed a stronger positive ApCO 2 than 
the observed; and ii) in the region 50°S-60°S where the simulated pCO2 was opposite 
in sign but of a similar magnitude to the observations. The large (winter) ApCO 2 values 
simulated along the Antarctic coast cannot not compared to observations nor translated 
to an air-sea flux (Figure 2.11) as these reflect sea-ice preventing the exchange of CO 2 
with the atmospheric. The lack of under ice ApCO 2 measurements prevents a 
comparison with the observations. 
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The simulated air-sea flux reasonability represents most of the zonal mean variability 
(average variations between latitudinal bands). The major differences between the 
simulation and observations were evident in: i) the Southern Atlantic Ocean where the 
simulated ocean was a weak source (outgassing) of CO 2 while the observations showed 
it to be a strong CO2 sink (uptake); ii) the Subantarctic region where the simulated 
fluxes showed a larger sink of CO2 than the observations; and iii) in the region 50 0 S-
60°S where the simulated fluxes showed a stronger source of CO 2 than the 
observations. The differences between the simulated and observed ApCO 2 and air-sea 
CO2 fluxes may reflect the coarse resolution (4° x 5°) and the limited observations of 
Takahashi et al. (2002). 
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2.8 Conclusion 
Given the sparse number of carbon system measurements in the Southern Ocean, I 
relied on a prognostic biogeochemical ocean general circulation model to simulated 
and characterise large-scale variability CO 2 fluxes. The goal of this chapter was to 
document the formulation, parameterisations, initialisation and forcing of the CSIRO 
Mark3 biogeochemical ocean model to simulate the Southern Ocean carbon cycle and 
to compare the annual mean oceanic physical and biogeochemical fields with the 
sparse Southern Ocean observations to evaluate the limitations that stem from using 
this model. 
In general the simulated fields did capture the large-scale synoptic behaviour of the 
Southern Ocean. The major difference was in the region adjacent to the Antarctic 
continent where the model appeared not capture well AABW formation a common 
problem in this class coarse resolution biogeochemical ocean models (Dutay et al, 
2002; Doney et al., 2004) . This inconsistency does not preclude the use of the model 
to explore variability in CO 2 uptake, since most of the uptake, as suggested by 
observations, occurs north of this region (Metzl et al. 2006; Metzl et al. 1999; 
Takahashi et al. 2002). In Chapter 3 the seasonal behaviour of ApCO 2 and air-sea CO2 
flux is explored and further compared with observations. Further discussion of the 
relevance of the limitations of the model is given with the results presented in Chapters 
3 and 4 of this thesis. 
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3.1 Abstract 
A sampling strategy to estimate the annual mean CO 2 uptake by the Southern 
Ocean was developed by applying 2D Fourier transforms and signal-to-noise 
ratios to the simulated air-sea CO 2 fluxes and ApCO2 from an ocean 
biogeochemical model driven with NCEP-Rl. Observations of pCO 2 were used to 
validate the statistical properties of the model and to estimate the mesoscale 
variability not captured by the model resolution. Sampling regularly every 3- 
months, at every 30 0  in longitude and 3° in latitude is sufficient to determine the 
net Southern Ocean CO 2 uptake. We applied this sampling strategy to the 
simulated air-sea fluxes to estimate a net annual mean CO 2 uptake of 0.6 ± 0.1 
PgC/yr (1990-1999). This uncertainty in the estimate was dominated by the 
simulated interannual variability, and not by errors in the sampling or unresolved 
mesoscale variability. Therefore, sampling at higher resolutions in space and 
time would not reduce the uncertainty in the Southern Ocean annual mean uptake 
any further. These results show that a doubling of the current Southern Ocean 
sampling (in longitude) would be required to constrain the net annual mean air-
sea CO2 fluxes to within the natural variability of the system. 
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3.2 Introduction 
Atmospheric CO 2 levels have continued to rise at unprecedented rates as a result 
of increases in anthropogenic activities such as fossil fuel burning, cement 
production and land clearing (Keeling and Whorf, 2003). CO 2 in the atmosphere 
acts as a potent greenhouse gas, and the increase in atmospheric CO 2 is believed 
to be responsible for increases in global mean temperatures (Prentice et al., 
2001). Only about 40% of the CO 2 emitted each year resides in the atmosphere. 
The remainder is taken by the ocean and terrestrial biosphere. Current estimates 
suggest that 48% of the anthropogenic CO2 emitted (1800 -1994) was taken up by 
the ocean (Sabine et al., 2004). Oceanic uptake of CO 2 slows the rate of 
atmospheric CO2 increase and thus illustrates the important role the ocean plays 
in slowing the rate of climate change. 
The primary pathway for atmospheric CO 2 to enter the ocean is through gas 
exchange at the air-sea boundary. Air-sea CO 2 flux is a function of the 
differences in partial pressures between the ocean and atmosphere across this 
boundary (ApCO2), and the gas exchange co-efficient (K) e.g. following 
Wanninkhof (1992): 
CO2 FLUXA,R_sEA = K(pCO2Am — pCO2sEA )= K(4pCO2Am_ sEA ) 	(3.1) 
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Air-sea CO2 fluxes are highly variable in space and time (Mahadevan et al., 2004; 
Volk and Hoffert, 1985) and balance to within 2% when integrated globally 
(Watson and Orr, 2003). The 2% difference corresponds to a net air-sea CO 2 flux 
into the ocean of about 1.7 ± 0.5 PgC/yr (1990-1999) (Prentice etal., 2001). 
Estimates of Southern Ocean CO 2 uptake obtained from model and observational 
studies (0.2 to 0.8 PgC/yr for the 1990s, south of 50°S) show that the Southern 
Ocean is a net sink of CO2 but that the magnitude of this sink is poorly 
constrained (Matear and Hirst, 1999;Metzl et al., 1999; Takahashi et al., 2002; 
Matear and Hirst, 1999; Rayner et al., 1999; Roy et al., 2003; ROdenbeck et al., 
2003). Most studies also suggest that the Southern Ocean is a region of high air-
sea CO2 flux variability (Sabine and Key, 1998; Louanchi et al., 1999; McKinley 
et al., 2004) but with sparse data coverage (Figure 3.1). The lack of observations, 
particularly during the austral winter (Sweeney et al., 2002), is a function of 
sampling cost and the remoteness of the Southern Ocean. The combination of 
high variability and sparse data coverage may explain the large range in estimates 
of Southern Ocean uptake. 
52 
o ' 
40' 
30' 
; 10' 
0' 
10' 
20' 40 Kr 80• 	 ''''' 80' 60' 40. 20' 0. 
. __,AV-40'..4rAr' '....WiretWallIOMMt_7 -%••■■ ' - 
-Sit- 	' 	- ill•-- 	a . 	0' , ‘■ 
	
-4 • ........6.—elms— 	 ...v. 	_ .4 • . :qa • 
"i - a 1 	-ars 	 „„ . ... 
I. 	L 	• 	 -.4 - 	•  1111 'Is  
Z 	. OP OM 7 _111 1L. 	II . i‘ 
L " Cim L 11-,!. 6 . 15. 	1 
I. 	 • r -10 11.11. 	' •  	 % 
ma-r- • 
F 
g. • , 	• _11%. 	11- 1, "Ma — a IN  
• Il l p ea 
_  
50N V 	£ I,& .1" r 	1 	-  0 . ,... ix 	- -..- 	ii 	• - 	. . 60 	 0' 
7 
20' 4C' 60' 8 
 
40 20. 0 
  
70. 
0 • 
so' 
20. 
30• 
40' 40' 
=El 
0 
	
2 	3 	4 	5 	6 	7 	8 	8 	to 	11 	12 
Number of Months of Observations in each 4°x5c Pixel 
Figure 3.1. The number of different months during the year in which pCO2 
data have been collected. A value of 0 refers to no data while a value of 12 
signifies that observations have been collect in all months of the year. This 
map is a composite of more than 1.1 million observations made since 1958 
(Sweeney et al., 2002) 
From an observational perspective, it is an important question how the 
uncertainty in the Southern Ocean uptake may be reduced. Studies have 
attempted to quantify the sampling frequency required to accurately estimate air-
sea CO2 fluxes. Garcon et al. (1992) in the North Pacific and Memery et al. 
(2002) in the Mediterranean Sea both sub-sampled highly resolved observational 
time-series of air-sea fluxes to estimate the temporal sampling required to 
constrain the annual net CO 2 flux to ±10%. Their results showed different 
requirements in each region; 24/year and >70/year in the Pacific and 
Mediterranean Sea respectively. 
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Sweeney et al. (2002) use two Southern Ocean north-south transects (winter and 
summer) to determine the spatial sampling required to constrain the mean ApCO 2 
to ±4.3 gatm (equating to a ± 0.1PgC/yr for the Southern Ocean using a mean 
Southern Ocean gas exchange co-efficient, south of 50°S). They show that 
sampling every 5 ° in latitude in the summer and 10 0  latitude in the winter is 
required. Takahashi and Sweeney (2002) sub-sample global, gridded, monthly 
flux maps (extended from Takahashi et al., 1997)) to determine the sampling 
needed to capture the net annual CO2 flux. Sub-sampling the mean monthly flux 
maps, they suggest sampling 3 times per year is required, but did not develop a 
specific spatial sampling strategy for the Southern Ocean. Their analysis maybe 
biased as it assumes that the ocean is in steady-state (for the year 1995) and 
ignores variability on time scales shorter than monthly. 
The goal of this work was to develop and validate a sampling strategy that 
reduces the uncertainty in the Southern Ocean annual uptake of CO 2 to a target of 
± 0.1 PgC/yr. By using a time-evolving-prognostic-high-resolution-
biogeochemical model to simulate the fluxes this paper has extended previous 
analyses by combining spatial and temporal sampling strategies. An accurate 
representation of the Southern Ocean CO 2 uptake and its uncertainty provides: i) 
the essential information to resolve the present mismatch between observational 
and model estimates of the uptake which will reduce the uncertainty in the global 
budget (Friedlingstein et al., 2003); ii) a reference against which future changes 
in variability can be assessed; and iii) an observational estimate to assess and 
validate numerical models. 
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In Section 3.3 the prognostic biogeochemical ocean model and the observations 
used to assess the statistical characteristics of our simulated ApCO 2 fields are 
described. In Section 3.4: i) Fourier Transforms with signal-to-noise ratios have 
been used to investigate the temporal and spatial variability that dominates the 
simulated Southern Ocean CO2 air-sea fluxes; and ii) the sampling strategy 
required to resolve this variability has been developed. Our proposed sampling 
strategy and the current sampling were also used to estimate the Southern Ocean 
CO2 uptake. A strategy to obtain the necessary samples to estimate the Southern 
Ocean uptake of CO2 to -±- 0.1 PgC/yr is discussed in Section 3.5. 
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3.3 Methods 
3.3.1 Modelling 
To compensate for the lack of observed air-sea CO 2 fluxes, a prognostic 3D 
Global Biogeochemical Ocean General Circulation Model (BOGCM) was used to 
simulate daily values of air-sea flux and ApCO 2 . The ocean general circulation 
module (OGCM) of the BOGCM was based on the Z coordinate Modular Ocean 
Model (MOM) - Version 3 (Pacanowski and Griffies, 1999). The OGCM used 
the T63-2 grid, a grid spacing of 0.94° N-S and 1.9 0  E-W, with 31 vertical levels 
- 15 levels in the upper 500m. To represent the effects of eddies not simulated in 
the model, the eddy parameterisation of Gent and McWilliams, 1990) was 
implemented, as was the Chen mixed layer scheme (Chen et al., 1994) to 
parameterise upper ocean mixing. 
The biogeochemical module of the BOGCM predicted DIC, alkalinity, oxygen 
and phosphate. A detailed description of the model is given in Matear and Hirst, 
1999; Matear, 2004). Export production in the top 50m was calculated as a 
function of light, nutrient concentration, temperature and mixed layer depth. 
CaCO 3 production was set at 8% of the export production (Yamanaka and Tajika, 
1996). Below the euphotic zone, particulate organic matter and CaCO 3 were 
remineralised as a function of depth according to (z/100)'' and ez/3500) 
respectively (Yamanaka and Tajika, 1996). Nutrient uptake and remineralisation 
of P:N:C:0 2 were related via the Redfield ratio of 1:16:106:-138 in and below the 
euphotic zone (Redfield, 1963) . 
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The model was forced with daily wind stress, heat and freshwater fluxes from 
NCEP -R1 (Kalnay, 1996). Sea-ice was not explicitly modeled, but the use of the 
NCEP -R1 implicitly included the effect of sea ice on heat and freshwater fluxes. 
The sea surface temperature and salinity were restored to observed sea surface 
temperatures (SST) (Reynolds and Smith, 1994) and sea surface salinity 
(Conkright et al., 2002) every 30 days. Air-sea gas exchange of CO2 was 
calculated following the short-term wind speed relationship of (Wanninkhof, 
1992), using daily wind speed from NCEP-R 1. To account for a lack of explicit 
sea ice, the net CO 2 flux was scaled by the fraction of observed sea-ice cover, 
interpolated from the monthly-climatological fields of Walsh (1978) and Zwally 
et al. (1983). A net flux into the ocean was defined as positive. 
The model was initialised with the observed fields from Conlcright et al. (2002) 
and evolved for > 4000 years. Following this initial evolution the model had not 
yet reached quasi-steady state and so to ensure upper ocean dynamics were well 
captured, we reinitialised the temperature and salinity fields from Conkright et 
al., 2002) in accordance with the protocols of the Northern Ocean Carbon 
Exchange Study (NOCES)/Ocean Carbon Model Intercomparsion Project 3 
(0CMIP3) (Aumont et al., 2004). The model was then evolved from 1837 to 
2002 with observed atmospheric pCO 2 values from Enting et al., 1994) 
(www.ipsl.jussieu.fr/OCMIP) in accordance with the protocols of 
NOCES/OCMIP3. 
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3.3.2 Observations 
In the development of a Southern Ocean sampling strategy, observed pCO 2 data 
was used to characterise the spatial variability of pCO 2 and to estimate model 
subgrid variability. Observational data chosen was from cruises in the Australian 
Sector of the Southern Ocean between 80° E and 160 ° E (Figure 3.2a) (Tilbrook, 
2005). 
Observational pCO2 was measured from the seawater intake located 
approximately 5m below the surface. The seawater was continually equilibrated 
with a closed loop of air using a 'Weiss' type showerhead equilibrator (Metzl et 
al., 1999). The xCO 2 of the equilibrated air was dried and measured using a 
LICOR® 6252 infrared gas analyser. We used the following equation (Equation 
2) from Dickson and Goyet, 1994) to convert of xCO 2 to pCO2 ; the vapour 
pressure of seawater ( Vp(H20)) was calculated following Weiss and Price, 1980) 
and the atmospheric pressure was measured on the ship. 
pCO2 = xCO2 xP47m (1—Vp(H20)) 	 (3.2) 
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Figure 3.2(a) The location of the observational data used  to estimate the 
variability not captured by the model. Figures 3.2(b) and 3.2(c) show the 
standard deviation of the subgrid scale variability in pCO 2 not captured by 
the model resolution. The dashed line represents the 3 patm value. 
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The measured warming of less than 1°C between the intake and the equilibrator 
was corrected following Copin-Montegut (1998; 1989). Surface pCO 2 was 
calibrated against 3 reference samples every 6 hours. Prior to 1997, data was 
collected every 4 minutes, and thereafter every minute. Based on inter-
comparisons of the system (Kortzinger et al., 2000) and the comparison of air-
samples taken at monitoring sites including Cape Grim, Macquarie Island and 
Mawson Antarctic Base (Francey et al., 2003); the accuracy and precision of 
pCO 2 was considered to be better than ± 2 gatm. 
To account for the subgrid scale variability, which was not captured by our 
coarse-resolution model simulation, we used the observed variability in the pCO 2 
data. This high-resolution cruise data (Figure 3.2a) was first binned by the 
latitudinal and longitudinal resolution of the model and the standard deviation of 
the subgrid variability was then calculated (Figures 3.2b and 3.2c). We estimated 
that a normal distribution with a standard deviation of 3 gatm was adequate to 
represent the Southern Ocean subgrid-scale variability. We note that by using a 
normal distribution we may have slightly underestimated the large changes in 
ApCO 2 observed in the seasonal sea ice zone, but may have overestimated the 
open ocean variability. 
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3.4 RESULTS AND DISCUSSION 
3.4.1 Model Analysis 
To better represent the observed variability in the Southern Ocean we defined our 
simulated ApCO2 and air-sea CO2 flux as the combination of modelled and 
subgrid-scale variability between 40 0  and the Antarctic Continent. In accordance 
with the observed subgrid-scale variability, we estimated a randomly generated 
normal distribution with a standard deviation a 3 [tam which was adequate to 
represent this variability. We added this subgrid-scale variability directly to the 
modelled ApCO2 . For the air-sea CO2 flux, this variability was first multiplied by 
the daily gas exchange co-efficient (Equation 3.1) and then added to the modelled 
air-sea CO2 flux. 
Sparse Southern Ocean sampling meant that existing observational data was too 
limited (Figure 3.1) to comprehensively assess the simulated air-sea CO 2 fluxes. 
Instead we separated the simulated air-sea CO 2 flux variability into seasonal and 
non-seasonal variability. The seasonal cycle was defined as the daily 
(climatological) air-sea flux of CO2 over the 1990-1999 period. The non-seasonal 
variability was defined as the simulated air-sea flux not represented by the 
seasonal cycle. 
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The simulated seasonal cycle was compared to the coarse-resolution, monthly 
climatological maps of Takahashi et al. (2002). The summer (Jan-Mar) and 
winter (Jul-Sept) comparison showed that the simulated seasonal cycle captured 
much of the large-scale variability that exists in the Southern Ocean observations 
(Figures 3.3(a-d)). The major differences between the simulated seasonal cycle 
and observations were evident in: i) the Southern Atlantic Ocean where the 
simulated ocean was a weak source (outgassing) of CO 2, while the observations 
showed it to be a strong CO 2 sink (uptake); ii) the Subantarctic region where the 
simulated fluxes showed a larger winter sink of CO 2 than the observations; and 
iii) in the region 50°S-60°S where the simulated fluxes showed a stronger winter 
source of CO2 than the observations. These differences may reflect the limited 
data coverage of Takahashi et al. (2002). 
To assess the air-sea flux variability in the Southern Ocean, signal-to-noise ratios 
(SNR) were calculated following Ballabrera-Poy et al. (2003) and Schiller et al. 
(2004), where a 2 denotes variance. We define the seasonal cycle to be the signal 
and the non-seasonal variability as the noise. 
,....2 	 er 2 
SNR = u SIGNAL  = 	' SIGNAL  ,...2 	,..2 	 2 
U NOISE U ALLDATA — a SIGNAL 
(3.3) 
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Figure 3.4(a) SNR map of the air-sea fluxes of CO 2 in the Southern Ocean, a 
contour level representing a SNR of 1 is marked; 3.4(b) shows the standard 
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To assess the relative magnitude of the temporal variability in the signal and 
noise we computed a SNR map for the daily-simulated air-sea CO 2 fluxes (1990-
1999; Figure 3.4a). Over most of the Southern Ocean the SNR was less than 1. In 
these locations it would be difficult observationally, using the 10 years of daily-
modelled air-sea fluxes, to separate the seasonal cycle variability from the large 
non-seasonal variability. The maps of the standard deviation (a) of the signal and 
noise are shown in Figures 3.4b and 4.4c. Figure 4.4b showed that the variability 
in the seasonal flux was not homogenous, consistent with the Takahashi et al., 
(2002) climatology. 
What sampling was required to constrain the Southern Ocean air-sea CO 2 flux 
given the large variability observed in the model? Two-dimensional Fourier 
Transforms (2D-FT) in space and time along sections of constant latitude (east-
west) and longitude (north-south) were used to characterise the spectrum of the 
simulated flux variability south of 40°S. 
Figures 3.5(a) and 3.5(c) show the log of the variance of the 2D-FT of air-sea 
flux averaged in latitude (north-south) and in longitude (east-west) in the 
Southern Ocean. These figures revealed that: i) the Southern Ocean is a net 
uptake region, i.e. a non-zero value when the wavelength (2k) was zero and the 
period (T) was equal to the record length (i.e. infinite); ii) at long wavelengths (L 
> 5 0 ) there was a more uniform spread of variability across a range of periods; 
and iii) there was rapid decline in the amount of variance explained by short 
periods T< 20 days and short wavelengths A < 5°. 
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Figures 3.5(a) and 3.5(c) The log 2D Fourier transform in space and time of 
longitudinally (north-south) and latitudinally (east-west) averaged air-sea 
fluxes in the Southern Ocean (south of 40°S). Figure 3.5(b) and 5(d) SNR 
contour plots in the frequency domain of the data in Figure 3.5(a) and 3.5(c) 
respectively. The sampling point is shown as the intersection of the dashed 
lines. Please refer to the text for an explanation. 
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We applied Parseval's Theorem to derive a new relationship for SNR in the 
frequency domain (Equation 3.4) that is equal to the SNR in the temporal domain 
(Equation 3.3), see Appendix 3.6. This new SNR describes the variance 
explained as a function of frequency. 
E "signal (n)2 
SNR(f)= n=fl 
	 (3.4) 
E Hnoi„(n)2 
n=1 
Equation 3.4 was applied to the 2-D Fourier Transform of the air-sea fluxes to 
investigate how the SNR changed, as higher temporal and spatial sampling 
frequencies were resolved. Figures 5(b) and 5(d) show the SNR of latitudinally 
(east-west) and longitudinally (north-south) averaged air-sea fluxes in the 
frequency domain. We interpret these figures as the SNR resolved at different the 
sampling frequencies in time and space. The upper right hand corner represented 
the maximum SNR by sampling at the model resolution. 
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Once the seasonal cycle is resolved, the amount of variance explained does not 
continue to increase appreciably. The SNR is shown to asymptote in time and 
space, as illustrated by the straight vertical and horizontal lines in the contour 
plots of SNR (figures 3.5b and 3.5d). The most efficient way to increase SNR, 
after the seasonal cycle has been resolved, is to increase the spatial sampling. 
Figures 3.5(b) and 3.5(d) also demonstrated that high resolution in time and low 
resolution in space or high resolution in space and low resolution in time returns a 
SNR value that is less than 20% of the maximum value. This was consistent with 
Figure 3.4(a) in which high temporal (daily) sampling and poor spatial sampling 
produces a SNR < 1. 
A sampling strategy for the net air-sea flux of CO 2 that returns the maximum 
SNR value is ideal. However, with limited sampling resources a strategy was 
required that best reflected the trade-off between a realistic sampling effort and 
an acceptable SNR value. We suggest the optimum sampling is the point where 
the SNR starts to asymptote, i.e. where we can maximise SNR with minimum 
sampling. From Figure 3.5(b), sampling every 3 0  in latitude, every three months 
(— 91 days) would capture greater than 90% of the maximum SNR. A north-south 
sampling of every 3° corresponds to approximately 12 samples between 40°S and 
the Antarctic Continent. From Figure 3.5(d) sampling every 30° in longitude, 
every three months (— 91 days) would return more than 85% of the maximum 
SNR. 
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Figure 3.5(b) demonstrates that averaging over zonal (north-south) bands, 
significantly improves the SNR value to 6.6, which is much greater than any 
point in Figure 3.4(a). This increase in SNR reflects a much greater reduction in 
the noise than the signal when averaging zonally because the signal is more 
correlated zonally than the noise. In contrast, no significant improvement in 
optimal SNR value (2.6) occurs when we average meridionally (east-west). 
Figures 3.6(a) and 3.6(b) showed the SNR analyses for ApCO 2 and that regular 
sampling every three months at spatial grid of 3 0  in latitude and 30 0  in longitude 
returned more than 70% of the maximum SNR value. This was very similar to the 
maximum SNR returned from air-sea fluxes. From Equation 1, any difference in 
the response between pCO 2 and air-sea CO 2 flux is the gas transfer co-efficient. 
The similarity in sampling requirements between ApCO 2 and air-sea CO2 flux 
suggests that it is the longer wavelength changes in ApCO 2 that are more 
important in determining the seasonal fluxes than short-term (high frequency) 
variability in the gas exchange co-efficient. 
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Figure 3.6. ApCO2 SNR contour plots in the frequency domain of (a) 
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3.4.2 Statistical Model Validation 
There were not enough observations in the Southern Ocean to validate our 
sampling strategy directly. We looked instead at the statistical properties of the 
observations and show these are both consistent with the model and our proposed 
sampling strategy. As the proposed sampling strategy of pCO 2 is very similar to 
that for the CO2 air-sea flux, we only compare ApCO 2 from the model with the 
observations. To aid in the comparison of the statistical properties of the 
simulated and observed fluxes, the non-zero i.e. mean uptake from both the 
observations and simulated values were removed. 
Figure 7(a) shows the normalised cumulative ApCO 2 power spectra from 3 north-
south transects, travelling during the austral winter (AA9901), summer (AA9101) 
and spring (AA9309) between Tasmania (43°S) and Antarctica (66°S) 140°E), 
Figure 2(a). We have overlain on this plot, the modelled power spectrum 
corresponding to these transects in time and location. Note the Nyquist frequency 
from our model was 1.9°, which was much greater than the observations (0.2°). 
Like the simulated field, the observations had most of the variance in long 
wavelengths with 2, >3 0  capturing more than 90% of the total variance in the 
observations. We also saw that the variability that occurs on spatial scales less 
than what the model resolves (2°) represented less than 5% of the observed 
variability. Therefore, from the observational data we concluded the variability 
was dominated by long wavelengths consistent with the model and that the 
subgrid scale variability not represented in the model did not significantly alter 
our analysis. 
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Figure 3.7(a) Cumulative variance plots of ApCO 2 from 2 observed transects 
travelling N-S and the corresponding model transects; Figure 3.7(b) 
cumulative variance plots of ApCO 2, from observed transects travelling E-W 
(longitude) and the corresponding model transects. 
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Figure 3.7(b) shows the normalised cumulative ApCO 3 power spectra from 3 
east-west transects travelling between —80° and —150° E. These cruises took 
place in the Austral summer (AA9304) and spring (AA9201) (Figure 3.2a). 
Overlain on this plot are the power spectra of the modelled transects, 
corresponding to the same time and location. The longitudinal Nyquist 
Frequency from our model was 3.8°, which was much greater than the Nyquist 
frequency of the observations. The lack of good agreement with the observations 
may have been due to the ship tracks not being completely truly east-west. The 
observations did however suggest more than 90% of the variance was captured by 
2. > 3° in longitude. These results suggest the variability was dominated by long 
wavelengths consistent with the model hence our model resolution of 1.9° in 
longitude was adequate to capture the statistical characteristics of the 
observations. 
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3.4.3 Sensitivity of CO2 Uptake 
To explore how well our sampling strategy performed and to quantify the 
uncertainty of our estimated annual mean uptake, we applied our sampling 
strategy to the simulated (modelled + sub grid scale variability) daily fluxes for 
each year between 1990-1999. We calculated the simulated annual mean uptake 
to be 0.6 ± 0.1 PgC/yr at the resolution of the model (Table 3.1; column 1). The 
uncertainty was calculated as 	 denoted 2a 	 20Interannual — 20  Interannual N-1° where  
two standard deviations (i.e. 95% of the total variability) about the annual mean 
uptake. The uncertainty in the annual net uptake for the 1990s reflected the 
magnitude of the simulated interannual variability and was similar to the value 
reported by Wetzel et al., 2005) in the region between 40°S-60°S (20 ) . 
Applying our sampling strategy, i.e. sub-sampling every 30° in longitude and 3° 
in latitude every three months, to our simulated air-sea fluxes, gave more than 
4000 (360°/30 ° x 3073 ° x 365/91 days) realisations (grids) per year. Sub-
sampling can change the surface area sampled. Thus, to ensure that the fluxes 
calculated for each grid could be compared, the air-sea flux was calculated in 
flux/in' and then multiplied by the Southern Ocean surface area. The annual mean 
uptake and uncertainty that were calculated for the 1990s by applying our 
sampling strategy are summarised in Table 3.1 (column 2). 
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Year Total Simulated 
Uptake (PgC/yr) 
Sub-Sampled 
estimate of 
uptake (PgC/yr) 
Sampling 
Uncertainty 
(2o) (PgC/yr) 
1990 0.67 0.63 0.21 
1991 0.76 0.73 0.17 
1992 0.99 0.97 0.21 
1993 0.71 0.67 0.24 
1994 0.56 0.52 0.18 
1995 0.54 0.49 0.22 
1996 0.53 0.49 0.20 
1997 0.49 0.44 0.24 
1998 0.38 0.32 0.26 
1999 0.40 0.32 0.22 
1990-1999 0.60 ± 0.12 0.56 ± 0.13 
Table 3.1. Comparison of the total simulated uptake with the uptake from our 
proposed sampling and the sampling error introduced, please refer to the 
text for an explanation. Estimates are of the Southern Ocean (south of 40°S). 
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We applied our sampling strategy to the simulated fluxes and returned a sampling 
uncertainty (from > 4000 permutations/yr) of ± 0.2 PgC/yr ( 2o- ) for the Southern 
Ocean uptake, for any year in the 1990-1999 period (Table 3.1; column 3). This 
uncertainty level in uptake translates to a global mean oceanic uptake error of 
approximately ± 10%. For the 1990s, the estimated sampling error was ± 0.07 
PgC/yr ( 2 asanong — 2 asampfind -1113 ). 
The annual mean uptake from our sampling strategy was systematically less, as 
seen in Table 3.1 (column 2), than the total simulated value (column 1). This was 
due to the bias introduced to the sampling estimate by starting our 3° latitudinal 
sampling at either 40°, 41° or 42°. The mean values of the annual air-sea fluxes 
decrease as a function of increasing the latitude (40° to 42°). This error can be as 
large as ± 0.1 PgC/yr and was included in the sampling error. If we sample our 
model at every degree N-S, we remove this bias from the estimated uptake, but 
do not change the estimate of the sampling uncertainty. 
The value of interannual variability returned by applying our sampling strategy in 
the Southern Ocean was ± 0.1 PgC/yr (1990-1999), which is the same value as 
calculated by sampling at the resolution of the model. Our results showed that 
even sampling at the maximum model resolution during the 1990-1999 period, 
would not improve the flux estimate beyond ± 0.1 PgC/yr. 
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To estimate the total uncertainty we combined our sampling error with the 
uncertainty due to interannual variability. We assumed these errors were 
independent and added these accordingly ( 2a T—oral = V(20) 2 	 + (2a) 2 	 ) Interannual 	Sampling 
to estimate an annual averaged uptake for the 1990s of 0.6 ± 0.1 PgC/yr. 
The uncertainty calculated when we combined our sampling and interannual 
variability error estimates was the same as that calculated by sampling at the 
resolution of the model. This result suggested: i) the uncertainty introduced when 
we applied our sampling strategy was small compared to the uncertainty due to 
interannual variability; and further that ii) sampling at a higher resolution that our 
proposed sampling would not improve the large-scale regional flux estimates. 
We repeated this sensitivity study, with the subgrid scale variability calculated 
from the observations removed. This second analysis showed no change in the 
annual mean estimate and offered no significant improvement in the sampling 
error (< 0.002 PgC/yr). These results suggested that the non-seasonal variability 
was being driven by longer wavelength changes such as interannual variability 
rather than mesoscale (subgrid scale) variability. 
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3.4.4 Sensitivity test of the present sampling strategy 
To assess the uncertainty of the present Southern Ocean sampling effort on the 
annual uptake of CO2 we used the observational effort shown in Figure 3.1 to 
approximate the current sampling effort. From Figure 3.1 there appear to be 5 
north-south sections in the Southern Ocean (-60°E, 120°E, 180°E, 60°W), which 
are repeated several times a year. We added one more section along 120°W, to 
approximate additional one-time observations; this allowed Southern Ocean 
spatial coverage close to every 60 0  in longitude. We also assumed that this 
sampling was completed regularly 4 times per year (i.e adequate data coverage in 
the winter); This was an overestimate of the actual seasonal coverage since there 
are few observations in the winter season. We chose also to sample every degree 
in latitude to better represent ship-based measurements. We do not believe this 
sampling improves on the present sampling of the Southern Ocean but does 
provide a useful assessment of the uncertainty in the Takahashi et al. (2002) 
Southern Ocean uptake estimate and an estimate of the uncertainty achievable 
using the present sampling effort. 
Re-applying our sensitivity analysis from section 3.3 to this new, coarser 
sampling grid, the uncertainty in the uptake for any year in the 1990s was ± 0.4 
PgC/yr ( 2a ) (Table 3.2). These results are derived from more than 2700 grid 
permutations/yr (360760 0  x 30°/1° x 365/91 days). This sensitivity analysis 
showed that halving the proposed longitudinal (east-west) sampling doubled the 
error due to sampling. 
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Year Total Simulated 
Uptake (PgC/yr) 
Sub-Sampled 
estimate of uptake 
(PgC/yr) 
Sampling 
Uncertainty (2a) 
(PgC/yr) 
1990 0.67 0.67 0.37 
1991 0.76 0.77 0.33 
1992 0.99 1.0 0.42 
1993 0.71 0.72 0.42 
1994 0.56 0.55 0.38 
1995 0.54 0.54 0.36 
1996 0.53 0.53 0.36 
1997 0.49 0.49 0.42 
1998 0.38 0.38 0.37 
1999 0.40 0.40 0.38 
1990-199 0.60 ± 0.12 0.61 ± 0.12 
Table 3.2. Comparison of the total simulated uptake with the uptake from the 
current sampling and the sampling error introduced, please refer to the text 
for an explanation. 
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Estimates are of the Southern Ocean (south of 40°S) Approximating the current 
Southern Ocean sampling, interannual variability was estimated to be ± 0.1 
PgC/yr (1990-1999; column 2). Combining interannual variability with the 
calculated sampling error (Table 3.2; column 3) we estimated the annual uptake 
for the Southern Ocean to be 0.6 ± 0.2 PgC/yr (1990-1999). The error introduced 
by the present sampling was double the error of our recommended strategy. 
Taking into account our initial assumptions of data and seasonal coverage, the 
error estimate of ±0.2 PgC/yr can be considered a lower bound uncertainty of the 
Takahashi et al. (2002) estimate of the Southern Ocean CO2 uptake for the 
1990s. 
3.4.5 Comparison with Other Studies 
We compare our sampling strategy to those published by Garcon et al., 1992) and 
Memery et al., 2002). Both these studies used high-resolution 1-D time-series 
data of air-sea CO 2 fluxes to recommend temporal sampling of 24 and >70 
annually (respectively). The findings of Garcon et al. (1992) and Memery et al. 
(2002) are consistent with the results shown in Figures 3.5(b) and 3.5(d). These 
figures demonstrate that for a very small wavelength (A), i.e. sampling spatially at 
very few points, the increase in SNR is small with increasing temporal resolution: 
therefore many temporal samples are needed to maximise the SNR. 
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Sweeney et al., 2002) using Southern Ocean observations along 170°W, 
suggested sampling every —2.5° of latitude in summer and every —7.5° of latitude 
in winter. Their sampling strategy was based on determining the number of 
samples required to constrain the mean ApCO 2 to within ± 4.3 patm (equating to 
an uncertainty of ± 0.1 PgC/yr over the entire Southern Ocean). Although they 
use a different criterion for determining the required sampling, their results based 
on Southern Ocean observations are consistent with our analysis of the simulated 
fluxes. The agreement further supports the assertion that the model does simulate 
the spectral characteristics of the observations and the model-derived sampling 
strategy is applicable to the real ocean. 
Takahashi and Sweeney (2002) explored the uncertainty introduced by 
subsampling in time and space, the coarse resolution (4° x 5°) monthly 
climatological maps of air-sea flux of CO 2 (extended from Takahashi et al., 
1997)). Although Takahashi and Sweeney (2002) did not identify specific 
Southern Ocean sampling requirements, their global analysis suggests that 
measurements every three months is sufficient to determine the net CO 2 air-sea 
flux. They saw no significant improvement in the basin scale net air-sea flux by 
increasing temporal sampling. Although the monthly climatological data does not 
include variability on time-scales of less than a month, their results are consistent 
with our conclusion that most of the variance in the signal of the air-sea fluxes is 
resolved by three-monthly sampling. 
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Our sampling strategy suggests different sampling requirements when moving 
zonally (east-west) and meridionally (north-south) through our study area, 
consistent with the results of Takahashi and Sweeney (2002). Our sampling 
strategy is also consistent with the results of Sweeney et al. (2002) and Takahashi 
and Sweeney (2002) who demonstrated that regular sampling - spatially and 
temporally - produced better flux estimates than irregular sampling. A 
comprehensive understanding of the spatial and temporal characteristics of the 
real ocean would be needed to allow an irregular sampling approach to be 
exploited. 
3.5. Conclusion 
We used a BOGCM model simulation driven by NCEP-R 1 forcing in conjunction 
with subgrid-scale estimates of variability to investigate the sampling required to 
constrain annual uptake in the 1990s of CO2 by the Southern Ocean. The results 
showed that a regular three-monthly sampling every 30° in longitude and 3° in 
latitude would return the annual mean air-sea CO2 flux to within ±0.1 PgC. 
The comparison between observations and the model suggests that the model 
does represent the statistical properties of the real ocean and captures much of the 
large-scale variability that exists in the Southern Ocean. A more complex 
biological model or higher resolution model may better represent high frequency, 
non-seasonal variability but would not change the accuracy or precision of the 
large-scale flux estimates. However, this result is specific to resolving the large-
scale fluxes, and finer scale sampling may be important for understanding 
biogeochemical cycling and its drivers. 
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The proposed sampling of ApCO2 was independent of the error due to uncertainty 
in gas transfer in air-sea CO 2 fluxes. Therefore, the equivalence between the 
sampling strategies for air-sea CO2 flux and for ApCO 2 , suggest that the strategy 
we developed is independent of the uncertainty in gas transfer. As the uncertainty 
in gas transfer can be very large e.g. Nightingale et al. (2000) it is important that 
the uncertainty calculated by implementing our sampling strategy account for the 
(additional) uncertainty due to gas transfer. 
The goal of determining the Southern Ocean net seasonal air-sea flux to within 
the natural variability of the system is achievable by augmenting the existing 
measurements to improve data coverage. The opportunities to make 
measurements in the Southern Ocean are limited and a number platforms need to 
be utilised, including additional underway ship observations, time-series 
moorings and potentially, the use of CO 2 sensors mounted on drifters or profiling 
floats. An example is the development of a CO 2 sensor on a profiling drifter like 
ARGO (Gould et al., 2004) to utilise its' spatial coverage. ARGO drifters have a 
proposed coverage of 3° x 3° globally (ARGO Science Team, 1998); only10% of 
these in the Southern Ocean would need to be instrumented to satisfy the 
sampling requirements proposed from our study. 
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3.6 Appendix 
To derive the equation that describes the variance explained as a function of 
frequency we derived this relationship in one-dimension as follows. The variance 
in the time domain of time-series, h(k), of N observations is given by: 
1 Z-:,1 	 2 	1 2 
C7,2ime = 24 10(k) — h(k))I = 	fh(0 2 — h(k) } 
N k.0 N k.0 
(A3.1) 
Using the discrete Fourier Transform, the times-series to frequency-series, H(n), 
is related as follows: 
1 N 	 N -I 
h(k). _1,11(0e-canny  and H(n)=Ih(k)e-27rikn i" 
N n=0 	 k=0 
(A3.2) 
By Parseval's Theorem the total power in the time domain to the total power in 
the frequency domain are related (as shown in any textbook on spectral analysis 
e.g. Hzu (1970)) by: 
N-1 	• Nx:II 
h(k)2 = 	H(n) 2 
Using the definition of the mean of the time-series: 
H(0) = ih(k)= N h(k) 
k=0 
(A3.3) 
(A3.4) 
and substituting (A3.4) and (A3.3) into equation (A3.1), the relationship between 
variance in the time domain to variance in .the frequency domain is: 
	
' N -1 	 N -1 
Cr t2,,ne = 	1,{H(n) 2 – H(0)2 1=-1H(n)2 =0- freq  N2 n=0 	 N 2 n =i 
(A3.5) 
We use equation (A3.5) to define the SNR resolved by frequencies below f as: 
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signal (n)2 
SNR(f)= n=f 1 	 
E l I noise (n) 2 
n=1 
(A3.6) 
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4.1 Abstract 
A biogeochemical ocean general circulation model, driven with NCEP-R 1 and 
observed atmospheric CO 2 history, is used to investigate and quantify the role 
that the Southern Annular Mode (SAM), identified as the leading mode of 
climate variability, has in driving interannual variability in Southern Ocean air-
sea CO2 fluxes between 1980 and 2000. The SAM has been shown to induce 
circulation changes that include altering the strength of both the upwelling of 
circumpolar deep water along the Antarctic Coast and the northward Ekman 
transport. The Southern Ocean is shown to be a region of decreased CO 2 uptake 
during the positive SAM phase and increased CO 2 uptake during the negative 
SAM phase. The SAM is shown to induce a change in Southern Ocean CO 2 
uptake of 0.18 PgC/yr per unit change in the SAM with a 4-month phase lag, and 
to explain 47% of the variance in the total interannual variability in air-sea CO 2 
fluxes. The analysis shows that the response of the Southern Ocean to the SAM is 
governed by changes in ApCO2 and not by changes in the gas exchange co-
efficient. We demonstrate that it is through changes in ocean physics that control 
the supply of nutrients to the upper ocean, primarily Dissolved Inorganic Carbon 
(DIC) that air-sea CO2 fluxes respond to the SAM. The SAM is predicted to 
become stronger and more positive in response to climate change and our results 
suggest this will decrease the Southern Ocean CO 2 uptake. 
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4.2. Introduction 
The Southern Ocean, with its energetic interactions between the atmosphere, 
ocean and sea ice, plays a critical role in ventilating the global oceans and 
regulating the climate system though the uptake and storage of heat, freshwater 
and atmospheric CO 2 (Rintoul et al., 2001; Sarmiento et al., 2004). Recent studies 
suggest that the formation of Sub-Antarctic Mode Water (SAMW) alone may be 
responsible for as much as 40% of the uptake of anthropogenic CO 2 by the 
oceans (Sabine et al., 2004). The uptake of CO 2 in the Southern Ocean is 
primarily through air-sea fluxes which are both poorly sampled and highly 
variable (Sabine and Key, 1998; Louanchi et al., 1999; McKinley et al., 2004). 
Consequently, the carbon budget remains poorly constrained with large 
uncertainties in the global carbon budget and hence in the predicted response to 
climate change. 
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Air-sea CO2 fluxes can be described as a combination of seasonal and non-
seasonal variability. In the Southern Ocean seasonal variability - a complex 
interplay between biological production and deep winter mixing - is the dominant 
mode of variability. The mechanisms that drive seasonality are well known but 
the magnitude remains poorly constrained (Metzl et al., 2006; Metzl et al., 1999; 
Metzl et al., 1995; Louanchi and Hoppema, 2000; Louanchi et al., 1999; Roy et 
al., 2003). In the Southern Ocean the non-seasonal variability, particularly 
interannual variability, can also be large (Jabaud-Jan et al., 2004; Metzl et al., 
2006); but the interannual changes in biological production, ocean dynamics and 
thermodynamics that drive these changes are poorly understood and therefore 
poorly quantified at the interannual timescales. The sampling study in Chapter 3 
showed that the non-seasonal variability, dominated by interannual variability, 
was responsible for the largest component of the uncertainty in the annual mean 
uptake of CO 2 by the Southern Ocean. 
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Studies have identified the Southern Annular Mode, which is characterised by 
changes in atmospheric mass between 20°S and 90°S, as the dominant mode of 
climate variability in the Southern Hemisphere e.g. (Thompson and Solomon, 
2002; Visbeck and Hall, 2004). The SAM induces changes in the strength of 
westerly winds which have been shown to induce significant changes in ocean 
circulation (Hall and Visbeck, 2002; Oke and England, 2004). These include: (1) 
changes in the strength of northward Ekman Flow and increased upwelling along 
the Antarctic Continent; (2) changes in the vertical tilt of the isopycnals; (3) 
downwelling around 45°S and (4) changes in the strength of the Antarctic 
Circumpolar Current (ACC) resulting in changes in mixed layer depth and 
oceanic heat transport. The SAM is also known as the Antarctic Oscillation 
(AAO) (Gong and Wang, 1999) and the High Latitude Mode (HLM) (Rogers and 
van Loon, 1982). 
The Northern Annular Mode (NAM), also known as the North Atlantic 
Oscillation (NAO) or Arctic Oscillation (AO) has been shown to play an 
important role in driving interannual variability in air-sea CO 2 fluxes in the 
Northern Hemisphere (Gruber et al., 2002). It is logical then to explore and 
quantify whether the SAM plays a similarly important role in driving interannual 
variability in Southern Ocean CO 2 fluxes. This study is unique; no previous 
studies exist that quantify the air-sea CO 2 flux in the Southern Ocean and the 
relative importance of its drivers in response to the SAM. 
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Hall and Visbeck (2002), using a physical only ocean model, hypothesised that in 
its positive phase the SAM would drive a strong decrease in the CO 2 uptake, due 
to the increased upwelling of Dissolved Inorganic Carbon (DIC). This predicted 
response appears to contradict a recent study based on remotely sensed 
observations (Lovenduski and Gruber, 2005) that looked at the effect of the SAM 
on the entire carbon cycle over non-seasonal time scales. Lovenduski and Gruber 
(2005) suggested that when integrated over the entire Southern Ocean between 
the Subtropical Front (STF) and the Antarctic Continent, the SAM would elicit 
only a moderate net CO 2 flux response. They suggested that while upwelling of 
nutrient rich waters did occur in response to the SAM, this effect was offset by 
changes in export production and solubility. 
Present climate change projections suggest that the amplitude of the SAM will 
increase and become more positive in future decades (i.e. stronger and more 
sustained increases in zonal wind stress) (Cai et al., 2003; Kushner et al., 2001). 
If we can understand and quantify the interannual variability in CO 2 air-sea fluxes 
explained by the SAM from 1980-2000, this relationship may be able to be used 
to predict the response of the Southern Ocean carbon cycle to climate change. 
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As the Southern Ocean remains one of the most poorly carbon sampled regions 
globally, we used a prognostic Biogeochemical Ocean Global General 
Circulation Model (BOGCM). In this study we used the Commonwealth 
Scientific Industrial Research Organisation (CSIRO) Mark 3.1 model, driven 
with NCEP-R1 atmospheric forcing and observed CO 2 history, to simulate the 
interannual variability of the Southern Ocean carbon cycle, for the period 1980- 
2000. We defined the Southern Ocean to be the region of ocean bounded by 40°S 
and the Antarctic Continent. 
This paper examines and quantifies the response to the SAM of CO 2 fluxes in the 
Southern Ocean and in each of its ocean sectors. This paper is structured as 
follows: in Section 4.3 we describe our methodology; Section 4.4 presents our 
results; and Section 4.5 gives our conclusion and discussion. In this final section 
we compare our results to other studies and suggest what impact the predicted 
role of the SAM under climate change may have on Southern Ocean CO 2 uptake. 
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4.3 Simulation and Approach 
4.3.1 Modelling the Southern Ocean 
To compensate for the lack of observed air-sea CO 2 fluxes, a prognostic 3D 
Biogeochemical Ocean General Circulation Model (BOGCM) was used. A global 
domain model thereby avoiding any problems related to open boundary 
conditions. The ocean general circulation module (OGCM) of the BOGCM was 
based on the Z coordinate Modular Ocean Model (MOM) - Version 3 
(Pacanowski and Griffies, 1999). The model grid has a horizontal resolution of 
0.94° N-S and 1.9° E-W at the equator with a tapering of longitude as a function 
of cosine (T63-2) and 31 non-regular vertical levels - 15 levels in the upper 
500m. To represent the effects of eddies not simulated in the model, the eddy 
parameterisation of Gent and McWilliams (1990) was implemented, as was the 
Chen mixed layer scheme (Chen et al., 1994) to parameterise upper ocean 
mixing. 
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The biogeochemical module of the BOGCM predicted DIC, alkalinity, oxygen 
and phosphate. What follows is brief description of this model: a more detailed 
description of the model is given in Matear and Hirst (1999) and Matear (2004). 
Export production in the top 50m was calculated as a function of light, phosphate, 
temperature and mixed layer depth. CaCO 3 production was set at 8% of the 
export production following Yamanaka and Tajika (1996) and consistent with 
Trull, et al. (2001). Below the euphotic zone, particulate organic matter was 
remineralised as a function of depth according to (z/100)' following values 
deduced from observations Suess (1980) and Martin et al. (1987); and CaCO 3 
according to ezi3500) following Yamanaka and Tajika (1996). Nutrient uptake and 
remineralisation of P:N:C:0 2 were related via the Redfield ratio of 1:16:106:-138 
(Redfield et al., 1963) in and below the euphotic zone. 
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The model was forced with daily wind stress, heat and freshwater fluxes from 
NCEP-R 1 (Kalnay, 1996). The model was not coupled to sea-ice model, but the 
effects of sea-ice on heat and freshwater fluxes were accounted for by the use of 
NCEP-R 1 forcing that does contain sea-ice. To avoid excessive model drift, sea 
surface temperature and salinity were restored to observed sea surface 
temperatures (SST) (Reynolds and Smith, 1994) and observed sea surface salinity 
(Conlcright et al., 2002) every 30 days. Air-sea gas exchange of CO2 was 
calculated following the relationship of Wanninkhof, 1992), using daily wind 
speed from NCEP-R 1. To account for a lack of explicit sea ice, the net CO 2 flux 
was scaled by the fraction of observed sea-ice cover, interpolated from the 
monthly-climatological fields of Walsh (1978) and Zwally et al., (1983). A net 
flux into the ocean was defined as positive and ApCO 2 as atmosphere minus 
ocean. 
The model was initialised with the observed fields from Conkfight et al. (2002) 
and evolved for > 4000 years. Following this initial evolution the model was 
reinitialised with the temperature and salinity fields from Conlcright et al., 2002) 
in accordance with the protocols of the Northern Ocean Carbon Exchange Study 
(NOCES)/Ocean Carbon Model Intercomparison Project 3 (0CMIP3) (Aumont 
et al., 2004). The model was then evolved from 1837 to 2002 with observed 
atmospheric pCO 2 values from Enting et al. (1994) in accordance with the 
protocols of NOCES/OCMIP3. The protocols of NOCES were designed to best 
simulate variability in global biogeochemical ocean models on interannual to 
interdecadal timescales. 
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To isolate the simulated interannual variability in the monthly averaged 
biogeochemical fields, we calculated for the 1980-2000 period the seasonal 
climatology and subtracted this from the simulated fields. The remaining non-
seasonal variability was smoothed with a 12-month running-mean filter to ensure 
that only interannual variability was extracted. 
4.3.2 Positions of the Fronts 
The Southern Ocean south of 40°S is made up of a series of major fronts and 
interfrontal zones: each of these zones has its own unique set of biogeochemical 
and physical properties. To facilitate our later discussion of the response of each 
region, the mean positions (1980-2000) of the major fronts of the Southern Ocean 
were identified based on temperature definitions ( 0 ). These major fronts and 
their definitions were the Subtropical Front (STF) 6 <10°C at 150m (Orsi et al., 
1995), the SubAntarctic Front 0 > 4°C at 400m (Orsi et al., 1995) and the Polar 
Front (PF) 0 > 2°C at 300m (Trull et al., 2001). These fronts separate the four 
major interfrontal zones of the Southern Ocean: the Subtropical Gyre (north of 
the STF); the SubAntarctic Zone (SAZ; between the STF and SAF); the Polar 
Frontal Zone (PFZ; between the SAF and PF); and the Antarctic Zone (south of 
the PF). These fronts and interfrontal zones are displayed on subsequent spatial 
maps. 
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4.3.3 The Southern Annular Mode (SAM) 
The SAM is assessed in terms of the SAM index, defined as the time-series of the 
ls t EOF of the 850 hPa geopotential height anomaly. We use the NCEP-R1 
reanalysis (Kalnay, 1996) to calculate the geopotential height anomaly (1980- 
2000) by subtracting the mean climatology between 1979-2000. In the 
calculation of the mean we neglected data prior to 1979 because it is not well 
validated over Antarctica (Marshall, 2002). The SAM index was then smoothed 
with a 12-month running-mean filter to ensure that only interannual variability in 
the SAM was captured. The SAM index (1980-2000; Figure 4.1) showed a 
definite positive trend consistent with other SAM indices calculated using other 
techniques and datasets (Marshall, 2002). The spatial pattern of the SAM is also 
displayed in Figure 4.1. 
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4.3.4 Statistical Approach 
To quantify the response to the SAM of the Southern Ocean air-sea CO 2 flux and 
its components, we regressed these components against the SAM, which allowed 
us to estimate the response of each component per unit of change in the SAM. 
We also calculated the square of the corresponding correlation co-efficient or R2 . 
The R2 value quantified how much of the simulated variability was explained by 
the SAM (0 = not at all and 1= totally). This approach is consistent with recent 
SAM studies e.g. (Lovenduski and Gruber, 2005; Lefebvre et al., 2004; Hall and 
Visbeck, 2002). 
To evaluate the statistical significance of our results we determined the 
autocorrelation length scale for the time series of 12 months translating to 20 
degrees of freedom (n=20). At the 95% significant level, values of R2 > 0.1296 
were determined to be statistically significant. In subsequent analyses only the 
statistically significant part of the spatial maps are included. 
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4.4 Results 
4.4.1 Southern Ocean Fluxes and the SAM 
The Southern Ocean's high variability and paucity of sampling make it 
impossible to validate large-scale interannual variability from observations. 
Instead we rely on the interannual variability imposed on the model by using 
NCEP-R 1 atmospheric forcing in conjunction with the protocols of NOCES 
(Aumont et al., 2004). As we chose to restore sea surface temperature to 
Reynolds and Smith (1994) we can not use this dataset to validate interannual 
variability following Le Quere et al. (2000). We do not believe that validating the 
model at the North Atlantic Bermuda Time Series Station (BATS) nor North 
Pacific Hawaii Ocean Time Series (HOTS) would elucidate the processes 
controlling air-sea CO 2 fluxes in the Southern Ocean. Hence, we are forced to 
rely on model simulations to investigate interannual variability. We note also that 
in assessing the response of the Southern Ocean to the SAM we use the SAM 
index as calculated from NCEP-R1, which is entirely internally consistent. 
From our simulation the interannual variability for the study area (south of 40°S: 
1980-2000) was calculated as ± 0.15 PgC/yr. This variability was regressed 
against the SAM and the R 2 value was calculated using different temporal phase 
lags. Integrating the total response of the Southern Ocean to the SAM we see a 
net decrease in uptake of CO 2 of 0.15 PgC/yr per unit change in the SAM with no 
phase lag to a maximum value of 0.18 PgC/yr per unit change in the SAM with a 
lag time lag of 4-months (Figure 4.3). 
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Figure 4.2. Regression (top) and R 2 (bottom) of the SAM Index against air-
sea CO2 flux, with no phase lag (left) and with a 4-month phase lag (right). 
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Figure 4.3. The decrease  in response to the positive phase of  the SAM, with 
different phase lags, of interannual CO2 flux uptake in the Southern Ocean 
south of 40°S (in black), units are PgClyr. Overlain on this plot  in red is the 
phase lagged response of integrated phosphate, units are 2x10"mol. 
The phase lag did not significantly alter the spatial pattern of  the air-sea flux 
response of CO2 , only reinforcing the magnitude of the response (Figure 4.2). The 
regions north and south of the mean position of the STF showed different and 
opposing responses. North of the mean position of the STF there was an increase 
in flux of CO 2 into the ocean corresponding to a well-correlated, semi-annular 
ring at the STF. South of the STF a decrease in the flux of CO 2 into the ocean was 
evident, with the strongest and most highly correlated response in the PFZ. 
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The integrated response of Southern Ocean air-sea CO 2 fluxes to the SAM was 
compared with the total interannual variability (Figure 4.4). The interannual 
variability was relative to an annual mean uptake of —.0.6 PgC/yr. The amount of 
the total interannual variance in air-sea CO 2 flux explained by the SAM in the 
Southern Ocean increased from 36% with no phase-lag to 47% at 4-months, with 
the largest response in the Pacific Ocean Sector (Table 4.1). 
% Variance 
explained 
Pacific Ocean 
% Variance 
explained 
Atlantic Ocean 
% Variance 
explained 
Indian Ocean 
% Variance 
explained 
Southern Ocean 
Gas transfer co-eff. 34 5 23 31 
ApCO2 22 9 20 17 
Air-sea CO 2 Flux 42 17 26 47 
Table 4.1 Percent of the total interannual variability variance explained by 
the SAM south of 40°S. 
The SAM can alter Southern Ocean CO 2 fluxes through changes in the gas 
exchange co-efficient (K) and changes in ApCO 2 . The response of each of these 
to changes in the SAM was assessed by regressing these variables against the 
SAM and then calculating the corresponding R 2 value with a phase lag of 4- 
months (Figure 4.5). 
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%Variance 
explained 
Pacific Ocean 
% Variance 
explained 
Indian Ocean 
% Variance 
explained 
Atlantic Ocean 
% Variance 
explained 
Southern Ocean 
KApCO2' 93 94 94 93 
K' ApCO2 7 6 5 6 
K' ApCO2 ' «1 «1 <1 <1 
Table 4.2. Percentage of the total integrated Southern Ocean response of 
interannual CO2 flux explained by kApCO2 ',K' ApCO2 and K' ApCO2 ', 
see text for explanation 
A strong annular response of K to the SAM was evident in the region south of the 
STF (-40°S) and north of the Antarctic Divergence (-63°S). The strongest and 
most highly correlated (Figure 4.6) response to the SAM was seen in the Indian 
Ocean PFZ and in the PFZ and SAZ of the Pacific Ocean, where the integrated 
response to the SAM explains 20% and 22% respectively of the total variance in 
interannual variability of K (Table 4.2). 
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Figure 4.4. Simulated interannual variability in the Southern Ocean total 
CO2 uptake (black) and the Southern Ocean CO 2 uptake explained by the 
SAM (red). Units are PgC/yr. 
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The regression and R 2 values of ApCO 2 against the SAM (Figure 4.5) showed that 
when the SAM Index was positive, total ApCO 2 decreased. The obvious strong 
circumpolar response of K was not evident in ApCO 2 ; instead the Southern Ocean 
showed a very differing circumpolar response north and south of mean position 
of the STF. South of the STF oceanic ApCO2 showed an increase relative to 
atmospheric values, while north of this there was a decrease in oceanic values. 
The exception was the region adjacent to the Antarctic coastline, where these 
values do not translate to a large air-sea flux because they encompass small areas 
and covered by sea-ice for much of the year. The explained variance maps (R 2) of 
ApCO2 show two semi-annular rings of higher explained variance: an inner 
region, corresponding to the Atlantic Ocean PFZ and the Pacific PFZ; and an 
outer region, corresponding to the STF. The total variance in ApCO 2 explained by 
the SAM was 17% (Table 4.2). ApCO 2 displays more interannual variability than 
was explained by the SAM. 
We explored how much of the total SAM response in the air-sea CO 2 fluxes was 
driven by changes in K and ApCO 2 . The air-sea CO 2 flux is given by: 
FAIR-SEA - K(pCO2A1R — pCO2sEA )= K(4pCO2A,R_ sEA ) 
	
(4.1) 
- 
Equation 4.1 was rewritten in terms of the temporal mean K and variability K' 
between 1980 and 2000. 
FAIR -SEA = (k + K 1 )(ApCO2 + ApCO2 ') 
	
(4.2) 
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FAIR sEA = KI ApCO2 '+ KI ApCO2 + KApCO2 '+ K ApCO2 	(4.3) 
We calculated and regressed each of these terms of Equation 4.3 against the SAM 
and then divided this by the total response of air-sea CO 2 flux; this provided a 
means of quantifying the contribution of each term (Figure 4.6). The integrated 
response (Table 4.2) showed that the ApCO2 response to the SAM (kApCO2 ') 
contributed more than 90% of the total air-sea flux variability: this term was 
strongest in the PFZ and the AZ, particularly in the Atlantic Ocean sector. The 
remaining 10% of the air-sea flux variability was driven by changes in K 
(K' ApCO2 ), while the other terms ( KApCO2 and K' pCO2 ') were negligible. 
This analysis was repeated with different temporal lags ranging from 0 to >12 
months, the results showed that the relative importance of K against ApCO2 
decreased as the lag increased. 
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Figure 4.6. Zonally averaged component analysis of interannual variability 
of CO2 air-sea flux driven by the SAM in each of the major ocean basins — 
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4.4.2 Component Analysis of ApCO2 Variability 
Our results showed that more than 90% of the total air-sea flux response was due 
to the changes in ApCO2 . In this section we attempt to understand and quantify 
what drives changes in ApCO 2 in response to the SAM. The value of ApCO 2 is a 
function of four variables: SST, sea surface salinity (SSS), TALK (Total 
Alkalinity) and DIC (dissolved inorganic carbon), related through the standard 
equations of carbonate chemistry (Dickson and Goyet, 1994). 
As we sought to explore the anomalies, the response of ApCO 2 was written as the 
summation of the regression of each component onto the SAM in units of pCO 2 
(yatm), with a 4-month phase lag, shown below: 
dApCO2 aApCO2 dSST  + aApCO2 dSSS  + aApCO2  dTALK ± aApCO2 dDIC  
dSANI 	assT dSANI asss dSANI aTALK dSANI aDIC dSAM 
(4.4) 
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Figure 4.7. Zonally integrated component analysis of interannual variability 
of 4pCO2 driven by the SAM in each of the major ocean basins -  total ApCO2 
(black line), ApCO2 variability due to: DIC (red line), TALK (light blue line), 
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Figure 4.8. Spatial maps of the components of ApCO2IASAM. Overlain on 
these maps are the mean positions of the major fronts and interfrontal zones, 
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The component analysis, and associated spatial maps of ApCO 2 (Figures 4.7 and 
4.8) demonstrated that DIC was the dominant term driving ApCO2 variability. For 
a positive SAM Index, DIC showed a net increase, which drove an associated 
increase in ApCO 2 in surface waters south of the STF. TALK played a significant 
compensating role particularly in the PFZ and AZ by decreasing ApCO 2 values, 
partially offsetting the changes due to DIC. North of the STF, the net decrease in 
SST became the dominant process through solubility changes, causing a decrease 
in ApCO2. The decline in DIC played a minor secondary role in this region 
reinforcing the decrease in ApCO 2 . Salinity did not play a large role in driving the 
SAM response of air-sea CO2 fluxes in any of the ocean basins. Consistent with 
the previous results, the component analysis was repeated with different temporal 
lags ranging from 0 to >12 months and showed that the spatial pattern did not 
change significantly, nor did the relative importance of each of the drivers of air-
sea CO2 flux to the SAM. 
4.4.3 Component Analysis of DIC and TALK 
South of the STF, the major drivers of ApCO 2 variability due to the SAM were 
identified as DIC and TALK. In this section we explore what oceanic processes 
drove this response with a 4-month phase lag. 
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Total (SAM) DIC change over the upper grid box of the model (10m) was 
separated into changes due to: i) ocean physics; ii) air-sea CO 2 flux; iii) 
freshwater dilution fluxes; and iv) export production, shown by: 
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azipCO2 dDIC _ aApCO2 dPhys + aApCO2 dFlux + aApCO2  dDilut ± aApCO2 dEP  
aim dSANI — aPhys dSANI aFlux dSANI aDilut dSANI aEP dSANI 
(4.5) 
In a similar way the change in TALK over the top 10m of the model was written 
as the sum of changes due to: i) ocean physics; ii) freshwater dilution fluxes; and 
iii) export production, shown by: 
a4pCO2  dTALKaApCO2 dPhys aApCO2  dDilut aApCO2 dEP 
= 	 + 	 +   (4.6) 
aTALK dSANI aPhys dSANI aDilut dSANI aEP dSANI 
The zonally integrated response, and the associated spatial maps, to the SAM of 
DIC and TALK and their respective components (Figures 4.9-4.13) demonstrated 
that the ocean dynamics dominated. The largest increase in DIC and TALK was 
associated with the region adjacent to the Antarctic continent. The magnitude of 
the changes in DIC and TALK due to ocean dynamics decreased moving 
northward away from the coast. The response of DIC was partially offset by 
changes in air-sea CO2 fluxes, particularly in the PFZ and AZ. Export production 
and freshwater dilution fluxes played no significant role in driving changes in 
DIC and TALK in response to the SAM. 
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To demonstrate the strong link between the physical supply of DIC and air-sea 
CO2 fluxes we use phosphate variability as a proxy physical supply. PO 4 is a good 
proxy for the oceanic supply of DIC as: it contains no air-sea flux term; the 
export production response is small since the Southern Ocean is not a phosphate 
limited region; and it is related to DIC via fixed stoichiometric ratios. We 
calculated the integrated PO 4 in the upper grid box of the Southern Ocean (Figure 
4.3) and it showed that the maximum value of PO 4 occurred 5 months after the 
SAM maximum, 1 month later than the maximum value of air-sea CO 2 fluxes. 
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4.5. Discussion and Conclusion 
We simulated the Southern Ocean interannual variability by driving a global 
biogeochemical ocean general circulation model with the NCEP-R 1 atmospheric 
forcing. This experiment was performed in accordance with the protocols of 
NOCES/OCMIP3 that were designed to simulate variability at interannual and 
longer timescales (Aumont et al., 2004). 
We concluded that the SAM does play an important role in driving interannual 
variability in air-sea CO 2 fluxes through the oceanic response, explaining 47% of 
the total interannual variance with a 4-month phase lag. In the positive phase of 
the SAM, the region south of the STF showed a net decrease in uptake of CO 2 , 
while north of the STF there was a net increase. While these regions did have 
some compensating effect, when integrated over the Southern Ocean, the region 
south of the STF was clearly dominant, inducing a change in uptake in CO 2 of 
0.18 PgC/yr per unit change in the SAM, relative to the annual mean uptake of 
0.6 PgC/yr. 
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Our results demonstrated that while the SAM affects both K and ApCO2 , it was 
primarily (>90%) changes in ApCO 2 that drove the response of air-sea fluxes in 
the Southern Ocean. Our analysis showed that changes in ApCO 2 were in turn 
driven by changes in the concentration of DIC in Southern Ocean surface waters. 
South of the STF, during the positive phase of the SAM, ocean physics drove the 
increased supply of DIC and TALK to surface waters; the strongest response was 
in the AZ. The increase in ApCO 2 due to the supply of DIC was partially offset by 
increase in TALK. North of the STF during the positive phase of the SAM, 
surface ApCO 2 was decreased by solubility changes due to a decrease in SST. 
Neither changes in salinity, export production nor freshwater dilution fluxes 
played any significant role in the response of the Southern Ocean CO 2 fluxes to 
the SAM. 
Our analysis was repeated with different temporal lags ranging from no lag to 
>12 months and showed that the spatial pattern did not change significantly, nor 
did the relative importance of the drivers of air-sea CO 2 flux response to the 
SAM. The only significant difference was the decrease in the relative importance 
of K compared to ApCO 2 in producing the air-sea flux variability as the lag 
increased. 
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The 4-month phase lag in the maximum response of air-sea CO 2 fluxes with 
respect to the SAM was due to the accumulation of DIC that results from the 
finite response time of air-sea CO 2 gas exchange. The phase lag between the 
maximum in CO 2 fluxes and the oceanic supply of DIC (PO4 ; 1-month) was due 
to the finite time taken for ocean physics to respond to a change in the SAM and 
time taken to erase the accumulation of DIC (PO 4) in the upper ocean. In this way 
the ocean can be considered to have a memory of previous events and maybe 
preconditioned to other drivers of interannual variability. We note that the length 
of the phase lags determined may also be a function of the ocean physics 
implemented in our model; therefore it would be of value to repeat our analysis 
using other ocean biogeochemical models to explore its sensitivity to differing 
ocean dynamics. 
The responses of ApCO 2 and K to the SAM were very different spatially and 
temporally. The response of K is instantaneous to changes in wind speed and was 
largest around the PFZ with the exception of the Pacific Ocean sector that 
showed a strong response in the SAZ consistent with the spatial pattern of the 
SAM (Figure 1). Conversely, the response of ApCO 2 is complex because the 
modulation of atmospheric changes by the ocean involves the cascade of energy 
from shorter to longer wavelengths. This modulation elicited a difference 
response in each of the components that drive changes in ApCO 2 i.e. SST, SSS, 
TALK and DIC. 
123 
Quantifying the importance of the SAM in driving air-sea CO, flux variability 
allowed us to qualitatively compare our results to predictions made by Hall and 
Visbeck (2002) and Lovenduski and Gruber (2005) on the role of the SAM in 
driving variability. To compare our results with Lovenduski and Gruber (2005) 
we recalculated the explained variance with no phase lag and with only the 
seasonal cycle removed (i.e. interannual + intraseasonal). The result was a 
reduction in the explained variance from 36% to 27%; consistent with Hall and 
Visbeck (2002) who suggested the oceanic response to the SAM would be on 
interannual and longer timescales. This recalculated value (27%) is in agreement 
with the 'moderate' response of air-sea CO 2 fluxes to the SAM as speculated by 
Lovenduski and Gruber (2005). The inclusion of the 4-month phase lag and 
exploring only the interannual-variability-only response nearly doubled the 
explained variance (47%); in agreement with the predictions of Hall and Visbeck 
(2002) of a net decrease in CO2 uptake in response to the positive SAM. These -
results suggest that the differences between the studies of the Hall and Visbeck 
(2002) and Lovenduski and Gruber (2005) can be reconciled. 
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Our simulation showed that Export Production had little impact on the total 
interannual variability in the air-sea CO2 flux response to the SAM. While it 
maybe true that there would be a larger Export Production response in a more 
complex biological model e.g. with micro-nutrient limitation, for export 
production to play an important role in offsetting DIC changes in response to the 
SAM, it would need to be at least two orders of magnitude larger (>100x). The 
minor role of Export Production relative to ocean physics, suggests that the use of 
such a model would not significantly alter our results. This weak Export 
Production response was consistent with the character of the Southern Ocean as a 
High Nutrient Low Chlorophyll (HNLC) region, i.e. as the pre-existing nutrients 
are replete, we would not expect an increase in the supply to cause a major 
increase in primary production. 
As the SAM response was primarily driven by DIC supply to the upper ocean, it 
is suggested that the magnitude of the SAM response would be sensitive to 
vertical ocean stratification. Current coupled atmospheric-ocean model 
predictions of climate change suggest that there will be associated changes in 
vertical stratification at high-latitudes but they lack consensus on the magnitude 
and sign of this change (Sarmiento et al., 2004). What is not clear is how such 
changes may impact on the SAM driven oceanic supply of DIC to the upper 
ocean. As we cannot at present quantify the impact of changes in vertical 
stratification in response to climate change, this study suggests that based on the 
predicted behaviour of the SAM, the Southern Ocean will be a region of 
decreased CO 2 uptake in the future. 
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5. CONCLUSIONS 
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The Southern Ocean plays an important role in mitigating climate change by 
sequestering atmospheric CO 2 , the level of which has continued to rise at 
unprecedented rates as a result of increased anthropogenic activities. The 
Southern Ocean is a highly variable net sink of atmospheric CO 2 , but remains 
globally the most under-sampled ocean region for quantifying CO 2 uptake. This 
combination of poor sampling and large variability means that all CO 2 flux 
estimates contain large uncertainties and hence the carbon budget remains poorly 
estimated in this region. 
To compensate for the lack of Southern Ocean observations, a prognostic, 3D 
Biogeochemical Ocean General Circulation Model (BOGCM), driven by daily 
NCEP R1 products, was used to simulate the Southern Ocean carbon cycle. The 
formulations and implementation of this model were described in detail in 
Chapter 2. The simulated temperature, salinity, air-sea CO 2 fluxes, ApCO2 and 
PO4 fields, were shown in companion with the observations. The model could not 
perfectly reproduce the limited observations; the model was assessed to be 
suitable to explore variability in air-sea CO 2 fluxes. 
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With the goal of reducing uncertainty in Southern Ocean CO 2 uptake, the level of 
sampling required to constrain the annual net uptake of CO 2 in the Southern 
Ocean was explored. In developing a sampling strategy, 2D Fourier transforms 
and signal-to-noise ratios were applied to the daily-simulated air-sea CO 2 fluxes 
and ApCO2 between 1990-1999. Observations of oceanic pCO 2 from cruise data 
were used to validate the statistical properties of the model and to estimate the 
mesoscale variability not captured by the model resolution. The results showed 
that a sampling strategy of measuring 3-monthly, at every 30 0  in longitude and 30 
in latitude was sufficient to determine the net annual Southern Ocean CO 2 uptake. 
Testing this strategy on the simulated air-sea fluxes, the net annual mean CO 2 
uptake was estimated to be 0.6 ±0.1 PgC/yr (1990-1999). 
The estimated uncertainty was dominated by the simulated interannual 
variability, and not by errors in the sampling or unresolved mesoscale variability. 
Therefore, sampling at higher resolutions in space and time would not reduce the 
uncertainty in the Southern Ocean annual mean uptake any further. To evaluate 
the uncertainty in the present sampling, the latitudinal sampling in the model was 
doubled to 60° to approximate the current sampling, to estimate an annual mean 
uptake of 0.6 ±0.2 PgC/yr (1990-1999). This demonstrated that doubling of the 
present Southern Ocean sampling (in longitude) would be required to constrain 
the net annual mean air-sea CO2 fluxes to within the natural variability of the 
system. 
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In developing a CO 2 sampling strategy, the importance of interannual variability 
in driving the large non-seasonal variability in the Southern Ocean was identified. 
Recent studies have suggested that the Southern Annular Mode (SAM), identified 
as the leading mode of atmospheric variability, may drive this large interannual 
variability. 
To explore what role the SAM played in driving Southern Ocean CO 2 fluxes 
between 1980-2000, the simulated the air-sea CO 2 flux and the components that 
drive this flux i.e. salinity, temperature, TALK, DIC, export production and the 
gas exchange co-efficient, were regressed against the SAM to quantify the 
response of each. The results showed that the SAM explained 47% of the 
variance in the total interannual air-sea CO2 fluxes in the Southern Ocean (south 
of 40°S), with a 4-month phase lag. This region displayed decreased CO 2 uptake 
during the positive SAM phase and increased CO 2 uptake during the negative 
SAM. 
The response of the Southern Ocean to the SAM was governed by changes in 
ApCO 2 and not by changes in the gas exchange co-efficient. Component analyses 
showed that changes in ApCO 2 were due to SAM-induced changes in ocean 
physics controlling the supply of nutrients, primarily DIC, to the upper ocean. 
The SAM is predicted to become stronger and more positive in response to 
climate change and we conclude by suggesting that this would in turn result in a 
net decrease in Southern Ocean CO2 uptake. 
129 
In concluding this thesis several suggestions can be made regarding future work; 
these include: 
• To allow validation of model data in the Southern Ocean, particularly 
with reference to interannual variability, at least one long-term CO 2 
monitoring station should be commenced in the Southern Ocean and if 
possible the development of CO 2 sensors on drifters be made a priority. 
• The technique developed in Chapter 3 should be applied globally or at 
least in other regions to develop appropriate sampling strategies that 
would allow the air-sea CO 2 fluxes to be constrained to within the natural 
variability of the system. 
• Given the importance of DIC in the response of the Southern Ocean air-
CO2 fluxes at the interannual and longer time scales, the study in Chapter 
3 should be repeated with a longer term model simulation to determine 
what sampling is required to constrain and measure longer term variability 
thus allowing detection of changes against a baseline. 
• The study performed in Chapter 4 would be useful to repeat with a suite 
of BOGCMs such as those run as part of OCMIP3/NOCES with the same 
atmospheric forcing. Within these simulations it would be of value to 
explore the strength of SAM response in other ocean models with 
different physical circulations. This may provide insight on how the ocean 
may respond to future increases in the SAM. 
• The study performed in Chapter 4 should be repeated using a coupled 
ocean—atmosphere model, run into the future, to explore how predicted 
changes in vertical stratification may impact on the SAM-driven oceanic 
supply of DIC to the upper ocean. 
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• The study in Chapter 4 should be repeated using a control simulation i.e. 
with fixed pre-industrial CO 2, to explore the role the SAM plays in both 
natural and anthropogenic CO 2 fluxes. 
• Many other drivers of variability potentially capable of inducing large 
CO 2 interannual variability e.g. changes in heat flux due to volcanic 
activities, changes in incident radiation and nutrient limitation have not 
been explored in this thesis and should be pursued and quantified in future 
studies. 
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