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Abstract
Il nuovo paradigma Internet of Things presenta delle specifiche che le attuali reti
cellulari non riescono a soddisfare, senza degradare la qualita` dei servizi forniti. Per
questo motivo sono nati numerosi protocolli, alcuni appartenenti alla famiglia Low
Power Wide Area Network (LPWAN) come LoRaWANTM, che ha come obiettivo
quello di permettere comunicazioni sicure, bidirezionali ed a bassi costi fra nodi in
cui l’efficienza energetica e` considerata il parametro piu` importante. Con la nascita
del IoT sono state sviluppate numerose piattaforme, il cui fine e` quello di raccogliere
e raggruppare dati diversi da milioni di oggetti fisici. Lo scopo di questo lavoro di
tesi e` interfacciare la suite “Lo-Ra NetSuite” di Patavina Technologies s.r.l., con
una delle piattaforme piu` conosciute IBM R© WatsonTM IoT Platform attraverso il
protocollo MQTT.
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Capitolo 1
Introduzione
In questi ultimi anni stiamo assistendo alla nascita di una nuova era, in cui si afferma
il paradigma dell’Internet of Things (IoT) dove miliardi di oggetti che ci circondano,
sono connessi fra di loro e in grado di comunicare. Il termine Internet of Things e`
stato utilizzato per la prima volta da Kevin Ashton in una presentazione per P&G
nel 1999, in un contesto riguardante la gestione della catena di distribuzione [6].
L’ Internet of Things si e` rivelato essere la chiave per risolvere le problematiche intro-
dotte da Smart Cities, trasporti intelligenti, monitoraggio dell’ambiente, assistenza
medica e controllo dello stato fisico delle persone. C’e` stata una evoluzione radicale
del concetto di Internet che si e` trasformata in una rete di oggetti interconnessi,
che raccolgono informazioni dall’ambiente e da interazioni fisiche con il mondo reale
(attuatori/comandi/controlli). Questa nuova forma di comunicazione viene general-
mente chiamata Machine-to-Machine (M2M), oppure comunicazione Machine-Type-
Communication (MTC) dove gli oggetti prendono il nome di Machine-Type-Device
(MTD). Dei semplici esempi possono essere sensori biomedici, attuatori, smartphone
e tablet, veicoli, fotocamere e molti altri. Il numero di MTDs e` in continua crescita
e sono gli elementi centrali nel paradigma IoT e Smart City [30], [7] infatti forni-
scono soluzioni alle richieste attuali e probabilmente future di servizi come edilizia,
automazione industriale, gestione intelligente del consumo energetico e smart grid,
automotive e gestione del traffico [8].
E’ possibile raggiungere il potenziale del M2M solamente quando gli MTD possono
connettersi dovunque essi siano, anche con l’ausilio di una minima configurazione,
ma senza il bisogno di ulteriori device come i gateway; in [9], questo nuovo tipo
di connettivita` e` stato chiamato place-&-play. Il concetto place-&-play puo` essere
applicato a tecnologie con le seguenti caratteristiche:
• Ampia copertura per l’interconnessione fra MTDs.
• Basso consumo energetico dei singoli device.
• Bassa complessita` lato device.
• Possibilita` di garantire una bassa latenza.
• Costi minimi per invio di un singolo bit.
E’ nato quindi un forte interesse riguardante la gestione degli MTDs, e le tematiche
coinvolte dalla enorme quantita` di dati (Big Data) forniti, che vanno salvati in
apposite strutture dati. Per questi motivi sono state sviluppate delle piattaforme
IoT da numerose aziende, con cui generalmente e` possibile connettere fra di loro
i dispositivi in maniera logica e gestirli. Alcune piattaforme contengono servizi di
Cloud computing [11] affidabili attraverso data center di ultima generazione, basati
su supporti di memorizzazione virtualizzati. Questi sistemi permettono, oltre al
salvataggio dei dati, la loro analisi con tecniche di Machine Learning, fornendo
1
2 Introduzione
quindi la possibilita` di astrarre i dati ricevuti dai vari sensori, e di elaborarli in
modo trasparente per farli visualizzare in interfacce web semplificate.
Grazie ai numerosi dispositivi che possiedono tecnologie “libere”, come Blue-
tooth, Wi-Fi e servizi di trasmissione dati mobili, IoT e` uscito velocemente dalla
fase iniziale.
Piu` recentemente il paradigma IoT e` stato esteso al problema di come connettere
tutti gli MTD ad Internet, per comunicare facilmente fra di loro o con qualsiasi altro
oggetto. Questa sfida assomiglia al paradigma delle reti cellulari il cui obiettivo era
quello di connettere fra di loro le varie persone (Human-to-Human). Queste caratte-
ristiche comuni hanno attratto gli operatori mobili di rete, che hanno visto nell’IoT
un nuovo mercato in forte espansione come mostrato in Fig.1.1, adattando il gia`
esistente standard 4G [9] e identificando il paradigma IoT come un possibile fruitore
della tecnologia 5G [10]. Il 5G oltre ad aumentare il bitrate e l’efficienza energetica
dei singoli device e dell’intera rete, deve permettere una minima latenza ai servizi
che la richiedono, senza introdurre interruzioni verso i nodi IoT, e permettere le
comunicazione M2M senza degradare la qualita` dei servizi voce, audio/video strea-
ming e web. Per queste ragioni, lo scenario fornito da M2M e` la sfida piu` difficile a
cui il 5G deve far fronte [10].
Fig. 1.1: Previsione globale del numero di device interconnessi e del reddito generato
[19].
Ci sono pero` alcuni aspetti fondamentali, che non possono essere facilmente integrati
con le reti cellulari gia` esistenti. Nella maggior parte delle applicazioni IoT il throu-
ghput e` molto basso, e il data rate non e` piu` un criterio rilevante mentre, latenza,
efficienza energetica e affidabilita` hanno bisogno di una maggiore attenzione. Gli
standard esistenti ed attualmente in uso non sono in grado di far fronte all’enorme
crescita dei servizi richiesti dal IoT, sono infatti pensati per fornire l’accesso ad un
piccolo numero di device che scambiano grandi quantita` di dati. Invece nei servizi
IoT compaiono numerosi device, che inviano sporadicamente dei pacchetti di piccole
dimensioni, ed il rischio nell’utilizzare i protocolli gia` in uso, e` quello di far collassa-
re i sistemi wireless di comunicazione cellulare sotto il peso del traffico di controllo
(signaling traffic) generato dai vari nodi [15].
3In questo ultimo anno sono stati condotti numerosi studi, sviluppati protocolli e
prodotti che supportassero i servizi M2M. Le tecnologie attuali si possono dividere
in base a due approcci diversi, short-range e long-range ed alcune sono riuscite ad
emergere dal mercato, per esempio:
1. tecnologie per brevissime distanze, e.g. NFC,
2. dispositivi attivi e passivi per brevi distanze e.g. RFID,
3. sistemi Bluetooth come i sistemi Bluetooth Low Energy (BLE),
4. tecnologie basate sulla famiglia IEEE 802.15.4, uno standard che fornisce un
basso bitrate utilizzabile per brevi distanze [31]. Alcuni esempi possono essere
ZigBeeTM che permette di interconnettere MTD in piccole reti di sensori [14]
mentre 6LoWPAN e` una suite protocollare per dispositivi a basso consumo
energetico [24],
5. EIB/KNX, LonWorks e BACnet per home automation [22],
6. 3GPP Proximity-based Service (ProSe) e` un protocollo basato sull’idea di una
comunicazione che non utilizza elementi centralizzati, ad esempio consentendo
la comunicazione diretta fra MTD [16],
7. sistemi proprietari come Z-WaveTM, CSRMeshTM,
8. IEEE 802.11/Wi-FiTM, e.g., “Open Connectivity Foundation”∗ oppure “All-
SeenAlliance”†,
9. tecnologie basate su reti LPWAN, e.g. LoRaWANTM, SIGFOXTM, IngenuTM.
I sistemi piu` utilizzati al momento sono basati su IEEE 802.15.4 in particolar
modo ZigBeeTM. Queste reti hanno il vantaggio di utilizzare topologie mesh e fre-
quenze intorno ai 2.4 GHz, opzionalmente possono sfruttare le bande libere 868/915
MHz a seconda del luogo geografico in cui vengono utilizzate. La distanza media
dipendente dall’ambiente circostante (presenza di muri/ostacoli), parte da qualche
metro fino al raggiungimento di 100 metri non garantendo una copertura totale a
basso costo. Se invece si volessero utilizzare connessioni satellitari fornendo una
copertura totale, si andrebbe incontro a dei costi troppo elevati sia dal punto di
vista monetario che energetico, non permettendo inoltre una comunicazione sicura
all’interno degli edifici.
Low Power Wide Area Networks (LPWAN) sono un esempio di reti, che permettono
comunicazioni fra grandi distanze a bassi bitrate tra i vari dispositivi connessi, come
sensori funzionanti a batterie. In questo lavoro di tesi ho prestato la mia attenzione
al protocollo LoRaWANTM, attraverso la suite “Lo-Ra NetSuite” di Patavina Tech-
nologies s.r.l. che supporta tutte le funzionalita` richieste da un sistema LoRaTM. Per
la gestione dei vari dispositivi e la visualizzazione dei dati forniti dalla rete LoRaTM,
mi sono concentrato sulla piattaforma di IBM R© denominata WatsonTM IoT Plat-
form, che comunica con il sistema LoRaTM attraverso il protocollo di comunicazione
MQTT.
∗http://www.openconnectivity.org
†https://www.allseenalliance.org
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La tesi e` stata strutturata nel modo seguente.
Nel capitolo 2 vengono evidenziati i limiti delle varie tecnologie applicate all’ IoT
per le reti cellulari ed LPWAN.
Nel capitolo 3 viene data una panoramica dettagliata del nuovo livello fisico
LoRaTM appartenente alla famiglia LPWAN.
Nel capitolo 4 viene trattato il protocollo di comunicazione MQTT, fondamentale
per poter interagire con IBM R© WatsonTM IoT Platform.
Nel capitolo 5 vengono descritte le cinque regole per definire una piattaforma
per l’Internet of Things.
Nel capitolo 6 vengono approfonditi i servizi di IBM R© BluemixTM a cui appar-
tiene WatsonTM IoT Platform.
Nel capitolo 7 viene trattato l’interfacciamento fra la WatsonTM IoT Platform e
la suite “Lo-Ra NetSuite” di Patavina Technologies s.r.l..
Capitolo 2
Soluzioni attuali per i servizi IoT
In questo capitolo cerchiamo di evidenziare i limiti delle varie tecnologie applicate a
Internet of Things per le reti cellulari (long-range), [9] e analizziamo il nuovo para-
digma LPWAN (short-range) mostrando le tre tecnologie che hanno preso piu` piede
nel mercato: SIGFOXTM, IngenuTM e Weightless lasciando ai capitoli successivi una
migliore trattazione del protocollo LoRaWANTM. In Fig.2.1 possiamo vedere un
confronto fra i vari sistemi, e notiamo che LPWAN ha una migliore efficienza ener-
getica rispetto alle reti di sensori wireless (WSN) e una migliore copertura a parita`
di data-rate.
Fig. 2.1: (a) Efficenza energetica e costi; (b) Data-rate e copertura [26].
2.1 Integrazione M2M con le reti cellulari attuali
Se le previsioni riguardo al numero dei dispositivi MTD verra` rispettata ci sara` una
crescita esponenziale, la quale richiedera` l’interoperabilita` delle diverse tecnologie,
cosicche´ un’unico dispositivo venga impiegato da servizi diversi. Le reti cellulari
gia` esistenti sono le prime candidate per supportare l’accesso alla rete da parte dei
dispositivi MTD, perche´ forniscono una copertura quasi totale ed il costo, anche se
alto, fornisce dei servizi importanti come voce, video e streaming. Sfortunatamente
come descritto nel capitolo precedente, i sistemi attuali non possono supportare
utilizzando i protocolli in uso, il numero di MTD che il mercato del largo consumo
andra` ad aumentare.
2.1.1 Riutilizzo frequenze GSM per il supporto M2M
La seconda generazione degli standard per le reti cellulari, i.e., GSM, GPRS ed
EDGE, sono progressivamente stati sostituiti dalla terza e quarta generazione per
quanto riguarda i servizi Human-to-Human che richiedono alti data-rate e bassi
consumi energetici. La banda radio per le telecomunicazioni e` stata completamente
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assegnata e, siccome la maggior parte dei servizi e` passata dal GSM al 3G o 4G, si e`
pensato di riassegnare le frequenze in uso dal GSM, oppure riutilizzare lo standard
con opportune modifiche per i servizi M2M. Molti studi hanno mostrato pero` che
l’accesso al mezzo fornito dal GSM, ha problemi di capacita` quando si e` in presenza
di accessi sincronizzati da parte degli MTD [23] [20]. C’e` infatti un limite al numero
di MTD che si possono connettere ad una Base Station GSM, oltre ad un elevato
consumo energetico da parte dei dispositivi e un ritardo che potrebbe essere troppo
alto per la maggior parte dei servizi M2M.
2.1.2 Servizi M2M & LTE
Essendo il GSM inutilizzabile come accesso al mezzo per i servizi M2M nel lun-
go periodo, alcuni fornitori di rete hanno pensato di servirsi dello standard UMTS.
Confrontando il GSM con UMTS ci sono alcuni svantaggi perche´ quest’ultimo lavora
su una banda in alta frequenza, rendendo piu` difficile la ricezione in ambienti indoor.
Un ulteriore alternativa e` l’utilizzo dello standard di quarta generazione, LTE. L’ob-
biettivo principale di LTE e` l’aumento del data rate verso gli utenti mobili, senza
considerare le richieste ed il traffico tipico dei servizi M2M. Per supportare MTC nel-
l’architettura LTE e` necessario porre attenzione all’efficienza energetica, copertura,
affidabilita` in caso di malfunzionamento dei device, sicurezza e scalabilita`. Il pro-
blema principale riguarda la coesistenza di M2M e dei servizi convenzionali, in cui
si hanno problemi causati dal numero elevato di dispositivi che vanno a connettersi
alla rete degradando la qualita` dei servizi convenzionali [17].
2.1.3 M2M, un obiettivo del 5G
Il supporto ai servizi M2M e` stato identificato come un obiettivo per lo standard
5G. E’ possibile dividere le comunicazioni MTC in due categorie: (1) bassi costi e
consumi di potenza; (2) servizi critici in cui e` richiesta un’alta affidabilita` ed una
bassa latenza. Generalmente nella prima categoria compaiono i servizi che permet-
tono di controllare i consumi di energia elettrica, gas, acqua che possiedono dei bassi
bit-rate ma possono utilizzare un enorme numero di MTD. Per quanto riguarda la
seconda categoria e` possibile identificare ad esempio il settore automobilistico e au-
tomazione industriale, i quali hanno bisogno di migliore qualita` di servizio in termini
di reattivita`, latenza e scalabilita` se confrontati con gli standard cellulari attuali.
2.2 Il nuovo paradigma LPWAN
Come e` stato spiegato nelle sezioni precedenti, l’integrazione del M2M attraverso
l’uso delle reti cellulari, non e` di facile implementazione a causa dell’elevato numero
di device che richiedono la connessione ad una singola Base Station (BS), ed al traf-
fico di controllo generato dagli MTD che definiscono il collo di bottiglia nel sistema.
La tecnologia Low-Power Wide Area Networks (LPWANs) fornisce comunicazio-
ni ad ampio raggio ma con bassi data rate, la sua architettura e` mostrata in Fig.2.2.
Questa tipologia di reti utilizza frequenze libere centrate a 2.4 GHz, 868/915 MHz,
433 MHz, 169 MHz e sono caratterizzate da canali radio che permettono di coprire
grandi distanze dell’ordine dei 10-15 km per aree rurali, e 2-5 km in aree urbane
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Fig. 2.2: Architettura rete LPWAN [26].
attraverso un’architettura di stelle. Il livello fisico delle soluzioni LPWAN e` stato
rivisto completamente consentendo un’alta sensibilita` da parte del ricevitore, infatti,
per fare un breve confronto, il sistema ZigBeeTM e Bluetooth hanno rispettivamente
una sensibilita` nominale di -125 dBm e -90 dBm, mentre con sistemi LPWAN questa
sensibilita` si aggira intorno ai -150 dBm. Il lato negativo di questo nuovo paradigma
e` il bit-rate fornito, perche´ attualmente garantisce solamente un centinaio di bit/s
che sono molto minori rispetto alle tecnologie concorrenti, infatti ZigBeeTM fornisce
250 kbit/s ed il Bluetooth 1-2 Mbit/s. Fortunatamente il traffico generato da Smart
City e molti servizi IoT, sara` caratterizzato da trasmissioni sporadiche ed intermit-
tenti, con pacchetti di piccole dimensioni (nell’ordine dei 100 bytes).
La topologia a stella delle reti LPWAN e` una caratteristica importante, i device
o end device, sono connessi ad uno o piu` gateway tramite collegamenti single-hop,
fornendo la possibilita` di avere un maggior controllo sulla latenza, garantendo del-
le performance interattive in base al servizio M2M. I gateway inoltrano il traffico
ricevuto dagli end-device verso il Network Server, cui ruolo e` la gestione della lo-
gica di controllo. Si ha quindi un analogia con la struttura delle reti cellulari le
cui infrastrutture possono essere riutilizzate con questo nuovo scopo. L’interesse
generale della tecnologia LPWAN nello scenario del IoT e` evidente, c’e` stato un
incremento sul numero di dispositivi e applicazioni che si servono di questa tecno-
logia per la comunicazione. Per esempio Sensing Labs ‡ produce sensori per smart
metering/building/industry/agricolture e controlli remoti come molte altre azien-
de, e.g. Enevo, Sayme, Elmar, Mueller Systems. Analizziamo brevemente le tre
tecnologie piu` utilizzate che appartengono al paradigma LPWAN, che prendono il
nome di SIGFOXTM, IngenuTM, Weightless e nel capitolo successivo verra` trattato
LoRaWANTM con un’analisi piu` approfondita.
In Fig.2.3 possiamo vedere un rapido confronto fra le varie tecnologie. Ogni standard
si avvale di una modulazione diversa e possiamo notare come si abbia una maggiore
copertura con SIGFOXTM e LoRaTM, rispettivamente 40 km e 22 km. In un caso il
data-rate e` variabile a seconda delle necessita`, nell’altro e` fisso a 0.1 kbps.
2.2.1 SIGFOXTM
Fondata nel 2009, e` stata la prima azienda a fornire una tecnologia LPWAN pro-
posta nel mercato del Internet of Things. Il livello fisico e` caratterizzato da una
modulazione wireless Ultra Narrow Band (UNB), mentre il protocollo utilizzato a
livello rete e` il vero segreto di SIGFOXTM, infatti non e` possibile la consultazione
di una documentazione pubblica. Questo perche´ il modello di business seguito da
SIGFOXTM, non prevede che i fornitori di servizi IoT attraverso la loro tecnologia,
‡http://sensing-labs.com
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Fig. 2.3: Confronto fra le diverse tecnologie. NA = Non Applicabile, NAD = Non
sono presenti dati [13].
conoscano le specifiche della modulazione in uso.
La prima versione di questa tecnologia supportava solamente comunicazioni uni-
direzionali in uplink, mentre ora sono bidirezionali in uplink e downlink. SIGFOXTM
dichiara una copertura di 30-50 km in aree rurali e 3-10 km in aree urbane, ed ope-
ra ad 868 MHz con lo spettro diviso in 400 canali da 100 Hz ciascuno [21]. Ogni
end-device puo` inviare 140 messaggi al giorno, uno ogni 11 minuti nel caso in cui
si vogliano coprire le 24 ore, con un payload di 12 bytes. In downlink invece e`
possibile inviare 4 messaggi, con un payload di 8 bytes ciascuno al giorno. Riguar-
do alla sicurezza lo standard, essendo proprietario, non ha la possibilita` di ricevere
commenti dalla comunita` scientifica. Per quanto riguarda la sicurezza del payload
nei messaggi, viene fatta gestire direttamente dall’utente finale sia in ricezione che
trasmissione.
2.2.2 IngenuTM
La rete IngenuTM (piu` comunemente nota come On-Ramp) e` basata sulla tecnologia
proprietaria chiamata Random Phase Multiple Access (RPMA), che fornisce ampia
copertura e robustezza grazie alla struttura innovativa del livello fisico. Lavora
su frequenze di 2.4 GHz, e permette di utilizzare topologia a stella oppure albero
servendosi di diversi componenti hardware di rete.
2.2.3 Weightless
Weightless§ e` una tecnologia che pone le sue basi su un progetto della compagnia
inglese Neul che e` stata successivamente acquisita da Huawei. Attualmente ci so-
no tre diversi standard a seconda dello scenario IoT: Weightless-N, Weightless-P e
§http://www.weightless.org/
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Weightless-W; tutti e tre soddisfano i requisiti per IoT, bassi costi, grande copertura
e ridotto consumo energetico per i dispositivi.
• Wightless-N utilizza una modulazione DBPSK ed e` basata sulla tecnologia
Nwave. Il data-rate si aggira fra 30-100 kbps ed e` pensato per gli end-device che
necessitano di comunicazioni unidirezionali a basso costo. Utilizza frequenze
sub-GHz e fornisce una copertura di 5 km anche in ambienti urbani.
• Wightless-P e´ un estensione del precedente standard, permettendo la comu-
nicazione bidirezionale in uplink e downlink. Viene cos`ı garantita una maggiore
affidabilita` grazie ai protocolli che utilizzano gli ACK. Utilizza una modula-
zione FDMA+TDMA con canali a banda stretta di 12.5 kHz. La copertura
subisce un drastico decremento passando a circa 2 km in ambiente urbano,
meno della meta` rispetto a Wightless-N.
• Wightless-W si appoggia sullo spettro non utilizzato dalle TV, per questo
motivo lo standard non e` applicabile in tutti i paesi. La modulazione varia
da una 16-QAM a DBPSK nelle frequenze televisive 470-790 MHz e si utilizza
nel canale una multiplazione a divisione di tempo (TDM) per fornire la comu-
nicazione bidirezionale, essendo lo frequenze TV non garantite. La copertura
media e` di 5 km in ambienti urbani e 10 km in ambiente rurale.

Capitolo 3
Il protocollo LoRaWANTM
Questo capitolo vuole dare una panoramica dettagliata del protocollo LoRaWANTM
appartenente alla famiglia LPWAN.
Il sistema LoRaTM ha l’obiettivo di poter essere utilizzato nei nodi in cui l’efficienza
energetica e` considerata il parametro piu` importante. Lo stack LoRaTM si divide
in due livelli diversi: (i) livello fisico LoRaTM PHY che si serve di una modulazio-
ne Chirp Spread Spectrum (CSS); (ii) il protocollo LoRaWANTM per il livello MAC.
Il livello fisico LoRaTM, sviluppato da Semtech che progetta e costruisce i chipset,
e` basato sulla modulazione Chirp Spread Spectrum (CSS) inizialmente sviluppata e
certificata da Cycle´o nel 2010, un’azienda francese che e` stata acquisita da Semtech
nel 2012. Si e` successivamente adattata questa modulazione ai dispositivi LoRaTM.
Il livello fisico permette trasmissioni con basso throughput che utilizzano poca po-
tenza, permettendo comunque un’ottima copertura. Lavora con frequenze di 433
MHz, 868 MHz o 915 MHz a seconda della zona geografica in cui viene adoperato.
Il payload puo` avere una dimensione variabile nell’intervallo [2-255] otteti ed il data
rate puo` raggiungere 50 Kbps quando si impiega l’aggregazione di canale. Il livel-
lo fisico LoRaTM puo` essere utilizzato da diversi protocolli, non e` dipendente dal
protocollo LoRaWANTM.
LoRaWANTM fornisce un controllo per l’accesso al mezzo, permettendo agli
end-device di comunicare con i gateway attraverso la modulazione LoRa R©, che e`
proprietaria.
3.1 Architettura di rete LoRaWANTM
La rete secondo il protocollo LoRaWANTM e` tipicamente una struttura a stella come
e` visibile in Fig.3.1, dove ogni nodo e` connesso ad uno o piu` gateway attraverso un
collegamento single-hop LoRaTM. I gateway si connettono a turno ad un Network
Server (NetServer) comune attraverso i protocolli IP ed hanno il compito di ritra-
smettere i messaggi ricevuti fra end-device e NetServer (aggiungendo informazioni
riguardanti la qualita` del messaggio ricevuto), secondo l’architettura del protocollo
visibile alla Fig.3.2.
In questo sistema non e` necessario che i nodi siano associati ad un unico gateway, ma
solamente ad un unico NetServer. Questo significa che due gateway diversi possono
ricevere lo stesso messaggio da un nodo e recapitarlo al NetServer. Sara` compito
del NetServer filtrare i messaggi duplicati e pacchetti non desiderati, e rispondere
agli end-device scegliendo uno fra i vari gateway in base ad un criterio, e.g., migliore
connessione radio. I gateway sono totalmente trasparenti ai nodi, quindi quest’ulti-
mi sono connessi in modo logico direttamente al NetServer.
L’accesso alla rete gestito con questa modalita` lascia la complessita` della logica di
controllo solamente al NetServer, alleggerendo il carico computazionale dei nodi e
gateway che corrisponde ad un minor costo dal punto di vista economico. Va inoltre
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Fig. 3.1: Architettura a stella per LoRaTM [25].
notato come gli end-device possano essere serviti da diversi gateway, quindi anche se
in movimento, non e` necessario ulteriore traffico di controllo generato dai nodi. Au-
mentando il numero di gateway, aumenta l’affidabilita` della connessione al NetServer
che puo` essere importante per applicazioni che richiedono un alta affidabilita`.
Fig. 3.2: Architettura del protocollo LoRaTM [12].
3.2 LoRaWANTM
Il protocollo che sta alla base di una rete LoRaTM prende il nome di LoRaWANTM ed
e` pubblico. Il suo sviluppo e` gestito da LoRaTM Alliance, organizzazione no-profit,
guidata da IBM, Actility, Semtech e Microchip.
Il capitolo utilizza la versione V1.0 di gennaio 2015, la versione pubblica piu` aggior-
nata.
Nella sezione precedente e` stata illustrata la generica architettura di rete LoRaTM,
in cui compaiono tre elementi fondamentali: (a) end-device; (b) gateway; (c) Net-
work Server. Le comunicazioni sono nella maggior parte dei casi bidirezionali for-
nendo trasmissioni in uplink e downlink, considerando la comunicazione in uplink
predominante. Le trasmissioni fra end-device e gateway si suddivide in base alla
frequenza del canale ed il data-rate. A seconda della durata del messaggio e il range
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che la trasmissione deve soddisfare per essere ricevuta da un gateway, viene scelto il
data-rate che varia fra 0.3 kbps e 50 kbps. L’infrastruttura di una rete LoRaTM ha
la capacita` di adattare il data-rate e le frequenze utilizzate, attraverso un meccani-
smo di adaptive data rate (ADR) che permette di salvaguardare la durata della
batteria e la capacita` totale della rete per evitare di farla collassare.
La scelta del canale da parte di un end-device e del rispettivo data-rate per la
trasmissione deve soddisfare i seguenti requisiti:
• Gli end-device cambiano canale in modo pseudo-random per ogni trasmissione.
Questa scelta permette una maggior robustezza del sistema alle interferenze.
• Devono essere rispettati il massimo duty-cycle e durata della trasmissione
relativo alla sub-band in base alla regolamentazione locale consentita.
La rete LoRaTM supporta tre classi di end-device chiamate (i)Class A; (ii)Class B ;
(iii)Class C :
(i) Class A: i nodi che appartengono a questa classe hanno la possibilita` di avere
comunicazioni bidirezionali in cui dopo ogni messaggio mandato in uplink, ci
sono due piccole finestre in cui il dispositivo e` in ascolto e puo` ricevere messaggi
in downlink. La seconda finestra e` aperta su una banda differente, preceden-
temente decisa con il NetServer, per migliorare la resistenza alle oscillazioni
del canale. Questa classe e` pensata per i device il cui obbiettivo e` il minor
consumo energetico, nelle applicazioni in cui ci sono piccole comunicazioni con
il NetServer a cui possono seguire dei brevi comandi verso il nodo.
(ii) Class B : end-device che appartengono a questa classe hanno piu` slot per la
ricezione di messaggi da parte del NetServer rispetto alla Class A. Il NetServer
ora ha la possibilita` di inviare un Beacon di sincronizzazione che fa attivare al
device una finestra di ascolto per un certo intervallo di tempo. In questo modo
il NetServer sa esattamente quando il nodo e` in ascolto. Questa classe viene
utilizzata quando gli end-device devono essere controllati da remoto.
(iii) Class C : i nodi sono sempre in ascolto, tranne quando devono trasmettere.
Utilizzano molta piu` potenza delle altre classi ma garantiscono una bassa la-
tenza fra NetServer ed end-device. Per questi motivi i nodi che appartengono
a questa classe dovrebbero essere connessi alla linea elettrica.
In Tab.3.1 vengono riassunte le caratteristiche principali.
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Tabella 3.1: Tabella riassuntiva delle tre classi.
Classe Utilizzo Dettagli
A Sensori che funzionano a batterie,
e` la classe energetica piu` efficiente,
e` supportata da ogni device.
Utilizzata dai device che sfrut-
tano maggiormente il canale di
uplink ed il downlink viene prin-
cipalmente utilizzato dopo un
messaggio trasmesso in uplink.
B Utilizzato maggiormente dagli at-
tuatori, i quali devono ricevere i
messaggi inviati in downlink con
una bassa latenza. Utilizzano un
beacon di sincronizzazione
Le finestre di downlink sono pro-
grammate per permettere una co-
municazione nei limiti di una
certa latenza.
C Attuatori che sono collegati ad
una linea elettrica, sono sempre in
ascolto e non hanno latenza nelle
comunicazioni in downlink
La piu` bassa latenza possibile
a discapito di un maggior con-
sumo di energia da parte del
dispositivo.
3.3 Class A
Vediamo nel dettaglio la Class A, utilizzata dai dispositivi di cui mi sono servito
per interfacciare la suite “Lo-Ra NetSuite” di Patavina Technologies s.r.l. con la
WatsonTM IoT Platform di IBM R©.
3.3.1 Struttura messaggi in uplink/downlink
I messaggi nella rete secondo il protocollo LoRaWANTM vengono inviati in uplink
(dal nodo verso il NetServer) e in downlink (dal NetServer verso il nodo). Il pac-
chetto trasmesso via radio e` formato da cinque campi Fig.3.3: (i) preambolo utile
per demodulare il pacchetto; (ii) physical header (PHDR); (iii) physical layer CRC
per il controllo degli errori nell’header; (vi) payload che contiene l’informazione con-
tenuta nel pacchetto; (v) CRC per il controllo degli errori nel payload. I messaggi
di downlink non contengono il CRC del payload ma hanno la medesima struttura.
Fig. 3.3: Struttura di un pacchetto in uplink [27].
3.3.2 Receive Windows
Nell’istante immediatamente successivo (∼ ±20µs) all’invio di un messaggio in
uplink, il dispositivo attiva in maniera parallela due finestre per la ricezione di
comandi di dimensioni diverse, la cui struttura e` visibile in Fig.3.4. La prima fine-
stra viene chiamata RX1 che sfrutta una frequenza ed un data-rate pari all’ultimo
usato in uplink. La seconda si indica con RX2 e utilizza una frequenza di invio e un
data-rate configurato precedentemente con il NetServer che puo` essere modificato
con un MAC command. La lunghezza della finestra deve essere tale da permettere
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al ricevitore del end-device di rilevare il preambolo del downlink, in caso positivo
di ricezione in prima finestra, la seconda non verra` aperta solamente nel caso in cui
il messaggio venga ricevuto e demodulato in maniera corretta controllando il MIC
(Message Integrity Code).
Fig. 3.4: Struttura delle finestre di ricezione [27].
3.3.3 MAC Layer (PHYPayload)
Tutti i pacchetti in uplink e downlink hanno una struttura visibile in Fig.3.5. In cui
compaiono i seguenti campi:
• MHDR: Il MAC Header a sua volta si divide in tre sottocampi. Il primo
specifica il tipo di messaggio nel campo MType che puo` essere di 6 tipi diver-
si, rappresentati da 3 bit ciascuno. Major specifica il formato dei messaggi
scambiati nella procedura di join ed i primi 4 bytes del MAC Payload.
• MACPayload: e` divisibile in tre parti.
Frame header(FHDR) indica a che nodo va inviato/arriva il pacchetto, e per-
mette di ottimizzare il data-rate degli end-device statici. Adaptive Data Rate
non puo` essere utilizzato quando l’attenuazione nel canale cambia rapidamen-
te e costantemente, in questo scenario e` il device ha decidere il data-rate con
cui trasmettere. Un ulteriore campo interessante nel Frame header e` il Frame
Counter ed ogni device possiede due contatori per tenere traccia del numero
di frame trasmessi in uplink (FCntUp), incrementato dal nodo, e ricevuti in
downlink (FCntDown), incrementato dal NetServer.
FPort e` opzionale, se vale 0 significa che FRMPayload contiene solamente un
MAC command, altrimenti definisce la porta di una specifica applicazione che
deve ricevere il messaggio.
FRMPayload e` opzionale e puo` contenere il payload.
• MIC e´ un codice che viene calcolato per ogni pacchetto e definisce l’integrita`
del messaggio.
3.3.4 MAC command
Per gestire la rete esiste una lista di MAC command che possono essere scambiati
esclusivamente fra NetServer e MAC layer di un end-device. Non possono essere vi-
sibili alle applicazioni nel NetServer o nei nodi. I piu` importanti sono: LinkCheckReq
viene utilizzato da un nodo per validare la connessione con la rete; LinkADRReq e`
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Fig. 3.5: Struttura PHY payload.
una richiesta per il nodo in cui viene chiesto di cambiare data-rate, potenza in tra-
smissione, canale, o rate di ritrasmissione; DevStatus richiede lo stato del end-device,
e.g., livello di batteria e margine per la demodulazione; NewChannelReq crea o mo-
difica la definizione di un canale radio fra NetServer e nodo; DIChannelReq modifica
la frequenza della finestra RX1, in cui e` in ascolto un device in downlink. Ognuno
di questi MAC command ha la relativa risposta che deve inviare l’oggetto nella rete
(NetServer/nodo) quando riceve uno di questi comandi.
3.3.5 End device activation
Un nodo per partecipare ad una rete secondo il protocollo LoRaWANTM deve essere
attivato. L’attivazione di un end-device si piu` ottenere in due modi distinti: (a)
Over-The-Air Activation (OTA); (b) Activation By Personalization (ABP).
Dopo aver eseguito l’attivazione, ogni nodo contiene il suo indirizzo (DevAddr), un
identificativo dell’applicazione (AppEUI), chiave di sessione della rete (NwkSKEY)
e una chiave di sessione per l’applicazione (AppSKey).
Vediamoli ora nel dettaglio:
• Il DevAddr e` un identificativo del device nella rete in cui viene aggiunto ed e`
lungo 32 bit. I primi 7 bit vengono utilizzati come identificativo di rete (Nw-
kID) che permettete di separare gli indirizzi in base al territorio, evitando che
due reti nella stessa area geografica si sovrappongano; i restanti bit contengono
l’indirizzo di rete del nodo (NwkAddr) che viene assegnato in modo arbitrario
dal network manager.
• AppEUI e` un ID globale che definisce in maniera univoca l’applicazione che
impiega quel determinato nodo. Questo campo viene memorizzato nel nodo
prima che avvenga l’autenticazione nella rete.
• NwkSKey (Network Session Key) e` una chiave di sessione della rete per uno
specifico end-device. Viene utilizzato dal NetServer e dal nodo per calcolare
e verificare il MIC per garantire l’integrita` dei messaggi. Viene sfruttata per
criptare e decriptare il payload dei soli messaggi MAC.
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• AppSKey (Application Session Key) e` una chiave di sessione per l’applicazione
ed e` specifica per ogni nodo. Viene impiegata dal NetServer e dal nodo per
criptare e decriptare il payload che riguardano un’applicazione specifica.
3.3.6 Over-the-Air Activation
Per l’attivazione Over-the-Air (OTA) i nodi hanno una procedura da eseguire per
essere autenticati nella rete e poter iniziare ad inviare dati al NetServer. Una proce-
dura di join richiede che l’end-device venga configurato definendo DevEUI, AppEUI
e AppKey, e nel caso in cui il nodo perda le sue chiavi di sessione, ad esempio do-
po un riavvio, dovra` rieseguire la procedura di join. Il DevEUI e` un identificatore
globale univoco del nodo nello spazio IEEE EUI64; Appkey e` una chiave AES-128
specifica per ogni applicazione, calcolata da una chiave di root conosciuta solamente
dal fornitore dell’applicazione e diversa per ogni applicazione. Ad ogni procedu-
ra di join l’AppKey viene utilizzata per derivare le chiavi di sessione NwkSKey ed
AppSKey specifiche per il nodo, adoperate per criptare/decriptare i messaggi che lo
interessano.
Procedura di Join
La procedura di join in un accesso alla rete tramite OTA prevede l’invio di due
messaggi MAC scambiati con il server: (1)join request; (2)join accept.
L’inizio della procedura di join avviene sempre da parte del nodo inviando un
messaggio di join-request che contiene i suoi AppEUI e DevEUI seguito da 2 otteti
pseudo-casuali, chiamati DevNonce, la struttura e` visibile in Fig.3.6. Per ogni end-
device, il NetServer tiene traccia di un certo numero di valori DevNonce utilizzati
dal nodo nel passato ed ignora le richieste di join che arrivano con lo stesso DevNon-
ce che e` contenuto in questo storico. Vengono cos`ı prevenuti possibili attacchi che
si servono di un messaggio di join precedentemente inviato al fine di disconnettere
il rispettivo nodo dalla rete.
Per verificare l’integrita` del messaggio si utilizza il MIC che viene calcolato attra-
verso AppKey, MHDR, AppEUI, DevEUI, DevNonce. La richiesta di join non viene
criptata e puo` essere trasmessa mediante un qualsiasi data-rate ed una frequenza
casuale in uno specifico canale definito per le richieste di join.
Fig. 3.6: Struttura di un messaggio Join Request [27].
Se il nodo viene autenticato il NetServer risponde con un messaggio di join-
accept permettendogli l’accesso alla rete, altrimenti non risponde. Il messaggio di
join accept viene inviato come un normale messaggio in downlink ed usufruisce delle
finestre RX1 ed RX2; la sua struttura e` visibile in Fig.3.7.
Nel pacchetto compaiono: AppNonce, sequenza di 3 byte che rappresenta un valore
pseudo-casuale oppure un ID univoco fornito dal NetServer, sfruttato per derivare
NwkSKey e AppSKey; NetID, identificatore della rete; DevAddr, indirizzo del nodo;
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DLSetting, contiene la configurazione per la trasmissione in downlink; RxDelay, rap-
presenta un ritardo fra trasmissione e ricezione; CFList, lista opzionale di frequenze
del canale nella rete in cui il nodo sta cercando di accedere.
Il campo DLSetting, contiene tre sottocampi: RFU, RX1DRoffset, RX2 Data
rate.
• RFU: riservato per usi futuri.
• RX1DRoffset: setta l’offset tra il data-rate in uplink e downlink, utilizzato per
comunicare con il device in prima finestra (RX1).
• RX2 Data rate: setta il data-rate che deve essere adoperato per le comunica-
zioni in seconda finestra (RX2).
Il NetServer si serve di un algoritmo di cifratura a blocchi, AES decrypt operation
in ECB mode per codificare il messaggio di join accept, l’end-device attraverso
un AES encrypt operation decriptera` il messaggio. In questo modo il nodo dovra`
solamente implementare AES encrypt ma non AES decrypt.
Fig. 3.7: Struttura di un messaggio Join Accept [27].
3.3.7 Activation by Personalization
In certi scenari, un nodo puo` essere attivato in maniera personalizzata senza dover
utilizzare la procedura di join request-join accept. Attivando un nodo “by Persona-
lization” significa che il DevAddr e le due chiavi di sessione NwkSKey e AppSKey
sono memorizzate direttamente nel nodo invece di avere DevEUI, AppEUI e App-
Key. Ogni end-device dovrebbe avere un set univoco di NwkSKey e AppSKey, se una
chiave di sessione viene compromessa in un device, la sicurezza nella comunicazione
per gli altri device non deve essere danneggiata. Per garantire questa sicurezza, le
chiavi non devono essere generate tramite informazioni pubbliche salvate nel nodo
come l’indirizzo del nodo.
3.3.8 Retransmission back-off
I frame in uplink richiedono un acknowledgement o una risposta dal NetServer o
Application server e vengono ritrasmessi dal device se l’ack o la risposta non viene
ricevuta dal nodo. La ritrasmissione puo` inoltre essere richiesta da un evento esterno
che necessita` una sincronizzazione fra i vari device. Un esempio e` la join request,
inviata quando un gruppo di end-device resetta il MAC layer a causa di un’interru-
zione della rete. I vari nodi continuano a mandare messaggi di join request finche´
non ricevono un messaggio di join accept.
Per questo tipo di ritrasmissioni, viene usato l’intervallo di tempo fra la fine della
seconda finestra e la trasmissione seguente in uplink.
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3.4 Class B
LoRaWANTM Class B e` una classe che ottimizza la durata della batteria per i de-
vice che possono essere fissi oppure in movimento. I nodi dovrebbero implementare
questa tipologia nel caso in cui sia richiesta l’apertura di una finestra in ricezione ad
intervalli regolari, affinche´ il NetServer possa inviare messaggi in downlink al nodo
dopo un certo intervallo di tempo.
Una limitazione della Class A e` il metodo Aloha impiegato per inviare i dati al
nodo, infatti, non e` utilizzabile per i servizi che richiedono la conoscenza del tempo
di reazione del device, quando l’applicazione o il NetServer vuole contattarlo. La
Class B e` stata definita con lo scopo di avere un nodo disponibile alla ricezione in
un certo istante, in aggiunta alla finestra in ricezione che si avvia dopo aver inviato
un messaggio in uplink, come spiegato nella Class A.
Per farlo, la Class B si serve di un gateway che invia un beacon per sincronizzare
tutti i nodi nella rete per aprire una finestra di ricezione extra, chiamata ping slot,
ad un istante del time slot. La decisione di passare da Class A verso la Class B
e viceversa, viene presa dal livello applicazione del nodo e va gestita sempre dallo
stesso, non viene controllata dal protocollo LoRaWANTM.
Una rete per supportare i nodi di Class B, deve utilizzare dei gateway che pos-
sono inviare tramite broadcast ed in modo sincronizzato il beacon, il quale contiene
uno specifico tempo di riferimento sfruttato per aprire la ping slot. Il gateway scelto
per iniziare questa trasmissione in downlink viene selezionato dal NetServer basan-
dosi sulla qualita` del segnale dell’ultimo messaggio in uplink ricevuto da un nodo.
Per questo motivo, se un device si sposta e cambia gateway con cui e` connesso, deve
inviare un messaggio di uplink al NetServer affinche´ il routing path del downlink,
memorizzato nel database venga aggiornato.
Tutti i dispositivi si connettono alla rete come nodi di Class A. L’applicazione
nel nodo, puo` decidere di modificare la classe con la seguente procedura:
• L’applicazione nel nodo richiede al layer LoRaWAN di cambiare la sua classe,
passando alla Class B. Il layer LoRaWAN nel nodo cerca un beacon e restituisce
una primitiva BEACON LOCKED se trova un beacon, oppure una primitiva
BEACON NOT FOUND in caso contrario.
• Basandosi sulla forza del beacon ed il livello di batteria, il nodo decide il
periodo e il data-rate del ping slot.
• Passato in Class B, il MAC layer setta ad 1 il bit nel campo FCTRL di ogni
messaggio in uplink inviato, segnalando al NetServer che il device ha cambiato
classe. Quando viene ricevuto un beacon dal nodo, viene inoltrato al livello
applicazione del nodo che misura la forza del segnale radio. Successivamente
attiva la finestra ping slot e aspetta l’arrivo di un messaggio di downlink, che
verra` demodulato e processato come un normale messaggio di downlink.
• Nel caso in cui non venga ricevuto alcun beacon per un certo intervallo di
tempo, si perde la sincronizzazione con la rete. Il MAC layer deve informare il
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livello applicazione che modifichera` la classe ritornando in Class A. I messaggi
in uplink non avranno piu` il bit ad 1 nel campo FCTRL e il nodo potra`
successivamente riprovare a cambiare la sua classe, ricominciando dal primo
punto.
3.5 Class C
La Class C viene utilizzata dai dispositivi che non hanno problemi nel consumo di
potenza, sono ad esempio collegati alla rete elettrica, e non hanno la necessita` di
minimizzare il tempo di ricezione rimanendo sempre in ascolto. La suddivisione
delle fasi di ricezione e` visibile in Fig.3.8.
Fig. 3.8: Struttura di ricezione per un nodo Class C [27].
I nodi in Class C ascoltano nella finestra RX2 quando possibile. Questo significa
che non e` in ascolto nella finestra RX2 se: (a) invia un pacchetto in uplink; (b) riceve
nella finestra RX1 in accordo con le specifiche definite nella Class A. Per essere in
continuo ascolto il nodo apre una finestra con i parametri di RX2, tra il termine della
trasmissione in uplink e l’inizio della ricezione RX1, cambiando finestra non appena
la finestra RX1 viene chiusa. Il device rimane in RX2 finche´ non deve trasmettere
un messaggio.
Non c’e` un messaggio che il nodo deve trasmettere per comunicare al NetServer
che e` in Class C. E’ compito dell’applicazione lato server conoscere questa informa-
zione basandosi sui dati forniti durante l’operazione di join.
3.6 Applicazione e test di una rete LoRaTM
I dati e le immagini inserite in questa sezione sono stati ripresi da [12]. L’azienda
Patavina Technologies s.r.l. ha installato in un palazzo alto 19 piani una rete pri-
vata LoRaTM per dimostrarne le capacita`. L’obiettivo era quello di monitorare e
controllare la temperatura e umidita` delle diverse stanze per ridurre i costi del ri-
scaldamento, aria condizionata e ventilazione. Precedentemente erano state provate
altre soluzioni ma erano insoddisfacente e richiedevano l’installazione di ripetitori
e gateway in ogni piano. Applicando la tecnologia LoRaTM, e` bastato un unico
gateway posto al nono piano dell’edificio permettendo la connessione di 32 nodi in
tutta la struttura. Va inoltre notato che i nodi sono stati posizionato nelle condizio-
ni peggiori possibili riguardo alle comunicazioni in RF, in modo tale da sfruttare la
situazione come un stress test che e` stato completamente superato. La rete e` fun-
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zionante da piu` di un anno ed e` stata considerata la tecnologia preferita per questo
scopo.
3.6.1 Test di copertura
Uno degli aspetti piu` discussi riguardo alle tecnologie LPWAN e` la massima coper-
tura raggiungibile. E’ un dettaglio cruciale per la stima corretta dei costi necessari
a coprire un intera citta` i quali hanno un impatto importante dal punto di vista dei
fornitori del servizio. Come nel caso precedente, l’azienda Patavina Technologies
s.r.l ha svolto un esperimento di copertura di una rete LoRaTM nella citta` di Padova
in Italia. L’ambiente del test era urbano, con numerosi edifici commerciali, strada
a due corsie molto trafficata ed uffici in edifici alti 5-6 piani in tutti i lati. L’obiet-
tivo del test e` stato quello di valutare la peggior condizione possibile in cui la rete
LoRaTM possa venire installata. Per farlo e` stato impiegato un gateway senza an-
tenne di guadagno, posizionato in un ambiente in cui gli edifici che lo circondavano
erano piu` grandi. In Fig.3.9 sono visibili le attrezzature utilizzate mentre in Fig.3.10
si possono osservare i risultati ottenuti da Patavina Technologies s.r.l.. E’ possibile
notare una copertura di circa 2 km in un ambiente urbano in pessime condizioni
di propagazione del segnale ed e` stata assunta una copertura ideale di 1.2 km, che
permette un buon margine di interferenza (circa 14 dB) e variazioni del link budget.
Fig. 3.9: (a) rappresenta un gateway, (b) mostra un nodo progettato da Patavina
Technologies s.r.l. [12].
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Fig. 3.10: Test di copertura della rete LoRaTM con un unico gateway. I punti di
colore rosso rappresentano i punti in cui sono stati svolti i test associati al minimo
valore di SF LoRaTM per una comunicazione robusta. Le aree comprese nelle due
circonferenze tratteggiate rappresentano i punti in cui sono possibili le comunicazioni
con il minimo rate di trasmissione [12].
Capitolo 4
Il protocollo di messaggistica MQTT
L’interfacciamento fra la “Watson IoT Platform” e la rete LoRaTM si e` basata sul
protocollo di comunicazione MQTT. I dati provenienti dai vari nodi LoRaTM veni-
vano inviati al NetServer che successivamente inoltrava ad un Broker MQTT a cui
mi sono potuto connettere.
MQTT e` un acronimo per Message Queue Telemetry Transport [5]. E’ un pro-
tocollo per la messaggistica semplice e leggero, definito per i dispositivi che hanno
poca banda a disposizione, una grande latenza o appartengono a reti poco affidabili.
Il suo progetto ha cercato di minimizzare il consumo della banda nella rete e la ri-
chiesta delle risorse nel dispositivo in cui viene utilizzato, permettendo ugualmente
una certa affidabilita` e dei gradi di liberta` per assicurare la consegna dei messaggi
al ricevitore. Queste caratteristiche sono ideali per l’ambiente Internet of Things e
dei dispositivi mobili in cui banda e risparmio energetico sono i fattori principali da
tenere in considerazione.
MQTT e` stato inventato da IBM e Cirrus Link nel 1999 per minimizzare il consumo
della batteria per la comunicazione fra nodi, che misuravano lo stato delle condotte
petrolifere via satellite. E’ stato successivamente standardizzato dall’organizzazione
OASIS nel 2014 definendo la versione MQTT 3.1.1 dopo un anno di lavoro.
I protocolli Pub/Sub a cui appartiene MQTT suddividono i client (o nodi) in
due tipi: coloro che devono inviare un messaggio definiti Publisher; ed i riceventi
del messaggio, che possono essere uno o piu`, chiamati Subscriber. Questo significa
che Publisher e Subscriber non sono a conoscenza dell’esistenza degli altri. La terza
tipologia di entita` e` il Broker che e` un Subscriber/Publisher e permette il filtraggio
e lo scambio di messaggi. Lo scopo di questi protocolli e` quello di disaccoppiare
Publisher e Receiver portando i seguenti benefici:
• Space Decoupling: I Publisher e Subscriber devono conoscere solamente l’indi-
rizzo IP del Broker, infatti, i client per pubblicare informazioni o sottoscriversi
alle pubblicazioni degli altri nodi non hanno la necessita` di conoscersi fra loro.
• Time Decoupling: Pub/Sub non vengono eseguiti nello stesso istante, quindi
il Broker puo` memorizzare i messaggi da inoltrare ai Receiver oﬄine in un
secondo momento.
• Syncronization Decoupling: Un Client che sta eseguendo ad esempio un’o-
perazione di pubblicazione, non viene interrotto per ricevere un messaggio
pubblicato da un altro nodo se ha effettuato la sottoscrizione a quel tipo di
messaggio. Il messaggio verra` inserito in una coda finche´ il Client in questione
non ha terminato l’operazione gia` esistente. Questo permette di ridurre la
ripetizione delle stesse operazioni evitandone le interruzioni.
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4.1 MQTT Control Packet format
Il protocollo MQTT lavora scambiando una serie di MQTT control packet che pos-
siedono una struttura mostrata in Fig.4.1 in cui compaiono i seguenti campi: (a)
Fixed header; (b) Variable header; (c) Payload.
Il campo fixed header contiene:
• MQTT Control Packet type, definisce il tipo di pacchetto, alcuni tipi possono
essere: CONNECT, PUBLISH, SUBSCRIBE, DISCONNECT.
• Flags, potra` essere utilizzato in futuro per alcune tipologie di pacchetto e
Remaining Length sono il numero di byte nel pacchetto, includendo i dati nel
Variable Header e payload.
• Variable header, il suo contenuto dipende dal tipo di pacchetto ed occupa due
byte.
• Payload, contiene il payload ed e` richiesto solamente per alcuni tipi di messag-
gio. Puo` avere una lunghezza nulla.
Vediamo ora nel dettagli le tipologie di pacchetto piu` interessanti, CONNECT,
PUBLISH, SUBSCRIBE, DISCONNECT.
Fig. 4.1: Struttura di un MQTT control packet [5].
4.1.1 Connect: un Client richiede la connessione al Server
Quando una connessione e` stabilita fra Client e Server, il primo pacchetto inviato
dal Client verso il Server deve essere un pacchetto di tipo CONNECT. Il Client
deve inviare solamente un pacchetto di questo tipo e se il server riceve due pac-
chetti CONNECT, lo tradurra` come una violazione del protocollo ed eseguira` la
disconnessione del Client.
Fixed header
La sua struttura e` standard come nella maggior parte dei pacchetti e mostrata in
Fig.4.2.
Fig. 4.2: Struttura del Fixed Header in un pacchetto CONNECT [5].
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Variable header
Il Variable header di questa tipologia di messaggio contiene quattro campi:
• Protocol Name, e` una stringa codificata in UTF-8 che rappresenta il nome del
protocollo “MQTT”. Se il nome del protocollo non e` corretto il Server puo`
disconnettere il Client.
• Protocol Level, composto da 8 bit specifica il livello di revisione del protocollo
utilizzato dal Client (0x04 per questa versione). Se il protocollo in uso dal
Client non e` supportato dal Server, quest’ultimo dovra` rispondere al pacchet-
to CONNECT con un CONNACK restituendo il codice 0x01 (unacceptable
protocol level) e disconnettendo il Client.
• Connect Flags, contiene un numero di parametri, visibili in Fig.4.3, che spe-
cificano il comportamento della connessione MQTT. Quelli che sono stati
adoperati nel mio caso sono stati:
– Clean Session, permette di sfruttare una vecchia sessione instaurata fra
Client/Server per la comunicazione (bit = 0) oppure di crearne una nuova
(bit = 1).
– Will Flag, se viene settato ad 1, nel caso in cui la connessione venga ac-
cettata un Will Message deve essere memorizzato nel server ed inviato
tramite un messaggio di tipo PUBLISH quando la connessione viene chiu-
sa, finche´ il Server non riceve il pacchetto di DISCONNECT dal Client.
Le situazioni in cui il Will Message puo` essere utilizzato sono: un errore
I/O o un errore nella rete, rilevato dal Server; Il Client non comunica
nell’intervallo di tempo definito dal Keep Alive; Il Client chiude la con-
nessione della rete senza inviare un pacchetto di DISCONNECT; Il Server
chiude la connessione di rete per un errore del protocollo.
– Will QoS, specifica il livello di QoS quando viene inviato il Will Message.
– Will Retain, indica se il messaggio va conservato dopo averlo pubblicato.
– Username Flag, indica la presenza dell’username nel payload.
– Password Flag, indica la presenza della password nel payload.
– Keep Alive, e` un intervallo di tempo misurato in secondi ed indica il
massimo numero di secondi che possono passare fra l’invio di un pacchetto
ed il successivo da parte del Client. Se il Server non riceve pacchetti
in questo intervallo di tempo, piu` meta` dello stesso, allora effettuera` la
disconnessione della connessione del dispositivo. In assenza di pacchetti
da inviare, il Client deve trasmettere pacchetti PINGREQ. Se il Client
non riceve un pacchetto di tipo PINGRESP dovra` chiudere la connessione
con il Server. Un valore di Keep Alive uguale a 0, implica che il Server
non deve chiudere la connessione al Client in caso di inattivita`.
Payload
Il payload di un pacchetto di tipo CONNECT puo` presentare i seguenti campi:
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Fig. 4.3: Struttura del Connect Flags in un pacchetto CONNECT [5].
• Client Identifier, e` obbligatorio ed identifica il Client al Server in maniera
univoca. Deve essere il primo campo inserito nel payload.
• Will Topic, e` il Topic in cui viene inviato il Will Message.
• Will Message, e` l’application message ed e` composto da due byte, seguito dal
payload che contiene il Will message.
• Username, username per connettersi al Server.
• Password, password per connettersi al Server.
Response
La validazione del Server riguardo alla connessione richiesta esegue le seguenti
verifiche:
• Il Server chiude la connessione se non riceve un pacchetto di tipo CONNECT
dopo un certo intervallo di tempo, da quando la connessione viene stabilita.
• Il Server deve controllare se il pacchetto CONNECT e` conforme alle specifiche
dello standard.
e nel caso in cui la validazione vada a buon fine, il Server svolge la seguente
procedura:
1. Se il ClientId rappresenta un ClientId gia` connesso alla rete, allora eseguira` la
disconnessione del Client gia` esistente.
2. Il Server svolge il procedimento in funzione del valore memorizzato nel flag
Clean Session.
3. Il Server risponde al pacchetto di tipo CONNECT con un pacchetto di tipo
CONNACK.
Il Client non deve aspettare di ricevere il pacchetto CONNACK ma puo` iniziare la
comunicazione con il Server, sara` compito del Server non processare pacchetti dai
Client che non sono autenticati.
4.1.2 PUBLISH: invio di messaggi dalle applicazioni
Un messaggio di tipo PUBLISH viene inviato dal Client al Server e viceversa per tra-
sportare messaggi dell’applicazione, infatti e` la tipologia di messaggio piu` utilizzata
in questo protocollo.
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Fixed header
Il campo Fixed header ha la struttura mostrata in Fig.4.4.
Il flag DUP indica se il messaggio di PUBLISH e` stato inviato piu` di una volta. Se
viene settato a 0 significa che e` il primo tentativo di invio, se il flag viene posto ad
1 implica che c’e` stato un precedente tentativo di trasmissione del pacchetto. Per i
messaggi che possiedono un QoS 0 il flag DUP va posto a zero.
QoS level definisce il livello di garanzia sulla ricezione da parte del ricevitore (Client
Fig. 4.4: Fixed header format per un messaggio di tipo PUBLISH [5].
o Server) del messaggio che e` stato inviato da un’applicazione. Utilizza due bit ma
al massimo solamente uno puo` essere settato ad 1, la struttura e` mostrata in Fig.4.5.
Se il Server o il Client ricevono i due bit del QoS level pari ad 11 allora la connessione
alla rete viene chiusa.
Fig. 4.5: Definizione QoS Level [5].
Se il flag RETAIN viene settato ad 1 in un messaggio PUBLISH trasmesso dal
Client verso il Server, indica che il Server deve memorizzare il messaggio e relativo
QoS perche´ potra` essere successivamente inoltrato a futuri subscriber che faranno la
sottoscrizione al Topic del messaggio in questione. Se il Server riceve un messaggio
con QoS 0 e RETAIN settato ad 1, deve eliminare tutti i messaggi precedentemente
memorizzati per il Topic destinatario e salvera` il messaggio appena ricevuto con
QoS 0 che potra` essere cancellato in un qualsiasi momento, lasciando il Topic senza
messaggi in attesa.
Quando viene inviato un messaggio di tipo PUBLISH ad un Client, il Server deve
settare il flag RETAIN ad 1 se il messaggio viene inviato per una nuova sottoscrizione
da parte del Client. Deve essere settato a 0 quando il messaggio di tipo PUBLISH
viene inviato al Client perche´ riguarda una certa sottoscrizione ignorando lo stato
del flag del messaggio ricevuto.
Variable header
Variable header contiene due campi: Topic Name, Packet Identifier. Il Topic Name
deve essere presente come primo campo nel Variable header. Il nome del Topic non
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deve contenere caratteri di wildcard e deve soddisfare il Subscription’s Topic Filter.
Il Packet Identifier e` presente solamente nei pacchetti con QoS level 1 oppure 2 la
cui struttura e` mostrata in Fig.4.6.
Fig. 4.6: Struttura del Packet Identifier [5].
Payload
Il Payload contiene il messaggio generato dall’applicazione che deve essere pubblicato
nel Topic. Il contenuto ed il formato del dato e` dipendente dall’applicazione e la
sua lunghezza puo` essere calcolata sottraendo la lunghezza del Variable Header dal
valore memorizzato nel campo Remaining Length che e` contenuto nel Fixed Header.
Un pacchetto di tipo PUBLISH puo` contenere un payload di lunghezza nulla.
Response
Il ricevitore del messaggio di PUBLISH deve rispondere secondo le specifiche visibili
in tabella 4.7, basandosi sul flag QoS level memorizzato nel messaggio di PUBLISH.
Fig. 4.7: Struttura del pacchetto di risposta [5].
Actions
Il Client si serve di un pacchetto di tipo PUBLISH per inviare un messaggio dell’ap-
plicazione al Server, per distribuirlo ai Client che si sottoscrivono a quel determinato
Topic. In maniera analoga il Server invia un messaggio di PUBLISH per contattare
tutti i Client che fanno la sottoscrizione ad un determinato Topic. E’ compito del
Server inoltrare il messaggio ai Client rispettando il QoS del pacchetto ricevuto, per
tutti i Client che hanno eseguito la subscribe del Topic indicato nel messaggio di
tipo PUBLISH ricevuto.
4.1.3 SUBSCRIBE: sottoscrizione ad un determinato Topic
Il pacchetto di tipo SUBSCRIBE viene inviato dal Client verso il Server per creare
una o piu` sottoscrizioni. Ogni sottoscrizione permette di registrare gli interessi di
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un certo Client nel Server, il quale avra` successivamente il compito di inoltrare
i messaggi generati dalle Applicazioni che corrispondo al Topic per cui il Client
ha eseguito la sottoscrizione. Il pacchetto di SUBSCRIBE, per ogni sottoscrizione
specifica il valore massimo del QoS con cui il Server puo` inviare messaggi delle
applicazioni al Client.
Fixed/Variable header
La sua struttura e` standard come nella maggior parte dei pacchetti e mostrata in
Fig.4.8 e Fig.4.9.
Fig. 4.8: Struttura del Fixed Header in un pacchetto SUBSCRIBE [5].
Fig. 4.9: Struttura del Variable Header in un pacchetto SUBSCRIBE [5].
Payload
Il payload di un pacchetto di tipo SUBSCRIBE ha la struttura mostrata in Fig.4.10.
Contiene una lista di filtri riguardanti i Topic (Topic Filter) ai quali il Client vuole
eseguire la subscribe. La lista di Topic Filter deve essere codificata in UTF-8 e
puo` contenere delle wildcard. Ogni filtro e` seguito da un byte che viene chiamato
Requested QoS che indica il massimo livello di QoS a cui il Server puo` inviare
messaggi delle applicazioni al Client.
Fig. 4.10: Struttura del Payload in un pacchetto SUBSCRIBE [5].
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Response
Quando il Server riceve un pacchetto di tipo SUBSCRIBE deve rispondere con un
pacchetto SUBACK, contenente lo stesso Packet Identifier del pacchetto SUBSCRI-
BE ricevuto. Il Server ha la possibilita` di inoltrare i messaggi di PUBLISH al Client
che ha eseguito la sottoscrizione ad un determinato Topic, anche se il Server non
ha ancora inviato il messaggio di tipo SUBACK. Nel caso in cui il Server ricevesse
un messaggio di tipo SUBSCRIBE contenente un Topic Filter che e` identico ad uno
gia` esistente, effettuera` lo sovrascrittura della subscription esistente con quella pre-
cedentemente ricevuta, perche´ il QoS contenuto nel pacchetto di tipo SUBSCRIBE
ricevuto puo` essere diverso da quello attualmente in uso. Il messaggio di tipo SU-
BACK inviato dal Server al Client deve contenere un codice per ogni coppia Topic
Filter/QoS.
4.1.4 DISCONNECT: disconnessione del Client dal Server
Il pacchetto di tipo DISCONNECT e` l’ultimo pacchetto di controllo inviato dal
Client verso il Server ed indica la disconnessione del Client in maniera pulita. Il
campo Fixed Header e` standard mentre Variable Header non e` presente come il
Payload.
Response
Dopo aver inviato un pacchetto di tipo DISCONNECT il Client:
• Chiude la connessione di rete.
• Non deve piu` inviare pacchetti di controllo in questa rete.
Il Server:
• Deve eliminare i Will Message associati con la connessione corrente senza
pubblicarli.
• Dovrebbe chiudere la connessione di rete se il Client non lo ha gia` fatto.
4.1.5 Control Packets secondari
Vediamo ora i restanti Control Packet con una breve descrizione:
• CONNACK, e` il pacchetto inviato dal Server in risposta ad un pacchetto di
tipo CONNECT ricevuto dal Client. Se il Client non lo riceve dal Server in
un tempo ragionevole, dovrebbe chiudere la connessione.
• PUBACK, e` il pacchetto di risposta ad un messaggio di PUBLISH con un
livello QoS=1.
• PUBREC, e` il pacchetto di risposta ad un messaggio di PUBLISH con un
livello QoS=2. E’ il secondo pacchetto inviato quando viene utilizzato questo
livello di QoS.
• PUBREL, e` il pacchetto di risposta ad un messaggio di PUBREC. E’ il terzo
pacchetto inviato quando viene usato questo livello di QoS.
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• PUBCOMP, e` il pacchetto di risposta ad un messaggio di PUBREL. E’ l’ultimo
pacchetto inviato quando viene utilizzato questo livello di QoS.
• SUBACK, viene inviato dal Server al Client per confermare il processo di
sottoscrizione richiesto.
• UNSUBSCRIBE, viene inviato dal Client al Server per cancellare la sottoscri-
zione da alcuni Topic.
• UNSUBACK, viene inviato dal Server al Client per confermare la ricezione del
pacchetto di SUBSCRIBE.
• PINGREQ, viene inviato dal Client al Server per i seguenti motivi: indica al
Server che il Client e` attivo, ma non ha pacchetti da pubblicare; richiede al
Server se e` in funzione; controlla il funzionamento della rete.
• PINGRESP, viene inviato dal Server verso al Client in risposta ad un pacchetto
di tipo PINGREQ.
4.2 Livelli di Quality of Service
MQTT consegna i messaggi delle applicazioni in accordo con il livello di QoS scelto
durante la fase di subscribe. Quando il Server deve inoltrare i messaggi ai Client,
ogni Client viene trattato in maniera indipendente ed il livello di QoS utilizzato
nel messaggio fornito dall’applicazione verso il Server, puo` essere diverso rispetto al
livello di QoS contenuto nel pacchetto inviato al Client.
4.2.1 QoS 0: al piu` una consegna
Il messaggio viene consegnato in accordo con le capacita` della rete sottostante. Non
viene inviata una risposta dal ricevitore ed il trasmettitore non rinvia lo stesso
messaggio allo stesso ricevitore piu` di una volta, in questo modo il messaggio arriva
al ricevitore al massimo una sola volta. Nel caso in cui il livello di QoS sia 0 il
trasmettitore deve inviare un pacchetto di PUBLISH con QoS=0 e DUP=0.
Fig. 4.11: Diagramma relativo al livello di QoS pari a 0 [5].
4.2.2 QoS 1: almeno una consegna
Questo livello di QoS assicura che il messaggio arrivi al ricevitore almeno una volta.
Un pacchetto di tipo PUBLISH con QoS 1 possiede un Packet Identifier nel Variable
Header che viene verificato rispondendo un con pacchetto di tipo PUBACK da parte
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del ricevitore.
Il trasmettitore se utilizza questo livello:
• Deve assegnare un Packet Identifier libero ogni volta che possiede un messaggio
della applicazione da pubblicare.
• Deve inviare un pacchetto di tipo PUBLISH con il Packet Identifier, QoS=1
e DUP=0.
• Deve trattare il messaggio di tipo PUBLISH come non ricevuto finche´ non
riceve il PUBACK contenete il giusto Packet Identifier.
Quando il trasmettitore riceve un messaggio di tipo PUBACK allora potra` riuti-
lizzare il Packet Identifier ricevuto e nel frattempo puo` inviare altri pacchetti di
PUBLISH con Packet Identifier diversi.
Il ricevitore:
• Deve rispondere con un pacchetto di tipo PUBACK contenente il Packet
Identifier del pacchetto ricevuto.
• Dopo aver inviato il PUBACK, se riceve altri pacchetti con lo stesso Packet
Identifier, deve trattarli come nuovi messaggi di PUBLISH, senza tener conto
del flag DUP, rispondendo sempre con il relativo messaggio di PUBACK.
Fig. 4.12: Diagramma relativo al livello di QoS pari a 1 [5].
4.2.3 QoS 2: esattamente una consegna
E’ il livello di QoS piu` alto usato quando non e` consentita la perdita del messaggio
e la duplicazione dei pacchetti. Un pacchetto che appartiene a questo livello di QoS
ha un Packet Identifier nel Variable Header.
Il trasmettitore:
• Deve assegnare un Packet Identifier non utilizzato.
• Invia un pacchetto con il Packet Identifier, QoS=2 e DUP=0.
• Deve trattare il pacchetto di PUBLISH come non ricevuto finche´ non riceve
un pacchetto PUBREC dal ricevitore.
• Deve inviare un pacchetto PUBREL che contiene lo stesso Packet Identifier
del messaggio pubblicato quando riceve un pacchetto PUBREC dal ricevitore.
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• Deve trattare il pacchetto PUBREL come non ricevuto finche´ non riceve il
rispettivo PUBCOMP.
• Non deve rinviare il messaggio di PUBLISH una volta che ha inviato il pac-
chetto PUBREL.
Il ricevitore:
• Deve rispondere con un pacchetto PUBREC contenente il Packet Identifier del
pacchetto di PUBLISH ricevuto.
• Finche´ non ha ricevuto il rispettivo messaggio di tipo PUBREL, il ricevitore
deve mandare l’ack ad ogni successivo messaggio di PUBLISH ricevuto che
possiede lo stesso Packet Identifier inviando un pacchetto PUBREC.
• Deve rispondere ad un messaggio PUBREL inviando un pacchetto PUBCOMP
contenente lo stesso Packet Identifier in PUBREL.
• Dopo aver inviato il messaggio PUBCOMP, tutti i successivi messaggi di PU-
BLISH che contengono il Packet Identifier appena usato, devono essere trattati
come nuove pubblicazioni da parte del trasmettitore.
Fig. 4.13: Diagramma relativo al livello di QoS pari a 2 [5].
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4.3 Topic Names e Topic Filters
Il Topic e` diviso in livelli, separati dal carattere forward slash ‘/’, in modo da avere
una struttura nel Topic Name. Un Topic Filter invece puo` contenere diverse wild-
card, che permettono la sottoscrizione a Topic multipli. E’ importante osservare che
le wildcard non sono utilizzabili nel Topic Name ma solamente nel Topic Filter.
Ci sono due tipi di wildcard, il cancelletto ‘#’ e l’operatore di somma ‘+’.
Il primo viene chiamato multi-level wildcard perche´ permette una sottoscrizione
a tutti i figli successivi a dove viene inserito, deve essere l’ultimo carattere specificato
nel Topic Filter. Per esempio se un Client si sottoscrive a “sport/tennis/player1/#”,
ricevera` i messaggi pubblicati nei Topic seguenti:
• “sport/tennis/player1”,
• “sport/tennis/player1/ranking”,
• “sport/tennis/player1/score/wimbledon”.
L’uso del solo carattere ‘#’ e` consentito e consente la sottoscrizione a tutti i Topic.
Il single level wildcard ‘+’ permette la sottoscrizione solo per un certo livello
del Topic. Puo` essere usato ad ogni livello, compreso il primo e l’ultimo e se viene
utilizzato deve occupare l’intero livello, per esempio:
• “+” e` valido.
• “+/tennis/#” e` valido.
• “sport+” non e` valido.
• “sport/+/player1” e` valido.
• “/finance” viene sottoscritto utilizzando “+/+” e “/+”, ma non “+”.
Il Server non deve fare il match delle regole del Topic che iniziano con una wil-
dcard con i Topic Name che iniziano con il carattere “$”. Il Server deve prevenire
la definizione di Topic da parte dei Client che utilizzino il carattere “$” come pri-
mo simbolo, ad esempio “$SYS/” viene adoperato come prefisso per i Topic che
contengono informazioni per il Server o API di controllo.
4.3.1 Semantica ed utilizzo dei Topic
Le regole seguenti devono essere applicate ai Topic Name e Topic Filters:
• Tutti i Topic Name e Topic Filters devono esser lunghi almeno un carattere.
• Topic Name e Topic Filter sono case sensitive.
• Topic Name e Topic Filter possono utilizzare il carattere spazio.
• Inserire il carattere “/” all’inizio o alla fine crea un diverso Topic Name e Topic
Filter.
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• Utilizzare solamente il carattere “/” come Topic Name o Topic Filter non e`
valido.
• Il carattere null (Unicode U+0000) non e` utilizzabile in entrambi i Topic.
• Topic Name e Topic Filter sono stringhe codificate in UTF-8, e non devono
codificare piu` di 65535 byte.
Non c’e` un limite al numero di livelli nel Topic Name o Topic Filter, c’e` solamente un
limite imposto dalla lunghezza totale di una stringa UTF-8. Un messaggio fornito
da un applicazione va inoltrato a tutti i Client che hanno effettuato la sottoscrizione
il cui Topic Filter corrisponde al Topic Name contenuto nel messaggio. La struttura
del Topic nel Server puo` essere predefinita, inserita nel Server tramite un ammini-
stratore o puo` essere creata in modo dinamico dal Server quando riceve la prima
sottoscrizione. Il Server puo` inoltre aumentare la sicurezza definendo i Client che
hanno la possibilita` di aggiungere nuovi Topic al Server.
4.4 CloudMQTT e HiveMQ
Ci sono varie aziende che forniscono dei Broker MQTT, a cui e` possibile connetterci
i relativi Client che saranno del tipo Publish/Subscribe.
HiveMQ [1] e` un azienda che fornisce un Broker MQTT scalabile in base al nume-
ro di dispositivi connessi e sicuro fornendo gli standard di sicurezza come SSL/TLS.
E’ una soluzione ricca di estensioni, monitor riguardanti i messaggi che attraversano
il broker e molti altri servizi. E’ una soluzione pensata per le aziende che si inter-
facciano per la prima volta al settore IoT che fornisce le conoscenze per sfruttare
tutto il potenziale del protocollo MQTT.
Fig. 4.14: Il broker HiveMQ [1].
CloudMQTT [2] e` stata la soluzione migliore per iniziare la fase di approfondi-
mento e test riguardante il protocollo MQTT. CloudMQTT gestisce i server Mo-
squitto nel cloud, che implementano il protocollo MQTT.
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Ho creato un account gratuito che mi ha permesso di sfruttare fino a 10 connessioni
simultanee con un massimo traffico totale di 10 Kbit/s, sufficienti per completare
i miei obiettivi iniziali. Successivamente andando nel pannello di controllo e` ba-
stato creare una nuova istanza Fig.4.15, scegliere il nome ed il data center su cui
appoggiarsi per ottenere immediatamente l’indirizzo del server che svolge il ruolo di
broker, porta per la connessione e le credenziali utilizzabili dai Client per connettersi
al broker appena creato Fig.4.16.
Fig. 4.15: CloudMQTT Istance [1].
Fig. 4.16: CloudMQTT Console [1].
Capitolo 5
Le 5 considerazioni sulle IoT Platform
Le piattaforme per l’Internet of Things sono la spina dorsale delle applicazioni che
riguardano questo nuovo paradigma, si pensa che entro il 2019 avranno un mercato
che raggiungera` 1 miliardo di dollari. Queste piattaforme per IoT sono la chiave per
costruire applicazioni e servizi scalabili in funzione del carico applicativo. Cerchiamo
ora di definire i 5 aspetti principali che riguardano una piattaforma per Internet of
Things.
5.1 Abuso del termine IoT Platform
Non tutte le piattaforme definite per Internet of Things sono state sviluppate sola-
mente per questo scopo, spesso sono stati effettuati degli adattamenti. Ci sono 4
tipi di piattaforme a cui spesso ci si riferisce come “IoT Platform”:
1. Connettivita`/M2M Platform, questo tipo di piattaforme si focalizza sulla con-
nettivita` dei device connessi attraverso sistemi di telecomunicazioni,e.g. SIM,
ma non si interessano sul processing ed il raccoglimento dei dati attraverso i
diversi nodi. Un esempio e` Sierra Wireless con la sua AirVantage IoT Platform.
2. IaaS (Infrastructure as a Service) backends, forniscono spazio di archiviazione
e capacita` computazionali per applicazioni e servizi. Questi backends sono
utilizzati per ottimizzare le applicazioni desktop e mobile. Un esempio e` IBM R©
BluemixTM che non va confuso con IBM R© WatsonTM IoT Platform.
3. Piattaforme specifiche per alcuni hardware, alcune compagnie venditrici di
nodi, possiedono il software di backend che spesso chiamano IoT Platform,
anche se non e` pubblico. Un esempio e` Google Nest.
4. Estensioni software Consumer/Enterprise, aziende come Microsoft introduco-
no delle estensioni per l’IoT ad esempio “Windows IoT Core” e` un’amplia-
mento per Visual Studio Code. Queste soluzioni sono pero` molto distanti per
essere definite piattaforme.
5.2 La Piattaforma ideale per IoT
Una piattaforma ideale per IoT e` composta da 8 componenti visibili in Fig.5.1, e
deve fornire ulteriori servizi oltre a permettere di connettere le cosiddette “things”
o device.
• Connectivity & normalization, raggruppa diversi protocolli e formati di dato
in un unica interfaccia “software”, assicurando streaming dei dati e interazioni
precise con i nodi.
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• Device management, si assicura che i dispositivi funzionino nel modo corretto,
permettendo di inviare patch e aggiornamenti per il software nei device.
• Processing & Action management, permette di definire delle regole che scatta-
no quando i sensori inviano dei determinati valori, portando delle azioni fisiche
nella realta`.
• Analitycs, fornisce la possibilita` di compiere analisi complesse sui dati ricevuti
attraverso tecniche di machine learning, permettendo analisi predittive.
• Visualization, attraverso l’uso di dashboard devono permettere la visualizza-
zione dei dati in maniera grafica.
• Additional tools, fornisce agli sviluppatori dei mezzi per creare applicazioni di
visualizzazione, gestione e controllo dei dispositivi connessi.
• External interfaces, devono poter integrarsi con sistemi di terze parti attraverso
API, SDK e gateway.
Fig. 5.1: Le 8 componenti che devono essere presente in una IoT Platform [3].
5.3 Strategie per utilizzare le IoT Platform
Ogni azienda che mette a disposizione la propria piattaforma segue un approccio
diverso per farla utilizzare ai propri clienti. Ci sono piu` di 400 piattaforme fornite
dal mercato attualmente ed in Fig.5.2 sono mostrate le 12 principali. Le strategie
piu` utilizzate sono
• Approccio dal livello fisico, iniziano a fornire guide sulla parte della connetti-
vita` e permettono di adattare la piattaforma partendo dal basso. E.g. IBM R©
WatsonTM IoT Platform.
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• Approccio dal livello applicazione, utilizzano come punto di partenza i servizi
di analisi, definendo la piattaforma dall’alto verso il basso.
• Partnership, e` necessario definire un contratto per ottenere tutti i servizi
disponibili. E.g., GE Predix, PTC Thingworx.
• Mergers & Acquisitions, mirano all’acquisizione (e.g. Amazon-2lemetry) o
compiono delle fusioni strategiche (e.g., Nokia & Alcatel-Lucent).
• Investment, effettuano degli investimenti nell’ecosistema IoT (e.g. Cisco).
Fig. 5.2: Ecco le 12 piattaforme piu` conosciute [3].
5.4 Il potenziale dell’Open Source
Per creare un ecosistema per IoT, dove i sistemi interagiscono fra loro generando va-
lori da diversi stream di dati, l’interoperabilita` e` essenziale. Il tool opensource Vorto
fornito dalla community di Eclipse mostrata in Fig.5.3, implementa un framework
per la modellizzazione delle informazioni che facilita l’integrazione e l’interoperabi-
lita` tra piattaforme e l’intero ecosistema IoT. Ad esempio PTC e Bosch Software
Innovations hanno stretto un alleanza utilizzando Vorto per facilitare l’integrazione
e l’interoperabilita` fra le loro due piattaforme.
5.5 Il valore reale delle IoT Platform
Raccogliere e raggruppare dati diversi da milioni di oggetti fisici e` l’obiettivo prin-
cipale delle piattaforme per IoT. Sono nate numerose compagnie che hanno fondato
il loro business solamente sui dati forniti dalle reti IoT, utilizzando hardware forniti
da aziende di terze parti, spostando il loro modello di business dal vendere prodotti
verso la gestione dei dati. Le piattaforme IoT diventano un mezzo per raccogliere
questi dati e raggrupparli in modo tale da creare servizi sempre piu` utili.
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Fig. 5.3: Le piattaforma Opensource Vorto [3].
Capitolo 6
I servizi di IBM R© rivolti al paradigma
IoT
Fig. 6.1: Funzionamento della IBM R© WatsonTM IoT Platform [18].
IBM R© BluemixTM e` l’ambiente operativo cloud di IBM R©. E’ basato sulla piat-
taforma Open Source Cloud Foundry, che consente lo sviluppo test ed esecuzione
di applicazioni in modalita` PaaS (Platform as a Service) nel cloud. Le PaaS come
IBM R© BluemixTM consentono di gestire l’intero ciclo di vita di un’applicazione sen-
za i costi derivanti dall’acquisto, l’ottimizzazione e la gestione dell’hardware e del
software facilitando un rapido sviluppo delle applicazioni con costi contenuti. IBM R©
BluemixTM si integra con le piu` famose piattaforme di ALM (Application Life Cycle
Management) come JazzHub e GitHub. Il suo scopo e` quello di ottimizzare il tempo
speso per creare applicazioni nel cloud, evitando la gestione delle macchine virtuali
e dell’hardware.
Rispetto a Cloud Foundry, IBM R© BluemixTM ha introdotto alcuni elementi distinti-
vi sviluppati in collaborazione con utenti di tutto il mondo durante un periodo beta
che e` durato piu` di sei mesi. I principali elementi sono:
• Pannello di controllo grafico delle applicazioni: attraverso la dashboard BluemixTM
e` possibile controllare lo stato delle applicazioni e dei servizi ad esse collegati.
Successivamente e` possibile riavviare le applicazioni, arrestarle, modificare la
memoria utilizzata e il numero di istanze, settare l’indirizzo per raggiungere
l’applicazione da reti esterne.
• Catalogo di servizi: e` presente un elevato numero di servizi enterprise ready
gestibili tramite la dashboard. I servizi sono di varia natura continuamente in
evoluzione e comprendono funzionalita` come:
– Dati e analisi: servizi per la gestione e l’analisi dei dati come dashDB e
IBM Watson Machine Learning.
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– Watson: analisi intelligente e complesse come la traduzione di testo in
real-time e analisi sonora.
– IoT: servizi dedicati ad Internet of Things, in questa categoria rientra
WatsonTM IoT Platform.
– API: questa categoria possiede un unico servizio, IBM API Connect. IBM
API Connect e` una soluzione riguardante il ciclo di vita delle API end-
to-end completa, che abilita la creazione automatizzata delle API e la
rilevazione semplificata dei sistemi di record per gli sviluppatori. Uti-
lizzando strumenti automatizzati e basati sui modelli, e` possibile creare
nuove API e microservizi basati su runtime Java e Node.js, tutti gestiti
da una singola console unificata.
– Rete: servizi che migliorano le performance delle applicazioni riducendo
latenza e consumo della banda limitando i costi delle applicazioni.
– Archiviazione: Object Storage fornisce un archivio cloud non strutturato
per creare e inviare le applicazioni ed i servizi con elevata affidabilita` e
velocita`.
– Sicurezza: servizi di sicurezza di accesso in modalita` Single Sign On
(SSO).
– DevOps: servizi di elastic scaling che consentono alle applicazioni di
riscalare in base a politiche definite dall’utente.
– Servizi dell’applicazione: servizi per lo sviluppo di applicazioni.
• Disponibilita` di template applicativi chiamati Boilerplates che consentono di
avere una base di partenza per lo sviluppo di applicazioni Web, Mobile, Data
driven.
• Servizi aggiuntivi per il monitoraggio e la gestione delle applicazioni ad esempio
il servizio di analisi dei log.
• Ambienti di run-time diversi e predefiniti senza bisogno di installazioni par-
ticolari, che includono Java, Node-RED, Node.js, ASP.NET, Ruby, PHP,
Tomcat.
Possiede inoltre un nutrito ecosistema di partner presenti in tutto il mondo, che
contribuiscono a sviluppare servizi e nuovi runtime sulla piattaforma. Per esem-
pio Mongo Lab ha reso disponibile il database MongoDB nel catalogo BluemixTM.
Esiste la possibilita` che aziende di terze parti pubblichino le loro applicazioni nel
catalogo utilizzandola come vetrina.
Le modalita` di pagamento richieste da IBM R© BluemixTM sono estremamente flessi-
bili con modalita` pay-as-you-go/subscription e piani di spesa che vanno da free al
costo per consumo.
Ogni account BluemixTM possiede due entita`, organizzazioni e spazi, ed e`
possibile definire due ruoli che abilitano l’accesso a funzioni di gestione dell’account:
• Proprietario, un proprietario dell’account ha accesso al proprio profilo, dash-
board BluemixTM di utilizzo, directory di team, informazioni di fatturazione e
notifiche di spesa. Dalla pagina di gestione del team puo` invitare nuovi membri
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definendone i ruoli, impostare o modificare il limite di fatturazione, stabilire
l’accesso ai servizi e gestire organizzazioni/spazi che gli appartengono.
• Membro, un membro ha accesso ai propri limiti di fatturazione, crediti del-
l’account e profilo oltre alla directory del team a cui appartiene. Nella pagina
della directory del team e` possibile visualizzare solamente i membri del team
a cui appartiene.
Tutti i membri di un team vengono aggiunti come membri dell’account, e` compito
del proprietario definire per ogni membro un ruolo per abilitare specifiche viste
e autorizzazioni in BluemixTM. I ruoli a livello di organizzazione nell’account
BluemixTM possono essere:
• Gestore, i gestori dell’organizzazione possono creare, visualizzare, modifica-
re o eliminare gli spazi nell’organizzazione, visualizzare l’utilizzo e la quo-
ta dell’organizzazione, invitare nuovi membri nel team, gestire chi ha ac-
cesso all’organizzazione ed i loro ruoli e definire i domini personalizzati per
l’organizzazione.
• Gestore fatturazione, i gestori di fatturazione possono visualizzare le informa-
zioni sull’utilizzo dei runtime e quelle relative ai servizi attraverso la Dash-
board.
• Revisore, i revisori dell’organizzazione possono visualizzare il contenuto di ap-
plicazioni e servizi nell’organizzazione. I revisori possono anche visualizzare i
membri. Non possiedono alcun potere di modifica.
La seconda entita` sono gli spazi i quali permettono di raggruppare una serie di
applicazioni, servizi e membri del team. Gli spazi, a differenza delle organizzazioni
sono collegati ad una specifica regione in Bluemix: Regno Unito, Sydney, Stati Uniti
Sud. Dopo aver aggiunto dei membri del team ad un organizzazione e` possibile
concedere loro le autorizzazione ad alcuni spazi. Analogamente alle organizzazioni,
anche gli spazi hanno una serie di ruoli utente con specifiche autorizzazioni che
vengono assegnati ai membri del team:
• Gestore, i gestori dello spazio possono aggiungere membri dei team gia` esistenti
e gestire i ruoli nello spazio. Puo` inoltre visualizzare il numero di istanze, i
bind di servizio e l’utilizzo delle risorse per ciascuna applicazione nello spazio.
• Sviluppatore, gli sviluppatori dello spazio possono creare e gestire le applicazio-
ni e servizi in esso. Alcune delle attivita` di gestione includono la distribuzione
di applicazioni, l’avvio e l’arresto di applicazioni, la rinominazione ed elimi-
nazione di un’applicazione, la rinominazione di uno spazio, il bind o il suo
annullamento di un servizio a un’applicazione, la visualizzazione del numero
di istanze, i bind di servizi e il consumo di risorse per ciascuna applicazione
nello spazio. Inoltre, lo sviluppatore puo` associare un URL interno o esterno
a un’applicazione nello spazio.
• Revisore, i revisori spazio hanno un accesso in sola lettura a tutte le informa-
zioni sullo spazio, quali le informazioni sul numero di istanze, i bind di servizio
e l’utilizzo di risorse per ciascuna applicazione nello spazio.
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IBM R© BluemixTM fornisce un servizio chiamato CLI BluemixTM che offre una
modalita` unificata di interazione con le applicazioni, server virtuali, contenitori e
altri componenti in BluemixTM attraverso un’interfaccia a riga di comando. I co-
mandi nella CLI BluemixTM sono organizzati in modo strutturale, fornendo i servizi
di auto completamento per i comandi e gli argomenti. Il suo funzionamento in un
calcolatore prevede un’installazione preventiva della Cloud Foundry command line
interface e successivamente l’installazione della CLI BluemixTM seguendo le guide
dipendenti dal sistema operativo in uso.
Questo strumento e` stato sfruttato per il caricamento nell’ambiente BluemixTM del-
la mia applicazione “Server di autorizzazione” e per la sua gestione, illustrata nella
sezione 7.2.
La dashboard BluemixTM permette di gestire le applicazioni e servizi che sono
stati creati dividendoli in due categorie com’e` mostrato in Fig.6.2. Entrando in ogni
applicazione e` possibile effettuare le operazioni di gestione, vedere a che servizi e`
collegata e le spese di fatturazione che comporta. In questo esempio sono presenti
due applicazioni, PatavinaConnection (istanza di Node-RED) e AuthServerPatavi-
na. Compaiono inoltre tre servizi, dashDB, WIoTP e il database che memorizza il
flow di Node-RED (CloudantNoSQLDB).
Fig. 6.2: Dashboard Bluemix.
6.1 IBM R© WatsonTM IoT Platform
IBM R© WatsonTM IoT Platform per BluemixTM fornisce l’accesso ai servizi BluemixTM
per i dati e dispositivi IoT aiutando gli sviluppatori a comporre rapidamente i ser-
vizi di analisi, dashboard e le applicazioni IoT per dispositivi mobili. WatsonTM
IoT Platform consente di eseguire operazioni di gestione dei dispositivi connessi e
di archiviare i dati da essi generati, collegare numerose tipologie di device in modo
semplice e affidabile attraverso i protocolli di messaggistica MQTT e HTTP.
La sua struttura e` mostrata in Fig.6.3, e` possibile connettere i device fisici in maniera
logica tramite due unita` presenti nella piattaforma, i Gateway IoT ed i Dispositivi
IoT.
WatsonTM IoT Platform fornisce una dashboard per la gestione dei dispositivi e la
visualizzazione in tempo reale dei dati ricevuti, oltre allo possibilita` di definire delle
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Fig. 6.3: Architettura Watson IoT Platform [4].
applicazioni che utilizzano le API, per la gestione dei dispositivi connessi e la piat-
taforma. Nell’ambiente WatsonTM IoT Platform e` possibile collegare alcuni servizi
contenuti nel catalogo BluemixTM oppure memorizzare i dati in un database, diret-
tamente nell’ecosistema IBM R© o in locale, e successivamente riutilizzarli attraverso
delle API specifiche, utilizzando i servizi di analisi e gestione forniti da BluemixTM.
WIoTP fornisce un accesso controllato alla piattaforma riguardo agli utenti e
applicazioni che vogliono accedervi. I ruoli utente possono essere assegnati quan-
do vengono aggiunti, invitati o registrati degli utenti nella IBM R© WatsonTM IoT
Platform. E’ inoltre possibile assegnare o modificare i ruoli utente attraverso la
dashboard della piattaforma. I ruoli utente disponibili sono:
• Amministratore, concede l’accesso a tutte le API. Gli amministratori non
possono accedere alle operazioni ristrette ai device ed alle applicazioni.
• Operatore, ruolo destinato agli utenti front-end. Garantisce l’accesso alla mag-
gior parte delle operazioni nell’organizzazione, controllo sugli accessi, opera-
zioni analitiche.
• Sviluppatore, concede un accesso limitato alle operazioni del dispositivo, e
informazioni quali log, cache, storico delle operazioni. Ha un limite sulle
operazioni nell’organizzazione e controllo degli accessi.
• Analista, concede l’accesso alle operazioni di analisi, inclusi creazione, aggior-
namento e l’eliminazione di regole, azioni e schemi.
• Lettore, e` il ruolo predefinito, concede un accesso limitato alle operazioni
disponibili.
Le applicazioni che vogliono accedere alla piattaforma tramite API, possono
avere uno o piu` dei seguenti ruoli:
• Standard, concede l’accesso alla maggior parte delle operazioni dell’applicazio-
ne ma non alle operazioni riguardanti i ruoli e gli utenti.
• Operazioni, nega l’accesso alle operazioni di sottoscrizione o di pubblicazione.
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• Beckend attendibile, applicazioni che non interagiscono con l’amministratore
del sistema, nega l’accesso alle operazioni di gestione, organizzazione e ruolo.
• Processore dati, pensato per le applicazioni che eseguono l’elaborazione dei
dati e l’analisi.
• Visualizzazione, viene fornito l’accesso alle operazioni sui dati archiviati o live
e alle operazioni dashboard.
• Dispositivo, riguarda le applicazioni che hanno un comportamento da disposi-
tivi. Forniscono dei dati alla WIoTP come se fossero dei device.
Vediamo ora i concetti piu` rilevanti che vengono definiti dalla WatsonTM IoT
Platform, alcuni mostrati in Fig.6.4.
Fig. 6.4: Topologia per la WatsonTM IoT Platform [18].
6.1.1 Organizzazioni
Quando viene effettuata la registrazione alla WatsonTM IoT Platform, viene for-
nito un ID dell’organizzazione formato da sei caratteri che identificano in manie-
ra univoca l’account, visibile inoltre all’inizio dell’indirizzo web della WIoTP. E’
quindi possibile definire un’organizzazione come un’istanza della WIoTF dedica-
ta all’account in uso. Le organizzazioni assicurano l’accesso ai dati presenti nella
piattaforma solo attraverso i dispositivi e le applicazioni in essa contenute. Una
volta effettuata la registrazione, i dispositivi e le chiavi API con cui connettere i
servizi BluemixTM e le applicazioni sono dipendenti da un’unica organizzazione, in-
fatti un’applicazione che si collega alla piattaforma attraverso una chiave API, sara`
registrata nell’organizzazione associata alla chiave API utilizzata.
6.1.2 Applicazioni
Un’applicazione puo` essere un servizio qualsiasi che dispone di una connessione a
internet, interagisce con i dati dei dispositivi e ne controlla il comportamento. Le ap-
plicazioni che utilizzano la WatsonTM IoT Platform devono possedere una chiave API
e un ID dell’applicazione univoco. A differenza dei dispositivi, le applicazioni non
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devono registrarsi prima di poter stabilire una connessione a WatsonTM IoT Plat-
form. Tuttavia, devono servirsi di una chiave API valida che e` stata precedentemente
registrata.
6.1.3 Eventi
Gli eventi sono meccanismi con cui i dispositivi pubblicano i dati in WIoTP. A se-
conda del tipo di dato, i dispositivi assegnano al contenuto dei messaggi un nome
che prende il nome di evento, permettendo di suddividere i dati raccolti in gruppi.
Per determinare il dispositivo che ha generato il messaggio, la piattaforma utilizza
le credenziali allegate ad ogni evento, specificate nel topic MQTT con cui la piatta-
forma riceve i messaggi.
Le applicazioni devono essere configurate per definire i dispositivi ed eventi a
cui vogliono sottoscriversi, in questo modo possono elaborarli in tempo reale e
visualizzare i dati in esso contenuti.
6.1.4 Comandi
I comandi sono delle istruzioni con cui le applicazioni comunicano con i dispositivi.
Solo le applicazioni possono inviare comandi specifici per i device che compaiono
nella piattaforma. Ricevuto il comando un dispositivo deve conoscere quale azione
intraprendere ed i dispositivi possono essere progettati per elencare tutti i comandi
disponibili, oppure definirne un gruppo a cui e` possibile eseguire la sottoscrizione.
6.1.5 Gateway e dispositivi
Tutti i dispositivi che si vogliono connettere alla WIoTP devono essere registrati
prima della connessione, la registrazione puo` essere fatta manualmente oppure at-
traverso l’uso di un dispositivo logico di tipo gateway.
I gateway sono dispositivi specializzati che dispongono delle funzionalita` combinate
di un’applicazione e di un dispositivo, permettendogli di funzionare come punti di
accesso per altri dispositivi non precedentemente registrati nella piattaforma o che
non possiedono una connessione ad Internet. Questa classe di dispositivi devono
essere registrati nella piattaforma prima di poter connettersi ad essa.
Un dispositivo che si puo` connettere alla piattaforma puo` essere una qualsiasi
unita` che disponga di una connessione a internet in modo da poter trasmettere i dati
nel cloud. Tuttavia, i dispositivi non possono comunicare direttamente con altri de-
vice, mentre possono accettare i comandi ed inviare eventi alle applicazioni. Tutti i
dispositivi nella WIoTP sono identificati da un token di autenticazione univoco, con
cui possono connettersi alla piattaforma nel caso vengano registrati prima della loro
connessione, altrimenti e` possibile collegarli tramite un dispositivo di tipo gateway
alla piattaforma che effettuera` l’auto registrazione del device alla piattaforma.
WatsonTM IoT Platform riconosce due classi di dispositivi: dispositivi gestiti e
dispositivi non gestiti.
• Dispositivi gestiti: sono definiti come nodi che contengono un agent di gestione
del dispositivo, visto come un insieme di logica che consente al dispositivo
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di interagire con il servizio nativo di gestione del dispositivo WatsonTM IoT
Platform utilizzando un opportuno protocollo di comunicazione. I dispositivi
appartenenti a questa categoria possono quindi, eseguire gli aggiornamenti
dell’ubicazione, scaricare e aggiornare il firmware, riavviarsi e reimpostare i
valori predefiniti.
• Dispositivi non gestiti: sono tutti i dispositivi senza un agent di gestione del
dispositivo. I nodi non gestiti possono collegarsi a WatsonTM IoT Platform e
inviare/ricevere gli eventi e comandi, ma non possono trasmettere ed eseguire
le richieste di gestione del dispositivo.
Connessione dei dispositivi alla WIoTP
La WIoTP di IBM R© accetta la connessione dei dispositivi verso la piattaforma con
il protocollo MQTT oppure HTTP. Nel caso considerato in questa tesi e` stato uti-
lizzato il protocollo MQTT la cui struttura e` mostrata in Fig.6.5, essendo gia` in uso
nella suite “Lo-Ra NetSuite” di Patavina Technologies s.r.l.. La connessione di un
Fig. 6.5: Connessione dei dispositivi alla WatsonTM IoT Platform attraverso il
protocollo MQTT [18].
device, la pubblicazione e ricezione di messaggi alla piattaforma WIoTP attraverso
il protocollo MQTT deve seguire le specifiche fornite da IBM R©. Per la connessione
va specificato:
• indirizzo: org id.messaging.internetofthings.ibmcloud.com,
• porta 8883 per connessioni sicure (TCP),
• porta 443 per connessioni websocket sicure,
• porta 1883 per connessioni non sicure.
l’ID del client MQTT che cerca di connettersi alla piattaforma deve avere il seguente
formato d:org id:device type:device id le cui parti significano:
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• d, identifica che il client e` un device. Puo` essere sostituita dalla lettera g se il
dispositivo e` un gateway,
• org id, e` l’id univoco della WIoTP assegnato quando viene creata un istanza
del servizio,
• device type, indica la classe a cui appartiene il device e deve essere gia` stata
registrata nella WIoTP,
• device id, identifica in maniera univoca il device in uno specifico tipo di
device. Puo` essere visto come un numero seriale del dispositivo.
successivamente va inserito: (i) username, use-token-auth, che indica l’inserimento
nel campo password del token di autenticazione; (ii) password, e` il token di autenti-
cazione fornito quando il device e` stato registrato alla piattaforma; (iii) cleansession,
indica alla piattaforma di memorizzare i messaggi quando il dispositivo non e` con-
nesso.
La pubblicazione degli eventi segue una struttura del topic ben definita,
iot-2/evt/event id/fmt/format string in cui compaiono i seguenti campi:
• event id, indica il tipo di dato inviato, l’applicazione che riceve i dati puo`
selezionare solo gli eventi a cui e` interessata,
• format string, identifica la codifica del payload, e` stato utilizzato il formato
“JSON” nel mio caso.
La piattaforma supporta tutti i QoS definiti nello standard MQTT: 0, invia e di-
mentica; 1, il messaggio puo` essere ricevuto piu` volte; 2, il messaggio al ricevitore
deve essere consegnato una sola volta.
Il payload del messaggio in formato JSON non deve superare i 4096 byte e deve
essere codificato in UTF-8. Il JSON e` un formato per lo scambio di dati semplice da
leggere e da scrivere completamente indipendente dai linguaggi di programmazione.
JSON e` basato su due strutture:
• Un insieme di coppie nome/valore. In diversi linguaggi e` realizzato come un
oggetto di tipo record, struct, dizionario, tabella hash e molti altri.
• Un elenco ordinato di valori. Nella maggior parte dei linguaggi questo si
realizza con un array, vettore, elenco o sequenza.
Tutti i linguaggi di programmazione moderni lo supportano in entrambe le forme,
ulteriore documentazioni e` consultabile attraverso il sito internet ufficiale.
La ricezione di comandi e dati da parte dei device avviene tramite sottoscrizione a
Topic con la seguente struttura,
iot-2/cmd/command id/fmt/format string in cui compaiono i seguenti argo-
menti:
• command id, e` il tipo di comando che il device e` interessato a ricevere. E’
possibile utilizzare la wildcard “+” per ricevere tutti i comandi per questo
device.
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• format string, e` il tipo di payload che il device puo` gestire. E’ possibile
sfruttare la wildcard “+” se il device ha la capacita` di gestire tutti i formati.
Prima di sottoscriversi ai comandi, bisogna assicurarsi che esista un servizio in ascol-
to per la ricezione dei comandi nel dispositivo. Se il dispositivo non e` connesso, la
WIoTP ha la capacita` di memorizzare un massimo di 5000 messaggi che verranno
inoltrati quando il device si riconnettera` alla piattaforma.
Connessione di un device senza l’utilizzo di un gateway
In Fig.6.6 e` mostrato un esempio di connessione alla WIoTP senza l’impiego di
un gateway. Il device si connette direttamente alla piattaforma solo se e` stato
precedentemente registrato e si autentica attraverso un client id
d:org id:device type:device id, in questo caso un device di tipo myPiType e id
b12345678901, che pubblica eventi nel topic “iot-2/evt/temperature/fmt/json” e
riceve comandi dal topic “iot-2/cmd/+/fmt/json”.
Fig. 6.6: Connessione dei dispositivi alla WatsonTM IoT Platform senza l’uso di un
gateway [18].
Connessione di un device attraverso un gateway
In questo scenario i device per pubblicare messaggi si connettono alla piattaforma
tramite gateway com’e` mostrato in Fig.6.7. Il gateway per eseguire l’autenticazione
alla piattaforma deve essere registrato prima di connettersi ad essa, successivamen-
te eseguira` l’accesso attraverso un client id “g:org id:device type:device id” la cui
struttura si divide in:
• g, identifica che il client e` un gateway,
• org id, e` l’id univoco della WIoTP assegnato quando viene creata una istanza
del servizio,
• device type, indica la classe a cui appartiene il gateway e deve essere gia`
stata registrata nella WIoTP,
• device id, identifica in maniera univoca il gateway in uno specifico tipo di
gateway. Puo` essere visto come un numero seriale del dispositivo.
I device che si connettono alla piattaforma possono essere gia` stati registrati ma-
nualmente oppure essere registrati direttamente dal gateway. La pubblicazione degli
eventi generati dai device connessi al gateway utilizzano un topic con la seguente
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struttura:
“iot-2/type/device type/id/device id/evt/event id/fmt/format string”
mentre per i comandi:
“iot-2/type/device type/id/device id/cmd/command id/fmt/format string”.
Fig. 6.7: Connessione dei dispositivi attraverso un gateway alla WatsonTM IoT
Platform [18].
Il gateway puo` agire come un device
I gateway hanno la capacita` di agire come se fossero dei device, vedi Fig.6.8. Si au-
tenticano alla piattaforma utilizzando un client id “g:org id:device type:device id”,
pubblicano eventi e ricevono comandi attraverso questi due topic:
“iot-2/type/device type/id/device id/evt/event id/fmt/format string”;
“iot-2/type/device type/id/device id/cmd/command id/fmt/format string”;
sostituendo come device type e device id le sue informazioni.
Fig. 6.8: Un gateway puo` agire come un device nella WatsonTM IoT Platform [18].
Il valore aggiunto di un gateway
Ogni gateway o device puo` essere registrato manualmente nella piattaforma attra-
verso User Interface (UI) o API. Esiste un ulteriore metodo di autenticazione fornito
dai dispositivi di tipo gateway che permette di registrare in maniera automatica i
device che si connettono al gateway, Fig.6.9. I gateway creano una connessione si-
cura verso la piattaforma, cercano di autenticare il dispositivo alla piattaforma e
se non e` stato precedentemente registrato, li registra in maniera automatica. Que-
sta caratteristica dei gateway e` funzionale perche´ evita ad uno sviluppatore che
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lavora attraverso i dati forniti dalla WIoTP, di inserire manualmente i vari device,
caratteristica importante se dovessero essere inseriti 20 o piu` dispositivi.
Fig. 6.9: Connessione dei dispositivi non precedentemente registrati alla WatsonTM
IoT Platform [18].
6.1.6 Esempio di registrazione dei dispositivi alla piattafor-
ma
Per registrare un dispositivo alla WIoTP, bisogna aver definito a priori un tipo di
dispositivo, in questo modo sara` possibile inserire le informazioni successive: ID,
informazioni aggiuntive sul device e metadati. Ho deciso di utilizzare come ID del
dispositivo il devEUI e definire il tipo di device con l’appEUI. A registrazione com-
pletata verra` restituito un riepilogo contenente il token di autenticazione, che dovra`
essere salvato per riutilizzarlo quando il dispositivo dovra` accedere alla piattaforma.
Se il token viene perso va rieseguita la registrazione del dispositivo. Gli step per
registrare un dispositivo sono mostrati in Fig.6.10.
Dopo aver registrato i dispositivi e le relative tipologie sara` possibile ottenere un
riepilogo illustrato in Fig.6.11, e selezionando un device verranno restituite le sue
informazioni ed un log con gli ultimi eventi pubblicati.
6.1.7 Dashboard e analisi cloud
La dashboard fornita dalla WIoTP fornisce una visualizzazione real-time dei dati
ricevuti dai device connessi, un esempio e` mostrato in Fig.6.12. Utilizzando le tab
e dividendole in schede, e` possibile visualizzare graficamente i valori dei dataset da
uno o piu` dispositivi per avere una veloce panoramica e una migliore comprensione
dei dati. Non e` possibile visualizzare valori che hanno subito una minima elabora-
zione come la divisione per un numero ed altre semplici operazioni.
La dashboard e` utile per dare un rapido sguardo agli ultimi dati raccolti, per capire
se ci sono dei problemi sui device oppure se i dati raccolti sono incongruenti.
Utilizzando le analisi cloud WatsonTM IoT Platform, e` possibile specificare delle
regole basate sui dati ricevuti in tempo reale dai dispositivi connessi, che attivano
avvisi e azioni ben definite dall’utente. E’ possibile ad esempio creare una regola che
all’aumentare della temperatura in un dispositivo, invii un avviso alla dashboard e
una email all’amministratore della piattaforma attraverso Node-RED.
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Fig. 6.10: Registrazione di un dispositivo alla WatsonTM IoT Platform.
Fig. 6.11: Esempio di lista e tipologia di dispositivi registrati alla WatsonTM IoT
Platform.
Fig. 6.12: Esempio di dashboard nella WatsonTM IoT Platform [4].
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6.1.8 Scenari di business per l’uso della WIoTP
In BluemixTM un organizzazione puo` possedere piu` spazi, ed ogni spazio puo` conte-
nere una sola WatsonTM IoT Platform. Ho quindi identificato tre possibili scenari per
le aziende che non possiedono un account BluemixTM per altri scopi ma desiderano
accedere ai servizi forniti da IBM R©.
• Scenario 1 : ogni cliente possiede il suo account BluemixTM, almeno uno spazio
in cui verra` ospitata la sua WIoTP, quindi avra` una sua organizzazione in cui
avra` il ruolo di proprietario. Patavina Technologies s.r.l. potra` accedere al loro
spazio con uno dei vari ruoli introdotti, per il setup iniziale della piattaforma
e futuri servizi.
• Scenario 2 : l’azienda Patavina Technologies s.r.l. nel suo account BluemixTM
crea diversi spazi in base al numero di aziende clienti, ognuno contenente il
servizio WIoTP, e definira` per ogni spazio un team composto dai membri del-
l’azienda, impostandone i vari ruoli di spazio: gestore, sviluppatore o revisore.
Questa soluzione fornisce ad ogni azienda l’accesso ai propri dispositivi tramite
la WIoTP che e` ospitata nell’account di Patavina Technologies s.r.l., quindi le
spese di fatturazione saranno a carico di Patavina Technologies s.r.l..
• Scenario 3 : Patavina Technologies s.r.l. possiede la sua WIoTP ed ogni azien-
da cliente possiedera` la propria utilizzando uno dei primi due scenari. Patavina
Technologies s.r.l. avra` i dispositivi di tutte le aziende collegati nella sua piat-
taforma, comportandosi come un HUB, ed avra` il compito di reindirizzare il
traffico delle varie aziende nella loro piattaforma. In questo modo sara` possi-
bile filtrare e gestire in maniera completa il traffico generato da tutti i sensori
che comunicano attraverso il NetServer, con i servizi forniti da IBM R©. La
struttura e` mostrata in Fig.6.13.
Esiste inoltre la possibilita` di definire dei ruoli utente nella singola WIoTP co-
me spiegato nella sezione 6.1, ma non ho potuto approfondire a causa della scarsa
documentazione e non avendo a disposizione abbastanza account.
Fig. 6.13: Scenario 3 WatsonTM IoT Platform.
Capitolo 7
Interfacciamento di WatsonTM IoT
Platform alla rete Lo-RaTM
Come descritto nel capitolo precedente, IBM R© WatsonTM IoT Platform permette
la connessione di vari device in modo semplice e affidabile attraverso l’implementa-
zione di due protocolli, MQTT e HTTP. Il primo veniva gia` sfruttato da Patavina
Technologies s.r.l. quindi e` stato scelto di implementare la connessione attraverso il
protocollo MQTT.
Il progetto che ho svolto si e` basato sull’utilizzo di Node-RED in ambiente Micro-
soft Windows per la fase di test, e la creazione di alcuni nodi per collegare nella ma-
niera piu` semplice possibile la rete implementata secondo il protocollo LoRaWANTM
alla WatsonTM IoT Platform.
Node-RED e` uno dei tool piu` conosciuti di flow-based programming per l’Internet
of Things. Nasce dall’intuizione di alcuni ricercatori in IBM R©, Nicholas O’Leary,
Dave Conway-Jones e Andy Stanford-Clark, inizialmente realizzato per trasferire
messaggi attraverso il protocollo MQTT per collegamenti satellitari. Node-RED e`
scritto in JavaScript e funziona attraverso il framework Node.js, impiegato per rea-
lizzare applicazioni Web, basato su JavaScript Engine V8 di Google. Un vantaggio
importante che porta a lavorare con questo framework e` quello di poter usufruire dei
package gia` pronti e disponibili attraverso npm (un gestore per lo scaricamento di
package Javascript), installabili per aggiungere ulteriori funzionalita` a Node-RED.
Il modello event-driven di Javascript e l’esecuzione asincrona delle operazioni di I/O
consentono di sviluppare soluzioni scalabili ed efficienti, per l’analisi real-time di
flussi dati, caratteristiche fondamentali per l’Internet of Things.
Le applicazioni Node-RED sono definite come “flow” e il codice Javascript e` presen-
te nel runtime che garantisce l’esecuzione di uno o piu` flussi, ma anche nei blocchi
che li compongono, chiamati “nodi”. Ogni nodo viene rappresentato da due file:
il primo e` Javascript che contiene l’implementazione del processo e l’elaborazione
eseguita dal relativo nodo, mentre il secondo e` descritto attraverso codice HTML e
Javascript per quanto riguarda la parte visuale e di configurazione del nodo. Dal-
l’interfaccia HTML vengono recuperati parametri del nodo che verranno inseriti da
parte dell’utente che crea un flusso. Ci sono diverse categorie di nodi predefiniti:
• Input nodes: generano messaggi immettendoli nei flussi,
• Output nodes: consumano i messaggi facendoli uscire dal flusso ed inviandoli
ad un servizio esterno,
• Processing nodes: eseguono delle operazioni sui singoli messaggi, inviandone
uno o piu` in uscita.
I nodi in Node-RED sono attraversati da messaggi, di default oggetti Javascript
chiamati msg, contenenti un insieme di proprieta`. I messaggi spesso contengono la
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proprieta` msg.payload che e` il payload del messaggio ma possono contenerne molte
altre in base alle caratteristiche dei nodi che attraversano.
Il messaggio e` la struttura dato primaria sfruttata da Node-RED ed e` l’unica che
puo` attivare le funzionalita` di un nodo, questo permette di avere dei flussi sempre
puliti e senza variabili memorizzate in cache. Questo e` un punto chiave dei linguaggi
flow-based. Ogni nodo puo` interagire con gli altri solamente attraverso i messaggi,
e la creazione di un nodo e` indipendente dagli altri, questo significa che possono
coesistere due nodi dello stesso tipo che lavorano in maniera asincrona e senza con-
divisione di variabili. La connessione fra due nodi avviene tramite delle “porte”, di
input e output di cui ogni nodo e` dotato; esistono inoltre nodi con input e output
multipli, a seconda dell’uso per cui il nodo e` stato definito.
L’ambiente grafico dove viene eseguito Node-RED e` il browser, ma non e` ne-
cessario, infatti, ogni flusso viene descritto da un file in formato JSON, scrivibile
con un editor di testo. L’installazione di Node-RED e` molto semplice e deve essere
preceduta dall’installazione di NodeJS scaricabile online. Successivamente va sca-
ricata l’ultima release di Node-RED direttamente dal sito ufficiale, ed attraverso il
Package manager npm e` necessario installare tutte le sue dipendenze. Per avviare
il runtime, bastera` eseguire la shell Windows e digitare il comando “node-red”; se
il processo andra` a buon fine come in Fig.7.1, bastera` avviare il browser e digitare
l’indirizzo localhost:1880 per ottenere la UI di Node-RED mostrata in Fig.7.2.
Fig. 7.1: Node-RED avvio tramite shell.
Nella prima fase sono stati adottati i nodi predefiniti in Node-RED, mostrati in
Fig.7.3 in cui compaiono
• LoraReceiver: e` un nodo MQTT IN e la sua configurazione deve permettere
la connessione ad un Broker MQTT,
• Json: e` una funzione di conversione del msg.payload in una stringa JSON da/a
un oggetto Javascript,
• LoraToWatsonParsing: e` una funzione di mia implementazione che converte il
payload esadecimale, fornito dai dispositivi connessi, nei rispettivi valori interi
inviando in uscita una messaggio con i valori in chiaro ed il topic conforme
alle specifiche imposte dalla WatsonTM IoT Platform,
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Fig. 7.2: Node-RED User Interface.
Fig. 7.3: Flow in Node-RED utilizzando i nodi standard.
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• WIoTPlatform: e` un nodo MQTT OUT e la sua configurazione deve per-
mettere la connessione alla WIoTP. I parametri da inserire hanno la seguente
struttura:
– Server: “org id.messaging.internetofthings.ibmcloud.com”,
– Client ID: “g:org id:device type:device id”,
– Topic: i messaggi che andranno inoltrati alla piattaforma dovranno avere
il seguente formato:
“iot-2/type/device type/id/device id/evt/event typeORcommand type/fmt/json”,
– Nel tab security sono stati utilizzati: Username, “use-token-auth”; Pas-
sword, il token fornito alla registrazione del gateway nella piattaforma.
Inizialmente ho effettuato la connessione del nodo “LoraReceiver” al broker fornito
dal servizio CloudMQTT come spiegato nella sezione 4.4. Ho creato una istan-
za di Node-RED in locale con due flow, nel primo inviavo dei messaggi al broker
CloudMQTT, nel secondo li ricevevo connettendomi al broker ed effettuando la sot-
toscrizione a tutti i topic attraverso la wildcard “#”. Una volta ricevuti li inoltravo
alla piattaforma WIoTP.
Per la “connessione” dei dispositivi alla piattaforma e` stato utilizzato un device di
tipo gateway, con la capacita` di auto-registrare i dispositivi alla piattaforma. Il nodo
MQTT OUT nel tab security e` stato configurato grazie alle credenziali fornite dalla
WIoTP, nell’istante in cui e` stato creato il dispositivo di tipo gateway attraverso la
UI della piattaforma.
Dopo aver controllato l’effettiva ricezione dei messaggi da parte della piattafor-
ma, e` stato possibile avere una panoramica in real-time dei dati attraverso l’utilizzo
della dashboard. Patavina Technologies s.r.l. mi ha fornito in un secondo momento
i mezzi per accedere ai pacchetti inviati dai sensori, connettendomi ad un broker
MQTT di loro proprieta` attraverso delle credenziali.
7.1 Sviluppo nodi custom per Node-RED
Lo sviluppo dei nodi custom e` stato eseguito attraverso Microsoft Visual Studio
2015, un ambiente di sviluppo integrato. Attualmente supporta diversi tipi di lin-
guaggio, quali C, C++, C#, F#, Visual Basic .Net, Html e JavaScript, permettendo
la realizzazione di applicazioni, siti web, applicazioni web e servizi web.
Per completare il lavoro di tesi sono stati sviluppati tre nodi, per sostituire gli
attuali MQTT IN/OUT e la funzione di parsing, per rendere la configurazione piu`
semplice e veloce, da parte di utenti che non abbiano familiarita` con Node-RED ed il
linguaggio Javascript. Per farlo ho dovuto approfondire la conoscenza e lo sviluppo
software dei nodi, imparare a scrivere nei linguaggi Javascript e HTML per riuscire
a definire i seguenti nodi:
• “Patavina In”: permette la connessione verso il broker MQTT di Patavina
Technologies s.r.l., per ricevere i messaggi provenienti dai topic a cui e` stata
effettuata la sottoscrizione.
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• “Patavina Out”: fornisce un interfaccia di configurazione semplificata per
inoltrare i messaggi verso la WatsonTM IoT Platform.
• “Patavina Parser”: sostituisce la funzione che traduce il payload esadecimale
in valori interi, suddividendolo in diverse proprieta` aggiunte nel messaggio di
output del nodo.
Ricapitolando, ogni nodo viene rappresentato da un file Javascript che esegue la
logica nascosta del nodo, mentre un secondo file e` l’interfaccia grafica del nodo in
cui compaiono script Javascript e codice HTML. Dal sito web di Node-RED e` stato
possibile trovare la documentazione riguardante le classi ed i metodi utilizzabili nel
runtime Node-RED.
Per caricare i nodi custom nell’istanza di Node-RED ospitata in BluemixTM biso-
gna creare la repository Git accedendo all’applicazione di Node-RED nella dashboard
BluemixTM, entrando nella sezione panoramica va premuto il tasto in basso a destra
Aggiungi Pipeline E Repository (mostrato in Fig.7.13) e nella cartella nodes vanno
aggiunti i due file del nodo. Per funzionare e` necessario modificare il package.json
nella sezione dependencies aggiungendo le seguente righe:
• “mqtt”: “1.13.0”
• “is-utf8”: “0.2.1”
fra virgolette com’e` mostrato in Fig.7.4. Successivamente vanno salvati i cambiamen-
ti ed eseguite le operazioni Commit&Push nella repository. Il flow finale e` mostrato
Fig. 7.4: Repository Git associata all’istanza Node-RED in BluemixTM.
in Fig.7.5 in cui compaiono i nodi appena descritti.
Fig. 7.5: Flow finale per l’interfacciamento della rete Lo-RaTM alla WIoTP.
7.1.1 Patavina In
Appartiene alla categoria Input nodes e lo scopo del nodo “Patavina In” e` quello
di connettersi come subscriber ad un broker, definendo indirizzo del server ed i
topic a cui sottoscriversi. Per farlo mi sono basato sul package MQTT node.js
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scaricabile tramite npm e gia` utilizzato dal nodo predefinito MQTT IN, oltre ad
essere stata creata l’interfaccia grafica in cui definire la struttura del topic. E’ stata
quindi inserita la possibilita` di servirsi della wildcard “+” attraverso l’uso di una
campo checkbox, per ottenere la sottoscrizione ad un intero livello del topic come
da specifiche MQTT 3.1.1.. Dal punto di vista realizzativo, il nodo ha le seguenti
caratteristiche:
• Possiede una porta di output,
• Una volta configurato il nodo, i dati inseriti vengono salvati e ricaricati quando
si riaccede all’interno del nodo, prima di ricaricare la pagina web va premuto
il tasto Deploy,
• Permette di configurare il subscriber/publisher per la connessione verso il bro-
ker MQTT. Se deve essere aggiunto un certificato il percorso base in BluemixTM
e`: /home/vcap/app/public/cert.pem,
• Attraverso l’utilizzo della checkbox, viene inserito nel livello corrispondente la
wildcard “+”,
• In base al flag della checkbox, la casella di testo viene attivata o disabilitata,
• Il contenuto guida inserito nelle caselle di testo puo` essere di due tipi in base
allo stato della checkbox,
• Se la checkbox non e` segnata, e` obbligatorio inserire qualcosa nel campo di
testo che verra` evidenziato in rosso e riempito con una scritta che aiuta ad
inserire il contenuto richiesto,
• E’ possibile definire la direzione a cui il client vuole sottoscriversi, se in uplink
o downlink,
• E’ possibile settare il QoS,
• Ridefinendo la dimensione della schermata di configurazione del nodo, tutti gli
oggetti subiranno un ridimensionamento proporzionale alla nuova dimensione.
Il nodo “Patavina In” e` mostrato in Fig.7.6, in versione incompleta per non dan-
neggiare Patavina Technologies s.r.l..
7.1.2 Patavina Out
Il nodo “Patavina Out” permette la connessione alla WatsonTM IoT Platform ed
appartiene alla categoria Output nodes, in cui vanno inserite le informazioni di
configurazione, id organizzazione, tipo di connessione (con/senza gateway), tipo di
dispositivo e relativo id. Nel tab sicurezza vanno inseriti username “use-token-auth”
e nel campo password il token fornito durante la registrazione del dispositivo nella
WIoTP. Per connettersi alla piattaforma deve essere stato precedentemente definito
un dispositivo, nel mio caso di tipo gateway con associato un id univoco (device id), a
cui sono state successivamente fornite le credenziali di connessione alla piattaforma.
Il nodo ha le seguenti caratteristiche:
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Fig. 7.6: User Interface del nodo “Patavina In”.
• Possiede una porta di input,
• Una volta configurato il nodo, i dati inseriti vengono salvati e ricaricati quando
si riaccede all’interno del nodo, prima di ricaricare la pagina web va premuto
il tasto Deploy,
• Permette di configurare il subscriber/publisher per la connessione verso il bro-
ker MQTT. Se deve essere aggiunto un certificato il percorso base in BluemixTM
e`: /home/vcap/app/public/cert.pem,
• E’ obbligatorio inserire l’id dell’organizzazione, il tipo di connessione, id ed il
tipo del device con cui cerchiamo di connetterci alla piattaforma,
• Se non e` stato inserito un valore nelle caselle di testo, verra` evidenziata in
rosso e riempita con una scritta che aiuta ad inserire il contenuto richiesto,
• E’ possibile settare il QoS.
Il nodo “Patavina Out” e` mostrato in Fig.7.7.
7.1.3 Patavina Parse
Il payload nei messaggi che vengono inviati dal broker MQTT verso l’istanza di
Node-RED sono in base esadecimale, rendendo necessaria l’operazione di suddivi-
sione e conversione in intero o float dei vari dati contenuti nel payload. Essendo
la funzione di parsing utilizzata da Patavina Technologies s.r.l. standard, si e` de-
ciso di costruire un blocco che permettesse di eseguire queste trasformazioni senza
scrivere del codice Javascript che porta spesso ad errori, sfruttando solamente un
interfaccia grafica. Per renderlo utilizzabile anche in un ambito non riguardante
l’ambiente WIoTP si e` scelto di non far modificare il valore del topic da questo nodo
ma successivamente. Ho definito un nodo chiamato “Patavina Parse” appartenente
alla categoria Processing nodes che in uscita invia i msg con le seguenti proprieta`:
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Fig. 7.7: User Interface del nodo “Patavina Out”.
• msg.topic, contiene lo stesso topic del messaggio di input,
• msg.payload, il payload si divide in due proprieta`:
– msg.payload.sensore, contiene le proprieta` che sono state aggiunte tramite
la configurazione del nodo,
– msg.payload.statistics, contiene le statistiche del messaggio ricevuto in
input.
La struttura della UI nel nodo e` composta dai seguenti campi mostrati in Fig.7.8,
ed e` possibile aggiungerli premendo il tasto add :
• Label, definisce il nome della proprieta` da aggiungere al msg.payload.sensore,
e.g., se viene riempita la casella di testo con la scritta “battery”, il messaggio
in uscita avra` la proprieta` msg.payload.sensore.battery,
• From, indica la posizione da dove inizia a considerare il payload, e.g. e` il
primo parametro a del metodo substr: substr(a,b). Nota: viene disabilitato
se selezionato Type=Custom.
• Length, indica il numero di caratteri da estrarre dal payload partendo dalla
posizione indicata in From, e.g. e` il secondo parametro b del metodo substr:
substr(a,b). Viene disabilitato se selezionato Type=Custom/Float,
• Type, puo` essere di tre tipi:
– Integer, esegue l’operazione di parseInt della parte di payload esadecimale
scelta,
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– Float, esegue l’operazione di parseFloat della parte di payload esadeci-
male scelta,
– Custom, permette di scrivere nel campo Reg. exp. il body di una funzione
che restituisce un unico oggetto o valore.
• Reg. exp., il suo utilizzo dipende dal Type scelto:
– Integer/Float, se il Type e` uno di questi due, allora puo` essere inserita
un’operazione matematica da eseguire al valore intero, convertito dalla
parte di payload esadecimale scelta, e.g., *100/254;
– Custom, deve essere scritto il body di una funzione in Javascript che
deve restituire un valore oppure un oggetto. Il valore restituito andra`
inserito nella proprieta` msg.payload.sensore.Inserted-Label. E’ possibile
utilizzare il payload esadecimale completo attraverso la variabile pay-
load oppure utilizzare le statistiche del pacchetto attraverso la variabile
statistics.Defined-property. Alcuni esempi di Reg. exp possono essere:
∗ Restituisce l’ora: “var t = new Date().getTime()/1000; return t;”.
∗ Restituisce una parte di payload: “var t = parseInt(payload.substr(8,
2), 16); return t”.
∗ Restituisce statistics.channel: “var t = statistics.channel; return t;”.
va considerato solo il testo fra gli apici, senza ricopiare gli apici stessi.
Dal punto di vista implementativo, il nodo ha le seguenti caratteristiche:
• Possiede una porta di input e una di output,
• Una volta configurato il nodo, i dati inseriti vengono salvati e ricaricati quando
si riaccede all’interno del nodo, prima di ricaricare la pagina web va premuto
il tasto Deploy,
• Permette di eseguire la funzione di conversione del payload senza scrivere
codice Javascript ed aggiungendo un’operazione matematica in Reg. exp.,
• L’aggiunta di un’operazione matematica se il Type=Integer o Float e` opzionale,
• Fornisce la possibilita` di aggiungere un numero arbitrario di proprieta` al
msg.sensore specificando un testo nel campo Label,
• Viene selezionata una parte di payload specificando i valori From e Length,
• Se viene selezionato il Type=Float, il campo Length non e` editabile e mantiene
il valore 4,
• Se viene selezionato il Type=Custom, il campo From e Length sono bloccati e
non vengono considerati,
• Selezionando Type=Custom e` possibile inserire il corpo di una funzione Ja-
vascript che verra` correttamente interpretato, inoltre sara` possibile accede-
re unicamente a due variabili, payload esadecimale e statistics contenuti nel
messaggio in input al nodo,
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• Ridefinendo la dimensione della schermata di configurazione del nodo, tutti gli
oggetti subiranno un ridimensionamento proporzionale alla nuova dimensione,
• Il topic non viene considerato e non e` modificabile da questo nodo.
Fig. 7.8: User Interface del nodo “Patavina Parse”.
7.2 Il server di autorizzazione
Ogni nodo che vuole connettersi alla rete secondo il protocollo LoRaWANTM tra-
mite OTA, deve eseguire una procedura di autenticazione, chiamata procedura di
join illustrata nella sezione 3.3.6. All’inizio di questa procedura viene inviato da
parte del nodo un messaggio di join request verso il Netserver contenente i suoi
AppEUI e DevEUI, seguito dal DevNonce. Il NetServer chiede ad un’istanza logica
chiamata “server di autorizzazione” se il dispositivo puo` accedere alla rete, in caso
affermativo riceve un messaggio di accettazione, altrimenti avvisa il NetServer che il
nodo non puo` accedere alla rete. Solamente nel caso di risposta positiva il NetServer
rispondera` con un messaggio di join accept altrimenti non inviera` nulla al nodo.
Si e` pensato di importare in IBM R© BluemixTM il server di autorizzazione, permet-
tendo l’accesso alla rete solamente ai dispositivi precedentemente registrati nella
piattaforma. Quindi ad ogni arrivo di messaggio “richiesta autorizzazione” da parte
del NetServer contenente AppEUI e DevEUI, il server di autorizzazione cerchera`
nella lista dei dispositivi registrati alla piattaforma la presenza del dispositivo corri-
spondente, rispondendo con un messaggio di accettazione o negazione per l’accesso
alla rete a seconda della situazione.
Per recuperare la lista dei dispositivi registrati alla piattaforma e` necessario forni-
re l’accesso con delle credenziali dipendenti dall’applicazione che le utilizza. Viene
quindi richiesta la registrazione dell’applicazione in cui va inserito: id applicazione
univoco; ruolo con cui l’applicazione deve accedere, come specificato nella sezione
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6.1. In questo caso l’applicazione doveva solamente visualizzare la lista dei disposi-
tivi quindi ho fornito l’accesso tramite il ruolo Standard che impedisce di accedere
alle operazioni riguardanti ruoli e utenti.
Fig. 7.9: Comunicazione logica fra NetServer e Server di autorizzazione.
Il server di autorizzazione avra` la capacita` di ricevere ed interpretare solamente i
messaggi di “richiesta autorizzazione”, se la procedura di join va a buon fine allora la
piattaforma iniziera` a ricevere dati dal nodo appena connesso, altrimenti non verra`
accettato impedendogli la comunicazione con il NetServer e di conseguenza la piat-
taforma. Si potrebbe riscontrare un problema di auto registrazione se il NetServer
iniziasse ad inviare pacchetti di dati alla piattaforma senza che il nodo fosse stato
precedentemente registrato in essa, in questo caso il nodo verrebbe auto registrato
grazie alla funzionalita` del gateway. Fortunatamente per come e` stato definito il
protocollo LoRaWANTM, se un nodo non viene autenticato e inizia ugualmente a
trasmettere pacchetti di informazioni al NetServer, questi verranno eliminati senza
tenerne traccia perche´ non consentiti.
Nel caso in cui venissero eliminati uno o piu` nodi dalla piattaforma tramite interfac-
cia grafica per espellerli dalla rete, dovra` essere inviato un messaggio al NetServer
per informalo della disconnessione. Tutti i successivi messaggi ricevuti dal device
disconnesso non dovranno arrivare alla piattaforma per evitare che venga auto regi-
strato.
I nodi che vogliono accedere alla rete vanno registrati nella WIoTP nel seguente
modo se si vuole utilizzare il server di autorizzazione:
• Il tipo di dispositivo corrispondera` all’AppEUI. Andra` definito un tipo di
dispositivo diverso per ogni appEUI.
• L’ID del dispositivo sara` il DevEUI,
• Nel campo metadati dovranno essere inseriti in formato JSON: deveui, appeui,
appkey, fcntsize, class. Come mostrato in figura 7.10.
L’implementazione per il caricamento nell’ambiente BluemixTM e` stato eseguito per
avere due soluzioni: appoggiarsi a Node-RED definendo un nodo; creare un’appli-
cazione indipendente. In entrambi i casi il codice e` identico e condiviso, evitando di
dover modificare il codice in entrambi i progetti per aggiungere delle funzionalita`.
7.2.1 Implementazione
Nella fase di implementazione ho usufruito delle API node.js contenute nella libre-
ria “ibmiotf” scaricabile tramite npm. La WatsonTM IoT Platform fornisce inoltre
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Fig. 7.10: Campo metadati in fase di registrazione.
della documentazione con esempi per capirne il funzionamento e utilizzo, reperibile
all’indirizzo https://github.com/ibm-watson-iot/iot-nodejs.
Per implementare l’invio di un messaggio al NetServer in caso di cancellazione di
uno o piu` dispositivi da UI, non ho potuto utilizzare delle API gia` esistenti. Ho
quindi implementato una funzione che memorizza la lista di dispositivi ogni x se-
condi e confronta il contenuto con la lista precedentemente memorizzata, ricercando
i dispositivi cancellati. Successivamente per ogni dispositivo cancellato invia un
messaggio al NetServer informandolo della disconnessione da eseguire.
Specifiche del nodo in Node-RED
Il nodo “Authorization Server” permette la connessione alla WatsonTM IoT Plat-
form e contemporaneamente ad un broker MQTT, per inviare e ricevere i messaggi
al server LoRaWANTM.
La struttura della UI e` mostrata in Fig.7.11 e divisa in due configurazioni diverse una
per la WIoTP ed una per il broker MQTT. Per configurare l’accesso alla piattaforma
vanno ottenute preventivamente delle credenziali con cui l’applicazione deve acce-
dere ed associargli un ruolo come spiegato nella sezioni: 6.1, 7.2. Successivamente
andranno inserite nella UI nel seguente modo:
• Org. ID, id dell’organizzazione definita dalla WIoTP a cui si vuole accedere,
• Domain, dominio, e` standard e pre-inserito ma in futuro potrebbe variare,
• App. ID, e` l’ID con cui sono state definite le credenziali per questa applica-
zione,
• Auth. key, e` la chiave di autenticazione,
• Auth. token, e` il token di autenticazione.
Per la configurazione del client MQTT vanno inserite le credenziali standard di ac-
cesso: indirizzo e porta del server; username; password; QoS e keep alive time.
E’ stato aggiunto un parametro, che e` l’intervallo di tempo con cui si controlla se
sono stati eliminati dei dispositivi.
Il nodo e` utilizzabile in qualsiasi istanza di Node-RED in locale o attraverso il
servizio offerto nel catalogo BluemixTM. Nel secondo caso va creata la repository
Git accedendo all’applicazione di Node-RED nella dashboard BluemixTM, entrando
nella sezione panoramica va premuto il tasto in basso a destra Aggiungi Pipeline
E Repository (mostrato in Fig.7.13) e nella cartella nodes vanno aggiunti i due file
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del nodo. Successivamente vanno salvati i cambiamenti ed eseguite le operazioni
Commit&Push nella repository.
Fig. 7.11: User Interface del nodo Authorization Server.
Caricamento dell’applicazione in BluemixTM
Per caricare il codice in BluemixTM bisogna accedere al catalogo e nella categoria
Runtime Cloud Foundry selezionare SDK for Node.jsTM per definire l’ambiente
in cui caricare l’applicazione, inoltre ho definito tre file per il funzionamento del
server di autorizzazione.
Il primo e` index.js in cui vanno inseriti manualmente i parametri per consentire
l’accesso alla WIoTP e la connessione al broker MQTT. Questo file richiama una
funzione contenuta nel rispettivo nodo in Node-RED, in questo modo il codice non
e` ripetuto.
Successivamente c’e` manifest.yml che definisce il nome con cui verra` visualizzata
l’applicazione nella dashboard BluemixTM, la memoria che gli verra` concessa e l’u-
nico file da eseguire.
L’ultimo file si chiama push.bat ed e` uno script per shell Windows che carica au-
tomaticamente tutti i file in BluemixTM e va eseguito come amministratore. Deve
essere modificato a seconda delle esigenze stando attenti ad inserire il percorso della
cartella contenente i file da caricare e le credenziali di login per l’account BluemixTM.
Un suo esempio di esecuzione e` mostrato in Fig.7.12. Dopo il caricamento e` possibi-
le controllare il corretto funzionamento dell’applicazione tramite il log mostrato in
Fig.7.14. Il log nel caso di corretta esecuzione mostra una riga, in base al numero di
secondi con cui interroga la piattaforma sulla quantita` di device registrati del tipo:
“# of devices:5 # of devices:5”
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Fig. 7.12: Schermata che si ottiene avviando il file push.bat.
che rappresenta il numero di dispositivi registrati nelle ultime due volte in cui e`
stata effettuata l’interrogazione alla piattaforma.
Fig. 7.13: Pagina di gestione dell’applicazione AuthServerPatavina.
Fig. 7.14: Schermata di log dell’applicazione AuthServerPatavina.
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7.3 La dashboard Node-RED
La UI dashboard e` un package aggiuntivo di Node-RED che permette di sfruttare
i dati forniti dai sensori e lanciare delle semplici azioni attraverso dei pulsanti. Per
poterla adoperare in un’istanza di Node-RED residente in BluemixTM va creata la
repository Git (premendo nell’applicazione dalla dashboard BluemixTM e andando
nella sezione panoramica va premuto il tasto in basso a destra Aggiungi Pipeline E
Repository mostrato in Fig.7.13) e modificato il package.json nella sezione depen-
dencies aggiungendo la seguente riga “node-red-dashboard”:“2.1.0” fra virgolette
com’e` mostrato in Fig.7.15, successivamente vanno salvati i cambiamenti ed esegui-
te le operazioni Commit&Push nella repository.
Fig. 7.15: Repository Git associata all’istanza Node-RED in BluemixTM.
In questo modo saranno aggiunti dei nodi con cui sara` possibile strutturare la da-
shboard ed accedervi all’indirizzo http://<your-application-name>.mybluemix.
net/ui.
Per ottenere dei grafici contenenti i dati storici forniti da un certo sensore, e` sta-
to aggiunto in BluemixTM un servizio di memorizzazione chiamato dashDB. IBM R©
fornisce numerosi servizi per l’archiviazione dei dati e dashDB puo` essere utilizzato
per archiviare i dati relazionali e analizzarli con il linguaggio SQL.
Per la sua aggiunta e` necessario entrare nel catalogo, selezionarlo e fare il binding
con l’istanza di Node-RED ospitata da BluemixTM che lo utilizzera`. Rimandando il
progetto di un database nel futuro, ho generato una tabella in cui ogni tupla possie-
de la chiave primaria (UUID), le informazioni del dispositivo, tutti i dati contenuti
nel payload e nelle statistiche del pacchetto. Ho quindi importato il seguente codice
SQL:
CREATE TABLE "PNETWORK"
(
"UUID" CHARACTER (36) NOT NULL ,
"DEVICEID" CHARACTER (16),
"DEVICETYPE" VARCHAR (16),
"EVENTTYPE" VARCHAR (20),
"G_BATTERY" FLOAT ,
"G_LED" CHARACTER (1),
"G_HUMIDITY" INTEGER ,
"G_TEMPERATURE" FLOAT ,
"G_LUX" INTEGER ,
"TIMESTAMP" INTEGER ,
"G_SEQNO" INTEGER ,
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"G_FREQ" FLOAT ,
"G_SF" FLOAT ,
"G_MODBW" FLOAT ,
"G_RSSI" REAL ,
"G_SNR" REAL ,
PRIMARY KEY (UUID)
);
L’istanza di Node-RED offerta in BluemixTM contiene un nodo per memorizzare
i dati nel dashDB e quello relativo alla selezione di alcune tuple eseguendo una
query, mostrata in Fig.7.16. In questo modo, servendoci della dashboard e` possibile
Fig. 7.16: Nodi riguardanti il servizio DashDB in BluemixTM. A sinistra il nodo per
eseguire le query; a destra il nodo per eseguire gli inserimenti nel DB.
creare delle query interattive per ottenere i dati richiesti di un certo sensore. Nella
UI dashboard per evitare di inserire manualmente ogni device nella lista drop-down,
ho definito una query che restituisce l’ID di tutti i device in maniera non ripetuta:
SELECT DISTINCT P.DEVICEID
FROM PNETWORK AS P
Per ottenere la lista dei campi i cui valori hanno un significato nell’essere disegnati
in un grafico, ho deciso di filtrare le colonne introducendo “G ” all’inizio di ogni voce,
eseguendo la seguente query si otterra` il risultato voluto:
SELECT colname
FROM syscat.columns
WHERE tabname=’PNETWORK ’ AND colname LIKE ’G_%’
Per ottenere le ultime 10 rilevazioni da un sensore, si puo` eseguire la seguente
query per ottenerli in ordine discendente
SELECT P.TIMESTAMP , P.G_TEMPERATURE , P.UUID
FROM PNETWORK AS P
WHERE P.DEVICEID = ’0000000000000018 ’
ORDER BY P.TIMESTAMP DESC LIMIT 10;
per ottenerli in modo ascendente vanno definite due query innestate:
SELECT PP.TIMESTAMP , PP.G_TEMPERATURE , PP.UUID FROM (
SELECT P.TIMESTAMP , P.G_TEMPERATURE , P.UUID
FROM PNETWORK AS P
WHERE P.DEVICEID = ’0000000000000018 ’
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ORDER BY P.TIMESTAMP DESC LIMIT 10
) AS PP
ORDER BY PP.TIMESTAMP ASC
che vanno evitate se possibile, quindi ho deciso di servirmi della prima query
implementando in modo corretto il codice javascript per inviare i dati alla UI dash-
board di Node-RED in maniera ascendente.
Un esempio della dashboard e` mostrato in Fig.7.17 in cui sono stati utilizzati e
configurati i seguenti nodi:
• Dropdown, permette di aggiungere una lista drop-down, e` stata adoperata per
creare delle query interattive.
• Form, aggiunge dei campi di inserimento il cui contenuto viene inviato a Node-
RED premendo il bottone submit. L’ho utilizzato per inserire il numero di
punti della cronologia da visualizzare nel grafico.
• Text input, mostra un campo di testo non modificabile dalla UI dashboard che
contiene l’ultimo valore inserito nel Form.
• Chart, permette di disegnare un grafico nella UI dashboard. Non e` possibile
avere due linee contemporaneamente nello stesso grafico, se i dati vengono
ricevuti dal DB.
Fig. 7.17: Nodi utilizzati per definire la dashboard in Node-RED.
Combinando i nodi come in Fig.7.17 e` stato possibile generare la rappresentazione
grafica in modo interattivo, dei dati restituiti da un sensore alla volta:
• l’ID del dispositivo,
• il sensore di cui vogliamo ottenere i dati,
• il numero di punti dello storico da visualizzare.
mostrato in Fig.7.18.
72 Interfacciamento di WatsonTM IoT Platform alla rete Lo-RaTM
Fig. 7.18: UI dashboard definita con i nodi mostrati in Fig.7.17.
7.4 Gestione del codice tramite repository Bit-
bucket
Bitbucket e` un servizio di hosting in cloud per progetti che utilizzano Git oppure
Mercurial. I progetti a cui ho lavorato possono dividersi in due categorie, quelli che si
basano su Node-RED (i vari nodi) e il progetto riguardante il server di autorizzazione
che si carica direttamente in BluemixTM, ma utilizza un codice condiviso con il nodo
di Node-RED. Per gestire al meglio gli aggiornamenti da eseguire al codice, evitando
di modificare due volte gli stessi file ho deciso di creare tre repository:
• PatavinaNodes : e` la repository condivisa e funge da submodule, una modi-
fica in questi file con opportuni update verra` riflessa sulle repository che li
utilizzano,
• AuthServerNodeRed : contiene il package di Node-RED e carica i nodi custom,
contenuti nel submodule. Per avviare il progetto in modalita` debug va avviato
il file red.js,
• AuthServerWatson: contiene l’applicazione del server di autorizzazione e uti-
lizza il rispettivo nodo nel submodule. Per avviare il progetto in modalita`
debug da Visual Studio 2015 va avviato il file index.js
In ogni repository c’e` un file README.txt che spiega in maniera dettagliata i co-
mandi per aggiungere, aggiornare o eliminare un submodule. Per aggiornare un
submodule vanno eseguite le seguenti operazioni:
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• bisogna spostarsi nella cartella del submodule con cd ./..path../submodule,
• ci spostiamo logicamente nella repository del submodule con git checkout
master,
• scarichiamo la versione aggiornata del submodule con git pull,
• torniamo alla cartella di root digitando piu` volte cd..,
• verifichiamo di aver scaricato gli aggiornamenti del submodule con git status.
In una riga si puo` scrivere:
cd . / submodule && g i t checkout master && g i t p u l l && cd . .
&& g i t s t a t u s
successivamente va inviato il push nella repository per aggiornare i file nel cloud.

Capitolo 8
Conclusioni e lavori futuri
Questa tesi definisce la procedura di interconnessione fra la suite “Lo-Ra NetSuite”
di Patavina Technologies s.r.l. e la WatsonTM IoT Platform di IBM R©.
Dopo aver analizzato le soluzioni attuali delle reti cellulari per il paradigma IoT ed
i problemi principali, mi sono focalizzato sulle nuove reti LPWAN a cui apparten-
gono: SIGFOXTM, INGENUTM, Weightless, LoRaWANTM.
E’ stato trattato con attenzione il sistema LoRaTM, cui obiettivo e` quello di poter
essere utilizzato nei nodi, in cui l’efficienza energetica e` considerata il parametro piu`
importante. Il protocollo si divide in LoRaTM PHY e LoRaWANTM per il livello
MAC dove sono state viste nel dettaglio le tre classi (A, B, C) con cui un nodo puo`
partecipare alla rete che implementa il protocollo LoRaWANTM.
Lo sviluppo dell’interfacciamento fra WIoTP e la rete LoRaTM si e` basata sul proto-
collo di comunicazione MQTT, analizzando con precisione i tipi di messaggi scambia-
bili e la struttura dei Topic, eseguendo degli approfondimenti e test con un account
gratuito al servizio CloudMQTT.
La spina dorsale per l’Internet of Things sono le piattaforme, il mercato ne fornisce
piu` di 400 e dopo aver definito le cinque considerazioni principali sulle IoT Platform,
sono stati approfonditi i servizi forniti da IBM R© rivolti al paradigma IoT. IBM R©
fornisce BluemixTM il cui scopo e` quello di fornire servizi ed ottimizzare il tempo
speso per creare applicazioni nel cloud, evitando la gestione delle macchine virtuali
e dell’hardware. Al suo interno e` presente la WatsonTM IoT Platform che fornisce
l’accesso ai servizi BluemixTM per i dati e dispositivi IoT, aiutando gli sviluppatori a
comporre rapidamente servizi di analisi, dashboard e applicazioni IoT per dispositivi
mobili sui dati raccolti dai vari nodi. Il progetto di interfacciamento che ho svolto si
e` basato sull’utilizzo di Node-RED e la creazione di alcuni nodi per collegare nella
maniera piu` semplice possibile, la suite “Lo-Ra NetSuite” di Patavina Technologies
s.r.l. alla WatsonTM IoT Platform. Ho creato tre nodi: (1) “Patavina In” permette
la connessione verso il broker MQTT di Patavina Technologies s.r.l.; (2) “Patavina
Out” fornisce un’interfaccia di configurazione semplificata per inoltrare i messaggi
verso la WIoTP; (3) “Patavina Parse” sostituisce la funzione Javascript che traduce
il payload esadecimale in valori interi, suddividendolo in diverse proprieta` aggiunte
nel messaggio di output del nodo.
Come sviluppo ulteriore ho creato il server di autorizzazione, contattato dal NetSer-
ver LoRaWANTM per ogni richiesta di join ricevuta dai nodi che vogliono connettersi
alla rete secondo il protocollo LoRaWANTM. Il server di autorizzazione e` pensato per
far accedere alla rete solamente i dispositivi precedentemente registrati alla WIoTP,
in caso contrario il NetServer non rispondera` alle richieste di join come da specifiche
nel protocollo LoRaWANTM. La sua implementazione ha visto la definizione di un
nodo in Node-RED e la creazione di un applicazione stand-alone caricabile diretta-
mente in BluemixTM attraverso un apposito script.
Nell’ultima parte della tesi e` stato costruito un template per visualizzare i dati
raccolti dai sensori in maniera grafica. I dati sono stati memorizzati in una base
di dati in cui ho definito una sola tabella, contenente tutti i pacchetti inviati dai
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sensori verso la piattaforma. Mi sono servito del package aggiuntivo di Node-RED
“node-red-dashboard” versione 2.1.0 che permette la definizione di una dashboard
in maniera interattiva e dinamica, estraendo i dati attraverso delle query SQL dal
database verso l’istanza di Node-RED.
Lavori futuri
Le piattaforme attuali fornite dal mercato sono estremamente numerose e si sono
gia` prese una fetta di mercato emergente nell’ambito IoT. Potra` essere interessante
fare un confronto fra le varie piattaforme dal punto di vista dei servizi forniti ed
economico, cercando di individuare il migliore compromesso.
Riguardo all’ambiente BluemixTM e` possibile importare il server LoRaWANTM, ri-
chiedendo pero` un enorme carico di lavoro in modo tale da poter utilizzare il catalogo
BluemixTM come vetrina da parte di Patavina Technologies s.r.l., per farsi conoscere
da aziende di terze parti.
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