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Sommaire
La découverte récente des semi-métaux de Weyl a ouvert la voie vers de nouvelles
avenues de recherches. Une des questions soulevées par leur existence dans des matériaux
réels est l’impact des corrélations électroniques dans des propriétés générales, topologiques
et de transport lorsqu’ils sont soumis ou non à un champmagnétique externe. Pour répondre
à cette question, cette thèse se divise en quatre grands points :
En se basant sur un modèle sur réseau brisant la symétrie par renversement du temps,
un premier état des lieux sur les propriétés générales de semi-métaux de Weyl dans le
paradigme de la théorie du champ moyen dynamique est dressé. A l’aide d’un solutionneur
d’impureté basé sur la diagonalisation exacte, l’étude de propriétés sensibles aux corrélations
électroniques comme la double occupation et le poids de quasi-particules nous permet de
conclure que les semi-métaux de Weyl sont des matériaux peu corrélés. Cependant, les
interactions peuvent entraîner de profonds changements sur les propriétés intrinsèques
des nœuds de Weyl comme leur nombre ou leur position dans la zone de Brillouin. Les
mécanismes derrière ces changements ont été étudiés d’un point de vue diagrammatique
ainsi que par le biais des symétries du réseau.
A partir de ce premier état des lieux, nous avons étudié l’impact des corrélations élec-
troniques sur l’effet Hall anormal et sur l’aimantation orbitale de semi-métaux de Weyl
ferromagnétiques. La renormalisation des propriétés intrinsèques aux nœuds deWeyl du fait
des interactions électron-électron de type Hubbard augmente la contribution topologique
à l’effet Hall anormal. Cependant, bien qu’intimement liée aux conductivités transverses
et donc à la conductivité de Hall anormale, l’aimantation orbitale n’est pas une quantité
protégée topologiquement. Du fait des interactions, cette dernière se voit être le théâtre d’une
compétition entre deux mécanismes antagonistes : d’un côté, le renforcement de l’effet Hall
anormal a tendance à augmenter les valeurs de l’aimantation orbitale alors que de l’autre
côté, le poids de quasi-particules entraîne la tendance inverse. Lorsque les corrélations
électroniques sont modérément faibles, cette compétition résulte en un quasi match nul et
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l’aimantation orbitale n’est que faiblement affectée par les interactions. A contrario, dans le
régime des fortes corrélations, c’est le poids de quasi-particules qui domine et qui entraîne
une diminution de l’aimantation.
Dans une troisième partie, nous avons prouvé de façon rigoureuse la validité de la
théorie de champ moyen dynamique lorsque l’effet orbital induit par un champ magnétique
externe affecte la dispersion d’énergie des électrons. Pour montrer l’étendue du potentiel de
cette méthode, nous l’avons appliquée sur le réseau carré soumis à un champ magnétique
externe avec un rapport de flux magnétique rationnel. Ainsi, la théorie de champ moyen
capture parfaitement la physique des électrons soumis à un champmagnétique externe dont
elle exhibe d’intéressantes propriétés comme la renormalisation de la pulsation cyclotron
ou les oscillations quantiques dans le temps de demi-vie des quasi-particules.
Enfin, la dernière partie de ce travail de thèse consiste à appliquer la théorie du champ
moyen dynamique sur un semi-métal de Weyl avec interaction d’Hubbard et soumis à un
champ magnétique. A basse température, ce système exhibe les mêmes propriétés générales
qu’en absence de champ magnétique. Lorsque l’on augmente la température, deux régimes
distincts sont visibles dans la double occupation et les transitions d’un régime à l’autre se font
de manière indépendante de l’intensité du champ magnétique. En matières de propriétés
de transport, on note la présence d’une magnéto-conductivité positive caractérisée par
l’apparition d’un pic de Drude. L’évolution de ce dernier est entièrement gouvernée par le
poids de quasi-particules. Enfin, nous montrons que la transition entre les deux régimes de
température est aussi visible avec le comportement thermique de la conductivité optique.
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Introduction
La physique, en tant que reine de toute les sciences, regroupe unemultitude de domaines
différents qui ont leur propre paradigme, leurs outils mathématiques spécifiques et même
leur propre langage. Cette situation ne va pas en diminuant puisque chaque découverte
expérimentale, soutenue par des avancées technologiques en accélération continue, ouvre
potentiellement une porte vers un nouveau paradigme et, peut-être, un nouveau domaine
de la physique.
A la lumière de cette grille de lecture simpliste de la physique, tout sépare la physique des
problèmes à N-corps et la physique topologique.
La première est un vieux domaine qui n’a pas attendu l’avènement de la mécanique
quantique pour donner du fil à retordre aux physiciens. Déjà avec la physique newtonienne,
trouver la solution analytique à un problème mettant en jeu plusieurs objets en interac-
tion gravitationnelle est d’une difficulté inouïe et, sauf cas rarissimes, des recours à des
approximations, à des approches perturbatives et à des calculs numériques sont nécessaires.
Le problème à N-corps en mécanique quantique et plus précisément en physique de la
matière condensée ne déroge pas à la nécessité de ces recours en s’intéressant à résoudre le
problème de 1023 électrons en interaction coulombienne. Ainsi en forçant le trait jusqu’à
la caricature, le problème à N-corps est né avec la mécanique newtonienne en 1687 et la
publication de Philosophiæ Naturalis PrincipiaMathematica et,malgré de profondesmutations
et de changement de paradigmes, reste à ce jour un domaine de recherche dynamique.
La physique topologique moderne est bien plus jeune que la physique des problèmes à
N-corps. Bien que ses manifestations expérimentales aient posé problème aux physiciens
depuis le XIXe siècle avec l’effet Hall anormal (qui est abordé dans ce travail de thèse), ce
n’est qu’au milieu des années 1980 que les fondements de ce domaine de la physique ont été
posés. Reposant essentiellement sur les bandes électroniques des électrons dans un solide
en absence d’interaction et à température nulle, elle a gagné ses titres de noblesse en offrant
des explications théoriques à un grand nombre de phénomènes physiques tels que l’effet
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2Hall anormal et l’effet Hall quantique mais aussi en prédisant de nouvelles transitions de
phases de nature topologique comme la transition Berezinsky-Kosterlitz-Thouless. Depuis
les années 2000, la physique topologique a connu un regain d’intérêt avec la mise en évidence
expérimentale de bon nombre de ses concepts. Il est aussi important de noter qu’elle est
largement utilisée pour décrire des manifestations de la physique des hautes énergie dans la
physique du solide avec notamment les semi-métaux deDirac et, depuis peu, les semi-métaux
de Weyl.
Dans cette vision de la physique divisée en petites boîtes, beaucoupde notions séparent la
physique des problèmes à N-corps et la physique topologique. On peut voir cette séparation
nette dans leur apparition dans l’histoire des sciences et les paradigmes physiques sur
lesquelles elles reposent. A cela se rajoute parfois un langage emprunté à la physique des
hautes énergies qui peut laisser coi un physicien ayant une formation de physique du
solide. Bien évidemment, cette grille de lecture est extrêmement simplifiée et à la limite de
la caricature mais elle explique néanmoins l’existence de langages hermétiques entre les
domaines de la physique distincts.
Est-ce que cela signe le cloisonnement total des spécialités de la physique dans leur
propre paradigme? Bien évidemment, la réponse à cette question est négative. A l’exception
de domaines reposant sur des paradigmes fondamentalement opposés comme la relativité
générale et la physique quantique par exemple, les frontières entre les domaines de la
physique sont floues et les sujets d’études hybrides appartiennent d’abord à un domaine
physique plus général qui facilite le langage commun. Par exemple, dans le cas des semi-
métaux de Dirac ou de Weyl, des phénomènes propres à la physique des hautes énergies
ne sont pas forcément directement transposables dans la physique du solide mais peuvent
trouver un équivalent. Ainsi, l’anomalie chirale telle qu’elle est définie dans les hautes
énergies ne peut exister dans une zone de Brillouin mais elle a son équivalent local dont les
conséquences sont mesurables : la magnéto-résistivité négative.
Ce travail de thèse se situe à la frontière de deux (voire trois) domaines en faisant le
choix d’une approche résolument tournée vers la physique du solide. Le chapitre 1 est
une introduction aux semi-métaux de Weyl. Sans rentrer dans les détails mathématiques
et en abordant une approche basée sur la physique du solide, les principales propriétés
des semi-métaux de Weyl sont abordées. Ces propriétés comme le concept de nœuds de
Weyl, la chiralité ainsi que la courbure de Berry qui leur sont associées mais aussi l’effet
orbital induit par un champ magnétique se retrouveront utiles dans les chapitres suivants.
On y trouve aussi une discussion sur les manifestations expérimentales avec les preuves
directes et indirectes qui sont avancées. Le chapitre 2 est une introduction aux concepts
mathématiques et auxméthodes numériques de la physique des problèmes à N-corps. Ainsi,
3on introduit des outils mathématiques tels que les fonctions de Green ou les fréquences de
Matsubara. Une dérivation des équations de la théorie du champ moyen dynamique est
faite. Les notions relatives à cette théorie comme son lien avec le problème d’impureté quan-
tique permettent de présenter deux solutionneurs d’impureté : la théorie des perturbations
itérées et la diagonalisation exacte. Le chapitre 3 est consacré aux effets des interactions
de type Hubbard sur un modèle de semi-métal de Weyl sur réseau brisant la symétrie par
renversement du temps dans le paradigme de la théorie du champ moyen dynamique et
d’un solutionneur d’impureté basé sur la diagonalisation exacte. Une comparaison est faite
avec le réseau cubique pour déterminer l’importance des corrélations sur des propriétés
comme la double occupation et le poids de quasi-particule. Deux explications se basant sur
les diagrammes de Feynman et sur les symétries du réseau sont données sur le changement
de position des nœuds de Weyl dû aux interactions. Le chapitre 4 aborde les effets des
corrélations électroniques sur deux quantités mesurables : l’effet Hall anormal et l’aimanta-
tion orbitale. Nous y expliquons comment les interactions renforcent la partie topologique
de l’effet Hall anormal ainsi que leurs effets contraires sur l’aimantation orbitale. Dans le
chapitre 5, une dérivation rigoureuse prouve que la théorie du champ moyen dynamique
est applicable dans le cas où les électrons du système subissent l’effet orbital induit par
un champ magnétique externe. Cette théorie est alors appliquée dans le cas d’un réseau
carré dont le flux magnétique par plaquette est un rationnel et en utilisant la théorie des
perturbations itérées comme solutionneur d’impureté. Les effets combinés des interactions
et de l’effet orbital dû au champmagnétique sont notamment visibles sur le temps de vie des
quasi-particules ainsi que sur la renormalisation de la pulsation cyclotron. Enfin le chapitre 6
applique la théorie du champ moyen dynamique au cas d’un semi-métal de Weyl soumis à
un champ magnétique externe. Comme pour le chapitre 3, une discussion sur l’importance
des corrélations dans ce système est présentée. Les conséquences d’un champ magnétique
sur la conductivité optique longitudinale ainsi que l’effet des corrélations électroniques sont
étudiés. En faisant varier la température, on observe la présence de deux régimes thermiques
distincts et visibles dans la double-occupation et dans la conductivité optique.
Chapitre 1
Les semi-métaux de Weyl
Une brève introduction historique aux semi-métaux de Weyl
L’histoire des semi-métaux de Weyl tire ses origines à l’adolescence de la physique
quantique. En 1928, Paul Dirac publie son équation éponyme dans le but de lier la mécanique
quantique et la relativité restreinte [1]. Il proposa aussi une solution se basant sur des
matrices complexes 4 × 4 (que l’on appelle aujourd’hui les matrices gamma) et permis
une nouvelle compréhension des constituants de la matière. Cette équation stimula un
grand nombre de publications et une petite année plus tard, le mathématicien allemand
Hermann Weyl proposa une autre solution à l’équation de Dirac [2] en s’appuyant, cette
fois-ci, sur les matrices de Pauli (des matrices complexes 2× 2 très similaires aux matrices
gamma) [3]. Cette simplification impose à ces fermions de Weyl d’être caractérisés par un
nombre quantique appelé chiralité, une paire de fermions de Weyl de chiralité opposée
formant un fermion de Dirac. La solution de Weyl fut longtemps utilisée pour décrire les
neutrinos que l’on pensait sans masse et qui portent aussi une notion de chiralité avant
que les avancées expérimentales fassent tomber en désuétude cette théorie, l’abandon étant
totalement consommé avec les expériences de MacDonald et Kajita [4, 5] qui prouvent que
les neutrinos ont bel et bien une masse.
Similairement au graphène qui peut être vu comme une manifestation à basse énergie
de la physique des hautes énergies, la matière condensée a permis de ranimer l’attention
des chercheurs sur les fermions de Weyl. En effet, en s’appuyant sur des calculs théoriques,
l’équipe de Yang et al.[6] a montré en 2011 que des semi-métaux de Weyl pouvaient exister
dans des matériaux réels. Cette preuve théorique a été confirmée par des preuves expérimen-
tales en 2015 dans l’arséniure de tantale (TaAs) d’abord [7, 8, 9, 10, 11] puis dans plusieurs
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5membres de sa famille [12, 13, 14], apportant une dimension expérimentale à la physique
de Weyl.
Au contraire d’autres domaines de la physique de la matière condensée (les cuprates en
tête), la physique des semi-métaux deWeyl est essentiellement conduite par la théorie. Ainsi,
il est intéressant de comprendre ce qui est remarquable dans ces matériaux si particuliers.
Ce chapitre a pour but d’introduire le sujet des semi-métaux de Weyl en adoptant une
approche tournée vers la matière condensée. Une grande partie des propriétés remarquables
des semi-métaux est introduite dans la section 1.1 à l’aide d’un modèle effectif simple
obtenu en partant de l’équation de Dirac. Ainsi, au fil des sous-sections, sont abordées
les questions de la brisure de symétries, des propriétés topologiques ainsi que de l’effet
orbital induit par un champ magnétique sur ces semi-métaux. Une brève discussion des
conséquences de la topologie sur les propriétés de transport est faite dans la deuxième
section 1.2. Cette discussion se concentre principalement sur l’effet Hall anormal ainsi que
la magnétorésistance négative qui sont étudiés de façon plus détaillée dans les chapitres 4 et
6 respectivement. Enfin, la section 1.3 discute des avancées expérimentales dans le domaine
en parlant des premières manifestations expérimentales avec TaAs et d’autres membres
de sa famille dans la sous-section 1.3.1 ainsi que des candidats brisant la symétrie par
renversement du temps dans la sous-section 1.3.2.
1.1 Théorie des semi-métaux de Weyl
1.1.1 Des semi-métaux de Dirac aux semi-métaux de Weyl
Depuis l’avènement du graphène dans les années 2000 [15], la physique des hautes
énergies a commencé à trouver un grand nombre d’équivalents de ses concepts dans la
physique de la matière condensée. Les cas les plus connus sont bien évidemment les semi-
métaux de Dirac dont les fonctions d’ondeΨ peuvent être obtenues grâce à l’équation de
Weyl, un cas particulier de l’équation de Dirac caractérisé par l’absence de terme de masse :
ℏ
(
σ0 ⊗ τ0
(
−i ∂
∂t
)
+ vFτz ⊗ σz ·P
)
Ψ = 0 (1.1)
avec P, l’opérateur quantité de mouvement et où vF a la dimension d’une vitesse. Les
matrices σ et τ sont des matrices de Pauli qui agissent dans des espaces différents comme
par exemple l’espace des spins et des orbitales et l’indice 0marque les matrices identité dans
6les espaces respectifs de ces dernières. On peut obtenir les valeurs propres de l’équation 1.1
en utilisant les vecteurs moments k associés à l’opérateur quantité de mouvement :
E± = ±ℏvF |k|. (1.2)
Chacune des énergies E± est dégénérée deux fois à cause de la présence des deux sous-
espaces. D’un point de vue de la physique des hautes énergies, l’énergie négative correspond
à l’énergie de l’anti-particule associée à la particule relativiste. D’un point de vue de la
matière condensée, les énergies E− et E+ forment respectivement les bandes de valence et
de conduction et le concept d’anti-particule étant remplacé par le concept de trou 1.
Dans le cas simple et isotrope, l’Hamiltonien associé à l’équation de Weyl 1.1 peut
s’écrire 2 :
HDirac = τzℏvFk · σ. (1.3)
Les énergies propres de ce dernier ont les mêmes expressions et les mêmes dégénérescences
que dans l’équation 1.2. Cet Hamiltonien générique modélise donc la physique au voisinage
d’un cône de Dirac et nous permet de lister un certain nombre de ses propriétés : un cône de
Dirac est donc caractérisé par des bandes électroniques linéaires doublement dégénérées qui
se touchent en un seul point quadruplement dégénéré. Physiquement, une des causes qui
peut permettre d’obtenir unHamiltonien de la même forme que l’équation 1.3 est la présence
d’un couplage spin-orbite. Il faut néanmoins nuancer cette affirmation : la présence d’un
couplage spin-orbite n’est ni nécessaire (cf. le graphène) ni suffisante pour obtenir un semi-
métal de Dirac mais elle est fortement utile pour obtenir des propriétés topologiques [16, 17].
Les semi-métaux de Weyl présentent une grande similarité avec les semi-métaux de
Dirac à la différence que le point où se croisent les bandes électroniques linéaires n’est
dégénéré que deux fois dans les premiers. Ce point de croisement doublement dégénéré
s’appelle alors un nœud de Weyl. Ainsi, un semi-métal de Dirac peut être vu comme une
superposition de deux nœuds deWeyl. Pour obtenir la levée de dégénérescence, il faut briser
au moins une des symétries suivantes : la symétrie de renversement du temps ou la symétrie
par inversion. En fonction de la symétrie brisée, les conséquences seront différentes pour les
nœuds de Weyl.
1. Anecdote intéressante dans l’histoire des sciences : en résolvant son équation pour le cas d’un électron,
Dirac s’est retrouvé pris au dépourvu par la présence de cette énergie propre négative. Il a alors supposé
l’existence d’une mer de Dirac, analogue à la mer de Fermi pour les particules relativistes, ce qui lui permit
d’utiliser la notion de trou. Ce n’est que quelques années plus tard que l’on comprit que la solution négative
était en fait le positron, anti-particule de l’électron.
2. On omet le produit tensoriel ⊗ à partir de maintenant.
7Brisure de la symétrie pas inversion
On peut briser facilement la symétrie par inversion en rajoutant, par exemple, un terme
de perturbation de la forme :
HPer = mτz (1.4)
au système 1.3. Ce terme va séparer en énergie les deux nœuds de Weyl constituant le cône
de Dirac puisque les nouvelles énergies du système s’écrivent :
E1± = m± ℏvF |k| (1.5)
E2± = −m± ℏvF |k|. (1.6)
Dans ce cas précis, la brisure de symétrie d’inversion ne crée pas un semi-métal de Weyl à
proprement parler puisque les nœuds sont encore situés aux mêmes points dans la zone de
Brillouin et on ne peut avoir de nœud de chiralité bien définie dans ce cas (cf. discussion sur
la chiralité dans la section 1.1.2). Pour créer un semi-métal de Weyl à partir d’un semi-métal
de Dirac en brisant la symétrie par inversion, il est nécessaire d’avoir "au départ" au moins
deux cônes de Dirac, ce qui amène à quatre, le nombre minimal de nœuds de Weyl lorsque
la symétrie d’inversion est brisée.
Brisure de la symétrie par renversement du temps
La brisure de la symétrie par renversement du temps peut s’obtenir de façon similaire à
la sous-sous-section précédente en rajoutant un terme
HPer = mσz (1.7)
au système 1.3. Ce terme peut être vu comme un terme Zeeman qui brise la symétrie par
renversement du temps par le biais d’un champ magnétique externe. Les énergies propres
du système sont alors :
E1± = ±ℏvF
√
k2x + k
2
y +
(
kz +
m
ℏvF
)2
(1.8)
E2± = ±ℏvF
√
k2x + k
2
y +
(
kz − mℏvF
)2
. (1.9)
On voit clairement que le système comporte deux nœuds de Weyl bien différenciés dans
l’espace réciproque et situés aux points (0, 0,±m/ℏvF ). Ce cas de figure de semi-métal de
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l’Hamiltonien effectif minimal utilisé pour modéliser un nœud dans la littérature. En effet,
dans le cas isotrope, avec un changement de coordonnés adéquat, l’Hamiltonien au niveau
d’un nœud s’écrit :
HˆWSM = χℏvFk · σ, (1.10)
avec χ = ±1, la chiralité associée au nœud de Weyl.
1.1.2 Topologie des bandes
A partir du modèle simple modélisant la physique autour d’un nœud de Weyl présenté
équation 1.10, on peut calculer la courbure de Berry d’un nœud. La courbure de Berry et plus
généralement la Berryologie 3 sont les briques élémentaires pour la dérivation des propriétés
topologiques d’un système en physique des solides. Une façon intuitive de comprendre
la phase de Berry est de se concentrer sur son origine : lorsqu’un système quantique (un
électron de Bloch par exemple) voit ses paramètres changer lentement de valeurs dans le
temps et faire une boucle dans l’espace des paramètres, l’état propre du système va acquérir
une phase dite géométrique, la phase de Berry. Cette phase a des répercussions mesurables
dans des quantités physiques comme les propriétés de transport et ce sont précisément ces
répercussions qui forment les propriétés topologiques d’un système quantique. Le lecteur
soucieux d’approfondir ses connaissances dans ce domaine peut se tourner vers le cours de
Jean Dalibard au collège de France [19] ou à la revue de littérature [20].
Dans ce paragraphe, nous abordons rapidement les paradigmes sur lesquels repose la
Berryologie. La courbure de Berry est donc directement reliée à l’évolution dans le temps
des paramètres d’un Hamiltonien. Dans le cas où les paramètres de l’Hamiltonien R(t)
évoluent de façon adiabatique dans le temps, les fonctions d’onde du système acquièrent
deux phases distinctes : une phase dynamique qui dépend directement des énergies propres
du système et une phase géométrique dont on a déjà parlé dans le paragraphe précédent et
qui est sensible aux fonctions d’onde du système. Mathématiquement, cette dernière phase
se traduit par l’expression :
γn =
∮
C
dR · An(R) =
∮
C
dR · i⟨n(R)| ∂
∂R
|n(R)⟩, (1.11)
où n est l’indice de bande du système. La phase géométrique nous renseigne donc sur
l’évolution qu’a ressentie le système lorsque ses paramètres ont suivi le chemin C. Dans la
3. Neologisme regroupant les concepts dérivés par Berry [18] c’est-à-dire la connexion, la courbure et la
phase de Berry.
9littérature scientifique, An est appelée la connexion de Berry. Cet objet n’est pas invariant
de jauge et c’est pour cela qu’on lui préférera son rotationnel, la courbure de Berry. Cette
dernière est beaucoup plus simple à manier car il s’agit d’une quantité locale qui ne dépend
pas de la jauge choisie. Dans le cas du système 1.10, il peut être montré que la courbure de
Berry s’écrit [20] :
Ω(k) =
χ
2(ℏvF )2
k
|k|3 . (1.12)
Le fait que la courbure de Berry soit dérivée du rotationnel d’une quantité dépendante
de jauge et sa forme 1.12 qui ressemble beaucoup à un champ électrique venant d’une
charge électrique mène souvent à faire une analogie de la courbure de Berry avec un champ
magnétique dans l’espace réciproque créé par un monopole magnétique. Le monopole magnétique
étant le nœud de Weyl, on peut s’intéresser à la charge magnétique associée à ce nœud. En
utilisant la formule de Gauss-Ostrogradsky et en intégrant sur une surface S englobant le
nœud, on obtient :
1
2π
∮
S
dSk ·Ω(k) = χ. (1.13)
Ainsi, la chiralité χ d’un nœud est la charge associée à un nœud de Weyl.
Cette analogie nous permet de comprendre simplement pourquoi les nœuds de Weyl
apparaissent toujours par paire de nœuds de chiralité opposée. Imaginons un matériau réel
caractérisé par un seul nœud de Weyl dans sa première zone de Brillouin. En fonction de
sa chiralité, il existe un flux de courbure de Berry sortant ou rentrant hors de la zone de
Brillouin. Or, cela va à l’encontre de la périodicité de cette dernière. Pour sortir de cette
situation absurde, rajouter un nœud de Weyl de chiralité opposée de telle sorte que le flux
total de courbure de Berry soit nul suffit. Ce résultat est aussi connu sous le nom de théorème
de Nielsen-Ninomiya [21, 22].
De plus, le modèle jouet 1.10 nous renseigne aussi sur une propriété remarquable des
nœuds de Weyl : leur robustesse face aux perturbations. En effet, l’Hamiltonien 1.10 malgré
sa grande simplicité utilise les trois matrices de Pauli. Comme toutes les perturbations
non-interagissantes respectant la symétrie sous translation eainsi que conservant le nombre
de particules peuvent s’écrire comme une combinaison linéaire dematrices de Pauli qui, avec
l’identité, forment une base complète pour les matrices hermitiennes 2× 2, les perturbations
ne font que déplacer la position des nœuds de Weyl dans l’espace réciproque et en énergie.
Ainsi, dans le paradigme de deux nœuds de Weyl de chiralité opposée dans la zone de
Brillouin, une des rares façons d’ouvrir un gap serait de fusionner entre eux les nœuds
avant de pouvoir ouvrir un gap. Bien évidemment, ce scénario ne prend pas en compte une
éventuelle transition de phase avec brisure de symétrie dans le matériau (supraconductivité,
antiferromagnétisme, etc.) ou des interactions de type Hubbard.
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1.1.3 Semi-métaux de Weyl et champ magnétique
(a)
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Figure 1.1 a) Dispersion d’énergie d’un nœud de Weyl soumis à un champ magnétique
le long de la direction z. La chiralité du nœud est égale à +1 et les constantes physiques
(ℏ,vF et B) sont fixées à un. b) Dispersion d’énergie de deux nœuds de chiralité opposée. En
présence d’un champ électrique parallèle au champmagnétique, on assiste à un dépeuplement
des nœuds de chiralité négative et d’un peuplement des nœuds de chiralité positivie. Cette
figure est tirée de l’article [23]. c) Densités d’états partielles et totale d’un nœud de Weyl en
présence d’un champ magnétique. Cette figure est à comparer avec la figure 1.1(a) puisqu’elle
correspond à la densité du même nœud. La base des spins a été choisie. On remarque que la
densité d’états correspondant aux spin ↑, c’est-à-dire la première composante du ket 1.17, est
nulle indiquant aucune contribution de la part du niveaux chiral.
La notion de chiralité s’exprime de façon intéressante lorsque l’on prend en compte
l’effet orbital induit par un champ magnétique uniforme dans un semi-métal de Weyl. Une
prise en compte fidèle des effets induits par un champmagnétique externe passe aussi par la
prise en compte de l’effet Zeeman. Dans unmodèle jouet comme celui présenté équation 1.10,
l’effet Zeeman va essentiellement modifier la position des nœuds de Weyl dans la zone de
Brillouin. Dans la suite de cette sous-section et par soucis de simplicité, nous ne tiendrons
compte que de l’effet orbital induit par le champ magnétique sur les électrons en partant du
modèle jouet de l’équation 1.10 auquel on ajoute un champ magnétique externe le long de
la direction z. Dans ce cas, kz reste un bon nombre quantique et le système sera vraiment
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affecté le long du plan perpendiculaire à celui du champ magnétique. Sans rentrer dans les
détails de la dérivation, les énergies propres du système sont [23] :
En = ±vF
√
2ℏeB|n|+ (ℏkz)2 pour n > 0. (1.14)
E0 = −χℏvFkz pour n = 0, (1.15)
où e est la charge de l’électron et B la norme du champ magnétique et n est un entier
qui représente l’indice du niveau de Landau. Le formalisme utilisé dans la suite de cette
sous-section est en tout point similaire au formalisme utilisé pour les niveaux de Landau
dans le cas d’une dispersion quadratique des électrons [24]. Ainsi, le lecteur ne sera pas
étonné de retrouver les indices associés à un niveau de Landau, l’opérateur nombre composé
d’opérateurs d’échelle Nˆ = aˆ†aˆ, ainsi que ses états propres associés à un indice de Landau
n.
Ces énergies ont la même dégénérescence que les niveaux de Landau conventionnels,
c’est-à-dire proportionnelle à la section S du matériau orthogonale au champ magnétique.
De façon plus mathématique, la dégénérescence des niveaux d’énergies est
SeB
2πℏc
. (1.16)
Ainsi, les énergies En avec n ̸= 0 correspondent aux niveaux de Landau d’un semi-métal
tri-dimensionnel. On remarque qu’ils n’ont aucune signature de la chiralité à la différence
du niveau de Landau associé à l’indice 0 qui est directement proportionnel à cette dernière.
Ce niveau particulier est souvent appelé niveau de Landau chiral car sa pente en k indique
directement la chiralité du nœud de Weyl. Ces remarques sont illustrés grâce aux figures
1.1(a) et (b) quimontrent la dispersion d’énergie d’un nœuds soumis à un champmagnétique
externe.
Attardons nous quelque peu sur la fonction d’onde de ce niveau chiral. Ce dernier peut
s’écrire à l’aide des spineurs comme suit :
|Ψ0⟩ =
⎛⎜⎝ 0
|0⟩
⎞⎟⎠ . (1.17)
Les deux composantes de ce vecteur sont bien évidemment différentes. La première est le
chiffre zero alors que la seconde est l’état propre associé à l’indice 0 de l’opérateur nombre
Nˆ .
Cette différence entre les deux composantes implique un "déséquilibre" entre les densités
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d’états partielles du système. La figure 1.1 représente les deux densités d’états partielles
ainsi que la densité d’états totale du système. On remarque directement la contribution du
niveau chiral caractérisée par une densité d’états constantes dans l’une d’entre elle et son
absence dans l’autre. Nous verrons dans le chapitre 6 les implications de ce déséquilibre.
1.2 Propriétés de transport remarquables : magnétorésistance négative et
eﬀet Hall anormal
1.2.1 Eﬀet Hall anormal
Nous n’entrerons pas dans cette sous-section sur la physique et les mathématiques
derrière l’effet Hall anormal dans les semi-métaux de Weyl puisqu’une bonne introduction
de cela peut se retrouver dans la section 4.1 de cette thèse. Il est cependant important et
intéressant de s’attarder dans ce chapitre sur l’existence d’un effet Hall anormal, c’est-à-dire
l’existence d’une conductivité transverse à un champ électrique, dans les semi-métaux de
Weyl. Cette propriété n’est pas spécifique à ces matériaux, mais son aspect topologique est
une possible sonde pour prouver l’existence de nœud de Weyl dans le volume d’un échan-
tillon. En effet, comme ces derniers peuvent être vus comme des monopoles de courbure
de Berry dans l’espace réciproque et qu’ils sont présents par paires de chiralité positive
et négative, il existe dans la zone de Brillouin du matériau des empilements d’isolants de
Chern bidimensionnels. Ces isolants sont caractérisés par la présence d’un nombre de Chern
non nul défini mathématiquement comme le flux de la courbure de Berry sur leur surface :
C =
1
2π
∫∫
S
dS ·Ω(k). (1.18)
C’est la topologie des isolants de Chern qui est à l’origine d’un effet Hall anormal topolo-
gique [25]. Lorsque la présence de symétries dans le matériau ne prévient pas l’apparition
de cet effet, la présence d’une conductivité de Hall anormale non nulle et indépendante de
la température peut être avancée comme une preuve indirecte de l’existence de nœuds de
Weyl ou du moins d’une topologie non triviale dans l’échantillon.
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1.2.2 La magnétorésistance négative
La présence du niveau de Landau chiral a aussi de lourdes répercussions sur les proprié-
tés de transport. La plus remarquable reste sans conteste l’anomalie chirale et sa conséquence
mesurable, la magnétorésistance négative.
L’anomalie chirale, aussi appelée anomalie d’Adler-Bell-Jackiw, peut être démontrée
théoriquement de différentes façon dans les semi-métaux deWeyl. Cela peut être fait à l’aide
de la théorie des champs [26, 27], de la théorie des bandes électroniques [28] ou encore avec
une théorie semi-classique se basant sur l’équation de Boltzman [29]. Cette anomalie se
caractérise par la non-conservation du nombre de fermions chiraux au niveau d’un nœud de
Weyl lorsque un champ électrique et magnétique parallèles entre eux sont appliquées sur le
matériaux. En adoptant la notation de Son et Spivak dans leur approche semi-classique [29],
cela ce traduit par l’équation :
∂N (i)
∂t
+∇ · j(i) = χi e
2
4π2ℏ2c
(E ·B) + Icoll, (1.19)
où E et B représentent respectivement les champs électrique et magnétique, N (i) est le
nombre de porteur de charge au niveau du iéme nœud de Weyl, j(i) est la densité de courant
associé à ce nœud, χi sa chiralité et, enfin, où le terme Icoll modélise le type de collisions
présentes dans le système. On remarque quemême en l’absence de collisions dans le système,
lorsque le produit scalaire entre les champs électrique et magnétique est non nul, le nombre
de porteurs de charge au niveau d’un nœud de Weyl n’est pas conservé. Bien évidemment,
cette anomalie n’est valable que pour un nœud de Weyl isolé et le fait que la somme des
chiralités s’annule dans un semi-métal de Weyl lève le problème que soulève l’anomalie.
Dans les faits, le dépeuplement des fermions de Weyl d’un nœud de Weyl de chiralité
négative s’accompagne systématiquement du peuplement d’un nœud de chiralité positive
comme cela est illustré dans la figure 1.1(b).
Une des conséquences les plus connues de la présence d’une anomalie chirale dans
un matériau est la magnétorésistance négative. En effet, puisque les nœuds de Weyl sont
séparés dans l’espace réciproque, le déséquilibre de charge créé par le terme en E ·B re-
quière des processus de diffusion associés à de grands moments. Lorsque le matériau est
suffisamment propre, ces processus de diffusion sont faibles et par conséquent le temps de
demi-vie des porteurs de charge est grand. Ainsi, d’un point de vue du transport, l’anomalie
chirale entraîne le fait que la conductivité longitudinale le long de la même direction que le
champ magnétique appliqué est extrêmement grande. Au moins dans la limite quantique
où le champ magnétique appliqué est suffisamment fort pour séparer significativement les
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niveaux de Landau chiraux avec les autres niveaux et donc où on peut considérer que seuls
les niveaux chiraux sont peuplés, la conductivité est directement proportionnelle au champ
magnétique du fait de la dégénérescence des bandes [29]. Ce qui implique une magnétoré-
sistance négative c’est-à-dire que la conductivité augmente avec le champ magnétique.
De manière moins imagée, il a été montré qu’à faible champ magnétique, la conductivité
longitudinale le long de la même direction du champ est proportionnelle au carré de l’ampli-
tude de B [29]. Ce comportement laisse place à une conductivité proportionnelle au champ
magnétique dans la limite quantique.
1.3 Découvertes expérimentales
Jusqu’à présent les propriétés générales des semi-métaux deWeyl ont été présentées d’un
simple point de vue théorique. Un aspect de superficialité ressort d’autant plus que nous
avons dérivé ces propriétés en utilisant des modèles jouets sur lesquels nous avons appliqué
un grand nombre d’approximation (modèle effectif, absence d’interaction, etc.). Pourtant, la
recherche sur les semi-métaux deWeyl a été stimulée récemment grâce à des découvertes ex-
périmentales qui ont permis de sortir des calculs analytiques et des abstractions numériques.
1.3.1 Les matériaux non-centrosymétriques : TaAs, NaAs, NaP
Pour guider les preuves expérimentales, la recherche de semi-métaux de Weyl dans
des matériaux réels a d’abord reposé sur des calculs ab-initio de structure de bande. Cette
tâche n’est pas facile car si des nœuds de Weyl sont présents dans la structure de bande,
ils ne se trouvent pas forcément à des points de symétries puisque leur existence vient
de dégénérescences accidentelles des bandes électroniques. Il faut donc avoir une grande
précision dans l’espace des moments pour explorer la zone de Brillouin tri-dimensionnelle,
ce qui a un coût numérique conséquent.
A partir de 2011, il a d’abord été proposé que des phases de semi-métaux de Weyl
puissent exister dans des iridates de pyroclore [31] ou des matériaux ferromagnétiques
comme HgCr2Se4 [32]. Ces matériaux ont la particularité de briser la symétrie par renver-
sement du temps grâce à une phase magnétique. A ce jour, aucune preuve expérimentale
directe n’a été apportée sur ces composés.
En 2015, la recherche s’est dirigée vers des semi-métaux de Weyl qui brisent la symétrie
par inversion en explorant une famille dematériaux non centro-symétrique à base demétaux
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Figure 1.2 Exemple de mesures ARPES faites sur TaAs (a) et sur TaP (b). Les états de surface
en arc de Fermi sont reconnaissables par leur forme d’ampoule. Pour vérifier si une chiralité
bien définie existe dans l’échantillon, une méthodologie a été developpée dans [30]. Images
tirées respectivement de [10] et de [12].
de transition monophosphurés (Tantale Ta ou le niobium Nb avec de l’arsenic As ou du
phosphore P) [33, 34]. Il est alors prédit théoriquement que TaAs, TaP et NbP contiennent 12
paires de nœuds de Weyl dans leur zone de Brillouin. Ces prédictions théoriques ont permis
d’obtenir des preuves expérimentales solides qui reposent sur des mesures de transport et
de spectroscopie photoélectronique résolue en angle (ARPES, de l’anglais Angle-Resolved
Photoemission Spectroscopy) en surface [8, 9, 10, 7, 11, 12].
Pour affirmer la présence d’une phase de semi-métal de Weyl dans un matériaux, il est
souvent avancé la présence d’une magnétorésistance négative anisotrope (c’est-à-dire qui
dépend de l’angle entre les champs magnétique et électrique) dans l’échantillon. La mesure
de ce phénomène apporte une preuve indirecte sur la présence de nœuds de Weyl avec une
chiralité bien définie dans la zone de Brillouin car d’autres physiques peuvent expliquer
ce phénomène [35]. Cette magnétorésistivité négative est néanmoins une bonne indication
pour statuer de la phase de semi-métal de Weyl dans un matériaux et a été observée dans
TaAs [33] et TaP [36].
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La solidité de ces preuves réside sur le fait qu’elles se basent sur des mesures directes
de la topologie particulière des semi-métaux de Weyl. En effet, la présence de monopole
de courbure de Berry dans le volume du système à pour conséquence l’apparition d’états
de surface en arcs de Fermi. Dans l’espace réciproque, ces arcs sont un continuum d’états
surface qui relient la projection de nœuds de Weyl de chiralités opposées. Alors que les états
de surface forment généralement un contour fermé dans l’espace réciproque, ces arcs de
Fermi sont précisément caractérisés par un contour ouvert (d’où le terme arc). Leur présence
renseigne donc directement sur l’existence de nœuds de Weyl de chiralités bien définies
et séparées dans l’espace des moments. L’ARPES est la technique de choix pour sonder la
présences de ces états sur la surface d’un échantillon.
Tous les membres de cette famille de matériaux présentés dans l’article [34] présentent
les mêmes arcs de Fermi caractérisés par leur forme en ampoule électrique (cf. Figure 1.2).
A l’aide d’une méthodologie particulière [30], il est théoriquement possible de savoir si ces
arcs de Fermi en forme d’ampoule correspondent ou non à la présence d’une chiralité bien
définie. Malheureusement, la résolution en énergie des mesures d’ARPES n’est parfois pas
suffisamment fine pour statuer sur la présence ou non d’une topologie de Weyl dans les
matériaux car les nœuds doivent être suffisamment proches de la surface de Fermi pour
pouvoir voir une manifestation de leur physique. Enfin, il est intéressant de remarquer la
forme si particulière des arcs de Fermi de ces matériaux, preuve des grandes simplifications
qui sont faites dans les modèles théoriques.
L’effet du couplage spin-orbite est crucial dans la présence d’une topologie non triviale
dans cesmatériaux [37]. En combinant les résultatsARPES avec des expériences d’oscillations
quantiques, il est possible d’obtenir les détails sur la localisation de l’énergie de Fermi par
rapport aux nœuds deWeyl. Ainsi, si ces troismatériaux ont une structure de bande similaire,
l’intensité du couplage spin-orbite est différente. A la lumière d’expériences d’oscillations
quantiques,NbP [38] et TaP [36] ne devraient pas exhiberune physique deWeyl à la différence
de TaAs. Le conditionnel est utilisé ici car des preuves indirectes propres à la physique de
Weyl comme lamagnétorésistance négative ont été trouvées dans TaP par exemple [36]. Ainsi,
la question de la manifestation de la physique de Weyl reste ouverte expérimentalement.
Peut-on parler de semi-métaux deWeyl dans les TaP et NbP? La magnétorésistance négative
mesurée dans ces matériaux est-elle vraiment reliée à l’anomalie chirale?
1.3.2 D'autres candidats : Co3Sn2S2 et Mn3Sn
Comme discuté plus tôt, la recherche d’une phase de semi-métal de Weyl dans des
matériaux réels a rencontré un certain succès avec la famille des matériaux non centro-
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Figure 1.3 Comparaison entre les expériences ARPES et les calculs ab-initio en faisant varier
la masse effective des électrons dans Mn3Sn. Un rapport cinq entre les masses issues de
mesures ARPES et des calculs DFT est nécessaire pour obtenir un certain accord entre le calcul
numérique et les mesures expérimentales. Figure tirée du matériel supplémentaire de [39]
symétriques à base de métaux de transition monophosphurés alors que cette quête avait
commencé sur des matériaux magnétiques qui brisent la symétrie par renversement du
temps.
Récemment, des preuves expérimentales indirectes ont été fournies pour deuxmatériaux
magnétiques ayant une géométrie de réseau en kagomé en couche : Co3Sn2S2 et Mn3Sn.
Co3Sn2S2 est un ferro-aimant dont les calculs ab-initio prenant en compte le couplage
spin-orbite semblent indiquer la présence d’une paire de nœuds de Weyl proche du niveau
de Fermi [40]. Ces calculs semblent être confirmés par les mesures ARPES en volume. De
plus, les propriétés de transport propres à la topologie des semi-métaux de Weyl apportent
aussi des preuves indirectes. En effet, ce matériau exhibe une magnétorésistance négative
en B2 ainsi qu’un important effet Hall anormal dont les origines pourraient être la présence
de nœuds de Weyl dans le volume de l’échantillon. En effet, cette conductivité transverse
devient indépendante de la température en dessous de 100 K et est indépendante de la
conductivité longitudinale. Ces deux faits expérimentaux sont attendus d’un effet Hall
anormal dont l’origine serait topologique.
Mn3Sn est quant à lui un antiferro-aimant avec un ferromagnétisme faible qui présente
les mêmes propriétés de transport que Co3Sn2S2, c’est-à-dire, une magnétorésistance né-
gative [39] ainsi qu’un effet Hall anormal extrêmement important qui se mesure même à
température ambiante [41]. En plus de nœuds de Weyl au niveau de l’énergie de Fermi,
Mn3Sn présente surtout la particularité de nécessiter une renormalisation importante de
la masse des quasi-particules pour avoir une bonne correspondance entre les calculs de
premiers principes et les mesures ARPES [39], comme on peut le voir dans la figure 1.3.
Cette nécessité est la signature de la présence de corrélations électroniques importantes, ce
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qui rend ce matériau extrêmement intéressant pour étudier l’effet des corrélations sur les
propriétés topologiques des semi-métaux de Weyl. Il est aussi une preuve expérimentale
que des matériaux corrélés peuvent exhiber une physique de Weyl.
1.4 Résumé
Dans ce chapitre, nous avons introduit les grands concepts de la physique des semi-
métaux de Weyl. En partant des solutions de l’équation de Dirac, on arrive à obtenir l’Ha-
miltonien d’un cône de Dirac. Ce dernier est défini par des bandes linéaires doublement
dégénérées qui se croisent en un point qui est quatre fois dégénéré. En trois dimensions,
la brisure de la symétrie d’inversion ou de la symétrie par renversement du temps lève la
dégénérescence des bandes électronique du semi-métal de Dirac et crée des nœuds deWeyl :
points dans l’espace réciproque où deux bandes électroniques linéaires et non dégénérées
se croisent.
Ces nœuds de Weyl portent en eux un nombre quantique pouvant prendre les valeurs
±1 et que l’on appelle chiralité. De plus, par théorème, ils apparaissent par paire de nœuds
de chiralité opposée dans la première zone de Brillouin. En effet, les nœuds deWeyl peuvent
être vus comme des monopoles de courbure de Berry dont la charge est égale à leur chiralité.
Par périodicité, le flux de cette courbure de Berry sur une surface "entourant" la zone de
Brillouin doit être nul, ce qui impose un nombre égal de charges positives et négatives dans
la zone de Brillouin d’un semi-métal deWeyl. Ce résultat est connu sous le nom de théorème
de Nielsen-Ninomiya.
La notion de chiralité prend un sens particulier lorsque l’on soumet un semi-métal
de Weyl à un champ magnétique. Autour d’un nœud de Weyl, la dispersion d’énergie se
retrouve alors profondément modifiée avec notamment l’émergence de niveaux de Landau
chiraux. Ces derniers sont caractérisés par une dispersion unidimensionnelle et dont la
pente est directement reliée à la chiralité du nœud. Lorsque l’on calcule les équations de
conservation de porteurs de charge au niveau d’un nœud de Weyl soumis à des champs
magnétique et électrique non orthogonaux, on remarque que les fermions de Weyl ne sont
pas conservés. Ainsi, selon la chiralité du nœud, on assiste soit à un peuplement soit à un
dépeuplement des porteurs de charge. Ce résultat connu sous le nom d’anomalie chirale
n’est pas aussi anormal que son nom laisse entendre dans les semi-métaux de Weyl réels
puisque le peuplement d’un nœud s’accompagne forcément par le dépeuplement d’un autre
nœud et in fine les électrons sont conservés globalement.
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L’intérêt de la communauté scientifique pour les semi-métaux de Weyl réside essen-
tiellement sur les propriétés topologiques qu’exhibent théoriquement ces matériaux. Les
conséquences de cette topologie non triviale devraient se mesurer aisément dans les pro-
priétés de transport. Ainsi, du fait de leur dimension et de la présence d’une courbure
de Berry bien définie, les semi-métaux de Weyl devraient exhiber un effet Hall anormal
topologique. De plus, l’existence de niveaux de Landau chiraux devraient entrainer une
magnétorésistance négative. Ainsi, malgré le fait que ces phénomènes ne peuvent qu’être
seulement interprétés comme des preuves indirectes de l’existence d’une physique de Weyl
dans un matériau, ils peuvent étayer des conclusions expérimentales.
Expérimentalement parlant, les semi-métaux de Weyl ont connu une annus mirabilis
en 2015 avec la prédiction théorique suivie par des preuves expérimentales de nœuds de
Weyl dans une famille de matériaux non centro-symétrique à base de métaux de transition
monophosphurés. Ces derniers exhiberaient 24 nœuds de Weyl grâce à la brisure de la
symétrie par inversion. Une façon de prouver expérimentalement la présence d’une chiralité
bien définie dans le volume d’un matériau est de vérifier la présence d’états de surface en arc
de Fermi. Dans l’espace réciproque, ces arcs de Fermi relient la projection de deux nœuds de
Weyl sur la surface d’un échantillon. Cette observation, bien que ardue dans des matériaux
réels du fait de la complexité géométrique des états de surface est une preuve solide et
directe de la présence d’une physique de Weyl dans le volume d’un échantillon. A ce jour,
c’est l’arséniure de tantale TaAs qui présente le plus de preuves indiquant la présence d’une
phase de semi-métal de Weyl dans son volume.
La quête de semi-métaux de Weyl brisant la symétrie par renversement du temps reste
encore ouverte. Malgré quelques candidats solides qui présentent des bandes électroniques
linéaires ainsi que des conséquences de la topologie (EffetHall anormal etmagnétorésistance
négative en tête) similaires à ceux d’un semi-métal deWeyl, l’absence de preuves directes est
un bémol qui empêche tout consensus sur la question. On peut néanmoins citer Co3Sn2S2 et
Mn3Sn qui présentent des propriétés de transport en accord avec la théorie des semi-métaux
de Weyl ainsi qu’une certaine adéquation entre les calculs ab-initio prédisant des nœuds de
Weyl et des mesures d’ARPES en volume.
Chapitre 2
La théorie du champ moyen dynamique
Introduction
Les découvertes des fermions lourds [42] et des supraconducteurs à haute température
critique [43] ont poussé à l’urgence le développement de méthodes systématiques pour
étudier les matériaux fortement corrélés. En effet, dans les années 80,même les Hamiltoniens
jouets les plus simples comme le modèle de Hubbard ou le modèle de réseau de Kondo
n’avaient pas de solution exacte pour des dimensions supérieures à une. Pour les dimensions
deux et trois, il existait certes des méthodes approximatives (la resommation de diagramme
de Feynman, par exemple), mais ces dernières souffraient de l’absence d’une limite contrôlée
dans le sens que lui ont donné Antoine George et al. dans l’article [44], c’est-à-dire, une limite
vers laquelle le système se simplifie et peut être alors résolu de façon contrôlée. Au début des
années 90, en se basant sur une compréhension plus fine de la limite de la dimension infinie
du modèle de Hubbard initiée par Metzner et Vollhardt en 1989 [45], Antoine Georges et
Gabriel Kotliar [46] et indépendamment Mark Jarrel [47] développent la théorie du champ
moyen dynamique (DMFT, de l’anglais Dynamical mean-field theory) [46].
Comme nous le verrons dans ce chapitre, cette théorie, applicable (et appliquée) sur
des systèmes de dimension deux et trois, présente l’avantage d’avoir une limite contrôlée
lorsque la dimensionnalité du système devient infinie. Elle a aussi permis un grand nombre
d’avancées dans le domaine des interactions fortes en permettant l’étude systématique de
transitions de phase dues aux interactions comme la célèbre transition métal-isolant de
Mott.
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Ce chapitre s’intéresse à cette théorie en détail : la section 2.1 introduit rapidement
le formalisme nécessaire pour appréhender la physique des électrons fortement corrélés.
On discutera dans la section 2.2 du modèle d’Hubbard, modèle utilisé tout au long de
ce travail de thèse pour rendre compte des interactions et qui sert de brique élémentaire
dans la définition de la DMFT. Dans la section 2.3, les équations de la DMFT sont dérivées.
Enfin, la section 2.4 présente le modèle d’impureté d’Anderson et les sections 2.5 et 2.6 sont
consacrées à deux solutionneurs d’impureté permettant d’appliquer la DMFT : la théorie de
la perturbation itérée et la diagonalisation exacte.
2.1 Méthodologie
Avant de rentrer dans des calculs avancés, il est important de rappeler le formalisme
mathématique que l’on utilisera dans la suite de cette thèse. Le lecteur intéressé par l’origine
de cette partie pourra se référer aux notes de cours du professeur Tremblay [48]. Les unités
naturelles sont choisies pour les définitions physiques.
2.1.1 Déﬁnition à temps et fréquences réelles
L’une des briques essentielles à la construction de solutions à des problèmes à N-corps
sont les fonctions de Green. À la différence de la fonction d’onde d’un problème quantique
qui contient l’ensemble des informations du système, les fonctions de Green ne contiennent
que certaines informations dites «importantes». Il existe plusieurs définitions de fonction de
Green, mais nous commencerons par la fonction de Green retardée à un corps en temps
réel :
GR(rσt, r′σ′t′) = −iθ(t− t′)⟨
{
cˆσ(r, t), cˆ†σ′(r
′, t′)
}
⟩. (2.1)
θ est la fonction d’Heaviside et cˆ(†) est l’opérateur de destruction (création) fermionique.
Enfin, la moyenne ⟨. . .⟩ est la moyenne thermodynamique dans l’ensemble grand cano-
nique et
{
Aˆ, Bˆ
}
l’anti-commutation entre les opérateurs Aˆ et Bˆ. Cette définition de la
fonction de Green est valable pour des particules fermioniques. Dans le cas de particules
bosoniques, outre le remplacement des opérateurs cˆ et cˆ† par des opérateurs bosoniques,
l’anti-commutation sera remplacée par une commutation.
L’évolution temporelle des opérateurs quantiques est basée sur la représentation d’Hei-
senberg, c’est-à-dire que l’on a, lorsque le système est gouverné par l’Hamiltonien Hˆ :
Oˆ(t) = eiHˆtOˆe−iHˆt. (2.2)
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D’un point de vue physique, on peut voir la fonction de Green retardée (ou plutôt sa partie
imaginaire) comme suit : il s’agit de l’amplitude de probabilité de créer au temps t une
particule fermionique de spin σ à la position r, de la laisser se propager dans l’espace-temps
et qu’elle se soit «transformée» en une particule de spin σ′ à la position r′ au temps t′ (où
t < t′, d’où l’appellation «retardée»). Lorsque l’on aura affaire à des fonctions de Green
en fréquences réelles, on omettra dorénavant l’indice R car elles correspondront, sauf cas
contraire, à des fonctions de Green retardées.
2.1.2 Cas d'un système invariant par translation
La définition mathématique peut être amenée à des formes plus simples à manipuler
lorsqu’il existe dans le système un certain nombre d’invariances et de symétries. En effet,
si le système est invariant par translation, ce qui se traduit mathématiquement par le fait
que la fonction de Green ne dépende que du vecteur distance r− r′, il est plus simple de
travailler directement dans l’espace réciproque, la fonction de Green devenant :
G(k, σ, σ′, t, t′) = −iθ(t− t′)⟨
{
cˆσ(k, t), cˆ†σ′(k, t
′)
}
⟩. (2.3)
De plus, en remarquant que la fonction de Green à un corps ne dépend que de t− t′, on peut
travailler en fréquences réelles en prenant une transformée de Fourier temporelle. Cette
transformation suit la définition mathématique suivante dans le cas de la fonction de Green
retardée :
G(ω,k) =
∫ +∞
−∞
dωeiω(t−t
′)e−ηtG(t− t′,k) (2.4)
où η est un nombre réel positif infinitésimalement petit. Ce rajout semble artificiel, mais
est nécessaire pour la convergence de la transformée de Fourier ainsi que pour respecter la
causalité de la fonction de Green.
L’utilisation des fréquences réelles est très pratique. Elles nous permettent de définir
la fonction spectrale qui nous renseigne sur les excitations des particules du système en
fonction de l’énergie (grâce à la conversion : ϵ = ℏω) :
Aij(ω) = −2ImGij(ω) (2.5)
ainsi que la densité d’états du système :
N(ω) = − 1
π
Tr [ImG(ω)] . (2.6)
23
Nous réutiliserons ces définitions dans la suite de ce travail de thèse.
2.1.3 Équation du mouvement dans le cas d'un Hamiltonien quadratique
À partir de la fonction de Green 2.1, on peut «s’amuser» à calculer l’équation du mouve-
ment de la fonction de Green dans le cas d’un Hamiltonien quadratique :
Hˆ = −
∑
α,β
tαβ cˆ
†
αcˆβ. (2.7)
Dans ce cas particulier, il peut être montré que dans la représentation d’Heisenberg, la
dérivée temporelle de l’opérateur de destruction suit la formule suivante :
i
∂ci
∂t
= −
∑
β
tiβcβ. (2.8)
En utilisant la dérivée temporelle i∂t sur la formule 2.1, on obtient :
∑
β
(
iδiβ
∂
∂t
+ tiβ
)
Gβj(t, t
′) = δ(t− t′)δi,j (2.9)
où encore, en fréquence réelle :
(ω + iη)Gij(ω) = δij −
∑
β
tiβGβj(ω). (2.10)
Cette équation nous sera fort utile dans la dérivation des équations de la DMFT présentée
la section suivante.
2.1.4 Un outil mathématique pour les température ﬁnie : Les fréquences de Matsubara
Les définitions précédentes sont valables en présence ou non d’interaction et quelle que
soit la température du système. Cependant, lorsque l’on travaille à une température finie T,
il est bien plus simple mathématiquement d’utiliser les fréquences de Matsubara plutôt que
les fréquences réelles. On définit la fonction de Green en temps imaginaire comme suit :
Gij(τ, τ
′) = −⟨Tτ cˆi(τ)cˆ†j(τ ′)⟩. (2.11)
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Les indices i et j représentent les nombres quantiques sur lesquels on travaille et Tτ est
l’opérateur chronologique temporel en temps imaginaire τ . Cette écriture se base sur une
extension en temps imaginaire de la représentation d’Heisenberg où l’on a substitué it par
τ :
Oˆ(τ) = eτHˆOˆe−τHˆ . (2.12)
La réécriture de la fonction de Green vue dans l’équation 2.11 implique un certain nombre
de propriétés de périodicité dont on ne fera pas la démonstration ici mais qui méritent d’être
présentées :
Gij(τ + 2β) = Gij(τ) (2.13)
Gij(τ + β) = ±Gij(τ), (2.14)
où β est l’inverse de la température β = 1/T et où le signe de la seconde équation dépend de
la nature des particules en jeu dans le système. Un signe+ signe une nature bosonique tandis
qu’un signe −marque le caractère fermionique des particules du système. Ces conditions
de périodicité et d’anti-périodicité sont cruciales lorsque l’on veut définir un équivalent
à la transformée de Fourier 2.4 pour des fonctions de Green définie en temps imaginaire.
Pour passer du temps imaginaire aux fréquences de Matsubara, nous utilisons la définition
suivante :
Gij(iωn) =
∫ β
0
dτeiωnτGij(τ), (2.15)
avec iωn = 2iπTn pour les bosons et iωn = iπT (2n + 1) pour les fermions. Ces fré-
quences de Matsubara respectent parfaitement les propriétés de périodicité présentées
aux équations 2.13 et 2.14. Pour passer des fréquences de Matsubara aux fréquences réelles,
il «suffit» de faire un prolongement analytique, c’est-à-dire de faire la substitution suivante
iωn → ω+ iη. Le mot «suffit» est entre guillemets car, si cette substitution ne pose aucun pro-
blème lorsque l’on dérive les équations analytiquement, cela devient extrêmement difficile
lorsque cela est fait de façon numérique. Pour ce faire, l’utilisation de certaines méthodes
comme la méthode des approximants de Padé [49, 50] (cf. Annexe B) ou la méthode du
maximum d’entropie [51] est nécessaire.
2.1.5 L'équation de Dyson
Enfin, lorsque le système est en présence d’interaction, il est utile de présenter l’équation
de Dyson. Cette dernière permet aussi d’introduire le concept de self-énergie. En effet,
lorsque l’Hamiltonien peut se décomposer en deux parties : Hˆ = Hˆ0 + HˆInt où Hˆ0 est
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l’Hamiltonien dit libre (sans interaction) et HˆInt, l’Hamiltonien de l’interaction, la self-
énergie Σ peut être vue comme la correction aux effets de l’Hamiltonien libre Hˆ0 due à la
présence des interactions. Cela se traduit par la célèbre équation de Dyson :
Gij(τ − τ ′) = G0ij(τ − τ ′) +
∑
αβ
∫
dτ1dτ2G
0
iα(τ − τ1)Σαβ(τ1 − τ2)Gβj(τ2 − τ ′). (2.16)
G est la fonction de Green de l’Hamiltonien total Hˆ et G0 est la fonction de Green de
l’Hamiltonien Hˆ0. Ramenée au cas invariant par translation et en fréquences de Matsubara,
la fonction de Green interagissante G s’écrit comme une fonction simple de la fonction de
Green de l’Hamiltonien Hˆ0 et de la self-énergie :
G(iωn,k) =
(
[G0(iωn,k)]−1 − Σ(iωn,k)
)−1
. (2.17)
Résoudre un problème avec des interactions revient donc finalement à calculer la self-énergie
du système. En pratique, très peu de systèmes avec interaction peuvent être résolus exacte-
ment, rendant l’utilisation de méthodes approximatives nécessaire. La DMFT est légèrement
différente de ces méthodes approximatives dans le sens où elle est, par construction, exacte
dans la limite des grandes dimensions (la fameuse limite contrôlée). L’approximation en
DMFT réside dans son utilisation sur des systèmes de basse dimension.
2.2 Aparté sur la physique du modèle d'Hubbard
Avant de plonger dans les équations de la théorie du champ moyen dynamique, il est
intéressant de s’attarder sur le modèle que cette méthode résout ainsi que sur la physique
qui lui est associée.
Proposé de façon indépendante par Gutzwiller [52], Kanamori [53] et Hubbard [54] en 1963
avec la volonté d’avoir un modèle simple qui rend compte des corrélations électroniques
dans un solide, le modèle d’Hubbard peut se définir à l’aide de l’Hamiltonien suivant :
Hˆ = −
∑
i,j,σ
tij cˆ
†
iσ cˆjσ + U
∑
i
nˆi↑nˆi↓ − µ
∑
iσ
cˆ†iσ cˆiσ. (2.18)
Ici, les indices i et j dénotent les sites du réseau et σ le spin de l’électron. tij et µ représentent
respectivement les termes de sauts entre les sites i et j et le potentiel chimique. Les opé-
rateurs nˆiσ = cˆ†iσ cˆiσ dénotent les opérateurs de densités. Enfin, la partie de l’Hamiltonien
proportionnelle à U , le terme d’interaction de Hubbard, est là pour rendre compte des
interactions coulombiennes écrantées dans le cristal. Ce terme d’interaction est purement
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local dans le sens où deux électrons n’interagissent entre eux que lorsqu’ils se situent sur le
même atome.
On peut donc voir le modèle d’Hubbard comme une extension du modèle de liaison
forte. Ce dernier est par ailleurs présent dans le premier terme de droite dans l’équation 2.18.
Dans ce modèle, les électrons sont libres de "sauter" d’un site i à un autre site j du réseau
avec une énergie cinétique −tij . A partir de ce modèle, émergent des bandes d’énergie où
certaines valeurs d’énergies sont inaccessibles aux électrons. On parvient alors à diviser les
solides selon le remplissage des bandes au niveau de l’énergie de Fermi : isolant, conducteur,
semi-conducteur, etc.
L’ajout du terme d’Hubbard remet les atomes du solide au centre du problème de
la physique des électrons. Ainsi, la classification faite sur les solides à l’aide des bandes
électroniques peut se retrouver modifiée. A défaut de pouvoir le résoudre, Hubbard avait
notamment amélioré les approximations sur son modèle éponyme [55] et a rendu compte
de l’existence d’une phase d’isolant de Mott lorsqu’un solide est à demi-rempli, c’est-à-
dire lorsqu’il y a exactement un électron par site d’atome. Ce résultat est extrêmement
important pour la physique des électrons corrélés puisque le modèle des liaisons fortes d’un
réseau carré (ou triangulaire, la géométrie n’a pas d’importance) prédit que le solide sera
un conducteur à cette densité.
Mais qu’est-ce qu’une phase d’isolant de Mott? Sa définition est assez simple à com-
prendre. Le coût en énergie que doivent payer deux électrons lorsqu’ils sont localisés sur
le même site est l’énergie potentielle U . Lorsque U a une valeur suffisamment élevée, la
configuration la plus favorable d’un point de vue énergétique est celle où chaque électron
est localisé sur un site et où il n’y a plus que des sauts virtuels d’électrons possibles, sinon il
faut payer le coût de l’énergie potentielle. Une illustration assez fidèle de l’isolant de Mott
est celui de l’embouteillage de voitures où la congestion est telle que plus aucune voiture ne
peut avancer, le coût de passer au dessus d’autres voitures avec sa voiture étant un prix trop
cher à payer par les conducteurs.
On peut se faire une idée de la densité d’états d’un isolant de Mott en résolvant le cas
où le terme cinétique, c’est-à-dire la première somme dans l’équation 2.18, est absent. Dans
cette limite appelée la limite des fortes corrélations, le système est diagonal dans l’espace
réel et il est possible d’obtenir la fonction de Green de ce modèle à l’aide des équations du
mouvement [48]. A demi-remplissage, cette dernière s’écrit :
Gσ(ω) =
1
2
(
1
ω + iη − U2
+
1
ω + iη + U2
)
. (2.19)
27
Figure 2.1 Densité d’états locale pour différents régimes de l’interaction d’Hubbard norma-
lisée par rapport à la largeur de bande sans interaction W à température nulle. a) Densité
d’états en l’absence d’interaction. b) Dans le régime des faibles interactions, on remarque
que du poids spectral est transféré à la périphérie de la densité d’états. c) Dans le régime des
fortes corrélation, caractérisé par une valeur de U comparable à celle de W , une structure
en trois parties se dessine : les deux bandes d’Hubbard situées autour de ±U/2 et un pic
de quasi-particules au niveau de Fermi. d) Dans la phase de Mott, on retrouve seulement
les bandes d’Hubbard. Un gap électronique d’une largeur comparable au terme d’Hubbard
marque le caractère isolant de la phase. Figure tirée de [56]. .
La densité d’états se compose donc de deux pics situés à ω = ±U/2 et il existe un gap
électronique de largeur U . Lorsque l’on rajoute la partie cinétique mais que l’on reste dans
la limite des fortes corrélations caractérisée par t≪ U , ces deux pics connaîtront un élar-
gissement, mais la forme globale de la densité d’états n’est pas foncièrement changée. Une
phase d’isolant de Mott gardera ces propriétés générales issues de la physique des fortes
corrélation : deux bandes d’énergies situées autour de ω = −U/2 et ω = U/2 et que l’on
appelle, respectivement, bande inférieure et supérieure d’Hubbard, ainsi qu’un gap de
charge au niveau de l’énergie de Fermi.
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Entre le cas sans interaction et la phase de Mott, la densité d’états du système change
continument de forme comme illustré dans la figure 2.1. Le transfert de poids spectral entre
les excitations cohérentes de particules, appelé aussi pic de quasi-particules, et les bandes
d’Hubbard augmente progressivement avec U . Lorsque U atteint une valeur critique qui est
souvent du même ordre de grandeur que la largeur de bande, une transition du premier
ordre entre la phase métallique et la phase d’isolant de Mott a lieu qu’on appelle la transition
de Mott.
La forme de l’interaction électron-électron est sûrement l’une des plus simples possibles.
Malgré cette extraordinaire simplicité, le modèle d’Hubbard capture une physique extrême-
ment riche avec une multitude de phases avec brisure de symétrie ou de phase exotique
comme les liquides de spins. Pourtant, il est tout aussi extraordinairement difficile à résoudre.
A ce jour, seulement deux solutions analytiques sont connues : à une dimension [57] et à
dimension infinie [45]. Pour des dimensions se situant entre ces deux extrêmes, l’utilisa-
tion deméthodes numériques comme la théorie du champmoyen dynamique est impérative.
2.3 Les équations de la théorie du champ moyen dynamique
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Figure 2.2 a) Schéma illustrant la méthode de cavité. Est représenté sur cette image le réseau
avec la cavité ainsi que le site de la cavité. La flèche représente le lien qui subsiste entre les
deux. Image tirée de [44]. b) Schéma du problème d’impureté quantique. Le site de l’impureté
est couplé à un réservoir d’électrons libres.
Dans cette section, nous allons dériver les équations de la DMFT à l’aide de laméthode de
la cavité. Pour ce faire, nous nous baserons tout au long de cette dérivation sur l’Hamiltonien
général défini dans l’équation 2.18.
De plus, nous allons faire deux hypothèses sur le système 2.18 : nous allons d’abord
considérer un système invariant par translation et supposer que la self-énergie du problème
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est purement locale 1. La localité de la self-énergie peut paraître une hypothèse extrêmement
drastique et arbitraire, mais elle est justifiée par la limite contrôlée de la DMFT puisque en
dimension infinie, la self-énergie est locale [45]. Il s’agit donc d’une bonne approximation
pour les matériaux de dimension trois et / ou les matériaux avec un grand nombre de
coordination. Nous discuterons de l’implication de la localité de la self-énergie à la fin de
cette section.
À partir du modèle de Hubbard 2.18, on peut définir la fonction de partition en fonction
de variables de Grassmann :
Z =
∫ ∏
i
Dc+iσDciσe
−S , (2.20)
où nous avons définit l’action de notre système S comme :
S =
∫ β
0
dτ
⎛⎝∑
iσ
c+iσ(τ)(∂τ − µ)ciσ(τ)−
∑
i,j,σ
tijc
+
iσ(τ)cjσ(τ) + U
∑
i
ni↑(τ)ni↓(τ)
⎞⎠ . (2.21)
S’il n’y a pas de doute possible, nous arrêterons de spécifier la dépendance en temps imagi-
naire τ des variables de Grassmann. La méthode de la cavité repose sur un grand principe :
diviser l’ensemble du réseau en deux parties composées d’un site isolé appelé site de la
cavité (dont l’index est o) et du réseau en présence de la cavité 2.2(a). En suivant ce principe,
l’action se divise en trois parties : l’action du site de la cavité So, l’action du réseau en
présence de la cavité S(o) et l’action faisant le lien entre le site de la cavité et le reste du
réseau∆S (voir Figure 2.2(a)).
So =
∫ β
0
dτ
∑
σ
c+oσ (∂τ − µ) coσ − Uno↑no↓, (2.22)
S(o) =
∫ β
0
dτ
∑
i ̸=o,σ
c+iσ (∂τ − µ) ciσ −
∑
i,j ̸=o,σ
tijc
+
iσcjσ −
∑
i ̸=o
Uni↑ni↓, (2.23)
∆S = −
∫ β
0
dτ
∑
i ̸=o,σ
tioc
+
iσcoσ + toic
+
oσciσ =
∫ β
0
∆S(τ). (2.24)
Sans aucune approximation, la fonction de partition s’écrit alors :
Z =
∫ ∏
σ
Dc+oσDcoσe−So
∫ ∏
i ̸=o,σ
Dc+iσDciσe
−S(o)e−∆S(τ). (2.25)
1. Notez que la combinaison d’une self-énergie locale et de l’invariance par translation du système entraîne
de facto une self-énergie qui est la même pour chacun des sites du réseau.
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Concentrons-nous sur la seconde intégrale du terme de droite en développant l’exponen-
tielle :
e−
∫ β
0 dτ∆S(τ) = 1−
∫ β
0
dτ∆S(τ) + 1
2
∫∫ β
0
dτ1dτ2∆S(τ1)∆S(τ2) + . . . . (2.26)
On peut réécrire alors la fonction de partition comme suit :
Z =
∫ ∏
σ
Dc+oσDcoσe−SoZ(o)
(
1−
∫ β
0
dτ⟨∆S(τ)⟩(o) + 1
2
∫ β
0
dτ1dτ2⟨∆S(τ1)∆S(τ2)⟩(o) + . . .
)
,
(2.27)
où les symboles ⟨. . .⟩(o) et Z(o) représentent respectivement la moyenne thermodynamique
sur le réseau avec la cavité et la fonction de partition correspondante. Il peut être montré
que la plupart des moyennes présentes dans l’équation 2.27 décroissent en puissance de
1/d [44] où d est la dimension du système. Le seul terme restant lorsque l’on prend la limite
des dimensions infinies est le terme en ⟨∆S∆S⟩(o). En ayant en tête la formule suivante :
∆S(τ1)∆S(τ2) = −
∑
i,j,σσ′
( tiotjoc
+
iσ(τ1)coσ(τ1)c
+
jσ′(τ2)coσ′(τ2)
+ tiotojc
+
iσ(τ1)coσ(τ1)c
+
oσ′(τ2)cjσ′(τ2)
+ tjotoic
+
oσ(τ1)ciσ(τ1)c
+
jσ′(τ2)coσ′(τ2)
+ toitojc
+
oσ(τ1)ciσ(τ1)c
+
oσ′(τ2)cjσ′(τ2) ) . (2.28)
et s’il n’y a pas de phases particulières dans le système (typiquement, s’il n’y a pas de
supraconductivité où des termes en c+c+ sont autorisés), le premier et le dernier terme sont
nuls lorsque l’on prend la moyenne quantique et thermique sur l’Hamiltonien avec la cavité.
En «reconstruisant» l’exponentielle, on se retrouve avec une action effective de la forme
suivante :
Seff = So +
1
2
∫ β
0
dτ1dτ2
∑
σ
c+oσ
⎡⎣∑
i,j
tiotojG
(o)
ji (τ2 − τ1) + toitjoG(o)ij (τ2 − τ1)
⎤⎦ coσ. (2.29)
On a défini les fonctions de Green G(o)ij (τ2 − τ1) = ⟨ci(τ2 − τ1)c+j (0)⟩(o) et on a abandonné
les indices de spin pour des soucis de lisibilité. En réécrivant l’action effective différemment,
ces fonctions de Green peuvent être vues comme propageant l’effet du réseau environnant
sur le site de la cavité :
Seff =
∫ β
0
dτ1dτ2c
+
oσ(τ1)G−10 (τ2 − τ1)coσ(τ2) + U
∫ β
0
dτno↑no↓, (2.30)
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avec :
G−10 (iωn) = iωn + µ−
∑
i,j ̸=o
tiotojG
(o)
ji (iωn). (2.31)
Pour arriver au résultat précédent, nous avons seulement joué avec les variables muettes
des sommes.
L’objet 2.31 est nommé le champ de Weiss du système. Ce champ apparaît comme un lien
entre le système du réseau interagissant et le problème d’une impureté couplée avec un
bain non interagissant (le modèle d’Anderson [58]) puisque dans ces deux cas, le champ de
Weiss a une forme similaire. Comme dans les champs moyens statiques que l’on rencontre
souvent en physique (le cas du modèle d’Ising en tête), le champ de Weiss va être utilisé
comme outil de convergence vers la solution. Cependant, pour parfaire notre dérivation
d’un champ moyen, il faut dériver une relation d’auto-cohérence. On peut commencer par
réécrire le champ de Weiss en fonction des fonctions de Green du réseau entier en utilisant
la relation : G(o)ij = Gij −GioGoj/Goo [44]. Physiquement, cette équation peut s’interpréter
comme suit : la fonction de Green du réseau en présence de la cavité est la même que la
fonction de Green sans la cavité à laquelle on soustrait les chemins passant par la cavité. Il
faut souligner que cette relation est exacte en dimension infinie seulement. De plus, comme
cette formule gère directement le cas G(o)oo = 0, nous n’avons plus besoin de restreindre la
somme aux sites différents de o :
G−10 (iωn) = iωn + µ−
∑
i,j
tiotoj
(
Gji − GjoGoi
Goo
)
. (2.32)
Avant de continuer, faisons une digression qui facilitera la dernière étape de notre calcul.
Nous pouvons réécrire l’équation 2.10 sous forme matricielle. Cela nous donne :
zIG = I− tG (2.33)
G = (zI+ t)−1 , (2.34)
où on définit z = iωn + µ. Un peu d’algèbre nous permet de définir une équation du
mouvement alternative qui consiste seulement en la contraposée de l’équation de 2.10 :
zG = I−Gt, (2.35)
ou encore :
zGij(z) = δij −
∑
l
Giltlj . (2.36)
De plus, l’équation de Dyson vue en 2.16 s’écrit dans le cas d’une self-énergie locale Σ
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comme suit :
Gij(iωn) = G
0
ij(iωn) +
∑
l,m
G0il(iωn)Σ(iωn)δlmGmj(iωn) (2.37)
= G0ij(iωn) + Σ(iωn)
∑
l
G0il(iωn)Glj(iωn). (2.38)
(2.39)
En remarquant que la dernière somme n’est autre que le produit de deux matrices, on se
permet de réécrire l’équation ci-dessus avec des matrices :
G(iωn) = G
0(iωn) + Σ(iωn)IG
0(iωn)G(iωn), (2.40)
où I est la matrice identité. Ainsi, il est simple de montrer que :
G =
[
(G0)−1 − ΣI)]−1 . (2.41)
Combinée avec l’équation du mouvement 2.10, on peut écrire : Gij(z) = G0ij(z˜) avec
z˜ = iωn + µ− Σ(iωn). Cette relation nous permet de définir une équation du mouvement
généralisée pour les fonctions de Green interagissantes :
z˜Gij = δij −
∑
l
tilGlj . (2.42)
Avec l’aide de ces relations, on peut s’attaquer à la simplification de la formule de l’équation
de Weiss 2.32. Le premier terme dans la somme peut se simplifier de la façon suivante :∑
i,j
tiotojGji =
∑
i
tio
∑
j
tojGji (2.43)
=
∑
i
tio(δoi − z˜Goi) (2.44)
= −z˜
∑
i
tioGoi (2.45)
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alors que pour le second terme, on a :
∑
i,j
tiotoj
GjoGoi
Goo
=
∑
i
tioGoi
Goo
∑
j
tojGjo (2.46)
=
∑
i
tioGoi
Goo
(1− z˜Goo) (2.47)
= −z˜
∑
i
tioGoi +G
−1
oo
∑
i
tioGoi (2.48)
= G−1oo + z˜ − z˜
∑
i
Goitio. (2.49)
En utilisant l’équation du mouvement alternative définie équation 2.36 :
z˜Goo = 1−
∑
i
toiGio = 1−
∑
i
Goitio (2.50)
et un peu d’algèbre, l’équation 2.32 devient :
G−10 = Σ(iωn) +G−1oo (iωn). (2.51)
Arrêtons-nous quelques minutes après ce long, mais nécessaire passage mathématique.
La dérivation des équations du champ moyen dynamique ne repose sur aucune approxima-
tion en dimension infinie. Utiliser la DMFT ou résoudre le modèle directement donnera
donc le même résultat lorsque d → ∞ et la principale approximation que l’on pourrait
reprocher à cette théorie est de l’utiliser sur des systèmes de dimension inférieure à l’infini.
De plus, nous sommes passés assez rapidement dans le paragraphe précédent sur le lien
entre le réseau interagissant et le modèle d’Anderson. Les actions effectives sont certes
similaires, mais ce choix reste arbitraire et d’autres modèles d’impuretés comme le modèle
de Wolff [59] pourraient être utilisés. Ce choix ne change que la forme du champ de Weiss
sans toucher à la physique du problème.
Le paradigme de la théorie du champ moyen dynamique est de remettre l’atome au centre
de la physique de la matière condensée. En effet, pour traiter les interactions dans un solide,
deux approches peuvent être utilisées : la première consiste à considérer le cas d’électrons
libres dans un réseau périodique et de regarder ce qui se passe lorsque l’on rajoute les
interactions. La seconde, plus proche d’une approche à la chimiste, consiste à traiter correcte-
ment un atome isolé, qui est déjà un petit problème à N-corps en soi, puis de considérer
les recouvrements d’orbitales. In fine, ces deux approches sont équivalentes dans le sens où
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elles devraient donner la même solution physique. La théorie du champ moyen dynamique
en se concentrant sur l’atome dans un solide emprunte la seconde approche pour traiter le
problème d’un réseau sous interactions.
2.4 Le modèle d'Anderson et la théorie du champ moyen dynamique
Le modèle de l’impureté quantique d’Anderson, que l’on appellera modèle d’Anderson
pour plus de facilité, modélise une impureté quantique sur laquelle les électrons peuvent
interagir, mais peuvent aussi la quitter pour se rendre dans un réservoir d’électrons non
interagissants. L’Hamiltonien de ce système s’écrit généralement comme suit :
HˆAnd = Hˆ0 + Hˆloc + Hˆhyb + HˆInt (2.52)
où Hˆ0 est l’Hamiltonien des électrons libres dans le bain. On note ϵk, l’énergie de dispersion,
µ le potentiel chimique des électrons du bain et cˆ(†) les opérateurs de destruction (création)
des électrons du bain :
Hˆ0 =
∑
k,σ
(ϵk − µ) cˆ†kσ cˆkσ. (2.53)
Hˆloc est l’Hamiltonien local de l’impureté. Ici, l’impureté aura une énergie de site ϵf et les
opérateurs de destruction (création) sur l’impureté seront notés dˆ(†) :
Hˆloc = ϵf
∑
σ
dˆ†σdˆσ. (2.54)
Le terme Hˆhyb décrit le couplage entre l’impureté et le réservoir d’électrons. Mathématique-
ment, ce couplage est décrit par le terme complexe Vk :
Hˆhyb =
∑
k,σ
(
Vkcˆ
†
kσdˆσ + c.h
)
. (2.55)
Enfin, le dernier terme de l’expression 2.52 est le terme d’interaction d’Hubbard entre les
électrons de l’impureté seulement :
HˆInt = Udˆ
†
↑dˆ↑dˆ
†
↓dˆ↓. (2.56)
L’Hamiltonien 2.52 n’a pas de solution exacte connue lorsque l’Hamiltonien HˆInt est présent.
Dans le cas contraire, la fonction de Green de l’impureté ne pose pas particulièrement de
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problèmes à être dérivée (cf. AnnexeA.1 pour une dérivation simple utilisant les diagrammes
de Feynman) et a la forme suivante :
G0d(iωn) =
1
iωn − ϵf −∆(iωn) , (2.57)
où ∆(iωn) est appelée la fonction d’hybridation :
∆(iωn) =
∑
k,σ
|Vk|2
iωn − ϵk
. (2.58)
La fonction ∆ peut être vue comme une somme de fonctions de Green d’électrons libres
pondérées par un poids |Vk|2. Elle ressemble aussi au dernier terme de l’équation 2.31.
Physiquement, elle modélise la possibilité qu’ont les électrons de passer du réservoir à
l’impureté et inversement. En présence du terme Hint, la fonction de Green de l’impureté
interagissante s’écrit à l’aide de la self-énergie de l’impureté Σimp :
Gd(iωn) =
1
iωn − ϵf − Σimp(iωn)−∆(iωn) . (2.59)
Il faut aussi remarquer que l’expression de la fonction d’hybridation ∆ n’est pas affectée
par la prise en compte de l’HamiltonienHInt. Cela est dû au fait que le terme d’Hubbard ne
concerne que les électrons sur l’impureté.
2.4.1 La boucle de la théorie du champ moyen dynamique
Si l’on est capable de résoudre le modèle d’Anderson d’une quelconque manière, la mise
en place de la DMFT se fait alors en suivant les étapes présentées ci-dessous. Pour l’itération
p :
1. Résoudre le modèle d’Anderson à partir d’une fonction d’hybridation ∆p et obtenir
la self-énergie de l’impureté Σimp,p.
2. Approximer la self-énergie du réseau par celle de l’impureté :Σp(iωn,k) ≈ Σimp,p(iωn).
3. Mettre à jour la fonction d’hybridation ∆p+1 du modèle d’Anderson à l’aide de la
relation d’autocohérence 2.51 :
∆p+1(iωn) = iωn − ϵf −
(∑
k
1
iωn + µ− ϵk − Σp(iωn)
)−1
− Σp(iωn). (2.60)
4. Si le système n’a pas encore convergé, retourner à l’étape 1.
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Une fois la boucle de DMFT terminée, la fonction de Green du réseau est simplement donnée
par la formule suivante :
G(iωn,k) =
1
iωn + µ− ϵk − Σ(iωn)
. (2.61)
Le cas de la première itération p = 0 revient à définir une fonction d’hybridation ∆0
adéquate avec laquelle on commencera la boucle de la DMFT. Plusieurs choix sont possibles
dépendemment du solveur d’impureté utilisé. On peut par exemple utiliser une fonction
d’hybridation obtenu pour un jeu de paramètres différent (température, densité electronique,
etc), partir d’une fonction d’hyrbidation aléatoire ou bien utiliser la valeur asymptotique de
la fonction d’hybridation (cf. 2.5.2).
La principale difficulté dans la mise en place de la DMFT est donc la résolution du
modèle d’impureté d’Anderson. Historiquement, les plus anciens solutionneurs d’impuretés
sont l’algorithme de Hirsch-Fye en Monte-Carlo quantique [60] et la diagonalisation exacte
[61]. Depuis, une multitude d’autres solutionneurs ont vu le jour, avec leurs avantages
et leurs inconvénients. Parmi les plus connus, citons les méthodes basées sur le Monte-
Carlo quantique (à temps continu [62], variationnel [63, 64], etc.) ou encore la théorie de la
perturbation itérée [65, 66] (IPT, Iterated Perturbation theory)). Attardons-nous quelque peu
sur cette IPT puisque nous rencontrerons ce solutionneur d’impureté dans le chapitre 5.
2.5 La théorie de la perturbation itérée
Historiquement, le solutionneur d’impureté IPT est l’un des premiers à avoir été utilisés
en DMFT. Bien que l’on retrouve le mot perturbation dans son nom, il permet de capturer
qualitativement des transitions de phase telle que la transition métal-isolant de Mott.
2.5.1 La théorie de la perturbation itérée
Comme son nom l’indique, la théorie de la perturbation itérée se base sur un dévelop-
pement perturbatif à l’ordre deux de la self-énergie de l’impureté Σ. Ainsi, cette dernière
s’écrit dans le paradigme de l’IPT :
Σσ(iωn) = Unσ¯ + Σ˜
(2)
σ (iωn), (2.62)
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avec σ¯ le spin opposé de σ. Le premier terme de droite correspond au célèbre terme Hartree-
Fock, c’est-à-dire l’ordre un en U dans le développement perturbatif de la self-énergie alors
que le terme Σ˜(2) correspond au terme du second ordre. l’expression de ce dernier en temps
imaginaire prend la forme simple suivante (cf. Annexe A.2) :
Σ˜(2)σ (iωn) = −U2
∫ β
0
dτeiωnτG0σ(τ)G
0
σ¯(−τ)G0σ¯(τ), (2.63)
avec la fonction de Green de l’impureté :
G0σ =
1
iωn + µ˜σ −∆(iω) . (2.64)
Le terme similaire à un potentiel chimique µ˜σ est égal à −ϵf − Unσ¯. Dans la suite de cette
section, nous ne considérerons que le cas paramagnétique où n↑ = n↓ = n/2 et on notera µ˜σ
comme µ˜0. Malgré son apparente simplicité de prime abord, ce solutionneur d’impureté
présente un certain nombre de qualités indéniables : a demi-remplissage, il est exact dans
les limites où U = 0 (modèle sans interaction) et où tij = 0 (limite atomique, tij étant les
amplitudes de saut des électrons sur le réseau).
Dans le but de généraliser le solutionneur d’impureté loin du demi remplissage, on
préférera à l’équation 2.62 l’ansatz suivant :
Σσ(iωn) = Unσ¯ +
AΣ˜
(2)
σ (iωn)
1−BΣ˜(2)σ (iωn)
, (2.65)
avec
A =
n(2− n)
n0(2− n0) (2.66)
B =
(1− n2 )U + µ˜0 − µ
n0
2
(
1− n02 U2
) . (2.67)
Avec les définitions : n0 = 2T
∑
ωn
G0(iωn)e
−iωn0− et n = 2T
∑
k,ωn G(iωn,k)e
−iωn0− , la
densité électronique du réseau.
Introduit par Kajueter et al. [65], cet ansatz a été dérivé dans le but de retrouver certaines
limites de la self-énergie du réseau lorsque le réseau n’est pas à demi-rempli. En effet, le
paramètre A permet de retrouver le comportement hautes fréquences de la self-énergie
du réseau et le paramètre B permet de retrouver la self-énergie dans la limite atomique.
Alors que la densité électronique du réseau est un paramètre physique que l’on ne peut
pas faire varier pour faire converger la boucle DMFT, il existe une certaine liberté dans
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la détermination de n0 (et par extension de µ˜0). Alors que Kajueter et al. proposent de le
déterminer en imposant la règle de somme de Friedel, on impose souvent n0 égal à n [67]
qu’Arsenault et al. nomment IPT-n0 [66]. Cette méthode présente quelques inconvénients
notamment dans le régime des fortes interactions loin du demi-remplissage. Comme nous
ne nous trouverons jamais dans ce régime d’interaction dans ce travail de thèse, l’IPT-n0
peut être utilisé avec confiance.
2.5.2 Comportement asymptotique de la fonction d'hybridation
On pourrait se poser la question de l’initialisation de la boucle DMFT avec l’IPT comme
solutionneur d’impureté. Quelle valeur de départ donner à la fonction d’hybridation? Une
réponse possible est d’utiliser le comportement asymptotique de cette dernière. En effet,
lorsque ωn est assez grand, on peut écrire [68, 69] :
∆asym(iωn) ≈
∑
k ϵ
2
k − (
∑
k ϵk)
2
iωn
. (2.68)
Pour donner une preuve suffisamment générale, exprimons la fonction de Green locale Gll
en utilisant l’invariance par translation :
Gll(iωn) =
1
N
N∑
l=1
Gll =
1
N
Tr [G(iωn)] (2.69)
=
1
N
Tr
[
(iωn + µ− Σ(iωn)) I−H0
]−1
, (2.70)
La matriceH0 est l’Hamiltonien libre Hˆ0 dans une représentation matricielle. Un dévelop-
pement de Taylor de la fonction de Green 2.70 à l’ordre deux nous donne :
Gll ≈ 1
iωn
[
1
N
Tr [I]− 1
N
Tr[X]
iωn
+
1
N
Tr[XX]
iω2n
]
, (2.71)
où X est la matrice cumulant : X = (µ − Σ(iωn))I −H0. On peut réutiliser cette formule
dans la relation d’auto-cohérence de la DMFT, présentée équation 2.60. Après inversion de
la formule 2.70, un développement limité valable dans la limite asymptotique et un peu
d’algèbre, on obtient :
∆asym(iωn) =
1
N Tr
[
H0H0
]− ( 1N Tr [H0])2
iωn
. (2.72)
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La trace d’une matrice étant indépendante de la base choisie pour représenter la matrice
HamiltonienH0, on retrouve l’expression 2.68 lorsque l’on choisit la base des moments k.
Il est intéressant de remarquer que l’on a utilisé aucune hypothèse sur le comportement
asymptotique de la self-énergie du réseau. Nous verrons dans le chapitre 5 sur la DMFT
sous champ magnétique que le comportement asymptotique de la fonction d’Hybridation
n’est pas affecté par l’effet orbital induit par un champ magnétique externe.
2.6 La diagonalisation exacte
Les solutionneurs d’impureté basés sur la diagonalisation exacte font partie des solu-
tionneurs les plus robustes et les plus précis lorsque l’on souhaite étudier un problème à
très basse température voire à température nulle. Dans la suite de ce travail de thèse, nous
référerons à ces types de solutionneurs par la contraction : diagonalisation exacte.
La diagonalisation exacte repose sur une représentation matricielle du problème d’im-
pureté [61]. Comme la principale limitation de cette approche est la taille exponentiellement
grande de la matrice représentant l’Hamiltonien lorsque l’on souhaite prendre en compte
un continuum d’états pour le bain, on approxime ce dernier par un nombre fini d’états. De
façon pratique, cela correspond à considérer une impureté couplée à une dizaine de sites de
bain. Le mot site est mis en italique car il s’agit d’un abus de langage. En effet, les états du
bain n’ont pas de position physique et ne peuvent pas vraiment être considérés comme des
sites réels. L’Hamiltonien correspondant à une impureté couplée à nb sites de bain s’écrit
donc :
HˆED = ϵd
∑
σ
dˆ†σdˆσ +
nb∑
σ,l=1
ϵlcˆ
†
σlcˆσl + Udˆ
†
↑dˆ↑dˆ
†
↓dˆ↓ +
nb∑
σ,l=1
(
Vlcˆ
†
σdˆσ + c.h
)
. (2.73)
Malgré le nombre relativement faible d’états de bain, la matrice correspondant à l’Hamilto-
nien 2.73 s’échelonne comme une fonction exponentielle du nombre de sites de bain. Plus
exactement, la taille de la matrice est de 4nb+1 lorsque l’on choisit la base de Fock [70].
Cette troncation sur le nombre d’états du bain a une conséquence non négligeable sur
la relation d’auto-cohérence de la DMFT puisque cette dernière ne peut plus être satisfaite
exactement. Pour parer à ce problème, l’équation d’auto-cohérence 2.60 est remplacée par
un problème d’optimisation où l’on cherche à minimiser la fonction de distance
χ2 =
1
nmax + 1
nmax∑
n=0
|G−1And(iωn)−G−1(iωn)|2, (2.74)
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où nmax est le nombre de fréquences de Matsubara pris en compte dans la minimisation du
problème, G est la fonction de Green du réseau local et GAnd est la fonction de Green de
l’impureté interagissante :
GAnd(iωn) =
(
iωn − ϵd − Σ(iωn)−
nb∑
l=1
|Vl|2
iωn − ϵl
)−1
. (2.75)
Ainsi, le problème d’optimisation a pour but de minimiser la différence entre la fonction de
Green locale et la fonction de Green de l’impureté sur une certaine plage de fréquence de
Matsubara en jouant sur les paramètres variationnels Vl et ϵl.
Enfin, pour résoudre le problème d’impureté, deux méthodes existent : la méthode de
Lanczos et la diagonalisation totale. La première permet d’obtenir l’état fondamental du
problème et elle est donc préconisée à température nulle. Elle présente l’avantage d’être
beaucoup plus rapide que la diagonalisation totale de la matrice et permet donc d’obtenir
de meilleurs résultats dans le sens où on peut rajouter un grand nombre de site de bains
(typiquement dix sites de bain et le site de l’impureté), ce qui affine quantitativement les
résultats.
La diagonalisation totale de la matrice est contrainte par les limitations usuelles des librairies
informatiques d’algèbre linéaire. La matrice ne devant pas être trop grande, un nombre
restreints de site de bain est à préconiser (généralement cinq ou six). Cependant, l’accès à
l’ensemble des énergies du système ouvre la voie aux températures finies.
La diagonalisation exacte est donc une méthode à la fois robuste et efficace pour ré-
soudre le problème d’impureté en DMFT. Malgré une approximation importante sur le
modèle d’impureté d’Anderson, ses résultats sont satisfaisants lorsqu’on les compare avec
les résultats de méthodes plus sophistiquées comme les méthodes Monte-Carlo quantiques.
De plus, la diagonalisation exacte est plus rapide et nettement moins coûteuse en puissance
numérique que ses homologues stochastiques.
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2.7 Résumé
Dans ce chapitre, nous avons commencé par énumérer rapidement les outils mathé-
matiques qui vont nous suivre tout au long de ce travail de thèse. Les concepts tels que la
fonction de Green, la self-énergie ou encore les fréquences de Matsubara ont un importance
particulière dans les solutions des problèmes à N-corps.
L’ensemble de ces outils permet d’appréhender la physique particulière du modèle
d’Hubbard. Ce modèle repose sur une interaction électron-électron purement locale, mi-
mant ainsi l’écrantage qui a lieu dans un solide. Malgré sa surprenante simplicité, la physique
qui en découle est extrêmement riche. Outre l’existence de phases magnétiques et de supra-
conductivité non conventionnelle dans son diagramme des phases, le modèle d’Hubbard est
surtout connu pour rendre compte de la transition métal-isolant deMott à demi-remplissage.
Dans cet isolant, l’interaction est tellement forte qu’elle empêche toute délocalisation des
électrons qui se retrouvent chacun localisé sur un site du réseau. Malheureusement, l’utili-
sation de solution analytique est quasiment impossible pour ce modèle rendant nécessaire
l’utilisation de méthodes numérique comme la DMFT.
Nous avons dérivé les équations de la DMFT dans le cas simple d’un système à une
bande et invariant par translation. Cette dérivation nous a permis d’introduire la relation
d’auto-cohérence de la DMFT 2.60 et de comprendre précisément ce qu’est la DMFT : une
théorie de champ moyen pour les fluctuations spatiales qui prend en compte exactement les
fluctuations temporelles. Cette théorie repose sur une «projection» du problème du réseau
infini sur le problème d’une impureté quantique interagissante et couplée à un réservoir
d’électrons libres.
Nous avons abordé en surface le modèle d’Anderson pour illustrer les équations de la
DMFT. Cemodèle peut se comprendre comme suit : il est composé d’une impureté quantique
sur laquelle les électrons sont soumis à une interaction de type Hubbard. Cette dernière est
«ressentie» par les électrons seulement lorsque deux électrons se trouvent sur l’impureté.
Pour rendre compte mathématiquement de ce couplage, une fonction d’hybridation permet
de modéliser l’effet qu’a le réservoir sur l’impureté quantique. Sa détermination dans le
paradigme de la DMFT se fait de façon auto-cohérente.
La DMFT ne peut pas être utilisée si l’on ne peut résoudre le problème d’impureté.
Pour ce faire, un grand nombre de méthodes appelées solutionneurs d’impureté ont été
développées. Dans ce travail de thèse, deux solutionneurs ont été intensément utilisés :
le solutionneur IPT se base sur un développement perturbatif au second ordre enU de la self-
énergie pour résoudre le problème d’impureté. Sa forme semi-analytique permet d’illustrer
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parfaitement le lien subtil qui existe entre le problème du réseau et le problème de l’impureté
quantique dans la DMFT ainsi que le rôle crucial que joue la fonction d’hybridation. Le
comportement asymptotique de cette dernière est une possible approche pour "initialiser"
la boucle de DMFT avec ce solutionneur. Ce comportement asymptotique peut être exprimé
en termes de somme de l’énergie de dispersion et ne dépend ni du potentiel chimique, ni
de la self-énergie du système.
La diagonalisation exacte est un autre solutionneur d’impureté basé sur une représenta-
tion matricielle du problème d’impureté quantique. La principale approximation repose
sur le fait que le réservoir d’électrons auquel est couplée l’impureté n’est composé que
d’un nombre restreint d’états. Une conséquence remarquable de cette approximation est
que la relation d’auto-cohérence de la DMFT ne peut plus être exactement satisfaite. On
lui préférera à la place un problème d’optimisation qui permet d’approcher la relation
d’auto-cohérence 2.60. La diagonalisation exacte est aujourd’hui une méthode éprouvée qui
est largement préférée à l’IPT par la communauté scientifique.
Chapitre 3
Semi-métaux de Weyl et interactions
Introduction
La physique topologique a été hermétique pendant de longues années à la prise en
compte des corrélations électroniques dans les matériaux. En effet, les grands concepts
de ce domaine reposent essentiellement sur la théorie des bandes électroniques et, bien
que des généralisations de leur définition aient été proposées pour prendre en compte les
interactions, aucune n’est robuste aux fortes corrélations électroniques. Pourtant, ce serait
une erreur d’omettre totalement les interactions dans la physique topologique puisque ces
dernières existent et ont un impact dans les matériaux réels.
Dans le cas des semi-métaux de Weyl, plusieurs approches ont été utilisées pour com-
prendre l’effet des interactions électroniques. Cela va de l’approximation de la phase aléa-
toire [71] à la théorie du groupe de renormalisation [72] en passant par des méthodes sur
amas comme la théorie des perturbations sur amas (CPT pour Cluster Perturbation Theory)
où l’approximation variationnelle sur amas (VCA pour Variational Cluster Approxima-
tion) [73, 74]. Malgré leur faible nombre, ces études laissent néanmoins entrevoir une riche
physique avec la présence de phénomènes exotiques comme un liquide de Fermi marginal
lorsque les interactions sont à longue portée ou un lien entre nombre de nœud de Weyl et
interaction à courte portée.
Ce chapitre a pour but de dresser une liste non exhaustive des propriétés de semi-métaux
de Weyl avec interaction électronique de type d’Hubbard résolue à l’aide de la DMFT et
d’un solutionneur d’impureté basé sur la diagonalisation exacte. La section 3.1 est consacrée
aux effets des interactions en général. On y introduit le modèle libre sur réseau dans la
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sous-section 3.1.1 et les principales propriétés comme la double occupation ou le poids
des quasi-particules sont discutées et comparées à celle obtenues sur réseau cubique dans
la sous-section 3.1.2. Dans la sous-section 3.1.3, une discussion sur l’effet des interactions
sur la position des nœuds de Weyl nous permet d’approfondir ce phénomène souvent mis
en avant dans les études utilisant des méthodes sur amas. Enfin, la section 3.2 compare
les résultats de la DMFT avec ceux d’autres méthodes et pose la question de la diffusion
inélastique des fermions de Weyl.
Sauf mention contraire, les résultats sont obtenus en utilisant la DMFT avec un solu-
tionneur d’impureté basé sur la diagonalisation exacte avec cinq sites de bain à β = 80.
1024 fréquences de Matsubara ont été utilisées pour évaluer la fonction de distance. Pour
satisfaire la relation d’auto-cohérence, un seuil de tolérance absolu en dessous duquel la
fonction de distance est considérée comme minimisée est fixé à 0.00002t.
3.1 Eﬀets des interactions sur les semi-métaux de Weyl dans le paradigme
de la théorie du champ moyen dynamique
3.1.1 Modèle sans interaction
Avant de parler des effets des interactions sur les semi-métaux de Weyl, il est important
de présenter le modèle sans interaction que nous utilisons tout au long de ce travail de thèse.
Nous nous baserons sur un modèle sur réseau qui brise la symétrie par renversement du
temps. L’Hamiltonien correspondant s’écrit de la façon suivante :
Hˆ0 =
∑
k
C†k {2t sin(kx)σx + 2t sin(ky)σy + [h− 2t (cos(kx) + cos(ky) + cos(kz))]σz}Ck
(3.1)
avec t, le terme de saut des électrons et h, un terme Zeeman qui permet de jouer sur l’aiman-
tation du système et qui sera particulièrement utile dans le chapitre 4. Le terme de saut t est
pris comme l’unité d’énergie (t ≡ 1) et par conséquent, toutes les grandeurs physiques dont
la dimension est celle d’une énergie seront en unité de t. De plus, on choisira le système
d’unité de Hartree pour la suite, c’est-à-dire que l’on fixe ℏ = e = kB = 1.
L’Hamiltonien et les vecteurs opérateurs sont dans la base des spins avec les matrices
de Pauli σi et C(†)k = (cˆ
(†)
↑ , cˆ
(†)
↓ )
(T ). Comme ce modèle se résume à une matrice 2× 2, il est
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facile d’obtenir les énergies propres du système :
ϵ±(k) = ±
√
{h− 2t [cos(kx) + cos(ky) + cos(kz)]}2 + [2t sin(kx)]2 + [2t sin(ky)]2 (3.2)
et par la même occasion, les positions des nœuds de Weyl. Ces derniers sont au nombre de
quatre lorsque |h| < 2t, situés (0, π,± arccos(h/2t)) et (π, 0,± arccos(h/2t)) dans la première
zone de Brillouin. Lorsque 2t < |h| < 6t, le nombre de nœud se réduit à deux situés à
(0, 0,± arccos((h− 4)/2t)) ou (π, π,± arccos((h+ 4)/2t)) si h < 0. Enfin, lorsque |h| > 6t, le
système se retrouve complètement gappé. Ce gap électronique est le signe que notre système
se trouve dans dans une phase d’isolant de bande peuplé par une seule espèce de spin.
Il est intéressant de remarquer que dans le cas sans interaction, la disparition des nœuds
de Weyl se fait toujours de la même façon : deux nœuds de chiralité opposée fusionnent
avant de pouvoir ouvrir un gap électronique ou changer le nombre de nœuds dans la
première zone de Brillouin. Cela fait écho à la robustesse des nœuds de Weyl abordée dans
le chapitre 1. Enfin, il est important de souligner que ce trait est commun aux autres modèles
sur réseau utilisés pour rendre compte d’interaction de type Hubbard.
Par exemple, le modèle sur réseau utilisé par Witczak-Krempa et al. [73] :
Hˆ0 =
∑
k
C†k [{2t (cos(kx)− cos(k0)) +m (2− cos(ky)− cos(kz))}σx + 2t sin(ky)σy
+ 2t sin(kz)σz ]Ck (3.3)
et celui utilisé par Laubach et al. [74] :
Hˆ0 =
∑
k
C†k [{mx − 2t cos(kx) +m0 (2− cos(ky)− cos(kz))}σx + 2t sin(ky)σy
+ 2t sin(kz)σz ]Ck (3.4)
peuvent exhiber un gap électronique lorsque les paramètres hors diagonauxm,m0 etmx
sont suffisamment grands. Au lieu de jouer sur les fluctuations ferromagnétiques comme
dans notre cas, ces modèles reposent sur des fluctuations anti-ferromagnétiques.
3.1.2 Propriétés générales : Double occupation, poids de quasi-particule, etc.
Pour l’ensemble des résultats présentés dans cette sous-section, le terme Zeeman h est
fixé à zéro.
Commenous nous concentrons sur les propriétés liées aux interactions à demi-remplissage,
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prenons le temps d’expliciter la symétrie particule-trou de notre modèle. En effet, l’Hamilto-
nien total avec interaction s’écrit :
Hˆ = Hˆ0 + U
∑
i
(
nˆi↑ − 1
2
)(
nˆi↓ − 1
2
)
− µ
∑
i
nˆi, (3.5)
où Hˆ0 est l’Hamiltonien présenté dans l’équation 3.1. Le terme d’interaction est légèrement
différent de celui auquel on est habitué (cf. Chapitre 2)mais il présente l’avantage de laisser le
potentiel chimique indépendant des interactions à demi-remplissage. En effet, l’Hamiltonien
3.5 est laissé invariant sous la transformation cˆiσ → dˆ†i,−σ (avec σ = ±1 dépendamment du
spin) lorsque l’on fixe le potentiel chimique à µ = 0 (voire plus bas). Ce dernier sera donc
toujours égal à zéro à demi-remplissage quelle que soit la valeur du terme d’Hubbard U . Ce
choix d’interaction n’est pas vraiment pertinent dans ce chapitre mais il sera utile lorsque
l’on abordera la question de l’aimantation orbitale dans le chapitre 4.
Enfin, cet Hamiltonien exhibe des symétries qui pourront nous aider à comprendre
quelques propriétés physiques. Nous essayerons de nous rapprocher des conventions déjà
utilisées dans la physique des hautes énergies. Ainsi, on peut commencer par définir des
opérations discrètes : l’opérateur parité P , l’opérateur de renversement du temps T ,TQ est
la translation par un vecteur Q = (π, π, π) et enfin les opérations miroir par rapport au
plan xz et yz nommées respectivementMxz etMyz . On définit aussi un pseudo-opérateur
de conjugaison de charge C ′ qui est certes différent de son équivalent de la physique des
particules mais qui s’en rapproche néanmoins. Les effets de ces opérateurs sur les opérateurs
de destruction et de création cˆ et cˆ† pour h = 0 sont compilés dans le tableau 3.1.
Transformations discrètes χ σx σy σz
PckσP
−1 = c−kσ −1 +1 +1 +1
TckσT
−1 = σc−k−σ −1 −1 −1 −1
C ′ckσC ′−1 = c
†
kσ +1 −1 −1 −1
TQckσT −1Q = ck+Qσ −1 +1 +1 +1
MzyckσM−1zy = c(−kx,ky,kz)σ −1 +1 −1 −1
MzxckσM−1zx = c(kx,−ky,kz)σ −1 −1 +1 −1
Table 3.1 Effets des opérations de symétries discrètes sur les opérateurs de création et de
destruction du réseau ainsi que le changement de signe associé sur la chiralité χ et les matrices
de Pauli de l’Hamiltonien 3.1 lorsque h = 0.
A partir de ce tableau, on peut retrouver la symétrie particule-trou du réseau discutée
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plus tôt. En effet, lorsque µ = 0, la transformation
(C ′PT )ckσ(C ′PT )−1 = σc
†
k−σ, (3.6)
laisse l’Hamiltonien 3.5 inchangé même lorsque h ̸= 0.
Lorsque h = 0, les Hamiltoniens avec et sans interaction exhibent deux symétries
caractérisées par la combinaison des opérateurs de translation TQ et des opérateurs miroirs :
(TQMzy)ckσ(TQMzy)−1 = c(−kx+π,ky+π,kz+π)σ (3.7)
(TQMzx)ckσ(TQMzx)−1 = c(kx+π,−ky+π,kz+π)σ. (3.8)
Le vecteur de translation Q est une conséquence du caractère bipartite du réseau carré.
Ainsi, ces deux symétries échangent les positions de nœuds d’une chiralité donnée avec celles
de chiralité opposée et sont valables quelle que soit la valeur du potentiel chimique µ.
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Figure 3.1Densités d’états locales en fonction des fréquences réelles. En ligne noire pointillée,
la densité d’états locale sans interaction et en ligne rouge continue, la densité d’états locale
pour U = 12. La présence de pics très abrupts dans le cas avec interaction vient du faible
nombre de sites de bain du solutionneur d’impureté.
Attardons-nous quelque peu sur la densité d’états locale. La figure 3.1 présente sur
la même image la densité d’états locale en l’absence d’interaction et une densité d’états
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locale pour une valeur finie du terme d’Hubbard. Le comportement quadratique au niveau
de l’énergie de Fermi, fixé par convention à ω = 0, marque la présence d’une phase semi-
métallique en trois dimension. Ce comportement semi-métallique disparaît lorsque |ω| ≳ 2
et laisse place à une géométrie de bandes qui s’apparente à celle d’un réseau cubique.
La ligne rouge continue représente le cas où le terme d’Hubbard est égal à la largeur de
bande, soit U = 12. L’ajout d’une interaction d’Hubbard apporte plusieurs modifications à
la densité d’états locale. Notons d’abord la présence des bandes supérieure et inférieure de
Hubbard. Ces bandes de Hubbard correspondent à des exitations électroniques incohérentes
et sont localisées autour de ω = ±U/2. La figure 3.1 peut être trompeuse sur le nombre
de bandes d’Hubbard puisqu’il semble qu’une deuxième paire de bandes soit présente
autour de ω = ±U . Cet artéfact visuel vient du faible nombre de sites de bain utilisé en
diagonalisation exacte. En effet, un nombre fini de bain ne peut modéliser un continuum
d’énergies d’excitations. On ne peut que l’approcher de façon de plus en plus fine à mesure
que le nombre de bain est grand. Ce nombre restreint de sites de bain est aussi l’explication
des nombreux petits pics abrupts dans la densité d’états.
De plus, il est remarquable que les propriétés de quasi-particules persistent à des valeurs
élevées du terme d’Hubbard. En effet, l’approche des quasi-particules repose sur l’hypothèse
que les excitations créées par l’ajout d’une particule dans un système interagissant peuvent
être décrites en utilisant un formalisme similaire à celui des particules libres. Les interactions
ont alors comme principaux effets de renormaliser l’énergie du système libre et de donner
un temps de (demi-)vie aux particules du système, les quasi-particules. Dans le cas d’un
système à une bande avec une self-énergie purement locale, l’approche des quasi-particules
se traduit mathématiquement par la réécriture de la fonction de Green avec interaction
G(ω) =
1
ω + µ− ϵ(k)− Σ(ω) (3.9)
comme suit :
GQP (ω) =
Z
ω + Z (µ− Σ′(ω = 0))− ϵ˜(k)− i2τ
, (3.10)
avec ϵ˜(k) = Zϵ(k). Les termesZ et τ sont respectivement appelés poids et temps de demi-vie
des quasi-particules :
Z−1 = 1− ∂Σ
′(ω)
∂ω
⏐⏐⏐⏐
ω=0
(3.11)
τ−1 = −2ZΣ′′(ω = 0). (3.12)
Ainsi, le poids de quasi-particule repose sur un développement limité de la partie réelle de
la self-énergie autour de l’énergie de Fermi alors que l’inverse du temps de demi-vie est
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directement proportionnel à la partie imaginaire de la self-énergie. Cette dernière n’est pas
développée en fréquence car elle n’a généralement pas de contributions au premier ordre 1
Dans le cas d’un système à plusieurs bandes comme c’est le cas dans les semi-métaux de
Weyl, on préférera définir la fonction de Green des quasi-particules de la façon suivante [75] :
GQ.P (ω) = Z
1
2
[
ω + iη −HQP (k)]−1 Z 12 (3.13)
avec l’Hamiltonien des quasi-particules :
HQP = Z
1
2
[
H0 − µI+Σ′(ω = 0)
]
Z
1
2 . (3.14)
Le poids des quasi-particule est maintenant une matrice et on néglige le temps de vie des
quasi-particules dans cette approche qui sera utilisée plus en détail dans le chapitre 4 mais
qui mérite d’être introduite ici.
Avec l’approche des quasi-particule en tête, on comprend pourquoi la densité d’états
locale avec interaction ressemble fortement à la densité d’états sans interaction renormalisée
par le poids de quasi-particule Z autour du niveau de Fermi. Ce comportement est habituel
lorsque les interactions sont faibles par rapport à la largeur de bandeW mais le fait qu’il
soit encore valable lorsque le terme d’Hubbard devient comparable voire supérieur àW est
plutôt inhabituel. On doit donc s’attendre à ce que l’approche des quasi-particules fonctionne
sur une large gamme de valeur de U . Une explication de la persistance de l’approche des
quasi-particules est proposée dans la section 3.2 par le biais du temps de demi-vie des
fermions de Weyl dans l’approximation de la DMFT.
Cette persistance inhabituelle est aussi visible lorsque l’on compare notre modèle à un
réseau cubique. Différentes propriétés telles que la self-énergie, le poids de quasi-particule
et la double occupation sont comparées dans les figures 3.2(a), (b) et (c). La comparaison se
fait de façon très naturelle puisque ces deux systèmes ont la même largeur de bandes.
La figure 3.2(a) présente les parties imaginaires des self-énergies des deux réseaux en
fonction des fréquences de Matsubara pour la même valeur de U . De part la pente à l’origine
directement proportionnelle à (1− Z−1), il apparaît clairement que le réseau cubique est
plus corrélé que le modèle de semi-métaux de Weyl. Le fait que le minimum de la partie
imaginaire de la self-énergie du semi-métal de Weyl se situe à une fréquence de Matsubara
supérieure à celle du minimum du réseau cubique signe aussi le fait que l’approche de
quasi-particules s’étend sur une large plage de fréquences réelles. Cette affirmation se
précise lorsque l’on regarde les autres grandeurs étudiées en fonction de U/W . Le fait
1. C’est le cas notamment dans la théorie de Fermi et pour les semi-métaux de Weyl en DMFT comme on le
voit dans la section 3.2.
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que la transition de Mott apparaît à une valeur plus faible de U/W (On a U cubc1 ≈ 1.2W
contre USMWc1 ≈ 1.7W pour le semi-métal de Weyl) et que Z et la double occupation soient
systématiquement inférieurs dans le réseau cubique confirme l’affirmation précédente : Les
semi-métaux de Weyl ne sont pas des matériaux fortement corrélés [76].
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Figure 3.2 (a) Parties imaginaires des self-énergies du réseau cubique et du modèle de semi-
métal de Weyl en fonction des fréquences de Matsubara. (b) et (c) Respectivement le poids de
quasi-particule et la double occupation des deux modèles précédents en fonction de U/W .
3.1.3 Positions des n÷uds et phase isolante
Nous avons déjà brièvement discuté de la façon dont le modèle sans interaction transite
d’une phase semi-métallique à une phase isolante en passant par une phase intermédiaire
où des nœuds de Weyl de chiralité opposée fusionnent. Qu’en est-il lorsque le système est
en présence d’interaction de type Hubbard? Deux scénarios aux physiques différentes sont
possibles.
Lorsque aucun déséquilibre de densités électroniques entre les espèces de spin est présent
dans le système sans interaction, c’est-à-dire lorsque l’on a : ⟨n↑⟩0 = ⟨n↓⟩0 et ⟨c†↑c↓⟩0 =
⟨c†↓c↑⟩0 = 0, l’interaction d’Hubbard ne change pas la position des nœuds de Weyl dans
la zone de Brillouin. L’augmentation du terme d’Hubbard va entraîner par la même occa-
sion une augmentation des corrélations électroniques et lorsque ces dernières sont trop
importantes, la transition d’un semi-métal de Weyl vers isolant de Mott a lieu.
A contrario, lorsque les densités électroniques ne sont pas égales, les interactions affectent
la position des nœuds de Weyl. Dans le cas de notre modèle sur réseau, la présence d’un
terme Zeeman non nul h crée un déséquilibre entre les densités électroniques de chaque
espèce de spin (⟨n↑⟩0 ̸= ⟨n↓⟩0). Cette différence de densité dans le modèle sans interaction
est amplifiée par le diagramme de Hartree (cf. section 4.1) et cela entraîne un changement
de positions des nœuds dû aux interactions.
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Le mouvement des nœuds peut aussi s’expliquer par des arguments de symétries. Dans
le cas particulier de notre modèle, les symétries présentées dans les équations 3.7 et 3.8
sont présentes en l’absence d’un terme Zeeman, h. Or, comme ces symétries échangent les
positions de nœuds de chiralité différente et qu’elles ne sont pas affectées par la présence
d’interaction, leur présence fixe la position des noeuds de Weyl quelle que soit la valeur de
U . L’ajout d’un terme Zeeman brise ces symétries et donc permet le mouvement des nœuds
dans la zone de Brillouin.
Deux cas de figures peuvent alors se produire :
• Les interactions arrivent à ouvrir un gap électronique en renormalisant suffisamment
le terme h. Le système est alors un isolant de bande peuplé par une seule espèce de
spin. Ce caractère ferromagnétique prévient une éventuelle transition de Mott, ce
qui rend cet isolant insensible à l’interaction d’Hubbard.
• Les interactions n’arrivent pas à ouvrir le gap de bande avant que la transition de
Mott apparaisse et le système peut alors passer d’une phase semi-métallique vers
une phase d’isolant de Mott lorsque U est suffisamment grand.
Si les détails de la transition semi-métal-isolant de bande dépendent des détails micro-
scopique du modèle, le mouvement des nœuds de Weyl dans la zone de Brillouin vient
systématiquement d’un déséquilibre dans les densités électroniques qui se retrouve amplifié
par les diagrammes d’Hartree ou de Fock. Dans les modèles présentés dans les équations 3.3
et 3.4 par exemple, c’est le diagramme de Fock qui renormalise le paramètrem et qui modifie
par la même occasion la position des nœuds de Weyl.
Ainsi, le mouvement des positions des nœuds de Weyl en fonction des interactions n’est
donc pas limité à la résolution spatiale de la self-énergie et peut-être pris en compte grâce à
la DMFT ou des méthodes de champ moyen comme la méthode Hartree-Fock.
3.2 Comparaison du temps de demi-vie des quasi-particules avec d'autres
méthodes numériques
Cette section a pour but de présenter quelques résultats de recherche sur les semi-métaux
deWeyl avec interaction enmettant en exergue les différents résultats obtenus par différentes
méthodes traitant les interactions.
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3.2.1 De l'existence d'un liquide de Fermi marginal en théorie du champ moyen dyna-
miques
Un des résultats obtenus par Hofmann et al. est la présence d’un liquide de Fermi
marginal dans un semi-métal de Weyl lorsque le potentiel chimique se trouve au niveau des
nœuds [71]. Les liquides de Fermi marginaux sont une classe un peu particulière de liquide
de Fermi dans le sens où la partie imaginaire de la self-énergie autour du niveau de Fermi se
comporte non pas comme une fonction de ω2 mais comme une fonction de |ω|. Cette théorie
a été développée pour tenter d’expliquer les propriétés de transport inhabituelles de certains
supraconducteurs à haute température critique [77] notamment la dépendance linéaire en
température de la résistivité. Le travail de Hofmann et al. s’appuie sur l’approximation de
la phase aléatoire et sur une interaction à longue portée. Cela rend ardue la comparaison
directe entre leurs résultats et ceux obtenus à l’aide de la DMFT.
Dans le matériel supplémentaire de l’article [73], les auteurs utilisent des notions de groupe
de renormalisation pour en déduire que le temps de demi-vie des fermions de Weyl en
présence d’une interaction de type Hubbard se comporte en |ω5|.
Qu’en est-il pour la DMFT? On peut se faire une bonne idée du temps de demi-vie en
utilisant une sorte de théorie des perturbations non-itérées. En effet, lorsque U = 0, la relation
d’auto-cohérence de la DMFT nous permet d’avoir une égalité stricte entre la fonction de
Green de l’impureté et la fonction de Green locale du réseau :
Gimp(iωn) = G0(iωn) (3.15)
1
iωnI−∆(iωn) =
∑
k
1
iωnI−H0(k) . (3.16)
En prenant cela en compte et en utilisant une théorie des perturbation à l’ordre deux comme
dans l’annexeA et en l’absence d’un termeZeeman qui briserait la symétrie SU(2) étendue,on
obtient la partie imaginaire des composantes diagonales de la self-énergie lorsqueω ≥ 0 [65] :
Σ˜′′σ(ω) = −πU2
∫ 0
−ω
dϵ1
∫ ω+ϵ1
0
dϵ2ρ(ϵ1)ρ(ϵ2)ρ(ω + ϵ1 − ϵ2) (3.17)
avec ρ la densité d’états locale de l’impureté/du réseau (cf. équation 3.16). Lorsque la
fréquence est suffisamment petite, seule la partie quadratique de la densité d’états locale
contribue à l’intégrale et on peut utiliser la densité d’états d’unmodèle effectif pour résoudre
exactement l’équation 3.17. Les fonctions ρ ont alors l’expression mathématique suivante :
ρ(ϵ) =
Nϵ2
2π2v3F
(3.18)
53
où vF est la vitesse de Fermi et N est le nombre de noeuds de Weyl dans la première zone
de Brillouin. On obtient finalement :
Σ˜′′(ω) = − N
3U2ω8
40320π5v9F
. (3.19)
Cette formule n’est valable que dans la région où la densité d’états du réseau est celle de la
densité d’états d’un semi-métal de Weyl, c’est-à-dire dans le cas de notre modèle lorsque
ω est plus petit que 2t. Outre le coefficient démesurément petit en face de la fréquence,
cette formule explique la robustesse des propriétés de quasi-particules des semi-métaux
dans l’approximation DMFT. En effet, le temps de demi-vie des particules présenté dans
l’équation 3.12 devient démesurément grand ce qui justifie pleinement l’approximation des
quasi-particules. De plus, il peut être prouvé qu’avec une dépendance en fréquence aussi
exotique que ω8, une approche de quasi-particules est toujours valable avec notamment un
poids de quasi-particule bien défini. Cette preuve est faite dans l’annexe C.
3.3 Résumé
Pour étudier les effets de l’interaction d’Hubbard dans les semi-métaux de Weyl, nous
avons utilisé le modèle sur réseau présenté dans l’équation 3.5. Ce modèle comporte un
certain nombre de symétries comme celles présentées dans les équations 3.7 et 3.8. la
présence d’un terme Zeeman h entraîne leur brisure ce qui a d’importantes conséquences
sur la position des nœuds et l’effet Hall anormal (cf. Chapitre 4).
En absence d’interaction, le modèle décrit dans l’équation 3.1 exhibe un nombre différent
de nœuds de Weyl en fonction du paramètre h que l’on peut apparenter à un terme Zeeman.
Dans ce travail de thèse, nous nous sommes limités à de petite valeur de h par rapport au
terme de saut t. Dans ce régime, on retrouve quatre nœuds de Weyl situés aux positions
(0, π,± arccos(h/2t)) et (π, 0,± arccos(h/2t)).
Le problème des semi-métaux de Weyl avec interaction est résolue à l’aide de la DMFT.
Comme toute méthode numérique, la DMFT repose sur des approximations et des para-
digmes qui ne sont pas adaptés à tout les systèmes physiques. Au vue des résultats de ce
chapitre, l’utilisation de la DMFT dans le cas des semi-métaux de Weyl n’est pas fondamen-
talement mauvais choix. Malgré l’absence d’une dépendance en k de la self-énergie, cette
méthode permet de rendre compte des mêmes résultats obtenus grâce à des méthodes sur
amas. En effet, la DMFT permet d’expliquer le changement de position des nœuds de Weyl
dû aux interactions. Le mécanisme derrière ce changement est relié aux diagrammes de
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Hartree ou de Fock selon les détails microscopiques du système et ne nécessite donc pas
l’utilisation d’une méthode résolue dans l’espace. En outre la persistance des propriétés de
quasi-particules peut être soupçonnée dans des études utilisant la CPT ou la VCA [73, 74]
car les propriétés dynamiques de la self-énergie ne sont pas mises en avant. Dans le cas
de la DMFT, l’inverse du temps de demi-vie des fermions de Weyl est démesurément petit
lorsque la fréquence est petite ce qui explique pourquoi la physique des semi-métaux de
Weyl sous interactions à courte portée est essentiellement gouvernée par une physique des
quasi-particules.
Cette conclusion peut paraître négative puisqu’elle nous pousse à étudier les semi-
métaux de Weyl par le seul prisme de l’approche des quasi-particules et de faire fi des pro-
priétés dynamiques de la self-énergie. Elle est néanmoins nécessaire pour éclaircir quelque
peu la question des interactions à basse température dans les semi-métaux de Weyl et elle
souligne la pertinence d’une étude des semi-métaux de Weyl sous champ car l’ajout d’un
champ magnétique change la densité d’états locale et donne un caractère métallique au
système. Ce changement de caractère peut avoir de grosses répercussions sur les propriétés
physiques des semi-métaux de Weyl soumis à un champ magnétique externe.
Chapitre 4
Eﬀet Hall anormal et aimantation orbitale
dans les semi-métaux de Weyl interagissants
Les travaux présentés dans ce chapitre font l’objet d’un article [78].
Introduction
L’effet Hall anormal (EHA) et l’aimantation orbitale ont un point commun dans l’histoire
des sciences. Outre leur proximité physique, ces deux phénomènes ont été découverts il y
a bien longtemps et n’ont trouvé de théories convenables les expliquant que récemment.
Dans le cas de L’EHA, Hall avait déjà remarqué en 1881 [79] que l’effet qui porte son nom
était bien plus intense lorsque le conducteur était un ferro-aimant au lieu d’un métal non
aimanté. Il aura fallu attendre plus d’un siècle après cette découverte expérimentale pour
isoler théoriquement les origines physiques qui la constituent. Cet effet est la somme de
trois grandes contributions : l’une est purement topologique et les deux autres sont dues à
un mélange de couplage spin-orbite et de processus de diffusion sur des impuretés.
L’aimantation orbitale est un phénomène bien connu en physique. Elle tire son origine
du mouvement cyclotronique des électrons soumis à un champ magnétique externe. Des
théories extrêmement robustes pour calculer l’aimantation orbitale dans les atomes, les
molécules voire des réseaux finis sont connus depuis longtemps. Cependant, il aura fallu
attendre 2005 pour que deux articles résolvent indépendamment le problème de l’aimanta-
tion orbitale dans des réseaux périodiques [80, 81]. L’arrivée tardive de ce que l’on appelle
aujourd’hui la théorie moderne de l’aimantation orbitale (en anglais, modern theory of orbital
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magnetization) ne s’explique pas totalement par la compréhension récente de la physique
topologique puisque l’aimantation orbitale n’est pas une quantité protégée topologiquement.
Elle a cependant des liens très forts avec des quantités topologiques notamment avec le
premier nombre de Chern et la conductivité anormale de Hall.
Dans les semi-métaux de Weyl, l’intérêt pour ces deux quantités physiques est motivé
expérimentalement par le matériau Mn3Sn [39]. Comme discuté dans la sous-section 1.3.2,
ce semi-métal, dont les corrélations électroniques semblent importantes, présente un effet
Hall anormal important même à température ambiante [41]. De plus, comme il s’agit d’un
antiferro-aimant avec un ferromagnétisme faible, l’aimantation de spin ne devrait pas être
importante, rendant plus facile la mesure de l’aimantation orbitale. Ces trois faits expérimen-
taux : effet Hall anormal important, fortes corrélations électroniques et faible aimantation
de spin, font de Mn3Sn un candidat de choix pour étudier expérimentalement les liens entre
l’EHA et l’aimantation orbitale dans un semi-métal de Weyl corrélé et dont la symétrie par
renversement du temps est brisée.
D’un point de vue théorique, la modélisation de la physique de ce matériau ne peut
se cantonner à des modèles effectifs avec des interactions traitées dans les approximations
Hartree-Fock ou de la phase aléatoire et c’est pour cela que l’on se propose d’étudier le lien
entre ces deux quantités physique dans un semi-métal de Weyl avec interaction d’Hubbard
résolue grâce à la DMFT. La section 4.1 est consacrée à l’étude de l’EHAdans les semi-métaux
de Weyl ferromagnétiques. On y aborde les avancées de ces dernières années sur la nature
topologique de l’EHA en l’absence d’interaction (sous-section 4.1.2) et une discussion sur
l’effet des interactions d’Hubbard est présentée dans la sous-section 4.1.3. La section 4.2 est
consacrée à l’aimantation orbitale. La sous-section 4.2.1 introduit la formule de Středa qui
lie intimement cette dernière à la conductivité anormale de Hall en l’absence d’interaction.
Les interactions permettent d’ébranler cette relation et ouvrent la porte à une compétition
inédite entre topologie et corrélations électroniques que l’on présente dans la sous-section
4.2.2.
Les calculs du semi-métal de Weyl avec interaction d’Hubbard dans le paradigme de la
DMFT ayant été présentés dans le chapitre 3, nous ne les commenterons pas ici. Le lecteur
devra seulement retenir que nous avons utilisé l’Hamiltonien présenté équation 3.5 résolu
à l’aide de la DMFT et de la diagonalisation exacte avec cinq sites de bain et à β = 80. On
a aussi utilisé 1024 fréquences de Matsubara pour évaluer la fonction de distance. Pour
satisfaire la relation d’auto-cohérence, un seuil de tolérance absolu en dessous duquel la
fonction de distance est considérée comme minimisée est fixé à 0.00002t. Les quantités
d’énergies sont toutes exprimées en fonction de l’unité d’énergie t que l’on fixera égale à un.
Les unités d’énergie sont celles d’Hartree.
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4.1 L'eﬀet Hall anormal
L’effet Hall anormal est par définition la présence d’un courant transverse sans dissipa-
tion en réponse à un champ électrique. À la différence de la conductivité de Hall normale, la
conductivité anormale de Hall ne nécessite pas la présence d’un champ magnétique pour
acquérir une valeur non nulle.
Si le champ électrique est dans la direction y, on peut obtenir l’expression mathématique
de la conductivité anormale de Hall σxy à partir d’un développement en puissance de fré-
quences de Matsubara de la fonction de corrélation courant-courant Πxy. Cette méthode
est valable car l’effet Hall anormal est une quantité thérmodynamique sans dissipation. Le
prolongement analytique de Πxy(iνn) n’est alors pas nécessaire. La fonction de corrélation
courant-courant s’écrit en terme d’opérateurs [82] :
Πxy(τ) = lim
q→0
−⟨TτJ†x(q, τ)Jy(q, 0)⟩ (4.1)
Πxy(iνn) =
∫ β
0
dτ Πxy(τ)eiνnτ , (4.2)
où les jα sont les opérateurs densité de courant. La formule 4.2 s’écrit à l’aide de fonctions
de Green et d’opérateurs vitesses de la façon suivante :
Πxy(iνn) = − 1
Nβ
∑
kωm
Tr
[
vx(k)G(iωm + iνn,k)
∂G−1(iωm,k)
∂ky
G(iωm,k)
]
(4.3)
≈ Πxy(0) +
1
Nβ
∑
kωm
Tr
[
∂G−1(iωm,k)
∂kx
G(iωm,k)
∂G−1(iωm,k)
∂iωn
G(iωm,k)
∂G−1(iωm,k)
∂ky
G(iωm,k)
]
  
premier ordre
iνn
+ . . . (4.4)
Les opérateurs de vitesse sont définis comme vi = −∂kiH0, oùH0 est l’Hamiltonien sans
interactions. Les fonctions de Green G comportent les interactions et s’écrivent de façon
générale comme :
G(iωn,k) = ((iωn + µ)I−H0(k)−Σ(iωn,k))−1 . (4.5)
Pour calculer l’équation 4.3 de façon rigoureuse, il faut être capable de calculer les corrections
de vertex ∂kiG−1. Ces derniers sont extrêmement difficiles à calculer et ne contribuent pas au
vertex vitesse lorsque la self-énergie ne dépend pas du vecteur d’onde. En effet, l’intégration
sur les vecteur d’onde fait disparaître les corrections et on peut se contenter des vertex «nus»,
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c’est-à-dire ∂kiG−1 = −∂kiH0 = vi. La dérivation selon les fréquences de Matsubara ωn est
prise en compte «exactement». L’adjectif «exactement» est entre guillemets dans le sens où
la dérivée de la self-énergie par rapport aux fréquences de Matsubara se fait à l’aide de la
méthode des différences finies qui fonctionne bien lorsque les fréquences de Matsubara ne
sont pas trop espacées entre elles, c’est-à-dire, à basse température. Ainsi, la formule de la
conductivité de Hall que l’on utilisera dans la suite de ce chapitre est :
σxy = −Im 1
Nβ
∑
k,ωm
Tr
[
vx(k)G(iωm,k)
∂G−1(iωm,k)
∂iωn
G(iωm,k)vy(k)G(iωm,k)
]
, (4.6)
avec les fonctions de Green de la DMFT
G(iωn,k) = [(iωn + µ)I−H0(k)−Σ(iωn)]−1 . (4.7)
Le cas sans interaction est assez intéressant à dériver puisqu’il nous renseigne sur les
différentes composantes qui constituent l’EHA. À partir de l’équation 4.6, on a :
σxy = −Im 1
βN
∑
k,ωn
Tr [vxGGvyG] (4.8)
= −Im 1
βN
∑
k,ωn
∑
n,m
Tr
[
vn,mx v
m,n
y
(iωn − ξm)2(iωn − ξn)
]
(4.9)
= −Im 1
βN
∑
k,ωn
∑
n,m
Tr
[
∂
∂ξm
(
vn,mx v
m,n
y
(iωn − ξm)(iωn − ξn)
)]
, (4.10)
où vn,mi = ⟨n|vi|m⟩ sont les éléments de matrice (m,n) des opérateurs de vitesse dans la
base des bandes, n etm étant ici des indices de bandes et ξn = ϵn(k)−µ. On omet d’écrire les
autres nombres quantiques comme les vecteurs moments k notamment dans les fonctions
d’ondes pour des raisons de lisibilité. La somme sur les fréquences de Matsubara nous
donne finalement :
σxy = −Im 1
N
∑
k
∑
n,m
m ̸=n
Tr
[
vn,mx v
m,n
y
(ξn − ξm)2
[nF (ξm)− nF (ξn)]− v
n,m
x v
m,n
y
(ξn − ξm)
∂nF (ξm)
∂ξm
]
, (4.11)
où nF (ξ) = 1/(1 + exp(βξ)) est la fonction de Fermi-Dirac.
À suffisamment basse température, le dernier terme de droite de l’équation 4.11 est
directement relié à la surface de Fermi puisque la dérivée de la distribution de Fermi-Dirac
peut être approximée par un delta deDirac δ(ξm). Ce terme n’aura donc un impact significatif
que lorsque la densité d’états au niveau de Fermi sera importante. Le premier terme de droite
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est quant à lui directement relié à la topologie du système. En effet, on reconnaît le tenseur
de la courbure de Berry [20] pondéré par la distribution de Fermi-Dirac. Ainsi, lorsque
la courbure de Berry est non nulle, c’est-à-dire, lorsque la topologie du système est non
triviale, on aura une réponse topologique que l’on appelle réponse intrinsèque. Aujourd’hui,
la courbure de Berry et les différentes quantités qui en découlent, comme par exemple le
nombre de Chern [20], sont bien comprises des physiciens mais ce n’était pas forcément le
cas 30 ans plus tôt 1.
4.1.1 Le cas des semi-métaux de Weyl ferromagnétiques
La topologie non triviale des semi-métaux de Weyl, et plus particulièrement des semi-
métaux de Weyl ferromagnétiques, peut entraîner un EHA. Pour le comprendre, il faut se
rappeler que dans l’espace réciproque, les nœuds de Weyl peuvent être vus comme des
monopoles magnétiques dont le champ magnétique associé est la courbure de Berry.
Prenons l’exemple où deux nœuds de Weyl de chiralité opposée sont séparés dans
l’espace réciproque par un vecteur b dans la direction z allant du nœud de chiralité négative
à celui de chiralité positive, comme illustré dans la figure 4.1. La région entre les deux nœuds
peut être vue comme un empilement d’isolants de Chern bidimensionnels, chacun de ces
isolants contenant un nombre de Chern C qui correspond au flux de la courbure de Berry
des nœuds sur le plan de l’isolant. Dans notre cas simple, on définit le nombre de Chern de
l’isolant situé dans la tranche [kz, kz + dkz] de la façon suivante :
C(kz) =
1
2π
∫∫
dkxdkyΩ(kx, ky, kz), (4.12)
avec Ω(k), la courbure de Berry du système. Chacun des isolants de Chern contribue à la
partie intrinsèque de la conductivité anormale de Hall [84, 6, 32, 23, 25]. Ainsi, dans notre
exemple, la partie intrinsèque de la conductivité anormale de Hall, c’est-à-dire la partie due
à la topologie des semi-métaux de Weyl, s’écrira :
σxy =
Cb
2π2
. (4.13)
Dans le cas de plusieurs nœuds deWeyl dans la zone de Brillouin, on peut définir un vecteur
effectif beff =
∑
i χibi où χi est la chiralité du i-ème nœud de Weyl et bi, sa position par
rapport à une origine arbitraire.
1. Il est ironique de souligner que c’est la découverte d’un autre effet Hall, l’effet Hall quantique [83], qui a
stimulé la recherche de la physique topologique et qui a aidé à mieux comprendre l’effet Hall anormal.
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Figure 4.1 a) Schéma de deux nœuds de Weyl de chiralité opposée séparés par un vecteur b.
La direction de ce dernier est définie comme allant du nœud de chiralité négative à celui de
chiralité positive. b) Exemple d’isolants de Chern dépendamment de la position par rapport
aux nœuds de Weyl.
Cette réponse topologique ne prend pas en compte les autres contributions possibles
à la conductivité de Hall. En effet, l’équation 4.13 ne concerne que la contribution de la
courbure de Berry alors que l’on doit tenir compte des contributions venant de la surface
de Fermi et/ou des impuretés dans le matériau. Fort heureusement, il a été démontré que
lorsque le potentiel chimique est proche des nœuds de Weyl, la conductivité anormale de
Hall était essentiellement due à sa contribution topologique [85]. Par «proche des nœuds
de Weyl», on entend le fait que le potentiel chimique soit au niveau des bandes linéaires
et que la surface de Fermi se décompose en petites poches déconnectées. Si tel est le cas, les
contributions de la surface de Fermi et donc des contributions dissipatives sont négligeables.
Un lecteur non habitué de la physique topologique pourrait se poser la question de la
différence entre l’effet Hall anormal topologique et l’effet Hall quantique. Le fait de rajou-
ter un champ magnétique externe perpendiculaire à un gaz d’électron bidimensionnel va
induire une phase isolante dans le centre du gaz et, comme conséquence à ce changement to-
pologique de l’énergie de dispersion, des états de bord apparaissent [86, 87]. Dans un isolant
de Chern, la topologie est proche de ce gaz d’électron 2D soumis à un champ magnétique.
En fait comme leur nom l’indique, en deux dimensions, un isolant de Chern est déjà un
isolant dans sa surface et il possède des états de bords. Cette topologie particulière peut être
obtenue grâce à un couplage spin-orbite et à une brisure de la symétrie par renversement
du temps due à une phase magnétique [88]. Ainsi, l’effet Hall anormal topologique (aussi
appelé effet Hall anormal quantique) et l’effet Hall quantique sont dus à des états de bords,
mais la façon d’obtenir ces états repose sur des physiques différentes.
La présence d’un effet Hall anormal dont l’expression topologique viendrait de la
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séparation des nœuds de Weyl dans la zone de Brillouin est un trait partagé par la plupart
des modèles jouets de semi-métaux de Weyl sur réseau. Par exemple, dans le cas du modèle
sur réseau utilisé dans l’article de Witczak-Krempa et al. [73] et présenté à l’équation 3.3, le
semi-métal exhibe une conductivité transverse σyz non nulle. Une étude plus approfondie
des détails microscopiques du modèle montre que ce dernier (tout comme celui de Laubach
et al. [74]) présente une phase ferromagnétique le long de la direction x. Cela se remarque
notamment par le fait que les moyennes ⟨c†↑c↓⟩ et ⟨c†↓c↑⟩ ne sont pas nulles et réelles. Ainsi, le
choix des détails microscopiques du modèle jouet du réseau ne change pas la physique du
problème, ce qui est de bonne augure puisque l’on s’intéresse aux propriétés topologiques
qui sont insensibles aux détails microscopiques des modèles utilisés.
4.1.2 Modèle sur réseau et absence d'interaction
Pour calculer l’EHA, on utilise le modèle sur réseau de l’équation 3.1 déjà présenté
dans le chapitre 3. Le terme h peut être vu physiquement comme un terme Zeeman qui
va nous permettre de «contrôler» le ferromagnétisme de notre modèle. Vérifions d’abord
les affirmations de la section précédente sur notre modèle. Lorsque h est égal à zéro, c’est-
à-dire, lorsque le semi-métal n’exhibe aucune aimantation de spin, le vecteur effectif vaut
beff = (0, 0, 2π). Il est donc équivalent au vecteur nul dans la première zone de Brillouin, ce
qui implique que la conductivité anormale de Hall est nulle.
Le fait que la conductivité de Hall soit nulle lorsque h = 0 peut aussi se comprendre
grâce aux symétries du système. En effet, comme nous l’avons déjà discuté dans la section
3.2, les symétries 3.7 et 3.8 changent le signe des valeurs propres de l’opérateur chiralité. Ce
changement de signe dans la chiralité des nœuds entraîne de facto un changement de signe du
vecteur b et par la même occasion, de la contribution intrinsèque de σxy (cf. Équation 4.13).
La présence de ces symétries impose donc une conductivité nulle dans notre système.
Lorsque h ̸= 0, ces symétries sont brisées et la conductivité de Hall acquiert une valeur
non nulle dont on peut calculer l’expression grâce à des modèles effectifs. En utilisant une
approche hybride où on développe les composantes kx et ky autour des nœuds de Weyl
mais où la dépendance en kz reste inchangée, on obtient les deux Hamiltoniens effectifs
suivants :
Heff± (qx, qy, kz) = (h− 2t cos(kz))σz ± 2tqxσx ∓ 2tqyσy. (4.14)
Ces deux Hamiltoniens correspondent à des modèles effectifs pour les paires de nœuds
(0, π,± arccos(h/2)) et (π, 0,± arccos(h/2)), respectivement. A partir de ces derniers, on peut
calculer la courbure de Berry pour chacune des paires de nœuds de Weyl. La composante z
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de cette dernière est la même pour les deux Hamiltoniens de l’équation 4.14 ce qui nous
donne au total :
Ωz−((qx, qy, kz)) = −2
2t2 (h− 2t cos(kz))(
(h− 2t cos(kz))2 + 4t2q2x + 4t2q2y
) 3
2
. (4.15)
Ici, qx et qy sont les déviations le long des directions x et y autour des nœuds.
La conductivité anormale de Hall s’écrit alors à demi-remplissage et à température
nulle :
σeffxy =
1
8π3
∫∫∫
d3kΩz−(k)) (4.16)
= − 1
4π2
∫ π
−π
dkzsign (h− 2t cos(kz)) (4.17)
= − 1
π2
arcsin(
h
2t
), (4.18)
où la fonction sign est la fonction qui renvoie le signe de son argument. De façon surprenante,
l’accord entre cette formule effective et le calcul avec l’énergie de dispersion totale est très bon.
On a tracé dans la figure 4.2(a) la conductivité anormale de Hall à partir de l’équation 4.11
en prenant en compte l’ensemble du réseau et sa valeur effective présentée dans l’équation
4.18. On remarque que l’accord est excellent sur toute la plage de valeur de h ∈ [0, 2].
On pourrait se demander ce qu’il se passe lorsque h > 2. La réponse est simple : lorsque h
est exactement égal à 2, on a une fusion des nœuds de Weyl et la formule 4.18 est toujours
bien définie. Lorsque 2 < h < 6, le système n’a plus le même nombre de noeuds et ces
derniers ne sont plus situé aux mêmes points sur le plan Oxy. La formule de la courbure de
Berry vue dans l’équation 4.15 est alors caduque tout comme la formule 4.18 qui en découle.
Enfin, lorsque l’on fait varier le potentiel chimique µ loin du demi-remplissage, on
observe une faible variation de la conductivité anormale de Hall (cf. figure 4.2(b) et (c)). En
effet, la conductivité commence à dévier significativement de sa valeur effective lorsque
µ dépasse la limite des bandes linéaires. Notre modèle étant un modèle sur réseau, cette
non-linéarité arrive naturellement lorsque l’on s’éloigne des nœuds de Weyl. La figure 4.2(c)
illustre parfaitement nos propos. On a tracé la densité d’états de notre modèle sur réseau
dans la région ω ∈ [−2, 2]. La figure en pointillé représente la densité d’états d’un modèle
effectif de semi-métal deWeyl dont la vitesse de Fermi est la même que celle de notre modèle
sur réseau au niveau des nœuds. On remarque que c’est à partir du moment où les densités
d’états s’éloignent l’une de l’autre que la conductivité anormale de Hall commence à dévier
significativement de sa valeur à µ = 0.
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Figure 4.2 a) Valeur absolue de la conductivité anormale deHall en fonction du termeZeeman
h. Les points sont les résultats numériques de l’équation 4.11 sur le réseau alors que la ligne
continue est la conductivité effective 4.18 calculée analytiquement. b) Conductivité anormale
de Hall σxy en fonction du potentiel chimique µ. La conductivité reste relativement stable tant
que les bandes sont relativement linéaires. Cela se remarque notamment en comparant les
densités d’états. c) Densité d’états du modèle sur réseau et du modèle effectif. On remarque
que les densités d’états divergent l’une de l’autre indiquant par la même occasion le début
d’une non-linéarité du modèle sur réseau.
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4.1.3 Eﬀet d'interaction de type Hubbard sur l'eﬀet Hall anormal
Bien souvent, l’effet des interactions sur le transport électronique est de renormaliser les
conductivités par le poids de quasi-particules ce qui entraîne une diminution de leur valeur.
Cependant, cela n’est pas le cas pour la conductivité anormale de Hall dans les semi-métaux
de Weyl ferromagnétiques. En effet, il semble que σxy augmente lorsque les interactions
augmentent comme le montre la figure 4.3.
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Figure 4.3 a) Valeur absolue de la conductivité anormale de Hall en fonction du terme
d’Hubbard U . Chaque point est calculé en utilisant la DMFT à demi remplissage et trois
valeurs de départ du terme Zeeman h sont présentés. b) Même points que pour la figure (a)
tracés en fonction du terme h+Σz . La ligne continue est la fonction x ↦→ arcsin(x/2)/π2.
Pour comprendre ce phénomène, on peut aborder l’effet des interaction avec une ap-
proche de quasi-particules.
Dans le paradigme des quasi-particules, la fonction de Green s’écrit pour des fréquences de
Matsubara autour de 0 comme suit :
GQP (iωn) = Z
1
2
(
1
iωnI−HQP
)
Z
1
2 , (4.19)
où la matrice Z est la matrice des poids de quasi-particules et la matriceHQP est l’Hamilto-
nien des quasi-particules présenté dans l’équation 3.14.
Dans cette approche et lorsqueh est non nul, le termed’HubbardU change la position des
nœudsdeWeyl. En effet, les nouvelles positions des nœuds deWeyl sont (0, π,± arccos(h˜/2t))
et (π, 0,± arccos(h˜/2t)), où h˜ = h+Σz est le terme Zeeman renormalisé par les interactions.
Pour obtenir cette expression, nous avons réécrit la self-énergie comme suit : Σ′(ω = 0) =
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Σzσz + ΣII, avec Σz = (Σ↑↑ − Σ↓↓)/2 et ΣI = (Σ↑↑ + Σ↓↓)/2. Ces deux parties de la self-
énergie contribuent respectivement dans la renormalisation du potentiel chimique µ et du
terme Zeeman h.
A partir des fonctions de Green 4.19, on peut prouver que le poids des quasi-particules
n’a aucun effet sur la contribution topologique de la conductivité deHall à basse température.
En effet, dans l’hypothèse où la matrice de poids spectral Z est proportionnelle à la matrice
identité, hypothèse vérifiée à partir des résultats de laDMFT, c’est-à-dire que ses composantes
sont égale (Z↑↑ = Z↓↓ = Z), on peut réécrire la fonction de Green des quasi-particules
comme suit : GQP = ZG˜, avec G˜ =
(
iωnI−HQP
)−1. En suivant les mêmes étapes que
pour l’équation 4.11, la conductivité anormale de Hall des quasi-particules s’écrit :
σQPxy = −Im
Z2
N
∑
k
∑
n,m
m ̸=n
Tr
⎡⎢⎣ vn,mx vm,ny(
ξQPn − ξQPm
)2 [nF (ξQPm )− nF (ξQPn )]− vn,mx vm,ny(
ξQPn − ξQPm
) ∂nF (ξQPm )
∂ξQPm
⎤⎥⎦ .
(4.20)
Les énergies de dispersion des quasi-particules ξQP s’écrivant comme le produit du poids spectral Z
et de ξ, il devient clair que la seule dépendance en Z de la partie proportionnelle à la courbure de
Berry se trouve dans les distributions de Fermi-Dirac. À suffisamment basse température, il n’y a
donc aucun effet du poids des quasi-particules dans la partie topologique de σQPxy . La figure 4.3(b)
illustre nos propos. En traçant les conductivités anormales de Hall calculées avec la self-énergie
complète en fonction de h˜ = h + Σz , on remarque qu’elles se placent toutes sur la même "droite"
quelque soit la valeur initiale de h. Cette "droite" n’en est pas vraiment une puisqu’il s’agit de la
formule 4.18 à laquelle on a fait les substitutions h→ Z(h+Σz) et t→ Zt et qui a un comportement
linéaire autour de 0.
4.1.4 Origines de Σz et ΣI
On pourrait se poser la question de l’origine de Σz et ΣI ? Pour répondre à cette question, on
se propose de calculer la self-énergie grâce à une théorie des perturbations à l’ordre deux en U , la
contribution au premier ordre étant simplement le terme d’Hartree :
Σ(1)σ = U
(
nσ¯ − 1
2
)
. (4.21)
La contribution au second ordre est obtenue en utilisant l’approche introduite dans l’annexe A.2
en utilisant la fonction de Green du réseau sans interaction. Pour obtenir une self-énergie locale, nous
faisons l’hypothèse qu’elle correspond simplement à la moyenne sur les moments k de la self-énergie
perturbative. Cette approche donne une certaine satisfaction sur une grande plage de fréquences de
Matsubara comme le montrent les figures 4.4(a) et (b) où elle est comparée à la self-énergie de la
DMFT pour U = 2. Cependant, si l’on trace Σz en fonction de U comme dans la figure 4.4(c), il est
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clair que l’accord n’est pas parfait pour des valeurs de U supérieures à deux. Ce fait laisse penser
que le développement en U de la self-énergie requiert d’aller à des ordres supérieurs pour Σz .
La comparaison pour ΣI est quant à elle pleinement satisfaisante loin du demi-remplissage. En
effet, à demi rempli, ΣI est nul quelque soit la valeur de U en DMFT et en théorie des perturbations.
Une comparaison entre les valeurs de la self-énergie obtenue grâce à la DMFT et celle obtenue grâce
à la théorie des perturbations pour µ = −0.5 est présentée figure 4.4(d). L’accord est extrêmement
bon même pour U > 2.
À partir de cette théorie des perturbations, il semble que Σz doit son origine à des contributions
en U supérieures à deux alors que ΣI s’explique principalement par le diagramme présenté dans la
section A.2.
En conclusion, l’approche des quasi-particules fonctionne suffisamment bien à demi-remplissage
dans les semi-métaux deWeyl ferromagnétique pour expliquer la conductivité anormale deHall. Il est
intéressant de remarquer que l’interaction d’Hubbard augmente la valeur de la conductivité anormale
de Hall. À cela, plusieurs interprétations peuvent être présentées pour expliquer ce phénomène. La
première est purement topologique : en augmentant les interactions du système lorsque h est présent,
les nœuds de Weyl changent de position. Ce changement de position va donc changer le vecteur
effectif beff et donc changer le nombre d’isolants de Chern dans la zone de Brillouin. La deuxième
interprétation est de remarquer que les interactions augmentent le caractère ferromagnétique de notre
système. En effet, par l’intermédiaire deΣz , l’aimantation de spin ⟨Sz⟩ = (n↑−n↓)/2 augmente, ce qui
a un effet direct sur la conductivité de Hall. Ces deux interprétations sont strictement équivalentes.
Enfin, il peut être surprenant que le poids des quasi-particules n’ait aucun effet sur σxy à demi
remplissage. C’est ici l’une des conséquences du caractère topologique de la conductivité anormale
de Hall puisque la courbure de Berry dépend essentiellement des fonctions d’onde du système. Le
poids de quasi-particule n’intervenant que comme une constante multiplicative dans l’Hamiltonien
3.14, les fonctions d’onde du système sont inchangées.
4.2 L'aimantation orbitale
L’aimantation orbitale est un phénomène bien connu en physique du solide. En effet dans les
métaux conventionnels, l’aimantation se réduit souvent à deux contributions : une contribution
paramagnétique dont l’origine est l’aimantation de spin et que l’on appelle paramagnétisme de
Pauli et une contribution diamagnétique dont l’origine est le mouvement orbital d’électrons soumis
à un champ magnétique et que l’on appelle diamagnétisme de Landau. Dans le cas de métaux
ordinaires avec une énergie de dispersion quadratique, la susceptibilité de Pauli est trois fois plus
importante que la susceptibilité de Landau. Cependant, ces susceptibilités dépendent beaucoup
des détails microscopiques du matériau [15]. De plus, même si l’aimantation orbitale n’est pas une
quantité topologique, elle présente un lien très fort avec certaines quantités topologiques comme la
conductivité anormale de Hall [89].
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Figure 4.4 a) Parties imaginaires de self-énergies pour U = 2 et à demi remplissage en
fonction des fréquences de Matsubara. La ligne continue représente la self-énergie obtenue
grâce à la DMFT avec un solutionneur d’impureté basé sur la diagonalisation exacte et la ligne
discontinue représente la self-énergie obtenue grâce à une approche perturbative à l’ordre
deux. Ces parties imaginaires sont identiques pour les deux valeurs de spin. b) Parties réelles
des self-énergies pour différents spins à U = 2 et à demi rempli en fonction des fréquences
de Matsubara. Les self-énergies obtenues grâce à l’approche perturbative semble avoir un
décalage constant par rapport à celles obtenues en DMFT. Cela n’a cependant aucun effet sur la
partie imaginaire car les relations de Kramers-Kröning sont valables à une constante additive
près. c) Σz pour différents ordre de développement en perturbation comparé aux valeurs
DMFT. Les valeurs présentées sont calculées à demi remplissage. d) ΣI pour différents ordre
de développement en perturbation comparé aux valeurs DMFT. Ici, le potentiel chimique est
fixé à µ = −0.5.
Le problème d’un réseau infini et périodique comme dans la théorie de Bloch a longtemps
été hermétique au calcul de l’aimantation orbitale alors que ce dernier ne pose pas de problème
pour des systèmes de taille finie comme les molécules ou les amas [90]. Des théories de réponses
linéaires sont connues depuis des décennies mais elles ne permettent de déterminer que le changement
relatif de l’aimantation orbitale (comprenez la susceptibilité orbitale) et non sa valeur [91, 92, 93]. Il
aura fallu attendre 2005 pour qu’une théorie, la théorie moderne de l’aimantation orbitale, permette de
généraliser les formules de l’aimantation orbitale pour des systèmes de taille finie à des systèmes
périodiques [80, 81].
Pour la suite de ce travail, nous utilisons une version généralisée aux interactions de cette théorie
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développée par Nourafkan et al. [94]. En se basant sur la définition physique de l’aimantation orbitale,
c’est-à-dire la dérivée du grand potentiel par rapport au champ magnétique externe, il peut être
montré que la composante a de l’aimantation orbitale est :
Maorb =
(
ie
2ℏ
)(
1
Nβ
)∑
k,ωn
ϵabc Tr
{[
H0 − µI+ Σ
2
]
G
(
−∂G
−1
∂kb
)
G
(
−∂G
−1
∂kc
)
G
}
+
(
1
2Nβ
) ∑
k,ωm
Tr
{
[H0 + (iωm − µ)I]G ∂Σ
∂Ba
⏐⏐⏐⏐
B=0
G
}
. (4.22)
Les indices a, b et c représentent les coordonnées de l’espace {x, y, z} et ϵabc est le tenseur anti-
symétrique de Levi-Civita. On a aussi adopté la convention d’Einstein où l’on somme sur les indices
répétés b et c. Cette équation présente un avantage indéniable : dans la limite sans interaction, c’est-
à-dire lorsque Σ = 0, on retrouve la fameuse théorie moderne de l’aimantation orbitale (cf. Annexe A de
l’article [94]).
Il faut aussi préciser que l’équation 4.22 est dérivée dans la limite où le champ magnétique
externe tend vers zéro. Cela n’est pas forcément le cas dans notre réseau puisque le terme h peut
être vu comme un terme Zeeman proportionnel au champ magnétique externe. Cependant, nous
considérons toujours la limite où h est petit comparé à notre unité d’énergie t. Enfin, rappelons que
nous ne nous intéresserons qu’à la composante z de l’aimantation orbitale puisque la séparation et
le mouvement des nœuds se fait le long de kz dans la zone de Brillouin.
4.2.1 Semi-métaux de Weyl sans interaction et formule de St°eda
De façon similaire à la conductivité anormale de Hall, l’aimantation orbitale acquiert une valeur
non nulle seulement lorsque h est différent de zéro. Pour comprendre cela, regardons l’aimantation
orbitale partielle qui correspond aux éléments diagonaux de l’intégrande dans l’équation 4.22. Ces
quantités ne sont pas invariantes de jauge et dépendent donc de la base choisie pour représenter
l’Hamiltonien mais elles nous renseignent sur l’aimantation orbitale totale. La figure 4.5(a) représente
l’aimantation partielle en fonction du potentiel chimique µ pour h = 0 et h = 0.2. Il est intéressant
de remarquer que même lorsque h = 0, les aimantations orbitales partielles ne sont pas nulles mais
s’annulent parfaitement lorsque qu’on les somme. Lorsque h ̸= 0, les aimantations orbitales partielles
se décalent dans des directions opposées. C’est ce décalage des aimantations orbitales partielles qui
entraîne l’apparition d’une aimantation orbitale non nulle. Comme ce glissement se fait de façon
symétrique par rapport à µ = 0, l’aimantation orbitale reste nulle à demi remplissage.
On peut aussi expliquer le fait que l’aimantation orbitale reste nulle à µ = 0 par des arguments
de symétries. En effet, malgré la présence d’un terme Zeeman non nul qui brise les symétries miroirs
vues dans la section 3.1.1, une symétrie particule-trou reste présente dans le système. Or, l’aimantation
orbitale est une quantité sensible à ce genre de symétries notamment par le biais du vertex énergie
(voire l’équation 4.24). Ainsi, si les brisures des symétries 3.7 et 3.8 entraînent ce glissement des
aimantations orbitales partielles, la présence d’une symétrie particule-trou malgré l’ajout de h
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Figure 4.5 a) Aimantation orbitale partielle sans interaction en fonction du potentiel chimique
pour h = 0 (ligne continue) et h = 0.2 (ligne discontinue). Les symboles ↑ et ↓ différencient
les orbitales. Notez que cette aimantation orbitale partielle dépend de la base choisie pour
l’Hamiltonien. b) Valeur de l’aimantation orbitale partielle à µ = 0 pour la bande ↑ en fonction
du terme d’HubbardU pour h = 0.05. L’interaction renormalise l’aimantation orbitale partielle
par l’intermédiaire du poids de quasi-particule Z comme le panneau dans la figure le montre.
Dans ce dernier, on a tracé l’aimantation orbitale en fonction du poids de quasi-particule.
c) Aimantation orbitale sans interaction en fonction du potentiel chimique pour différentes
valeurs de h. Deux régions sont présentes : la région où le fond est bleu cyan et qui délimite la
région où les bandes électroniques sont essentiellement linéaires et la région où le fond est
blanc où les bandes ont un comportement quadratique. Le panneau est un agrandissement
de la même figure dans le régime linéaire. Les symboles représentes les valeurs numériques
calculés à partir de l’équation 4.6 et les lignes pointillées sont les fonctions −µ× σxy avec σxy
calculées à partir de 4.18. d) Aimantation orbitale en présence d’interaction en fonction de
la densité électronique pour h = 0.05. Autour du demi-remplissage, l’aimantation orbitale
semble être une fonction multivaluée dans le sens où l’aimantation prend plusieures valeurs
disctinctes pour une densité électronique donnée. Ce comportement est dû à une certaine
incertitude sur la densité électronique du réseau en interaction dans nos simulations.
prévient le fait que l’aimantation orbitale acquiert une valeur non nulle à demi-remplissage.
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Dans un isolant topologique sans interaction, l’aimantation orbitale est proportionnelle au
nombre de Chern tant que le potentiel chimique est dans le gap isolant [94]. Notre modèle exhibe une
physique similaire tant que le potentiel chimique se trouve dans une région où les bandes électro-
niques sont linéaires. La figure 4.5(c) représente l’aimantation orbitale totale pour différentes valeurs
de h en fonction du potentiel chimique µ. On remarque que l’aimantation orbitale est essentiellement
linéaire dans la région délimitée par le fond bleu cyan. Cette dernière correspond précisément à la
région où les bandes électroniques sont linéaires et où la surface de Fermi est composée de poches
déconnectées. Mieux encore, comme la contribution intrinsèque de la conductivité anormale de
Hall est aussi proportionnelle aux nombres de Chern, l’aimantation orbitale peut être vue comme
directement proportionnelle à cette dernière :
Mzorb = −µσxy. (4.23)
Pour comprendre cette équation, il faut savoir qu’en absence d’interactions, la conductivité anormale
de Hall est égale à des constantes (fondamentales) multiplicatives près, à la dérivée de l’aimantation
orbitale par rapport au potentiel chimique, c’est la formule de Středa [89]. Comme cette conductivité
se réduit à sa valeur topologique (voir Figure 4.2) et qu’elle ne dépend pas du potentiel chimique
dans la région bleu cyan, on obtient naturellement l’équation 4.23. Le panneau dans la figure 4.5(c)
représente un agrandissement de l’aimantation orbitale autour de µ = 0. La linéarité de l’aimantation
orbitale ne fait pas de doute et on peut vérifier la formule de Středa puisque les lignes en pointillées
reliant les points dans le panneau de la formule 4.5 correspondent aux fonctions −µσxy , c’est-à-dire
le potentiel chimique multiplié par la conductivité anormale de Hall obtenue grâce à l’équation 4.18.
Physiquement, l’équation 4.23 peut être expliquée à l’aide des isolants de Chern bidimensionnels
entre les nœuds de Weyl. En effet, en deux dimensions, un isolant de Chern possède un courant
chiral non dissipatif sur ses côtés qui contribue à l’aimantation orbitale [81]. Cette contribution est
prise en compte dans la formule 4.22 malgré le fait que cette dernière soit une équation de volume
seulement. Ainsi, cette explication lie directement la conductivité anormale de Hall et l’aimantation
orbitale en soulignant leur origine commune : la présence d’isolants de Chern bidimensionnels entre
deux nœuds de Weyl de chiralité opposée.
4.2.2 Eﬀet des interactions et modiﬁcation de la formule de St°eda
Pour calculer l’aimantation orbitale dans un système interagissant, on utilise l’équation 4.22
à laquelle on applique une série d’approximations. Comme dans l’équation 4.3, on ne considère
aucune correction de vertex. De plus, le second terme de l’équation 4.22 s’annule dans le paradigme
de la DMFT. En effet, le caractère purement local de la self-énergie fait que cette dernière ne peut pas
dépendre linéairement du champ magnétique d’où le fait que ∂Σ/∂Ba = 0. Cela fait aussi écho à
l’étude où l’effet orbital est pris en compte exactement dans le paradigme de la DMFT [95]. Ainsi, la
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formule de l’aimantation orbitale utilisée dans la suite est :
Mzorb =
(
ie
2ℏ
)(
1
Nβ
)∑
k,ωn
ϵzbc Tr
⎧⎪⎪⎪⎨⎪⎪⎪⎩
[
H0 − µI+ Σ
2
]
  
vertex énergie
G
(
−∂G
−1
∂kb
)
G
(
−∂G
−1
∂kc
)
G
⎫⎪⎪⎪⎬⎪⎪⎪⎭ . (4.24)
Permettons-nous un petit aparté sur la prise en compte des interactions à l’aide de la formule 4.24
car il existe une subtilité. En effet, la définition de l’énergie potentielle impose le facteur 1/2 sur la self-
énergie dans le vertex énergie. Ce facteur est intimement lié à la définition de la self-énergie [48] et est
donc présent sous une forme ou sous une autre quelque soit nos définitions de départ. Lorsque l’on
fait le choix de la traditionnelle forme d’HamiltonienUnˆ↑nˆ↓, la différence µ−Σ′(iωn)/2 dans le vertex
énergie ne s’annule pas à demi-remplissage. En effet, dans ce cas particulier, la symétrie particule-trou
impose que le potentiel chimique et la partie Hartree-Fock de la self-énergie soient égaux à U/2.
Lorsqu’un effet Hall anormal est présent, ce choix entraînera une aimantation orbitale non nulle.
Pourtant, le choix de la forme de l’Hamiltonien d’interaction ne doit pas changer le comportement
d’observables physiques. Pour comprendre notre erreur, rappelons-nous que l’aimantation orbitale,
du fait de la présence du vertex énergie, est sensible au choix de l’origine des énergies. Dans le
cas de l’Hamiltonien Unˆ↑nˆ↓, l’origine des énergies est déplacée avec U alors que dans le cas de
l’Hamiltonien d’interaction présent dans l’équation 3.5, l’origine est fixée au demi-remplissage avec
ou sans interaction électronique. Derrière ce choix d’origine se cache la prise en compte des énergies
dues aux atomes dans notre système et cela n’a donc rien à voir avec le choix d’une interaction
purement locale. On pourra utiliser cet argument dans le modèle du jellium [82] où l’énergie des
ions doit être prise en compte pour compenser la contribution Hartree de l’interaction longue portée.
L’aimantation orbitale n’étant pas à proprement parler une quantité topologique, elle devrait
voir sa valeur diminuée à cause du poids spectral. Cela se remarque simplement en comparant les
intégrandes des expressions 4.6 et 4.24. Le vertex de fréquences (comprenez la dérivée par rapport
aux fréquences de Matsubara de la fonction de Green) présent dans la première expression est absent
dans la seconde. Or, en utilisant la fonction de Green des quasi-particules équation 4.19 pour évaluer
le vertex de fréquences, on remarque que ce dernier introduit un terme en Z−1 qui va jouer un
rôle très important dans l’absence de dépendance en poids spectral de la conductivité anormale de
Hall. Son absence dans la formule de l’aimantation orbitale entraîne donc une dépendance en Z. La
figure 4.5(b) représente la dépendance en U de l’aimantation orbitale partielle positive à µ = 0. On
remarque que cette dernière diminue lorsque U augmente. Mieux, le panneau dans la même figure
représente la dépendance en Z de la même quantité.
D’un autre côté, nous avons vu dans la section 4.1 que l’interaction d’Hubbard augmente le
terme Zeeman effectif et par la même occasion la conductivité anormale de Hall. Le lien entre cette
dernière et l’aimantation orbitale laisse penser que les interactions introduisent deux mécanismes
aux effets contraires. La figure 4.5(d) illustre parfaitement ces effets antagonistes. L’aimantation
orbitale est tracée en fonction de la densité électronique pour différentes valeurs de U . Dans le régime
de faible interaction, l’aimantation est très peu affectée par les interactions. Ce n’est que lorsque U
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est du même ordre de grandeur que la largeur de bandeW = 12, que l’on observe un changement
radical du comportement de l’aimantation. Lorsque l’on trace l’aimantation orbitale en fonction
du potentiel chimique comme cela est fait dans le panneau de la figure 4.5(d), on remarque que le
régime où l’aimantation est peu dépendante de U correspond au régime où elle est linéaire en µ avec
une pente elle-même peu dépendante de l’interaction d’Hubbard.
−1 0 1
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−0.002
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0.002
0.004
M
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Figure 4.6 Aimantation orbitale en fonction du potentiel chimique pour U = 0 (ligne en
pointillée) et U = 6 (losanges bleus). La ligne continue bleue correspond à la formule de
Středa généralisée vue dans l’équation 4.25 dans laquelle on a utilisé la self-énergie issue de
la théorie des perturbations et une différence finie pour obtenir la dérivée par rapport au
potentiel chimique. Pour les deux valeurs de U , un terme Zeeman de départ égale à h = 0.05
a été utilisé.
Il apparaît donc que ces deux effets contraires se compensent à-peu-près lorsque les corrélations
électroniques sont faibles. La linéarité de l’aimantation orbitale en fonction du potentiel chimique
vue précédemment indique qu’une généralisation de la formule de Středa 4.23 devrait être possible.
En fait, une approche mixte mêlant une approche de quasi-particules et un traitement approprié des
self-énergies permet de généraliser l’équation 4.23 dans le cas avec interaction :
Mzorb = −µZ2
(
1− 1
2
∂ΣI
∂µ
)
σQPxy . (4.25)
Cette formule fonctionne extrêmement bien dans le régime des faibles et moyennes corrélations
et met en avant l’importance de la composante ΣI dans l’aimantation orbitale alors qu’elle était
absente dans l’étude de la conductivité anormale de Hall. Pour illustrer nos propos, on a tracé dans
la figure 4.6 l’aimantation orbitale en fonction du potentiel chimique pour les cas U = 0 et U = 6 avec
h = 0.05. La ligne continue bleue est la fonction 4.25 où on a obtenu la dérivée de ΣI à partir d’une
différence finie sur la self-énergie issue de la théorie des perturbation. On remarque que l’accord
entre le calcul exact et la généralisation de la formule de Středa est extrêmement bon. Cette figure
permet aussi de montrer l’effet faible mais présent des interactions sur l’aimantation orbitale.
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Passé le régime des corrélations intermédiaires, l’aimantation orbitale tend vers zéro. Dans cette
compétition entre les deux effets antagonistes, c’est le poids des quasi-particules qui gagne à la fin.
Cela n’est guère surprenant puisque l’aimantation orbitale vient du mouvement orbital des électrons,
or, ces derniers sont de plus en plus localisés à mesure que l’on se rapproche de la transition de Mott
entraînant ainsi une diminution de l’aimantation orbitale.
4.3 Résumé
Dans les semi-métaux de Weyl ferromagnétiques, l’existence d’un effet Hall anormal est dû à
la topologie non triviale des nœuds de Weyl. Ces derniers peuvent être vus comme des sources de
courbure de Berry. Comme les nœuds viennent par paire de chiralité opposée, il existe une région
dans la zone de Brillouin correspondant à un empilement d’isolants de Chern bidimensionnel qui
contribuent à la conductivité anormale de Hall.
De plus, si la conductivité anormale de Hall se réduit exactement à sa valeur topologique lorsque
le potentiel chimique se trouve au niveau des nœuds de Weyl, elle reste quasiment constante lorsque
l’on dope un semi-métal de Weyl ferromagnétique. Plus précisément, la conductivité Hall reste
égale à sa valeur intrinsèque tant que le potentiel chimique se trouve dans la région où les bandes
électroniques sont linéaires et que la surface de Fermi n’est pas très importante. Ce dernier critère se
traduit par une petite valeur de densité locale d’états au niveau de Fermi. Les interactions modifient
les positions des nœuds de Weyl dans la zone de Brillouin. Cela influence directement le "nombre"
d’isolants de Chern entre les nœuds et donc la conductivité anormale de Hall. De plus, la protection
topologique des contributions des isolants de Chern fait que le poids des quasi-particules n’a aucun
effet sur la contribution topologique de l’effet Hall anormal. Combinés ensemble, le mouvement des
nœuds de Weyl et la protection topologique entraînent, in fine, une augmentation en valeur absolue
de la conductivité anormale de Hall dans les semi-métaux de Weyl en présence d’interaction de
Hubbard.
L’aimantation orbitale suit un comportement intimement lié à la conductivité anormale de Hall.
Dans les semi-métaux ferromagnétiques, on peut relier l’aimantation orbitale à la conductivité de
Hall grâce à la formule de Středa, la première étant égale à la seconde multipliée par le potentiel
chimique. Dans les semi-métaux de Weyl ferromagnétiques, cette relation vient précisément du
fameux empilement d’isolants de Chern entre les nœuds qui contribuent aux deux quantités par
l’intermédiaire d’un courant chiral sur leurs bords.
L’ajout d’interaction dans le système entraîne deux effets antagonistes sur l’aimantation orbitale.
D’un côté, cette dernière n’est pas protégée topologiquement. Elle sera donc sensible au poids des
quasi-particules qui diminue sa valeur. Physiquement, on comprend que la localisation des électrons
du fait des interactions aura un impact négatif sur une quantité dont l’origine est précisément le
mouvement orbital des électrons. D’un autre côté, les interactions ont comme effet d’augmenter
l’effet Hall anormal et devrait avoir un effet similaire du fait de la relation de Středa.
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Finalement, la présence de ces mécanismes entraîne deux régimes distincts dans l’aimantation
orbitale : lorsque les corrélations sont faibles, l’aimantation n’est quasiment pas affectée par les
interactions, les deux effets antagonistes s’annulant approximativement lorsque l’on regarde l’aiman-
tation orbitale en fonction de la densité électronique. Lorsque les corrélations sont suffisamment
importantes, l’effet du poids des quasi-particules domine sur l’augmentation de la conductivité et
l’aimantation orbitale diminue à mesure que l’on s’approche de la transition de Mott.
Chapitre 5
La théorie du champ moyen dynamique en
présence d'un champ magnétique externe et
uniforme
Les travaux présentés dans ce chapitre ont fait l’objet d’un article [95].
Introduction :
L’effet orbital dû à un champ magnétique externe, statique et uniforme sur un gaz d’électrons
libres fait partie des exercices classiques en physique quantique. En effet, les approches semi-classique
ou purement quantique permettent à eux deux d’expliquer un nombre important de résultats expé-
rimentaux : l’effet Faraday, les effets Hall classique et quantique, le comportement de la magnéto-
résistivité ou encore les oscillations quantiques avec les effets de Haas-Van Alphen et Shubnikov-de
Haas [96]. Ces succès sont d’autant plus impressionnants que les concepts mathématiques et phy-
siques derrières ces approches sont relativement accessibles. Le cas d’école de transformer l’équation
de Schrödinger d’un gaz d’électron bidimensionnel soumis à un champ magnétique externe et uni-
forme en l’équation de Schrödinger d’un oscillateur harmonique s’enseigne dans les premières années
de formation à la mécanique quantique et suffit déjà à expliquer une bonne partie des expériences.
On pourrait se laisser tenter de faire l’impasse sur les effets combinés d’un champ magnétique
externe et d’un réseau cristallin sur les électrons. En effet, les expériences sur des matériaux réels
semblaient indiquer qu’il n’y pas de réels effets combinés et bien souvent la simple renormalisation des
observables physiques, comme la masse des électrons par exemple, suffit à expliquer les expériences
(cf. la théorie de Lifschitz-Kozevitch [97]). Pourtant, cette impasse cache une riche physique dont la
compréhension théorique a commencé avec les balbutiements de la physique topologique et dont
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les vérifications expérimentales sont maintenant permises grâce à l’accessibilité de laboratoires de
champs magnétiques intenses et à la maturité des expériences d’atomes froids.
Dans ce chapitre, la section 5.1 aborde les principaux changements qu’entraîne la présence d’un
réseau cristallin couplé à un champ magnétique. Ces changements tels que la brisure de l’invariance
par translation et l’émergence d’une cellule unité magnétique devraient rendre l’application de la
DMFT caduque dans ces systèmes. La section 5.2 démontre que les équations de la DMFT restent
néanmoins inchangées. Enfin, la section 5.3 présente des résultats obtenus en utilisant la DMFT dans
un réseau carré avec une interaction de type Hubbard et soumis à un champ magnétique constant.
5.1 Comment prendre en compte l'eﬀet orbital dû à un champ magnétique
externe et uniforme dans un réseau ?
5.1.1 La brisure de l'invariance par translation dans un réseau soumis à un champ ma-
gnétique
Commençons par le cas d’un électron dans un potentiel cristallin périodique bidimensionnel V
soumis à un champ magnétique externe B dont la direction est perpendiculaire au plan cristallin.
L’équation de Schrödinger stationnaire de ce problème s’écrit :
Hˆ|ψ⟩ =
[
1
2m
(pˆ+ eA(rˆ))
2
+ V (xˆ, yˆ)
]
|ψ⟩ = ϵ|ψ⟩, (5.1)
oùA est le potentiel vecteur associé au champ magnétique. En l’absence deA, on reconnaît sans
grande difficulté le formalisme de la théorie de Bloch. Ainsi, si le potentiel cristallin V est invariant
par translation le long des deux directions x et y, V (x+ a, y) = V (x, y+ b) = V (x, y), on peut définir
les vecteurs de Bravais R = na+mb où n etm sont des entiers et un opérateur translation TˆR. Ce
dernier laisse invariant l’Hamiltonien en l’absence de champ magnétique mais comme le potentiel
vecteur n’est pas forcément invariant sous les mêmes translations du réseau, on se retrouve avec une
brisure de l’invariance par translation du réseau.
5.1.2 Déﬁnition d'un opérateur de translation magnétique et d'une zone de Brillouin
magnétique
Il est possible de contourner légèrement ce problème en définissant un nouvel opérateur de
translation que l’on appellera opérateur de translation magnétique :
ˆ˜TR = exp
[
i
ℏ
Rˆ ·
(
pˆ+ erˆ ∧ B
2
)]
= TˆR exp
[
ie
ℏ
(
B ∧ Rˆ
)
· rˆ
2
]
. (5.2)
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<latexit sha1_base64="3mIwjZui4UzN40+qbra9+wc1rPs=">AAACynicjVHLSsNAFD2Nr1pfVZdugkWoKCURQZ dFNy5cVLAPqEWS6bQO5sVkIpTizh9wqx8m/oH+hXfGFNQiOiHJmXPPuTP3Xj8JRKoc57VgzczOzS8UF0tLyyura+X1jVYaZ5LxJouDWHZ8L+WBiHhTCRXwTiK5F/oBb/u3pzrevuMyFXF0qUYJ74XeMBIDwTxFVLsa7rn70e51ueLUHLPsae DmoIJ8NeLyC67QRwyGDCE4IijCATyk9HThwkFCXA9j4iQhYeIc9yiRNyMVJ4VH7C19h7Tr5mxEe50zNW5GpwT0SnLa2CFPTDpJWJ9mm3hmMmv2t9xjk1PfbUR/P88VEqtwQ+xfvonyvz5di8IAx6YGQTUlhtHVsTxLZrqib25/qUpRhoQ4jf sUl4SZcU76bBtPamrXvfVM/M0oNav3LNdmeNe3pAG7P8c5DVoHNdepuReHlfpJPuoitrCNKs3zCHWcoYGmqfIRT3i2zi1pjazxp9Qq5J5NfFvWwwdBjJD1</latexit><latexit sha1_base64="3mIwjZui4UzN40+qbra9+wc1rPs=">AAACynicjVHLSsNAFD2Nr1pfVZdugkWoKCURQZ dFNy5cVLAPqEWS6bQO5sVkIpTizh9wqx8m/oH+hXfGFNQiOiHJmXPPuTP3Xj8JRKoc57VgzczOzS8UF0tLyyura+X1jVYaZ5LxJouDWHZ8L+WBiHhTCRXwTiK5F/oBb/u3pzrevuMyFXF0qUYJ74XeMBIDwTxFVLsa7rn70e51ueLUHLPsae DmoIJ8NeLyC67QRwyGDCE4IijCATyk9HThwkFCXA9j4iQhYeIc9yiRNyMVJ4VH7C19h7Tr5mxEe50zNW5GpwT0SnLa2CFPTDpJWJ9mm3hmMmv2t9xjk1PfbUR/P88VEqtwQ+xfvonyvz5di8IAx6YGQTUlhtHVsTxLZrqib25/qUpRhoQ4jf sUl4SZcU76bBtPamrXvfVM/M0oNav3LNdmeNe3pAG7P8c5DVoHNdepuReHlfpJPuoitrCNKs3zCHWcoYGmqfIRT3i2zi1pjazxp9Qq5J5NfFvWwwdBjJD1</latexit><latexit sha1_base64="3mIwjZui4UzN40+qbra9+wc1rPs=">AAACynicjVHLSsNAFD2Nr1pfVZdugkWoKCURQZ dFNy5cVLAPqEWS6bQO5sVkIpTizh9wqx8m/oH+hXfGFNQiOiHJmXPPuTP3Xj8JRKoc57VgzczOzS8UF0tLyyura+X1jVYaZ5LxJouDWHZ8L+WBiHhTCRXwTiK5F/oBb/u3pzrevuMyFXF0qUYJ74XeMBIDwTxFVLsa7rn70e51ueLUHLPsae DmoIJ8NeLyC67QRwyGDCE4IijCATyk9HThwkFCXA9j4iQhYeIc9yiRNyMVJ4VH7C19h7Tr5mxEe50zNW5GpwT0SnLa2CFPTDpJWJ9mm3hmMmv2t9xjk1PfbUR/P88VEqtwQ+xfvonyvz5di8IAx6YGQTUlhtHVsTxLZrqib25/qUpRhoQ4jf sUl4SZcU76bBtPamrXvfVM/M0oNav3LNdmeNe3pAG7P8c5DVoHNdepuReHlfpJPuoitrCNKs3zCHWcoYGmqfIRT3i2zi1pjazxp9Qq5J5NfFvWwwdBjJD1</latexit><latexit sha1_base64="3mIwjZui4UzN40+qbra9+wc1rPs=">AAACynicjVHLSsNAFD2Nr1pfVZdugkWoKCURQZ dFNy5cVLAPqEWS6bQO5sVkIpTizh9wqx8m/oH+hXfGFNQiOiHJmXPPuTP3Xj8JRKoc57VgzczOzS8UF0tLyyura+X1jVYaZ5LxJouDWHZ8L+WBiHhTCRXwTiK5F/oBb/u3pzrevuMyFXF0qUYJ74XeMBIDwTxFVLsa7rn70e51ueLUHLPsae DmoIJ8NeLyC67QRwyGDCE4IijCATyk9HThwkFCXA9j4iQhYeIc9yiRNyMVJ4VH7C19h7Tr5mxEe50zNW5GpwT0SnLa2CFPTDpJWJ9mm3hmMmv2t9xjk1PfbUR/P88VEqtwQ+xfvonyvz5di8IAx6YGQTUlhtHVsTxLZrqib25/qUpRhoQ4jf sUl4SZcU76bBtPamrXvfVM/M0oNav3LNdmeNe3pAG7P8c5DVoHNdepuReHlfpJPuoitrCNKs3zCHWcoYGmqfIRT3i2zi1pjazxp9Qq5J5NfFvWwwdBjJD1</latexit>
(m  1, n)
<latexit sha1_base64="Wv3khxfsQTiOqVtFHCi9IMMQ H0o=">AAACynicjVHLSsNAFD2Nr1pfVZdugkWooCURQZdFNy5cVLAPqEWS6bQO5sVkIpTizh9wqx8m/oH+hXfGFNQiO iHJmXPPuTP3Xj8JRKoc57VgzczOzS8UF0tLyyura+X1jVYaZ5LxJouDWHZ8L+WBiHhTCRXwTiK5F/oBb/u3pzrevuMy FXF0qUYJ74XeMBIDwTxFVLsa7rt70e51ueLUHLPsaeDmoIJ8NeLyC67QRwyGDCE4IijCATyk9HThwkFCXA9j4iQhYeI c9yiRNyMVJ4VH7C19h7Tr5mxEe50zNW5GpwT0SnLa2CFPTDpJWJ9mm3hmMmv2t9xjk1PfbUR/P88VEqtwQ+xfvonyvz 5di8IAx6YGQTUlhtHVsTxLZrqib25/qUpRhoQ4jfsUl4SZcU76bBtPamrXvfVM/M0oNav3LNdmeNe3pAG7P8c5DVoHN depuReHlfpJPuoitrCNKs3zCHWcoYGmqfIRT3i2zi1pjazxp9Qq5J5NfFvWwwdGVJD3</latexit><latexit sha1_base64="Wv3khxfsQTiOqVtFHCi9IMMQ H0o=">AAACynicjVHLSsNAFD2Nr1pfVZdugkWooCURQZdFNy5cVLAPqEWS6bQO5sVkIpTizh9wqx8m/oH+hXfGFNQiO iHJmXPPuTP3Xj8JRKoc57VgzczOzS8UF0tLyyura+X1jVYaZ5LxJouDWHZ8L+WBiHhTCRXwTiK5F/oBb/u3pzrevuMy FXF0qUYJ74XeMBIDwTxFVLsa7rt70e51ueLUHLPsaeDmoIJ8NeLyC67QRwyGDCE4IijCATyk9HThwkFCXA9j4iQhYeI c9yiRNyMVJ4VH7C19h7Tr5mxEe50zNW5GpwT0SnLa2CFPTDpJWJ9mm3hmMmv2t9xjk1PfbUR/P88VEqtwQ+xfvonyvz 5di8IAx6YGQTUlhtHVsTxLZrqib25/qUpRhoQ4jfsUl4SZcU76bBtPamrXvfVM/M0oNav3LNdmeNe3pAG7P8c5DVoHN depuReHlfpJPuoitrCNKs3zCHWcoYGmqfIRT3i2zi1pjazxp9Qq5J5NfFvWwwdGVJD3</latexit><latexit sha1_base64="Wv3khxfsQTiOqVtFHCi9IMMQ H0o=">AAACynicjVHLSsNAFD2Nr1pfVZdugkWooCURQZdFNy5cVLAPqEWS6bQO5sVkIpTizh9wqx8m/oH+hXfGFNQiO iHJmXPPuTP3Xj8JRKoc57VgzczOzS8UF0tLyyura+X1jVYaZ5LxJouDWHZ8L+WBiHhTCRXwTiK5F/oBb/u3pzrevuMy FXF0qUYJ74XeMBIDwTxFVLsa7rt70e51ueLUHLPsaeDmoIJ8NeLyC67QRwyGDCE4IijCATyk9HThwkFCXA9j4iQhYeI c9yiRNyMVJ4VH7C19h7Tr5mxEe50zNW5GpwT0SnLa2CFPTDpJWJ9mm3hmMmv2t9xjk1PfbUR/P88VEqtwQ+xfvonyvz 5di8IAx6YGQTUlhtHVsTxLZrqib25/qUpRhoQ4jfsUl4SZcU76bBtPamrXvfVM/M0oNav3LNdmeNe3pAG7P8c5DVoHN depuReHlfpJPuoitrCNKs3zCHWcoYGmqfIRT3i2zi1pjazxp9Qq5J5NfFvWwwdGVJD3</latexit><latexit sha1_base64="Wv3khxfsQTiOqVtFHCi9IMMQ H0o=">AAACynicjVHLSsNAFD2Nr1pfVZdugkWooCURQZdFNy5cVLAPqEWS6bQO5sVkIpTizh9wqx8m/oH+hXfGFNQiO iHJmXPPuTP3Xj8JRKoc57VgzczOzS8UF0tLyyura+X1jVYaZ5LxJouDWHZ8L+WBiHhTCRXwTiK5F/oBb/u3pzrevuMy FXF0qUYJ74XeMBIDwTxFVLsa7rt70e51ueLUHLPsaeDmoIJ8NeLyC67QRwyGDCE4IijCATyk9HThwkFCXA9j4iQhYeI c9yiRNyMVJ4VH7C19h7Tr5mxEe50zNW5GpwT0SnLa2CFPTDpJWJ9mm3hmMmv2t9xjk1PfbUR/P88VEqtwQ+xfvonyvz 5di8IAx6YGQTUlhtHVsTxLZrqib25/qUpRhoQ4jfsUl4SZcU76bBtPamrXvfVM/M0oNav3LNdmeNe3pAG7P8c5DVoHN depuReHlfpJPuoitrCNKs3zCHWcoYGmqfIRT3i2zi1pjazxp9Qq5J5NfFvWwwdGVJD3</latexit>
(m,n  1)
<latexit sha1_base64="dAYRqwXABZsVslApU/RPg/U Fk5U=">AAACynicjVHLSsNAFD2Nr1pfVZdugkWooCURQZdFNy5cVLAPqEWS6bQO5sVkIpTizh9wqx8m/oH+hXfGFNQ iOiHJmXPPuTP3Xj8JRKoc57VgzczOzS8UF0tLyyura+X1jVYaZ5LxJouDWHZ8L+WBiHhTCRXwTiK5F/oBb/u3pzrev uMyFXF0qUYJ74XeMBIDwTxFVLsa7kX77u51ueLUHLPsaeDmoIJ8NeLyC67QRwyGDCE4IijCATyk9HThwkFCXA9j4iQ hYeIc9yiRNyMVJ4VH7C19h7Tr5mxEe50zNW5GpwT0SnLa2CFPTDpJWJ9mm3hmMmv2t9xjk1PfbUR/P88VEqtwQ+xfv onyvz5di8IAx6YGQTUlhtHVsTxLZrqib25/qUpRhoQ4jfsUl4SZcU76bBtPamrXvfVM/M0oNav3LNdmeNe3pAG7P8c 5DVoHNdepuReHlfpJPuoitrCNKs3zCHWcoYGmqfIRT3i2zi1pjazxp9Qq5J5NfFvWwwdGzJD3</latexit><latexit sha1_base64="dAYRqwXABZsVslApU/RPg/U Fk5U=">AAACynicjVHLSsNAFD2Nr1pfVZdugkWooCURQZdFNy5cVLAPqEWS6bQO5sVkIpTizh9wqx8m/oH+hXfGFNQ iOiHJmXPPuTP3Xj8JRKoc57VgzczOzS8UF0tLyyura+X1jVYaZ5LxJouDWHZ8L+WBiHhTCRXwTiK5F/oBb/u3pzrev uMyFXF0qUYJ74XeMBIDwTxFVLsa7kX77u51ueLUHLPsaeDmoIJ8NeLyC67QRwyGDCE4IijCATyk9HThwkFCXA9j4iQ hYeIc9yiRNyMVJ4VH7C19h7Tr5mxEe50zNW5GpwT0SnLa2CFPTDpJWJ9mm3hmMmv2t9xjk1PfbUR/P88VEqtwQ+xfv onyvz5di8IAx6YGQTUlhtHVsTxLZrqib25/qUpRhoQ4jfsUl4SZcU76bBtPamrXvfVM/M0oNav3LNdmeNe3pAG7P8c 5DVoHNdepuReHlfpJPuoitrCNKs3zCHWcoYGmqfIRT3i2zi1pjazxp9Qq5J5NfFvWwwdGzJD3</latexit><latexit sha1_base64="dAYRqwXABZsVslApU/RPg/U Fk5U=">AAACynicjVHLSsNAFD2Nr1pfVZdugkWooCURQZdFNy5cVLAPqEWS6bQO5sVkIpTizh9wqx8m/oH+hXfGFNQ iOiHJmXPPuTP3Xj8JRKoc57VgzczOzS8UF0tLyyura+X1jVYaZ5LxJouDWHZ8L+WBiHhTCRXwTiK5F/oBb/u3pzrev uMyFXF0qUYJ74XeMBIDwTxFVLsa7kX77u51ueLUHLPsaeDmoIJ8NeLyC67QRwyGDCE4IijCATyk9HThwkFCXA9j4iQ hYeIc9yiRNyMVJ4VH7C19h7Tr5mxEe50zNW5GpwT0SnLa2CFPTDpJWJ9mm3hmMmv2t9xjk1PfbUR/P88VEqtwQ+xfv onyvz5di8IAx6YGQTUlhtHVsTxLZrqib25/qUpRhoQ4jfsUl4SZcU76bBtPamrXvfVM/M0oNav3LNdmeNe3pAG7P8c 5DVoHNdepuReHlfpJPuoitrCNKs3zCHWcoYGmqfIRT3i2zi1pjazxp9Qq5J5NfFvWwwdGzJD3</latexit><latexit sha1_base64="dAYRqwXABZsVslApU/RPg/U Fk5U=">AAACynicjVHLSsNAFD2Nr1pfVZdugkWooCURQZdFNy5cVLAPqEWS6bQO5sVkIpTizh9wqx8m/oH+hXfGFNQ iOiHJmXPPuTP3Xj8JRKoc57VgzczOzS8UF0tLyyura+X1jVYaZ5LxJouDWHZ8L+WBiHhTCRXwTiK5F/oBb/u3pzrev uMyFXF0qUYJ74XeMBIDwTxFVLsa7kX77u51ueLUHLPsaeDmoIJ8NeLyC67QRwyGDCE4IijCATyk9HThwkFCXA9j4iQ hYeIc9yiRNyMVJ4VH7C19h7Tr5mxEe50zNW5GpwT0SnLa2CFPTDpJWJ9mm3hmMmv2t9xjk1PfbUR/P88VEqtwQ+xfv onyvz5di8IAx6YGQTUlhtHVsTxLZrqib25/qUpRhoQ4jfsUl4SZcU76bBtPamrXvfVM/M0oNav3LNdmeNe3pAG7P8c 5DVoHNdepuReHlfpJPuoitrCNKs3zCHWcoYGmqfIRT3i2zi1pjazxp9Qq5J5NfFvWwwdGzJD3</latexit>
(m,n+ 1)
<latexit sha1_base64="RRhTcNY6ENA25mmiS3trxnqY dFo=">AAACynicjVHLSsNAFD2Nr1pfVZdugkWoKCURQZdFNy5cVLAPqEWS6bQO5sVkIpTizh9wqx8m/oH+hXfGFNQiO iHJmXPPuTP3Xj8JRKoc57VgzczOzS8UF0tLyyura+X1jVYaZ5LxJouDWHZ8L+WBiHhTCRXwTiK5F/oBb/u3pzrevuMy FXF0qUYJ74XeMBIDwTxFVLsa7kd77u51ueLUHLPsaeDmoIJ8NeLyC67QRwyGDCE4IijCATyk9HThwkFCXA9j4iQhYeI c9yiRNyMVJ4VH7C19h7Tr5mxEe50zNW5GpwT0SnLa2CFPTDpJWJ9mm3hmMmv2t9xjk1PfbUR/P88VEqtwQ+xfvonyvz 5di8IAx6YGQTUlhtHVsTxLZrqib25/qUpRhoQ4jfsUl4SZcU76bBtPamrXvfVM/M0oNav3LNdmeNe3pAG7P8c5DVoHN depuReHlfpJPuoitrCNKs3zCHWcoYGmqfIRT3i2zi1pjazxp9Qq5J5NfFvWwwdCCJD1</latexit><latexit sha1_base64="RRhTcNY6ENA25mmiS3trxnqY dFo=">AAACynicjVHLSsNAFD2Nr1pfVZdugkWoKCURQZdFNy5cVLAPqEWS6bQO5sVkIpTizh9wqx8m/oH+hXfGFNQiO iHJmXPPuTP3Xj8JRKoc57VgzczOzS8UF0tLyyura+X1jVYaZ5LxJouDWHZ8L+WBiHhTCRXwTiK5F/oBb/u3pzrevuMy FXF0qUYJ74XeMBIDwTxFVLsa7kd77u51ueLUHLPsaeDmoIJ8NeLyC67QRwyGDCE4IijCATyk9HThwkFCXA9j4iQhYeI c9yiRNyMVJ4VH7C19h7Tr5mxEe50zNW5GpwT0SnLa2CFPTDpJWJ9mm3hmMmv2t9xjk1PfbUR/P88VEqtwQ+xfvonyvz 5di8IAx6YGQTUlhtHVsTxLZrqib25/qUpRhoQ4jfsUl4SZcU76bBtPamrXvfVM/M0oNav3LNdmeNe3pAG7P8c5DVoHN depuReHlfpJPuoitrCNKs3zCHWcoYGmqfIRT3i2zi1pjazxp9Qq5J5NfFvWwwdCCJD1</latexit><latexit sha1_base64="RRhTcNY6ENA25mmiS3trxnqY dFo=">AAACynicjVHLSsNAFD2Nr1pfVZdugkWoKCURQZdFNy5cVLAPqEWS6bQO5sVkIpTizh9wqx8m/oH+hXfGFNQiO iHJmXPPuTP3Xj8JRKoc57VgzczOzS8UF0tLyyura+X1jVYaZ5LxJouDWHZ8L+WBiHhTCRXwTiK5F/oBb/u3pzrevuMy FXF0qUYJ74XeMBIDwTxFVLsa7kd77u51ueLUHLPsaeDmoIJ8NeLyC67QRwyGDCE4IijCATyk9HThwkFCXA9j4iQhYeI c9yiRNyMVJ4VH7C19h7Tr5mxEe50zNW5GpwT0SnLa2CFPTDpJWJ9mm3hmMmv2t9xjk1PfbUR/P88VEqtwQ+xfvonyvz 5di8IAx6YGQTUlhtHVsTxLZrqib25/qUpRhoQ4jfsUl4SZcU76bBtPamrXvfVM/M0oNav3LNdmeNe3pAG7P8c5DVoHN depuReHlfpJPuoitrCNKs3zCHWcoYGmqfIRT3i2zi1pjazxp9Qq5J5NfFvWwwdCCJD1</latexit><latexit sha1_base64="RRhTcNY6ENA25mmiS3trxnqY dFo=">AAACynicjVHLSsNAFD2Nr1pfVZdugkWoKCURQZdFNy5cVLAPqEWS6bQO5sVkIpTizh9wqx8m/oH+hXfGFNQiO iHJmXPPuTP3Xj8JRKoc57VgzczOzS8UF0tLyyura+X1jVYaZ5LxJouDWHZ8L+WBiHhTCRXwTiK5F/oBb/u3pzrevuMy FXF0qUYJ74XeMBIDwTxFVLsa7kd77u51ueLUHLPsaeDmoIJ8NeLyC67QRwyGDCE4IijCATyk9HThwkFCXA9j4iQhYeI c9yiRNyMVJ4VH7C19h7Tr5mxEe50zNW5GpwT0SnLa2CFPTDpJWJ9mm3hmMmv2t9xjk1PfbUR/P88VEqtwQ+xfvonyvz 5di8IAx6YGQTUlhtHVsTxLZrqib25/qUpRhoQ4jfsUl4SZcU76bBtPamrXvfVM/M0oNav3LNdmeNe3pAG7P8c5DVoHN depuReHlfpJPuoitrCNKs3zCHWcoYGmqfIRT3i2zi1pjazxp9Qq5J5NfFvWwwdCCJD1</latexit>
(a)
<latexit sha1_base64="x5JXUoP4 +lQ2gSSbRT0rwv9BvKk=">AAACxnicjVHLSsNAFD2Nr1pfVZdugkWom5KIo Muimy4r2gdokcl0WkPzYjJRShH8Abf6aeIf6F94Z0xBLaITkpw5954zc+/1k sBPleO8Fqy5+YXFpeJyaWV1bX2jvLnVTuNMctHicRDLrsdSEfiRaClfBaKb SMFCLxAdb3Sq451bIVM/ji7UOBG9kA0jf+Bzpog6r7L963LFqTlm2bPAzUE F+WrG5RdcoY8YHBlCCERQhAMwpPRcwoWDhLgeJsRJQr6JC9yjRNqMsgRlMGJ H9B3S7jJnI9prz9SoOZ0S0CtJaWOPNDHlScL6NNvEM+Os2d+8J8ZT321Mfy /3ColVuCH2L9008786XYvCAMemBp9qSgyjq+O5S2a6om9uf6lKkUNCnMZ9i kvC3CinfbaNJjW1694yE38zmZrVe57nZnjXt6QBuz/HOQvaBzWX8NlhpX6Sj 7qIHeyiSvM8Qh0NNNEi7yEe8YRnq2FFVmbdfaZahVyzjW/LevgAQSCPyw== </latexit><latexit sha1_base64="x5JXUoP4 +lQ2gSSbRT0rwv9BvKk=">AAACxnicjVHLSsNAFD2Nr1pfVZdugkWom5KIo Muimy4r2gdokcl0WkPzYjJRShH8Abf6aeIf6F94Z0xBLaITkpw5954zc+/1k sBPleO8Fqy5+YXFpeJyaWV1bX2jvLnVTuNMctHicRDLrsdSEfiRaClfBaKb SMFCLxAdb3Sq451bIVM/ji7UOBG9kA0jf+Bzpog6r7L963LFqTlm2bPAzUE F+WrG5RdcoY8YHBlCCERQhAMwpPRcwoWDhLgeJsRJQr6JC9yjRNqMsgRlMGJ H9B3S7jJnI9prz9SoOZ0S0CtJaWOPNDHlScL6NNvEM+Os2d+8J8ZT321Mfy /3ColVuCH2L9008786XYvCAMemBp9qSgyjq+O5S2a6om9uf6lKkUNCnMZ9i kvC3CinfbaNJjW1694yE38zmZrVe57nZnjXt6QBuz/HOQvaBzWX8NlhpX6Sj 7qIHeyiSvM8Qh0NNNEi7yEe8YRnq2FFVmbdfaZahVyzjW/LevgAQSCPyw== </latexit><latexit sha1_base64="x5JXUoP4 +lQ2gSSbRT0rwv9BvKk=">AAACxnicjVHLSsNAFD2Nr1pfVZdugkWom5KIo Muimy4r2gdokcl0WkPzYjJRShH8Abf6aeIf6F94Z0xBLaITkpw5954zc+/1k sBPleO8Fqy5+YXFpeJyaWV1bX2jvLnVTuNMctHicRDLrsdSEfiRaClfBaKb SMFCLxAdb3Sq451bIVM/ji7UOBG9kA0jf+Bzpog6r7L963LFqTlm2bPAzUE F+WrG5RdcoY8YHBlCCERQhAMwpPRcwoWDhLgeJsRJQr6JC9yjRNqMsgRlMGJ H9B3S7jJnI9prz9SoOZ0S0CtJaWOPNDHlScL6NNvEM+Os2d+8J8ZT321Mfy /3ColVuCH2L9008786XYvCAMemBp9qSgyjq+O5S2a6om9uf6lKkUNCnMZ9i kvC3CinfbaNJjW1694yE38zmZrVe57nZnjXt6QBuz/HOQvaBzWX8NlhpX6Sj 7qIHeyiSvM8Qh0NNNEi7yEe8YRnq2FFVmbdfaZahVyzjW/LevgAQSCPyw== </latexit><latexit sha1_base64="x5JXUoP4 +lQ2gSSbRT0rwv9BvKk=">AAACxnicjVHLSsNAFD2Nr1pfVZdugkWom5KIo Muimy4r2gdokcl0WkPzYjJRShH8Abf6aeIf6F94Z0xBLaITkpw5954zc+/1k sBPleO8Fqy5+YXFpeJyaWV1bX2jvLnVTuNMctHicRDLrsdSEfiRaClfBaKb SMFCLxAdb3Sq451bIVM/ji7UOBG9kA0jf+Bzpog6r7L963LFqTlm2bPAzUE F+WrG5RdcoY8YHBlCCERQhAMwpPRcwoWDhLgeJsRJQr6JC9yjRNqMsgRlMGJ H9B3S7jJnI9prz9SoOZ0S0CtJaWOPNDHlScL6NNvEM+Os2d+8J8ZT321Mfy /3ColVuCH2L9008786XYvCAMemBp9qSgyjq+O5S2a6om9uf6lKkUNCnMZ9i kvC3CinfbaNJjW1694yE38zmZrVe57nZnjXt6QBuz/HOQvaBzWX8NlhpX6Sj 7qIHeyiSvM8Qh0NNNEi7yEe8YRnq2FFVmbdfaZahVyzjW/LevgAQSCPyw== </latexit>
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Figure 5.1 a) Schéma du réseau avec une cellule unité magnétique pour q = 3. La numé-
rotation choisie pour indexer les sites est la même que pour l’équation 5.5. b) Schéma de la
plaquette traversée par le flux magnétique Φ.
Cet opérateur laisse invariant l’Hamiltonien 5.1 lorsque l’on choisit la jauge symétrique pour exprimer
le potentiel vecteur A = B ∧ r/2. On pourrait alors penser que le travail du théoricien est terminé et
qu’il suffit maintenant de trouver une base de vecteurs qui diagonalise simultanément l’opérateur de
translation magnétique et l’Hamiltonien sous champ magnétique. Cependant, il est facile de montrer
que de façon générale les opérateurs de translation magnétique ˆ˜Ta et ˆ˜Tb ne commutent pas entre eux,
nous poussant à redéfinir les vecteurs a et b.
Une façon de le faire est de définir le ratio nΦ = Φ/Φ0 = p/q (p et q étant deux entiers premiers
entre eux) où Φ est le flux magnétique à travers une plaquette (dans le cas d’un réseau rectangulaire,
Φ = Bab où B l’amplitude du champ magnétique. Cela est illustré dans la figure 5.1(b)) et Φ0 = h/e
le quanta de flux magnétique. Cela nous permet de définir simplement nos nouveaux vecteurs de
Bravais : R˜ = n(qa) +mb. Ces derniers permettent de définir une nouvelle cellule unité du réseau
que l’on appelle cellule unité magnétique. Une des conséquences de cette nouvelle périodicité dans
notre système est l’apparition d’une nouvelle zone de Brillouin plus réduite que l’originale et que
l’on appelle zone de Brillouin magnétique.
Le rapport p/q peut laisser penser qu’il s’agit d’une pure astuce mathématique et que cela ne
permet pas d’expliquer les champs magnétiques réels. À cela, on pourrait répondre (encore une fois
mathématiquement) que Q est dense dans R, c’est-à-dire que l’on peut approximer avec la précision
que l’on souhaite n’importe quel nΦ réel comme le rapport de deux entiers. De plus, on arrive à
retrouver les niveaux de Landau auxquels nous sommes habitués lorsque l’énergie de dispersion des
électrons de Bloch est quadratique (cf. Annexe D), ce qui permet d’avoir confiance dans le formalisme
que l’on utilise.
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5.1.3 Énergies propres des électrons de Bloch soumis à un champ magnétique
Dans la sous-section précédente, nous avons suivi le cheminement de Kohmoto dans un article
publié en 1985 [98]. Cependant, le fait d’imposer le rapport des flux magnétiques nΦ comme étant
égal à un rapport de deux entiers avait été rendu célèbre une décennie plus tôt parDouglas Hofstadter
dans son célèbre article de 1976 [99]. Dans ce papier, Hofstadter avait obtenu numériquement les
énergies propres ainsi que les fonctions d’onde d’un réseau carré soumis à un champ magnétique
uniforme et dont le rapport nΦ est égal à celui de deux entiers, ce qui lui aura permis de découvrir
ce que l’on appelle aujourd’hui le papillon d’Hofstadter. Cette figure géométrique correspondant
aux énergies propres du système en fonction du rapport de flux magnétique nΦ est représentée dans
la figure 5.2. Elle exhibe un grand nombre de particularités topologiques dont la plus visible est une
structure fractale.
Pour obtenir le papillon d’Hofstadter, on prend en compte le champ magnétique grâce à une
substitution de Peierls qui modifie les termes de saut :
tmn −→ tmneifmn , (5.3)
avec la phase de Peierls :
fmn =
2π
Φ0
∫ rn
rm
A(r) · dl. (5.4)
Pour la suite de la dérivation, nous adoptons la jauge de Landau A = (0, Bx, 0). L’équation de
Schrödinger stationnaire se ramène alors à une équation matricielle du type H|m,n⟩ = ϵ|m,n⟩ où
les indicesm et n permettent de numéroter les sites du réseau par rapport à une origine arbitraire
(cf.figure 5.1(a)). En utilisant l’invariance par translation le longde la direction y,ψm,n = exp(iνna)ψm,
on obtient la matrice de Harper :
ψm+a + ψm−a + 2 cos(2mπnΦ − νa)ψm = ϵ
t
ψm. (5.5)
On peut voirm comme un indice de site dans la cellule unité magnétique, a est le pas du réseau (que
l’on fixe à 1) et ν est le moment le long de la direction y. Pour obtenir le papillon d’Hofstadter, il faut
maintenant utiliser l’invariance par translation de la cellule unité magnétique.
Malgré une prédiction théorique vieille de plus de 40 ans, le papillon n’a été vu expérimen-
talement que très récemment [100]. Cela vient du fait qu’il n’apparaît que pour des rapports p/q
suffisamment grands, c’est-à-dire, lorsque q est de l’ordre de l’unité. Cette condition nous impose des
champs magnétiques phénoménaux (de l’ordre de 105 Tesla) qui sont irréalisables aujourd’hui et qui,
de toute manière, détruiront l’échantillon bien avant de pouvoir effectuer les mesures. Heureusement
pour nous, nous nous intéressons aux niveaux de Landau qui apparaissent lorsque q est suffisamment
petit (de l’ordre de la dizaine voire de la centaine). Quand q respecte cette condition, on retrouve une
physique que nous qualifierons de régime de Landau. Ce régime est caractérisé par des énergies
propres :
• bien définies et espacées entre elles par une fonction du champ magnétique,
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Figure 5.2 a) Papillon d’Hofstadter. Cette figure représente les énergies propres d’un réseau
carré soumis à un champ magnétique externe en fonction du rapport des flux magnétiques
nϕ. On y remarque certaines caractéristiques telles que la présence de gaps qui forment
notamment les ailes du papillon et une structure fractale. b) Densités d’états locales du réseau
carré dans le régime de Landau. En ligne discontinue noire, la densité d’états sans champ
magnétique et en ligne continue bleue, la même densité d’états pour un rapport de flux
magnétique nΦ = 1/100. c) Densité d’états locale dans le régime d’Hofstadter. La densité
d’états représentée par une ligne continue rouge est celle obtenue pour un rapport de flux
p/q = 1/10. Elle est à comparer avec la densité d’états en l’absence de champmagnétique (ligne
discontinue noire). On remarque que les deux densités d’états n’ont plus grand-chose à voir
entre elles. Comme q est pair, le système exhibe une phase semi-métallique qui se caractérise
par une densité d’états linéaire autour de ω = 0, comportement typique des semi-métaux
bidimensionnels.
• indédépendante du moment ν.
Ce régime est illustré dans la figure 5.2. On peut lui opposer le régime d’Hofstadter qui apparaît
lorsque le rapport nΦ devient suffisamment grand et dans lequel les énergies propres du système
dépendent fortement de ν et où certaines propriétés apparaissent comme la nature métallique ou
semi-métallique du système en fonction de la parité de q [101].
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5.2 Dérivation des équations de la DMFT en présence d'un champ magné-
tique externe et uniforme
La sous-section précédente nous a permis d’introduire les principaux effets qu’entraîne la
présence d’un champ magnétique sur un réseau. Il est tentant de se dire que la définition d’une
cellule unitémagnétique sauve laDMFTpuisqu’il est possible de résoudre le problème d’impureté sur
chacun des q sites de la cellule unité magnétique. Cela est notamment envisageable dans le paradigme
de la théorie du champ moyen dans l’espace réel (RDMFT) [102] où la self-énergie est prise locale
mais dépendante de la position du site du réseau. Dans le régime d’Hofstadter, l’implémentation
de la RDMFT ne pose pas vraiment de problèmes puisque q peut-être pris relativement petit (de
l’ordre de l’unité) [103]. L’étude du régime de Landau pose quant à lui un bémol pratique puisque
q peut-être phénoménalement grand. Dans cette section, nous allons dériver les équations de la
DMFT lorsque le système étudié est soumis à un champ magnétique uniforme. Cette dérivation,
aussi disponible dans la thèse de L-F. Arsenault [69] a été légèrement modifiée pour ne plus avoir
besoin de l’hypothèse de termes de sauts réels.
5.2.1 Fonction de Green invariante par translation et équation du mouvement
L’Hamiltonien de départ pour l’ensemble de la dérivation est :
Hˆ = −
∑
mnσ
tmne
ifmn cˆ†mσ cˆnσ + U
∑
m
nˆm↑nˆm↓ − µ
∑
mσ
nˆmσ. (5.6)
Pour la suite du chapitre, on notera t˜mn = tmneifmn . On reconnaît la prise en compte de l’effet orbital
grâce à la substitution de Peierls vue équation 5.3. À partir de Hˆ , même en l’absence d’invariance
par translation dans le système, il est possible de définir une fonction de Green G¯ invariante par
translation [104, 105] de la façon suivante :
Gmn(iωn) = e
ifmnG¯mn(iωn). (5.7)
Malgré l’invariance par translation, la fonction de Green G¯ dépend du champmagnétiqueB. De plus,
son existence et même l’invariance de la fonction de Green locale Gmm qui en découle n’indiquent
rien sur la validité de la DMFT car la dérivation de cette dernière repose sur Gmn et non G¯mn.
On peut aussi définir une self-énergie invariante par translation et dépendante du champ ma-
gnétique avec une équation semblable à l’équation 5.7 : Σmn = exp(ifmn)Σ¯mn [106] qui implique
que la self-énergie locale Σmm ne dépend pas de la position du site. Physiquement, on comprend
aisément que lorsqu’un électron se trouve localisé sur un site, il ressent le même environnement,
quelle que soit la position de ce site dans le réseau puisque le champ magnétique est pris uniforme.
Ce n’est que lorsqu’il quitte le site que l’électron sera soumis à un environnement qui dépendra de la
direction de son saut (grâce à la substitution de Peierls).
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On peut dériver les équations de Dyson et les équations du mouvement des fonctions de Green
avec champ magnétique dans le paradigme d’une self-énergie locale et indépendante du site du
réseau. L’équation de Dyson pour la fonction de Green non invariante par translation peut donc
s’écrire :
Gmn(iωn) = G
0
mn(iωn) + Σ(iωn)
∑
l
G0ml(iωn)Gln(iωn), (5.8)
G(iωn) = G
0(iωn) + Σ(iωn)G
0(iωn)G(iωn). (5.9)
La même convention que pour le chapitre 2 a été prise pour différencier les fonctions de Green non
interagissantesG0 et interagissantesG.
On peut aussi définir les équations du mouvement de la fonction de Green non interagissante :
(iωn + µ)G
0
mn(iωn) = δmn −
∑
l
t˜mlG
0
ln(iωn), (5.10)
soit, en écriture matricielle :
(iωn + µ)G
0(iωn) = I− t˜G0(iωn) (5.11)
G0(iωn) =
(
(iωn + µ) I+ t˜
)−1
. (5.12)
En définissant z˜ = iωn + µ − Σ(iωn) et en utilisant l’équation de Dyson 5.8, les équations du
mouvement pour les fonctions de Green peuvent donc se réécrire comme suit :
z˜Gij(iωn) = δij −
∑
k
t˜ikGkj = δij −
∑
k
Gik t˜kj . (5.13)
où on a utilisé la même astuce algébrique que dans l’équation 2.36 pour le terme de droite. Comme
dans le cas sans champ magnétique, on peut se ramener à une équation qui lie les fonctions de Green
interagissante et non-interagissante :
G(iωn) = G
0 [iωn − Σ(iωn)] , (5.14)
Cette sous-section nous a permis d’introduire plusieurs outils mathématiques qui nous seront
utiles dans la sous-section suivante : les self-énergies et fonctions de Green locales ne dépendent
pas du site sur lequel elles sont projetées. De plus, même en l’absence d’invariance par translation,
on peut définir les équations du mouvement pour les fonctions de Green non interagissantes et
interagissantes et lier ces dernières entre elles.
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5.2.2 Les équations de la théorie du champ moyen dynamique en présence d'un champ
magnétique externe et uniforme
Dérivons les équations de la DMFT pour un système soumis à un champmagnétique en utilisant
la méthode de la cavité comme dans la section 2.3. Nous passerons les premières étapes, car elles ne
dépendent pas de la présence de champ magnétique dans le système et ont déjà été discutées dans le
chapitre 2. Avec o l’indice du site de la cavité, la définition du champ de Weiss est :
G−1oo (iωn) = iωn + µ−
1
2
∑
jk
j ̸=o
k ̸=o
(
t˜ojG
(o)
ok (iωn)t˜ko + t˜okG
(o)
kj (iωn)t˜jo
)
(5.15)
= iωn + µ−
∑
jk
j ̸=o
k ̸=o
t˜ojG
(o)
ok (iωn)t˜ko. (5.16)
A partir de maintenant, on ne mentionnera plus l’absence du site de cavité dans la somme
sur les sites du réseaux. Pour l’instant, il n’y a aucune différence entre le cas avec et sans champ
magnétique. Le fait que la forme du champ de Weiss ne change pas par rapport au cas sans champ
magnétique nous permet d’appliquer les solutionneurs d’impureté déjà développés pour la DMFT
sans champ magnétique. Il faut cependant dériver la relation d’auto-cohérence qui lie le problème
d’impureté quantique avec le problème du réseau interagissant, pour pouvoir avoir une théorie
complète. Nous avons déjà discuté de l’invariance par translation de la fonction de Green locale dans
la sous-section précédente. Cependant, il est clair que la fonction de Green du réseau avec l’impureté
n’est pas invariante par translation et qu’il faudra être attentif aux indices de somme dans la suite de
la dérivation. Utilisons la formule qui lie la fonction de Green du réseau avec la cavité et les fonctions
de Green du réseau entier :G(o)ij (iωn) = Gij(iωn)−Gio(iωn)Goj(iωn)/Goo(iωn). Le terme de somme
dans l’équation 5.16 s’écrit alors :
∑
jk
t˜ojG
(o)
jk (iωn)t˜ko =
∑
jk
(
t˜ojGjk(iωn)t˜ko − t˜ojGjo(iωn)Gok(iωn)
Goo(iωn)
t˜ko
)
. (5.17)
En utilisant l’équation 5.10 sur le premier terme de droite, on obtient :∑
jk
t˜ojGjk(iωn)t˜ko =
∑
k
t˜ko
∑
j
t˜ojGok(iωn) (5.18)
=
∑
k
t˜ko (δok − z˜Gok(iωn)) (5.19)
= −z˜
∑
k
t˜koGok(iωn). (5.20)
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De même, le second terme de droite nous donne :
1
Goo
∑
jk
t˜ljGjo(iωn)Gok(iωn)t˜ko =
1
Goo
∑
k
t˜koGok(iωn)
∑
j
t˜ojGjo(iωn) (5.21)
=
1
Goo
∑
k
t˜koGok(iωn) (1− z˜Goo(iωn)) (5.22)
= −z˜
∑
k
t˜koGok(iωn) +
1
Goo
∑
k
t˜koGok(iωn). (5.23)
Le premier terme de l’équation 5.23 se simplifie avec le terme 5.20, ce qui nous donne :
G−1oo = iωn + µ+
∑
k
t˜koGok(iωn)
Goo(iωn)
. (5.24)
Arrivé à ce stade, on peut réutiliser l’équation du mouvement alternative sur la fonction de Green
locale :
z˜Goo = 1−
∑
k
Gok t˜ko, (5.25)
ce qui nous donne, finalement, la relation d’auto-cohérence bien connue de la DMFT :
G−1 = G−1oo (iωn) + Σ(iωn). (5.26)
À la différence de la dérivation présentée dans la thèse d’Arsenault [69], cette démonstration ne
repose pas sur l’existence d’une fonction de Green invariante sous translation G¯ ni ne prend comme
hypothèse le caractère réel des termes de saut tij . Nous avons toutefois utilisé la self-énergie invariante
sous translation pour prouver que la self-énergie locale ne dépend pas du site du réseau, malgré
l’existence d’une cellule unité magnétique.
Cela conclut notre dérivation de la DMFT pour des systèmes soumis à des champs magnétiques
uniformes.
Comment se fait-il que la relation d’auto-cohérence de la DMFT ne se trouve pas affectée par la
présence d’un champmagnétique externe? Une façon de répondre à cette question est de rappeler que
la DMFT est une théorie de champmoyen pour les fluctuations spatiales bien qu’elle traite exactement
les fluctuations temporelles locales. En effet, l’effet orbital n’est pris en compte que dans la fonction
d’hybridation∆(iωn) dans le paradigme de la DMFT avec champ magnétique (cf. équation 5.16). De
ce fait, les effets des fluctuations spatiales des propriétés locales du système comme la self-énergie ne
sont pas vitaux dans la résolution dynamique du système. Ce n’est pas le cas pour les extensions sur
amas de la DMFT [107] telles que la théorie de champmoyen dynamique sur amas [108, 109](CDMFT,
Cluster Dynamical mean-field theory) et l’approximation de l’amas dynamique [110] (DCA, Dynamical
cluster approximation). Comme ces dernières prennent en compte une partie des fluctuations spatiales,
elles sont inadaptées pour décrire l’effet orbital dans des réseaux interagissant 1.
1. Cette affirmation n’est pas valable lorsque l’amas fait la taille de la cellule unité magnétique.
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5.3 Application à un réseau carré avec interaction d'Hubbard
Pour illustrer la pertinence de la DMFT en présence d’un champ magnétique uniforme, nous
l’appliquons au modèle d’Hubbard sur un réseau carré avec le solutionneur d’impureté IPT présenté
dans la section 2.5. Avant de rentrer dans les détails des résultats, on peut facilement se convaincre
que le comportement asymptotique de la fonction d’hybridation reste inchangé en présence ou non
d’un champ magnétique.
Pour se faire, basons-nous sur l’équation 2.72 et remarquons que la substitution de Peierls
n’affecte que les termes de saut, c’est-à-dire les termes hors diagonaux de l’HamiltonienH0. De plus,
comme la phase de Peierls change de signe lorsque l’on prend le transposé de l’Hamiltonien, le terme
TrH0H0/N =
∑
ij H
0
ijH
0
ji/N ne dépend pas du champ magnétique. Le solutionneur d’impureté
peut être utilisé sans être fondamentalement changé vis-à-vis de son implémentation sans champ
magnétique. Il «suffit» de prendre en compte la nouvelle dispersion d’énergie des électrons dans
le bain pour implémenter la DMFT avec champ magnétique dans le paradigme du solutionneur
d’impureté IPT.
Pour l’ensemble des résultats présentés ci-après, nous prendrons les unités naturelles comme
système d’unités (ℏ = kB = c = 1). De plus, le terme de saut aux premiers voisins t est pris comme
unité d’énergie. Dans un souci de lisibilité, nous omettrons de le spécifier dans la suite de cette
section.
5.3.1 Eﬀet du champ magnétique sur la self-énergie
La figure 5.3 présente différentes self-énergies à U = 2 et β = 100, pour trois valeurs différentes
de champ magnétique en fonction de fréquence de Matsubara. Ces trois valeurs représentent les
différents régimes physiques dus au champ magnétique : p/q = 0 correspond au réseau carré
en absence de champ magnétique, p/q = 1/100 correspond au régime de Landau et enfin, le cas
p/q = 1/10 correspond au régime d’Hofstadter, c’est-à-dire que l’on commence à reconnaître les
structures caractéristiques du papillon d’Hofstadter.
Il est intéressant de noter que l’effet orbital dû au champ magnétique a un impact significatif
seulement dans le régime d’Hofstadter, les self-énergies pour p/q = 0 et p/q = 1/100 étant quasi-
ment identiques sauf pour les premières fréquences de Matsubara (non montré ici). Ces résultats
s’expliquent essentiellement grâce à l’équation d’auto-cohérence de la DMFT. En effet, dans le cas
d’un système à une bande et avec une self-énergie indépendante des moments k, la fonction de
Green locale peut s’écrire de la façon suivante :
G(iωn) =
∫ +∞
−∞
dϵ N(ϵ)
iωn + µ− ϵ− Σ(iωn) , (5.27)
où N(ϵ) est la densité d’états locale non interagissante. Cette formule met en évidence l’importance
de la densité d’états dans la fonction de Green locale et donc dans la boucle d’auto-cohérence de la
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DMFT. Dans le régime d’Hofstadter, la densité d’états change totalement de topologie et n’a plus
grand-chose à voir avec la densité d’états sans champ magnétique. Il est donc normal de voir un fort
changement dans la self-énergie. A contrario, lorsque le densité est caractérisée par la présence de
pics de Landau et que la température du système est suffisamment élevée de telle sorte que l’écart
entre deux fréquences de Matsubara ωn soit plus grand que la séparation en énergie des niveaux de
Landau, alors l’effet de ces derniers dans la self-énergie sera minime et ils n’affecteront cette dernière
que pour les toutes premières fréquences de Matsubara.
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Figure 5.3 Self-énergie en fonction des premières fréquences de Matsubara pour différentes
valeurs de champsmagnétiques. p/q = 0 correspond au cas en l’absence de champmagnétique,
p/q = 1/100 correspond au régime de Landau et p/q = 1/10 correspond au régime de
Hofstadter.
Cette propriété indique aussi que les solutionneurs d’impureté comme les Monte-Carlo quan-
tiques ne sont pas adaptés pour sonder des effets aussi petits du fait des erreurs statistiques inhérentes
à leur fonctionnement et de leur limitation en température 2. Un solutionneur fonctionnant directe-
ment en fréquences réelles comme le groupe de renormalisation numérique [111] est donc à préférer.
Enfin, nous n’entrerons pas dans une étude systématique du régime d’Hofstadter puisque cela
a été fait dans le passé [112, 113, 114, 115, 103, 116]. Une avenue de recherche possible grâce à la
simplicité du formalisme de la DMFT sous champ magnétique serait d’étudier plus finement la
transition entre le régime de Landau et le régime d’Hofstadter par le biais de la self-énergie.
5.3.2 Renormalisation des niveaux de Landau
Une façon de voir l’effet combiné des interactions et du champ magnétique est de se concentrer
sur la position des pics de Landau dans la densité d’états locale. À champ magnétique et densité
électronique constants, la position en énergies des pics de Landau change avec U . Ce phénomène
est illustré par la figure 5.4(a) qui nous montre des densités d’état locales pour différentes valeurs
2. Nous ne parlons pas des Monte-Carlo fonctionnant à température nulle comme les Monte-Carlo varia-
tionnels.
86
 0.02  0.01 0.00 0.01 0.02
!
0.2
0.3
0.4
0.5
0.6
A(
!
)
(a) U=0
U=2
U=4
U=6
U=8
0.2 0.4 0.6 0.8 1.0
Z
0.005
0.010
0.015
0.020
0.025
0.030
 
✏
(b)
 ✏U=0 ⇥ Z
 0.02  0.01 0.00 0.01 0.02
!
0.2
0.3
0.4
0.5
0.6
A(
!
)
(a) U=0
U=2
U=4
U=6
U=8
0.2 0.4 0.6 0.8 1.0
Z
0.005
0.010
0.015
0.020
0.025
0.030
 
✏
(b)
 ✏U=0 ⇥ Z
Figure 5.4 a) Densité d’états locale en fréquences réelles pour différentes valeurs du terme
d’Hubbard U . La température et le champ magnétique sont respectivement fixés à β = 100 et
p/q = 1/100. b) Différence d’énergie∆ϵU des deux pics de Landau les plus proches du niveau
de Fermi en fonction du poids spectral pour les mêmes valeurs de β et p/q que précédemment.
La droite continue est la fonction Z ×∆ϵU=0, c’est-à-dire, la différence d’énergie des niveaux
de Landau en l’absence d’interaction multipliée par Z, le poids de quasi-particules.
d’interactions d’Hubbard autour du niveau de Fermi à p/q = 1/100 et β = 100. Ce changement
est induit par la renormalisation de la masse des quasi-particules due aux interactions. En effet, en
DMFT dans le régime de Landau, la densité d’états locale s’écrit :
A(ω) = −2
∑
n
Σ′′(ω)
(ω + µ− ϵn − Σ′(ω))2 +Σ′′(ω)2
. (5.28)
On a encore décomposé la self-énergie en partie réelle et imaginaire Σ = Σ′ + iΣ′′ et les niveaux de
Landau sont notés ϵn. Si l’on fait un développement de la partie réelle de la self-énergie autour de
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ω = 0 comme on a l’habitude de faire dans la théorie des liquides de Fermi-Landau, on obtient la
densité d’états des quasi-particules :
AQ.P (ω) =
∑
n
τ−1
(ω − Zϵn)2 +
(
1
2τ
)2 , (5.29)
le potentiel chimique µ se simplifiant avec Σ′(ω = 0) à demi remplissage. De plus, on a utilisé les
définitions habituelles du poids et du temps de demi-vie des quasi-particules déjà introduites dans
le chapitre 3 grâce aux équations 3.11 et 3.12.
Les niveaux de Landau ϵn proches du niveau de Fermi sont donc renormalisés par Z dans
cette approche de quasi-particule. Cette renormalisation peut être vue physiquement comme une
renormalisation de la fréquence cyclotron par le changement de masse des quasi-particules. En
effet, dans le cas d’une self-énergie purement locale, le rapport entre la masse sans interaction et la
masse effective des particulesm/m∗ est exactement égal à Z. La fréquence cyclotron sans interaction
ωc = eB/m se retrouve redéfinie comme ω∗c = eB/m∗ pour des niveaux de Landau de la forme
ϵn = ℏωc(n + 1/2). On peut vérifier cela en comparant la différence d’énergie entre les deux pics
de Landau autour de ω = 0 en fonction des interactions. On remarque alors que la valeur de cette
différence que l’on appelle ∆ϵU est dictée par le poids de quasi-particules comme on peut le voir sur
la figure 5.4(b) où l’on a tracé ∆ϵU en fonction de Z. La ligne continue n’est pas un lissage linéaire,
mais la fonction Z∆ϵU=0 soit le poids des quasi-particules multiplié par la différence d’énergies des
deux pics en l’absence d’interaction.
On pourrait alors penser que cela rentre en contradiction avec le théorème de Kohn [117] qui
atteste que la fréquence de cyclotron et la période des oscillations quantique dans l’aimantation
sont indépendantes des interactions entre électrons. Cependant, ce théorème n’est valable que pour
des fonctions de corrélations du type aimantation-aimantation qui font intervenir des fonctions de
corrélation particule-trou. Le densité d’états à une particule est donc hors du champ d’application
du théorème.
5.3.3 Oscillations quantiques dans le temps de demi-vie des quasi-particules
Dans les métaux, un des effets les plus spectaculaires de l’effet orbital sur des observables
physiques est l’apparition d’oscillations dites quantiques. Ces oscillations tirent leur origine de
l’aire de la surface de Fermi perpendiculaire au champ magnétique [24]. Nous pouvons sonder ces
oscillations avec la DMFT en étudiant le temps de demi-vie des quasi-particules τ .
En effet, nous avons déjà rencontré cette observable physique dans l’équation 3.12. À partir de
la self-énergie fonction des fréquences de Matsubara, nous pouvons extraire son comportement à
fréquence nulle en faisant une simple extrapolation polynomiale sur les premières fréquences de
Matsubara 3. La figure 5.5(a) représente τB=0/τB en fonction de q/p pour une densité électronique
3. Nous avons aussi vérifié l’exactitude de notre extrapolation avec un prolongement analytique utilisant la
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Figure 5.5 a) Inverse du temps de demi-vie des quasi-particules avec U = 4, β = 80 et
n = 0.6 en fonction de q/p. Comme l’inverse du rapport de flux est directement proportionnel
à l’inverse du champ magnétique, on retrouve ici les oscillations quantiques. Le petit panneau
est un agrandissement de la même figure à haut champ magnétique. L’asymétrie entre le
maximum et le minimum des pics pourrait être le début de l’effet Hall quantique. b) Inverse
du temps de demi-vie en fonction de 1/q pour U = 4 et β = 80 à demi-remplissage. Les deux
limites des temps de demi-vie reflètent les deux phases qu’à le papillon de Hofstadter en
fonction de la parité de q. Le papillon exhibe un comportement semi-métallique lorsque q est
pair et métallique lorsque q est impair.
égale à n = 0.6 à β = 80 etU = 4. Le rapport q/p étant inversement proportionnel champmagnétique,
on retrouve bien la physique attendue en présence de niveaux de Landau. On peut voir ses oscillations
comme l’effet Shubnikov-de Haas. En effet, le temps de demi-vie des quasi-particules est souvent
utilisé comme une approximation du temps de demi-vie de transport dans la conductivité de Drude.
méthode des approximants de Padé. Les valeurs sont quantitativement similaires, Padé donnant dans certains
cas des résultats non physiques, c’est-à-dire des temps de vie de quasi-particules négatifs.
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Mieux encore, le panneau de la figure est un agrandissement dans le régime de Landau mais à fort
champ magnétique. On remarque qu’une asymétrie commence à se montrer lorsque l’on compare
les maxima avec les minima des oscillations. Cette asymétrie pourrait être le signe de l’approche de
l’effet Hall quantique. En effet, les pics de Landau étant de plus en plus éloignés entre eux à mesure
que le champ magnétique augmente, le système devient alors sensible à la position du potentiel
chimique. Lorsque ce dernier se trouve entre deux pics, le système est isolant ce qui se traduit par
un temps de demi-vie nul (et donc une conductivité de Drude nulle aussi). Inversement, un pic de
Landau se traduisant par une valeur finie de la densité d’états du système, on s’attend à ce que le
temps de demi-vie ait une valeur finie aussi.
Il est à noter que les oscillations proviennent essentiellement de la partie imaginaire de la self-
énergie. Le poids de quasi-particules a aussi un comportement oscillant, mais avec une amplitude
extrêmement faible (de l’ordre de 10−4). Cette faible amplitude d’oscillation vient du fait que la partie
imaginaire de la self-énergie à fréquence nulle est plus sensible à la surface de Fermi que Z. En effet,
le poids de quasi-particules est une fonction de la partie réelle de la self-énergie qui est sensible à
des processus virtuels sur plusieurs échelles d’énergie par le biais des relations de Kramers-Kronig.
La figure 5.5(b) illustre deux comportements distincts du temps de demi-vie à champmagnétique
suffisamment fort 4 en fonction de 1/q lorsque le système est à demi rempli. On remarque que le
temps de demi-vie tend vers zéro lorsque l’on augmente le champmagnétique en prenant q pair alors
qu’il tend vers une valeur finie lorsque l’on augmente le champ en prenant q impair. Ce phénomène
est directement relié à la physique d’Hofstadter. En effet, lorsque q est impair, le papillon exhibe
une phase métallique caractérisée par une densité d’états finie au niveau de Fermi. Cependant,
pour les valeurs de q pair, le système est dans une phase semi-métallique avec q cônes de Dirac non
équivalents dans la zone de Brillouin magnétique [101]. La DMFT arrive donc à capturer ces deux
phases via le temps de demi-vie des quasi-particules. On pourrait se demander pourquoi à faible
champ magnétique et à demi remplissage, le temps de demi-vie normalisé ne reste pas constant. En
effet, ce dernier ne devrait pas être très sensible aux détails de la densité d’états lorsque la température
est grande par rapport au champ magnétique, ce qui devrait se traduire par l’existence d’un plateau
dans la figure 5.5(b). Cet argument s’appliquerait si l’on pouvait définir des niveaux de Landau
sur le réseau carré à demi rempli, mais cela est impossible à cause de la présence d’une singularité
de Van-Hove. Il est alors difficile de donner une masse de bande et donc de définir une fréquence
cyclotron et des niveaux de Landau.
4. Comparé à la température.
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5.4 Résumé
Ce chapitre a abordé l’effet orbital dû à un champ magnétique externe et uniforme dans le
paradigme de la DMFT.
Il est important de remarquer que même dans le cas d’électrons libres, la prise en compte du
potentiel cristallin et du champ magnétique n’est pas une tâche aisée. En effet, le champ magné-
tique brise l’invariance par translation originale du réseau. On peut néanmoins redéfinir un nouvel
opérateur de translation «magnétique» et de nouveaux vecteurs du réseau lorsque le rapport entre
le flux magnétique traversant une plaquette du réseau et le quantum de flux magnétique s’écrit
comme le rapport de deux nombres entiers copremiers. Dans ce cas précis, on peut aussi définir
une cellule unité magnétique plus grande que la cellule unité du réseau sans champ magnétique.
Enfin, lorsque le rapport de flux nΦ = p/q est suffisamment grand, plus précisément lorsque q est
de l’ordre de l’unité, on découvre une riche physique dont la manifestation la plus remarquable
est le fameux papillon de Hofstadter. Cette figure géométrique représentant les énergies propres
d’électrons dans un réseau carré soumis à un champ magnétique externe, présente d’intéressantes
propriétés topologiques qui sont encore étudiées de nos jours.
L’application d’un champ magnétique externe sur un système devrait rendre l’application de
la DMFT compliquée. En effet, même si rien n’empêche de résoudre q problèmes d’impureté si
nΦ = p/q, q peut être monstrueusement grand lorsque l’on s’intéresse au régime de Landau. De
plus, même dans le régime de Hofstadter, il y a un intérêt scientifique à étudier des rapports de
flux du type 100/301 qui, même si très proche de 1/3, ne donne pas le même spectre d’énergie.
Heureusement, nous avons prouvé que les équations de la DMFT restent inchangées. Cela vient
du fait que la DMFT repose sur une physique locale qui ne dépend pas vraiment de la position du
site dans le réseau. Cette démonstration facilite énormément l’application de la DMFT lorsqu’un
champ magnétique uniforme est appliqué au réseau puisqu’il suffit de résoudre un seul problème
d’impureté au lieu de q.
L’application de la DMFT sur un réseau carré soumis à un champ magnétique perpendiculaire
à son plan nous permet de retrouver un bon nombre de propriétés physiques bien connues des
physiciens. Ainsi à température finie, les parties réelles et imaginaires de la self-énergie en fonction
de la fréquence de Matsubara dépendent peu du champ magnétique externe dans le régime de
Landau. Mathématiquement, cela vient du caractère purement imaginaire de ces fréquences qui vont
rapidement adoucir les détails de la densité d’états. Cela indique qu’un solutionneur d’impureté
fonctionnant à fréquences réelles directement est souhaitable pour étudier le problème des électrons
interagissants sous champ magnétique. Dans le régime de Hofstadter, la self-énergie est significative-
ment affectée par le champ magnétique, ce qui s’explique par le changement complet de la topologie
de l’énergie de dispersion.
La DMFT arrive aussi à capturer des effets combinés du champ magnétique et des interactions.
Ainsi, on peut observer une renormalisation des niveaux de Landau due aux interactions. Dans une
approche de quasi-particules, cet effet peut être compris comme une renormalisation de la pulsation
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cyclotron du fait de la masse effective des quasi-particules. L’approche des quasi-particule est aussi
pertinente puisqu’elle permet de suivre l’effet du champ magnétique sur le temps de demi-vie des
particules. Dans le régime de Landau, ce temps de diffusion exhibe des oscillations quantiques que
l’on peut rapprocher de l’effet Shubnikov-de Haas dans la conductivité de Drude. Dans le régime
d’Hofstadter, le temps de demi-vie est une sonde de la phase physique du système. En effet, lorsque
le rapport de flux nΦ est égal à 1/q, deux limites à fort champs sont visibles traduisant des phases
métallique ou semi-métallique dépendamment de la parité de q.
Chapitre 6
Semi-métaux de Weyl sous champ
magnétique : magnétorésistance négative et
interaction
Introduction
Les propriétés des semi-métaux de Weyl lorsqu’ils sont soumis à un champ magnétique externe
sont extrêmement intéressantes à étudier puisqu’ils promettent, du moins théoriquement, une phy-
sique exotique. Nous avons déjà discuté dans le chapitre 1 de l’anomalie chirale et ses conséquences
sur les propriétés de transport, notamment l’apparition d’une magnéto-résistance négative lorsque
le champ magnétique est dans la même direction que le courant électrique. Grâce au formalisme de
la DMFT et donc à la possibilité d’étudier de façon rigoureuse les corrélations électroniques dans
des systèmes soumis à un champ magnétique externe, on peut étudier les effets des interactions sur
les propriétés de transport des semi-métaux de Weyl.
La section 6.1 est consacrée aux propriétés générales de notre modèle sur réseau tenant compte
de l’effet orbital induit par un champ magnétique externe. Comme dans le chapitre précédent, nous
choisissons tout au long de ce chapitre un rapport de flux magnétique rationnel valant 1/q. Une
discussion sur l’effet des interactions dans ce système est présentée dans la sous-section 6.1.2. La
section 6.2 est dédiée à l’étude de la conductivité optique dans deux limites de champmagnétique : la
limite des champs modérés avec q = 40 et la limite quantique où l’influence des niveaux de Landau
chiraux est majoritaire avec q = 16. Un balayage en température permet de mettre en exergue deux
régimes de température distincts qui sont visibles dans la double occupation et dans la conductivité
optique.
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6.1 Eﬀet orbital du champ magnétique
La modification de l’énergie de dispersion au niveau d’un nœud soumis à un champmagnétique
externe a déjà été abordé dans le cas d’un modèle effectif dans le chapitre 1. Dans cette section, nous
allons voir l’effet d’un champ magnétique sur un modèle sur réseau ainsi que les effets combinés
d’une interaction de type Hubbard et d’un champ magnétique sur les propriétés générales d’un
semi-métal de Weyl.
6.1.1 Structure de bande et densité d'états
En suivant la même approche développée dans le chapitre 5 pour un champmagnétique statique
et uniforme d’amplitude B le long de la direction z, c’est-à-dire en prenant un rapport de flux
magnétique nΦ rationnel égal à 1/q ainsi qu’en faisant une substitution de Peierls sur le modèle 3.1,
on peut écrire la matrice d’Harper avec la convention suivante :
HHarp =
⎛⎜⎝H↑↑ H↑↓
H↓↑ H↓↓
⎞⎟⎠ (6.1)
où les composantes de la matriceHHarp sont des matrices de taille q × q. Ainsi, les définitions de ces
matrices sont :
H↑↑ =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
M0 −t 0 . . . −t
−t M1 −t . . . 0
0
. . . . . . . . .
...
−t 0 . . . −t Mq−1
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
, (6.2)
H↑↓ =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
A0 −it 0 . . . it
it A1 −it . . . 0
0
. . . . . . . . .
...
−it 0 . . . it Aq−1
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
, (6.3)
H↓↓ = −H↑↑, (6.4)
et
H↓↑ = H
†
↑↓ (6.5)
avecMn = −2t cos(ky+2πn/q)−2t cos(kz) etAn = 2it sin(ky+2πn/q). Comme d’habitude, le terme
de saut t est fixé comme l’unité d’énergie dans la suite de ce chapitre.
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Pour les valeurs de q utilisées dans la suite de ce chapitre, la matrice de Harper est suffisamment
grande pour ne pas avoir à prendre en compte les dépendances en kx dont l’origine vient de la
périodicité de la cellule unité magnétique. On se place donc toujours dans le régime de Landau défini
dans le chapitre précédent. Dans cette approximation, l’Hamiltonien libre du modèle 3.1 s’écrit de la
façon suivante :
Hˆ0 =
∑
ky,kz
Cˆ†HHarpCˆ− µ
∑
i
nˆi. (6.6)
Ici, les opérateurs création etdestruction sontdéfinis dans la base des spins : Cˆ(†)ky,kz =
(
cˆ1,ky,kz,↑, cˆ2,ky,kz,↑ . . . cˆq,ky,kz,↓
)(T )
et les indices n et σ représentent respectivement l’indice du site dans la cellule unité magnétique et
le spin associé à la particule.
Grâce à ce formalisme, on a directement accès aux niveaux de Landau en diagonalisant la matrice
de Harper. Dans la suite de ce travail, nous choisirons deux valeurs de q caractérisant le régime
des champs magnétiques modérés (q = 40) et la limite quantique où le champ magnétique est
suffisamment élevé pour éloigner les premiers niveau de Landau non chiraux du niveau de Fermi et
ne laisser contribuer aux propriétés sensibles au niveau de Fermi que les niveaux de Landau chiraux
(q = 16) 1.
Une énergie de dispersion typique le long de la direction kz est tracée dans la figures 6.1(a).
Ainsi, on reconnaît facilement des structures familières autour de kz = ±π/2. Il s’agit précisément
de l’énergie de dispersion de nœuds de Weyl soumis à un champ magnétique externe. Même s’il
semble n’y avoir qu’une paire de nœuds, il faut se rappeler que le modèle sans champ magnétique
compte quatre nœuds de Weyl au total et surtout que les nœuds de même chiralité sont situés sur les
mêmes points de l’axe z. Ainsi, lorsque l’on soumet un champ magnétique le long de cet axe, leur
projection va donner l’illusion qu’il ne s’agit que d’un seul nœud.
Enfin, quelques mots sur les densités d’états locales en présence d’un champ magnétique. Nous
avons illustré la densité d’états partielle locale pour q = 16 dans la figure 6.1 (b). Comme dans le
modèle effectif, les niveaux de Landau chiraux ne contribuent qu’à une seule densité d’états partielle,
celle des spins ↓. De plus, nous nous trouvons dans la limite quantique ce qui explique l’absence de
niveaux de Landau non-chiraux dans le domaine de définition des bandes électroniques linéaires
de notre modèle (c’est-à-dire pour ω ∈ [−2, 2]). La densité d’états totale est alors essentiellement
constante jusqu’à |ω| ≈ 2.
6.1.2 Interaction et champ magnétique
Avant de discuter des effets des interactions, un petit mot sur la méthode utilisée. Pour résoudre
le problème d’un semi-métal de Weyl en interaction et soumis à un champ magnétique externe, nous
avons utilisé la DMFT sous champ magnétique [95] avec un solutionneur d’impureté basé sur la
diagonalisation exacte. Grâce au chapitre précédent, nous avons vu qu’il suffisait de résoudre un
1. Il faut aussi noter que q = 16 est la valeur minimale que l’on peut prendre tout en négligeant la périodicité
de la matrice de Harper. Pour les valeurs plus faibles, cette approximation n’est plus valable.
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Figure 6.1 a) Dispersion des niveaux de Landau en fonction du moment kz pour q = 40 à
demi-remplissage. Les niveaux de Landau chiraux sont bien visibles à kz = ±π/2. b) Densité
d’états partielle pour q = 16. Le caractère un peu abrupte et assymétrique de cette densité vient
de l’échantillonage des énergies de dispersion qui demande un grand nombre de moments
kz et qui peut-être coûteux à obtenir numériquement. Cette figure permet néanmoins de
constater l’absence de contribution des niveaux de Landau chiraux pour les spins ↓.
seul problème d’impureté et utiliser la self-énergie obtenue dans la boucle d’auto-cohérence. Cepen-
dant, pour prendre en compte l’aspect multi-orbital qu’entraîne l’ajout d’un champ magnétique, on
construit quand même une cellule unité magnétique. Cette cellule nous permet d’obtenir les énergies
de sites de bain et les termes d’hybridation pour chacun des sites de la cellule unité magnétique
et ainsi satisfaire la relation d’auto-cohérence de la DMFT. En terme de coût numérique, la partie
la plus coûteuse dans la boucle de la DMFT est la résolution du problème d’impureté et non la
détermination des paramètres variationnels. Or la self-énergie ne dépendant pas de la position du
site dans la cellule unité magnétique, on ne résout qu’un seul problème d’impureté par itération et
donc cet artifice algorithmique n’a qu’un coût numérique minime.
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Naïvement, on pourrait penser qu’avec cette approche, on multiplie l’erreur introduite dans
la détermination des énergies de sites de bain et dans les termes d’hybridation par q puisqu’on
détermine ces énergies q fois par itération. Cependant, si l’on suppose que les erreurs introduites
lors de ce processus sont indépendantes et uniformément distribuées, alors il suffit de multiplier
le seuil de tolérance dans la convergence de la relation d’auto-cohérence pour une impureté par√
q. Cette affirmation n’est bien évidemment pas rigoureusement prouvée mais elle s’est retrouvée
toujours respectée dans la pratique. De plus, l’approche naïve qui consiste à multiplier le critère de
convergence par q ne s’est pas révélée optimale en terme de convergence car il a toujours été possible
de minimiser la fonction de distance 2.74 en dessous du seuil naïf.
Ainsi l’ensemble des résultats présentés dans ce chapitre a été obtenu à l’aide de cinq sites de
bain. On a fixé le critère de convergence absolu de la fonction de distance à 0.00002t × √q et un
maximum de 1024 fréquences de Matsubara dans le processus de minimisation.
A la manière du chapitre précédent, commençons par comparer l’effet orbital du champ ma-
gnétique sur la self-énergie de semi-métaux de Weyl. Nous comparons trois régimes magnétiques
différents à basse température (β = 80) : le cas sans champ magnétique, soit q =∞, le cas où q = 40
c’est-à-dire où le champ magnétique est relativement fort et enfin le cas où q = 16, c’est-à-dire dans
la limite quantique. La figure 6.2(a) illustre nos résultats pour les premières fréquences de Matsubara
à β = 80 et U = 12. Ainsi, il semble qu’à la manière du réseau carré soumis à un champ magnétique,
l’effet du champ magnétique n’a pas de grands effets sur la self-énergie. Dans le cas où q = 40, il
n’y a que peu de différences avec la self-énergie sans champ magnétique. Les différences sont plus
marquées en comparant cette dernière avec les résultats à q = 16 puisque les self-énergies s’éloignent
l’une de l’autre à mesure que les fréquences de Matsubara augmentent. Cela vient du fait que la
densité d’états locale est profondément modifiée par le champ magnétique sur une large plage de
fréquences. Il est aussi intéressant de noter que malgré ces différences, les trois self-énergies ont la
même valeur à la première fréquence de Matsubara. Il semble donc que les propriétés déjà vues
dans le chapitre 3 soient aussi d’actualité lorsque le système est soumis à un champ magnétique, à
savoir que les propriétés de quasi-particules soient robustes sur une large plage de valeurs de U .
En présence de corrélations, la densité d’états locale d’un semi-métal deWeyl soumis à un champ
magnétique est grossièrement similaire à celle d’un semi-métal de Weyl sans champ magnétique (cf.
figure 6.2(d)). Ainsi, on retrouve les trois grandes structures déjà discutées dans le chapitre 3 à savoir
les deux bandes de Hubbard ainsi que la partie correspondant aux excitations de quasi-particules.
Il est important de remarquer que malgré la tendance du poids de quasi-particules Z à rétrécir la
structure correspondant aux excitations cohérentes, la densité d’états au niveau de Fermi reste la
même avec ou sans interaction. Deux explications peuvent être apportées pour expliquer ce fait. La
première explication repose sur la règle de somme de Friedel [118, 119]. Cette règle, dérivée dans
le cadre d’une impureté dans un métal s’applique à la DMFT puisque cette dernière repose sur un
problème d’impureté. Elle stipule que la densité d’états au niveau de Fermi reste inchangée malgré
la présence d’interactions dans le système. La seconde explication est plus mathématique et repose
sur la densité d’états des niveaux de Landau chiraux. En effet, la densité d’états locale d’un niveau
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Figure 6.2 a) Partie imaginaire de self-énergies à U = 12 et à demi-remplissage en fonction
des fréquences de Matsubara en absence de champ magnétique (q = ∞) et pour q = 40 et
q = 16 . Seules les premières fréquences de Matsubara sont présentées pour mieux visualiser
les différences. b) Partie réelle de la self-énergie en fonction des fréquences de Matsubara
pour q = 16, U = 12 et µ = 5.1. Cette valeur de potentiel chimique correspond à une densité
électronique de 0.974. c) Niveaux chiraux en fonction du moment kz pour U = 0 (en bleu) et
pour une approche de quasi-particules à partir des résultats DMFT à U = 12 (en orange). Le
panneau est un agrandissement de la région autour de kz = −π/2. Quelle que soit la valeur
de l’interaction d’Hubbard, la densité électronique est fixée à n = 0.974. d) Densités d’états
locales en fonction de fréquences réelles à U = 0 (ligne noire en pointillé) et à U = 12 (ligne
rouge continue) pour q = 40 à demi-remplissage. On a utilisé une largeur de Lorentizienne
η = 0.02 pour obtenir ces densités. L’ensemble des calculs a été fait à β = 80.
chiral de chiralité χ et de vitesse de Fermi vF est proportionnelle à :
N(ω) ∝
∫ kc
−kc
dkzδ(ω − χvF kz) =
θ( ωvF + kc)− θ( ωvF − kc)
|vF | , (6.7)
avec kc, un cut-off en énergie. Lorsque l’on effectue une approche de quasi-particules, cette densité
d’états est insensible au poids de quasi-particules Z. En effet, soit v˜F = ZvF , la vitesse de Fermi
renormalisée, la densité d’états locale s’écrit :
N(ω) ∝ Z
∫ kc
−kc
dkzδ(ω − χv˜F kz) =
θ( ωv˜F + kc)− θ( ωv˜F − kc)
|vF | . (6.8)
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Cette dernière est donc insensible au poids de quasi-particules pour ce qui est de sa valeur mais son
domaine de définition se voit rétrécir à cause de Z.
Un petit mot sur la densité d’états locale avec interaction qui ne présente pas les multiples pics
abrupts alors que l’on a utilisé le même solutionneur d’impureté que dans la figure 3.1 : cela vient
du fait que l’on a effectué un prolongement analytique avec une largeur de Lorentizienne égale à
0.02 ce qui a pour effet d’élargir ces fameux pics abrupts et d’adoucir énormément la figure.
Loin du demi-remplissage, les self-énergies correspondant aux spins ↑ et ↓ acquièrent des valeurs
différentes l’une de l’autre comme le montre la figure 6.2(b) représentant les parties réelles des deux
espèces de spin en fonction des fréquences de Matsubara à β = 80, U = 12 et µ = 5.1. En plus d’un
comportement en fréquences différent, les deux self-énergies tendent vers des valeurs différentes
lorsque ωn → 0. On peut comprendre ce phénomène grâce aux densités électroniques de chaque
espèce de spin. En effet, du fait de la présence d’une densité d’états finie à demi-remplissage pour
les spins ↓, ces derniers seront plus sensibles au changement de potentiel chimique que les spins
↑ où un gap est présent. Ils auront donc au moins une valeur de self-énergie Hartree-Fock plus
faible comparée aux spins ↑. Malgré cette différence dans les corrélations électroniques, il semble
que cela affecte peu les positions des nœuds chiraux dans l’espace réciproque. En effet, on peut
appliquer une approche de quasi-particules en calculant numériquement les énergies propres de
l’Hamiltonien de quasi-particules associées à ce système à partir de la formule 3.14 et les comparer
avec les énergies propres de l’Hamiltonien libre à la même densité. On a représenté les niveaux
chiraux avec et sans interaction au voisinage du niveau de Fermi dans la figure 6.2(c). Il semble que
la différence en position des nœuds est très faible et peu facilement ne pas être mesurable à cause
d’un peu de désordre dans l’échantillon par exemple.
Il serait intéressant de vérifier l’impact des corrélations et du dopage des semi-métaux de Weyl
soumis à un champ magnétique sur l’effet Hall. Dans ce cas, la conductivité transverse σxy aura deux
contributions distinctes : un effet Hall non topologique qui viendrait de l’effet orbital induit par le
champ magnétique et un effet Hall anormal qui viendrait de l’aimantation induite par le dopage.
Cette question est d’autant plus intéressante que l’effet Hall bénéficie depuis peu d’une meilleure
compréhension dans le cas de corrélations dans les système à plusieurs bandes [120] et pourrait faire
l’objet d’un projet de recherche.
Corrélation et dépendance en température
Les conclusions de la sous-section précédente ont été faites à très basse température (β = 80).
On peut néanmoins étudier la dépendance en température des corrélations électroniques en fonction
du régime magnétique du système. La figure 6.3 présente les double occupations à U = 12 et à demi-
remplissage en fonction de la température pour les trois valeurs de q vues précédemment, c’est-à-dire
q =∞, q = 40 et q = 16. Dans les trois cas, la double occupation sature à basse température et transite
vers une valeur asymptotique à haute température. Il existe donc deux régimes de température dans
les semi-métaux de Weyl corrélés (avec ou sans champ magnétique) : un régime à basse température
où le système est bien décrit par une approche de quasi-particules et un régime à haute température
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Figure 6.3 Double occupation en fonction de la température pour q =∞, q = 40 et q = 16 à
U = 12 et à demi-remplissage. Un estimé de la transition entre un semi-métal de Weyl et un
mauvais métal est présenté sous la forme de Tsat.
où cette approche n’est plus valable et que l’on appellera régime de mauvais semi-métal en référence
aux mauvais métaux corrélés [121]. Nous verrons dans la section 6.2.4 les conséquences de ces
régimes de température dans la conductivité longitudinale.
Aussi, on définit une température de saturation Tsat qui permet de séparer ces deux régimes.
Bien entendu, cette température de séparation n’est qu’un estimé de la température à laquelle un semi-
métal de Weyl bascule d’un régime à un autre et on la définit arbitrairement comme la température
à laquelle la double occupation atteint 95% de sa valeur à basse température. Ce changement de
régime peut aussi se voir dans le poids de quasi-particules. Malheureusement, le calcul de ce poids
à haute température repose sur un prolongement analytique qui peut être hasardeux et qui peut
donner des valeurs non physiques. C’est entre autre pour cela que l’on s’est concentré sur la double
occupation. En diagonalisation exacte, cette dernière se calcule en utilisant directement les fonctions
d’onde et offre plus de fiabilité pour les interprétations physiques.
6.2 Magnétorésistance négative
Sans rentrer dans des calculs poussés, il apparait clairement que notre modèle exhibe une
magnéto-conductivité positive lorsque l’on lui applique un champ magnétique externe à demi-
rempli. En effet, en comparant les densités d’états locales avec et sans champ magnétique externe,
on s’aperçoit qu’une densité d’états finie au niveau de Fermi apparaît en présence d’un champ
magnétique. Une conséquence directe de cela est que le système pourra exhiber une conductivité
de Drude [96]. On peut aussi simplement affirmer que le poids de Drude sera intimement lié à
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l’amplitude du champ magnétique puisque la densité d’états au niveau de Fermi y est directement
proportionnelle. Ces intuitions sont confirmées par des calculs bien plus rigoureux présentés dans
cette section.
6.2.1 Déﬁnitions mathématiques
Introduisons tout d’abord les outils mathématiques qui nous seront utiles pour la suite de ce
chapitre. Pour calculer la conductivité optique le long de l’axe z, c’est-à-dire dans la même direction
que le champ magnétique appliqué, on peut d’abord s’interesser à la fonction de corrélation courant-
courant. Cette fonction a pour définition mathématique en fréquences de Matsubara bosoniques [82,
120] :
Πzz(iνn) = −
Terme diamagnétique  
1
β
∑
kωm
Tr [azz(k)G(k, iωm)] (6.9)
− 1
β
∑
k,ωm
Tr [vz(k)G(k, iωm + iνn)vz(k)G(k, iωm)]  
Terme paramagnétique
(6.10)
avec azz = ∂2kzH0. On a aussi utilisé les mêmes notations ainsi que les mêmes hypothèses que dans
la section 4.1. Ainsi, cette fonction de corrélations courant-courant se compose de deux parties :
un terme diamagnétique ΠDia et un terme paramagnétique ΠPara. Ces deux termes s’annulent
parfaitement à iνn = 0. On peut prouver cela en intégrant par partie le terme paramagnétique ou
par des arguments d’invariance de jauge sur la conductivité.
A partir de Πzz , on peut obtenir la partie réelle de la conductivité longitudinale en effectuant un
prolongement analytique et en utilisant la définition de la conductivité longitudinale :
σ′zz(ω) =
Π′′zz(ω)
ω
. (6.11)
Cette formule, bien que simple à calculer lorsque l’on a déjà accès à la fonction de corrélations,
nécessite un prolongement analytique qui peut parfois être hasardeux. On lui préférera la formule
de la conductivité calculée directement en fréquences réelles :
σ′zz(ω) = π
∑
k
∫
dϵTr [vz(k)A(k, ϵ)vz(k)A(k, ω + ϵ)]× f(ϵ)− f(ω + ϵ)
ω
, (6.12)
avecA, la fonction spectrale de notre système et f la distribution de Fermi-Dirac. Cette relation est à
prendre avec beaucoup de précaution. Il faut d’abord être certain que la trace dans l’intégrande soit
purement réelle sinon d’autres contributions devront être pris en compte pour obtenir σ′. Dans notre
modèle sur réseau, cela a toujours été le cas. De plus, la fonction spectrale n’est pas aussi simple
à obtenir que dans les systèmes ne brisant pas l’invariance par renversement du temps où elle est
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simplement proportionnelle à la partie imaginaire de la fonction de Green (cf. équation 2.5). La façon
la plus générale pour obtenir la fonction spectrale est [48] :
A(k, ω) =
1
2iπ
(
G†R(k, ω)−GR(k, ω)) . (6.13)
6.2.2 Conductivité optique et eﬀet orbital du champ magnétique
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Figure 6.4 a) Conductivité optique en fonction des fréquences réelles pour q = 16 et q = 40
en absence d’interaction. b) Conductivité optique en fonction des fréquences réelles à q = 40
et pour différentes valeurs d’interactions U .
Un mot d’abord sur la conductivité optique. La figure 6.4(a) présente les fréquences positives
de la conductivité σzz pour q = 16 et q = 40 en absence d’interactions. On remarque la présence de
deux structures correspondant respectivement au pic de Drude et aux transitions inter-bandes.
Le pic de Drude apparaît à basses fréquence et est une fonction croissante avec le champ magné-
tique, ainsi lorsque q diminue, la hauteur du pic augmente. Malheureusement, la détermination du
pic de Drude à partir de la conductivité optique en fréquences réelles peut être délicate à effectuer
dans la pratique. On lui préférera une approche basée sur la fonction de corrélations courant-courant
que l’on développe dans la sous-section suivante. Ce pic est isolé en fréquence des autres processus.
En effet, des règles de sélection sur les excitations inter-bandes sont présentes dans le système [122] et
ne permettent que des excitations entre niveaux de Landau de même indice en valeur absolue. Ainsi,
une excitation entre le niveau de Landau n = −1 vers le niveau de Landau n = +1 est possible alors
qu’une excitation entre le niveau de Landau chiral n = 0 et le premier niveau de Landau non-chiral
n = 1 est interdite.
Les excitations à fréquences finies correspondent donc à des excitations entre les niveaux de
Landau d’indice négatif vers les niveaux d’indice positif. Ces processus se remarquent aisément par
la présence de pics de Landau dont la forme en dent de scie signe le caractère tridimensionnel du
système. Ces pics ne sont pas espacés de façon constante pour deux raisons : la première est que la
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dispersion linéaire du semi-métal de Weyl entraîne un espacement en
√
B des pics de Landau et la
seconde est que le modèle sur réseau induit forcément une non-linéarité des bandes électronique qui
affectera la position des niveaux de Landau.
On peut quand même se faire une première idée qualitative de l’effet des interactions sur la
conductivité optique σzz en examinant la figure 6.4(b). Lorsque les corrélations augmentent, le
pic de Drude diminue et on assiste à un rapprochement ainsi qu’un rétrécissement de la structure
correspondant aux transitions inter-bandes. En plus de ces deux propriétés induites par les excitations
cohérentes de quasi-particules, la présence des bandes de Hubbard lorsque U est suffisamment
élevé permet d’avoir deux nouvelles excitations possibles : une transition entre la bande inférieure
d’Hubbard et les pics de quasi-particules ainsi qu’une transition entre les deux bandes d’Hubbard.
Les ordres de grandeur en énergie de ces deux transitions sont respectivement U/2 et U . Une de
ces transitions se remarque dans la figure grâce au renflement vers ω ≈ 10, mais l’utilisation d’un
solutionneur d’impureté basé sur la diagonalisation exacte limite l’étude de ces transitions. En effet,
le faible nombre de sites de bain empêche d’avoir une représentation fidèle des bandes de Hubbard.
Nous avons déjà abordé le sujet avec l’apparente présence d’une nouvelle paire de bande d’Hubbard
qui n’est qu’un artefact de la méthode.
Enfin, lorsque le système est dans une phase de Mott, on retrouve un gap dans la conductivité
optique ce qui est cohérent avec l’image que l’on a d’un isolant.
6.2.3 Renormalisation du pic de Drude
Lorsque l’on calcule la fonction de corrélation courant-courant, on remarque la présence d’un
saut entre la fréquence de Matsubara égale à zero et la première non nulle (cf. figure 6.5(a)). Il
s’agit la précisément de la présence d’un pic de Drude dans la conductivité. En effet, en l’absence
d’interactions, on peut diviser les contributions à la fonction de corrélation en deux parties distinctes :
les contributions intra-bandes et les contributions inter-bandes. Les premières apparaissent directe-
ment à fréquences nulles alors que les secondes nécessitent des excitations d’énergie finie et donc
apparaissent à des fréquences finies. Cette explication n’est valable qu’en absence d’interaction. En
effet, une self-énergie qui dépend des fréquences réelles entraîne un élargissement du pic de Drude,
ce qui se manifeste aussi dans la fonction de corrélation courant-courant.
On peut néanmoins utiliser à notre avantage la fantastique robustesse des propriétés des quasi-
particules dans les semi-métaux deWeyl (avec ou sans champmagnétique) pour calculer simplement
le poids de Drude. En effet, la présence d’un pic de Drude et de transitions inter-bandes nous permet
de réécrire la conductivité longitudinale comme suit :
σ′zz = σ
D
zz + σ
inter
zz . (6.14)
On a ici seulement divisé les contributions intra-bandes et inter-bandes de la conductivité. En utilisant
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Figure 6.5 a) Fonction de corrélation courant-courant en fonction des fréquences de Matsu-
bara bosoniques positives à q = 16 et à β = 80. La discontinuité qui apparaît à νn = 0 est due à
la présence d’un pic de Drude. b) Poids de Drude normalisé (cercles rouges) ainsi que le poids
de quasi-particules (croix bleues) en fonction du terme d’Hubbard U pour q = 16 et β = 80.
c) Même figure que la figure 6.5 pour q = 40. d) Rapport entre le poids de Drude et le poids
des excitations inter-bandes en fonction de U pour q = 16 et q = 40 à β = 80. Le panneau
représente ce même rapport en fonction du poids de quasi-particules Z sur une échelle log-log.
La pente de cette figure log-log vaut environ 1/2.
la règle de somme partielle (aussi appelée règle de somme f) [123], on peut écrire :∫
dωσ′zz(ω) =
∫
dωσDzz(ω) +
∫
dωσinterzz (ω) = πΠDia. (6.15)
Comme dans la fonction de corrélation courant-courant exprimée en fréquences de Matsubara, les
contributions intra-bandes sont limités à la seule fréquence zéro et les contributions inter-bandes
aux fréquences finies, on peut faire une extrapolation polynomiale à fréquence nulle des valeurs
inter-bandes de la fonction de corrélation et obtenir le poids de Drude en faisant la différence entre
le terme diamagnétique et l’extrapolation des contributions inter-bandes. Cette approche est rendue
possible grâce à la faible dépendance en fréquence de la self-énergie qui limite l’élargissement en
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fréquences du pic de Drude. De plus, les valeurs du poids de Drude obtenues à partir de cette
méthode ont été comparées avec d’autres approches et ont toujours été quantitativement similaires.
Avec cette méthode de quantification du poids de Drude, on est capable de suivre l’évolution de
ce dernier en fonction du champ magnétique. Ainsi, pour les valeurs de q testés (q ∈ [16, 100]), le
poids de Drude augmente linéairement avec B. Cela nous indique que ce sont essentiellement les
niveaux de Landau chiraux qui contribuent au pic de Drude [29]. Lorsque l’on compare le poids de
Drude normalisé par sa valeur à U = 0 avec le poids de quasi-particules, on remarque grâce aux
figures 6.5(b) et 6.5(c) que ces deux quantités sont numériquement égales sur toutes les valeurs
d’interaction comparées, et ce, quelque soit la valeur du champ magnétique. Ce résultat indique
donc qu’une approche de quasi-particules est parfaitement adaptée pour rendre compte du transport
dc dans les semi-métaux de Weyl soumis à un champ magnétique à basse température.
On peut aussi évaluer rapport entre le poids de Drude et les poids des processus inter-bandes
dans la règle de somme f. L’intérêt de ce rapport est qu’il fait intervenir l’intégrale de la conductivité
optique sur l’ensemble des fréquences réelles et donc, lorsqueU est suffisamment fort, il fait intervenir
des transitions entre les bandes d’Hubbard qui ne sont pas pris en compte dans l’approche des
quasi-particules. Ainsi, la formule suivante :
ΠDzz
Πinter
=
∫ +∞
−∞ dωσ
D(ω)∫ +∞
−∞ dωσinter(ω)
(6.16)
est tracée en fonction de U pour q = 16 et q = 40 dans la figure 6.5(d). Une étude approfondie
de la dépendance en Z de cette quantité permet de déterminer que le rapport entre le poids de
Drude et le poids des processus inter-bande est une fonction de Z 12 comme le montre le panneau
de la figure 6.5(d). Ce dernier représente le rapport en fonction du poids de quasi-particule sur
une échelle log-log et exhibe un comportement linéaire de pente 1/2 pour les deux valeurs de q à
faible interaction U . Dans le régime des fortes corrélations, une déviation apparaît par rapport à
la valeur de la pente dans le régime des faibles corrélations. Cette déviation est attendue puisque
les propriétés thermodynamique à fréquence finie sont sensibles aux propriétés dynamique de la
self-énergies, propriétés qui ne sont pas négligeable lorsque U est suffisamment grand. On peut par
conséquent conclure que si le pic de Drude voit son poids diminuer en Z, les processus inter-bandes
sont moins affectés par les corrélations et voient leur poids diminuer en Z 12 .
6.2.4 Dépendance en température et changement de comportement
Nous avons vu dans la sous-section 6.1.2 qu’un semi-métal de Weyl avec interaction exhibe deux
régimes de température différents. Dans le cas de métaux corrélés, cette transition d’un régime à un
autre est visible dans les propriétés de transport [121] notamment dans la conductivité optique. Ainsi
en augmentant la température, on peut voir de bon métaux corrélés qui conduisent bien les courants
électriques devenir ce que l’on appelle des mauvais métaux, c’est-à-dire des mauvais conducteurs de
courant.
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Figure 6.6 a) Conductivité optique en fonction des fréquences réelles pour q = 16 et U = 12
à différentes températures T . On remarque l’élargissement du pic de Drude ainsi que sa
diminuition progressive. Dans le panneau de la figure, l’intégrale de la conductivité jusqu’à la
fréquence ω est représentée dans une échelle semi-log. b) Même figure que (a) pour q = 40.
Dans les deux panneaux, à très basse température, la dépendance en fréquence de l’intégrale est
grossièrement composée de trois parties : la contribution du poids deDrude pour les premières
fréquences, les contributions des processus inter-bandes pour des fréquences intermédiaires
et les contributions des transitions faisant intervenir les bandes de Hubbard pour les hautes
fréquences.
Dans un semi-métal deWeyl, le champmagnétique est un excellent outil pour étudier la transition
entre les deux régimes de température puisque, soumis à un champ magnétique, le semi-métal
acquiert un comportement métallique. Ainsi, les figures 6.6 (a) et (b) représentent la conductivité
optique longitudinale pour q = 40 et q = 16 respectivement en fonction des fréquences réelles à
différentes températures pour U = 12. La transition entre un bon et un mauvais métal est clairement
visible dans l’étalement de la conductivité à basses fréquences. Une autre façon de vérifier cette
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transition est de calculer la quantité suivante :
K(ω) =
∫ ω
0
dω˜σ′zz(ω˜) (6.17)
c’est-à-dire l’intégrale de la conductivité optique jusqu’à la fréquence ω. Cette quantité est représentée
dans les panneaux des figure 6.6 (a) et (b) en échelle semi-log. A très basse température, la dépendance
en fréquence de cette intégrale est grossièrement composée de trois parties : la contribution du poids
de Drude pour les premières fréquences, les contributions des processus inter-bandes pour des
fréquences intermédiaires et les contributions des transitions faisant intervenir les bandes deHubbard
pour les hautes fréquences. Lorsque la température augmente, l’étalement du pic de Drude conduit à
une fusion de ce dernier avec les processus inter-bandes et seule la dernière partie de l’intégrale 6.17
reste bien différenciée. De plus, ce changement de comportement a lieu à une température du même
ordre de grandeur que notre estimé Tsat.
6.3 Résumé
Dans ce chapitre, nous avons étudié différentes propriétés des semi-métaux de Weyl soumis à
un champ magnétique uniforme et statique.
Le modèle sur réseau utilisé exhibe les propriétés attendues d’un semi-métal de Weyl sous
champ magnétique, à savoir des niveaux de Landau chiraux ainsi que des niveaux de Landau non
chiraux correspondant à des bandes électroniques linéaires à proximité de ces premiers.
Grâce à la DMFT et à sa généralisation pour tenir compte de l’effet orbital, nous sommes en
mesure de résoudre le problème des semi-métaux deWeyl avec interaction d’Hubbard et sous champ
magnétique. Malgré des effets minimes sur la self-énergie, les conséquences de l’effet orbital sont
visibles dans la limite quantique, c’est-à-dire dans la limite à fort champ magnétique où les niveaux
chiraux sont suffisamment espacés des premiers niveaux non chiraux. Loin du demi-remplissage, le
fait que les niveaux chiraux ne contribuent pas à l’ensemble des densités d’états partielles entraîne
un déséquilibre dans les densités électroniques de chaque espèce de spin. En plus d’induire une
aimantation de spin, ce déséquilibre a des conséquences sur la self-énergie et notamment sur sa
partie réelle. De façon surprenante et un peu en désaccord avec les résultats obtenus avec le modèle
sur réseau avec un terme Zeeman, il n’entraîne pas de mouvements significatifs des niveaux de
Landau chiraux dans l’espace réciproque. Enfin, l’étude de la double occupation en fonction de la
température permet de mettre en évidence deux régimes de température différents dans les semi-
métaux de Weyl. Le premier régime à basse température est caractérisé par la validité de l’approche
des quasi-particules alors que le second régime, à haute température, est comparable au régime de
mauvais métaux que l’on retrouve dans les métaux corrélés.
Le modèle sur réseau nous permet aussi de calculer des propriétés de transport telle que la
conductivité optique longitudinale le long de l’axe du champ magnétique. En l’absence d’interaction,
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cette conductivité est caractérisée par la présence d’un pic de Drude à basses fréquences et d’excita-
tions inter-bandes à fréquences finies. Lorsque l’on rajoute les interactions à basse température, le
pic de Drude diminue en amplitude et les excitations inter-bandes apparaissent à des fréquences
plus basses du fait de la renormalisation des bandes électroniques due au poids de quasi-particules.
De plus, on voit aussi l’apparition de nouvelles transitions comme des transitions entre la bande
inférieure d’Hubbard et les excitations de quasi-particules ou des transitions entre les deux bandes
d’Hubbard. Une étude approfondie du poids de Drude en fonction des interactions prouve que son
évolution est guidée par le poids de quasi-particules alors que l’évolution du poids des transitions
inter-bandes semble être sensible à la racine carré du poids de quasi-particules.
Enfin, la transition entre un bon et unmauvais métal est aussi visible dans la conductivité optique.
Lorsque la température augmente, le pic de Drude subit un élargissement en fréquence qui finira
par le faire fusionner avec les transitions inter-bandes. Bien que mesurable, il est plus difficile de
repérer précisément la température de saturation à partir de la conductivité optique.
Conclusion
Les objectifs de la thèse ont conduit à la séparation de ce travail en deux grandes parties qui se
basent sur un socle commun : la théorie du champmoyen dynamique appliquée aux semi-métaux de
Weyl. Ainsi, la première partie a pour objectif de répondre à la question ouverte : comment aborder
les semi-métaux de Weyl avec des interactions d’Hubbard?
Dans le paradigme de la théorie du champ moyen dynamique, cette question a une réponse
simple : il faut les considérer comme des matériaux peu corrélés. En effet, à largeur de bande égale,
un semi-métal de Weyl verra les corrélations électroniques moins affecter ses propriétés intrinsèques
qu’un métal. Une approche perturbative du problème d’impureté quantique à la base de la théorie
de champ moyen dynamique révèle que le temps de vie des quasi-particules est extrêmement grand.
Alors que dans un métal, cette théorie modélise parfaitement une phase de liquide de Fermi avec un
temps de vie de quasi-particules qui se comporte comme l’inverse du carré de la fréquence ω−2, dans
les semi-métaux deWeyl, ce même temps de vie se comporte comme ω−8. Cette explication permet de
comprendre l’extraordinaire robustesse des propriétés de quasi-particules dans ces semi-métaux. De
plus, les propriétés comme le changement de position des nœuds de Weyl dans la zone de Brillouin
sont visibles par des méthodes comme un simple champmoyen à la Hartree-Fock. Ce mouvement n’est
pas une propriété intrinsèque aux semi-métaux de Weyl et il faut généralement briser des symétries
du réseaux pour permettre ce mouvement.
Pourtant, il serait absurde de faire l’impasse sur une prise en compte fidèle des corrélations
électroniques puisque ces dernières ontun impact surdes propriétésmesurables comme les propriétés
de transport ou l’aimantation. Nous avons donc étudié l’effet Hall anormal et l’aimantation orbitale
dans un modèle de semi-métal de Weyl brisant la symétrie par renversement du temps. Ainsi,
les interactions augmentent les propriétés topologiques comme la conductivité anormale de Hall
intrinsèque. Cette augmentation s’effectue grâce à une renormalisation des propriétésmicroscopiques
du système du fait des interactions et qui est essentiellement décrite par le biais des diagrammes
Hartree-Fock. La destinée de propriétés non protégées topologiquement peut être subtile à prédire
si on ne modélise pas correctement les interactions. Ainsi, l’aimantation orbitale se voit être l’objet
d’une compétition entre deux mécanismes aux conséquences opposées. L’augmentation de l’effet
Hall anormal conduit à augmenter la valeur de l’aimantation orbitale alors que la localisation des
électrons, à cause des corrélations électroniques, tend à la diminuer. Dans le régime des corrélations
faibles et modérées, cette compétition aboutie à un quasi match nul et l’aimantation ne voit pas sa
108
109
valeur foncièrement changée. A forte corrélation, c’est la localisation des particules qui triomphe de
la topologie.
La question qui résume la seconde partie de cette thèse est : comment aborder les semi-métaux
de Weyl soumis à un champ magnétique externe et avec des interactions de type Hubbard? Pour
répondre à cette question, nous avons dans un premier temps prouvé la validité de la théorie du
champ moyen dynamique en présence d’un effet orbital induit par un champ magnétique externe.
Cette démonstration justifie l’application de cette théorie sur n’importe quel système soumis à
un champ magnétique externe. Elle permet donc d’avoir en main une méthode non perturbative
qui prend en compte les effets du champ magnétique à tous les ordres dans la self-énergie. Nous
avons appliqué la théorie du champ moyen dynamique pour un réseau carré soumis à un champ
magnétique statique et uniforme en utilisant la théorie de la perturbation itérée comme solutionneur
d’impureté. Ainsi, la renormalisation de la pulsation cyclotron du fait du changement de la masse
effective des quasi-particules ainsi que l’effet Shubnikov-de Haas sont capturés par la méthode. De
plus, sa facilité d’utilisation indépendamment de l’intensité du champ magnétique permet d’étudier
la transition entre le régime régi par les niveaux de Landau et le régime où le papillon d’Hofstadter
est visible. Cette transition est notamment visible dans le temps de vie des quasi-particules.
Avec la certitude que la théorie du champmoyen dynamique soit applicable sur les semi-métaux
de Weyl soumis à un champ magnétique, nous pouvons répondre à la question soulevée dans cette
seconde partie. A basse température, les propriétés sensibles aux corrélation comme le poids de
quasi-particules ou la double occupation ne sont pas vraiment affectées par la présence d’un champ
magnétique et les conclusions de la partie précédente sont applicables. Des différences majeures
peuvent apparaître. Loin du demi-remplissage, la légère aimantation de spins qu’induisent les
niveaux de Landau chiraux a des conséquences importantes sur la self-énergie. De façon assez
surprenante, la position des niveaux de Landau n’est pas vraiment affectée par la combinaison
d’une aimantation de spins et de corrélations électroniques alors que c’est le cas en absence de
champ magnétique. De plus, notre modèle sur réseau exhibe une magnétoconductivité positive
due à la présence de niveaux de Landau chiraux. Ce pic de Drude voit son poids diminuer avec
l’augmentation des corrélations électroniques et cette diminution est totalement commandée par le
poids de quasi-particule, Z.
L’étude en température de la double occupation permet de mettre en évidence la présence
de deux régimes thermiques dans les semi-métaux de Weyl corrélés. On peut les rapprocher aux
régimes en température qui existent dans les métaux corrélés : à basse température, le semi-métal
de Weyl interagissant est parfaitement modélisé par une approche de quasi-particules et à haute
température le système se comporte comme un mauvais métal. Cette distinction se vérifie aussi
dans les propriétés de transport comme la conductivité optique. Ainsi, à mesure que la température
augmente, le semi-métal deWeyl sous champmagnétique devient demoins enmoins bon conducteur.
Il existe encore de nombreuses voies de recherche pour les semi-métaux de Weyl corrélés. Un
premier projet de recherche rapide serait de vérifier l’effetHall dans les semi-métaux deWeyl soumis à
un champmagnétique. En effet, le formalisme prenant en compte de façon rigoureuse les corrélations
électroniques dans des système à plusieurs bandes a été défini récemment et ne demande qu’à être
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appliqué aux semi-métaux de Weyl. De plus, ce projet permettra de répondre à la question déjà
posée dans le chapitre 6 : un effet Hall anormal intrinsèque existe-t-il dans un semi-métal de Weyl
dopé et soumis à un champ magnétique externe?
Après avoir étudié l’effet d’une interaction de type Hubbard, il serait intéressant de regarder
l’effet d’une interaction de type Hubbard étendue qui rajoute un terme d’interaction électron-électron
V sur les électrons situés sur des sites premiers voisins. Ce type d’interaction étendue devrait avoir
des conséquences profondes dans les semi-métaux de Weyl puisque les études sur des semi-métaux
de Weyl avec des interactions coulombienne à longue portée ont déjà révélé d’intéressantes phases
exotiques comme par exemple une phase de liquide de Fermi marginal lorsque le potentiel chimique
se trouve aux niveaux des nœuds de Weyl. De plus, une théorie de champ moyen dynamique
étendue existe pour prendre en compte ce type d’interaction. Quels sont les effets de V sur la
position des nœuds de Weyl? Peut-on obtenir une phase de liquide de Fermi marginal avec cette
approche et quelles sont les conséquences sur les propriétés de transport, notamment en fonction de
la température? Voici quelques questions ouvertes qui mériteraient d’avoir une réponse.
Annexe A
Calculs diagrammatiques
Dans cette annexe, nous présenterons des calculs utilisés dans cette thèse. Plus précisemment,
nous calculons la fonction de Green d’une impureté non-intéragissante couplée à un bain d’électron
ainsi que le diagramme au second ordre de la Self-energie. Ce chapitre ne prétendant pas faire
un rappel des diagrammes de Feynman, le lecteur pourra se référer aux chapitre 2 et 3 du livre
Many-Particle Physics de Mahan [82] pour de plus amples informations.
A.1 Fonction de Green libre d'une impureté libre couplée à un bain
En utilisant la notation du chapitre 2, l’Hamiltonien de départ s’écrit :
Hˆ = Hˆ0 + Hˆimp + Hˆhyb. (A.1)
Pour trouver la fonction de Green de l’impureté Gd(τ) = −⟨Tτd(τ)d†(0)⟩, nous allons utilisé le
couplage Hhyb comme la partie perturbative. Comme il ne s’agit pas d’une interaction à deux corps,
seuls des diagrammes linéaires seront utilisés. la fonction de Green de l’impureté sans couplage avec
le bain est :
G0d(iωn) =
1
iωn − ϵf , (A.2)
que l’on représentera avec la patte dans la figure A.1(a). Comme l’Hamiltonien de couplage "trans-
forme" un électron dans l’état |d⟩ à un autre de l’état |ck⟩, le vertex contiendra la patte de la figure
A.1(b). Enfin comme on cherche la fonction de Green de l’impureté, on doit avoir que les pattes
externes des vertex soient G0d. L’ensemble de ces conditions nous donnent la première contribution
non nulle représentée dans la figure A.1(c).
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En appliquant les règles de Feynman, il apparaît que la somme de l’ensemble des contributions
donnent la formule mathématique suivante :
Gd(iωn) = G
0
d(iωn) +G
0
d(iωn)
∞∑
n=1
∑
k
(
Vk
1
iωn − ϵk V
∗
k G
0
d(iωn)
)n
(A.3)
=
G0d(iωn)
1−∑k |Vk|2iωn−ϵkG0d(iωn) (A.4)
=
1
G−1,0d (iωn)−
∑
k
|Vk|2
iωn−ϵk
, (A.5)
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FigureA.1Représentation diagrammatique de (a) la fonction deGreen de l’impureté lorsqu’il
n’y a pas de couplage avec le bain. (b) la fonction deGreen d’un état du bain lorsque le couplage
n’est pas présent. (c) Première contribution non nulle de l’effet de l’hybridation sur la fonction
de Green de l’impureté.
que l’on a représenté graphiquement dans la figure A.2. On retrouve finalement la fameuse
expression que l’on avait déjà rencontré l’équation 2.57 :
Gd(iωn) =
1
iωn − ϵf −
∑
k
|Vk|2
iωn−ϵk
. (A.6)
Il faut noter que la sommation de tout les diagrammes de Feynman fait que cette fonction de Green
est exacte et peut être utilisée comme fonction de Green libre de l’impureté lorsque l’on fera des
calculs perturbatifs sur l’impureté.
= + +
+ …
Figure A.2 Diagramme de Feynman total de la fonction de Green d’une impureté non
interagissante couplée à un bain. La patte à la double ligne représente la fonction de Green
avec l’Hybridation. On remarque que les vertex apparaissent deux fois : Une fois pour emmener
un électron du site vers le bain et une autre fois pour le processus contraire.
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!3,k3
<latexit sha1_base64="6muL51EaK54phdLZT YvbLGV35lg=">AAAC2nicjVHLSsNAFD2Nr1pfUXHlJlgEF1ISK+iy6MZlBfuAtpRJOq2heZFMhFK6 cSdu/QG3+kHiH+hfeGdMQS2iE5KcOfeeM3PvtSPPTYRpvua0ufmFxaX8cmFldW19Q9/cqidhGju85 oReGDdtlnDPDXhNuMLjzSjmzLc93rCH5zLeuOFx4obBlRhFvOOzQeD2XYcJorr6Tjv0+YB1y4dtn4 lruz8eTrrlrl40S6ZaxiywMlBEtqqh/oI2egjhIIUPjgCCsAeGhJ4WLJiIiOtgTFxMyFVxjgkKpE0 pi1MGI3ZI3wHtWhkb0F56Jkrt0CkevTEpDeyTJqS8mLA8zVDxVDlL9jfvsfKUdxvR3868fGIFron9 SzfN/K9O1iLQx6mqwaWaIsXI6pzMJVVdkTc3vlQlyCEiTuIexWPCjlJO+2woTaJql71lKv6mMiUr9 06Wm+Jd3pIGbP0c5yyoH5Uss2RdHhcrZ9mo89jFHg5onieo4AJV1Mh7jEc84Vlra7fanXb/marlMs 02vi3t4QPn0Zfk</latexit><latexit sha1_base64="6muL51EaK54phdLZT YvbLGV35lg=">AAAC2nicjVHLSsNAFD2Nr1pfUXHlJlgEF1ISK+iy6MZlBfuAtpRJOq2heZFMhFK6 cSdu/QG3+kHiH+hfeGdMQS2iE5KcOfeeM3PvtSPPTYRpvua0ufmFxaX8cmFldW19Q9/cqidhGju85 oReGDdtlnDPDXhNuMLjzSjmzLc93rCH5zLeuOFx4obBlRhFvOOzQeD2XYcJorr6Tjv0+YB1y4dtn4 lruz8eTrrlrl40S6ZaxiywMlBEtqqh/oI2egjhIIUPjgCCsAeGhJ4WLJiIiOtgTFxMyFVxjgkKpE0 pi1MGI3ZI3wHtWhkb0F56Jkrt0CkevTEpDeyTJqS8mLA8zVDxVDlL9jfvsfKUdxvR3868fGIFron9 SzfN/K9O1iLQx6mqwaWaIsXI6pzMJVVdkTc3vlQlyCEiTuIexWPCjlJO+2woTaJql71lKv6mMiUr9 06Wm+Jd3pIGbP0c5yyoH5Uss2RdHhcrZ9mo89jFHg5onieo4AJV1Mh7jEc84Vlra7fanXb/marlMs 02vi3t4QPn0Zfk</latexit><latexit sha1_base64="6muL51EaK54phdLZT YvbLGV35lg=">AAAC2nicjVHLSsNAFD2Nr1pfUXHlJlgEF1ISK+iy6MZlBfuAtpRJOq2heZFMhFK6 cSdu/QG3+kHiH+hfeGdMQS2iE5KcOfeeM3PvtSPPTYRpvua0ufmFxaX8cmFldW19Q9/cqidhGju85 oReGDdtlnDPDXhNuMLjzSjmzLc93rCH5zLeuOFx4obBlRhFvOOzQeD2XYcJorr6Tjv0+YB1y4dtn4 lruz8eTrrlrl40S6ZaxiywMlBEtqqh/oI2egjhIIUPjgCCsAeGhJ4WLJiIiOtgTFxMyFVxjgkKpE0 pi1MGI3ZI3wHtWhkb0F56Jkrt0CkevTEpDeyTJqS8mLA8zVDxVDlL9jfvsfKUdxvR3868fGIFron9 SzfN/K9O1iLQx6mqwaWaIsXI6pzMJVVdkTc3vlQlyCEiTuIexWPCjlJO+2woTaJql71lKv6mMiUr9 06Wm+Jd3pIGbP0c5yyoH5Uss2RdHhcrZ9mo89jFHg5onieo4AJV1Mh7jEc84Vlra7fanXb/marlMs 02vi3t4QPn0Zfk</latexit><latexit sha1_base64="6muL51EaK54phdLZT YvbLGV35lg=">AAAC2nicjVHLSsNAFD2Nr1pfUXHlJlgEF1ISK+iy6MZlBfuAtpRJOq2heZFMhFK6 cSdu/QG3+kHiH+hfeGdMQS2iE5KcOfeeM3PvtSPPTYRpvua0ufmFxaX8cmFldW19Q9/cqidhGju85 oReGDdtlnDPDXhNuMLjzSjmzLc93rCH5zLeuOFx4obBlRhFvOOzQeD2XYcJorr6Tjv0+YB1y4dtn4 lruz8eTrrlrl40S6ZaxiywMlBEtqqh/oI2egjhIIUPjgCCsAeGhJ4WLJiIiOtgTFxMyFVxjgkKpE0 pi1MGI3ZI3wHtWhkb0F56Jkrt0CkevTEpDeyTJqS8mLA8zVDxVDlL9jfvsfKUdxvR3868fGIFron9 SzfN/K9O1iLQx6mqwaWaIsXI6pzMJVVdkTc3vlQlyCEiTuIexWPCjlJO+2woTaJql71lKv6mMiUr9 06Wm+Jd3pIGbP0c5yyoH5Uss2RdHhcrZ9mo89jFHg5onieo4AJV1Mh7jEc84Vlra7fanXb/marlMs 02vi3t4QPn0Zfk</latexit>
!n,k
<latexit sha1_base64="20u+6MqUPaIUL48T2BebsV7vB+E=">AAAC2HicjVHLSsNAFD2Nr1pf0S7dBIvgQ koigi6LblxWsA9sS5mk0zY0L5KJUErBnbj1B9zqF4l/oH/hnTEFtYhOSHLm3HvOzL3Xjjw3Eab5mtMWFpeWV/KrhbX1jc0tfXunnoRp7PCaE3ph3LRZwj034DXhCo83o5gz3/Z4wx6dy3jjhseJGwZXYhzxjs8Ggdt3HSaI6ur FdujzAesGh22fiaHdn4ymXb1klk21jHlgZaCEbFVD/QVt9BDCQQofHAEEYQ8MCT0tWDAREdfBhLiYkKviHFMUSJtSFqcMRuyIvgPatTI2oL30TJTaoVM8emNSGtgnTUh5MWF5mqHiqXKW7G/eE+Up7zamv515+cQKDIn9SzfL /K9O1iLQx6mqwaWaIsXI6pzMJVVdkTc3vlQlyCEiTuIexWPCjlLO+mwoTaJql71lKv6mMiUr906Wm+Jd3pIGbP0c5zyoH5Uts2xdHpcqZ9mo89jFHg5onieo4AJV1Mh7jEc84Vm71m61O+3+M1XLZZoivi3t4QPAnJd5</late xit><latexit sha1_base64="20u+6MqUPaIUL48T2BebsV7vB+E=">AAAC2HicjVHLSsNAFD2Nr1pf0S7dBIvgQ koigi6LblxWsA9sS5mk0zY0L5KJUErBnbj1B9zqF4l/oH/hnTEFtYhOSHLm3HvOzL3Xjjw3Eab5mtMWFpeWV/KrhbX1jc0tfXunnoRp7PCaE3ph3LRZwj034DXhCo83o5gz3/Z4wx6dy3jjhseJGwZXYhzxjs8Ggdt3HSaI6ur FdujzAesGh22fiaHdn4ymXb1klk21jHlgZaCEbFVD/QVt9BDCQQofHAEEYQ8MCT0tWDAREdfBhLiYkKviHFMUSJtSFqcMRuyIvgPatTI2oL30TJTaoVM8emNSGtgnTUh5MWF5mqHiqXKW7G/eE+Up7zamv515+cQKDIn9SzfL /K9O1iLQx6mqwaWaIsXI6pzMJVVdkTc3vlQlyCEiTuIexWPCjlLO+mwoTaJql71lKv6mMiUr906Wm+Jd3pIGbP0c5zyoH5Uts2xdHpcqZ9mo89jFHg5onieo4AJV1Mh7jEc84Vm71m61O+3+M1XLZZoivi3t4QPAnJd5</late xit><latexit sha1_base64="20u+6MqUPaIUL48T2BebsV7vB+E=">AAAC2HicjVHLSsNAFD2Nr1pf0S7dBIvgQ koigi6LblxWsA9sS5mk0zY0L5KJUErBnbj1B9zqF4l/oH/hnTEFtYhOSHLm3HvOzL3Xjjw3Eab5mtMWFpeWV/KrhbX1jc0tfXunnoRp7PCaE3ph3LRZwj034DXhCo83o5gz3/Z4wx6dy3jjhseJGwZXYhzxjs8Ggdt3HSaI6ur FdujzAesGh22fiaHdn4ymXb1klk21jHlgZaCEbFVD/QVt9BDCQQofHAEEYQ8MCT0tWDAREdfBhLiYkKviHFMUSJtSFqcMRuyIvgPatTI2oL30TJTaoVM8emNSGtgnTUh5MWF5mqHiqXKW7G/eE+Up7zamv515+cQKDIn9SzfL /K9O1iLQx6mqwaWaIsXI6pzMJVVdkTc3vlQlyCEiTuIexWPCjlLO+mwoTaJql71lKv6mMiUr906Wm+Jd3pIGbP0c5zyoH5Uts2xdHpcqZ9mo89jFHg5onieo4AJV1Mh7jEc84Vm71m61O+3+M1XLZZoivi3t4QPAnJd5</late xit><latexit sha1_base64="20u+6MqUPaIUL48T2BebsV7vB+E=">AAAC2HicjVHLSsNAFD2Nr1pf0S7dBIvgQ koigi6LblxWsA9sS5mk0zY0L5KJUErBnbj1B9zqF4l/oH/hnTEFtYhOSHLm3HvOzL3Xjjw3Eab5mtMWFpeWV/KrhbX1jc0tfXunnoRp7PCaE3ph3LRZwj034DXhCo83o5gz3/Z4wx6dy3jjhseJGwZXYhzxjs8Ggdt3HSaI6ur FdujzAesGh22fiaHdn4ymXb1klk21jHlgZaCEbFVD/QVt9BDCQQofHAEEYQ8MCT0tWDAREdfBhLiYkKviHFMUSJtSFqcMRuyIvgPatTI2oL30TJTaoVM8emNSGtgnTUh5MWF5mqHiqXKW7G/eE+Up7zamv515+cQKDIn9SzfL /K9O1iLQx6mqwaWaIsXI6pzMJVVdkTc3vlQlyCEiTuIexWPCjlLO+mwoTaJql71lKv6mMiUr906Wm+Jd3pIGbP0c5zyoH5Uts2xdHpcqZ9mo89jFHg5onieo4AJV1Mh7jEc84Vm71m61O+3+M1XLZZoivi3t4QPAnJd5</late xit>
!n + ⌫n,k+ q
<latexit sha1_base64="G7u+EGJGMF/XDdH6wMdvYRFX1YM=">AAAC6XicjVHLSsNAFD2Nr1pfVZduglUQK iURQZdFNy4r2Ae0UibptA3Ny2QilNIfcOdO3PoDbvVHxD/Qv/DOmIJaRCckOXPuPWfm3muFrhMLw3jNaDOzc/ML2cXc0vLK6lp+faMWB0lk86oduEHUsFjMXcfnVeEIlzfCiDPPcnndGpzKeP2aR7ET+BdiGPJLj/V8p+vYTBD Vzu+0Ao/3WNsvtvyk7e+3PCb6Vnc0GBcn8GrczheMkqGWPg3MFBSQrkqQf0ELHQSwkcADhw9B2AVDTE8TJgyExF1iRFxEyFFxjjFypE0oi1MGI3ZA3x7tminr0156xkpt0ykuvREpdeySJqC8iLA8TVfxRDlL9jfvkfKUdxvS 30q9PGIF+sT+pZtk/lcnaxHo4ljV4FBNoWJkdXbqkqiuyJvrX6oS5BASJ3GH4hFhWyknfdaVJla1y94yFX9TmZKVezvNTfAub0kDNn+OcxrUDkqmUTLPDwvlk3TUWWxhG3s0zyOUcYYKquR9g0c84VkbaLfanXb/maplUs0mvi 3t4QOkG568</latexit><latexit sha1_base64="G7u+EGJGMF/XDdH6wMdvYRFX1YM=">AAAC6XicjVHLSsNAFD2Nr1pfVZduglUQK iURQZdFNy4r2Ae0UibptA3Ny2QilNIfcOdO3PoDbvVHxD/Qv/DOmIJaRCckOXPuPWfm3muFrhMLw3jNaDOzc/ML2cXc0vLK6lp+faMWB0lk86oduEHUsFjMXcfnVeEIlzfCiDPPcnndGpzKeP2aR7ET+BdiGPJLj/V8p+vYTBD Vzu+0Ao/3WNsvtvyk7e+3PCb6Vnc0GBcn8GrczheMkqGWPg3MFBSQrkqQf0ELHQSwkcADhw9B2AVDTE8TJgyExF1iRFxEyFFxjjFypE0oi1MGI3ZA3x7tminr0156xkpt0ykuvREpdeySJqC8iLA8TVfxRDlL9jfvkfKUdxvS 30q9PGIF+sT+pZtk/lcnaxHo4ljV4FBNoWJkdXbqkqiuyJvrX6oS5BASJ3GH4hFhWyknfdaVJla1y94yFX9TmZKVezvNTfAub0kDNn+OcxrUDkqmUTLPDwvlk3TUWWxhG3s0zyOUcYYKquR9g0c84VkbaLfanXb/maplUs0mvi 3t4QOkG568</latexit><latexit sha1_base64="G7u+EGJGMF/XDdH6wMdvYRFX1YM=">AAAC6XicjVHLSsNAFD2Nr1pfVZduglUQK iURQZdFNy4r2Ae0UibptA3Ny2QilNIfcOdO3PoDbvVHxD/Qv/DOmIJaRCckOXPuPWfm3muFrhMLw3jNaDOzc/ML2cXc0vLK6lp+faMWB0lk86oduEHUsFjMXcfnVeEIlzfCiDPPcnndGpzKeP2aR7ET+BdiGPJLj/V8p+vYTBD Vzu+0Ao/3WNsvtvyk7e+3PCb6Vnc0GBcn8GrczheMkqGWPg3MFBSQrkqQf0ELHQSwkcADhw9B2AVDTE8TJgyExF1iRFxEyFFxjjFypE0oi1MGI3ZA3x7tminr0156xkpt0ykuvREpdeySJqC8iLA8TVfxRDlL9jfvkfKUdxvS 30q9PGIF+sT+pZtk/lcnaxHo4ljV4FBNoWJkdXbqkqiuyJvrX6oS5BASJ3GH4hFhWyknfdaVJla1y94yFX9TmZKVezvNTfAub0kDNn+OcxrUDkqmUTLPDwvlk3TUWWxhG3s0zyOUcYYKquR9g0c84VkbaLfanXb/maplUs0mvi 3t4QOkG568</latexit><latexit sha1_base64="G7u+EGJGMF/XDdH6wMdvYRFX1YM=">AAAC6XicjVHLSsNAFD2Nr1pfVZduglUQK iURQZdFNy4r2Ae0UibptA3Ny2QilNIfcOdO3PoDbvVHxD/Qv/DOmIJaRCckOXPuPWfm3muFrhMLw3jNaDOzc/ML2cXc0vLK6lp+faMWB0lk86oduEHUsFjMXcfnVeEIlzfCiDPPcnndGpzKeP2aR7ET+BdiGPJLj/V8p+vYTBD Vzu+0Ao/3WNsvtvyk7e+3PCb6Vnc0GBcn8GrczheMkqGWPg3MFBSQrkqQf0ELHQSwkcADhw9B2AVDTE8TJgyExF1iRFxEyFFxjjFypE0oi1MGI3ZA3x7tminr0156xkpt0ykuvREpdeySJqC8iLA8TVfxRDlL9jfvkfKUdxvS 30q9PGIF+sT+pZtk/lcnaxHo4ljV4FBNoWJkdXbqkqiuyJvrX6oS5BASJ3GH4hFhWyknfdaVJla1y94yFX9TmZKVezvNTfAub0kDNn+OcxrUDkqmUTLPDwvlk3TUWWxhG3s0zyOUcYYKquR9g0c84VkbaLfanXb/maplUs0mvi 3t4QOkG568</latexit>
(a)
<latexit sha1_base64="x5JXUoP4+lQ2 gSSbRT0rwv9BvKk=">AAACxnicjVHLSsNAFD2Nr1pfVZdugkWom5KIoMuimy4r2gdo kcl0WkPzYjJRShH8Abf6aeIf6F94Z0xBLaITkpw5954zc+/1ksBPleO8Fqy5+YXFpeJ yaWV1bX2jvLnVTuNMctHicRDLrsdSEfiRaClfBaKbSMFCLxAdb3Sq451bIVM/ji7UO BG9kA0jf+Bzpog6r7L963LFqTlm2bPAzUEF+WrG5RdcoY8YHBlCCERQhAMwpPRcwoWD hLgeJsRJQr6JC9yjRNqMsgRlMGJH9B3S7jJnI9prz9SoOZ0S0CtJaWOPNDHlScL6NN vEM+Os2d+8J8ZT321Mfy/3ColVuCH2L9008786XYvCAMemBp9qSgyjq+O5S2a6om9uf 6lKkUNCnMZ9ikvC3CinfbaNJjW1694yE38zmZrVe57nZnjXt6QBuz/HOQvaBzWX8Nl hpX6Sj7qIHeyiSvM8Qh0NNNEi7yEe8YRnq2FFVmbdfaZahVyzjW/LevgAQSCPyw==</ latexit><latexit sha1_base64="x5JXUoP4+lQ2 gSSbRT0rwv9BvKk=">AAACxnicjVHLSsNAFD2Nr1pfVZdugkWom5KIoMuimy4r2gdo kcl0WkPzYjJRShH8Abf6aeIf6F94Z0xBLaITkpw5954zc+/1ksBPleO8Fqy5+YXFpeJ yaWV1bX2jvLnVTuNMctHicRDLrsdSEfiRaClfBaKbSMFCLxAdb3Sq451bIVM/ji7UO BG9kA0jf+Bzpog6r7L963LFqTlm2bPAzUEF+WrG5RdcoY8YHBlCCERQhAMwpPRcwoWD hLgeJsRJQr6JC9yjRNqMsgRlMGJH9B3S7jJnI9prz9SoOZ0S0CtJaWOPNDHlScL6NN vEM+Os2d+8J8ZT321Mfy/3ColVuCH2L9008786XYvCAMemBp9qSgyjq+O5S2a6om9uf 6lKkUNCnMZ9ikvC3CinfbaNJjW1694yE38zmZrVe57nZnjXt6QBuz/HOQvaBzWX8Nl hpX6Sj7qIHeyiSvM8Qh0NNNEi7yEe8YRnq2FFVmbdfaZahVyzjW/LevgAQSCPyw==</ latexit><latexit sha1_base64="x5JXUoP4+lQ2 gSSbRT0rwv9BvKk=">AAACxnicjVHLSsNAFD2Nr1pfVZdugkWom5KIoMuimy4r2gdo kcl0WkPzYjJRShH8Abf6aeIf6F94Z0xBLaITkpw5954zc+/1ksBPleO8Fqy5+YXFpeJ yaWV1bX2jvLnVTuNMctHicRDLrsdSEfiRaClfBaKbSMFCLxAdb3Sq451bIVM/ji7UO BG9kA0jf+Bzpog6r7L963LFqTlm2bPAzUEF+WrG5RdcoY8YHBlCCERQhAMwpPRcwoWD hLgeJsRJQr6JC9yjRNqMsgRlMGJH9B3S7jJnI9prz9SoOZ0S0CtJaWOPNDHlScL6NN vEM+Os2d+8J8ZT321Mfy/3ColVuCH2L9008786XYvCAMemBp9qSgyjq+O5S2a6om9uf 6lKkUNCnMZ9ikvC3CinfbaNJjW1694yE38zmZrVe57nZnjXt6QBuz/HOQvaBzWX8Nl hpX6Sj7qIHeyiSvM8Qh0NNNEi7yEe8YRnq2FFVmbdfaZahVyzjW/LevgAQSCPyw==</ latexit><latexit sha1_base64="x5JXUoP4+lQ2 gSSbRT0rwv9BvKk=">AAACxnicjVHLSsNAFD2Nr1pfVZdugkWom5KIoMuimy4r2gdo kcl0WkPzYjJRShH8Abf6aeIf6F94Z0xBLaITkpw5954zc+/1ksBPleO8Fqy5+YXFpeJ yaWV1bX2jvLnVTuNMctHicRDLrsdSEfiRaClfBaKbSMFCLxAdb3Sq451bIVM/ji7UO BG9kA0jf+Bzpog6r7L963LFqTlm2bPAzUEF+WrG5RdcoY8YHBlCCERQhAMwpPRcwoWD hLgeJsRJQr6JC9yjRNqMsgRlMGJH9B3S7jJnI9prz9SoOZ0S0CtJaWOPNDHlScL6NN vEM+Os2d+8J8ZT321Mfy/3ColVuCH2L9008786XYvCAMemBp9qSgyjq+O5S2a6om9uf 6lKkUNCnMZ9ikvC3CinfbaNJjW1694yE38zmZrVe57nZnjXt6QBuz/HOQvaBzWX8Nl hpX6Sj7qIHeyiSvM8Qh0NNNEi7yEe8YRnq2FFVmbdfaZahVyzjW/LevgAQSCPyw==</ latexit>
(b)
<latexit sha1_base64="ZXxWJkmE0nsH3YWbvmCltKFoh3Y=">AAACxnicjVHLSsN AFD2Nr1pfVZdugkWom5KIoMuimy4r2gdokWQ6rUPzIpkopQj+gFv9NPEP9C+8M05BLaITkpw5954zc+/1k0Bk0nFeC9bc/MLiUnG5tLK6tr5R3txqZ3GeMt5icRCnXd/LeCAi 3pJCBrybpNwL/YB3/NGpindueZqJOLqQ44T3Qm8YiYFgniTqvOrvX5crTs3Ry54FrgEVmNWMyy+4Qh8xGHKE4IggCQfwkNFzCRcOEuJ6mBCXEhI6znGPEmlzyuKU4RE7ou+Qd peGjWivPDOtZnRKQG9KSht7pIkpLyWsTrN1PNfOiv3Ne6I91d3G9PeNV0isxA2xf+mmmf/VqVokBjjWNQiqKdGMqo4Zl1x3Rd3c/lKVJIeEOIX7FE8JM62c9tnWmkzXrnrr6f ibzlSs2jOTm+Nd3ZIG7P4c5yxoH9RcwmeHlfqJGXURO9hFleZ5hDoaaKJF3kM84gnPVsOKrNy6+0y1CkazjW/LevgAQ4GPzA==</latexit><latexit sha1_base64="ZXxWJkmE0nsH3YWbvmCltKFoh3Y=">AAACxnicjVHLSsN AFD2Nr1pfVZdugkWom5KIoMuimy4r2gdokWQ6rUPzIpkopQj+gFv9NPEP9C+8M05BLaITkpw5954zc+/1k0Bk0nFeC9bc/MLiUnG5tLK6tr5R3txqZ3GeMt5icRCnXd/LeCAi 3pJCBrybpNwL/YB3/NGpindueZqJOLqQ44T3Qm8YiYFgniTqvOrvX5crTs3Ry54FrgEVmNWMyy+4Qh8xGHKE4IggCQfwkNFzCRcOEuJ6mBCXEhI6znGPEmlzyuKU4RE7ou+Qd peGjWivPDOtZnRKQG9KSht7pIkpLyWsTrN1PNfOiv3Ne6I91d3G9PeNV0isxA2xf+mmmf/VqVokBjjWNQiqKdGMqo4Zl1x3Rd3c/lKVJIeEOIX7FE8JM62c9tnWmkzXrnrr6f ibzlSs2jOTm+Nd3ZIG7P4c5yxoH9RcwmeHlfqJGXURO9hFleZ5hDoaaKJF3kM84gnPVsOKrNy6+0y1CkazjW/LevgAQ4GPzA==</latexit><latexit sha1_base64="ZXxWJkmE0nsH3YWbvmCltKFoh3Y=">AAACxnicjVHLSsN AFD2Nr1pfVZdugkWom5KIoMuimy4r2gdokWQ6rUPzIpkopQj+gFv9NPEP9C+8M05BLaITkpw5954zc+/1k0Bk0nFeC9bc/MLiUnG5tLK6tr5R3txqZ3GeMt5icRCnXd/LeCAi 3pJCBrybpNwL/YB3/NGpindueZqJOLqQ44T3Qm8YiYFgniTqvOrvX5crTs3Ry54FrgEVmNWMyy+4Qh8xGHKE4IggCQfwkNFzCRcOEuJ6mBCXEhI6znGPEmlzyuKU4RE7ou+Qd peGjWivPDOtZnRKQG9KSht7pIkpLyWsTrN1PNfOiv3Ne6I91d3G9PeNV0isxA2xf+mmmf/VqVokBjjWNQiqKdGMqo4Zl1x3Rd3c/lKVJIeEOIX7FE8JM62c9tnWmkzXrnrr6f ibzlSs2jOTm+Nd3ZIG7P4c5yxoH9RcwmeHlfqJGXURO9hFleZ5hDoaaKJF3kM84gnPVsOKrNy6+0y1CkazjW/LevgAQ4GPzA==</latexit><latexit sha1_base64="ZXxWJkmE0nsH3YWbvmCltKFoh3Y=">AAACxnicjVHLSsN AFD2Nr1pfVZdugkWom5KIoMuimy4r2gdokWQ6rUPzIpkopQj+gFv9NPEP9C+8M05BLaITkpw5954zc+/1k0Bk0nFeC9bc/MLiUnG5tLK6tr5R3txqZ3GeMt5icRCnXd/LeCAi 3pJCBrybpNwL/YB3/NGpindueZqJOLqQ44T3Qm8YiYFgniTqvOrvX5crTs3Ry54FrgEVmNWMyy+4Qh8xGHKE4IggCQfwkNFzCRcOEuJ6mBCXEhI6znGPEmlzyuKU4RE7ou+Qd peGjWivPDOtZnRKQG9KSht7pIkpLyWsTrN1PNfOiv3Ne6I91d3G9PeNV0isxA2xf+mmmf/VqVokBjjWNQiqKdGMqo4Zl1x3Rd3c/lKVJIeEOIX7FE8JM62c9tnWmkzXrnrr6f ibzlSs2jOTm+Nd3ZIG7P4c5yxoH9RcwmeHlfqJGXURO9hFleZ5hDoaaKJF3kM84gnPVsOKrNy6+0y1CkazjW/LevgAQ4GPzA==</latexit>
Figure A.3 a) Diagramme de Feynman représentant le développement à l’ordre deux en U
de la self-energie. b) Diagramme de Feynman communément appelé diagramme à bulle. Il
représente généralement les fonctions de corrélation densité-densité.
A.2 Perturbation au second ordre dans le modèle de Hubbard :
Dans l’ensemble des travaux présentés dans cette thèse, le diagramme présenté figureA.3(a)
a une importance assez particulière. Il permet de vérifier certains résultats de la DMFT à peu de
coût numérique et est à la base du solutionneur d’impureté IPT. De plus, comme il s’agit du premier
diagramme de Feynman à exhiber une dépendance fréquentielle, sa résolution permet de calculer les
temps de demi-vie des électrons lorsque les corrélations sont faibles. Bien que dériver la dépendance
en ω2 dans le cas d’un liquide de Fermi fasse partie des exercices classiques des problèmes à N-corps,
nous ne l’aborderons pas ici (Pour cela, se référer au chapitre 6 du livre [124]). Nous privilégierons
plutôt une dérivation des formules utilisées dans la section 2.5 et la sous-section 4.1.4
Nous supposerons que l’invariance par translation est présente dans le système. Appliquer les
règles de Feynman sur le diagramme présenté dans la figure A.3 nous donne l’expression suivante :
Σ(2)σ (k, ωn) = −
U2
β2
∑
k1,ω1
∑
k2,ω2
Gσ(k1, ω1)Gσ¯(k2, ω2)Gσ¯(k3, ω3). (A.7)
Les lois de conservations qui s’appliquent aux nœuds du diagramme nous renseignent sur le lien
les moments et les fréquences de Matsubara en jeux dans l’expression A.7. Nous avons donc :
k+ k3 = k1 + k2 et ωn + ω3 = ω1 + ω2. On peut alors isoler la partie correspondant à la "bulle" dans
le diagramme (cf.Figure A.3 (b)) :
Σ(2)σ (k, ωn) = −
U2
β2
∑
k1,ω1
Gσ(k1, ω1)
∑
k2,ω2
Gσ¯(k2, ω2)Gσ¯(k2 + k1 − k, ω2 + ω1 − ωn). (A.8)
114
En réécrivant q = k1 − k et νn = ω1 − ωn, on reconnait un produit de convolution :
Fσ¯(q, νn) =
1
β
∑
k2,ω2
Gσ¯(k2, ω2)Gσ¯(k2 + q, ω2 + νn) (A.9)
=
1
β
∑
k2,ω2
∫∫
drdr˜e−ik2·(r+r˜)e−iq·˜rGσ¯(r, ω2)Gσ¯(r˜, ω2 + νn) (A.10)
=
1
β
∑
ω2
∫∫
drdr˜Gσ¯(r, ω2)Gσ¯(r˜, ω2 + νn)
∑
k2
e−ik2·(r+r˜)e−iq·˜r (A.11)
=
1
β
∑
ω2
∫∫
drdr˜Gσ¯(r, ω2)Gσ¯(r˜, ω2 + νn)δ(r+ r˜)e−iq·˜r (A.12)
=
1
β
∑
ω2
∫
dre−iq·rGσ¯(−r, ω2)Gσ¯(r, ω2 + νn). (A.13)
De même pour la somme sur les fréquences de Matsubara, on obtient finalement :
Fσ¯(q, νn) =
∫
dr
∫ β
0
dτe−iq·reiνnτGσ¯(r, τ)Gσ¯(−r,−τ) (A.14)
=
∫
dr
∫ β
0
dτe−iq·reiνnτF (r, τ). (A.15)
Si cette dérivation ne change rien à la complexité du calcul du diagramme, il pointe du doigt un
aspect numérique interessant. Pour calculer le diagramme à bulle, il suffit de faire la transformée
de Fourier inverse de la fonction de correlation F (r, τ). L’utilisation de transformées de Fourier
rapides (FFT, fast Fourrier transform) sera donc particulièrement utile pour réduire le temps de calcul
numérique. Continuons notre dérivation à partir de :
Σ(2)σ (k, ωn) = −
U2
β
∑
k1,ω1
Gσ(k1, ω1)Fσ¯(k1 − k, ω1 − ωn). (A.16)
L’application directe du théorème sur les produits de convolution nous donne :
Σ(2)σ (k, ωn) = −
U2
β
∑
k1,ω1
Gσ(k1, ω1)Fσ¯(k1 − k, ω1 − ωn) (A.17)
= −U2
∫
dr
∫ β
0
dτe−ik·reiωnτGσ(r, τ)Fσ¯(r, τ) (A.18)
= −U2
∫
dr
∫ β
0
dτe−ik·reiωnτGσ(r, τ)Gσ¯(r, τ)Gσ¯(−r,−τ). (A.19)
Prenons le temps de calculer combien de puissance de calcul est nécessaire pour obtenir un point
(k, ωn) du terme Σ(2). Si on attaque la formule A.7 en dimension trois par l’approche de la force
brute, on devra faire face à un problème de complexité O(N6k ×N2ω) où Nk est le nombre de point
dans une direction de la zone de Brillouin et Nω, le nombre de fréquences de Matsubara utilisées.
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Cette complexité passe à O(N3k ×Nω × log(Nk ×Nω)) 1 pour obtenir l’ensemble points (k, ωn) en
passant par une FFT.
On peut maintenant plus facilement comprendre d’où vient l’expression de Σ˜(2)σ dans le solveur
IPT puisqu’il s’agit simplement de la fonction A.19 avec la fonction de Green de l’impureté non
interagissante de l’équation A.6.
1. Un calcul rapide pour donner un ordre d’idée : en prenant Nk = 128 et Nw = 1024, la complexité de
la formule brute pour un point (k, ωn) donne 4.6× 1018 alors que passer par une FFT donne 2.5× 1010 pour
l’ensemble des points (k, ωn). On gagne donc plus de huit ordres de grandeur !
Annexe B
Prolongement analytique par la méthode des
approximants de Padé.
Introduction
Cette courte annexe a pour but de présenter la méthode des approximants de Padé pour le
prolongement analytique de données numériques [49, 50]. Cette méthode approxime les fonctions
en fréquence de Matsubara par des fonctions rationnelles pour ensuite calculer leurs valeurs en
fréquences réelles. La stabilité de la méthode des approximants de Padé laisse à désirer dans le sens
où de petites erreurs sur les données de départ peuvent conduire à un prolongement analytique non
physique. De ce fait, cette approche fonctionne donc optimalement sur des données numériques
extrêmement précises ce qui la limite à quelques solutionneurs d’impureté comme l’IPT et la diago-
nalisation exacte. Pour des solutionneurs d’impureté basés sur des approches stochastiques, on lui
préférera des méthodes moins sensibles aux erreurs comme la méthode du maximum d’entropie.
Néanmoins, ne laissons pas de côté le grand nombre d’avantages que présente un prolongement
analytique par approximants de Padé. L’algorithme est souvent très rapide et peu coûteux d’un point
de vue numérique. Il fonctionne sans aucune modification particulière sur des données bosoniques
ou fermioniques et ses résultats exhibent souvent plus de détails que ceux obtenus par le biais
d’autres méthodes de prolongement analytique.
Dans cette annexe, nous présentons l’algorithme de prolongement analytique par la méthode
des approximants de Padé utilisé dans cette thèse. Une introduction mathématique et algorithmique
est faites dans la section B.1. Cet algorithme a été adapté en script python et est libre d’utilisation.
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B.1 Déﬁnition mathématique et algorithme
Un approximant de Padé est une fonction rationnelle, c’est-à-dire une fonction qui peut s’écrire
comme le rapport de deux polynômes. De façon générale, l’approximant de Padé est défini par
deux entiers positifs (M,N) caractérisant les degrés de polynôme des numérateur et dénominateur,
respectivement :
FM,N (z) =
PM (z)
QN (z)
(B.1)
où z ∈ C et dans la suite de cette section, on prendraM = N . L’utilisation de fonctions rationnelles
pour approximer des fonctions de problème à N-corps comme les fonctions de Green est une bien
meilleure approche que l’utilisation de fonctions polynomiales comme dans un développement de
Taylor. En effet, les fonctions physiques ont généralement une limite asymptotique bien définie et
l’utilisation d’un polynôme conduira forcément à une limite infinie dans la limite asymptotique.
Pour rendre compte de l’algorithme de la méthode de prolongement analytique, on peut réécrire
l’équation B.1 sous la forme d’une fraction continue :
FN,N (z) =
a0
1 +
a1(z − z1)
1 +
a2(z − z2)
1 +
. . .
1 + aN (z − zN )
(B.2)
avec zi, les fréquences des données numériques. Cette forme est le point de départ de l’algorithme
utilisé pour le prolongement analytique par approximants de Padé. Il faut cependant noter qu’il
n’existe pas un unique algorithme lorsque l’on parle de méthode d’approximants de Padé mais
qu’une multitude d’approches existe.
Le but du prolongement est donc de déterminer les coefficients ai adéquats. Pour ce faire, nous le
faisons de façon récursive. Essayons simplement de déterminer le coefficient a0 lorsque l’on essaye
d’approximer une fonction f(iωn) avec un approximant de Padé. L’expression de F (iω1) en fraction
continue est :
F (iω1) =
a0
1 +
a1(iω1 − iω1)
1 +
a2(iω1 − iω2)
. . .
= a0 (B.3)
On a donc a0 = f(iω1). De façon similaire, en remarquant que la fraction continue "s’arrête" au
coefficient n− 1 lorsque l’on prend z = zn, on peut obtenir les coefficients ai à l’aide de l’algorithme
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suivant :
an = gn,n (B.4)
g1,n = f(iωn) (B.5)
gi,j =
gi−1,j−1 − gi−1,j
(iωi − iωj−1)gi−1,j . (B.6)
De façon pratique, la matrice g est une matrice triangulaire dont un des côtés est rempli par des NaN
(en anglais, Not a Number) informatiques. Cela ne pose cependant pas de problème puisque l’on ne
s’intéresse qu’aux coefficients sur la diagonale de g.
L’algorithme a été programmé parmes soins en un script python nommé PyPade. Ce programme
peut être utilisé sous licence MIT et à l’heure où ces lignes sont écrites, le lecteur peut trouver PyPade
à l’adresse suivante : https://www.physique.usherbrooke.ca/source_code/. Le fichier archive
contenant un README et deux exemples fonctionnels, il n’est guère utile de s’étendre dessus.
Annexe C
Poids de quasi-particules dans un semi-métal
de Weyl en DMFT
Dans cette annexe, nous allons démontrer que les propriétés des quasi-particules restent inchan-
gées malgré le comportement en fréquence de la partie imaginaire de la self-énergie d’un semi-métal
de Weyl avec interaction d’Hubbard résolu à l’aide de la DMFT. Pour ce faire, nous nous intéressons
à la partie réelle de la self-énergie en vérifiant que cette dernière exhibe au moins un comportement
linéaire en fréquences réelle.
Partons de la formule 3.19 et utilisons les relations de Kramers-Kronig [48]
Σ′(ω) = P
∫ dω˜
π
Σ′′(ω˜)
ω˜ − ω (C.1)
Σ′′(ω) = −P
∫ dω˜
π
Σ′(ω˜)
ω˜ − ω (C.2)
où P désigne la valeur principale de Cauchy. A partir de l’équation C.1, on peut écrire :
Σ′(ω) = P
∫ dω˜
π
Σ′′(ω˜)− Σ′′(ω)
ω˜ − ω +Σ
′′(ω)P
∫ dω˜
π
1
ω˜ − ω . (C.3)
Cette astuce mathématique ne repose sur aucune hypothèse sur la self-énergie mais elle nous
permet d’aborder la singularité de l’intégrande avec plus de sérénité. En effet, dans le cas d’une
partie imaginaire de self-énergie en Σ′′ = Cω8 avec C une constante qui dépend du modèle, on peut
réécrire la première intégrale du membre de droite dans l’équation C.3 :
P
∫ dω˜
π
Σ′′(ω˜)− Σ′′(ω)
ω˜ − ω = C
∫ dω˜
π
(ω + ω˜)
(
ω2 + ω˜2
) (
ω4 + ω˜4
)
. (C.4)
Le deuxième membre de l’équation C.3 est une integrale bien connue des mathématiciens et vaut
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dans le cas d’une demi-largeur de bande D :
P
∫ D
−D
dω˜
π
1
ω˜ − ω =
1
π
ln
(⏐⏐⏐⏐ω −Dω +D
⏐⏐⏐⏐) . (C.5)
Ainsi, dans le cas d’un semi-métal dont la demi-largeur de bande vautD et dont la partie imaginaire
de la self-énergie est la même que celle de l’équation 3.19, la partie réelle de la self-énergie devrait
s’écrire :
Σ′(ω) = − N
3U2
40320π6v9F
(
2D7ω
7
+
2D5ω3
5
+
2D3ω5
3
+ 2Dω7 − ω8 ln(
⏐⏐⏐⏐ω −Dω +D
⏐⏐⏐⏐)) (C.6)
A cela, il ne faut pas oublier les contributions Hartree-Fock venant du premier ordre du développe-
ment en puissance de U de la self-énergie. Ainsi, quoiqu’il arrive, la partie réelle garde au moins une
dépendance linéaire dans le cadre d’un semi-métal tridimensionnel, ce qui nous permet d’appliquer
une approche de quasi-particules sans nous poser la question de sa validité puisque cela est toujours
le cas.
Une petite note par ailleurs : nous avons utilisé un simple modèle effectif de semi-métal de
Weyl dont la largeur de bande serait égale à 2D pour obtenir ce résultat. Dans le cas d’un modèle
sur réseau comme celui de l’équation 3.1, les intégrales des relations de Kramers-Kronig devraient
être faites sur l’ensemble de définition du modèle. Cela implique de tenir compte de géométries
de bandes électroniques différentes de celle d’une semi-métal de Weyl et d’une partie-imaginaire
dont la définition serait différente de celle définie dans l’équation 3.19. La formule C.6 est donc à
utiliser avec précaution. Elle nous renseigne néanmoins sur la formidable robustesse des propriétés
de quasi-particules dans les semi-métaux de Weyl en DMFT.
Annexe D
Approche perturbative du champ magnétique
sur les électrons de Bloch
Cette annexe a pour but de présenter une approche perturbative de l’effet orbital sur les électrons
de Bloch dans le régime de Landau. L’approche présentée ici permet d’éviter de déterminer numéri-
quement les niveaux de Landau en utilisant des expressions analytiques à la place. Elle trouve donc
toute son utilité lorsque q est grand puisqu’elle évite de diagonaliser numériquement une matrice
q × q.
D.1 Matrice de Harper et opérateur d'échelle
Rappelons la matrice de Harper que l’on avait dans le chapitre 5 sur l’effet orbital en DMFT :
Ψm+a +Ψm−a + 2 cos(2πm
p
q
− νa)Ψm = ϵ
t
Ψm. (D.1)
On prendra à partir demaintenant a = t = 1. En faisant une approche continue du réseau, c’est-à-dire
en considérant Ψm → Ψ(x) et en introduisant l’opérateur de translation continu e∂x , l’équation D.1
s’écrit alors [125] : [
e∂x + e−∂x + 2 cos(2πx
p
q
− ν)
]
Ψ(x) = ϵΨ(x). (D.2)
Un développement limité de l’opérateur de translation et du cosinus à l’ordre deux nous donne
l’équation de Schrödinger suivante :[
−∂
2
x
2
+
1
2
(
π
q
)2
x2
]
Ψ(x) = −ϵ+ 4
2
Ψ(x). (D.3)
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On reconnaît sans mal l’équation de Schrödinger d’un oscillateur harmonique. De plus, nous n’avons
pas tenu compte du moment ν car nous savons que dans le régime de Landau, les énergies propres
du système ne dépendent pas de ce dernier.
L’équation D.3 se comprend dans le formalisme des électrons de Bloch. En effet, le développement
limité s’est fait autour du maximum du cosinus, ce qui revient à considérer des électrons avec une
énergie de dispersion quadratique similaire à celle d’un gaz d’électron.
L’équation D.3 est le premier terme d’un développement en série de Taylor dont seuls les termes
pairs sont non nuls. À l’ordre n, la contribution vaut :
Hn = − 1
(2n)!
[
∂2nx + (−1)n
(
2π
q
)2n
x2n
]
. (D.4)
La définition usuelle des opérateurs d’échelle dans un oscillateur harmonique quantique nous permet
de réécrire l’équation précédente en termes d’opérateurs d’échelle :
Hn = − 1
(2n)!
(
2π
q
)2n [
(a− a†)2n + (−1)n(a+ a†)2n] , (D.5)
avec :
a =
√
ωc
2 xˆ+
i√
2ωc
pˆ (D.6)
a† =
√
ωc
2 xˆ− i√2ωc pˆ. (D.7)
On a défini la fréquence de cyclotron ωc = π/q ainsi que les opérateurs pˆ = ∂x et xˆ = x.
Ainsi si le termeH2 vu dans l’équation D.3 nous donne la contribution d’une dispersion quadratique,
les autres termes prennent en compte les anharmonicités du cosinus, mais aussi de l’opérateur
de translation. Il est donc vain d’espérer retrouver les énergies propres d’un électron de Bloch
soumis à un champ magnétique constant en se concentrant seulement sur l’équation d’un oscillateur
anharmonique quantique.
D.1.1 Théorie des perturbations
Dans cette section, nous n’allons pas utiliser la théorie des perturbations usuelle de la mécanique
quantique, mais plutôt l’approche présentée dans les articles de mathématique [126, 127]. Cette
approche se base sur les algèbres de Lie pour obtenir approximativement les énergies propres d’un
oscillateur anharmonique quantique. L’idée est assez simple à comprendre : soit H0, l’Hamiltonien
non perturbé dont on connaît les énergies propres et H1, l’Hamiltonien total composé de H0 et du
terme perturbatif. Il peut être prouvé qu’il existe une algèbre de Lie An = {Lk}Nk=1 fermé dont les
éléments permettent de construire un opérateur de passage entre H0 et H1. En d’autres termes, on
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peut construire un élément de ce groupe défini comme suit :
U := exp
(
N∑
k=1
αkLk
)
, (D.8)
où αk ∈ C sont des scalaires. Un choix approprié de ces coefficients αk permet d’obtenir la relation
suivante :
U†H0U = H1 − Λn. (D.9)
Ce théorème mathématique est un peu lourd dans une thèse de physique pourtant il peut nous
être d’une grande utilité. À partir d’un choix judicieux d’éléments Lk et de scalaires αk, on peut
passer de H0 à H1. Ce passage n’est pas exact et le reste Λn correspond précisément aux corrections
perturbatives. Le lecteur intéressé par une présentation moins abstraite de ce théorème pourra se
tourner vers l’article [126] où une application sur l’oscillateur anharmonique quantique est présentée.
Puisque le résultat d’une perturbation de type λxˆn est déjà fait dans l’article de Jafarpour [126], nous
allons appliquer le même raisonnement, mais pour une perturbation de type :
λpˆn =
λ
n
√
2
(aˆ− aˆ†)n. (D.10)
Pour les opérateurs d’échelle aˆ et aˆ†, on a :
(aˆ− aˆ†)n =
n∑
m=0
min(m,n−m)∑
k=0
{
n
m
}
k
(−1)n−m−kaˆm−kaˆ†n−m−k, (D.11)
où : {
n
m
}
k
=
n!
2kk!(m−m− k)! . (D.12)
La formule D.11 présente l’inconvénient de ne par ordonner les opérateurs dans le sens normal. En
effet, en appliquant directement cette formule, on obtient :
(aˆ− aˆ†)2 =
{
2
0
}
0
aˆ†3 −
{
2
1
}
0
aˆaˆ† +
{
2
1
}
1
+
{
2
2
}
2
aˆ2 (D.13)
= aˆ2 − 2aˆaˆ† + aˆ†2 + 1 (D.14)
au lieu de
(aˆ− aˆ†)2 = aˆ2 + aˆ†2 − 2aˆ†aˆ− 1. (D.15)
Nous verrons dans la suite que cela ne pose pas vraiment de problème. Pour une perturbation du
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premier ordre en λ, on peut construire l’algèbre de Lie avec les éléments :
L1 = H0 (D.16)
L2 = H1 (D.17)
[L1, L2] =
j∑
k=3
c12kLk. (D.18)
Nous cherchons les éléments Lk de la forme suivante : λ(aˆ†taˆs+ aˆ†saˆt). On ne cherche pas d’éléments
proportionnels à une puissance de la perturbation λ supérieure à un car nous ne voulons pas à
déterminer les corrections perturbatives d’ordre supérieur à λ.
Cette étape diffère quelque peu de ce qui a été fait pour des perturbations qui sont une fonction
de xˆ. En effet, la formule D.11 n’ordonne pas les opérateurs d’échelle dans le même sens que les
éléments de l’algèbre. On peut néanmoins réordonner les opérateurs en utilisant la formule :
[
aˆm, aˆ†n
]
=
min(n,m)∑
k=1
k!
(
m
k
)(
n
k
)
aˆ†aˆ. (D.19)
Ainsi, essayons d’obtenir les éléments Lk :
[H0, H1] =
[
aˆ†aˆ,
λ
2n
(aˆ− aˆ†)2n
]
(D.20)
=
λ
2n
∑
k,m
{
2n
m
}
k
(−1)2n−m−k [aˆ†aˆ, aˆ2n−m−kaˆ†m−k + aˆm−kaˆ†2n−m−k] (D.21)
=
λ
2n
∑
k,m
{
2n
m
}
k
(−1)m+k ([aˆ†aˆ, aˆ†m−kaˆ2n−m−k + (−1)2naˆ†2n−m−kaˆm−k] (D.22)
+
∑
j
j!
(
m− k
j
)(
2n−m− k
j
)[
aˆ†aˆ, aˆ†m−k−j aˆ2n−m−k−j + aˆ†2n−m−k−j aˆm−k−j
]⎞⎠ .
En utilisant la relation de commutation suivante :[
aˆ†aˆ, aˆ†kaˆ± aˆ†laˆk] = (k − l)aˆ†kaˆ∓ aˆ†laˆk, (D.23)
on peut donc écrire l’ensemble des éléments du groupe d’algèbre de Lie que nous cherchons sous la
forme : λ(aˆ†kaˆ− aˆ†laˆk). De plus, nous n’avons pas à calculer les coefficients des équations précédentes
puisque nous les absorberons dans les définitions de αk.
Aucun des éléments Lk n’est une fonction de aˆ†j aˆj puisqu’ on peut réécrire ces derniers comme
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une fonction de aˆ†aˆ qui commute avecH0. Cela se prouve en utilisant l’équation D.19 plusieurs fois :
aˆ†j aˆj = aˆ(aˆ†k−1aˆ)aˆ†k−1 = aˆ†(aˆaˆ†k−1 − (k − 1)aˆ†k−2)aˆk−1 (D.24)
= (aˆ†aˆ− (k − 1))aˆ†k−1aˆj−1 (D.25)
= (aˆ†aˆ− (k − 1))(aˆ†aˆ− (k − 2)) . . . (aˆ†aˆ− 1)aˆ†aˆ. (D.26)
Ainsi, pour le ket associé à l’index n, on a facilement :
aˆ†kaˆk|n⟩ = k!
(
n
k
)
|n⟩. (D.27)
Digression faite, grâce aux éléments Lk, l’opérateur U prend la forme suivante :
Uˆ := exp
(
Xˆ
)
, (D.28)
avec :
Xˆ := λ
m−1∑
l=0
2n−1∑
m=1
αm,l(aˆ
†2m−1−laˆl − aˆ†laˆ2m−1−l). (D.29)
De plus, l’opérateur Uˆ est unitaire (U† = U−1) en imposant les coefficients αm,l réels. On peut
donc utiliser le lemme d’Hadamard [126] pour la dernière étape de dérivation :
U†H0U = H0 +
[
Xˆ, Hˆ0
]
+
1
2!
[
Xˆ,
[
Xˆ, Hˆ0
]]
+ . . . . (D.30)
On s’arrête à la première commutation puisque l’on se concentre sur les corrections proportionnelles
à λ. Finalement, on peut remarquer que :
[
Xˆ, Hˆ0
]
= λ
m−1∑
l=0
2n−1∑
m=1
αm,l
[
aˆ†2m−1−laˆl − aˆ†laˆ2m−1−l, aˆ†aˆ] (D.31)
∝ aˆ†raˆs + aˆ†saˆr. (D.32)
La dérivation de ces commutateurs étant longue et fastidieuse, allons directement à la conclusion :
comme le commutateur [X,H0] est proportionnel à aˆ†raˆs+ aˆ†saˆr et en se basant sur notre précédente
dérivation du commutateur [H0, H1], il apparaît que l’on peut ajuster l’ensemble des coefficients αm,l
pour écrire :
[X,H0] = λpˆ
2n −O(aˆ†kaˆk). (D.33)
En effet, la digression précédente avait pour but de mettre en évidence l’absence de terme aˆ†kaˆk
dans les éléments de l’algèbre de Lie. Il apparaît que l’on ne peut pas avoir d’égalité stricte entre le
commutateur et la perturbation lorsque cette dernière est une puissance paire de pˆ à la différence des
puissances impaires. Avant de donner une expression mathématique de O(aˆ†kaˆk), on peut vérifier
l’affirmation précédente à l’aide d’un exemple simple Hˆ1 = aˆ†aˆ+1/2+λpˆ. Les éléments de l’algèbre
de Lie sont donc Lˆ1 = Hˆ0, Lˆ2 = Hˆ1, Lˆ3 = λ(aˆ† + aˆ) et I , l’identité 1.
1. Nous n’avons pas parlé de cet élément avant, mais il faut se souvenir qu’il existe toujours un élément
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Notre opérateur U prend donc la forme :
U = exp
[
αλ(aˆ† + aˆ)
]
(D.34)
En utilisant la formule
[
A, eB
]
= βeB pour pour [A,B] = β avec β un scalaire, on obtient :
Uˆ†Hˆ0Uˆ = Uˆ†aˆ†aˆUˆ +
1
2
(D.35)
= Uˆ†aˆ†Uˆ(αλ+ aˆ) +
1
2
(D.36)
= (−αλ+ aˆ†)(αλ+ aˆ) + 1
2
(D.37)
= aˆ†aˆ+
1
2
− αλ(aˆ− aˆ†)− (αλ)2. (D.38)
Ainsi, il suffit de prendre α = 1/
√
2 pour avoir :
Uˆ†Hˆ0Uˆ = Hˆ1 +O(λ2) (D.39)
On retrouve bien le fait qu’il n’existe pas de correction en λ lorsque la puissance de la perturba-
tion est impaire.
Revenons maintenant à la dérivation des corrections d’une perturbation de la forme : λpˆ2n. Pour
ce faire, remarquons que les seuls termes restants lorsque l’on essaye de «reconstruire» Hˆ1 sont du
type :
λ
2n
n∑
j=0
(−1)j
{
2n
n
}
n−j
aˆj aˆ†j =
λ
2n
n∑
j=0
(−1)j
{
2n
n
}
n−j
(
aˆ†j aˆj (D.40)
+
j∑
k
k!
(
j
k
)(
j
k
)
aˆ†j−kaˆj−k
)
.
Grâce à l’équation D.27, la correction d’un terme perturbatif proportionnel à λpˆn à l’énergie propre
du ket |N⟩ d’un oscillateur harmonique est :
λ
2n
n∑
j=0
(−1)j
{
2n
n
}
n−j
[
j!
(
N
j
)
+
j∑
k=1
k!
(
j
k
)(
j
k
)
(j − k)!
(
N
j − k
)]
. (D.41)
Cette dérivation s’est appuyée intensivement sur l’article de Jafarpour et le formalisme qu’il
introduit pour dériver les perturbations dues aux opérateurs de translation dans le développement
de la matrice de Harper. Le cas d’une perturbation proportionnelle à λxˆn ayant déjà été faite [126],
nous ne le referons pas dans cette annexe, mais nous utiliserons ses résultats : pour une perturbation
identité dans un algèbre de Lie.
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du type λxˆ2n, la correction aux énergies du ket |N⟩ est :
λ
2n
n∑
j=0
{
2n
n
}
n−j
j!
(
N
j
)
. (D.42)
On a donc tout ce qu’il nous faut pour obtenir les corrections du premier ordre introduites par les
Hamiltoniens Hˆn (cf. équation D.5)
D.1.2 Comparaison de notre développement perturbatif :
Pour illustrer la justesse de nos calculs, on peut comparer notre calcul perturbatif avec les énergies
propres de l’Hamiltonien de Harper obtenues par diagonalisation numérique. Les corrections aux
énergies sont compilées sur le tableau D.1. Lorsque l’on prend les trois premiers Hamiltoniens D.5
pour obtenir des valeurs approchées des énergies propres de l’Hamiltonien de Harper D.1, on obtient
une erreur inférieure à 5% sur les 65% premiers «niveaux de Landau». On peut encore augmenter
ce score pour coller au plus près des énergies propres en prenant les corrections au premier ordre
d’Hamiltoniens Hn d’indice supérieur à 3.
Il y a cependant un bémol dans cette approche. En effet, l’espacement entre deux niveaux de Landau
consécutifs est au mieux de ωc = 4π/q. Pour des q phénoménalement grands, c’est-à-dire pour des
valeurs de champs magnétiques réalistes, cette différence d’énergie est trop petite comparée aux
autres échelles d’énergie comme le terme d’Hubbard, la température ou bien même l’élargissement
numérique des Lorentzienne 2. De plus, il paraît improbable que ce développement soit valable
jusqu’au demi-remplissage. En effet, le paradigme de cette approche perturbative repose essentielle-
ment sur le fait de pouvoir écrire les énergies propres du système comme des niveaux de Landau,
or, cela ne semble pas applicable au niveau d’une singularité de van Hove. On peut aussi étayer
ce dernier argument avec le comportement du temps de demi-vie des quasi-particules (cf. Figure
5.5(b)).
Enfin, il semble que cette méthode soit déjà connue des physiciens puisqu’il y est fait mention
dans l’article [125]. Cependant, comme nous n’avons pas trouvé de dérivation rigoureuse à notre
connaissance, il nous semble utile de le faire en annexe.
2. On prend généralement η = 0.02.
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ordre de correction énergie
ordre 0 −4
premier ordre 4πq
(
n+ 12
)
second ordre −12
(
π
q
)2 (
2n2 + 2n+ 1
)
troisième ordre 1360
(
π
q
)3 (
40n3 + 60n2 + 80n+ 30
)
Table D.1 Corrections aux énergies propres de l’Hamiltonien de Harper en fonction de
l’index n.
Annexe E
Phases magnétiques et transition de Mott
dans les conducteurs organiques
Les travaux présentés dans cet annexe ont fait l’objet d’une article [128].
Introduction
Bien que déconnecté des travaux sur les semi-métaux de Weyl, cet article sur les conducteurs
organique est le premier sujet de recherche de cette thèse. C’est pour cela que, bien que présent dans
ce manuscript, il se retrouve en annexe.
La synthèse et à l’étude expérimentale du conducteur organique κ-H3(Cat-EDT-TTF)2 [129] a
ouvert une nouvelle voie de recherche sur les conducteurs organique. En effet, κ-H3(Cat-EDT-TTF)2
est un matériau organique qui peut être modélisé comme un réseau triangulaire anisotrope. Cette
anisotropie vient de la présence de deux termes de saut différents entre les site du réseau, t et t′.
Avant la synthèse de ce dernier, les conducteurs organiques connus avaient systématiquement t > t′,
or, κ-H3(Cat-EDT-TTF)2 est caractérisé par le fait que t′ ≈ 1.5t. Ce caractère quasi unidimensionnel
assez particulier ainsi que la frustration géométrique du réseau triangulaire pourraient être à l’origine
d’une physique exotique puisqu’il semble que κ-H3(Cat-EDT-TTF)2 exhibe une phase de liquide de
spin à très faible température [129].
Pour étudier ce composant, nous nous proposons de vérifier ces résultats expérimentaux à la lu-
mière de la théorie du champ moyen dynamique sur amas (CDMFT pour cluster dynamical mean-field
theory) [108, 109]. Cette méthode avait déjà été utilisée avec succès pour modéliser les conducteurs
organiques lorsque t > t′ [130, 131, 132]. Le fait d’utiliser un amas plutôt qu’un seul site d’impureté
est particulièrement approprié pour cette études. En effet, outre le fait que les méthodes sur amas
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permettent de mieux modéliser les fluctuations anti-ferromagnétiques dues à l’interaction d’Hub-
bard, la CDMFT permet de vérifier un certain nombre de phases avec brisure de symétrie (phases
magnétiques, supraconductivité, etc.).
Une meilleure introduction du sujet ainsi qu’une compilation des résultats sont présentés dans
l’article E.1. Cette étude nous a permis de mettre en évidence le lien subtil entre les résultats de la
CDMFT avec la géométrie de l’amas utilisé. De plus, il semble que sous cette théorie, le composant
exhibe une phase magnétique particulière où les spins s’enchaînent de façon anti-ferromagnétique
le long de l’axe y mais de façon ferromagnétique le long de l’axe x. La présence de cette phase
magnétique invalide donc l’hypothèse d’un liquide de spin pour la valeur de t′/t de κ-H3(Cat-EDT-
TTF)2 dans le paradigme de la CDMFT.
E.1 Article
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Spin-liquid behavior was recently suggested experimentally in the moderately one-dimensional organic
compound κ-H3(Cat-EDT-TTF)2. This compound can be modeled by the one-band Hubbard model on the
anisotropic triangular lattice with t ′/t  1.5, where t ′ is the minority hopping. It thus becomes important to
extend previous studies, that were performed in the range 0 6 t ′/t 6 1.2, to find out whether there is a regime
where Mott insulating behavior can be found without long-range magnetic order. To this end, we study the
above model in the range 1.2 6 t ′/t 6 2 using cluster dynamical mean-field theory (CDMFT). We argue that
it is important to choose a symmetry-preserving cluster rather than a quasi-one-dimensional cluster. We find
that, upon increasing t ′/t beyond t ′/t ≈ 1.3, the Mott transition at zero temperature is replaced by a first-order
transition separating a metallic state from a collinear magnetic insulating state excluding the possibility to find a
quantum spin liquid for the physically relevant value t ′/t  1.5. The phase diagram obtained in this study can
provide a working basis for moderately one-dimensional compounds on the anisotropic triangular lattice.
DOI: 10.1103/PhysRevB.94.245133
I. INTRODUCTION
Organic superconductors of the BEDT family exhibit
fascinating phenomena due to the interplay between strong
electronic correlations and large magnetic frustration [1,2].
For instance, their rich phase diagram contains d-wave
superconducting, antiferromagnetic [3], and possibly quantum
spin liquid states at absolute zero [4,5]. At finite temperature, a
Mott metal-insulator transition has clearly been identified [3].
Recently, a moderately one-dimensional organic compound
has been synthesized [6]. This 2D organic Mott insulator,
κ-H3(Cat-EDT-TTF)2, does not exhibit magnetic order at very
low temperature (T = 50 mK), which makes it a serious
candidate for a quantum spin liquid. Microscopically, the
simplest model describing this organic compound is the two-
dimensional single-band Hubbard model on an anisotropic
triangular lattice [6]. This model is the same as that often used
for BEDT organic compounds [7–10].
Quantum spin liquids are unusual phases of matter char-
acterized by a nonmagnetic insulating ground state in which
spins continue to fluctuate even at zero temperature due to
quantum fluctuations. In crystals, these peculiar phases are
expected to appear for various reasons, the most prominent
one being lattice geometries, such as kagome or triangular
lattices [11], where near-neighbor magnetic interactions are
intrinsically frustrated. Spin liquids became an intense re-
search topic of research when P.W. Anderson proposed them
to be a building block for the physics of high-temperature
superconductors [12].
In order to focus our attention on κ-H3(Cat-EDT-TTF)2, we
study the phase diagram of this model in the moderately one-
dimensional (M1d) regime characterized by a ratio between the
hopping terms t ′ and t , defined in Fig. 1(a), larger than unity.
Since we are interested in the Mott transition and the possibility
of a spin liquid, we use cellular dynamical mean-field theory
(CDMFT) [13,14], a cluster extension of dynamical mean-
field theory (DMFT) that can treat both the metallic and the
insulating phases, the Mott transition between them as well as
magnetic phases [15].
Before we proceed, we briefly recall related studies, setting
aside superconductivity that we do not consider here [16].
Previous work focused mostly on the frustrated regime
0 6 t ′/t 6 1 (square lattice to triangular lattice) since these
anisotropy values, usually obtained from ab initio calcula-
tions [17–21], corresponded to all known BEDT organic
compounds. Theoretical investigations that were concerned
with the Mott transition in the interaction-frustration (U/t −
t ′/t) phase diagram used methods that included path-integral
renormalization group [22], variational methods [23,24], exact
diagonalization [25], variational cluster approximation [26],
CDMFT [27–30], and dual-fermion approaches [31]. Al-
though there are quantitative discrepancies between the dif-
ferent methods, metallic, insulating, nonmagnetic, and antifer-
romagnetic phases were found, generally in good agreement
with experiments [3–5]. A more detailed comparison between
experiment and some of the above theoretical calculations
appears in Ref. [17]. CDMFT was one of the most successful
approaches [28].
More recently, the M1d regime (1 6 t ′/t 6 2) has been
investigated [32,33]: For t ′/t ≈ 1, the Hubbard model exhibits
a spiral order and possibly a spin liquid phase. Different
theoretical lattice approaches seem to agree with the presence
of a spin liquid and a collinear magnetic state with an
associated ordering vector Q = (0,π ) for t ′/t > 1.2 [34,35],
even though they do not completely agree on the precise form
of the phase diagram, unlike for the case t ′/t < 1. In the
strong-interaction limit, i.e., for U  t,t ′, where the Hubbard
model in the insulating phase reduces to the Heisenberg model
with exchange interactions J = 4t2/U and J ′ = 4t ′2/U to
second order in perturbation theory [36] and, at higher order,
to models with more complicated spin interactions, such as the
two distinct ring exchange couplings K = 80t4/U 3 and K ′ =
80t2t ′2/U 3 [37]. The Heisenberg model corresponding to the
M1d regime, i.e., 1 6 J ′/J 6 2 has been extensively studied
using different methods such as linear spin-wave [38,39],
coupled cluster method [40], variational Monte-Carlo [41,42],
or density matrix renormalization group [43]. These methods
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FIG. 1. (a) Illustration of the anisotropic triangular lattice with
dashed green lines emphasizing the two mirror planes v and v′. (b)
While the first cluster geometry, called the symmetry-preserving (SP)
cluster, displays the same symmetries v and v′ as the infinite lattice,
the second cluster geometry, called the quasi-one-dimensional (Q1d)
cluster, does not.
show that a spiral state is present for J ′/J ≈ 1, but they
give different magnetic phases in the M1d regime, e.g., a
spiral phase, a collinear magnetic phase, or a spin liquid state.
More sophisticated Hamiltonians including the ring exchange
couplingK in the anisotropic triangular lattice give a rich phase
diagram where the presence of a Ne´el state, a spin liquid state,
or a spiral phase depends on the relative strength between K/J
and J ′/J [44].
This paper is organized as follows: The Hubbard model
and the cellular dynamical mean-field theory (CDMFT) on a
plaquette with an exact diagonalization (ED) impurity solver
are detailed in Sec. II. In Sec. III A, results for the normal
state, showing a first order Mott metal-insulator transition
are presented. Magnetic states are explored in Sec. III B. Our
results are summarized in the phase diagram of Fig. 5. Finally,
the choice of cluster is motivated in Sec. IV, where we show, by
comparing results for the magnetic phases with other methods,
that a cluster sharing symmetries with the lattice is essential
for a reliable CDMFT calculation in this regime. We conclude
in Sec. V.
II. MODEL AND METHOD
We focus on the physics embodied in the Hubbard model
on the anisotropic triangular lattice
ˆH = −
∑
i,j,σ
tij cˆ
†
iσ cˆjσ + U
∑
i
nˆi↑nˆi↓ − μ
∑
i,σ
nˆiσ . (1)
All quantities are expressed in natural units (~ ≡ 1 and
kB ≡ 1). Here, tij are the hopping amplitudes between
sites i and j and can take two different values, t and t ′,
illustrated in Fig. 1. The Fourier transform of the hopping
amplitudes tij determines the anisotropic bare dispersion
k = −2t [cos(kx) + cos(ky)] − 2t ′ cos(kx + ky). The on-site
Coulomb repulsion is U and μ is the chemical potential set so
that the system is half filled. For that filling, the signs of t and t ′
do not modify the phase diagram. Layered organic compounds
are usually half filled, but doped compounds [45,46] have been
investigated experimentally [47,48] and theoretically [49,50].
We focus on the M1d regime 1.2 6 t ′/t 6 2 using
CDMFT [13,14], a cluster extension of dynamical mean-field
theory (DMFT) [15]. CDMFT approximates the infinite lattice
as a finite size cluster self-consistently coupled to a bath of
noninteracting electrons, thus taking into account dynamical
correlations as well as spatial correlations up to the size of
the cluster [51,52]. CDMFT, like DMFT, maps the system
into an Anderson impurity problem, which is then solved
self-consistently. In this paper, the quantum impurity problem
is solved using the exact diagonalization (ED) method [53] at
zero temperature. This method is restricted to a small number
Nb of bath sites. While the Hamiltonian of the quantum impu-
rity problem is coded exactly, the ground state and the Green
functions of interest are found in a quasiexact way with the
Lanczos algorithm [52]. Exact diagonalization is robust in the
presence of frustration, unlike quantum Monte-Carlo methods
which suffer from the infamous sign problem [54]. Moreover,
it directly computes dynamical quantities as a function of
real frequencies. To summarize, the assumption inherent to
cluster approaches is that the essential physics of the system
originates from short-ranged correlations, which should be
the case in strongly-correlated magnetically-frustrated organic
compounds.
We solve the following cluster-bath Hamiltonian:
ˆH =
∑
i,j,σ
tij cˆ
†
iσ cˆjσ + U
∑
i
nˆi↑nˆi↓ − μ
∑
i,σ
nˆiσ
+
∑
m,σ
mσ ˆb
†
mσ
ˆbmσ
+
∑
m,i,σ
θmiσ ( ˆb†mσ cˆiσ + H.c.) , (2)
where the indices i,j = 1, . . . ,Nc label the sites within the
cluster whereas m = 1, . . . ,Nb label the bath sites. The second
quantized operators cˆiσ and ˆbmσ annihilate electrons on the
cluster and in the bath, respectively. tij are the hopping matrix
elements within the cluster, mσ are the bath energies, and θmlσ
are the bath-cluster hybridization matrix elements. Besides, in
order to allow antiferromagnetism to appear, mσ and θmlσ
explicitly carry a spin variable σ . A complication of the ED
method is that the CDMFT self-consistency condition cannot
be satisfied exactly because of the finite number of bath sites.
This condition is rather satisfied approximately by minimizing
a distance function. For further information on the matter, see
Refs. [53,55], and [56]. We use the same distance function
parameters as in the last two references, namely a frequency
cutoff at ωn/t = 2 and a “fictitious” inverse temperature
β/t = 50. To check that there are no artifacts associated with
the finite bath, we checked our results for the Mott transition
using CDMFT with a continuous-time quantum Monte-Carlo
(CTQMC) impurity solver [57,58] at finite but low temperature
(β/t = 20). For both clusters that we describe below, we found
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FIG. 2. (a) Symmetry preserving (SP) cluster. (b) Quasi-one-
dimensional (Q1d) cluster. The four cluster sites are black circles,
and the bath sites are green and orange squares. For simplicity, spin
indices σ for the bath energies m,σ and cluster and spin indices
i,σ for the bath-cluster hybridization matrix elements θm,i,σ are not
explicitly shown. Depending on the symmetry of the phase being
explored, some of the variational parameters are taken equal. Note
that the bath sites do not have a position in real space and that the
Q1d cluster does not share the symmetries of the lattice, contrary to
the SP cluster.
agreement with our CDMFT plus ED solver for the values of
t ′/t that we tested (0.4 and 1.5) [59].
As illustrated in Fig. 2, we use clusters of Nc = 4 sites
coupled to Nb = 8 bath sites. Although the calculation is for
2 × 2 clusters, we expect to capture the main physics of the
lattice since studies using CDMFT have confirmed that results
on a 2 × 2 cluster are quantitatively similar to those on larger
clusters, at least at high temperature [60]. All physical results
presented in the next sections are extracted from the symmetry-
preserving (SP) cluster of Fig. 1(b), whose parametrization
within the model Eq. (2) is detailed in Fig. 2(a). For large
values of t ′/t , one might argue that the quasi-one-dimensional
character of the lattice must be present in the cluster. In order to
shed light on this question, the quasi-one-dimensional (Q1d)
cluster of Fig. 1(b), whose parametrization within the model
Eq. (2) is detailed in Fig. 2(b), has also been investigated. Our
results, presented in the following sections, will show that the
physics extracted from this second cluster geometry does not
compare well with other methods, leading us to conclude that
the SP cluster is a better representation of the infinite lattice in
the M1d regime.
III. RESULTS
A. Mott transition
First, let us focus on the Mott transition in the normal
state. Magnetic states are forbidden if one suppresses the spin
dependence of the bath parameters. The phase diagram was
obtained by changing t ′/t in steps of 0.1 and varying U/t
in much smaller steps. Therefore, the values of t ′/t quoted
for phase boundaries in the following have an uncertainty of
order ±0.05. We find that as long as t ′/t 6 1.2, the double
occupancy displays hysteresis bounded by jumps at Uc1 and
Uc2 as U decreases or increases, respectively (Uc1 6 Uc2).
These jumps are the signature of the usual Mott transition.
For the SP cluster at t ′/t > 1.3, the hysteresis region is still
(a) (b)
(c)
FIG. 3. (a) Double occupancy D = 〈nˆ↑nˆ↓〉 for the SP cluster as a
function of U/t for t ′/t = 1.3 (sky blue dashed line) and t ′/t = 1.7
(dark blue solid line). While the jump at low interaction defines the
lower critical ratio Uc1/t , the change of slope at higher interaction
defines the upper critical ratio Uc2/t . (b) Double occupancy for the
Q1d cluster as a function of U/t for t ′/t = 1.3 (light green solid
line) and t ′/t = 1.7 (dark green solid line). Here, the change of slope
defines a critical ratio Uc2/t analog to the upper critical ratio of the SP
cluster. It is investigated further through the low-frequency behavior
of the local density of states, Fig. 4. (c) Mott critical ratio Uc2/t
as a function of t ′/t for the SP and Q1d clusters, in dark blue and
dark green, respectively. For t ′/t 6 1, the results are quantitatively
equivalent but differences clearly appear just above t ′/t = 1.
present but is bounded by a jump only when U decreases.
As U increases, a mere change of slope occurs, as shown in
Fig. 3(a). Even without a jump in the double occupancy, the
Mott transition can be observed by studying the low-frequency
behavior of the local density of states A(ω), as presented in
Fig. 4 for t ′/t = 1.3. For U/t = 11.84, slightly smaller than
the upper critical ratio Uc2/t at t ′/t = 1.3, the local density of
states exhibits a low-frequency metallic behavior. When U/t is
increased only by a tiny fraction to U/t = 11.9, the opening of
an insulating gap in the local density of states signals the Mott
transition. The Mott transition of the Q1d cluster, presented
in Fig. 3(b), does not even feature a jump or some hysteresis
in the double occupancy. The local density of states, however,
indicates a Mott transition (not shown).
The critical ratios Uc2/t presented in Fig. 3(c) as a function
of t ′/t illustrate one of the main differences between the two
cluster geometries considered in this paper. Indeed, for t ′/t >
1, Uc2/t first decreases before increasing for the Q1d cluster
whereas it only increases monotonically for the SP cluster. The
later trend as a function of t ′/t is expected if we accept the
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FIG. 4. Local density of states A(ω) for t ′/t = 1.3 in the normal
state at U/t = 11.84 and U/t = 11.9 on the SP cluster. A Lorentzian
broadening η = 0.035 was used. A metal-insulator transition occurs
between these two values of U/t .
simple picture that the critical value Uc for the Mott transition
should increase with bandwidth. Surprisingly, this discrepancy
between the two cluster geometries does not hold for t ′/t 6 1
since both geometries yield the same value of Uc2/t even if one
could assume that the Q1d cluster should be more appropriate
only in the M1d regime. An acceptable explanation for this
phenomenon has not been found yet, but the following section
will give arguments that lead us to believe that the results for
the SP cluster capture the correct physics.
B. Magnetic states
Within CDMFT, one can only look for commensurate
magnetic orders on the cluster. Therefore, this restriction does
not allow us to explore all possible magnetic phases nor to
distinguish between a spin liquid and an incommensurate
magnetic order (in the sense of a magnetic order whose unit
cell does not perfectly fit or repeat within the cluster). Hence,
we can only rule out a spin liquid by demonstrating that a
magnetic phase exists, but we cannot prove that a spin liquid
state will occur since we cannot explore all possible magnetic
states. In other words, not finding one of the allowed magnetic
states of our cluster in a Mott insulating phase is a necessary,
but not sufficient, condition for a spin liquid. A spin-liquid
state could occur only in a nonmagnetic insulating state (NMI
state).
For reasons that will become clear below, we present our
final phase diagram, including magnetic order, only for the
SP cluster. One can check from Fig. 5(a) that for t ′/t 6 1.2,
we find the same results as in Ref. [28], namely a transition
from a metal to a Ne´el state for t ′/t 6 0.7, followed by a NMI
state that starts right above the Mott transition for t ′/t ≈ 0.7
and then undergoes a Ne´el transition at larger U/t if 0.7 .
t ′/t . 0.9. We did not investigate U/t > 12. Previous studies
indicate that a spiral order or a spin liquid could be present
in this area of the phase diagram [24,32,61], corresponding to
the NMI state of Fig. 5(a).
(a)
(b)
FIG. 5. (a) Phase diagram for the Hubbard model obtained with
CDMFT on the SP cluster. Black curve: Data from a previous study
of the low-frustration phase diagram carried out by Kyung et al.
(Ref. [28]). Blue curve: Mott transition in the nonmagnetic normal
state. The bars indicate the boundaries of the coexistence region.
Red triangles: Metal to collinear magnetic state transition. Here, only
UCMSc2 /t is displayed. The lower critical interaction UCMSc1 /t cannot
always be found due to some numerical instabilities. Red area: The
collinear magnetic phase with wave vector Q = (0,π ). AF, NMI,
CMS, and M denote the Ne´el state, the nonmagnetic insulator, the
collinear magnetic state, and the metallic state, respectively. (b) Same
phase diagram with t ′ as energy unit, namely U/t ′ vs t/t ′ for 1.2 6
t ′/t 6 2. This phase diagram can be more easily compared with the
results of Ref. [34].
For t ′/t > 1.3, a first-order transition between a metal and
a collinear magnetic insulating state takes place for (0,π ) or
(π ,0) upon increasing U/t , as shown in Fig. 5(a), and survives
at larger values of U/t . This transition occurs systematically
before the Mott transition in the sense that UCMSc2 /t is smaller
than Uc2/t . The presence of this phase is not surprising
since different studies predict the appearance of this magnetic
phase in the M1d regime using lattice models [34,35] or
spin models [40,43,44,62]. At this magnetic transition, we
observe a jump in the double occupancy and a gap opening
in the spectral function. Some hysteresis can be seen in the
double occupancy, but while the upper critical interaction
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UCMSc2 can always be detected for any value of t ′/t , the
lower critical interaction UCMSc1 cannot always be found due
to some numerical instability [hence the absence of bars for
the red triangles of Fig. 5(a)]. Figure 5(b) shows the same
phase diagram as Fig. 5(a) using t ′ instead of t as the unit
of energy to allow an easier comparison with the results of
Ref. [34].
It is interesting to compare the phase diagram of Fig. 5(a)
with the one presented in Ref. [63] for the half-filled
square lattice with nearest-neighbor hopping (more suited
to the study of cuprates). This model is different and
the method is the variational cluster approximation [64],
but it presents the same collinear magnetic phase with
ordering wave vector (0,π ) or (π,0), for t ′/t larger than
t ′/t ≈ 0.9.
IV. CHOICE OF CDMFT CLUSTER
We saw that the results obtained with the Q1d cluster
differ from those for the SP cluster. We have checked that
the assumption that the Mott transition occurs when U is
of the order of the bandwidth is not sufficient to choose the
appropriate cluster, although in this context the nonmonotonic
dependence on t ′/t of the Mott metal-insulator transition is
suggestive of the inadequacy of the Q1d cluster. However,
based on the symmetries satisfied by the SP cluster, as
illustrated in Fig. 1, it should capture the correct physics. This
is confirmed by the fact that the predictions for the magnetic
state obtained with the SP cluster agree with the results of
other methods that are available for comparisons. With the
Q1d cluster there is no commensurable magnetic state at all
in the M1d regime while other methods find stable magnetic
long-range order.
First, we searched for a collinear magnetic state (0,π )
using the restricted Hartree-Fock approximation on a 18 × 18
cluster. This method allows one, in principle, to map the
phase diagram for a large but finite number of magnetic
states and to study larger clusters than in CDMFT. Here,
we used Hartree-Fock just to confirm our magnetic phase
diagram in the M1d regime for the SP cluster. We thus
allowed only two magnetic states: the Ne´el order and the
collinear magnetic state. Even though CDMFT and Hartree-
Fock methods cannot be compared quantitatively, a qualitative
agreement is found: For 0 < t ′/t / 1, a first-order metal
to antiferromagnetic (π , π ) insulator transition takes place
at a finite interaction Uc/t , whereas for t ′/t > 1.2, a first
order metal to collinear magnetic insulator transition is found.
Although the same magnetic states and the same order of
transition are found in the same range of t ′/t as in the CDMFT
plus ED solver method, the critical Hartree-Fock interaction
Uc/t has a lower value, around Uc/t ≈ 6, mainly due to
the fact that the Hartree-Fock method is purely a mean-field
theory that neglects the fluctuations that renormalize down the
value of the interaction. Kanamori-Bru¨ckner screening is an
example of renormalization mechanism that is neglected in
Hartree-Fock.
Finally, the critical interaction for collinear magnetism
found with the SP cluster exhibits qualitatively the same
dependency on frustration as in the phase diagram of Ref. [34]
obtained by variational methods. The phase diagram in
Fig. 5(b) presents our results with the same axis as in Ref. [34]
to ease the comparison.
Even though it is not a rigorous proof, the fact that the
appearance of a collinear magnetic state for 1.3 6 t ′/t 6 2
is supported by three different numerical methods gives solid
arguments in favor of its presence in this region of the phase
diagram. The lack of collinear magnetism with the Q1d cluster
is an additional argument, beyond symmetry, to reject that
cluster.
V. CONCLUSION
In the moderately one-dimensional regime of the Hubbard
model on the anisotropic triangular lattice, a symmetry-
preserving cluster should be preferred to a quasi-one-
dimensional cluster geometry for calculations with clus-
ter dynamical mean-field theory. The symmetry-preserving
cluster gives magnetic phases in agreement with other
methods.
With the symmetry-preserving cluster, we obtained the
phase diagram using CDMFT with an exact diagonalization
solver in the moderately one-dimensional regime. There is
a line of first-order Mott transition where the critical U/t
monotonically increases with t ′/t . We also found a first-order
metal-to-collinear magnetic state transition that occurs for
t ′/t > 1.3 and does not allow any spin liquid state to appear in
this regime. For 0.7 6 t ′/t 6 1.2, no sign of magnetic states
covering the metal-insulator transition has been found. A spin
liquid or a magnetic order which is not commensurate with
our cluster, such as a spiral order, might however appear in
this region.
Our results at t ′/t  1.5 are particularly relevant for
experiment since they are supposed to describe the organic
compound κ-H3(Cat-EDT-TTF)2 that seems to be a good
candidate for a spin liquid state [6]. At t ′/t  1.5, the collinear
magnetic state appears at a critical interaction strength that is
lower than the Mott critical interaction in the normal state. This
suggests that there cannot be a spin liquid state, i.e., a non-
magnetic insulating state at zero temperature, since a magnetic
phase covers the Mott metal-insulator transition. However,
the comparison with the real material is not straightforward
since we did not include multiband effects, near-neighbor
repulsion etc. Moreover, possible uncertainties in the value
of t ′/t coming from ab initio methods [10,17] can make the
real material κ-H3(Cat-EDT-TTF)2 behave differently from
our model.
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