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Abstract 
Studies that have used mostly self-reported height have found that men with a same-sex 
orientation and women with an other-sex orientation are shorter, on average, than men 
with an other-sex orientation and women with a same-sex orientation, respectively. This 
thesis examined whether an objective height difference exists or whether a psychosocial 
account (e.g., distortion of self-reports) may explain these putative height differences. 
Also, this thesis examined whether certain individual differences (e.g, gender roles and 
socially desirable responding) predict height distortion. Eight hundred and thirteen 
participants, recruited at Brock University, the Niagara Community and through 
surrounding LGBT events, completed self-reported height, measures of gender roles and 
socially desirable responding, and had their height measured. Using hierarchical linear 
regressions, it was found that Same-SexIBoth-Sex Oriented men were shorter, on 
average, than predominantly Other-Sex Oriented men; however, there was no difference 
in objective height between Same-SexIBoth-Sex Oriented women and predominantly 
Other-Sex Oriented women. These findings contribute to existing biological theories of 
men's sexual orientation development and do not contribute to biological theories of 
women's sexual orientation development. Height distortion was not related to sexual 
orientation and only marginally related to sex. Predictors of height distortion were 
Impression Management, in both men and women, and Unmitigated Agency, in men. 
These fmdings highlight the complexity of sexual orientation development in men and 
women. These findings also highlight the role of certain psychosocial factors in how 
people perceive their bodies and/or how they want their bodies to be perceived by others. 
11 
Acknowledgements 
I wish to thank all those who provided me with support during the completion of 
this project and during the fIrst stage of my journey as a Graduate Student. First and 
foremost, my supervisor, Dr. Anthony Bogaert, without whose help, guidance, expertise 
and complete support, this project would not have been completed. Your ideas, 
motivation, and curiosity, (and book) are always inspiring me to do my best (and 
challenge me to think thoroughly and critically about our research!). I would also like to 
thank the members of my committee, Dr. Nancy DeCourville and Dr. Don McCreary, for 
their helpful suggestions, insights, and expertise. Further, very thoughtful suggestions 
were brought forward from the external examiner, Dr. Meredith Chivers, and the 
Psychology Department Representative, Dr. Andrew Dane. illtimately, your challenging 
insights and ideas have begun to shape me into a reflective, thoughtful and insightful 
researcher. 
I would like to thank the research assistants who assisted with data collection, 
especially Karolina Walczyk, who measured every participant with me. I would also like 
to thank my fellow graduate students for sharing your experiences, which made every 
obstacle seem possible to get through. Also, a special thanks to my friends and family for 
their continued and complete support in reaching my goals, and to Collingwood and 
Alain for the perfect escape to work on the writing of this thesis. 
111 
Table of Contents 
Abstract. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11 
Acknowledgements. . . . . . . . . .. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ... 111 
List of Tables. ........ ... ......... ..................................... ..... VI 
List of Appendices.. .... .... ......... ......... ............................. x 
Introduction. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ... 1 
Why Study Sexual Orientation? ............ , .. . .. . .. . .. . . .. .. .. . . ... 5 
What Causes Sexual Orientation? ........ , ................. , .. . .. . 6 
The Biological Approach. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 9 
Height and Sexual Orientation..................................... 14 
Summary ............................................................... 25 
Hypotheses ........................................................... , 27 
Methods..................................................................... 30 
ParticIpants.................... . .......... .......................... ... 30 
Measures....... .... .... .... .... ........................................ 33 
Sexual Orientation ................. , .. . .. . . .. . .. .. . . . . . .. .. . .. . 33 
Self-Reported Height, Objective Height, and Height 
Distortion................................ .................. 35 
Gender Roles................................ ................ .... 36 
Socially Desirable Responding............................... 42 
Procedure...... .... ..... ......... ........ .... ........... .......... ...... 43 
On Campus...................................................... 43 
Off Campus.................................................. ... 44 
IV 
Results........................................................................ 46 
Preliminary Analyses. ........ ...... ............. ... ....... .......... 46 
Outliers.......... ............... ....... ............................. .... 50 
Missing Data... ............................................ ........... 50 
Correlations........................................................ .... 53 
Main Analyses . ................. , ................ , ...... , . .. .. . .. . .... 63 
Additional Analyses........................... ....................... 71 
Discussion .. " ..... , ......... , ............... , .... " .............. '" .. , . " .. 81 
Self-Reported Height versus Objective Height.................. 81 
Objective Height. . ................... , ....... , ............ '" .. .. . . ... 82 
Height Distortion . .. , ...................... " ................ , .. .. .... 87 
Limitations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92 
Conclusion. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . . . . . . . . . . . . . . . . . . . . . ... 96 
References ............ .. , ............. ................................... ... 98 
Appendices.............. ... ................................................. 115 
v 
List of Tables 
Table 1: Descriptive Statistics for Non-Transformed Continuous 
Variables................................................................................ 47-48 
Table 2: Skewness and Kurtosis z-values, Cronbach's alpha and 
Kolmogorov-Smirnov Z for Non-Transformed Continuous Variables..... .... 48-49 
Table 3: Missing Data................................................................ 51 
Table 4: Intercorrelations Among the Gender Role Variables Completed by 
the Entire Sample..................................................................... 54 
Table 5: Intercorrelations Among the Gender Role Variables Completed by 
OnlyWomen........................................................................... 55 
Table 6: Correlations Among the Gender Role Variables Completed by 
Women Only and the Gender Role Variables Completed by the Entire 
Sample................................................................................... 56 
Table 7: Intercorrelations Among the Gender Role Variables Completed by 
Men Only............................................................................... 57 
Table 8: Correlations Among the Gender Role Variables Completed by 
Men Only and the Gender Role Variables Completed by the Entire 
Sample................................................................................... 58 
Table 9: Intercorrelations Among the Potentially Confounding Variables 
and Height Variables... ........................................ ............. ......... 59 
Table 10: Intercorrelations Among the Socially Desirable Responding 
Variables and Height Variables................................... ................... 60 
Table 11: Correlations Among the Gender Role Variables Completed by the 
Entire Sample and Height Variables.. ..... ....... ...... ....... ...... ..... .......... 61 
Table 12: Correlations Among the Gender Role Variables Completed by 
Men Only and Height Variables.................................................. ... 62 
Table 13: Correlations Among the Gender Role Variables Completed by 
Women Only and Height Variables................................................. 63 
Table 14: Means and Standard Deviations for the Height Variables by Sex 
and Sexual Orientation .............. , ...... , . . . . . . . . .. . . . . .. . . . . . . . .. . .. . .. . .. ... . . . . 64 
Table 15: Summary of Each Step with Objective Height as the Criterion.... 65 
Vl 
Table 16: B Weights, Standard Errors, t-tests and Semipartials for each 
Predictor with Objective Height as the Criterion .... " .. , .. " .. , ... " ...... " . .. . 66 
Table 17: Summary of Each Step with Objective Height as the Criterion in 
Women ...................................................................................... 66 
Table 18: B Weights, Standard Errors, t-tests and Semipartials for each 
Predictor with Objective Height as the Criterion in Women..................... 68 
Table 19: Summary of Each Step with Objective Height as the Criterion in 
Men.......................................................................................... 68 
Table 20: B Weights, Standard Errors, t-tests and Semipartials for each 
Predictor with Objective Height as the Criterion in Men.... ........ ............... 69 
Table 21: Summary of Each Step with Height Distortion as the Criterion. . . . 70 
Table 22: B Weights, Standard Errors, t-tests and Semipartials for each 
Predictor with Height Distortion as the Criterion ... " .... , . " ............. " . . ... 71 
Table 23: Summary of Each Step with Height Distortion as the Criterion 
and Impression Management as a Predictor on Step 2........................... 73 
Table 24: B Weights, Standard Errors, t-tests and Semipartials for each 
Predictor with Height Distortion as the Criterion and Impression 
Management as a Predictor on Step 2.............................. ................ 74 
Table 25: Summary of Each Step with Height Distortion as the Criterion 
and Unmitigated Agency as Predictor on Step 3 in Men .. " . . .. . ..................... 75 
Table 26: B Weights, Standard Errors, t-tests and Semipartials for each 
Predictor with Height Distortion as the Criterion and Unmitigated Agency 
as Predictor on Step 3 in Men........................................................ 76 
Table 27: Summary of Each Step with Height Distortion as the Criterion 
and Gender Role Variables in Women as Predictors on Step 3.............. .... 77 
Table 28: B Weights, Standard Errors, t-tests and Semipartials with Height 
Distortion as the Criterion and Gender Role Variables in Women as 
Predictors on Step 3 ................. , ... " .............. " ..... " ...... " ................. 78 
Table 29: Summary of Each Step with Height Distortion as the Criterion 
and Gender Role Variables in Men as Predictors on Step 3. ...... .......... .... 79 
VII 
Table 30: B Weights, Standard Errors, t-tests and Semipartials with Height 
Distortion as the Criterion and Gender Role Variables in Men as Predictors 
on Step 3................................................................................ 80 
Table 31: Descriptive Statistics for Transformed Variables..................... 129 
Table 32: Summary of Each Step with Objective Height as the Criterion 
and Transformed Age ................................................................ , 130 
Table 33: B Weights, Standard Errors, t-tests and Semipartials for each 
Predictor with Objective Height as the Criterion and Transformed Age...... 131 
Table 34: Summary of Each Step with Objective Height as the Criterion 
and Transformed Age in Women.................................................... 131 
Table 35: B Weights, Standard Errors, t-tests and Semipartials for each 
Predictor with Objective Height as the Criterion and Transformed Age in 
Women.................................................................................. 132 
Table 36: Summary of Each Step with Objective Height as the Criterion 
and Transformed Age in Men .............................................. , .. " . .... 132 
Table 37: B Weights, Standard Errors, t-tests and Semipartials for each 
Predictor with Objective Height as the Criterion and Transformed Age in 
Men...................................................................................... 133 
Table 38: Summary of Each Step with Height Distortion as the Criterion 
and Transformed Age................................................................. 133 
Table 39: B Weights, Standard Errors, t-tests and Semipartials for each 
Predictor with Height Distortion as the Criterion and Transformed Age... ... 134 
Table 40: B Weights, Standard Errors, t-tests and Semipartials for each 
Predictor with Objective Height as the Criterion and Sexual Orientation 
Modeled with Three Categories..................................................... 141 
Table 41: Dummy Coded Variables for Follow Up Analysis with Sexual 
Orientation as a Three-Category Variable..... ..................................... 142 
Table 42: Summary of Each Step with Objective Height as the Criterion 
and Sexual Orientation Modeled with Three Categories in Men .... ,. .... ........ 142 
Table 43: B Weights, Standard Errors, t-tests and Semipartials for each 
Predictor with Objective Height as the Criterion and Sexual Orientation 
Modeled with Three Categories in Men.............................................. 143 
Vlll 
Table 44: Summary of Each Step with Objective Height as the Criterion 
and Continuous Sexual Orientation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 144 
Table 45: B Weights, Standard Errors, t-tests and Semipartials for each 
Predictor with Objective Height as the Criterion and Continuous Sexual 
Orientation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .... 145 
Table 46: Summary of Each Step with Objective Height as the Criterion 
and Continuous Sexual Orientation in Men ................. " . .. . . .. . ... ............ 146 
Table 47: B Weights, Standard Errors, t-tests and Semipartials for each 
Predictor with Objective Height as the Criterion and Continuous Sexual 
Orientation in Men. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ........ .... ....... ..... 147 
Table 48: Summary of Each Step with Objective Height as the Criterion 
and Sexual Attraction ................................................................ , 148 
Table 49: B Weights, Standard Errors, t-tests and Semipartials for each 
Predictor with Objective Height as the Criterion and Sexual Attraction...... 149 
Table 50: Summary of Bach Step with Objective Height as the Criterion 
and Sexual Attraction in Men. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ... 150 
Table 51: B Weights, Standard Errors, t-tests and Semipartials for each 
Predictor with Objective Height as the Criterion and Sexual Attraction in 
Men...................................................................................... 151 
Table 52: Summary of Each Step with Objective Height as the Criterion 
with Sexual Behaviour..... .... ...................................................... 152 
Table 53: B Weights, Standard Errors, t-tests and Semipartials for each 
Predictor with Objective Height as the Criterion with Sexual Behaviour..... 152 
Table 54: Summary of Each Step with Objective Height as the Criterion 
with Sexual Behaviour in Men........................................................ 153 
Table 55: B Weights, Standard Errors, t-tests and Semipartials for each 
Predictor with Objective Height as the Criterion with Sexual Behaviour in 
Men..................................................................................... 154 
Table 56: Summary of Each Step with Self-Reported Height as the 
Criterion.......................................................................... ....... 159 
Table 57: B Weights, Standard Errors, t-tests and Semipartials for each 
Predictor with Self-Reported Height as the Criterion............................ 160 
lX 
List of Appendices 
Appendix 1: Certificates of Ethics Clearance from Brock University 
Research Ethics Board.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . . . . . . . . ..................... ... 115 
Appendix 2: Gender Role Scales and Socially Desirable Responding 
Scale.................................................................................... 118 
Appendix 3: Main Analyses with Transformed Variables...................... 129 
Appendix 4: Analyses of Residuals for Main Analyses... ...................... 135 
Appendix 5: Main Analyses with Sexual Orientation Modeled in Different 
Ways.................................................................................... 140 
Appendix 6: Main Analyses with Height Distortion Modeled in a Different 
Way...................................................................................... 159 
x 
Introduction 
Sexuality is a fundamental part of being human, not only because the majority of 
adolescent and adult humans engage in it in some form, but also because it is the major 
mechanism (i.e., sexual reproduction) which ensures that our genes are passed down to 
future generations. There are many different aspects and areas of research within human 
sexuality. One of these is sexual orientation, the main subject of this thesis. 
There is no consensus on an exact definition of sexual orientation (e.g., Bauer & 
Jairam, 2008; Bogaert, 2003a; 2006b; Chasin, 2011; LeVay, 2010; Mustanski, Chivers, & 
Bailey, 2002; Starks, Gilbert, Fischer, Weston, & DiLalla, 2009). Generally, though, and 
for the purposes of this thesis, sexual orientation concerns the sex that an individual is 
interested in for hislher sexual partners. According to Sell (1997), definitions of sexual 
orientation can include two components: a psychological component concerning 
attraction to or fantasies about a certain sex, and a behavioural component concerning the 
sex of a partner with which an individual actually engages in sexual acts. Historically, 
researchers such as Beach and Kinsey were more inclined to define sexual orientation by 
an individual's sexual behaviour (Bogaert, 2003a). However, in recent years the field has 
shifted toward an emphasis on the psychological component-specifically sexual 
attraction-in defining sexual orientation (e.g., Bogaert, 2003a; LeVay, 2010; Rahman & 
Wilson, 2003). 
Most researchers categorize sexual orientation into three main categories: 
homosexual, heterosexual, and bisexual (LeVay, 2010; Sell, 1997). "Homosexual" 
describes an orientation toward the same sex; "heterosexual" describes an orientation 
toward the other sex; and "bisexual" describes an orientation toward both sexes (LeVay, 
1 
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2010). Labels of straight (or heterosexual), gay (or homosexual man), and lesbian (or 
homosexual woman) are often used interchangeably with the homosexual and 
heterosexual categories (LeVay, 2010). Some recent sexual orientation theorists have 
suggested a fourth main category of sexual orientation, asexual, the absence of sexual 
attractions for others (Bogaert, 2006b; Chasin, 2011; c.f., Storms, 1980), although 
asexuals are much less studied than the three traditionally defined groups-gay/lesbian, 
straight, and bisexual-mentioned above. Despite the introduction of this new category, 
the primary focus was on the traditional categories of sexual orientation for this thesis 
because the main subject of this thesis-height-has been mainly studied in the 
traditional groups. Although these categorization labels for traditional groups (e.g., gay, 
lesbian, bisexual) were introduced here and are utilized in several studies, due to the 
potential confounding of these categorization labels with identity labels (e.g., not all 
individuals who engage in same-sex behaviour identify as gay, lesbian or bisexual; e.g., 
Pathela, Hajat, Schillinger, Blank, Sell, & Mostashari, 2006), this thesis referred to gay 
and lesbian individuals as those with a same-sex orientation. Bisexual individuals were 
referred to as those with a both-sex orientation and straight individuals were referred to as 
those with an other-sex orientation. 
There are several ways to measure an individual's sexual orientation and self-
report is the most common (Mustanski et aI., 2002). Several forms of self-report are 
available and used. Of these, the Kinsey Scale (Kinsey, Pomeroy, & Martin, 1948) has 
traditionally been utilized the most (Mustanski et aI., 2002). The one-dimensional Kinsey 
Scale uses a 7-point rating from 0 to 6, where 0 is "exclusively heterosexual", 1 is 
"predominately heterosexual/only incidentally homosexual", 2 is "predominately 
3 
heterosexual but more than incidentally homosexual", 3 is "equally heterosexual and 
homosexual", 4 is "predominately homosexual but more than incidentally heterosexual", 
5 is "predominately homosexual/only incidentally heterosexual," and 6 is "exclusively 
homosexual" (Sell, 1997, p. 651). Participants in Kinsey's research would complete the 
scale twice: once for their sexual fantasies and once for their sexual behaviour (Diamond, 
1993). The scores would then be averaged to obtain an overall score for sexual 
orientation (Diamond, 1993). [For other self-report methods of measurement, such as 
multi-dimensional approaches, and issues regarding the self-report methods, see Sell 
(1997)]. Modem researchers use similar scales to Kinsey's original scale, although the 
numbers of possible responses on the scale may vary (e.g., 3-point, 5-point, 7-point; 
LeVay, 2010); however, there is still debate about whether sexual orientation should be 
treated in a categorical or continuous manner (e.g., Chasin, 2011). For the purposes of 
this thesis, a categorical approach was used based on an average of scores on measures of 
participants' sexual attractions and sexual behaviours (as in Bogaert 2006a; see Methods 
for more details; also, see Appendix 5 for modeling of sexual orientation in different 
ways). 
Non-self-report measures of sexual orientation include reports about an 
individual's sexual orientation from friends, sexual partners, and family members such as 
parents, and siblings (Mustanski et aI., 2002). Also, recently, some researchers have 
applied performance assessment methodologies developed by cognitive psychologists to 
distinguish between sexual orientations (e.g., reaction time to slides of nude individuals; 
Wright & Adams, 1999). Further, physiological arousal has been used to classify an 
individual's sexual orientation via penile plethysmography for studies in men, and 
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vaginal plethysmography for studies in women (Mustanski et aI., 2002). Generally, 
determination of sexual orientation on the basis of physiological arousal has been more 
successful in men (e.g., Barr & McConaghy, 1971; Chivers & Bailey, 2005; Freund, 
1963; Mavissakalian, Blanchard, Abel, & Barlow, 1975; McConaghy & Blaszczynski, 
1991; Suschinsky, Lalumiere, & Chivers, 2009) than in women (e.g., Chivers, 2010; 
Chivers & Bailey, 2005; Peterson, Janssen, & Laan, 2010; Suschinsky et aI., 2009). 
Although non-self-report measures of sexual orientation have certain advantages, 
traditional self-report approaches are commonly used because they are relatively fast and 
inexpensive ways to determine an individual's sexual orientation; moreover, they 
generally correlate well with other measures, including physiological measures, 
particularly for studies in men (see meta-analysis by Chivers, Seto, Lalumiere, Laan, & 
Grimbos, 2010). Further, the self-report measures may be the best method for studies in 
women due to the complications associated with use of physiological measures for 
studies in women (e.g., arousal to individuals who are not their preferred sex; Chivers, 
2010; Chivers & Bailey, 2005; Chivers et at, 2010; Peterson et at, 2010; Suschinsky et 
aI., 2009). Thus, this thesis utilized a self-report measure of sexual orientation. 
Reviewing various epidemiological studies on the prevalence of sexual orientation 
(most of which use self-report measures), LeVay (2010), and Rahman and Wilson (2003) 
indicate that approximately 2-5% of men, and approximately 1-2% of women have a 
predominant or exclusive orientation toward the same-sex. An orientation toward both 
sexes is present in less than 1 % of women and men (LeVay, 2010). Asexuality has been 
less studied, although there is some evidence that approximately 1 % of the population 
may be asexual (Bogaert, 2004). 
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Why Study Sexual Orientation? 
In 1973, "homosexuality" was removed from the Diagnostic and Statistical 
Manual of MentallPsychiatric Disorders (Drescher, 2010). The removal of homosexuality 
as a mental disorder has had an impact on society, and has stimulated copious amounts of 
research. Indeed, while research has been conducted on sexual orientation since 1860 
(Sell, 1997), an increased concentration of research on sexual orientation has occurred 
over the last 15 to 30 years (Bogaert, 2003a; LeVay, 2010; Mustanski et aI., 2002; 
Rahman & Wilson, 2003). 
But why is it important to investigate sexual orientation in the first place? 
Examining sexual orientation will ultimately result, and has resulted, in providing more 
information about human sexuality. Examining sexual orientation has provided insights 
into sexual dimorphisms (Rahman & Wilson, 2003). For example, research on sexual 
orientation has helped provide insights into gender roles (e.g., Bailey & Zucker, 1995). 
Furthermore, examining sexual orientation can help individuals in the process of 
understanding their own sexual orientation. LeVay (2010) has suggested that individuals 
find comfort in knowing how sexual orientation develops and, specifically, they feel 
comforted in knowing there is a biological basis for its development. Indeed, there is 
research evidence to support this view: Acceptance of different sexual orientations 
increases if there is a biological basis for sexual orientation (Hom & Heinze, 2011; 
Lewis, 2009; Smith, Zanotti, Axelton, Saucier, 2011). As well as providing comfort to 
some individuals, studying the normal development of sexual orientation has provided 
insights into how abnormal sexual attraction, such as pedophilia, develops (e.g., Bogaert, 
2001; Bogaert, Bezeau, Kuban, & Blanchard, 1997; Cantor et aI., 2005; Cantor, Kuban, 
Blak, Klassen, Dickey, & Blanchard, 2007). Further, studying the cause of sexual 
orientation has provided insight into the definition of sexual orientation, which is still 
debated (e.g., Mustanski et aI., 2002). Last, a traditional approach examining the three 
main categories of sexual orientation has provided insights into non-traditional (and not 
well-studied) aspects of sexual orientation (e.g., asexuality; Bogaert, 2006a; Chasin, 
2011). 
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From an evolutionary perspective, other-sex orientations help pass on genes to 
future generations via the production of offspring through sexual reproduction. This is 
particularly true in our ancestral past, when modem reproductive technologies such as in-
vitro fertilization did not exist. Throughout much of our species' evolutionary history and 
even today, same-sex copulations did not and do not result in offspring via sexual 
reproduction, and thus, intuitively, genes that sustained same-sex copulations should not 
have thrived, and individuals with same-sex orientations should have had decreased 
reproductive success (Rahman & Wilson, 2003). Paradoxically, same-sex orientations 
exist and thus, it is beneficial to examine how and why the specific genes that determine 
different sexual orientations identified to date (see section on The Biological Approach) 
are passed down to the next generation. In short, knowing how sexual orientation 
develops (e.g., genes responsible for sexual orientation) provides insights into the 
mechanisms responsible for the sustenance and maintenance of genes related to same-sex 
orientations in the population. 
What Causes Sexual Orientation? 
Several approaches have been taken to explain the development of variation in 
sexual orientation. These include psychoanalytic, learning, and biological approaches. 
Certain theories within these approaches are summarized here to provide theoretical and 
historical background in terms of the kind of research that has been conducted on the 
causes of sexual orientation. As such, the theories presented here are not exhaustive 
within each approach and are presented for breadth, as well as for descriptive and 
contextual purposes. This thesis will take on a biological approach to the cause of sexual 
orientation, and details on the aspects of this approach are provided further in the 
Introduction. 
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Sigmund Freud, the pioneer of psychoanalysis, argued that homosexuality 
resulted largely from an erotic ftxation of a boy or girl on hislher mother or father, 
respectively (see LeVay, 2010, for a review). In boys, the fIxation, which is likely due to 
a close relationship with the mother, and a distant relationship with the father, is so great 
that the boy identiftes with the mother, and chooses sexual partners that represent himself 
(LeVay, 2010). As a result, some advocates of the psychoanalytic approach tend to focus 
on reducing the closeness of the relationship a boy has with his mother as a means for 
reducing or eliminating a same-sex orientation in boys (LeVay, 2010). A general 
criticism of Freud's psychoanalytic approach is that there is not much empirical support 
for Freud's theory, partly due to the complexity of it (LeVay, 2010). Furthermore, while 
men with a same-sex orientation tend to be closer on average to their mothers compared 
to their fathers (Bell, Weinberg, & Hammersmith, 1981, as cited in LeVay, 2010), an 
alternative and plausible explanation suggests that it is possible that the characteristics 
that a man with a same-sex orientation possesses leads to a closer relationship with the 
mother-that is, fathers reject their sons who have a same-sex orientation for their less 
masculine characteristics (see review below), and mothers tend to accept their sons for 
this reason (LeVay, 2010). 
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One learning theory put forth to explain the development of different sexual 
orientations emphasizes the role of early sexual experiences in determining an 
individual's sexual orientation. Researchers advocating this view have argued that either 
early sexual contact or sexual abuse by individuals of a certain sex is likely to lead to a 
certain sexual orientation (Cameron & Cameron, 1995; LeVay, 2010; Wilson & Widom, 
2010). There is some evidence that boys who experience early sexual contact with men 
are more likely to have a same-sex orientation later on in life (e.g., Sweet & Welles, 
2012; Tomeo, Templer, Anderson, & Kotler, 2001). A criticism of this learning approach 
is that some studies have found that early sexual experiences do not always predict later 
sexual orientation. For example, in some non-Western cultures, such as the Sambia of 
New Guinea, young boys must have sexual contacts with older male youths prior to 
having access to women, and when these boys do have access to women they have 
mostly an other-sex orientation (see LeVay, 2010, for a review). Furthermore, a criticism 
of this approach is that many individuals become aware of their sexual orientation while 
they are still virgins or before they have sexual encounters with partners of their preferred 
sex (LeVay, 2010). 
These two approaches to sexual orientation emphasize a nurture or environment 
perspective. Recent researchers have placed a heavy emphasis on nature or a biological 
perspective to the cause of sexual orientation. This emphasis is partly due to the failure of 
the other approaches in explaining certain aspects of sexual orientation development (see 
above and LeVay, 2010, for a review). In the next section, research support for the 
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biological approach to sexual orientation development is provided. Several recent reviews 
(Balthazart, 2011; Bao & Swaab, 2011; Gooren, 2006; Hines, 2011; Ngun, Ghahramani, 
Sanchez, Bocklandt, & Vilain, 2011) provide relatively in-depth descriptions of the 
studies supporting the biological approach, criticisms regarding this literature, and future 
directions. The focus of this thesis is not on such descriptions per se, so these studies will 
not be addressed in detail here; only brief summaries of the fmdings of these studies will 
be provided. Although it is clear that there is evidence that biology may affect an 
individual's sexual orientation, the exact mechanisms, and connections between the 
various the lines of biological research have largely not been ironed out. 
The Biological Approach 
Twin studies suggest that there is some degree of genetic influence on sexual 
orientation. That is, these studies find that monozygotic (MZ) twins have higher 
concordance rates than dizygotic (DZ) twins for a same-sex orientation (e.g., in men MZ 
= 37.5% and same-sex DZ = 6.3% and in women MZ = 30.1 % and same-sex DZ = 
30.2%; Bailey, Dunne, & Martin, 2000; e.g., in men MZ = 18% and DZ = 11 % and in 
women MZ = 22% and DZ = 17%; Langstrom, Rahmn, Carlstrom, & Lichtenstein, 2010; 
see also Bailey & Pillard, 1991; Bailey, Pillard, Neale, & Agyei, 1993; Burri, Cherkas, 
Spector, & Rahman, 2011; Kendler, Thornton, Gilman, & Kessler, 2000; Kirk, Bailey, 
Dunne, & Martin, 2000; Whitam, Diamond, & Martin, 1993). Further, Hamer, Hu, 
Magnuson, Hi, and Pattatucci (1993) have found some support that the chromosomal 
region Xq28 on the X chromosome is implicated in sexual orientation; however, 
replication of this finding has provided mixed results (e.g., Rice, Anderson, Risch, & 
Ebers, 1999). Another study using molecular genetic techniques has provided some 
support for the role of autosomal genes on chromosomes 7, 8, and lOin sexual 
orientation development (Mustanski et aI., 2005). 
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As indicated above, due to the low likelihood of reproductive success in 
individuals with a same-sex orientation, researchers have proposed theories to explain 
why genes for a same-sex orientation continue to thrive. One hypothesis based on kin 
selection, which has garnered some support, argues that genes for a same-sex orientation 
are indirectly selected for because individuals with a same-sex orientation help increase 
the reproductive success of their siblings via aiding in resource accretion or caring for 
their children (Kirkpatrick, 2000; Rahman & Wilson, 2003; VanderLaan & Vasey, 2012; 
Vasey & VanderLaan, 2010; Wilson, 1975). Another hypothesis states that parents 
manipulate their children toward having a same-sex orientation to indirectly increase the 
reproductive success of their siblings or relatives by helping in resource accretion or 
caring for their children (Kirkpatrick, 2000; Rahman & Wilson, 2003; Trivers, 1974). 
Alternatively, Kirkpatrick (2000), and Rahman and Wilson (2003) suggest that a same-
sex orientation evolved for same-sex affiliation, and forming alliances to solve conflicts, 
which in tum affected reproductive success, and resource accretion. It is proposed in 
Rahman and Wilson (2003) that the more feminine qualities in men with a same-sex 
orientation--a component of Miller's (2000) theory on the evolution of same-sex 
orientation--are responsible for increased affiliation, and alliance formation. A similar 
argument is put forth for women; however, this hypothesis has yet to be rigorously tested. 
Iemmola and Ciani (2009) have found support to suggest that a same-sex orientation is 
related to an increased maternal fecundity. Thus, it is clear that research into the 
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maintenance of genes for a same-sex orientation is underway; however, no clear answer 
to why such genes are propagated has been established. 
Research into brain structures implicated in sexual orientation has found some 
promising results. Generally, it has been found that the interstitial nuclei of the anterior 
hypothalamus (INAH), specifically INAH-3, is implicated in sexual orientation (LeVay, 
1991; c.f., Byne et al., 2000). LeVay (1991) found that men with a same-sex orientation, 
and women with an other-sex orientation have the same cell volume in this area of the 
hypothalamus; however, the cell volumes in men with a same-sex orientation and women 
with an other-sex orientation are both smaller compared to men with an other-sex 
orientation (note: women with a same-sex orientation were not examined). Thus, this area 
seems to have been feminized in men with a same-sex orientation. Homologous sites, 
such as the sexually dimorphic nucleus of the preoptic area (SDN-POA), have been 
implicated in mating behaviour in rodents, and other mammals (e.g., Byne, 1998; Gorski, 
Gordon, Shryne, & Southam, 1978). Bao and Swaab (2011) and Balthazart (2011) 
provide recent reviews on the current state of the research in this area, and other brain 
areas implicated in sexual orientation (e.g., anterior commissure). 
Initially, researchers argued that evidence for a biological basis to sexual 
orientation development would be related to circulating levels of testosterone (i.e., 
activational effects of androgens); however, in Meyer-Bahlburg's (1984) review, there 
were no differences in circulating testosterone levels between men with a same-sex 
orientation and an other-sex orientation. Recently, researchers have found some evidence 
suggesting that "butch" (or more masculine-identifying), compared to "femme" (or more 
feminine-identifying; Loulan, 1990, as cited in Pearcey, Docherty, & Dabbs, 1996; and 
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Singh, Vidaurri, Zambarano, & Dabbs, 1999) women with a same-sex orientation have 
higher salivary testosterone levels (Pearcey et aI., 1996; Singh et aI., 1999). [Note, 
although there is still debate about the usefulness of the "butch" and femme" categories, 
these labels are often used in everyday language, and in some research (see Levay, 2010; 
Pearcey et aI., 1996; Rosario, Schrimshaw, Hunter, & Levy-Warren, 2009; Singh et aI., 
1999).] 
As there is not much support for the role of circulating levels of testosterone in 
sexual orientation development, researchers have focused on the possible influence of 
prenatal hormones on the organization of the fetal brain with respect to the development 
of sexual orientation (i.e., organizational effects of androgens). This research assumes 
that typical levels of hormones (e.g., testosterone) have been altered in prenatal sexual 
development (e.g., lowered in male fetuses; raised in female fetuses), and that this 
atypical exposure to prenatal hormones ultimately predisposes an individual to a same-
sex orientation later on in life (Balthazart, 2011; Bao & Swaab, 2011; Becker et aI., 2005; 
Ellis & Ames, 1987; Gooren, 2006; Hines, 2011; Ngun et aI., 2011). This view is also 
consistent with prenatal hormones playing a large role in prenatal sexual differentiation, 
including sexual differentiation of the brain (Arnold, 2009; Balthazart, 2011; Bao & 
Swaab, 2011; Becker et aI., 2005; Gooren, 2006; Hines, 2011; Ngun et aI., 2011). Sexual 
orientation researchers adopting this view have generally found indirect support for the 
role of prenatal hormones in fetal brain organization with respect to sexual orientation 
development (see Balthazart, 2011; LeVay, 2010; Mustanski et aI., 2002; and Rahman & 
Wilson, 2003, for reviews). Aside from studies showing sexual orientation differences in 
neuroanatomy (e.g., LeVay, 1991), which have been argued to be organized by prenatal 
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hormones, supportive studies include those examining individuals who have undergone 
sex re-assignment, and individuals with certain hormonally-induced syndromes that 
affect an individual's sex (e.g., congenital adrenal hyperplasia, androgen insensitivity 
syndrome, and 5-alpha reductase deficiency; see Balthazart, 2011; Bao & Swaab, 2011; 
Hines, 2011; LeVay, 2010; Mustanski et aI., 2002; Ngun et aI., 2011 and Rahman & 
Wilson, 2003 for reviews; c.f Gooren, 2006). A proposed mechanism for the effect of 
altered prenatal hormones on same-sex orientation is maternal stress during pregnancy 
(e.g., Ellis & Cole-Harding, 2001; Hines, 2011), which has been shown to alter hormones 
and reproductive tendencies in the offspring of pregnant rodents (McGivern, Poland, 
Taylor, Branch, & Raum, 1986; Ward, 1972; 1984; Ward & Weisz, 1984); however, 
there are mixed results for studies conducted in humans (Bailey, Will erman, & Parks, 
1991; Mustanski et aI., 2002). 
Assuming that prenatal hormones affect the organization of the fetal brain, 
including structures relevant to sexual orientation, some sexual orientation researchers 
have also examined sex dimorphic physical characteristics known to be influenced by 
prenatal hormones, and then examined if men and women with a same-sex orientation 
differ from men and women with an other-sex orientation on these characteristics. 
Specifically, these researchers aim to determine whether these characteristics are shifted 
in the female-like way in men with a same-sex orientation and male-like way in women 
with a same-sex orientation compared to men and women with an other-sex orientation, 
respectively. Ifphysical development in men and women with a same-sex orientation is 
shifted in this way, then it suggests that prenatal hormones are, along with affecting these 
physical development characteristics, altering structures of the brain relevant to sexual 
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orientation. This research strategy underlies a number of research programs on sexual 
orientation and physical development, including 2D:4D finger ratios (the ratio of the 
length of the second digit to the length of the fourth digit; e.g., Brown, Finn, Cooke, & 
Breedlove, 2005; Lippa, 2003; Loehlin, Medland, & Martin, 2009; Manning, Churchill, 
& Peters, 2007; Manning & Fink, 2008; Rahman, 2005; Voracek, Manning, & Ponocny, 
2005), otoacoustic emissions (e.g., Bilger, Matthies, Hammel, & Demorest, 1990; 
McFadden, 1993; 1998; McFadden & Champlin, 2000), and height, which is the topic of 
this thesis project (see Balthazart, 2011; Bao & Swaab, 2011; Gooren, 2006; Hines, 2011; 
LeVay, 2010; Ngun et aI., 2011, for reviews). 
Height and Sexual Orientation 
Height has been examined using this type of biological research approach to 
sexual orientation development. Men are, on average, taller than women (Gray & Wolfe, 
1980; Frayer & Wolpoff, 1985; Martin & Nguyen, 2004), and prenatal hormones partly 
underlie this difference (Chemausek, Backeljauw, Frane, Kuntze, & Underwood, 2007; 
Garnett et at., 2004; Geary, Pringle, Rodeck, Kingdom, & Hindmarsh, 2003; Lichanska & 
Waters, 2008; Martin & Nguyen, 2004; Walker, Van Wyk, & Underwood, 1992). Thus, 
if height is shifted in the female-like way in men with a same-sex orientation (i.e., 
shorter) and in the male-like way in women with a same-sex orientation (i.e., taller) 
compared to men and women with an other-sex orientation, respectively, it suggests that 
variations in prenatal hormones may partly underlie sexual orientation development. 
Studies conducted on the relationship between height and sexual orientation have found 
that men with a same-sex orientation and women with an other-sex orientation are 
shorter, on average, than men with an other-sex orientation and women with a same-sex 
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orientation, respectively (Blanchard & Bogaert, 1996a; Bogaert, 1998; 2010; Bogaert & 
Blanchard, 1996). These results, though, are less consistent for studies in women than for 
studies in men (e.g., Bogaert, 2010; Martin & Nguyen, 2004; Singh et aI., 1999). 
Examples of this research on height and sexual orientation include the following 
studies. Bogaert and Blanchard (1996) assessed height via a self-report questionnaire in a 
sample of 318 men with a same-sex orientation and 318 age-matched men with an other-
sex orientation from Southern Ontario. They found that men with an other-sex orientation 
(M = 179.71cm, SD = 6.55cm) were, on average, significantly taller by approximately 2 
cm than men with a same-sex orientation (M= 177.91cm, SD = 6.53cm). Blanchard and 
Bogaert (1996a) investigated self-reported height differences between approximately 800 
White men with a same-sex orientation and 3818 White men with an other-sex 
orientation taken from the Kinsey Database (Blanchard & Bogaert, 1996a). They found 
that men with an other-sex orientation (M = 177.44 cm, SD = 6.78 cm) were significantly 
taller than men with a same-sex orientation (M= 176.96 cm, SD = 6.71 cm), although this 
difference was small (e.g., only significant using a one-tailed test). Bogaert (1998) used 
the same procedure as Blanchard and Bogaert (1996a); however, the sample comprised 
275 White women with a same-sex orientation and 5201 White women with an other-sex 
orientation. Women with a same-sex orientation (M= 164.13 em, SD = 6.55 em) were 
found to be significantly taller than women with an other-sex orientation (M= 163.24 cm, 
SD = 6.35 cm). Bogaert and Friesen (2002) found that there was no difference in height 
between men with a same-sex orientation and men with an other-sex orientation, and 
women with a same-sex orientation and women with an other-sex orientation once the 
potentially confounding variables of education and social class were statistically 
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controlled. Most recently, Bogaert (2010) examined self-reported height differences in a 
national probab,ility sample of 5637 British men and 5453 British women taken from the 
National Survey of Sexual Attitudes and Lifestyles-2000. One hundred and thirty-two 
men and 75 women were classified as having a same-sex or both-sex orientation in this 
sample. Men with a same-sex or both-sex orientation (M = 176.64 cm, SD = 6.83 cm) 
reported they were significantly shorter than men with an other-sex orientation (M = 
178.14 cm, SD = 7.11 cm); however, no significant difference was obtained between 
women with a same-sex or both-sex orientation (M= 164.14 cm, SD = 8.78 cm) and 
women with an other-sex orientation (M= 164.08 cm, SD = 7.04 em). Similarly, Singh 
and colleagues (1999) found no differences between butch women with a same-sex 
orientation (M = 160 cm, SD = 10 cm), femme women with a same-sex orientation (M = 
170 em, SD = 10 cm) and women with an other-sex orientation (M = 160 cm, SD = 20 
cm) in self-measured height. Martin and Nguyen (2004) objectively measured the height 
of 412 men and women with exclusively same-sex orientations and exclusively other-sex 
orientations (and did not obtain self-reported height estimates from participants). 
Although they found some differences in long bones of the body, they found no 
significant height differences between the four groups. There was, however, a trend 
toward a taller height in men with an other-sex orientation (M = 178.7 cm, SEM = 6.67) 
and women with a same-sex orientation (M= 165.8 em, SEM= 6.30) compared to men 
with a same-sex orientation (M= 177.7 cm, SEM= 6.30) and women with an other-sex 
orientation (M = 164.6 cm, SEM = 5.09), respectively (Martin & Nguyen, 2004). Closely 
related, Blanchard, Dickey and Jones (1995) found that male-to-female transsexuals wi 
a same-sex orientation (M= 172.9 cm, SD = 7.11 cm) were shorter than male-to-female 
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transsexuals with an other-sex orientation (M = 175.7 em, SD = 7.67 em; c.f., Smith, van 
Goozen, Kuiper, & Cohen-Kettenis, 2005). 
In summary, there is evidence of significant stature effects related to sexual 
orientation, especially for studies in men, but most of these studies used self-reported 
height. Furthermore, in the one study known to date that used an objective measure of 
height, significant height differences were not found between individuals with exclusive 
same-sex orientation and individuals with exclusive other-sex orientation (Martin & 
Nguyen, 2004). This research, then, gives only qualified support for a biological 
approach to the relationship between height and sexual orientation. Specifically, this 
research does not conclusively support the notion that a height difference exists, and (thus 
by implication) only gives qualified support that height may be related to atypical 
prenatal hormones (or other biological mechanism) that alter growth and development in 
men and women with same-sex orientations. Indeed, alternative non-biological 
explanation( s) of any potential height differences must be considered. 
Based on the findings of Bogaert and McCreary (2011), a psychosocial 
explanation for the height differences between individuals with a same-sex orientation 
and individuals with an other-sex orientation can be proposed (see also Bogaert & 
Blanchard, 1996). Specifically, a self-reported height difference may be found between 
men with a same-sex orientation and men with an other-sex orientation because men with 
an other-sex orientation tend to overestimate their height in order to conform to a 
physical ideal of a traditional masculine gender role. Similarly, although not addressed in 
Bogaert and McCreary (2010; cf., Bogaert, 1998), perhaps women with a same-sex 
orientation are more likely to exaggerate their stature relative to women with an other-sex 
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orientation for the same reason, that is, to conform to a more masculine physical ideal. 
There is a number of lines of evidence in favour of this alternative, psychosocial 
explanation of the height and sexual orientation relationship. These are: evidence for the 
distortion of height in men and women, the presence of atypical gender roles in men and 
women with a same-sex orientation, the role that stature plays in a "masculine" ideal, and 
the finding that masculine gender role characteristics partially underlie height distortion 
in men with an other-sex orientation. These lines of evidence will be presented in further 
detail below. 
One line of evidence in favour of this explanation is, as mentioned, that, although 
self-reported height and objective height are highly positively correlated, self-reported 
height often reflects some distortion. Pirie, Jacobs, Jeffery, and Hannan (1981) found that 
1608 men reported they were slightly taller, on average, than their objective height, and 
1799 women reported they were slightly shorter, on average, than their objective height. 
Of this sample, 0.3% of women and 0.7% of men reported that they were 5 em or more 
taller than they objectively were, and 3.9% of women and 1.2% of men reported that they 
were 5 cm or more shorter than they were (pirie et aI., 1981). Furthermore, shorter men 
were more likely to distort their height compared to taller men, and taller women were 
more likely to distort their height compared to shorter women (pirie et aI., 1981). Height 
distortion was related to objective height and weight in men and women, and age in 
women, such that those who distorted more (to appear taller) were objectively taller, 
objectively lower in weight and younger (in women only; Pirie et aI., 1981). Similarly, 
Palta, Prineas, Berman, and Hannan (1982) found that men reported they were on average 
2.3 em taller (SD = 2.7 em) than their objective height. Women reported they were on 
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average 0.9 cm taller (SD = 2.4 em) than their objective height, and for both men and 
women height discrepancy increased with age and decreased with higher educational 
level (palta et aI., 1982). Nieto-Garcia, Bush, and Keyl (1990) found that a sample of 
3475 men and 3980 women reported they were taller, on average, than their objective 
height; however, the difference was larger in men than in women. Height discrepancy 
was modeled by (self-reported height - measured height)/measured height; for men, the 
mean height discrepancy was 0.94 em (0.57 cm - 0.64 cm 95% confidence interval) and 
for women, the mean height discrepancy was 0.32 cm (0.27 cm - 0.37 cm 95% 
confidence interval). Another study by Spencer, Appleby, Davey, and Key (2002) found 
that in 1870 men and 2938 women, self-reported height was higher, on average, than 
objective height (in men, self-reported height M = 177.20 cm, SD = 6.90 cm; objective 
heightM= 175.98 cm, SD = 6.90 em; in women, self-reported heightM= 163.10 em, SD 
= 6.56 cm; objective height M = 162.50 cm, SD = 6.18 cm). It is important to note that 
the correlation between self-reported and objective height was high (r > .9,p < .001). The 
difference between self-reported height and measured height was greater in men, 
especially shorter men, and was greater in older men and women (Spencer et aI., 2002). 
In summary, men and women generally report they are taller than they objectively are, 
with a stronger effect in men. Thus, it is very plausible that some distortion occurs in the 
reporting of height. Note, however, that none of these studies showing distortion of 
height differentiated between individuals with a same-sex orientation and individuals 
with an other-sex orientation. 
Further rationale concerns research on gender roles, and the degree to which men 
with an other-sex orientation versus men with a same-sex orientation, and women with a 
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same-sex orientation versus women with an other-sex orientation conform to typical 
gender role patterns. Gender roles refer to the "behaviors, attitudes, and personality traits 
that a society designates as masculine or feminine, that is, more 'appropriate' or typical 
for the male or female social role" (Bailey & Zucker, 1995, p.43). Gender roles are often 
measured in children through observing whether children prefer to affiliate with children 
of the same-sex or the other-sex, and whether they engage in rough-and-tumble play (a 
more typically masculine activity), fantasy roles, toy interests, and dress-up play (Bailey 
& Zucker, 1995). Indeed, Fagot and Patterson (1969) observed that boys play with blocks 
and transportation toys for a longer period of time than girls, while girls paint and do art 
work for a longer period of time than boys. Similarly, DiPietro (1981) observed more 
rough-and-tumble play in boys than girls. Sex differences in such behaviours begin in 
children between 2 to 4 years of age (Bailey & Zucker, 1995). Thus, there are sex 
differences in gender roles and these are present and enforced at an early age in children 
(see also Hines, 2011 for a review). 
Using this type of research paradigm, researchers have examined if gender roles 
in childhood are shifted toward a female-like direction in men with a same-sex 
orientation and a male-like direction in women with a same-sex orientation. Bailey and 
Zucker (1995) conducted a meta-analysis of 41 retrospective studies and concluded that 
male adults and female adults with a same-sex orientation recall more childhood sex-
typed behaviour that is typically feminine and masculine, respectively, compared to 
adults with an other-sex orientation, with larger effect sizes in men than women (Bailey 
& Zucker, 1995). This finding was also supported in a study using childhood home 
videos (Rieger, Linsenmeier, Gygax, & Bailey, 2008). In prospective studies, it was 
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found that "feminine" boys are more likely to have a same-sex orientation as adults 
(Bailey & Zucker, 1995). In summary, results of some research suggest that men with a 
same-sex orientation typically have a more feminine gender role in childhood compared 
to men with an other-sex orientation, and women with a same-sex orientation typically 
have a more masculine gender role in childhood compared to women with an other-sex 
orientation. 
In adults, gender roles are measured using various self-report measures, and these 
self-report measures attempt to measure different components of gender roles. It is 
important to note that gender roles are complex constructs that have severnl different 
components. As such, they can be difficult to capture in a single measure. Gender roles 
can consist of support for or adherence to cultural gender norms, and this component is 
measured via trait measures, ideology measures, and gendered behaviour measures 
(Smiler & Epstein, 2010). Gender roles also consist of the extent to which the 
internalized cultural gender norms cause stress and anxiety, and are measured via 
measures of gender role conflict and gender role stress (Smiler & Epstein, 2010). For 
example, trait measures include the Extended Personal Attributes Questionnaire (Spence, 
Helmreich, & Holahan, 1979) and the Occupational Preferences Scale (Lippa, 2000; 
2005). These components of gender roles and relevant scales used to measure these 
components were included in this thesis (see Methods) in order to capture more than one 
component of gender roles, as it is possible that one or more of these components is 
important or relevant to a potential relationship between height distortion and sexual 
orientation. Studies using some of these scales that compare the gender roles (i.e., 
masculine versus feminine) of individuals with same-sex and other-sex orientations have 
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generally found that men with a same-sex orientation have a more feminine gender role 
compared to men with an other-sex orientation and women with a same-sex orientation 
have a more masculine gender role compared to women with an other-sex orientation 
(Ellis, Ratnasingam, & Wheeler, 2012; Lippa, 2000; 2002). Thus, there is some support 
for a gender role component to sexual orientation development. Specifically, some 
studies have found that individuals with a same-sex orientation are less conforming than 
individuals with an other-sex orientation both as children and adults to traditional gender 
role patterns. As such, there may be less pressure on men and women with a same-sex 
orientation to conform to traditional masculine and feminine ideals, respectively, in 
behaviour or body type. 
Another line of evidence in favour of the psychosocial explanation underlying the 
sexual orientation and height relationship is that stature is often perceived as a 
"masculine" physical ideal more so than a "feminine" physical ideal. This is indirectly 
evident in the larger difference between self-reported height and objective height in men 
compared to women (Nieto-Garcia et aI., 1990; Palta et aI., 1982; Spencer et aI., 2002). 
Thus, men probably elevate their heights more than women do because they perceive it to 
be a particularly ideal physical characteristic. There is a variety of evidence to suggest 
that stature is associated with positive outcomes in men (e.g., income, reproductive 
success, leadership; Cameron, Oskamp, & Sparks, 1978; Herpin, 2005; Murray & 
Schmitz, 2011; Nettle, 2002; Pawlowski, Dunbar, & Lipowicz, 2000; Stulp, Pollet, 
Verhulst & Buunk, 2012). Furthermore, there is evidence that men and women with a 
more masculine personality report having a preference for a taller stature, while men and 
women with a more feminine personality report having a preference for a shorter stature 
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(Johnson, Lamont, Monacelli, & Vojick, 2004). In addition, height is seen as an 
important component of the ideal body shape of men with an other-sex orientation 
(Ridgeway & Tylka, 2005); however, height is not ranked as high in the ideal body 
features of men with a same-sex orientation (Martins, Tiggemann, & Churchett, 2008). 
Other features-that is, muscularity and weight-are ranked as more important than 
height in the ideal body features of men with a same-sex orientation (Lanzieri & 
Hildebranst, 2011; Martins et at, 2008). In women with an other-sex orientation, most 
studies tend to focus on the importance of weight (Forbes, Doroszewicz, Card, & Adams-
Curtis, 2004; Guaraldi, Orlandi, Boselli, & O'Donnell, 1999; Swami et at, 2010), which 
suggests that perhaps height is not as valued in women with an other-sex orientation as it 
is in men with an other-sex orientation. There is some evidence that feminine women 
may value a shorter stature (e.g., Johnson et at, 2004), but this effect may be influenced 
by men's preferences for shorter women as mates (e.g., Pawlowski, 2003; Pawlowski & 
Koziel, 2002; Salska, Frederick, Pawlowski, Reilly, Laird, & Rudd, 2008). Recently, it 
was demonstrated that medium height women (i.e., not too tall and not too short) tend to 
have increased long-term reproductive success than tall or short women (Buunk, Pollet, 
Klavina, Figueredo, & Dijkstra, 2009), which suggests there are positive outcomes to 
having a shorter stature in women. Indirectly, this research suggests that women with an 
other-sex orientation may prefer a shorter height. In women with a same-sex orientation, 
it has been found that a thin and fit body is valued (Beren, Hayden, Willfley, & Striegel-
Moore, 1997); yet, no studies known to date have been completed on whether women 
with a same-sex orientation (and particularly butch versus femme women with a same-
sex orientation) prefer a certain height in their conception of an ideal body. Smith, Konik 
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and Tuve (2011) investigated the personal ads of butch and femme women with a same-
sex orientation and compared preferences for partners and their offerings to those of men 
and women with an other-sex orientation. In terms of height, men and women with an 
other-sex orientation seemed to offer information regarding their height more than both 
butch and femme women with a same-sex orientation. Women with an other-sex 
orientation, followed by butch women with a same-sex orientation, then femme women 
with a same-sex orientation and last men with an other-sex orientation requested height 
information from potential mates. This indirectly suggests that height is not an important 
physical ideal for women with a same-sex orientation, although women with a same-sex 
orientation may be less likely to be interested in physical characteristics in their mates 
(e.g., Smith & Stillman, 2002). Although the evidence is less clear and straightforward, 
given that masculinity can be related to stature in an ideal body type (e.g., in men with an 
other-sex orientation), women with a same-sex orientation too, may idealize stature. In 
summary, the evidence suggests that stature is often seen as a "masculine" physical ideal, 
and that men with an other-sex orientation, in particular, seem to value it as such. 
Furthermore, the present evidence suggests that men with a same-sex orientation place 
more value on body characteristics that women with an other-sex orientation often value 
(e.g., more on weight and muscularity and less on height). There is only limited evidence 
that women with a same-sex orientation idealize height, but these women, as they are 
more masculine, on average, compared to women with an other-sex orientation, may 
place more value on body characteristics that men with an other-sex orientation value 
(such as height). 
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Finally, another (and more direct) line of evidence in favour of the psychosocial 
explanation underlying the sexual orientation and height relationship is from recent 
research showing that gender roles predict height distortion. Bogaert and McCreary 
(2011) found that men with an other-sex orientation who scored higher on indices that 
measure masculine characteristics or roles (specifically, Unmitigated Agency and 
Occupational Preferences) tended to over-report their actual height compared to men with 
an other-sex orientation who scored lower on indices measuring masculine characteristics 
or roles (Bogaert & McCreary, 2011). Similarly, Pozzebon, Visser, and Bogaert (in press) 
conducted a study examining the relationship between height distortion in men and 
women and gender roles. They found that both men and women with an other-sex 
orientation tended to distort their heights, with a larger distortion in men, and that this 
distortion was predicted by a masculine gender role characteristic in men (specifically, 
Agency; Pozzebon et aI., in press). Thus, there is direct evidence that men with an other-
sex orientation distort their heights, and that masculine gender role characteristics 
underlie this tendency. While women with an other-sex orientation distort their height, 
this was not predicted by a feminine gender role characteristic (Pozzebon et aI., in press); 
thus, the reason for distortion of height in women with an other-sex orientation is less 
clear. This echoes the inconsistencies in the studies conducted on the height differences 
between women with a same-sex orientation and women with an other-sex orientation 
(see Bogaert, 1998). 
Summary 
These lines of research (the distortion reflected in self-reported height, gender 
nonconformity in men and women with a same-sex orientation, stature as a "masculine" 
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ideal, and masculine gender roles underlying height distortion in men), and the fact that 
most existing height differences between individuals with a same-sex orientation and 
individuals with an other-sex orientations are self-reported, suggests that the height 
difference found between individuals with a same-sex orientation and individuals with an 
other-sex orientation may have a psychosocial basis. Specifically, this research suggests 
that men with a same-sex orientation and women with an other-sex orientation may be 
less inclined to exaggerate their heights relative to men with an other-sex orientation and 
women with a same-sex orientation because the latter groups have a higher need to 
conform to what might be perceived as a "masculine" physical ideal (i.e., a tall stature). 
The present research examined the relations among height and sexual orientation 
further. Specifically, its goal was to disentangle a biological explanation from a 
psychosocial explanation of the height differences that seemed to exist between 
individuals with a same-sex orientation and individuals with an other-sex orientation. It 
examined (possible) objective height differences in individuals with a same-sex 
orientation and individuals with an other-sex orientation using both self-reported height 
measures and objective height measures, along with measures of gender roles and 
socially desirable responding (Note: socially desirable responding was included in this 
thesis to statistically control for potential response bias issues that may be relevant to 
height distortion and gender roles; see Methods). This study was an important research 
endeavor for sexual orientation researchers examining the biological basis of sexual 
orientation. If sexual orientation were reliably linked to objective height, this thesis 
would add to the current literature which indicates that there is a biological basis to 
sexual orientation development (e.g., role of prenatal hormones). Alternatively, ifmen 
27 
with an other-sex orientation (and, for example, women with a same-sex orientation) 
distorted their height in order to fit into an "ideal" masculine gender role, then the extant 
height research would not add to the current literature that indicates there is a biological 
basis to sexual orientation development. Rather, it would lend support to psychosocial 
research that shows that the need to conform to gender roles exerts an impact on 
presentation of the self (e.g., Bogaert & McCreary, 2011). 
Both explanations (i.e., psychosocial and biological accounts) may be partially 
correct. In other words, differences in height related to sexual orientation may be linked 
to both objective height and height distortion. Although there is sufficient rationale to 
expect distortion to partially underlie these height differences, the existing evidence in 
favor of physical differences (e.g., 2D;4D), including physical size, related to sexual 
orientation, should not be discounted, including, as mentioned, Martin and Nguyen's 
(2004) research on long bone growth. In sum, then, multiple explanations (i.e., both 
psychosocial and biological) may explain the link between height and sexual orientation. 
Hypotheses 
I tested several hypotheses in this thesis. I hypothesized (1) that self-reported 
height would be greater than objective height, both independent of sex and within sex. 
Also, I hypothesized that there would be differences in objective height between men and 
women, and that there would be differences in height distortion between men and 
women, independent of sexual orientation. Specifically (2), I expected that men would be 
objectively taller than women. Furthermore (3), I expected that men would distort their 
height to a greater extent than women. 
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The remaining hypotheses, related to sexual orientation, were tested separately for 
men and women, not only for clarity, but because comparing men and women was not the 
primary interest for this thesis, and some gender role measures were not given to both 
men and women (see Methods section). Further, the research reviewed above suggests 
that the evidence for a height distortion difference between women with a same-sex 
orientation and women with an other-sex orientation is not as strong as the evidence for a 
height distortion difference between men with a same-sex orientation and men with an 
other-sex orientation; moreover, the rationale for forwarding a psychosocial explanation 
in women (i.e., possible distortion to conform to a masculine physical ideal in women 
with a same-sex orientation) underlying this difference is not as straightforward as it is 
for men (e.g., only indirect evidence that women with a same-sex orientation idealize a 
tall stature). 
In men (4), I hypothesized that men with an other-sex orientation would be 
objectively taller than men with a same-sex orientation, which would support the role of 
biology in sexual orientation development. I also (5) hypothesized that men with a same-
sex orientation would show less height distortion than men with an other-sex orientation. 
Last (6), in men, I hypothesized that if height distortion was predicted by sexual 
orientation, the relationship between height distortion and sexual orientation would be 
partially mediated by one or more masculine gender role measures. Specifically, I 
expected that the potential height distortion between men with a same-sex orientation and 
men with an other-sex orientation may be reduced through masculine gender role 
measure(s), such that a masculine gender role would partially predict the potential finding 
that men with an other-sex orientation report being taller than men with a same-sex 
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orientation. This prediction is based on the fmding that men with a same-sex orientation 
and men with an other-sex orientation differ in conformity to gender roles and that some 
components of gender roles predict the distortion of height in men with an other-sex 
orientation (Bogaert & McCreary, 2011). 
In women (7), I hypothesized that women with a same-sex orientation would be 
objectively taller than women with an other-sex orientation, which would support the role 
of biology in sexual orientation development..I also (8) hypothesized that women with an 
other-sex orieJltation would show less height distortion than women with a same-sex 
orientation. Last (9), in women, I hypothesized that if height distortion was predicted by 
sexual orientation, the relationship between height distortion and sexual orientation 
would be partially mediated by measures of a feminine gender role. Specifically, I 
expected that the potential height distortion between women with a same-sex orientation 
and women with an other-sex orientation may be reduced through a feminine gender role, 
such that a feminine (or less masculine) gender role would partially predict the potential 
finding that women with a same-sex orientation report being taller than women with an 
other-sex orientation. This prediction is based on the fmding that women with a same-sex 
orientation and women with an other-sex orientation differ in their conformity to gender 
roles, and that women, on average, distort their height. 
Methods 
Participants 
Between February 2011 and December 2011,839 participants were recruited to 
participate in the "Sexuality and Physical Development Study" (see Appendix 1 for 
Certificates of Ethics Clearance from the Brock University Research Ethics Board). Five 
of these participants were duplicate participants (i.e., they participated twice and were 
identified by cross checking birth dates and photos taken of the participants' faces as part 
of the larger study completed by the participants). Their responses to the scales were 
averaged where appropriate (e.g., gender role scales) and only this one set of responses 
was used for these participants, leaving a sample of 834 participants. Six hundred and 
twenty-nine (629; 75.42%) of these participants were paid for their participation. Of 
these, 21 participants were paid $5 only and completed a short version of the 
questionnaire (see the Procedure section for payment details and questionnaire content 
details). These 21 participants (2.52% of the sample) were deleted from the data set, as 
they contributed a substantial amount of missing data to the majority of scales used in 
data analysis. Thus, the final sample used for the remainder of the analyses comprised 
813 participants, of which 608 (74.78%) were paid for participating. One hundred and 
ninety-five (195; 23.99%) of these participants received course credit for participating. 
For ten (10; 1.23%) participants it was unclear what level of compensation they received 
or whether they received both because they were duplicate participants. For the remainder 
of the analyses, the compensation variable was a dichotomous variable, such that 
participants were categorized as having been paid for participating (coded 0) or not 
having been paid for participating (coded 1) and the 10 with unclear compensation 
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were not included in the analyses. Participants completed the study either on campus 
(420; 51.66%) or off campus (393; 48.34%). When the study was completed off campus, 
it was conducted in various locations and events across Canada: two Niagara Pride events 
(9; 1.11 %), Toronto Pride (106; 13.04%), Windsor Pride (14; 1.72%), Montreal Pride 
(64; 7.87%), Ottawa Pride (73; 8.98%), Calgary Pride (71; 8.73%) and the Everything To 
Do With Sex Show in Toronto (56; 6.89%). For the remainder of the analyses, the 
location variable was a dichotomous variable, such that participants were categorized as 
participating on campus (coded 0) or participating off campus (coded 1). Seven hundred 
ninety-nine (799; 98.28%) participants reported their birth dates, from which age was 
computed. The mean age of the entire sample was 25.88 years (SD = 10.26 years). 
Men comprised 47.48% (386 participants) of the sample, women comprised 
51.91% (422 participants) of the sample and 0.62% (5 participants) of the sample were 
classified as ambiguous/other sex (i.e., unable to clearly differentiate whether men or 
women and/or transgendered). Participants were given the option of completing a version 
of the questionnaire for men or a version of the questionnaire for women. Of the 389 
participants who completed the version of the questionnaire for men, 20 were at first 
classified as ambiguous/other sex; however, based on choosing to answer a question on 
the age of first ejaculation (instead of a question about the age of first menstruation), 17 
of these participants were classified as men and 3 as ambiguous/other sex. Of the 424 
participants who completed the version of the questionnaire for women, 19 were at first 
classified as ambiguous/other sex; however, based on choosing to answer a question on 
the age of first menstruation (instead of a question on the age of first ejaculation), 17 of 
these participants were classified as women and 2 as ambiguous/other sex. Thus, the 
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ambiguous/other sex participants were differentiated on the basis of biological aspects 
(ejaculation versus menstruation) of sex and the sex variable used reflects a combination 
of self-reported sex and biological sex. The sex variable was a dichotomous variable (i.e., 
men, coded 1, and women, coded 0) with the 5 participants classified as ambiguous/other 
sex not included in the analyses. 
WhitelEuropean participants comprised 73.31 % (596 participants) of the sample, 
while 22.88% (186 participants) of the sample was another ethnicity and 3.81 % (31 
participants) did not indicate their ethnicity. In terms of other ethnicities, 4.06% (33) of 
the sample were Black, 8.24% (67) were Asian, 1.48% (12) were Aboriginal, 1.60% (13) 
were Middle Eastern, 2.21 % (18) were Hispanic/Latino/South American and 5.29% (43) 
were other or mixed ethnicities. For the remainder of the analyses, the ethnicity variable 
was a dichotomous variable, such that participants were categorized as being White 
(coded 0) or not being White (coded 1) and the 31 participants with unknown ethnicity 
were not included in the analyses. With respect to highest level of education that 
participants had or were completing, 72.32% (588) had completed or were completing a 
university-based education, while 27.43% (223) had completed or were completing a 
non-university-based education. Specifically, 0.25% (2) of participants indicated they had 
completed less than grade 9,2.83% (23) had completed grades 9 to 11, 11.44% (93) had 
completed high school, 1.11 % (9) had completed trade, business or secretarial school, 
11.81 % (96) had completed or were currently attending community college, 62.36% 
(507) had completed or were currently attending university, 8.49% (69) had completed or 
were currently attending Master's or professional school (e.g., law, library science) and 
1.48% (12) had completed or were currently attending a Doctoral program (i.e., PhD or 
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MD). Two participants did not indicate the highest level of education completed. For the 
remainder of the analyses, the education variable was a dichotomous variable, such that 
participants were categorized as having a university education (coded 1) or having a non-
university education (coded 0) and the 2 participants with unknown education were not 
included in the analyses. Age and the dichotomous education, ethnicity, compensation 
and location variables were statistically controlled for in the analyses because some of 
these variables were related to objective height and height distortion (e.g., Pirie et at, 
1981; Palta et at, 1982; Nieto-Garcia et aI., 1990; Spencer et at, 2002; as outlined in the 
Introduction) and because of concerns that the effects could be potentially explained by 
use of different methods in the various locations in which the study was conducted (see 
Procedure section). 
Measures 
Sexual orientation. Sexual orientation was assessed by asking participants about 
to which sex they are sexually attracted and by asking participants about the sex with 
which they engage in sexual behaviour using the 7-point scale seen in Bogaert (2006a). 
Specifically, to measure sexual behaviour, participants indicated: "In terms of sexual 
behaviours (i.e., actual experiences) I have had, I am: (1) Exclusively homosexual (gay or 
lesbian); (4) Equally heterosexual and homosexual (bisexual); or (7) Exclusively 
heterosexual (straight)" (Bogaert, 2006a, p. 10773). To measure sexual attraction, 
participants indicated: "In terms of my sexual thoughts and feelings, I am" to the same 
7-point scale as above (Bogaert, 2006a, p. 10773). Answers to these two questions were 
averaged to obtain a measure of sexual orientation (e.g., Sell, 1997; Bogaert, 2006a). For 
seven participants, one of the values (either for sexual attraction or sexual behaviour) was 
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not completed. Instead of computing an average for these seven participants, the value for 
either sexual attraction or sexual behaviour (whichever was available) was used in lieu of 
an average. 
Participants with a sexual orientation score of six or greater were categorized as 
predominantly Other-Sex Oriented (Note: capitals were used to identify the category 
labels used for participants in this thesis; e.g., "Other-Sex Oriented" instead of "other-sex 
oriented"). Participants with a sexual orientation score of 5.99 or less were categorized as 
Same-SexIBoth-Sex Oriented.} This categorization system is common in the sexual 
orientation literature (e.g., Bogaert & Blanchard, 1996; Bogaert & Friesen, 2002; LeVay, 
2010). This categorization system also helps to circumvent the problem of non-normality, 
as sexual attraction, sexual behaviour and sexual orientation were not normally 
distributed variables (see Results). With this categorization system in place, there were 
416 predominantly Other-Sex Oriented (coded 1) participants and 397 Same-SexIBoth-
Sex Oriented (coded 0) participants. 
1 Note: any participants with an average sexual orientation score between 6 and 6.9 could 
reflect some same-sex orientation; however, these individuals were grouped as part of the 
predominantly Other-Sex Oriented participants because the majority identified as 
heterosexual/straight (i.e., 142 out of 146 who obtained an average between 6 and 6.9 
identified as heterosexual/straight; 97.26%). In addition, 78.77% (115) of these 
individuals did not have a same-sex partner in their lifetime and 89.04% (130) of these 
individuals did not have a same-sex partner within the past year. Thus, while the 
participants with an average sexual orientation score between 6 and 6.9 may reflect some 
same-sex orientation, it appears to be minimal. Further, the analyses were conducted with 
deletion of those participants with average sexual orientation scores between 6 and 6.9 
who identified as non-heterosexual/straight and who have had a same-sex partner in their 
lifetime or in the past year and this did not change the results of the main analyses. 
Appendix 5 also contains analyses in which exclusively Other-Sex Oriented individuals 
are those with scores of 7 only, compared to Same-SexIBoth-Sex Oriented individuals 
with scores between 1 and 6.9. In addition, exclusively Other-Sex Oriented individuals 
with scores of 7 were compared to exclusively Same-Sex Oriented individuals with 
scores of 1. 
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Some researchers argue that women's sexual orientation and sexuality, generally, 
is more fluid, flexible and continuous than men's sexual orientation (i.e., less evidence of 
bimodality in women; e.g., Baumeister, 2000; Chasin, 2011; Diamond, 2008; 2012; 
Mock & Eibach, 2012); however, women were categorized in the same manner as men in 
this thesis. This was done to not complicate the interpretation of any effects (e.g., in the 
case of a potential sex-dependent effect, the effect could be explained as not occurring or 
occurring in a certain sex because this sex was operationalized in a different manner 
compared to the other sex). Further, the existing literature on the relationship between 
height and sexual orientation did not operationalize sexual orientation in a different way 
for women. Thus, to make comparisons with those studies conducted previously, men 
and women were categorized in the same manner. However, being sensitive to the 
literature suggesting that women's sexuality and sexual orientation likely differs from 
men's sexuality and sexual orientation, the main analyses were conducted with different 
operationalizations/modeling of sexual orientation. See Appendix 5 for analyses with the 
continuous sexual orientation variable, the sexual orientation variable categorized into 
three categories (i.e., Same-Sex Oriented, Both-Sex Oriented, predominantly Other-Sex 
Oriented), and finally, the sexual attraction variable and the sexual behaviour variable 
separately. 
Self-Reported Height, Objective Height, and Height Distortion. Seven 
hundred and seventy-nine (779; 95.82%) participants provided their self-reported height 
in feet and inches or centimetres. Self-reported height was converted into centimeres, and 
if both feet and inches and centimetres were used, an average was computed. Eight 
hundred participants (800; 98.40%) were measured for objective height using a 
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stadiometer by one female experimenter blind to the hypotheses of this thesis project. 
Participants were not told the results of their measurements unless they asked and any 
participants who asked were recorded. However, it is extremely unlikely that any of them 
used this to alter their self-reported height, as objective height information was given 
after the study was completed. Objective height was recorded in centimetres. To model 
height distortion, a height distortion variable was computed such that objective height 
was subtracted from self-reported height (i.e., height distortion = self-reported height-
objective heig1tt), as in Bogaert and McCreary (2011). See Appendix 6 and the Results 
section for modeling of height distortion in a different manner. 
Gender Roles. The following seven scales (see Appendix 2 for copies of most of 
the scales) that assess different components of gender roles (i.e., masculine versus 
feminine) were administered to participants. These scales were recommended by Smiler 
and Epstein (2010) because they have been validated and used extensively in the field. 
1. The Agency (focus on self; 8 items), Unmitigated Agency (focus on self so 
that others are excluded; 8 items) and Communion (focus on others; 8 items) subscales 
from the Extended Personal Attributes Questionnaire (EPAQ; Spence, Helmreich, & 
Holahan, 1979). Agency (e.g., arrogant, egotistical, hostile) and Unmitigated Agency 
(e.g., independent, active, competitive) have been shown to reflect typical 
agentic/masculine psychological/personality characteristics, and thus were chosen as the 
trait measure of gender (Smiler & Epstein, 2010). Communion (e.g., emotional, gentle, 
helpful to others) has been shown to reflect trPical communal/feminine psychological 
characteristics (Ghaed & Gallo, 2006), and similar to Agency and Unmitigated Agency, 
was chosen as a trait measure of gender (Smiler & Epstein, 2010). Unmitigated Agency 
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has been shown to predict distortion of height in men with an other-sex orientation 
(Bogaert & McCreary, 2011), and Agency has been shown to predict distortion of height 
in men with an other-sex orientation (Pozzebon et aI., in press). This scale was 
administered to both men and women and participants indicated on a 5-point scale from 
A to E how much the personality characteristics described themselves (e.g., ''Not at all 
Dominant" to "Very Dominant"; Pozzebon et aI., in press). Responses were recoded from 
A to E into 1 to 5, the necessary characteristics were reverse coded (as in Spence et aI., 
1975; Spence et aI., 1979), and an average was computed for each subscale, such that a 
higher score on the Agency and Unmitigated Agency subscales reflected higher 
agentic/masculine personality characteristics and a higher score on the Communion 
subscale reflected higher communaVfeminine personality characteristics. The average for 
each subscale was computed for those individuals who responded to at least 4 items. 
2. The Occupational Preferences Scale (Lippa, 2005). Eight hundred and seven 
(807) men and women were given a list of 40 occupations that men and women have 
been shown to significantly differ in their preference (Lippa, 2005; 2006), as have men 
with a same-sex orientation versus men with an other-sex orientation, and women with a 
same-sex orientation versus women with an other-sex orientation (see Lippa, 2000; 
2002). Occupational preference has been shown to predict distortion of height in men 
with an other-sex orientation (Bogaert & McCreary, 2011). Participants indicated their 
preference for each occupation on a 5-point scale, from "strongly disagree" to "strongly 
agree." These were recoded to a 1 to 5 scale, where 1 represents "strongly disagree" and 
5 represents "strongly agree." Based on Lippa (2002), the top 10 occupations for men 
(e.g., electrical engineer, jet pilot) and women (e.g., interior decorator, nurse) were used 
to compute an average (i.e., 20 items total), after reverse scoring women's occupations, 
such that a higher score reflected more masculine occupation choices. The average was 
computed for those individuals who responded to at least 4 items. 
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3. The Recalled Childhood Gender Identity/Gender Role Questionnaire 
(Zucker, Mitchell, Bradley, Tluzchuk, Cantor, & Allin, 2006). This 23-item 
questionnaire was developed on the basis that adult men and women recall certain 
gender-typed behavior during childhood (e.g., "experimented with cosmetics (make-up) 
andjewelry") and consists of two factors. Factor 1 (19 items) is related to gender 
identity/gender role and factor 2 (4 items) is related to relations with mother/father. To 
save space in the questionnaire and due to interest in only the gender identity/gender role 
factor, only questions pertaining to factor 1 were included in the questionnaire. This scale 
discriminates between men with a same-sex orientation and men with an other-sex 
orientation, and between women with a same-sex orientation and women with an other-
sex orientation (Zucker et aI., 2006), and was chosen to reflect a behavioural measure of 
gender (Smiler & Epstein, 2010). Participants answered whether they recalled certain 
behaviors during their childhood (0 to 12 years of age) on either a 6-point, 5-point or 4-
point scale (Zucker et aI., 2006). When a 6-point scale was used, the sixth option was 
always a version of "not applicable to me." There were separate versions for men and 
women, which had differences in the wording of the questions (e.g., "sissy" in the male 
version and "tomboy" in the female version; see Appendix 2), but generally the structure 
and types of questions were similar. The version of this scale that women completed was 
included in the version of the questionnaire that women completed, while the version of 
this scale that men completed was included in the version of the questionnaire completed 
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by men. Four hundred and twenty-four (424) women completed the version of the scale 
intended for women and 386 men completed the version of the scale intended for men. 
Thus, separate scores for men and women were computed by following the scoring 
procedure in Zucker et al. (2006) to compute an average score for each participant, such 
that a higher score reflected less typical childhood gendered behaviour. 
4. The Adolescent Femininity Ideology Scale (Tolman & Porche, 2000). This 
20-item scale was only administered to women and completed by four hundred twenty-
three (423) women. This scale was the female gender ideology measure used in this study 
(Smiler & Epstein, 2010) and contained two subscales, Inauthentic Self in Relationships 
(10 items; e.g., "1 would tell a friend she looks nice, even if! think she shouldn't go out 
of the house dressed like that") and Objectified Relationship with Body (10 items; e.g., "1 
think that a girl has to be thin to feel beautiful"), which measure two aspects of feminine 
ideology reflecting awareness ofa culture's pressure to conform to feminine ideals. 
Participants indicated on a 5-point scale the degree to which they agreed with each 
statement, where 1 was associated with "strongly disagree" and 5 was associated with 
"strongly agree." The appropriate items were reverse coded as in Tolman and Porche 
(2000), and items comprising each subscale were averaged for each participant. The 
average for each subscale was computed for those individuals who responded to at least 5 
items. Also, an overall average was computed for each participant who responded to at 
least 10 items, such that higher scores reflect an awareness of what Tolman and Porche 
(2000) indicated was "hegemonic feminist ideology" (p. 366). 
5. The Feminine Gender Role Stress Scale (Gillespie & Eisler, 1992). This 39-
item scale was only administered to women and was the female gender role stress 
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measure (Smiler & Epstein, 2010) used in this study. It contained five subscales, which 
correspond to five situations that would require women to act not in accordance with a 
traditional feminine gender role, and thus would cause stress and anxiety. The five 
subscales are Fear of Unemotional Relationships (10 items; e.g., "Being taken for granted 
in a sexual relationship"), Fear of Physical Unattractiveness (8 items; e.g., "Being 
perceived by others as overweight"), Fear of Victimization (6 items; "Hearing a strange 
noise while you are home alone"), Fear of Behaving Assertively (7 items; "Bargaining 
with a salesperson when buying a car"), and Fear of Not Being Nurturant (8 items; "Your 
mate is unemployed and cannot find ajob"). Participants indicated on a 6-point scale the 
degree to which they found each situation stressful, where 0 was associated with "not at 
all stressful" and 5 was associated with "extremely stressful." Items comprising each 
subscale were averaged for each participant and an overall average was computed for 
each participant, such that higher scores reflected a tendency to find non-traditional 
feminine gender role situations stressful. The average for the overall score was computed 
for those individuals who responded to at least 20 items. The average for the Fear of 
Physical Unattractiveness, Fear of Behaving Assertively and Fear of Not Being Nurturant 
subscales was computed for those individuals who responded to at least 4 items. The 
average for the Fear of Unemotional Relationships subscale was computed for those 
individuals who responded to at least 5 items and the average for the Fear of 
Victimization subscale was computed for those participants who responded to at least 3 
items. 
6. The Conformity to Masculine Norms Inventory (Mahalik, Locke, Ludlow, 
Diemer, Scott, Gottfried, & Freitas, 2003). This 22-item scale was only administered to 
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men and was the masculine ideology measure (Smiler & Epstein, 2010) used in this 
study, which measures the extent to which participants adhere to masculine norms. It is 
the shorter version of the 94-item Conformity to Masculine Norms Inventory, which 
contains items pertaining to eleven areas of masculinity: Winning, Emotional Control, 
Risk-taking, Violence, Power over Women, Dominance, Playboy, Self-reliance, Primacy 
of Work, Disdain for Homosexuals and Pursuit of Status. The 22-item version contains 
the top two loading items of each of these areas (e.g., "1 should be in charge," "1 never 
ask for help"). Participants indicated on a 4-point scale the degree to which they agreed 
with each statement, from "strongly disagree" to "strongly agree." Items were recoded 
into 0 to 3, such that 0 corresponded to "strongly disagree" and 3 corresponded to 
"strongly agree," the appropriate items were reverse scored, and an average was 
computed for each participant for those who responded to at least 4 items. Higher scores 
reflected greater adherence to traditional masculine norms. 
7. The Gender Role Conflict Scale (O'Neil, Helms, Gable, David, & 
Wrightsman, 1986). This 37-item scale was only administered to men and was the male 
gender role stress measure (Smiler & Epstein, 2010) used in this study. It contained four 
subscales, which correspond to four areas that cause conflict in an individual with a 
traditional masculine gender role. The four subscales are Success, Power, Competition 
(13 items; e.g., "Moving up the career ladder is important to me"), Restrictive 
Emotionality (10 items; e.g., "1 have difficulty telling others 1 care about them"), 
Restrictive Affectionate Behaviour Between Men (8 items; "Affection with other men 
makes me tense") and Conflicts Between Work and Family Relations (6 items; "My 
career, job or school affects the quality of my leisure or family life"). Three-hundred 
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eighty-four (384) participants indicated on a 6-point scale the degree to which they 
agreed with each statement, where 1 was associated with "strongly disagree" and 6 was 
associated with "strongly agree." Items comprising each subscale were averaged for each 
participant and an overall average was computed for each participant, such that higher 
scores reflected a tendency to believe that the restrictive gender roles found in the items 
cause conflict. The average for the overall score was computed for those individuals who 
responded to at least 10 items. The average for the Success, Power, Competition subscale 
was computed for those participants who responded to at least 7 items. The average for 
the Restrictive Emotionality sub scale was computed for those participants who responded 
to at least 5 items, at least 4 items for the Restrictive Affectionate Behaviour Between 
Men subscale and at least 3 items for the Conflicts Between Work and Family Relations 
subscale. 
Socially Desirable Responding. It is possible that some of the above-mentioned 
gender role scales (e.g., the EPAQ) may relate to socially desirable responding (paulhus 
& Trapnell, 2008). Specifically, an agentic image and a communal image may be related 
to impression management, or socially desirable responding generally (Paulhus & 
Trapnell, 2008). Thus, a social desirability scale was administered to all participants (i.e., 
both men and women) to examine if any effects of gender-related characteristics are 
present over a "general" tendency for social desirability. The social desirability scale that 
was used was the 40-item Balanced Inventory of Desirable Responding-Version 6 
(BIDR-6; Paulhus, 1984; 1991). This scale taps into two components of socially desirable 
responding: Self-Deceptive Enhancement (20-items; e.g., "I always know why I like 
things," "I am fully in control of my own fate") and Impression Management (20-items; 
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e.g., "1 never swear," "1 always declare everything at customs"). Eight hundred and six 
(806) participants indicated on a 7-point scale the degree to which they found each 
statement true, where 1 was associated with "not true" and 7 was associated with ''very 
true." Appropriate items were reverse-scored, then items comprising each subscale were 
averaged for each participant and an overall average was computed for each participant, 
such that higher scores reflected a tendency to respond in a socially desirable way. All 
averages were computed for those individuals. who responded to at least 10 items. 
Procedure 
On Campus. Participants completed the "Sexuality and Physical Development 
Study" individually or in groups of up to 7 participants either in a testing room that 
consisted of individual booths (to ensure privacy) or in a separate room. At the beginning 
of the study, participants provided consent by signing a consent form, which included 
statements on the voluntary nature of their participation and ability to withdraw at any 
time. Participants were told that the purpose of the study was to examine, primarily, the 
relationship between various physical characteristics, sexuality and sexual orientation. 
After obtaining consent, participants were administered the version of the questionnaire 
that they self-selected based on their sex/gender, which took approximately 40 minutes to 
complete and contained questions pertaining to this thesis: demographic information, 
sexual orientation, the gender role scales outlined in the previous section and the socially 
desirable responding scale outlined in the previous section. In addition, these questions 
and scales were interspersed among other questions and scales not relevant to this thesis, 
but relevant to Professor Anthony Bogaert's SSHRC grant. By including various 
measures, participants were unlikely to surmise the hypotheses of this thesis project. 
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After at least five minutes had gone by (to ensure that the self-reported height question, 
which was on page 1, was completed), the participants were measured individually in a 
separate room by one female experimenter who was blind to the hypotheses of the thesis, 
and myself. The "blind" experimenter measured the height of all participants. As with the 
questionnaire, the measurements included the objective height measure and other 
physical measurements relevant to Professor Anthony Bogaert's SSHRC grant, which, 
again, decreased the chance that participants could guess the hypotheses of the study. The 
measurements took approximately five minutes and participants could finish the 
remainder of the questionnaire if they had not done so after the measurements were 
completed. The questionnaire and measurements were matched up via a code number the 
participant received. Once the questionnaire and measurements were completed, the 
participant was thanked, debriefed and received either 1 hour course credit or $20 
compensation. 
Off Campus. Participants who participated off campus generally received the 
same procedure as those who participated on campus. Off-campus participation consisted 
of our research team setting up the study at a booth during the various off-campus events 
we attended. Due to the volume of interested participants, those who consented to 
participate were given a questionnaire and completed it wherever they chose. After the 
questionnaire was completed and handed in, participants were measured (again, by the 
same experimenter who completed the on campus measurements, and myself), thanked, 
debriefed and given compensation. The majority of off-campus participation occurred at 
LGBT Pride events and the majority of the participants at these events were Same-Sex 
Oriented or Both-Sex Oriented (284 Same-SexIBoth-Sex Oriented participants versus 53 
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predominantly Other-Sex Oriented participants at Pride events). The Everything To Do 
With Sex Show in Toronto was chosen as a comparable event in which the focus was not 
on LGBT individuals; although, some Same-SexIBoth-Sex Oriented individuals 
participated at this event (26 Same-SexIBoth-Sex Oriented participants versus 30 
predominantly Other-Sex Oriented participants at the sex show). 
Due to concerns that one hour would be too long for some participants, there were 
two options available for completing the questionnaire. Participants could spend one hour 
and complete the full questionnaire and receive $20 compensation. Alternatively, 
participants could complete a short 5-minute questionnaire on site and take the full 
questionnaire to complete at home and mail back. This short questionnaire consisted of 
the demographic information questions, the sexual orientation questions and a 
butch/femme scale. For completing this shorter option, participants received $5 on site 
and a $15 cheque once the full questionnaire was received. Fifty-eight (58) participants 
opted for this shorter option. Of these, 37 participants mailed back the full questionnaire 
and 21 participants did not mail back the full questionnaire. The procedure for the short 
questionnaire was the same as for the rest of the participants who participated off campus. 
As indicated previously, the 21 participants who did not mail back the full questionnaire 
were not included in any data analyses. 
Results 
Preliminary Analyses 
Means, standard deviations, medians, modes and ranges of all continuous 
variables are presented in Table 1, including values for the age variable in men only and 
the age variable in women only. An independent t-test with equal variances not assumed 
indicated that men were significantly older than women, t(677) = -6.27,p < .001. Table 2 
contains z-values for skewness and kurtosis, Cronbach's alpha and results of the 
Kolmogorov-Smirnov test of normality for all continuous variables. Most scales had 
acceptable Cronbach's alpha (e.g., greater than .70; see Table 2). Some scales, such as the 
Agency subscale, had a low Cronbach's alpha (e.g., lower than .69). The information in 
Tables 1 and 2, along with other relevant information (e.g., Q-Q plots, scatterplots), was 
used to examine these variables for evidence of deviations from normality. Generally, 
there were not many severe deviations from normality. Sexual orientation (i.e., the 
average of the sexual attraction and sexual behaviour score for each participant) was 
dichotomized to circumvent the problems with the severe deviations from normality 
presented in this variable (see Methods for more information on the dichotomization of 
this variable). For the remainder of the variables, if there were deviations from normality 
(e.g., z-tests for skewness andlor kurtosis were greater than or equal to ±1.96), 
transformations of these variables were performed, which generally improved the 
normality of their distributions. Due to interpretation issues with the use of transformed 
variables and due to the large sample size in this study, the non-transformed variables 
were used in the analyses. With respect to the large sample size (>30 for any variables 
used in this thesis), the sampling distribution of the mean and the sampling distribution 
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Table 1 
DescripJive Statistics for Non-Transformed Continuous Variables 
Variable N M(SD2 Median Mode Range 
Age (years) 799 25.88(10.26) 21 18 16-70 
Age (years) - women 413 23.68(8.22) 21 18 17-65 
Age (years) - men 381 28.21(11.66) 23 21 16-70 
Sexual Attraction 808 4.65(2.38) 6 7 1-7 
Sexual Behaviour 811 4.83(2.41) 6 7 1-7 
Sexual Orientation 813 4.73(2.36) 6 7 1-7 
Self-Reported Height (cm) 779 171.72(9.88) 170.20 167.60 147.30-198.10 
Objective Height (em) 800 169.99(9.39) 169.40 168.50 145.50-198.70 
Height distortion (cm) 766 1.54(2.43) 1.60 0 -14.40-12.60 
Agency 805 2.67(0.56) 2.63 2.88 1-5 
Unmitigated Agency 805 3.39(0.59) 3.50 3.50 1-5 
Communion 804 4.07(0.57) 4.13 4.13 1-5 
Occupational Preferences 807 2.84(0.63) 2.80 2.75 1-5 
RCGIGR - women 424 3.33(0.60) 3.41 4 1-5 or 1-4 
RCGIGR-men 386 4.02(0.53) 4.12 4 1-5 or 1-4 
AFIS - Inauthentic Self in 423 3.25(0.76) 3.20 3.30 1-5 
Relationships 
AFIS - Objectified 423 2.87(0.91) 2.80 2.30 1-5 
Relationship with Body 
AFIS - Overall 423 3.06(0.69) 3.03 2.95 1-5 
FGRS - Fear of 421 3.44(0.85) 3.60 3.50 0-5 
Unemotional 
Relationships 
FGRS - Fear of Physical 421 3.06(1.07) 3.25 3.50 0-5 
Unattractiveness 
FGRS - Fear of 421 3.38(1.02) 3.50 4.17 0-5 
Victimization 
FGRS - Fear of Behaving 422 3.15(0.92) 3.38 3.43 0-5 
Assertively 
FGRS - Fear of Not Being 417 3.95(0.78) 4.13 4.13 0-5 
Nurturant 
FGRS - Overall 421 3.40(0.66) 3.51 3.62 0-5 
CMNI 382 1.33(0.32) 1.33 1.45 0-3 
GRCS - Restrictive 384 2.82(1.05) 2.75 2.25 1-6 
Affectionate Behaviour 
Between Men 
GRCS - Conflicts Between 384 3.55(1.12) 3.50 3.67 1-6 
Work and Family 
Relations 
Note. Recalled Childhood Gender Identity/Gender Role - RCGIGR; AFIS - Adolescent 
Femjnjnity Ideology Scale; FGRS - Feminine Gender Role Stress Scale; CMNI -
Conformity to Masculine Norms Inventory; GRCS - Gender Role Conflict Scale; BIDR-
Balanced Inventory of Desirable Responding. 
Table I Continued 
Descriptive Statistics for N on-Transformed Continuous Variables 
Variable N M(SD) Median 
GRCS - Success, Power, 384 3.66(0.93) 3.69 
Competition 
GRCS - Restrictive Emotionality 
GRCS - Overall 
BIDR - Self-Deceptive 
Enhancement 
384 
384 
806 
3.14(1.09) 
3.32(0.73) 
4.17(0.60) 
3.10 
3.29 
4.15 
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Mode Range 
3.54 1-6 
3.10 1-6 
2.70 1-6 
4.25 1-7 
BIDR-ImpressionManagement 806 3.61(0.79) 3.60 3.80 1-7 
BIDR - Overall 806 3.89(0.56) 3.88 4.20 1-7 
Note. Recalled Childhood Gender Identity/Gender Role - RCGIGR; AFIS - Adolescent 
Femjnjnity Ideology Scale; FGRS - Feminine Gender Role Stress Scale; CMNI -
Conformity to Masculine Norms Inventory; GRCS - Gender Role Conflict Scale; BIDR-
Balanced Inventory of Desirable Responding. 
Table 2 
Skewness and Kurtosis z-values, Cronbach's alpha and Kolmogorov-Smimov Zfor Non-
Transformed Continuous Variables 
Variable Zskewness Zkurlosis Cronbach's Kolmogorov-
alpha SmimovZ 
Age (years) 20.92* 14.43* 6.37** 
Age (years) - women 20.34* 26.03* 4.97** 
Age (years) - men 10.78* 2.93* 4.31 ** 
Sexual Attraction -5.22* -8.47* 6.46** 
Sexual Behaviour -6.43* -8.16* 7.28** 
Sexual Orientation -5.73* -8.48* 6.26** 
Self-Reported Height (em) 0.93 -4.01 * 2.02** 
Objective Height (cm) 1.78 -2.62* 1.01 
Height distortion (cm) -4.40* 23.90* 1.59* 
Agency -1.67 -0.03 .63 2.20** 
Unmitigated Agency -2.17* -1.12 .68 1.69* 
Communion -10.34* 6.38* .77 2.85** 
Occupational Preferences 1.45 -2.65* .82 1.17 
RCGIGR - women -5.48* -0.11 .87 1.56* 
RCGIGR-men -8.47* 4.03* .86 1.83** 
AFIS - Inauthentic Self in 0.98 -0.67 .67 0.95 
Relationships 
AFIS - Objectified Relationship 1.76 -2.13* .80 1.04 
with Body 
Note. Recalled Childhood Gender Identity/Gender Role - RCGIGR; AFIS - Adolescent 
Femjnjnjty Ideology Scale; FGRS - Feminine Gender Role Stress Scale; CMNI -
Conformity to Masculine Norms Inventory; GRCS - Gender Role Conflict Scale; BIDR-
Balanced Inventory of Desirable Responding. 
* p < .05. ** p < .01. 
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Table 2 Continued 
Skewness and Kurtosis z-valuesJ Cronbach Js alpha and Kolmogorov-Smimov Zfor Non-
TransflJrmed Continuous Variables 
Variable Zskewness Zkurtosis CronbachJs Kolmogorov-
all!..ha SmimovZ 
AFIS - Overall 2.25* 0.18 .80 0.83 
FGRS - Fear of Unemotional -6.12* 1.64 .77 1.94** 
Relationships 
FGRS - Fear of Physical -5.04* -1.19 .84 2.26** 
Unattractiveness 
FGRS - Fear of Victimization -6.07* 1.46 .79 1.72* 
FGRS - Fear of Behaving Assertively -6.95* 2.01 * .81 2.40** 
FGRS - Fear of Not Being Nurturant -11.87* 9.27* .79 3.31** 
FGRS - Overall -7.75* 4.15* .90 1.81 * 
CMNI -1.11 0.60 .71 0.87 
GRCS - Success, Power, Competition -0.48 -2.35* .85 0.97 
GRCS - Restrictive Emotionality 1.80 -2.69* .87 1.12 
GRCS - Restrictive Affectionate 3.06* -1.76 .79 1.26 
Behaviour Between Men 
GRCS - Conflicts Between 0.64 -2.43* .78 1.07 
Work and Family Relations 
GRCS - Overall 0.43 -2.15* .90 0.82 
BIDR - Self-Deceptive Enhancement 2.47* 4.28* .65 1.45* 
BIDR - Impression Management 0.95 0.34 .88 0.63 
BIDR - Overall 2.84* 3.88* .77 0.82 
Note. Recalled Childhood Gender Identity/Gender Role - RCGIGR; AFIS - Adolescent 
Femjninjty Ideology Scale; FGRS - Feminine Gender Role Stress Scale; CMNI -
Conformity to Masculine Norms Inventory; GRCS - Gender Role Conflict Scale; BIDR-
Balanced Inventory of Desirable Responding. 
* p < .05. ** p < .01. 
of the correlation would be approximately normal for each variable, so assumptions for 
using inferential statistics to examine correlations between the variables and to examine 
mean differences were not violated. Appendix 3 contains descriptive statistics for the 
transformed variables and main analyses with transformed variables. Main analyses did 
not differ in the overall findings between those with non-transformed variables and those 
with transformed variables. 
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Outliers 
To check for univariate outliers on each of the variables, any cases with z-scores 
greater than or equal to ± 3 on each variable were considered possible outliers. 
Tabachnick and Fidell (2007) indicate that for large sample sizes, z-scores greater than 
±3.29 (p < .001) can be expected. Ninety-five potential outliers were identified. Based on 
examining these participants on an individual basis and examining the frequency 
distributions of the variables (both on an ungrouped and grouped basis), none of these 
participants' s£ores were removed for any variables, as there was no clear justification for 
doing so (e.g., all valid scores for these measures). Further, for some of the variables 
(e.g., Feminine Gender Role Stress Scale), after transformation of these variables, any 
potential outliers were no longer potential outliers (again, see Appendix 3 for main 
analyses with transformed variables). About half of the potential outliers had z-scores 
between ± 3 and ± 3.29 and there were very few z-scores over ± 4. 
Missing Data 
Table 3 indicates the percentage of missing data for the variables used in this 
thesis. Any variables with more than 3% of the data missing were subject to missing 
values analysis. Specifically, missing values analysis was conducted for the ethnicity, 
self-reported height and height distortion variables to determine whether the data were 
missing randomly. A missingness variable was computed for the self-reported height, 
ethnicity and height distortion variables, such that all cases with the data present were 
coded 0 and all cases with data missing were coded 1. 
Correlation analysis between the missingness variables for ethnicity, self-reported 
height, and height distortion indicate that the data were not missing randomly. The 
Table 3 
Missing Data 
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Variable Frequency Missing Percent Missing (%) 
Compensation 
Location 
Age (years) 
Age (years) - women 
Age (years) - men 
Sex 
Ethnicity 
Education 
Sexual Attraction 
Sexual Behaviour 
Sexual Orientation 
Self-Reported Height (cm) 
Objective Height (cm) 
Height distortion (cm) 
Agency 
Unmitigated Agency 
Communion 
Occupational Preferences 
RCGIGR - women 
RCGIGR-men 
AFIS - Overall and both subscales 
FGRS - Fear of Unemotional Relationships 
FGRS - Fear of Physical Unattractiveness 
FGRS - Fear of Victimization 
FGRS - Fear of Behaving Assertively 
FGRS - Fear of Not Being Nurturant 
FGRS - Overall 
CMNI 
GRCS - Success, Power, Competition 
GRCS - Restrictive Emotionality 
GRCS - Restrictive Affectionate Behaviour 
Between Men 
10 
o 
14 
9 
5 
5 
31 
2 
5 
2 
o 
34 
13 
47 
8 
8 
9 
6 
o 
o 
o 
1 
1 
1 
o 
5 
1 
4 
2 
2 
2 
1.23 
o 
1.72 
2.13 
1.30 
0.62 
3.81 
0.25 
0.62 
0.25 
o 
4.18 
1.60 
5.78 
0.98 
0.98 
1.11 
0.74 
o 
o 
o 
0.24 
0.24 
0.24 
o 
1.18 
0.24 
1.04 
0.52 
0.52 
0.52 
GRCS - Conflicts Between Work and 2 0.52 
Family Relations 
GRCS - Overall 2 0.52 
BIDR - Self-Deceptive Enhancement 7 0.86 
BIDR - Impression Management 7 0.86 
BIDR - Overall 7 0.86 
Note. Recalled Childhood Gender Identity/Gender Role - RCGIGR; AFIS - Adolescent 
Femjninjty Ideology Scale; FGRS - Feminine Gender Role Stress Scale; CMNI -
Conformity to Masculine Norms Inventory; GRCS - Gender Role Conflict Scale; BIDR -
Balanced Inventory of Desirable Responding. 
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ethnicity missingness variable was related to age (r = .09,p = .013), education 
(r = -.OS,p = .017) and the Success Power and Competition subscale of the Gender Role 
Conflict Scale (r = -.lD, p = .04S). Missing data on the ethnicity variable was associated 
with an older age, a university education and a lower score on the Success Power 
Competition subscale (i.e., a lower tendency to believe that the restrictive gender roles 
found in the items cause conflict). The self-reported height missingness variable was 
related to objective height (r = -.OS, P = .024), education (r = -.09, p = .009), Unmitigated 
Agency (r = -.09,p = .011), the Fear of Unemotional Relationships subscale of the 
Feminine Gender Role Stress Scale (r = -.10,p = .043), the Restrictive Affectionate 
Behaviour Between Men sub scale of the Gender Role Conflict Scale (r = -.13,p = .0lD), 
and men's scores on the Recalled Childhood Gender Identity/Gender Role scale (r = -.13, 
p = .012). Missing data on the self-reported height variable was associated with a shorter 
objective height, a university education and lower scores on Unmitigated Agency 
(i.e., lower in an agentic/masculine personality), the Fear of Unemotional Relationships 
subscale (i.e., lower in the tendency to find non-traditional feminine gender role 
situations stressful), the Restrictive Affectionate Behaviour Between Men subscale 
(i.e., lower in the tendency to believe that the restrictive gender roles found in items cause 
conflict) and men's scores on the Recalled Childhood Gender Identity/Gender Role scale 
(i.e., more typical childhood gendered behaviour). The height distortion missingness 
variable was related to education (r = -.072, p = .041), location (r = .10, p = .005), 
objective height (r = -.OS,p = .024), sexual orientation (r = -.07,p = .034), the overall 
Gender Role Conflict Scale score (r = -.ll,p = .025), the Restrictive Affectionate 
Behaviour Between Men subscale of the Gender Role Conflict Scale (r = -.16,p = .001), 
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and men's scores on the Recalled Childhood Gender Identity/Gender Role scale (r = -.14, 
p = .006). Missing data on the height distortion variable was associated with a university 
education, with participation off campus, with a shorter objective height, being Same-
SexIBoth-Sex Oriented, and lower scores on the Gender Role Conflict scale (i.e., lower in 
the tendency to believe that the restrictive gender roles found in items cause conflict) and 
men's scores on the Recalled Childhood Gender Identity/Gender Role scale (i.e., more 
typical childhood gendered behaviour). Given that the missingness variables were not 
related to sex or sexual orientation (except for a small correlation with the height 
distortion missingness variable), and listwise deletion was used in the main analyses, the 
missingness variables were not included as potentially confounding variables in the main 
analyses. 
Correlations 
A correlation analysis was conducted among the gender role scales to examine 
whether the gender role scales were related, as in Bogaert and McCreary (2011). Any 
correlations between continuous variables were Pearson r correlations and any 
correlations that involved a categorical variable and a continuous variable were point 
biserial correlations. Correlations between two categorical variables used the Phi 
coefficient. Correlations were conducted between variables that were statistically 
controlled for (age, education, ethnicity, location, compensation and the Balanced 
Inventory of Desirable Responding and its subscales), self-reported height, objective 
height and height distortion. Also, correlations were conducted between self-reported 
height, objective height, height distortion and the gender role scales. 
Tables 4 to 8 display the correlations among the gender role scales; specifically, 
those completed by all participants, and those completed by only men or only women. 
These scales were generally related in predictable ways. For example, Table 4 displays 
correlations between the gender role scales completed by all participants. Occupational 
Table 4 
Intercorrelations Among the Gender Role Variables Completed by the 
Entire Sample 
Variable 1 2 3 4 
1. Occupational Preferences 
2. Unmitigated Agency .22** 
3. Agency 
4. Communion 
Note. n = 802 to n = 805. 
* P < .05. ** P < .01. 
.20** 
-.27** 
.14** 
.01 -.44** 
Preferences score was positively related to Unmitigated Agency and Agency, and 
negatively related to Communion. Thus, a higher preference for masculine occupations 
was associated with a more masculine personality and with a less feminine personality. 
Unmitigated Agency was positively related to Agency; that is, the two measures of a 
masculine personality were related such that a more masculine personality on one 
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measure was associated with a more masculine personality on the other measure. Agenc . 
was negatively related to Communion; that is, a more masculine personality was 
associated with a less feminine personality. Tables 5 and 6 generally display the 
following trends: greater feminine ideology, greater stress related to a feminine gender 
role and less typical feminine childhood behaviour were associated with each other and 
were associated with a less masculine personality, less masculine occupation choice and 
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more feminine personality. Tables 7 and 8 generally display the following trends: greater 
masculine ideology, greater stress related to a masculine gender role and less typical 
masculine childhood behaviour were associated with each other and were associated with 
a more masculine personality, more masculine occupation choice and less feminine 
personality. Tables 4 to 8 also highlight that, although gender role scales were generally 
correlated in the predicted directions, there was not high redundancy among the gender 
role measures. 
Table 5 
Intercorrelations Among the Gender Role Variables Completed by Only Women 
Variable 1 2 3 4 5 6 7 8 9 10 
1. AFIS-ISR 
2. AFIS-ORB .36** -
3. AFIS-Overall .79** .86** -
4. FGRS-FUR .19** .01 .11 * 
5. FGRS-FPU .32** .53** .53** .32** -
6. FGRS-FV .24** .09 .19** .34** .43** -
7. FGRS-FBA .37** .17** .31** .25** .40** .53** -
8. FGRS-FNBN .17** .10* .16** .31** .47** .39** .42** -
9. FGRS-Overall .37** .27** .38** .66** .76** .73** .70** .71** -
10. RCGIGR -.06 .05 0 .14** .29** .22** .08 .21** .27** -
Note. n = 415 to n = 423. AFIS - Adolescent Femininity Ideology Scale; ISR-
Inauthentic Self in Relationships; ORB - Objectified Relationship with Body; FGRS -
Feminine Gender Role Stress Scale; FUR - Fear of Unemotional Relationships; FPU -
Fear of Physical Unattractiveness; FV - Fear of Victimization; FBA - Fear of Behaving 
Assertively; FNBN - Fear of Not Being Nurturant; Recalled Childhood Gender 
Identity/Gender Role in women - RCGIGR. 
* p < .05. ** p < .01. 
Table 6 
Correlations Among the Gender Role Variables Completed by Women Only and the 
Gender Role Variables Completed by the Entire Sample 
Variable Occupational Unmitigated Preferences Agency Agency Communion 
AFIS-ISR -.01 -.41 ** -.14** -.10* 
AFIS-ORB -.06 -.28** .06 -.03 
AFIS-Overall -.04 -.41 ** -.04 .04 
FGRS-FUR -.22** -.09 -.14** .26** 
FGRS-FPU -.33** -.21 ** -.07 .12* 
FGRS-FV -.28** -.18** .02 .07 
FGRS-FBA -.15** -.32** 0 0 
FGRS-FNBN -.23** -.04 -.03 .18** 
FGRS-Overall -.35** -.24** -.07 .19** 
RCGIGR-Women -.60** -.03 -.11 * .21 ** 
Note. n = 415 to n = 423. AFIS - Adolescent Femininity Ideology Scale; ISR-
Inauthentic Self in Relationships; ORB - Objectified Relationship with Body; FGRS -
Feminine Gender Role Stress Scale; FUR - Fear of Unemotional Relationships; FPU -
Fear of Physical Unattractiveness; FV - Fear of Victimization; FBA - Fear of Behaving 
Assertively; FNBN - Fear of Not Being Nurturant; Recalled Childhood Gender 
Identity/Gender Role in women - RCGIGR. 
* p < .05. ** P < .01. 
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Table 7 
Intercorrelations Among the Gender Role Variables Completed by Men Only 
Variable 1 2 3 4 5 6 7 
1. CMNI 
2. GRCS-Overall .51** 
3. GRCS-SPC .57** .73** 
4. GRCS-RE .26** .75** .23** 
5. GRCS-RABBM .35** .73** .31** .56** 
6. GRCS-CBWFR .16** .58** .36** .27** .20** 
7. RCGIGR .30** .16** .18** .02 .21 ** .03 
Note. n = 382 to n = 384. CMNI - Conformity to Masculine Norms Inventory; GRCS -
Gender Role Conflict Scale; SPC - Success, Power, Competition; RE - Restrictive 
Emotionality; RABBM - Restrictive Affectionate Behaviour Between Men; CBWFR -
Conflicts Between Work and Family Relations; Recalled Childhood Gender 
Identity/Gender Role - RCGIGR men. 
* p < .05. ** p < .01. 
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Table 8 
Correlations Among the Gender Role Variables Completed by Men Only and the Gender 
Role Variables Completed by the Entire Sample 
Variable Occupational Unmitigated Preferences Agency Agency Communion 
CMNI .35** .25** .38** -.31 ** 
GRCS-Overall .28** -.01 .20** -.30** 
GRCS-SPC .22** .20** .30** -.13** 
GRCS-RE .17** -.16** .09 -.39** 
GRCS-RABBM .27** -.08 .05 -.22** 
GRCS-CBWFR .11 * -.05 .07 -.05 
RCGIGR .52** .33** .02 .02 
Note. n = 379 to n = 384. CMNI - Conformity to Masculine Norms Inventory; GRCS-
Gender Role Conflict Scale; SPC - Success, Power, Competition; RE - Restrictive 
Emotionality; RABBM - Restrictive Affectionate Behaviour Between Men; CBWFR -
Conflicts Between Work and Family Relations; Recalled Childhood Gender 
Identity/Gender Role - RCGIGR men. 
* p < .05. ** P < .01. 
Table 9 includes correlations between self-reported height, objective height, 
height distortion and potentially confounding variables of education, compensation, 
Table 9 
Intercorrelations Among the Potentially Confounding Variables and Height Variables 
Variable 1 2 3 4 5 6 7 8 
1. Education 
2. Compensation .23** 
3. Location -.39** 
4. Ethnicity .05 
5. Age -.22** 
6. Self-Reported -.03 
Height 
7. Objective Height -.03 
8. Height Distortion -.05 
Note. n = 737 to n = 811. 
* p < .05. ** p < .01. 
-.55** -
-.02 -.03 
-.34** .54** -.06 
-.19** .08* -.12** .08* 
-.20** .11** -.14** .11** .97** 
.01 -.12** 0 -.11 ** .30** .06 
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location, ethnicity and age. Table 10 includes correlations between self-reported height, 
objective height, height distortion and the Balanced Inventory of Desirable Responding 
and its subscales. Self-reported height and objective height were highly positively 
correlated, such that those who self-reported they were taller were objectively taller. 
Height distortion was positively related to self-reported height, but not related to 
objective height. Thus, those who self-reported they were taller, also distorted their height 
to a greater extent to appear taller. Self-reported height was related to compensation, 
location, and ethnicity, and positively related to age. Thus, participants who reported they 
were taller were more likely to be paid, older, White, and were more likely to have 
participated off-campus. Objective height was related to compensation, ethnicity and 
location, and positively related to age. Thus, participants who were objectively taller were 
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more likely to be paid, older, White, and more likely to have participated off-campus. 
Height distortion was related to location, and negatively related to age, such that those 
who distorted their height to appear taller were more likely to have participated on 
campus and were more likely to be younger. In terms of the Balanced Inventory of 
Desirable Responding, self-reported height and objective height were negatively related 
to the Impression Management subscale of the Balanced Inventory of Desirable 
Responding. That is, those who reported being taller and were objectively taller were 
more likely to score lower on Impression Management. Height distortion was negatively 
related to the overall Balanced Inventory of Desirable Responding score and the 
Impression Management subscale, such that those who distorted their height to appear 
taller were more likely to score lower on the Balanced Inventory of Desirable Responding 
and Impression Management. 
Table 10 
Intercorrelations Among the Socially Desirable Responding Variables and Height 
Variables 
Variable 1 2 3 4 5 6 
1. BIDR-SDE 
2. BIDR-IM .28** 
3. BIDR-Overall .74** .86** 
4. Self-Reported .05 -.12** -.06 
Height 
5. Objective Height .05 -.10** -.04 .97** 
6. Height Distortion 0 -.10** -.07* .30** .06 
Note. n = 761 to n = 806. BIDR - Balanced Inventory of Desirable Responding; SDE-
Self-Deceptive Enhancement; IM - Impression Management. 
* p < .05. ** P < .01. 
Table 11 includes correlations among the gender role scales completed by all 
participants, self-reported height, objective height and height distortion. Self-reported 
height and objective height were positively related to scores on the Occupational 
Preferences, Unmitigated Agency and Agency scales and negatively related to the 
Communion scale. Thus, participants who reported they were taller and who were 
objectively taller were associated with preferring more masculine occupations, and 
having more a more masculine and less feminine personality. Height distortion was not 
Table 11 
Correlations Among the Gender Role Variables Completed by the Entire Sample and 
Height Variables 
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Variable Self-Reported Height 
Objective Height Height Distortion 
Occupational Preferences 
Unmitigated Agency 
Agency 
Communion 
Note. n = 758 to n = 795. 
* p < .05. ** p < .01. 
.40** 
.13** 
.11 ** 
-.13** 
.41 ** .07 
.14** .05 
.10** .03 
-.13** -.05 
related to any of these scales. Table 12 includes correlations among the gender role scales 
completed by men only, self-reported height, objective height and height distortion. Self-
reported height and objective height were negatively related to the Conflicts Between 
Work and Family Relations subscale of the Gender Role Conflict Scale, such that those 
participants who reported they were taller and those who were objectively taller scored 
lower on masculine gender role stress. Height distortion was positively related to the 
Recalled Childhood Gender Identity/Gender Role scale for men, such that participants 
who distorted their height to appear taller scored lower on typical masculine childhood 
Table 12 
Correlations Among the Gender Role Variables Completed by Men Only and Height 
Variables 
Variable Self-Reported Height Objective Height Height Distortion 
CMNI .02 -.01 .10 
GRCS-Overall -.04 -.03 .02 
GRCS-SPC -.09 -.09 0 
GRCS-RE .09 .09 .04 
GRCS-RABBM -.03 -.02 .04 
GRCS-CBWFR -.11 * -.11 * -.05 
RCGIGR .10 .06 .12* 
Note. n = 362 to n = 379. CMNI - Conformity to Masculine Norms Inventory; GRCS-
Gender Role Conflict Scale; SPC - Success, Power, Competition; RE - Restrictive 
Emotionality; RABBM - Restrictive Affectionate Behaviour Between Men; CBWFR -
Conflicts Between Work and Family Relations; Recalled Childhood Gender 
Identity/Gender Role - RCGIGR men. 
* p < .05. ** p < .01. 
behaviour. Table 13 includes correlations among the gender role scales completed by 
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women only, self-reported height, objective height and height distortion. There were no 
significant correlations between the gender role scales completed by women with self-
reported height, objective height or height distortion. 
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Table 13 
Correlations Among the Gender Role Variables Completed by Women Only and Height 
Variables 
Variable Self-Reported Height Objective Height Height Distortion 
AFIS-ISR .03 .04 .02 
AFIS-ORB -.04 -.06 .07 
AFIS-Overall -.01 -.02 .06 
FGRS-FUR -.06 -.06 0 
FGRS-FPU -.05 -.07 .06 
FGRS-FV -.03 -.07 .09 
FGRS-FBA -.03 0 -.04 
FGRS-FNBN -.02 -.04 .04 
FGRS-Overall -.05 -.07 .04 
RCGIGR-Women -.06 -.08 .03 
Note. n = 393 to n = 419. AFIS - Adolescent Femininity Ideology Scale; ISR-
Inauthentic Self in Relationships; ORB - Objectified Relationship with Body; FGRS -
Feminine Gender Role Stress Scale; FUR - Fear of Unemotional Relationships; FPU -
Fear of Physical Unattractiveness; FV - Fear of Victimization; FBA - Fear of Behaving 
Assertively; FNBN - Fear of Not Being Nurturant; Recalled Childhood Gender 
Identity/Gender Role in women - RCGIGR. 
Main Analyses 
To test Hypothesis 1, paired samples t-tests were conducted to determine if there 
were significant differences between self-reported and objective height, independent of 
sex and within sex, as in Bogaert and McCreary (2011). The results of a paired samples 
t-test independent of sex revealed a significant difference between self-reported height 
(M= 171.69 cm, SD = 9.88 cm, N=766) and objective height (M= 170.15 cm, 
SD = 9.43 cm, N= 766), t(765) = 17.57,p < .001). Thus, self-reported height was higher 
than objective height. Then the file was split by sex and paired samples t-tests revealed a 
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significant difference between self-reported height and objective height (t(396) = 11.15, 
p < .001) in women. Thus, within women, self-reported height was higher than objective 
height. As well, there was a significant difference between self-reported height and 
objective height (t(363) = 13.70,p < .001) in men, such that self-reported height was 
higher than objective height within men. Table 14 displays the means and standard 
deviations of objective height and self-reported height for men and women, which were 
used in the comparisons conducted above. 
Table 14 
Means and Standard Deviationsfor the Height Variables by Sex and Sexual Orientation 
Sex Sexual Orientation Objective Self-Reported Height 
Women Same-SexIBoth-Sex 
Oriented 
Predominantly 
Other-Sex Oriented 
Men Same-SexIBoth-Sex 
Oriented 
Predominantly 
Other-Sex Oriented 
Height Height Distortion 
M(SD) (em) M(SD) (em) M(SD) (em) 
164.29(6.68) 
N=201 
163.81(7.00) 
N=216 
164.04(6.85) 
N=417 
175.81(7.38) 
N= 183 
177.15(6.94) 
N= 195 
176.50(7.18) 
N=378 
165.77(7.56) 
N= 193 
165.26(7.3 7) 
N=209 
165.50(7.46) 
N=402 
177.41(7.79) 
N= 179 
179.27(7.07) 
N= 193 
178.37(7.47) 
N=372 
1.45(2.71) 
N= 190 
1.35(2.18) 
N=207 
1.37(2.45) 
N=397 
1.32(2.72) 
N= 173 
2.06(1.96) 
N= 191 
1.70(2.38) 
N=364 
To test Hypotheses 2 (sex difference), 4 (sexual orientation difference within 
men) and 7 (sexual orientation difference within women), related to objective height, a 
hierarchical linear regression analysis was conducted with objective height as the 
criterion. The results of the residuals analysis for this regression analysis (see Appendix 4 
for a detailed discussion) were not a cause for concern. On step 1, age, ethnicity, 
education, compensation and location were entered as the predictor variables. On step 2, 
sex (male, female) and sexual orientation (Same-SexIBoth-Sex Oriented, predominantly 
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Other-Sex Oriented) were entered as the predictor variables. On step 3, the interaction 
between sex and sexual orientation was entered. Note that this interaction term (and any 
other interaction terms used in this thesis) was not centered because at least one of the 
variables used to create the interaction variable was a categorical variable. Results of this 
hierarchical linear regression analysis indicate that the overall model accounted for 
49.7% of the variance in objective height, F(8, 733) = 90.39,p < .001. Table 15 indicates 
Table 15 
Summary of Each Step with Oh{ective Height as the Criterion 
Step R R2 AR AF d[1 df2 p 
Step 1 .249 .062 .062 9.73 5 736 <.001 
Step 2 .704 .495 .433 315.03 2 734 <.001 
Step 3 .705 .497 .001 1.94 1 733 .16 
that step 1 accounted for a significant amount of variance and there was a significant 
change from step 1 to step 2 in variance accounted for. Step 3 did not account for a 
significant amount of change in variance accounted for in objective height. On step 1, 
compensation and ethnicity were significant predictors, such that participants who were 
paid and participants who were White were taller (see Table 16 for further information). 
On step 2, sex and sexual orientation significantly predicted objective height, such that 
men and predominantly Other-Sex Oriented participants were taller. To follow up the 
main effects and determine whether similar results would be obtained within men and 
within women, the file was split by sex and the hierarchical linear regression was re-run 
with age, ethnicity, education, compensation and location as the predictor variables on 
step 1 and sexual orientation as the predictor on step 2. The results of the residuals 
analyses for these regression analyses (see Appendix 4) were not a cause for concern. In 
women, the model accounted for 7.6% of the variance in objective height, 
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F(6, 383) = 5.24,p < .001 (see Table 17). Compensation and etbnicity were significant 
predictors on step I, such that women who were paid and women who were White were 
Table 16 
B Weights, Standard Errors, t-tests and Semipartiais for each Predictor with Objective 
Height as the Criterion 
Objective Height 
Predictor B SE t sr l!. 
SteQ 1 
Education 0.88 0.82 1.07 .04 .29 
Compensation -4.48 0.93 -4.83 -.17 <.001 
Location -0.25 0.93 -0.27 -.01 .79 
Etbnicity -3.11 0.80 -3.88 -.14 <.001 
Age 0.04 0.04 0.95 .03 .34 
SteQ 2 
Education 0.34 0.60 0.56 .02 .57 
Compensation -2.76 0.70 -3.98 -.10 <.001 
Location 1.34 0.73 1.82 .05 .07 
Etbnicity -3.64 0.59 -6.19 -.16 <.001 
Age -0.09 0.03 -2.87 -.08 .004 
Sex 12.52 0.51 24.57 .64 <.001 
Sexual Orientation 1.50 0.61 2.46 .07 .014 
Step 3 
Education 0.42 0.61 0.70 .02 .49 
Compensation -2.60 0.70 -3.70 -.10 <.001 
Location 1.44 0.74 1.96 .05 .05 
Etbnicity -3.62 0.59 -6.15 -.16 <.001 
Age -0.08 0.03 -2.73 -.07 .007 
Sex 11.80 0.73 16.25 .43 <.001 
Sexual Orientation 0.85 0.77 1.10 .03 .27 
Sex*Sexual Orientation 1.41 1.01 1.39 .04 .16 
Note. The final regression equation is Objective height = 166.10 + 0.42(education)-
2.60(compensation) + 1.44(1ocation) - 3.62(ethnicity) - 0.08(age) + 11.80(sex) + 
0.85(sexual orientation) + 1.41(sex*sexual orientation). 
Table 17 
Summary of Each Stef with Ob~ective Height as the Criterion in Women 
SteQ R R AR AF dfl dj2 p 
Step 1 .270 .073 .073 6.02 5 384 <.001 
Step 2 .276 .076 .003 1.35 1 383 .25 
67 
taller; however, sexual orientation was not a significant predictor on step 2 (see 
Table 18). In men, the model accounted for 9.5% of the variance in objective height, 
F(6, 345) = 6.06,p < .001 (see Table 19). Compensation, ethnicity and age were 
significant predictors on step 1, such that men who were paid, men who were White and 
men who were younger were taller (see Table 20). On step 2, sexual orientation was a 
significant predictor, such that predominantly Other-Sex Oriented men were taller than 
Same-Sex/Both-Sex Oriented men. See Appendix 5 for analyses with the continuous 
sexual orientation variable, the sexual orientation variable categorized into three 
categories (i.e., Same-Sex Oriented, Both-Sex Oriented, predominantly Other-Sex 
Oriented), and the sexual attraction variable and the sexual behaviour variable separately. 
Also, Appendix 5 contains analyses in which exclusively Other-Sex Oriented individuals 
are those with scores of 7 only compared to Same-Sex/Both-Sex Oriented individuals 
with scores between 1 and 6.9. In addition, exclusively Other-Sex Oriented individuals 
with scores of 7 were compared to exclusively Same-Sex Oriented individuals with 
scores of 1. Based on these analyses, it can be concluded that independent of the manner 
that sexual orientation is modeled, there was no objective height difference between 
Same-Sex/Both-Sex Oriented women and Other-Sex Oriented women. With respect to 
men, predominantly Other-Sex Oriented men were taller, on average, than Same-
Sex/Both-Sex Oriented men. 
Table 18 
B Weights, Standard Errors, t-tests and Semipartiais for each Predictor with Objective 
Height as the Criterion in Women 
Obiective Height 
Predictor B SE t sr l!. 
Ste~ 1 
Education 0.27 0.84 0.32 .02 .75 
Compensation -2.32 0.89 -2.61 -.13 .01 
Location 1.08 0.95 1.13 .06 .26 
Ethnicity -3.32 0.81 -4.08 -.20 <.001 
Age -0.07 0.05 -1.46 -.07 .15 
Ste~ 2 
Education 0.16 0.85 0.19 .01 .85 
Compensation -2.59 0.92 -2.81 -.14 .005 
Location 1.38 0.99 1.40 .07 .16 
Ethnicity -3.34 0.81 -4.11 -.20 <.001 
Age -0.07 0.05 -1.39 -.07 .16 
Sexual Orientation 0.95 0.81 1.16 .06 .25 
Note. The final regression equation is Objective height = 165.86 + 0.16(education)-
2.59(compensation) + 1.38(1ocation) - 3.34(ethnicity) - 0.07(age) + 0.95(sexual 
orientation). 
Table 19 
Summary of Each Stef with O~{ective Height as the Criterion in Men 
Ste~ R R LlR LlF dfl dj2 
Step 1 .286 .082 
Ste~ 2 .309 .095 
.082 
.014 
6.16 
5.20 
5 
1 
346 
345 
l!. 
<.001 
.023 
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Table 20 
B Weights, Standard Errors, t-tests and Semipartia/s for each Predictor with Objective 
Height as the Criterion in Men 
Obiective Height 
Predictor B SE t sr l!. 
SteQ 1 
Education 0.59 0.88 0.67 .04 .50 
Compensation -2.44 1.11 -2.19 -.11 .03 
Location 0.28 1.00 0.28 .02 .78 
Ethnicity -3.92 0.87 -4.52 -.23 <.001 
Age -0.10 0.04 -2.55 -.13 .01 
SteQ 2 
Education 0.68 0.88 0.78 .04 .44 
Compensation -2.54 1.11 -2.29 -.12 .02 
Location 1.50 1.13 1.33 .07 .18 
Ethnicity -3.91 0.86 -4.53 -.23 <.001 
Age -0.09 0.04 -2.32 -.12 .02 
Sexual Orientation 2.15 0.94 2.28 .12 .02 
Note. The final regression equation is Objective height = 178.04 + 0.68(education) -
2.54(compensation) + 1.50(location) - 3.91 (ethnicity) - 0.09(age) + 2. 15(sexual 
orientation). 
To test Hypotheses 3 (sex difference), 5 (sexual orientation difference within 
men) and 8 (sexual orientation difference within women) related to height distortion, a 
difference score was computed, such that objective height was subtracted from self-
reported height to model height distortion (i.e., self-reported height - objective height; 
see Table 14 for means and standard deviations of the height distortion variable). See 
Appendix 6 for analyses with height distortion modeled in a different manner; 
specifically, using a residual variance approach by predicting self-reported height 
statistically controlling for objective height. Note that similar results to the difference 
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score approach occurred. The difference score method was chosen for the main analyses 
because it is intuitive and straightforward, and provides information on the direction of 
the distortion (i.e., whether participants are distorting that they are shorter or taller), 
which is not available with the residual variance approach. A hierarchical linear 
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regression analysis was conducted with height distortion as the criterion variable. On step 
1, age, ethnicity, education, compensation, location and objective height were entered as 
the predictor variables. On step 2, sex (male, female) and sexual orientation (Same-
SexIBoth-Sex Oriented, predominantly Other-Sex Oriented) were entered as the predictor 
variables. On step 3, the interaction between sex and sexual orientation was entered. The 
results of the residuals analysis for this regression analysis (see Appendix 4) were not a 
cause for concern. Results of this hierarchical linear regression analysis indicated that the 
overall model accounted for 4.6% of the variance in height distortion, F(9, 701) = 3.79, 
p < .001. Table 21 indicates that only step 1 accounted for a significant amount of 
Table 21 
Summa 
Step R Ll LlF dfl dj2 P 
Step 1 .040 .040 4.89 6 704 <.001 
Step 2 .045 .005 1.73 2 702 .18 
Step 3 .046 .002 1.26 1 701 .26 
variance. On step 1, education and location were significant predictors, such that 
participants who were on campus and participants who did not have a university 
education reported they were taller than they objectively were (see Table 22 for further 
information). Sex, sexual orientation and the interaction between sex and sexual 
orientation did not significantly predict height distortion (although sex was a marginally 
significant predictor). 
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Table 22 
B Weights, Standard Errors, t-tests and Semipartia/s for each Predictor with Height 
Distortion as the Criterion 
Height Distortion 
Predictor B SE t sr l!. 
Ste.Q 1 
Education -0.66 0.22 -2.97 -.11 .003 
Compensation -0040 0.25 -1.59 -.06 .11 
Location -0.86 0.25 -3046 -.13 .001 
Ethnicity 0.04 0.22 0.17 .01 .87 
Age -0.02 0.01 -1.57 -.06 .12 
Objective Height 0.02 0.01 1.85 .07 .07 
Ste.Q 2 
Education -0.67 0.22 -3.01 -.11 .003 
Compensation' -0.39 0.26 -1.54 -.06 .12 
Location -0.85 0.27 -3.16 -.12 .002 
Ethnicity -0.03 . 0.22 -0.15 -.01 .88 
Age -0.02 0.01 -1.93 -.07 .06 
Objective Height 0.002 0.01 0.13 .01 .90 
Sexual Orientation -0.05 0.22 -0.23 -.01 .82 
Sex 0047 0.25 1.85 .07 .06 
Ste.Q 3 
Education -0.64 0.22 -2.90 -.11 .004 
Compensation -0.35 0.26 -1.35 -.05 .18 
Location -0.81 0.27 -3.00 -.11 .003 
Ethnicity -0.03 0.22 -0.15 -.01 .89 
Age -0.02 0.01 -1.84 -.07 .07 
Objective Height 0.001 0.01 0.08 .003 .94 
Sexual Orientation -0.24 0.28 -0.86 -.03 .39 
Sex 0.26 0.31 0.83 .03 Al 
Sex*Sexual Orientation 0041 0.37 1.12 .04 .26 
Note. The final regression equation is Height distortion = 2.72 - 0.64 (education) -
0.35(compensation) - 0.81 (location) - 0.03(ethnicity) - 0.02(age) + O.OOl(objective 
height) - 0.24(sexual orientation) + 0.26(sex) + OA1(sex*sexual orientation). 
Additional Analyses 
If evidence of a sexual orientation difference were to occur with height distortion 
as the criterion variable in the previous regression analysis, then mediation analyses were 
planned as the next step to test Hypotheses 6 and 9. Specifically, a mediation analysis 
was planned to demonstrate that the potential relationship between sexual orientation and 
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height distortion was mediated by gender roles within each sex. Given that there was no 
evidence that sexual orientation predicted height distortion (e.g., that predominantly 
Other-Sex Oriented men are more likely to distort their objective height than Same-
SexIBoth-Sex Oriented men), there was no justification for following up with a mediation 
analysis investigating the role of gender roles in mediating the relationship between 
sexual orientation and height distortion. Given that there was no evidence that sex 
predicted height distortion (e.g., that men were more likely to distort their objective 
height than women), there was also no justification to follow up with a mediation 
analysis investigating the role of gender roles in mediating the relationship between sex 
and height distortion. 
Thus, to investigate the role that other variables could play in predicting height 
distortion (e.g., Bogaert & McCreary, 2011; Pozzebon et at, in press), a series of 
hierarchical linear regressions was conducted independent of sex or sexual orientation. 
Because of its relation to height distortion (see Table 10), socially desirable responding 
was investigated first. A hierarchical linear regression was conducted with height 
distortion as the criterion variable, age, ethnicity, location, compensation, education and 
objective height as predictors on step 1, and the Self-Deceptive Enhancement and 
Impression Management subscales of the Balanced Inventory of Desirable Responding 
on step 2. The model accounted for 4.5% of the variance in height distortion, 
F(8, 702) = 4.10, p < .001. The first step was significant (R2 = .038, F(6, 704) = 4.62, 
p < .001) and there was a marginally significant change from step 1 to step 2 (LlR2 = .045, 
LlF(2, 702) = 2.49,p = .084). Education (B = -0.63, SE = 0.22, t = -2.83, sr = -.11, 
p = .005) and location (B = -0.88, SE = 0.25, t = -3.54, sr = -.13,p < .001) were 
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significant predictors on step 1, such that those with a university education and those who 
completed the study on campus distorted their height to appear taller. The Impression 
Management subscale (B = -0.27, SE = 0.12, t= -2.23, sr = -.08,p = .03) of the Balanced 
Inventory of Desirable Responding was the only significant predictor on step 2, such that 
those with lower scores on Impression Management distorted their height to appear taller. 
A second hierarchical linear regression was conducted with height distortion as the 
criterion variable, age, ethnicity, location, compensation, education and objective height 
as predictors on step 1, and only the Impression Management subscale of the Balanced 
Inventory of Desirable Responding on step 2 (because of the marginally significant 
change from step 1 to step 2 in the previous regression). The model accounted for 4.4% 
of the variance in height distortion, F(7, 703) = 4.61,p < .001. Table 23 demonstrates that 
the first step was significant and there was a significant change from step 1 to step 2. 
Table 23 
Summary of Each Step with Height Distortion as the Criterion and Impression 
Management as a Predictor on Step 2 
Step 1 .195 .038 .038 4.62 
Step 2 .210 .044 .006 4.45 
dO 
6 
1 
df2 
704 
703 
p 
<.001 
.035 
Education and location were again significant predictors on step 1, such that those with a 
university education and those who completed the study on campus distorted their height 
to appear taller (see Table 24). The Impression Management subscale was a significant 
predictor on step 2, such that those with lower scores on Impression Management 
distorted their height to appear taller. 
Table 24 
B Weights, Standard Errors, t-tests and Semipartia/s for each Predictor with Height 
Distortion as the Criterion and Impression Management as a Predictor on Step 2 
Height Distortion 
Predictor B SE t sr p 
Ste~ 1 
Education -0.63 0.22 -2.83 -.11 .005 
Compensation -0.41 0.25 -1.62 -.06 .11 
Location -0.88 0.25 -3.54 -.13 <.001 
Ethnicity -0.02 0.22 -0.07 -.003 .94 
Age -0.01 0.01 -1.27 -.05 .21 
Objective Height 0.02 0.01 1.83 .07 .07 
Ste~ 2 
Education -0.62 0.22 -2.79 -.11 .005 
Compensation -0.41 0.25 -1.62 -.06 .11 
Location -0.87 0.25 -3.48 -.13 .001 
Ethnicity 0.01 0.22 0.04 .001 .97 
Age -0.01 0.01 -0.85 -.03 .39 
Objective Height 0.02 0.01 1.55 .06 .12 
Im~ression Management -0.25 0.l2 -2.11 .08 .035 
Note. The final regression equation is Height distortion = 1.03 - 0.62(education) -
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0.41(compensation) - 0.87(1ocation) + O.Ol(ethnicity) - O.Ol(age) + 0.02(objective height) 
- 0.25(impression management). 
The gender role scales were investigated next, similar to Bogaert and McCreary 
(2011) and Pozzebon and colleagues (in press). A hierarchical linear regression was 
conducted with height distortion as the criterion variable, age, ethnicity, location, 
compensation, education and objective height as predictors on step 1, and the Impression 
Management subscale of the Balanced Inventory of Desirable Responding on step 2, 
Occupational Preferences, Unmitigated Agency, Agency and Communion as predictors 
on step 3. The model accounted for 5% of the variance in height distortion, 
F(11, 694) = 3.31,p < .001. The fIrst step was signifIcant (R? = .039, F(6, 699) = 4.68, 
p < .001) and there was a signifIcant change from step 1 to step 2 (AR2 = .007, 
AF(1, 698) = 4.88,p = .028); however, the change from step 2 to step 3 was not 
signifIcant (AR2 = .004, AF(1, 694) = 0.82, p = .51). Education (B = -0.63, SE = 0.22, 
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t = -2.82, sr = -.II,p = .005) and location (B = -0.90, SE = 0.25, t = -3.58, sr = -.13, 
p < .001) were again significant predictors on step 1, and the Impression Management 
subscale (B = -0.26, SE = 0.12, t = -2.21, sr = -.08,p = .028) of the Balanced Inventory of 
Desirable Responding was a significant predictor on step 2. Not one of the gender role 
scales was a significant predictor on step 3. This was also the case with separate 
regressions for each gender role scale and separate regressions within women. Separate 
regressions were conducted within men and the only significant predictor of height 
distortion, statistically controlling for Impression Management, was Unmitigated Agency 
(see Tables 25 and 26). 
Table 25 
Summary of Each Step with Height Distortion as the Criterion and Unmitigated Agency 
as Predictor on Step 3 in Men 
Step 1 .273 .075 .075 
Step 2 .291 .084 .010 
Step 3 .309 .095 .011 
4.40 
3.47 
3.96 
d[1 
6 
1 
1 
df2 
327 
326 
325 
p 
<.001 
.063 
.047 
Table 26 
B Weights, Standard Errors, t-tests and Semipartia/s for each Predictor with Height 
Distortion as the Criterion and Unmitigated Agency as Predictor on Step 3 in Men 
Height Distortion 
Predictor B SE t sr p 
SteQ 1 
Education -0.35 0.30 -1.16 -.06 .25 
Compensation -0.43 0.38 -1.14 -.06 .25 
Location -1.07 0.34 -3.17 -.17 .002 
Ethnicity -0.52 0.30 -1.69 -.09 .09 
Age -0.02 0.01 -1.46 -.08 .14 
Objective Height -0.03 0.02 -1.58 -.09 .12 
SteQ 2 
Education -0.35 0.30 -1.16 -.06 .25 
Compensation -0.46 0.38 -1.24 -.07 .22 
Location -1.04 0.34 -3.09 -.16 .002 
Ethnicity -0.47 0.30 -1.54 -.08 .13 
Age -0.02 0.01 -1.17 -.06 .24 
Objective Height -0.03 0.02 -1.77 -.09 .08 
ImQression Management -0.31 0.16 -1.86 -.10 .06 
SteQ 3 
Education -0.40 0.30 -1.34 -.07 .18 
Compensation -0.44 0.38 -1.17 -.06 .25 
Location -0.95 0.34 -2.80 -.15 .005 
Ethnicity -0.48 0.30 -1.59 -.08 .11 
Age -0.02 0.01 -1.29 -.07 .20 
Objective Height -0.04 0.02 -1.88 -.10 .06 
Impression Management -0.33 0.16 -2.00 -.12 .046 
Unmitigated Agency 0.43 0.21 1.99 .11 .047 
Note. The final regression equation is Height distortion = 8.92 - 0.40(education) -
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O.44(compensation) - 0.95(1ocation) - 0.48(ethnicity) - 0.02(age) - 0.04(objective height) 
- 0.33(impression management) + 0.43(unmitigated agency). 
To investigate the role of those gender role scales that women only completed in 
predicting height distortion, a filter was used so that only women's data were analyzed. A 
hierarchical linear regression was conducted with height distortion as the criterion 
variable, age, ethnicity, location, compensation, education and objective height as 
predictors on step 1, and the Impression Management subscale of the Balanced Inventory 
of Desirable Responding on step 2. The Inauthentic Self in Relationships and Objectified 
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Relationship With Body subscales of the Adolescent Femininity Ideology Scale, the Fear 
of Unemotional Relationships, Fear of Physical Unattractiveness, Fear of Victimization, 
Fear of Behaving Assertively and Fear of Not Being Nurturant subscales of the Feminine 
Gender Role Stress Scale, and the Recalled Childhood Gender Identity/Gender Role 
score for women were entered as predictors on step 3. The model accounted for 5.5% of 
the variance in height distortion and was not significant overall, F (15,345) = 1.33, 
p = .18. Tables 27 and 28 provide more information for this analysis, but it will not be 
discussed due to the non-significance of the model (Note: with separate regressions for 
each gender role scale, some of the models were significant, but not one of the gender 
role scales were significant in predicting height distortion over and above predictors 
entered on step 1 and step 2). 
Table 27 
Summary of Each Step with Height Distortion as the Criterion and Gender Role 
Variables in Women as Predictors on Step 3 
Step R Rl ARl AF dfl dj2 P 
Step 1 .196 .038 .038 2.36 6 354 .03 
Step 2 .198 .029 .001 0.33 1 353 .57 
Step 3 .234 .055 .015 0.70 8 345 .69 
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Table 28 
B Weights, Standard Errors, t-tests and Semipartials with Height Distortion as the 
Criterion and Gender Role Variables in Women as Predictors on SteT!.. 3 
Height Distortion 
Predictor B SE t sr p 
Ste~ 1 
Education -0.85 0.32 -2.64 -.14 .009 
Compensation -0.21 0.35 -0.62 -.03 .54 
Location -0.71 0.37 -1.94 -.10 .05 
Ethnicity 0.42 0.32 1.34 .07 .18 
Age -0.02 0.02 -1.06 -.06 .29 
Objective Height 0.03 0.02 1.31 .07 .19 
Ste~2 
Education -0.85 0.32 -2.62 -.14 .009 
Compensation' -0.21 0.35 -0.60 -.03 .55 
Location -0.71 0.37 -1.93 -.10 .05 
Ethnicity 0.43 0.32 1.36 .07 .18 
Age -0.02 0.02 -0.90 -.05 .37 
Objective Height 0.03 0.02 1.27 .07 .20 
Im:Qression Management -0.10 0.17 -0.57 -.03 .57 
Ste~ 3 
Education -0.82 0.33 -2.51 -.13 .01 
Compensation -0.26 0.35 -0.74 -.04 .46 
Location -0.59 0.39 -1.53 -.08 .13 
Ethnicity 0.38 0.32 1.19 .06 .23 
Age -0.02 0.02 -0.92 -.05 .36 
Objective Height 0.03 0.02 1.43 .08 .15 
Impression Management -0.07 0.18 -0.42 -.02 .68 
AFIS-ISR 0.03 0.20 0.16 .01 .88 
AFIS-ORB 0.16 0.19 0.85 .04 .40 
FGRS-FUR -0.02 0.17 -0.11 -.01 .92 
FGRS-FPU -0.03 0.19 -0.18 -.01 .86 
FGRS-FV 0.25 0.17 1.50 .08 .13 
FGRS-FBA -0.34 0.18 -1.87 -.10 .06 
FGRS-FNBN 0.17 0.21 0.83 .04 .41 
RCGIGR 0.04 0.23 0.16 .01 .87 
Note. The final regression equation is Height distortion = -2.68 - 0.82(education) -
0.26(compensation) - 0.59(1ocation) + 0.38(ethnicity) - 0.02(age) + 0.03(objective height) 
- 0.07(impression management) + 0.03(AFIS-ISR) + 0.16(AFIS-ORB) - 0.02(FGRS-
FUR) - 0.03(FGRS-FPU) + 0.25(FGRS-FV) - 0.34(FGRS-FBA) + 0.17(FGRS-FNBN) + 
O.04(RCGIGR). AFIS - Adolescent Femininity Ideology Scale; ISR - Inauthentic Self in 
Relationships; ORB - Objectified Relationship with Body; FGRS - Feminine Gender 
Role Stress Scale; FUR - Fear of Unemotional Relationships; FPU - Fear of Physical 
Unattractiveness; FV - Fear of Victimization; FBA - Fear of Behaving Assertively; 
FNBN - Fear of Not Being Nurturant; Recalled Childhood Gender Identity/Gender Role 
in women - RCGIGR. 
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To investigate the role of those gender role scales that men only completed in 
predicting height distortion, a filter was used so that only men's data were analyzed. A 
hierarchical linear regression was conducted with height distortion as the criterion 
variable, age, ethnicity, location, compensation, education and objective height as 
predictors on step 1, and the Impression Management subscale of the Balanced Inventory 
of Desirable Responding (BIDR) on step 2. The Conformity to Masculine Norms 
Inventory, and the Success, Power, Competition, Restrictive Emotionality, Restrictive 
Affectionate Behaviour Between Men and Conflicts Between Work and Family Relations 
subscales of the Gender Role Conflict Scale, as well as the Recalled Childhood Gender 
Identity/Gender Role score for men were entered as predictors on step 3. The model 
accounted for 10.4% of the variance in height distortion and was significant overall, 
F(13, 320) = 2.85,p = .001. Step 1 was significant and there was a marginally significant 
change from step 1 to step 2; however, the change from step 2 to step 3 was not 
significant (see Table 29). On step 1, location was the only significant predictor, such 
Table 29 
Summary of Each Step with Height Distortion as the Criterion and Gender Role 
Variables in Men as Predictors on Step 3 
Step R if ARl AF 
Step 1 .266 .071 .071 4.16 
Step 2 .281 .079 .008 2.86 
Step 3 .322 .104 .025 1.47 
d{1 
6 
1 
6 
df2 
327 
326 
320 
p 
<.001 
.092 
.19 
that those who were on campus distorted their height so they were taller (see Table 30). 
Impression Management was marginally significant on step 2 and not one of the gender 
role scales were significant predictors on step 3 (Note: with separate regressions for each 
80 
gender role scale, not one of the gender role scales were significant in predicting height 
distortion over and above predictors entered on step 1 and step 2). 
Table 30 
B Weights, Standard Errors, t-tests and Semi partials with Height Distortion as the 
Criterion and Gender Role Variables in Men as Predictors on SteT!. 3 
Height Distortion 
Predictor B SE t sr p 
SteQ 1 
Education -0.34 0.31 -1.10 -.06 .27 
Compensation -0046 0.38 -1.23 -.07 .22 
Location -1.06 0.34 -3.12 -.17 .002 
Ethnicity -0.51 0.31 -1.66 -.09 .10 
Age -0.02 0.01 -1.42 -.08 .16 
Objective Height -0.03 0.02 -1.44 -.08 .15 
SteQ 2 
Education -0.34 0.30 -1.10 -.06 .27 
Compensation -0.50 0.38 -1.32 -.07 .19 
Location -1.03 0.34 -3.04 -.16 .003 
Ethnicity -0046 0.31 -1.51 -.08 .13 
Age -0.02 0.01 -1.15 -.06 .25 
Objective Height -0.03 0.02 -1.59 -.09 .11 
ImQression Management -0.28 0.16 -1.69 -.09 .09 
SteQ 3 
Education -0.26 0.31 -0.85 -.05 040 
Compensation -0.53 0.38 -1.41 -.07 .16 
Location -0.83 0.36 -2.30 -.12 .02 
Ethnicity -0048 0.31 -1.57 -.08 .12 
Age -0.02 0.01 -1.27 -.07 .21 
Objective Height -0.04 0.02 -2.03 -.11 .04 
Impression Management -0.23 0.17 -1.34 -.07 .18 
CMNI 0.70 0.54 1.30 .07 .20 
GRCS - SPC -0.22 0.18 -1.23 -.07 .22 
GRCS-RE 0.16 0.15 1.06 .06 .29 
GRCS-RABBM -0.09 0.16 -0.55 -.03 .58 
GRCS-CBWFR -0.20 0.13 -1.57 -.08 .12 
RCGIGR 0040 0.28 1045 .08 .15 
Note. The final regression equation is Height distortion = 9.25 - 0.26(education) -
0.53(compensation) - 0.83(1ocation) - OA8(ethnicity) - 0.02(age) - 0.04(objective height) 
- 0.23(impression management) + 0.70(CMNI) - 0.22(GRCS-SPC) + 0.16(GRCS-RE)-
0.09(GRCS-RABBM) - 0.20(GRCS-CBWFR) + OAO(RCGIGR). CMNI - Conformity to 
Masculine Norms Inventory; GRCS - Gender Role Conflict Scale; SPC - Success, Power, 
Competition; RE - Restrictive Emotionality; RABBM - Restrictive Affectionate 
Behaviour Between Men; CBWFR - Conflicts Between Work and Family Relations; 
Recalled Childhood Gender Identity/Gender Role - RCGIGR men. 
Discussion 
The aim of this thesis was to investigate the relations among objective height, 
height distortion, and sexual orientation. It was found that self-reported height was 
greater than objective height, both in the entire sample, and within men and women. It 
was found that Same-SexIBoth-Sex Oriented men were shorter, on average, than 
predominantly Other-Sex Oriented men; however, there was no difference in objective 
height between Same-SexIBoth-Sex Oriented women and predominantly Other-Sex 
Oriented women. Height distortion was evident in the same direction and approximately 
the same amount in the entire sample (i.e., no effect of sex, sexual orientation or an 
interaction between sex and sexual orientation). Height distortion was predicted by scores 
on the Impression Management subscale, in the entire sample, and scores on the 
Unmitigated Agency sub scale, in men. 
Self-Reported Height versus Objective Height 
There were significant differences between objective height and self-reported 
height, in the overall sample and within men and women, which supported Hypothesis 1. 
This indicates that both men and women distorted their height so they appeared taller 
than they objectively were. These findings replicate previous findings indicating that self-
reported height, although highly correlated with objective height, contains systematic 
error (e.g., Pirie et aI., 1981; Palta et aI., 1982; Nieto-Garcia et aI., 1990; Spencer et aI., 
2002). Also, these findings reinforce the notion that if the goal is to represent height 
accurately, then objective height should be measured and used in lieu of self-reported 
height (e.g., Shields, Connor Gorber, & Tremblay, 2009; Lin, DeRoo, Jacobs, & Sandler, 
2011). 
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Objective Height 
Sex was a significant predictor of objective height, such that men were taller, on 
average, than women, which supported Hypothesis 2. This is in line with previous studies 
that have investigated height (e.g., Gray & Wolfe, 1980; Frayer & Wolpoff, 1985; Martin 
& Nguyen, 2004; Nieto-Garcia et aI., 1990; Pirie et aI., 1981; Palta et aI., 1982; Spencer 
et aI., 2002). Compensation and ethnicity were significant predictors on step 1 of the 
regression, such that participants who were paid, and participants who were White were 
taller. The effect of compensation suggests that our study design (i.e., paying 
participants) potentially attracted taller participants, or those who were taller were more 
likely to choose getting paid for their participation, since direction of causality cannot be 
clearly established with the study design and statistical analyses conducted. However, as 
there is no obvious explanation for why compensation may have been related to height in 
this study, this finding needs to be replicated before it can be assumed to be a reliable and 
meaningful one. The finding that ethnicity was a significant predictor of height distortion 
was supportive of previous studies that have found differences in height based on 
ethnicity (e.g., Komlos, 2010; Komlos & Brabec, 2011; Komlos & Breitfelder, 2008). 
Within men, sexual orientation was a significant predictor of objective height, 
such that Same-Sex/Both-Sex Oriented men were shorter, on average, than 
predominantly Other-Sex Oriented men. This effect occurred after statistically controlling 
for several potentially confounding variables (age, ethnicity, education, location and 
compensation), and when sexual orientation was modeled in different ways (but see 
Appendix 5 for potential issues related to an exclusive orientation). This supported 
Hypothesis 4 and is in line with previous studies conducted by Bogaert and Blanchard 
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(1996), Blanchard and Bogaert (1996a), and Bogaert (2010), which found that men with a 
same-sex orientation were shorter, on average, than men with an other-sex orientation. 
This does not support the studies conducted by Bogaert and Friesen (2002), and Martin 
and Nguyen (2004), which did not find significant differences in objective height 
between men with a same-sex orientation and men with an other-sex orientation. 
Compensation, ethnicity and age were significant predictors on step 1 of the model, such 
that men who were paid, men who were White and men who were younger were taller. 
The finding that the age variable was a significant predictor of objective height was 
supportive of previous studies that have found that individuals tend to get shorter with 
age (Cline, Meredith, Boyer, & Burrows, 1989; see above for discussion of the 
compensation and ethnicity variables). Within women, sexual orientation was not a 
significant predictor of objective height, which did not support Hypothesis 7 and 
suggested that there was no objective height difference, on average, between Same-
SexIBoth-Sex Oriented women and predominantly Other-Sex Oriented women. This 
supports the findings of Bogaert and Friesen (2002), Bogaert (2010), Singh and 
colleagues (1999), and Martin and Nguyen (2004). This does not lend support to Bogaert 
(1998), who found that women with a same-sex orientation were taller, on average, than 
women with an other-sex orientation. 
The finding that there was a significant difference between the objective height of 
Same-SexIBoth-Sex Oriented men and predominantly Other-Sex Oriented men 
contributes to the existing literature supporting a biological basis for sexual orientation 
development in men. Height has a biological basis (e.g., Dubois et aI., 2012), which has 
been linked to prenatal hormones (Walker et aI., 1992; Chemausek et aI., 2007; 
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Lichanska & Waters, 2008; Garnett et aI., 2004; Geary et aI., 2003; Martin & Nguyen, 
2004). Thus, the finding that Same-SexIBoth-Sex Oriented men are shorter, on average, 
than predominantly Other-Sex Oriented men contributes to the existing literature that 
atypical prenatal hormones may alter growth and development in men with a same-sex 
orientation (Balthazart, 2011; Bao & Swaab, 2011; Becker et aI., 2005; Berenbaum & 
Beltz, 2011; Diamond, 2009; Ellis & Ames, 1987; Hines, 2011; LeVay, 2010; Ngun et 
aI., 2011). A previous explanation of a height difference between men with a same-sex 
orientation and men with an other-sex orientation reflecting a psychosocial influence--
that is, men with an other-sex orientation distorting to conform to a masculine ideal (e.g., 
Bogaert & McCreary, 2011}-is not borne out by these data. Sexual orientation was not a 
predictor of height distortion, which further adds support to the biological nature of an 
objective height difference between men with a same-sex orientation and men with an 
other-sex orientation. 
This study did not measure prenatal hormone levels (or any variables related to 
the cause of a potential obj ective height difference), and thus, the cause of the height 
difference can be potentially attributed to other factors. For example, a maternal immune 
response has been hypothesized to be responsible for the fraternal birth order (FBO) 
effect in men with a same-sex orientation (i.e., the number of older brothers a man has 
heightens his chance of a same-sex orientation; e.g., Blanchard & Bogaert, 1996b; 
Bogaert & Skorska, 2011; VanderLaan, & Vasey, 2011). Given that there is some 
evidence that fraternal birth order is linked to body size (e.g., Blanchard & Ellis, 2001; 
Bogaert, 2003b), including height (e.g., Bogaert, 2003b), a maternal immune response 
might also be offered as an explanation of the height difference between men with a 
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same-sex orientation and men with an other-sex orientation. Thus, some mothers may 
produce an immune response to a male-specific protein affecting both growth and sexual 
orientation mechanisms in later born boys (e.g., Blanchard, 2004; Blanchard & Bogaert, 
1996b; Bogaert & Skorska, 2011). 
The finding that there were no significant differences in objective height between 
Same-SexIBoth-Sex Oriented women and predominantly Other-Sex Oriented women 
does not add to the current literature which suggests a biological basis to sexual 
orientation development in women. Thus, height is not a variable that would contribute to 
evidence that atypical prenatal hormones (or other biological mechanism) alter growth 
and development in women with a same-sex orientation. This does not, however, 
discount the body of research that suggests a biological basis for sexual orientation 
development in women (e.g., McFadden & Shubel, 2002; Pearcey et aI., 1996; Singh et 
aI., 1999; Rahman, 2005; Brown et aI., 2005; McFadden & Pasanen, 1998; 1999; 
McFadden & Champlin, 2000; Balthazart, 2011; Bao & Swaab, 2011; Hines, 2011; 
LeVay, 2010; Ngun et aI., 2011; Langstrom et aI., 2010; Burri et aI., 2011). Given that 
this study has investigated only one physical factor that could be biologically related to 
sexual orientation development in women, this does not rule out other biological factors 
which were not investigated here and could have been related to sexual orientation 
development in women, especially those which have been shown in other studies to play 
a role in sexual orientation development in women (e.g., 2D:4D finger length ratios). 
The different findings in men and in ~omen speak to the idea that women's 
sexual orientation development may have a different trajectory than men's sexual 
orientation development. For example, women's sexual orientation scores have been 
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found to be more continuous, while men's sexual orientation scores have been found to 
be more bimodal (e.g., Mustanski et aI., 2002). A related question that arises is whether a 
biological component to sexual orientation development is relatively larger in men than 
in women. Several of the findings with a large biological basis have been found only in 
men (e.g., the fraternal birth order effect; Bogaert & Skorska, 2011; INAH-3 differences; 
LeVay, 1991; the role of the chromosomal region Xq28; Hamer et aI., 1993). The lack of 
a height difference between women with a same-sex orientation and women with an 
other-sex orientation, found in the current thesis and in other studies, suggests that 
another characteristic that has a biological basis likely does not contribute to sexual 
orientation development in women. Of course, it is possible that not all of the biological 
variables relevant to sexual orientation development have been investigated (and that 
those investigated have a large effect), but with another variable that seems to not 
contribute to sexual orientation in women, it begs the question of whether 
culture/environment contribute to a greater extent, relative to biology, in the development 
of sexual orientation in women. Future studies are required to conclusively determine the 
relative contribution of culture/environment and biology in both women's and men's 
sexual orientation development. Further, the exact trajectories for the development of 
sexual orientation, both independent of sex and within sex, have not been (clearly) 
established and warrant future research to fully understand why some variables are 
implicated in sexual orientation in a certain sex but not in the other sex. 
This further adds to the complexity and complications associated with studying 
women's sexuality generally and whether women's sexuality is relatively more 
influenced by culture or biology. For example, researchers have demonstrated that 
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women's sexuality is relatively more fluid and flexible than men's sexuality (e.g., 
unstable identities in sexual minority women and non-category specificity in 
physiological arousal in women; Baumeister, 2000; Diamond, 2008; 2012; Mock & 
Eibach, 2012; Lippa, 2012; Chivers, 2010). Clear evidence of whether 
culture/environment or biology playa larger role has not been provided, although some 
research suggests that culture/environment has a relatively larger contribution to the 
fluidity and flexibility found in women's sexuality (e.g., the influence of relationship 
status; Diamond, 2008). Assuming this fluidity and flexibility is shaped largely by 
culturaVenvironmental forces, the finding that a variable with a biological basis, such as 
height, does not discriminate between women with an other-sex orientation and women 
with a same-sex orientation may suggest that the fluidity and flexibility in women's 
sexuality is driven more by cultural/environmental factors. The finding that height, along 
with other physical markers of development, discriminates between men with a same-sex 
orientation and men with an other-sex orientation supports the notion that men's sexuality 
may be relatively more influenced by biology and may be more stable/less fluid 
compared to women's sexuality. Future studies are required to conclusively determine the 
relative contribution of culture/environment and biology in both women's and men's 
sexuality. 
Height Distortion 
Sex, sexual orientation and the interaction between sex and sexual orientation 
were not significant predictors of height distortion, which did not provide support for 
Hypotheses 3, 5 and 8 (and as a result, Hypotheses 6 and 9). There were no significant 
differences between men and women, or between Same-SexIBoth-Sex Oriented 
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participants and predominantly Other-Sex Oriented participants in height distortion (or an 
interaction). This was the first study, to the author's knowledge, which examined height 
distortion and its relation to sexual orientation. Thus, height distortion was evident; 
however, all groups distorted, on average, in the same direction (i.e., on average, reported 
they were taller than they objectively were) and distorted their height in approximately 
the same amount. It is worth mentioning that sex was marginally significant in predicting 
height distortion, such that men marginally self-reported they were taller more than 
women. Previous studies have found that the extent of distortion is greater in men than 
women (e.g., Nieto-Garcia et aI., 1990; Palta et aI., 1982; Pirie et al., 1981; Spencer et aI., 
2002). Location and education were significant predictors, such that those who completed 
the study on campus and those who did not have a university education reported they 
were taller than they objectively were. The effect of location suggests that our study 
design (i.e., participants who completed the study on campus) potentially influenced 
whether participants had the opportunity to distort their height to a greater extent. For 
example, participants who completed the study on campus did not see the stadiometer 
until after their self-reported height was completed; however, at least some participants 
who completed the study off campus saw the stadiometer while completing their self-
reported height in the questionnaire, which may have given them time to reflect more on 
their height (e.g., more cognizant of the fact that they need to be accurate in their 
reporting). Since direction of causality cannot be established, it is also plausible that 
participants on campus have some characteristics, which were not measured here (but see 
below for possible other variables) that result in greater height distortion. The finding that 
education was a significant predictor of height distortion was supportive of previous 
studies that have found that individuals with a non-university education distort their 
height to a greater extent compared to those with a university education (palta et aI., 
1982). 
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Similar to analyses conducted by Bogaert and McCreary (2011), and Pozzebon 
and colleagues (in press), potential variables that could predict height distortion were 
examined, independent of sex and sexual orientation. The first candidate variables were 
associated with socially desirable responding. This was addressed in Bogaert and 
McCreary (2011) as a variable that warranted further investigation in association with 
height distortion and was not included in their study. The Impression Management 
subscale of the Balanced Inventory of Desirable Responding (paulhus, 1984; 1991), on 
its own, was a significant predictor of height distortion, independent of sex and sexual 
orientation. Participants who displayed greater height distortion (in the tall direction) 
were more likely to have lower scores on Impression Management. The Impression 
Management scale was constructed to tap into purposeful socially desirable responses, 
whereby individuals knowingly alter their answers to produce the best image of 
themselves to others-essentially, its aim was to tap into lying (paulhus, 1991). The 
finding that lower Impression Management scores predicted greater height distortion is 
counter-intuitive. It would be expected that individuals with a higher need to display a 
positive self-image would indicate they are taller to a greater extent, especially 
considering the positive outcomes associated with being taller, particularly in men (e.g., 
income, reproductive success, leadership; Cameron, Oskamp, & Sparks, 1978; Herpin, 
2005; Murray & Schmitz, 2011; Nettle, 2002; Pawlowski et aI., 2000; Stulp et aI., 2012). 
U ziel (201 Oa; 201 Ob) argues that Impression Management does not measure lying, or a 
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response bias, but measures a trait in individuals. That is, individuals who are high in 
Impression Management are agreeable, emotionally stable and interpersonally adjusted 
with high competence and high self-control (Uziel, 201Oa; 201Ob). Individuals who are 
high in Impression Management are generally associated with having high self-esteem, 
not being stressed in social contexts and are successful at self-regulation (Uziel, 201Oa; 
20l0b). Utilizing this trait framework, the finding that individuals low in Impression 
Management were more likely to distort their height is less counter-intuitive; that is, 
those low in Impression Management could be argued to have lower self-esteem, be less 
agreeable, be more stressed in social situations and not be successful at self-regulation, 
which could be associated with a need to report being taller than they objectively are. 
However, given that the relationship between height distortion and Impression 
Management was counter-intuitive (at least at fIrst glance), this finding should be 
replicated before taking it as a reliable predictor of height distortion. 
The gender role scales were the next variables examined for potential prediction 
of height distortion. The only signifIcant predictor of height distortion, statistically 
controlling for Impression Management, was Unmitigated Agency, within men only. 
Thus, men with higher Unmitigated Agency scores were more likely to distort their 
height to appear taller. This provides additional partial support for the previous findings 
ofBogaert and McCreary (2011), and Pozzebon and colleagues (in press), which indicate 
that, within men, height distortion was predicted by Unmitigated Agency and 
Occupational Preferences, and Agency, respectively. Unmitigated Agency is associated 
with a masculine disposition, such that these individuals focus on themselves to an 
extreme that they exclude others, reflecting both socially desirable and socially 
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undesirable masculine traits (Spence et aI., 1979). Agency is argued to be a focus on self, 
without the exclusion of others and can be interpreted as a less extreme masculine 
characteristic as it represents socially desirable traits associated with masculinity (Spence 
et aI., 1979). Thus, within men, the trait component to masculinity, which reflects both 
socially desirable and socially undesirable masculine characteristics, is associated with 
men distorting their heights to appear taller. This study has provided additional support 
for the notion that very masculine men distort their height to conform to a masculine 
physical ideal. 
Height distortion was evident across all groups, on average, in this sample in the 
same direction (i.e., distorting so individuals appear taller, on average). The height 
distortion evident in this sample was moderate, which aligns with other studies and is 
expected considering the high positive correlation between self-reported height and 
objective height (e.g., Spencer et aI., 2002; Pozzebon et aI., in press), which suggests that 
individuals are generally good at estimating their height. This also implies that there is 
not much variance in height distortion, making it potentially difficult to find predictors to 
account for the small amount of variation present. This is likely due to limitations in how 
much an individual can realistically distort hislher height. For example, individuals are 
given feedback or are cognizant about their height at the doctor's office, when they get a 
driver's license, when they are standing next to someone who is really tall or really short, 
etc. Even though the extent of distortion is limited, it was not surprising to find that 
individuals can, on average, distort their height, as several studies indicate the positive 
benefits associated with being taller (e.g., income, reproductive success, leadership; 
Cameron, Oskamp, & Sparks, 1978; Herpin, 2005; Murray & Schmitz, 2011; Nettle, 
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2002; Pawlowski et at, 2000; Stulp et at, 2012). The height distortion findings across all 
groups in this sample provide indirect support that height is an important and valued 
physical characteristic among all individuals. That is, men with a same-sex orientation, 
men with an other-sex orientation, women with a same-sex orientation and women with 
an other-sex orientation all seem to value height to a similar degree. 
It can be argued that height holds a slightly greater value in men than women, as 
there was a marginal effect of sex in the prediction of height distortion, such that men 
distorted their height to a slightly greater extent than women. It was somewhat surprising 
that this sex difference was only marginal, as most studies indicate that men distort their 
height to a greater extent than women (Nieto-Garcia et at, 1990; Palta et at, 1982; Pirie 
et at, 1981; Pozzebon et aI., in press; Spencer et at, 2002) and the rationale for a need to 
appear taller (to reap the benefits of being taller) seemed to be stronger in men than it 
they were in women. Recent studies examining the benefits of height in women, 
however, suggest that perhaps a certain height is valued in women, thus providing 
rationale for women to distort their height to a similar extent as men. For example, 
medium height women (i.e., not too tall and not too short) tend to have increased long-
term reproductive success than tall or short women (Buunk et at, 2009). Given that this 
finding was not expected and previous studies have found a sex difference in height 
distortion, future studies are required to replicate the finding that there was no statistically 
significant sex difference in height distortion. 
Limitations 
There are some limitations to this study. The non-experimental nature of this 
study is such that the direction of causality of the relationship between objective height 
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and sexual orientation in men cannot be inferred. It is possible that prenatal hormones (or 
other biological mechanism) influence both sexual orientation and height in men; 
however, it is also possible that height may be a factor that creates an environment 
conducive to developing a same-sex orientation. For example, shorter boys and men 
(relative to taller boys and men) may be perceived as less attractive and more feminine b . 
adolescent girls and women, and as a result may receive less sexual attention from 
women with an other-sex orientation. Perhaps such a lack of attention plays a small and 
subtle role in some men's sexual development (directing them toward a same-sex 
orientation). Although no direct evidence for this type of mechanism in men's sexual 
development is known to the author, this type of alternative explanation should remind 
the reader of the correlational nature of this study. Thus, the direction of causality (i.e., 
whether differences in height cause differences in sexual orientation, whether differences 
in sexual orientation cause differences in height, or whether a third variable causes both 
differences in height and differences in sexual orientation) cannot be conclusively 
inferred. 
A related issue is that this study cannot disentangle the cause of the height 
difference or the biological roots of height from the environmental roots of height. That 
is, while height is influenced by biological factors such as prenatal hormone levels, it is 
also influenced by environmental factors such as nutrition (e.g., dairy products; de Beer, 
2012). Further, height is also influenced by other biological factors such as genetics 
(Martorell, 2010) or a potential maternal immune response. This study did not measure 
prenatal hormone levels, a maternal immune response, nutritional information or any 
genetics-related information in participants and thus cannot conclusively state that the 
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height difference is solely attributable to biological factors such as prenatal hormone 
levels or a maternal immune response. On the other hand, nutrition is an unlikely 
explanation given that there are no known differences between men with a same-sex 
orientation and men with an other-sex orientation in terms of nutrition (Deputy & 
Boehmer, 2010) and given that the height difference was present after statistically 
controlling for any effect of ethnicity (which may be linked to nutritional differences). It 
should also be noted that determining the exact causal direction, or the exact 
biological/environmental mechanism underlying objective height differences between 
men with a same-sex orientation and men with an other-sex orientation, was not the main 
emphasis of this thesis. Its main emphasis was on the reliability of an objective height 
difference related to sexual orientation, or whether only self-reported (not objective) 
height related to sexual orientation, as well as the mediator(s) that underlie a potential 
relationship between height distortion and sexual orientation. Future studies are required 
to fully understand the causal direction and/or the exact mechanism underlying these 
height differences. 
There were some methodological issues in this study. Location and compensation 
were predictors of height distortion and objective height, respectively. Future studies 
should take this into account and attempt to incorporate these factors into the study 
design when gathering data related to objective height or height distortion. Future studies 
are also required to determine whether these are reliable effects. Due to time and expense 
restraints, the need for a large sample size, and the need to recruit a large number of 
individuals from minorities in the population, the study was constrained to the 
methodology utilized. On the other hand, it should be noted that a strength of this study 
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was that it did, in fact, measure these potentially confounding variables and statistically 
control for them. Further, some of the gender role scales, such as the Agency subscale, 
had a low Cronbach's alpha (e.g., lower than .69), which could have decreased the ability 
of these scales to predict height distortion. Also, the experimenter who objectively 
measured the height of all participants was a woman, and this may have introduced some 
error in measurement (e.g., difficulty in measuring really tall men). 
This study also only explored the psychosocial underpinnings of height distortion 
in limited ways. For example, this study did not directly measure the extent to which 
height is an important physical characteristic in men and women. Given that this study 
found a marginally significant effect of sex as a predictor of height distortion, and the 
value of height was not measured, it is difficult to conclusively state whether the slight 
difference between men and women, which differs from previous studies, is driven by a 
potential change in (or difference of) values of physical characteristics in men and 
women. Thus, the value of height as a physical characteristic itself cannot be ruled out as 
a predictor of height distortion. Also, other factors have been shown to influence height 
distortion, such as self-image in women (pozzebon et aI., in press) and feelings of power 
in both men and women (Duguid & Goncalo, 2012), which were not measured in this 
study and which could explain why individuals distort their height. Future studies would 
benefit from investigating all of these factors, along with Impression Management and 
gender roles, to determine which plays the greatest role in explaining height distortion. 
Another issue is that this study did not examine the motivations for height 
distortion. That is, it cannot be conclusively determined the degree that people knowingly 
distort their heights (i.e., consciously), or the degree that they do so largely without such 
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knowledge (i.e., unconsciously). For example, height distortion may be motivated by 
positive illusions (Taylor & Brown, 1988), such that individuals are not knowingly 
distorting their height. Also, whether individuals distort their height to appear taller for 
themselves or for others cannot be conclusively determined based on the findings in this 
study. For example, individuals may be distorting their height to enhance their self-
esteem, or to appear more attractive to others (or both). All of these explanations may be 
correct, but these issues should be studied further in future research. 
Conclusion 
The goal of this thesis project was to investigate the relationship between height 
and sexual orientation. This study suggests that an objective height difference occurs 
between Same-SexIBoth-Sex Oriented men and predominantly Other-Sex Oriented men, 
such that Same-SexIBoth-Sex Oriented men are shorter, on average, than predominantly 
Other-Sex Oriented men. This finding provides additional support for biological theories 
of men's sexual orientation development. In women, this study suggests that sexual 
orientation is not related to objective height, and does not add support for biological 
theories of women's sexual orientation development. This study also suggests that there 
are psychosocial factors that are important in height distortion; however, height distortion 
is not related to sexual orientation and only marginally related to sex. Along with 
education and location of testing, the psychosocial factors important in height distortion 
were Impression Management, in both men and women, and Unmitigated Agency, in 
men. The findings in this study highlight the complexity surrounding sexual orientation 
development in men and women. The findings also highlight the role of certain 
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psychosocial factors in how individuals perceive their bodies and/or how they want their 
bodies to be perceived by others. 
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If research participants are in the care of a health faolity, at a school, or other institution or community 
organization, it is the responsib~ity of the Principal Investigator to ensure that the ethical guidelines and 
clearance of those facilities or institutions are obtained and filed with the REB prior to the initiation of 
research at that site. 
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Breck 
Brock University 
Rese<lrch Ethics BO<lrd 
Tel: 905-688-5550 ext. 3035 
Em<lil: reb@brocku.ca 
Certificate of Ethics Clearance for Human Participant Research 
DATE: Janual)' 21,2011 
PRINCIPAL INVESTIGATOR: BOGAERT, Anthony - Community Health Sciences 
FILE: 10-005 - BOGAERT 
TYPE: Faculty Research 
TITLE: Sexuafrty and Physical Development study 
ETHICS CLEARANCE GRANTED 
Type of Clearance: MODIFICATION 
STUDENT: 
SUPERVISOR: 
Expiry Date: 8/19/2011 
The Brock University Research Ethics Board has mviewed the above named m5earch proposal and considers 
the procedums, as described by the appticant, to confoon to the University's ethical standards and the Tn-
Council Policy Statement Clearance granted from 112112011 to 8/1912011. 
The Tn-Council Policy Statement requires that ongoing msearch be monitored by, at a minimum, an annual 
mport Should your project extend beyond the expil)' date, you are required to submit a Renewal form befom 
8/1912011. Continued dearance is contingent on timely submission of mports. 
To comply with the Tn-Council Policy Statement. you must also submit a final report upon completion of your 
project All report foons can be found on the Research Ethics web page. 
In addition, throughout your research, you must mport promptly to the REB: 
a) Changes incmasing the risk to the participant(s) and/or affecting significantly the conduct of the study; 
b) All adverse and/or unanticipated experiences or events that may have real or potential unfavourable 
implications for participants; 
c) New information that may adversely affect the safety of the participants or the conduct of the study; 
d) Any changes in your source offunding or new funding to a pmviously unfunded project. 
We wish you success with your research. 
Approved: 
Michelle McGinn, Chair 
Research Ethics Board (REB) 
Note: Brock University is accountable for the research carried out in its own jurisdiction or under its auspices 
and may refuse certain research even though the REB has found it ethically acceptable. 
If research participants are in the care of a health facifrty, at a school, or other institution or community 
organization, it is the responsibility of the Principal Investigator to ensure that the ethical guidelines and 
clearance of those facilities or institutions are obtained and filed with the REB prior to the initiation of 
research at that site. 
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Breck 
Brock University 
Reseilrch Ethics Office 
Tel: 905-688-5550 ext. 3035 
Emilil: reb@brocku.cil 
Bioscience Research Ethics Board 
Certificate of Ethics Clearance for Human Participant Research 
DATE: 812212011 
PRINCIPAL INVESTIGATOR: BOGAERT, Anthony - Community Health Sciences 
FILE: 10-005 - BOGAERT 
TYPE: Faculty Research 
TITLE: Sexuarrty and Physical Development Study 
ETHICS CLEARANCE GRANTED 
Type of Clearance: RENEWAL 
STUDENT: 
SUPERVISOR: Anthony Bogaert 
Expiry Date: 813112012 
The Brock University Bioscience Research Ethics Board has reviewed the above named research proposal and 
considers the procedures, as described by the applican~ to conform to the University's ethical standards and the 
Tri-Council Policy Statement Clearance granted from 8I22J2011 to 813112012. 
The Tri-Council Policy Statement requires that ongoing research be monitored by, at a minimum, an annual 
report. Should your !rnject extend beyond the expiry date, you are required to submit a Renewal form before 
8131/2012. Continued dearance is contingent on timely submission of reports. 
To comply with the Tri-CounciJ Policy Statemen~ you must also submit a final report upon completion of your 
project All report foons can be found on the Research Ethics web page at 
hUp"/1www brocku ca/research!policies-and-foUDslresearch-forrns. 
In adcfmon, throughout your research, you must report promptly to the REB: 
a) Changes increasing the risk to the participant(s) and/or affecting significantly the conduct of the study; 
b) All adverse and/or unanticipated experiences or events that may have real or potential unfavourable 
implications for participants; 
c) New information that may adversely affect the safety of the participants or the conduct of the study; 
d) Any changes in your source of funding or new funding to a previouSly unfunded projed. 
We wish}lOu success with your research. 
Approved: 
Brian Roy, Chair 
Bioscience Research Ethics Board 
Note: Brock University is accountable for the research carried out in its own jurisdiction or under its auspices 
and may refuse certain research even though the REB has found it ethically acceptable. 
If research participants are in the care of a health facility, at a school, or other institution or community 
organization, it is the responsibtlity of the Principal Investigator to ensure that the ethical guidelines and 
clearance of those facilities or institutions are obtained and filed with the REB prior to the initiation of 
researt:h at 1I1at site. 
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Appendix 2 - Gender Role Scales and 
Socially Desirable Responding Scale 
Extended Personal Attributes Questionnaire 
The items below inquire about what kind of person you think you are. Each item consists 
of a pair of characteristics, with the letters A-E in between. Each pair describes 
contradictory characteristics - that is, you cannot be both at the same time. The letters 
form a scale between two extremes. Please circle the letter that describes where you fall 
on the scale. REMEMBER TO ANSWER QUICKLY BECAUSE YOUR FIRST 
IMPRESSION IS BEST 
Not at all independent A B C D E Very independent 
Not at all arrogant A B C D E Very arrogant 
Not at all emotional A B C D E Very emotional 
Very boastful A B C D E Not at all boastful 
Very passive A B C D E Very active 
Not at all egotistical A B C D E Very egotistical 
Not at all able to devote A B C D E Very much able to devote 
self to others self to others 
Very rough A B C D E Very gentle 
Not at all helpful to others A B C D E Very helpful to others 
Not at all competitive A B C D E Very competitive 
Very greedy A B C D E Not at all greedy 
Not at all kind A B C D E Very kind 
Very dictatorial A B C D E Not at all dictatorial 
Not at all aware of the A B C D E Very aware of the 
feelings of others feelings of others 
Makes decisions easily A B C D E Difficulties making decisions 
Gives up easily A B C D E Never gives up easily 
Very cynical A B C D E Not at all cynical 
Not at all self-confident A B C D E Very self-confident 
Doesn't look out only for self; A B C D E Looks out only for self; 
principled unprincipled 
Feels very inferior A B C D E Feels very superior 
Not at all hostile A B C D E Very hostile 
Not at all understanding of others A B C D E Very understanding of others 
Very cold in relations A B C D E Very warm in relations 
with others with others 
Goes to pieces under pressure A B C D E Stands up well under pressure 
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The Occupational Preferences Scale 
The following questions ask you how much you would like to do different kinds of work. 
Don't worry about whether you are currently trained to do different kinds of work, how 
much money you would make, or the prestige associated with each kind of work. Think 
only about how much you would like to do each kind of work, and circle your answer 
accordingly_ 
I would like to be a(n): Strongly Agree Neutral Disagree Strongly 
Agree Disagree 
ACCOUNTANT SA A N D SD 
ART MUSEUM DIRECTOR SA A N D SD 
AUTO MECHANIC SA A N D SD 
CAR SALES PERSON SA A N D SD 
BEAUTY CONSULTANT SA A N D SD 
BIOLOGIST SA A N D SD 
BOOKKEEPER SA A N D SD 
BUILDING CONTRACTOR SA A N D SD 
BUSINESS EXECUTIVE SA A N D SD 
CASHIER IN A BANK SA A N D SD 
CLERK SA A N D SD 
CHEMIST SA A N D SD 
CHILDREN'S AUTHOR SA A N D SD 
CO~UTERPROG~R SA A N D SD 
COSTUME DESIGNER SA A N D SD 
DANCE TEACHER SA A N D SD 
EDITOR SA A N D SD 
ELECTRICAL ENGINEER SA A N D SD 
ELEMENTARY SCHOOL SA A N D SD 
TEACHER 
FARMER SA A N D SD 
FASHION MODEL SA A N D SD 
FLIGHT ATTENDANT SA A N D SD 
FLORIST SA A N D SD 
INTERIOR DECORATOR 
INVENTOR 
JET PILOT 
LAWYER 
LIBRARIAN 
LOAN OFFICER 
MACHINIST 
CLOTHING STORE MANAGER 
MEC~CALENGINEER 
MILITARY OFFICER 
MINISTER, RABBI, CLERGY 
PERSON 
NEWSPAPER REPORTER 
NURSE 
PHOTOGRAPHER 
PHYSICIAN 
PHYSICIST 
POET 
SA 
SA 
SA 
SA 
SA 
SA 
SA 
SA 
SA 
SA 
SA 
SA 
SA 
SA 
SA 
SA 
SA 
A 
A 
A 
A 
A 
A 
A 
A 
A· 
A 
A 
A 
A 
A 
A 
A 
A 
N D 
N D 
N D 
N D 
N D 
N D 
N D 
N D 
N D 
N D 
N D 
N D 
N D 
N D 
N D 
N D 
N D 
The Recalled Gender Identity/Gender Role Questionnaire, Male Version 
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SD 
SD 
SD 
SD 
SD 
SD 
SD 
SD 
SD 
SD 
SD 
SD 
SD 
SD 
SD 
SD 
SD 
Please answer the following questions about your behaviour as a child, that is, the years 
"0 to 12." For each question, circle the response that best describes your behaviour as a 
child. Please note that there are no "right or wrong" answers. 
1. As a child, my favorite playmates were 
a. always boys b. usually boys c. boys and girls equally d. usually girls 
e. always girls f. I did not play with other children 
2. As a child, my best or closest friend was 
a. always a boy b. usually a boy c. a boy or a girl d. usually a girl 
e. always a girl f. I did not have a best or ~lose friend 
3. As a child, my favorite toys and games were 
a. always "masculine" b. usually "masculine" 
c. equally "masculine" and "feminine" d. usually "feminine" 
e. always "feminine" f. neither "masculine" or "feminine" 
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4. Compared to other boys, my activity level was 
a. very high b. higher than average c. average d. lower than average e. very low 
5. As a child, I experimented with cosmetics (make-up) and jewelry 
a. as a favorite activity b. frequently c.once-in-a-while d. very rarely e. never 
6. As a child, the characters on TV or in the movies that I imitated or admired were 
a. always girls or women b. usually girls or women 
c. girls/women and boys/men equally d. usually boys or men 
e. always boys or men f. I did not imitate or admire characters on TV or in the movies 
7. As a child, I enjoyed playing sports such as baseball, hockey, basketball, and soccer 
a. only with boys b. usually with boys c. with boys and girls equally 
d. usually with girls e. only with girls f. I did not play these types of sports 
8. In fantasy or pretend play, I took the role 
a. only of boys or men b. usually of boys or men 
c. boys/men and girls/women equally d. usually of girls or women 
e. only of girls or women f. I did not do this type of pretend play 
9. In dress-up play, I would 
a. wear boys' or men's clothing all the time b. usually wear boys' or men's clothing 
c. half the time wear boys' or men's clothing and half the time wear girls' or women's 
clothing d. usually wear girls' or women's clothing 
e. wear girls' or women's clothing all the time f. I did not do this type of play 
10. As a child, I felt 
a. very masculine b. somewhat masculine 
d. somewhat feminine e. very feminine 
c. masculine and feminine equally 
f. I did not feel masculine or feminine 
11. As a child, compared to other boys my age, I felt 
a. much more masculine b. somewhat more masculine c. equally masculine 
d. somewhat less masculine e. much less masculine 
12. As a child, compared to my brother, I felt 
a. much more masculine b. somewhat more masculine c. equally masculine 
d. somewhat less masculine e. much less masculine 
f. I did not have a brother [Note: If you had more than one brother, make your 
comparison with the brother closest in age to you.] 
13. As a child, I 
a. always resented or disliked my sister 
c. sometimes resented or disliked my sister 
e. never resented or disliked my sister 
b. usually resented or disliked my sister 
d. rarely resented or disliked my sister 
f. I did not have a sister [Note: If you had more than one sister, make your comparison 
with the sister closest in age to you.] 
14. As a child, my appearance (hair style, clothing, etc.) was 
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a. very masculine b. somewhat masculine c. equally masculine and feminine 
d. somewhat feminine e. very feminine f. neither masculine or feminine 
15. As a child, how frequently did you enjoy wearing dresses and other "feminine" 
clothing? 
a. always b. usually c. sometimes d. rarely e. never 
16. As a child, I had the reputation of a "sissy" 
a. all of the time b. most of the time c. some of the time 
d. on rare occasions e. never 
17. As a child, I 
a. always felt good about being a boy b. usually felt good about being a boy 
c. sometimes felt good about being a boy d. rarely felt good about being a boy 
e. never felt good about being a boy f. never really thought about how I felt being a boy 
18. As a child, I had the desire to be a girl but did not tell anyone 
a. almost always b. frequently c. sometimes d. rarely 
19. As a child, I would tell others I wanted to be a girl 
a. almost always b. frequently c. sometimes d. rarely 
e. never 
e. never 
The Recalled Gender Identity/Gender Role Questionnaire, Female Version 
Please note, items that differ from the male version are italicized. 
Please answer the following questions about your behaviour as a child, that is, the years 
"0 to 12." For each question, circle the response that best describes your behaviour as a 
child. Please note that there are no "right or wrong" answers. 
1. As a child, my favorite playmates were 
a. always boys b. usually boys c. boys and girls equally d. usually girls 
e. always girls f. I did not play with other children 
2. As a child, my best or closest friend was 
a. always a boy b. usually a boy c. a boy or a girl d. usually a girl 
e. always a girl f. I did not have a best or close friend 
3. As a child, my favorite toys and games were 
a. always "masculine" b. usually "masculine" 
c. equally "masculine" and "feminine" d. usually "feminine" 
e. always "feminine" f. neither "masculine" or "feminine" 
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4. Compared to other girls, my activity level was 
a. very high b. higher than average c. average d. lower than average e. very low 
5. As a child, I experimented with cosmetics (make-up) andjewelry 
a. as a favorite activity b. frequently c. once-in-a-while d very rarely e. never 
6. As a child, the characters on TV or in the movies that I imitated or admired were 
a. always girls or women b. usually girls or women 
c. girls/women and boys/men equally d. usually boys or men 
e. always boys or men f. I did not imitate or admire characters on TV or in the movies 
7. As a child, I enjoyed playing sports such as baseball, hockey, basketball, and soccer 
a. only with boys b. usually with boys c. with boys and girls equally 
d. usually with girls e. only with girls f. I did not play these types of sports 
8. In fantasy or pretend play, I took the role 
a. only of boys or men b. usually of boys or men 
c. boys/men and girls/women equally d. usually of girls or women 
e. only of girls or women f. I did not do this type of pretend play 
9. In dress-up play, I would 
a. wear boys' or men's clothing all the time b. usually wear boys' or men's clothing 
c. half the time wear boys' or men's clothing and half the time wear girls' or women's 
clothing d. usually wear girls' or women's clothing 
e. wear girls' or women's clothing all the time f. I did not do this type of play 
10. As a child, I felt 
a. very masculine b. somewhat masculine 
d. somewhat feminine e. very feminine 
c. masculine and feminine equally 
f. I did not feel masculine or feminine 
11. As a child, compared to other girls my age, I felt 
a. much more feminine b. somewhat more feminine c. equally feminine 
d somewhat less feminine e. much less feminine 
12. As a child, compared to my sister, I felt 
a. much more feminine b. somewhat more feminine c. equally feminine 
d somewhat less feminine e. much less feminine 
f I did not have a sister [Note: If you had more than one sister, make your comparison 
with the sister closest in age to you.] 
13. As a child, I 
a. always resented or disliked my brother b. usually resented or disliked my brother 
c. sometimes resented or disliked my brother d. rarely resented or disliked my brother 
e. never resented or disliked my brother 
f I did not have a brother [Note: If you had more than one brother, make your 
comparison with the brother closest in age to you.] 
14. As a child, my appearance (hair style, clothing, etc.) was 
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a. very masculine b. somewhat masculine c. equally masculine and feminine 
d. somewhat feminine e. very feminine f. neither masculine or feminine 
15. As a child, how frequently did you enjoy wearing dresses and other "feminine" 
clothing? 
a. always b. usually c. sometimes d. rarely e. never 
16. As a child, I had the reputation of a "tomboy" 
a. all of the time b. most of the time c. some of the time 
d. on rare occasions e. never 
17. As a child, I 
a. always felt good about being a girl b. usually felt good about being a girl 
c. sometimes felt good about being a girl d rarely felt good about being a girl 
e. never felt good about being a girl f never really thought about how I felt being a girl 
18. As a child, I had the desire to be a boy but did not tell anyone 
a. almost always b. frequently c. sometimes d. rarely 
19. As a child, I would tell others I wanted to be a boy 
a. almost always b. frequently c. sometimes 
Adolescent Feminine Ideology Scale 
d rarely 
e. never 
e. never 
Please indicate the degree to which you agree or disagree with the following statements 
using the following scale: 
1 2 3 
Strongly disagree 
4 5 6 
Strongly agree 
Statement Answer 
I would tell a friend she looks nice, even if! think she shouldn't go out of the 
house dressed like that. 
I express my opinions on1~ if I can think of a nice way of doinR it. 
I worry that I make others feel bad if I am successful. 
I would not change the way I do things in order to please someone else. 
I tell my friends what I honestly think even when it is an unpopular idea. 
Often I look happy on the outside in order to please others, even if I don't feel 
happy on the inside. 
I wish I could say what I feel more often than I do. 
I feel like it's my fault when I have disagreements with my friends. 
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When my friends ignore my feelings, I think that my feelings weren't very 
important anyway. 
I usually tell my friends when they hurt my feelings. 
The way I can tell that I am at a good weight is when I fit into a small size. 
I often wish my body were different. 
I think that a girl has to be thin to feel beautiful. 
I think a girl has to have a light complexion and delicate features to be 
thought of as beautiful. 
I am more concerned about how my body looks than how my body feels. 
I feel comfortable looking at all parts of my body. 
I often feel uncomfortable in my body. 
There are times when I have really good feelings in my body. 
The way I decide I am at a good weight is when I feel healthy. 
I decide how much to eat by how hungry I am. 
Feminine Gender Role Stress Scale 
Below you will see a list of several hypothetical situations. Please rate the stressfulness of 
each situation, as if you actually experienced it using the following scale: 
o 1 2 3 4 5 
Not at all stressful Extremely stressful 
Situation Answer 
Feeling pressured to engage in sexual activity. 
Having to deal with unwanted sexual advances. 
Being taken for granted in a sexual relationship. 
Being pressured for sex when seeking affection from your mate. 
Having multiple sex partners. 
Having an intimate relationship without any romance. 
Not being able to meet family members' emotional needs. 
Your mate will not discuss your relationship problems. 
BeinA considered promiscuous. 
Having others believe that you are emotionally cold. 
Being perceived by others as overweight. 
Finding out that you gained 10 pounds. 
Feeling less attractive than you once were. 
Being heavier than your mate. 
Being unusually tall. 
Being unable to change your appearance to please someone. 
Turnin~ middle-aged and beinK single. 
Wearing a bathing suit in public. 
Hearing a strange noise while you are home alone. 
Hearing that a dangerous criminal has escaped nearby. 
Having your car break down on the road. 
Feeling that you are being followed by someone. 
Havin~ to move to a new city or town alone. 
Receiving an obscene phone call. 
Bargaining with a salesperson when buying a car. 
Negotiating the price of car repairs. 
Making sure you are not taken advantage of when buying a house or car. 
Supervising older and more experienced employees at work. 
Trying to be a good parent and excel at work. 
Having to "sell" yourself at a job interview. 
Talking with someone who is angry with you. 
Your mate is unemJ>loyed and cannot find a job. 
Your child is disliked by_ his or her Qeers. 
Having a weak or incompetent spouse. 
Having someone else raise your children. 
Returning to work soon after your child is born. 
Trying to get your spouse to take responsibility for child care. 
Losing custody of your children after divorce. 
A very close friend stops speaking to you. 
Conformity to Male Norms Inventory 
Due to copyright issues, please contact Dr. James R. Mahalik (Mahalik@bc.edu) for 
copies of this scale. 
Gender Role Conflict Scale 
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Please indicate the degree to which you agree or disagree with the following statements 
using the following scale: 
1 2 3 4 5 
Strongly disagree 
Statement 
Moving up the career ladder is important to me. 
I have difficulty telling others I care about them. 
Verbally expressing my love to another man is difficult for me. 
6 
Strongly agree 
Answer 
I feel tom between my hectic work schedule and caring for my health. 
Making money is part of my idea of being a successful man. 
Strong emotions are difficult for me to understand. 
Affection with other men makes me tense. 
I sometimes define my personal value by my_ career success. 
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Expressing feelings makes me feel open to attack by other people. 
Expressing my emotions to other men is ri~. 
My career, job, or school affects the quali!Y of my leisure or family life. 
I evaluate other people's value by their level of achievement and success. 
Talking (about my feelings) during sexual relations is difficult for me. 
I worry about failing and how it affects my doing well as a man. 
I have difficulty expressing my emotional needs to my partner. 
Men who touch other men make me uncomfortable. 
Findin~ time to relax is difficult for me. 
DoinA well all the time is important to me. 
I have difficulty expressing my tender feelings. 
Hugging other men is difficult for me. 
I often feel that I need to be in charge of those around me. 
Telling others of my strong feelings is not part of my sexual behaviour. 
Competing with others is the best way to succeed. 
Winning is a measure of my value and personal worth. 
I often have trouble finding words that describe how I am feeling. 
I am sometimes hesitant to show my affection to men. 
My needs to work or study keep me from my family or leisure more than I 
would like. 
I strive to be more successful than others. 
I do not like to show my emotions to other people. 
Telling my partner my feelings about himlher durin~ sex is difficult for me. 
My work or school often disrupts other parts of my life ~ome, health, leisure}. 
I am often concerned about how others evaluate my performance at work or 
school. 
Being very personal with other men makes me feel uncomfortable. 
Being smarter or physically stronger than other men is imj)ortant to me. 
Men who are overly friendly to me, make me wonder about their sexual 
preference (men or women). 
Overwork, and stress, caused by a need to achieve on the job or in school, 
affects/hurts my life. 
I like to feel superior to other people. 
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Balanced Inventory of Desirable Responding 
Using the scale below as a guide, write a number beside each statement to indicate how 
true it is. 
+------+-------+---------+---------+---------+---------+ 1234567
not true somewhat very true 
My fIrst impressions of people usually turn out to be right. 
It would be hard for me to break any of my bad habits . 
I don't care to know what other people really think of me. 
I have not always been honest with myself. 
I always know why I like things. 
When my emotions are aroused, it biases my thinking. 
Once I've made up my mind, other people can seldom change my opinion. 
I am not a safe driver when I exceed the speed limit. 
I am fully in control of my own fate. 
Itls hard for me to shut off a disturbing thought. 
I never regret my decisions. 
I sometimes lose out on things because I can't make up my mind soon enough. 
The reason I vote is because my vote can make a difference. 
My parents were not always fair when they punished me. 
I am a completely rational person. 
I rarely appreciate criticism. 
I am very confIdent of my judgments 
I have sometimes doubted my ability as a lover. 
Itls all right with me if some people happen to dislike me. 
I don't always know the reasons why I do the things I do. 
I sometimes tell lies if I have to. 
I never cover up my mistakes. 
There have been occasions when I have taken advantage of someone. 
I never swear. 
I sometimes try to get even rather than forgive and forget. 
I always obey laws, even if I'm unlikely to get caught. 
I have said something bad about a friend behind hislher back. 
When I hear people talking privately, I avoid listening. 
I have received too much change from a salesperson without telling him or her. 
I always declare everything at customs. 
When I was young I sometimes stole things. 
I have never dropped litter on the street. 
I sometimes drive faster than the speed limit. 
I never read/view sexy books, magazines, videos, or Internet articles/sites. 
I have done things that I don't tell other people about. 
I never take things that don't belong to me. 
I have taken sick-leave from work or school even though I wasn't really sick. 
I have never damaged a library book or store merchandise without reporting it. 
I have some pretty awful habits. 
I don't gossip about other people's business. 
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Appendix 3 - Main Analyses with Transformed Variables 
As indicated in the Methods section, several variables were examined for 
evidence of deviations from normality (e.g., Q-Q plots, z-tests for skewness and kurtosis, 
etc.). Given that there were some deviations from normality, transformations of some 
variables were performed, which generally improved the normality of several of these 
distributions (see Table 31). Specifically, an inverse transformation was applied to the 
age variable and Recalled Childhood Gender Identity/Gender Role score for men, as per 
Tabachnick and Fidell (2007). A log 10 transformation was applied to the Communion 
variable, overall score and all subscales of the Feminine Gender Role Stress Scale and the 
Table 31 
Descriptive Statistics [or Transformed Variables 
Variable M(SD) Zskewness Zkurtosis Kolmogorov-Smimov Z 
Age * 0.043(0.011) -9.63* -2.36* 4.60** 
Unmitigated Agency § 1.57(0.19) -1.56 -1.10 1.55* 
Communion ~ 0.27(0.13) 1.08 -1.78 2.00** 
RCGIGR-men * 0.56(0.14) 1.44 -1.71 0.97 
RCGIGR-women ~ 0.34(0.11) 0.47 -1.76 0.69 
AFIS - overall § 1.74(0.20) -0.60 -0.0042 0.81 
FGRS - overall ~ 0.34(0.12) 1.15 -0.39 0.71 
FGRS - FUR ~ 0.38(0.15) -0.82 -1.38 0.97 
FGRS - FPU ~ 0.44(0.16) -1.50 -1.69 0.81 
FGRS-FV~ 0.38(0.17) -1.76 -1.74 1.37* 
FGRS - FBA ~ 0.41(0.15) -0.025 -1.17 1.24 
FGRS - FNBN ~ 0.29(0.15) 3.58* 0.20 1.90* 
GRCS -RABBM § 1.65(0.32) -0.11 -2.52* 0.99 
BIDR - SDE § 2.03(0.15) -1.02 4.73* 1.11 
BIDR- overall § 1.97(0.14) -0.26 2.55* 0.81 
Note. Recalled Childhood Gender Identity/Gender Role - RCGIGR; AFIS - Adolescent 
Femininity Ideology Scale; FGRS - Feminine Gender Role Stress Scale; FUR - Fear of 
Unemotional Relationships; FPU - Fear of Physical Unattractiveness; FV - Fear of 
Victimization; FBA - Fear of Behaving Assertively; FNBN - Fear of Not Being 
Nurturant; GRCS - Gender Role Conflict Scale; RABBM - Restrictive Affectionate 
Behaviour Between Men; BIDR - Balanced Inventory of Desirable Responding; SDE -
Self-Deceptive Enhancement. 
§ Square root transformation. * Inverse transformation. ~ Log 10 transformation. 
* p < .05. ** p < .01. 
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Recalled Childhood Gender Identity/Gender Role score for women, as per Tabachnick 
and Fidell (2007). A square root transformation was applied to the Unmitigated Agency 
variable, the overall score and the Self-Deceptive Enhancement subscale of the Balanced 
Inventory of Desirable Responding, the Restrictive Affectionate Behaviour Between Men 
subscale of the Gender Role Conflict Scale and the overall Adolescent Femininity 
Ideology Scale score, as per Tabachnick and Fidell (2007). 
Main analyses were re-conducted with transformed variables. Overall, analyses 
did not differ in the main fmdings between those with non-transformed variables and 
those with transformed variables. A hierarchical linear regression analysis was conducted 
with objective height as the criterion variable. On step 1, transformed age, ethnicity, 
education, compensation and location were entered as the predictor variables. On step 2, 
sex and sexual orientation were entered as the predictor variables. On step 3, the 
interaction between sex and sexual orientation was entered. Results of this hierarchical 
linear regression analysis indicated that the overall model accounted for 49.6% of the 
variance in objective height, F(8, 733) = 90.03,p < .001. Tables 32 and 33 demonstrate 
that the main findings with the non-transformed age variable (i.e., that sex and sexual 
orientation predict objective height) hold for the transformed age variable. The same 
conclusions can also be drawn for the follow-up with transformed age; that is, 
Table 32 
Summary of Each Step with ObJective Height as the Criterion and Transformed Age 
Step R R2 LlR LlF d[1 d{2 p 
Step 1 .251 .063 .063 9.93 5 736 <.001 
Step 2 .703 .494 .431 312.65 2 734 <.001 
Step 3 .704 .496 .001 2.17 1 733 .14 
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Table 33 
B Weights, Standard Errors, t-tests and Semipartia/s for each Predictor with Objective 
Height as the Criterion and TransflJrmed Age 
Obiective Height 
Predictor B SE t sr P.. 
SteQ 1 
Education 0.84 0.82 1.03 .04 .31 
Compensation -4.37 0.94 -4.68 -.17 <.001 
Location -0.49 0.96 -0.51 -.02 .61 
Ethnicity -3.08 0.80 -3.86 -.14 <.001 
Transformed Age -51.01 37.84 -1.35 -.05 .18 
SteQ2 
Education 0.38 0.60 0.63 .02 .53 
Compensation -2.89 0.70 -4.13 -.11 <.001 
Location 1.39 0.76 1.84 .05 .07 
Ethnicity -3.63 0.59 -6.17 -.16 <.001 
Transformed Age 72.85 28.43 2.56 .07 .01 
Sex 12.51 0.51 24.47 .64 <.001 
Sexual Orientation 1.53 0.61 2.50 .07 .013 
SteQ 3 
Education 0.47 0.61 0.77 .02 .44 
Compensation -2.71 0.71 -3.83 -.10 <.001 
Location 1.50 0.76 1.98 .05 .05 
Ethnicity -3.61 0.59 -6.13 -.16 <.001 
Transformed Age 69.74 28.49 2.45 .06 .02 
Sex 11.75 0.73 16.19 .43 <.001 
Sexual Orientation 0.83 0.77 1.08 .03 .28 
Sex*Sexual Orientation 1.48 1.01 1.47 .04 .14 
Note. The final regression equation is Objective height = 161.00 + 0.47(education) -
2.71(compensation) + 1.50(location) - 3.61(ethnicity) + 69.74(transformed age) + 
11.75(sex) + 0.83(sexual orientation) + 1.48(sex*sexual orientation). 
predominantly Other-Sex Oriented men were taller than Same-SexIBoth-Sex Oriented 
men (see Tables 34 to 37). For the height distortion analysis, the same results were 
Table 34 
Summary of Each Step with Objective Height as the Criterion and Transformed Age in 
Women 
Step 1 .267 .071 .071 
SteQ 2 .273 .074 .003 
Note. F(6, 383) = 5.14,p < .001. 
AF 
5.87 
1.41 
d[1 
5 
1 
dfl 
384 
383 
p 
<.001 
.24 
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Table 35 
B Weights, Standard Errors, t-tests and Semipartia/s for each Predictor with Objective 
Height as the Criterion and Transformed Age in Women 
Objective Height 
Predictor B SE t sr p 
Step 1 
Education 
Compensation 
Location 
Ethnicity 
Transformed Age 
Step 2 
0.31 
-2.40 
1.08 
-3.28 
50.71 
0.84 
0.90 
0.98 
0.81 
42.03 
0.37 .02 .71 
-2.66 -.13 .008 
1.10 .05 .27 
-4.04 -.20 <.001 
1.21 .06 .23 
Education 0.20 0.85 0.24 .01 .81 
Compensation -2.66 0.93 -2.87 -.14 .004 
Location 1.38 1.01 1.36 .07 .18 
Ethnicity -3.30 0.81 -4.07 -.20 <.001 
Transformed Age 48.62 42.05 1.16 .06 .25 
Sexual Orientation 0.97 0.81 1.19 .06 .24 
Note. The final regression equation is Objective height = 162.06 + 0.20(education) -
2.66(compensation) + 1.38(location) - 3.30(ethnicity) + 48.62(transformed age) + 
0.97(sexual orientation). 
Table 36 
Summary of Each Step with Objective Height as the Criterion and Transformed Age in 
Men 
Step 1 .284 .081 .081 
Step 2 .307 .094 .014 
Note. F(6, 345) = 5.98,p < .001. 
AF 
6.06 
5.19 
dfl 
5 
1 
df2 
346 
345 
p 
<.001 
.023 
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Table 37 
B Weights, Standard Errors, t-tests and Semipartia/s for each Predictor with Objective 
Height as the Criterion and Transformed Age in Men 
Objective Height 
Predictor B SE t sr p 
Step 1 
Education 
Compensation 
Location 
Ethnicity 
Transformed Age 
Step 2 
0.64 
-2.54 
0.44 
-3.98 
97.02 
0.88 
1.12 
1.04 
0.87 
39.39 
0.73 .04 .47 
-2.28 -.12 .02 
0.42 .02 .67 
-4.57 -.24 <.001 
2.46 .13 .014 
Education 0.73 0.88 0.83 .04 .41 
Compensation -2.63 1.11 -2.37 -.12 .02 
Location 1.63 1.16 1.41 .07 .16 
Ethnicity -3.96 0.87 -4.58 -.23 <.001 
Transformed Age 87.51 39.37 2.22 .11 .027 
Sexual Orientation 2.15 0.95 2.28 .12 .023 
Note. The final regression equation is Objective height = 171.92 + 0.73(education) -
2.63(compensation) + 1.63(1ocation) - 3.96(ethnicity) + 87.51(transformed age) + 
2. 15(sexual orientation). 
obtained, where sex, sexual orientation and the interaction between sex and sexual 
orientation were not significant (although sex again was marginally significant; see 
Tables 38 and 39). Thus, it can be concluded that the same results from the main analyses 
were found with the non-transformed and transformed variables. 
Table 38 
Summary of Each Stef with Height Distortion as the Criterion and Transformed Age 
Step R R AR2 AF d[1 df2 p 
Step 1 .206 .043 .043 5.21 6 704 <.001 
Step 2 .219 .048 .005 1.95 2 702 .14 
Step 3 .223 .050 .002 1.28 1 701 .26 
Note. F(9, 701) = 4.06,p < .001. 
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Table 39 
B Weights, Standard Errors, t-tests and Semipartia/s for each Predictor with Height 
Distortion as the Criterion and Transfprmed Age 
Height Distortion 
Predictor B SE t sr p 
Ste:Q 1 
Education -0.65 0.22 -2.92 -.11 .004 
Compensation -0.45 0.25 -1.76 -.07 .08 
Location -0.77 0.26 -2.99 -.11 .003 
Ethnicity 0.03 0.22 0.14 .01 .89 
Transformed Age 21.29 lD.22 2.08 .08 .04 
Objective Height 0.02 0.01 1.90 .07 .06 
Ste:Q 2 
Education -0.65 0.22 -2.95 -.11 .003 
Compensation· -0.45 0.26 -1.73 -.06 .08 
Location -0.75 0.28 -2.72 -.lD .007 
Ethnicity -0.05 0.22 -0.21 -.01 .84 
Transformed Age 25.64 lD.45 2.45 .09 .01 
Objective Height 0.001 0.01 0.10 .004 .92 
Sex 0.49 0.22 1.96 .07 .050 
Sexual Orientation -0.06 0.25 -0.26 -.01 .79 
Ste:Q 3 
Education -0.63 0.22 -2.83 -.lD .005 
Compensation -0.40 0.26 -1.54 -.06 .13 
Location -0.71 0.28 -2.57 -.lD .01 
Ethnicity -0.04 0.22 -0.20 -.01 .84 
Transformed Age 24.97 lD.46 2.39 .09 .02 
Objective Height 0.001 0.01 0.05 .002 .96 
Sex 0.29 0.31 0.92 .03 .36 
Sexual Orientation -0.25 0.28 -0.89 -.03 .37 
Sex*Sexual Orientation 0.42 0.37 1.13 .04 .26 
Note. The final regression equation is Height distortion = 1.15 - 0.63(education)-
0.40(compensation) - 0.71 (location) - 0.04(ethnicity) + 24.97(transformed age) + 
O.OOl(objective height) + 0.29(sex) - 0.25(sexual orientation) + 0.42(sex*sexual 
orientation). 
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Appendix 4 - Analyses of Residuals for Main Analyses 
Analyses of residuals were conducted for each of the regressions in the main 
analyses. To complete an analysis of residuals for the regression with objective height as 
the criterion, sex and sexual orientation as predictors on step 2 and the interaction 
between sex and sexual orientation as a predictor on step 3, a hierarchical linear 
regression was conducted, as outlined in the Main Analyses section of the Results. The 
following assumptions were tested: residuals were independent, residuals were normally 
distributed, homoscedasticity and the model was correctly specified. The Durbin-Watson 
statistic, which indicates whether residuals are independent, was 2.01, which is between 
1.5 and 2.5, the limits for a reasonable Durbin-Watson statistic. Thus, based on this 
statistic, the residuals were independent. 
A histogram of the standardized residuals indicated they were approximately 
normally distributed, with a mean of approximately 0 and a standard deviation of 0.99. 
This was further echoed in examination of the p-p plot of the standardized residuals. To 
check for homoscedasticity, a scatterplot of standardized residuals by standardized 
predicted values was created. This plot contained two dense bands of scores going across 
with a generally even distribution of cases. It was concluded that the assumption of 
homoscedasticity was not violated, as there was an equal number of cases in each 
quadrant of the plot. 
To check for a correctly specified model and detect possible outliers in the 
solution (i.e., multivariate outliers), several measures were taken into account. Casewise 
diagnostics provided by SPSS identified 2 potential multivariate outliers with 
standardized residuals greater than or equal to ±3. Several plots were created and 
examined: participant code by standardized residual, participant code by centered 
leverage value (with cut ofIvalue at 2k1N, where k = number of predictors and 
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N = sample size; 2kIN = 2(8)/742 = 0.02), participant code by Cook's distance, 
participant code by the standardized DFBETA for intercept, participant code by the 
standardized DFBETA for education, participant code by the standardized DFBETA for 
compensation, participant code by the standardized DFBETA for location, participant 
code by the standardized DFBETA for ethnicity, participant code by the standardized 
DFBETA for age, participant code by the standardized DFBETA for sexual orientation, 
participant code by the standardized DFBETA for sex, and participant code by the 
standardized DFBETA for the interaction term between sex and sexual orientation. Based 
upon investigation of these plots, 4 potential multivariate outliers were identified. The 
hierarchical linear regression was re-run with these 4 participants deleted; however, the 
results did not change and these 4 participants were kept in the data set. 
Analyses of residuals were conducted for each of the follow up regressions in the 
main analyses. To complete an analysis of residuals for the follow up regressions, with 
objective height as the criterion, and sexual orientation as a predictor on step 2, the file 
was split by sex and two hierarchical linear regressions were conducted, as outlined in the 
Main Analyses section of the Results. The following assumptions were tested: residuals 
were independent, residuals were normally distributed, homoscedasticity and the model 
was correctly specified. Results of the residuals analyses for both regressions will be 
addressed at the same time since the results for both were similar. The Durbin-Watson 
statistic, which indicates whether residuals are independent, was 2.0 for women and 2.01 
for men, which is between 1.5 and 2.5, the limits for a reasonable Durbin-Watson 
statistic. Thus, based on this statistic, the residuals were independent. 
137 
Histograms of the standardized residuals indicated they were approximately 
normally distributed, with a mean of approximately 0 and a standard deviation of 0.99 for 
both men and women. Slight non-normality of residuals was evident in the P-P plots of 
the standardized residuals. To check for homoscedasticity, scatterplots of standardized 
residuals by standardized predicted values were created. This plot displayed slight 
heteroscedasticity, but not enough to be concerned about, as there were a roughly equal 
number of cases in each quadrant of the plot. 
To check for a correctly specified model and detect possible outliers in the 
solution (i.e., multivariate outliers), several measures were taken into account. Casewise 
diagnostics provided by SPSS identified 2 potential multivariate outliers with 
standardized residuals greater than or equal to ±3, which were identical to the potential 
multivariate outliers detected before. Several plots were created and examined: 
participant code by standardized residual, participant code by centered leverage value 
(with cut offvalue at 2k1N, where k = number of predictors and N = sample size; 
2kIN = 2(8)/742 = 0.02), participant code by Cook's distance, participant code by the 
standardized DFBETA for intercept, participant code by the standardized DFBETA for 
education, participant code by the standardized DFBET A for compensation, participant 
code by the standardized DFBETA for location, participant code by the standardized 
DFBETA for ethnicity, participant code by the standardized DFBETA for age, and 
participant code by the standardized DFBETA for sexual orientation. Based upon 
investigation of these plots, 11 potential multivariate outliers were identified. The 
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hierarchical linear regressions were re-run with these 11 participants deleted; however, 
the results did not change and these 11 participants were kept in the data set. 
To complete an analysis of residuals for the regression with height distortion as 
the criterion, sex and sexual orientation as predictors on step 2 and the interaction 
between sex and sexual orientation as predictor on step 3, a hierarchical linear regression 
was conducted, as outlined in the Main Analyses section of the Results. The following 
assumptions were tested: residuals were independent, residuals were normally distributed, 
homoscedasticity and the model was correctly specified. The Durbin-Watson statistic, 
which indicates whether residuals are independent, was 0.22, which is not between 1.5 
and 2.5, the limits for a reasonable Durbin-Watson statistic. Thus, based on this statistic, 
the residuals were not independent, which indicated that there was a possibility of an 
increased or inflated type I error. 
A histogram of the standardized residuals indicated they were approximately 
normally distributed, with a mean of approximately 0 and a standard deviation of 0.99. 
There was some non-normality in the P-P plot of the standardized residuals. To check for 
homoscedasticity, a scatterplot of standardized residuals by standardized predicted values 
was created. This plot indicated that there was slight heteroscedasticity; however, it was 
not enough to be concerned about, as there were roughly an equal number of cases in 
each quadrant of the plot. 
To check for a correctly specified model and detect possible outliers in the 
solution (i.e., multivariate outliers), several measures were taken into account. Casewise 
diagnostics provided by SPSS identified 10 potential multivariate outliers with 
standardized residuals greater than or equal to ±3. Several plots were created and 
examined: participant code by standardized residual, participant code by centered 
leverage value (with cut off value at 2k1N, where k = number of predictors and 
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N = sample size; 2kIN = 2(8)/742 = 0.02), participant code by Cook's distance, 
participant code by the standardized DFBETA for intercept, participant code by the 
standardized DFBETA for education, participant code by the standardized DFBETA for 
compensation, participant code by the standardized DFBETA for location, participant 
code by the standardized DFBETA for ethnicity, participant code by the standardized 
DFBETA for age, participant code by the standardized DFBETA for objective height, 
participant code by the standardized DFBETA for sexual orientation, participant code by 
the standardized DFBETA for sex, and participant code by the standardized DFBETA for 
the interaction term between sex and sexual orientation. Based upon investigation of 
these plots, 11 potential multivariate outliers were identified (with overlap from the 
casewise diagnostics). The hierarchical linear regression was re-run with these 11 
participants deleted; however, the results did not change and these 11 participants were 
kept in the data set. 
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Appendix 5 - Main Analyses with Sexual Orientation Modeled in Different Ways 
Due to the debate in the literature about whether sexual orientation is a continuous 
or categorical variable (e.g., Mustanski et aI., 2002), the main analysis with objective 
height as the criterion was re-run modeling sexual orientation in different ways. First, 
sexual orientation was modeled as a categorical variable with three categories: Same-Sex 
Oriented, Both-Sex Oriented and predominantly Other-Sex Oriented. Those participants 
who had an average of their sexual attraction and sexual behaviour scores between 1 and 
2.5 were categorized as Same-Sex Oriented (coded 0). Those participants who had an 
average score between 2.6 and 5.9 were categorized as Both-Sex Oriented (coded 1) and 
those participants who had an average score between 6 and 7 were categorized as 
predominantly Other-Sex Oriented (coded 2). A hierarchical linear regression analysis 
was conducted with objective height as the criterion variable. On step 1, age, ethnicity, 
education, compensation and location were entered as the predictor variables. On step 2, 
sex and sexual orientation (with 3 categories) were entered as the predictor variables. On 
step 3, the interaction between sex and sexual orientation (with 3 categories) was entered. 
Results of this hierarchical linear regression analysis indicate that the overall model 
accounted for 49.6% of the variance in objective height, F(8, 733) = 90.30,p < .001. Step 
1 accounted for a significant amount of variance (R2 = .062, F(5, 736) = 9.73,p < .001) 
and there was a significant change from step 1 to step 2 in variance accounted for 
(L1R2 = .433, L1F(2, 734) = 314.59,p < .001). Step 3 did not account for a significant 
amount of change in variance accounted for in objective height (L1R2 = .001, 
L1F(1, 733) = 2.05,p = .15). On step 1, compensation and ethnicity were significant 
predictors, such that participants who were paid and participants who were White were 
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taller (see Table 40). On step 2, sex and sexual orientation (3 categories) significantly 
predicted objective height, such that men and predominantly Other-Sex Oriented 
participants were taller. 
Table 40 
B Weights, Standard Errors, t-tests and Semipartials for each Predictor with Objective 
Height as the Criterion and Sexual Orientation Modeled with Three Categories 
Objective Height 
Predictor B SE t sr p 
Step 1 
Education 0.88 0.82 1.07 .04 .29 
Compensation -4.48 0.93 -4.83 -.17 <.001 
Location -0.25 0.93 -0.27 -.01 .79 
Ethnicity -3.11' 0.80 -3.88 -.14 <.001 
Age 0.04 0.04 0.95 .03 .34 
Ste~ 2 
Education 0.37 0.60 0.61 .02 .54 
Compensation -2.65 0.69 -3.84 -.10 <.001 
Location 1.37 0.74 1.85 .05 .07 
Ethnicity -3.61 0.59 -6.14 -.16 <.001 
Age -0.08 0.03 -2.81 -.07 .005 
Sex 12.67 0.51 24.99 .66 <.001 
Sexual Orientation (3 0.82 0.35 2.36 .06 .018 
categories} 
Step 3 
Education 0.46 0.61 0.76 .02 .45 
Compensation -2.51 0.70 -3.61 -.09 <.001 
Location 1.42 0.75 1.91 .05 .06 
Ethnicity -3.59 0.59 -6.10 -.16 <.001 
Age -0.08 0.03 -2.71 -.07 .007 
Sex 11.68 0.85 13.68 .36 <.001 
Sexual Orientation (3 0.37 0.47 0.77 .02 .44 
categories) 
Sex*Sexual Orientation (3 0.82 0.57 1.43 .04 .15 
categories} 
Note. The final regression equation is Objective height = 166.00 + 0.46(education) -
2.51(compensation) + 1.42(location) - 3.59(ethnicity) - 0.08(age) + 11.68(sex) + 
0.37(sexual orientation 3 categories) + 0.82(sex*sexual orientation 3 categories). 
To follow up the main effects, the file was split by sex and dummy coding was 
used to compare Same-Sex Oriented participants with predominantly Other-Sex Oriented 
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participants (variable SOl) and to compare Both-Sex Oriented participants with 
predominantly Other-Sex Oriented participants (variable S02; see Table 41). A 
hierarchical linear regression was conducted with age, ethnicity, education, compensation 
Table 41 
Dummy Coded Variables for Follow Up Analysis with Sexual Orientation as a 
Three-Category Variable 
Variable SOl S02 
GaylLesbian 1 0 
Bisexual 0 1 
Straight 0 0 
and location as the predictor variables on step 1 and the SOl and S02 variables as the 
predictors on step 2. In women, the model accounted for 7.6% of the variance in 
objective height, F(7, 382) = 4.50,p < .001. Step 1 accounted for a significant amount of 
variance (R2 = .073, F(5, 384) = 6.02,p < .001) and there was not a significant change 
from step 1 to step 2 in variance accounted for (AK = .004, AF(2, 382) = 0.73, p = 0.48). 
Compensation (B = -2.32, SE= 0.89, t= -2.61, sr= -.13,p = .01) and ethnicity 
(B = -3.32, SE = 0.81, t = -4.08, sr = -.20,p < .001) were significant predictors on step 1; 
however, sexual orientation was not a significant predictor on step 2 (for SOl, B = -0.75, 
SE = 1.01, t = -0.74, sr = -.04, p = .46; for S02, B = -1.07, SE = 0.90, t = -1.19, sr = -.06, 
p = .24). In men, the model accounted for 9.6% of the variance in objective height, 
F(7, 344) = 5.23,p < .001. Step 1 was significant; however, the change from step 1 to 
step 2 was only marginally significant (see Table 42). Compensation, ethnicity and age 
were significant predictors on step 1, such that men who were paid, men who were White 
Table 42 
Summary of Each Step with Objective Height as the Criterion and Sexual Orientation 
Modeled with Three Categories in Men 
Step R R? AR2 AF 
Step 1 .286 .082 .082 6.16 
Step 2 .310 .096 .014 2.75 
df! 
5 
2 
d{2 
346 
344 
p 
<.001 
.065 
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and men who were younger were taller (see Table 43). On step 2, SOl was a significant 
predictor, such that Same-Sex Oriented men were shorter than predominantly Other-Sex 
Oriented men; however, S02 was not a significant predictor, and so the difference in 
height between Both-Sex Oriented men and predominantly Other-Sex Oriented men did 
not account for any variance in objective height (see Table 43). Thus, when sexual 
orientation is modeled as a 3-category variable, the results are generally consistent with 
when sexual orientation is modeled as a 2-category variable. 
Table 43 
B Weights, Standard Errors, t-tests and Semi partials for each Predictor with Objective 
Height as the Criterion and Sexual Orientation Modeled with Three Categories in Men 
Obiective Height 
Predictor B SE t sr l!. 
Step 1 
Education 0.59 0.88 0.67 .04 .50 
Compensation -2.44 1.11 -2.19 -.11 .03 
Location 0.28 1.00 0.28 .02 .78 
Ethnicity -3.92 0.87 -4.52 -.23 <.001 
Age -0.10 0.04 -2.55 -.13 .01 
Step 2 
Education 0.71 0.88 0.81 .04 .42 
Compensation -2.53 1.11 -2.28 -.12 .02 
Location 1.55 1.13 1.37 .07 .17 
Ethnicity -3.88 0.87 -4.48 -.23 <.001 
Age -0.09 0.04 -2.30 -.12 .02 
SOl -2.32 0.99 -2.34 -.12 .02 
S02 -1.56 1.42 -1.10 -.06 .27 
Note. The final regression equation is Objective height = 180.14 + 0.71(education)-
2.53(compensation) + 1.55(1ocation) - 3.88(ethnicity) - 0.09(age) - 2.32(SOl) -
1.56(S02). 
The average between sexual attraction and sexual behaviour (Le., the continuous 
measure), though not normally distributed, was used as the next model of sexual 
orientation. A hierarchical linear regression analysis was conducted with objective height 
as the criterion variable. On step 1, age, ethnicity, education, compensation and location 
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were entered as the predictor variables. On step 2, sex and the continuous sexual 
orientation variable were entered as the predictor variables. On step 3, the interaction 
between sex and the continuous sexual orientation variable was entered. Results of this 
hierarchical linear regression analysis indicate that the overall model accounted for 
49.6% of the variance in objective height, F(8, 733) = 90.32,p < .001. Table 44 indicates 
that step 1 accounted for a significant amount of variance and there was a significant 
change from step 1 to step 2 in variance accounted for. Step 3 did not account for a 
significant amount of change in variance accounted for in objective height. On step 1, 
compensation and ethnicity were significant predictors, such that participants who were 
paid and participants who were White were taller (see Table 45). On step 2, sex and 
sexual orientation significantly predicted objective height, such that men and 
predominantly Other-Sex Oriented participants were taller. 
Table 44 
Summary of Each Step with Objective Height as the Criterion and Continuous Sexual 
Orientation 
Step R 
Step 1 .249 
Step 2 .704 
Step 3 .705 
.062 
.495 
.496 
.062 
.433 
.001 
AF 
9.73 
315.31 
1.35 
dO 
5 
2 
1 
df2 
736 
734 
733 
p 
<.001 
<.001 
.25 
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Table 45 
B Weights, Standard Errors, t-tests and Semipartials for each Predictor with Objective 
Height as the Criterion and Continuous Sexual Orientation 
Obiective Height 
Predictor B SE t sr P.. 
SteQ 1 
Education 0.88 0.82 1.07 .04 .29 
Compensation -4.48 0.93 -4.83 -.17 <.001 
Location -0.25 0.93 -0.27 -.01 .79 
Ethnicity -3.11 0.80 -3.88 -.14 <.001 
Age 0.04 0.04 0.95 .03 .34 
SteQ 2 
Education 0.36 0.60 0.59 .02 .56 
Compensation -2.64 0.69 -3.83 -.10 <.001 
Location 1.45 0.75 1.93 .05 .05 
Ethnicity -3.61 0.59 -6.13 -.16 <.001 
Age -0.08 0.03 -2.76 -.07 .006 
Sex 12.69 0.51 25.03 .66 <.001 
Continuous Sexual 0.33 0.13 2.52 .07 .012 
Orientation 
SteQ 3 
Education 0.43 0.61 0.71 .02 .48 
Compensation -2.52 0.70 -3.62 -.10 <.001 
Location 1.46 0.75 1.96 .05 .05 
Ethnicity -3.59 0.59 -6.10 -.16 <.001 
Age -0.08 0.03 -2.67 -.07 .008 
Sex 11.51 1.14 10.12 .27 <.001 
Continuous Sexual 0.18 0.18 0.99 .03 .33 
Orientation 
Sex*Continuous Sexual 0.25 0.22 1.16 .03 .25 
Orientation 
Note. The final regression equation is Objective height = 165.56 + 0.43(education)-
2.52(compensation) + 1.46(1ocation) - 3.59(ethnicity) - 0.08(age) + 11.51(sex) + 
0.18(continuous sexual orientation) + 0.25(sex*continuous sexual orientation). 
To follow up the main effects, the file was split by sex and the hierarchical linear 
regression was re-run with age, ethnicity, education, compensation and location as the 
predictor variables on step 1 and continuous sexual orientation as the predictor on step 2. 
In women, the model accounted for 7.5% of the variance in objective height, 
F( 6, 383) = 5.21, p < .001. Step 1 accounted for a significant amount of variance 
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(R2 = .073, F(5, 384) = 6.02,p < .001) and there was not a significant change from step 1 
to step 2 in variance accounted for (L1k = .003, L1F(1, 383) = 1.18,p = 0.28). 
Compensation (B = -2.32, SE = 0.89, t= -2.61, sr= -.13,p = .01) and ethnicity 
(B = -3.32, SE = 0.81, t = -4.08, sr = -.20,p < .001) were significant predictors on step 1 
in the same direction as the first regression; however, sexual orientation was not a 
significant predictor on step 2 (B = 0.22, SE = 0.20, t = 1.09, sr = .05,p = .28). In men, 
the model accounted for 9.5% of the variance in objective height, F(6, 345) = 6.04, 
p < .001 (see Table 46). Compensation, ethnicity and age were significant predictors on 
Table 46 
Summary of Each Step with Objective Height as the Criterion and Continuous Sexual 
Orientation in Men 
Step R R2 
Step 1 .286 .082 
Step 2 .308 .095 
.082 
.013 
L1F 
6.16 
5.10 
df! 
5 
1 
df2 
346 
345 
p 
<.001 
.025 
step 1, such that men who were paid, men who were White and men who were younger 
were taller (see Table 47). On step 2, sexual orientation was a significant predictor, such 
that predominantly Other-Sex Oriented men were taller than Same-Sex Oriented men. 
Thus, when sexual orientation is modeled as a continuous variable, the results are 
consistent with when sexual orientation is modeled as a 2-category variable. 
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Table 47 
B Weights, Standard Errors, t-tests and Semipartials for each Predictor with Objective 
Height as the Criterion and Continuous Sexual Orientation in Men 
Objective Height 
Predictor B SE t sr p 
Step 1 
Education 
Compensation 
Location 
Ethnicity 
Age 
Step 2 
Education 
Compensation 
Location 
Ethnicity 
Age 
Continuous Sexual 
Orientation 
0.59 
-2.44 
0.28 
-3.92 
-0.10 
0.69 
-2.49 
1.49 
-3.87 
-0.09 
0.41 
0.88 
1.11 
1.00 
0.87 
0.04 
0.88 
1.11 
1.l3 
0.86 
0.04 
0.18 
0.67 
-2.19 
0.28 
-4.52 
-2.55 
0.79 
-2.25 
1.32 
-4.48 
-2.29 
2.26 
.04 
-.11 
.02 
-.23 
-.l3 
.04 
-.12 
.07 
-.23 
-.12 
.12 
.50 
.029 
.78 
<.001 
.011 
.43 
.025 
.19 
<.001 
.023 
.025 
Note. The final regression equation is Objective height = 177.28 + 0.69( education) -
2.49(compensation) + 1.49(1ocation) - 3.87(ethnicity) - 0.09(age) + 0.41(continuous 
sexual orientation). 
Sexual attraction, though not normally distributed, was used as the next criterion 
variable. Some researchers argue that sexual attraction is the more biological aspect of 
sexual orientation (e.g., Bogaert, 2003a). A hierarchical linear regression analysis was 
conducted with objective height as the criterion variable. On step 1, age, ethnicity, 
education, compensation and location were entered as the predictor variables. On step 2, 
sex and sexual attraction were entered as the predictor variables. On step 3, the 
interaction between sex and sexual attraction was entered. Results of this hierarchical 
linear regression analysis indicated that the overall model accounted for 49.7% of the 
variance in objective height, F(8, 728) = 89.77,p < .001. Table 48 indicates that step 1 
accounted for a significant amount of variance and there was a significant change from 
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step 1 to step 2 in variance accounted for. Step 3 did not account for a significant amount 
of change in variance accounted for in objective height. On step 1, compensation and 
Table 48 
Summary of Each Step with Objective Height as the Criterion and Sexual Attraction 
Step R R2 LlR LlF df! df2 p 
Step 1 
Step 2 
Step 3 
.249 .062 
.704 .496 
.705 .497 
.062 9.70 
.434 313.98 
o 0.59 
5 
2 
1 
731 
729 
728 
<.001 
<.001 
.44 
ethnicity were'significant predictors, such that participants who were paid and 
participants who were White were taller (see Table 49). On step 2, sex and sexual 
attraction significantly predicted objective height, such that men and predominantly 
Other-Sex Oriented participants (in terms of sexual attraction) were taller. 
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Table 49 
B Weights, Standard Errors, t-tests and Semipartials for each Predictor with Objective 
Height as the Criterion and Sexual Attraction 
Obiective Height 
Predictor B SE t sr l!. 
SteQ 1 
Education 0.82 0.83 0.99 .04 .32 
Compensation -4.48 0.93 -4.81 -.17 <.001 
Location -0.30 0.93 -0.32 -.01 .75 
Ethnicity -3.l3 0.80 -3.89 -.14 <.001 
Age 0.04 0.04 0.99 .04 .32 
SteQ 2 
Education 0.28 0.61 0.46 .01 .64 
Compensation -2.63 0.69 -3.81 -.10 <.001 
Location 1.33 0.75 1.78 .05 .08 
Ethnicity -3.64 0.59 -6.16 -.16 <.001 
Age -0.08 0.03 -2.79 -.07 .005 
Sex 12.69 0.51 24.92 .66 <.001 
Sexual Attraction 0.29 0.l3 2.27 .06 .023 
SteQ 3 
Education 0.33 0.61 0.55 .01 .59 
Compensation -2.55 0.70 -3.65 -.10 <.001 
Location 1.34 0.75 1.79 .05 .07 
Ethnicity -3.62 0.59 -6.13 -.16 <.001 
Age -0.08 0.03 -2.72 -.07 .007 
Sex 11.93 1.11 10.72 .28 <.001 
Sexual Attraction 0.20 0.18 1.11 .03 .27 
Sex*SexualAttraction 0.16 0.21 0.77 .02 .44 
Note. The final regression equation is Objective height = 165.67 + 0.33(education)-
2.55(compensation) + 1.34(1ocation) - 3.62(ethnicity) - 0.08(age) + 11.93(sex) + 
0.20(sexual attraction) + 0.16(sex*sexual attraction). 
To follow up the main effects, the file was split by sex and the hierarchical linear 
regression was re-run with age, ethnicity, education, compensation and location as the 
predictor variables on step 1 and sexual orientation as the predictor on step 2. In women, 
the model accounted for 7.5% of the variance in objective height, F(6, 381) = 5.15, 
p < .001. Step 1 accounted for a significant amount of variance (R2 = .071, 
F(5, 382) = 5.82,p < .001) and there was not a significant change from step 1 to step 2 in 
variance accounted for (Llk = .004, LlF(1, 381) = 1.73,p = 0.19). Compensation 
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(B = -2.31, SE = 0.89, t = -2.59, sr = -.13, P = .01) and ethnicity (B = -3.29, SE = 0.81, 
t = -4.05, sr = -.20,p < .001) were significant predictors on step 1 in the same direction as 
the first regression; however, sexual attraction was not a significant predictor on step 2 
(B = 0.25, SE = 0.19, t = 1.31, sr = .07,p = .19). In men, the model accounted for 9.1 % of 
the variance in objective height, F(6, 342) = 5.74,p < .001 (see Table 50). Step 1 was 
significant; however, the change from step 1 to step 2 was only marginally significant. 
Compensation, ethnicity and age were significant predictors on step 1, such that men who 
were paid, men who were White and men who were younger were taller (see Table 51). 
On step 2, sexual attraction was a marginally significant predictor, such that Other-Sex 
Oriented men were marginally taller than Same-Sex Oriented men. Thus, when sexual 
attraction is used as the predictor, the results are generally consistent with when sexual 
orientation is modeled as a 2-category variable. 
Table 50 
Summary of Each Step with Objective Height as the Criterion and Sexual Attraction in 
Men 
Step 
Step 1 
Step 2 
R 
.288 
.302 
.083 
.091 
.083 
.008 
LJF 
6.21 
3.20 
d[J 
5 
1 
df2 
343 
342 
p 
<.001 
.075 
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Table 51 
B Weights, Standard Errors, t-tests and Semipartials for each Predictor with Objective 
Height as the Criterion and Sexual Attraction in Men 
Objective Height 
Predictor B SE t sr p 
Step 1 
Education 
Compensation 
Location 
Ethnicity 
Age 
Step 2 
0.49 
-2.44 
0.36 
-3.97 
-0.10 
0.89 
1.12 
1.00 
0.88 
0.04 
0.55 .03 .58 
-2.18 -.11 .03 
0.36 .02 .72 
-4.54 -.24 <.001 
-2.63 -.14 .009 
Education 0.62 0.89 0.70 .04 .49 
Compensation -2.48 1.11 -2.23 -.12 .026 
Location 1.28 1.13 1.14 .06 .26 
Ethnicity -3.95 0.87 -4.53 -.23 <.001 
Age -0.09 0.04 -2.41 -.12 .017 
Sexual Attraction 0.32 0.18 1.79 .09 .075 
Note. The final regression equation is Objective height = 178.03 + 0.62(education)-
2.48(compensation) + 1.28(1ocation) - 3.95(ethnicity) - 0.09(age) + 0.32(sexual 
attraction). 
The sexual behaviour component of sexual orientation, though not normally 
distributed, was used as the next predictor. A hierarchical linear regression analysis was 
conducted with objective height as the criterion variable. On step 1, age, ethnicity, 
education, compensation and location were entered as the predictor variables. On step 2, 
sex and sexual behaviour were entered as the predictor variables. On step 3, the 
interaction between sex and sexual behaviour was entered. Results of this hierarchical 
linear regression analysis indicated that the overall model accounted for 49.8% of the 
variance in objective height, F(8, 731) = 90.53,p < .001. Table 52 indicates that step 1 
accounted for a significant amount of variance and there was a significant change from 
step 1 to step 2 in variance accounted for. Step 3 did not account for a significant amount 
of change in variance accounted for in objective height. On step 1, compensation and 
ethnicity were significant predictors, such that participants who were paid and 
~ 
participants who were White were taller (see Table 53). On step 2, sex and sexual 
behaviour significantly predicted objective height, such that men and predominantly 
Other-Sex Oriented participants (in terms of sexual behaviour) were taller. 
Table 52 
Summary of Each Step with Oh{ective Height as the Criterion with Sexual Behaviour 
Step R R2 LlR LlF dfl dj2 P 
Step 1 
Step 2 
Step 3 
Table 53 
.251 .063 
.704 .496 
.705 .498 
.063 
.433 
.002 
9.88 
314.28 
2.54 
5 
2 
1 
734 
732 
731 
<.001 
<.001 
.11 
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B Weights, Standard Errors, t-tests and Semipartials for each Predictor with Objective 
Height as the Criterion with Sexual Behaviour 
Objective Height 
Predictor B SE t sr p 
Step 1 
Education 0.82 0.82 1.00 .04 .32 
Compensation -4.47 0.93 -4.82 -.17 <.001 
Location -0.29 0.93 -0.31 -.01 .76 
Ethnicity -3.12 0.80 -3.90 -.14 <.001 
Age 0.04 0.04 1.11 .04 .27 
Step 2 
Education 0.35 0.60 0.59 .02 .56 
Compensation -2.62 0.69 -3.81 -.10 <.001 
Location 1.48 0.75 1.97 .05 .049 
Ethnicity -3.61 0.59 -6.13 -.16 <.001 
Age -0.08 0.03 -2.73 -.07 .006 
Sex 12.74 0.51 25.04 .66 <.001 
Sexual Behaviour 0.32 0.13 2.53 .07 .012 
Step 3 
Education 0.44 0.61 0.73 .02 .47 
Compensation -2.47 0.69 -3.55 -.09 <.001 
Location 1.50 0.75 2.01 .05 .045 
Ethnicity -3.58 0.59 -6.09 -.16 <.001 
Age -0.08 0.03 -2.62 -.07 .009 
Sex 11.11 1.14 9.76 .26 <.001 
Sexual Behaviour 0.12 0.18 0.69 .02 .49 
Sex*Sexual Behaviour 0.34 0.21 1.60 .04 .11 
Note. The final regression equation is Objective height = 165.76 + O.44(education)-
2.47(compensation) + 1.50(1ocation) - 3.58(ethnicity) - 0.08(age) + 11.11(sex) + 
0.12(sexual behaviour) + 0.34(sex*sexual behaviour). 
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To follow up the main effects, the file was split by sex and the hierarchical linear 
regression was conducted with age, ethnicity, education, compensation and location as 
the predictor variables on step 1 and sexual behaviour as the predictor on step 2. In 
women, the model accounted for 7.4% of the variance in objective height, 
F(6, 382) = 5.06,p < .001. Step 1 accounted for a significant amount of variance 
(R2 = .073, F(5, 383) = 5.99,p < .001) and there was not a significant change from step 1 
to step 2 in variance accounted for (AR2 = .001, AF(1, 382) = 0.46,p = 0.50). 
Compensation (B = -2.31, SE = 0.89, t = -2.59, sr = -.13,p = .01) and ethnicity 
(B = -3.32, SE = 0.81, t = -4.09, sr = -.20,p < .001) were significant predictors on step 1 
in the same direction as the first regression; however, sexual behaviour (B = 0.13, 
SE = 0.19, t = 0.68, sr = .03,p = .50) was not a significant predictor on step 2. In men, the 
model accounted for 10.2% of the variance in objective height, F(6, 344) = 6.48,p < .001 
(see Table 54). Compensation, ethnicity and age were significant predictors on step 1, 
Table 54 
Summary of Each Step with Objective Height as the Criterion with Sexual Behaviour in 
Men 
Step 
Step 1 
Step 2 
R 
.289 
.319 
.084 
.102 
.084 
.018 
AF 
6.30 
6.83 
dO 
5 
1 
d{2 
345 
344 
p 
<.001 
.009 
such that men who were paid, men who were White and men who were younger were 
taller (see Table 55). On step 2, sexual behaviour was a significant predictor, such that 
predominantly Other-Sex Oriented men were taller than Same-Sex Oriented men. Thus, 
when sexual behaviour is used as the predictor, the results are consistent with when 
sexual orientation is modeled as a 2-category variable. Overall, with the sexual 
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orientation predictor modeled in the different ways chosen above and with different 
components of sexual orientation used as predictors, the results were generally consistent 
with the main analyses in which sexual orientation is modeled as a dichotomous variable. 
That is, predominantly Other-Sex Oriented men were objectively taller, on average, than 
Same-Sex Oriented men. 
Table 55 
B Weights, Standard Errors, t-tests and Semipartials for each Predictor with Objective 
Height as the Criterion with Sexual Behaviour in Men 
Objective Height 
Predictor B SE t sr p 
Step 1 
Education 
Compensation 
Location 
Ethnicity 
Age 
Step 2 
0.65 0.88 
-2.44 1.11 
0.38 1.00 
-3.96 0.87 
-0.10 0.04 
0.74 .04 .46 
-2.20 -.11 .03 
0.38 .02 .70 
-4.57 -.24 <.001 
-2.62 -.14 .009 
Education 0.71 0.87 0.81 .04 .42 
Compensation -2.50 1.10 -2.27 -.12 .024 
Location 1.78 1.13 1.58 .08 .012 
Ethnicity -3.87 0.86 -4.50 -.23 <.001 
Age -0.09 0.04 -2.35 -.12 .019 
Sexual Behaviour 0.46 0.18 2.61 .13 .009 
Note. The final regression equation is Objective height = 176.95 + 0.71 (education) -
2.50(compensation) + 1.78(1ocation) - 3.87(ethnicity) - 0.09(age) + 0.46(sexual 
behaviour). 
Another issue with the measurement of sexual orientation (which slightly 
complicates interpretation of the effect found in the main analyses) concerns the cut-off 
used to group Same-SexIBoth-Sex Oriented participants and predominantly Other-Sex 
Oriented participants. Specifically, in this study, those scoring 6 and above on the 
average sexual orientation scale were categorized as predominantly Other-Sex Oriented; 
however, a score of 6 on the average sexual orientation scale reflects a small amount of a 
same-sex orientation (i.e., a 6 can be conceptualized as predominantly Other-Sex 
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Oriented instead of exclusively Other-Sex Oriented). As mentioned in the Methods, the 
analyses were conducted with the predominantly Other-Sex Oriented individuals with 
average sexual orientation scores between 6 and 6.9 who identified as non-
heterosexual/straight and who have had a same sex partner in their lifetime or in the past 
year deleted from the data set, and this did not change the results presented in the main 
analyses. Nevertheless, the objective height analyses were carried out with a different 
cut-off for categorization of Same-SexIBoth-Sex Oriented and Other-Sex Oriented 
participants. Specifically, two sets of categorizations were used for three variables: the 
average continuous sexual orientation variable (i.e., average of participants , scores on 
sexual attraction and sexual behaviour), the sexual attraction variable and the sexual 
behaviour variable. Note: these analyses have power-related issues, relative to the main 
analysis, and also are more exploratory, and thus, should be viewed within that context. 
The overall 3-step hierarchical linear regressions and follow up 2-step hierarchical 
linear regressions were conducted in the same manner as the main analyses. Thorough 
details of the results of these regressions will not be provided because several of these 
regressions did not work out as expected, and when they did work out, the same 
predictors were significant (e.g., on step 1) in the same directions as found in main 
analyses. If the overall model did not fit, it will be indicated, as well as information 
regarding the sexual orientation predictor on step 2. In the first set of analyses, Same-
SexIBoth-Sex Oriented participants were categorized as those with a score between 1 and 
6.9, and exclusively Other-Sex Oriented p~cipants were categorized as those with a 
score of7 (i.e., the "1-6.917 split"). For the average sexual orientation variable (average 
of sexual attraction and sexual behaviour), sexual orientation was not a significant 
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predictor on step 2 of the overall regression (B = 0.81, SE = 0.61, t = 1.33, sr = .04, 
p = .19). In the follow-up regressions within men and women, sexual orientation was not 
a significant predictor on step 2 (in women, B = 0.79, SE = 0.85, t = 0.93, sr = .05, 
p = .35; in men, B = 0.73, SE = 0.89, t = 0.81, sr = .04,p = .42). Although there were no 
significant differences, there were trends in the hypothesized directions (i.e., 
Same-SexIBoth-Sex Oriented women, M= 164.13, SD = 6.73; exclusively Other-Sex 
Oriented women, M= 163.82, SD = 7.15; Same-SexIBoth-Sex Oriented men, 
M = 176.39, SD = 7.37; exclusively Other-Sex Oriented men, M = 176.68, SD = 6.89). 
With sexual behaviour, in the overall regression, sexual behaviour was not a significant 
predictor of objective height on step 2 (B = 0.91, SE = 0.60, t = 1.52, sr = .04,p = .13). 
Within women, sexual behaviour was not a significant predictor on step 2 (B = 0.17, 
SE = 0.80, t = 0.21, sr = .01, p = .83). Within men, sexual behaviour was a marginally 
significant predictor of objective height on step 2 (B = 1.73, SE = 0.94, t = 1.84, sr = .10, 
p = .067), such that exclusively Other-Sex Oriented men were marginally taller, on 
average, than Same-SexIBoth-Sex Oriented men. With sexual attraction, in the overall 
regression, sexual attraction was not a significant predictor of objective height on step 2 
(B = 0.80, SE = 0.60, t = 1.34, sr = .04, p = .18). Within women, sexual attraction was not 
a significant predictor on step 2 (B = 0.70, SE = 0.82, t = 0.86, sr = .04, p = .39). Within 
men, sexual attraction was not a significant predictor of objective height on step 2 
(B = 0.84, SE = 0.89, t = 0.95, sr = .05, p = .34). 
In the second set of analyses, exclusively Same-Sex Oriented participants with a 
score of 1 were compared with exclusively Other-Sex Oriented participants with a score 
of7. For the average sexual orientation variable, the results of the overall regression were 
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consistent with when the 1-6.9/7 split was used. That is, sexual orientation was not a 
significant predictor on Step 2 of the regression (B = 1.20, SE = 1.18, t = 1.02, sr = .04, 
p = .31). Within women, the model was not significant (F(6, 129) = 1.75,p = .12), and 
within men, sexual orientation was not a significant predictor on step 2 (B = 1.88, 
SE = 1.40, t = 1.34, sr = .09, p = .18). Again, although there were no significant 
differences, there were trends in the hypothesized directions (i.e., exclusively Same-Sex 
Oriented women, M= 165.20, SD = 7.78; exclusively Other-Sex Oriented women, 
M= 163.82, SD = 7.15; exclusively Same-Sex Oriented men, M= 175.84, SD = 7.51; 
exclusively Other-Sex Oriented men, M = 176.68, SD = 6.89). With sexual behvariour, in 
the overall regression, sexual behaviour was marginally significant on step 2 (B = 1.88, 
SE = 0.97, t = 1.94, sr = .07,p = .053). Within women, sexual behaviour was not a 
significant predictor on step 2 (B = 0.39, SE = 1.65, t = 0.24, sr = .02, p = .81), and within 
men, sexual behaviour was a significant predictor on step 2 (B = 2.69, SE = 1.21, t = 2.23, 
sr = .14, p = .027). Thus, exclusively Other-Sex Oriented men were significantly taller 
than exclusively Same-Sex Oriented men. With sexual attraction, in the overall 
regression, sexual attraction was not a significant predictor of objective height on step 2 
(B = 0.86, SE = 1.02, t = 0.85, sr = .03, p = .40). Within women, sexual attraction was not 
a significant predictor on step 2 (B = 0.04, SE = 1.80, t = 0.03, sr = .002, p = .98). Within 
men, sexual attraction was not a significant predictor of objective height on step 2 
(B = 1.60, SE = 1.26, t = 1.27, sr = .08,p = .21). 
Thus, when re-categorizing the average sexual orientation, sexual behaviour and 
sexual attraction variables, some of the results are consistent with the Main Analyses in 
the Results. Specifically, this occurred with the sexual behaviour variable and when the 
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exclusively Same-Sex Oriented men were compared with the exclusively Other-Sex 
Oriented men. Further studies will need to be conducted, with increased sample sizes, to 
better interpret the results with exclusive categorization of participants in terms of their 
same-sex orientation and other-sex orientation. Overall, though, it can be concluded that 
predominantly Other-Sex Oriented men were taller, on average, than Same-SexIBoth-Sex 
Oriented men. 
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Appendix 6 - Main Analyses with Height Distortion Modeled in a Different Way 
In this appendix, a residual variance approach was used to model height distortion 
instead of the difference score method used in the main thesis. The direction of the 
distortion (i.e., whether participants are distorting that they are shorter or taller) is not 
available with the residual variance approach. The results of this regression were 
consistent with the results using the difference score approach. A hierarchical linear 
regression analysis was conducted with self-reported height as the criterion variable. On 
step 1, age, ethnicity, education, compensation, location and objective height were 
entered as the predictor variables. On step 2, sex and sexual orientation were entered as 
the predictor variables. On step 3, the interaction between sex and sexual orientation was 
entered. Results of this hierarchical linear regression analysis indicate that the overall 
model accounted for 94.2% of the variance in self-reported height, F(9, 701) = 1269.17, 
p < .001. Table 56 indicates that only step 1 accounted for a significant amount of 
variance. On step 1, education, location and objective height were significant predictors, 
such that participants who completed the study on campus, participants who did not have 
a university education and participants who were objectively taller had a higher self-
reported height (see Table 57 for further information). Sex, sexual orientation and the 
interaction between sex and sexual orientation did not significantly predict height 
distortion (although sex was marginally significant). Thus, the results of this analysis are 
generally consistent with the results of the analysis using a difference score. 
Table 56 
Summary of Each Step with Self-Reported Height as the Criterion 
Step R R2 LlR2 LlF dfJ df2 P 
Step 1 .970 .942 .942 1898.32 6 704 <.001 
Step 2 .971 .942 0 1. 73 2 702 .18 
Step 3 .971 .942 0 1.26 1 701 .26 
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Table 57 
B Weights, Standard Errors, t-tests and Semipartials for each Predictor with Self-
Ref!..orted Height as the Criterion 
SelfRef!..orted Height 
Predictor B SE t sr l!.. 
SteQ 1 
Education -0.66 0.22 -2.97 -.03 .003 
Compensation -0.40 0.25 -1.59 -.01 .11 
Location -0.86 0.25 -3.46 -.03 .001 
Ethnicity 0.04 0.22 0.17 .002 .87 
Age -0.02 0.01 -1.57 -.01 .12 
Objective Height 1.02 0.01 103.57 .94 <.001 
SteQ 2 
Education -0.67 0.22 -3.01 -.03 .003 
Compensation -0.39 0.26 -1.54 -.01 .12 
Location -0.85 0.27 -3.16 -.03 .002 
Ethnicity -0.03 0.22 -0.15 -.001 .88 
Age -0.02 0.01 -1.93 -.02 .055 
Objective Height 1.00 0.01 74.88 .68 <.001 
Sex 0.47 0.25 1.85 .017 .064 
Sexual Orientation -0.05 0.22 -0.23 -.002 .82 
SteQ 3 
Education -0.64 0.22 -2.90 -.03 .004 
Compensation -0.35 0.26 -1.35 -.01 .18 
Location -0.81 0.27 -3.00 -.03 .003 
Ethnicity -0.03 0.22 -0.14 -.001 .89 
Age -0.02 0.01 -1.84 -.02 .067 
Objective Height 1.00 0.01 74.77 .68 <.001 
Sex 0.26 0.31 0.83 .008 .39 
Sexual Orientation -0.24 0.28 -0.86 -.008 .41 
Sex*Sexual Orientation 0.41 0.37 1.12 .01 .26 
Note. The final regression equation is Self-reported height = 2.72 - 0.64(education)-
0.35(compensation) - 0.81 (location) - 0.03(ethnicity) - 0.02(age) + 1.00(objective height) 
+ 0.26(sex) - 0.24(sexual orientation) + 0.41 (sex*sexual orientation). 

