Abstract-Handwritten character recognition complexity varies among different languages due to distinct shapes, strokes and number of characters. Numerous works in handwritten character recognition are available for English with respect to other major languages such as Bangla. Existing methods use distinct feature extraction techniques and various classification tools in their recognition schemes. Recently, Convolutional Neural Network (CNN) is found efficient for English handwritten character recognition. In this paper, a CNN based Bangla handwritten character recognition is investigated. The proposed method normalizes the written character images and then employ CNN to classify individual characters. It does not employ any feature extraction method like other related works. 20000 handwritten characters with different shapes and variations are used in this study. The proposed method is shown satisfactory recognition accuracy and outperformed some other prominent exiting methods.
I. INTRODUCTION
In recent years, there has been much interest in automatic character recognition. Between handwritten and printed forms, handwritten character recognition is more challenging. Handwritten characters written by different persons is not identical but varies in both size and shape. Numerous variations in writing styles of individual character make the recognition task difficult. The similarities in distinct character shapes, the overlaps, and the interconnections of the neighboring characters further complicate the problem. A handwritten character recognition system consists of two major steps: feature extraction from the character set and then employ learning tool(s) to classify individual character [1] [2] [3] [4] .
With distinct feature extraction techniques, a number of methods based on artificial neural network are investigated for handwritten English character recognition. Morphological /Rank/Linear Neural Network (MRL-NN) [1] , in which the combination of inputs in every node is formed by hybrid linear and nonlinear (of the morphological/rank type) operations, is investigated for handwritten digit. A hybrid Multilayer PerceptronSupport Vector Machine (MLP-SVM) based method was used for English digit [2] and Chinese character [3] recognition. Support Vector Machine (SVM) with Radial Basis Function (RBF) network is used in Ref. [4] for both small and capital handwritten English character set.
Recently, Convolutional Neural Network (CNN) [5] is found efficient for handwritten character recognition due to its distinct features. CNNs add the new dimension for image classification systems and recognizing visual patterns directly from pixel images with minimal preprocessing. In addition, CNN automatically provides some degree of translation invariance. A CNN based model was tested on UNIPEN [6] English character dataset and found recognition rates of 93.7% and 90.2% for lowercase and uppercase characters, respectively [7] . Moreover, CNN committees are also found to enhance the recognition performance where the committees are formed by varies aspect ratios on characters images to same architecture [8] .
Character recognition complexity varies among different languages due to distinct shapes, strokes and number of characters. A number of works, including the above discussed methods, is available for English with respect to other major languages such as Bangla. Bangla is one of the most spoken languages, ranked fifth in the world. It is also an important language with a rich heritage; 21st February is declared as the International Mother Language day by UNESCO to respect the language martyrs for the language in Bangladesh at the year of 1952. Bangla is the first language of Bangladesh and the second most popular language in India. About 220 million people use Bangla as their speaking and writing purpose. There are 50 characters in Bangla and some contains additional sign up and/or below. Moreover, Bangla contains many similar shaped characters; in some cases a character differ from its similar one with a single dot or mark. That makes difficult to achieve better performance with simple technique as well as hinders to work with Bangla handwritten character recognition.
A few notable works are available for Bangla The rest of the paper is organized as follows. Section II explains proposed Bangla handwritten character recognition using CNN which contains dataset set preparation, preprocessing and classification using CNN. Section III presents experimental results of the proposed method and compares performance with other related works. Finally, a brief conclusion of the work is given in Section IV.
II. BANGLA HANDWRITTEN CHARACTER RECOGNITION USING CNN(BHCR-CNN)
This section explains proposed BHCR-CNN in detail which has two major steps: preprocessing of raw images of characters and classification using CNN. The following subsection gives brief description of each steps. At first it explain dataset preparation for better understanding.
A. Dataset Preparation
We prepared a moderately large handwritten dataset for 50 Bangla isolated characters. Fig.1 shows the characters in printed form with English spelling, among them 39 are consonants and 11 are vowels. For handwritten character scripts, we have considered around 30 individuals from different ages and education levels. Our prepared dataset size is 20000 having 400 samples for each character. The dataset contains wide variation of distinct characters because of different peoples' writing styles. Some of these character images are very complex shaped and closely correlated with others. Fig. 2(a) shows several samples handwritten character images for first character -অ‖ that shows variations in size, shape and orientation.
B. Preprocessing of Raw Charatcer Images
Preprocessing cleans the arbitrary images into common shape or form that makes appropriate to feed into classifiers. At first handwritten characters are scanned and produces gray scale image files. In a grayscale image, each pixel value is a single integer number (from 0 to 255) that represents the brightness of the pixel. Typically white pixel has value 255 whereas black pixel has value 0. The image files even for a character are often found different sizes for different persons. The arbitrary images are resized into dimension to maintain appropriate and equal inputs for all the characters.
Since we considered black color for writing on white paper (background), the grayscale image files contain more white pixels than black for writing. To reduce computational overhead, images are converted through foreground character black to white and background changed to black. Fig. 2 shows sample figures of character -অ‖ in two different forms. It is observed in Fig.  2 (a) that the raw images for same -অ‖ are quite different in styles besides sizes. Fig. 2 (b) is resized and foreground-background interchanged images that is used as input of CNN. CA   18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33 34 Handwritten character classification is a highdimensional complex task and traditional MLP require much computation to work with grayscale image. Therefore, a number of traditional methods [9] [10] [11] first extract features from the input image and then use MLP based methods for classification task. On the other hand, CNN itself extract features from the input image or speech signals through its convolution operation [12] . Moreover, CNN has ability to perform right operation on invariance to scaling, rotation and other distortions. Therefore, CNN is considered for classification for Bangla handwritten character in this study as it is found to perform well for English.
C. Classification using CNN
CNN automatically obtains the relevant features like invariance to translation, rotation by forcing the replication of weight configurations of one layer to a local receptive field in the previous layer. Thus, a feature map is obtained in the next layer. By reducing the spatial resolution of the feature map, a certain degree of shift and distortion invariance is also achieved. Also, the number of free parameters is significantly decreased by using the same set of weights for all features in the feature map. Figure 3 shows CNN structure of this study for classification Bangla handwritten characters that holds two convolutional layers with 5×5 receptive fields (i.e., kernel) and two subsampling layers with 2×2 averaging area with input and output layers. Input layer contains 784 nodes for 28×28 pixels image. 1 st convolutional operation produces first level six feature maps. Distinct kernel having different weights and biases from other kernels are used to produce a 1 st level feature map so that it can extract different types of local features. Convolution operation with kernel spatial dimension 5 converts 28 spatial dimension to 24 (i.e., 28-5+1) spatial dimension [13] . 4 4) distinct nodes those are fully connected to 50 feature maps (the output nodes) for character set. For total 50 character set, each output node represents a particular character and the desired value of the node was defined as 1 (and other 49 desired output nodes value as 0) for the input set of the pattern. Finally, the Error (E) that minimizes the CNN is
where P is the total number of pattern (here 17500); O is the total output nodes (i.e., 50); d o and y o are the desired and actual output of a node for a particular pattern p.
III. RESULTS AND DISCUSSIONS
Experimental results of the proposed recognition scheme have been collected based on the samples of the prepared dataset discussed earlier. From 400 samples for a character, 350 samples have been randomly selected for training and rest 50 samples were reserved for testing. Therefore, training and test sets contained 17500 and 2500 samples, respectively. Training samples are evenly distributed over the underlying 50 classes. The recognition performance reported in this paper are based on the test set accuracies.
We applied CNN on the resized grayscale image files without any feature extraction technique. The CNN algorithm is implemented in Matlab2013a. The experiment has been conducted on HP Pro desktop machine (CPU: Intel Core i5 @ 3.20 GHz and RAM: 4.00 GB) in Window 7 OS environment.
The batch wise training performed in this study due to large sized training set. Each resized image that used in training consists of 784 (28 28) pixel values; and therefore, the training set with 17500 images cause memory overflow when consider whole set at a time. Therefore, number of Batch Size (BS) is considered as a user defined parameter. On the other hand, Learning Rate (LR) is also an element that influences learning. Figure 4 presents training error (E) for different LR values for a fixed BS = 10. From the figure it is observed that at the error reduces rapidly up to 50 iteration and after 150 iteration curses goes to saturation for any LR value. However lower E is shown to achieve for LR = 1.0. Table  1 An experiment conducted to observe the effect of batch size on the performance of BHCR-CNN. Figure 5(b) shows the effect of batch size on training error (E). For any batch size error reduced rapidly in few initial iterations (e. g., up to 50) and after that error minimization with iteration was not significant. However lower number of BS seems to minimize error rapidly although it required larger training time as of Fig. 5(a) . It is also observed for the figure that for BS = 5 the error E is lower than that of BS values 10 or 20. Error (E). Table 2 presents the summary of the experiment results for 200 iterations. It is observed from the table that the best training set and test set classification accuracy is observed for BS = 10 and the values are 93.93% and 85.36%, respectively. It is notable from the figure that lower error might not give better classification accuracy. Therefore, it is require to check with different iteration to achieve better classification accuracy. Figure 6 shows the training set and test set classification (i.e., recognition) accuracy for different learning rates for batch size 10. For the experiment iteration was varied from 50 to 300. It is observed from the figure that training set classification is increased with iteration for any LR value. On the other hand, testing set accuracy did not improve with training set accuracy after certain iteration. The accuracy on test is more desirable that indicates the generalization ability of a system. The best test set recognition accuracy 85.96 % is achieved for LR = 1.0 at 225 iteration. Table 3 shows the confusion matrix of test set samples for LR = 1.0 at 225 iteration. In the figure 1-50 are the character index as of Fig. 1 . From the table it has been observed that the proposed method worst performed for the character -ম‖ and only 27 cases it classified truly out of 50 test cases. 14 cases of this character is classified as -ণ‖ that looks similar even in printed form and more difficult in handwritten form. Similarly the character -ন‖ classified as -ড‖ in five cases. Due to such ambiguity, some exiting methods excluded such characters from recognition [9] . But the proposed method is shown best performance for -‖ only misclassifying one case as -ম‖ that is excluded in some previous study. Table 4 shows some handwritten character images those are misclassified. Due to large variation in writing styles, such character images are difficult to classify even by human. Finally, the proposed BHCR-CNN misclassified 351 cases out of 2500 test cases and achieved accuracy 85.96%. On other hand, the method misclassified 954 characters out of 17500 training characters showing accuracy rate 94.55%. Table 5 compares the outcome of the proposed method with other prominent works of Bangla handwritten character recognition. It also presents distinct features of individual methods. It is notable that proposed method did not employ any feature selection technique whereas an existing method uses single or two stages feature selections. Moreover, the methods in Refs. [9] and [10] considers 45 and 36 classes merging or excluding some confusing character. Without feature selection and with 50 classes, proposed BHCR-CNN method is shown to outperform the MLP based methods of Ref. [9] and Ref. [10] . According to the table, BHCR-CNN is found inferior to the work of Ref. [11] . The recognition techniques that uses Ref. [11] is much complex than others; it uses two recognition stages each one consists of individual feature selection and classification techniques. Besides this, the proposed single stage method without feature selection is very simple. Moreover, since reported performance are for different datasets, the performance of proposed simple method is quite interesting and identified the ability of CNN based classifier for Bangla handwritten character. Table 5 . Recognition performance and structure comparison of proposed BHCR-CNN with some contemporary methods of handwritten Bangla character recognition.
The work reference Total Classes
Feature Selection Classifica tion
Recog. Accuracy
Bhowmick et al. [9] 
IV. CONCLUSIONS
Convolutional neural network (CNN) has ability to recognize visual patterns directly from pixel images with minimal preprocessing. Therefore, a CNN structure is investigated without any feature selection for Bangla handwritten pattern classification in this study. The method has been tested on a large handwritten character dataset and outcome compared with existing prominent methods for Bangla. The proposed method is shown competitive performance with the exiting methods on the basis of test set accuracy but the proposed scheme seems efficient in size and computation. The presented result indicates that training of CNN might be improved and hence get better performance.
