Introduction
Wireless mesh networks are a promising technology for providing low-cost Internet access to wide areas (entire cities or rural areas), and to enable the creation of new type of applications and services for clients accessing the network. Among innovative applications enabled by mesh networking, we mention wireless community networks (see, e.g., the Seattle Wireless initiative [14] ), in which users in a community (neighborhood, city, rural area, etc.) spontaneously decide to share their communication facilities (wireless access points) and form a wireless multi-hop network to be used by community members. Wireless community networks can be used to share the cost of broadband Internet access, but also to realize innovative services for *This work has been partially supported by IIT-CNR under Project P056: "Networks for Critical Infrastructures and Web Analysis".
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As the above mentioned innovative applications suggest, peer-to-peer resource sharing is expected to play an important role in forthcoming wireless networks based on the mesh technology. Hence, designing an efficient overlay network for enabling effective resource sharing can be considered as a fundamental middleware technology for mesh networks.
With respect to other types of wireless networks (e.g., MANETs), the availability of a wireless backbone of stationary routers in mesh networks lessen the well-known difficulties of enabling large-scale, peer-to-peer resource sharing. Recently, we have proposed MESHCHORD [3] , a specialization for mesh networks of the well-known Chord algorithm [15] , which exploits i) the availability of a wireless infrastructure and ii) the I-hop broadcast nature of wireless communications, to realize a) location-aware ID assignment to nodes, and b) implementation of a cross-layering technique that bridges the MAC to the middleware layer.
MESHCHORD has been shown to have superior performance with respect to Chord, achieving a reduction of the total number of network-level packets exchanged to maintain the overlay structure and resolve queries in the order of as much as 40%. Yet, important issues are left unaddressed in [3] , such as whether the load induced by Chord/MESHCHORD is evenly distributed among the wireless routers composing the mesh network. Load unbalancing is a major cause of performance degradation in mesh networks, as clients connected to relatively highly loaded routers experience a much lower QoS than those connected to relatively lightly loaded ones. Hence, evaluating the total number of exchanged packets gives only a partial view of the expected ChordlMESHCHORD performance, view which should be complemented with a careful evaluation of load distribution. Such an evaluation is the main contribution of this paper.
The second contribution of this paper is considering another method for resolving queries (key lookup operation) with respect to the one considered in [3] . More specifically, while in [3] we considered iterative query resolution, in which the intermediate results of a query are returned to the node which issued the query, in this paper we consider also the potentially more efficient recursive query resolution, in which intermediate results of a query are directly forwarded to the next node in charge of query resolution (details in Section 3). Since the query resolution primitive is invoked not only to resolve client-generated queries, but also to proactively maintain the overlay structure, a considerable reduction in packet overhead with respect to the case of iterative query resolution is expected.
The results presented in this paper show that MESH-CHORD with recursive lookup implementation is the best solution in terms of total network-level traffic, and that MESHCHORD in both iterative and recursive case achieves also a better load balancing with respect to the basic Chord design. Nevertheless, a moderate degree of load unbalancing is still observed, especially in case of random router distribution, which might lead to the creation of hot-spots in large-scale mesh deployments. This calls for further improvements of the MESHCHORD design.
Related work and contribution
Recent papers have addressed the problem of enabling P2P resource sharing in mobile ad hoc networks (MANETs) [5, 8, 11, 13, 16] . A standard technique used to improve performance of P2P algorithms when used in wireless networks is cross-layering, i.e., taking advantage of information delivered from lower layer protocols (typically, the network layer) when constructing the logical links between peers. Approaches based on this idea are [4, 9, 10] . Although a careful design of the overlay improves the efficiency of P2P systems for MANETs, the combination of node mobility, lack of infrastructure, and unreliable communication medium has hindered the application of P2P approaches in medium to large size ad hoc networks.
Only a few recent papers have explored how P2P approaches can be applied to wireless mesh networks. In [1] , the authors evaluate the gain that can be obtained from using network coding when running file sharing applications in wireless mesh networks, and conclude that some gain can actually be achieved, although not as much as in a wired network. In [6] , some of the authors of this paper introduced a two-tier architecture for file sharing in wireless mesh networks: the lower tier is composed of mobile mesh clients, which provide the content (files/resources to share) to the P2P overlay; the upper tier is composed of stationary mesh routers, and implements a distributed hash table (DHT) for locating resources within the network.
The work that is more closely related to this paper is [3] , in which we investigated the performance of the Chord P2P algorithm in typical wireless mesh network scenarios through extensive, packet-level simulations. Furthermore, we proposed the MESHCHORD specialization of the basic Chord design, which, by explicitly accounting for peculiar features of mesh networks, reduces total network-level traffic of as much as 40% with respect to Chord.
The investigation presented in this paper complements our previous work [3] in many respects. While the emphasis in [3] was on evaluating the total network-level traffic under varying network conditions, in this paper we consider how the total traffic generated by Chord/MESHCHORD is distributed among the wireless routers. The motivation for this study is that load unbalancing is a major cause of performance degradation in mesh networks and, say, a protocol generating a perfectly balanced load might be preferable to another protocol which generates a relatively lower total, but higWy unbalanced, traffic load. Although Chord has been designed to balance the load (with high probability) among nodes at the overlay level, whether the load is also well balanced when overlay links are mapped to (possibly several) physical links of a wireless mesh network is an important open issue. Also, the effects of the specialized Chord design for mesh networks (MESHCHORD) on load balancing are still unexplored. To the best of our knowledge, the one presented in this paper is the first study of load balancing in peer-to-peer resource sharing algorithms for wireless mesh networks (and for wireless multi-hop networks in general).
Another major difference between this paper and our previous work [3] is the implementation of two alternative techniques (both part of the original Chord design) for key lookup implementation: iterative (the technique used in [3] ) and recursive. Since the number of overlay-level packets generated to recursively resolve a query is at most as high as in the case of iterative query resolution in the basic Chord design, we expect a reduction also in terms of network-level packets. However, recursive query resolution impairs efficiency of MESHCHORD cross-layer mechanism (see Section 3 for details), and whether recursive query resolution is advantageous in combination with MESHCHORD is not clear.
3 Chord and MESHCHORD 
Network architecture
Similarly to [3, 6] , we assume a two-tier architecture for file/resource sharing: the lower tier of the architecture is composed of (possibly) mobile mesh clients (clients for short), which provide the content to be shared in the P2P system; the upper tier of the architecture is composed of stationary mesh routers (routers for short), which implement a DHT used to locate file/resources within the network. Unless otherwise stated, in the following we use the term peer to refer to a router forming the DHT at the upper tier of the architecture.
We assume routers are stationary, but they can be switched on/off during network lifetime. When a client u wants to find a certain resource, it sends to its responsible router a (a mesh router within its transmission range) a FindKey packet, containing the key (unique ID) of the resource to find (see next section for details on key assignment to router/resources). The responsible router forwards the resource request in the DHT overlay according to the rules specified by the Chord protocol (see below), until the resource query can be answered. In case of successful query resolution, a packet containing the IP address of the client holding the requested file/resource is returned to client u through its responsible router a. For details on the rules for responsible router selection, on the procedures needed to deal with client mobility, and to add/remove resources from the distributed index, see [6] .
Basic Chord operations
Chord [15] is based on the idea of mapping both peer (mesh router) IDs and resource IDs (keys) into the same ID space, namely the unit ring [0, 1] . Each key resides on the peer with the smallest ID larger than the key (see Figure  1) , i.e., peer p manages keys comprised between its own ID and the ID of the predecessor of p in the unit ring (denoted range(p)). Chord maps peer and resource IDs into the unit ring using a hashing function, named Ska1, which has the property of uniformly distributing IDs in [0, 1] . Indeed, IDs in Chord are represented through m-bit numbers, i.e., at most 2 m distinct (peer or resource) IDs are present in the Chord system (we set m = 24 in this study).
The main operation implemented by Chord is the lookup(x) operation, which can be invoked at any peer to find the IP address of the peer with ID= x if x is a peer ID, or the IP address of the peer responsible of key x in case x is a resource ID. lookup operations are used both for query resolution and for overlay maintenance.
To speed up lookup operations, every peer maintains a table of up to m distinct peers (fingers). The i-th finger of peer j, with 1 ::; i ::; m, is the peer which has the smaller ID larger than j +2 i -1. Note that some of the fingers (especially for low values of i) can actually coincide (see Figure  1) . In order to facilitate joinlleave operations, each peer maintains also the ID of its predecessor in the Chord ring (peer P12 for peer P21 in Figure 1 ).
The lookup( x) operation can be implemented in an iterative or recursive way. In the iterative implementation, when a lookup(x) operation is invoked at peer p and the operation cannot be resolved locally (because x is not within range (p)), a packet is sent to the peer p' with largest ID < x in the finger table of node p. If p' cannot resolve the lookup operation, it replies to peer p with a packet containing the ID of the peer p" with largest ID < x in its own finger table. Peer p then forwards the request to peer p", and so on, until the lookup operation can be resolved (in at most m steps). Referring to Figure 1 , a lookup operation for key 45 issued at node P21 is first forwarded to node P40, and then to node P49, which is responsible for the key and can resolve the lookup. In the recursive implementation, the intermediate response to a lookup operation (e.g., the ID of the peer p" with largest ID < x in p" s finger table) is not sent to the peer p which first invoked the lookup(x) operation, but it is directly forwarded to the next node in charge of lookup(x) resolution. Referring again to Figure 1 , peer P40 does not return the ID of the next peer to interrogate (P49) to peer P21, but it directly forwards the lookup(x) operation to peer P49. As the example of Figure 1 shows, recursive lookup implementation is more efficient in terms of overlay-level packet overhead with respect to the iterative implementation.
Chord also includes procedures to deal with dynamic joinlleaves of peers in the systems, and to periodically updates peer finger tables. However, in this study we have considered only static network conditions, in which peers initially join the network, and remain active throughout the entire simulation time. This choice has been done to study load balancing induced by Chord/MESHCHORD in isolation, excluding possible effects due to dynamic joinlleave of peers. For details on procedures for dealing with dynamic joinlleave of peers, and their effects on total packet overhead, the reader is referred to [3] . Details on how to deal with client mobility at the lower tier of the architecture are given in [6] . For what concerns a), the idea is to exploit locality, and to assign peers which are close in the physical network with close-by IDs in the unit ring. This choice is motivated by the observation that, according to Chord specifications, most of the packets are exchanged between a peer and its succes-1Note that the above location-aware ID assignment function requires that peers are aware of their location, which can be easily accomplished in wireless mesh networks through, e.g., the use of GPS receivers.
sor/predecessor in the unit ring.
More specifically, location-awareness is implemented by assigning IDs to peers according to the following function (see [6] ):
where I D (x, y) is the ID of a peer with coordinates (x, y) E [0, s]2, S is the side of the deployment region, and is a parameter which defines the 'granularity' of locationawareness: the lower the value of~, the closer the peers must be in the physical network in order to be mapped into close-by regions of the unit ring For what concerns b), the idea is to use I-hop broadcast nature of wireless communications to speed up lookup operations. More specifically, whenever a peer u receives a packet at the MAC layer, u sends it up to the middleware layer for further processing, even if the packet was not destined to u. If the packet does not contain a lookup request, it is discarded. Otherwise, u checks whether it may resolve the lookup(x) operation. This occurs if x is comprised between u's ID and the ID of the predecessor of u in the unit ring. In this case, u sends a packet containing its own ID to the peer that originally invoked the lookup(x) operation (called source peer in the following). It is important to note that, since the lookup primitive is invoked for both query resolution and overlay maintenance, cross-layering may improve the performance of both these operations.
It is important to observe that recursive lookup implementation challenges the above described cross-layering technique, due to the following reason. Suppose peer p is the source peer, and that resolving a lookup(x) operation initiated by p involves forwarding the lookup(x) primitive to peers PI, P2, ... ,Pk, for some k :S m. Suppose that, on the way to, say, peer Pl, the overlay packet is intercepted by peer p', which is the responsible peer of key x. Then, our cross-layering technique ensures that peer p' sends a packet with the result of the lookup(x) operation directly to the source peer p, with the advantage of considerably speeding up the lookup operation. In case of iterative lookup(x) implementation, when the source peer receives the first intermediate lookup result from peer PI (indicating that peer P2 is the next peer to contact), it realizes that it already knows the result of the lookup(x) operation. So, the source peer p can abort the rest of the lookup(x) operation, and no further overlay-level packets are sent. However, if lookup is implemented recursively, the source peer ifl!J is even ifl!J is odd ongoing lookup( x) operation is not immediate. Two possible choices can be considered here: i) lookup chasing, i.e., the source peer sends an abort(x) packet on the overlay, whose purpose is intercepting the ongoing lookup(x) operation and killing it; and ii) leaving the lookup(x) operation alive, and ignore the final result when eventually received at the source peer (which already received the correct result from the intercepting peer p'). Note that which one of i) and ii) is more efficient in terms of exchanged overlay-level packets is not clear, since the number of packets exchanged to chase and abort an ongoing lookup operation might actually be higher than the useless packets exchanged to finish an already resolved lookup. In view of the above, and with the goal of keeping MESHCHORD design reasonably simple, we have opted for option ii).
Performance evaluation
We have evaluated the performance of Chord and MESH-CHORD on mesh networks using GTNetS, a packet-level network simulator developed at Georgia Institute of Technology [12] .
Simulation setup
We considered two network topologies in simulations: -grid: n peers are located in a square, equally-spaced grid; peer separation is 100m; -random uniform: n peers are distributed uniformly at random in a square area of side s, where s = Vii .100m.
Grid deployments are a representative case of planned mesh deployment, while random uniform distribution accounts for unplanned mesh deployments (e.g., spontaneously created wireless community networks).
In both cases, we assume peers are equipped with 802.llb radios, the link data rate is lIMbs with a typical 250m transmission range, and radio signal obeys free space propagation. For routing packets between far-away peers, we used DSR [7] .
A certain number of queries is generated during Chord/MESHCHORD lifetime. Queries are generated uniformly over time (every tquery seconds); when a new query is generated, we uniform randomly choose the peer which issues the query on behalf of the client 2 , and the ID of the key k to be searched is chosen uniformly at random in [0, 1] (expressed as an m-bits binary number).
In order to better understand load balancing behavior, we have run separate set of experiments with and without client-generated queries. In case of no client-generated queries, what is evaluated is the packet overhead and load distribution for building and maintaing (e.g., updating finger tables) the overlay network. In both sets of experiments, the simulated time interval was 1200sec, where the first 200sec were used to incrementally add peers to 2This corresponds to the situation in which clients are associated uniformly at random with mesh routers. Chord/MESHCHORD, and to stabilize the overlay. In case of simulation with client-generated queries, these are generated after this initial 200sec stabilization period, with an average rate of n queries every 30sec. The simulation results presented in the following are averaged over 10 runs. The performance of the iterative and recursive version of Chord/MESHCHORD considered in our simulations is expressed in terms of: 1) packet overhead: total number of network-level packets exchanged by ChordlMESHCHoRD to maintain the overlay, and to resolve client-generated queries; 2) overlay packet overhead: total number of overlay-level packets exchanged by Chord/MESHCHORD to maintain the overlay, and to resolve client-generated queries; 3) load balancing: we use two metrics to evaluate load balancing. The first metric is the well-known balance index (see, e.g., [2] ), which is formally defined as follows: let L i denote the load observed at the i-th peer, 1 :::; i :::; n. The balance index f3 is defined as
The balance index is defined so that if the load is equally divided amongst the peers, we have f3 = 1; conversely, with highly unbalanced network load we have f3~1/n. Since it is known that relatively low values of f3 (say, below 0.8) occurs only if the load is extremely unbalanced, we have used also a more intuitive index of load balancing, namely the ratio max/min between the load observed at the maximally loaded peer over that observed at the minimally loaded one.
Note that metrics 1) and 3) are of fundamental importance in wireless mesh networks, where communication bandwidth used by the P2P application should be kept as low as possible, and load unbalancing (possibly causing network congestion) should be reduced to the minimum possible extent. Metric 2), on the other hand, is important to understand the efficiency of a design solution at the overlay level.
Communication overhead evaluation
Let us first consider the total number of overlay-and network-level packets for increasing values of network size, in case of iterative (Figure 2-a),b) ) and recursive (Figure 2-c),d) ) lookup implementation. In the iterative case, while the number of exchanged overlay-level packets with MESH-CHORD is only marginally smaller than with Chord, we have a considerable reduction in number of network-level packets (in the order of 30%). In the recursive case the situation is different: the number of overlay-level packets exchanged with MESHCHORD is bigger than with Chord, owing to the inefficiency of the cross-layering mechanism de- When comparing the relative Chord/MESHCHORD performance in the iterative and recursive case, we observe as expected a better efficiency at the overlay level of the recursive technique (only marginal improvements in case of MESHCHORD, owing to inefficiency in cross-layering), and a considerable decrease in number of network-level packets for both Chord (in the order of 24%) and MESHCHORD (in the order of 27%) in case of recursive lookup implementation. Thus, MESHCHORD with recursive lookup implementation, despite some inherent inefficiency in the crosslayering mechanism, is the best solution for what concerns total network-level traffic.
Load balancing evaluation
Let us now consider how well the overlay-level and, most importantly, network-level traffic is distributed among the network nodes. Figures 3-a)-d) report the max/ min ratio of both overlay-and network-level traffic, in case of both iterative and recursive lookup implementation. We observe an increasing trend of load unbalancing with n, which indicates that the considered algorithms might actually lead to • !lim ,.
•
3000-4000 _ 5000-6000_ 4000-5000 _ 6000-7000- creation of hot-spots in large-scale mesh deployments. We also observe that the difference between iterative and recursive lookup implementation in terms of load balancing is scarcely significant. The better overlay-level load balancing of MESHCHORD w.r.t. Chord is due to the fact that Chord was originally designed to balance overlay traffic under the assumption that peer IDs are evenly distributed in ring, which is actually the case with location-aware ID assignment on a grid topology (MESHCHORD). It is also worth observing the relatively worse load balancing which is achieved by both algorithms in terms of network-level traffic, which is due to the fact that many network-level paths tend to cross the center of the deployment region. This effect can clearly be seen in Figure 4 , which refers to a sample scenario with n = 36 nodes (Chord with recursive lookup). Overall, MESHCHORD provides better performance than Chord also in terms of load balancing, although a relatively moderate degree of load unbalancing is still observed (max/min ratio in the order of 3 for n > 120).
The above described trends are confirmed also by the load balance index f3 (plots not reported due to lack of space), which varied between 0.94 and 0.99 at the overlayand between 0.95 and 0.97 at the network-level for Chord, and between 0.993 and 0.999 at the overlay-and between 0.965 and 0.98 at the network-level for MESHCHORD.
Random deployment
The results for the case of random peer deployment, which are not shown due to lack of space, have shown similar trends for what concerns the total network-level traffic. More specifically, MESHCHORD reduced total networklevel traffic with respect to Chord in the order of 35% with iterative lookup implementation, and in the order of 42% with recursive lookup implementation. Recursive lookup implementation resulted again the best design choice, allowing a reduction of total network-level traffic w.r.t. iterative implementation in the order of 16% with Chord, and in the order of 45% with MESHCHORD. For what concerns load balancing, simulation results show that load is much less balanced than in the case of grid peer deployment. In particular, the max/min ratio (f3) is as high (low) as 5 (0.9) for overlay-level traffic, and as high (low) as 19 (0.67) for network-level traffic. These values refer to Chord with either iterative or recursive lookup implementation. MESH-CHORD achieves a better load balancing than Chord, yet the max/min ratio (f3) is much higher (lower) than in the case of grid peer deployment: it is as high (low) as 3 (0.95) for overlay-level traffic, and as high (low) as 8 (0.84) for network-level traffic.
Conclusions
The main finding of the study reported in this paper is that, despite some inherent inefficiency in MAC crosslayering, MESHCHORD with recursive lookup implementation performs best among the considered middleware technologies, in terms of both total generated network-level traffic, and load balancing. However, a moderate degree of load unbalancing can be observed, especially with random router deployment (ratio between maximally and minimally loaded router in the order of 8), as well as a relatively higher degree of unbalancing with increasing network size. This indicates that application of MESHCHORD in large-scale mesh networks might lead to creation of hot-spots, calling for improvements of the MESHCHORD design. Currently, we are considering usage of carefully designed, load-aware hash functions to assign peer/resource IDs, in such a way that, say, relatively less resources are managed by relatively more congested peers. We expect that usage of such hash functions might achieve a better load balancing, while at the same time keeping network-level traffic at a low level.
