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1 Introduction
Consider the following stochastic differential equation in L2(0, 2pi) (norm | · |,
inner product 〈·, ·〉),
dX =
[
1
2
(Xξξ −X)−X3
]
dt+ dW (t), X(0) = x ∈ L2(0, 2pi), (1.1)
where ξ ∈ [0, 2pi], X is 2pi–periodic and W (t) is a cylindrical Wiener process
(defined below) and Xξξ denotes the second derivative of X with respect to
ξ.
Denote by (ek)k∈Z the complete orthonormal system of L2(0, 2pi),
ek(ξ) =
1√
2pi
eikξ, ξ ∈ [0, 2pi], k ∈ Z
and define
W (t) =
∑
k∈Z
βk(t)ek,
where (βk(t))k∈Z is a family of standard Brownian motions mutually inde-
pendent in a filtered probability space (Ω,F , (Ft)t≥0,P).
Let us write equation (1.1) in the following mild form
X(t) = etAx−
∫ t
0
e(t−s)AX3(s) ds+WA(t), (1.2)
where 1
1H2(0, 2pi) is the usual Sobolev space.
1
Ax = 1
2
(xξξ − x), x ∈ {y ∈ H2(0, 2pi) : y(0) = y(2pi), yξ(0) = yξ(2pi)}
and
WA(t) =
∫ t
0
e(t−s)AdW (s) =
∑
k∈Z
∫ t
0
e−
1
2
(t−s)(1+|k|2)dβk(s). (1.3)
It is easy to see that the stochastic convolution WA(t) is a Gaussian random
variable in L2(0, 2pi) with mean 0 and covariance operator
C(t) = C(1− etA), t ≥ 0
where
C = −1
2
A−1.
Notice that
Cek =
1
1 + |k|2 ek, k ∈ Z,
so that C(t) is a trace class operator. Moreover, one can see that the proba-
bility measure (on L2(0, 2pi))
ν(dx) =
exp{−1
2
∫ 2pi
0
x4(ξ) dξ}∫
L2(0,2pi)
exp{−1
2
∫ 2pi
0
y4(ξ) dξ} µ(dy)
µ(dx), (1.4)
where µ is the Gaussian measure with mean 0 and covariance operator C,
is the invariant measure of the Markov semigroup associated to the process
X(t).
It is not difficult to solve equation (1.2) by a fixed point argument, see
e.g. [14].
Try now to generalize this result to the two dimensional case by consid-
ering the equation
dX =
[
1
2
(∆ξ −X)−X3
]
dt+ dW (t), X(0) = x (1.5)
in the space L2((0, 2pi)2). Proceeding as before we consider the complete
orthonormal system (ek)k∈Z2 in L2((0, 2pi)2),
ek(ξ) =
1
2pi
ei〈k,ξ〉, k = (k1, k2) ∈ Z2, ξ ∈ [0, 2pi]2
and define
W (t) =
∑
k∈Z2
βk(t)ek,
2
where (βk(t))k∈Z2 is a family of standard Brownian motions mutually inde-
pendent in (Ω,F , (Ft)t≥0,P).
Again, we write equation (1.5) in mild form
X(t) = etAx−
∫ t
0
e(t−s)AX3(s) ds+WA(t), (1.6)
where
Ax = 1
2
(∆ξx− x), x ∈ {y ∈ H2((0, 2pi)2) : y, yξ1 , yξ2 periodic in ξ1, ξ2}
and
WA(t) =
∫ t
0
e(t−s)AdW (s) =
∑
k∈Z2
∫ t
0
e−
1
2
(t−s)(1+|k|2)dβk(s). (1.7)
But in this case the operator
C = −1
2
A−1
is not of trace class. In other words the stochastic convolution WA(t) is not
a well defined random variable with values in L2((0, 2pi)2). One can easily
see that it is well defined and Gaussian in every Sobolev space H−ε((0, 2pi)2)
with ε > 0; thus, it is natural to try to solve equation (1.6) in this space.
However, a problem will arise since the nonlinear term x3 is not well defined
in H−ε((0, 2pi)2) which is a distributional space.
For this reason the function x3 is replaced by the following one
:x3:= lim
N→∞
(
[xN ]
3 − 3ρ2NxN
)
,
where
xN =
∑
|k|≤N
〈ek, x〉ek
and
ρN =
1
2pi
∑
|k|≤N
1
1 + |k|2
1/2
and the limit exists in L2(H, µ) where H is a suitable extension of the space
H and µ is a Gaussian measure of covariance C, see the section 3 below for
details. In this way we have changed the original problem with the following
one
dX =
[
1
2
(∆ξX −X)− :X3:
]
dt+ dW (t), X(0) = x. (1.8)
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This is the so called renormalization procedure. This choice is physically
justified in quantum field theory and somebody believes that it is natural even
in other situations as: reaction diffusion and Ginzburg-Landau equations, see
e.g. [6].
In the past few years, some attention has been payed to the so called
stochastic quantization, see G. Parisi and Y.S. Wu [25], in order to compute
integrals of the form ∫
H
f(x) ν(dx)
where ν is the invariant measure of (1.8) defined as (1.4), using the ergodic
theorem ∫
H
f(x) ν(dx) = lim
T→∞
1
T
∫ T
0
f(X(t)) dt.
The renormalization has a long story, also in connection with the constructive
field theory in the euclidean framework, see J. Glimm-A. Jaffe [17], B. Simon
[27] and references therein.
In this paper we shall describe the renormalization of the power and
the Nelson estimate, following essentially the ideas in B. Simon [27]. We
shall proceed similarly as in [11], where we presented a reformulation of the
theory in the space H−1((0, 2pi)2), but here we prefer to enlarge the space
L2((0, 2pi)2) introducing the product space
H = ×
k∈Z2
Rk, Rk = R,
identifying H with `2(Z2) ⊂ (R2)∞ and setting
µ = ×
k∈Z2
N(1+|k|2)−1 ,
whereN(1+|k|2)−1 represents the one–dimensional Gaussian measure with mean
0 and variance (1+ |k|2)−1. This is essentially equivalent to work in the space
of distributions, but it avoids for example the use of the Minlos theorem.
§2 is devoted to adapt some basic results on Gaussian measures to the
product space H.
In §3 we shall define for every integer n the Wick product :φn: with respect
to the Gaussian measure µ. As shown here, this definition corresponds,
roughly speaking, to subtract to φn some divergent term.
In §4 we present the Nelson estimate which allows to define the measure
ν(dφ) =
exp{−1
2
〈1, :φ4:〉}∫
H
exp{−1
2
〈1, :ψ4:〉} µ(dψ)
µ(dφ), (1.9)
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In §5 we construct the Dirichlet form corresponding to ν using ideas in
S. Albeverio-M. Ro¨ckner [4]. In that paper this result was used to find a
weak solution of (1.8) through the infinite dimensional generalization of the
Fukushima theory (see [15]), due to [3].
In §6 we solve the Kolmogorov equation in L1(H, ν), corresponding to a
modified form of (1.8), namely
dX = −1
2
Cε−1Xdt− Cε :X3: dt+ Cε/2dW (t), (1.10)
where ε > 0.
Finally, §7 is devoted to some generalization of the renormalization method
in higher dimension. We show in particular that the Wick product :φ3: can-
not be defined in dimension 3. A final remark is devoted to show that the
Kardar–Parisi model too cannot be treated in this framework.
We recall further results which will not be reviewed in this paper.
• Equation (1.10) with ε > 9
10
was solved in [20] by a suitable extension
of the Girsanov formula. For further interesting developments of this
theory the reader can look at [21]. Other contributions in this direction
can be found in [7] and [16].
• Existence of a martingale solution of (1.8), was proved in [23], [16].
• A construction of the measure ν in infinite volume (instead of the box
[0, 2pi]2) in dimension 2 can be found in Glimm-Jaffe [17], Simon [27]
and references therein.
• The method of renormalization in dimension 2 does not extend in a
straightforward way to dimension 3; a further subtraction of an infinite
term is needed, see [17] and [5].
Finally, we recall that existence and uniqueness of the strong solution
of equation (1.8) by a fixed point argument in suitable Besov spaces was
proved in [9] for equation (1.8) and in [8] for the 2-D Navier–Stokes equation,
see also [1], [2]. Notice that in the case of 2-D Navier–Stokes equation the
renormalized problem coincides with the original one; the renormalization
procedure is a useful tool for the proof.
2 Gaussian measures in product spaces
Let H = L2(O) (norm |·|, inner product 〈·, ·〉), where O is the square [0, 2pi]2.
We denote by (ek)k∈Z2 the complete orthonormal system of H
ek(ξ) =
1
2pi
ei〈k,ξ〉, ξ ∈ O, k = (k1, k2) ∈ Z2,
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where 〈k, ξ〉 = k1ξ1+k2ξ2, and by H0 the linear (not closed) span of (ek)k∈Z2 .
For any x ∈ H we set
〈x, ek〉 = xk, for all k ∈ Z2.
We shall identify H with the space `2(Z2) of all square summable sequences
(xk)k∈Z2 ⊂ R through the isomorphism
x ∈ H 7→ (xk)k∈Z2 ∈ `2(Z2).
A basic roˆle in the construction of the Wick products will be played by the
following linear bounded operator in H,
Cek =
1
1 + |k|2 ek, k ∈ Z
2.
Notice that C = (1−∆)−1 (where ∆ is the realization of the Laplace operator
in L2(O) with periodic boundary conditions) and that Tr C = +∞, so that
C is not the covariance operator of a Gaussian measure in H. For this reason
we shall introduce a larger space H, namely the product space,
H = ×
k∈Z2
Rk, Rk = R
and we shall consider H (identified with `2(Z2)) as a subspace of (R2)∞. We
shall denote by x, y, z, . . . elements in H and by φ, ψ, ζ, . . . elements in H.
Next we define the Borel product measure µ on H (endowed with the
product topology),
µ = ×
k∈Z2
N(1+|k|2)−1 ,
whereN(1+|k|2)−1 represents the one–dimensional Gaussian measure with mean
0 and variance (1 + |k|2)−1. Notice that µ(H−ε(O)) = 1 for all ε > 0, where
H−ε(O) is the usual Sobolev space with negative exponent.
The following duality between H0 and H is important in what follows.
For any x ∈ H0 and any φ ∈ H we define
〈x, φ〉 =
∑
k∈Z2
xkφk.
Now, we can extend without any difficulty the usual definition of white noise.
First for any z ∈ H0 we define a function Wz in L2(H, µ) setting (note that
the sum below is finite),
Wz(φ) = 〈C−1/2z, φ〉 =
∑
k∈Z2
√
1 + |k|2 zkφk, φ ∈ H.
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It is easy to check that∫
H
Wz(φ)Wz′(φ)µ(dφ) = 〈z, z′〉, z, z′ ∈ H0. (2.1)
Therefore the mapping
H0 → L2(H, µ), z 7→ Wz,
is an isometry and consequently it can be extended to the whole H. Thus
Wz is a well defined element of L
2(H, µ) for any z ∈ H.
Proposition 2.1 For any z ∈ H, Wz is a real Gaussian random variable
with mean 0 and variance |z|2.
Proof. Let first z ∈ H0. Then
Wz(φ) = 〈C−1/2z, φ〉 =
∑
k∈Z2
√
1 + |k|2 zkφk.
Thus Wz is the sum of a finite number of independent Gaussian random
variables and consequently is Gaussian with mean 0 and covariance,∑
k∈Z2
(1 + |k|2) z2k
∫
H
φ2kdµ = |z|2.
Let finally z ∈ H be arbitrary and let (zn) ⊂ H0 be such that zn → z in
H. Then
lim
n→∞
Wzn = W (z) in L
2(H, µ),
as easily checked. So, Wz is Gaussian N|z|2-distributed as claimed. 
2.1 Wiener chaos
Let us recall the definition of Hermite polynomials. Let F denote the function
F (t, ξ) = e−
t2
2
+tξ, t, ξ ∈ R.
Since F is analytic, there exists a sequence of functions (Hn)n∈{0}∪N such
that
F (t, ξ) =
∞∑
n=0
tn√
n!
Hn(ξ), t, ξ ∈ R. (2.2)
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Proposition 2.2 For any n ∈ {0} ∪ N the following identity holds
Hn(ξ) =
(−1)n√
n!
e
ξ2
2 Dnξ
(
e−
ξ2
2
)
, ξ ∈ R. (2.3)
Proof. We have in fact
F (t, ξ) = e
ξ2
2 e−
1
2
(t−ξ)2 =
∞∑
n=0
tn
n!
e
ξ2
2 Dnt
(
e−
1
2
(t−ξ)2
) ∣∣∣
t=0
=
∞∑
n=0
tn
n!
(−1)n e ξ
2
2 Dnξ
(
e−
ξ2
2
)
.
Thus the conclusion follows. 
By the proposition we see that for any n ∈ N ∪ {0}, Hn is a polynomial
of degree n having a positive leading coefficient. Hn are called Hermite
polynomials.
We have in particular
H0(ξ) = 1, H1(ξ) = ξ, H2(ξ) =
1√
2
(ξ2 − 1),
H3(ξ) =
1√
6
(ξ3 − 3ξ), H4(ξ) = 1
2
√
6
(ξ4 − 6ξ2 + 3).
In the following proposition some important properties of the Hermite poly-
nomials are collected. The corresponding proofs are straightforward, they
are left to the reader.
Proposition 2.3 For any n ∈ N we have
ξHn(ξ) =
√
n+ 1 Hn+1(ξ) +
√
n Hn−1(ξ), ξ ∈ R, (2.4)
DξHn(ξ) =
√
n Hn−1(ξ), ξ ∈ R, (2.5)
D2ξHn(ξ)− ξDξHn(ξ) = −nHn(ξ), ξ ∈ R. (2.6)
Identity (2.5) shows that the derivation Dξ acts as a shift operator with
respect to the system (Hn)n∈{0}∪N. Moreover by (2.6) it follows that the
Hermite operator
Tϕ :=
1
2
D2ξϕ−
1
2
ξDξ,
is diagonal with respect to (Hn)n∈{0}∪N.
Now we define Hermite polynomials inH. They will be useful for costruct-
ing a complete orthonormal system on L2(H, µ). To this end we need the
following
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Lemma 2.4 Let h, g ∈ H with |h| = |g| = 1 and let n,m ∈ N ∪ {0}. Then
we have: ∫
H
Hn(Wh)Hm(Wg)dµ = δn,m[〈h, g〉]n. (2.7)
Proof. For any t, s ∈ R we have∫
H
F (t,Wh)F (s,Wg)dµ = e
− t2+s2
2
∫
H
etWh+sWg dµ
= e−
t2+s2
2
∫
H
eWth+sg dµ = e−
t2+s2
2 e
1
2
|th+sg|2 = ets〈h,g〉,
because |h| = |g| = 1. It follows that
ets〈h,g〉 =
∞∑
m,n=0
tnsm√
n!m!
∫
H
Hn(Wh)Hm(Wg) dµ,
which clearly implies (2.7). 
We are now ready to define a complete orthonormal system in L2(H, µ).
Let Γ be the set of all mappings
γ : Z2 → {0} ∪ N, n 7→ γn,
such that
|γ| :=
∑
k∈Z2
γk < +∞.
Note that if γ ∈ Γ then γn = 0 for all n, except at most a finite number. For
any γ ∈ Γ we define the Hermite polynomial,
Hγ(φ) =
∏
k∈Z2
Hγk(Wek(φ)), φ ∈ H.
This definition is meaningful since all factors, with the exception of at most
a finite number, are equal to H0(Wek(φ)) = 1, φ ∈ H.
We can now prove the result.
Theorem 2.5 System (Hγ)γ∈Γ is orthonormal and complete on L2(H, µ).
Proof. Orthonormality. Let γ, η ∈ Γ, then we have, taking into account
Lemma 2.4, and recalling that the random variables Wen are mutually inde-
pendent, ∫
H
HγHηdµ =
∫
H
∏
n∈Z2
Hγn(Wen)Hηn(Wen)dµ
=
∏
n∈Z2
∫
H
Hγn(Wen)Hηn(Wen)dµ = δη,γ,
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where δη,γ =
∏
n∈Z2 δηn,γn . So the system (Hγ)γ∈Γ is orthonormal.
Completeness. Let ψ ∈ L2(H, µ) be such that∫
H
ψHγdµ = 0, ∀ γ ∈ Γ. (2.8)
We have to show that ψ = 0.
By (2.8) it follows in particular that∫
H
ψHk(We1)dµ = 0, ∀ k ∈ Z2,
that implies by (2.2) ∫
H
ψF (t1,We1)dµ = 0, ∀ t1 ∈ R.
In a similar way we obtain∫
H
ψF (t1,We1)F (t2,We2)...F (tn,Wen)dµ = 0,
for all n ∈ N, t1, t2, ..., tn ∈ R, that yields∫
H
ψ e
Pn
k=1 αkφkdµ = 0, ∀ n ∈ N, α1, α2, ..., αn ∈ R.
Since the linear span of the set of functions{
exp
{
n∑
k=1
αkφk
}
: n ∈ N, α1, α2, ..., αn ∈ R
}
,
is dense in L2(H, µ), it follows that ψ = 0 as required. 
Now, we define the Itoˆ–Wiener decomposition. For all n ∈ {0} ∪ N we
denote by L2n(H, µ) the closed subspace of L2(H, µ) spanned by
{Hn(Wf ) : f ∈ H, |f | = 1} .
In particular, L20(H, µ) is the set of all constant functions in L2(H, µ) and
L21(H, µ) is given by
L21(H, µ) = {Wf : f ∈ H} .
We shall denote by Πn the orthogonal projector onto L
2
n(H, µ), n ∈ {0}∪N.
Arguing as in the proof of Theorem 2.5 we see that
L2(H, µ) =
∞⊕
n=0
L2n(H, µ).
We give now a characterization of L2n(H, µ), n ∈ {0} ∪ N.
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Proposition 2.6 For any n ∈ {0}∪N the space L2n(H, µ) coincides with the
closed subspace of L2(H, µ) spanned by
Vn := {Hγ : |γ| = n}.
Proof. It is enough to show that if n,N ∈ N, f ∈ H with |f | = 1, k1, ..., kN ∈
N, and k1 + ...+ kN 6= n, we have∫
H
Hk1(We1)...HkN (WeN )Hn(Wf )dµ = 0. (2.9)
We have in fact
I : =
∫
H
F (t1,We1)...F (tN ,WeN )F (tN+1,Wf )dµ
= e−
1
2
(t21+...+t
2
N+1)
∫
H
eWt1e1+...+tNeN+tN+1fdµ
= etN+1(t1f1+...+tNfN ).
On the other hand we have
I =
∞∑
k1,...,kN+1=0
tk11 ...t
kN+1
N+1√
k1!...kN+1!
∫
H
Hk1(We1)...HkN (WeN )HN+1(Wf )dµ,
and the conclusion follows. 
We now prove an important property of the projection Πn.
Proposition 2.7 Let f ∈ H such that |f | = 1, and let n ∈ N. Then we have
Πn(W
n
f ) =
√
n! Hn(Wf ), (2.10)
Proof. Since
√
n! Hn(Wf ) ∈ L2n(H, µ) by definition, it is enough to show that
for all g ∈ H such that |g| = 1, we have∫
H
[W nf −
√
n! Hn(Wf )]Hn(Wg)dµ = 0,
or, equivalently, ∫
H
W nf Hn(Wg)dµ =
√
n! [〈f, g〉]n. (2.11)
Now (2.11) follows easily from the identity
I :=
∫
H
esWfHn(Wg)dµ =
1√
n!
sne
s2
2 [〈f, g〉]n, (2.12)
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(by differentiating n times with respect to s and then setting s = 0), that we
shall prove now. We have, taking into account (2.7),
I = e
s2
2
∫
H
F (s,Wf )Hn(Wg)dµ
= e
s2
2
∞∑
k=0
sk√
k!
∫
H
Hk(Wf )Hn(Wg)dµ
=
1√
n!
sne
s2
2 [〈f, g〉n],
that yields (2.12). 
Now we can compute easily the projections of an exponential function.
Corollary 2.8 Let f ∈ H with |f | = 1. Then we have
Πn
(
esWf
)
=
1√
n!
sne
s2
2 Hn(Wf ). (2.13)
Proof. We have in fact
Πn
(
esWf
)
=
∞∑
k=0
sk
k!
Πn(W
k
f ) = s
ne
s2
2 Hn(Wf ).

2.2 The Sobolev space W 1,2(H, µ)
We denote by FC∞0 (H ) the set of all functions u = u(φ), depending only
on a finite number of variables φk, which are of class C
∞
0 . We set Dh =
Dφh , h ∈ Z2.
We need the following integration by parts formula.
Proposition 2.9 Let u, v ∈ FC∞0 (H ). Then for any k ∈ Z2 we have,∫
H
Dku v dµ = −
∫
H
Dkv u dµ+ (1 + |k|2)1/2
∫
H
φk uv dµ. (2.14)
Proof. Assume that u, v depend only on φk, |k| ≤ N . Let HN be the span
of (ek), |k| ≤ N . HN is obviously a finite dimensional Hilbert space with
coordinates φ(N) = (φk)|k|≤N and with Lebesgue measure dφ(N); note that
12
the marginal measure of µ on HN has a density ρN(φ
(N)) with respect to the
Lebesgue measure dφ(N) given by
ρN(φ
(N)) = cN exp
−12 ∑|k|≤N(1 + |k|2)1/2φ2k
 .
whith
cN = (2pi)
N/2
∏
|k|≤N
(1 + |k|2)1/4.
Then we have (for |k| ≤ N)∫
H
Dku v dµ = cN
∫
HN
Dku(φ
(N)) v(φ(N)) ρN(φ
(N))dφ(N)
= −
∫
H
u Dkv dµ+ (1 + |k|2)1/2
∫
H
u v dµ.

Proposition 2.10 For any k ∈ Z2 the operator Dk is closable.
Proof. Let k ∈ Z2, (un) ⊂ FC∞0 (H ) and v ∈ L2(H, µ) be such that
un → 0, Dkun → v in L2(H, ν).
We have to show that v = 0. If w ∈ FC∞0 (H ), then by (2.14) we have∫
H
Dkun w dν = −
∫
H
un Dkw dν + (1 + |k|2)1/2
∫
H
φk un w dµ.
As n → ∞ the first integral tends to ∫H vwdµ, the second and the third
integral tend to 0, since φkw belongs to L
2(H, µ). Therefore ∫H vwdµ = 0
for all ζ ∈ FC∞0 (H ), so that v = 0 as required. 
We shall still denote by Dk the closure of Dk on L
2(H, µ). If ϕ belongs
to the domain of Dk we say that Dkϕ belongs to L
2(H, µ).
We now define the space W 1,2(H, µ) as the linear space of all functions
u ∈ L2(H, µ) such that Dku ∈ L2(H, µ) for all k ∈ Z2 and∑
k∈Z2
∫
H
|Dku(φ)|2µ(dφ) < +∞.
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W 1,2(H, µ), endowed with the inner product,
〈u, v〉W 1,2(H,µ) = 〈u, v〉L2(H,µ) +
∑
k∈Z2
∫
H
(Dku)(Dkv)dµ,
is a Hilbert space.
If u ∈ W 1,2(H, µ) we set
Du(φ) =
∑
k∈Z2
Dku(φ)ek, µ− a.e. in H.
Since
|Du(φ)|2 =
∑
k∈Z2
|Dku(φ)|2, µ− a.e. in H,
the series is convergent for almost all φ ∈ H. We call Du(φ) the gradient of
u at φ. Notice that
Du ∈ L2(H, µ;H).
3 Renormalization of the power
We fix here n ∈ N and x ∈ H. Our goal in this section is to give a meaning
to the function on H,
〈x, φn〉 =
∫
O
x(ξ)φn(ξ)dξ.
For this we shall proceed as follows. Given φ ∈ H and ξ ∈ O we set
φN(ξ) =
∑
k∈Z2
〈ek, φ〉ek(ξ).
Notice that φN ∈ C∞(O).
Since (as one can check) φnN(ξ) does not converge as N →∞ in L2(H, µ)
we shall replace φnN(ξ) by its projection on the n
th Wiener chaos L2n(H, µ)
setting,
:φnN: (ξ) = Πn(φ
n
N(ξ)). (3.1)
To compute Πn(φ
n
N(ξ)) we shall use (2.10). For this it is useful to express
the function φ → φnN(ξ) in terms of the white noise function. We can write
obviously
φN(ξ) =
〈∑
|k|≤N
ek(ξ)√
1 + |k|2 ek, C
−1/2φ
〉
.
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and so
φN(ξ) = ρNWηN (ξ)(φ), ξ ∈ O, N ∈ N, (3.2)
where
ηN(ξ) =
1
ρN
∑
|k|≤N
ek(ξ)√
1 + |k|2 ek, (3.3)
and
ρN =
1
2pi
[∑
k∈Z2
1
1 + |k|2
]1/2
. (3.4)
Notice that |ηN(ξ)| = 1. Now we can prove the following result
Proposition 3.1 We have
:φnN: (ξ) =
√
n! ρnN Hn
(
φN(ξ)
ρN
)
=
√
n! ρnN Hn(WηN (ξ)), ξ ∈ O, (3.5)
:φnN: (ξ) is called the renormalization of φ
n
N(ξ).
Note in particular that
:φ1N: (ξ) = φN(ξ),
:φ2N: (ξ) = [φN(ξ)]
2 − ρ2N ,
:φ3N: (ξ) = [φN(ξ)]
3 − 3ρ2NφN(ξ),
:φ4N: (ξ) = [φN(ξ)]
4 − 3ρ2N [φN(ξ)]2 + 6ρ4N .
So, for any n ∈ N, :φnN : is equal to φnN up to lower order terms which are
divergent as N →∞.
The following asymptotic behavior of ρN is basic in what follows
ρ2N = O(logN). (3.6)
It can be seen from
1
(2pi)2
∑
|h|≤N
1
1 + |h|2 ∼
∫ N
0
r
1 + r2
dr =
1
2
log(1 +N2).
The main result of this section is to prove that for any fixed x ∈ H, there
exists the limit
〈x, :φn:〉 def= lim
N→∞
∫
O
:φnN: (ξ)x(ξ)dξ in L
2(H, µ). (3.7)
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This will be done in §3.1 below. To understand the spirit of the proof it is
useful to see first that supN IN <∞ where
IN :=
∫
H
∣∣∣∣∫O :φnN: (ξ)x(ξ)dξ
∣∣∣∣2 µ(dφ). (3.8)
We have in fact
IN =
∫
O×O
x(ξ1)x(ξ2)dξ1dξ2
∫
H
:φnN: (ξ1) :φ
n
N: (ξ2)dµ
= n!ρ2nN
∫
O×O
x(ξ1)x(ξ2)dξ1dξ2
∫
H
Hn(WηN (ξ1))Hn(WηN (ξ2))dµ
= n!ρ2nN
∫
O×O
x(ξ1)x(ξ2) 〈ηN(ξ1), ηN(ξ2)〉n dξ1dξ2.
To compute the last integral note that
〈ηN(ξ1), ηN(ξ2)〉 = 1
ρ2N
γN(ξ1 − ξ2), ξ1, ξ2 ∈ O, N ∈ N, (3.9)
where
γN =
∑
|k|≤N
1
1 + |k|2 ek, N ∈ N. (3.10)
Then we have
IN =
∫
O×O
x(ξ1)x(ξ2)γ
n
N(ξ1 − ξ2)dξ1dξ2. (3.11)
To compute the supremum of IN we have to find the behaviour of γ
n
N as
N → +∞. For this it is useful to define
γ =
∑
k∈Z2
1
1 + |k|2 ek, N ∈ N. (3.12)
It is interesting to notice that γ ∈ L2(O) and coincides with the kernel of C,
that is
Cx(ξ) =
∫
O
γ(ξ − ξ1)x(ξ1)dξ1 = γ ∗ x(ξ), x ∈ H,
as easily checked. Notice that γ is not bounded but it belongs to Lp(O) for
all p ≥ 1. We have in fact the result
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Proposition 3.2 For all p ≥ 1 we have
|γ|Lp(O) ≤ (2pi)
p−2
2
[∑
h∈Z2
(
1
1 + |h|2
) p
p−1
] p−1
p
. (3.13)
Proof. Let us consider the mapping
Γ : {λj}j∈Z2 →
∑
h∈Z2
λheh.
Then
Γ : `1(Z2) → L∞(O), with norm (2pi)−1,
Γ : `2(Z2) → L2(O), with norm 1.
By the Riesz–Thorin theorem if p > 2 and q = p
p−1 we have
Γ : `q(Z2) → Lp(O), with norm less or equal to (2pi) p−22 ,
and the conclusion follows. 
Therefore, since γ ∈ Ln it follows by (3.11) that supN∈N IN < +∞.
3.1 Existence of the limit (3.7)
We need a lemma.
Lemma 3.3 If p ≥ 2, we have
|γ − γN |Lp(O) ≤ bpN−
2
p , (3.14)
where bp = (p− 1)(2pi) p−22 .
Proof. We have in fact
|γ − γN |Lp(O) ≤ (2pi)
p−2
2
∑
|h|≥N
(
1
1 + |h|2
) p
p−1
≤ (2pi) p−22
∫ +∞
N
2r
(1 + r2)
p
p−1
dr
= (p− 1)(2pi) p−22 (1 +N2)− 1p−1 ≤ (p− 1)(2pi) p−22 N− 2p .

We shall use the following straightforward identity. If M ≥ N we have
〈ηN(ξ), ηM(ξ′)〉 = 1
ρNρM
γN(ξ − ξ′), ξ, ξ′ ∈ D, N ∈ N. (3.15)
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Lemma 3.4 For any z ∈ H we have∫
H
|〈z, : φnN :〉|2µ(dx) = n!〈γnN ∗ z, z〉. (3.16)
Proof. Set
LN =
∫
H
|〈z, : φnN :〉|2µ(dφ) =
∫
H
∣∣∣∣∫O〈: φnN(ξ) :, z(ξ)〉dξ
∣∣∣∣2 µ(dφ).
Then we have
LN = n!ρ
2n
N
∫
O×O
z(ξ)z(ξ1)dξdξ1
×
∫
H
Hn(WηN (ξ)(x))Hn(WηN (ξ1)(x))µ(dφ)
= n!ρ2nN
∫
O×O
z(ξ)z(ξ1) [〈ηN(ξ), ηN(ξ1)〉]n dξdξ1
= n!
∫
O×O
γnN(ξ − ξ1)z(ξ)z(ξ1)dξdξ1
= n!〈γnN ∗ z, z〉.

Theorem 3.5 Let M > N and x ∈ H. Then we have∫
H
|〈x, : φnN : − : φnM :〉|2µ(dφ) = n!〈(γnM − γnN) ∗ x, x〉. (3.17)
Moreover there exists cn > 0 such that∫
H
|〈x, : φnN : − : φnM :〉|2µ(dφ) ≤
cn
N
|x|2. (3.18)
Therefore there exists the limit
lim
N→∞
〈x, : φnN :〉 := 〈: φn :, x〉, in L2(H, µ). (3.19)
Proof. Let N > M, and set
LN,M =
∫
H
|〈x, : φnN :〉 − 〈x, : φnM :〉|2µ(dφ).
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Then we have
LN,M = n!ρ
n
M
∫
O×O
x(ξ)x(ξ1)dξdξ1
×
∫
H
[ρnMHn(WηM (ξ)(φ)− ρnNHn(WηN (ξ)(φ)]
× [ρnMHn(WηM (ξ1)(φ))− ρnNHn(WηN (ξ1)(φ))]µ(dφ)
× n!
∫
O×O
z(ξ)z(ξ1)
{
ρ2nM [〈ηM(ξ), ηM(ξ1)〉]n − ρnMρnN [〈ηM(ξ), ηN(ξ1)〉]n
− ρnMρnN [〈ηM(ξ), ηN(ξ)〉]n − ρ2nN [〈ηN(ξ), ηN(ξ1)〉]n
}
dξdξ1
= n!
∫
O×O
[γnM(ξ − ξ1)− 2γnN(ξ − ξ1) + γnN(ξ − ξ1)]φ(ξ)φ(ξ1)dξdξ1
= n!〈(γnN − γnM) ∗ φ, φ〉.
Therefore (3.17) is proved.
It remains to prove (3.18). We have in fact
|γnM − γnN |L1(O) ≤
n−1∑
j=0
∫
O
(γM − γN)γjMγn−1−jN dξ.
Using the Ho¨lder estimate, and taking into account (3.13), we obtain
|γnM − γnN |L1(O) ≤
n−1∑
j=0
|γnM − γnN |L2(O)|γnM − γnN |jL4j(O)|γnM − γnN |n−1−jL4(n−1−j)(O)
=
2b2
N
n−1∑
j=0
aj4j a
n−1−j
4(n−1−j).
The proof is complete. 
Remark 3.6 :φn: does not belong to L2(H, µ;H). In fact by (3.16) we have∫
H
| :φn: |2µ(dφ) =
∑
k∈Z2
∫
H
|〈ek, :φn:〉|2µ(dφ) = n! Tr [C⊗n] = +∞.
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However we are able to define Cε :φn: as an element of L2(H, µ;H) for any
ε > 0, as the next proposition shows.
The following result can be proved as Proposition 3.5.
Proposition 3.7 Let M > N and z ∈ H. Then we have∫
H
|Cε :φnN: −Cε :φnM: |2µ(dφ) = n!
(∑
k∈Z2
1
(1 + |k|2)1+2ε
)n
. (3.20)
Thus there exists the limit
lim
N→∞
Cε :φnN:= C
ε :φn:, in L2(H, µ;H). (3.21)
4 The Nelson estimate
We shall need some hypercontractivity estimates. We shall present here a
proof based on purely combinatorial arguments, following Simon [27, Lemma
(I.18)]. For a modern proof based on log-Sobolev inequality one look at [18],
see also Nualart [24].
4.1 Hypercontractivity estimates
Let ϕ ∈ L2n(H, µ). We want to prove that ϕ belongs to L2m(H, µ) for any
m ∈ N.
We need two lemmas.
Lemma 4.1 Let N ∈ N, Q1, . . . , QN be countable sets (of indices). Set, for
l = 1, 2, . . . , N ,
îl = {i1, . . . , il−1, il+1, . . . , iN},
and
Q̂l = {Q1 × · · · ×Ql−1 ×Ql+1 × · · · ×QN}.
and, for l = 1, 2, . . . , N , let a(l) be a mapping
a(l) : Q̂l → R, (i1, · · · , il−1, il+1, · · · , iN)→ a(l)i1,··· ,il−1,il+1,··· ,iN .
Then we have ∣∣∣∣∣∣
∑
bil∈cQl,l=1,..,N
a
(1)bi1 · · · a(N)ciN
∣∣∣∣∣∣
2
≤
N∏
k=1
∑
bik∈cQk
(
a
(k)bik
)2
. (4.1)
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Proof. The proof follows by using several times Ho¨lder’s estimate. 
Lemma 4.2 Let f ∈ H such that |f | = 1, and let m ∈ N. Set
Ik1,...,k2m =
∫
E
2m∏
i=1
Hki(Wf )dµ, (4.2)
where k1, . . . , k2m ∈ N ∪ {0}.
Let moreover Mk1,...,k2m the set (possibly empty) of all finite sequences
p = {pi,j ∈ N ∪ {0}, i < j, i, j = 1, . . . , 2m},
such that 
p1,2 + p1,3 + · · ·+ p1,2m = k1
p1,2 + p2,3 + · · ·+ p2,2m = k2
.........................................
p1,2m + p2,2m + · · ·+ p2m−1,2m = k2m.
(4.3)
Then we have
Ik1,...,k2m =

∑
p∈Mk1,...,k2m
[∏2m
i=1 ki!
]1/2∏2m
i<j=1 pi,j!
ifMk1,...,k2m 6= ∅
0 ifMk1,...,k2m = ∅.
(4.4)
Moreover
Ik1,...,k2m ≤ (2m− 1)
k1+···+k2m
2 . (4.5)
Proof. First notice that∫
H
2m∏
i=1
F (ti,Wf )dν = e
− 1
2
P2m
i=1 t
2
i
∫
H
e
P2m
i=1 tiWfdµ
= e
P2m
i<j=1 titj .
Now (4.4) follows easily. Let us prove (4.5). We set for brevity
Mk1,...,k2m =M
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We have
∑
p∈M
[∏2m
i=1 ki!
]1/2∏2m
i<j pi,j!
=
∑
p∈M
[
k1!
p1,2!p1,3! · · · p1,2m!
]1/2
· · ·
[
k2m!
p1,2m!p2,2m! · · · p2m−1,2m!
]1/2
.
Taking into account Lemma 4.1 it follows that
∑
p∈M
[∏2m
i=1 ki!
]1/2∏2m
i<j pi,j!
≤
(∑
p∈M
k1!
p1,2!p1,3! · · · p1,2m!
)1/2
· · ·
(∑
p∈M
k2m!
p1,2m!p2,2m! · · · p2m−1,2m!
)1/2
.
Since for any l = 1, . . . , 2m,∑
p∈M
kl!
pl,1! · · · pl−1,l!pl,l+1! · · · pl,2m! ≤ (2m− 1)
kl
the conclusion follows. 
We are now ready to prove the main result of this section.
Theorem 4.3 Let n,m ∈ N, and u ∈ L2n(H, ν). Then we have(∫
H
|u(φ)|2mµ(dφ)
) 1
2m
≤ (2m− 1)n2
(∫
H
|u(φ)|2µ(dφ)
) 1
2
. (4.6)
Proof. Since
ϕ =
∑
α∈Γn,
ϕαHα,
we have
ϕ2m =
∑
α(1)···α(2m)∈Γn
ϕα(1) · · ·ϕα(2m)Hα(1) · · ·Hα(2m) .
By integrating on E it follows∫
E
|ϕ(x)|2mν(dx) =
∑
α(1)···α(2m)∈Γn
ϕα(1) · · ·ϕα(2m)
∞∏
l=0
I
α
(1)
l ···α
(2m)
l
.
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Therefore, by Lemma 4.2,∫
E
|ϕ(x)2mν(dx) ≤ (2m− 1)mn
∑
α(1)···α(2m)∈Γn
cα(1)···α(2m)ϕα(1) · · ·ϕα(2m) , (4.7)
where
cα(1)···α(2m) =

1 ifM
α
(1)
l ···α
(2m)
l
6= ∅, ∀ l ∈ N,
0 otherwise.
Assume now that α(1) · · ·α(2m) is such that
M
α
(1)
l ···α
(2m)
l
6= ∅, ∀ l ∈ N.
In order to estimate the sum in (4.7), it is worth to change notation
in the following way. Any element γ in Γn has all but a finite number of
components that are zero, say γk = 0 for all k not in {k1, k2, . . . , kr}; it is
natural to indicate the γ itself by the following n-uple of integers
(k1, k1, . . . , k1︸ ︷︷ ︸
γk1
, k2, k2, . . . , k2︸ ︷︷ ︸
γk2
, · · · , kr, kr, . . . , kr︸ ︷︷ ︸
γkr
)
Hence Γn can be viewed as the set of all n-uples of integers (i1, i2, . . . , in)
with i1 ≤ i2 ≤ . . . ≤ in.
The fact that the coefficient cα(1)···α(2m) is 1 is equivalent to say that, for
any l ∈ N that appears in some of the 2m n-uples associated respectively to
α(1), · · ·α(2m), there exists a solution p(l)i,j : i < j = 1, . . . , 2m, l ∈ N to
p
(l)
1,2 + p
(l)
1,3 + · · ·+ p(l)1,2m = α(1)l
p
(l)
1,2 + p
(l)
2,3 + · · ·+ p(l)2,2m = α(2)l
.........................................
p
(l)
1,2m + p
(l)
2,2m + · · ·+ p(l)2m−1,2m = α(2m)l .
(4.8)
Therefore we are able, for each of the αj’s, considered as n-uple, to find a
partition (pi1,j, pi2,j, · · · , pij−1,j, pij,j+1, · · · , pij,2m) of the set of the n integers of
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the n-uple, in such a way that
α(1) ↔ (pi1,2, pi1,3, · · · , pi1,2m)
α(2) ↔ (pi1,2, pi2,3, · · · , pi2,2m)
α(3) ↔ (pi1,3, pi2,3, · · · , pi3,2m)
...
α(2m) ↔ (pi1,2m, pi2,2m, · · · , pi2m−1,2m)
where pii,j in α
(i) and in α(j) is the same set of integers.
Then the sum in (4.7) can be written as∑
pii,j ,i<j=1,...,2m
ϕpi1,2,pi1,3,...,pi1,2mϕpi1,2,pi2,3,...,pi2,2m · · ·ϕpi1,2m,pi2,2m,···pi2m−1,2m . (4.9)
Now the conclusion follows from Lemma 4.1. 
4.2 The Nelson estimate
We fix here, once and for all, an even integer n ∈ N and set
U(φ) = 〈: φn :, 1〉, UN(φ) = 〈: φnN :, 1〉, φ ∈ H.
By Theorem 3.5 there exists a > 0 such that
‖U − UN‖L2(H,µ) ≤ a√
N
(4.10)
Since U,UN ∈ L2n(H, µ), by the Theorem 4.3 it follows that
‖U − UN‖Lp(H,µ) ≤ ap
n
√
N
(4.11)
Moreover let cn > 0 be such that Hn(θ) ≤ −cn. Then there exists b > 0
such that
UN(φ) ≥ −b(logN)n, φ ∈ H. (4.12)
Proposition 4.4 For any p ≥ 1 we have e−U ∈ Lp(H, µ).
24
Proof. It is enough to prove the proposition for p = 1. We first note that,∫
H
e−Udµ =
∫ +∞
0
µ(e−U > t)dt =
∫ +∞
0
µ(U < − log t)dt. (4.13)
Set
F (t) = µ(U < − log t), t ≥ 0,
and notice that if u(φ) < − log t we have
U(φ) ≤ − log t < − log t+ 1 ≤ −b(logN(t))n ≤ UN(t)(φ), (4.14)
provided N(t) is chosen such as
−b(logN(t))n ≥ − log t+ 1,
that is
N(t) = exp
{(
log t− 1
b
)1/n}
. (4.15)
Now, by (4.14) it follows by the Markov inequality that for any p ≥ 2,
F (t) = µ(U ≤ − log t) ≤ µ (|U − UN(t)| ≥ 1) ≤ ‖U − UN(t)‖pLp(H,µ).
By (4.11) and (4.15)
F (t) ≤ appnpN(t)−p/2 ≤ appnp exp
{
−p
2
(
log t− 1
b
) 1
n
}
.
Finally, we choose p = p(t) such that for some M,λ > 0,
F (t) = µ(U < − log t) ≤Mt−(λ+1), t > 0, (4.16)
and so, by (4.13), we see that
∫
H e
−Udµ < +∞. 
Proposition 4.5 We have
lim
N→∞
∫
M
eUNµ(dx) =
∫
M
eUµ(dx). (4.17)
Proof. Let N0 ∈ N be fixed and set
V (x) = min {U,UN0} , VN(x) = min {UN , UN0} .
Then we have
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‖V − VN‖L2(H,µ) ≤ ‖U − UN‖L2(H,µ),
and
VN(x) ≥ −b(logN)n.
Now, arguing as in the proof of Proposition 4.4 (see (4.16)), we find∫
H
e−VN0dµ ≤
∫
H
e−V dµ ≤ 1 + M
λ
,
and the conclusion follows. 
5 Construction of the dynamic by variational
method
We fix n ∈ N and for any z ∈ H we set
Uz(φ) = 〈z, :φn:〉, µ-a.e. in H.
Lemma 5.1 For any z ∈ H and almost any φ, ψ ∈ H we have
d
d²
Uz(φ+ ²ψ)
∣∣∣
²=0
= n〈z, : φn−1 :〉. (5.1)
Proof. Let ψ ∈ H, N ∈ N. Set
g(²) = Uz(φ+ ²ψ) = 〈z, :(φ+ ²ψ)n:〉
and
gN(²) = 〈z, :(φ+ ²ψ)nN:〉.
Then
g′N(²) = n〈z, :(φ+ ²ψ)n−1N :〉.
Consequently, by Theorem 3.5, it follows that
lim
N→∞
gN(²) = g(²)
and
lim
N→∞
g′N(²) = n〈z, :φn−1: ψ〉.
Thus, the conclusion follows. 
For any z ∈ H and any φ, ψ ∈ H we define
DUz(φ)ψ =
d
d²
Fz(φ+ ²ψ)
∣∣∣
²=0
= n〈z, :φn−1:〉.
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5.1 The Sobolev space W 1,2(H, ν)
We define the following probability measure in L2(H, ν),
ν(dφ) = ae−
1
2
〈1,:φ4:〉µ(dφ),
where
a−1 =
∫
H
e−
1
2
〈1,:ψ4:〉µ(dψ).
We set
ρ(φ) = ae−
1
2
〈1,:φ4:〉, φ ∈ H
and
ρN(φ) = ae
− 1
2
〈1,:φ4N :〉, φ ∈ H.
We start with an integration by parts formula.
Proposition 5.2 Let u, v ∈ FC∞0 (H ), where Dh = Dφh , h ∈ Z2. Then we
have, ∫
H
Dhu v dν = −
∫
H
Dhv u dν
+2
∫
H
uv〈eh, : φ3 :〉dν + (1 + |k|2)1/2
∫
H
φh uv dν.
(5.2)
Proof. Let u, v ∈ FC∞0 (H ) and N ∈ N. By (2.14) we have∫
H
Dhu v ρN dµ = −
∫
H
Dhv u ρN dµ
−
∫
H
v u DhρN dµ+ (1 + |k|2)1/2
∫
H
φk uv dµ.
Taking into account Lemma 5.1 we can write∫
H
Dhu v ρN dµ = −
∫
H
Dhv u ρN dµ
+2
∫
H
v u〈eh, : φ3N :〉ρN dµ+ (1 + |k|2)1/2
∫
H
φk uv dµ.
Now, the conclusion follows letting n→∞. 
Proposition 5.3 For any h ∈ Z2 the operator Dh is closable in L2(H, ν).
27
Proof. Let k ∈ Z2, (un) ⊂ FC∞0 (H ) and v ∈ L2(H, ν) be such that
un → 0, Dkun → v in L2(H, ν).
We have to show that v = 0. If w ∈ FC∞0 (H ), then by (5.2) we have that∫
H
Dkun w dν = −
∫
H
Dkun w dν
+2
∫
H
un w〈ek, : φ3 :〉dν + (1 + |k|2)1/2
∫
H
φk un w dν.
Letting n → ∞ we find ∫
H
vwdµ = 0 for all w ∈ E (H), so that v = 0 as
required. 
We shall still denote by Dk the closure of Dk on L
2(H, ν). If ϕ belongs
to the domain of Dk we say that Dkϕ belongs to L
2(H, ν).
We now define the space W 1,2(H, ν) as the linear space of all functions
u ∈ L2(H, ν) such that Dku ∈ L2(H,µ) for all k ∈ Z2 and∑
k∈Z2
∫
H
|Dku(φ)|2ν(dφ) < +∞.
W 1,2(H, ν), endowed with the inner product,
〈u, v〉W 1,2(H,ν) = 〈u, v〉L2(H,ν) +
∑
k∈Z2
∫
H
Dku Dkv dν,
is a Hilbert space.
If u ∈ W 1,2(H, ν) we set
Du(φ) =
∑
k∈Z2
Dku(φ)ek, ν − a.e. in H.
Since
|Du(φ)|2 =
∑
k∈Z2
|Dku(φ)|2, ν − a.e. in H,
the series is convergent for almost all φ ∈ H. We call Du(φ) the gradient of
u at φ. Notice that Du ∈ L2(H, ν;H).
We set now V = W 1,2(H, ν) and define the Dirichlet form,
a(u, v) =
∫
H
〈Du,Dv〉dν. (5.3)
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Clearly, a is continuous in V × V and coercive. So, by the Lax–Milgram
Theorem there exists a linear bounded operator A mapping from V into its
dual V ′. Moreover, the operator,
A1u = Au, u ∈ D(A1) = {u ∈ V : Au ∈ V },
is self–adjoint in L2(H, ν) and
Ptu(φ) = e
tA1u(φ),
defines a symmetric strongly continuous semigroup in L2(H, ν) having ν as
invariant measure.
Remark 5.4 The Dirichlet form approach here presented was introduced
in [4]. Here existence and uniqueness of a weak solution (in the sense of
Fukushima) of (1.8) was also proved.
6 Essential m–dissipativity of the Kolmogorov
operator in L1(H, µ)
The Kolmogorov operator corresponding to the stochastic differential equa-
tion (1.10) is the following
K0u(φ) =
1
2
Tr [CεD2u]− 1
2
〈Du,Cε−1φ〉 − 〈Cε/2Du,Cε/2 : φ3 :〉, (6.1)
where ε > 0 and u ∈ FC∞0 (H).We notice that the condition ε > 0 is essential
in what follows.
Proposition 6.1 The following statements hold.
(i) The measure ν is invariant for K0, that is∫
H
K0u(φ)ν(dφ) = 0, u ∈ FC∞0 (H ). (6.2)
(ii) We have∫
H
K0u(φ) u(φ) ν(dφ) = −1
2
∫
H
|Cε/2Du(φ)|2ν(dφ), u ∈ FC∞0 (H ).
(6.3)
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Proof. (i) Assume that u depends only on variables φk with |k| ≤ N . Then
we have
I : =
1
2
∫
H
Tr [CεD2u]dν =
∑
|k|≤N
∫
H
(1 + |k|2)−ε/2D2kudν.
By the integration by parts formula (5.2) (with Dku replacing u and 1 re-
placing v) we obtain,
I =
∑
|k|≤N
(1 + |k|2)−ε/2
[
2
∫
H
u〈ek, : φ3 :〉dν + (1 + |k|2)1/2
∫
H
φkudν
]
=
1
2
〈Du,Cε−1φ〉+ 〈Cε/2Du,Cε/2 : φ3 :〉,
so that (i) follows.
To prove (ii) it is enough to integrate with respect to ν overH the straight-
forward identity
K0(u
2) = 2uK0u+ |Cε/2Du|2.

Consider now the approximating operator, also defined in FC∞0 (H ),
KNu =
1
2
∑
|k|≤N
(1 + |k|2)−εD2ku−
1
2
∑
|k|≤N
(1 + |k|2)1−εφkDku
−
∑
|k|≤N
(1 + |k|2)−ε〈ek, : φ3N(ξ) :〉Dku,
(6.4)
or, equivalently,
KNu(φ) =
1
2
Tr [CεND
2u]− 1
2
〈Du,Cε−1N φ〉 − 〈Cε/2N Du,Cε/2N : φ3N :〉, (6.5)
where
CNφ =
∑
|k|≤N
(1 + |k|2)−1φkek.
Moreover, let us consider the following approximating equation.
λuN −KNuN = f, (6.6)
where λ > 0 and f ∈ FC∞0 (H ). Equation (6.6) has a unique solution uN by
classical results on elliptic nonlinear equations.
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It is convenient to write (6.6) in the following form
λuN −K0uN = f + 〈Cε/2N DuN , Cε/2N (: φ3 : − : φ3N :)〉. (6.7)
We prove now an a priori estimate for uN .
Lemma 6.2 There exists a constant c = c(‖f‖∞) such that∫
H
|Cε/2N DuN |2dν ≤ c(‖f‖∞)
∫
H
|Cε/2N (: φ3 : − : φ3N :)|2dν. (6.8)
Proof. By multiplying both sides of (6.7) by un, integrating on ν over H and
taking into account (6.3) yields,
λ
∫
H
|uN |2dν + 1
2
λ
∫
H
|Cε/2N DuN |2dν
=
∫
H
fuNdν +
∫
H
〈Cε/2N DuN , Cε/2N (: φ3 : − : φ3N :)〉uNdν.
By the Maximum principle we have,
‖uN‖∞ ≤ 1
λ
‖f‖∞.
Consequently,
λ
∫
H
|uN |2dν + 1
2
λ
∫
H
|Cε/2N DuN |2dν ≤
1
λ
‖f‖∞‖uN‖L2(H,ν)
+
1
λ
‖f‖∞
(∫
H
|Cε/2N DuN |2dν
)1/2 (∫
H
|Cε/2N (: φ3 : − : φ3N :)|2dν
)1/2
.
Now the conclusion follows from the Gronwall Lemma. 
We are now ready to prove, arguing as in [13], the main result of this
section.
Theorem 6.3 The closure of K0 in L
1(H, ν) is an m–dissipative operator.
Proof. By Lemma 6.2 we deduce that
lim
N→∞
〈Cε/2N DuN , Cε/2N (:φ3: − :φ3N:)〉 = 0 in L1(H, ν).
Therefore, by (6.7) we see that the range of λ−K0 is dense in L1(H, ν), since
its closure includes FC∞0 (H ). Thus, the closure of K0 is m–dissipative in
L1(H, ν) in view of the theorem of Lumer and Phillips, see e.g. [26].
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Remark 6.4 It is possible to show that the closure of K0 in L
2(H, ν) is
m–dissipative or, equivalently, that K0 is essentially self–adjoint. For this a
somewhat tricky estimate for∫
H
|Cε/2N DuN |4dν,
is needed, [22], [12].
7 Generalizations
Let H = L2(O) (norm |·|, inner product 〈·, ·〉), where O = [0, 2pi]d and d ∈ N.
We denote by (ek)k∈Zd the complete orthonormal system of H,
ek(ξ) = (2pi)
−d/2 ei〈k,ξ〉, ξ ∈ O, k ∈ Zd
and by H0 the linear span of (ek)k∈Zd . For any x ∈ H we set
〈x, ek〉 = xk, for all k = (k1, k2) ∈ Zd.
We shall identify H with the space `2(Zd) of all square summable sequences
(xk)k∈Zd ⊂ R through the isomorphism
x ∈ H 7→ (xk)k∈Z2 ∈ `2(Zd).
In order to construct the Wick products we introduce the following linear
bounded operator in H,
Cek = λk ek, k ∈ Zd,
where {λk}k∈Zd is a fixed suitable sequence of positive numbers.
As in §1 we introduce the product space H,
H = ×
k∈Zd
Rk, Rk = R
and consider H (identified with `2(Zd)) as a subspace of (Rd)∞. We shall
denote by x, y, z.... elements in H and by φ, ψ, ζ, ... elements in H.
Next we define the Borel product measure µ on H (endowed with the
product topology),
µ = ×
k∈Zd
Nλk ,
where Nλk represents the one–dimensional Gaussian measure with mean 0
and variance λk.
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Next we introduce a duality between H0 and H as follows. For any
x ∈ H0 and any φ ∈ H we define
〈x, φ〉 =
∑
k∈Zd
xkφk.
Moreover, we extend the previous definition of white noise. First for any
z ∈ H0 we define a function Wz in L2(H, µ) setting,
Wz(φ) = 〈C−1/2z, φ〉 =
∑
k∈Zd
λ
−1/2
k zkφk, φ ∈ H.
Since the mapping
H0 → L2(H, µ), z 7→ Wz,
is an isometry, it can be extended to the whole H. Thus Wz is a well defined
element of L2(H, µ) for any z ∈ H.
Different properties of the space L2(H, µ) as the Wiener–Itoˆ decomposi-
tion can be proved as in §2.
As in §3 we give a meaning to the function on H,
〈x, φn〉 =
∫
O
x(ξ)φn(ξ)dξ,
where n ∈ N and x ∈ H.
Given φ ∈ H and ξ ∈ O we set
φN(ξ) =
∑
|k|≤N
〈ek, φ〉ek(ξ).
Notice that φN ∈ C∞(O). Moreover, we can write,
φN(ξ) =
〈∑
|k|≤N
λ
1/2
k ek, C
−1/2φ
〉
.
and so
φN(ξ) = ρNWηN (ξ)(φ), ξ ∈ O, N ∈ N, (7.1)
where
ηN(ξ) =
1
ρN
∑
|k|≤N
λ
1/2
k ek(ξ) ek, (7.2)
and
ρ2N =
1
2pi
∑
|k|≤N
λk. (7.3)
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Notice that |ηN(ξ)| = 1. Finally, we set
: φnN : (ξ) =
√
n! ρnN Hn
(
φN(ξ)
ρN
)
=
√
n! ρnN Hn(WηN (ξ)), ξ ∈ O. (7.4)
Notice also that
〈ηN(ξ1), ηN(ξ2)〉 = 1
ρ2N
γN(ξ1 − ξ2), ξ1, ξ2 ∈ O, N ∈ N, (7.5)
where
γN =
∑
|k|≤N
λk ek, N ∈ N. (7.6)
Our goal is to see whether the limit
lim
N→∞
∫
O
:φnN: (ξ)x(ξ)dξ := 〈x, :φn:〉 in L2(H, µ), (7.7)
exists for any fixed x ∈ H. For this end, it is necessary to check that, setting
IN : =
∫
H
∣∣∣∣∫O :φnN: (ξ)x(ξ)dξ
∣∣∣∣2 µ(dφ), (7.8)
the supremum supN∈N IN < +∞. Namely, we have
IN =
∫
O×O
x(ξ1)x(ξ2)dξ1dξ2
∫
H
:φnN: (ξ1) :φ
n
N: (ξ2)dµ
= n!ρ2nN
∫
O×O
x(ξ1)x(ξ2)dξ1dξ2
∫
H
Hn(WηN (ξ1))Hn(WηN (ξ2))dµ
= n!ρ2nN
∫
O×O
x(ξ1)x(ξ2) 〈ηN(ξ1), ηN(ξ2)〉n dξ1dξ2.
Consequently,
IN =
∫
O×O
x(ξ1)x(ξ2)γ
n
N(ξ1 − ξ2)dξ1dξ2, (7.9)
from which we arrive to the following necessary condition to guarantee the
existence of the limit (7.7)
sup
N∈N
∫
O×O
x(ξ1)x(ξ2)γ
n
N(ξ1 − ξ2)dξ1dξ2 < +∞. (7.10)
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This holds provided the sequence {γN} is bounded in Ln(O). Set
γ =
∑
k∈Zd
λk ek. (7.11)
The following proposition is proved similarly to Proposition 3.2
Proposition 7.1 For all n ≥ 1 we have
|γ|
n
n−1
Ln(O) ≤ (2pi)
n(n−2)
2(n−1)
∑
k∈Zd
λ
n
n−1
k . (7.12)
Example 7.2 Consider the case of
Cek =
1
(1 + |k|2)2 ek, k ∈ Z
d.
This corresponds to A = −1
2
C−1 = −1
2
(∆−1)2. By Proposition 7.1 we have
that γ ∈ Ln(O) if and only if either d ≤ 4 or if d > 4 and n < d
d−4 .
7.1 Renormalization in R3
Here we consider equation (1.8) in the square [0, 2pi]3 with n = 3 and set
Cek =
1
1 + |k|2 ek, k ∈ Z
3.
Then by Proposition 7.1 we see that γ ∈ Ln(R3) if and only if n < 3. Hence,
it is not possible to define :x3: and consequently to consider the measure ν
defined by (1.9).
Nevertheless, because of the physical relevance of measure ν in quantum
field theory, Glimm and Jaffe found a measure ν, introducing further suitable
subtractions in the exponent of (1.9).
7.2 The Kardar–Parisi–Zhang equation
We take here d = 1 and consider the following Burgers equation in L2(0, 2pi)
(norm | · |, inner product 〈·, ·〉),
dX =
1
2
[
(Xξξ −X)−Dξ(X2)
]
dt+
∂2W (t, ξ)
∂t∂ξ
, X(0) = x ∈ L2(0, 2pi),
(7.13)
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where ξ ∈ [0, 2pi], X is 2pi–periodic and
W (t, ξ) =
∞∑
k=1
ek(ξ)βk(t),
where (βk(t))k∈Z is a family of standard Brownian motions mutually inde-
pendent in a filtered probability space (Ω,F , (Ft)t≥0,P).
Equation (7.13) was introduced in [19] as a model of the interface growing
in the phase transitions theory.
Let us write equation (7.13) in the following mild form
X(t) = etAx−
∫ t
0
e(t−s)ADξ(X2)ds+
∫ t
0
e(t−s)ABdW (s), (7.14)
where
Ax =
1
2
(xξξ − x), x ∈ {y ∈ H2(0, 2pi) : y(0) = y(2pi), yξ(0) = yξ(2pi)},
Bx = Dξx x ∈ {y ∈ H1(0, 2pi) : y(0) = y(2pi)}.
Now consider the stochastic convolution
WA(t) =
∫ t
0
e(t−s)ABdW (s) =
∑
k∈Z
ik
∫ t
0
e−
1
2
(t−s)(1+|k|2)dβk(s). (7.15)
WA(t) is a Gaussian random variable in L
2(0, 2pi) with mean 0 and covariance
operator
C(t) = C(1− etA) t ≥ 0.
where
Cek =
k2
1 + k2
ek, k ∈ Z.
In order to study (7.14), the first step would be to define :x2 : (since Dξ :
X2:= Dξ(X
2)). However, since C has eigenvalues
λk =
k2
1 + k2
, k ∈ Z,
this, by Proposition 7.1, shows that the bound (7.12) on γ, rendering renor-
malization possible, does not hold.
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