Abstract. This paper explores how to extend the dependency pair technique for proving termination of higher-order rewrite systems. In the first order case, the termination of term rewriting systems are proved by showing the non-existence of an infinite R-chain of the dependency pairs. However, the termination and the non-existence of an infinite R-chain do not coincide in the higher-order case. We introduce a new notion of dependency forest that characterize infinite reductions and infinite Rchains, and show that the termination property of higher-order rewrite systems R can be checked by showing the non-existence of an infinite R-chain, if R is strongly linear or non-nested.
Introduction
Higher-order rewrite rules are used in functional programming, logic programming and theorem proving. Automatic proving of the termination property is especially required for theorem provers. Several orderings for higher-order terms have been investigated by extending recursive path orderings for proving simple termination properties of term rewriting systems [18, 17, 11, 9, 10] . On the other hand, in order to prove the termination of typed λ-calculus, the notion of computability was introduced by Tait [22] and Girard [7] . Based on computability instead of simplification orders, Jouannaud and Rubio [12] and Raamsdonk [20] introduced recursive path orders in higher-order rewriting systems.
The dependency pair technique [2] [3] [4] has been developed for proving termination of term rewriting systems. It is useful because it gives us a mechanical support for proving non-simple termination by using known reduction orderings to show simple termination. For example, consider the following term rewriting systems that is not simple terminating:
where c x is an fresh constant symbol. Unfortunately, we cannot use the argument filtering method because the argument filtering breaks the subterm property. Thus, we fail to proof the termination of R 2 .
This paper introduces the notion of dependency forest and try to remove the requirement of subterm property for the quasi-ordering explained above. In results, we give a theorem that characterize the condition in which the dependency pair technique works without requiring the subterm property. We also give two kind of sufficient conditions, strongly linear and non-nested.
Preliminary Concepts
We assume the readers are familiar with the basic concepts and notations of term rewriting systems [6] and typed lambda calculus [5] .
Given a set S of basic types (or sorts), the set τ S of types is generated from S by the constructor → for functional types, that is, τ S is the smallest set such that
Types that are not basic are called higher-order types. We use α, β to denote types.
Let V α be a set of variables of a type α and V = α∈τ S V α . Let F α be a set of constants (or function symbols) of a type α and F = α∈τ S F α . We assume V ∩ F = ∅, and V α ∩ V β = ∅ and F α ∩ F β = ∅ if α = β. We use V h to stand for the set of higher-order variables.
Constants are denoted by c, d, e, f and g. We use a for a constant or a variable.
The set T α of simply typed λ-terms of a type α is the smallest set satisfying the followings:
We write t : α to stand for t ∈ T α . Let T = α∈τ S T α . We call a simply typed λ-term a term. We use l, r, s, t, u, v and w for terms. We use F V (t) for the set of free variables in t and BV (t) for the set of bound variables in t. Let V ar(t) = F V (t) ∪ BV (t). We say t is closed if it contains no free variables. We assume for convenience that bound variables in a term are all different, and are disjoint from free variables. We use F , G, H, L, X, and Y for free variables and x, y and z for bound variables unless it is known to be free or bound from other conditions.
A term containing a special constant P α of basic type α is called a context denoted by C α [ ]. We use C α [t] for the term obtained from C α [ ] by replacing P α with t : α. Types are sometimes omitted in case this causes no confusion.
We will borrow from the λ-calculus the notions of α-equivalence, β-reduction and η-reduction. We use ≡ to denote α-equality on terms. The term
if t is not of basic types and it creates no β-redexes. We say t is η-long β-normal form (or normalized ) if it is a normal form with respect to both β-reduction and η-expansion. We use t, ↓ for the η-long β-normal form of t. It is known that every term has a unique normalized term [1] .
A substitution σ is a mapping V → T such that the type of σ(X) is the same as the type of X. We define
The restriction σ Z of a substitution σ for Z ⊆ V is defined as follows:
We sometimes say σ is an extension of σ Z . We use Z for the complement V − Z of Z. For any substitution σ, the mappingσ : T → T is defined as follows:
Note that the α-conversion of t is possibly needed before applyingσ to t in case of V ar(σ) ∩ BV (t) = ∅. Instead ofσ(t), we write tσ or even tσ by identifying σ andσ. A substitution σ is said to be normalized if Xσ is a normalized term for all X ∈ Dom(σ). Every normalized term can be represented by the form
is of basic types. In this paper, we represent this term t by λx 1 
Let t be a normalized term. We say t is a pattern if top(t) ∈ F, free variables in t are linear and the η-normal forms of u 1 , . . ., u n are different bound variables for any subterm F (u 1 , . . . , u n ) of t such that F ∈ F V (t) [16] . Let α be a basic type, l : α be a pattern and r : α be a normalized term such that F V (l) ⊇ F V (r). Then, l → r is called a higher-order rewrite rule (with type α). A higher-order rewrite system (HRS) is a finite set of higher-order rewrite rules. Given We say f is a defined symbol if f = top(l) for some rule l → r and let
Dependency pairs and R-chain are defined the same as the first order case, while in the reference [21] a dependency pair of a rule l → r is l # , t # , where t is a subterm of r such that
Definition 2. The set DP l→r of dependency pairs of a rule l → r is defined as follows:
DP R denotes the collection of all dependency pairs of rules in HRS R. 1 In the reference [21] , f (cx, cx) is a subterm of λx. f (x, x) , where cx is a fresh constant.
Example 1. Consider the following HRS:
Then, we have only one dependency pair:
t n be a (possibly infinite) sequence of dependency pairs for an HRS R. It is called an R-chain if there exist substitutions
Note that we use a substitution σ i for each dependency pair s i , t i in the definition of the R-chains, although the original definition uses only one substitution. The reason is only for presentation convenience.
Example 2. Consider the following HRS with
and basic type α:
We have three dependency pairs g
We have an infinite reduction sequence:
We have to show how to construct an infinite R-chain from an infinite reduction sequence for soundness of the dependency pair method. However, the construction method of the first order case is not applicable to the infinite reduction sequence in Example 2.
Definition 4. A non-terminating term u in η-long β-normal form is said to be minimal if any proper subterm of u is terminating.
Note that minimal non-terminating terms are with a basic type since the types of rewrite rules are basic. We also note that a term has at least one minimal non-terminating subterm if it is not terminating.
We say a substitution σ is terminating, if F σ↓ is terminating for any variables F . 
Lemma 1. Let r and u be normalized terms and σ be a terminating substitution such that V ar(σ V ar(r)
We need to introduce the notion of descendants (residuals) that traces the redex occurrences [8, 13] . Here, we will give an intuitive explanation of higher-order version of descendants in order to concentrate on the essence of the dependency forest. The precise definition [13] is found in Sect. 4 
. Let's consider a reduction
as shown in Fig. 1 . This notions can be extended naturally to reduction sequences and minimal non-terminating sequences.
(3) Fig. 1 . Descendants Definition 6. Given a minimal non-terminating sequence:
where each e i denotes a rule l i → r i and we can assume that Dom( Note that we have infinite nodes having flag Λ. Hence, dependency forests still have infinite nodes after nodes removal in Step 3 of the definition.
If there exists an infinite path in a dependency forest, we can construct a sequence of dependency pairs from the path. Then, we can show that the sequence is R-chain from the construction of the dependency forest. Moreover, the R-chain is infinite because we have no successive edges labeled by a substitution in every path.
Example 4.
Consider the HRS R 4 in Example 2. The dependency forest of the minimal non-terminating sequence in Example 3 is shown in Fig. 2(a) , where nodes whose third items are Λ and > Λ are drawn by solid lines and dashed lines, respectively. From the labels of the infinite path
in the dependency forest, we can construct the following infinite R 4 -chain:
The following example shows that the necessity of the case i) of Step 2 in the definition of dependency forests.
Example 5.
Consider the R 4 in Example 2. We have the following minimal nonterminating sequence different from that in Example 3.
g(a)
The dependency forest of this sequence is shown in Fig. 2(b) . The infinite R-chain constructed from the dependency forest is the same as that in Example 4.
If we remove the case i) of Step 2 from the definition of dependency forests, the node 3, g(Y ), >Λ disappears and we have no infinite path.
The following is a characterization lemma.
Lemma 3. Let R be an HRS in the class that dependency forests are finite branching. Then, the non-existence of infinite R-chains implies the termination of R.
Proof. Assume R is not terminating. Then, we have a minimal non-terminating sequence by Proposition 1. The dependency forest has infinite nodes with finite root nodes by Lemma 2. Since it is also finite branching, we have an infinite path from König's Lemma that finite branching infinite tress have an infinite path. From the construction of the forest, an infinite R-chain is obtained from the infinite path.
Finite-Branchingness of Dependency Forest
In this section, we show sufficient conditions that guarantee the finite branchingness of the dependency forests.
Descendant
This subsection shows the precise definition of the descendants developed in [13] .
The occurrence of a normalized term is based on the form of
. . , t n ). In order to simplify the definition of descendants, the same representation of occurrence is assigned to λx.t and t in a term · · · λx.t · · · .
In this section, we abbreviate λx 1 · · · x m as λx. An occurrence of a normalized term is a sequence of natural numbers. We use p and q for occurrences. The set of occurrences of t ≡ λx.a(t 1 , . . . , t n ) is defined by Occ(t) = {ε} ∪ {ip | 1 ≤ i ≤ n, p ∈ Occ(t i )}. Let p and q be occurrences. We write p ≤ q if pp = q for some occurrence p . Moreover we write p < q if p = ε. We say p and q are disjoint if p ≤ q and p ≥ q. The subterm at the occurrence p is represented as follows:
Occ V (t) indicates the set of occurrences p ∈ Occ(t) such that top(t| p ) is a free variable in a normalized term t. t[u]
p represents the term obtained from a normalized term t by replacing t| p with a normalized term u having the same basic type as t| p . This is defined as follows:
In the following, we sometimes refer the reduction sequence A : t 0 → t 1 → · · · → t n by the attached label A. The definition of descendants of redexes are complicated because the occurrences of redexes move considerably by β-reductions taken in the reduction as the following example shows.
Example 6. Consider the following HRS
and a reduction
The descendants of a redex a on occurrence 2 of t are occurrences 2 and 11 of s as shown in Fig. 3 .
In order to follow the occurrences of redexes correctly, the mutually recursive functions P V and P T is used, each of which returns a set of occurrences. The function P V (t, σ, F, p) returns the set of the corresponding occurrences of tσ↓ to (F σ)| p . The function P T (t, σ, p) returns the set of the corresponding occurrences of tσ↓ to t| p . In the previous example, we have P V (F (X), σ, X, ε) = {11, 2} where
This shows that occurrences of a introduced by σ appears on the occurrences 11 and 2 of F (X)σ↓= f (g(a), a).
Definition 7. Let t be a normalized term, σ be a normalized substitution and F be a variable. The function P V is defined as follows for an occurrence p ∈ Occ(F σ). P V (t, σ, F, p)
where P V (t, σ, F, P ) denotes p∈P P V (t, σ, F, p) for a set P of occurrences.
Definition 8. Let t be a normalized term, σ be a normalized substitution. The function P T is defined as follows for an occurrence p ∈ Occ(t). P T (t, σ, p)
and G ∈ Dom(σ) where Gσ ≡ λy 1 
For normalized terms s and t such that A : s[t] p ¤ t, the descendants is defined simply as
For a reduction sequence B : s (→ ∪¤) * t, the set q\B of descendants is naturally extended.
Sufficient Conditions
This subsection shows conditions that guarantees the finite branchingness of the dependency forests (Lemma 4).
We say a term t is strongly linear if there exists an α-equal term s each of which variable occurs only once in it. For example, f (X, Y ), f (λx.x, λx.g (x) ) are strongly linear, while f (X, X), f ( λx.g(x, x) ) are not. We say an HRS is strongly linear if r is strongly linear for every rule l → r. We say a substitution strongly linear if the term c(t 1 , . . . , t n ) is strongly linear for a constant c.
Let W be a set of variables. We say a term t is nested with respect to W if there is a subterm F (t 1 , . . . , t n ) in t such that F ∈ W and
Especially, we say a term t is nested if it is nested with respect to some free variable in F V (t). For example, F (X) and F (λxy.x(y)) are nested, while f (F (d), X) , f ( λxy.x(y)), f (λx.F (x)), f (λxy.F (x, y)) and F (λxy.f (x, y) ) are not. We say an HRS is non-nested if r is non-nested for every rule l → r.
The following is the key lemma.
Lemma 4. Let R be an HRS and DF be a dependency forest for a minimal non-terminating sequence A. (a) If R is strongly linear and A begins at a strongly linear term, then DF is finite branching. (b) If R is non-nested, then DF is finite branching.
From now, we prepare technical lemmas for proving the above lemma.
Proposition 3. Let t be a strongly linear term. Let σ be a strongly linear and closed substitution. Then tσ↓ is strongly linear.
We use |P | for the number of elements of a set P .
Lemma 5. Let t be a strongly linear term. Let σ be a strongly linear, normalized and closed substitution. (a) If p is an occurrence of
Proof. We prove (a) and (b) simultaneous induction on the definition of P V and P T . For (a), we have six cases according to the definition of P V . We abbreviate P V (t, σ, F, p) as P . (PV1) Since t ≡ F , we have P = {p} and the claim trivially holds. (PV2) Let t ≡ a(t 1 , . . . , t n ) . we have at most one i such that t i contains F from the linearity of t. Hence, P = ∅ or P = P V (t i , σ, F, p) from Proposition 2. Thus, the claim holds from the induction hypothesis. (PV3) Let t ≡ λx 1 · · · x n .t . The claim directly holds by the induction hypothesis since t is also strongly linear.
Since we have at most one i such that t i contains F from linearity of t, we get P = ∅ or P = P V (t , σ , y i , P V (t i , σ, F, p)) from Proposition 2 where Gσ ≡ λy 1 · · · y n .t and σ = {y 1 → t 1 σ↓, . . . , y n → t n σ↓ }. In the former case, we have done. Consider the latter case. We have that t is strongly linear from the strong linearity of σ. We also have that σ is strongly linear from the strong linearity of t and σ by Proposition 3. Since we have |P V (t i , σ, F, p)| ≤ 1 by the induction hypothesis, P = ∅ or P = P V (t , σ , y i , q) for {q} ∈ P V (t i , σ, F, p) . Therefore, the claim holds by the induction hypothesis.
(PV5) In case of t ≡ F (t 1 , . . . , t n ), we have no i such that t i contains F from linearity of t. Hence, we have P = P T (t , σ , p) by Proposition 2 where t and σ are given as same as in the case (PV4). The claim holds by the induction hypothesis since t and σ are strongly linear. (PV6) In this case, it is trivial.
For (b), we have four cases according to the definition of P T . We abbreviate P T (t, σ, p) as P . (PT1) In this case, we have P = {ε} and the claim trivially holds. (PT2) Let p = ip and t ≡ a(t 1 , . . . , t n ) . Then, we have P = {iq | q ∈ P T (t i , σ, p)} and the claim holds from the induction hypothesis. , σ| x1,...,xn , p) . Since t is strongly linear, the claim holds by the induction hypothesis. (PT4) Let p = ip and t ≡ G(t 1 , . . . , t n ) . We have |P T (t i , σ, p )| ≤ 1 by the induction hypothesis. Thus, P = ∅ or P = P V (t , σ , y i , q) for {q} ∈ P T (t i , σ, p ). Since t and σ are strongly linear from the strong linearity of t and σ by Proposition 3, the claim holds by the induction hypothesis. Proof. We prove (a) and (b) simultaneous induction on the definition of P V and P T . Firstly, consider (a). We abbreviate F ∈Dom(σ) P V (t, σ, F, P F ) as Q.
(1) In case of t ≡ F , we have Q = P V (F, σ, F, P F ) = P F by Proposition 2 and the definition of P V . Hence, the claim trivially holds. (2) In case of t ≡ a(t 1 , . . . , t n ) for a ∈ F ∪ Dom(σ), the occurrences in F ∈Dom(σ) P V (t i , σ, F, P F ) are pairwise disjoint from the induction hypothesis for every i. The claim follows from
and t is non-nested with respect to Dom(σ ), the claim holds by the induction hypothesis. (4) In case of t ≡ G(t 1 , . . . , t n ) and G ∈ Dom(σ). Since we have no i such that t i contains free variables in Dom(σ) from non-nestedness, Secondly, consider (b). We abbreviate P T (t, σ, P ) as Q. In case of ε ∈ P , we have P = {ε} since the occurrences in P are pairwise disjoint. Hence, we have Q = {ε} and the claim holds. In case of ε ∈ P , we have two subcases.
(1) In case of t ≡ λx 1 · · · x n .t , we have Q = P T (t , σ| {x 1 ,. . .,x n } ). The claim holds by the induction hypothesis.
Since t is non-nested with respect to Dom(σ ), the occurrences in Q = i P V (t , σ , y i , Q i ) are pairwise disjoint by the induction hypothesis. ≡ t for some l → r ∈ R. Let P F = {p 2 | qp 1 p 2 ∈ P, F = top(l| p1 )}. Then, we have P \A = {p ∈ P | p q} ∪ {qp 3 | p 3 ∈ F ∈Dom(σ) P V (r, σ, F, P F )}.
Since the occurrences in P F are pairwise disjoint for each F ∈ Dom(σ), the lemma holds by Lemma 7(a).
Proof of Lemma 4.
Let R be an HRS and DF be a dependency forest for a minimal nonterminating sequence A: where each e i denotes a rule l i → r i . Firstly, we show that DF is finite branching if R is non-nested. Consider nodes having flag Λ, say n, t, Λ . The outedges from it are added only in the case ii-i) of the definition. In this case, we have n = k m−1 + 1 for some m and outedges from it are added only when i = k m . Thus no infinite outedges from these nodes.
Consider the other types of nodes n, t, >Λ . Since these nodes are not removed by ( Step 3) of the definition, there is a node having a flag Λ reachable from n, t, >Λ .
(1) If it is directly reachable by an edge added in the case ii-ii) of the definition, the destination of the edge is i + 1, u i+1 , Λ , n < i = k m and the occurrence ε of u i+1 is an descendant of t in u n . Hence, u i+1 is the only one descendant of t in u n from Lemma 8. Since u km+1 Λ → v m+1 , the descendants of t in u n disappears by this reduction, which means that no outedge from n, t, >Λ to nodes numbered greater than k m+1 . Thus, no infinite outedges from this node.
(2) Otherwise, we have a path to a node k m + 1, u k m +1 , Λ from n, t, >Λ via edges added by i) and an edge added by ii-ii). Similarly to the above case, we can show that no outedge from n, t, >Λ to nodes numbered greater than k m + 1.
Secondly, we can show that DF is finite branching if R is strongly linear and A begins at a strongly linear term by using Lemma 6 instead of Lemma 8, 
