Abstract-Performance evaluation in computer networks re quires consistent traffic and topology models to deliver compa rable results. In this work we present our platform that provides a consistent interface by encapsulating standard parameters as scheduling strategy, link speed, processing delay, and propagation delay. In contrast to existing solutions, we provide several perfor mance estimation techniques within a single toolbox making the identified performance results comparable. The functionality of our developed toolbox is demonstrated by employing it to real world scenarios in avionics, which is the Ethernet based Cabin Management System and the communication network inside the cabin server.
1 shows the aspects of our performance calculation toolbox. Computer networks are usually too complex to identify the worst case through network simulation. Popular network simulators are ns-2 [1] , ns-3 [2], SSF [3] , OMNeT++ [4] and OPNET [5] . The main idea behind such a Monte Carlo simulation is to do individual simulation runs that are based on different random seeds. However, it cannot be guaranteed to observe the worst case in one of these runs, such that advanced models and techniques are required. Our previous work [6] presented a method that shifts bounds achieved in a Monte Carlo simulation towards the worst case observed by analytical models. This approach is refered to as WCS.
Recent approaches for performance evaluation are based on real-time scheduling analysis tools, e. g., Chron Val [7] or Sym TAiS [S] to determine maximum and minimum performance bounds in communication networks. These tools are usually employed for determining worst case schedules of processes in CPUs, but when those tools are aware of handling non preemptive processes, this technique can be used to model worst case schedules of frames in a switched network. The model checker Uppaal [9] was used to determine performance bounds in the field of Ethernet networks [10] , which is in line with the recently mentioned real-time scheduling analyzers, because they exhaustively enumerate the search space. In the later we will use the term MC to refer to the recently mentioned approaches. The approach given in [11] (and briefly presented in Section III-C) also falls into this category. In all those performance calculators, the network and the flows traversing the topology have to be specified explicitly by graphs and traffic patterns. There exist various data formats to describe these environments that are often tool dependent.
Besides those tool dependent data formats there exist some standardized data formats as the Common Information Model (CIM) [19] used for network management or BRITE [20] ..(
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III. DIMENSIONING TOOL
In this section we introduce the concepts and architecture of DIMTOOL and introduce the covered performance calculators.
A. Objectives and Traffic Models
In communication networks, there exist three major ap proaches to determine meaningful bounds of real-time appli cations: (a) analytical methods, (b) network simulation, and (c) measurements.
To evaluate safety critical systems, a mixture of those approaches is commonly used to prove correct functional ity. Analytical methods have the drawback, that determined performance bounds may differ significantly from that of a deployed network. Consider a worst case scenario in a queuing network. The worst case will only be provoked when the packets of interest are delayed by all other crossing packets.
Proving the correctness of queuing networks, does, however, still contain some unsolved problems-methods known so far either pay by significant overestimation, or by computational effort. While overestimated bounds are sometimes tolerable, the computational effort of tight bounds is usually impractical for larger networks [21] . In fact, the problem of finding tight bounds has been proven to be NP-hard [22] , such that an exponential number of solutions has to be compared in order to find the tightest bound when using the known linear optimization based algorithms of [22] , [23] .
Ty pically the following delay types are observed in switched Bounds for the processing delay highly depend on the assumed multiplexing architecture, i. e., whether the switch fabric is implemented in hardware, or as a software solution. 
B. Topology and Flow Description
In fact there are several data formats available to express network topologies which highly depend on the exact field of TokenBucket, DualTokenBucket, Trace, and MMOnOff. Some of those are better suited for use in specific back-ends than others. In particular, it is not easy to generate reasonable traffic in a Monte Carlo simulation from a pure token bucket curve due to the fact that the start times do not have a direct counterpart in the token bucket model. On the other side it is difficult to abstract an NC arrival curve from a Markov modulated on/off process, since the token bucket peak rate might be very high compared to the average rate arising from the Markov-modulated on/off process, unless the parametrized wait times are constant.
C. Performance Calculation Back-Ends
The proposed toolchain has the ability to address different back-ends that in turn determine performance bounds. At the time of writing, there exist the following back-ends: Network simulation with OPNET, NC analysis using the DISCO net work analyzer [30] , the rare event simulation as given in [6] , and the optimization based approach given in [11] . 
The Min-Plus Convolution is primarily used for the concatena tion of servers, the Min-Plus Deconvolution is primarily used for determining the output arrival curve of a forwarding server.
In order to determine worst case values for backlog and de lay, we require the definitions of Vertical Deviation (Definition 3.3) and Horizontal Deviation (Definition 3.4).
12:0 More precisely, we have the following options known from standard NC literature (e. g., [14] ). The alternatives discrete burst (DB) and rate latency (RL) were already summarized in [ 11] .
• The packet is described as a DB that is already active at time O. A staircase or (j, p )-constrained arrival curve
can be used to model this traffic.
• A RL service curve of the form {3C , l max /C is applied with C being the capacity of the discussed link and lmax being the packet size of a maximum sized frame that is able to delay the flow of interest.
• A packetizer (PKT) is introduced that acts as an addi tional delay element which releases the whole packet if completely received (cf. [14] ).
The PKT is also a concept of the early NC. However, in order to safely apply PKT to an edge-by-edge analysis, having shown more accuracy (cf. [23] ), the PKT is usually realized by a RL service curve, a service curve that delays flows by a maximum sized frame. Unfortunately an additional delay of a maximum sized frame at each server yields more pessimistic bounds compared to the original packetizer developed for the node-by-node analysis. An approach that captures this inaccuracy is given by the mixed integer program (MIP) back end.
3) MIP Analysis Back-End: In order to determine the exact worst case in switched Ethernet, the recently introduced packetizer has to know the packetization sequence a priori.
Especially when links run at different wire speed, the presented analytical methods cannot model the exact worst case. This observation is similar to the pitfall of Pay Multiplexing Only
Once SFA (PMOO-SFA) as given in [32] and also outlined in [33] . Due to the commutativity of the (min,+)-convolution, the burstiness of the traffic is always paid for at the rate of the slowest server.
Consider the following example: Three packets (size 125, 250 and 500 bytes) are transmitted over the two subsequent servers SI and S2, where S2 has a faster service rate than server SI. Furthermore, we are interested in the worst case latency of the 125 byte packet. The results of the cumulative arrivals are given in Figure 4 and Figure 5 . We observe the following situation: The packet of interest is of size 125 bytes and is delayed by one 500 byte packet and one 250 byte packet. Depending on whether the 250 byte packet or the 500 byte packet is transmitted at the first place, we observe different worst cases with the packetization approach. Since any packet sequence is conceivable, the high est worst case latency of all sequences has to be taken into account. Without having the information of the packetization sequence yielding the exact worst case, an additional delay of a maximum sized frame has to be assumed (RL approach).
The given MIP back-end is able to capture this situation accurately and was introduced in [11] . 
4) Rare Event Simulation Back-End:
The technique of performing a rare event simulation from token bucket NC arrival curves was shown in [6] . Within this back-end, we try to simulate the rare event that packets are delayed by all other packets and use the technique of importance sampling.
In the pure network simulation back-end, the traffic generating Figure 6 shows the architecture of the DIMTOOL. On the right we see the tools based around the topology description. In order to provide a convenient graphical user interface, we built some import routines for the network editor Network Notepad 
D. DIMTOOL Architecture

IV. EXPERIMENTAL RESULTS
In this section we demonstrate the usage of the DIMTOOL in the context of industrial real-time systems. In particular,
we address the performance bounds of an Ethernet-based aeronautic cabin network in Section IV-A and Section IV-B.
A. Cabin Server Intra-Communication
This section addresses the performance bounds as observed in the intra-server communication scenario. The communica tion inside the Cabin Server (CS) is also mandatory when regarding higher safety levels. Besides scheduling and dis tribution of processes in ARINC 653 [36] partitions, we are interested in hard performance bounds of the inter CPU communication. These worst case delays can then be provided to real time analysis tools like Chron Val [7] and SymTAIS and end devices will pass a protocol converter. Figure 9 outlines the result of our worst case analysis toolchain. We determined the following bounds for the end to-end delay: Non-FIFO NC bound, FIFO NC bound, and the bound determined by network simulation.We observe that the NC bounds are relatively tight compared to the worst case observed in the network simulation. The reason for that is that the number of traversed servers has direct impact on the tightness of the achieved bounds [37] , [38] . In this scenario, [30] . We set the processing delay used by DISCO to 121ls and to calculate the FIFO bound. The remaining curve of Figure 9 , i. e., non-FIFO bound and simulation, is determined by Matlab calls similar to that mentioned above. The parameter of the method using decides which back-end to choose.
B. Aircraft Cabin Network
In this use case we study the worst case delays of a switched version of the Cabin Management System (CMS) using DIM TOOL. The employed topology is a step towards a commercial of-the-shelf (COTS)-enabled CMS and was already discussed in [39] , where first simulation results were introduced. The from previous work such as [37] , [38] , which means, that we are lacking tightness when traffic flows traverse several servers.
The results were obtained using the proposed DIMTOOL platform. Listing 3 shows the NC analysis of the non-FIFO bound. The remaining curves of Figure 11, hold. For this we used a WCS, which is -to the best of our knowledge -unique for the platform DIMTOOL. This approach helped us to get a realistic view on worse cases as they are likely to occur in the switched aircraft cabin. For the intra-server communication, we determined dependable worst case bounds, that are provided to process scheduling tools such as chronVAL or SymTAIS. In the next steps we will address further scenarios in the field of aeronautic networks, but also real-world scenarios considering arbitrary computer networks.
