Abstract: The problem of modeling non-stationary signals with long range dependence is considered in this paper by using piecewise fractional autoregressive integrated moving average processes. In this piecewise model the number and the locations of structural change points as well as the parameters of each stationary regime are assumed to be unknown. We propose a procedure to find out all the parameters of the model. Its effectiveness is shown by Monte Carlo simulations and our method is applied to model Internet traffic data.
INTRODUCTION
Stationarity plays an important role in time series analysis. To do statistical inference and prediction for example, some probabilistic properties of the series should remain unchanged with time. However, many time series encountered in practice are not stationary. For instance, trend and seasonal components can be present and special techniques such as taking differences or applying a nonlinear transformation have been considered to reduce a non stationary time series to stationarity.
Many models for non stationary time series have been proposed in the literature. For instance, one may consider autoregressive and moving average (ARMA) models with time varying coefficients or a juxtaposition of different blocks of stationary ARMA models, see for instance Dahlhaus (1997) and Davis et al. (2006) . In the latter case, the difficulty is to detect properly the stationary segments of the process, but once this is achieved, the process can be analyzed using classical stationary methods in each local regime. Then much effort has been devoted to developing stationarity tests in the past few decades. Recent works include Bai and Perron (1998) , and Perron and Qu (2006) where the authors have addressed the multiple structural changes problem in a linear regression model and have established the consistency and the rates of convergence of the least-squares estimates of the break points (BPs) and the regression coefficients, see also Perron (2006) for a review.
Piecewise long range dependence (LRD) models have proved to be attractive in many fields, like telecommunications (Stoev et al., 2006) , economics and hydrology (Ray and Tsay, 2002) . The literature addressing structural changes in LRD models is relatively sparse, partly because these two phenomena are easy to confuse, see Bhattacharya et al. (1983) and Kuan and Hsu (1998) . Due to this difficulty, studies addressing piecewise LRD processes consider partial structural change models where only some coefficients are allowed to vary. For example, Lavielle and Moulines (2000) have derived the consistency and the rate of convergence of the least-squares BP estimate for a mean change LRD process whose number of BPs is known; Coulon and Swami (2001) and Ray and Tsay (2002) have considered a piecewise LRD process with known and constant ARMA orders; Gil-Alana (2008) has estimated the BP locations for a piecewise fractionally integrated process with a known number of breaks. These partial structural change models may be unrealistic in practice. Therefore, a model with more flexibility in modeling non-stationarity and LRD as well as the corresponding estimation procedure seem to be needed. This work proposes a piecewise model for local stationary LRD signals. Each block consists in a fractional autoregressive integrated moving-average (FARIMA) process (Granger and Joyeux, 1980; Hosking, 1981) . This is a pure structural change model in the sense that all parameters including the BP number and the ARMA order are allowed to change between different regimes. Moreover, the structural BP number is assumed to be unknown. The problem consists in estimating the BPs number and their locations, as well as in estimating an appropriate model for each stationary regime.
A natural method for fitting a piecewise parametric model to data consists in minimizing some criteria based on the likelihood of the model or on the residuals and whose arguments are the number and the locations of structural changes and the parameters of each stationary regime. For instance, Davis et al. (2006) and Davis et al. (2008) have studied piecewise autoregressive processes and other piecewise processes using the minimum description length criterion. If the number of data is large, the approach based on minimizing a criterion may encounter numerical difficulties. Considering the LRD character, a precise estimation for a stationary model cannot be achieved with a too short series. So piecewise LRD processes usually contain large size of data. For example, Internet traffic data measured in a tiny timescale, for instance millisecond, are proved to present LRD character and minutes of traffic data consists in very long time series. Meanwhile, compared with the measurement in such a tiny timescale, the source of structural changes in data, i.e. the physical mechanism changes are not frequent. Hence, the gap between two BPs has usually thousands of data. A criterion based method may use unexpected long time for finding a proper piecewise model. To avoid this problem, we propose a procedure which can be applied to time series with many thousands of data.
The rest of this paper is organized as follows. In Section 2, the model is presented and in Section 3, the model fitting methodology is described. Numerical simulation results are presented and discussed in Section 4. A real traffic data modeling is considered in Section 5 and concluding remarks can be found in Section 6.
MODEL DESCRIPTION
We suppose that the zero-mean non-stationary process {Y t }, t = 1, . . . , n, can be segmented into m + 1 blocks of stationary FARIMA processes. For j = 1, . . . , m, denote the BP between the jth and (j + 1)th FARIMA processes as τ j , and set τ 0 = 1 and τ m+1 = n+1. For j = 1, . . . , m+1, the jth block of {Y t } is modeled by
B is the backward operator BX t = X t−1 , {ǫ t,j }, t ∈ Z, j = 1, . . . , m + 1, is a sequence of iid zero-mean random variables with finite variance, d j ∈ (0, 1/2), and the polynomials Φ j (z) = 1 − φ j,1 z − · · · − φ j,pj z pj and Θ j (z) = 1 + θ j,1 z + · · · + θ j,qj z qj with real coefficients have no common zeros and neither Φ j (z) nor Θ j (z) has zeros in the closed unit disk {z ∈ C : |z| ≤ 1}. The process (1 − B)
−dj ǫ t,j is defined by
where
2 < ∞ and the series in (3) converges in the mean square sense. Since the sequence {ǫ t,j }, t ∈ Z, is zero-mean and iid, the series in (3) converges also almost surely.
. . , θ j,q ) where φ j,k = 0 for k > p j and θ j,k = 0 for k > q j . Vector α j contains the parameters of the jth model defined in [τ j−1 , τ j ). The piecewise FARIMA process {Y t } is characterized by the BPs τ j , the model order (p j , q j ) and the parameters α j for j = 1, . . . , m + 1.
ESTIMATION PROCEDURE
The problem of fitting model (1)-(2) to data consists in finding m, τ 1 , . . . , τ m , p 1 , q 1 , α 1 , . . . , p m+1 , q m+1 , α m+1 . The main problem is to estimate the BPs accurately, which can be done by detecting the changes in the parameter estimates. Stoev and Taqqu (2005) have revealed that some of the best available techniques to estimate the parameters may be misled by non-stationary characters of the observed time series, and some of these nonstationarity effects can often be alleviated by estimating the parameters using data locally. That is to say, it is better to divide the original time series into a set of elementary sub-series of length E and use the data in the same sub-series to get a local parameter estimation. After the differences between the parameter estimates in elementary intervals can be used to search the BPs which are dispersed into a few intervals.
In the following, we consider the truncated series formed by the K = [n/E] elementary sub-series defined on the intervals I k = ((k − 1)E, kE] for k = 1, . . . , K. We make the two following assumptions :
(A1) There is no BP neither in I 1 nor in I K . (A2) At least (2 + δ)E data separate two consecutive BPs for some δ > 0.
Our estimation procedure consists in the following steps.
Step 1 : m = 0. We fit a stationary FARIMA model to the series {Y t }, t = 1, . . . , KE. The ARMA order is selected using the Bayes information criterion (BIC) as suggested by Torre et al. (2007) and the model coefficients are estimated by quasi Gaussian maximum-likelihood estimation (QMLE), see Beran (1994) .
Step 2 : Local estimation. For each interval I k , a model order (p k ,q k ) is selected by BIC and the model parameterŝ α k are obtained by QMLE. To catch the parameters changes with a comparatively small E, we choose QMLE since this estimation performs better than the two others popular estimations, namely the wavelet estimation and the Whittle estimation, when the data length is not long, see Beran (1994) . Therefore, Step 2 gives the local estimates p k , q k ,α k , for k = 1, . . . , K.
Step 3 : Choose 0 < η < min{0.5, δ} and for m=1,
Step 3a : Selection of the intervals with a BP. If model (1)- (2) is suitable for the data, one expects that α k is close to the true values of the parameters when there is no BP in I k . Now, if there is a BP in I k and no BP in I k−1 and I k+1 ,α k should be significantly different from bothα k−1 andα k+1 . Then, let k 0 = 0, k m+1 = K, and
where the minimum is taken over all possible m-tuples (k 1 , . . . , k m ) satisfying 1 < k 1 < · · · < k m < K and assumption (A2) where δ is replaced by η, for any vector u with components u i 's, |u| is the l 1 norm defined by
is the order which is the most frequently selected among the ordersp k (resp.q k ) for k = k j−1 + 1, . . . , k j − 1. In the case wherep j (resp.q j ) is not unique, the lowest order is chosen. For j = 1, 2, function ψ j : R + → R + is strictly increasing and is defined by ψ j (x) = x aj [ln(1 + x)] bj where a j ≥ 0, b j ≥ 0 and a j b j = 0 (here, x 0 = 1 for any x ≥ 0).
We select the intervals (Jk Step 3b : BP estimation. Suppose that all the intervals Jk j are selected properly, i.e., τ j ∈ Jk j . Therefore, for any fixed j, there is no BP in the "previous" block between Jk
where we setk 0 + 0.5 + η = 0, and we defineα p as the QMLE of α j based on the data in this block where the orders (p p , q p ) are selected by BIC. In the same way, let α n be the QMLE of α j+1 based on the data in the "next" block between Jk j and Jk j+1 , viz. ((k j + 0.5 + η)E, (k j+1 − 0.5 − η)E] where we setk m+1 − 0.5 − η = K, and (p n , q n ) be the orders selected by BIC. We treatα p andα n as two benchmarks. These estimates are more precise than any local estimate calculated in Step 2 since they involve more data. Suppose that l ∈ Jk j is the BP τ j . Then we can calculate the QMLEα lp of α j using the orders (p p , q p ) and the QMLEα ln of α j+1 using the order (p n , q n ) based respectively on ((k j−1 + 0.5 + η)E, l] and (l, (k j+1 − 0.5 − η)E]. These estimates should be close to benchmarksα p andα n , respectively. Hence, our choice of the BP estimatê τ j is based on the following criterion
Step 3c : Parameter estimation of each stationary block. Once (τ 1 , . . . ,τ m ) are obtained, the parameters α j of the stationary sequence X t,j for j = 1, . . . , m + 1, can be estimated by QMLE and BIC, on the basis on the data in (τ j−1 ,τ j ], whereτ 0 = 1 andτ m+1 = KE.
Step 4 : BP number selection. For m = 0, . . ., M max , we compute the sum of squared residuals of the fitted model (1)-(2) with m BPs, denoted by S n (τ 1 , . . . ,τ m ), using
Step 1 for m = 0 and Step 3c for m > 0. We use the following three model selection criteria based on the Schwarz criterion (Schwarz, 1978) which differ in the severity of their penalty for overspecification. Following Yao (1988) , the selected number of BPs minimizes
where p ⋆ = m+1 i=1 (p i + q i ) + 2m + 1 is the total number of parameters. A criterion proposed by Yao and Au (1989) takes the form
where C n satisfies some constraints. The last criterion was introduced by Liu et al. (1997) and is
where c 0 > 0 and γ 0 > 0. These 3 criteria are compared in Section 4. Remark 1. To reduce the complexity,α lp andα ln in
Step 3b are calculated using the data in (l − E, l) and (l, l + E), respectively, which also gives good results in practice as shown in Section 4. Remark 2. When the signal is stationary, i.e., the true BP number is zero, the estimated parameters of each stationary block in Step 3c are almost the same and coincide with the parameters obtained in Step 1. Therefore, S n (τ 1 , . . . ,τ m )/n does not vary too much with m and is simply an estimate of the noise variance in (2). Hence, the three selection criteria in Step 4 are minimum for the true BP number m = 0, which is illustrated by simulation results (not reported here).
MONTE CARLO SIMULATIONS
We illustrate the estimation procedure by Monte Carlo simulations and show its effectiveness. In all the experiments, the maximum value of the ARMA orders considered in BIC is 7, we take C n = c 1 n 0.9 in (7), γ 0 = 2 in (8) and we choose c 0 and c 1 to get the same penalty in (6), (7) and (8) Step 3, we take (a 1 , b 1 ) = (0, 1), (a 2 , b 2 ) = (0.5, 0) and η = 0.1 according to some simulation results omitted here. All the simulations are based on 500 replications of a piecewise FARIMA process (1)- (2) of length n = 20000 with 3 BPs τ 1 = 4040, τ 2 = 9540 and τ 3 = 14940, where the random variables {ǫ t,j } are Gaussian with unit variance and the model coefficients of the different regimes X t,j in (2) are given in table 1. In the following, we use the standardized break fraction λ j = τ j /n, and then we have λ 1 = 0.202, λ 2 = 0.477 and λ 3 = 0.747. Figure 1 displays We consider two cases : in the first one, E = 1000, K = 20, M max = 9, while in the second case, E = 2000, K = 10, M max = 4. The performances of criteria C 1 , C 2 and C 3 are displayed in table 2. All criteria prefer to overestimate than to underestimate the BP number. Criteria C 2 and C 3 have similar performances and outperform C 1 in both cases. Table 3 . BP estimation in Step 3b.
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Figures 2, 3 display the parameter estimation mean when m = 3. In more than 95% of the realizations, the highest order selected by BIC in Step 2 and Step 3c is 4. Therefore, we plotφ j,k andθ j,k for k=1,. . . , 4. Since φ j,k =0 for k > p j and θ j,k =0 for k > q j , we have for all j, φ j,k =0 and θ j,k =0 for k > 1. All the parameter estimates (all type lines except the solid lines) can catch the structural changes (the solid lines) in these figures. The parameter estimates in
Step 3c (the long-dash lines when E = 2000 and dotdash lines when E = 1000) are more accurate; while the local parameter estimates in Step 2 (the dot lines when E = 2000 and dash when E = 1000 lines), fluctuate wildly around the true values, especially in the intervals containing a BP. The parameter estimates in Step 3 are more precise when E = 2000 than when E = 1000. Table 4 gives the number of right model order selection in
Step 3c for each stationary regime identified in Step 3b for m = 3. We see that the true orders are well identified. Table 4 . Number of right model order selection in Step 3c in 500 simulations.
From these simulations, the following comments can be made about the influence of the elementary interval length E on the estimation results. When E is shorter, the signal is segmented into more elementary intervals and the two assumptions (A1) and (A2) are more likely to be satisfied. On the other hand, due to LRD, a reasonable number of observations are needed to obtain precise parameter estimation, and then E can't be too short. In particular, E must be long enough to let BIC works well. Hence, the choice of E results from a compromise.
APPLICATION TO TRAFFIC DATA
We consider the first OC48c Packet-over-SONET data set published by the NLANR MNA team. These 32000 data are the number of IP bytes collected at the Indianapolis router node on August 14, 2002, per 30 millisecond time intervals during 16 minutes. Figure 4 Qu (2009) and Robinson (1995) . For all elementary sub-series except one of them, this test does not reject the null hypothesis that the process is a long-memory process at the 1% confidence level. All these evidences suggest that the traffic data has LRD character. A piecewise FARIMA model is fitted to these real data using the estimation procedure in Section 3, where the parameters a j , b j , η, C n , c 0 , γ 0 and the maximum value of the ARMA orders take the same values as in Section 4. In Table 5 . BP number selection (Internet traffic data).
CONCLUSION
In this article, we have proposed a piecewise FARIMA model and the methodology for fitting it to a local stationary long-memory signals. This model is able to capture the structural break properties of the signals, it is flexible and allows to model simultaneously long and short range dependence. The model fitting consists in a four-steps procedure designed to estimate both the BPs and the parameters. Simulations have shown good performances of this method. When applying our methodology to Internet traffic data recorded during 16 minutes and sampled every 30 milliseconds, a piecewise FARIMA model with two BPs has been selected.
