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The previously proposed ansatz for density cumulant theory that combines orbital-optimization and a param-
eterization of the 2-electron reduced density matrix cumulant in terms of unitary coupled cluster amplitudes
(OUDCT) is studied. Formally, we elucidate the appearance of potentially near-zero denominators in the
theory, the relationship between OUDCT and orbital-optimized unitary coupled cluster theory, and also uni-
tary coupled cluster diagrams. We implement methods of the OUDCT ansatz restricted to double excitations
for numerical study. We find that methods of the ansatz beyond the previously known ODC-12 method
lead to convergence problems when attempting to describe H2 dissociation and tend to be less accurate for
equilibrium properties compared to ODC-12. New developments are needed for the development of more
successful DCT variants.
I. INTRODUCTION
ODC-12 is the most successful method to date of the
density cumulant theory1 (DCT) family of electronic
structure methods. ODC-12 has the O(o2v4) scaling
of coupled cluster with singles and double excitations
(CCSD) but is consistently more accurate.2–4 It has a
simple, inexpensive analytic gradient theory.3 It toler-
ates multireference effects that leave CCSD qualitatively
incorrect.5 For these reasons, there has been interest in
extending the success of ODC-12 both to achieve greater
accuracy for weakly correlated molecules, and to develop
a method able to treat multiconfigurational molecules.5–7
To date, there has been only one published proposal
of density cumulant theory methods going beyond ODC-
12 in accuracy.6 Reference 6 introduced a formally exact
ansatz for density cumulant theory and proposed that
approximating it may yield the desired improvements
to ODC-12. As a proof-of-concept, the authors imple-
mented and benchmarked the ODC-13 method, which
adds terms to ODC-12 and is derived from the afore-
mentioned ansatz.
Unfortunately, the ODC-13 method did not improve
on the success of the simpler ODC-12. The authors of
Reference 6 reported that ODC-13 was less accurate in
the weakly correlated regime, as determined by compar-
ison against experimental bond lengths and vibrational
frequencies for diatomic molecules. The accuracy of the
method across various correlation strengths was assessed
by H2 dissociation. For this system, ODC-13 was less
accurate than ODC-12 past 0.9 A˚ and could not be con-
verged beyond 1.3 A˚. Reference 6 suggested that the per-
formance of ODC-13 was “unsatisfactory” because for
ODC-13, the approximate partial trace of the 2-electron
reduced density matrix (2RDM) cumulant was not the
partial trace of the approximate 2RDM cumulant. This
a)Electronic mail: ccq@uga.edu
can be remedied while maintaining the ansatz. However,
there have been no further studies of post-ODC-12 meth-
ods of this ansatz since Reference 6. As such, it remains
untested whether the failure of ODC-13 can be attributed
to this quirk of the partial trace treatment, or whether
it indicates a more general complication in working with
the DCT ansatz advanced in Reference 6.
In this article, we study truncations of the orbital-
optimized unitary coupled cluster ansatz for DCT
(OUDCT) proposed in Reference 6. We begin in Section
II with a thorough review of the equations of the OUDCT
ansatz, which are scattered across multiple papers.1,3,6,8
During this review, two new formal questions about the
ansatz arise, namely:
1. The residual equations for the OUDCT stationarity
conditions contain terms with near-zero denomina-
tors, which all vanish in ODC-12. Do these vanish
in the exact theory?
2. What is the relationship between a truncation
of OUDCT and a truncation of the similar
orbital-optimized variational unitary coupled clus-
ter method?
We then turn our attention to numerical studies of the
performance of low-degree OUDCT truncations, with
only double excitations. After discussing our implemen-
tation of the methods in Section III, we perform numer-
ical studies in Section IV. We investigate:
3. Do less severe truncations of the OUDCT ansatz
improve the accuracy of OUDCT methods for H2?
H2 is important both as a case where effects of triple
and higher-rank cluster operators do not exist, and
as a model of variable correlation strength.
4. Do less severe truncations of the OUDCT ansatz,
restricted to doubles, improve the accuracy of
OUDCT methods for systems with more than two
electrons, where triples effects may be important?
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2The results of our investigation lead us to conclude
that truncating the OUDCT ansatz after more commu-
tators improves upon ODC-13 for H2 dissociation, but
is still inferior to ODC-12 for moderate bond stretching
even after five commutators. For dynamic correlation,
the OUDCT ansatz can lead only to marginal improve-
ments against the “unsatisfactory” ODC-13 unless clus-
ter operators beyond doubles are accounted for. Further,
accounting for triples iteratively may lead to singularities
in the theory. More theoretical developments are needed
to produce higher-accuracy DCT methods.
II. THE ORBITAL-OPTIMIZED UNITARY DENSITY
CUMULANT THEORY ANSATZ
This section provides a self-contained exposition of
DCT and the OUDCT ansatz in particular starting from
an understanding of electron correlation at the level of
Shavitt and Bartlett’s text9 and a loose acquaintance
with reduced density matrix (RDM) theory. Section II A
derives the theoretical essentials of any DCT method,
bypassing the intermediates κ and τ of Reference 1, but
largely summarizes the developments of References 1 and
8. The degeneracies in the cumulant partial trace dis-
cussed in that section have not been discussed previ-
ously. Section II B and Section II C derive the Vari-
ational Unitary Coupled Cluster (VUCC) and Unitary
DCT (UDCT) ansa¨tze. The latter should be compared
with Reference 6. Section II D discusses the addition of
orbital optimization to the VUCC and UDCT ansa¨tze to
produce OVUCC and OUDCT, emphasizing how the de-
cision to orbital optimize interacts with unitary methods.
Orbital optimization was added to DCT in Reference 3.
We also discuss how orbital optimization ameliorates but
does not cure singularities in the UDCT equations. Fi-
nally, Section II E formally analyzes the difference be-
tween UDCT and UCC truncated at the same degree.
A. Abstract Density Cumulant Theory
We begin by writing the Hamiltonian in second quan-
tized form
Hˆ = hqpa
p
q +
1
4
g¯rspqa
pq
rs . (1)
It follows that the energy expectation value of any wave-
function Ψ may be written as
E = hqpγ
p
q +
1
4
g¯rspqγ
pq
rs (2)
respectively defining the 1-electron RDM (1RDM) and
2-electron RDM (2RDM) with
γpq = 〈Ψ| apq |Ψ〉 (3)
and
γpqrs = 〈Ψ| apqrs |Ψ〉 . (4)
For exact wavefunctions, γpqrs is multiplicatively sepa-
rable, not additively separable, i.e., not size-consistent.10
We may decompose it into size-consistent tensors with
γpqrs = λ
pq
rs + γ
p
rγ
q
s − γpsγqr . (5)
It may be checked manually that if γpqrs is multiplicatively
separable, λpqrs must be zero.
10 These size-consistent ten-
sors are called RDM cumulants and denoted with λ. Be-
cause the 1RDM equals its cumulant, we shall usually
refer to it with γ, as done in (5). When no superscripts
or subscripts specify the rank of the tensor, λ shall refer
to the 2RDM cumulant, and γ shall refer to the 1RDM.
Substituting (5) into (2) and using antisymmetry of g¯
gives
E = (hqp +
1
2
g¯qsprγ
r
s )γ
p
q +
1
4
g¯rspqλ
pq
rs . (6)
This is an exact functional of γ and λ. To find the exact
ground-state energy, we want to minimize this functional
over the set of γ and λ possible given the definitions of
(3), (4), and (5). A pair of γ and λ consistent with those
equations is said to be pure n-representable. However,
the set of pure n-representable γ and λ has a complicated
structure, and there is no known parameterization that is
necessary, sufficient, and computationally efficient. Ac-
cordingly, our strategy will be to take a parameterization
that is necessary and sufficient, approximate it for com-
putational efficiency, and vary the amplitudes until the
derivative of the energy functional is zero.
At first sight, we need to parameterize both γ and λ.
However, for a given λ, the set of γ consistent with it is
strongly constrained. While γ is not a function of λ (we
will construct a counterexample later in this subsection),
the set of possible γ is discrete for all but exceptional λ.
This enables us to use implicit differentiation to treat (6)
as a function of the λ parameters alone for differentiation
purposes, so we need only parameterize λ.
We will begin by constraining the γ consistent with a
given λ. For an n-electron system,
γprqr = (n− 1)γpq (7)
and
γpp = n . (8)
(Equations (7) and (8) are easily proven by expanding Ψ
from (3) and (4) in terms of Slater determinants.) In-
serting (5) in (7) yields, through straightforward algebra
and an invocation of (8):
3FIG. 1: The natural spin-orbital occupation number of
orbital γ as a multi-valued function of the
corresponding eigenvalue in the partial trace of the
rank-two cumulant, d. In general, a d eigenvalue is
consistent with two possible occupation numbers, one
suggesting an occupied orbital and the other suggesting
a virtual orbital.
dpq = (γ
2 − γ)pq (9)
where
dpq = λ
pr
qr . (10)
d is quadratic in the matrix γ. The set of γ consistent
with (9) for a given d may be characterized as follows: If
γ is consistent with Equation (9), then express Equation
(9) in the eigenbasis of γ, with eigenvectors {vi} and cor-
responding eigenvalues {γi}. The eigenvectors {vi} are
called the natural spin-orbitals, and the eigenvalues {γi}
are the natural spin-orbital occupation numbers. Then
the right-hand side of Equation (9) is a diagonal matrix
with entries γ2i − γi. It follows that {vi} is also an eigen-
basis of d with eigenvalues di = γ
2
i − γi. This may be
solved to yield
γi =
1±√1 + 4di
2
. (11)
The choice of + sign is consistent with γi ≥ 12 , and the
choice of − sign is consistent with γi ≤ 12 . These choices
are illustrated in Figure 1. Therefore, for all γ consistent
with Equation (9), it is necessary that there exist some
eigenbasis of d that is also an eigenbasis of γ with eigen-
values from (11). It is clear that the existence of such a d
eigenbasis is sufficient to satisfy (9) in the chosen eigen-
basis, and thus in any basis. Therefore, the set of γ so
constructed from d is precisely the set of solutions to (9).
Equations (9) and (10) are merely necessary for γ and
λ to be pure n-representable, not sufficient, but we shall
not need sufficiency.
Depending on the eigenvalue structure of the 1RDM,
the family of solutions to (9) may be either discrete or
continuous. If there are no degeneracies in the d matrix,
then the eigenvectors of d are unambiguous, and so are
the eigenvectors of γ. It remains only to choose whether
a given natural spin-orbital occupation number should
take the + sign (occupied-like) or the − sign (virtual-
like) in (11). If the goal is to approximate some elec-
tronic state, appropriate signs can typically be worked
out by comparing the natural spin-orbitals to those of
another approximation to the electronic state and choos-
ing the signs to mimic the occupation numbers of the
other approximation.11,12 This other approximation may
be a Hartree–Fock computation or a previous solution to
(9).
However, let us suppose that there is a degeneracy in
the d matrix. There remains the discrete freedom in how
many of an eigenspace’s eigenvectors take the + sign and
how many −, but there is also a new continuous freedom
in partitioning the eigenspaces into + and− eigenvectors.
A concrete example of this is a single determinant wave-
function, which has λ = 0. Then (11) implies that the
natural orbitals all have occupation number 0 or 1, but
the requirement that the wavefunction is a Slater deter-
minant does not determine which orbitals are occupied
and which are virtual. Instead, there is a continuous set
of possible Slater determinants, as is well-known from the
continuous Hartree–Fock problem. This also serves as a
counterexample to the possibility that γ can be written
as an exact function of λ. These additional complications
from degeneracies were not considered by previous works
that derived (11).1,11,12
Let us use these results to write γ as a (continuously)
differentiable implicit function of λ about some neigh-
borhood of a starting solution to (9). If we cast γ in the
basis of natural orbitals, we find that
∂
∂dpq
γpq =
1
γp + γq − 1 . (12)
This equation has singularities if γp + γq = 1, which are
precisely the cases where ddγ (γ
2−γ) fails to be invertible.
d
dγ (γ
2−γ) is the matrix Ax in Theorem 9.28 of Reference
13, so the hypotheses of the implicit function theorem are
not satisfied in this case, and implicit differentiation fails.
We may interpret these singularities via the discussion
regarding solutions to (9). If p = q and γp + γq = 1,
then orbital p is half-occupied, and either choice of sign
in (11) gives the same result. It is undetermined from (9)
whether a change in d will cause the occupation number
to take the + sign and be slightly more occupied, or to
take the − sign and be slightly more virtual.
If p 6= q and γp + γq = 1, then p and q have a com-
mon d eigenvalue by (9), and we must decide how to
split their degeneracy in the d matrix into an occupied
and a virtual orbital. Any slight perturbation of the d
matrix may break the degeneracy, causing unpredictable
changes in how the orbital spaces break into an occupied
4and a virtual orbital. This costs differentiability, because
the eigenvectors are not even continuous with respect to
changes in d.
We may now use (12) in conjunction with (6) and (10)
to minimize the energy with respect to yet unspecified
cumulant parameters. We can explicitly write the deriva-
tive of the energy with respect to cumulant parameter t
as
∂E
∂t
= F˜ qp
∂dpq
∂t
+ g¯rspq
∂λpqrs
∂t
(13)
defining
F˜ qp =
hqp + g¯
qs
prγ
r
s
np + nq − 1 (14)
and where (14) must be first computed in the basis of
natural spin-orbitals before being transformed back to
the original orbital basis in which the cumulant was con-
structed. It remains only to find a cumulant parameter-
ization.
We briefly mention that the formula γ = κ+τ claimed
to be essential in the first DCT paper,1 has been entirely
eliminated in this presentation. That this is even possi-
ble traces back to a subtle error in the original deriva-
tion, which previous work partially compensated for by
redefining a phrase. As previous literature has not dis-
cussed this, the matter is explained in Appendix A.
B. Variational Unitary Coupled Cluster Ansatz
Assume that any wavefunction, Ψ, may be written as
|Ψ〉 = exp(T − T †) |Φ〉 (15)
for a reference determinant |Φ〉 where
T = T1 + T2 + ... (16)
and
Tn = (
1
n!
)2tij...ab...a
ab...
ij... . (17)
In other words, it is assumed that the unitary coupled
cluster (UCC) ansatz is exact. The validity of this as-
sumption has been studied by Evangelista, Chan, and
Scuseria.14
The energy expectation value of this wavefunction is
given by (2), where the RDM formulas (3) and (4) may
be written as functions of the amplitudes t:
γpq (t) = 〈Φ| exp(T † − T )apq exp(T − T †) |Φ〉 (18)
and
γpqrs (t) = 〈Φ| exp(T † − T )apqrs exp(T − T †) |Φ〉 . (19)
By using the Baker–Campbell–Hausdorff expansions,
(18) and (19) may be written as
γpq (t) =
∞∑
n=0
1
n!
〈Φ| [·, T − T †]n(apq) |Ψ〉 (20)
and
γpqrs (t) =
∞∑
n=0
1
n!
〈Φ| [·, T − T †]n(apqrs) |Ψ〉 (21)
where the function [·, T ](H) sends H to [H,T ].
The variational unitary coupled cluster (VUCC)
ansatz consists of approximating the functions (20) and
(21), using those approximations in (2) to construct an
approximate energy function of the amplitudes t, and
taking the energy as the variational minimum of that
function. This is equivalent to the more usual definition,
where the energy function is defined directly as
E(t) =
∞∑
n=0
1
n!
〈Φ| [·, T − T †]n(H) |Ψ〉 (22)
but using RDM intermediates will facilitate comparison
with DCT.
C. Unitary Density Cumulant Theory
From (5), (20) and (21), we immediately have an exact
function from the amplitudes t to λ. Furthermore, this
parameterizes only pure n-representable cumulants, and
if the UCC ansatz is exact, this parameterizes all pure n-
representable cumulants. We can thus approximate the
map from the t amplitudes to λ and use density cumu-
lant theory as developed in Section II A to approximate
(3) and (4) and perform the variational unitary coupled
cluster of Section II B. The only source of error is how we
approximate the map from t amplitudes to the cumulant.
Constructing the cumulant function by inserting (20)
and (21) into (5) will lead to a large cancellation of terms.
We can instead equate the connected terms on both sides
of (21).6 This is valid because that is the only way to di-
vide the terms of (21) into pieces with the additive sep-
arability structure of (5). Every connected term must
be assigned to the cumulant because it cannot arise as
a product of disconnected pieces. No disconnected term
can be assigned to the cumulant because by the linear
independence of monomials in any variables (here the t
amplitudes), the cumulant would not be zero as a polyno-
mial in the amplitudes if its orbitals correspond to inde-
pendent subsystems. Doing this yields the exact relation:
5λpqrs(t) =
∞∑
n=0
1
n!
〈Φ| [·, T − T †]n(apqrs) |Ψ〉C . (23)
Let us make a few observations about these equations.
1. It is natural to approximate (23) by truncating
its Taylor series expansion at some degree in the
cluster operators T . These degrees in T are what
Reference 6 meant by orders in perturbation the-
ory. Although methods of the ansatz can be ana-
lyzed in terms of the terms produced upon Møller-
Plesset partitioning of the molecular Hamiltonian
(MPPT),3,8 and MPPT played a prominent role in
the derivation of the cumulant approximation of
ODC-12,1,15 MPPT is not necessary to formulate
the ansatz.
2. The paper intoducing DCT1 proposed an approxi-
mation to the cumulant where the parameters sat-
isfied the relations λijab = t
ij
ab. Accordingly, the
parameters were typically thought of as cumulant
elements.1,16–20 In the unitary approach to DCT,
other terms are eventually added to λijab, so the vari-
ables cannot in general be thought of as cumulant
parameters. Instead, (23) shows that within the
OUDCT ansatz, the parameters are an approxima-
tion to unitary coupled cluster amplitudes.
3. DCT using the unitary coupled cluster ansatz is
also a VUCC method. It can be regarded as a tech-
nique to take an “infinite sum” of selected VUCC
diagrams. The mechanism of this summation is
discussed in greater detail in Section II E.
4. One could approximate (23) differently for the pur-
poses of constructing d in (11) and of construct-
ing the λ component of (21). This was done in
the ODC-13 method of Reference 6, which used
a degree-four truncation and a degree-three trun-
cation, respectively. Reference 6 blamed truncat-
ing to different degrees for the poor performance of
ODC-13. None of the other methods implemented
in this work use this uneven truncation strategy.
5. Commutator truncations are not the only way
to approximate (21), although they are widely
used.21–25 For example, there is the recursive com-
mutator approximation,26–29 where high-rank sec-
ond quantized operators are projected out of com-
mutators. If only RDMs at the converged ampli-
tudes are necessary, there are also truncations of
the inherently projective Bernoulli functional.30–33
D. Orbital-Optimized Unitary Methods
The t amplitudes appearing in (17) through (23) im-
ply a division of orbitals into occupied and virtual spaces.
While most electronic structure methods relying on such
a partition choose this division based on Hartree–Fock
orbitals, it is possible to vary these orbitals over a com-
putation. There are multiple possible criteria for what
the converged orbitals of a computation are.1,34,35 If we
perform VUCC or UDCT with the orbitals that mini-
mize the energy, we call the resulting methods orbital-
optimized variational unitary coupled cluster (OVUCC)
and orbital-optimized unitary density cumulant theory
(OUDCT), respectively. The stationarity conditions are
functions of the reduced density matrices,36 therefore
DCT does not need to use (12) to compute the derivative
of the energy with respect to orbital rotations. Orbital
optimized methods are well-studied,3,36–44 and orbital-
optimized unitary coupled cluster has recently received
attention from quantum computing.45,46 The impact of
orbital optimization in density cumulant theory, com-
pared to an alternative orbital convergence criterion,1 is
studied numerically in References 2 and 3.
Because the orbitals are added as parameters, vary-
ing all unitary cluster amplitudes would lead to the di-
mension of the variational space being greater than the
dimension of the total space of wavefunctions, guarantee-
ing a redundancy. To remedy this, we do not vary the
T1 amplitudes. We may qualitatively think of the T1 am-
plitudes as corresponding to orbital rotations, because a
unitary cluster operator consisting only of T1 amplitudes
is simply an orbital rotation.47
Adding orbital optimization to the unitary transforma-
tion of (15) is a convenient choice for multiple reasons.
First, because the exact unitary coupled cluster energy is
a variational upper bound to the energy for any choice of
cluster operators, the argument of Ko¨hn and Olsen that
orbital optimization costs reproducing the full configura-
tion interaction limit does not apply.48 Second, eliminat-
ing the T1 amplitudes reduces the number of contractions
that need to be considered in (23). Third, this means that
in the gradient theory, it is not necessary to compute an
orbital relaxation term.3,38 This both makes the analytic
gradient theory simple and means there is no need to dis-
tinguish between the reduced density matrices delivered
by the theory and “relaxed density matrices” including
extra Lagrangian terms. Fourth, these operators do not
need to be expanded in an infinite series in the manner of
(23),3 so we may completely avoid error due to truncation
of an infinite series with these parameters.6,49
The last reason is subtler and specific to UDCT. Be-
cause γ is an implicit function of d, which is in turn a
function of the amplitudes t, γ is an implicit function of
the amplitudes. When the denominator is not zero, the
chain rule and (12) give
∂
∂t
γpq =
1
γp + γq − 1
∂
∂t
dpq (24)
where t is an arbitrary amplitude, and we are working in
the basis of natural spin-orbitals of our current 1RDM.
If orbital p is occupied and q is virtual, or vice versa,
6γp + γq − 1 ≈ 0, and the denominator of (12) becomes
very small, which may produce numerical issues.
This calamity is avoidable. If ∂∂td
p
q = 0, then the right
side of (24) is zero, even if the denominator is very close
to zero. For the previously studied DCT models, this is
true in the occupied-virtual blocks for any choice of t, so
we have
∂
∂t
γvo =
∂
∂t
γov = 0 . (25)
Let us call the orbitals used to define the amplitudes the
reference orbitals. The origin of (25) is that d is block-
diagonal in the reference orbitals’ occupied and virtual
spaces for any choice of t, so the occupied-virtual ele-
ments are identically zero. This means occupied natural
orbitals are linear combinations of occupied orbitals, and
virtual natural orbitals are linear combinations of virtual
orbitals. Combining these facts means that when mov-
ing to the natural orbital basis for (24), dov and d
v
o are
identically zero. Their derivative must therefore vanish.
This implies γvo and γ
o
v vanish. Intuitively, optimizing the
orbitals should account for the otherwise missing corre-
lation in these blocks.
Unfortunately, dov and d
v
o being zero is not a general
feature of the OUDCT ansatz. To see this, expand γ in
(9) by κ+ τ , where κ is the 1RDM of the reference, and
τ is the remainder,
τpq (t) =
∞∑
n=0
1
n!
〈Φ| [·, T − T †]n(a˜pq) |Ψ〉 . (26)
The occupied-virtual block of both sides of (9) is given
by
dia = τ
i
pτ
p
a (27)
and we must tell when this is nonzero. If only even rank
operators are included in (16), then (27) must be zero, be-
cause τ ia is zero. The total excitation rank is odd no mat-
ter how many even rank operators are contracted against
a˜ia, so no complete contractions are possible.
But if the cluster operator is not restricted, then τ ia
diagrams exist and give rise to non-vanishing dia through
(27). There is exactly one dia term at degree three, but it
vanishes when T1 = 0. Terms without T1 amplitudes, and
thus nonzero even with optimized orbitals, first appear
at degree four. These are shown in the top and bottom
of Figure 2, respectively.
The implication is that continuing the OUDCT ansatz
will eventually lead to the terms with small denomina-
tors in (24) being multiplied by something that is not
identically zero. These small denominators then must be
computed, which is likely to lead to numerical problems.
We have tested our results numerically by performing
OUCC on the He2 dimer in the cc-pVDZ basis set at an
internuclear distance of 1 A˚. While such a bond length
FIG. 2: Products of τ diagrams that contribute to the
occupied/virtual block of the matrix d. The diagram
above requires a T1 amplitude and will not appear in
OUDCT. The diagram below requires no T1 amplitude
and will appear in OUDCT. No lower degree diagram is
possible.
is clearly unphysical, it magnifies correlation effects. We
find that the occupied-virtual block of the 1RDM, where
orbital spaces are determined by the optimal reference,
has a norm of 3.5 × 10−5. This is nonzero, to machine
precision.
We remark on one mathematical technicality. Our
derivation of (25) relied on (24), which assumes that
γp + γq − 1 6= 0. Even in practice, this is not always
true. For example, suppose there is one frozen occu-
pied orbital and one frozen virtual orbital. These will
always have d = 0 for any value of the amplitudes t,
so γp + γq − 1 = 0 exactly. (See Figure 1 for the rela-
tion between d and γ.) This correctly warns us that d
does not uniquely determine γ, because d is insensitive
to mixing of those two orbitals. To deal with such cases,
we will choose our d eigenvectors to be exclusively of oc-
cupied orbitals or exclusively of virtual orbitals and mix
the two only through orbital rotation parameters. This is
equivalent to performing implicit differentiation just on
doo to determine γ
o
o , and just on d
v
v to determine γ
v
v , and
then concatenating the two blocks together. Within this
choice, (25) remains true.
E. Comparison of UDCT and UCC Truncations
Suppose that the series (23) is evaluated to a certain
number of commutators, and the 1RDM is generated
from (11). Can we conclude that this includes all the
terms from evaluating (20) to the same number of com-
mutators?
In general, we cannot. Evaluating (20) to one com-
mutator gives d = 0, which fails to generate the one
commutator contribution to γia, t
i
a. However, if γ and
d are block-diagonal in the occupied and virtual blocks,
(9) simplifies into one quadratic equation in the occu-
pied blocks which takes the + sign of (11), as well as one
quadratic equation in the virtual blocks which takes the
− sign of (11). The right side is an analytic expression
in d and can be expanded, and both sides transformed to
the starting basis, giving a power series expansion for the
occupied and virtual γ blocks in terms of d. It follows
that if d is correct to a given degree in the t amplitudes,
7γ determined by that series must be correct to the same
degree.
In this special case, which this paper will focus on,
we can thus say that a degree n truncation of OUDCT
includes all the terms of degree n OVUCC, plus terms
of higher degree in the t amplitudes. It is even possible
to identify which terms of higher degree are included,
which we do using the diagram formalism of Appendix B
in Appendix C.
III. COMPUTATIONAL IMPLEMENTATION
To conduct the experiments described in Section IV,
we created a Python program to perform OUDCT and
OVUCC computations within a given commutator trun-
cation, a Python program to perform an exact OUCC
computation, and a Python program to compare the am-
plitudes of a truncated OUDCT or OVUCC computation
with those determined from a full OUCC computation.
Because the equations for truncated unitary theories were
already quite complicated,6 we created a code genera-
tor to derive the necessary tensor contractions for the
OUDCT and OVUCC computations.
Below, we describe the code and the correctness checks
we employed to ensure the accuracy of the results.
1. Generation and Implementation of Truncated
Orbital-Optimized Unitary Theories
Our code generator first draws all possible fully closed
diagrams of (18) and (19). Diagrams that differ only in
the ordering of their operators are considered distinct.
Afterwards, diagrams identical by time ordering are col-
lected into a single expression. Diagrams of (19) are sep-
arated into disconnected diagrams, which are not explic-
itly used in OUDCT but are explicitly used in OVUCC,
and the connected diagrams, which are used in both the-
ories. For OUDCT, the connected 2RDM diagrams are
partial traced to obtain d of (10) as an explicit function
of the amplitudes. The residual expressions are obtained
by differentiation of the energy expressions. No special
code is generated for the orbital optimization, as those
expressions are kept in terms of the reduced density ma-
trices.
From orbital and amplitude residuals, steps were com-
puted using a crude diagonal approximation to the ex-
act hessian giving denominators of signed “orbital ener-
gies” as in Møller–Plesset perturbation theory for OUCC
and unsigned diagonal elements of (14) for OUDCT, per
Section 2.2 of Reference 4. Direct inversion of the it-
erative subspace (DIIS)50 is used to accelerate conver-
gence of the combined vector of orbital amplitudes and t
amplitudes. All tensor contractions use the opt einsum
package for efficiency,51 and all integrals are obtained
from a developer version of Psi4 1.4.52,53 To ensure
tight convergence, we required that the norms of the am-
plitude gradient and orbital gradient were both under
1 × 10−12. To address convergence problems discussed
in Section IV A, we enabled reading in amplitudes and
overlap-corrected molecular orbital coefficients from pre-
vious computations.
To confirm the accuracy of the generated equations,
we performed various checks. To confirm the accuracy
of our expressions for the reduced density matrices, we
compared our degree-four expressions for (23) to those
previously published. We also implemented a code for
projective unitary coupled cluster with Hartree–Fock or-
bitals and confirmed that our energies match the previ-
ously reported energies for the commutator truncations
studied.54 Although the conditions for determining am-
plitudes differ for projective and variational unitary cou-
pled cluster, the function from amplitudes to energy is
the same. Hence, by confirming the correctness of the
functional for the projective case, we have confirmed its
correctness in the variational case.
To confirm the accuracy of our expressions for the d
matrices, we performed OUDCT computations both with
our explicit expression and by simply taking the partial
trace of (10). In both cases, we observed the same energy.
To confirm the accuracy of our computed derivatives, we
have computed the dipoles for all OVUCC and OUDCT
truncations studied both by finite difference and analyti-
cally, since both OVUCC and OUDCT automatically de-
liver relaxed density matrices suitable for property com-
putations, by the Hellmann–Feynmann theorem. If the
orbitals or amplitudes do not variationally minimize the
energy function, the Hellmann–Feynmann theorem does
not apply, and the two dipoles will differ. In all cases,
we found that the two matched to ten or more decimal
places. Consequently, we have also been able to imple-
ment the analytic gradients of these theories.
All methods studied use the same parameterization of
the cumulant for the intermediate d (10) as for recon-
structing the RDM (5). As a consequence, the partial
trace satisfies the equation γprqr = γ
p
q (γ
r
r − 1). We have
numerically confirmed this for all OUDCT truncations.
We note that OUDCT does not satisfy (7) or (8), but the
OVUCC truncations do. This is because (7) and (8) are
true as polynomials in the unitary coupled cluster am-
plitudes appearing through (18) and (19), so the partial
trace of each degree in t must be zero. OVUCC either
includes all or none of the terms of a given degree, but
OUDCT does not, as described in Section II E.
Although we have used the code generator to derive
equations including triple excitations, we have not pre-
sented such results here. We observed numerous conver-
gence failures. More research is necessary to determine
if this results from the inherent complexity of efficient
iterative approximations to triple excitations in unitary
theories,55 or the issues to be discussed in Section IV A.
82. Exact Orbital-Optimized Unitary Coupled Cluster
We implemented a scheme to obtain the exact orbital-
optimized unitary coupled cluster orbitals and ampli-
tudes via projective unitary coupled cluster. (When the
cluster operator is not truncated, variational and projec-
tive unitary coupled cluster are equivalent.) Our scheme
occurs in macroiterations and microiterations.
In each macroiteration, we first solve the projective
UCC equations exactly through the microiterations. This
gives us a wavefunction of form exp(T − T †) |Φ〉. If the
norm of T1 is less than 1×10−7, we have converged to the
exact amplitudes and orbitals, and the algorithm termi-
nates. Otherwise, we make a guess to the exact orbitals
as exp(T1 − T †1 ) |Φ〉 and proceed to the next macroitera-
tion.
We solve the projective UCC equations in a given
one-electron basis set following the prescription of
Evangelista.54 We construct the Hamiltonian, H, and
T − T † in the basis of determinants. We then com-
pute exp(T † − T )H exp(T − T †) |Φ〉, where Φ is the
reference determinant, via the built-in matrix exponen-
tial and matrix multiplication operators of NumPy. If
exp(T − T †) |Φ〉 is an exact eigenstate, then
exp(T † − T )H exp(T − T †) |Φ〉 = E |Φ〉 (28)
so we select amplitudes such that the projection of
exp(T † − T )H exp(T − T †) |Φ〉 onto all excited determi-
nants is zero. We take steps according to the formula
tIA −=
rIA
εIAφ
I
A
(29)
where I represents a string of occupied indices, A repre-
sents a string of virtual indices, ε is the sum of virtual
orbital energies minus occupied orbtial energies, and φIA
is the phase factor between the reference determinant and
the relevant excited determinant. Convergence of the am-
plitudes within a given macroiteration is accelerated by
DIIS.50 In all cases, we enforce convergence when the dif-
ference of two sides of (28) has norm less than 1× 10−9.
We find that by this point, the energy is converged to
within 1× 10−14 Hartrees.
3. Amplitude Comparisons
When comparing amplitudes from exact OUCC and
an approximate OUCC, the two amplitudes of the two
methods are not in the same one-electron basis. To com-
pare these quantities, after constructing them, we move
all quantities to the basis of the approximate theory. We
then find the difference of the two quantities and com-
pute its Euclidean norm, the square root of the sum of
squares of the elements. In the context of matrices, this
has also been called the Frobenius norm. This metric is
invariant to unitary choices of basis to perform the com-
parison in, and couples how well the amplitudes match
with how well the orbitals match.
IV. RESULTS AND DISCUSSION
In this section, we consider the OUDCT and OVUCC
ansa¨tze truncated to T = T2, with between two to five
commutators. We call these methods by names such
as OUDCT3 and OVUCC4, where the number denotes
the number of commutators. OUDCT2 is also known as
ODC-12,3 and OVUCC2 is also known as OCEPA(0).56
We shall also consider ODC-13,6 which cannot be ex-
pressed as a single commutator truncation.
A. H2 Dissociation
The dissociation of H2 has been previously used to
model the performance of DCT over a range of electron
correlation strengths.3,6,49 Especially important for the
present analysis is that because H2 is a two-electron sys-
tem, the OUDCT ansatz with only a T2 operator is exact
in the limit that an infinite number of commutators are
used in (23), and assuming UCC is exact. The OVUCC
ansatz has the same property, and due to the close rela-
tionship between the OVUCC and OUDCT ansatz, we
first compute the dissociation curve with the truncated
OVUCC ansatz for comparison.
1. Energy Curves
Previous experience with commutator truncations of
projective UCC with Hartree–Fock orbitals suggests that
the stronger correlation effects are, the less accurate a
given UCC commutator truncation should be.54
OVUCC illustrates this trend, as well as smooth con-
vergence with respect to the number of commutators.
The error in the energy curve for H2 is shown in the left
of Figure 3. For every geometry, adding another commu-
tator decreases the error of the energy compared to FCI.
When going from OVUCC2 to OVUCC3, or OVUCC4
to OVUCC5, the decrease is roughly by a factor of five.
When going from OVUCC3 to OVUCC4, the decrease
is by a factor of 100 in the uncorrelated limit, but di-
minishes to about a factor of two by around 2.5 A˚. That
odd and even rank truncations of VUCC will perform
differently was theorized by Kutzelnigg.57 We observe no
convergence problems except for OVUCC2, also known
as OCEPA(0).56 The poor performance of OCEPA(0)
for H2 dissociation has been reported previously,
3 and
is unsurprising, as singularities are known to appear in
CEPA(0) for bond dissociation.58
OUDCT displays markedly different behavior across
two regimes, shown in Figure 3. For near-equilibrium
geometries, with the exception of OUDCT3, we observe
9FIG. 3: Dissociation curves of H2 from 0.6 A˚ to 2.5 A˚
computed with low-degree commutator truncations of
the OVUCC and OUDCT ansa¨tze in the cc-pVDZ basis.
improved accuracy as more commutators are added, as
shown by the equilibrium geometry and harmonic vibra-
tional frequency in Table (I).
But as the bond stretches, the various OUDCT meth-
ods behave dramatically differently. In agreement with
previous studies,3 OUDCT2, also known ODC-12, has ro-
bust performance. In contrast to the other models, its er-
ror curve does not have an exponential shape. OUDCT3
can be converged, but the energy error increases sharply.
The three commutator truncation has errors on the same
order of magnitude as OCEPA(0). OUDCT4 can only
be converged with difficulty after 1.6 A˚, and we were not
able to converge the equations after 1.8 A˚, even reading
in the amplitudes and orbitals (after accounting for the
change in overlap matrix) from previous computations.
OUDCT5 is similar, but with larger energy errors.
ODC-13 also encounters significant error before diverg-
ing around 1.3 A˚, which was attributed to large violations
in the equations (8) and γpqpq = n(n − 1), which hold for
pure n-representable RDMs.6 OUDCT4 and OUDCT5
follow these equations more closely than the ODC-12
method by an order of magnitude. (See Supporting In-
FIG. 4: The difference between the converged doubles
amplitudes for OVUCC and OUDCT theories and the
exact unitary T2 amplitudes as a fraction of the norm of
the exact amplitudes for H2 computed with the
cc-pVDZ basis set.
formation.) While we agree that the partial trace failure
of ODC-13 is due to point 4 of Section II C, using more
consistent approximations only delays the convergence
problems.
2. Residuals
It may seem puzzling that OUDCT2, also known as
ODC-12, yields a relatively accurate H2 dissociation
curve, but less severe truncations of the same ansatz
lead to more severe errors in dissociation curves. To
study this, consider the difference between the exact t
amplitudes and the final t amplitudes of the approxi-
mate computation as a fraction of the norm of the exact
amplitudes, shown in Figure 4 for OVUCC and OUDCT.
For all OVUCC and most OUDCT truncations, low
error in the energies coexist with low error in the am-
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TABLE I: Errors in the equilibrium bond length of harmonic vibrational frequencies of H2, relative to FCI, for
approximate OUDCT and OVUCC methods with T = T2. Computed at cc-pVDZ.
Molecule ODC-12 / OUDCT2 OUDCT3 ODC-13 OUDCT4 OUDCT5 OCEPA(0) / OVUCC2 OVUCC3 OVUCC4 OVUCC5
re (pm) 0.03 –0.10 0.08 0.00 0.00 0.12 –0.03 –0.00 0.00
ω (cm−1) –5 21 –20 –1 –1 –25 12 0 1
plitudes, compared to the exact OUCC theory. For
OVUCC, less severe commutator truncations decrease
both errors across the entire curve, but for OUDCT,
this decrease only occurs at weakly correlated geome-
tries. For stretched geometries, OUDCT’s error is much
worse. We must attribute this to OUDCT’s partial inclu-
sion of terms of degree higher than the truncation level,
per Section II E. At weakly correlated geometries, the
small value of the amplitudes means these high degree
terms are negligible, leading to good accuracy.
Looking at ODC-12’s fractional error curve, one would
expect an energy error curve an order of magnitude worse
than OVUCC3, let alone OVUCC4 or OVUCC5. How-
ever, ODC-12 maintains an accurate dissociation curve
despite this. We conclude that the static correlation tol-
erance of ODC-12 cannot result from well-approximating
the OUDCT ansatz. (Alternative qualitative explana-
tions for ODC-12’s static correlation tolerance are be-
yond the scope of this work, but will be explored in
future.) Due to this, the intuition that better approx-
imating the OUDCT ansatz should make ODC-12 more
accurate across the entire curve breaks down.
B. Dynamic Correlation
To assess the performance of OUDCT methods for dy-
namic correlation in systems of more than two electrons,
we have computed the equilibrium geometries and har-
monic vibrational frequencies of eight diatomics using
OUDCT and OVUCC methods with the cluster operator
(16) truncated to T2 and the cc-pCVDZ basis set. To ex-
clude effects of nuclear motion and basis set convergence,
we use as our reference geometries computed at the
CCSDTQ(P)/cc-pCVDZ level with MRCC,59,60 driven
using Psi4.52 The necessary gradients were computed by
finite difference of energies. Frequencies for these sys-
tems were computed using the DIATOMIC module of
Psi4. For the OUDCT and OVUCC methods, we instead
computed gradients analytically and frequencies by finite
difference of gradients with a five-point stencil.
The errors in the equilibrium geometries are shown in
Figure 5, and individual data points for equilibriumg ge-
ometries and harmonic frequencies are given in Tables II
and III, respectively. The ordering of methods in terms
of accuracy is consistent across both sets of benchmark
data. The best performance is displayed by OVUCC2,
more commonly known as OCEPA(0).56 The mean un-
signed error in bond lengths is 0.50 pm, and the same in
harmonic vibrational frequencies is 32 cm−1. Second best
FIG. 5: Errors in the geometries and frequencies of
diatomics, relative to CCSDTQ(P), for approximate
OUDCT and OVUCC methods with T = T2. Computed
at cc-pCVDZ. The average error is in the unsigned
errors. The standard deviation is in the signed errors.
is OUDCT2, or ODC-12,3 with respective mean unsigned
errors of 0.79 pm and 54 cm−1.
All higher order methods display slightly worse perfor-
mance, on average. The degree three truncations do ex-
ceptionally poorly. The four and five commutator trunca-
tions have extremely similar performance. Mean signed
geometry errors range from 0.88 to 0.91 pm, and mean
unsigned harmonic frequency errors range from 65 to 68
cm−1. The ODC-13 method is also similar with 0.89 pm
and 63 cm−1 errors, respectively. We note that although
Figure 5 shows there is deviation in how far off all these
methods will be for a given molecule, Tables II and III
show that the trend is for ODC-12 to have lower error
than the other OUDCT methods studied here.
We reach two conclusions from this data. First, the
performance of ODC-13 for dynamic correlation is un-
related to point 4 of Section II C. The performance dif-
ference between the theory where the degree four con-
nected terms of (21) are included (OUDCT4) and the
theory where they are not (ODC-13) is statistically in-
significant.
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TABLE II: Errors in the geometries of diatomics, relative to CCSDTQ(P), for approximate OUDCT and OVUCC
methods with T = T2. Computed at cc-pCVDZ. Units are picometers. The average error is in the unsigned errors.
The standard deviation is in the signed errors.
Molecule ODC-12 / OUDCT2 OUDCT3 ODC-13 OUDCT4 OUDCT5 OCEPA(0) / OVUCC2 OVUCC3 OVUCC4 OVUCC5
N2 –0.51 –1.00 –0.60 –0.59 –0.61 –0.26 –0.90 –0.60 –0.62
CO –0.63 –0.92 –0.68 –0.66 –0.68 –0.50 –0.84 –0.66 –0.68
N2
+ –0.69 –1.36 –0.73 –0.76 –0.82 –0.14 –1.22 –0.78 –0.83
BO –0.84 –1.10 –0.88 –0.84 –0.86 –0.68 –1.01 –0.84 –0.86
CN –0.69 –1.45 –0.84 –0.87 –0.91 –0.23 –1.30 –0.88 –0.92
NF –0.65 –1.41 –0.95 –1.02 –1.02 –0.37 –1.29 –1.03 –1.03
NO –0.73 –1.32 –0.92 –0.89 –0.91 –0.47 –1.21 –0.90 –0.92
BeO –1.56 –1.81 –1.50 –1.39 –1.40 –1.31 –1.65 –1.39 –1.44
Avg. Error 0.79 1.30 0.89 0.88 0.91 -0.50 1.18 0.89 0.91
Std. Dev 0.33 0.29 0.27 0.25 0.25 0.37 0.26 0.25 0.25
TABLE III: Errors in the harmonic frequencies of diatomics, relative to CCSDTQ(P), for approximate OUDCT and
OVUCC methods with T = T2. Computed at cc-pCVDZ. Units are cm
−1. The average error is in the unsigned
errors. The standard deviation is in the signed errors.
Molecule ODC-12 / OUDCT2 OUDCT3 ODC-13 OUDCT4 OUDCT5 OCEPA(0) / OVUCC2 OVUCC3 OVUCC4 OVUCC5
N2 56 116 67 66 69 21 105 67 70
CO 67 91 72 68 70 55 85 68 70
N2
+ 50 137 54 73 79 –38 124 75 81
BO 69 88 72 68 70 56 82 69 70
CN 46 106 56 59 63 –1 95 60 64
NF 20 66 40 47 47 3 61 48 47
NO 71 132 92 89 92 43 122 90 93
BeO 55 69 53 47 50 40 61 47 50
Avg. Error 54 101 63 65 68 32 92 66 68
Std. Dev 16 25 15 13 14 31 23 13 14
Second, the similarity of these results upon increasing
commutator truncations suggest that by four commu-
tators, the equilibrium properties of these systems are
well-converged. This is supported by our findings that
both energy and amplitudes are well-converged by four
or five commutators for dynamically correlated systems
in Section IV A. Out-performing ODC-12 would require
frequency changes of 12 pm and 13 cm−1 from OUDCT5.
Accordingly, we expect that not even the exact OVUCC
and OUDCT doubles theories (they are identical) can
out-perform OCEPA(0) or ODC-12. This strongly sug-
gests that to improve beyond OCEPA(0) and ODC-12
within orbital-optimized unitary ansa¨tze, it will be nec-
essary to consider cluster operators beyond doubles. To
our knowledge, the only studies of unitary effects beyond
doubles are the recent work of Li and Evangelista,55 fo-
cused on their driven similarity renormalization group,
and the non-iterative λ3 correction considered within
density cumulant theory.6
V. CONCLUSIONS
In this article, we have studied the orbital-optimized
unitary ansatz for density cumulant theory (OUDCT)
both formally, and with numerical simulations of low or-
der truncations of the OUDCT ansatz with doubles on H2
dissociation and the equilibrium geometries and frequen-
cies of diatomic molecules. We have also performed these
simulations on analagous truncations of the closely re-
lated orbital-optimized variational unitary coupled clus-
ter (OVUCC) ansatz with doubles. We find that:
1. The DCT ansatz will encounter near-zero denom-
inators in the gradient of the energy with respect
to amplitudes if the occupied-virtual and virtual-
occupied blocks of the 1-electron reduced density
matrix (1RDM) are not identically zero. The
OUDCT ansatz does not preserve this property
once odd-rank cluster operators are added to the
ansatz. The terms that cause these problems will
first appear at degree four. If T1 is included in the
cluster operator, they first appear at degree three.
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2. The relationship between the OUDCT and the
OVUCC ansatz is complicated by the presence
of nonzero occupied-virtual and virtual-occupied
blocks of the 1RDM. If these blocks are identi-
cally zero, OUDCT truncated to n commutators is
OVUCC truncated to n commutators plus 1RDM
and disconnected 2RDM terms of degree greater
than n in the amplitudes. If these blocks are not
identically zero, OUDCT truncated to n commu-
tators may miss terms present in the analoagous
OVUCC truncation.
3. Making less severe truncations of the OUDCT
ansatz does not uniformly improve the description
of the H2 dissociation curve. While it is strongly
improved in the weakly correlated limit, the degree
four and five theories exhibit convergence problems
not present for the simple two-commutator trun-
cation. The same is not true for OVUCC, where
the same truncation procedure improves the entire
curve.
4. Making less severe truncations of the OUDCT
ansatz with doubles does not improve the descrip-
tion of the equilibrium properties of diatomics. In-
cluding the terms from three, four, and five commu-
tators from OUDCT and OVUCC tends to cause a
loss of accuracy compared to the two-commutator
truncations, ODC-12 and OCEPA(0). Based on
the rate of convergence with respect to commuta-
tor truncation, even the untruncated doubles-only
theory is likely inferior to ODC-12 and OCEPA(0).
Let us remark on what these results mean for future de-
velopments of DCT. If one decides to develop the theory
via the OUDCT ansatz, then to improve the description
of molecules at equilibrium, the results of Section IV B
advise against better approximating OVUCC doubles,
and in favor of including effects of higher rank cluster
operators. Triples seem to be especially important in uni-
tary theories, as in tradiational coupled cluster theory,55
and the non-iterative λ3 correction was seen to improve
DCT results.6 However, two special dangers then arise:
1. Triples approximations must avoid near-zero de-
nominators in (14). We see three ways to con-
trol these singularities. First, the choice of energy-
minimizing orbitals while neglecting T1 could be
replaced in favor of the natural orbitals. Second,
choose the amplitudes non-variationally so that
(14) and its singularities are irrelevant. Either of
these options makes a parameter non-variational
and makes for a more complicated and expensive
analytic gradient theory. Third, refuse to consider
theories where the block-diagonal structure of the
1RDM is compromised during iterations. This pre-
cludes the exact theory with doubles and triples,
although the success of the λ3 correction
6 suggests
that this route can still be quite accurate.
2. The computation of the amplitudes appears sen-
sitive to the parameterization of the cumulant.
Most of the cumulant parameterizations studied
here lead to the error in the energy documented
in Section IV A upon mild bond stretching. By
contrast, variational minimization of ODC-12 does
not. Therefore, how to parameterize the cumulants
in ways that do not lead to singularities upon vari-
ational minimization is not well understood even
in the case of doubles-only theories. We expect the
problem to be even thornier once triples amplitudes
are included.
However, if one wishes to improve static correlation
tolerance, then the proper description of H2 is a prereq-
uisite, and this cannot be accomplished by adding triples.
Section IV A 2 makes clear that the static correlation tol-
erance of ODC-12 does not originate in the method well-
approximating the OVUCC ansatz. If one wishes to make
a multireference generalization of ODC-12, there is not
an obvious feature of ODC-12 that causes its static cor-
relation tolerance and is therefore worth generalizing.
Further theoretical developments in DCT are needed
to provide a path to more and more accurate methods.
Future work will investigate a new ansatz in which the
variables are cumulant elements.
ACKNOWLEDGMENTS
We acknowledge support from the National Science
Foundation, Grant No. CHE-1661604. We acknowl-
edge helpful discussions with Professor Francesco Evan-
gelista and Dr. Chenyang Li on iterative triples approx-
imations in unitary theories, implementations of exact
unitary coupled cluster theories, and the ability of trun-
cated unitary coupled cluster to model static correlation.
We also acknowledge discussion with Gaurav Harsha, Dr.
Toru Shiozaki, and Professor Gustavo Scuseria regarding
the statements of Reference 61.
1W. Kutzelnigg, “Density-cumulant functional theory,” J. Chem.
Phys. 125, 171101 (2006).
2A. V. Copan, A. Y. Sokolov, and H. F. Schaefer, “Benchmark
study of density cumulant functional theory: Thermochemistry
and kinetics,” J. Chem. Theory Comput. 10, 2389–2398 (2014).
3A. Y. Sokolov and H. F. Schaefer, “Orbital-optimized density
cumulant functional theory,” J. Chem. Phys. 139, 204110 (2013).
4X. Wang, A. Y. Sokolov, J. M. Turney, and H. F. Schaefer,
“Spin-Adapted Formulation and Implementation of Density Cu-
mulant Functional Theory with Density-Fitting Approximation:
Application to Transition Metal Compounds,” J. Chem. Theory
Comput. 12, 4833–4842 (2016).
5J. W. Mullinax, A. Y. Sokolov, and H. F. Schaefer, “Can density
cumulant functional theory describe static correlation effects?” J.
Chem. Theory Comput. 11, 2487–2495 (2015).
6A. Y. Sokolov, H. F. Schaefer, and W. Kutzelnigg, “Density
cumulant functional theory from a unitary transformation: N-
representability, three-particle correlation effects, and applica-
tion to O+4 ,” J. Chem. Phys. 141, 074111 (2014).
7J. Cioslowski, Z. E´. Miha´lka, and A´. Szabados, “Bilin-
ear constraints upon the correlation contribution to the elec-
tron–electron repulsion energy as a functional of the one-electron
13
reduced density matrix,” J. Chem. Theory Comput. 15, 4862–
4872 (2019).
8A. Y. Sokolov, A. C. Simmonett, and H. F. Schaefer, “Density
cumulant functional theory: The DC-12 method, an improved
description of the one-particle density matrix,” J. Chem. Phys.
138, 024107 (2013).
9I. Shavitt and R. J. Bartlett, Many – Body Methods in Chemistry
and Physics (Cambridge University Press, 2009).
10J. P. Misiewicz, J. M. Turney, and H. F. Schaefer, “Reduced den-
sity matrix cumulants: The combinatorics of size-consistency and
generalized normal ordering,” J. Chem. Theory Comput. (2020),
10.1021/acs.jctc.0c00422.
11M. Nooijen, “Possibilities for a density matrix theory,” J. Chem.
Phys. 111, 8356–8365 (1999).
12J. M. Herbert and J. E. Harriman, “Cumulants, extensivity, and
the connected formulation of the contracted schrdinger equa-
tion,” in Reduced-Density-Matrix Mechanics: With Application
to Many-Electron Atoms and Molecules (John Wiley & Sons,
Inc., 2007) pp. 261–292.
13W. Rudin, Principles of Mathematical Analysis (International
Series in Pure and Applied Mathematics) (McGraw-Hill Educa-
tion, 1976).
14F. A. Evangelista, G. K.-L. Chan, and G. E. Scuseria, “Exact
parameterization of fermionic wave functions via unitary coupled
cluster theory,” J. Chem. Phys. 151, 244112 (2019).
15W. Kutzelnigg and D. Mukherjee, “Irreducible brillouin con-
ditions and contracted schrdinger equations for n-electron sys-
tems. IV. perturbative analysis,” J. Chem. Phys. 120, 7350–7368
(2004).
16W. Kutzelnigg, “Separation of strong (bond-breaking) from weak
(dynamical) correlation,” Chemical Physics 401, 119–124 (2012).
17M. Hanauer and A. Khn, “Meaning and magnitude of the reduced
density matrix cumulants,” Chemical Physics 401, 50–61 (2012).
18L. Kong and E. F. Valeev, “A novel interpretation of reduced
density matrix and cumulant for electronic structure theories,”
J. Chem. Phys. 134, 214109 (2011).
19M. Nakata and J. S. M. Anderson, “On the size-consistency of
the reduced-density-matrix method and the unitary invariant di-
agonal n-representability conditions,” AIP Advances 2, 032125
(2012).
20M. Nakata, B. J. Braams, K. Fujisawa, M. Fukuda, J. K. Percus,
M. Yamashita, and Z. Zhao, “Variational calculation of second-
order reduced density matrices by strong n-representability con-
ditions and an accurate semidefinite programming solver,” J.
Chem. Phys. 128, 164113 (2008).
21M. R. Hoffmann and J. Simons, “A unitary multiconfigurational
coupled-cluster method: Theory and applications,” J. Chem.
Phys. 88, 993–1002 (1988).
22Z. Chen and M. R. Hoffmann, “Orbitally invariant internally
contracted multireference unitary coupled cluster theory and its
perturbative approximation: Theory and test calculations of sec-
ond order approximation,” J. Chem. Phys. 137, 014108 (2012).
23R. J. Bartlett, S. A. Kucharski, and J. Noga, “Alternative
coupled-cluster anstze II. the unitary coupled-cluster method,”
Chem. Phys. Lett. 155, 133–140 (1989).
24J. D. Watts, G. W. Trucks, and R. J. Bartlett, “The unitary
coupled-cluster approach and molecular properties. applications
of the UCC(4) method,” Chem. Phys. Lett. 157, 359–366 (1989).
25J. D. Watts, G. W. Trucks, and R. J. Bartlett, “Coupled-cluster,
unitary coupled-cluster and MBPT(4) open-shell analytical gra-
dient methods,” Chem. Phys. Lett. 164, 502–508 (1989).
26T. Yanai and G. K.-L. Chan, “Canonical transformation theory
for multireference problems,” J. Chem. Phys. 124, 194106 (2006).
27T. Yanai and G. K.-L. Chan, “Canonical transformation theory
from extended normal ordering,” J. Chem. Phys. 127, 104107
(2007).
28E. Neuscamman, T. Yanai, and G. K.-L. Chan, “Quadratic
canonical transformation theory and higher order density ma-
trices,” J. Chem. Phys. 130, 124102 (2009).
29F. A. Evangelista and J. Gauss, “On the approximation of the
similarity-transformed hamiltonian in single-reference and mul-
tireference coupled cluster theory,” Chem. Phys. 401, 27–35
(2012).
30J. Liu, A. Asthana, L. Cheng, and D. Mukherjee, “Unitary
coupled-cluster based self-consistent polarization propagator the-
ory: A third-order formulation and pilot applications,” J. Chem.
Phys. 148, 244110 (2018).
31M. Hodecker, D. R. Rehn, and A. Dreuw, “Hermitian second-
order methods for excited electronic states: Unitary coupled
cluster in comparison with algebraic–diagrammatic construction
schemes,” J. Chem. Phys. 152, 094106 (2020).
32M. Hodecker and A. Dreuw, “Unitary coupled cluster ground-
and excited-state molecular properties,” The Journal of Chemical
Physics 153, 084112 (2020).
33M. Hodecker, S. M. Thielen, J. Liu, D. R. Rehn, and A. Dreuw,
“Third-order unitary coupled cluster (UCC3) for excited elec-
tronic states: Efficient implementation and benchmarking,”
Journal of Chemical Theory and Computation 16, 3654–3663
(2020).
34R. K. Nesbet, “Brueckner’s theory and the method of superpo-
sition of configurations,” Phys. Rev. 109, 1632–1638 (1958).
35G. D. Purvis and R. J. Bartlett, “A full coupled-cluster singles
and doubles model: The inclusion of disconnected triples,” J.
Chem. Phys. 76, 1910–1918 (1982).
36U. Bozkaya, J. M. Turney, Y. Yamaguchi, H. F. Schaefer, and
C. D. Sherrill, “Quadratically convergent algorithm for orbital
optimization in the orbital-optimized coupled-cluster doubles
method and in orbital-optimized second-order møller-plesset per-
turbation theory,” J. Chem. Phys. 135, 104103 (2011).
37D. Kats, “Communication: The distinguishable cluster approxi-
mation. II. the role of orbital relaxation,” J. Chem. Phys. 141,
061101 (2014).
38C. D. Sherrill, A. I. Krylov, E. F. C. Byrd, and M. Head-Gordon,
“Energies and analytic gradients for a coupled-cluster doubles
model using variational brueckner orbitals: Application to sym-
metry breaking in o4+,” J. Chem. Phys. 109, 4171–4181 (1998).
39D. Kats and D. P. Tew, “Orbital-optimized distinguishable clus-
ter theory with explicit correlation,” J. Chem. Theory Comput.
15, 13–17 (2018).
40T. Stein, T. M. Henderson, and G. E. Scuseria, “Seniority zero
pair coupled cluster doubles theory,” J. Chem. Phys. 140, 214113
(2014).
41J. B. Robinson and P. J. Knowles, “Approximate variational cou-
pled cluster theory,” J. Chem. Phys. 135, 044113 (2011).
42U. Bozkaya and C. D. Sherrill, “Orbital-optimized MP2.5 and
its analytic gradients: Approaching CCSD(t) quality for nonco-
valent interactions,” J. Chem. Phys. 141, 204105 (2014).
43F. Pavosˇevic´, B. J. G. Rousseau, and S. Hammes-Schiffer,
“Multicomponent orbital-optimized perturbation theory meth-
ods: Approaching coupled cluster accuracy at lower cost,” J.
Phys. Chem. Lett. 11, 1578–1583 (2020).
44U. Bozkaya, “Orbital-optimized second-order perturbation the-
ory with density-fitting and cholesky decomposition approxima-
tions: An efficient implementation,” J. Chem. Theory Comput.
10, 2371–2378 (2014).
45I. O. Sokolov, P. K. Barkoutsos, P. J. Ollitrault, D. Green-
berg, J. Rice, M. Pistoia, and I. Tavernelli, “Quantum orbital-
optimized unitary coupled cluster methods in the strongly corre-
lated regime: Can quantum algorithms outperform their classical
equivalents?” J. Chem. Phys. 152, 124107 (2020).
46W. Mizukami, K. Mitarai, Y. O. Nakagawa, T. Yamamoto,
T. Yan, and Y. ya Ohnishi, (2020).
47T. Helgaker and P. Jørgensen, “Analytical calculation of geo-
metrical derivatives in molecular electronic structure theory,” in
Advances in Quantum Chemistry (Elsevier, 1988) pp. 183–245.
48A. Khn and J. Olsen, “Orbital-optimized coupled-cluster theory
does not reproduce the full configuration-interaction limit,” J.
Chem. Phys. 122, 084116 (2005).
49A. V. Copan and A. Y. Sokolov, “Linear-response density cu-
mulant theory for excited electronic states,” J. Chem. Theory
14
Comput. 14, 4097–4108 (2018).
50T. P. Hamilton and P. Pulay, “Direct inversion in the iterative
subspace (DIIS) optimization of open-shell, excited-state, and
small multiconfiguration SCF wave functions,” J. Chem. Phys.
84, 5728–5734 (1986).
51D. G. A. Smith and J. Gray, “opt einsum - a python package
for optimizing contraction order for einsum-like expressions,” J.
Open Source Softw. 3, 753 (2018).
52D. G. A. Smith, L. A. Burns, A. C. Simmonett, R. M. Parrish,
M. C. Schieber, R. Galvelis, P. Kraus, H. Kruse, R. D. Remi-
gio, A. Alenaizan, A. M. James, S. Lehtola, J. P. Misiewicz,
M. Scheurer, R. A. Shaw, J. B. Schriber, Y. Xie, Z. L. Glick,
D. A. Sirianni, J. S. O’Brien, J. M. Waldrop, A. Kumar, E. G.
Hohenstein, B. P. Pritchard, B. R. Brooks, H. F. Schaefer, A. Y.
Sokolov, K. Patkowski, A. E. DePrince, U. Bozkaya, R. A. King,
F. A. Evangelista, J. M. Turney, T. D. Crawford, and C. D. Sher-
rill, “Psi4 1.4: Open-source software for high-throughput quan-
tum chemistry,” J. Chem. Phys. 152, 184108 (2020).
53D. G. A. Smith, L. A. Burns, D. A. Sirianni, D. R. Nascimento,
A. Kumar, A. M. James, J. B. Schriber, T. Zhang, B. Zhang,
A. S. Abbott, E. J. Berquist, M. H. Lechner, L. A. Cunha,
A. G. Heide, J. M. Waldrop, T. Y. Takeshita, A. Alenaizan,
D. Neuhauser, R. A. King, A. C. Simmonett, J. M. Turney, H. F.
Schaefer, F. A. Evangelista, A. E. DePrince, T. D. Crawford,
K. Patkowski, and C. D. Sherrill, “Psi4NumPy: An interactive
quantum chemistry programming environment for reference im-
plementations and rapid development,” J. Chem. Theory Com-
put. 14, 3504–3511 (2018).
54F. A. Evangelista, “Alternative single-reference coupled cluster
approaches for multireference problems: The simpler, the bet-
ter,” J. Chem. Phys. 134, 224102 (2011).
55C. Li and F. A. Evangelista, “Connected three-body terms in
single-reference unitary many-body theories: Iterative and per-
turbative approximations,” J. Chem. Phys. 152, 234116 (2020).
56U. Bozkaya and C. D. Sherrill, “Orbital-optimized coupled-
electron pair theory and its analytic gradients: Accurate equilib-
rium geometries, harmonic vibrational frequencies, and hydrogen
transfer reactions,” J. Chem. Phys. 139, 054104 (2013).
57W. Kutzelnigg, “Quantum chemistry in fock space. i. the univer-
sal wave and energy operators,” J. Chem. Phys. 77, 3081–3097
(1982).
58A. G. Taube and R. J. Bartlett, “Rethinking linearized coupled-
cluster theory,” J. Chem. Phys. 130, 144112 (2009).
59M. Ka´llay and J. Gauss, “Approximate treatment of higher ex-
citations in coupled-cluster theory,” J. Chem. Phys. 123, 214105
(2005).
60M. Ka´llay, P. R. Nagy, D. Mester, Z. Rolik, G. Samu, J. Csontos,
J. Cso´ka, P. B. Szabo´, L. Gyevi-Nagy, B. He´gely, I. Ladja´nszki,
L. Szegedy, B. Lado´czki, K. Petrov, M. Farkas, P. D. Mezei, and
A´. Ganyecz, “The MRCC program system: Accurate quantum
chemistry from water to proteins,” J. Chem. Phys. 152, 074107
(2020).
61G. Harsha, T. Shiozaki, and G. E. Scuseria, “On the differ-
ence between variational and unitary coupled cluster theories,”
J. Chem. Phys. 148, 044107 (2018).
