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Résumé / Abstract 
 
Ce rapport présente et propose plusieurs méthodes pour améliorer la capacité de 
généralisation des algorithmes d'apprentissage dans un contexte de prise de décisions 
financières. Globalement, ces méthodes visent à contrôler la capacité des algorithmes 
d'apprentissage en vue de limiter le problème du sur-apprentissage, qui est l'un des plus 
pernicieux en finance à cause des niveaux de bruit élevés rencontrés en pratique. Nous 
proposons quelques pistes de recherches afin d'améliorer les algorithmes et résultats déjà 
obtenus.  
 
Mots clés : Performance de généralisation, méthodes métriques, sélection de 
modèles, régularisation, programmation dynamique approximative, 




This report presents and proposes several methods to improve the capacity of generalization 
of the learning algorithms in a context of financial decision-making. These methods, overall, 
aim at controlling the capacity of the learning algorithms in order to limit the problem of the 
over-training, which is one of most pernicious in finance because of the high levels of noise 
met in practice. We propose some tracks of research in order to improve the algorithms and 
results already obtained. 
 
Keywords: Generalisation performance, metric-based methods, model 
selection, regularization, approximate dynamic programming, reinforcement 
learning. 
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1.1 Aper¸ cu du rapport
Ce rapport pr´ esente et propose plusieurs m´ ethodes pour am´ eliorer la
capacit´ e de g´ en´ eralisation∗ des algorithmes d’apprentissage dans un contexte ∗Nous d´ eﬁnissons tous
les termes en italiques
en temps opportun.
de prise de d´ ecisions ﬁnanci` eres. La pr´ esente introduction passe d’abord en
revue les ´ el´ ements fondamentaux de la th´ eorie de l’apprentissage statistique
(Vapnik 1998; Hastie, Tibshirani et Friedman 2001), incluant le concept
crucial de la g´ en´ eralisation, qui est notre centre d’int´ erˆ et. Nous poursuivons
avec un bref survol des champs d’application de l’apprentissage statistique
en ﬁnance, et d´ etaillons ensuite la pertinence des applications ﬁnanci` eres
pour faire progresser le domaine de l’apprentissage statistique.
Le chapitre 2 r´ esume un ensemble de r´ esultats obtenus pendant la der-
ni` ere ann´ ee par le laboratoire lisa† sur les m´ ethodes de r´ egularisation et †Laboratoire
d’informatique des
syst` emes adaptatifs,
dirig´ e par Pr. Yoshua
Bengio ` a l’Universit´ e de
Montr´ eal.
de s´ election de mod` eles ; ces m´ ethodes, globalement, visent ` a contrˆ oler la
capacit´ e des algorithmes d’apprentissage en vue de limiter le probl` eme du
sur-apprentissage, qui est l’un des plus pernicieux en ﬁnance, ` a cause des ni-
veaux d’incertitude ´ elev´ es rencontr´ es en pratique. Nous proposons quelques
pistes de recherche aﬁn d’am´ eliorer les algorithmes et r´ esultats d´ ej` a obtenus.
Finalement, le chapitre 3 introduit une voie de recherche que nous en-
tendons poursuivre au cours des prochains mois aﬁn de r´ esoudre le probl` eme




que depuis peu dans la litt´ erature, et les r´ esultats publi´ es jusqu’` a mainte-
nant sont, pour la plupart, fond´ es sur des suppositions tr` es id´ ealistes (voire
irr´ ealistes) du fonctionnement des march´ es ﬁnanciers. Apr` es avoir examin´ e
les implications pratiques de ces suppositions, nous proposons une approche
libre de presque toute hypoth` ese, et qui se formule naturellement comme un
probl` eme de programmation dynamique. Toutefois, pour tout probl` eme de
taille r´ ealiste, l’infˆ ame mal´ ediction de la dimensionalit´ e laissera voir sa griﬀe
et sa dent f´ eroces, et nous serons forc´ es de contrer ses assauts en faisant ap-
pel ` a des approximations bas´ ees sur les algorithmes d’apprentissage. Nous
expliquons le d´ etail des m´ ethodes propos´ ees, qui diﬀ` erent en substance de
celles pr´ esentement ` a l’´ etat de l’art en programmation dynamique approxi-
mative. Ce troisi` eme chapitre compl` ete les r´ esultats obtenus par l’´ equipe du
lisa sur un probl` eme apparent´ e de transaction d’options, r´ esultats pr´ esent´ es
dans un autre rapport cirano.2 Introduction
1.2 D´ efinitions utiles en apprentissage
statistique
1.2.1 Le cadre de l’apprentissage supervis´ e
Nous nous limitons dans le pr´ esent rapport au cadre de l’apprentissage
supervis´ e, plus sp´ eciﬁquement celui de la r´ egression (Bishop 1995; Ripley
1996; Hastie, Tibshirani et Friedman 2001)∗. Soit X ∈ Rp et Y ∈ R ∗Nous d´ epassons
quelque peu ce cadre au
chapitre 3.
deux variables al´ eatoires dont la distribution jointe P(X,Y ) est ﬁxe mais
inconnue. Nous avons cependant acc` es ` a un ensemble de N paires D =
{hxi,yii}N




Le probl` eme de l’apprentissage supervis´ e pour la r´ egression peut s’´ enon-
cer comme suit. Nous cherchons une fonction f(X) pour pr´ edire Y ´ etant
donn´ e X. Plus formellement, soit L(y, ˆ y) une fonction de perte qui p´ enalise
les erreurs de pr´ evision, o` u y est la valeur observ´ ee (« bonne r´ eponse ») et
ˆ y est la valeur pr´ edite (qu’on souhaite la plus rapproch´ ee possible de y). On
cherche ` a identiﬁer la fonction donnant l’erreur de g´ en´ eralisation minimale,
C(f) = EX,Y [L(Y,f(X))]. (1.1)
En th´ eorie, la meilleure fonction qui r´ esoud le probl` eme de l’apprentissage




o` u F repr´ esente la classe de fonctions ` a l’int´ erieur de laquelle on restreint la
recherche. Nous consid´ erons plus bas (§1.2.2) deux classes tr` es importantes,
celle des fonctions lin´ eaires et celle des r´ eseaux de neurones artiﬁciels.
Il est d’une n´ ecessit´ e imp´ erative d’accentuer le fait que les ´ eq. (1.1) et
(1.2) ne fournissent que des d´ eﬁnitions th´ eoriques, et qu’on ne peut cal-
culer exactement l’erreur de g´ en´ eralisation dans le cadre que nous
´ etablissons : l’esp´ erance de l’´ eq. (1.1) est prise par rapport ` a une distribu-
tion jointe P(X,Y ) que nous ne connaissons pas, mˆ eme si nous eﬀectuons
toujours la supposition que cette distribution est ﬁx´ ee.
Fonction de perte pour la r´ egression
La fonction de perte L(y, ˆ y) habituellement retenue pour la r´ egression
(auquel cas Y peut assumer des valeurs continues dans un sous-ensemble de
R, plutˆ ot qu’un nombre ﬁni de valeurs discr` etes, ce qui serait le cas pour un
probl` eme de classiﬁcation) est l’erreur quadratique,
L(y, ˆ y) = (y − ˆ y)2. (1.3)1.2 D´ eﬁnitions utiles en apprentissage statistique 3
On peut facilement montrer∗ que la fonction qui minimise l’erreur quadra- ∗Par ex. (Hastie,
Tibshirani et
Friedman 2001).
tique est aussi celle qui calcule l’esp´ erance conditionnelle de Y ´ etant donn´ e
X, ce qui est la « meilleure fonction » pour la majorit´ e des probl` emes de
r´ egression†, †Il existe des cas ou, par
exemple, une m´ ediane
conditionnelle est plus
appropri´ ee; tout d´ epend
de l’application et de la
fonction de perte L.
C(f) = EX,Y [(Y − f(X))2]
= EX

EY |X[(Y − f(X))2|X]

,
et il suﬃt de prendre le f(x) qui minimise en chaque point x,
f(x) = argmin
c
EY |X[(Y − c)2|X = x] (1.4)
= argmin
c
EY |X[Y 2 − 2cY + c2|X = x] (1.5)
= E[Y |X = x]. (1.6)
Ensembles d’entraˆ ınement et de test
Tel que mentionn´ e plus haut, il est pratiquement impossible de trouver
une solution exacte au probl` eme (1.2). On peut alors se contenter de trouver
la meilleure fonction ˆ f sur l’ensemble d’entraˆ ınement D, et ainsi minimiser







et d` es lors
ˆ f = argmin
f∈F
CE(f). (1.8)
Malheureusement, et c’est l’un des points les plus fondamentaux de la th´ eorie
de l’apprentissage statistique, la perte empirique n’est pas un bon estimateur
de l’erreur de g´ en´ eralisation (Vapnik 1998) : c’est un estimateur biais´ e op-
timiste, en ce sens qu’il sous-estime g´ en´ eralement l’erreur de g´ en´ eralisation.
L’explication intuitive est que f est obtenu en r´ esultat d’une minimisation,
et par un r´ esultat ´ el´ ementaire en statistiques, nous avons pour tout ensemble
de variables al´ eatoires i.i.d. {Z1,Z2,...},
E[min(Z1,Z2,...)] ≤ E[Zi],
d’o` u le biais.
Pour obtenir un estimateur non-biais´ e de C(f), on peut calculer la perte
sur un ensemble de test disjoint de D, lui aussi tir´ e i.i.d. de la distribution
sous-jacente P(X,Y ). L’erreur de test ˆ C(f) ainsi obtenue est un estimateur
sans biais de C(f) (mais qui n’est pas sans variance, laquelle d´ epend de la
taille de l’ensemble de test).4 Introduction
1.2.2 Classes de fonctions
Un probl` eme d’optimisation comme celui de l’´ eq. (1.8) doit normalement
restreindre sa recherche ` a une classe de fonctions bien d´ eﬁnie. Nous consi-
d´ erons ici des classes contenant des fonctions param´ etr´ ees par un vecteur de
r´ eels θ ∈ RP : ´ etant donn´ e une classe et un vecteur de param` etres ﬁx´ e, nous
pouvons former une fonction.
Fonctions lin´ eaires
Les fonctions lin´ eaires sont parmi les plus simples. Soit le vecteur de
param` etres θ = (β0,β1,...,βp)0, la fonction calcul´ ee par le mod` ele lin´ eaire
est




La d´ ependance en θ est souvent rendue explicite, tel que ci-haut.
´ Etant donn´ e un ensemble d’entraˆ ınement D = (X,y) (o` u X est la ma-
trice des entr´ ees et y le vecteur des sorties d´ esir´ ees), on estime θ grˆ ace, par




ˆ θOLS = (XTX)−1XTy. (1.10)
R´ eseaux de neurones artiﬁciels
Une g´ en´ eralisation du mod` ele lin´ eaire s’obtient en introduisant une ´ etape
interm´ ediaire non-lin´ eaire entre les entr´ ees et la sortie. Soit le vecteur de
param` etres
θ = (α0,0,...,αH,p,β0,β1,...,βH)0.

















Un sch´ ema g´ en´ eral de l’allure d’un tel r´ eseau apparaˆ ıt ` a la ﬁgure 1.1. La fonc- tanh(x)
-5 5
-1
1 tion interm´ ediaire tanh(·) introduit la non-lin´ earit´ e dans le mod` ele, et est
l’´ el´ ement fondamental qui donne ses propri´ etes d’approximateur non-lin´ eaire
aux r´ eseaux de neurones; on peut montrer qu’un r´ eseau avec suﬃsamment
d’unit´ es cach´ ees H est un approximateur universel, en ce qu’il peut repr´ e-




White (1989) pour la
premi` ere d´ emonstration
de la propri´ et´ e
d’approximation
universelle.
Le vecteur de param` etres θ doit s’estimer par optimisation num´ erique
en minimisant un crit` ere de perte empirique tel que l’´ eq. (1.7). L’algorithme
le plus employ´ e pour calculer les gradients de cette fonction de perte par1.2 D´ eﬁnitions utiles en apprentissage statistique 5
J Fig. 1.1. Sch´ ema
d’un r´ eseau de neurones
` a propagation avant
(perceptron
multi-couches). Les
non-lin´ earit´ es de la
couche cach´ ee sont des
fonctions Tanh. ` A
chaque ﬂ` eche est
associ´ ee un poids
multiplicatif faisant
partie du vecteur de
param` etres θ. La
fonction de sortie f est
arbitraire; elle peut ˆ etre
l’identit´ e pour la


















rapport ` a chaque param` etre du r´ eseau est connu sous le nom de r´ etropropa-
gation (Rumelhart, Hinton et Williams 1986; Bishop 1995), et proc` ede
par une application eﬃcace des r` egles de d´ erivation en chaˆ ıne. Son utilisa-
tion s’eﬀectue conjointement ` a des algorithmes d’optimisation non-lin´ eaires
classiques tels que la descente de gradient stochastique (Benveniste, Me-
tivier et Priouret 1990) ou le gradient conjugu´ e (Bertsekas 2000).
1.2.3 Le dilemme biais–variance
Pour un crit` ere de perte quadratique, on peut d´ ecomposer l’erreur de
g´ en´ eralisation en des termes explicites de biais et de variance qui fournissent
beaucoup d’intuition sur les contributions respectives de diﬀ´ erents facteurs
` a l’erreur globale. Ces d´ ecompositions sont classiques en statistique pour
la r´ egression lin´ eaire, et ont ´ et´ e pr´ esent´ ees dans le contexte des r´ eseaux de
neurones par Geman, Bienenstock et Doursat (1992).
Pour cette section, nous consid´ erons que la sortie y est une fonction
d´ eterministe f(·) de l’entr´ ee x, pollu´ ee par un bruit additif i.i.d. ,
y = f(x) + ,
tel que E[] = 0 et E[2] = σ2. La fonction (al´ eatoire) trouv´ ee par l’ap-
prentissage ˆ f(·) est celle qui minimise l’erreur quadratique sur un ensemble
d’entraˆ ınement al´ eatoire. L’erreur quadratique de g´ en´ eralisation de ˆ f(·) pour
un x donn´ e, en esp´ erance sur tous les ensembles d’entraˆ ınement possibles,6 Introduction
I Fig. 1.2. D´ ecomposi-
tion de l’erreur de
g´ en´ eralisation en biais
et variance. (Figure
















dans laquelle on limite
la recherche)
s’exprime par
E[(Y − ˆ f(X))2|X = x] = E[(f(x) +  + E ˆ f(x) − E ˆ f(x) − ˆ f(x))2]
= E[( + (f(x) − E ˆ f(x)) + ( ˆ f(x) − E ˆ f(x)))2]
= E[2] + E[(f(x) − E ˆ f(x))2]
+E[( ˆ f(x) − E ˆ f(x))2]
−2E[(f(x) − E ˆ f(x))( ˆ f(x) − E ˆ f(x))]
| {z }
z´ ero
= σ2 + (f(x) − E ˆ f(x))2
| {z }
biais2




L’erreur ` a un point donn´ e est donc fonction de trois composantes :
– Le bruit σ2 ` a ce point, qui est une erreur irr´ eductible.
– Le biais (carr´ e) de la classe de fonctions, qui est la distance entre la
« v´ eritable » fonction f(·) et la meilleure fonction admissible dans la
classe choisie E ˆ f(·).
– La variance de la fonction estim´ ee, qui repr´ esente la distance moyenne
entre la fonction estim´ ee ˆ f(·) (qui d´ epend des particularit´ es de l’en-
semble al´ eatoire d’entraˆ ınement utilis´ e) et la « fonction moyenne »
E ˆ f(·).1.2 D´ eﬁnitions utiles en apprentissage statistique 7
J Fig. 1.3. Une
augmentation de la
capacit´ e d’un mod` ele
fait toujours d´ ecroˆ ıtre
l’erreur d’apprentissage,
alors que l’erreur de
g´ en´ eralisation augmente
au-del` a d’une capacit´ e











Ces composantes de l’erreur de g´ en´ eralisation sont illustr´ es sch´ ematique-
ment ` a la ﬁgure 1.2. Le biais de l’erreur d´ epend strictement de la classe de
fonctions choisie; une classe plus riche (contenant plus de fonctions, et donc
probablement une fonction plus rapproch´ ee de la « vraie fonction ») aura
un biais plus faible. En contrepartie, tout d´ ependant des al´ eas particuliers
de l’ensemble d’entraˆ ınement utilis´ e∗, la fonction estim´ ee cherchera ` a se rap- ∗Qui est de taille ﬁnie,
et pollu´ e par le bruit . procher de cet ensemble d’entraˆ ınement, et pourrait ˆ etre tr` es ´ eloign´ ee de la
meilleure fonction ` a l’int´ erieur de la classe, c’est-` a-dire celle correspondant
` a la projection de la vraie fonction sur la classe des fonctions admissibles.
C’est le ph´ enom` ene de la variance, qui est d’autant plus important que la
classe de fonctions utilis´ ee est riche†. †Car une classe riche
aura plus d’occasions
d’apprendre les
r´ ealisations du bruit
dans l’ensemble
d’entraˆ ınement.
Ce compromis fondamental entre la richesse d’une classe de fonctions et
la variance de l’estimation est baptis´ e « dilemme biais–variance » et est illus-
tr´ e sch´ ematiquement ` a la ﬁgure 1.3. Cette ﬁgure montre qu’` a mesure que la
richesse d’une classe de fonctions‡ augmente, l’erreur commise sur l’ensemble
‡Qu’on formalise
math´ ematiquement
grˆ ace ` a la notion de
capacit´ e de Vapnik–
Chervonenkis
(Vapnik 1998).
d’entraˆ ınement diminue de fa¸ con monotone. Simultan´ ement, l’erreur de g´ e-
n´ eralisation diminue initialement, cons´ equence d’une r´ eduction du biais (car
on se rapproche de la v´ eritable fonction); cependant, au-del` a d’un certain
point, cette erreur recommence ` a augmenter, cons´ equence de l’augmenta-
tion de la variance (on apprend le bruit dans l’ensemble d’entraˆ ınement). Il
existe donc un point de capacit´ e optimale§ donnant la plus faible erreur de
§Qui diﬀ` ere pour chaque
probl` eme.
g´ en´ eralisation et qui correspond au meilleur compromis entre le biais et la va-
riance; ce point d´ epend de fa¸ con monotone croissante du nombre d’exemples8 Introduction
N. La seule diﬃcult´ e est que l’erreur d’entraˆ ınement, ` a elle seule, ne nous
donne aucune indication pour trouver ce point! Deux ´ el´ ements ´ emergent
clairement :
1. Contrˆ ole de la capacit´ e Il est n´ ecessaire de contrˆ oler la capacit´ e des
mod` eles pour obtenir une bonne g´ en´ eralisation. Nous revenons amplement
sur cet aspect au chapitre 2, qui traite de m´ ethodes explicites de r´ egularisa-
tion et de s´ election de mod` eles pour ce faire.
2. Capacit´ e optimale et validation crois´ ee D’autre part, certaines
m´ ethodes (comme celles de r´ egularisation que nous abordons au chapitre 2)
oﬀrent des outils de contrˆ ole de la capacit´ e, mais ne fournissent aucun moyen
pour d´ eterminer la capacit´ e optimale, celle donnant la plus faible erreur de
g´ en´ eralisation. Diverses techniques g´ en´ erales sont applicables dans ce cas,
comme d’entraˆ ıner une vari´ et´ e de mod` eles de capacit´ es diﬀ´ erentes, et de
choisir le meilleur selon l’erreur mesur´ ee sur un ensemble de validation∗. ∗C’est un autre
ensemble disjoint des
ensembles
d’entraˆ ınement et de
test, lui aussi tir´ e i.i.d.
de P(X,Y ).
Une g´ en´ eralisation particuli` erement eﬃcace de cette technique est la va-
lidation crois´ ee (Stone 1974), qui divise l’ensemble d’entraˆ ınement D en




Di, Di ∩ Dj = ∅,i 6= j.
L’algorithme proc` ede en r´ ep´ etant pour i = 1,...,K,
1. R´ eserver l’ensemble Di pour la validation.
2. Entraˆ ıner une vari´ ete de mod` eles de capacit´ es diﬀ´ erentes sur l’ensemble
d’entraˆ ınement D − Di.
3. Tester ces mod` eles sur l’ensemble Di et conserver le r´ esultat.
Le mod` ele de « capacit´ e optimale » (estim´ ee) s´ electionn´ e est celui dont l’er-
reur de validation moyenne sur les ensembles D1,...,DK est la plus faible.
Nous notons que les mod` eles sont toujours entraˆ ın´ es sur des donn´ ees diﬀ´ e-
rentes de celles utilis´ ees pour le test, et donc l’erreur de test ainsi calcul´ ee
est un estimateur sans biais de l’erreur de g´ en´ eralisation†.
†Cela ne dit rien de la
variance de cet
estimateur, qui peut
ˆ etre ´ elev´ ee, comme nous
l’expliquons au
chapitre 2.
1.3 Comment l’apprentissage statistique
profite de la finance
Nous justiﬁons bri` evement pourquoi un int´ erˆ et pour les applications ﬁ-
nanci` eres est b´ en´ eﬁque pour faire progresser la th´ eorie de l’apprentissage
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Tout d’abord, la plupart des applications ﬁnanci` eres sont aﬄig´ ees d’un
niveau de bruit ´ elev´ e, dont la distribution exhibe des queues longues et
´ epaisses, et parfois asym´ etriques (Campbell, Lo et MacKinlay 1997). Ce
niveau de bruit ´ elev´ e rend beaucoup de tˆ aches de pr´ evision, par exemple le
rendement d’actifs, extrˆ emement diﬃciles.
Ensuite, bon nombre de s´ eries sont mieux d´ ecrites par des mod` eles non-
lin´ eaires (Dunis et Zhou 1998) que les mod` eles lin´ eaires utilis´ es tradition-
nellement en ´ econom´ etrie; ces non-lin´ earit´ es introduisent des d´ ependances
s´ erielles complexes dans les s´ eries chronologiques, qui violent l’hypoth` ese
i.i.d. des innovations qui est g´ en´ eralement mise de l’avant. La mod´ elisation
ad´ equate de ces d´ ependances demeure un d´ eﬁ, et est rendue diﬃcile par les
niveaux de bruit ´ elev´ es not´ es plus haut.
Par ailleurs, et cette question demeure en grande partie ouverte pour
l’apprentissage statistique, les s´ eries ´ econom´ etriques sont non-stationnaires
(Hackl 1989; Campbell, Lo et MacKinlay 1997); le mod` ele qui les d´ ecrit
change avec le temps, soit ` a cause d’ajustements progressifs de l’´ economie
ou de chocs structuraux brutaux. En contraste, presque toute la th´ eorie
de l’apprentissage statistique est fond´ ee sur l’hypoth` ese que la distribution
sous-jacente, mˆ eme si elle est inconnue, demeure ﬁxe. Les m´ ethodes actuelles
pour tenir compte de ces non-stationarit´ es sont pour la plupart ad hoc∗. ∗Par exemple,
l’utilisation d’un pas de
gradient constant dans
une optimisation ` a base
de gradient
stochastique.
Finalement, et cet aspect est souvent ignor´ e, beaucoup de probl` emes en
ﬁnance n’ont pas de formulation simple en termes classiques pour l’appren-
tissage statistique. Par exemple, un agent ´ economique ne cherche ` a faire ni de
la classiﬁcation ni de la r´ egression; c’est—au sens orthodoxe—une machine
` a maximiser son utilit´ e. Il est donc n´ ecessaire de reformuler sp´ eciﬁquement
pour la ﬁnance les crit` eres d’optimisation de l’apprentissage, qui seraient
autrement inadapt´ es.10 Introduction2
MØthodes de rØgularisation
et mØthodes mØtriques
Ce chapitre traite de quelques m´ ethodes oﬀrant un contrˆ ole explicite de
la capacit´ e, aﬁn d’obtenir le meilleur compromis entre le biais et la variance
pour chaque probl` eme. Elles entrent dans la famille g´ en´ erale des m´ ethodes
de s´ election et de combinaisons de mod` eles, un aper¸ cu r´ ecent desquelles est
pr´ esent´ e dans un num´ ero sp´ ecial de la revue Machine Learning (Bengio et
Schuurmans 2002).
Les m´ ethodes de s´ election de mod` eles consid` erent une grande classe
de fonctions∗ F, et la d´ ecomposent en un ensemble discret de sous-classes, ∗Rappelons qu’une





contraint ` a trouver une
solution.
par exemple {F0,F1,... ⊆ F}. ´ Etant donn´ e des donn´ ees d’entraˆ ınement,
ces m´ ethodes tentent ensuite d’identiﬁer la sous-classe optimale de laquelle
choisir l’hypoth` ese ﬁnale, celle promettant la meilleure performance de g´ e-
n´ eralisation. Une vari´ et´ e de m´ ethodes existe pour ce faire; certaines sont
bas´ ees sur une p´ enalisation de la complexit´ e de la classe de fonctions (tels
que le crit` ere de minimum description length (Rissanen 1986), ou encore
certains classiques en statistiques qui p´ enalisent le nombre de param` etres
ajustables (Akaike 1973; Foster et George 1994)). D’autres m´ ethodes
de s´ election font appel aux donn´ ees elles-mˆ emes, comme la validation crois´ ee
d´ ecrite pr´ ec´ edemment (Stone 1974) ou le bootstrap (Efron 1979). Nous
consid´ erons plus bas (§2.3) une nouvelle famille de m´ ethodes de s´ election
bas´ ees sur un crit` ere m´ etrique.
Nous pr´ esentons d’abord les m´ ethodes de r´ egularisation, qui ne sup-
posent pas une d´ ecomposition discr` ete de la classe de fonctions, mais im-
posent plutˆ ot une p´ enalisation aux fonctions individuelles.
2.1 Qu’est-ce que la r´ egularisation?
De mani` ere g´ en´ erale, les m´ ethodes de r´ egularisation optimisent un cri-
t` ere d’apprentissage l´ eg` erement diﬀ´ erent de celui servant ` a ´ evaluer l’erreur
de g´ en´ eralisation. Ce crit` ere modiﬁ´ e introduit une pr´ ef´ erence sur certaines
solutions jug´ ees meilleures ` a priori; par exemple, entre deux solutions opti-






favoriser la solution la plus « simple » (restant ` a d´ eﬁnir).12 M´ ethodes de r´ egularisation et m´ ethodes m´ etriques
I Fig. 2.1. La
r´ egularisation contraint
la classe de fonctions
admissibles, et permet
une grande r´ eduction de
la variance de
l’estimation au prix





















Certaines de ces m´ ethodes sont bien connues en statistiques, sous les
noms de r´ egression ridge (Hoerl et Kennard 1970) et lasso (Tibshirani
1996). Respectivement, le ridge correspond ` a p´ enaliser la norme L2 des co-
eﬃcients θ = (θ1,...,θP)0 d’un mod` ele,





alors que le lasso impose une contrainte sur la norme L1 des coeﬃcients,




|θi| ≤ λ. (2.3)
Dans ces ´ equations CE(θ) est la fonction objective originale ` a optimiser
sur l’ensemble d’entraˆ ınement∗. Dans les deux cas, le param` etre λ contrˆ ole
∗Celle servant
ultimement ` a mesurer
l’erreur de




l’importance relative du terme de r´ egularisation dans la fonction globale ` a
optimiser.† †Ce genre de param` etre
se nomme
hyperparam` etre car il
n’est pas optimis´ e
directement en mˆ eme
temps que les
composantes de θ.
La ﬁgure 2.1 illustre la cons´ equence de la r´ egularisation en termes des
concepts de biais et de variance explicit´ es au chapitre 1. Au prix de ce qu’on
esp` ere ˆ etre une faible augmentation du biais, les m´ ethodes de r´ egularisation2.2 P´ enalisation sur la norme des entr´ ees 13
permettent une r´ eduction de la variance de l’estimation, de telle sorte que
(pour les hyperparam` etres correctement s´ electionn´ es) l’erreur de g´ en´ eralisa-
tion totale s’en trouve r´ eduite.
Il est par ailleurs possible de donner une interpr´ etation bayesienne ` a ces
termes de r´ egularisation, qui correspond ` a un ` a priori sur la distribution
des coeﬃcients. On peut montrer que la p´ enalisation ridge est ´ equivalente
` a supposer un ` a priori gaussien sur les param` etres, alors que la p´ enalisation
lasso ´ equivaut ` a un ` a priori laplacien.
Dans le domaine des algorithmes d’apprentissage, la p´ enalisation de type
ridge porte le nom de weight decay—p´ enalisation sur la norme des poids—
(Hinton 1986; Bishop 1995), mais s’exprime identiquement. En pratique,
il est courant d’omettre certains param` etres dans la p´ enalisation, tels que
ceux associ´ es aux termes de biais dans des r´ eseaux de neurones artiﬁciels,
qu’on d´ esire estimer sans biais.
L’int´ erˆ et pragmatique pour ces m´ ethodes s’est accru avec les r´ esultats
de Weigend, Rumelhart et Huberman (1991) qui ont montr´ e empirique-
ment une am´ elioration de la capacit´ e de g´ en´ eralisation. Cette am´ elioration
s’interpr` ete ais´ ement en termes d’une r´ eduction signiﬁcative de la variance
des mod` eles estim´ es, tel que d´ ecrit pr´ ec´ edemment.
2.2 P´ enalisation sur la norme des entr´ ees
2.2.1 Description de la m´ ethode
La p´ enalisation sur la norme des entr´ ees est une m´ ethode de s´ election
« douce » de variables par r´ egularisation, ´ etudi´ ee pour la premi` ere fois par
Chapados (2000) et Chapados et Bengio (2001a) dans le cadre d’un
syst` eme int´ egr´ e de d´ ecision ﬁnanci` ere. Au contraire des m´ ethodes combina-
toires comme les proc´ edures de branch and bound (Narendra et Fuku-
naga 1977) et la s´ election avant ou arri` ere (Bishop 1995), cette m´ ethode
ne cherche pas « le bon » sous-ensemble des entr´ ees ` a fournir au r´ eseau;
toutes les entr´ ees sont fournies, et la m´ ethode p´ enalisera automatiquement
les connections dans le r´ eseau provenant des entr´ ees qui ne s’av` erent pas
importantes∗.
∗Nous pr´ esentons ici la
m´ ethode dans le cadre
des perceptrons
multi-couches, mais elle
s’applique ´ egalement ` a
des mod` eles similaires.
La p´ enalisation sur la norme des entr´ ees est similaire ` a celle sur la norme
des poids pr´ esent´ ee ci-haut en ce qu’elle ajoute un terme ` a la fonction de
coˆ ut. Elle p´ enalise les poids qui relient une entr´ ee particuli` ere du r´ eseau ` a
toutes les unit´ es cach´ ees, en agissant comme suit : soit θ
(1)
jh le poids (situ´ e
sur la premi` ere couche du MLP) unissant l’entr´ ee j ` a l’unit´ e cach´ ee h, la14 M´ ethodes de r´ egularisation et m´ ethodes m´ etriques












o` u H est le nombre d’unit´ es dans la premi` ere couche cach´ ee. La ﬁgure 2.2
illustre les poids qui font partie de C
(j)
ID (θ).
Pour d´ eterminer la contribution compl` ete CID(θ) ` a la fonction de coˆ ut,












et λ, qui est un hyperparam` etre, contrˆ ole l’importance relative de la p´ enalisa-
tion sur la norme des poids. De mˆ eme, η est un autre hyperparam` etre qui agit
comme seuil de saturation ; la ﬁgure 2.3 illustre l’allure de la fonction x2/(η+
x2), qui module la contribution de chaque entr´ ee. On constate que pour de
petites valeurs de la norme des poids, la fonction se comporte de mani` ere
quadratique, mais elle sature rapidement d` es que cette norme d´ epasse le
seuil d´ etermin´ e par η.
Nous pouvons comprendre l’eﬀet de cette fonction comme suit : initiale-
ment lors de l’entraˆ ınement, lorsque les poids ´ emergeant d’une entr´ ee j sont
encore petits, le r´ eseau doit subir un coˆ ut marginal ´ elev´ e pour en accroˆ ıtre
la grandeur; si l’entr´ ee ne s’av` ere utile que pour peu d’unit´ es cach´ ees ou peu
d’exemples, il est pr´ ef´ erable de laisser ces poids petits, et donc d’´ eliminer
l’impact pratique de cette entr´ ee sur le r´ eseau. En contrepartie, d` es le mo-
ment o` u l’entr´ ee prouve son utilit´ e (avec des poids suﬃsamment grands), la
contribution de ces poids ` a la fonction de coˆ ut devient constante, ind´ epen-
damment de leurs valeurs.
Cette m´ ethode est similaire ` a celle de weight elimination propos´ ee par
Weigend, Rumelhart et Huberman (1991) en ce qu’elle utilise une fonc-










J Fig. 2.2. Sch´ ema des connections aﬀec-
t´ ees par la p´ enalisation sur la norme des en-
tr´ ees pour une entr´ ee j dans un perceptron
multi-couches (gras); la p´ enalisation est la
plus faible lorsque tous les poids associ´ es ` a
l’entr´ ee j sont r´ eduits ` a z´ ero.2.2 P´ enalisation sur la norme des entr´ ees 15
J Fig. 2.3. Fonction de
coˆ ut x2/(η + x2)
appliqu´ ee par la
p´ enalisation sur la
norme des entr´ ees ` a la
norme des poids reliant
une entr´ ee donn´ ee du
r´ eseau ` a toutes les unit´ es
cach´ ees (trait continu)
et d´ eriv´ ee premi` ere
(pointill´ e), pour η = 1.





n’est pas habituellement employ´ e pour faire de la s´ election de variables; il
s’applique ` a tous les poids du r´ eseau.
2.2.2 Contributions au domaine
Chapados et Bengio (2001a) ont observ´ e un apport statistiquement
tr` es signiﬁcatif du terme de r´ egularisation sur la norme des entr´ ees ` a la
performance ﬁnanci` ere mesur´ ee hors-´ echantillon d’un syst` eme de gestion
de portefeuille. Plus r´ ecemment, Chapados et Bengio (2001b) ont valid´ e
ces r´ esultats ` a des probl` emes de r´ egression lin´ eraire diﬃciles g´ en´ er´ es arti-
ﬁciellement. Le cadre exp´ erimental exact est d´ ecrit dans l’article pr´ ecit´ e;
bri` evement, nous consid´ erons des probl` emes de r´ egression avec 30 variables
d’entr´ ees (lesquelles sont potentiellement hautement corr´ el´ ees) et seulement
60 exemples d’entraˆ ınement∗, avec un niveau de bruit ´ elev´ e sur la variable ∗Ce qui serait consid´ er´ e
quasi-h´ er´ etique pour
une r´ egression classique.
d´ ependante. Nous comparons l’emploi de la p´ enalisation sur la norme des en-
tr´ ees (conjointement avec l’algorithme ADJ d´ ecrit en §2.3.2) aux m´ ethodes
suivantes :
1. R´ egression ordinaire par moindres carr´ es, sans r´ egularisation.
2. S´ election de variables avant, qui consiste ` a introduire une-` a-une les
variables d’entr´ ees, dans l’ordre (myope) qui r´ eduit le plus l’erreur.
Les r´ esultats obtenus sont tr` es prometteurs : ils d´ emontrent que la per-
formance de g´ en´ eralisation (hors-´ echantillon) de la r´ egression eﬀectu´ ee avec
la p´ enalisation sur la norme des entr´ ees est statistiquement signiﬁcati-
vement bien meilleure que les deux autres m´ ethodes consid´ er´ ees†.
†Les p-valeurs sont
presque toutes
inf´ erieures ` a 0.001, ce
qui est indicatif d’un
niveau tr` es ´ elev´ e de
signiﬁcativit´ e
statistique.16 M´ ethodes de r´ egularisation et m´ ethodes m´ etriques
2.2.3 Probl` emes ouverts
Certaines questions demeurent toutefois en suspens. Tout d’abord, le
probl` eme le plus d´ elicat demeure celui des minima locaux qui sont introduits
dans la fonction de coˆ ut; nous constatons empiriquement que les r´ eseaux
entraˆ ın´ es avec la p´ enalisation sur la norme des entr´ ees sont plus susceptibles
de sombrer dans de mauvais minima locaux au cours de l’entraˆ ınement, ce
qui rend l’application pratique de la m´ ethode moins attrayante. Nous devons
´ evaluer si l’emploi d’algorithmes d’optimisation plus robustes ` a ces minima∗ ∗Tels que ceux ` a base de
gradient stochastique,
dans le cadre de
l’entraˆ ınement de
r´ eseaux de neurones.
permettra d’amoindrir ou d’aplanir ces diﬃcult´ es.
Ensuite, nous devons caract´ eriser pr´ ecis´ ement l’eﬀet de cette p´ enalisation
d’un point de vue th´ eorique et empirique. Il apparaˆ ıt clairement, d’apr` es nos
exp´ eriences, que l’emploi de cette p´ enalisation ne m` ene pas ` a une r´ eduction
totale des poids associ´ ees aux entr´ ees inutiles : observe-t-on ici une cons´ e-
quence des obstacles d’optimisation ´ evoqu´ es ci-haut, ou une manifestation
plus profonde de l’eﬀet de la m´ ethode† ? De plus, est-ce que cette p´ enalisa- †Nous savons d´ ej` a, par
exemple, que la
r´ egression ridge a le
mˆ eme eﬀet, alors que le
lasso conduit les
param` etres inutiles vers
z´ ero.
tion peut s’exprimer assez simplement comme un ` a priori bayesien sur les
param` etres du r´ eseau?
Finalement, il reste ` a comprendre comment cette m´ ethode peut se com-
biner aux m´ ethodes d’´ elaguage des poids, comme le Optimal Brain Damage
(Le Cun, Denker et Solla 1990) ou le Optimal Brain Surgeon (Hassibi
et Stork 1993), lesquelles entreprennent d’´ eliminer les poids inutiles sur la
base d’une th´ eorie distributionnelle‡ des poids r´ esultant de l’entraˆ ınement. ‡Souvent en simple
approximation
quadratique.
2.3 M´ ethodes m´ etriques
Dans beaucoup d’applications des algorithmes d’apprentissage, il est tr` es
facile et peu coˆ uteux d’acqu´ erir de grandes quantit´ es de donn´ ees pour les-
quelles aucune « bonne r´ eponse » n’est donn´ ee. Par exemple, il existe abon-
dance d’images satellites sans cat´ egorisation, ou d’heures et d’heures d’en-
registrement de conversations sans transcription. Ces donn´ ees ne sont pas
directement utiles ` a des algorithmes d’apprentissage supervis´ e, qui ont be-
soin de valeurs cibles pour leur entraˆ ınement. Cependant, elles peuvent ˆ etre
tr` es instructives sur la distribution des situations qui seront rencontr´ ees en
pratique, et leur abondance peut mettre en lumi` ere des cas qui sont absents
des donn´ ees d’entraˆ ınement (supervis´ ees) proprement dites. Les m´ ethodes
m´ etriques que nous consid´ erons maintenant cherchent ` a exploiter la richesse
de tels ensembles non-´ etiquett´ es aﬁn d’am´ eliorer la g´ en´ eralisation.
Les m´ ethodes m´ etriques pour la s´ election de mod` eles et la r´ egularisa-
tion sont fond´ ees sur une intuition simple : les solutions qui r´ esultent d’un
sur-apprentissage (« overﬁtting ») sont susceptibles de se comporter tr` es2.3 M´ ethodes m´ etriques 17
diﬀ´ eremment sur les points d’entraˆ ınement par rapport aux points « voi-
sins ». Cela se produit car le crit` ere d’optimisation cherche ` a r´ eduire l’er-
reur pr´ ecis´ ement sur les points d’entraˆ ınement, mais n’impose autrement
aucune contrainte ` a la solution. Cependant, pour obtenir une bonne g´ en´ era-
lisation, nous cherchons ` a repr´ esenter ad´ equatement la fonction sous-jacente
non seulement aux points d’entraˆ ınement, mais en g´ en´ eral ` a tous les points
pour lesquels la distribution des entr´ ees P(X) est signiﬁcative. La ﬁgure 2.4
illustre la situation.
Ces m´ ethodes sont toutes bas´ ees sur la d´ eﬁnition d’une (pseudo) m´ etrique
d(f,g) sur l’espace des fonctions, permettant de juger de la distance entre
deux fonctions. Nous exigerons la satisfaction des trois axiomes suivants :
1. Nonn´ egativit´ e, d(f,g) ≥ 0.
2. Sym´ etrie, d(f,g) = d(g,f).
3. In´ egalit´ e triangulaire, d(f,g) ≤ d(f,h) + d(h,g).
Nous consid´ erons le cadre usuel de l’apprentissage supervis´ e, dans lequel
les exemples d’entraˆ ınement {hxi,yii} sont tir´ es i.i.d. d’une distribution sta-
tionnaire ﬁxe mais inconnue P(X,Y ) sur X ×Y . Dans ce cadre, une mesure
appropri´ ee de la distance entre deux fonctions est donn´ ee par
d(f,g) = ψ (E [L(f(X),g(X))]), (2.6)
o` u l’esp´ erance E[·] est prise par rapport ` a la distribution des entr´ ees P(X),
et ψ(·) est une fonction de normalisation n´ ecessaire ` a l’obtention d’une m´ e-
trique. Un exemple appropri´ e ` a la r´ egression utilise une fonction de perte
quadratique L(u,v) = (u−v)2, et la normalisation donn´ ee par ψ(z) = z1/2.
Schuurmans (1997) a propos´ e d’estimer d(f,g) empiriquement sur des
donn´ ees non-´ etiquett´ ees, c’est-` a-dire des points {˜ xi}U
i=1 tir´ es i.i.d. de P(X)
mais pour lesquels aucun yi n’est donn´ e; il s’agit, bien sˆ ur, d’un estimateur
de Monte Carlo classique de l’´ eq. (2.6). Dans ce qui suit, nous d´ enotons
˜ d(f,g) l’estimateur de d(f,g), tel que calcul´ e sur un grand ensemble de
donn´ ees non-´ etiquett´ ees∗,




J Fig. 2.4. Illustration
du sur-apprentissage.
Gauche : La solution
(trait plein) apprend le
bruit des donn´ ees
(points noirs), mais pas
la structure sous-jacente
(pointill´ ee). Droite : La
solution moins ﬂexible
´ evite le probl` eme.
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Par opposition, la distance entre deux fonctions, estim´ ee seulement sur l’en-
semble d’entraˆ ınement D = {hxi,yii}`
i=1, est d´ enot´ ee (remarquez qu’elle
n’utilise pas les cibles (variables d´ ependantes) yi de l’ensemble d’entraˆ ıne-
ment)









Nous introduisons de plus la notation suivante pour comparer une fonction
f ` a la « v´ eritable fonction » sous-jacente, que nous ne connaissons pas,
d(f,P(Y |X)) = ψ (E [L(f(X),Y )]), (2.9)
o` u l’esp´ erance est prise sur la distribution jointe P(X,Y ). La distance es-
tim´ ee seulement ` a partir des points de l’ensemble d’entraˆ ınement est not´ ee
par









Ceci n’est ´ evidemment rien d’autre que l’erreur d’entraˆ ınement; nous uti-
lisons cette notation particuli` ere seulement dans la pr´ esente section sur les
m´ ethodes m´ etriques.
2.3.1 L’algorithme TRI
L’algorithme tri (Schuurmans 1997; Schuurmans et Southey 2001)
est un algorithme de s´ election de mod` eles qui est bas´ e sur l’id´ ee d’exploiter
la g´ eom´ etrie naturelle de la distribution des vecteurs d’entr´ ee pour identi-
ﬁer quels mod` eles (parmi un ensemble donn´ e ` a l’algorithme) sont les plus
« cr´ edibles ». Pour ce faire, il cherche ` a identiﬁer des violations de l’identit´ e
triangulaire∗ d’apr` es les mesures de distances d´ eﬁnies pr´ ec´ edemment. L’algo- ∗D’o` u l’algorithme tire
son nom. rithme suppose la consid´ eration d’une suite partiellement ordonn´ ee de classes
de fonctions de complexit´ e croissante {F0,F1,...,FK}. L’algorithme n’exige
que la d´ eﬁnition d’un ordre partiel sur cette suite, mais pour simpliﬁer la
pr´ esentation, nous supposerons l’imposition d’un ordre total,
F0 ⊆ F1 ⊆ ··· ⊆ FK.
Par exemple, la suite de classes constitu´ ee des r´ eseaux de neurones avec un
nombre ﬁx´ e d’unit´ es cach´ ees, mais entraˆ ın´ es avec des coeﬃcients d´ ecroissants
de p´ enalisation sur la norme des poids (weight decay) satisfait ` a un tel ordre†.
†Un gros coeﬃcient de
p´ enalisation encourage
les petits poids dans le
r´ eseau, ce qui r´ eduit la
propension ` a atteindre
certaines fonctions au
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L’algorithme tri se voit fourni un ensemble de fonctions (qu’on nomme
« hypoth` eses ») {f0,f1,...,fK} r´ esultant de l’entraˆ ınement sur l’ensemble
D, chacune optimisant le crit` ere d’entraˆ ınement (par exemple, l’erreur qua-
dratique) sur sa classe de fonctions respective, {F0,F1,...,FK}. Il doit,
rappelons-le, choisir la bonne fonction qui semble pr´ esenter les meilleures
garanties de g´ en´ eralisation, c’est-` a-dire celle avec une faible erreur d’en-
traˆ ınement, mais qui n’a pas sur-appris les donn´ ees. ´ Evidemment, l’er-
reur d’entraˆ ınement ` a elle seule n’est pas suﬃsante pour d´ etecter le sur-
apprentissage, car une fonction issue d’une classe riche aura toujours une
plus petite erreur d’entraˆ ınement qu’une autre issue d’une classe plus res-
treinte qui est un sous-ensemble de la premi` ere. En d’autres termes, nous
nous attendons, ` a priori, ` a observer la relation suivante ´ etant donn´ e l’ordre
total introduit ci-haut,
ˆ d(fj,P(Y |X)) ≤ ˆ d(fk,P(Y |X)), ∀j ≥ k.
Consid´ erons deux hypoth` eses successives fk et fk+1, qui ont toutes deux une
faible erreur d’entraˆ ınement, mais ont une grande distance entre elles. Par
simple g´ eom´ etrie, il est impossible que deux fonctions tr` es distantes l’une de
l’autre soient simultan´ ement proches de la « v´ eritable fonction ». Dans cette
circonstance, nous serions port´ es ` a retenir la premi` ere hypoth` ese et rejeter la
seconde, car cette derni` ere, ´ etant plus complexe, est plus susceptible au sur-
apprentissage. En fait, si ˆ d(fk,P(Y |X)) et ˆ d(fk+1,P(Y |X)) sont tous deux
de bons estimateurs de l’erreur de g´ en´ eralisation, ils doivent n´ ecessairement
ob´ eir ` a l’in´ egalit´ e triangulaire avec la distance « connue » ˜ d(fk,fk+1)∗, viz., ∗Estim´ ee avec un tr` es
grand ensemble de
donn´ ees non-´ etiquett´ ees,
cf. ´ eq. (2.7).
ˆ d(fk,P(Y |X)) + ˆ d(fk+1,P(Y |X)) ≥ ˜ d(fk,fk+1).
L’algorithme tri exploite formellement cette intuition : il choisit dans
la s´ equence {f0,...,fK} la fonction fk d’indice k le plus ´ elev´ e pour laquelle
l’identit´ e triangulaire
ˆ d(fk,P(Y |X)) + ˆ d(fj,P(Y |X)) ≥ ˜ d(fk,fj), ∀j ≤ k (2.11)
est satisfaite avec toutes les fonctions pr´ ec´ edentes fj dans la s´ equence.
2.3.2 L’algorithme ADJ
L’algorithme adj (Schuurmans et Southey 2001) en est aussi un de s´ e-
lection de mod` eles, fond´ e sur des intuitions similaires ` a tri. adj exploite les
donn´ ees non-´ etiquett´ ees pour ajuster† les erreurs d’entraˆ ınement de chaque †Ajustement qui lui
donne son nom. mod` ele aﬁn de tenter de les rapprocher de l’erreur de g´ en´ eralisation. La s´ e-
lection de mod` eles est ensuite eﬀectu´ ee simplement en fonction du mod` ele
ayant l’erreur ajust´ ee la plus faible.20 M´ ethodes de r´ egularisation et m´ ethodes m´ etriques
D’un point de vue op´ erationnel, l’erreur d’entraˆ ınement ajust´ ee pour une
hypoth` ese fk (not´ ee ˆ ˆ d(fk,P(Y |X))) se calcule ainsi par adj,





En d’autres termes, l’erreur d’apprentissage de fk est ajust´ ee par un fac-
teur qui est fonction du ratio maximum observ´ e entre la « v´ eritable » dis-
tance entre fk et ses pr´ ed´ ecesseurs, et la distance mesur´ ee sur l’ensemble
d’entraˆ ınement seulement. Cet ajustement semble quelque peu ad hoc, mais
Schuurmans et Southey (2001) d´ emontrent le r´ esultat suivant, qui ´ etablit
que adj ne sous-estime pas l’erreur de g´ en´ eralisation par un facteur beau-
coup plus grand que 3, et borne donc la magnitude du sur-apprentissage
auquel l’algorithme est sujet.
Proposition 2.1 (Schuurmans) Soit fm l’hypoth` ese optimale dans la s´ e-
quence f0,f1,..., et soit fk l’hypoth` ese retenue par adj. Si (i) m ≤ k, et








Une autre proposition fournit aussi une assurance (faible) contre le sous-
apprentissage (« underﬁtting »).
Proposition 2.2 (Schuurmans) Consid´ erons une hypoth` ese fm, et sup-
posons que (i) ˆ d(fk,P(Y |X)) ≤ d(fk,P(Y |X)) pour tout 0 ≤ k ≤ m, et (ii)








pour tout 0 ≤ k < m∗, il s’ensuit que ∗En d’autres termes,
d(fm,P(Y |X)) est
suﬃsamment petit. ˆ ˆ d(fm,P(Y |X)) < ˆ ˆ d(fk,P(Y |X)) (2.15)
pour tout 0 ≤ k < m, et donc adj choisira fm plutˆ ot qu’un pr´ ed´ ecesseur.
Int´ erˆ et de ces propositions Elles d´ emontrent que adj peut s’analyser
en termes de bornes pire-cas contre le sur- et le sous-apprentissage, ´ etant
donn´ ees certaines suppositions†. De telles bornes ne peuvent pas ˆ etre ´ eta- †Schuurmans et
Southey (2001) font
cependant remarquer
que ces suppositions ne
sont toutefois pas
toujours observ´ ees en
pratique.
blies pour les m´ ethodes conventionnelles de s´ election de mod` eles dans le cas
g´ en´ eral, i.e. sans faire d’hypoth` eses distributionnelles sur les donn´ ees.2.3 M´ ethodes m´ etriques 21
2.3.3 Contributions au domaine : lorsqu’on n’a pas de don-
n´ ees non-´ etiquett´ ees
R´ ecemment, Bengio et Chapados (2001) ont propos´ e une extension
simple aux algorithmes tri et adj∗, applicable au cas o` u aucun ensemble ∗De mˆ eme que ada que
nous consid´ erons plus
bas.
non-´ etiquett´ e n’est donn´ e. Sous-tendant cette extension est l’id´ ee qu’une
fonction qui g´ en´ eralisera ad´ equatement devra se comporter sur les points
d’entraˆ ınement d’une mani` ere qui est similaire aux points qui leurs sont voi-
sins. Nous avons donc propos´ e de remplacer l’estimateur ˜ d(f,g) par un autre
qui est calcul´ e depuis un estimateur ˆ P(X) de la distribution des entr´ ees,
¯ d(f,g) = ψ

E ˆ P(X) [L(f(X),g(X))]

. (2.16)
L’estimateur ˆ P(X) est construit strictement ` a partir des donn´ ees disponibles
dans l’ensemble d’entraˆ ınement, sans faire appel ` a un ensemble non-´ etiquett´ e
s´ epar´ e. Dans nos exp´ eriences, nous avons fait appel ` a un estimateur non
param´ etrique simple, les fenˆ etres de Parzen (d´ ecrites plus bas), mais des
m´ ethodes plus sophistiqu´ ees† sont facilement envisageables. †Qui incorporent des
connaissances ` a priori
sur le probl` eme, par
exemple.
Il est ` a noter que l’estimateur de distance ¯ d(f,g) se calcule parfois ana-
lytiquement, si la forme fonctionnelle de l’estimateur ˆ P(X) s’y prˆ ete (ce qui
est le cas pour les fenˆ etres de Parzen). De fa¸ con alternative, nous pouvons
´ echantillonner un nouvel ensemble non-´ etiquett´ e de la distribution ˆ P(X) et
utiliser un estimateur de distance calcul´ e comme ˜ d(f,g).
Fenˆ etres de Parzen
Les fenˆ etres de Parzen (Parzen 1962) sont une forme simple d’estima-
tion non-param´ etrique‡ de densit´ es. La m´ ethode consiste ` a placer une fonc- ‡Non-param´ etrique:
Qui n’eﬀectue aucune
supposition quant ` a une
forme fonctionnelle ou
param´ etrique
particuli` ere dont sont
issues les donn´ ees.
tion de « noyau » ϕ(·) autour de chaque exemple d’entraˆ ınement {xi}N
i=1,
et ` a consid´ erer la somme pond´ er´ ee (et normalis´ ee) de ces noyaux comme
l’approximateur de densit´ e (en supposant qu’il existe une densit´ e pX(x) cor-














o` u hN est un hyperparam` etre de largeur de fenˆ etre (qui d´ epend, en g´ en´ eral,
du nombre d’exemples employ´ e), et VN est un coeﬃcient de normalisation§ §Ici donn´ e pour 1
dimension, mais la
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N Fig. 2.5. Estimation non-param´ etrique de densit´ e par fenˆ etre de Parzen.
Gauche : distribution sous-jacente de laquelle on tire 10 points. Droite : on
place un noyau gaussien (arbitrairement, h10 = 0.5 ici) sur chaque point; la
somme donne l’estimateur de densit´ e.
La ﬁgure 2.5 illustre cette estimation par un exemple simple de quelques
points tir´ es d’une distribution log-normale. La largeur de fenˆ etre h10 est ﬁx´ ee
arbitrairement dans cet exemple, mais elle peut ˆ etre d´ etermin´ ee en pratique
par des heuristiques motiv´ ees sur des bases asymptotiques (Scott 1992)
ou, plus formellement, par validation crois´ ee (Stone 1974).
On peut montrer que sous certaines conditions (voir par exemple De-
vroye, Gy¨ orfi et Lugosi (1996)), l’estimateur ˆ pX(x) est coh´ erent et converge∗ ∗ ` A divers degr´ es,
d´ ependant des
conditions impos´ ees.
vers pX(x) lorsque N → ∞.
Extension des r´ esultats th´ eoriques
Les r´ esultats bornant le sur- et le sous-entraˆ ınement de adj pr´ esent´ es aux
propositions 2.1 et 2.2 ci-haut se g´ en´ eralisent assez ais´ ement au cas ´ etendu
o` u un estimateur de la densit´ e des entr´ ees est utilis´ e plutˆ ot qu’un ensemble
non-´ etiquett´ e tir´ e de la v´ eritable distribution. Les d´ emonstrations compl` etes
seront fournies dans un article de revue pr´ esentement en pr´ eparation.
2.4 Double-combo m´ etrique r´ egularis´ e : ada
R´ ecemment, une m´ ethode de r´ egularisation adaptative† employant les †D’o` u provient le nom
ada. notions m´ etriques d´ ecrites pr´ ec´ edemment a ´ et´ e introduite par Schuurmans
et Southey (2001). Cette m´ ethode se veut plus robuste que celles de s´ elec-
tion de mod` eles car elle ne d´ epend pas d’une d´ ecomposition distr` ete d’une
classe de fonctions maˆ ıtresse, et n’est pas sujette aux instabilit´ es qui en
d´ ecoulent‡. La r´ egularisation utilise ici les donn´ ees non-´ etiquett´ ees pour p´ e-
‡Car les r´ esultats de la
s´ election d´ ependent, en
g´ en´ eral, de la mani` ere
dont la classe est
d´ ecompos´ ee en
sous-classes.2.4 Double-combo m´ etrique r´ egularis´ e : ada 23
naliser plus ﬁnement les fonctions individuelles selon un crit` ere appropri´ e.
L’essence du crit` ere ada est simple : plutˆ ot que de chercher ` a optimiser
uniquement le crit` ere d’entraˆ ınement, il tente conjointement de trouver des
fonctions qui se comportent de mani` ere similaire ` a la fois sur les exemples
d’entraˆ ınement ainsi que dans leur voisinage∗. ` A cet eﬀet, on note les ´ ecarts ∗En plus, bien sˆ ur, de
pr´ esenter une bonne
performance sur le
crit` ere d’entraˆ ınement.
entre une hypoth` ese et une fonction de r´ ef´ erence φ(·) qui sert « d’origine ».
Pour les probl` emes de r´ egression, la fonction φ(·) est g´ en´ eralement prise
comme ´ etant simplement la constante z´ ero ou encore la moyenne des valeurs
cibles {yi} dans l’ensemble d’entraˆ ınement.
Plusieurs formes de r´ egularisation ont ´ et´ e compar´ ees par Schuurmans
et Southey (2001), et celle pr´ esentant les meilleurs r´ esultats exp´ erimentaux
corrige la fonction objective originale par un terme multiplicatif, ce qui m` ene
au probl` eme d’optimisation suivant,
min
f∈F









o` u, comme ci-haut, ˆ d(f,P(Y |X)) est le crit` ere original d’entraˆ ınement, ˜ d(f,φ)
est la distance entre f et φ estim´ ee sur l’ensemble non-´ etiquett´ e, et ˆ d(f,φ)
est la distance estim´ ee sur les entr´ ees de l’ensemble d’entraˆ ınement.
Mettant de cˆ ot´ e les diﬃcult´ es d’optimisation num´ erique d’un tel crit` ere†,
ada tire son grand avantage de son adaptativit´ e : la r´ egularisation qu’il eﬀec-
tue est d´ ependante des particularit´ es de l’ensemble d’entraˆ ınement, et n’est
pas soumise ` a une p´ enalisation ﬁx´ ee. Ceci permet ` a l’algorithme d’agir plus
agressivement pour pr´ evenir le sur-apprentissage lorsque l’ensemble d’en-
traˆ ınement contient des « cas pathologiques », ce qu’aucun r´ egulariseur ﬁxe
(mˆ eme optimal) ne saurait faire, pour la mˆ eme distribution d’entr´ ees.
2.4.1 Contribution au domaine : lorsqu’on n’a pas de don-
n´ ees non-´ etiquett´ ees
L’extension de Bengio et Chapados (2001) d´ ecrite pr´ ec´ edemment, qui
utilise un estimateur non-param´ etrique de la distribution des entr´ ees au lieu
d’un ensemble distinct de donn´ ees non-´ etiquett´ ees, s’applique ´ egalement au
crit` ere ada.
Les r´ esultats exp´ erimentaux obtenus dans le rapport pr´ ecit´ e, ` a la fois
sur des probl` emes synth´ etiques et r´ eels, montrent que les versions ´ etendues
de tri, adj, et ada ne sont jamais statistiquement signiﬁcativement pires
†Ces diﬃcult´ es d’optimisation ne sont pas compl` etement n´ egligeables; en pratique, il
est n´ ecessaire d’eﬀectuer plusieurs r´ ep´ etitions ind´ ependantes d’une optimisation ` a base de
gradient pour ´ eviter de sombrer dans un mauvais minimum local. Nous avons aussi eu un
certain succ` es avec des m´ ethodes ` a barri` eres pour l’optimisation non lin´ eaire (d´ ecrites plus
bas) qui, en d´ epit de leur lenteur, semblent assez robustes aux minima locaux.24 M´ ethodes de r´ egularisation et m´ ethodes m´ etriques
que les algorithmes originaux (ces derniers ayant n´ eanmoins acc` es ` a de l’in-
formation suppl´ ementaire sous forme d’un ensemble non-´ etiquett´ e), et sont
parfois signiﬁcativement meilleures∗. De plus, la version ´ etendue de ada est, ∗La cause de cet
avantage reste ` a
´ elucider.
empiriquement, extrˆ emement robuste ` a la largeur de fenˆ etre de l’estima-
teur de Parzen, et n’a pas besoin d’ajustements minutieux pour pr´ esenter
d’excellentes performances.
2.4.2 Contribution au domaine : optimisation non-lin´ eaire
sous contraintes
Une avenue possible pour mitiger les diﬃcult´ es d’optimisation num´ erique
pr´ esent´ ees par l’´ eq. (2.20) est de r´ esoudre un probl` eme contraint en dimen-
sionalit´ e sup´ erieure. Le probl` eme original se reformule ainsi, en rempla¸ cant
le facteur max(·,·) par une variable contrainte θ,
min
f∈F
ˆ d(f,P(Y |X))θ, (2.21)
sous les contraintes
ˆ d(f,φ)θ − ˜ d(f,φ) ≥ 0, (2.22)
˜ d(f,φ)θ − ˆ d(f,φ) ≥ 0, (2.23)
θ ≥ 0. (2.24)
Ce probl` eme peut d` es lors se transformer en un probl` eme non-contraint en in-
corporant ` a l’objectif principal des termes de « barri` ere » correspondant aux
contraintes (Fiacco et McCormick 1990; Hillier et Lieberman 2000),
et admet une solution suivant une m´ ethode d’optimisation non-lin´ eaire clas-
sique (par ex. ` a base de gradient, cf. Bertsekas (2000)).
Quelques exp´ eriences pr´ eliminaires avec ce crit` ere semblent indiquer qu’il
est moins sensible aux minima locaux que le crit` ere original, ´ eq. (2.20), mais
sa lenteur d’utilisation avec nos codes existants nous a pouss´ e ` a remettre
une consid´ eration d´ etaill´ ee ` a plus tard.
2.4.3 Travail futur
Les r´ esultats de nos travaux les plus r´ ecents ont ´ et´ e publi´ es dans ?) et
?). Nous travaillons pr´ esentement ` a ´ etendre les m´ ethodes m´ etriques utilisant
des exemples non ´ etiquett´ es (r´ eels ou g´ en´ er´ es par un mod` ele de densit´ e) au
probl` eme de s´ election d’hyperparam` etres pour la pr´ evision de s´ eries chrono-




Ce chapitre introduit une direction de recherche que nous entendons
poursuivre au cours des prochains mois, et qui applique les algorithmes d’ap-
prentissage ` a la gestion de portefeuille. Il se veut plus sp´ eculatif en nature
que les r´ esultats pr´ esent´ es au chapitre pr´ ec´ edent, et cherche ` a identiﬁer des
avenues prometteuses d’un point de vue th´ eorique et pratique∗. ∗Et ﬁnancier!
Nous ´ etablissons d’abord le cadre de gestion de portefeuille que nous
consid´ erons, et expliquons en quoi les approches classiques de valorisation
de produits d´ eriv´ es sont d´ efaillantes pour les ﬁns recherch´ ees. Nous pr´ esen-
tons ensuite un mod` ele d’investissement optimal bas´ e sur la programmation
dynamique, et terminons par une revue des m´ ethodes d’approximation les
plus prometteuses utilisant les algorithmes d’apprentissage.
Le lecteur trouvera pertinent de consulter un rapport cirano conjoint
qui pr´ esente les r´ esultats obtenus jusqu’` a maintenant par l’´ equipe du labo-
ratoire lisa sur la gestion de portefeuille d’options par algorithmes d’ap-
prentissage.
3.1 Contexte : transiger options et autres
produits d´ eriv´ es
3.1.1 Rappel : sur les options et leurs strat´ egies
Les deux types fondamentaux d’options sont les options d’achat et les
options de vente ; la premi` ere conf` ere ` a son d´ etenteur le droit d’acheter une
action sous-jacente, ` a une date ult´ erieure d´ etermin´ ee (dite date de maturit´ e
ou d’´ ech´ eance) pour un prix ﬁx´ e d’avance (dit prix d’exercice). L’option de
vente est similaire, mais conf` ere le droit de vendre. Le gain d’une option
(payoﬀ ) est la valeur de l’option ` a la date de maturit´ e T. Soit ST le prix du
sous-jacent ` a cette date, et K le prix d’exercice de l’option. Le gain d’une
option d’achat est donn´ e par
gainachat(ST) = max(ST − K,0).26 Programmation dynamique approximative
De fa¸ con sym´ etrique, le gain d’une option de vente est donn´ e par
gainvente(ST) = max(K − ST,0).
L’int´ erˆ et principal des options tient en cette non-lin´ earit´ e dans la fonction de
gain ` a maturit´ e. Le proﬁt d’une option exerc´ ee ` a maturit´ e est ´ egal au gain tel
que ci-haut duquel on d´ eduit le prix d’achat initial de l’option. On distingue
une position longue, dans laquelle l’investisseur ach` ete une option et avec elle
les droits qu’elle conf` ere, d’une position courte, dans laquelle l’investisseur
vend une option et s’engage ` a honorer les obligations correspondantes envers
l’acheteur. La ﬁgure 3.1 (a) et (b) illustre le proﬁt d’une position longue
dans une option d’achat et de vente respectivement. Le proﬁt d’une position
courte est la sym´ etrique de ces courbes par rapport ` a l’abcisse.
Les strat´ egies d’options consistent ` a constituer un portefeuille form´ e de
plusieurs options (g´ en´ eralement avec la mˆ eme date d’´ ech´ eance mais des prix
d’exercice diﬀ´ erents)∗, et ainsi synth´ etiser une fonction de proﬁt qui cor- ∗Sauf pour les
« calendar spreads ». respond aux perspectives de l’investisseur sur l’´ evolution du prix du sous-
jacent. Plusieurs exemples classiques de ces strat´ egies sont illustr´ es ` a la ﬁ-
gure 3.1 (c)–(h). Ces exemples tracent le proﬁt de diﬀ´ erents portefeuilles en
fonction du prix ﬁnal du sous-jacent.
3.1.2 Objectifs de la recherche propos´ ee
Tr` es peu de trait´ es de « gestion moderne de portefeuille† » incluent les †Que nous passons
rapidement en revue
en §3.3.
produits d´ eriv´ es—tels que les options—comme v´ ehicule de placement bona
ﬁde. Il est cependant bien connu (Hull 2000) que ces produits permettent
de r´ ealiser des strat´ egies de couverture (hedging) et de sp´ eculation qui sont
impossibles ` a r´ epliquer facilement autrement‡. ‡ ` A moins d’autoriser des
transactions gratuites en
temps continu pour
r´ epliquer le produit
d´ eriv´ e, ce que nous
n’admettons pas, comme
nous le d´ etaillons plus
bas.
Depuis peu, certains auteurs commencent ` a consid´ erer les produits d´ eri-
v´ es du point de vue formel de leur proﬁl risque–rendement (Korn et Wil-
mott 1998), aﬁn de les traiter avec les outils de la th´ eorie des portefeuilles
dynamiques optimaux (Merton 1969; Pliska 1986; Duffie 1996; Korn
1997). Certains r´ esultats ont ´ et´ e obtenus au sujet du probl` eme du porte-
feuille d’options optimal§ en temps continu (Korn et Trautmann 1999;
§Ce probl` eme est
int´ eressant du point de
vue th´ eorique car il est
un sur-ensemble strict
du portefeuille d’actions
optimal : toute action
peut en eﬀet ˆ etre
consid´ er´ ee comme une
option d’achat avec un
prix d’exercice de z´ ero.
Korn et Korn 2001). Cependant, toutes ces approches reposent sur des
suppositions fortes sur la dynamique des actifs et les propri´ et´ es des march´ es
ﬁnanciers, suppositions que nous analysons et dont nous questionnons les
fondements plus bas.
Au contraire, l’approche que nous proposons est fond´ ee sur un ensemble
d’hypoth` eses tr` es r´ eduit concernant le comportement des actifs ﬁnanciers,
essentiellement en se basant sur des r´ ealisations pass´ ees (i.e. des donn´ ees
historiques) de trajectoires d’actifs. Nous mettons de l’avant un mod` ele de
programmation dynamique qui oﬀre certaines garanties d’optimalit´ e quant3.1 Contexte : transiger options et autres produits d´ eriv´ es 27
J Fig. 3.1. Proﬁl de
proﬁt net de diﬀ´ erents
portefeuilles d’options
sur un mˆ eme sous-jacent
en fonction du prix du
sous-jacent ` a maturit´ e
ST. Ces portefeuilles






(b) Option de vente
simple.
(c–e) Spreads
permettant de sp´ eculer
sur une faible variation
` a la hausse ou ` a la
baisse du sous-jacent.
(f) Butterﬂy spread
permettant de sp´ eculer


























(c) Bull spread (opt. d'achat)
(e) Bear spread (opt. d'achat)
(h) Strangle (g) Straddle
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` a la strat´ egie d’investissement ` a r´ ealiser. Cependant, la version « na¨ ıve » du
mod` ele (§3.4) souﬀrira de contraintes calculatoires reli´ ees ` a la mal´ ediction
de la dimensionalit´ e ainsi qu’` a la caract´ erisation du comportement al´ eatoire
des actifs ﬁnanciers. Nous pr´ esentons des solutions (§3.5) bas´ ees sur les
algorithmes d’apprentissage, que nous croyons eﬃcaces dans l’aplanissement
de ces cahots.
L’une des perspectives les plus excitantes de ce travail est la possibilit´ e de
« red´ ecouvrir » les strat´ egies de la ﬁgure 3.1 enti` erement par apprentissage
statistique. Cette perspective, si elle se conﬁrme, ouvre ´ egalement la voie ` a
des strat´ egies plus complexes mettant simultan´ ement en oeuvre un nombre
beaucoup plus grand de produits d´ eriv´ es. Finalement, nous laissons entre-
voir la possibilit´ e (encore tr` es sp´ eculative) de valoriser les produits d´ eriv´ es
par un principe nouveau, celui de la strat´ egie transactionnelle optimale, par
opposition au principe classique qui implique une strat´ egie de couverture ou
de r´ eplication.
3.2 Valorisation des options : la th´ eorie
classique
Aﬁn d’´ etablir un point de r´ ef´ erence pour le lecteur, nous r´ esumons ici
bri` evement les ´ el´ ements fondamentaux qui sous-tendent la th´ eorie classique
de valorisation des options, qui sont les produits d´ eriv´ es que nous souhaitons
principalement consid´ erer.
3.2.1 Le mod` ele de Black–Scholes
Le mod` ele de Black–Scholes (Black et Scholes 1973; Merton 1973)∗ ∗Harrison et Kreps
(1979) introduisent une
approche alternative de
valorisation bas´ ee sur la
mesure martingale





est ` a la base d’une th´ eorie « rationnelle » de valorisation des options et
autres produits d´ eriv´ es : il se fonde sur l’id´ ee que le juste prix d’une option
devrait ˆ etre le prix qu’il en coˆ ute ` a un investisseur pour r´ epliquer avec un
risque nul le gain (payoﬀ ) de l’option.
Consid´ erons le cas d’une option sur une action comme seul actif sous-
jacent, et dont le prix est not´ e S. Nous eﬀectuons l’hypoth` ese (trop forte)
que le sous-jacent ob´ eit ` a une marche al´ eatoire log-normale (mouvement
brownien g´ eom´ etrique),
dS = µS dt + σ S dW, (3.1)
o` u µ est le taux de rendement d´ eterministe de l’actif (la « tendance » ou
« drift »), σ est la volatilit´ e, et dW = 
√
dt avec  ∼ N(0,1) correspond ` a
l’accroissement d’un processus de Wiener standard.
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1. l’investisseur peut ´ eliminer le risque d’une position d’options en d´ ete-
nant une position oppos´ ee ´ equivalente dans le sous-jacent∗, et peut tou- ∗Un principe appel´ e
« delta-hedging ». jours maintenir cette position en rebalan¸ cant ce portefeuille en temps
continu sans frais de transactions,
2. il n’y a aucune possibilit´ e d’arbitrage sur les march´ es ﬁnanciers, c’est-
` a-dire qu’un investissement de risque nul doit avoir un rendement ´ egal
au taux sans risque en vigueur dans l’´ economie,
alors Black et Scholes ont montr´ e que toute option, dont la valeur est not´ ee
V (S,t) (une fonction du prix du sous-jacent S et du temps), doit ob´ eir ` a










− rV = 0. (3.2)
Cette ´ equation contient les mˆ emes param` etres que l’´ eq. (3.1), ` a l’exception
de la tendance µ du sous-jacent qui est remplac´ ee par le taux d’int´ erˆ et sans
risque r. C’est l’une des caract´ eristiques remarquables du mod` ele de Black–
Scholes que d’obtenir une solution pour le prix d’une option qui ne d´ epend
pas de la tendance pr´ evisible dans le prix du sous-jacent, mais uniquement
du comportement impr´ evisible qui est amalgam´ e dans un param` etre de vo-
latilit´ e σ.
La solution de cette ´ equation pour les conditions ﬁnales ou fronti` eres
appropri´ ees donne la valeur de l’option pour tout S et t. Par exemple, pour
une option d’achat europ´ eenne†, dont le gain ` a maturit´ e T est donn´ e par †Qui ne peut s’exercer
qu’` a maturit´ e, au
contraire d’une
am´ ericaine qui peut
s’exercer ` a tout moment
jusqu’` a maturit´ e.
V (S,T) = max(S − K,0), (3.3)
o` u K est le prix d’exercice, nous obtenons la solution analytique de l’´ eq. (3.2)‡,
‡Par simplicit´ e, nous
omettons ici un ´ eventuel
ﬂux de dividendes que
verse le sous-jacent.
V (S,t) = SΦ(d1) − Ke−r(T−t)Φ(d2), (3.4)
d1 =






d2 = d1 − σ
√
T − t,
o` u Φ(·) est la fonction de r´ epartition de la distribution normale centr´ ee
r´ eduite.
Des formules analytiques s’obtiennent pour certains autres types de con-
trats « simples »; autrement, on doit recourir ` a une vari´ et´ e de m´ ethodes
num´ eriques pour r´ esoudre l’´ eq. (3.2) (voir, par ex., Wilmott (1998) pour
un aper¸ cu de ce tr` es vaste domaine).
3.2.2 Limites de Black–Scholes et extensions
Le mod` ele de Black–Scholes repose sur un ensemble d’hypoth` eses qui
sont toutes plus ou moins fausses ` a divers degr´ es (Wilmott 1998). Il est30 Programmation dynamique approximative
utile de passer ces suppositions rapidement en revue, et d’identiﬁer dans
quelle mesure elles aﬀectent la valorisation.
Les sous-jacents suivent un mouvement Brownien g´ eom´ etrique Il
s’agit de l’hypoth` ese que le sous-jacent ´ evolue v´ eritablement selon l’´ eq. (3.1).
Bon nombre de r´ esultats r´ ecents en ´ econom´ etrie ﬁnanci` ere rejettent (statis-
tiquement) cette hypoth` ese ` a des degr´ es divers∗. ∗Voir Campbell, Lo et
MacKinlay (1997)
pour une revue de cette
litt´ erature.
Plusieurs extensions ont ´ et´ e propos´ ees au mouvement brownien pour ex-
pliquer des ph´ enom` enes observ´ es en pratique, tels que les « queues ´ epaisses »
de la distribution des rendements et les « sourires » (smiles) dans les courbes
de volatilit´ e implicite† ; nous notons ici simplement les mod` eles de diﬀusion
avec saut (Merton 1976), les mod` eles ` a volatilit´ e autor´ egressive condition-
nelle ARCH/GARCH (Engle 1982; Bollerslev 1986), et les mod` eles ` a
volatilit´ e stochastique comme ceux de Hull et White (1987) et Heston
(1993).
En d´ epit de leurs sp´ eciﬁcit´ es, tous ces mod` eles ont cependant ` a leur
base une composante de diﬀusion similaire ` a celle du mouvement brownien
g´ eom´ etrique. Nous pensons que mˆ eme cette hypoth` ese peut ˆ etre trop forte
pour expliquer les rendements d’actifs ﬁnanciers. Comme l’indique Camp-
bell, Lo et MacKinlay (1997, p. 364) ` a propos de la mod´ elisation par
processus stochastiques en temps continu,
« The speciﬁcation of a continuous-time stochastic process
(...) includes an inﬁnity of parametric assumptions. Therefore,
the convenience that continuous-time stochastic processes aﬀords
(...) should be weighted carefully against the many implicit as-
sumptions that come with it. »
Rebalancement du portefeuille en temps continu Ceci est claire-
ment impossible; le portefeuille ne peut ˆ etre rebalanc´ e qu’en temps discret.
L’eﬀet du rebalancement en temps discret a ´ et´ e consid´ er´ e par Boyle et
Emanuel (1980) et Mercurio et Vorst (1997). Nous pr´ esentons quelques
r´ esultats de simulation ` a la ﬁgure 3.2 qui illustrent en termes simples l’im-
pact optimiste de rebalancer en temps discret.
Nous constatons clairement que la distribution des proﬁts exc´ edentaires
(c’est-` a-dire en net du proﬁt initial obtenu en vendant l’option) a une queue
†Le param` etre de volatilit´ e σ est le seul qui ne soit pas observable dans le mod` ele de
Black–Scholes. La volatilit´ e implicite est la valeur de ce param` etre qui ´ egalise les prix
d’un mod` ele—par exemple Black–Scholes—avec ceux mesur´ es sur le march´ e. Lorsqu’on
trace cette volatilit´ e implicite en fonction du prix d’exercice d’une option, on obtient
empiriquement une courbe qui ressemble ` a un sourire (ou une grimace), plutˆ ot qu’une
droite horizontale comme l’indiquerait le mod` ele de Black–Scholes. C’est l’un des paradoxes
de ce mod` ele, et beaucoup de solutions ont ´ et´ e propos´ ees pour y rem´ edier ` a des degr´ es
divers (Hull 2000; Wilmott 1998).3.2 Valorisation des options : la th´ eorie classique 31
J Fig. 3.2. Distribution
des proﬁts exc´ edentaires
obtenus en couvrant une
option par
rebalancements discrets
(« delta hedging »), en
supposant que l’actif
suit l’´ eq. (3.1), sous la
marche risque neutre
(µ = r). Chaque
histogramme est le
r´ esultat de 2000
simulations de Monte
Carlo, pour une option
d’achat at-the-money au
temps t = 0. Nous
supposons que les
march´ es sont ouverts
24/7.
(a) 13 rebalancements (1 semaine)







(b) 90 rebalancements (1 jour)







(c) 1080 rebalancements (2 heures)







(d) 8640 rebalancements (15 min.)







n´ egative tr` es ´ epaisse, et ce mˆ eme en rebalan¸ cant tr` es fr´ equemment et sous
les hypoth` eses optimistes suivantes :
– Le sous-jacent suit un mouvement brownien g´ eom´ etrique.
– Le sous-jacent a le mˆ eme taux de rendement que l’actif sans risque.
– Les march´ es sont toujours ouverts et permettent de rebalancer en tout
temps.
Le mod` ele de Black–Scholes est obtenu dans la limite d’une inﬁnit´ e de reba-
lancements, et devrait donner une distribution avec un pic ` a z´ ero. Cependant
cette convergence est lente, et le rebalancement discret implique des risques
substantiels.
Aucun frais de transaction G´ en´ eralement, le niveau des frais de tran-
saction dans un march´ e dicte la fr´ equence des rebalancements, ce qui a un
impact direct sur le prix de l’option tel que d´ emontr´ e ci-haut. Le premier
mod` ele de l’eﬀet des frais de transaction pour des options standard∗ a ´ et´ e ∗Dites « plain-vanilla »,
c’est-` a-dire des options
d’achat et de vente
europ´ eennes.
celui de Leland (1985), qui impose un rebalancement du portefeuille non
pas en temps continu, mais ` a des intervalles distrets δt, o` u δt est un petit d´ e-
lai ﬁxe et ﬁni. Cette supposition r´ esulte en un ajustement de la volatilit´ e par
un facteur proportionnel aux frais, en supposant une structure multiplicative
pour ces derniers,
frais = κ|ν|S,32 Programmation dynamique approximative
si ν parts sont achet´ ees ou vendues au prix S, avec κ une constante.
L’analyse de Leland est ´ etendue (entre autres) par Hoggard, Whalley
et Wilmott (1994) ` a des options et portefeuilles arbitraires, et r´ esulte en






















− rV = 0. (3.5)
Cette ´ equation est l’un des premiers mod` eles non-lin´ eaires en ﬁnance. L’ef-
fet de cette non-lin´ earit´ e—commune ` a tous les mod` eles de frais—est fonda-
mental : la somme de deux solutions de l’´ equation n’est pas n´ ecessairement
elle-mˆ eme une solution. En d’autres termes, le prix d’une option ne peut ˆ etre
determin´ e ind´ ependamment de la composition du reste du portefeuille; la
valeur du portefeuille n’est pas ´ egale ` a la somme de la valeur de ses consti-
tuantes. Sous un mod` ele de frais de transaction, le prix d’une option ne
s’´ etablit pas de mani` ere unique; ce prix d´ epend du contexte (i.e. le porte-
feille) dans lequel l’option est transig´ ee.
Il n’y a pas d’opportunit´ es d’arbitrage Finalement, l’´ equation de
Black–Scholes repose sur la « loi du prix unique », ou l’absence d’arbitrage,
omnipr´ esente dans toute la th´ eorie ﬁnanci` ere moderne∗ : un investissement ∗Souvent cit´ ee comme
« premi` ere loi de la
thermodynamique
ﬁnanci` ere ».
initial nul ne devrait pas g´ en´ erer de proﬁt sans risque. En pratique, ´ evidem-
ment, de telles occasions existent, et certains acteurs des march´ es ﬁnanciers
gagnent (g´ en´ ereusement) leur vie ` a les trouver.
Comme l’indiquent Lo et MacKinlay (1999, p. 16), « Market opportu-
nities need not be market ineﬃciencies ». Il est enti` erement concevable que
la d´ ecouverte de ces occasions d’arbitrage soient la juste r´ ecompense d’un
risque couru† et non l’eﬀet d’une irrationalit´ e sans fondement th´ eorique. †Par exemple, ` a chercher
l’eﬀet de « frictions »
sur les march´ es.
En seconde analyse, cette hypoth` ese d’absence d’arbitrage est d’une am-
pleur diﬃcile ` a quantiﬁer : d’une part, les occasions d’arbitrage sont rares
et rapidement corrig´ ees par les march´ es, et il est sage de ne pas compter
sur elles pour fonder une th´ eorie. D’autre part, pr´ ecis´ ement parce que toute
la th´ eorie de valorisation des produits d´ eriv´ es repose sur l’absence compl` ete
d’arbitrage, tout ´ ecart de ces conditions aura des cons´ equences diﬃciles ` a
anticiper.
3.2.3 Mod` eles non param´ etriques
La complexit´ e ´ elev´ ee des mod` eles r´ ecents de valorisation d’options, qui
visent tous ` a palier aux d´ eﬁciences du mod` ele de Black–Scholes a pouss´ e
certains chercheurs vers les m´ ethodes non-param´ etriques de valorisation. Ces
mod` eles semblent tout indiqu´ es pour les options, en permettant de capturer3.3 Programmation dynamique et gestion de portefeuille 33
des d´ ependances non-lin´ eaires sans faire d’hypoth` eses param´ etriques parti-
culi` eres.
Un premier pas dans cette direction est celui de Hutchinson, Lo et
Poggio (1994), qui entraˆ ınent un r´ eseau ` a fonctions de bases radiales∗ ` a
∗Qui sont similaires aux
MLP du premier
chapitre, mais avec un
noyau gaussien plutˆ ot
que Tanh comme
non-lin´ earit´ e dans la
couche cach´ ee.
apprendre la fonction de prix du mod` ele de Black–Scholes, sous l’hypoth` ese,
bien sˆ ur, que ce mod` ele est correct†. Des travaux similaires (Garcia et
†Le lecteur astucieux
aura compris que c’est
pr´ ecis´ ement ce qu’on
cherche ` a ´ eviter.
Gen¸ cay 2000) ont utilis´ e les prix du march´ e comme cibles de l’entraˆ ınement
d’un r´ eseau de neurones, mais ils sont tous bas´ es sur l’hypoth` ese que le
march´ e valorise correctement, autrement dit que les prix du march´ e r´ eﬂ` etent
ad´ equatement la valeur intrins` eque des titres.
Nous pensons, au contraire, que mˆ eme cette hypoth` ese est trop forte :
de plus en plus de r´ esultats empiriques sugg` erent que les march´ es ne sont
pas parfaitement eﬃcients‡, et n’incorporent pas « instantan´ ement » dans ‡Voir Samuelson
(1965) pour une
« preuve » classique de
l’eﬃcience des march´ es.
les prix toute l’information disponible ` a propos d’un titre (Campbell, Lo
et MacKinlay 1997; Lo et MacKinlay 1999). En termes concrets, les
march´ es peuvent parfois ˆ etre biais´ es, ineﬃcients, et victimes de bulles irra-
tionnelles.
Il serait donc souhaitable de mettre au point et d’´ evaluer un mod` ele
de valorisation ou de transaction non-param´ etrique bas´ e sur un minimum
d’hypoth` eses, sans mˆ eme compter sur la validit´ e des prix observ´ es sur le
march´ e (ce mod` ele peut cependant se baser sur les prix observ´ es comme
r´ ef´ erence contre laquelle transiger). C’est ce que nous tentons d’accomplir
par le travail de recherche propos´ e.
3.3 Programmation dynamique et gestion de
portefeuille
Le mod` ele « fondateur » de la gestion moderne de portefeuille est celui
de Markowitz (1959), qui repr´ esente les actifs ﬁnanciers par leurs rende-
ments esp´ er´ es ainsi que la covariance entre ces rendements§. L’investisseur §En les supposant
gaussiens. rationnel, sous ce mod` ele, porte son attention sur les portefeuilles situ´ es sur
la fronti` ere eﬃciente, constitu´ ee de ces portefeuilles dont le rendement est
maximis´ e pour un niveau de risque donn´ e. Il eﬀectue ensuite son choix ﬁnal
en fonction de son niveau d’aversion au risque.
En d´ epit de sa simplicit´ e conceptuelle et de sa facilit´ e d’implantation,
le mod` ele de Markowitz souﬀre du d´ efaut d’ˆ etre myope : il optimise les
d´ ecisions au d´ ebut d’une seule p´ eriode, sans tenir compte de l’information
qui devient disponible au cours de la p´ eriode, ou du fait qu’un investisseur34 Programmation dynamique approximative
prendra g´ en´ eralement des d´ ecisions sur un grand nombre de p´ eriodes au
cours de sa vie.
Les mod` eles de programmation dynamique pour les choix de portefeuille
visent tous ` a rem´ edier ` a ces d´ eﬁciences du mod` ele de Markowitz, et cherchent
` a optimiser globalement une s´ equence de d´ ecisions d’allocation∗. Ces mo- ∗Ainsi g´ en´ eralement que




d` eles ont une longue histoire en ﬁnance, depuis les mod` eles en temps dis-
cret de Samuelson (1969) et Mossin (1968), jusqu’aux mod` eles en temps
continu (sous le nom de contrˆ ole stochastique) commen¸ cant avec Merton
(1969). Duffie (1996), Korn (1997), et Korn et Korn (2001) fournissent
un bon aper¸ cu des r´ esultats r´ ecent dans ce domaine.
3.3.1 Contrˆ ole stochastique optimal
Nous pr´ esentons ici un tr` es bref sommaire de l’allocation bas´ ee sur le
contrˆ ole stochastique optimal (Krylov 1980; Bertsekas 2001), puisque
cette forme se prˆ ete bien ` a une discr´ etisation et un traitement par program-
mation dynamique, ce que nous introduisons dans la section suivante. Le
pr´ esent traitement est vaguement inspir´ e (avec simpliﬁcations) de Merton
(1969) (voir aussi Merton (1990)). Il est ` a noter qu’une approche en temps
continu tr` es diﬀ´ erente, dite par « martingales » (Pliska 1986), jouit d’une
grande attention depuis quelques ann´ ees en raison des simpliﬁcations ana-
lytiques consid´ erables qu’elle autorise par rapport au contrˆ ole stochastique
optimal; cependant, puisque notre but n’est pas principalement l’´ el´ egance
symbolique, nous en restons avec la premi` ere approche, qui se veut d’esprit
plus rapproch´ e du mod` ele que nous pr´ esentons ci-bas†. †L’approche par
martingales est aussi
fond´ ee sur un nombre
plus grand d’hypoth` eses
qui sont diﬃciles ` a
outrepasser en vue
d’atteindre un mod` ele
non-param´ etrique.
Nous pr´ esentons ici un mod` ele simple de consommation et d’investisse-
ment, avec partage entre un seul actif risqu´ e et l’actif sans risque. Soit W(t)
la richesse de l’individu au temps t, c(t) son ﬂux de consommation agr´ eg´ e, et
α(t) la proportion de sa richesse investie dans l’actif risqu´ e. L’horizon d’in-
vestissement est t ∈ [0,T]. Nous supposons l’individu r´ egi par une utilit´ e de
consommation u(c(t),t), ainsi qu’une utilit´ e de richesse terminale B(W(T)).
L’investisseur cherche ` a prendre les d´ ecisions d’investissement et d’allocation
qui maximisent son utilit´ e totale esp´ er´ ee, ce qui m` ene naturellement au pro-
bl` eme variationnel suivant, o` u J(W(t),t) repr´ esente la valeur d’une richesse









sous la contrainte de budget qui r´ egit la variation instantan´ ee dW(t) de la
valeur du portefeuille au temps t,






(3.7)3.4 Mod` ele de PD pour transiger des options 35
o` u dz est un incr´ ement stochastique, par exemple issu d’un mouvement
brownien, et avec la richesse initiale W(0) donn´ ee.
Une solution ` a ce probl` eme est constitu´ ee de deux fonctions, α(t) et c(t),
et s’obtient en r´ esolvant une ´ equation de Hamilton–Jacobi–Bellman∗. ∗Voir, par exemple,
Viala et Briys (1995),
pour une d´ erivation
simple. 3.3.2 Suppositions de la programmation dynamique
Le probl` eme continu ci-haut se discr´ etise naturellement, et se pr´ esente
alors ais´ ement sous forme d’un probl` eme de programmation dynamique, ce
que nous abordons en d´ etails dans la section suivante. Il est utile de garder ` a
l’esprit les suppositions qui sous-tendent les « promesses d’optimalit´ e » des
solutions obtenues :
– L’investisseur est eﬀectivement r´ egi par l’utilit´ e sp´ eciﬁ´ ee, qui est ind´ e-
pendante d’une p´ eriode ` a la suivante.




On ne peut mettre assez l’accent sur l’importance de ce dernier point.
C’est l` a le frein principal ` a l’utilisation concr` ete de ces m´ ethodes, et
les m´ ethodes d’approximation propos´ ees en §3.5 visent pr´ ecis´ ement
` a ´ eviter une sp´ eciﬁcation ` a priori, mais permettre l’estimation (d’une
fonction) de la distribution ` a partir de donn´ ees historiques.
– Finalement, les mod` eles de programmation dynamique sont aﬄig´ es de
la diabolique mal´ ediction de la dimensionalit´ e (Bellman 1957), qui
pr´ evoit un accroissement exponentiel de la diﬃcult´ e calculatoire avec
le nombre de dimensions du probl` eme. Les m´ ethodes d’approximation
que nous pr´ esentons sont con¸ cues dans l’esprit de la mitiger.
3.4 Mod` ele de PD pour transiger des options
La pr´ esente formulation du probl` eme de gestion optimale d’un porte-
feuille d’options est originale‡, bien qu’inspir´ ee de mod` eles d´ ej` a propos´ es en ‡Au meilleur de notre
connaissance. ﬁnance (Samuelson 1969; Bertsekas 2001). Nous croyons qu’elle se prˆ ete
bien aux m´ ethodes d’approximation bas´ ees sur les algorithmes d’apprentis-
sage, comme nous l’examinons plus bas.
3.4.1 D´ eﬁnition de l’objectif d’investissement
Horizon consid´ er´ e
Nous supposons dans ce qui suit un cadre d’investissement en temps
discret sur horizon T ﬁni, dans lequel, pour t ∈ {0,1,... T}, une p´ eriode
constante (par exemple, une journ´ ee) s’´ ecoule entre les instants t et t + 1§. §Nous sautons les
week-ends et jours f´ eri´ es.36 Programmation dynamique approximative
Dans le probl` eme-type ` a r´ esoudre, nous incluons dans le portefeuille toutes
les options (de prix d’exercice diﬀ´ erents) sur un seul titre sous-jacent∗ venant ∗Par exemple, l’indice
S&P 500. ` a ´ ech´ eance ` a la mˆ eme date, et nous cherchons une strat´ egie optimale pour les
transiger. Ces conditions permettent de limiter ` a un nombre ﬁni les p´ eriodes
` a consid´ erer†, et sont commodes pour ´ eviter les complications reli´ ees ` a la †Qui d´ epend de la dur´ ee
pendant laquelle les
contrats sont transig´ es,
g´ en´ eralement quelques
mois.
programmation dynamique sur horizon inﬁni.
Actifs et portefeuilles
D´ eﬁnition 3.1 (Portefeuille) Un portefeuille xt d´ eﬁni par rapport ` a un
ensemble d’actifs‡ At = {0,1,...,N} est le vecteur ‡Cet ensemble est ﬁxe,
mais on peut sans trop
de mal admettre des
ensembles qui varient
dans le temps, par
exemple pour consid´ erer
des contrats qui
viennent ` a ´ ech´ eance et
les nouveaux qui
commencent ` a se
transiger.
xt = (xt,0,xt,1,...,xt,N)0 (3.8)
o` u xt,0 ∈ R est la part d´ etenue dans un actif sans risque (qui fait toujours
partie de At), et xt,1,...,xt,N ∈ R sont un nombre de parts d´ etenues
dans les autres actifs (risqu´ es), avec N le nombre d’actifs risqu´ es dans le
portefeuille.
Nous ne sp´ eciﬁons pas la structure des actifs autres que l’actif sans risque;
il peut s’agir d’actions, d’obligations, ou de produits d´ eriv´ es (options, autres
contrats ` a termes). Par simplicit´ e de d´ eﬁnition, nous admettons une position
fractionnaire dans tous les actifs, que nous supposons inﬁniment divisibles§, §Nous verrons plus bas
comment r´ econcilier
cette supposition avec
une r´ ealit´ e moins
amicale.
ainsi que nous permettons les positions d´ ecouvertes (i.e. n´ egatives). De plus,
nous supposons que tous ces actifs sont valoris´ es par rapport ` a une mˆ eme
devise.
Prix d’un actif Tout actif i ∈ At suit un processus de prix en temps
discret Pt,i ∈ R+, qu’on peut assimiler au « v´ eritable » prix de l’actif. Ce
processus est observable ´ etant donn´ ee l’information disponible au temps t.
L’actif s’ach` ete au prix d’achat (ask price), d´ enot´ e Pt,i, et se vend au prix
de vente (bid price), Pt,i, tous deux ´ egalement observables ´ etant donn´ ee
l’information au temps t. Nous imposons la condition
0 < Pt,i ≤ Pt,i ≤ Pt,i.
Le prix Pt,0 de l’actif sans risque est le prix d’une obligation dont le processus
de prix s’accroit selon le taux sans risque en vigueur. Ce taux sans risque peut
ﬂuctuer ` a travers le temps, mais cette ﬂuctuation est prise en compte dans le
prix. Cette convention permet de tenir compte des questions d’actualisation
du prix des autres actifs, et fournit une fa¸ con simple d’incorporer des taux
« sans risque » stochastiques.3.4 Mod` ele de PD pour transiger des options 37
Dynamique du portefeuille
Nous supposons que l’investisseur doit liquider tous les actifs risqu´ es
avant l’atteinte du temps T, qui repr´ esente l’horizon d’investissement. En
d’autres termes, le portefeuille ﬁnal doit ˆ etre constitu´ e uniquement d’une
position dans l’actif sans risque,
xT = (xT,0,0,0,...,0)0. (3.9)
D´ eﬁnition 3.2 Une politique d’investissement π est une suite de fonc-
tions {µ0,µ1,...,µT−1}, o` u µt : RN+1 7→ RN est une fonction de d´ eci-
sion d’allocation qui donne, depuis un portefeuille au temps t, le nombre
de parts dans chaque actif risqu´ e ` a acheter ou vendre ` a cet instant.
´ Etant donn´ e une d´ ecision ut (qui peut ˆ etre le r´ esultat d’une politique d’in-
vestissement, i.e. ut = µt(xt)), le portefeuille ´ evolue selon la dynamique
donn´ ee par une fonction de transition f(xt,ut) comme suit,







o` u ∆t,0 est la variation des parts de l’actif sans risque, constitu´ e d’un terme
correspondant ` a l’achat d’autres actifs, un terme correspondant ` a la vente




















Nous admettons des frais de transactions φt,i qui d´ ependent de chaque ca-
t´ egorie d’actifs, ce qui est souvent le cas en pratique. Il sera fr´ equent de
consid´ erer des frais ` a structure multiplicative, o` u κ gouverne l’importance
du frais,
φm(x) = κ|x|. (3.15)
D´ eﬁnition 3.3 Une politique π est admissible si elle n’engendre que des
portefeuilles born´ es, pour tout portefeuille initial born´ e,
kx0k < ∞
π =⇒ kxtk < ∞, ∀t.38 Programmation dynamique approximative
Utilit´ e de l’investisseur
Nous consid´ erons le cas o` u l’investisseur ne retire aucune utilit´ e d’une
consommation imm´ ediate∗, et cherche uniquement ` a maximiser l’utilit´ e es- ∗Ses besoins de
consommation ´ etant
couverts autrement
p´ er´ ee de sa richesse terminale, ou en d’autres termes, l’h´ eritage l´ egu´ e ` a la
ﬁn T de son existence (non stochastique). Soit Π l’ensemble des politiques
admissibles. L’investisseur cherche ` a trouver une politique optimale π∗ qui




Nous supposons que la fonction d’utilit´ e ob´ eit aux conditions usuelles de la
th´ eorie ﬁnanci` ere†, c’est-` a-dire que U : (0,∞) 7→ R est une fonction continue †Voir (Viala et Briys
1995; Korn et Korn
2001), par exemple.








U0(x) = 0. (3.18)
Voici quelques exemples de fonctions d’utilit´ e qui satisfont ` a ces conditions‡, ‡Ces fonctions sont
membres d’une classe
plus g´ en´ erale, celle des
fonctions ` a « aversion
absolue pour le risque
hyperbolique en la
richesse » (hara),
(Viala et Briys 1995).
– Utilit´ e logarithmique : U(x) = ln(x)
– Utilit´ e puissance : U(x) = 1
αxα, 0 < α < 1.
3.4.2 Espace d’´ etats et r´ ecurrences
La formulation par programmation dynamique (Bellman 1957; Bert-
sekas 2001) du probl` eme (3.16) est la suivante. Nous introduisons succes-
sivement chaque ingr´ edient du mod` ele.
Structure de l’espace d’´ etats
Aﬁn de limiter l’explosion de la taille de l’espace d’´ etats, nous supposons
que les actifs ont simplement une d´ ependance de premier ordre entre eux,
c’est-` a-dire que la distribution des prix au temps t+1 d´ epend seulement de la
distribution des prix au temps t; il serait ´ evidemment possible d’accomoder
des d´ ependances d’ordre sup´ erieur ` a un coˆ ut consid´ erable en temps de calcul.
L’´ etat au temps t, ξt, est form´ e de deux composantes, une qui est contrˆ o-
l´ ee et l’autre qui ne l’est pas :
1. L’´ etat du portefeuille xt, c’est-` a-dire le nombre de parts d´ etenues dans
chaque actif, tel que d´ eﬁni par l’´ eq. (3.8). C’est la composante contrˆ o-
l´ ee.
2. Le prix d’achat Pt,i et de vente Pt,i pour chaque actif, i = 0,...,N.
C’est la composante non contrˆ ol´ ee.3.4 Mod` ele de PD pour transiger des options 39
Nous avons donc,




Forme r´ ecursive de la fonction de valeur
Soit un ´ etat ξt = (x0
t,p0
t)0, et Ut(ξt) l’ensemble des actions possibles
au temps t dans cet ´ etat; nous supposons une fonction de dynamique de
portefeuille f(xt,ut) telle qu’en l’´ eq. (3.10). Soit P(pt+1|pt) la distribution
jointe du prix des actifs au temps t + 1, conditionnelle aux prix au temps
t∗. Puisque nous supposons une utilit´ e terminale seulement et une fonction ∗Ce qui est une
approximation quelque
peu grossi` ere; pt+1
d´ epend probablement de
bien plus que pt.
de transition de la partie contrˆ ol´ ee xt de l’´ etat qui n’est pas stochastique,
la valeur optimale J∗
t (ξt) de l’´ etat ξt au temps t,0 ≤ t < T, est donn´ ee par
une r´ ecurrence de Bellman particuli` erement simple,
J∗













o` u Et d´ enote l’esp´ erance conditionnelle ` a l’information disponible au temps
t. On suppose de plus que le maximum existe dans cette ´ equation (ce qui
est toujours le cas si l’ensemble des contrˆ oles Ut(ξt) est ﬁni), et que la dis-
tribution conditionnelle P(pt+1|pt) est toujours telle que cette esp´ erance
existe.
La fonction de valeur terminale, qui termine la r´ ecursion ci-haut, est
simplement donn´ ee par l’utilit´ e qu’on cherche ` a maximiser,
J∗
T(xt,pt) = U(xT,0). (3.22)
Si la distribution de la partie non contrˆ ol´ ee de l’´ etat ne d´ epend que
de la partie contrˆ ol´ ee, par exemple avec une forme P(pt|xt), une astuce
commune en programmation dynamique (Bertsekas et Tsitsiklis 1996,
p. 48) permet de r´ eduire consid´ erablement l’espace d’´ etats. Elle consiste en
la d´ eﬁnition de la fonction de valeur simpliﬁ´ ee suivante,
˜ J(xt) = E[J(xt,pt)|xt], (3.23)
et d’´ ecrire la r´ ecurrence (3.20) en fonction de ˜ J(xt); sous ces conditions,
on peut montrer que la fonction de valeur simpliﬁ´ ee converge correctement.
Malheureusement, dans le cas pr´ esent, cette technique est inapplicable ` a
cause de la dynamique temporelle du prix des actifs; en d’autres termes,
´ etant donn´ e seulement l’´ etat du portefeuille, on ne peut sp´ eciﬁer la distribu-
tion des prix autrement que par la distribution inconditionnelle (ce qui est
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3.4.3 Discussion sur la formulation
Cette formulation est on´ ereuse, car elle suppose un espace d’´ etats ` a 3(N+
1) dimensions, o` u N + 1 est le nombre d’actifs. Or dans un syst` eme visant
` a transiger des options, N n’est pas petit. Consid´ erons un actif sous-jacent
typique, sur lequel on transige, pour une seule date d’´ ech´ eance, des options
avec 10 prix d’exercice diﬀ´ erents. Pour chaque prix d’exercice, nous avons
des options d’achat et de vente, ce qui fait un nombre d’actifs∗ ∗1 obligation pour le
taux sans risque, 1 prix
du sous-jacent, 20
options.
N + 1 = 1 + 1 + 10 + 10 = 22,
pour une taille totale de l’espace d’´ etats de 3 · 22 = 66 dimensions! Il y a
quelques fa¸ cons de r´ eduire la taille de cet espace, au prix d’un mod` ele moins
r´ ealiste :
– On peut inclure un seul prix Pt,i pour les actifs, plutˆ ot que s´ epar´ ement
(le prix d’achat Pt,i et le prix de vente Pt,i); on consid` ere alors un
´ ecart (spread) constant (ou proportionnel au prix) entre le prix d’achat
et de vente. Cette modiﬁcation n’aﬀecte pas le r´ ealisme de mani` ere
catastrophique, et r´ eduit la taille de l’espace ` a 2(N + 1) dimensions.
– Plutˆ ot que d’inclure s´ epar´ ement le prix des options d’achat et de vente,
on peut n’inclure que les options d’achat (ou l’inverse), et d´ eterminer le
prix des options de vente ` a l’aide d’une relation de parit´ e bien connue
(Hull 2000). Ceci permet de r´ eduire substantiellement le nombre N
d’actifs, mais au prix d’une restriction de taille dans le r´ ealisme : le mo-
d` ele devient alors incapable d’exploiter toute opportunit´ e d’arbitrage
entre les prix des options de vente et d’achat.
De plus, l’int´ egrale (ou la sommation, si on discr´ etise la distribution) de
l’´ eq. (3.20) doit s’eﬀectuer en au moins N + 1 dimensions, ce qui peut ˆ etre
coˆ uteux, mˆ eme avec des m´ ethodes (quasi-) Monte Carlo; de plus, elle sup-
pose qu’on poss` ede un mod` ele de la distribution jointe des rendements des
actifs, et nous ne souhaitons poser aucune hypoth` ese sur ce mod` ele ` a priori.
Normalisation des prix
Un premier pas vers une formulation qui se prˆ ete bien aux algorithmes
d’apprentissage est de normaliser ad´ equatement les prix des actifs. On peut









logPt,i − logP0,i =
t X
τ=1
(logPτ,i − logPτ−1,i). (3.25)3.5 M´ ethodes d’approximation 41
On conserve dans l’espace d’´ etats le « log-prix » normalis´ e, maintenu comme
une somme d’incr´ ements,
˜ pt,i
def = logPt,i − logP0,i (3.26)
= ˜ pt−1,i + logPt,i − logPt−1,i. (3.27)
Cette variable a l’avantage d’ˆ etre distribu´ ee de mani` ere approximativement
sym´ etrique autour de z´ ero, et est ind´ ependante du prix initial de l’actif.
3.5 M´ ethodes d’approximation
Cette section couronne le travail pr´ eparatoire ´ etabli jusqu’` a maintenant.
Apr` es un bref survol de la litt´ erature concernant les utilisations des algo-
rithmes d’apprentissage ` a la gestion de portefeuille, nous passons en revue
les m´ ethodes d’approximation usuelles bas´ ees sur la simulation. Nous ´ elabo-
rons ensuite le d´ etail de m´ ethodes d’approximation du probl` eme (3.20) que
nous proposons comme travail de recherche, et esquissons certains r´ esultats
th´ eoriques que nous croyons ˆ etre en mesure d’´ etablir.
3.5.1 Algorithmes d’apprentissage et gestion de portefeuille
Les algorithmes d’apprentissage ont une longue histoire dans les applica-
tions ﬁnanci` eres, et particuli` erement en gestion de portefeuille. Les premiers
syst` emes utilisant, par exemple, les r´ eseaux de neurones, ont d’abord cher-
ch´ e ` a pr´ evoir certaines quantit´ es ﬁnanci` eres comme le prix ou la volatilit´ e
des actifs (Weigend et Gershenfeld 1993) aﬁn de les utiliser dans un
syst` eme d’allocation classique comme l’allocation moyenne–variance (Cha-
pados 2000) ou employant des r` egles d’analyse technique (Kaufman 1998;
Brock, Lakonishok et LeBaron 1992). Malheureusement, la plupart des
s´ eries ﬁnanci` eres sont aﬄig´ ees d’un niveau de bruit d´ econcertant qui rend
la tˆ ache de pr´ evision au mieux ardue, et plus habituellement futile.
Plus r´ ecemment ont gagn´ e en popularit´ e une famille d’approches qui
passent outre l’´ etape de la pr´ evision pour rendre directement des d´ ecisions
d’allocation (Bengio 1997; Moody et Wu 1997; Choey et Weigend 1997;
Chapados et Bengio 2001a; Moody et Saffel 2001). Ces approches sont
fond´ ees sur l’observation empirique qu’il n’est g´ en´ eralement pas n´ ecessaire
de savoir faire de bonnes pr´ evisions pour prendre de bonnes d´ ecisions : plutˆ ot
que d’optimiser un crit` ere usuel de pr´ evision tel que l’erreur quadratique,
elles optimisent un crit` ere de performance ﬁnanci` ere qui maximise le proﬁt
normalis´ e par une mesure de risque, tels que l’utilit´ e quadratique classique
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risque de perte (downside risk) (Sortino et van der Meer 1991), ou la
valeur ` a risque du portefeuille (Jorion 1997).
Les architectures d’apprentissage le plus souvent utilis´ ees dans ces con-
textes sont des r´ eseaux de neurones ` a propagation avant (perceptrons mul-
ticouches) avec des entr´ ees retard´ ees (Rumelhart, Hinton et Williams
1986)∗ ou des r´ eseaux r´ ecurrents entraˆ ın´ es par r´ etropropagation ` a travers ∗Qui g´ en´ eralisent les
mod` eles de r´ egression
lin´ eaire dont les entr´ ees
sont des moyennes
mobiles.
le temps (l’article pr´ e-cit´ e, ou Werbos (1990))† et qui tentent de capturer
†Qui g´ en´ eralisent les
mod` eles lin´ eaires de
type arma.
une certaine dynamique temporelle.
Malheureusement, mˆ eme si un r´ eseau r´ ecurrent peut, en th´ eorie avec un
´ etat interne suﬃsamment riche, apprendre la fonction de d´ ecision optimale
qui maximise le crit` ere de performance ﬁnanci` ere sur la s´ equence d’entraˆ ı-
nement, le probl` eme d’optimisation non lin´ eaire‡ pos´ e par l’apprentissage
‡Continu mais non
convexe.






gu` ere mieux que l’atteinte d’un optimum local ou un plateau de la fonction
objective. De plus, certains r´ esultats th´ eoriques indiquent que l’apprentis-
sage de d´ ependances ` a long terme dans les r´ eseaux r´ ecurrents est un pro-
bl` eme ardu (Bengio, Simard et Frasconi 1994).
Ces al´ eas des r´ eseaux r´ ecurrents nous font craindre qu’ils sont diﬃcile-
ment capables d’aller au-del` a d’une repr´ esentation de l’´ epistructure d’une
s´ equence temporelle; ils nous encouragent d’autre part ` a consid´ erer des for-
mulations de programmation dynamique approximative qui laissent entre-
voir de meilleures garanties d’optimalit´ e globale.
3.5.2 M´ ethodes classiques d’approximation en PD
Les m´ ethodes d’approximation de la programmation dynamique qui uti-
lisent les algorithmes d’apprentissage sont aussi connues sous le nom d’ap-
prentissage par renforcement ou programmation neuro-dynamique (Bert-
sekas et Tsitsiklis 1996; Sutton et Barto 1998); nous r´ esumons ici les
principales m´ ethodes dans ce domaine, aﬁn de les comparer avec celles que
nous proposons dans la section suivante.
Aﬁn de simpliﬁer la pr´ esentation de cette section, nous consid´ erons un
probl` eme de plus-court chemin stochastique sur horizon inﬁni sans actualisa-
tion (Bertsekas 1995), sur un ensemble ﬁni d’´ etats not´ es X = {1,2,...,n},
en plus d’un ´ etat terminal absorbant not´ e 0. Dans chaque ´ etat i, un choix de
contrˆ ole doit ˆ etre eﬀectu´ e depuis un ensemble ﬁni donn´ e U(i). Dans l’´ etat
i, le choix du contrˆ ole u dicte la probabilit´ e de transition ` a l’´ etat j sui-
vant, pij(u). Une fois l’´ etat terminal atteint, on ne peut le quitter car il est
absorbant; nous avons donc p0j(u) = 0,∀u,∀j ≥ 1. Nous supposons qu’au
moment ou une transition est prise, un coˆ ut g(i,u,j) est enregistr´ e (stochas-
tique, car fonction de l’´ etat d’arriv´ ee j); de plus, le coˆ ut ` a partir de l’´ etat
terminal est toujours z´ ero.3.5 M´ ethodes d’approximation 43
Nous consid´ erons des politiques stationnaires µ(·)∗, qui sont des fonctions ∗Nous omettons les
d´ etails techniques qui
demandent des
politiques dites
« propres » qui
induisent des fonctions
de valeur born´ ees pour
tous les ´ etats.
donnant le contrˆ ole ` a choisir (∈ U(i)), depuis tout ´ etat i. Une fois la politique
ﬁx´ ee, la s´ equence i0,i1,... des ´ etats travers´ es devient une chaˆ ıne de Markov,
avec probabilit´ es de transition,
P(ik+1 = j|ik = i) = pij(µ(i)). (3.28)
Soit N le nombre (stochastique) d’´ etats travers´ es dans cette chaˆ ıne jusqu’` a
l’atteinte de l’´ etat terminal 0. La valeur Jµ(i) d’un ´ etat i sous la politique
stationnaire µ est le coˆ ut esp´ er´ e accumul´ e ` a partir de cet ´ etat jusqu’` a l’at-












Nous trouvons ´ egalement utile de d´ eﬁnir le Q-facteur Qµ(i,u), qui est le
coˆ ut esp´ er´ e sous la politique stationnaire µ sachant qu’on commence ini-











i0 = i,u0 = u
#
. (3.30)
Pour des raisons ´ evidentes, nous d´ enotons par J∗ et Q∗ les valeurs et les
Q-facteurs sous la politique optimale.
R´ ecurrences de Bellman La valeur de l’´ etat i sous une politique ﬁx´ ee




pij(µ(i))(g(i,µ(i),j) + J(j)) (3.31)
= (TµJ)(i), (3.32)
o` u la notation TµJ, employ´ ee couramment en programmation dynamique,
est d´ eﬁnie par l’´ eq. (3.31); cet op´ erateur transforme une fonction de valeur
J en la fonction de valeur au temps suivant sous la politique µ. De mˆ eme, la





pij(u)(g(i,u,j) + J∗(j)) (3.33)
= (TJ∗)(i), (3.34)
o` u, comme ci-haut, l’op´ erateur TJ repr´ esente la fonction de valeur au temps
suivant sous la politique vorace d´ ecoulant de J.44 Programmation dynamique approximative
It´ eration des valeurs L’it´ eration des valeurs est l’algorithme classique
le plus simple pour r´ esoudre la r´ ecurrence (3.33); il exploite la propri´ et´ e de






pij(u)(g(i,u,j) + J(j)). (3.35)
On peut montrer que cette it´ eration converge asymptotiquement vers J∗, ` a
partir de toute fonction initiale J0.
It´ eration des politiques C’est le second algorithme classique pour r´ e-
soudre la r´ ecurrence (3.33). Partant d’une politique initiale µ0, il proc` ede en
eﬀectuant ` a chaque it´ eration k = 0,1,... les deux ´ etapes suivantes :
1. ´ Evaluation de la politique Il s’agit de trouver la fonction de valeur
Jµk correspondant ` a la polique µk actuelle, telle que
TµkJµk = Jµk. (3.36)
On peut pour ce faire it´ erer l’op´ erateur Tµk, puisque pour tout∗ J0, ∗Et en supposant que µk





L’´ eq. (3.36) se r´ esoud aussi directement comme un syst` eme lin´ eaire† †En temps O(n3), o` u n
est le nombre d’´ etats. pour Jµk, en substituant la d´ eﬁnition (3.31) de Tµk.
2. Am´ elioration de la politique ` A partir de Jµk, on calcule une nouvelle
politique µk+1 telle que




pij(u)(g(i,u,j) + Jµk(j)). (3.37)
On it` ere jusqu’` a ce que la politique am´ eliorante µk+1 demeure inchan-
g´ ee par rapport ` a µk. On peut montrer que le nombre d’it´ erations pour
ce faire est ﬁni (Bertsekas 1995), et g´ en´ eralement assez petit.
Formes d’approximation
Tout d´ ependant de nos connaissances du mod` ele, il existe trois fa¸ cons fon-
damentalement diﬀ´ erentes de prendre une d´ ecision (i.e. choisir un contrˆ ole)
` a partir d’un ´ etat i, et les m´ ethodes d’approximation en programmation
dynamique peuvent intervenir dans chacun de ces trois cas.3.5 M´ ethodes d’approximation 45
Approximation de la fonction de valeur Si on poss` ede la fonction de
valeur optimale J∗(i) de mˆ eme qu’un mod` ele pr´ ecis du syst` eme, c’est-` a-dire
qu’on connaˆ ıt la distribution des coˆ uts g(i,u,j) d’une action u dans l’´ etat
i, ainsi que les probabilit´ es de transition pij(u), alors l’action optimale est
trouv´ ee en calculant




pij(u)(g(i,u,j) + J∗(j)). (3.38)
Pour cette situation, on peut opter pour une approximation fonctionnelle






wikJ∗(i) − ˜ J∗(i,θ)k2, (3.39)
avec wi tel que 0 ≤ wi ≤ 1,
P
i wi = 1, est une pond´ eration attribu´ ee ` a l’´ etat
i, et k · k une norme donn´ ee (par ex. la norme euclidienne). Cette fonction
s’utilise alors de mani` ere obvie pour trouver l’action optimale approximative,




pij(u)(g(i,u,j) + ˜ J∗(j)). (3.40)
Nous expliquons plus bas (§3.5.2 et suivantes) comment estimer directement
le vecteur de param` etres θ sans connaˆ ıtre au pr´ ealable la fonction de valeur
optimale, ou sans minimiser explicitement l’´ eq. (3.39), ce qui s’av` ere coˆ uteux
quand l’espace d’´ etats est grand.
Approximation des Q-facteurs ` A d´ efaut d’une connaissance pr´ ecise du
mod` ele, mais d’une connaissance des Q-facteurs, l’action optimale est donn´ ee
par
u∗(i) = arg max
u∈U(i)
Q(i,u). (3.41)
On peut alors approximer ces Q-facteurs par la m´ ethode du Q-Learning
(Watkins 1989; Watkins et Dayan 1992), dont nous omettons ici les d´ e-
tails.
Approximation directe de la politique Finalement, on peut tenter de
proc´ eder directement ` a l’apprentissage d’une politique, c’est-` a-dire trouver
une fonction ˜ µ(i;θ) donnant imm´ ediatement l’action ` a prendre pour l’´ etat
i,
˜ u∗(i) = ˜ µ(i;θ) (3.42)46 Programmation dynamique approximative
Le vecteur de param` etres θ s’obtient conceptuellement en r´ esolvant (en sup-





wiku∗(i) − ˜ µ(i;θ)k2, (3.43)
o` u l’action optimale u∗(i) est donn´ ee par l’´ eq. (3.38), et wi est une pond´ e-
ration satisfaisant aux mˆ emes conditions que pour l’´ eq. (3.39).
Approximateurs lin´ eaires
Une premi` ere architecture ´ el´ ementaire d’approximation, dont on peut
tracer les racines ` a Bellman et Dreyfus (1959), fait appel aux applications
lin´ eaires pour approximer la fonction de valeur. Cette architecture s’utilise
ensuite conjointement ` a l’´ eq. (3.38) pour prendre des d´ ecisions. Il est usuel
de l’utiliser conjointement ` a des traits (features) qui sont extraits de l’´ etat
courant.
D´ eﬁnition 3.4 (Trait) Un trait (feature) est une fonction φ : X 7→ R
qui repr´ esente un aspect « signiﬁcatif » d’un ´ etat i ∈ X sous la forme d’un
nombre r´ eel.
Soit {φ1,...,φM} un ensemble de traits. ´ Etant donn´ e un ´ etat i, nous
d´ eﬁnissons le vecteur de traits qui correspond ` a cet ´ etat,
φ(i) = (φ1(i),...,φM(i))0. (3.44)
Pour un probl` eme particulier, les traits sont g´ en´ eralement choisis ` a la
main selon les caract´ eristiques du probl` eme et l’exp´ erience du concepteur;
nous cherchons intuitivement un vecteur de traits qui, pour la majorit´ e des
´ etats, r´ esume ad´ equatement les propri´ et´ es essentielles de l’´ etat aux ﬁns d’en
approximer la valeur associ´ ee sous une certaine politique.
L’approximateur lin´ eaire, ´ etant donn´ e un vecteur de traits et de para-
m` etres, estime la valeur de l’´ etat i par
˜ J(i;θ) = θ0φ(i). (3.45)
L’estimation du vecteur θ peut s’eﬀectuer de diﬀ´ erentes mani` eres. Nous
r´ esumons bri` evement les m´ ethodes les plus courantes, soit l’it´ eration de va-
leurs approximative, l’estimation par Monte Carlo, et les diﬀ´ erences tempo-
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It´ eration des valeurs approximative
L’it´ eration des valeurs approximative remonte, dans sa forme initiale, ` a
Bellman et Dreyfus (1959). Partant d’une fonction de valeur approxima-
tive ˜ J(·;θ0) donn´ ee par un vecteur de param` etres initial θ0, elle s´ electionne
` a l’it´ eration k un sous-ensemble repr´ esentatif des ´ etats Sk ⊆ X, et calcule
une application de l’op´ erateur T pour tout i ∈ Sk,




pij(u)(g(i,u,j) + ˜ J(j;θk)). (3.46)
Il faut ensuite calculer un nouveau vecteur de param` etres θk+1 correspondant





wik ˆ Jk+1(i) − ˜ J(i;θ)k2, (3.47)
o` u, comme plus haut, wi est une pond´ eration attribu´ ee ` a l’´ etat i. On peut
choisir l’ensemble d’´ etats Sk depuis des connaissances ` a priori sur le pro-
bl` eme, ou par simulation (tirages de Monte Carlo) de trajectoires dans l’es-
pace d’´ etats, sous une politique donn´ ee, par exemple la politique vorace
d´ ecoulant de ˜ J(i;θk), ou une politique -vorace (Sutton et Barto 1998),






un probl` eme classique
en contrˆ ole.
Bornes de performance On peut ´ etablir certaines garanties de perfor-
mance pour cet algorithme (Bertsekas et Tsitsiklis 1996). En particulier,
nous supposons que l’architecture d’approximation est suﬃsamment ﬂexible
et que l’ensemble des ´ etats ´ echantillon´ es est assez riche pour que
k ˜ Jk+1 − T ˜ Jkk∞ ≤ ε (3.48)
o` u ˜ Jk
def = ˜ J(·;θk) est la fonction de coˆ ut anticip´ e apr` es k it´ erations de l’algo-
rithme, et k · k∞ la norme sup. Dans ce cas, nous pouvons ´ etablir la borne
suivante pour toute fonction de valeur initiale J0,
kTk+1J0 − Jk+1k∞ ≤ kε + ε. (3.49)
De meilleurs r´ esultats s’obtiennent pour des probl` emes avec actualisation.
Ces probl` emes introduisent un facteur d’actualisation qui r´ eduit la valeur
pr´ esente d’un ´ etat futur. Soit α le facteur d’actualisation. On peut montrer
que la convergence ` a une fonction « assez rapproch´ ee » de la fonction de




e ≤ lim inf
k→∞
Jk ≤ lim sup
k→∞
Jk ≤ J∗ +
ε
1 − α
e, (3.50)48 Programmation dynamique approximative
o` u e est un vecteur de 1 de la taille de l’espace d’´ etats.
Ces bornes peuvent sembler quelque peu d´ ecevantes (lin´ eaires en k pour
les probl` emes sans actualisation, et O((1 − α)−1) pour les probl` emes avec
actualisation); cependant, le simple fait qu’elles existent indique que cet
algorithme d’approximation est, dans son essence, bien fond´ e.
´ Evaluation de politiques par simulation pour des repr´ esentations
tabulaires
Nous consid´ erons maintenant une premi` ere de deux m´ ethodes pour ap-
proximer l’´ etape d’´ evaluation de la politique de l’algorithme d’it´ eration
des politiques (p. 44). Plutˆ ot que de r´ esoudre un syst` eme lin´ eaire de la taille
de l’espace d’´ etats pour ´ evaluer la politique, nous l’´ evaluons approximative-
ment en calculant le coˆ ut accumul´ e ` a partir de chaque ´ etat sous un grand
nombre de trajectoires simul´ ees. Pour ce faire, nous supposons qu’il est pos-
sible, depuis un ´ etat i et un contrˆ ole u donn´ es, de tirer un ´ etat j suivant
sous la distribution pij(u), et d’obtenir le coˆ ut g(i,u,j) r´ esultant∗. Partant ∗Dans beaucoup de
circonstances, il n’est
pas n´ ecessaire d’avoir
une repr´ esentation
explicite de pij(u) pour
ce faire, d’o` u l’int´ eret de
cette technique.
d’un ´ etat initial im




N), o` u im
N = 0, et m = 1,...,K l’indice de tra-
jectoire. Pour chaque trajectoire, nous calculons les coˆ uts accumul´ es jusqu’` a
l’atteinte de l’´ etat terminal,
c(im
0 ) = g(im
0 ,µ(im
0 ),im




La fonction de valeur estim´ ee pour chaque ´ etat est simplement donn´ ee par
la moyenne ´ echantillonale†, †Supposant ici une
repr´ esentation explicite
de chaque ´ etat de ˆ J,






On peut ´ egalement former un estimateur incr´ emental de J, qui est mis ` a
jour apr` es chaque trajectoire simul´ ee,
ˆ J(i) ← ˆ J(i) + γm(c(im) − ˆ J(i)), (3.53)







1990) doivent ˆ etre
remplies pour garantir
la convergence de ˆ J(i)
vers Jµ lorsque m → ∞.
On peut commencer la proc´ edure avec ˆ J(i) = 0.
Diﬀ´ erences temporelles pour des repr´ esentations tabulaires
La m´ ethode des diﬀ´ erences temporelles est une g´ en´ eralisation de l’´ eva-
luation des politiques par tirages de Monte Carlo, introduite par Sutton
(Sutton 1984; Sutton 1988). Elle se con¸ coit le plus ais´ ement en r´ e´ ecri-




tabulaire de la fonction
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ˆ J(ik) ← ˆ J(ik)+γ










g(iN−1,µ(iN−1),iN) + ˆ J(iN) − ˆ J(iN−1)

.
Cette mise-` a-jour s’abr` ege
ˆ J(ik) ← ˆ J(ik) + γ (dk + dk+1 + ··· + dN−1), (3.54)
o` u la diﬀ´ erence temporelle dk est donn´ ee par
dk
def = g(ik,µ(ik),ik+1) + ˆ J(ik+1) − ˆ J(ik). (3.55)
De fa¸ con intuitive, cette diﬀ´ erence calcule la distance entre l’estimateur du
coˆ ut anticip´ e pour un ´ etat donn´ e, ˆ J(ik), et le coˆ ut estim´ e bas´ e sur la trajec-
toire simul´ ee, g(ik,µ(ik),ik+1) + ˆ J(ik+1). Elle indique de quelle amplitude
on doit modiﬁer l’estimation de la valeur actuelle.
Algorithme TD(λ) Cet algorithme attribue une pond´ eration exponen-
tiellement d´ ecroissante aux diﬀ´ erences temporelles (que nous abr´ egeons TD,
de l’acronyme anglais) dans la mise ` a jour de la valeur d’un ´ etat donn´ e ik.
Cette pond´ eration est fonction de la « distance » dans une trajectoire simu-
l´ ee entre l’´ etat ik et la TD dm. Une r` egle de mise-` a-jour possible prend la
forme




avec dm ≡ 0,m ≥ N, et γ un pas de gradient (qui peut ˆ etre fonction de k).
Si λ = 1, nous retrouvons la m´ ethode d’´ evaluation de la politique par
Monte Carlo, vue pr´ ec´ edemment.
Il existe litt´ eralement des douzaines de variations de la r` egle (3.56). Cer-
taines op` erent « en-ligne » et calculent l’impact d’une nouvelle diﬀ´ erence
temporelle sur tous les ´ etats pass´ es rencontr´ es dans la trajectoire (ce qu’on
appelle les traces d’´ eligibilit´ e); d’autres limitent de fa¸ con dure l’impact tem-
porel d’une TD; etc. Un examen empirique de diﬀ´ erentes variantes est pr´ e-
sent´ e dans Sutton et Barto (1998).
Garanties de convergence On peut montrer que pour une repr´ esenta-
tion tabulaire de la fonction ˆ J, presque toutes les variantes d’´ evaluation de
politique par diﬀ´ erences temporelles convergent vers la v´ eritable fonction
de valeur Jµ, pour les probl` emes sur horizon ﬁni ou inﬁni, avec ou sans
actualisation (Bertsekas et Tsitsiklis 1996).50 Programmation dynamique approximative
Am´ elioration de la politique ´ Etant donn´ e un estimateur ˆ J de la fonc-
tion de valeur Jµ sous la politique µ, calcul´ e par l’algorithme TD(λ), on
peut calculer une nouvelle politique en appliquant l’´ etape habituelle d’am´ e-
lioration de polique de l’algorithme d’it´ eration des politiques (´ eq. (3.37)).
TD pour des repr´ esentations non tabulaires
L’algorithme des diﬀ´ erences temporelles se prˆ ete aussi tr` es bien ` a une
approximation param´ etrique de la fonction de valeurs, par exemple l’archi-
tecture lin´ eaire vue pr´ ec´ edemment, ou les r´ eseaux de neurones ` a propagation
avant dont le principe est ´ enonc´ e au chapitre 1. La seule condition est de pou-
voir calculer le gradient de la fonction de valeur ` a un ´ etat donn´ e par rapport
aux param` etres θ. Ce gradient se calcule trivialement pour l’architecture li-
n´ eaire, et eﬃcacement pour les r´ eseaux de neurones grˆ ace ` a l’algorithme de
r´ etropropagation.
Dans une version « hors-ligne » de l’algorithme TD(λ), nous commen-
¸ cons par tirer une trajectoire simul´ ee i0,...,iN, et mettons ensuite ` a jour le
vecteur de param` etres θ en eﬀectuant un pas de mont´ ee de gradient pond´ er´ e
par l’ensemble des diﬀ´ erences temporelles,







Des versions « en-ligne » de l’algorithme existent aussi.
Garanties de convergence Les garanties de convergence de l’algorithme
TD(λ) sont beaucoup plus faibles pour les architectures d’approximation
que pour les repr´ esentations tabulaires. Des exemples de divergence sont
connus pour TD(λ) avec des architectures non-lin´ eaires, de mˆ eme que pour
TD(0) (incluant les architectures lin´ eaires) si la trajectoire des ´ etats n’est
pas ´ echantillonn´ ee sous la politique µ. Dans le cas g´ en´ eral, les meilleures ga-
ranties th´ eoriques peuvent ˆ etre ´ etablies pour TD(1), mˆ eme si c’est la version
qui converge le plus lentement en pratique, ` a cause de la grande variance de
l’estimation. Des r´ esultats solides peuvent ˆ etre ´ etablis pour les architectures
lin´ eaires sous certaines conditions (Tsitsiklis et Roy 1997; Tsitsiklis et
Roy 2001). L’´ etude de la convergence de ces algorithmes pour des approxi-
mateurs g´ en´ eraux est encore un domaine de recherche actif.
3.5.3 Contribution propos´ ee : apprentissage direct de la po-
litique
Pour appr´ ecier la nature de la contribution propos´ ee, il importe de garder
` a l’esprit les particularit´ es du mod` ele d’allocation d’actifs pr´ esent´ e en §3.4,3.5 M´ ethodes d’approximation 51
ainsi que les simpliﬁcations qu’il admet : au contraire du cadre habituel de
la programmation dynamique (et de l’apprentissage par renforcement), on
n’accumule pas de r´ ecompense additive ` a chaque ´ etape, mais une seule grosse
r´ ecompense (l’utilit´ e de la richesse terminale) ` a la toute ﬁn (p´ eriode T). Par
ailleurs, la dynamique de la partie contrˆ ol´ ee de l’´ etat (le nombre de parts
de chaque actif) est enti` erement d´ eterministe, et la dynamique de la partie
non contrˆ ol´ ee (les prix des actifs au temps t) est purement stochastique
(qu’on suppose quand mˆ eme markovienne) et aucunement inﬂuenc´ ee par le
contrˆ ole∗.
∗En supposant bien sˆ ur
que l’investisseur est
trop petit pour avoir un
impact signiﬁcatif sur
les prix du march´ e.
D´ esavantages d’apprendre la fonction de valeur
Nous ´ emettons de plus la conjecture que l’apprentissage de la fonction de
valeur optimale (approximative) est un probl` eme probablement trop dif-
ﬁcile que ce qui est requis pour prendre des d´ ecisions optimales†. Pour
comprendre cette intuition, nous remarquons que l’espace des fonctions de
valeur est beaucoup plus grand que celui des politiques : ` a chaque fonction
de valeur J est associ´ ee une politique vorace µ qui lui correspond, telle que
TµJ = TJ.
Ceci implique que, pour une politique donn´ ee µ, pour tout ´ etat i et contrˆ ole
u ∈ U(i), nous avons l’in´ egalit´ e‡ ‡Supposant ici une
repr´ esentation tabulaire








L’ensemble des J qui satisfait ` a ce syst` eme d’in´ egalit´ es forme un poly` edre
convexe dans Rn, qui est illustr´ e sch´ ematiquement ` a la ﬁgure 3.3. ` A ce
poly` edre correspond l’ensemble des fonctions de valeur qui donnent lieu ` a
une politique vorace µ identique. Les diﬀ´ erentes politiques possibles parti-
tionnent Rn en un nombre d´ enombrable de cellules, alors qu’il y a une inﬁnit´ e
non-d´ enombrable de fonctions de valeurs§. Cette caract´ eristique sugg` ere que
§C’est la raison, en plus
de la propri´ et´ e de
contraction de
l’op´ erateur T, pour
laquelle l’algorithme
d’it´ eration des politiques
converge en un nombre
ﬁni d’it´ erations. la fonction de valeur contient beaucoup plus d’informations que n´ ecessaire
pour prendre de bonnes d´ ecisions.
Un deuxi` eme d´ esavantage de la repr´ esentation par fonction de valeur
tient ` a la fa¸ con de prendre des d´ ecisions (cf. ´ eq. (3.38)) : en plus de demander
un mod` ele de la distribution de transition pij(u), elle implique, pour chaque
d´ ecision, une maximisation sur l’ensemble des actions possibles, ce qui est
tr` es coˆ uteux dans un cadre de gestion de portefeuille, car le nombre d’actions
possibles croˆ ıt exponentiellement avec le nombre d’actifs. Ce d´ esavantage se
pr´ esente aussi avec une repr´ esentation des Q-facteurs (cf. ´ eq. (3.41)).
†Il va sans dire que cette assertion d´ epend du probl` eme; l’impact d’une erreur sur J





J Fig. 3.3. Toutes les fonctions de
valeur ` a l’int´ erieur de la cellule om-
brag´ ee, par exemple J0, impliquent
une politique vorace identique, dans
cet exemple la politique optimale.
Finalement, la question du mod` ele est d’une importance capitale en pra-
tique. Tel que mentionn´ e ` a moult reprises dans ce chapitre, nous souhaitons
´ eviter de poser un mod` ele ` a priori de la distribution des rendements des
actifs; demeure toujours la possibilit´ e d’estimer un tel mod` ele de mani` ere
non-param´ etrique ou semi-param´ etrique (avec un r´ eseau de neurones). Ce-
pendant, une telle approche introduit un ´ el´ ement de complication suppl´ e-
mentaire et probablement inutile : en plus d’apprendre la fonction de valeur
(qui, comme nous l’avons sugg´ er´ e, est trop de travail), il nous faut un mod` ele
r´ ealiste de la distribution conjointe conditionnelle du prix de tous les actifs,
ce qui est non trivial pour un ensemble d’actifs constitu´ e surtout d’options,
car les corr´ elations entre les actifs poss` edent une structure complexe.
Solution : approximer la politique
Ces inconv´ enients majeurs de l’apprentissage d’une fonction de valeur
(ou dans une mesure similaire, des Q-facteurs) nous conduisent ` a propo-
ser l’apprentissage direct d’une politique, c’est-` a-dire de constuire une
fonction qui retourne une approximation de l’action sous la politique opti-
male, ´ etant donn´ e un ´ etat ξt (nous reprenons ici la notation introduite en
§3.4),
ut = ˜ µ∗
t(ξt) = f(ξt;θ),
o` u f est une fonction calcul´ ee par une architecture d’approximation (par ex.
un r´ eseau de neurones) avec un vecteur donn´ e de param` etres θ, qui demeure
habituellement ﬁx´ e dans le temps.3.5 M´ ethodes d’approximation 53
Apprentissage de la politique et synth` ese d’un ensemble d’entraˆ ı-
nement
Nous n’avons pas encore r´ esolu le probl` eme de l’apprentissage de la
politique. Supposons pour l’instant que nous disposons d’un ensemble de
paires d’entraˆ ınement contenant l’action optimale ` a prendre dans chaque
´ etat, D = {hξt,u∗
ti}, pour un sous-ensemble repr´ esentatif ´ etendu des ´ etats
ξt qu’on pourra rencontrer en pratique.
L’apprentissage de la politique se r´ eduit alors ` a un probl` eme d’apprentis-
sage supervis´ e, et nous pouvons utiliser les m´ ethodes d´ ecrites au chapitre 1
pour le r´ esoudre. Mˆ eme si l’ensemble de donn´ ees contient plusieurs millions
d’exemples, les algorithmes actuels d’entraˆ ınement de r´ eseaux de neurones
(si c’est l’architecture qu’on retient) sont suﬃsamment eﬃcaces pour s’ac-
quitter de cette tˆ ache dans des d´ elais raisonnables.
Le v´ eritable probl` eme est donc celui de trouver l’action optimale ut pour
chaque ´ etat ξt que l’on souhaite consid´ erer. Pour ce faire, la clef que nous
proposons est de r´ esoudre un autre probl` eme de programmation dyna-
mique, simpliﬁ´ e par rapport ` a celui introduit en §3.4, en utilisant des trajec-
toires historiques d’´ evolution conjointe d’actifs. La m´ ethode exacte envisag´ ee
se pr´ esente comme suit :
1. Consid´ erons une trajectoire historique p0,p1,...,pT des prix d’un
portefeuille d’actifs∗. On suppose que cette trajectoire fait partie de ∗On obtient ces
trajectoires (car il en
faudra plusieurs) ` a
partir de bases de
donn´ ees historiques; il
est important pour
notre approche d’utiliser
de v´ eritables donn´ ees
plutˆ ot que des
trajectoires r´ esultant de
simultations.
notre ensemble d’entraˆ ınement, donc qu’elle est accessible en entier—
on n’a pas ` a se soucier ici de contraintes de causalit´ e.
2. ´ Etant donn´ e cette trajectoire compl` ete, on trouve la s´ equence opti-
male des actions (discr´ etis´ ees) ` a prendre ` a chaque ´ etape pour maximi-
ser l’utilit´ e de la richesse terminale. Notons qu’il s’agit d’un probl` eme
de plus court chemin d´ eterministe, car il a ´ et´ e suppos´ e une r´ ealisation
compl` ete (ﬁxe) de la trajectoire. Ce probl` eme de plus court chemin
d´ eterministe se prˆ ete ` a son tour naturellement ` a une solution par pro-
grammation dynamique classique (Bertsekas 2001) ou d’autres al-
gorithmes de recherche heuristique. Nous examinons plus bas la com-
plexit´ e calculatoire de cette ´ etape.
3. On recommence l’´ etape pr´ ec´ edente avec toutes les trajectoires histo-
riques disponibles dans la base de donn´ ees (par ex. diﬀ´ erentes actions
et les options associ´ ees, des dates d’´ ech´ eance diﬀ´ erentes pour les op-
tions, etc.).
4. On synth´ etise un ensemble d’entraˆ ınement, ` a partir des r´ esultats de
l’´ etape pr´ ec´ edente, form´ e de toutes les paires ´ etat/action optimale ren-
contr´ ees sur la totalit´ e des trajectoires historiques rencontr´ ees ci-haut.
5. On estime une fonction qui approxime la politique optimale, par ap-
prentissage supervis´ e depuis cet ensemble d’entraˆ ınement.54 Programmation dynamique approximative
Intuitivement, l’apprentissage « par coeur » de la s´ equence de d´ ecisions
optimales sur une seule trajectoire r´ ealis´ ee aura peu de chances de bien g´ e-
n´ eraliser, car la probabilit´ e que cette trajectoire exacte se reproduise dans
le futur est quasiment nulle. Cependant, nous envisageons l’hypoth` ese que




bonne performance de g´ en´ eralisation. La v´ eriﬁcation th´ eorique (ou autre-
ment empirique) de cette hypoth` ese est l’une des questions fondamentales
que cette th` ese se propose d’aborder, comme nous l’expliquons plus bas.
Complexit´ e calculatoire de l’´ etape simpliﬁ´ ee de programmation
dynamique
L’´ etape « simpliﬁ´ ee » de programmation dynamique d´ ecrite plus haut
cherche la meilleure s´ equence de d´ ecisions d’allocation sous une trajectoire
(d´ eterministe) r´ ealis´ ee de prix d’actifs. Il est instructif de contempler le coˆ ut
de calcul de cette op´ eration pour une situation « typique ». Pour le cas
simple, eﬀectuons les suppositions suivantes :
– L’horizon d’investissement habituel est de 6 mois, soit 125 jours ou-
vrables (si on souhaite transiger quotidiennement).
– Le portefeuille comporte 10 actifs.
– Le portefeuille peut assumer ` a tout moment une position longue, courte,
ou neutre dans chaque actif. On limite pour l’instant la magnitude de
la position ` a 1 part dans chaque actif.
– Les actions possibles sont d’acheter, vendre, ou ne rien faire, et ce pour
chaque actif.
Donc, l’espace d’´ etats compte 310 ´ etats, et l’espace d’actions compte
aussi 310 actions. Pour appliquer l’algorithme de programmation dynamique,
nous devons ` a chaque instant eﬀectuer 320 ≈ 3.5 × 109 op´ erations. Pour un
horizon d’investissement de 6 mois, nous atteignons le chiﬀre de 435 × 109
op´ erations. Cet ordre de grandeur est coˆ uteux en temps de calcul sur les
ordinateurs modernes, mais pas irr´ ealisable.
Nous notons de plus que cette partie de l’algorithme demeure tr` es sujette
` a la mal´ ediction de la dimensionalit´ e : une simple augmentation du nombre
d’actifs, des positions admissibles dans le portefeuille, ou des actions pos-
sibles, porteraient ce probl` eme bien au-del` a des fronti` eres du r´ ealisable. Il
est n´ eanmoins utile de noter qu’un portefeuille constitu´ e de seulement 10
titres est enti` erement suﬃsant pour « red´ ecouvrir » les strat´ egies classiques
de transaction d’options mentionn´ ees au d´ ebut de ce chapitre.
Par ailleurs, nous croyons que des connaissances sp´ eciﬁques au probl` eme
pourront ´ eventuellemnt guider utilement le calcul d’une trajectoire optimale,
en sugg´ erant par exemple des heuristiques de recherche permettant d’´ eviter
une consid´ eration exhaustive de toutes les paires ´ etats×actions. Ainsi, et
c’est une voie de recherche ouverte, les m´ ethodes d’optimisation combina-3.5 M´ ethodes d’approximation 55
toire heuristiques pourraient ˆ etre mises ` a proﬁt aﬁn de traiter des probl` emes
de taille plus r´ ealiste.
Questions de recherche
Par rapport ` a la m´ ethode propos´ ee, nous souhaitons nous pencher sur
questions suivantes :
1. D’un point de vue th´ eorique, est-ce que la politique apprise par un al-
gorithme d’apprentissage sur un grand nombre de trajectoires converge
vers la politique optimale? Quel crit` ere d’entraˆ ınement vaut-il mieux
utiliser pour obtenir la meilleure performance de g´ en´ eralisation?
2. Il est de mˆ eme possible de v´ eriﬁer empiriquement cette hypoth` ese dans
un cadre plus restreint de simulation (pour lequel on pose un mod` ele
pr´ ecis et enti` erement sp´ eciﬁ´ e), et de comparer les politiques optimales
approximatives apprises (par ex. par un r´ eseau de neurones) ` a des po-
litiques optimales d´ ecoulant de l’application classique de la program-
mation dynamique.
3. Peut-on d´ eﬁnir des heuristiques propres au cadre de gestion de porte-
feuille que nous consid´ erons, et qui permettraient d’acc´ el´ erer l’´ etape de
programmation dynamique d´ eterministe qui est centrale ` a l’approche
propos´ ee? Quels algorithmes de plus-court-chemin sont les plus appro-
pri´ es pour tirer parti de ces heuristiques∗Il semble d’embl´ ee ´ evident que ∗ ?
l’application compl` ete de la programmation dynamique classique est
trop coˆ uteuse pour ˆ etre viable ` a long terme.
4. Finalement, comment se compare l’approche propos´ ee ` a des m´ ethodes
classiques de gestion de portefeuille, utilisant par exemple un r´ eseau
r´ ecurrent entraˆ ın´ e sur un crit` ere de performance ﬁnanci` ere?
3.5.4 Autres applications : valorisation d’options
Pour conclure, nous contemplons une application alternative d’un mod` ele
de d´ ecision tel que pr´ esent´ e ci-haut ` a la valorisation d’options. Rappelons
que presque tous les mod` eles actuels de valorisation, tel que celui de Black–
Scholes, sont bas´ es sur une strat´ egie de couverture qui permet, sous des
hypoth` eses tr` es fortes, de trouver le prix unique que doit satisfaire l’option.
Cependant, comme nous l’avons vu, la notion de prix unique n’est plus
applicable sous les mod` eles plus sophistiqu´ es tenant compte des frais de tran-
saction (cf. ´ eq. (3.5)) : le prix d’une option d´ epend en fait de la composition
enti` ere du reste du portefeuille, ou autrement dit, on ne peut valoriser l’op-
tion ind´ ependamment du contexte dans lequel elle est employ´ ee. De mani` ere
g´ en´ erale, ces mod` eles donnent une bande de prix ` a l’int´ erieur de laquelle doit
se situer le prix de l’option.56 Programmation dynamique approximative
Un mod` ele de d´ ecision peut s’utiliser comme principe alternatif de va-
lorisation. Soit u = f(x,p) l’action choisie par le mod` ele pour un ´ etat de
portefeuille x et des prix d’actifs p. Supposons qu’on fournit au mod` ele pour
un portefeuille donn´ e au temps t les prix observ´ es au march´ e ` a ce temps, pt,
et observons l’action recommand´ ee ut qui r´ esulte. Trois cons´ equences sont
possibles :
1. Le mod` ele recommande une action neutre sur tous les actifs, i.e. laisser
le portefeuille inchang´ e. C’est signe que sous le mod` ele, les prix obser-
v´ es sur le march´ e tombent ` a l’int´ erieur de la bande de prix admissible.
2. Le mod` ele recommande une action d’achat sur certains actifs. Ceci in-
dique que sous le mod` ele, ces actifs sont sous-valoris´ es par le march´ e.
En d’autres termes, le mod` ele pr´ evoit en esp´ erance un gain d’utilit´ e
du portefeuille en augmentant la position dans ces actifs, pour une
cause non sp´ eciﬁ´ ee : ce peut ˆ etre en tirant parti d’occasions d’arbi-
trage qui ont ´ et´ e d´ etect´ ees, ou par suite de la pr´ evision d’une hausse
imminente des prix. L’aspect important est que cette cause demeure
implicite, ´ etant encapsul´ ee sous l’´ etiquette « strat´ egie transactionnelle
optimale » que devrait suivre (en principe, sous les hypoth` eses de Mar-
kov, etc.) le mod` ele.
3. Le mod` ele recommande une action de vente sur certains actifs. De
fa¸ con sym´ etrique au point pr´ ec´ edent, ceci indique que sous le mod` ele
ces actifs sont sur-valoris´ es par le march´ e.
De fa¸ con duale, partant d’une recommandation d’achat ou de vente don-
n´ ee par le mod` ele pour des prix du march´ e, on peut chercher quelle gamme
de prix donnerait une recommandation neutre. Cette gamme de prix corres-
pond alors ` a la bande admissible des prix que devraient avoir les actifs dans
le portefeuille, sous une strat´ egie transactionnelle optimale. Cette recherche
peut s’accomplir en faisant varier les prix donn´ es en entr´ ee (utilisant, par
exexple, les prix du march´ e comme point de d´ epart), ou plus syst´ ematique-
ment par mont´ ee ou descente de gradient de la d´ ecision par rapport aux prix
d’entr´ ee (ce qui se calcule ais´ ement si le mod` ele est un r´ eseau de neurones).RØfØrences
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