Abstract-This paper proposes a robust support vector machine for pattern classification, which aims at solving the over-fitting problem when outliers exist in the training data set. During the robust training phase, the distance between each data point and the center of class is used to calculate the adaptive margin. The incorporation of the average techniques to the standard support vector machine (SVM) training makes the decision function less detoured by outliers, and controls the amount of regularization automatically. Experiments for the bullet hole classification problem show that the number of the support vectors is reduced, and the generalization performance is improved significantly compared to that of the standard SVM training.
I. INTRODUCTION

S
UPPORT VECTOR MACHINE (SVM) was first introduced to solve the pattern classification and regression estimation problem by Vapnik and his colleagues [1] - [3] . It can be seen as a new training algorithm for the traditional polynomial, radial basis function, and multilayer perceptron classifier by defining relevant kernel functions. In this paper, we have named it the standard SVM training algorithm. The main idea of SVM is to derive a hyperplane by maximizing the margin between two classes. The interesting property of SVM is that it is an approximate implementation to the structure risk minimization (SRM) principal in statistical learning theory, rather than the empirical risk minimization method, in which the classification function is derived by minimizing the mean square error (MSE) over the data set. In recent years, it has been found in a significant amount of literature that SVM leads to remarkable improvements in handwritten digit recognition [1] , image classification, and face detection [4] - [6] , object detection [7] , text categorization, and nonlinear time-series prediction [8] .
It should be noted that one of main assumptions of SVM is that all samples in the training set are independent and identically distributed (i.i.d), however, in many practical engineering applications, the obtained training data is often contaminated by noise. Furthermore, some samples in the training data set are misplaced on the wrong side by accident. These are known as outliers. In this case, the standard SVM training algorithm will make the decision boundary deviate severly from the optimal Manuscript hyperplane, such that, the SVM is very sensitive to noise, and especially those outliers that are close to the decision boundary. This makes the standard SVM no longer sparse, that is, the number of support vectors increases significantly due to outliers. Some techniques have been found [2] , [9] - [11] to tackle the outlier problem. In [10] , a central SVM method is proposed to use the class centers in building the SVM. In [11] , an adaptive margin (AM-) SVM is developed based on the utilization of adaptive margins for each training pattern. However, there is no general way to use class center in margin of each training pattern to make the machine less sensitive to noise and outliers.
In this paper, we present a general method that follows the main ideas of SVM using the adaptive margin for each data point to formulate the minimization problem, which can be used for Mercer's kernel functions (see [1] ). In [2] , it is noted that the classification functions obtained by minimizing MSE are not sensitive to outliers in the training set. The reason that classical MSE is immune to outliers is that it is an "average" algorithm. A particular sample in the training set only contributes little to the final result. The effect of outliers can be eliminated by taking average on the samples. That is why the "average" technique is a simple yet effective tool to tackle outliers [10] .
Motivated by the two considerations about the adaptive margin and "average" algorithm, we use the distance between the center of each class of the training data, and the sample point to form an adaptive margin. A new slack variable is introduced in the optimal function, which is the product of a preselected parameter and the square distance between each data point to the center of the respective class. Although we do not directly solve the optimization problem by minimizing MSE here, we do use the center of class representing the averaged information of the noisy training set to the margin. Therefore, the adaptive margin will make the SVM less sensitive to some specific samples, such as outliers.
The proposed method is applied to the classification of bullet hole images. We test both the SVM algorithms using different kernel functions and regularization parameters. The experiment results show that the number of the support vectors and the test error in robust SVM are reduced significantly when outliers exist, compared to that of the standard SVM. The obtained decision boundary detours less and is, therefore, more sparse compared to that of the standard SVM.
This paper is organized in the following manner. In Section II, we present the algorithm for the robust SVM. In Section III, we briefly introduce the auto-scoring system and the bullet hole image classification problem. The detailed experiment results are presented in Section IV, and finally, the summary is given in Section V. 
II. ROBUST SUPPORT VECTOR MACHINE
The robust SVM aims at solving over-fitting problem with outliers that make the two classes nonseparable. We develop the algorithm by following the procedure of derivation of the standard SVM for the linearly nonseparable case [12] .
Consider the training samples
These two classes cannot be separated without error by a hyperplane since there are misclassified patterns or measurement noises in the training samples. In this case, there is no decision function, such that, the inequalities (2) hold true. In the standard SVM training for nonseparable data set, represented by the following optimization problem Minimize subject to (3) where is the weight of the kernel function and is a constant for the slack variable . One must admit some training errors to find the best tradeoff between training error and margin by choosing the appropriate value of .
We formulate the prime problem of the robust algorithm by only minimizing the margin of the weigh instead of minimizing the sum of the margin and misclassification error in the standard SVM training. The classification accuracy is sacrified to obtain the smooth decision boundary. In order to obtain a formal setting of nonseparable training data points, we introduce a new slack variable instead of in the standard SVM training Minimize subject to (4) where is a preselected parameter measuring the influence of averaged information, and represents the normalized distance between each data point and the center of the respective class in the kernel space, which is calculated by (5) where denotes a set of nonlinear transformations from the input space to the feature space, represents the inner-product kernel function;
is the maximum distance between the center and training data points of the respective class in the kernel space; and is the kernel function formed by the sample data and the center of the respective class in the feature space. For samples in class is the number of data points in class , for samples in class is the number of data points in class . Suppose the normalized data lives on the surface of a hypersphere in feature space . The distance satisfies the following inequalities: (6) The support vectors are those particular points that satisfy the following equation:
The decision function (8) is constructed on the base of the solution of the above optimization problem. We construct the Lagrangian function (9) where is the Lagrangian multipliers. The parameters that minimize the Lagrangian must satisfy the conditions (10) (11) From the condition, we derive (12) (13) Substituting (12) into (9), we obtain (14) We now state the dual problem for nonseparable patterns as Comparing with the dual problem in the standard SVM, we may find that the only difference lies in the additional part in the maximization functional . For the large-scale problem, we can easily modify the available program that is designed for the standard SVM to tackle it.
We can justify the slack variable by taking it into account as part of the margin. For each data point, the separation margin can be thought as which is adaptive compared with the margin in standard SVM training, which is equally controlled by the single parameter for every data point. Suppose a data point is an outlier that is located on the wrong side and far away from the separable hyperplane. The distance between this point and the center of the class is longer than that of the other normal point in the same class. The augmented term is relatively large. Therefore, the inequality in (4) is satisfied and the coefficients associated with the data point should be toward zero. This data point, therefore, may not become a support vector. Thus, the number of support vectors in the proposed algorithm will be reduced and the decision boundary will be less detoured.
In contrast, for the standard SVM training, the in this case should become large to make the following inequality equitation satisfied (18) However, since we try to minimize the misclassification error , this kind of data point may become the support vector. Here, we should study the effect of the regularization parameter .
• If no adaptation of the margin is performed. The robust SVM becomes the standard SVM.
• If , then . The algorithm is robust against the outliers located inside the decision region but on the right side of the decision surface. The contribution of the center of class is very small. The classification accuracy is kept almost the same as the standard SVM.
• If , then . The algorithm is robust against the outliers falling on the wrong side of the data set. The support vectors should be set by the data points that are relatively closer to the center of the class. The larger the parameter is, the nearer the support vectors will be to those data points toward the center. The algorithm becomes "more robust" against outliers and thus, results in smoother decision surface. However, the classification error may be increased correspondingly. The characteristic of this algorithm is to gain robustness against outlier at cost of the classification accuracy. A good selection of parameter is the one that leads to compromise between the robustness and classification accuracy. 
III. BULLET HOLE IMAGE CLASSIFICATION
In order to test the proposed algorithm, we apply it to the classification of bullet hole images in the auto-scoring system. The target carriage in the auto-scoring system is pulled and controlled by the control processor (computer), as shown in Fig. 1 . The system has a target image printed on a paper with specified scoring areas. A digital or video camera is installed at the fixed home position. After a complete shooting session, the target carriage is pulled back to the home position and the image of the target paper is captured by the camera. The obtained target images are transferred subsequently to the image processor for auto-scoring procedure.
A classical region growth algorithm is used to obtain each independent bullet hole image. Normally, certain bullet hole images contain two or more bullet holes with different degrees of overlapping. Therefore, it is critical to classify bullet hole images into multi-class sets for the auto-scoring system. The statistical information of the bullet hole images based on 35 representative samples of target papers is shown in Table I .
The main task of the auto-scoring system is to classify the bullet hole images into proper classes. To simplify the illustration, only one-hole and two-hole images are considered in this paper. In order to obtain the classifier by using SVM method, two steps should be carried out:
Step 1) design a feature extractor to extract important features;
Step 2) design a classifier for one-hole and two-hole images with good generalization ability. 
A. Feature Extraction
Feature extraction is the first step for pattern recognition. Fig. 2 shows some representative examples of the bullet hole imagines. The size and shape of a bullet hole are crucial features for pattern recognition. The object size is reflected in measurements of area, length, width, and perimeter. Object shape can be reflected in measurements of rectangle fit, circularity, and invariant moments. It can also be encoded in chain code, polar boundary, complex boundary function, and medial axis transform. Altogether, we compute 20 geometry-related features for each bullet hole image including some intuitive geometric features of the bullet holes and some invariant moments within the system. A detailed description of the feature extraction can be found in [13] . 
B. Design a Classifier With Robust SVM
The next step is to train the SVM to obtain the classifier based on the extracted features. It should be noted that in practical application the extracted features might contain error or noise. These are mainly caused by the significant calculation of features.
Another main factor which affects the performance of SVM is the man-made mistake during the preparation procedure of the training data set. To do this, we should not only calculate 20 features of each bullet hole image, but also provide the correct classification information (teaching signal). The information is normally provided by the experienced training supervisor in the shoot range. However, there are a lot of factors affecting the accuracy of the correct classification information. For example, the malfunction of the gun will cause the one-hole bullet image to behave like a two-hole image, as shown in Fig. 3 . Sometimes, different training supervisor may classify the same bullet hole image as different classes due to individual perspective. Although these mistakes may be reduced by cross validation, the misclassification will remain, particularly, when the training data points are in a situation of over-supply. These misclassified data points are outliers, which may cause over-fitting problem in the SVM training. The next section will show how this problem is solved by the proposed algorithm. 
IV. EXPERIMENT RESULTS
To show effectiveness of the algorithm, 2-D features of the bullet hole image, i.e., the area and perimeter, are selected in this experiment for illustration purpose. Altogether, 41 one-hole bullet samples and 41 two-hole bullet samples are chosen as training samples. In order to show the robustness of the algorithm, we deliberately classify two one-hole images as two-hole images, and two two-hole images as one-hole images (The four outliers are marked by arrows in Fig. 4 and Fig. 8 for illustration purpose, all the following figures also have the same outliers). These four samples may be considered as outliers to the training samples. The robust SVM training program is modified based on the Matlab program written by Gunn [14] . Two kernel functions (Gaussian RBF and polynomial kernel functions) and different selections of the regularization parameters ( and ) have been used for the training to compare performance of the robust SVM with that of the standard SVM. In addition to the representative samples in Table I , extra samples are selected from other target images, which consist of a total of 900 samples including 600 one-hole and 300 two-hole images for testing purpose. Figs. 4-6 show the results of standard Gaussian RBF SVM with penalty parameter from which 82 training samples are contaminated by four outliers. More detailed results are shown in Table II . To compare the robust SVM with the standard SVM, we train the robust SVM with different regularization parameter by using same contaminated training samples. Figs. 7-9 show the results of robust Gaussian RBF SVM with regularization parameter and Table III summarizes the detailed results. According to Table II and Table III , it is clear that the standard SVM with parameter and the robust SVM with parameter have the best generalization performance (lowest test error rate). However, the robust SVM is less sensitive to the selection of penalty parameters compared to that of the standard SVM, particularly, when the penalty parameter is relatively larger to take care of the outliers. From Figs. 5 and 8, one may also notice that the decision boundary in Fig. 5 is deviated from the optimal hyperplane severely and the number of support vectors is increased significantly, which lead poor generalization performance, i.e., the test error is large. In robust SVM training method, the number of support vectors and the test error are reduced significantly compared with the standard SVM training method, particularly when a large penalty parameter is needed to take care of the outliers.
In order to show good gerenalization performance of the proposed algorithm, we have compared results between the robust SVM and standard SVM training with other kernel functions, say, Ppolynomial kernel function. 
V. CONCLUSION
This paper proposes a general robust SVM algorithm against outliers. By adding the distance between each data point and the center of classes to form the margin of separating hyperplane, good robust performance is achieved. The simulation of robust SVM with different kernel functions and regularization parameters has been presented to show that the robust algorithm can be used for pattern classification problems with different difficulty levels. The experiment results show that the decision boundary become less detoured and the number of support vectors of the robust SVM are reduced significantly compared to that of the standard SVM. Therefore, generalization performance of the robust SVM is obtained as shown in the simulation.
