Introduction
Finding models that correctly predict structural behaviour is not feasible using advanced models alone. Even when using a refined, task-adapted numerical model, there are too many unknowns. Without structural measurements, values for parameters such as material properties, interface conditions (ex: composite interaction, connection stiffness, etc…), and cannot be assessed.
Resources are always limited, and therefore sensors cannot be placed everywhere in every direction to measure all important phenomena on civil structures. Therefore, identification methodologies are needed to indicate the right behaviour using indirect measurements and behaviour models.
Model-based system identification (SI) is an active research area in many engineering fields. Several approaches of varying complexity are available.
Multiple-Model Methods
Multiple-model approaches have been introduced by Raphael and Smith [2] . The starting point for the method was to be compatible with the presence of errors in inverse engineering tasks. Therefore, more than one model should be retained for the evaluation of observed behaviour. Over the years, the concept evolved to propose sampling through model composition [3, 4] based on stochastic search [5] .
Previous work has proposed thresholds to represent uncertainties that separate potential and rejected models. However, uncertainty combination was not developed into a robust and systematic
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methodology. A first approach [6] combines the uncertainties by calculating a total variance through summing the variance from different sources. Such process may lead to inaccurate estimates of uncertainties in the case where variables are not independent. The second approach [1] was the calculation of a total standard deviation obtained by summing the standard deviation from several sources. This gives an upper bound corresponding to the case where the uncertainties are perfectly and positively correlated with each other. These two approaches are particular cases of the general law of propagation of uncertainties, see Joint Committee for Guides in Metrology (JCGM) [7] For the purposes of interpretation, advanced techniques were proposed by Saitta et al [8] [9] [10] to find clusters within the candidate model set. An additional approach proposed by Smith and Saitta [11] used parameter reduction through principal component analysis in order to improve visualisation and interpretation of results that often lie in multi-dimensional spaces. However, in this case, even if the visualisation is facilitated, results lose physical sense and this makes the task of interpreting them harder. Although multiple-model approaches may resolve some of the shortcomings of residual minimisation and traditional probabilistic methods, they require a methodology that separates potential models from an initial sampled set while including uncertainties from both modelling and measurements along with their correlations. JCGM [7, 12, 13] already proposed a part of the solution. However, it has never been extended to be applicable to system identification.
This paper proposes a multiple-model methodology that is able to accommodate multiple explanations while overcoming limitations of other SI approaches. The methodology is called Candidate Model Search for System Identification (CMS4SI). In this approach, metrology guidelines are extended for use in the field of system identification. Its applicability is demonstrated on a fullscale bridge in Section 3.
CMS4SI
The Candidate Model Search for System Identification (CMS4SI) methodology helps identify the behaviour of a system. In this case, the systems of interest are civil structures. Figure 1 presents a flowchart of the principal steps associated with the identification process. The fundamental principle behind the method is the following:
When uncertainties are adequately evaluated and a right model is present in the initial model set, this model should be included in the candidate model set 95 times out of 100.
Therefore, rather than finding plausible models, the approach aims to discard models for which predictions are sufficiently different from measurements so that the right model is retained in the candidate model set at least ninety-five percent of the time. Each step presented in Figure 1 is detailed in following sections.
2.1
Measurements and Initial Model Set (Step a.)
The method starts with measurements coming from static-load tests (the approach may also be extended to dynamic measurements). Each measurement consists of a reading (or an average of multiple readings) of a given sensor for a specific load case. The same sensor may provide more than one measurement if there is more than one load case.
The second input consists of the initial model set (IMS). The IMS contains model predictions coming from evaluations of a general finite-element template model that is solved for many sets of parameters (model instances). The goal is to find the possible values for free parameters according to the measured behaviour. Each parameter set is generated using Latin Hypercube Sampling (LHS) [14] . It assumes that good solutions may be found anywhere in the model space. LHS draws homogeneously distributed samples in order to maximise sampling efficiency. A probability density function (PDF) is assigned for each free parameter of the model. Each is defined according to where plausible solutions are expected.
The number of model instances in the IMS should be as high as possible in order to ensure that the right model is present in the set. For structural identification tasks similar to the bridge discussed in this paper, this number lies between 5'000 and 25'000 model instances in order to obtain results using inexpensive computing resources. For each instance, predictions are obtained where measurements are carried out.
Uncertainties (Step a.)
Uncertainties are the primary inputs of the method. Evaluation of uncertainties is required for both modelling and measuring processes.
Each uncertainty source is evaluated using either a statistical or a Bayesian approach [7] . Regardless of the evaluation method, the Gaussian distribution is employed for most uncertainty estimations. However, for some uncertainties, such as those related to model simplification, this distribution is inadequate. Another distribution to represent lack of knowledge is a uniform distribution where the upper and lower bounds are fixed using user judgement (Bayesian approach). Since the real value for an error may never be known exactly, the bounds of a uniform distribution also have an uncertainty related to their positions. One may assume that the uncertainty on the position of the bounds is a fraction (β) of the upstream uncertainty. Pursuing that reasoning, the uncertainty on the bounds position also has uncertainty which is once again a fraction of the upstream uncertainty. If the process is continued an infinite number of times, the convolution of these distributions leads to the Extended Uniform Distribution (EUD) representing in a systematic manner, our perception of some uncertainties (for example the modelling uncertainties).
Uncertainty Correlations (Step a.)
Combining uncertainty in order to obtain the maximal plausible error (threshold value) also requires the qualification of the correlation between uncertainties. There are two types of correlations.
The first is the correlation between uncertainty sources for either a given measured or predicted quantity. The method is able to account for the correlation between several uncertainty sources associated with either the same measurement or the same prediction. However, for common civil engineering cases the uncertainty sources mentioned in the previous section are often all independent. For example, the correlation between uncertainty on model simplifications is independent from the uncertainty on truck weight.
The second correlation type to account for is the dependencies for a given uncertainty source over either several measured or predicted quantities. These dependencies are evaluated separately for each uncertainty source using either a statistical or a Bayesian approach. For model dependent uncertainties (model fixed parameter values, temperature effects, applied loading, etc.) the correlation is implicitly accounted for during the computation. Therefore, these correlations are not required as a direct input from the user. Further details are given in the next section.
For model independent uncertainty sources, in most cases, only the Bayesian approach can be used to quantify correlations. The correlation values are reported in a table describing the dependency either between each prediction or measurement types (displacement, rotation or strains) for each uncertainty source. Correlation inputs are used by the algorithm to build the complete correlation matrix for model simplification and FEM uncertainties. Since this matrix is symmetric, only half may be provided.
In previous studies such as those described in introduction, uncertainties are often assumed to be independent for each measurement location (often termed to be degrees of freedom (DOF)). However, this assumption is seldom true, especially for structures. For example, consider a single span beam loaded by a concentrated force. If this structure is approximated using FEM, there would
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be a finite number of beam elements and degrees of freedom. Such example is illustrated in Figure  3 for the cases of independent and correlated errors. This structure is made of 9 beam elements and 17 DOF. Its displacement behaviour is used for illustration purposes.
The error between the real and the predicted vertical displacement is e 1 for the third node (starting from the left), e 2 for the fifth node and e 3 for the sixth node. In most practical cases, these errors are neither perfectly correlated (Figure 2a ) nor independent ( Figure 2b ). They are instead a combination of these two where in most situations, the systematic character is dominant. The errors at the three locations (DOF) are highly correlated. Therefore for such a structure, assuming that the model uncertainties are aleatory variables that are independent for each DOF would not be an adequate representation of the true system.
Most probabilistic approaches are based on assumptions of independence and randomness. As suggested by JCGM [7] , knowing only that the absolute value of these correlations are neither equal to 0 nor 1, a Bayesian approach can be use to quantify them for each uncertainty source in the presence of each other uncertainty.
Threshold Computation (Step b.)
The threshold represents the maximal plausible error committed during the identification process. This value is computed through stochastic sampling over the uncertainty sources. By first considering only the uncertainties depending on the template model, random samples are taken from each PDF while free model parameters are kept to their mean initial values. The finite element method is used to obtain predictions for the different set of uncertainties. Each evaluation gives a particular response under specific uncertain conditions. This process needs to be repeated approximately 10 4 /(1-P), where P is the desired coverage in percentage of the whole PDF (coverage interval). For a coverage interval of 95% this corresponds to 200'000 samples. In practical terms, this is more than the 1'000 to 25'000 that it is currently possible to solve using inexpensive computing resources. Use of a small number of samples is inevitably less reliable than using a large sample set. However, this often has a marginal influence since the uncertainties depending on the template model are, for most practical cases, less important than other uncertainty sources described below.
The second step involves drawing random samples from the remaining uncertainty PDFs (Template-model independent such as sensor resolution or additional uncertainties) and adding them to randomly selected prediction set obtained through the previous step. In this second step, it is possible to take several million samples (>50M) since it does not involve FEM evaluations. The output is a reliable representation of the combined distribution of every uncertainty source occurring in the identification process.
According to the fundamental principle, when the identification uses a single measurement, it has a 5% (F=1-P=1-0.95) chance of wrongly rejecting the right model. If two measurements are used (this could be either two sensors and one load case or one sensor and two load cases), each of them have a 5% chance of wrongly rejecting the right model. However, by definition, a model instance is rejected if any measurement falsifies it. Therefore, if the uncertainties over the two measurements and predictions are not perfectly and positively correlated, filtering with two measurements could lead to a probability of rejection of the right model higher than 5%. As a result, when more than one measurement is used, the threshold coverage interval needs to be adjusted in order to ensure that the right model is included in the CM set with a 95% probability.
For a situation where measurements and prediction uncertainty correlations have absolute values between 0 and 1, an iterative algorithm is used in order to ensure that the fundamental principle mentioned in the first paragraph of Section 2 is respected. Therefore, the algorithm recursively adds small increments to the coverage interval used to compute the threshold and tests the validity of the fundamental principle by generating simulated measurements. This is done by adding uncertainties coming from modelling and measurement to the predictions from a randomly chosen model instance. This process results in simulated measurement for which the right model is known. Several simulated measurements (>10'000) are used to test if the right model is found in the CM set 95% of the time. The outcome is a threshold which consistently accommodates for uncertainties and correlations.
2.5
Model Rejection (Step c.)
The criterion defining the rejection is a simple expression. For a given model instance, if the difference between a predicted and measured value is larger than the threshold (i.e. the maximal probable error), it is considered to be an unacceptable explanation of structural behaviour. Results retained by this algorithm are grouped into the candidate model set (CM) where each individual is equally likely to be a right representation of the real system.
CM Separation and Clustering (Steps d. and e.)
Consider the example where an initial set of model instances contains 25'000 individuals and after having completed the rejection process, 99% of these models are rejected. In this case, 250 candidate models need to be evaluated. This task becomes overwhelming as the size of the candidate model set increases. To overcome this challenge, clustering techniques adapted by Saitta [8] [9] [10] are used. A performance index ranks from 0 to 1 the validity of clusters according to their number. A plot is provided to present the computed validity associated with each number of clusters. Users choose the number of clusters according to their judgement. The algorithm uses this selected number of cluster to separate the CM set using k-means algorithm [15] .
In the current context, and contrary to its initial goal, the clustering algorithm is not used to find well defined clusters within the data set but instead, to separate models into families in order to facilitate CM visualisation. The goal is to separate the CM set into a manageable number of candidate-model subsets.
2.7
Visualisation and Decision Making (Steps f. and g.)
When the system has up to three unknown parameters, it is possible to plot the sub-group of candidate models on a single Cartesian graph. However, the number of graphs required and the complexity of their interpretation increases exponentially with the number of parameters. For example, a four parameter identification would require the interpretation of 12 two-dimensional graphs. For five parameters this number increases to 60. For civil engineering tasks, most applications have more than three parameters.
Radar plots enable comparison of thousands of different models having a large number of parameters. In such graphs, each axis represents a parameter where the intersection takes the respective minimal possible value, and the free end the maximal one. This allows for visual comparisons of clusters and model instances in a multi-dimensional space using a single 2D graph.
This enables the engineer to make decisions that are enhanced by measurements. For example, possible model explaining the measured behaviour while considering uncertainties may be reviewed and used for further visual inspection or non destructive test investigations (NDT) on the structure. Additionally, predictions on unmeasured behaviour may be performed. For example, predictions on the in-service displacement reserve capacity may be evaluated by simulating a given loading on each CM. The upper and lower predicted responses may be used to define the bounds within which the real structure behaviour should lie. Therefore, this approach may be used for predictive applications. The results obtained through the CMS4SI methodology supports decisions such as -Assessing displacement or fatigue reserve capacity -Retrofitting evaluations -Load increases evaluations -Replacement avoidance -Visual inspection and NDT investigation planning 
Case-Study: Langensand Bridge
The example used for static-load tests is the Langensand Bridge built in Lucerne (Switzerland). This structure was under construction (half of width launched) when tested. Therefore, only one half of it is in the scope of the study. This bridge is approximately 80m long and has a slender profile (>1:30) see Figure 3a ).
Structure Description
The shaded area in Figure 3b ) represents the part of the bridge in place during load testing. It consists of a poured concrete deck on a steel girder. The central part of the bridge is used as roadway and the external parts are sidewalks.
The measurement system used during the identification is composed of six displacement, two rotation and three strain measurements recorded for five load cases. Complete information regarding loading, sensor layout and details are presented in [16] .
The template model has four variables which have to be identified: steel girder Young's modulus (E-STEEL), concrete Young's modulus (E-CONC), road surface Young's modulus (E-RS) and the stiffness of the horizontal support created by the bearing devices (U-STIFF). The IMS composed of 5'000 model instances. Each model is analysed using five load-cases. This leads to a total of 25'000 simulations.
Uncertainties and Correlations
Uncertainties related to the identification are described in Table 1 . Model simplification, mesh refinement and additional uncertainties are represented as unbounded uniform distributions. For these PDFs, the β (see Section 2) parameter is taken to be 0.3. These values represent the authors perception of the minimal and maximal bounds within which the true error should lie.
Uncertainty dependencies between measurements and between predictions are presented in Table 2 for various uncertainty sources. In this table, titles represent either the prediction or measurement type for which the correlation is defined. Sensor resolution uncertainties which are not mentioned in this Table are taken to be independent for each measurement. As illustrated in Section 2, the error correlation between different degrees of freedom (displacements and rotations) is likely to be highly correlated. The uncertainty correlation between each load path is taken as 95% of the correlation between a same load-case. This is based on the principle that if an error is present when simulating using a given load-case, it is likely that it is also present when using a different one. The partial correlation matrix provided for load-cases and for each model-independent uncertainty source is used to build the complete correlation matrices describing the relationship between each prediction location. The process described above for predictions is also applicable for correlation between measurements. These dependencies are used to generate random correlated uncertainties in order to compute the threshold value. 
Results
From the initial set of 5'000 model instances, 2'587 remain as potential candidate models reducing the model space by almost 50%. For this case, the method efficiency at rejecting candidate models is much less than for the previous example which provided a reduction of 88%. This result may be attributed to the uncertainties, notably those associated with model simplifications.
In order to subdivide the model space, the cluster validity index indicates no improvement in cluster validity when the space is divided into more than four clusters.
The four clusters are presented in Figure 2 . Each represents possible combinations of parameters which explain measured data while including uncertainties and correlations. The possible solution space helps identifying parameters needing further study in order to reduce uncertainty and improve identification.
In this case, the cluster b) indicates that the measured behaviour may be explained by a longitudinal displacement restriction of the intended free end of the structure (U-STIFF). Such results can flag anomalous behaviour and justify further on-site visual inspections. As reported by Goulet et al. [1] , a blocked support was found on the structure and its stiffness value was evaluated to be approximately 300kN/mm. Clusters c), d), and e) indicate that range ranges of possible values are observed for the three remaining parameters (E-STEEL, E-CONC and E-RS). Their exact values cannot be found using the current measurements only. Results can be used, for example, to justify further non-destructive tests in order to reduce such variability. Quantifying steel Young's modulus using non-destructive test to would allow reducing the variability associated with parameter compensation as shown in cluster a).
Discussion
Structural identification is limited often by the complexity of the structure as well as the placement and type of sensors. Uncertainties are present and they may be the limiting factor governing identification. This application shows that the simplifications related to the model may, for full scale structures, be the dominant uncertainty source. Two aspects have to be developed in order to improve structural identification. New methods are required in order to define whether or not measuring a structure is useful. Optimal testing configurations (sensor location and load paths) should be selected using a method that focuses on reducing the candidate model set in the most efficient way. Developments of these aspects are currently the subject of further research.
Conclusions
This paper proposes a methodology that is able to accommodate multiple explanations while The CMS4SI approach provides the necessary robustness and simplicity to support decisions related to the identification and understanding of structural behaviour. The validity of the approach is demonstrated through a simple test case and its applicability is tested with full scale test performed on the Langensand Bridge.
The importance of errors is underlined by this last example. In many cases, uncertainties are the limiting factor for identification capability. Uncertainties may be too large to uniquely identify the behaviour of a structure. A critical aspect that determines the number of candidate models is the uncertainty associated with model simplifications.
The adaptation of clustering techniques and the use of radar plots allow for a convenient visualisation of results involving several parameters.
