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Abstrat
Random Wavelet Series form a lass of random proesses with multi-
fratal properties. We give three appliations of this onstrution. First,
we synthesize a random funtion having any given spetrum of singulari-
ties satisfying some onditions (but inluding non-onave spetra). Se-
ond, these proesses provide examples where the multifratal spetrum
oinides with the spetrum of large deviations, and we show how to re-
over it numerially. Finally, partiular ases of these proesses satisfy a
generalized selfsimilarity relation proposed in the theory of fully developed
turbulene.
1 Introdution: Random Wavelet Series
The story of random Fourier series largely oinides with the development of
harmoni analysis in the twentieth entury, starting with the pioneering work
of Borel, later developed by Wiener, Salem and Zygmund, to quote but a few,
and ulminating with the famous book of Kahane [?℄ whih made this theory
aessible to a large audiene. Sine the mid 80's, wavelet bases have proved to
be a preponderant alternative option to the trigonometri system, in order to
analyze and synthesize funtions and signals. Therefore, a very natural problem
is to study random wavelet series. Surprisingly, it turns out that suh series have
properties that dier widely from those of random Fourier series. This dierene
is partiularly striking when one onsiders pointwise Hölder regularity. Reall
that, if α > 0, a funtion f , dened on R is Cα(x0) if there exists a polynomial
P of degree at most [α] suh that
|f(x)− P (x− x0)| ≤ C|x− x0|
α. (1)
∗
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The Hölder exponent of f at x0, denoted by hf (x0), is dened as
hf(x0) := sup{α : f ∈ C
α(x0)}.
Under very general assumptions, random Fourier series with independent oef-
ient have everywhere the same Hölder exponent. (The dierenes that appear
in the modulus of ontinuity at dierent points and allow to draw a dierene
between slow points and fast points are logarithmi orretions in the right hand
side of (1), of the form log(|x − x0|)γ ; ompare for instane in [?℄ the results
onerning the uniform modulus of ontinuity given by Theorem 2 in Chapter 7
with the results onerning irregularity everywhere in Setion 6 of Chapter 8.)
By ontrast, random wavelet series with independent oeients have a
Hölder exponent whih is a highly irregular random funtion: Let
Eh := {x, f has Hölder exponent h at x} ;
if the distributions of the wavelet oeients depend only on the sale of the
wavelet (and some mild additional hypotheses), the sets Eh are non-empty when
h takes values in an interval of non-empty interior [hmin, hmax], in whih ase
the Eh are random fratal sets, see [?℄. The Hausdor dimension of Eh, whih
is denoted by d(h) is alled the spetrum of singularities of the sample path (we
use the traditional onvention dimH(∅) := −∞). In this paper we will reall
the previous results onerning random wavelet series, and ontinue this study
by showing in partiular that the model supplied by random wavelet series is
ompatible with several turbulene models that have been proposed in the past.
There are many real-life situations where, although the independene on-
dition is not neessarily satised, good estimates or models are known on the
distribution of wavelet oeients. Let us mention a few examples:
• Several authors (Buigrossi et al. [?℄, Huang et al. [?℄, Mallat [?℄, Si-
monelli [?℄, Vidakovi [?℄) have studied the statistis of the wavelet o-
eients of large olletions of natural images and observed that these
statistis are highly non-Gaussian. Exponential power distributions (of
density Ce−A|x|
α
) t very well these statistis.
• Casade-type models for the evolution of the probability density funtion
of the wavelet oeients through the sales have been proposed to model
the veloity in the ontext of fully developed turbulene (these models
were initially proposed by Castaing et al. [?℄ for the inrements of the
veloity, and then tted to the wavelet setting by Arneodo et al. [?℄).
Random multipliative models have also been onsidered in statistis, see
Vidakovi [?℄.
• Bayesian inferene tehniques based on a priori models for the distribu-
tions of wavelet oeients at eah sale have been widely studied (see for
instane Abramovih et al. [?℄, Johnstone [?℄, Müller et al. [?℄) to improve
the usual wavelet-based denoising algorithms by using the additional in-
formation supplied by the distributions of wavelet oeients (instead of
using only the Besov regularity for instane).
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• In multifratal analysis, several formulas (Lévy-Vehel et al. [?℄, Evertsz et
al. [?℄, Meneveau et al. [?℄, Riedi [?℄) were also proposed in order to derive
spetra of singularities from distributions of inrements of the funtion.
These formulas are referred to as large deviation multifratal formalisms;
they an be easily extended to a wavelet setting.
We will explore how random wavelet series an play a role in some of these
models. Let us rst reall their denition and main properties. We onsider
funtions on T := R/Z (1-periodi funtions). Let ψ be a mother wavelet suh
that the periodized wavelet family{
ψj,k : x 7→
∑
l∈Z
ψ(2j(x− l)− k), j ∈ N, 0 ≤ k < 2j
}
form, together with the onstant funtion x 7→ 1, an orthogonal basis of L2(T)
(but not orthonormal, the L∞ normalization being more onvenient for our
purpose). The wavelet oeients of a funtion f are
Cj,k = 2
j
∫ 1
0
f(x)ψj,k(x)dx.
In the following, we will assume that the wavelet ψ belongs to the Shwartz
lass, whih will simplify the statements of the main results. Note however that
the regularity results that we will state remain partly valid when using a wavelet
with limited regularity: In this ase, one has to assume that the maximal Hölder
regularity of the proess (that will be denoted by hmax) is stritly smaller than
the uniform Hölder regularity of the wavelet.
1.1 Random wavelet oeients
Denition 1. A periodi distribution f is a random wavelet series (RWS) if
its wavelet oeients Cj,k in the basis above satisfy the following requirements:
1. ∀j, the Cj,k (k ∈ {0, . . . , 2j − 1}) are identially distributed random vari-
ables; the probability distribution of −
log
2
(|Cj,k|)
j
is denoted by ρj ; it is
dened on R ∪ {+∞};
2. the Cj,k (j ∈ N, k ∈ {0, . . . , 2j − 1}) are independent;
3. there exists γ > 0 suh that
ρ(α) := inf
ε>0
lim sup
j→+∞
log2
(
2jρj([α− ε, α+ ε])
)
j
(2)
is stritly negative for α < γ.
The third requirement is neessary in order to be sure that the series
∑
cj,kψj,k
is onvergent in the sense of distributions. The funtion ρ thus dened is alled
3
the upper logarithmi density of the proess. It is upper semi-ontinuous, but
not neessarily monotonous. We do not make any other assumption on the
probability measures ρj ; note that ρj({+∞}) is simply the probability that
Cj,k = 0.
1.2 Histograms of wavelet oeients
Consider now an arbitrary funtion (or distribution) f , whih, for instane, an
be a sample path of a stohasti proess. Let Nj(α) := #
{
k, |Cj,k| ≥ 2−αj
}
,
and
ρ(α) := inf
ε>0
lim sup
j→+∞
log2(Nj(α+ ε)−Nj(α − ε))
j
. (3)
Without any additional assumption, we expet ρ to be a random funtion,
whereas, if f is a RWS, ρ is deterministi. A rst result of [?℄ links these two
funtions.
Theorem 1. Let f be a RWS, and
W :=

α, ∀ǫ > 0,
∑
j∈N
2jρj([α − ǫ, α+ ǫ]) = +∞

 .
With probability one, for all α,
ρ(α) =
{
ρ(α) if α ∈W ;
−∞ else.
One immediately heks that ρ(α) > 0 ⇒ α ∈ W and ρ(α) < 0 ⇒ α 6∈ W .
If ρ(α) = 0, then ρ(α) an be either (almost surely) 0 or −∞.
1.3 Spetrum of singularities
A seond result gives the spetrum of singularities for a RWS Naturally ifW = ∅,
then f is almost surely globally C∞. Otherwise, let us dene
hmin := inf(W ),
and, assuming that ∃α, ρ(α) > 0,
hmax :=
(
sup
α>0
ρ(α)
α
)−1
.
Note that, beause ρ is upper semi-ontinuous, ρ(hmin) ≥ 0.
Theorem 2. Let f be a RWS Almost-surely,
• the almost-everywhere Hölder exponent is hmax;
• for all h ∈ [hmin, hmax], d(h) = h supα∈(0,h]
ρ(α)
α
;
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• d(h) = −∞ else.
See Figure 3 for an illustration.
In [?℄ it was impliitly assumed that there exists α suh that ρ(α) > 0.
However, it may happen that this ondition does not hold, and yet W is not
empty. Consider for instane the RWS dened by xing α0 > 0, and ∀j ∈
N, ρj({α0}) = j2
−j
and ρj({+∞}) = 1 − j2
−j
(here W = {α0}). In that
(degenerate) ase, we get an almost sure at spetrum.
Proposition 1.1. Let f be a RWS suh that ∀α, ρ(α) ≤ 0, but W 6= ∅. Dene
hmin as above. Then, almost surely,
• the almost-everywhere Hölder exponent is +∞;
• for all h ≥ hmin, d(h) = 0;
• d(h) = −∞ else.
Proof. First, aording to Theorem 1, ρ(γ) < 0 implies a. s. ρ(γ) = −∞, whih
means that with at most nitely many exeptions, |Cj,k| < 2−γj.
For α ≥ 0 let Kj(α) :=
{
k, |Cj,k| ≥ 2−αj
}
and if d ≤ 1, let
Ej(α, d) :=
⋃
k∈Kj(α)
(k2−j − 2−dj, k2−j + 2−dj),
and
E(α, d) := lim sup
j→+∞
Ej(α, d).
Note that E(α, d) is inreasing in α and dereasing in d. Beause ρ(α) ≤
0, ∀d > 0, by the Borel-Cantelli lemma, almost surely E(α, d) has Lebesgue
measure L(E(α, d)) = 0. Then, with
E :=
⋃
m≥1
E
(
m,
γ
m
)
,
almost surely L(E) = 0. If x 6∈ E, then for all m ≥ 1, for all j, k with at most
a nite number of exeptions, either |Cj,k| < 2−mj or
∣∣x− k2−j∣∣ ≥ 2− jγm , in
whih ase |Cj,k| <
∣∣x− k2−j∣∣m. Using the lassial wavelet haraterization of
pointwise regularity, this proves that f ∈ C∞(x).
The last two points are similar to Theorem 2 (in the ase where ρ(α) > 0
happens only for some α > h0 > hmin).
To onlude this overview, let us mention the following result, also proved in
[?℄. A funtion f is alled a uniform Hölder funtion if there exists ǫ > 0 suh
that f ∈ Cǫ(T).
Proposition 1.2. The spetrum of singularities of any uniform Hölder funtion
f satises the inequality
d(h) ≤ h sup
α∈(0,h]
ρ(α)
α
. (4)
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2 Synthesis of multifratal proesses
When a multifratal model is proposed, a natural step is to onstrut a funtion
or a random proess having a given spetrum of singularities d(h). Aording
to Theorem 2, the andidates for RWS spetra are right-ontinuous funtions
satisfying the following properties: d ≤ 1; d ≥ 0 on an interval [hmin, hmax]
where the funtion h 7→ d(h)
h
is inreasing; outside this interval d(h) = −∞; and
d(hmax) = 1. These onditions are also suient.
Proposition 2.1. Let d(h) satisfy the onditions listed above. Take, for all
j ∈ N, for all α ∈ R,
ρj(dα) :=
j ln(2)
hmax
2j(d(α)−1)dα
and ρj({+∞}) := 1 −
∫ hmax
0
ρj(dα). Then ρj is a probability measure on R ∪
{+∞}, and its upper logarithmi density is ρ(α) = d(α).
Proof. Note that d(α) ≤ α
hmax
. It follows that
∫
R
ρj(dα) =
∫ hmax
0
ρj(dα)
≤
j ln(2)
hmax
2−j
∫ hmax
0
2j
α
hmax dα
≤ 1,
whih ensures, together with the denition of ρj({+∞}), that ρj is a probability
measure on R ∪ {+∞}.
Let us now ompute the upper logarithmi density. We have
log2
(
ε j ln(2)
hmax
)
j
+ d(α) ≤
log2
(
2j
∫ α+ε
α−ε
ρj(t)dt
)
j
≤
log2
(
2ε j ln(2)
hmax
)
j
+ d(α+ ε),
d(α) ≤ lim sup
j→+∞
log2
(
2j
∫ α+ε
α−ε ρj(t)dt
)
j
≤ d(α+ ε)
hene, letting ε→ 0 and using right-ontinuity, ρ(α) = d(α).
The almost sure spetrum of singularities of the orresponding RWSis then
d. To synthesize it, for all j ∈ N we draw independently 2j random variables αjk
with law ρj (using the rejetion method if neessary), and let Cj,k := χjk2
−jαjk
(χjk is an arbitrary sign or phase). Then
f(x) =
∑
j∈N
2j−1∑
k=0
Cj,kψj,k(x) (5)
is a realization of the proess.
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This allows in partiular to show proesses with non-onave spetra. An
example is given on Figure 1 with d(h) := (h− 12 )
2
on [ 12 ,
3
2 ] and −∞ elsewhere.
The wavelet used is Daubehies 10 (extremal phase).
-0.006
-0.004
-0.002
0
0.002
0.004
0.006
0.008
0 5000 10000 15000 20000 25000 30000 35000
Figure 1: A multifratal funtion with non-onave spetrum
3 Spetrum of large deviation
For a funtion given in a sampled form (signals, images), one often wishes to
ompute its spetrum of singularity. Just applying the denition (identifying
the sets of ommon Hölder exponent and omputing their Hausdor dimension)
is learly not feasible, so numerial proedures alled multifratal formalisms
have been proposed instead. In general, a multifratal formalism does not yield
the orret spetrum, but an upper bound, and is proved valid only on ertain
funtions. For instane, the lassial multifratal formalism, derived from
the original ideas of Parisi and Frish [?℄, onsists in omputing the so-alled
struture funtion
τ(q) := lim inf
j→+∞
log2 (
∑
k |Cj,k|
q
)
−j
,
and taking its Legendre transform
d1(h) := inf
q
hq − τ(q) (6)
as an estimation for d(h). It was proved by Jaard [?℄ that for any funtion
f , if qc is the (only) solution to τ(qc) = 0, and if the inmum in (6) is taken
for q ≥ qc, then d(h) ≤ d1(h); moreover, equality in (6) holds for selfsimilar
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funtions (Jaard [?℄). Note, however, that this annot be true for all fun-
tions; in partiular the right-hand term of (6) is onave, whereas in general the
spetrum is not.
One an also prove that, for any funtion (even for a tempered distribution),
for all h,
h sup
α∈(0,h]
ρ(α)
α
≤ inf
q≥qc
hq − τ(q); (7)
this implies that (4) is sharper than (6). Atually,
d2(h) := h sup
α∈(0,h]
ρ(α)
α
is equivalent to the spetrum of large deviations of [?℄; we know from Theorem 2
that for RWS it oinides with the spetrum of singularities.
Beause of (7), this new multifratal formalism will be valid whenever the
lassial one is valid; moreover, sine the spetrum thus obtained is not neessary
onave, its domain of validity is stritly larger than the lassial one. Note that
ρ(α) may not be easy to ompute numerially, beause (3) involves a double
limit. But if we dene
λ(α) := lim sup
j→+∞
log2(Nj(α))
j
,
whih is inreasing, we an show that its upper losure λ¯ (whose hypograph
is the losure of the hypograph of λ) satises λ¯(α) = supα′≤α ρ(α
′). Hene
d2(h) = supα∈(0,h]
λ¯(α)
α
as well, whih is easier to ompute.
We tested this algorithm on the proess that we synthesized in  2, with
the same parameters as on Figure 1, exept that it was omputed with 222
points to get a suient sale range. The analyzing wavelet is Daubehies 3
(extremal phase), dierent from the synthesizing wavelet. Implementation is
straightforward; we used a simple linear regression on the 10 largest sales to
ompute λ(α), and then d2(h). Results are shown on Figure 2.
4 Generalized selfsimilarity
The model for fully developed turbulene proposed in Castaing et al. [?℄ asserts
that the veloity eld is a random proessX , with inrements at sale l following
a law of density Pl, and that if l < L,
Pl(x) =
∫
glL(u)e
−uPL(e
−ux)du, (8)
where the selfsimilarity kernel satises glL = gll′ ∗ gl′L for l < l′ < L. This is a
generalization of the notion of selfsimilar proess, beause taking glL := δH ln l
L
in (8) yields
Pl(x) =
(
L
l
)H
PL
((
L
l
)H
x
)
⇐⇒ Xl
L
=
(
l
L
)H
XL.
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Figure 2: Computed spetrum of singularities: numerial (+) and theoretial
() results.
The onstrution of suh a proess for general g is still an open prob-
lem, but a disrete approah an be done using wavelets. Assuming that for
all k, Cj,k
L
=X2−j , and that, at j xed, the ommon probability density for
− log2(|Cj,k|) is ρ˜j , (8) beomes for j > J
ρ˜j = GjJ ∗ ρ˜J , (9)
whereGjJ (u) := g2−j2−J (−u)must satisfyGjJ = Gjj′∗Gj′J for j > j
′ > J . One
an furthermore assume that GjJ depends only on j − J , in whih ase GjJ =
G∗(j−J). Remark that, with the notation of Denition 1, ρj(dα) = jρ˜j(jα)dα.
A RWS satisfying (9) an be obtained by simply taking ρj(dα) = jGj0(jα)dα.
Then its spetrum of singularities an be omputed almost surely and, thanks
to Theorem 2, it satises the multifratal formalism given by (6), where the
inmum is taken for q ≥ qc.
Example 1: G = Nm,σ2 , with m > σ
√
2
log
2
(e) . For all α,
ρ(α) = 1− log2(e)
(α −m)2
2σ2
.
The wavelet oeients follow a log-normal law; the spetrum of singularities
is a segment of a parabola followed by a segment of a line.
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Example 2: G = δα0 ∗ γν,β , with ν, β > 0; α0 > α
⋆(ν, β), whih is the largest
solution to 1 + ν log2(−α
⋆) + β log2(e)α
⋆ + ν log2
(
βe
ν
)
= 0. For α > α0,
ρ(α) = 1 + ν log2(α− α0)− β log2(e)(α− α0) + ν log2
(
βe
ν
)
.
Example 3: G = δα0 ∗ pc, where pc is a Poisson distribution with parameter
c and α0 > α
⋆(c), whih is the solution to 1 − c log2(e) − α
⋆ log2
(
ce
−α⋆
)
= 0.
This kernel was proposed by Dubrulle [?℄ and She and Waymire [?℄ in the study
of fully developed turbulene. For α > α0,
ρ(α) = 1− c log2(e) + (α− α0) log2
(
ce
α− α0
)
0
0.2
0.4
0.6
0.8
1
1.2
0 0.5 1 1.5 2 2.5
d(h)
h
Figure 3: Upper logarithmi density (thin urve) and spetrum of singularities
(bold urve) for the Poisson kernel (c = 1, α0 = 0).
It is remarkable that suh selfsimilarity kernels an be obtained in the frame-
work of RWS, sine they are usually expeted to be the signature of asade
models on the wavelet oeients whih display strong orrelations between
these oeients (see [?℄). Our examples show that it is not the ase: Correla-
tions between wavelet oeients annot be inferred from the partiular shape
of the p.d.f. of the wavelet oeients at eah sale. Note however that one
possible option, in order to derive some information on these orrelations, is to
study how statistis of loal suprema of the wavelet oeients behave, see [?℄.
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