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Summary
The thesis is concerned with improving the performance and robustness of model pre-
dictive control (MPC) controllers for (1) constrained linear systems with bounded dis-
turbances (LBD systems); (2) constrained piecewise linear systems with bounded dis-
turbances (PWLBD systems); (3) constrained nonlinear systems.
A multi-mode MPC controller is proposed for constrained LBD systems that guarantees
constraint satisfaction and robust closed-loop stability. The design achieves the objective
of having a large domain of attraction, good asymptotic behavior and reasonably low on-
line computation. Furthermore, the proposed controller can be determined off-line.
For constrained PWLBD systems, two approaches are proposed under the time optimal
control (TOC) and MPC frameworks. Both approaches result in the polytopal domains
of attraction using an inner polytopal approximation. The resulting control laws of these
two approaches can guarantee robust closed-loop stability and can also be determined
off-line, which in sequence leads to reasonable on-line computational requirement.
Disturbance invariant sets play an important role for the controller design of constrained
PWLBD systems. One of the contributions of this thesis is the development of sev-
eral algorithms for computing disturbance invariant sets and their approximations for
PWLBD systems.
For constrained nonlinear systems, an approach is proposed to approximate the termi-
nal set and the terminal cost off-line using support vector machine (SVM). SVM is a
powerful pattern recognition technique and the approach exploits the flexibility in the
choices of the terminal set and cost and is less demanding in terms of the approximat-
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ing accuracy. The resulting terminal set is large and, hence provides a large domain of
attraction.
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1Chapter 1
Introduction
This thesis is concerned with designing model predictive controllers for constrained
discrete-time linear and piecewise linear (PWL) systems with bounded disturbances. It
also includes a model predictive control (MPC) that exploits approximating approaches,
such as support vector machine (SVM), for constrained nonlinear systems. This chapter
provides a review of the literature on such systems.
1.1 Background
The analysis of physical systems is often done by using mathematical models. However,
such models are usually idealistic in that they may not capture all the complexities of
the real systems and their physical constraints. Omitting physical constraints in the
controller design may lead to a state or control action that violates these constraints
and results in unpredictable behavior. Hence, an important consideration of optimal
control studies is the treatment of model uncertainties and the satisfaction of physical
constraints.
Model predictive control (MPC) is one strategy that deals with controller design for sys-
tems with physical constraints. The basic idea of MPC is found in several textbooks on
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the optimal control theory [4, 14, 51]. In particular, Lee and Markus had an interesting
paragraph that describes a hypothetical method for obtaining a closed-loop controller
from open-loop trajectories. Their basic idea leads to the modern version of MPC. The
formulation of MPC is given below for a discrete-time constrained nonlinear system
with additive disturbances:
x(t +1) = f (x(t),u(t))+h(w(t)), (1.1)
x(t) ∈ X , u(t) ∈U, w(t) ∈W, ∀t ≥ 0, (1.2)
where t is the discrete time index, x(·),u(·) and w(·) are the state, control and dis-
turbance variables respectively and X ⊂ Rnx ,U ⊂ Rnu,W ⊂ Rnw are the corresponding
constraints and disturbance sets. The MPC of (1.1)-(1.2) is based on the solution, at time
t, given x(t), of the following finite horizon optimization problem over u(t) = {u(0|t),









x(k +1|t) = f (x(k|t),u(k|t))+h(w(k)), ∀w(k) ∈W, k = 0, ...,N−1, (1.4)
x(0|t) = x(t), (1.5)
x(k|t) ∈ X , u(k|t) ∈U, k = 0, ...,N−1, (1.6)
x(N|t) ∈ X f . (1.7)
The decision variable in the above optimization problem is the control sequence u(t).
The notation x(k|t) and u(k|t) denote the state and input at time t +k derived using (1.4)
based on the state of system (1.1) at time t. The parameter N is the prediction horizon.
The function ℓ(·, ·) is the stage cost, X f is the terminal set and F is the terminal cost
defined on X f . In general, ℓ(·, ·), X f and F have to satisfy additional assumptions to
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ensure the closed-loop stability of MPC. Their choices are important and are the foci of
past research in the literature [59].
Suppose uo(t) = {uo(0|t),uo(1|t), · · · ,uo(N−1|t)} is the solution of the optimal prob-
lem (1.3)-(1.7). At time t, the new control input to be applied to system (1.1) is the first
element of the sequence uo(t), i.e.
u∗(t) := uo(0|t). (1.8)
Here u∗(t) implicitly defines the MPC control law with the closed-loop system being
given by x(t + 1) = f (x(t),u∗(t)) + h(w(t)). Feedback is incorporated into MPC by
repeating the optimization problem at the next time instant. Let XN be the domain of
attraction of the MPC controller, i.e.
XN := {x(t) ∈ Rnx : ∃u(t) such that (1.4)− (1.7) are satisfied}. (1.9)
Using the notations developed, we provide the review on the MPC for the various sys-
tems.
1.2 Literature Review
1.2.1 MPC for Linear Systems with Bounded Disturbances
The study of MPC for constrained linear systems is well developed in recent years.
However, the extensive literature on linear MPC is by and large restricted to the cases
without disturbances or model mismatch. MPC designed for a particular model, may
perform poorly when implemented on a physical system that is not exactly described
by the model [43]. Therefore, the issue of linear MPC in the face of uncertainties has
received much attention recently.
Several MPC methods have been proposed for linear systems with bounded disturbances
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(LBD systems). The simplest [54, 82] is to ignore the disturbances and rely on the in-
herent robustness of deterministic MPC. It is obvious that such an approach can not
guarantee the closed-loop stability in the presence of persistent disturbances. Recently,
the feedback linear MPC [21, 38, 47, 59, 61] is advocated in. Various modifications
[38, 59, 61, 81] have been proposed to ensure the closed-loop stability and feasibility of
MPC. One of them is to use a min-max optimization [2, 7, 38, 81]. The min-max MPC
minimizes the maximum value that can be attained by the cost functional when all the
possible disturbances are taken into account. Hence, the controller is robust against all
possible realizations of the disturbances over the prediction horizon N. When the distur-
bance set is a polytope, the consideration of all disturbance realizations can be reduced
to the consideration of sequences that take on values at the vertices of the disturbance
set for some special systems, see [38, 81]. However, the number of the possibilities to
explore grows exponentially with N and the computational burden becomes prohibitive
for practical implementations. Other interesting feedback approaches include the set-
based approach [21, 47, 56, 60, 61], where the effect of the disturbances is accounted
for through the use of strengthened constrained sets. Compared with the min-max MPC
approach, the set-based MPC approach appears to be more tolerant. However, under the
same situation, the size of its domain of attraction may be smaller than that of min-max
MPC approach. An approach proposed in this thesis is to use a multi-mode controller to
address this limitation.
The optimality of MPC and its satisfaction of the constraints have led to its widespread
adoption. However, its on-line computational requirement precludes its application to
many systems, especially when nx and N are large. For LBD systems, some papers
[7, 38] use the concept of multi-parametric programming [9, 46, 89] to simplify the
on-line computational requirement. The multi-parametric programming results in many
different partitions of the domain of attraction. However, with increasing of N, the total
number of partitions grows rapidly [89] and becomes a limitation for on-line computa-
tion.
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1.2.2 MPC for Piecewise Linear/Affine Systems with Bounded Dis-
turbances
In recent years, there is an increase in the research activities of MPC for hybrid systems
in general and piecewise linear (PWL) or piecewise affine (PWA) systems in particu-
lar. The rising interest in this class of constrained PWL/PWA systems is due to the fact
that many nonlinear systems, such as hybrid systems, can be approximated closely by
PWL/PWA models [87]. PWL/PWA system is defined by partitioning the state space of
the system in a finite number of polyhedral regions and associating to each region a dif-
ferent dynamic. Recently, several results [8, 11, 30, 39, 48, 58] of MPC for constrained
PWL/PWA systems have been reported. However, most designs do not take into account
of disturbances.
MPC for PWL/PWA systems with bounded disturbances has been studied especially in
last three years, see [39, 65, 66]. In [39], dynamic programming technique is used to
design the MPC controller. The domain of attraction XN is a union of finite polyhe-
dral sets and the controller checks for a corresponding polyhedral set at each time step.
One of the key problems in this strategy is the non-convexity of XN , which produces a
significant computational overhead. In [65, 66], the feedback min-max MPC approach
is employed while the finite horizon MPC optimization problem is relaxed to a set of
linear programs. However, this approach is restricted due to the exponential growth in
possibilities of bounded disturbances of the min-max formulation.
Invariant sets play an important role in the stability and feasibility of constrained PWL/
PWA systems under the MPC framework. For example, in [48], the terminal set X f
incorporated in the finite horizon MPC optimization problem is a polytopal positively
invariant set of nominal PWL systems. By now, there are many computational methods
[37, 48, 50, 64] proposed for obtaining invariant sets for PWL/PWA systems without
disturbances. Furthermore, in [44, 66, 72], authors provided the computations of dis-
turbance invariant sets for linear difference inclusions (LDI). To the best of the author’s
knowledge, only a few papers [37, 73] consider PWL/PWA systems with bounded dis-
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turbances. In [73], an algorithm for computing the maximal disturbance invariant set of
PWLBD systems is described and sufficient conditions for the finite termination of this
algorithm are given.
1.2.3 Nonlinear MPC of Low Computational Complexity
Since most physical systems are highly nonlinear, the performance of MPC based on lin-
ear or PWL/PWA models can be poor. This has motivated the development of MPC for
general nonlinear models with state and input constraints. However, the major obstacle
for applying MPC to constrained nonlinear systems is its heavy on-line computational
burden.
The computational requirements of nonlinear MPC stem from several sources. The most
important is the on-line optimization. In order to achieve a large domain of attraction,
a long prediction horizon or a large terminal set is required. In most existing nonlinear
MPC approaches [18, 22, 53], the terminal set X f is computed based on linearization
system and hence is usually small, which means a small domain of attraction for a
fixed N. Increasing the length of N leads to a greater number of decision variables and,
therefore, to a greater on-line computational effort. One of the ways to reduce the on-line
computational effort is to enlarge X f via the use of a shorter horizon. For example, in
[19], a terminal set is enlarged by using a local LDI representation for a nonlinear system
and by solving a linear matrix inequality (LMI) optimization problem. In [16], an LDI
representation is also used, and a polytopal terminal set and an associated terminal cost
are computed. In [52], a terminal set is chosen to be a contractive constraint given by
a sequence of reachable sets to a given invariant set. However, none of them is the
maximal terminal set.
Similarly, the computational effort can be reduced by moving part of the computations
off-line. For example, general function approximators, such as neural networks, have
been applied to describe the MPC optimal strategy, see [1, 17, 29, 55, 69]. In [69], neural
networks is applied to directly approximate the closed-loop MPC control law, without
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the use of X f and F . However, such an approach requires accurate approximation to
ensure the closed-loop stability. In [1], the closed-loop MPC control law is also approx-
imated by neural networks and the condition of the accuracy of the approximation is
given.
1.3 Objectives and Scope of the Thesis
This thesis attempts to improve and characterize several issues of MPC control law: the
domain of attraction, asymptotical behavior and the on-line computational effort. These
issues are addressed within the scope of the thesis which is restricted to (1) constrained
LBD systems; (2) constrained PWL systems with bounded disturbances (PWLBD sys-
tems) and (3) general constrained nonlinear systems.
1.4 Contributions of the Thesis
1.4.1 Multi-mode MPC Controller for Constrained LBD Systems
In this thesis, a multi-mode MPC controller is proposed for LBD systems that guar-
antees constraint satisfaction and robust closed-loop stability. Compared with standard
robust linear MPC approaches, the proposed approach has the advantages of having a
large domain of attraction, good asymptotic behavior and reasonably low on-line com-
putational effort. The condition for connecting single-mode controllers is provided,
therefore various single-mode controllers can be put together under the proposed multi-
mode framework. Furthermore, the proposed controller can be determined off-line using
multi-parametric programming. Under similar conditions, the proposed approach has
fewer partitions of the domain of attraction compared with some standard robust linear
MPC approaches [21, 61].
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1.4.2 Controller Design for Constrained PWLBD Systems
For constrained PWLBD systems, two approaches are proposed under the time opti-
mal control (TOC) and MPC frameworks. Both approaches require the proper handling
of the piecewise nature of PWL systems and the effect of disturbances under such a
structure. One key problem in the controller design for PWLBD systems is the lack of
convexity of the domain of attraction. These proposed approaches result in the polytopal
domains of attraction using an inner polytopal approximation. The convex approxima-
tion can be used for a union of finite polytopes and its details are discussed in Chap-
ter 2. Furthermore, the control laws of these two approaches can guarantee the robust
closed-loop stability and can also be determined off-line, resulting in reasonable on-line
computational requirement.
1.4.3 Computations of Disturbance Invariant Sets for PWLBD Sys-
tems
Disturbance invariant sets play an important role for the controller design for LBD sys-
tems. The same is true for PWLBD systems. They are needed in characterizing the
asymptotic behaviors of the system and as terminal sets for stability and feasibility of
MPC. In this thesis, one of the contributions is the development of several algorithms
for computing the disturbance invariant sets and their approximations for constrained
PWLBD systems.
1.4.4 Nonlinear MPC via Support Vector Machine
For constrained nonlinear systems, the approximations of the terminal set X f and termi-
nal cost F off-line using SVM are proposed. SVM is a pattern recognition technique,
both for regression and classification problems. The approach exploits the flexibility in
the choices of X f and F and is less demanding in terms of the approximating accuracy.
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The resulting terminal set is large and, hence provides a large domain of attraction. Fur-
thermore, a larger terminal set implies faster on-line computational work via the use of
a shorter horizon.
1.5 Organization of the Thesis
This thesis is organized as follows:
Chapter 1 introduces the background of MPC and reviews the literature of MPC for
constrained LBD, PWLBD and nonlinear systems.
Chapter 2 reviews some basic concepts and methodologies needed in the thesis. An
inner polytopal approximation procedure which can approximate a union of polytopes
by an inner polytope is proposed.
Chapter 3 presents a multi-mode controller approach for constrained LBD systems
under the MPC framework. Examples showing the efficiencies of the proposed approach
are included.
Chapter 4 shows the computations of the polytopal disturbance invariant sets for con-
strained PWLBD systems. Furthermore, computations of the polytopal outer bounds of
the minimal disturbance invariant set of such systems are presented.
Chapter 5 presents a simple approach to design stabilizing PWL feedback control laws
for nominal PWL systems. In addition, an approach to design the stabilizing controllers
for constrained PWLBD systems under the time optimal control framework is proposed.
Chapter 6 proposes an MPC approach to robustly stabilize constrained PWLBD sys-
tems.
Chapter 7 considers MPC for nonlinear systems. The terminal set and terminal cost are
approximated off-line using SVM.
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Chapter 8 summaries the contributions of this thesis and outlines directions for future
research.
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Chapter 2
Definitions, Set Operations and
Procedures
In this chapter, some basic concepts and methodologies needed in this thesis are re-
viewed. Definitions of polytope, P-collection, related concepts and operations on them
are introduced in Section 2.1. In Section 2.2, a procedure to approximate a P-collection
by an inner polytope is proposed. In Section 2.3, the ideas of multi-parametric program-
ming are briefly reviewed. In Section 2.4, a brief overview of invariant set theory for
linear systems is provided.
2.1 Polytope
We start this section with the definitions of convex sets and some of the operations on
them.
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2.1.1 Definitions
Definition 2.1.1 (Convex set)
A set Θ is convex if for any z1,z2 ∈Θ and any real scalar λ with 0≤ λ ≤ 1, λ z1 +(1−
λ )z2 ∈Θ.
Definition 2.1.2 (Hyperplane)
A hyperplane in Rn is a set of the form
{z ∈ Rn : aT z = b},
where a ∈ Rn,a 6= 0 and b ∈ R.
Definition 2.1.3 (Halfspace)
A (closed) halfspace is a set of the form
{z ∈ Rn : aT z≤ b},
where a ∈ Rn,a 6= 0 and b ∈ R.
Definition 2.1.4 (Polyhedron)
A convex set Θ ⊂ Rn given by Θ := {z ∈ Rn : Az ≤ b} is called a polyhedron with
A ∈ Rm×n and b ∈ Rm. Equivalently, Θ can be considered as the intersection of a finite
set of closed halfspaces.
Definition 2.1.5 (Polytope)
A polytope is a bounded and closed polyhedron.
Definition 2.1.6 (P-collection)
A P-collection is a (possible non-convex) union of a finite number of polytopes Θ j, j =
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Remark 2.1.1 Note that the polytopes Θ j, j = 1, . . . ,q defining the P-collection Θ can
be disjoint and /or overlapping.
2.1.2 Operations on Polytope
In this section, some basic operations on polytope are reviewed.
Minkowski Sum
Given sets ∆⊂ Rn and Θ⊂ Rn, the Minkowski sum (vector sum) of ∆ and Θ is defined
by
∆⊕Θ , {z ∈ Rn : z = z1 + z2, z1 ∈ ∆, z2 ∈Θ}. (2.1)
Convex Hull
For points z1, . . . ,zν and the set Θ = {z1, . . . ,zν}, the convex hull of Θ is the smallest
convex set that contains Θ, i.e.








λ j = 1}. (2.2)
Hausdorff metric
Given Θ and ∆, two non-empty and compact sets in Rn, the Hausdorff matric of ∆ and















‖y− z‖ς . (2.4)
Remark 2.1.2 Clearly, Θ = ∆ if and only if d(Θ,∆) = 0. It is also useful to note that
d(Θ,∆) is the size of the smallest norm-ball that can be added to Θ in order to cover ∆
and vice versa, i.e.
d(Θ,∆) = inf
{
µ ≥ 0 : Θ⊆ ∆⊕Bς (µ) and ∆⊆Θ⊕Bς (µ)
}
, (2.5)
where Bς (µ) = {z ∈ Rn : ‖z‖ς ≤ µ}.
Support Function
Suppose the set Θ ⊂ Rn is compact and has a non-empty interior, the support function




It can be shown that hΘ(η) is defined for all η 6= 0.
Remark 2.1.3 Note that if Θ is a polytope, the support function of Θ can be computed
as a linear programming (LP) problem following (2.6).
Support function is very useful in control and information theory [31, 41, 91]. There
are some known properties of support function [41]: hEΘ(η) = hΘ(ET η); hΘ1⊕Θ2(η) =
hΘ1(η)+hΘ2(η); if 0 ∈ int(Θ), hΘ(η) > 0 for all η 6= 0.
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Pontryagin Difference
Given sets ∆ ⊂ Rn and Θ ⊂ Rn, the Pontryagin Difference between ∆ and Θ is defined
by
∆⊖Θ , {z ∈ Rn : z+ z1 ∈ ∆, z1 ∈Θ}. (2.7)
Pontryagin difference, sometimes referred to as Minkowski difference [60], is also use-
ful in various aspects of geometry and control theory. A detailed discussion of the
properties of Pontryagin difference is given in [41].
For computing Pontryagin difference of two polytopes, the support function operation
is always used.
Theorem 2.1.1 [41] Suppose ∆⊂Rn, Θ⊂Rn are two polytopes and each contains the
origin in its interior. Suppose the set ∆ is given by
∆ = {z ∈ Rn : (e j∆)
T z≤ 1, ∀ j ∈I∆},
where e j∆ ∈ Rn and I∆ is the index set for ∆. Then,
∆⊖Θ = {z ∈ Rn : (e j∆)
T z≤ 1−hΘ(e j∆), ∀ j ∈I∆}. (2.8)
Remark 2.1.4 Note that Θ⊆ ∆ if and only if hΘ(e j∆)≤ 1 for all j ∈I∆ following (2.8).
Remark 2.1.5 Algorithms [37, 73, 84] exist for the computation of Pontryagin differ-
ence of a P-collection and a polytope. Due to the non-convexity of P-collection, such
computational complexity is generally much higher than that of two polytopes. A more
detailed discussion of it is given in [73].
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2.2 Inner Polytopal Approximation
Since the complexity of operations on P-collections, such as Pontryagin Difference op-
eration, is much higher than on polytopes, approximation of a P-collection by an inner
polytope is useful for reducing the computational complexity of set operations. This
section presents a procedure to approximate a P-collection in any finite dimension by
an inner polytope. More exactly, given a P-collection ∆ ⊂ Rn, we look for a polytope
In1(∆) such that In1(∆) approximates ∆ and In1(∆)⊆ ∆.
Suppose the following sets are given below.
(i) Λ⊂ Rn, a polytope;
(ii) ∆ = ⋃
j∈I∆
∆ j ⊂Λ, where each ∆ j is a polytope, I∆ is the index set that defines ∆ and
int(∆ j)∩ int(∆ν) = /0 for all j 6= ν ;




δ jl, where δ jl is a halfspace given by δ jl = {z ∈Rn : eTjlz≤ r jl}, (2.9)
e jl ∈ Rn, r jl ∈ R and I∆ j is the corresponding index set for ∆ j. The given sets Λ, ∆ j
are shown in Figure 2.1, where Λ is shown by the dash line and ∆ j is shown by the solid
line.




(δ jl)c, where (δ jl)c = {z ∈ Rn : eTjlz > r jl}. (2.10)
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Figure 2.1: The sets Λ and ∆ j





where each Ω j is a polytope. The definitions of the sets Ω j and the index set IΩ are
best appreciated from the depiction in Figure 2.2, where Ω j is shown by the dash line
and ∆ is shown by the solid line.
Definition 2.2.1 (Support Hyperplane)
Suppose a positive constant α ∈ R, the sets ∆ and Λ satisfying the conditions of (i)-
(ii), are given. For each set Ω j as defined in (2.12), a support hyperplane of Ω j is a
hyperplane c˜T z = 1 such that
(1) c˜T z > 1 for every z ∈Ω j ;
(2) α c˜T z≤ 1 for every z ∈ ∆ .
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Figure 2.2: The idea of inner polytopal approximation
As there are many values of α for α c˜T z = 1 to be a support hyperplane of ∆, the tightest
can be found by maximizing the value of α . This can be computed using the following
optimization problem (with γ := α−1):




c˜T z ≥ 1, ∀z ∈ V(Ω j),
c˜T z ≤ γ, ∀z ∈ V(∆),
γ > 0,
where V(Ω j) is a set of all vertices of Ω j. The above is an LP problem and can be
solved by standard LP solvers. Denote the optimal solution of I(∆,Ω j) by c˜∗j and γ∗j
respectively. Repeating I(∆,Ω j) for all j ∈IΩ, the inner polytopal approximation of ∆
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is
In1(∆) = {z ∈ Rn : (c˜∗j)T z≤ 1, ∀ j ∈IΩ}. (2.13)
Figure 2.2 shows an example of inner polytopal approximation. In Figure 2.2, V(Ω j) is
shown by the triangle, V(∆) is shown by the circle and In1(∆) is shown as the shaded
region.
It is possible to modify the above optimization problem such that In1(∆) must contain
a given polytope Ξ, i.e. Ξ ⊆ ∆. This can be achieved by replacing I(∆,Ω j) by the
following optimization problem:




c˜T z ≥ 1, ∀z ∈ V(Ω j),
c˜T z ≤ 1, ∀z ∈ V(Ξ),
c˜T z ≤ γ, ∀z ∈ V(∆),
γ > 0.
Again, repeating II(∆,Ω j,Ξ) for all j ∈IΩ,
In2(∆,Ξ) = {z ∈ Rn : (c˜∗j)T z≤ 1, ∀ j ∈IΩ} (2.14)
is the inner polytopal approximation of ∆ and contains Ξ. The property of the In2(·, ·)
operation is shown by the following theorem.
Theorem 2.2.1 Suppose sets ∆, Ω j and Ξ are defined in optimization problem II(∆,Ω j,Ξ)
for all j ∈IΩ, then Ξ⊆ In2(∆,Ξ)⊆ ∆.
Proof: For each polytope Ω j, (c˜∗j)T z≥ 1, ∀z ∈ V(Ω j) holds. Since V(Ω j) is a set of
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int(Λ\∆) = /0. Therefore, In2(∆,Ξ)⊆ ∆.
Also (c˜∗j)T z ≤ 1, ∀z ∈ V(Ξ), ∀ j ∈ IΩ, it implies that (c˜∗j)T z ≤ 1, ∀z ∈ Ξ, ∀ j ∈ IΩ.
Therefore, Ξ⊆ In2(∆,Ξ).
Remark 2.2.1 Note that Ξ in optimization problem II(∆,Ω j,Ξ) can be less than full
dimensional. The operations In1(·) and In2(·, ·) are used in Chapters 4, 5 and 6.
2.3 Multi-parametric Programming
In this section, the basic ideas of multi-parametric programming are briefly reviewed. A




J(u;x) = ℓ(x,u), (2.15)
subject to
Gu≤V +Ex, (2.16)
where u ∈ Rnu is the optimization variable and x ∈ Rnx is a parameter with matrices
G ∈ Rm×nu , V ∈ Rm and E ∈ Rm×nx .
Suppose uo is the optimal solution of (2.15)-(2.16). Expressing the optimizer uo(x)
as a function of x is referred to as multi-parametric programming. If ℓ(x,u) is linear,
problem (2.15)-(2.16) is called a multi-parametric linear program. If ℓ(x,u) is quadratic,
the problem is called a multi-parametric quadratic program.
Let Z be the set of states x for which the optimization problem (2.15)-(2.16) is feasible,
NATIONAL UNIVERSITY OF SINGAPORE SINGAPORE
2.3 Multi-parametric Programming 21
i.e.
Z := {x ∈ Rnx : ∃u such that Gu≤V +Ex}. (2.17)
A brief outline of multi-parametric quadratic programming is given below. Suppose
ℓ(x,u) = uT Hu with H ≻ 0. For problem (2.15)-(2.16), the first-order Karush-Kuhn-
Tucker (KKT) conditions are given by
Hu+GT λ = 0, (2.18)
λ r(Gru−V r−Erx) = 0, r = 1, . . . ,m, (2.19)
λ ≥ 0, (2.20)
Gu≤V +Ex, (2.21)
where Gr is the rth row of matrix G and λ = [λ 1, . . . ,λ m]T ∈ Rm are the Lagrange
multipliers.
From (2.18), u = −H−1GT λ . Substitute it into (2.19), λ (−GH−1GT λ −V −Ex) = 0.
Let ˆG ju = ˆV j + ˆE jx be the active constraints and assume that the rows of ˆG j are lin-
early independent, where the matrices ˆG j, ˆV j and ˆE j are formed by the rows which
are extracted from the constraint matrices G,V and E. Let ˆλ j be the Lagrange mul-
tipliers corresponding to active constraints. For active constraints, ˆλ j > 0, it follows
− ˆG jH−1 ˆGTj ˆλ j− ˆV j− ˆE jx = 0. Then,
ˆλ j =−( ˆG jH−1 ˆGTj )−1( ˆV j + ˆE jx). (2.22)
Substitute (2.22) into u =−H−1GT λ ,
u = H−1GT ( ˆG jH−1 ˆGTj )−1( ˆE jx+ ˆV j). (2.23)
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If u of (2.23) is optimal, it must satisfy constraint (2.16):
GH−1GT ( ˆG jH−1 ˆGTj )−1( ˆE jx+ ˆV j)≤V +Ex (2.24)
and the Lagrange multipliers must remain non-negative, which is expressed as
−( ˆG jH−1 ˆGTj )−1( ˆV j + ˆE jx)≥ 0. (2.25)
Let CR j be the set of states x such that conditions (2.24)-(2.25) are satisfied, i.e.
CR j = {x ∈ Rnx : (2.24)− (2.25) are satisfied }. (2.26)
From (2.23) and (2.26), the optimal solution of (2.15)-(2.16) at x is
uo(x) = L jx+g j, if x ∈CR j,
where L j = H−1GT ( ˆG jH−1 ˆGTj )−1 ˆE j, and g j = H−1GT ( ˆG jH−1 ˆGTj )−1 ˆV j.
A full discussion of the computation of the matrices L j, g j and the corresponding region
CR j is given in [9, 89].
Theorem 2.3.1 (Properties of multi-parametric quadratic program [9])
Consider the multi-parametric quadratic program (2.15)-(2.16). Then, the feasible set
Z is convex, the optimizer uo(x) is continuous and piecewise affine, i.e.
uo(x) = L jx+g j, if x ∈CR j, ∀ j ∈I , (2.27)
and the optimal value function is continuous, convex and piecewise quadratic, where
each L j ∈ Rnu×nx and g j ∈ Rnu are associated with a polytope CR j. The polytopes CR j
have mutually disjoint interiors and Z = ⋃
j∈I
CR j.
For a detailed description of multi-parametric linear programming, we refer the readers
to [5].
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2.4 Invariant Sets of Constrained Linear Systems
Consider the following discrete-time constrained LBD system
x(t +1) = Ax(t)+Bu(t)+Dw(t), (2.28)
u(t) ∈ U, x(t) ∈ X , ∀t ≥ 0, (2.29)
w(t) ∈ W, ∀t ≥ 0, (2.30)
where X ⊂ Rnx ,U ⊂ Rnu and W ⊂ Rnw , each being a polytope containing the origin in
its interior. Here it is assumed that w(t) is persistent and random with each w(t) ∈W .
Consider the closed-loop system of (2.28)-(2.30) under the stabilizing linear feedback
control law u = Kx,
x(t +1) = Φx(t)+Dw(t), ∀ t ≥ 0, (2.31)
where Φ := A + BK is assumed to be asymptotically stable ( λmax(Φ) < 1 ). Let Γ :=
{x ∈Rnx : x ∈ X , Kx ∈U} be the corresponding state constraint of (2.29) under u = Kx.
The theory of set invariance plays a fundamental role in the control of constrained linear
systems and has been a subject of research by many authors, see [10, 41, 75, 80]. The
standard definitions on invariant sets of linear systems are reviewed below.
Definition 2.4.1 (Positively invariant set of linear systems)
A set T ⊂ Rnx is a positively invariant set of system (2.31) if and only if Φx ∈ T for all
x ∈ T when W = /0, or equivalently ΦT ⊆ T .
Definition 2.4.2 (d-invariant set of LBD systems)
A set T ⊂ Rnx is a disturbance invariant (d-invariant) set of system (2.31) if and only if
Φx+Dw ∈ T for all x ∈ T and all w ∈W, or equivalently ΦT ⊕DW ⊆ T .
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Definition 2.4.3 (Constraint admissible d-invariant set of LBD systems)
A set T ⊂ Rnx is a constraint admissible d-invariant set of system (2.31) if T is d-
invariant and T ⊆ Γ.
For constrained LBD systems, the minimal and maximal d-invariant set are two impor-
tant invariant sets, which are very useful in robust optimal control theory.
Definition 2.4.4 (Minimal d-invariant set of LBD systems [41])
The minimal d-invariant set of system (2.31) is d-invariant of system (2.31) that is con-
tained in every closed, d-invariant set of system (2.31).
Due to the presence of w(t) for all t ≥ 0, it is well known that x(t) of (2.31) does not
converge to the origin but to some set containing the origin. Consider the set given by
the Minkowski sum





The set Fk corresponds to the set of reachable states from the origin due to the presence
of disturbance vectors, w(t) ∈W, t = 0, . . . ,k− 1. For any x(0) ∈ Γ, it is easy to show





Φt− j−1Dw( j), (2.33)
where the second term on the righthand side corresponds to a point in Ft . Let F∞ :=
lim
k→∞
Fk. Since λmax(Φ) < 1, x(t)→ F∞ as t → ∞. Hence F∞ is the minimal d-invariant
set of system (2.31). Note that usually F∞ is very small such that the constraint set Γ is
often neglected.
Definition 2.4.5 (Maximal d-invariant set of LBD systems [41])
The maximal d-invariant set O∞(Γ) of system (2.31) is a constraint admissible d-invariant
set of system (2.31) that contains every closed, constraint admissible d-invariant set of
system (2.31).
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It is well-known [10, 41] that the set O∞(Γ) of system (2.31) is the maximal set of all
initial states in Γ for which the evolution of system (2.31) over all subsequent time,
remains in Γ, for all allowable disturbance sequences. In [41], the set O∞(Γ) is given by
O∞(Γ) = {x ∈ Rnx : Φkx ∈ X ⊖Fk,KΦkx ∈U⊖KFk, ∀k ≥ 0}. (2.34)
The properties of O∞(Γ) are well-known and the readers are referred to [41] for a de-
tailed study.
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Chapter 3
Multi-mode MPC Controller for
Constrained LBD Systems
In general, the conflicting demands of good asymptotic behavior, low on-line computa-
tional time and large domain of attraction, are often not met using a single MPC con-
troller, see [21, 38, 60, 61, 81]. This chapter presents a multi-mode controller approach
under the MPC framework, which can achieve the above demands. Furthermore, the
proposed control law can be determined off-line using multi-parametric programming.
This chapter is organized as follows: A single-mode robust linear MPC approach is
reviewed in Section 3.1. In Section 3.2, an approach to outer approximate the minimal d-
invariant set of LBD systems is presented. In Section 3.3, a multi-mode MPC controller
approach is proposed. Section 3.4 shows the results of numerical experiments using the
proposed approach.
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3.1 Single-mode Robust MPC Controller
In this section, a single-mode robust MPC approach is briefly reviewed, best exemplified
by the works of [21]. Consider the following discrete-time constrained LBD system
x(t +1) = Ax(t)+Bu(t)+Dw(t), (3.1)
u(t) ∈ U, x(t) ∈ X , ∀t ≥ 0, (3.2)
w(t) ∈ W, ∀t ≥ 0, (3.3)
which is the same as (2.28)-(2.30).
Let x˜ denote the state of system (3.1) when there is no disturbances. Hence, the disturbance-
free linear system is
x˜(t +1) = Ax˜(t)+Bu˜(t), ∀t ≥ 0. (3.4)
The control law for system (3.4) is parameterized by c(·) ∈ Rnu via
u˜(t) = Kx˜(t)+ c(t), (3.5)
for some given K ∈ Rnu×nx such that Φ := A+BK is asymptotically stable.
At time t, given x(t), the finite horizon (FH) optimization problem over c(t)= {c(0|t),c(1|t),
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· · · , c(N−1|t)} is solved:
min
c(t)
J(c(t);x(t)) = ℓ(c(t)), (3.6)
subject to
x˜(0|t) = x(t), (3.7)
x˜(k +1|t) = Ax˜(k|t)+Bu˜(k|t), ∀ k ≥ 0, (3.8)
u˜(k|t) = Kx˜(k|t)+ c(k|t), k = 0,1, . . . ,N−1, (3.9)
u˜(k|t) = Kx˜(k|t), ∀ k ≥ N, (3.10)
x˜(k|t) ∈ X˜k, u˜(k|t) ∈ U˜k, ∀ k ≥ 0, (3.11)
x˜(N|t) ∈ X˜ f , (3.12)
where ℓ(c(t)) = ||Ψc(t)||ς (ς is 1,2 or ∞) with Ψ ≻ 0. The constrained sets X˜k, U˜k
and the terminal set X˜ f are appropriately strengthened, given by X˜k := X ⊖Fk, Uk :=




Φ j−1DW (see [21] for a detailed discussion
of X˜k, U˜k, X˜ f ). X f is chosen to be a d-invariant set of system (2.31). Typically, it is the
maximal d-invariant set O∞(Γ).
Suppose the optimal solution of (3.6)-(3.12) is co(t) = {co(0|t),co(1|t), · · · ,co(N −
1|t)}. The control applied to system (3.1) at time t is
u∗(t) := Kx(t)+ c∗(t), (3.13)
where c∗(t) = co(0|t). At time t + 1, the process is repeated thereby establishing a
closed-loop system x(t + 1) = Ax(t)+ Bu∗(t)+ Dw(t) = Φx(t)+ Bc∗(t)+ Dw(t). Let
XN be the domain of attraction of the MPC control law (3.13), i.e.
XN := {x(t) : ∃c(t) such that (3.7)− (3.12) are feasible}. (3.14)
Theorem 3.1.1 [21] Suppose x(0) ∈ XN . The closed-loop system of (3.1) under (3.13)
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and c∗(t) obtained from (3.6)-(3.12) satisfy the following properties:




(3) x(t)→ F∞ as t → ∞, where F∞ is the minimal d-invariant set of system (2.31).
Remark 3.1.1 It is well known that the size of the domain of attraction XN (3.14) de-
pends on the size of X f and the length of the horizon N. Increasing both of them yields a
large XN . Note that the on-line computational effort becomes excessive with the increase
of N, especially when nx is large. Therefore, to lower the on-line computational com-
plexity, a large X f is usually chosen to provide a large XN via the use of a short N. The
size of X f depends on the choice of K. Similarly, K affects the size of F∞ from (2.32) for
a fixed W. Hence, the choice of K is a trade-off between two conflicting requirements:
a small F∞ and a large X f . With one choice of K, good asymptotic behavior (small F∞),
low on-line computational time (short N) and large domain of attraction are often not
met satisfactorily.
3.2 Approximation of F∞
An important problem that arises in the above MPC problem is the asymptotic behav-
ior. From Theorem 3.1.1, the disturbances drive the states in F∞ as t goes to infinity.
Therefore, F∞ may be regarded as the ‘origin’ for system (2.31).
Except for some special cases [41, 60], there is no method for the exact computation
of F∞ for LBD systems. In the literature, efforts [10, 33, 67, 75, 80] to compute the
outer bounds of F∞ for LBD systems in various ways have appeared. In this chapter, the
implementation of the proposed multi-mode MPC controller requires the outer bound of
F∞. Therefore, a simple approach to compute the outer bounds of F∞ is briefly discussed
below, which is based on the works of [67].
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Most of the outer approximations take the form of σkFk for some scalar σk > 1 and
index k such that F∞ ⊆ σkFk. Since Fk → F∞ as k → ∞, σkFk is an excellent choice for
an outer bound of F∞ in the sense that the accuracy of the approximation increases with
increasing k. Suppose Fk is expressed as
Fk = {x ∈ Rnx : (e
j
Fk)
T x≤ 1,∀ j ∈IFk}, (3.15)
where e jFk ∈ R
nx and IFk is the index set for the set Fk. The condition F∞ ⊆ σkFk holds















hW ((Φl)T e jFk) (3.16)






hW ((Φl)T e jFk). The error in the approximation of hF∞(·) by h
L
F∞(·) can be bounded
because there exists a ϑ > 0 such that 0 < hW ((Φl)T e jFk) < ϑ(λmax(Φ))
l
, where ϑ






Therefore, the set σLk Fk is a tight outer bound of F∞. In this chapter, the notation of
ˆF∞ := σLk Fk
for some appropriate k is used as an outer bound of F∞ set.
Example 3.2.1 The numerical results of computing the outer bounds of F∞ are illumi-
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with x(t) ∈ R2. For Example a, b, they have the same system (3.18) but with different
disturbance sets W , W a = {w ∈ R2 : ‖w‖∞ ≤ 0.1} and W b = {w ∈ R2 : |w1| ≤ 1, |w2| ≤
0.1}.
Results of two examples are shown in Table 3.1, where σLk for values of k is selected
from a full range of k values. Since Fk →F∞ as k→∞, the accuracy of the approximation
increases with increasing k.
Ex. k = 2 k = 3 k = 5 k = 8 k = 10
a σLk 1.573 1.285 1.087 1.017 1.006
b σLk 1.684 1.413 1.111 1.021 1.007
Table 3.1: Results for selected values of k for these two examples.
3.3 Multi-mode Robust MPC Controller
3.3.1 Off-line Computation of State-feedback Controller
In Section 3.1, a single-mode MPC approach is reviewed. Clearly, its computational
effort can be moved off-line using multi-parametric programming. For problem (3.6)-








J(c(t);x(t)) = ℓ(c(t)), (3.19)
subject to
Gc(t)≤V +Ex(t), (3.20)
where G, V, E can be obtained form (3.7)-(3.12). From above, the optimization problem
(3.19)-(3.20) falls into a class of multi-parametric quadratic programs (ς = 2) or multi-
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parametric linear programs (ς = 1, ∞), discussed in Section 2.3. Using the algorithm
described in [46], one can compute the explicit solution of problem (3.19)-(3.20) off-line
for all x ∈ XN , i.e.
co = L jx+g j, if x ∈CR j, ∀ j ∈IN , (3.21)
where each L j ∈ RNnu×nx and g j ∈ RN×nu are associated with a polytope CR j.
Remark 3.3.1 Since problem (3.19)-(3.20) can be computed off-line, the on-line work
at time t is simplified to the identification of the polytope CR j which x(t) belongs to
and then the computation of c∗(t) from (3.21). Note that the on-line computational
complexity is proportional to the number of partitions |IN |. From our own experiments
and evidence reported in [89] and others, |IN | increases exponentially with N and nx.
It is therefore desirable to keep N small so that the on-line computational effort is low.
3.3.2 Multi-mode MPC Controller Design
The family of multi-mode controllers is designed to have increasing levels of perfor-
mance with the highest gain level controller being the desired controller. Lower gain
level controllers sacrifice performance for improved safety – the capability of the cor-
responding closed-loop system to avoid constraint violations resulting from the larger
domain of attraction. The use of multi-mode controllers has appeared in the literature
[40, 88]. In [88], Tan considered the use of multi-mode controllers under the reference
governor framework [28] for a disturbance-free system with state and input constraints.
In [40], authors emphasized on the use of maximal d-invariant set as the mechanization
of the multi-mode controllers.
In the following paragraphs, a multi-mode controller approach under the MPC formu-
lation of [21] is proposed which aims to minimize |IN | by limiting N while preserving
the domain of attraction. Note that the proposed multi-mode controller approach is ap-
plicable to both MPC formulations in [21, 61].
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It is assumed that several closed-loop systems
xp(t +1) = Φpxp(t)+Dw(t), ∀t ≥ 0, (3.22)
where Φp := A+BK p ( λmax(Φp) < 1 ) has been designed, each characterized by index
p in an ordered list P := {0,1, . . . ,nP}. Several design methodologies can be used to
compute K p, including the popular LQ,H2,H∞,H2/H∞ and others [76, 83, 92].
At time t, given x(t), the FH optimization problem over cp(t) = {cp(0|t),cp(1|t), · · · ,cp
(N p−1|t)} is solved for one p ∈P:
min
cp(t)
J(cp(t);x(t)) = ℓ(cp(t)), (3.23)
subject to
x˜p(0|t) = x(t), (3.24)
x˜p(k +1|t) = Ax˜p(k|t)+Bu˜p(k|t), ∀ k ≥ 0, (3.25)
u˜p(k|t) = K px˜p(k|t)+ cp(k|t), k = 0,1, . . . ,N p−1, (3.26)
u˜p(k|t) = K px˜p(k|t), ∀ k ≥ N p, (3.27)
x˜p(k|t) ∈ X˜ pk , u˜
p(k|t) ∈ U˜ pk , ∀ k ≥ 0, (3.28)
x˜p(N p|t) ∈ X˜ pf . (3.29)
Here a superscript is added to various quantities (Xk, Uk, N, X f , F∞, XN etc.) to denote a
particular choice of p among the nP +1 closed-loop systems.
The index set P is ordered based on some measure of the closed-loop gains of Φp
with Φ0 having the largest and ΦnP the smallest. For example, it is easy to generate
K p, ∀p ∈P by successively decreasing the weight matrix Q (or increasing the control
matrix R ) in the cost function of the standard LQ design methodology. Correspondingly,
Φ0 has the smallest F∞ set, F0∞, and ΦnP has the largest XN set, X
nP
NnP . While it is
desirable to have F0
∞
being the smallest, the requirement of XnPNnP being the largest is, as
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shown later, not crucial. It is also assumed that the ordering of P is such that
F p+1
∞
⊆ int(X pN p), p = 0, . . . ,nP −1. (3.30)
The above inclusion can be achieved in a simple way. When K p,∀p ∈ P have been
selected, the above inclusion (3.30) can be achieved by increasing N p, the length of
horizon for controller p. Since X pN p ⊆ X
p
N p+1, N
p can be chosen as the shortest horizon
such that (3.30) holds.
Remark 3.3.2 The verification of (3.30) is easiest when explicit representations of F p+1∞
and X pN p are available. As F
p+1
∞ defies concrete characterization generally, the outer
bound ˆF p+1∞ is used. Suppose X pN p and ˆF
p+1
∞ are polytopes represented by mX and mF
inequalities respectively, the verification of (3.30) requires the solution of mX linear
programming problems, each with mF inequalities.
Figure 3.1 shows the sets X pN p and ˆF
p
∞ where p = 0,1 of the system described in Example
3.4.1, with N0 = 3 and N1 = 1. From Figure 3.1, we know that ˆF1
∞
⊂ X03 . Even N
1 = 1,
the set X11 is larger than the set X03 , while ˆF0∞ is much smaller than ˆF1∞.
Following (3.21), cp∗(t) for each p ∈P can be expressed as
cp∗(t) = Lpj x(t)+g
p
j , if x(t) ∈CR
p
j , ∀ j ∈I pN p (3.31)







X pN p (3.32)
be the domain of attraction of the multi-mode MPC controller. For every x ∈ ˆX , there
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Figure 3.1: The sets X pN p and ˆF
p
∞ , p = 0,1 for Example 3.4.1.
can be more than one p ∈P for which x ∈ X pN p . Let
ˆP(x) := {p ∈P : x ∈ X pN p}, (3.33)
pˆ(x) := min{p : p ∈ ˆP(x)}. (3.34)
At time t, the feedback control law in the multi-mode controller is
u∗(t) := K pˆ(x(t))x(t)+ c pˆ(x(t))∗(t) (3.35)
with c pˆ(x(t))∗(t) given by (3.31).
In summary, the on-line implementation of the multi-mode controller performs the fol-
lowing algorithm at every time t, given x(t):
Algorithm 3.3.1 (On-line)
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(1) Find ˆP(x(t)). If ˆP(x(t)) = /0, quit;
(2) Find pˆ(x(t)) and j∗, the partition in CR pˆ(x(t))j∗ that contains x(t);
(3) Compute u∗(t) =
(
K pˆ(x(t)) +L pˆ(x(t))j∗
)
x(t)+g pˆ(x(t))j∗ and apply it onto system (3.1);
(4) Set t := t +1 and goto Step (2).
The above algorithm provides only one exit in Step (1). This happens when x(t) /∈ ˆX ,
in which case, ˆP(x(t)) = /0. We conclude this section with the properties of the multi-
mode MPC controller.
Theorem 3.3.1 Suppose K p and N p are given such that Φp is asymptotically stable for
all p ∈ P and that condition (3.30) holds, system (3.1) under the multi-mode MPC
controller (3.35) has the following properties for x(0) ∈ ˆX:
(1) x(t) ∈ X and u(t) ∈U for all t ≥ 0;
(2) pˆt+1 := pˆ(x(t +1))≤ pˆt for all t ≥ 0;
(3) There exists a time, t˜ < ∞, such that pˆt = 0 for all t > t˜;
(4) x(t)→ F0
∞
as t → ∞.
Proof:
(1) This property is guaranteed by property (1) of Theorem 3.1.1 for all p ∈P .
(2) Suppose x(t) ∈ ˆX , ˆP(x(t)) contains at least one element because of Step (1) of
Algorithm 3.3.1. The application of u∗(t) in Step (3) means that x(t +1)∈ X pˆ(x(t))N pˆ(x(t))
from Theorem 3.1.1. Hence, pˆ(x(t)) ∈ ˆP(x(t +1)) and property (2) follows.
(3) Suppose this is not true, the monotonic (from property (2) and the finiteness of
index set P) sequence { pˆt} converges to some pˆlimit where pˆlimit > 0. Following
property (3) of Theorem 3.1.1, x(t)→ F pˆlimit∞ as t →∞. Since (3.30) must hold for
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controller K pˆlimit , x(t) must enter XqNq where q = pˆlimit −1 for some t. When this
happens, pˆt < pˆlimit , leading to a contradiction.
(4) Following property (3), pˆt = 0 for t > t˜. Property (4) follows from property (3) of
Theorem 3.1.1.
3.4 Examples
In this section, the results of the multi-mode MPC controller with those of standard
MPC controller proposed in [21] are compared using three different criteria: domain of
attraction, asymptotic behavior and the on-line computational effort. For the first two
criteria of the proposed approach, they are measured by the sizes (hypervolumes) of ˆX
and F0
∞
respectively. The last criterion is indicated by | ˆI |= ∑
p∈P
|I pN p|, the total number
of partitions over the nP +1 controllers.












U = {u ∈ R :‖ u ‖∞≤ 1}, W = {w ∈ R2 :‖ w ‖∞≤ 0.17}.
Choose ς = 1 and Ψ = I. The proposed approach uses 2 (nP = 1) controllers with
feedback gains K0 = [−0.7434,−1.0922] and K1 = [−0.1290,−0.6937] respectively.
These gains correspond to the optimal LQ controller with (Q,R) being (I,0.01) and
(I,100) respectively. To satisfy condition (3.30), it is found that N0 has to be at least 3
such that ˆF1
∞
⊂ X03 . The second horizon N1 is 1. The domain of attraction, ˆX , and the




, are shown in Figure 3.1. From Figure 3.1, it is easy to see that ˆF0
∞
is
the smallest set containing the origin. It implies the good asymptotic control behavior
for the multi-mode control system.
Two single-mode MPC control laws are used for the comparison, denoted respectively
by superscripts A and B. Controller A uses the feedback gain KA = K0 while controller
B uses KB = K1.
First, we compare the results of the proposed multi-mode controller with controller A.
The domain of attraction for controller A, XA13, is shown in Figure 3.2 (dash line), to-
gether with ˆX (solid line). Controller A has a reasonably sized domain of attraction





, which means the asymptotic behaviors of the two systems are similar.
However, the number of partitions, |I A13|, for controller A is 537, which is 13 times
greater than | ˆI |= 40. The data indicate that the resulting multi-mode controller needs
less on-line computational time to compute the control action.














Figure 3.2: Domains of attraction of multi-mode controller (solid line) and controller A
with NA = 13 (dash line).
For controller B, NB = 1 is chosen. The domains of attraction ˆX = XB1 because KB = K1




N1 . The number of partitions |I
B
1 | is 15 while | ˆI | is 40. However, as shown
in Figure 3.1, ˆFB
∞
is much larger than ˆF0
∞





Although |I B1 | is mildly smaller than | ˆI |, its asymptotical behavior is much worse.



















Figure 3.3: Closed-loop responses of multi-mode controller (solid line) and controller A
(dash-dot line).
One concern with the multi-mode controller is the speed of response since low gain
feedbacks may be used in some part of the trajectory. Figure 3.3 and Figure 3.4 show
the responses of the multi-mode controller and controller A ( B ) starting from initial
state x = [−4.5,2] (x = [−3,1.5]). It is easy to see that the degradation in the speed
of response of the multi-mode controller is minimal. In general, some performance
degradation is possible, especially when the closed-loop gains differ greatly. However,
these degradations can be effectively mitigated by increasing the number of controllers.
As expected from Figure 3.4, the performance of controller B is inferior to the multi-
mode controller in both the speed of response and the asymptotic behavior. The slower
speed of closed-loop response of controller B is because the lower gain KB is chosen
and its worse asymptotical behavior is due to its larger FB
∞
set.
Example 3.4.2 The second example is one where nx = 4. It is chosen to illustrate the
increase in the measures of performance when nx is larger, and in particular, the number
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Figure 3.4: Closed-loop responses of multi-mode controller (solid line) and controller B
(dash-dot line).
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1 0 0 0
0 1 0 0
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0 0 0 1
w(t) (3.37)
with
U = {u ∈ R :‖ u ‖∞≤ 1}, W = {w ∈ R2 :‖ w ‖∞≤ 0.1}.
Choose ς = 1 and Ψ = I. The single controller is K = [−0.1126,−0.4995,−1.0522,
−1.3208], corresponding to the LQ gain when Q = I and R = 10. The set F∞ of the
system under this controller is reasonably small. The multi-mode controller uses 2 con-
trollers with K0 = K and K1 = [−0.0336,−0.1997,−0.5757,−0.9957]. The choice of
K1 corresponds to the LQ gain when Q = I and R = 230. Again, choose K0 = K, then
F∞ = F0∞. To satisfy (3.30), N0 = 2.
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With N0 = 2 and N1 = 1, | ˆI | is 142 with Vol( ˆX) ≈ 615.98. For the single MPC con-
troller, N = 7 is needed so that the domain of attraction is close to that of the multi-mode
controller (Vol( ˆX)/Vol(X7) ≈ 1.10). However, the single controller has 6539 partitions
for its control, a factor of 46 times greater than the multi-mode controller. This ratio can
be made even larger if greater value of N is used as the number of partitions increases
exponentially with increasing N, see [89]. Therefore, the data show that the proposed
multi-mode controller remarkably reduces the on-line computational time, especially for
high dimensional systems. Figure 3.5 shows the responses of the multi-mode controller
starting from initial state x = [60,−10,3,−2].


































Figure 3.5: Closed-loop responses of multi-mode controller.
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3.5 Summary
This chapter describes a multi-mode MPC controller approach for constrained LBD
systems. It builds upon the MPC framework and obtains explicit feedback control law
using multi-parametric programming. It has the advantage of combining the merits
of the underlying single-mode controllers resulting in a system with large domain of
attractions and good asymptotic performance while avoiding the associated problem of
having many partitions for the feedback control law.
Various single controllers can be put together under the proposed multi-mode frame-
work. The condition for connecting the single controllers is provided and closed-loop
stability is shown under mild assumptions. The overall domain of attraction is the union
of all domains of attraction of the constituent controllers while the asymptotic behavior
is the best among them.
It is well known that the multi-parametric programming technique for explicit MPC
controllers is limited when nx and N are large. In this connection, the proposed approach
can be seen as one that extends the applicability of the multi-parametric programming.
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Chapter 4
Computation of d-invariant Sets of
Constrained PWLBD Systems
The next three chapters deal with piecewise linear system with bounded disturbances
(PWLBD system), its properties and its controller design. This chapter discusses the
properties of the minimal d-invariant set of PWLBD system and proposes an algorithm
for the computation of its outer approximations. In addition, the computations of poly-
topal d-invariant sets of PWLBD system are provided. These proposed procedures are
useful in the design of controllers for PWLBD system discussed in the next chapters.
4.1 Introduction
The theory of set invariance is relatively well understood for constrained linear systems
[10, 28, 37, 41, 75] and numerous examples of its use are available in the literature, see
discussions in Chapters 2 and 3. Invariant sets also play an important role in the control
of constrained PWL/PWA systems and have been a subject of research in recent years
[23, 37, 48, 50, 64, 66, 72, 73]. However, relatively few papers [37, 66, 74] exist for
the computation of d-invariant sets for PWLBD systems. In [37, 74], the procedure to
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compute the maximal d-invariant set of PWLBD systems is proposed. Since d-invariant
sets are very important for the design of PWLBD systems, it is the purpose of this
chapter to provide procedures to compute such sets.
In Section 4.2, some standard definitions of PWLBD systems are reviewed. As in the
case of LBD systems, F∞ for PWLBD systems is an important invariant set. In Sec-
tion 4.3.1, some properties of F∞ for PWLBD systems are presented. In the literature,
there are no existing methods that address the issue of the exact computation of F∞ for
PWLBD systems due to its complexity. An algorithm to approximate F∞ by an outer set
is proposed in Section 4.3.2. Like F∞, the maximal d-invariant set O∞ is also an impor-
tant set. For example, it is often used in the finite horizon MPC optimization problem
as a terminal set. However, in general, O∞ for PWLBD systems is a non-convex P-
collection. To keep the convexity of d-invariant sets, a constraint admissible, polytopal
d-invariant set of PWLBD systems is preferred. In Section 4.4, the computations of
such a set are presented.
4.2 Definitions
Consider the discrete-time PWLBD system
x(t +1) = Aix(t)+Diw(t), if x(t) ∈ Σi, ∀i ∈ S, (4.1)
x(t) ∈ X , w(t) ∈W, ∀t ≥ 0,
where X ⊂Rnx and W ⊂Rnw , each being a polytope containing the origin in its interior.
Each set Σi ,∀i ∈ S defines a partition of X with
⋃
i∈S
Σi = X and int(Σi)∩ int(Σ j) = /0
for i 6= j. Assume that each Σi is a polytope and 0 ∈ cl(Σi). S := {1,2, . . . ,nS} and nS
denotes the number of discrete models of system (4.1). Assume that the origin of the
nominal system associated with system (4.1) (in that case W = /0) is stable.
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The definition of d-invariant sets for PWLBD systems is given below, which is an ex-
tension of that for LBD systems defined in Section 2.4.
Definition 4.2.1 (d-invariant set of PWLBD systems)
A set T ⊂ Rnx is a d-invariant set of system (4.1) if and only if Aix + Diw ∈ T for all
x ∈ T ∩Σi, i ∈ S and all w ∈W.
Remark 4.2.1 The definition above is the same as T being d-invariant for system (4.1)
if Ai(T ∩Σi)⊕DiW ⊆ T, ∀i ∈ S, or equivalently Ai(T ∩Σi)⊆ T ⊖DiW, ∀i ∈ S.
Similar to the definitions for LBD systems, the maximal d-invariant set O∞(X) of system
(4.1) is a constraint admissible d-invariant set that contains every other d-invariant sets
of system (4.1) inside X . The minimal d-invariant set F∞ of system (4.1) is a d-invariant
set that is contained in every d-invariant sets of system (4.1).
Definition 4.2.2 (One-step disturbance reachable set of PWLBD systems)
The one-step disturbance reachable set R(Ω) of system (4.1) is the set of states to which
system (4.1) evolves at the next time step from x ∈ Ω, for all allowable disturbance
w ∈W.
To characterize R(Ω) for system (4.1), let
R






Remark 4.2.2 Following (4.2)-(4.3), note that R(Ω) = ⋃
i∈S
{Ai(Ω∩Σi)⊕DiW}. And
for all Ω1,Ω2, it is easy to see that Ω1 ⊆Ω2 ⇒R(Ω1)⊆R(Ω2).
Remark 4.2.3 Following Definition 4.2.1, T is a d-invariant set of system (4.1) if and
only if R(T )⊆ T .
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Definition 4.2.3 (One-step disturbance backward set of PWLBD systems)
The one-step disturbance backward set Q(Ω) of system (4.1) is the set of constraint
admissible states of system (4.1) that can be driven to Ω in one step, for all allowable
disturbance w ∈W.
To characterize Q(Ω) for system (4.1), let
Q






Remark 4.2.5 Note that equation (4.4) is also equivalent to Qi(Ω) = {x ∈ Σi : Aix ∈
Ω⊖DiW}. If Ω is a polytope, Ω⊖DiW can be easily computed based on Theorem 2.1.1.
Remark 4.2.6 For all Ω1,Ω2, from (4.4)-(4.5), it is easy to see that Ω1⊆Ω2⇒Q(Ω1)⊆
Q(Ω2).
Remark 4.2.7 Note also that T is a d-invariant set of system (4.1) if and only if T ⊆
Q(T ). Its proof is as follows: Suppose T is d-invariant, R(T ) ⊆ T ⇒ Q(R(T )) ⊆
Q(T ) ⇒ T ⊆ Q(T ). Suppose T ⊆ Q(T ). Since for any x(0) ∈ T , x(0) ∈ Q(T ), it
means that x(1) ∈ T . Then T is d-invariant.
Several properties of convex hull and Minkowski sum are summarized, which are needed
in the following sections.
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Theorem 4.2.1 Let A ,B,C ,A j,B j ⊂ Rn where j = 1, . . . ,q. The following results









B j. (3) Suppose
0 ∈A ,0 ∈B, 0 ∈ C , then (A ⊕B)∩C ⊆ (A ∩C )⊕ (B∩C ).






B j ⊇A j⊕B j, ∀ j. Then
property (2) follows. (3) Since each set A ,B and C contains the origin, (A ∩B)⊕
C := {z = x+y : x∈A ,x∈B,y∈C }= {z : z∈A ⊕C ,z∈B⊕C }= (A ⊕C )∩(B⊕
C ). From above, it is easy to see that (A ∩C )⊕(B∩C ) = (A ⊕B)∩(A ⊕C )∩(B⊕
C )∩ (C ⊕C ). Since C ⊆ (A ⊕C )∩ (B⊕C )∩ (C ⊕C ) when 0 ∈A ,0 ∈B, 0 ∈ C ,
we have (A ⊕B)∩C ⊆ (A ∩C )⊕ (B∩C ).
4.3 Properties and Approximation of F∞
Due to disturbances, F∞ may be regarded as the ‘origin’ of system (4.1). Hence, its
characterization is important. However, there are no existing methods in the literature
to exactly compute F∞ of system (4.1) as it is too complex. Only one recent paper [44]
discusses outer approximations of F∞ for linear difference inclusions. It is the purpose
of this section to approximate F∞ for system (4.1). First some properties of F∞ are given
below.
4.3.1 Properties of F∞
For any x(0) ∈ X , the evolution of x(t) of system (4.1) is given by
x(t) = Ai(t−1) · · ·Ai(0)x(0)+Di(t−1)w(t−1)+ · · ·+Ai(t−1) · · ·Ai(1)Di(0)w(0), (4.6)
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where i(t) = {i ∈ S : x(t) ∈ Σi}. Consider the set sequence {Fk}, ∀k ∈ N that satisfies
the following recursion:
F0 := {0}, (4.7)
Fk := R(Fk−1), ∀k ∈ N+. (4.8)
Since the disturbance free system of (4.1) is stable, the first term on the righthand side
of (4.6) goes to zero when t → ∞. And it is easy to see that the rest of the terms on
the righthand side of (4.6), Di(t−1)w(t−1)+ · · ·+ Ai(t−1) · · ·Ai(1)Di(0)w(0), correspond
to a point in Ft . Therefore, x(t)→ F∞ as t → ∞. F∞ is the limit set of all trajectories of
system (4.1).
System (4.1) without disturbances, or the nominal system, is given by
x(t +1) = Aix(t), if x(t) ∈ Σi,∀i ∈ S, ∀t ≥ 0. (4.9)
The subsequent development requires the following two assumptions:
Assumption 4.3.1 The equilibrium solution x(t) = 0 of system (4.9) is exponentially
stable.
Assumption 4.3.2 There exists a scalar θ(θ ≥ 0) such that ⋃
i∈S
DiW ⊆ Bς (θ).
Remark 4.3.1 There are many ways to check the satisfaction of Assumption 4.3.1. For
example, if there exists a symmetric positive definite matrix P≻ 0 such that
ATi PAi−P≺ 0, ∀i ∈ S, (4.10)
then system (4.9) is exponentially stable [77].
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Gk := ¯R(Gk−1), ∀k ∈ N+. (4.12)
From (4.11)-(4.12), note that Gk is the set of states that can be reached from G0 at time
k by system (4.9). Assumptions 4.3.1 and 4.3.2 imply that there exists ¯η ∈ (0,1) such
that Gk ⊆ ¯ηkBς (θ).
The following theorem shows some properties of F∞ for system (4.1).
Theorem 4.3.1 Under Assumptions 4.3.1 and 4.3.2, and consider the set sequence {Fk}, ∀k
∈ N given by (4.7)-(4.8), then
(1) Fk ⊆ Fk+1 for all k ∈ N;
(2) F∞ := lim
k→∞
Fk exists;
(3) F∞ is compact.
Proof: (1) Since F0 = {0} and 0 ∈ int(W ), F0 ⊆ F1. It is assumed that Fk ⊆ Fk+1 and
show that Fk+1 ⊆Fk+2. Since Fk ⊆Fk+1, R(Fk)⊆R(Fk+1) or equivalently Fk+1 ⊆Fk+2.
Hence Fk ⊆ Fk+1 for all k ∈ N.
(2) It is shown that
Fk+1 ⊆Gk⊕Fk (4.13)
by induction. Note that F1 =
⋃
i∈S
DiW = G0⊕F0. It is assumed Fk+1 ⊆Gk⊕Fk and show
that Fk+2 ⊆Gk+1⊕Fk+1.
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= ¯R(Gk)⊕R(Fk) = Gk+1⊕Fk+1.
Therefore, Fk+1 ⊆Gk⊕Fk, ∀k ∈N. Under Assumptions 4.3.1 and 4.3.2, Gk ⊆ ¯ηkBς (θ)
( ¯η ∈ (0,1)), we have d(Fk+1,Fk) ≤ ¯ηkθ . It implies that limk→∞ maxυ≥0 d(Fk+υ ,Fk) → 0.
Therefore, the set sequence {Fk} is a Cauchy sequence [42]. From above, F∞ exists
with F∞ ⊆ 11− ¯η Bς (θ).
(3) Note that for any k ∈ N, Fk generated form (4.7)-(4.8) is a compact set, since each
Ri(Fk),∀i ∈ S is the Minkowski sum of two compact sets and a union of a finite number
of compact sets is compact. The compactness of F∞ follows from the fact that the family
of compact sets in Rnx forms a complete metric space under the Hausdorff metric.
4.3.2 Outer Approximation of F∞
In this section, an algorithm is proposed to compute the outer bounds of the set F∞
for system (4.1) that are polytopal and d-invariant. Before doing so, we begin with the
following algorithm which provides a procedure to obtain the outer bound of Fk, ∀k∈N.
Algorithm 4.3.1 (Computation of the outer bound of Fk)
(1) Set X0 = {0};




, ∀k ∈ N.
The following theorem shows some properties of the set sequence {Xk}, ∀k ∈ N.
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Theorem 4.3.2 Under Assumptions 4.3.1 and 4.3.2, and consider the set sequence {Xk}, ∀k
∈ N generated by Algorithm 4.3.1, then
(1) Xk ⊆ Xk+1 for all k ∈ N;
(2) Fk ⊆ Xk for all k ∈ N;
(3) The set sequence {Xk}, ∀k ∈ N converges.
Proof: (1) The proof is similar to that of (1) in Theorem 4.3.1 and is hence omitted.
(2) Note that F1 ⊆ X1. Assume that Fk ⊆ Xk and show that Fk+1 ⊆ Xk+1.
Xk+1 = Co(R(Xk))⊇R(Xk)⊇R(Fk) = Fk+1.
Hence, Fk ⊆ Xk,∀k ∈ N.











Assumptions 4.3.1 and 4.3.2 imply that there exists ¯λ ∈ (0,1) such that Hk ⊆ ¯λ kBς (θ).





= H0⊕X0. It is assumed that Xk+1 ⊆Hk⊕Xk and show
that Xk+2 ⊆Hk+1⊕Xk+1. Similar to the proof of (2) in Theorem 4.3.1, we have Xk+2 ⊆
Co( ¯R(Hk)⊕R(Xk)). Following property (1) of Theorem 4.2.1,
Xk+2 ⊆Co( ¯R(Hk))⊕Co(R(Xk)) = Hk+1⊕Xk+1.
Then, Xk+1 ⊆ Hk ⊕Xk, ∀k ∈ N. Hence, {Xk} is a Cauchy sequence and therefore
converges.
We are now ready to compute the polytopal d-invariant outer bounds of F∞. The pro-
posed approximation takes the form of the set σXk for some scalar σ > 1 and index k
such that F∞ ⊆ σXk and σXk is d-invariant for system (4.1).
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Theorem 4.3.3 Given any σ > 1, there exists an index k ∈ N+ such that σXk is a d-
invariant set for system (4.1).
Proof: It is obvious that σXk is d-invariant if and only if σ satisfies R(σXk)⊆ σXk,
or equivalently:
Ai(σXk∩Σi)⊕DiW ⊆ σXk,∀i ∈ S. (4.15)




DiW ⊆ Xk,∀i ∈ S. (4.16)
Since the set sequence {Xk}, ∀k ∈ N converges, there always exists a scalar µ > 0
such that Bς (µ) ⊆ (1− 1σ )DiW, ∀i ∈ S and Xk+1 ⊆ Xk ⊕Bς (µ), provided k ∈ N+ is
sufficiently large. Since Ai(Xk ∩ Σi)⊕DiW ⊆ Xk+1, ∀i ∈ S, we have Ai(Xk ∩ Σi)⊕
DiW ⊆ Xk ⊕Bς (µ), ∀i ∈ S. Also, the choice of Bς (µ) means that Bς (µ)⊕ 1σ DiW ⊆
DiW,∀i ∈ S, it implies Ai(Xk ∩ Σi)⊕Bς (µ)⊕ 1σ DiW ⊆ Xk ⊕Bς (µ),∀i ∈ S, which is
equivalent to (4.16).
The tightest inclusion of the form F∞ ⊆ σXk occurs if σ is minimal subject to condition
(4.16). Define
σk := min{σ : σ satisfies (4.16)}. (4.17)
Suppose DiW is represented by inequalities, i.e. DiW = {x : (e jDiW )
T x≤ 1,∀ j ∈IDiW}
for all i ∈ S. Using support function operation described in Section 2.1.2, condition










DiW ),∀ j ∈IDiW , i ∈ S. (4.18)
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Since hDiW (e
j










If σk > 1 exists for some k ∈ N+, σkXk is d-invariant and F∞ ⊆ σkXk.
Remark 4.3.2 From Theorem 4.3.3, it is easy to see that σk decreases with increasing
k. In general, the outer bound σkXk can be tightened by increasing k, see Example
4.3.1. On the other hand, with increasing k, the computational cost to compute σkXk
are higher. Therefore, the choice of k is a trade-off between two facts: a tight outer
bound of F∞ and high computational cost.
Example 4.3.1 The example is adopted from [72]. Taking into account of the bounded
disturbances, it is shown as below.
x(t +1) = Aix(t)+Dw(t) if Eix(t)≤ 0, i = 1,2,3,4 (4.19)
subject to:
X = {x ∈ R2 : ‖x‖∞ ≤ 5}, W = {w ∈ R2 : ‖w‖∞ ≤ 0.1},
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Polytopal d-invariant sets σkXk of system (4.19) are depicted in Figure 4.1 for various
values of σk > 1 and index k. Table 4.1 shows the selected values of k, σk and corre-
sponding |IσkXk |, where IσkXk is the index set for σkXk.
From Figure 4.1, it is easy to see that the tighter the outer bound σkXk, the larger the
value of index k.
k = 1 k = 2 k = 4 k = 6 k = 8 k = 10 k = 12
σk 2.1387 1.3959 1.0875 1.0065 1.0065 1.0019 1.0006
|IσkXk | 4 8 16 24 28 28 32
Table 4.1: Results for selected values of k.
4.3.3 Reachable Set Operation
Suppose a polytopal d-invariant set T of system (4.1) is available. We provide an algo-
rithm below to compute a family of polytopal d-invariant sets starting from T via the
reachable set operation.
Algorithm 4.3.2 (Reachable set operation)
(1) Set Y0 := T ;




, ∀k ∈ N+.
Theorem 4.3.4 Suppose T is a polytopal d-invariant set of system (4.1) and the set
sequence {Yk}, ∀k ∈ N is generated by Algorithm 4.3.2, then
(1) Yk+1 ⊆ Yk for all k ∈ N;
(2) Each Yk is a polytopal d-invariant set of system (4.1).
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Figure 4.1: Polytopal d-invariant outer bounds σkXk for different values of k.
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Proof: (1) Since Y0 is polytopal and d-invariant, R(Y0) ⊆ Y0 ⇒Co(R(Y0)) ⊆ Y0.
It follows Y1 ⊆ Y0 ⇒R(Y1)⊆R(Y0)⇒Co(R(Y1))⊆Co(R(Y0))⇒ Y2 ⊆ Y1. By
induction, Yk+1 ⊆ Yk for all k ∈ N.
(2) Following property (1), Yk+1 ⊆ Yk ⇒R(Yk) ⊆ Yk. Therefore, each Yk is a poly-
topal d-invariant set of system (4.1).
Remark 4.3.3 In Section 4.3.2, it is shown that σkXk is a polytopal d-invariant set of
system (4.1) for some σk > 1 and index k. In that case, setting Y0 := σkXk, we can
further tighten it by Algorithm 4.3.2.
4.4 Computation of Constraint Admissible d-invariant
Sets
Although the computation of invariant sets for nominal PWL systems has garnered great
interest in the control community [10, 23, 37, 48, 50, 64], only a few results for com-
puting d-invariant sets for PWLBD systems are reported. The most relevant works are
in [37, 73]. They presented the computations of the maximal d-invariant set O∞(X) for
PWLBD systems. In Section 4.4.1, we first review the procedure in [73] for obtaining
O∞(X).
4.4.1 Maximal d-invariant Set
The algorithm for computing the maximal d-invariant set O∞(X) of system (4.1) de-
scribed in [73] is
Algorithm 4.4.1 (Computation of O∞(X) set [73])
(1) Set O0 := X;
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(2) Compute Ok+1 = Q(Ok);
(3) If Ok+1 = Ok, return; Else, set k := k +1 and goto Step (2).
Algorithm 4.4.1 generates the set sequence {Ok}, ∀k ∈N and terminates when Ok∗+1 =
Ok∗ so that Ok∗ is the maximal d-invariant set O∞(X). However, if Ok∗ = /0 for some
integer k∗, then the conclusion is that O∞(X) = /0.
The subsequent development requires the following assumption:
Assumption 4.4.1 The minimal d-invariant set F∞ is inside X, or F∞ ⊆ int(X).
Remark 4.4.1 In [73], it is shown that under Assumption 4.4.1, the maximal d-invariant
set O∞(X) of system (4.1) exists.
4.4.2 Computation of Constraint Admissible, Polytopal d-invariant
Sets
In general, the maximal d-invariant set O∞(X) of system (4.1) is non-convex with many
constituent polytopes, which follows from Q(Ok) of (2) in Algorithm 4.4.1, and hence
its computation is very difficult, see [37, 73]. To keep the convexity of d-invariant sets, a
constraint admissible, polytopal d-invariant set of system (4.1) which can be computed
is preferred. Recently, there are some results [48, 50, 64] for computing convex invariant
sets for nominal PWL systems. For example, in [50] and [64], an ellipsoid invariant
set of nominal PWL systems is obtained as a sub-level set of a local piecewise linear
Lyapunov function. In [48], Lazer et.al. proposed a procedure to compute polytopal
invariant sets for nominal PWL systems. To the best of the author’s knowledge, there
are few results [66] in the literature for the computation of polytopal d-invariant sets for
PWLBD systems. The one in [66] considers LDIs with bounded disturbances, which is
different from PWLBD systems. Although they show that a d-invariant set for LDIs is
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also d-invariant for corresponding PWLBD systems, their procedure may yield a small
set. A more detailed discussion of it is given in Section 4.4.4.
In this section, we present an algorithm to compute a constraint admissible, polytopal
d-invariant set of system (4.1). In the algorithm, an inner polytopal approximation op-
eration described in Section 2.2 is used to preserve the convexity of the sets.
Algorithm 4.4.2 (Computation of constraint admissible, polytopal d-invariant set)
(1) Set Q0 := X;





(3) If Qk+1 = Qk , return; Else, set k := k +1 and goto Step (2).
Theorem 4.4.1 Suppose the set sequence {Qk},∀k∈N is generated by Algorithm 4.4.2,
then
(1) Qk+1 ⊆Qk,∀k ∈ N;
(2) If there exists an index k∗ such that Qk∗+1 = Qk∗ , then Q∞ = Qk∗;
(3) If property (2) is true, then Qk∗ is a constraint admissible, polytopal d-invariant
set of system (4.1).
Proof: (1) Property (1) is obvious from Algorithm 4.4.2.
(2) If there exists an index k∗ such that Qk∗+1 = Qk∗ , it means that Qk∗+υ = Qk∗,∀υ ∈
N+. Then Q∞ = Qk∗ .
(3) With an index k∗, it follows that Qk∗+υ = Qk∗ , ∀υ ∈ N+. From Theorem 2.2.1,




⊆Q(Qk∗). From Remark 4.2.7, Qk∗ is d-invariant. This,
together with (4.5), shows that Qk∗ is a constraint admissible, polytopal d-invariant set
of system (4.1).
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Remark 4.4.2 Suppose Qk∗ generated by Algorithm 4.4.2 exists. It is expected that Qk∗
is smaller in size than the maximal d-invariant set O∞(X) due to an inner polytopal
approximation operation. However, compared with the polytopal approximation proce-
dure in [66], the proposed procedure is likely to obtain a larger polytopal d-invariant
set. One example is given to show the comparisons in Section 4.4.4. Furthermore, in
next section an enlargement scheme based on Algorithm 4.4.2 is proposed.
4.4.3 Enlargement of Constraint Admissible, Polytopal d-invariant
Sets
In the following proposition, some properties of constraint admissible, polytopal d-
invariant sets of system (4.1) are shown.
Proposition 4.4.1 Suppose T is a constraint admissible, polytopal d-invariant set of
system (4.1), represented by T = {x ∈ Rnx : (e jT )T x ≤ 1, ∀ j ∈ IT} and there exits a
positive scalar
α∗ := max{α ∈ [1,+∞) : αT ⊆ X}, (4.20)
then α∗T is a constraint admissible, polytopal d-invariant set of system (4.1).
Proof: Since T is constraint admissible, polytopal and d-invariant,
T ⊆Q(T )⊆ X , (4.21)
where Qi(T ) = {x ∈ Σi : (e jT )T Aix ≤ 1− hDiW (e
j




T x≤ α∗, ∀ j ∈IT} and Q(α∗T ) = ⋃
i∈S




T Aix≤ α∗−hDiW (e
j
T ), ∀ j ∈IT}.
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From (4.20)-(4.21), we have




where α∗Qi(T )∩X = {x ∈ Σi : (e jT )T Aix≤ α∗−α∗hDiW (e
j
T ),∀ j ∈IT}.








i(α∗T ) = Q(α∗T ).
Hence, α∗T is a constraint admissible, polytopal d-invariant set of system (4.1).
Next an enlargement algorithm for constraint admissible, polytopal d-invariant sets is
provided as below.
Algorithm 4.4.3 (Enlargement of constraint admissible, polytopal d-invariant set)
(1) Set E0 := α∗T where T, α∗ are defined in Proposition 4.4.1 ;




, ∀k ∈ N.
In Algorithm 4.4.3, the In2(·, ·) operation is described in Section 2.2.
Theorem 4.4.2 Suppose the set sequence {Ek},∀k∈N is generated by Algorithm 4.4.3,
then
(1) Ek ⊆ Ek+1,∀k ∈ N;
(2) Each Ek is a constraint admissible, polytopal d-invariant set of system (4.1).
Proof: (1) Since E0 is d-invariant, E0 ⊆ Q(E0). From Theorem 2.2.1, it follows




= E1 ⊆Q(E0). We have E0 ⊆ E1, it implies that Q(E0) ⊆
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= E2. By induction, Ek ⊆ Ek+1,∀k ∈ N.




⊆ Q(Ek), ∀k ∈ N. Therefore, each Ek is
d-invariant. This, together with (4.5), shows that Ek,∀k ∈ N is a constraint admissible,
polytopal d-invariant set of system (4.1).
Remark 4.4.3 In Section 4.4.2, a procedure to compute a constraint admissible, poly-
topal d-invariant set Qk∗ ( Qk∗+1 = Qk∗) is proposed. From Theorem 4.4.2, we can
further enlarge Qk∗ using Algorithm 4.4.3 by setting T := Qk∗ .
4.4.4 Example
In this section, the computation of a constraint admissible, polytopal d-invariant set of
system (4.1) is shown through an example. The example is adopted from [8]. Taking
into account of the bounded disturbances, it is shown as below.
x(t +1)=
A1x(t)+Bu(t)+Dw(t), if [1 0]x(t)≥ 0A2x(t)+Bu(t)+Dw(t), if [1 0]x(t) < 0 (4.23)
subject to:
U = {u ∈ R : ‖u‖∞ ≤ 2}, X = {x ∈ R2 : ‖x‖∞ ≤ 10},
W = {w∈R2 : ‖w‖∞≤ 0.08},
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Here, we compare the constraint admissible, polytopal d-invariant sets in size, generated
by our procedure and that proposed in [66] respectively. In [66], authors provided the
following algorithm to compute a constraint admissible, polytopal d-invariant set for
system x(t +1) = Aix(t)+DiW, ∀i ∈ S.
Algorithm 4.4.4 [66]
(1) Set J0 = X;
(2) Compute Jk =
{
x ∈ X : Aix+Diw ∈ Jk−1, ∀w ∈W, ∀i ∈ S
}
;
(3) If Jk+1 = Jk, return; Else, set k := k +1 and goto Step (2).
It is shown that if J∞ exists, then J∞ is also a constraint admissible, polytopal d-invariant
set for system (4.1). In each step, Jk is computed by considering all possibilities to keep
the convexity of Jk, which is much conservative. Therefore, the resulting set may be
very small or empty.
Two d-invariant sets of closed-loop system of (4.23) under u = Kix, if x ∈ Σi are com-
puted, one of which is Q2 (Q∞ = Q2) generated by Algorithm 4.4.2, the other is J1 (J∞ =
J1) generated by Algorithm 4.4.4. In Figure 4.2(a), Q2 is shown by the solid line and
J1 is shown by the dash line. Figure 4.2(b) shows the maximal d-invariant set O∞(Γ),
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where Γ is the state and input constraints, i.e. Γ =
⋃
i∈S
Γi with Γi = {x : x ∈ Σi, Kix ∈U}.
Form Figure 4.2, it is easy to see that J1 ⊂Q2 ⊂ O∞(Γ) and Q2 is very close to O∞(Γ).
Compared with Algorithm 4.4.4, Algorithm 4.4.2 can yield a larger d-invariant set due
to an inner polytopal approximation.
4.5 Summary
In this chapter, two issues of d-invariant sets for constrained PWLBD systems are ad-
dressed. We present some properties of F∞ and show the existence of F∞. The com-
putation of polytopal d-invariant outer bounds of F∞ using convex hull operation and
the computation of constraint admissible, polytopal d-invariant sets using an inner poly-
topal approximation operation are presented. Furthermore, an enlargement scheme of
constraint admissible, polytopal d-invariant sets is presented.
NATIONAL UNIVERSITY OF SINGAPORE SINGAPORE
4.5 Summary 64














(a) Q2 (solid line) and J1 (dash line)















Figure 4.2: Constraint admissible d-invariant sets.
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Chapter 5
Time Sub-optimal Control for
Constrained PWLBD Systems
This chapter presents a time sub-optimal control approach that stabilizes constrained
PWLBD systems. The proposed approach uses an inner polytopal approximation of the
domain of attraction for a fixed time step and results in a control law that has a piecewise
affine structure and can be determined off-line using multi-parametric programming.
5.1 Introduction
Recently, several papers [30, 39, 73] on time optimal control (TOC) law design for con-
strained PWL/PWA systems have emerged. These design procedures start by computing
the set of states that can be brought into a specific target set in one time step. Using this
set as the new target, the process is repeated, building up a family of control sets that can
be brought into the target in N time steps or less. In general, each of these control sets,
except possibly the target, is a non-convex set. Consequently, these control sets, while
large in extent, consist of many polytopes, especially when PWL/PWA system has many
partitions or is of high dimension. These P-collections are difficult to manipulate and
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the computation with them is time-expensive. The aim of this chapter is to introduce an
approach that will result in reasonable computational demand without significant loss in
the size of the domain of attraction.
The rest of this chapter is structured as follows: Section 5.2 introduces a discrete-time
PWLBD system. Section 5.3 presents the methods to compute the stabilizing nominal
PWL feedback controller. In Section 5.4, an approach to compute the stabilizing control
law for PWLBD systems under the TOC framework is proposed. Section 5.4 shows
examples using the proposed approach.
5.2 Preliminaries
The following discrete-time PWLBD system is considered,
x(t +1) = Aix(t)+Biu(t)+Diw(t), if x(t) ∈ Σi, ∀t ≥ 0 (5.1)
subject to
x(t) ∈ X , u(t) ∈U, w(t) ∈W, ∀t ≥ 0,
where X ⊂ Rnx , U ⊂ Rnu and W ⊂ Rnw , each being a polytope containing the origin in
its interior. The sets Σi,∀i ∈ S are defined in Section 4.2.
The following definition is needed in the sequel:
Definition 5.2.1 (Control d-invariant set of PWLBD systems)
A set T ⊂Rnx is control d-invariant of system (5.1) if and only if for all x∈ T ∩Σi, ∀i∈ S
there exist a u ∈U such that Aix+Biu+Diw ∈ T, ∀w ∈W.
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5.3 Derivation of Nominal Controller
Associated with system (5.1), the PWL system without disturbances is given by
x(t +1) = Aix(t)+Biu(t), if x(t) ∈ Σi, ∀t ≥ 0. (5.2)
Consider a PWL feedback controller
u(t) = Kix(t), if x(t) ∈ Σi, ∀i ∈ S (5.3)
and the resulting closed-loop PWL system is
x(t +1) = Φix(t), if x(t) ∈ Σi, (5.4)
where Φi := Ai +BiKi. We first review the standard methods [50, 63, 64] for designing
controller (5.3) that are based on Lyapunov function, best exemplified by the works of
[63]. This is followed by a proposed simple method that designs each Ki separately
using singular value method.
5.3.1 Design via Lyapunov Methods
System (5.2) with controller (5.3) is Lyapunov stable if there exist a symmetric positive
definite matrix P≻ 0 and a quadratic Lyapunov function
V (x(t)) = xT (t)Px(t), (5.5)
subject to V (x(t +1))−V (x(t)) < 0. (5.6)
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Then the controller gives Ki, ∀i ∈ S satisfying the following conditions
P ≻ 0, (5.7)
ΦTi PΦi−P ≺ 0, ∀i ∈ S. (5.8)
Since both variables P and Ki, ∀i ∈ S are unknown, inequality (5.8) is nonlinear. It can
be rewritten as a linear matrix inequality (LMI) using Schur complement [12].





where B≻ 0, then A≻ 0 if and only if D−CB−1CT ≻ 0.
Introducing new variables Ci = KiQ and Q = P−1, inequality (5.8) can be rewritten as
(AiQ+BiCi)T P(AiQ+BiCi)−Q≺ 0. (5.9)
From Lemma 5.3.1, (5.9) can be expressed as
 Q (AiQ+BiCi)
(AiQ+BiCi)T Q
 ≻ 0, ∀i ∈ S, (5.10)
Q ≻ 0, (5.11)
which can be solved using standard LMI technique. Then the PWL feedback controller
can be recovered as
Ki = CiQ−1, ∀i ∈ S. (5.12)
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If the solution exists, the PWL feedback law (5.12) stabilizes asymptotically the origin
of system (5.2), see [63].
Since conditions (5.7)-(5.8) are conservative, a relaxed set of conditions based on a
piecewise quadratic Lyapunov function are
V (x) = xT Pix, if x ∈ Σi, ∀i ∈ S, (5.13)
with Pi and Ki, ∀i ∈ S satisfying the conditions
Pi ≻ 0, ∀i ∈ S, (5.14)
ΦTj PiΦ j−Pj ≺ 0, ∀( j, i) ∈ S×S. (5.15)
Introducing new variables Ci = KiQi and Qi = P−1i , Ci and Qi can be solved by the
following LMIs
 Qi (A jQ j +B jC j)
(A jQ j +B jC j)T Q j
 ≻ 0, ∀( j, i) ∈ S×S, (5.16)
Qi ≻ 0, ∀i ∈ S, (5.17)
and PWL feedback controller is
Ki = CiQ−1i , ∀i ∈ S. (5.18)
Again, the PWL feedback law (5.18) for the solution of (5.16)-(5.17) stabilizes asymp-
totically the origin of system (5.2), see [63].
Remark 5.3.1 The special structure of the system is not taken into consideration in
(5.14)-(5.15). Note that in [35, 49, 64, 66] the authors try to make use of the special
structure of the system by S-procedure, which is less conservative.
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5.3.2 Design via Singular Value Method
In this section, we propose a relatively simple method to design each Ki separately and
ensure that the origin is asymptotically stable based on the following theorem.
Theorem 5.3.1 If σ¯max := max
i∈S
‖Φi‖2 < 1, then system (5.4) is asymptotically stable.
Proof: Suppose (5.3) applies, the nominal state x(t), starting from x(0), is
x(t) = Φi(t−1) · · ·Φi(0)x(0), (5.19)
where i(t) = {i ∈ S : x(t) ∈ Σi}. It follows that
‖x(t)‖2 ≤ ‖Φi(t−1)‖2 · · ·‖Φi(0)‖2‖x(0)‖2.




For each i ∈ S, the condition of ‖Φi‖2 < 1 can be equivalently stated as
ΦTi Φi− I ≺ 0. (5.20)
Hence, σ¯max < 1 if condition (5.20) holds for all i ∈ S. Condition (5.20) can be solved
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 ϕiI (Ai +BiKi)T
Ai +BiKi ϕiI
≻ 0, (5.22)
for each i ∈ S. Let ϕ∗i ,K∗i , ∀i ∈ S be the optimal solution of the above optimization
problem. A sufficient condition for the asymptotical stability of the origin of system
(5.4) is ϕ∗max < 1 where ϕ∗max := maxi∈S ϕ
∗
i . If ϕ∗max < 1, then K∗i can be used as the
stabilizing feedback gain in (5.3).
It is well known that the choice of Ki, ∀i ∈ S greatly affects the size of the maximal
d-invariant set of the closed-loop system of (5.1) under (5.3). With a good choice of Ki,
the maximal d-invariant set can be very large. However, formulations (5.21)-(5.22) do








 I (Ai +BiKi)T
Ai +BiKi I
≻0, (5.25)
where θi ≥ 0 is a parameter.
Remark 5.3.2 Condition (5.24) is formulated to keep Ki small so that the control con-
straints are less likely to be binding, resulting in a large maximal d-invariant set. Fur-
thermore, each Ki, ∀i ∈ S is designed separately and has a low computational load.
However, since the condition (σ¯max < 1) is always required, the disadvantage is that the
feasible design space may be small.
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Remark 5.3.3 In (5.24), in general, for smaller θi, the corresponding maximal d-invariant
set is larger but the response of the closed-loop system is somewhat lethargic. Therefore,
the choice of θi is a trade-off between the size and the performance.
5.3.3 Example
Consider the PWLBD system described in Section 4.4.4. In this example, we compare
the size of the maximal d-invariant sets of two closed-loop systems of (4.23) under dif-
ferent PWL feedback controllers, which are designed via Lyapunov method and singular
value method respectively.
Suppose the stabilizing controller uA = KAi x, i = 1,2 are chosen based on a piecewise










As a comparison, the stabilizing controller uB = KBi x, i = 1,2 are chosen based on the










Figure 5.1 shows the maximal d-invariant sets OA(B)∞ (Γ), where Γ is the state and control
constraints, i.e. Γ =
⋃
i∈S
Γi with Γi = {x : x ∈ Σi, Kix ∈U}. From Figure 5.1, it is easy to
see that OB
∞
(Γ) is much larger than OA
∞
(Γ). Observation is made with respect to Remark
5.3.2.
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Figure 5.1: The maximal d-invariant sets OA(B)∞ (Γ).
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5.4 Robust Time Optimal Control
5.4.1 Problem Formulation
A robust time optimal controller computation scheme for PWL/PWA systems is first
introduced in [39]. A brief review of it is provided below.
Given a set of stabilizing Ki, ∀i ∈ S, the corresponding closed-loop system is
x(t +1) = Φix(t)+Diw(t), if x(t) ∈ Σi, ∀t ≥ 0. (5.26)
Each Ki can be computed using the methods described in Section 5.3.
Let ¯Xk, k = 1, . . . ,N, be the maximal set of states x of system (5.1) that can be driven to
¯Xk−1 in one step, satisfying the state and input constraints in the presence of all allowable
disturbance sequences. Each ¯Xk is further broken down into various partitions due to the
partitioning of X in the following manner





where ¯X0 is any constraint admissible d-invariant set of system (5.26). Typically, ¯X0 can
be the maximal d-invariant set of system (5.26). Equation (5.27) is also equivalent to
¯X ik = {x ∈ Σi : ∃u ∈U,Aix+Biu∈ ¯Xk−1⊖DiW} . (5.29)
Remark 5.4.1 Note that each ¯Xk (k ≥ 1) is a P-collection even if ¯X0 is a polytope.
Remark 5.4.2 It is useful to note that each ¯Xk (k ≥ 1) is the projection onto x-space of
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¯Y ik , where ¯Y
i
k = {(x,u) ∈ X×U : Aix+Biu+Diw∈ ¯Xk−1, ∀w ∈W}. (5.30)
In general, this operation is time-expensive because there are many constituent poly-
topes of ¯Xk−1.
For x ∈ ¯Xk \ ¯Xk−1, uk(x) is defined such that it can bring x into ¯Xk−1 in one step and
satisfy the input constraints. The robust TOC control law u∗ at time t is
u∗(t) :=
 uk(x(t)), if x(t) ∈ ¯Xk \ ¯Xk−1Kix(t), if x(t) ∈ ¯X0∩Σi . (5.31)
5.4.2 Time Sub-optimal Controller Design
In the above formulation, two factors affect its computational complexity. One is the
Pontrygain difference of a P-collection and a polytope. Since each ¯Xk (k ≥ 1) is a P-
collection, the computation of ¯Xk⊖DiW in (5.29) is time-expensive, see Remark 2.1.5.
The second factor is that the number of the constituent polytopes of ¯Xk grows exponen-
tially with increasing k and contributes a significant computational load. Due to these
two factors, we propose to use polytopal control sets under the TOC framework to keep
the computation tractable. Of course, by doing so, the proposed approach is no longer a
minimal time control strategy, only sub-optimal.
Let Xk, k = 1, . . . ,N be the set of states x of system (5.1) that can be driven to Xk−1 in one
step, satisfying the state and input constraints for all allowable disturbance sequence, i.e.
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where X0 is any constraint admissible, polytopal d-invariant set of system (5.26) and
0 ∈ int(X0), which can be computed using the procedure described in Section 4.4. The




and ensure that Xk−1 ⊆ Xk. Equation (5.32) is also equivalent to
X ik = {x ∈ Σi : ∃u ∈U,Aix+Biu∈Xk−1⊖DiW}. (5.34)
Remark 5.4.3 In (5.34), the Pontrygain difference Xk−1⊖DiW can be easily computed
based on Theorem 2.1.1 since each Xk,k = 1, . . . ,N is a polytope. Similarly, the In2(·, ·)
operation yields a concrete characterization of Xk. Hence, the sequence of sets {Xk}
can be determined off-line once X0 is known.
For each x ∈ Xk \Xk−1, there are many choices of the controller uk(x) that brings x into
Xk−1 in one step and satisfies the input constraints. One choice of uk(x) is based on the
solution of the following optimization problem, given x ∈ Σi:
min
uk(x)




where R≻ 0. Doing so, the proposed time sub-optimal controller u∗(t) is
u∗(t) :=
 uk(x(t)), if x(t) ∈ Xk \Xk−1Kix(t), if x(t) ∈ X0∩Σi . (5.36)





maintains the convexity of Xk and
keeps the computational burden reasonable. This is done at the expense of using a
smaller set Xk in (5.33), (smaller than the corresponding set ¯Xk in (5.28)). This also
means that the system proposed is a sub-optimal solution. Correspondingly, N has to be
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made larger to recover the same domain of attraction.
5.4.3 Robust Closed-loop Stability
The following result is known for the control sets of the proposed controller (5.36).
Theorem 5.4.1 The sets Xk, k = 1, . . . ,N computed in recursion (5.32)-(5.33) with ter-
minal condition X0, satisfy X0 ⊆ X1 ⊆ . . . ⊆ XN . Moreover, each Xk is a polytope and
contains the origin in its interior.
Proof: Since X0 is d-invariant, X0 ⊆
⋃
i∈S










X i2 ⇒ X1 ⊆ X2. By induction, we have X0 ⊆ X1 ⊆ . . . ⊆ XN . Since each
Xk is an inner polytopal approximation of
⋃
i∈S
X ik and 0 ∈ int(X0), Xk is a polytope and
contains the origin in its interior.
The next result shows that controller (5.36) satisfies the following property:
Theorem 5.4.2 The time sub-optimal controller (5.36) robustly steers system (5.1) from
any initial state x(0) ∈ Xk ⊆ XN to X0 in no more than k steps, and x(t) → F∞ as t →
∞, where F∞ is the minimal d-invariant set of system (5.26). And the state and input
constraints are satisfied for any w(t) ∈W, ∀t > 0.
Proof: Under the time sub-optimal controller (5.36), the state x(1) will enter Xκ ,
κ ≤ k− 1 and satisfy all state and input constraints in the presence of all sequences of
the disturbance so long as w(0) ∈W . The process is repeated till the state enters X0.
This shows the main result. That the state stays inside X0 after having entered X0 is
true as X0 is d-invariant for system (5.26). When the state is inside X0, under the PWL
feedback controller (5.3), x(t)→ F∞ as t → ∞.
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5.4.4 State Feedback Solution to Proposed Controller
Due to the convexity of each Xk, the optimization problem (5.35) falls into a class of
multi-parametric linear programs, see Section 2.3. Therefore, uk(x) can be computed
as a piecewise affine function of x using multi-parametric programming. When x ∈





j if x ∈CR
k,i
j , ∀ j ∈I k,i, (5.37)
where Lk,ij ∈ Rnu×nx ,g
k,i
j ∈ R
nu and I k,i is the index set. CRk,ij denotes the jth partition









int(CRk,iν ) = /0 for all j 6= ν .
The overall procedure for computing the proposed controller (5.36) is summarized as
below.
Algorithm 5.4.1 Consider system (5.1), the computations involved for the proposed
approach are
Off-line (Once only):
(1) Choose a stabilizing PWL feedback controller u = Kix, if x ∈ Σi, ∀i ∈ S and the
horizon N;
(2) Choose X0, which is a constraint admissible, polytopal d-invariant set of system
(5.26);
(3) Compute Xk, k = 1, . . . ,N from (5.32)-(5.33);
(4) Solve (5.35) for each i,k using multi-parametric programming over x.
On-line:
(1) Set t := 0;
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(2) Compute i∗, the partition that x(t) belongs to, or x(t) ∈ Σi∗;
(3) Compute k∗, the smallest index k such that x(t) ∈ Xk. If k∗ ≥ 1, then go to Step
(4), else go to Step (6);
(4) Compute j∗ such that x(t) ∈CRk∗,i∗j∗ ;
(5) Let u∗(t) = Lk∗,i∗j∗ x(t)+gk
∗,i∗
j∗ and apply it onto system (5.1). Set t := t +1 and go
to Step (2);
(6) Let u∗(t) = Ki∗x(t) and apply it onto system (5.1). Set t := t +1, then repeat Steps
(2) and (6).
5.5 Examples
In this section, the efficiencies of the proposed strategy are illuminated through two
examples.
Example 5.5.1 The example is adopted from [63]. Taking into account of the bounded
disturbances, it is shown as below.
x(t +1) = Aix(t)+Bu(t)+Dw(t) if Eix(t)≤ 0, i = 1,2,3,4 (5.38)
subject to:
U = {u ∈ R : ‖u‖∞ ≤ 0.4}, X = {x ∈ R2 : ‖x‖∞ ≤ 3},
W = {w ∈ R2 : ‖w‖∞≤ 0.1},







































We compute the stabilizing PWL feedback controller u = Kix, if x ∈ Σi of (5.23)-(5.25)



















The corresponding set X0 computed by Algorithm 4.4.2 is
X0 =



















In Figure 5.2, each set Xk,(0 ≤ k ≤ 6) and its nesting property are shown. The set
Xk+1 = Xk when k = 6.
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Figure 5.2: Xk, 0≤ k ≤ 6.
Choosing N = 6 and R = 1 in (5.35), the solutions of the multi-parametric linear pro-







|I k,i|= 53. The data indicate that the on-line computational work is reasonably
low.
The simulation results are shown in Figure 5.3 for the case where the initial state x(0) =
[3,3] under the closed-loop operation using the controller (5.36).
Example 5.5.2 The second example is control of a fourth-order system defined by
x(t +1)=
A1x(t)+Bu(t)+Dw(t), if [0 1 0 0]x(t)≤ 0A2x(t)+Bu(t)+Dw(t), if [0 1 0 0]x(t)≥ 0 (5.39)
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Figure 5.3: Simulation results: state and input trajectory.
subject to:
U = {u ∈ R : ‖u‖∞ ≤ 1},
X = {x ∈ R4 : ‖x1‖∞ ≤ 10;‖x2‖∞ ≤ 5;‖x3‖∞ ≤ 10;‖x4‖∞ ≤ 10},




1 0.5 0.3 0.5
0 1 1 1
0 0 1 1
0 0 0 1
 , A2 =

1 0.2 0.3 0.5
0 0.5 1 1
0 0 1 1








 , D =

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
 .
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Choosing R = 10 in (5.35), the solutions of the multi-parametric linear programming








1116 when N = 7. It is easy to see that the total number of partitions grows rapidly with
nx and N. For this 4-order system, the on-line work to check these 1116 polytopes is
still tractable.
The simulation results are shown in Figure 5.4 for the case where x(0) = [4, −5, 9.2, −
3.9] under the closed-loop operation using the controller (5.36).


































Figure 5.4: Simulation results: state and input trajectory.
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5.6 Summary
In this chapter, a time sub-optimal control strategy that stabilizes constrained PWLBD
system is presented. The control sets Xk, k = 1, . . . ,N are derived via an inner polytopal
approximation operation. This avoids the complexity of controller design associated
with non-convex control sets. While it is an inner approximation, each Xk obtained is
reasonably large. The effectiveness of this approach is illustrated via two numerical ex-
amples. The proposed approach also gives rise to a piecewise affine controller structure
that can be determined off-line.
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Chapter 6
Model Predictive Control for
Constrained PWLBD Systems
This chapter presents an MPC approach that stabilizes constrained PWLBD systems.
Like Chapter 5, an inner polytopal approximation operation is used to approximate the
domain of attraction. The resulting control law can be explicitly determined off-line
using multi-parametric programming. An example is given to show the efficiencies of
the proposed approach.
6.1 Introduction
In the PWL/PWA system literature, MPC strategy is used mainly for constrained sys-
tems without disturbances [6, 8, 25, 48, 49, 58]. There are only a few MPC approaches
[39, 65, 66] for constrained PWL/PWA systems with bounded disturbances. In general,
the design of MPC controller for constrained PWLBD systems faces two difficulties:
the heavy on-line computational load and the stability of the closed-loop system, see
[39, 65].
In Chapter 5, a time sub-optimal control approach is proposed that results in a reason-
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ably on-line computational load. However, its design procedure requires a projection
operation, see Remark 5.4.2, which can be time-expensive when the system has many
partitions or is of high dimension. In this chapter, we propose an MPC approach that
avoids this projection operation and aims to keep the computation tractable.
The rest of this chapter is structured as follows: in Section 6.2, an MPC approach for
constrained PWLBD systems is proposed. Section 6.3 shows an example using the
proposed approach.
6.2 Robust Model Predictive Control
6.2.1 Problem Formulation
Suppose the MPC control law for system (5.1) is parameterized by c(·) ∈ Rnu via
u(t) = Kix(t)+ c(t), if x(t) ∈ Σi, ∀i ∈ S, (6.1)
where Ki, ∀i∈ S are given. The closed-loop system of (5.1) under u(t) = Kix(t), if x(t)∈
Σi is
x(t +1) = Φix(t)+Diw(t), if x(t) ∈ Σi, ∀i ∈ S, (6.2)
with Φi := Ai + BiKi. Such a choice of Ki to stabilize the nominal system associated
with (6.2) can be computed using the procedure described in Section 5.3.
Using (6.1) as the MPC controller, system (5.1) can be expressed as
x(t +1) = Φix(t)+Bic(t)+Diw(t), if x(t) ∈ Σi, (6.3)
for all i ∈ S.
Let X0 be any constraint admissible, polytopal d-invariant set of system (6.2) and 0 ∈
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int(X0), which can be determined using the procedure described in Section 4.4. Let ¯Y1
be the maximal set of [x(t),c(t)]T such that x(t +1) of system (6.3) lies in X0, satisfying





 : Φix(t)+Bic(t)+Diw(t) ∈ X0, Kix(t)+ c(t) ∈U,






Remark 6.2.1 Suppose X0, U and Σi are given by X0 = {x : EX0x≤VX0}, U = {u : EU u≤
























, ¯V rX0 = V rX0 − hDiW ((ErX0)T ), ErX0 is
the rth row of matrix EX0 .
Similar to ¯Y1, let ¯Y2 be the maximal set of [x(t),c(t),c(t + 1)]T such that the vector
[x(t +1),c(t +1)]T lies in ¯Y1, which also implies that x(t +2) is inside X0, satisfying the










 ∈ ¯Y1, Kix(t)+ c(t) ∈U,
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By induction, let ¯Yk, k = 1, . . . ,N be the maximal set of [x(t),c(t), · · · ,c(t + k− 1)]T
such that the vector [x(t +1),c(t +1), · · · ,c(t +k−1)]T lies in ¯Yk−1, satisfying the state


















 ∈ ¯Yk−1, Kix(t)+ c(t) ∈U,







¯Y ik , (6.5)






















Kix(t)+ c(t) ∈U, x(t) ∈ Σi

.
Remark 6.2.2 Note that there is no requirement of the projection operation in the re-
cursion (6.4)-(6.5). In [20, 45], similar recursions are proposed for systems with para-
metric uncertainty.
Remark 6.2.3 It is useful to note that the use of ¯Yk, k = 1, . . . ,N is not computationally
convenient because each ¯Yk (k ≥ 1) is a non-convex P-collection following (6.5).
Due to the non-convexity of each ¯Yk (k ≥ 1), like Chapter 5, to lower the computational
complexity, an inner polytopal approximation operation is used. Let Y0 = X0. For k =
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1, . . . ,N, Y ik is computed from (6.4), where Y ik and Yk−1 replace ¯Y ik and ¯Yk−1 respectively















 : z ∈ Yk−1
 . (6.7)
Note that the set sequence {Yk}, k = 1, . . . ,N can be determined off-line and each Yk is
a polytope.
Remark 6.2.4 Since the set Yk is of higher dimension than the set Yk−1, Θk is introduced,
which is not full-dimensional because of 0nu in (6.7). The In2(·, ·) operation is used in
(6.6) to approximate ⋃
i∈S
Y ik and ensure that Θk ⊆ Yk.













||Ψc( j|t)||ς (ς = 1,2 or ∞) with Ψ≻ 0. Let co(t)= {co(0|t),co(1|t),
· · · , co(N−1|t)} be the optimal solution of (6.8)-(6.9). The resulting MPC controller is
u∗(t) := Kix(t)+ c∗(t), if x(t) ∈ Σi, ∀i ∈ S, (6.10)
where c∗(t) = co(0|t). At time t + 1, the process is repeated thereby establishing a
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closed-loop system x(t +1) = Aix(t)+Biu∗(t)+Diw(t), if x(t) ∈ Σi, ∀i ∈ S.
6.2.2 Robust Closed-loop Stability
Suppose Xk is the projection of the set Yk onto x space for k = 1,2, . . . ,N,
Xk =












Remark 6.2.5 Note that Xk, k = 1, . . . ,N is the set of all the initial states which can be
robustly steered into a predefined set X0, while satisfying the state and input constraints,
by choice of a set sequence {c(t),c(t +1), · · · ,c(t + k−1)} depending on x(t) only.
Remark 6.2.6 Note also that the sets Xk, k = 1, . . . ,N are not necessary to be computed.
It is defined here to show some properties of the proposed approach.
The following theorem shows that the size of Xk increases with increasing k.
Theorem 6.2.1 The sets Xk, k = 1, . . . ,N defined in (6.11) satisfy X0 ⊆ X1 ⊆ . . .⊆ XN ⊆
X. Moreover, for each k, Xk is a polytope and contains the origin in its interior.




with Y1 = In2(
⋃
i∈S
Y i1,Θ1), from Theorem 2.2.1, we have Θ1 ⊆ Y1. Therefore, the set Y1











w(t), if x(t)∈Σi, ∀w(t)∈W.
Then, we have Θ2 ⊆
⋃
i∈S
Y i2 ⇒ Θ2 ⊆ Y2. By induction, we have Θk ⊆ Yk, k = 1, . . . ,N.
Therefore, X0 ⊆ X1 ⊆ . . . ⊆ XN . Since each Xk is a projection of a polytope Yk and
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0 ∈ int(X0), Xk is a polytope and contains the origin in its interior.
The proof of the robust closed-loop stability is given below.
Theorem 6.2.2 Provided that x(0)∈ XN , the MPC controller (6.10) guarantees that the
state/input constraints are satisfied for any w(t) ∈W, ∀t > 0 and lim
t→∞
c∗(t) = 0.
Proof: That x(0) ∈ XN implies that x(1) ∈ XN−1. From Theroem 6.2.1, we know
XN−1⊆XN . Hence, by induction, x(t)∈XN for all t ≥ 0 and satisfaction of the state/input
constraints is guaranteed.
At time t, the optimal cost is defined by
JoN(t) = ℓ(co(t)).
Since c(t +1) = {co(1|t), · · · ,co(N−1|t),0} is feasible at time t +1 and JN(t)≥ JoN(t),
then
JN(t)− JN(t +1)≥ ‖Ψc∗(t)‖ς . (6.12)
Therefore, {JN(t)} ∀t ≥ 0 is non-increasing and bounded below by 0. As t → ∞, it con-





≥ 0 ⇒ lim
t→∞
c∗(t) = 0.
6.2.3 State Feedback Solution to Proposed Controller
As YN is convex, constraint (6.9) of the optimization problem (6.8)-(6.9) can be ex-
pressed collectively as a matrix inequality Gc ≤ V + Ex. It is obvious that problem
(6.8)-(6.9) is a multi-parametric programming problem. Therefore, c∗ can be expressed
as a piecewise affine function of x,
c∗(t) = L jx(t)+g j, if x(t) ∈CR j, ∀ j ∈IN , (6.13)
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where CR j denotes the jth partition of XN with XN = ⋃
j∈IN
CR j. CR j ∩CRν = /0 for all
j 6= ν .
The overall procedure for computing the MPC controller for system (5.1) is summarized
as below.
Algorithm 6.2.1 Consider system (5.1), the computations involved for the proposed
approach are
Off-line (Once only):
(1) Choose a suitable stabilizing PWL feedback controller u = Kix, if x ∈ Σi, ∀i ∈ S
and the horizon N;
(2) Choose X0, which is a constraint admissible, polytopal d-invariant set of system
(6.2);
(3) Compute YN;
(4) Solve (6.8)-(6.9) using multi-parametric programming over x.
On-line:
(1) Set t := 0;
(2) Compute i∗, the partition that x(t) belongs to, or x(t) ∈ Σi∗;
(3) Compute j∗, the partition such that x(t) ∈CR j∗;
(4) Let u∗(t) = Ki∗x(t)+ c∗(t) = (Ki∗ +L j∗)x(t)+g j∗ and apply it onto system (5.1).
Set t := t +1 and go to Step (2).
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6.3 Example
In this section, the efficiencies of proposed MPC strategy are illuminated through an
example.
Consider the PWLBD system described in Section 4.4.4. The stabilizing PWL feedback










The corresponding constraint admissible, polytopal d-invariant set X0 is
X0 =



















Figure 6.1 reports the sets Xk for 0≤ k≤ 4 with X5 = X4 and shows that X0 ⊆ X1 ⊆ ·· · ⊆
X4. The simulation results are plotted in Figure 6.2 with initial state x = [−9.5,−8] in
closed-loop with the MPC controller (6.10) computed when N = 4. A plot of the set X0
is also shown.
While this thesis is being written, a similar idea [66] for the design of MPC controller
for system (5.1) has appeared. The difference between these two approaches (ours and
those in [66]) is the procedure for the computation of the set YN . In [66], the set YN ,
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Figure 6.1: Xk,0≤ k ≤ 4.


















 ∈ Y k−1,






for k = 1, . . . ,N with Y 0 = X0. In (6.14), note that each Y ik does not consider the parti-
tions of the system and Y k is the intersection of all Y ik.
Here, we compare the domains of attraction of our approach and theirs in size, denoted
by XN ( our approach ) and XN ( approach of [66] ) with the same X0 and Ki. Choose
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Figure 6.2: Simulation results: state and input trajectory.
N = 4. For the ease of visualization, XN and XN are shown in Figure 6.3. Note also that
XN does not grow any more when N = 2. From Figure 6.3, it is clear that X4 is much
larger than X4. It indicates that the intersection operation in (6.14) prevents the growth
of Xk so that the approach in [66] is very conservative. However, compared with our
approach, the approach in [66] to compute Y N is less time-consuming.
6.4 Summary
In this chapter, an MPC strategy that stabilizes constrained PWLBD systems is pre-
sented. The resulting robust MPC control law has a piecewise affine form and can be
explicitly determined off-line. This approach has the advantage of a reasonably large
polytopal domain of attraction. Furthermore, the proposed approach guarantees the ro-
bust closed-loop stability and its efficiencies are demonstrated using an example. How-
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X4 
Figure 6.3: X4 (solid line) and X4 (dash line).
ever, the limitation of this approach is that the horizon N can not be too large, since
the dimension of YN grows proportionally with N and its computations will become
time-expensive. Fortunately this work can be done off-line.
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Chapter 7
Model Predictive Control for Nonlinear
Systems via Support Vector Machine
In this chapter, MPC for nonlinear systems subject to input and state constraints is con-
sidered. We propose to estimate the terminal set and the terminal cost off-line using
support vector machine (SVM). The resulting terminal set is large and, hence provides
a large domain of attraction of the proposed MPC. The large domain of attraction also
means a shorter horizon may be used, resulting in lower on-line computational effort.
7.1 Introduction
Consider a discrete-time constrained nonlinear system:
x(t +1) = f (x(t),u(t)), (7.1)
x(t) ∈ X , u(t) ∈U, ∀t ≥ 0, (7.2)
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where X ⊂ Rnx is closed and U ⊂ Rnu is compact, each containing the origin in its
interior.
Many approaches of MPC for such a nonlinear system have been proposed, see [3, 13,
22, 32, 59, 62]. Set-theoretic based methods [18, 53, 57, 62] use a terminal set X f and a
terminal cost F to enlarge the domain of attraction and minimize on-line computational
effort. These methods typically rely on properties of the linearized system of (7.1) for
the characterizations of X f and F and prove, under reasonable assumptions, the asymp-
totic stability of the origin under MPC. With limited assumptions on the properties of
system (7.1), it is not surprising that the domains of attraction for such methods are
usually quite small for a fixed horizon.
Unlike the set-theoretic methods, this chapter shows the use of approximating function
in MPC by characterizing X f and F using support vector machine learning. The re-
sulting X f and hence the domain of attraction are much larger. When X is compact,
this approach also results in lower on-line computational effort as shorter horizons can
be used. The use of approximating function in MPC is not new. In [69], authors ap-
plied neural networks to directly approximate the closed-loop MPC control law, without
the use of X f and F . Such an approach requires accurate approximation to ensure the
closed-loop stability. Our approach exploits the flexibility in the choices of X f and F
and is less demanding in terms of the approximating accuracy.
SVM has enjoyed much attention recently as a pattern recognition technique, both for
regression and classification problems. Several desirable properties motivate our choice
of SVM, see [90]: universal approximation ability, a theoretical error bound, a global
optimal solution defined by a convex quadratic programming problem, sparsity in so-
lution representation, good generalization ability and flexibility in its formulation to
accommodate special requirement. Like neural networks, SVM is a universal approxi-
mator. This means that SVM can learn any continuous function over a compact support
to any desirable accuracy. However, unlike neural networks, SVM does not suffer from
the presence of many local minima.
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Section 7.2 shows the conditions of the closed-loop stability of MPC. In Section 7.3,
support vector classification (SVC) for characterizing X f is discussed. This is followed
by the discussion of support vector regression (SVR) for characterizing F . In Section
7.5, the feasibility of the proposed MPC is enforced. In Section 7.6, two examples are
given to show the efficiencies of this proposed approach.
7.2 Stability of Nonlinear MPC
Suppose system (7.1)-(7.2) satisfies the following assumption:
Assumption 7.2.1 (1) f (·, ·) : Rnx ×Rnu → Rnx is continuous, f (0,0) = 0.
(2) The equilibrium solution x(t) = 0 of system (7.1) is exponentially stable.
The MPC of (7.1)-(7.2) is based on the solution at time t, given x(t), of the following









x(k +1|t) = f (x(k|t),u(k|t)), k = 0, ...,N−1, (7.4)
x(0|t) = x(t), (7.5)
x(k|t) ∈ X , u(k|t) ∈U, k = 0, ...,N−1, (7.6)
x(N|t) ∈ X f . (7.7)
For all discussion in this chapter, it is assumed that no disturbances is present. The
optimal sequence uo(t) and MPC control law u∗(t) are defined in Section 1.1. Let XN
be the domain of attraction of the MPC controller, i.e.
XN := {x(t) ∈ Rnx : ∃u(t) such that (7.4)− (7.7) are satisfied}. (7.8)
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The use of X f and F in the MPC problem (7.3)-(7.7) is associated with a local feedback
law u = κ f (x) and the related system:
x(t +1) = f (x(t),κ f (x(t))), ∀t ≥ 0. (7.9)
Specifically, if X f is constraint admissible positively invariant for system (7.9), κ f (0) =
0 and F is a Lyapunov function on X f that guarantees the stability of x(t) = 0 for sys-
tem (7.9), then the desired global stability of nonlinear MPC is achieved, see [59]. In
satisfying these conditions, there is much freedom in the choice of κ f (x), X f and F . In
our approach, κ f (x) is chosen so that system (7.9) has a stable equilibrium x(t) = 0, X f
is the maximal positively invariant set of system (7.9), i.e.
X f := {x(0) ∈ Rnx : x(t) ∈ X ,κ f (x(t)) ∈U,∀t ∈ N}, (7.10)





ℓ(x(t),κ f (x(t))). (7.11)
Consider the following assumptions:
Assumption 7.2.2 (1) κ f : Rnx → Rnu is continuous and κ f (0) = 0.
(2) ℓ(·, ·) : X ×U → R is continuous and non-negative, ℓ(0,0) = 0.
(3) There exists a a > 0 s.t. ℓ(x,u)≥ a‖(x,u)‖, ∀x ∈ X ,u ∈U.
(4) There exists a a¯ > 0 s.t. ℓ(x,u)≤ a¯‖(x,u)‖ in a neighborhood of (x,u) = (0,0).
Assumptions 7.2.1 and 7.2.2 are sufficient to ensure the stability of the closed-loop
system under the choice of X f of (7.10) and F of (7.11). This and other results are
stated in the next theorem. The proof of them is an extension of the assumptions of the
well-known stability conditions in [59] and is hence omitted.
Theorem 7.2.1 Assuming that Assumptions 7.2.1, 7.2.2 and the following results hold,
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(1) X f ⊆ X, 0 ∈ int(X f ).
(2) κ f (x) ∈U,∀x ∈ X f .
(3) X f is constraint admissible positively invariant for system (7.9).
(4) F(x) is defined for all x ∈ X f , F(0) = 0 and F(x) > 0,∀x ∈ X f \{0}.
(5) F( f (x,κ f (x)))−F(x) =−ℓ(x,κ f (x)),∀x ∈ X f .
(6) Suppose system (7.1)-(7.2) is subject to MPC with X f and F defined by (7.10) and
(7.11) respectively.
Then the equilibrium x(t) = 0 is asymptotically stable in the sense that x(t) → 0 as
t → ∞ for all x(0) ∈ XN .
As shown above, the equilibrium x(t) = 0 is stable so long as the conditions on X f and
F given by (3)-(6) of Theorem 7.2.1 hold. Hence, many choices of X f and F exist. Our
approach to the characterization of X f and F is achieved through SVM learning. The
terminal cost is defined by FR, an approximation to
˜F(x) := (1+ρ)F(x) (7.12)
for some small ρ > 0 and F(x) of (7.11). Let the error in approximation be ε(x) :=
˜F(x)−FR(x) and let x+ := f (x,κ f (x)). Suppose the error satisfies the following condi-
tion
0≤ ε(x)≤ ρℓ(x,κ f (x)), ∀x ∈ X f . (7.13)
Then,
FR(x+)−FR(x)= (1+ρ)(F(x+)−F(x))−ε(x+)+ε(x)
= −(1+ρ)ℓ(x,κ f (x))− ε(x+)+ ε(x)
≤ −(1+ρ)ℓ(x,κ f (x))+ρℓ(x,κ f (x)) =−ℓ(x,κ f (x)).
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Thus
FR(x+)−FR(x)≤−ℓ(x,κ f (x)), ∀x ∈ X f . (7.14)
With the above, it is easy to show the following theorem.
Theorem 7.2.2 Suppose Assumptions 7.2.1 and 7.2.2 are satisfied, X f is replaced by a
positively invariant set ˜X f ⊆ X f and F is replaced by FR in the MPC problem (7.3)-(7.7)
with condition (7.13) holding, then the closed-loop MPC is asymptotically stable in the
sense as defined in Theorem 7.2.1.
In the following sections, we show the SVM formulations incorporating some special
requirements for the characterizations of X f and F . Like previous works, this process of
characterizations is performed off-line with no implication to the on-line computational
effort.
7.3 Characterization of Terminal Set
7.3.1 Choice of Terminal Set
It is well known that the size of the domain of attraction of MPC depends on the size
of the terminal set and the length of the horizon N. Increasing both of them yields a
larger domain of attraction. Increasing the length of N leads to a greater number of
decision variables and, therefore, to a greater on-line computational effort. Enlarging
the terminal set is more desirable as it remains only minimal additional on-line effort.
In the literature, there are some approaches [16, 19, 52, 53] to enlarge the terminal set
for nonlinear MPC, but none of them is the maximal terminal set.
Our characterization of the terminal set X f of (7.10) follows the approach described
in [68]. It considers the nonlinear system (7.9) with κ f (x) = Kx for some appropriate
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choice of K. Obviously, the choice of K affects the size of X f . We assume that K
has been determined by some systematic procedures [16, 19] and proceed to find the
terminal set for that choice of K.
The characterization of X f via support vector classification takes the form of a scalar
function ˜O(x) such that
˜X f := {x ∈ Rnx : ˜O(x)≥ 0}, (7.15)
closely approximates X f of (7.10). To do so, system (7.9) is solved numerically for
many initial points x(0) = xl ∈ X and for each xl , the condition of xl ∈ X f is determined.
Two point sets, one containing points in X f and the other containing points in X\X f , are
collected based on [68]. These sets form the training data in a two-class classification
problem [15, 79, 90]. Obviously, if the training data {xl} are poorly chosen, it is not
reasonable to expect ˜X f to be close to X f . A careful collection of these training points
is made possible by (i) knowing the characterization of the boundary of X f using a
modified theory based on [71] and (ii) an adaptive procedure for iteratively selecting new
points for training SVC to improve accuracy and efficiency. See [68] for full detailed
discussions.
7.3.2 SVC for Characterizing X f
Standard SVC
Suppose we have training data points {xl,yl}, where l ∈ {1, . . . ,nl}, nl is the total num-
ber of data points and yl = {−1,1}. Our motivation is to find a function
O(x) := w ·φ(x)+b, (7.16)
where w is the normal vector and b is a bias. Function φ : Rn →H where H is Hilbert
space. If the data points are corrupted with noise, all the training points satisfy the
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following constraints,
w ·φ(xl)+b ≥ +1−ξl for yl = +1, (7.17)
w ·φ(xl)+b ≤ −1+ξl for yl =−1, (7.18)
where ξl ≥ 0,∀l are slack variables. These two constraints can be combined into one set
of inequalities,
yl(w ·φ(xl)+b)≥ 1−ξl, ∀l. (7.19)
Define a hyperplane in Hilbert space H in the form of H1 : O(x) = +1 for the closest
data points on one side and H2 : O(x) = −1 for the closest data points on the other
side. Suppose the points x1 and x2 lie on H1, H2 respectively. Define the margin ρ¯
as the distance of the closest data points to the separating hyperplane O(x) = 0. Since
w ·φ(x1)+b = +1 and w ·φ(x2)+b =−1, ρ¯ = 1‖w‖ . The objective of SVC is to find the
separating hyperplane O(x) = 0 for which the margin is maximized. One way to ensure









subject to yl(w ·φ(xl)+b) ≥ 1−ξl, ∀l, (7.21)
ξl ≥ 0, ∀l, (7.22)
where C > 0 is a trade-off parameter. The choices of φ and C are discussed later. By
solving problem (7.20)-(7.22), the function O(x) is determined.
NATIONAL UNIVERSITY OF SINGAPORE SINGAPORE
7.3 Characterization of Terminal Set 105
Terminal Set X f
For the approximation of X f using SVC, an additional variable yl = +1 (yl = −1) is









subject to w ·φ(xl)+b ≥ 1−ξl ∀l with yl = +1, (7.24)
w ·φ(xl)+b ≤ −1 ∀l with yl =−1, (7.25)
ξl ≥ 0, ∀l. (7.26)
As shown in (7.24), the use of ξl is restricted to points in X f only. For xl ∈ X\X f ,
no slack variable is allowed. The above formulation allows the separating hyperplane
to classify safe points (points in X f ) as unsafe but prevents the clarification of unsafe
points (points in X\X f ) as safe, an undesirable situation with catastrophic consequences
for some systems.
The optimization problem (7.23)-(7.26) is convex. In general, its numerical solution is




2 ∑l ∑j αlα jyly jφ(xl) ·φ(x j)−∑l αl (7.27)
subject to ∑
l
αlyl = 0, (7.28)
0≤ αl ≤C ∀l with yl = +1, (7.29)
αl ≥ 0 ∀l with yl =−1, (7.30)
where each αl corresponds to a Lagrange multiplier of one inequality of (7.24)-(7.25).
Several specialized algorithms [34, 70] have been developed for solving problem (7.27)-
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(7.30). For a small-scale problem, traditional algorithms such as the active set method
[36] and interior point algorithms [86] are suitable. For a large-scale problem, Sequen-
tial Minimal Optimization (SMO) [70, 85] is suggested. It has been shown that SMO is
conceptually simple, easy to implement, generally fast and has good scaling properties
for difficult SVM problems. Therefore, our approach chooses SMO algorithm to solve
problem (7.27)-(7.30).
When the SVC learning process is completed, the function ˜O(x) is given by
˜O(x) = O(x)− γ˜ = ∑
l
α∗l yl φ(xl) ·φ(x)+b− γ˜ , (7.31)
where α∗ is the optimal α for the solution of (7.27)-(7.30) and γ˜ is a constant determined
from validation data (a subset of the data not used for training) so as to enforce the strict
negativity of ˜O(x) for unsafe data. It is easy to see that ˜O(x) is determined by the non-
zero α∗l . In the solution, those points for which α∗l > 0 are called support vectors. For
these support vector machines, the support vectors are the critical elements (the most
informative patterns) of the training set. One advantage of SVM formulation is that
only a small fraction of the data points are support vectors. In general, ˜O(x) is defined
by a small portion (10%−20%) of the training points. Hence, the on-line computation
of ˜O(x) can be quite efficient.
In (7.31), the inner product φ(x) ·φ(xl) can be evaluated easily depending on the choice
of the kernel function. Various kernel functions are available and a common choice is
the Gaussian kernel:




for some σˆ > 0. The value of σˆ and C affect the approximating capability of SVC.
The smaller the value of σˆ , the greater the approximating capability of φ . Similarly, the
greater the value of C, the better the approximation. However, having too small a σˆ or
too large a C can lead to overfitting situation where ˜O(x) approximates well on training
data but poorly on unseen data. This situation can be avoided by using the correct values
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of σˆ and C determined from standard cross-validation process, see [15, 79, 90].
The following example shows the approximation of X f using the above SVC formula-
tion.
Example 7.3.1 The system is a simple nonlinear speed-control system studied in [27].
It is described by the following equations:
x˙1 = x2, (7.33)
x˙2 = −x2− x1−6x21(x2 + x1 +1). (7.34)
The equilibrium point x = 0 is stable. X = {x ∈ R2 : x1 + x2 − 0.5 ≤ 0}. A total of
1203 points are generated but only 165 are selected for the training process. The overall
tuning/training exercise takes 70 seconds and terminates with ˜O(x) being determined by
28 support vectors, b = 1.5 and γ˜ = 0.21. The optimal Gaussian kernel width σˆ = 0.3
and C = 10.
Figure 7.1 shows the support vector classification result. In Figure 7.1, the solid line
stands for the set X f , the dash line is ˜X f = {x ∈ R2 : ˜O(x)≥ 0}. It is easy to see that ˜X f
is close to X f and ˜X f ⊂ X f .
7.4 Characterization of Terminal Cost
7.4.1 Choice of Terminal Cost
There is much freedom in the choice of the terminal cost F . Typically, F is chosen to
be a Lyapunov function of the form F(x) := 12x
T Px with P being the solution of the
Lyapunov equation of the linearized system of (7.1). The set
XP := {x ∈ Rnx : xT Px≤ γP} (7.35)
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Figure 7.1: The support vector classification result.
is the level set of the Lyapunov function, for which the Lyapunov equation holds true.
This is usually achieved with a small value of γP.
In our approach, the characterization of ˜F of (7.12) is achieved through support vector
regression [79, 85]. Our motivation is to find a regression function FR through SVR
that approximates the real-value function ˜F represented by a group of points y˜l := ˜F(xl)
collected via numerical solution of system (7.9) over X f . Note that only points in X f are
needed since FR is defined on X f .
7.4.2 SVR for Characterizing F
Standard SVR
Suppose we have training data points {xl,yl}, where l ∈ {1, . . . ,nl} and nl is the total
number of data points. The standard SVR finds a function g(x) that has at most ¯ε
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deviation from the actually obtained target yl for the training data xl, ∀l, and at the same
time, is as flat as possible. The case of the function g(x) is
g(x) = w ·φ(x)+b. (7.36)
Flatness in the case of (7.36) means that one seeks small w. Again, this is ensured by









(ξl + ¯ξl) (7.37)
subject to yl −w ·φ(xl)−b≤ ¯ε + ¯ξl, ∀l, (7.38)
w ·φ(xl)+b− yl ≤ ¯ε +ξl, ∀l, (7.39)
ξl, ¯ξl ≥ 0, ∀l. (7.40)
The tacit assumption in (7.37)-(7.40) is that such a function g(x) actually exists that
approximates all pairs {xl,yl} with ¯ε precision. The slack variables ξl, ¯ξl are to cope
with infeasible constraints of the optimization problem. The constant C > 0 determines
the trade-off between the flatness of g(x) and the amount up which deviations larger than
¯ε are tolerated. By solving problem (7.37)-(7.40), the function g(x) can be determined.
Terminal Cost F
Under Assumption 7.2.2, the computation of y˜l via (7.12) can be achieved over a finite
number of terms. In general, it is more efficient to select ℓ(x,u) as the standard linear
quadratic cost. In that case, suppose P ≻ 0 is the solution of the Lyapunov equation of
the corresponding linearized system and XP of (7.35) is a Lyapunov set. The summation
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ℓ(x(t),Kx(t))+ x( ˆNl)T Px( ˆNl)
)
(7.41)
and ˆNl is the smallest t such that x(t) ∈ XP for x(0) = xl ∈ ˜X f under system (7.9).
SVR formulation to determine FR differs from the standard SVR formulation because
condition (7.13) is imposed exactly, rather than approximately as a penalty term. It
constructs FR(x) := w ·φ(x)+b from the data set {xl, y˜l}, ∀l. The values of w and b are






subject to y˜l −w ·φ(xl)−b ≤ vl, ∀l, (7.43)
w ·φ(xl)+b− y˜l ≤ 0, ∀l (7.44)
with vl := ρℓ(xl,Kxl). Unlike standard SVR, no slack variables is used for the satisfac-
tion of (7.43) and (7.44) because of (7.13). Hence, our modified SVR can be seen as the
limiting case of the standard formulation where C approaches infinity.
For its numerical solution, again the optimization problem above is converted to its dual.






( ¯βl −βl)( ¯β j−β j)φ(xl) ·φ(x j)−∑
l





(βl − ¯βl) = 0, ∀l, (7.46)
βl ≥ 0, ∀l, (7.47)
¯βl ≥ 0, ∀l. (7.48)
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Modification to the standard SMO algorithm allows the above convex quadratic opti-
mization problem to be computed. Suppose {β ∗l , ¯βl∗} are the optimal solutions of the
dual problem above. The expression of FR(x) is
FR(x) = ∑
l
( ¯βl∗−β ∗l )φ(xl) ·φ(x)+b (7.49)
and is defined over ˜X f .
Remark 7.4.1 Following Assumption 7.2.2, the satisfaction of (7.13) is easy when ‖x‖
is large, i.e., FR(x) can be quite different from ˜F(x) when x is far from the origin. The
accuracy of approximation is only needed when ‖x‖ is small. It is therefore important
to choose a sufficiently rich collection of xl for the training of FR(x) near the origin.
Again this problem can be simplified if ℓ(x,u) is the standard linear quadratic cost
and XP ⊂ ˜X f . In this case, it is possible to define FR(x) as a composite function with
FR(x) = (1+ρ)xT Px when x ∈ XP and FR(x) is given by (7.49) when x ∈ ˜X f \XP.
The following example shows the results of the regression using the above SVR formu-
lation.
Example 7.4.1 The function sinc(x) = sin |x||x| is used to illustrate the SVR learning of
(7.42)-(7.44). Training data set is obtained by uniformly sampling 40 data points from
the interval [−10, 10]; testing data is obtained by sampling 100 data points. Choose the
approximation error vl = min{0.1,0.01|xl|2}.
Figure 7.2 shows the regression performance. In Figure 7.2, the curve is the regression
result and the stars are the test points. As known from Figure 7.2, the error is always
greater than 0 and as xl is close to 0, the error is close to 0.
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Figure 7.2: The support vector regression performance.
7.5 Feasibility Enforcement
While FR can tolerate reasonable inaccuracy to ˜F , the approximation of X f by ˜X f intro-
duces a possible difficulty. There is no guarantee that ˜X f is positively invariant and this
may cause FH optimization problem (7.3)-(7.7) to become infeasible. When ˜X f is a rea-
sonable approximation of X f , such a problem rarely occurs. Nevertheless, it is desirable
to have guaranteed the feasibility of FH optimization problem (7.3)-(7.7). To guarantee
feasibility, we exploit the availability of ˜X f and FR. This modification uses the small
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x(k +1|t) = f (x(k|t),u(k|t)),k = 0, . . . ,N−1, (7.51)
x(k +1|t) = f (x(k|t),Kx(k|t)),k = N, . . . ,N + ˆN, (7.52)
x(0|t) = x(t), (7.53)
x(k|t) ∈ X , u(k|t) ∈U, k = 0, . . . ,N−1, (7.54)
K(x(k|t)) ∈ U, k = N, . . . ,N + ˆN, (7.55)
x(k|t) ∈ ˜X f , k = N, . . . ,N + ˆN−1, (7.56)
x(N + ˆN|t) ∈ XP. (7.57)
It optimizes over the same u(t) space as the FH problem but imposes additional con-
straints (7.52), (7.55) - (7.57). Since XP is positively invariant, feasibility of FHM at
time t +1 follows from the optimal uo(t) at time t. The benefit of a large ˜X f is realized
only if ˆN is sufficiently large. Let
T (x˜) := min{k : x(k) ∈ XP,x(0) = x˜ and x(t +1) = f (x(t),Kx(t))},
and
NT = max{T (x˜) : x˜ ∈ ˜X f }. (7.58)
Under Assumptions 7.2.1 and 7.2.2, NT is finite. Also, it is easy to see that XN remains
unchanged for any ˆN ≥ NT .
Remark 7.5.1 In practice, a good choice of ˆN can be determined off-line during the
SVC training process by choosing ˆN:=max
l
ˆNl where ˆNl is given by (7.41).
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Two results related to FHM in MPC are given.
Theorem 7.5.1 (i) Suppose Assumptions 7.2.1 and 7.2.2 are satisfied, XP ⊂ ˜X f where
XP is a positively invariant set, ˆN > 0 and FR(x) is such that (7.13) holds, then the closed-
loop MPC using FHM is asymptotically stable in the sense as defined in Theorem 7.2.2
for all x ∈ ˜XN , the state steerable to ˜X f in N steps or less. (ii) Suppose the conditions of
(i) hold with ˆN ≥NT and ˜X f approaches X f in the Hausdorff sense, then ˜XN approaches
XN in the Hausdorff sense.
Proof: For (i), we only show the feasibility of u at time t + 1. The rest of the proof
follows from the result of Theorem 7.2.2. With constraints (7.55)-(7.57) and ˆN>0, the
optimization variable {uo(1|t), · · · ,uo(N−1|t),Kx(N|t)}, together with control {Kx(N+
1|t), · · · ,Kx(N+ ˆN|t),K f (x(N+ ˆN|t),Kx(N+ ˆN|t))}, is feasible to FHM at time t+1 since
XP is positive invariance.
For (ii), FH is defined by (7.3)-(7.7) with F replaced by FR and (7.13) holding. Suppose
x(t) ∈ XN and xˆ := x(N|t) using the solution of FH with x(0|t) = x(t). It follows that
xˆ ∈ X f . Since ˜X f → X f in the Hausdorff sense and ˆN ≥ NT , xˆ ∈ ˜X f which implies
x(t) ∈ ˜XN .
7.6 Examples
We illustrate our approach with two examples. The nonlinear optimization routine used
in the solution of FH or FHM is based on the algorithm provided in the Matlab Opti-
mization Toolbox. The choice of ρ in FR is 0.05.
Example 7.6.1 The example is a continuous-time bilinear constrained system, taken
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from [18]:
x˙1 = x2 +0.5u(1+ x1), (7.59)
x˙2 = x1 +u(0.5−2x2). (7.60)
The equilibrium point x = 0 is unstable when u = 0 and the linearized system is sta-
bilizable. For the discrete-time implementation, a sampling period of 0.1 second is
used. We follow the settings in [18] where U = {u ∈ R : −2.0 ≤ u ≤ 2.0}, ℓ(x,u) =
xT Qx + uT Ru, Q = 0.5I, R = 1.0 and the gain of the stabilizing linear feedback con-
troller
K = [2.118,2.118].
In addition, we impose an additional state constraint X = {x ∈ R2 : ||x||∞ ≤ 4.0} as our
region of interest.
Using the choice of K, the terminal set X f is approximated by ˜X f = {x ∈R2 : ˜O(x)≥ 0}
according to the procedure described in Section 7.3. A total of 1047 example points are
generated but only 150 are selected, via the adaptive procedure, for the training process.
The overall tuning/training exercise takes 30 seconds and terminates with ˜O(x) being
determined by 36 support vectors, b = 5.6795 and γ˜ = 0.328. The optimal Gaussian
kernel width is σˆ = 0.3. Similarly, the terminal cost FR is obtained according to the pro-
cedure described in Section 7.4. A total of 2530 example points are generated with only
350 selected in the training process. The total time needed for the overall tuning/training
exercise is 30 minutes. In this regard, the off-line computational effort is much higher
than the approach by [18].
Let superscript A denote the results obtained using our approach with FHM (controller A
) and superscript B denote those obtained by the method of [18] (controller B ). Figure
7.3 shows the terminal regions of the two methods, XAf = {x ∈ R2 : ˜O(x) ≥ 0} and
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the ellipse XBf = {x ∈ R2 : xT Px ≤ 0.7} with P = [16.59, 11.59; 11.59, 16.59]. Ten
initial points are used in the experiment with the first 6 taken from [18] and the rest
being new. The locations of these points are indicated in Figure 7.3 and Table 7.1. For
each starting point, 100 steps (10 seconds) of MPC are performed. Also, ˆN = 48 for
the example. To prevent clutter, Figure 7.3 shows trajectories of 6 points using both
methods. Trajectories using the proposed approach are shown by the solid line and
those using the approach of [18] are shown by the dash-dotted line.






















Figure 7.3: Comparison of the terminal regions and closed-loop trajectories. Terminal
regions: XAf (non-ellipse), XBf (ellipse). The first 6 points are indicated by ∗, the rest by
+.
One significant advantage of the large ˜X f is the corresponding large domain of attraction,
XN ( ˜XN in Theorem 7.5.1). Figure 7.4 shows the domains for controllers A, B with
N = 4. The set of initial points are also indicated in Figure 7.4. As shown, all but two
points are in XA4 while only one point is in XB4 . In practice, large ˜X f usually means that a
short horizon can be used for any given region of interest. For an indication of the effect
of the large ˜X f , the respective shortest horizon length needed for both controllers, NA
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Figure 7.4: Comparison of the domain of attraction: XAN (dash-dot line) and XBN (solid
line) for the case when N = 4.
and NB, are shown in Table 7.1. The advantage of the proposed approach is clear.
Example 7.6.2 The second example involves the classic problem of controlling an in-
verted pendulum on a cart. It is a 4-dimensional problem described by




ˆM + mˆsin2 x3
, (7.62)
x˙3 = x4, (7.63)
x˙4 =
(mˆ+ ˆM)gˆsinx3−ucosx3− mˆx24 ˆℓcosx3 sinx3
ˆM ˆℓ+ mˆsin2 x3
, (7.64)
where x1,x2,x3,x4 are the displacement, velocity, angular displacement and angular ve-
locity of the cart and pendulum respectively and u is the control force applied to the
cart. Other parameters include: the mass of the pendulum mˆ, mass of the cart ˆM, length
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No. Initial states x(0) NA NB
1. [-0.683, -0.864] 4 14
2. [-0.523, 0.744] 3 13
3. [0.808, 0.121] 5 7
4. [0.774, -0.222] 1 6
5. [0.292, 0.228] 6 10
6. [-0.08, -0.804] 1 3
7. [1.000,-0.500] 1 7
8. [3.800,-3.000] 1 10
9. [4.000,-1.000] 3 12
10. [1.000,-3.000] 1 7
Table 7.1: Comparison of the shortest possible horizon (N).
of the pendulum ˆℓ and gravitational acceleration gˆ. The values of the parameters are
mˆ= ˆM=0.5, ˆℓ=1.4, gˆ=10 and the constraints are:
U = {u ∈ R : |u| ≤ 2},
X = {x ∈ R4 : |x1| ≤ 6, |x2| ≤ 5, |x3| ≤ pi/4, |x4| ≤ 5}.
The stage cost ℓ(x,u)=xT Qx+uT Ru is used with Q=diag(1,2,1,0.5),R=3.2 and the gain
of stabilizing linear feedback controller
K=[0.559,1.647,28.67,8.664].
The sampling period is 0.1s.
The characterization of X f uses 1930 example points adaptively selected from a set
of 9786 points. The total time needed for the overall tuning/training exercise is about
3 hours and ˜O(x) is determined by 345 support vectors with b = 11.82 and γ˜=0.12.
The optimal Gaussian kernel width σˆ = 0.9. FR is obtained using 819 example points
selected from a total of 4122 and the total time needed for the overall tuning/training
exercise is about 4.8 hours. For these training data, ˆN=39. Table 7.2 and Figure 7.5
show the performance of our approach on this example for selected starting points. For
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each starting point, 100 steps (10 seconds) are performed.
No. Initial states x(0) N J t(s)
1. [5, -2, 0.2, -0.4] 1 475.78 45.483
2. [-6, 2.2, -.5, 2] 2 1458.32 75.063
3. [-5.3, 2.7, -0.7, 2.5] 3 2110.35 127.459
Table 7.2: The shortest possible horizon (N), optimal performance index (J) and the
CPU time (t) over 100 time steps of the proposed controller.
























Figure 7.5: Closed-loop responses of MPC starting from point 3.
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7.7 Summary
This chapter shows the application of SVM learning to the implementation of MPC for
constrained nonlinear systems. The resulting terminal set, learned by support vector
classification, is much larger than those seen in the literature. Consequently, the domain
of attraction under MPC is greatly enlarged. When the state constrained set is compact,
the large terminal set also leads to a lower on-line computational effort via the use of a
shorter horizon. In the examples considered, this reduction can be as much as an order
of magnitude. The off-line computation grows rapidly with the order of the system, but
based on the experience of the examples considered and others, the approach is expected
to handle nonlinear system up to order nx = 6.




This thesis provides several approaches to the design of MPC controllers for constrained
LBD, PWLBD and nonlinear systems. Most practical systems, such as engineering,
biological and economic systems, are often described by linear models with additive
disturbances. Although MPC for linear models is widely adopted in recent years, its
expensive on-line computational requirement limits its potential applications. A frame-
work for multi-mode MPC controllers for LBD systems is proposed to reduce the on-line
computational cost and simultaneously provide good asymptotical behavior of systems.
This thesis also considers one special class of nonlinear systems, PWL systems, as many
nonlinear systems can be approximated closely by PWL models. Two approaches are
presented for the design of stabilizing control laws that preserve the convexity of do-
mains of attraction and have reasonable on-line computational load. MPC design for
general nonlinear systems is also considered. By using a large terminal set derived us-
ing SVM, the proposed approach can relax the on-line computational burden using a
short N. The main research contributions reported in this thesis are summarized below.
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8.1 Contributions
Multi-mode MPC Controller for Constrained LBD Systems
A multi-mode MPC controller approach is proposed for constrained LBD systems in
Chapter 3. It has the advantage of combining the merits of the underlying single-mode
controllers resulting in a system with large domain of attractions and good asymptotic
performance while avoiding the associated problem of having many partitions for the
feedback control law. The work in this research is of considerable importance since var-
ious single controllers can be put together under the proposed multi-mode framework.
The domain of attraction is the union of all domains of attraction of the constituent
single controllers while the asymptotic behavior is the best among them. Under this
multi-mode framework, the low computation is needed.
Computations of Disturbance Invariant Sets for Constrained PWLBD Systems
In Chapter 2, a procedure to approximate a P-collection in any finite dimension by an
inner polytope is presented. This approach helps to compute polytopal d-invariant sets
and approximate domains of attraction for constrained PWLBD systems.
In Chapter 4, the existence of the minimal d-invariant set F∞ of PWLBD systems is
shown and an algorithm is proposed for computing its polytopal d-invariant outer bounds.
Since F∞ is generally a P-collection, the polytopal outer bounds of F∞ may not truly rep-
resent F∞. However, its outer bounds are useful for computational purposes. Several al-
gorithms are also presented to compute constraint admissible, polytopal d-invariant sets
of PWLBD systems. These sets are used as terminal sets in MPC and TOC approaches
for PWLBD systems in Chapters 5 and 6 to lower the computational complexity.
Controller Design for Constrained PWLBD Systems
In Chapter 5, a relatively simple method for designing stabilizing PWL feedback con-
trollers for nominal PWL system is described. The advantage is that the design considers
only one dynamic of PWL system at a time and tries to keep each Ki small so that the
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control constraints are less likely to be binding, resulting in a large maximal d-invariant
set. The disadvantage is that the feasible design space may be small.
In Chapters 5 and 6, two approaches for constrained PWLBD systems are proposed.
Both constraint admissible, polytopal d-invariant sets and the inner polytopal approxi-
mation operation are used in these approaches. Each of the resulting robust control laws
has a piecewise affine structure and can be explicitly determined off-line. However, both
approaches propose a sub-optimal solution.
MPC for Constrained Nonlinear Systems via SVM
In Chapter 7, the application of SVM learning to MPC for constrained nonlinear systems
is shown. The basic idea is to use SVM learning to find a large terminal set and a
corresponding terminal cost. The proposed approach can tolerate inaccuracies in the
approximation and has a procedure to ensure the closed-loop stability under reasonable
computations. With a large terminal set, the domain of attraction for a fixed horizon is
also large. This large domain of attraction means shorter horizon can be used to cover a
given region, resulting in a lower computational cost.
8.2 Directions for Future Work
Several directions are available for future research based on the work in this thesis.
Stochastic Model Predictive Control
The systems considered in this thesis deal with bounded disturbances. To design the
control laws, the effect of the bounded disturbance is accounted for through the use of
strengthened constraint sets of X and U . This results in design conservativeness. Some
attempts [24] on design of controllers for linear systems with disturbance described
stochastically are currently under way. It is expected that the MPC approaches can
handle such a system.
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Controller Design for Parametric Uncertain Systems
The system considered in this research deals with additive disturbances. The possibility
of extending the current work to system with parametric uncertainties should be looked
into.
Robust Nonlinear Model Predictive Control
In Chapter 7, we consider the constrained nonlinear systems without disturbances. It
would be appropriate to extend the ideas to nonlinear systems with disturbances, or a
class of nonlinear systems with disturbances.
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