The Instantaneous Frequency Determination for Signals with Polynomial Phase using Kalman Filtering by Janos Gal et al.
 
1), 2), 3), 4) Facultatea Electronică şi Telecomunicaţii, Univ. “Politehnica” Timişoara, 
Departamentul Comunicaţii, B-dul Pârvan nr.2, e-mail: gal@hermes.ee.utt.ro 
   
Buletinul Ştiinţific al Universităţii "Politehnica" din Timişoara 
 
Seria ELECTRONICĂ şi TELECOMUNICAŢII 
TRANSACTIONS on ELECTRONICS and COMMUNICATIONS 
 
Tom 47(61), Fascicola 1-2, 2002 
 
The Instantaneous Frequency Determination for Signals 
with Polynomial  Phase using Kalman Filtering  
Janos GAL
1, Marius SĂLĂGEAN
2, Mirela BIANU
3, Ioan NAFORNIŢĂ
4 
 
 
Abstract – This paper presents a states space model of a 
nonstationary signal which phase has a time polynomial 
dependence. There are established the transition 
equation and the measurement equation. The Kalman 
filtering is used for  the instantaneous frequency 
determination. 
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1.   INTRODUCTION 
 
Take a nonstationary continuous-time signal, () st, 
given by: 
 
() () cos st A t =Φ                                          (1) 
 
where A is constant. The instantaneous frequency, 
() i ft, of this signal is [1] ÷ [6]: 
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We limit the discussion at these signals, which have 
the phase  () t Φ  as a order M polynomial, 
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The instantaneous frequency for these signals 
becomes: 
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The discrete-time signals,  [] sn, where n  is the 
normalized time, is given by: 
 
[] [] cos sn A n =Φ                                         (5) 
 
where  [] n Φ  is a polynomial as: 
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At the normalized time n , the instantaneous 
frequency is given by: 
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It can be seen that if the polynomial’s coefficients 
1 M aa ÷ , which describe the phase, are known it is 
possible to achieve the instantaneous frequency for 
this class of signals.   
There are two classes of methods to establish the 
polynomial’s coefficients or the instantaneous 
frequency: 
i) nonparametric methods which resort to time-
frequency representation  [1], [5] and 
ii) parametric methods [2], [3], [6], [9], based on 
credible model for the signal in which the parameter’s 
values are determining it.  
In this paper we will find a states space model for the 
signal so as be able to resort a Kalman filtering for 
parameters determining.  
As a rule, if the state vector  [] n X  describes the state 
of the system, which is determined by measured 
values summed in  [] n Y , we have [7]: 
 
  [ ] [] [] 1 nn n += + XA X N                          (8) 
 
  [] [] [] nn n =+ YB XW                               (9) 
 
In these relations  [] n N  is playing the excitation’s 
role, but it can represent only a noise.  [] n W  is a 
noise vector. A  is transition matrix and B is 
measurement matrix. 
We will find a model based on (8) and (9), for 
polynomial phase signals that have additive white 
Gaussian noise and zero-mean value.  
2.   SIGNAL MODEL CORRUPTED BY NOISE 
 
If  [] sn is a signal given by (5), the analytical signal 
is  [] {} exp Aj n Φ . We can measure the signal’s 
values after that it has been imbedded in additive 
white Gaussian noise  [] wn, zero-mean and variance 
2 σ . Lets consider the noise  w[n] given by: 
 
  [] [] [] RI wn w n j w n =+                              (10) 
 
where  [] R wn  and  [] I wn  are real part and 
imaginary part. If the both parts are not correlated and 
with the same variance than: 
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  [] [ ] {} 0, RI Ew nwn k k Z += ∀ ∈        (13) 
 
where  {} E ⋅  is the expectation operator. 
This noise is called “cyclic” noise [8]. 
The measured signal  [] yn is: 
 
  [] [] {} [] exp yn A j n wn =Φ +                  (14) 
 
We consider that the vector which has polar 
components is added to the complex signal 
[] yn[10]:  
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3.   STATE VECTOR AND TRANSITION 
EQUATION 
 
For an order M  polynomial  () Pxit is used the 
series expansion [7]: 
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because all the higher derivatives of order M  are 
zero. For order l  derivative of the polynomial 
()()
l Px it is used the series expansion: 
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Replacing  () Px with  [] n Φ ,  0 x  with n and 
x ∆ with 1, we have: 
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We form a state vector  [] n X  given by: 
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()[]
()[]
() []
'" T M nAn n n n  =ΦΦ Φ Φ  X …
                                                                                (20)                              
having  () 21 M +×  size. The next state at  1 n+  
moment can be written as: 
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At the consecutive moments between two states it can 
be derived from (18) and (19): 
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                                                                                (22) We obtain a transition equation. Comparing (22) with 
(8) we find that the transition matrix 
() () 22 MM +× +size, is: 
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and  [] n N  is the null vector: 
 
  [] n = N0                                                        (24) 
 
4.   THE MEASUREMENT EQUATION 
 
The measurement vector has two components and   
() 21 ×  size. Because the state vector is   
() 21 M +×  size, the measurement matrixB is  
() 22 M ×+  size. It shows [10] that  [] n Y can be 
obtained from (20) by: 
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(25) 
This is the measurement equation. Comparing  (25) 
and (9) we find that the measurement matrix 
() 22 M ×+  size is: 
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The vector  [] n W , must be considered as: 
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5.   CONNECTION BETWEEN STATE AND 
PHASE POLYNOMIAL COEFFICIENTS 
  
We determined a model of the signal (5) in the states 
space by (22) and (25). We can determine the state 
vector  [] n X  using the Kalman filtering. We want to 
obtain the way of getting the coefficients  1 M aa ÷  or 
even  0 M aa ÷ . 
To know the states means to know the following:  A, 
[] n Φ  and 
()[] ,1 ,
l nlM Φ= . If we know 
[] n Φ , 
()[]
l n Φ and replacing the value for 
stationary regime, for a given n  in (18) and (19), we 
get an equation like (6): 
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Solving the linear M equations (29) we determine 
1 M aa ÷ coefficients and adding (28) it can be also 
determined  0 a . In order to get instantaneous 
frequency, 
()[]
' n Φ  permits to obtain it form:  
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6. SIMULATIONS MODEL USING KALMAN 
FILTERING 
 
The individual state variables of a dynamic system 
cannot be determined exactly by direct measurements. 
We usually find that the measurements we make are 
functions of the state variables and these 
measurements are corrupted by random noise. 
In this paper we presents the results of the computer 
simulations for particular case: the signal with 
constant amplitude and linear frequency modulation 
(M=2) described by (14). We considered the values: 
a0=0, a1= 313,44, a2=0,28. The number of points is 
N=5000. The instantaneous frequency for the linear 
variation signal is between 50 and 500 and it is shown 
in next figures. 
 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
In Fig. 1 we plot the estimation of the instantaneous 
frequency of  the chirp. It can be observed that the 
instantaneous frequency detected by Kalman filter 
tends to a linear evolution (a first degree function), in 
spite of noise which was superposed to the chirp. 
In Fig. 2 it is shown that the amplitude converges to 
the amplitude of the frequency linear modulated 
signal, that is a constant value. 
In Fig. 3 we plot  the estimation of the phase evolution 
in time. Since we have a linear frequency modulated 
signal the detection of the instantaneous phase made 
by Kalman filter is a parabola that is a second degree 
function. 
 
 
 
6.   CONCLUSIONS 
 
We use a linear parametric model in the states space 
for a group of signals with polynomial phases 
permitting Kalman filtering. It can be determined the 
model’s coefficients and instantaneous frequency in 
the stationary regime. The model quality is 
appreciated using simulations. The preliminary results 
are good but because we don’t have enough data we 
can’t say many things about the convergence speed 
and the errors for the estimation of the polynomial 
coefficients.  
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Fig.1 The estimation of instantaneous frequency 
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Fig. 3 The estimation of instantaneous phase 
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Fig. 2 The estimation of amplitude as a 
function of time 