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INTRODUCTION 
Les differents problemes classiques des moments sont bien connus, qu’il 
s’agisse du probleme de Hamburger (sur R), du probleme de Stieltjes (sur 
[0, co)), du probleme de Hausdorff (sur [0, I]) et de ses extensions au cas 
des cubes Ip = [0, llp de Rp [4]. Trh recemment l’un des co-auteurs vient de 
donner plus gineralement la solution, mise sous differentes formes, du 
probleme des moments sur un convexe compact K de Rp [3 ]. L’une de ces 
formes, explicitte en termes de matrices de type positif, permet facilement 
d’offrir la solution complete d’un probleme nouveau, qui est celui de la 
caracterisation des semi-groupes (de suites) de moments. 
1. SEMI-GROUPES DE MOMENTS SUR [O,l] 
L’idie initiale consiste a remarquer que l’intervalle [0, 1 ] est stable par 
l’operation produit p(x, y) = xy, de sorte qu’on peut difinir, sur l’espace 
M[O, 1 ] des mesures signtes, un produit de convolution multiplicatif p Cl v = 
p(u @ u), qui conserve la positivitt des mesures et qui est tel que le nlkrne 
moment a& Cl v) n’est autre que le produit a,(,~) a,(v) puisque 
cl,(ll cl v) = (s (St)” d/t(s) dv(t) = j s” d/t(s) * &f t” h(t). 
On peut traduire cela autrement en disant que si (a,,) et Q?,) sont deux 
suites de moments, il en est de m2me de la suite produit (a,$,). En 
particulier les suites puissances (ak,) sont encore des suites de moments pour 
tout entier k > 0. 
Par ailleurs une application des critires habituels garantit que si (a:““) est 
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une suite index&e par m, de suites de moments sur (0, l], telle que pour 
chaque n on ait 
alors @,) est elle-meme une suite de moments. Ainsi en ecrivant 
co skak 
exp(sa,) = Y -I, 
kyo k! 
S>O 
on voit encore que la suite exponentielle [exp(sa,)] est une suite de moments. 
D’ou le premier resultat: 
1.1. THEOREME (dit d’exponentiation). Soit an = J” t” dp(t) une suite de 
moments SW [O, 11. Alors pour tout s $0 la suite [exp(sa,)] est la suite des 
moments de la mesure positive E,(u) = CFzO (s”/k!)@)O”. 
Mais si l’on considere la suite (e-$“), on voit que c’est aussi la suite des 
moments de la mesure de Dirac ,U = 6,) avec a = e d-S E [0, I]. Or la suite 
(a,, = -n), qui n’est ni bornee, ni positive, ne saurait etre une suite de 
moments ur [0, l]. On est done amene a poser le probleme suivant: 
ProbGme des semi-groupes 
Donner une condition ntfcessaire et suflsante portant sur la suite Gelle 
(a,,), n > 0, pour qu’elle engendre un semi-groupe de moments, c’est-&dire 
que toutes les suites [exp(sa,)], s > 0, soient des suites de moments. 
La reponse, sans etre tres difkile a donner, n’est tout de mtme pas 
completement evidente. Elle passe par l’introduction de la notion de matrice 
de type quasi-positif, geniralisant celle de matrice de type positif. 
1.2. DEFINITION. On dit qu’une matrice Gelle M = [mij] est de type 
quasi-positif lorsque I’on a la condition 
C mijtitj> 0 
id 
pour toute suitefinie (&) de Gels telle que 2 ti = 0. 
On a alors I’enonci suivant: 
1.3. THEOREME (Semi-groupes de Hausdorff). Soit (a,,) une suite rLelle 
quelconque. Les assertions suivantes sent bquivalentes: 
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(a) La suite (a,,) engendre un semi-groupe de moments, c’est-&dire 
que toutes les suites [exp(sa,)], s > 0, sont des suites de moments sur [O, 11. 
(b) La matrice M = [ai+j] est de type quasi-positif et la matrice 
N = [ai+j+, - a,+j+z] est de type positif. 
(c) La suite /I, = a, - a,+ 1 est une suite de moments sur [0, 11. 
Preuve. (a) =S (b) A partir de (a) on krit les conditions, pour s > 0 
z esai+j&tj > 0, 
i.j 
(2) 
pour toute suite rielle tinie (r,.). En supposont C ci = 0 on peut rkrire (1) 
sous la forme 
\i e 
sai+j _ 1 
i titj>O 
id S 
pour s > 0. Le passage g la limite s 1 0 donne le fait que M = [ai+i] est de 
type quasi-positif. En revenant g une suite (&) quelconque, on voit que (2) 
s’krit encore 
x- 
4 
es""'i' -1 e saitj+2 _ 1 - 
I 
<itj > O 
id S S 
et le mZme passage i la limite montre que N est de type positif. 
(b) * (c) Fixons une suite hie (&), i = O,...,p, et un entier 
P > 2p + 4. I1 est facile de voir qu’il existe (au moins) une mesure signke 
,U E M[O, l] telle que a, = J” t” dp pour tout n <P. La condition (b) implique 
les deux conditions 
1 
I 
x(1 -x)B’dp>O si BE R[X] et d’B<p+ 1 (3) 
0 
“1 
i 
A’d/+O si AER[xJ,d’A<p+2,etA(l)=O. 
-0 
Cette dernikre condition peut encore s’tcrire 
i 
’ (1 -x)* C*d/+O si CE R[X] et d°C<p + 1. (4) 
0 
Posons alors dv = (1 - x) Q, de sorte que J t” dv = a, - a,, , = p, pour 
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tout n<P-- 1. En remarquant que 1=x+(1-x) et que x(1 --AT)= 
x( 1 - x)’ + (1 - x) x2, on aboutit facilement avec (3) et (4) aux indgalitks 
j’(1 -x)BS.@= j’B2dv>0 
0 0 
si dOB<p+ 1, (5) 
j’x(l -x)2B2dp= jlx(1 -x)B2dv>0 si d’B<p. (6) 
0 0 
Par exemple (5) s’obtient en ajoutant (3) et (4) apris avoir fait C = B et 
(6) s’obtient de la mZme faGon en rempla$ant B par (1 - X)B et C par XB 
dans (3) et (4). En posant enh 
B = 5 &Xi 
i=O 
on obtient exactement les conditions 
z,Pi+jSS,>O et 1 dBi+j+l -Pi+j+2>rilj>" 
i,j 
lorsqu’on a posi /I, = a, - a,+, , ce qui n’est autre que l’assertion (c), 
compte tenu du crithe classique rappel& dans [3]. 
(c) * (a) Grdce i (c) on sait qu’il existe une mesure positive v sur 
[O, I] telle que /?,, = j t” dv pour tout n > 0. On en dlduit facilement l’kgalid 
a,=a,- (l+t+.-.+t”-‘)dv, 
i a,=a,- l-t 1 
1 -tn 
- dv(t) 
ce qui permet de distinguer deux cas: 
(i) Le premier est celui oii s dv(t)/(l - t) < tco. On peut alors 
introduire la mesure dp = I/( 1 - t) dv sur [0, 1 ] et krire 
a,, = a t 
I 
t”dp 
avec a = a0 - J” dp E R. En posant y,, = j t” dp, on obtient 
e se, = esaesY" 
ce qui sufflt pour voir que [exp(sa,)] est bien une suite de moments pour 
tout s > 0. 
(ii) Le deuxikme cas est celui oli s dv(t)/(l - t) = +co. On pro&de 
alors par approximation en introduisant la fonction gp, p $2, indicatrice de 
I’intervalle [0, 1 - (l/p)], de sorte que g, f Ilo,,, quand p -+ tm. 
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Posons maintenant dv, = g, . dv, ce qui assure la condition 
j dv,(t)/( 1 - t) < -t ~0, puis 
a,(p) = a0 - !’ 
I --in 
-i--y dv,(Q 
En vertu de ce qui precede la suite (a,(p)) engendre un semi-groupe de 
suites de moments [exp sa,(p)]. Par passage a la limite p --t co on obtient, 
avec le theoreme de Lebesgue 
a,(p) + a, + nv(ll I> = Yn 
done exp sa,(p) + exp(sy,), et cette dernibre suite est une suite de moments. 
En definitive on obtient 
e sa, = esY,e-nu(lll)s* 
Or la suite exp(-nv(( 1 ))s) est de la forme a” avec 0 < II < 1, done est une 
suite de moments. Par produit on obtient done l’assertion (a), ce qui termine 
la preuve du thioreme. 1 
EXEMPLE. Avec a0 = 0 et a, = -(I + i + se. + l/n) pour n & 1, on 
obtient /I,, = a,, - a,, + , = l/(n + 1). qui est la suite des moments de la 
mesure de Lebesgue sur [0, 11. Par consequent la suite 
m,(s) = 1; m,(s) = exp [ ( 1 --s 1+y+...+L 11 , n> l,s+O n 
determine un semi-groupe de moments ur (0, 11. 
Les mesures El-indkfiniment divisibles sur [O, 11 
Par analogie avec la theorie des mesures indefiniment divisibles sur la 
droite R, on peut ici considerer les mesures indifiniment divisibles sur (0, 11, 
relativement au produit de convolution multiplicatif Cl introduit plus haut. 
D’une facon precise, on peut proposer la definition suivante: 
1.4. DEFINITION. On dit qu’une mesure positive ,u sur [0, 1 ] est O- 
indkfiniment divisible lorsqu’il existe, pour l’ope’ration 0, un semi-group4 
@,), s > 0, de mesures positives tel que ,u = p, et ,uS -+ 6, quand s 1 0, 06 6, 
est la mesure de Dirac au point 1. 
II suit facilement de la que les suites m”(s) = j t” &$ sont telles que 
m,(s + t) = m,(s) m,(t) et m,(s) -+ 1 quand s 1 0. On obtient done des suites 
de la forme exp(sa,). La thtorie prtcedente, faite par exemple avec (~6 = 0. 
de maniere que toutes les pu, soient des probabilitts, fournit done un risultat, 
du type Levy-Khintchine: 
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1.5. THEOREME. Pour qu’une probabilite’ p SW [0, 1 ] soit Cl-inde>niment 
divisible, ii faut et il sufit qu’il existe une mew-e positive v SW (0, I] telle 
w 
,d t” dp(t) = exp [--I,’ g dv(t)] 
pour tout entier n > 0. 
Le cas des intervalles compacts de iR 
Si l’on remplace [0, 1 ] par un intervalle compact [a, b] de R et si l’on veut 
que [exp(sa,)] soit une suite de moments sur [a, b] pour tout s > 0, il faut 
deja, avec s 1 0, que la mesure de Dirac 6, ait son support dans [a, b] et 
ainsi 1 E [a, b]. Si de plus on exige la stabilite de [a, b] par l’operation 
produit p(x, u) = xy, stabilite qui mene au theoreme d’exponentiation, on a 
nicessairement par compacid [a, b] c [-1, 11, d’ou b = 1 et -1 < a < 0. En 
changeant a en -a, on est facilement ramene i un intervalle du type [-a, 1 ] 
avec 0 < a $ 1, et le crithe donne dans [3], pour qu’une suite (a,) soit une 
suite de moments ur [-a, l] est que la matrice M= [cz,+~] et la matrice 
N, = [aai+j + t1 -alai+j+l -ai+j+*l 
soient toutes deux de type positif. Le thtoreme 1.3 s’etend alors sans 
diffkulte (il suffrt d’en reprendre la preuve) selon l’enonce suivant, od le cas 
a = 1 apparait comme le plus interessant: 
1.6. THEOREME. On fixe 0 <a < 1. Relativement ci une suite (a,,) 
quelconque de t-t%& les assertions suivantes sont kquivalentes: 
(a) La suite (a,,) engendre un semi-groupe de moments [exp(sa,)], 
s > 0, sur rintervalle [-a, 11. 
(b) La matrice A4 = [ai+j] est de type quasi-positif et la matrice N, est 
de type positif: 
(c) La suite /3, = a, - a,, , est une suite de moments sur [-a, 11. 
On pourrait de meme etendre le theoreme 1.5 au cas de mesures II- 
indefiniment divisibles sur I’intervalle [-a, 11. 
2. SEMI-GROUPES DE MOMENTS SUR F?, [O,CXJ)ET [ 1,co) 
Dans les trois cas l’espace de base est stable par I’opiration produit (et ce 
sont les seuls intervalles fermes non born& ainsi stables), ce qui permet 
encore de verifier la stabilite des suites de moments correspondantes par 
PROBLEME DES MOMENTS 135 
produit terme a terme et exponentiation positive. Les criteres classiques de 
Hamburger (pour R) et de Stieltjes (pour [0, co) et pour [ 1, co)) vont done 
remplacer le critere utilise dans la preuve de 1.3, de sorte que le probleme 
des semi-groupes peut se resoudre avec les m2mes mithodes que pour le cas 
de l’intervalle [0, l], avec toutefois une difference importante, pour les cas R 
et [O, co), due au fait que la difference premiere /I’, = a, - a,, , est 
remplacee par la difference seconde /?, = a,, z - 2a,+, + a,. 
2.1. THEOREME (Semi-groupes de Hamburger). Soit (a,) une suite 
quelconque de Gels. Les assertions suivantes sont kquivalentes: 
(a) La suite (a,) engendre un semi-groupe de moments [exp(sa,)\, 
s>O, sur iR. 
(b) La matrice M = [ai+j] est de type quasi-positiS. 
(c) La suite /?, = an+* - 2a,+1 + a,, est une suite de moments sur R. 
Preuve. (a) 3 (b) C’est la meme qu’en 1.3. 
(b) =P (c) C’est la mime qu’en 1.3 car on aboutit facilement au fait 
que la matrice M(j?) = [Piti] est de type positif en utilisant l’egalite (4), ce 
qui ramene au critire classique de Hamburger. 
(c) 3 (a) Ici la preuve differe de celle donnee en 1.3. Fixons une 
mesure positive v sur R, ayant des moments de tous les ordres et telle que 
j3, = 1 t” dv(t), n = 0, I,..., (1) 
et posons t,=a,+,-aa,, de sorte que (1) conduit a 
r n + , - rn = 
!’ 
t” dv(t) (2) 
d’ou I’on tire par sommation 
- a, = 5, = r0 t j 
t” - 1 
a n-t1 t--l W)- 
En recommencant la sommation on arrive a 
a, = a, t nt, + I t”--nttn-1 (t - 1)’ WI 
(31 
(4) 
ce qui permet, a partir de la, de distinguer deux cas comme en 1.3. 
(i) Le premier est celui oti s dv(t)/(t - 1)2 < +co. On introduit alors 
la mesure positive bornie dp = l/( 1 - t)’ dv, et on termine comme en 1.3. 
580/52/l-IO 
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(ii) Le second est celui oti j dv(t)/(t - 1)’ = +co. On procede alors 
par approximation en introduisant la fonction gp, p > 2, indicatrice de I’en- 
semble complementaire de I’intervalle ] 1 - (l/p), 1 + (l/p)[, de sorte que 
gp T I,,, rr quand p -+ co. On pose ensuite dv,, = g, dv, et ainsi la mesure v,, 
virifie I’hypothese du premier cas. On peut done introduire la suite 
a,@) = a, + n50 + i 
t”--nt+n- 1 
(t - l)* dv,(4 
qui engendre un semi-groupe [exp q,(p)] de moments ur R. Par passage a 
la limite p -+ co, on obtient avec le theoreme de Lebesgue 
a,(p) -+ a, - 
n(n - 1) 
2 v(I 11) = Yn 
puis par exponentiation 
e 
Sex” = esY”ft(n - 1) 
9 S>O (7) 
avec r = exp[(s/2) v({ 1 ))] > 1. Maintenant on sait, par passage a la limite, 
que [exp(sy,)] est une suite de moments, de sorte qu’il en sera de mtme pour 
[exp(sa,)] si I’on sait que la suite (@‘-I)) est elle-meme une suite de 
moments ur R. Cette question se ramene immediatement au cas de la suite 
(r”‘), r > 1, et il y est repondu de facon positive par le lemme suivant, ce qui 
termine la preuve du theortme. I 
2.2. LEMME. Pour tout r> 1, la suite (rn2) est la suite des moments 
d’une mesure ci support [0, oo), densitable par rapport ir la mesure de 
Lebesgue. 
Preuve. En posant r = exp(a*/2) avec u > 0, on est ramene a la suite 
exp(f o’n’). Or si on introduit la mesure gaussienne normale y sur R on a 
precistment 
exp(fa’n”) =! eon’ dy(t). 
Le changement de variable x = cur = p(t), t = (l/u) log x = w(x) et l’in- 
troduction de la mesure image ,u = p(y), donnent l’igalite 
exp($a*n*) = s x” dp(x) 
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qui rtpond a la question, avec la precision supplementaire que la solution 
exhibie a bien son support egal a [0, co) et admet pour densite la fonction 
h(x) = -&-&exp [ - ‘LiEf’2] 
pour x > 0. On peut d’ailleurs voir, a titre de remarque que le probleme des 
moments associe est indetermine, car en utilisant le critere du a Krein et 
don& par Akhiezer [ 1, no 14, p. 871, on v&tie effectivement l’inegalite 
dx>-oo 
comme consequence de la convergence des integrales jr log x/( 1 + x2) dx et 
.c,” (log x)‘/( 1 + x’) dx. il 
En remplacant maintenant le critere de Hamburger par celui de Stieltjes, 
expose par exemple dans Akhiezer [ 1, p. 761, et garantissant qu’une suite 
(a,) est une suite de moments ur [0, co) si et settlement si les deux matrices 
M= (ai+jJ et N= [Cli+j+l] sont de type positif, on peut reprendre presque 
mot a mot la preuve de 2.1. 11 est clair que le lemme permettra la conclusion 
dans l’examen du second cas de la preuve de l’implication c * a, d’ou 
l’inonce: 
2.3. THEOREME (Semi-groupes de Stieltjes). Soit (a,) une suite 
quelconque de Gels. Les assertions suivantes sont dquivalentes: 
(a) La suite (a,,) engendre un semi-groupe de moments [exp(su,)], 
s > 0, sur [O, 00). 
(b) Les deux matrices M = [ai+j] et N = [ai+j+ I ] sont de type quasi- 
positif. 
(c) La suite /?, = a,, 2 - 2a,+, f a,, est une suite de moments sur 
IO, 00). 
Le cas de l’intervalle [ 1, co) 
Le lemme de Fejer sur les polynomes P positifs sur ] 1, co) se deduit 
immediatement du cas ]O, co) et tout tel polynome s’ecrit P =A* + 
(X - 1) B* avec A, B E R IX]. On dtduit de la, par les methodes habituelles, 
qu’une suite (a,) est une suite de moments sur [ 1, co) si et seulement si les 
deux matrices M= [a,,,] et N = [ai+j+, - ai+jJ sont de type positif. On 
remarquera toutefois que le point 1 qui intervient oujours de facon cruciale 
dans ces questions de semi-groupes, est ici point front&e de l’intervalle 
] 1, co), tout comme il l’etait des intervalles [-a, I] de 1.6, tandis qu’il est 
point intbrieur des intervalles R et [0, co). Dans le cas du point frontiire 
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seuls les polyn6mes X- 1 ou 1 -X interviennent et dans le cas du point 
intlrieur il faut passer au polyn6me (X- 1)’ pour obtenir un polyname de 
plus bas degrC possible qui s’annule au point 1 (A cause de la condition (4) 
de 1.3) tout en restant positif sur l’intervalle Itudik. 11 faut done s’attendre 
pour le cas [ 1, co), i une rksolution du problkme des semi-groupes, analogue 
i celle de 1.3 pour [0, I], oi seule la diffkrence premihe p, = a,+, -a,, 
intervient. Et en effet on a, toujours en calquant la preuve de 1.3: 
2.4. THEOREME (Semi-groupes ur [ 1, co)). Soit (a,) une suite rkelle 
quelconque. Les assertions suivantes sont tfquivalentes: 
(a) La suite (a,,) engendre un semi-groupe de moments [exp(sa,)], 
s>o, sur [I, co). 
(b) La matrice M= [ai+j] est de type quasi-positiS et la matrice 
NE [ai+j+l - ai+j] est de type positif: 
(c) La suite j3, = a,, , - a,, est une suite de moments sur [ 1, co). 
Preuve. 11 sufflt de vkrifier (c) + (a). Supposons qu’il existe une mesure 
positive v sur [ 1, co) telle que 
a ,,+ 1 - a, = 
1 
t” dv(t). (1) 
On en dkduit l’kgalitk 
a, = a, + i 
t”-- 1 
t-l dv(t) 
et comme en 1.3 il suffit d’examiner le second cas, oti l’on a 
1 dv(t)/(t - 1) = + 03. La fonction gP est ici la fonction indicatrice de l’inter- 
valle [ 1 + (l/p), co) et la suite (a,(p)), associte par la formule (2) i la 
mesure dv, = g, dv, engendre un semi-groupe. Quand p--t co on obtient 
a,(p) + a,--nv(l 11) = Yn y (3) 
esnQ) --f esYn, s>o (4) 
de sorte que la suite [exp(sy,)] est une suite de moments ur [ 1, co). Or 
e Sb” = esY"enu(l 11)s (5) 
et la suite [exp(nv({ 1\)s)], ttant de la forme (a”) avec a & 1, est bien une 
suite de moments sur [ 1, co). On termine alors par stabilitk du produit de 
deux suites de moments. I 
Remarque. Dans aucun des trois cas ttudiks, on ne peut aislment 
associer une ktude des mesures q -indlfiniment divisibles 21 celle des semi- 
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groupes de moments. La raison ividente en est dans l’inditermination (en 
general) des probltmes des moments considerees ur chacun des trois inter- 
valles F?, [0, co), [ 1, 03). 
3. SEMI-GROUPES DE MOMENTS SUR Zp = [0, ljp 
En dimension p, le produit p(x, y) = xy est defini par (xy), = xj yj pour 
1 <j<p, et l’intervalle I= (0, l] est remplace par le cube Ip = [0, 11”. 11 est 
alors convenable d’utiliser la notation multi-indicielle en dbignant, pour tout 
multi-indice n = (n, , n, ,..., n,), par X” le monome X:l Ia. X,“p et par 
a,,= X”dp = t”d,u(t) .i !’ 
le n’me moment dune mesure positive .D sur Zp. On sait que le probleme des 
moments sur Ip est resolu depuis longtemps (voir Hildebrandt and 
Schoenberg [4]), par l’emploi des polynomes de Bernstein a plusieurs 
variables. Cette solution a malheureusement l’inconvenient de ne pas 
s’adapter aidment au probleme des semigroupes. C’est pourquoi nous 
preferons ici nous appuyer sur un travail recent de l’un des co-auteurs ]3]), 
resolvant en termes de matrices de type positif, le probleme general des 
moments sur un convexe compact K de IRp. Et il est bien clair que les 
matrices de type quasi-positif aurant leur role a jouer, &ant entendu qu’elles 
sont definies comme en 1.2, les indices i et j &ant remplaces par des multi- 
indices. 
La generalisation aturelle de la suite /?, = a,, - a,+ 1 qui intervient dans 
1.3 s’obtient immediatement. 11 suffit d’introduire la base canonique 
( e, , e2 ,..., e,) de W, de maniere a expliciter la translation unite k -+ k + e, 
dans la direction de la miGme coordonnee t la “difference premiere partielle” 
associee, difinie pour a = (a,,) par 
4(a) = (a, - an+em)e 
Rappelons encore qu’i tout polynome T = C u,Xr, par rapport aux 
variables X,, X2,..., X,, on associe la matrice i&tie 
M,(a) = M, = [mij] avec mij = \’ ,Urai+j+i- 
Avec ces notations le theoreme fondamental de 131, sous la forme de la 
troisieme resolution, s’ecrit ici pour le compact K = Zp selon: 
3.1. THEOREME. Une condition n&essaire et suflsante pour qu’une suite 
(a,,), n E ND, soit une suite de moments sur le cube Ip = [0, 11” est que les 2p 
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matrices NA(a) = M,“(a), associees aux parties A de l’ensemble { I, 2,...,p} 
par le choix des polyn6mes 
TA = n x,(1 -x,,J 
F7lEA 
(la constante 1 correspondant a la partie vide), soient de type positif. 
La solution du probleme des semi-groupes est alors donnee par l’enonce: 
3.2. THEOREME. (Semi-groupes de Schoenberg). Soit (a,), n E W, une 
suite p-multiple de reels. Les assertions suivantes sont Pquivalentes: 
(a) La suite (a,) engendre un semi-groupe [exp(sa,)J, s > 0, de 
moments sur le cube Ip. 
(b) La matrice M= [ai+j] est de type quasi-positif et les 2p - 1 
matrices NA(a) associees aux parties non vides A de Pensemble { 1, 2,...,p} 
sent de type positif: 
(c) Les p suites A,,,(a) = (a,, - an+J, 1 6 m <p, sont des suites de 
moments sur Ip. 
Preuve. (a) + (b) La mtme preuve qu’en 1.3 donne la quasi-positivite 
de la matrice M= [ai+j]. Fixons maintenant le polyncime T= T,, explicite 
selon T = C u,X’. D’apres 3.1 les matrices Mr(eso) sont de type positif pour 
tout s > 0, c’est-a-dire que pour toute suite reelle finie (&) on a 
2 2 w sai+j+r<i<j > 0. 
i,j r 
(1) 
Par ailleurs la condition que A soit non vide implique que T(1) = 0, oti 
1 = (I,..., 1) E Ip, ce qui conduit i C u, = 0, de sorte que (1) peut etre 
remplacte par 
(2) 
pour tout s > 0. Le passage i la limite s 1 0 donne alors le resultat de 
positivite de la matrice M,(a). 
(b) 3 (c) Fixons une suite reelle finie (&) avec j i] = i, + ..a + ip < q et 
un entier P > 2p + 2q + 4. 11 est facile de voir qu’il existe (au moins) une 
mesure signee ,u sur Ip telle que a,, = 1” dp pour InJ <P. Avec (b) on 
obtient les inegalites c 
i TABZdp+O 
si d”B < q + 2 et A non vide, (3) 
i B2dp>0 si d”B<q+2etB(ll)=0. (4) 
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Fixons maintenant l’entier m, tel que 1 $ m <p, de sorte que 
(1 -X,)‘BQf/L>O si dOB<q+ 1. (5) 
puis introduisons la mesure dv(x) = (1 - x,) &(x). On obtient 
successivement les intgalites 
c X,T/,B2dv>0 si d”B<q+2etm4A (memesiA=0), (6) 
.I (1 -X,)B*dv>O si d’B<q+ 1, (7) 
((1 -X,)T,B*dv>O si d”B < q + 1 et A non vide. (8) 
Par exemple (6) s’obtient a partir de (3) en remplaqant A par A U {m 1 et 
le reste est evident. En rassemblant (7) et (8) on obtient encore 
J X,T,B* dv>O si d’BS,q+ 1 etm@A, (6) 
j(l-X,)T,B*dv>O si d”B < q + 1 et A quelconque. (9) 
En ajoutant (6) et (9) on obtient 
I T,B*dv+O si d’B<qetm@A. (10) 
En ajoutant (6) et (9) apres avoir change B en (1 - X,)B dans (6) et en 
X,B dans (9), on obtient 
1 -X,(1-X,) T,B*dv>O si d’B<qetm@A. (11) 
Avec (10) et (11) on aboutit en fait au resultat suivant 
1 T/,B*dv>O si d”B < q et A quelconque. (12) 
Mais en posant /3 = d,(n), on voit que Pk = j tk dv pour IkJ < P - 1 et 
I’inegalite (12) traduit exactement le fait que la matrice MTrCg) agit sur le 
vecteur x = ({i) selon (MTA(P)x ( X) > 0. 
En resume les matrices ~VIZ,~@) sont toutes de type positif quand A est une 
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partie quelconque, meme vide, de { 1, 2,...,p}, et cela signitie, grace i 3.1, que 
p = d,(a) est une suite de moments ur Zp. 
(c) + (a) Pour demontrer cette implication sans faire trop de calculs 
dans le cas general, introduisons la notation suivante: pour toute suite 
a = (a,), n E MP, et tout polynome P E F?[X, ,..., Xp] on note P(a) la suite 
/3 = (j?,) difinie par 
t% = C w,+, si P = C u,Xr. 
r 
La Iiaison avec 3.2 est immediate puisque l’on a 
d,(a) = (1 -X,)(a) 
Cela &ant on a le lemme: 
(2) 
3.3. LEMME 1. Soit a = (a,), n E W’, une suite quelconque et P, Q deux 
polyn6mes tels que les suites j3 = P(a) et y = Q(a) soient les suites de 
moments des deux mesures respectives a et 5 sur Ip. Alors les deux mesures 
Q do et P ds coincident. 
Preuve. Elle est immediate car si P = 2 u,.X’ et Q = 2 v,XS on v&tie 
les egalites 
1 tkQ(t) da(t) = c v, I tk+s do(t) = c v,,8k+s 
s s 
= c x vsurak+sir 
s r 
= tkP(t) dz(t) 
1 
de sorte que les deux mesures Q da et P dr ont les mimes moments et sont 
done egales. I 
Revenons maintenant a (c) =F- (a): par hypothtse chaque suite d,(a) = 
(1 -X,)(a) est la suite des moments d’une mesure positive bornee v, sur Ip. 
Par le lemme 3.3 on voit que pour I# m, on a (1 -X,) dv, = (1 -X,) dv,, 
ce qui permet, en introduisant la mesure 
d’obtenir les Cgalites, pour tout m = 1, 2,...,p, 
(l-X,Jdv=[p-(X,+*..+X,)]dv,. (4) 
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Comme la fonction p - (X, + ..e +X,) ne s’annule sur Ip qu’au sommet 
1 = (1, I,..., 1) on peut introduire, A c6ti de v la mesure positive non 
nkcessairement finie sur P, dlfinie par 
dJ({l))=O et dt9 = (5) 
II est alors clair que les lgalitis (4) impliquent 
(1 -X,)d0=dv,-v,({Il})dc3, 
oti 6, est la mesure de Dirac au point Il. On a maintenant: 
(6) 
3.4. LEMME 2. Pour tout n = (n, ,..., n,) E NP on a j. (1 -t”) 
de(r) < +a, et 
a,=a,- (1-t”)dB(t)-(n,a,+...+n,a,) I 
od ton aposea,=v,({l))~O. 
Preuve. I1 suffh d’expliciter t” = t;’ ... tp et d’krire la dkcomposition 
1 - f” = (1 - t;‘) t;* . . . ‘p”p + (1 - t;‘) [{’ . . . $P + . . . + (1 - $0). 
On calcule alors J (1 - t”) d@(r) en ajoutant les p intkgrales 
J, = )‘ (1 - tz) t?;; . . . rp”” d@(t) 
= J (1 + t, + ..a + t>-‘) tz;,’ a.. t;p(l - t,)d@(f) 
= “h l+t,+...+t~-‘)t”,“,...~t,“edu,(t)-n,a, avec (6) 
nm- 1 
= - n, a, + \‘ 
k:O 
[a(0 ,..., 0, k, n, + , ,..., np) 
- a(O,..., 0, k + 1, II,,,+, ,..., n,)] 
= -n,a, + a(0 ,..., 0, n,, 1 ,..., n,) - a(0 ,..., n,, n, + , ,..., no) 
l’avant-dernikre tgalitk provenant de l’association de v, A la suite d,(a). Par 
addition des J, on obtient exactement l’kgaliti: du lemme. I 
On peut terminer maintenant comme en 1.3 en examinant successivement 
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le cas ou j” dt!9 < +a, et celui ou J de = +co. Le premier cas se regle 
immediatement en passant aux exponentielles, ce qui fait apparaitre la 
mesure de Dirac au point e+ = (e+@,..., e-S0p) de Ip. Le second cas se 
regle par la methode habituelle d’approximation. II suffit d’introduire l’en- 
semble A, = Ip n (p - (X, + ... +X,) > l/q}, q > 2 et sa fonction 
indicatrice g,. Avec (5) on a 
1 
[p-(X, + **a +X,)JdB= jdv-v({1})<+co (7) 
de sorte que la mesure do, =gs d/3 est evidemment bornee sur I’. Alors 
d’apres l’etude du premier cas la suite 
%(q> = a, - J (1 - t”)dOJt) - (nla, + ..a + npup) (8) 
engendre un semi-groupe de moments. Par passage i la limite q + co la 
fonction g, tend de facon monotone vers la fonction indicatrice de l’ensemble 
Ip\{ll], de sorte que a,(q)-+ a,,, puisque la mesure t9 est portee par cet 
ensemble. Alors [exp(sa,)] = lim[exp(sa,(q))] est bien, pour tout s > 0, une 
suite de moments sur Zp, ce qui termine complttement la preuve du 
thioreme. 1 
Remarque. La demonstration de l’implication (c) =S (a) a ete ici 
beaucoup plus delicate que dans le cas du theorime 3.1. La difficultd a tenu 
au fait, qu’en dimension p > 2, la fonction 
1 -tn 
p-(t,+*-+t,) 
qui est definie continue et bornee sur I”\ { 1 ), ne se laisse pas prolonger par 
continuite sur Ip tout entier. I1 a done fallu isoler le point 1, en introduisant 
la mesure e portee par I”\{ 1}, quitte a faire apparaitre les masses 
anI = vrA{l\)* 
Les mesures q -indepniment divisibles sur Ip 
Pour le cube Zp, on peut donner une definition analogue i 1.4 des mesures 
Cl-indefiniment divisibles. Leur caracterisation est alors immediate avec le 
thioreme 3.2, complete par le lemme 3.4 et l’egalite (5), qui met d’ailleurs en 
evidence la restriction de la mesure v sur l’ensemble Zp\{ ll}. On peut alors 
enoncer la generalisation de 1.5, qui ne figure pas dans la Note [2] consacrie 
aux semi-groupes dans le probleme des moments: 
3.5. THEOREME. Pour qu’une probubilite’ ,u sur Ip soit Cl-ind&niment 
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divisible, il faut et il suflt qu’il existe une mesure positive born&e v SW P’, 
telle que v({ ll }) = 0, et des constantes a,, a,,..., aP positives ou nulles, 
permettant d’exprimer les moments de ,U selon 
[ t” 4.4) =exp [+,a, + ... + n,,a& - 1p _ (rl+.ty. + tI P ) dv(t)] 
pour tout n = (n,, n, ,..., np) E NP. 
Pour le cas p = 1, il convient Cvidemment de reintigrer la constant a, > 0 
dans la mesure v, &endue alors i I = [0, 1 ] par la condition v( ( 11 }> = a,. On 
retrouve ainsi exactement la forme du theoreme 1.5. Pour le cas p > 2, la 
remarque suivant la tin de la preuve de 3.2, montre clairement qu’on ne peut 
se contenter des mesures positives born&es vsur Zp pour parametrer toutes les 
mesures q -indtfiniment divisibles. 
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