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Abstract
Beyond PCA: Deep Learning Approaches for Face Modeling and Aging
Chi Nhan Duong, Ph.D.
Concordia University, 2017
Modeling faces with large variations has been a challenging task in computer vision. These
variations such as expressions, poses and occlusions are usually complex and non-linear. Moreover,
new facial images also come with their own characteristic artifacts greatly diverse. Therefore, a
good face modeling approach needs to be carefully designed for ﬂexibly adapting to these chal-
lenging issues. Recently, Deep Learning approach has gained signiﬁcant attention as one of the
emerging research topics in both higher-level representation of data and the distribution of observa-
tions. Thanks to the nonlinear structure of deep learning models and the strength of latent variables
organized in hidden layers, it can efﬁciently capture variations and structures in complex data.
Inspired by this motivation, we present two novel approaches, i.e. Deep Appearance Mod-
els (DAM) and Robust Deep Appearance Models (RDAM), to accurately capture both shape and
texture of face images under large variations. In DAM, three crucial components represented in
hierarchical layers are modeled using Deep Boltzmann Machines (DBM) to robustly capture the
variations of facial shapes and appearances. DAM has shown its potential in inferencing a repre-
sentation for new face images under various challenging conditions. An improved version of DAM,
named Robust DAM (RDAM), is also introduced to better handle the occluded face areas and, there-
fore, produces more plausible reconstruction results. These proposed approaches are evaluated in
various applications to demonstrate their robustness and capabilities, e.g. facial super-resolution
reconstruction, facial off-angle reconstruction, facial occlusion removal and age estimation using
challenging face databases: Labeled Face Parts in the Wild (LFPW), Helen and FG-NET. Compar-
ing to classical and other deep learning based approaches, the proposed DAM and RDAM achieve
iii
competitive results in those applications, thus this showed their advantages in handling occlusions,
facial representation, and reconstruction.
In addition to DAM and RDAM that are mainly used for modeling single facial image, the sec-
ond part of the thesis focuses on novel deep models, i.e. Temporal Restricted Boltzmann Machines
(TRBM) and tractable Temporal Non-volume Preserving (TNVP) approaches, to further model face
sequences. By exploiting the additional temporal relationships presented in sequence data, the pro-
posed models have their advantages in predicting the future of a sequence from its past. In the
application of face age progression, age regression, and age-invariant face recognition, these mod-
els have shown their potential not only in efﬁciently capturing the non-linear age related variance but
also producing a smooth synthesis in age progression across faces. Moreover, the structure of TNVP
can be transformed into a deep convolutional network while keeping the advantages of probabilis-
tic models with tractable log-likelihood density estimation. The proposed approach is evaluated in
terms of synthesizing age-progressed faces and cross-age face veriﬁcation. It consistently shows the
state-of-the-art results in various face aging databases, i.e. FG-NET, MORPH, our collected large-
scale aging database named AginG Faces in the Wild (AGFW), and Cross-Age Celebrity Dataset
(CACD). A large-scale face veriﬁcation on Megaface challenge 1 is also performed to further show
the advantages of our proposed approach.
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Modeling faces with large variations has been a challenging task in computer vision. These
variations such as expressions, poses and occlusions are usually complex and non-linear. Moreover,
new facial images also come with their own characteristic artifacts that greatly diverse. Therefore, a
good face modeling approach needs to be carefully designed for ﬂexibly adapting to these challeng-
ing issues. Over the last two decades, the “interpretation through synthesis” approach has become
one of the most successful and popular face modeling approaches. This approach aims to “describe”
a given face image by generating a new synthesized image similar to it as much as possible. This
purpose can be achieved by an optimization process on the appearance parameters of the model
based apriori on constrained solutions. The subspace model then plays a key role that decides the
robustness of the whole system. Therefore, in order to be applicable, it must provide a basis for a
broad range of variations that are usually unseen.
Among classical models, Active Appearance Models (AAM) can be considered as one of the
most successful face interpretation methods. This model was ﬁrst introduced by Cootes et al. in
1998 [23]. Since then, it has been widely applied in many applications such as face recognition
[28], facial expression recognition [115], face tracking [146], emotion classiﬁcation [71], expressive
visual text-to-speech [5] and many other tasks. Although the framework of AAM is general and
effective, their generalization ability is still limited especially when dealing with unseen variations.
Gross et al. [37] showed that AAM perform well in person-speciﬁc cases rather than generic ones.
Cootes and Taylor [22] pointed out the problem of the pre-computed Jacobian matrix computed
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Figure 1.1: An illustration in facial interpretation using the AAM and our DAM approach in real
world images, e.g. low resolution, blurred faces, occlusions, off-angle faces, etc. The ﬁrst row:
original images; The second row: shape free images; The third row: facial interpretation using
PCA-based AAM; The fourth row: facial interpretation using our proposed DAM approach.
during the training step. Since it is only an approximation for testing image, it may lead to poor
convergence when the image is very different from training data. Lighting changes [95] also make
AAM difﬁcult to synthesize new images.
To overcome these disadvantages, there have been numerous improvements and adaptations
based on the original approach [4, 27, 53, 77]. However, even when these adaptations are taken into
account, the capabilities of facial generalization and reconstruction are still highly dependent on the
characteristics of training databases. This is because at the heart of AAM, Principal Component
Analysis (PCA) is used to provide a subspace to model variations in training data. The limitation of
PCA to generalize to illumination and poses, particularly for faces, is very well known. Therefore,
it is not surprising that AAM have difﬁculties in generalizing to new faces under these challenging
conditions. On the other hand, the variations in data are not only large but also non-linear. For
example, the variations in different facial expressions or poses are non-linear. It apparently violates
the linear assumptions of PCA-based models. Thus, single PCA model is unable to interpret the
facial variations well. Figure 1.1 presents example faces with various challenging factors, i.e. low-
resolution, blurred faces, occlusions, pose faces. The AAM interpretations presented in the third
row of the ﬁgure have a major negative impact from these wide range of variations.
Recently, Deep Learning models such as Deep Boltzmann Machines (DBM) [107] and Con-
volutional Neural Networks (CNN) [68] have gained signiﬁcant attention as one of the emerging
research topics in both the higher-level representation of data and the distribution of observations.
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In the former approach, the deep model is designed following the concepts of probabilistic graphical
models. Particularly, in DBM, non-linear latent variables are organized in multiple connected layers
in a way that variables in one layer can simultaneously contribute to the probabilities or states of
variables in the next layers. Each layer learns a different factor to represent the variations in a given
data. Thanks to the nonlinear structure of DBM and the strength of latent variables organized in
hidden layers, it efﬁciently captures variations and structures in complex data that could be higher
than second order. Moreover, DBM is shown to be more robust with ambiguous input data [107].
There are some recent works using DBM as prior model [30, 125, 135].
On the other hand, CNN is a biologically-inspired variant of feed-forward artiﬁcial neural net-
work where each neuron only responds to a local region, i.e. receptive ﬁeld, of the visual ﬁeld.
The features extracted from CNN can be also divided into several levels. Features in the ﬁrst level
(i.e. extracted by some ﬁrst convolutional layers) usually encode simple visual features such as
edge, color blobs, etc. In the next level, the extracted features will be the combinations of previ-
ous features, i.e. the combinations of edges, the corner. As a result, the more levels a CNN has,
the higher-level features can be extracted. In addition, CNN models also enjoy the advantages of
tractable back-propagation training process.
Motivating from these approaches, the main aims of this thesis are to exploit the advantages
of these two types of deep models, i.e. Deep Boltzmann Machines and Convolutional Neural Net-
works, for face modeling and aging. The thesis consists of two main streams which focus on mod-
eling (1) single face under large variations, and (2) a face sequence to synthesize the age-progressed
faces. In the ﬁrst stream, a novel deep model, named Deep Appearance Models (DAM), is intro-
duced to overcome the disadvantages of classical linear model such as AAM. This proposed model
has shown its potential in both tasks of learning high-level representation and face reconstruction
under various challenging conditions. Then an improved version of DAM, named Robust Deep
Appearance Models (RDAM), is developed to efﬁciently handle the occluded face areas, and help
to reconstruct more plausible faces.
The second stream of the thesis will concentrate on modeling face sequences by exploiting
the temporal relationship between images in these sequences. In particular, a Temporal Restricted
Boltzmann Machines (TRBM) based age progression framework is proposed to not only capture the
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non-linear age related variance of each age group but also be able to embed the aging transformation
between age groups. As a result, a smooth synthesis in age progression can be efﬁciently produced.
However, similar to other Boltzmann Machines based approaches, this framework also suffers from
the issues of intractable training due to the process of density estimation in probabilistic graphical
model. Therefore, in the later part, we further develop a Temporal Non-volume Preserving (TNVP)
approach that guarantees a tractable density function, exact inference and evaluation for embedding
the feature transformations. Moreover, this structure can be transformed into a deep convolutional
network while keeping the advantages of probabilistic models with tractable log-likelihood density
estimation.
1.1 Contributions of the Thesis
The main contributions of this thesis are as follows.
(1) We introduce an efﬁcient model, i.e. DAM, that are able to capture the large and non-linear
variations presented in face images. Compared to classical models, this model is more ad-
vanced in interpreting these variations and show its potential in producing faces with more
details.
(2) By extracting high-level representations for both shape and texture of a face, the relationship
between them is efﬁciently exploited in a deeper hidden layer and beneﬁts both reconstruction
and discriminative tasks.
(3) We propose a new texture modeling approach on top of DAM structure that is able to distin-
guish between “good” and “bad” face regions. For example, this new model can take an input
face with sunglasses and recover a “clean” face without sunglasses. This modeling step also
helps to improve the model ﬁtting process.
(4) In addition to single face modeling, we propose a TRBM based age progression model to
embed the temporal relationship between images in a face sequence. Taking the advantages
of log-likelihood objective function and avoiding the 2 reconstruction error during training,
the proposed model can synthesize faces with more aging details. Moreover, we also present
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a machine learning based approach to learn the aging rules for wrinkle appearance. As a
result, our model is more ﬂexible in producing more wrinkle types.
(5) By addressing the intractable issue of RBM model, we propose a novel generative proba-
bilistic models with tractable density function to capture the non-linear age variances. The
aging transformation can be effectively modeled using our TNVP. Similar to other probabilis-
tic models, our TNVP is more advanced in term of embedding the complex aging process.
Unlike previous aging approaches that suffer from a burdensome preprocessing to produce
the dense correspondence between faces, our model is able to synthesize realistic faces given
any input face in the wild.
(6) A large-scale aging dataset named AginG Faces in the Wild (AGFW) is collected for analysing
the aging effects.
1.2 Summary of remaining chapters
The thesis is organized as follows.
Chapter 2: Background. This chapter provides an overview of classical approach such as Prin-
cipal Component Analysis (PCA) and Active Appearance Models (AAM); and main theories of
Deep learning models such as Restricted Boltzmann Machines (RBM), Deep Boltzmann Machines
(DBM), Temporal Restricted Boltzmann Machines, and Convolution Neural Networks.
Chapter 3: Literature review. The ﬁrst part of this chapter presents a review of single face
modeling approaches consisting of AAM based, RBM based, Generative Adversarial Networks
based approaches. In the second part, a literature review of longitudinal face modeling approaches
is provided.
Chapter 4: Deep Appearance Models for Face Modeling. In this chapter, Deep Appearance
Models are introduced for modeling faces under large variations. This model can be considered
as an efﬁcient replacement for Active Appearance Models. In contrast to previous models where
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DBM is only used as shape prior model or higer-level representation, both shape and texture are
modeled using two different DBMs. Further than that, on the top of these two deep models, the
higher-level relationships of both shape and texture are exploited in the proposed DAM so that the
reconstruction of one can beneﬁt from the information on the other. Three crucial components
represented in hierarchical layers are modeled to robustly capture the variations of facial shapes
and appearances. DAM is therefore superior to AAM in inferencing a representation for new face
images under various challenging conditions.
Chapter 5: Robust Deep Appearance Models for Texture Modeling. This chapter presents the
Robust Deep Appearance Models (RDAM) that extends the proposed DAM in its ability of dealing
with occluded face regions. In the structure of RDAM, an additional appearance mask is learned and
help the DAM to separate corrupted/ occluded pixels in texture modeling process. As a result, those
regions are ignored during face reconstruction and model ﬁtting and, therefore, better reconstructed
results can be achieved.
Chapter 6: Temporal Restricted Boltzmann Machines for Longitudinal Face Modeling. This
chapter introduces a deep model approach for face age progression that can efﬁciently capture the
non-linear aging process and automatically synthesize a series of age-progressed faces in various age
ranges. In this approach, we ﬁrst decompose the long-term age progress into a sequence of short-
term changes and model it as a face sequence. The Temporal Restricted Boltzmann Machines based
age progression model together with the prototype faces are then constructed to learn the aging
transformation between faces in the sequence. In addition, to enhance the wrinkles of faces in the
later age ranges, the wrinkle models are further constructed using Restricted Boltzmann Machines
to capture their variations in different facial regions. The geometry constraints are also taken into
account in the last step for more consistent age-progressed results.
Chapter 7: Temporal Non-volume Preserving Approach. Addressing a limitation of intractable
learning process of TRBM based model, in this chapter, a novel generative probabilistic model,
named Temporal Non-Volume Preserving (TNVP) transformation, is presented to model the facial
aging process at each stage. Unlike Generative Adversarial Networks (GANs), which requires an
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empirical balance threshold, and Restricted Boltzmann Machines (RBM), an intractable model, our
proposed TNVP approach guarantees a tractable density function, exact inference and evaluation for
embedding the feature transformations between faces in consecutive stages. Our model shows its
advantages not only in capturing the non-linear age related variance in each stage but also producing
a smooth synthesis in age progression across faces. Our approach can model any face in the wild
provided with only four basic landmark points. Moreover, the structure can be transformed into
a deep convolutional network while keeping the advantages of probabilistic models with tractable
log-likelihood density estimation.
Chapter 8: Experimental Results. In this chapter, all the experimental results to evaluate the
four models are presented. To demonstrate their robustness and capabilities, various applications
such as facial super-resolution reconstruction, facial off-angle reconstruction or face frontalization,
facial occlusion removal, age estimation and age progression have been taken into account.
Chapter 9: Conclusions and Future Work This chapter provides a summary of the thesis’ con-




This chapter will ﬁrst present the background materials needed to understand the principles
of Active Appearance Models; Boltzmann Machines (BM) and Restricted Boltzmann Machines
(RBM); and Convolutional Neural Networks. Then the state-of-the-art training methods and how
models can be built from the training data are introduced. Some extensions of RBM to model real-
valued data and temporal dependencies in time-series data as well as a Deep Boltzmann Machines
that stacks a sequence of RBMs are presented. A comparison between RBM and Convolutional
Neural Networks is also provided for better understanding of the two models.
2.1 Active Appearance Models (AAM)
This section brieﬂy reviews the Principal Component Analysis, i.e. the building block of AAM,
and two main steps of AAM including modeling and ﬁtting.
2.1.1 Principal Component Analysis (PCA)
Principal Component Analysis (PCA) is one of the most common techniques for ﬁnding pat-
terns, i.e. low-dimensional representation, of high-dimensional data. This technique has been suc-
cessfully used for data modeling, compression and visualization for many applications in many
ﬁelds, e.g., pattern recognition, data compression, image processing, bioinformatics, etc. Given a
set of points in n-dimensional space, PCA technique aims to ﬁnd a d-dimensional linear subspace
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(d < n) that these points mainly lie on this subspace. In other words, PCA tries to ﬁnd a subspace
that captures most of the data variability. For example, given a set of points in two-dimensional
space as Figure 2.1(a):
(a) (b)
Figure 2.1: (a) Point set in 2-D space and its principal components; and (b) Projection onto the
principal component of the data.
Instead of using the (x, y) coordinate system, we can specify this space by two other orthogonal
vectors (u, v) and form a new coordinate system. These two vectors are called principal components
and its directions point out how the input data varies. Based on the new coordinate system of the
data, the idea of PCA for dimensionality reduction is to approximate the original space by a subspace
spanned by d principal components that maximum the variance of the data. For example, in Figure
2.1(b), by projecting all data points onto subspace spanned by u, we can preserve variability of the
original data. Therefore, the structure of data can be preserved.
Formally, PCA can be formulated as a statistical problem which is to ﬁnd principal components
(or directions) of a multivariate random variable from sample points {xi}. The d principal com-
ponents ui ∈ Rd (i = 1, . . . , d) is deﬁned as yi = uTi x that maximize the variance of yi. For







The ﬁrst d principal components of a multivariate random variable x are given by the d leading




. However, we normally do not know Σx and
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The eigen-vectors of Σˆx are the “sampled principal components”
yˆi = uˆ
T
i x s.t. Σˆxuˆi = λuˆi and uˆ
T
i uˆi = 1 (3)
The matrix Σˆx containing ordered squared eigenvalues which tell us how much the variability in
the data along the corresponding principal components (or directions) is. If X can be decomposed
as X = UΣVT using SVD then we also have the eigenvalue decomposition of covariance matrix
as XXT = UΣ2UT . If they are ordered, then the ﬁrst d eigenvectors (corresponding to ﬁrst d
eigenvalues) of XXT will be the ﬁrst d sample principal components of X.
2.1.2 Active Appearance Models
AAM modeling: The basic AAM [24] employs statistical models to build a uniﬁed appearance
model describing both shape and texture variation. This appearance model is trained from a set of
images with landmarks representing the shape of deformable objects. Let I ⊂ R2 be the image
domain and D ⊂ R2 be the texture domain, an image I(rI) is considered as a function of the image
domain I, where (xI , yI) = rI ∈ I . The shape s = (r1D, ..., rnD) is a vector consisting of 2D
locations (xi, yi) = rD ∈ D of the landmarks, while the texture g in AAM is a group of pixels, i.e.
intensities or colors, deﬁned in the texture domain D.
The shape and the texture are represented using two linear PCA models, respectively. First, the
shape is linearized as a mean shape s0 plus a linear combination of shape parameters αs:
s(αs) = s0 +Psαs (4)
where Ps ∈ RLs×Ns is the matrix consisting of a set of orthonormal base vectors pis describing
the modes of variations learned from training set. Subsequently, all images in the training set are
warped onto the mean shape by a model-warp W (rD, s) and a similarity transformation N(rI ;q)
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deﬁned in Eqn. (5); and then linearized by applying PCA on the ”shape-free” texture images.
W (rD; s) = rI
N(rI ;q) =
⎛
⎜⎝ 1 + ρ1 −ρ2
ρ2 1 + ρ1
⎞
⎟⎠ rI + τ (5)
where q = {ρ, τ} composes of the global rotation ρ and the translation τ .
The texture g(rD) in AAMs is a vectorized image deﬁned over the pixels of I(N(W (rD; s); q))
inside the mean shape s0. The texture g(rD;αg) can be represented as a mean texture g0 plus a
linear combination of texture parameters αg:
g(rD;αg) = g0(rD) +Pgαg (6)
where Pg ∈ RLg×Ng is the set of orthonormal base vectors pig learned from a given training set.
AAM ﬁtting: In order to ﬁt this model to a new testing image, a warping operator W (rD; s) and
a similarity transformation N(rI ;q) deﬁned in Eqn. (5) are employed on that testing image. The
parameters of shapes and textures are optimized so that the sum of squared errors between that
testing image and the model texture instance are minimized:
[α∗s,α
∗
g] = arg minαs,αg
‖[I ◦N ◦W ](αs;q)− g(αg)‖2D (7)
where [I ◦N ◦W ](rD,αs;q) = I(N(W (rD;αs);q)) is the normalized shape-free image warped
from the input image I using W and N operators deﬁned in Eqn. (5).
2.2 Boltzmann Machines (BM)
In this section, we ﬁrst introduce a Product of Experts (PoE), the relationship between PoE and
Markov Random Field, and how to train a PoE. Next, the architectures of Boltzmann Machines,
Restricted Boltzmann Machines, Deep Boltzmann Machine, and how to train them using the for-
mulations of PoE.
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2.2.1 Product of Experts (PoE)
An option to model a high-dimensional and complicated data distribution is to take advantage
of a large number of simple probabilistic models and combine the distributions provided by them
(see [43]). An example of this type of technique is Mixture of Gaussians, where each simple model
is a gaussian and the summation rule is applied to combine them. Product of Experts (PoE) [43] is
another way of combining distribution by using the multiplication rule. Given the input data x and
M individual models, called experts, the probability of x is deﬁned as









m pm(x˜|θm) denotes the partition function which is the summation of all
possible conﬁgurations x˜; θm is the parameters of m-th expert; pm(x|θm) is the probability of x
assigned by m-th expert. Notice that all experts are not required to be normalized probabilistic
models. However, in order to form a valid PDF, their product needs to be renormalized by partition
function ZPoE .
Compared to the mixture model, PoE produces sharper distributions as the result of multiplica-
tion. Moreover, a sample receives high overal probability only when all experts assign high proba-
bilities to it. Therefore, no expert can overrule the others even when it assigns very high probability
to the sample.
2.2.2 Product of Experts and Markov Random Field (MRF)
Let us consider a particular case when the exponential function is chosen for all experts
pm(x|θm) = e− 1T ψm(x) (9)
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where ψ(x) stands for the potential function and the temperature T is a regularization parameter.
The formulation of Markov Random Field then can be obtained by inserting Eqn. (9) to Eqn. (8)





























E(x˜) is the partition function. Notice that the distribution expressed by this
way is also called Boltzmann distribution. From this, we can see that a PoE model with exponential
experts is a MRF.
2.2.3 Training a Product of Experts
Several training techniques for PoE have been proposed in literature. A classical and widely
used technique is the Maximum Likelihood Estimation (MLE) [14]. However, with the need of
computing the partition function, MLE is very limited in term of computational cost particularly
when the dimensions of training data become increasingly high. Therefore, Contrastive Divergence
(CD) is introduced by Hinton et al. [43] to overcome these limitations. In the following subsections,
the main features of both techniques will be presented.
Maximum Likelihood Learning
Given a set of observed data X = {x1, ...,xN} which are assumed to be independent and
identically distributed (i.i.d.) random variables and the set of model parameters θ = {θ1, ...,θM},
the MLE approach ﬁnds the optimal θ by maximizing the likelihood p(X|θ) or the log likelihood
log p(X|θ). Since the training data is i.i.d., the probability distribution can be simpliﬁed to the





where log p(X|θ) = log∏x p(x|θ).
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The gradient w.r.t each θm is given by
∂
∂θm




































































































p(x˜|θ1, ...,θM )∂ log pm(x˜|θm)
∂θm
(13)
From Eqns. (12) and (13), the gradient is given by
∂
∂θm








p(x˜|θ1, ...,θM )∂ log pm(x˜|θm)
∂θm
(14)
With this gradient, one can obtain the optimal parameters for PoE model by a gradient descent
method. However, when the dimension of data becomes increasingly high, the second term is
computationally infeasible due to the exponentially increasing number of conﬁgurations. Therefore,
it needs to be approximated by numerical sampling techniques such as Gibbs sampling or other
algorithms from the famlily of Markov Chain Monte Carlo (MCMC) methods. However, running
the sampling Markov Chain to convergence to the target distribution still takes very long time.
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Contrastive Divergence
Due to the problem of evaluating the partition function, Contrastive Divergence proposed by
Hinton [43] provides another way to estimate the gradient of the energy function without the need
to reach the equilibrium distribution. The main idea of this technique is to minimize the difference
between the data and equilibrium distributions by using the Kullback-Leibler divergence. Specif-
ically, let p0 and p∞θ be the data distribution and the equilibrium distribution obtained by running
Gibbs sampling. Then an equivalent objective function to MLE is to minimize the Kullback-Leibler





















whereH(p0) = −∑x p0(x) log p0(x) denotes the entropy of the data distribution; 〈f〉p :=∑x p(x)f(x)
is the expectations of function f(x) over the distribution p(x); and p∞θ = p(x|θ1, ...,θM ). Since
H(p0) is independent of the model parameters, it can be ignored during optimization process.










The eqn. (14) can be rewritten in term of expectations as follows.
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Figure 2.2: Gibbs chain in Contrastive Divergence.
Moreover, we also have
∂
∂θm























































Notice that running the Gibbs chain for approximating p∞θ is very computationally expensive.
Therefore, instead of computing the ∂p
0||p∞θ
∂θm
directly, Contrastive Divergence minimizes the differ-
ence between p0||p∞θ and p1θ||p∞θ where p1θ is the reconstructions of the data obtained by running
the Gibbs chain for one step. By this way, the p∞θ can be canceled out. The new objective function
is deﬁned as follows:
CD = p0||p∞θ − p1θ||p∞θ (23)
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Then the derivative w.r.t θm is given by
− ∂
∂θm













































The nice property of Contrastive Divergence is that the intractable expectation over p∞θ is now
cancelled out. Therefore, if the experts are tractable, the exact value of ∂ log pm(x|θm)∂θm can be com-
puted and the whole process becomes computationally tractable.
For the number of steps in the Gibbs chain, if p1θ is considered, we have CD-1 algorithm. On
the other hand, in case the Gibbs chain is run for k steps and pkθ is considered, we have CD-k. In
summary, the CD-k algorithm consists of two main ideas:
(1) Run the Gibbs chain for k steps starting at the input data as illustrated in Figure 2.2.















Boltzmann Machines (BM) introduced by Hinton and Sejnowski [45] are probabilistic graphical
models that can be interpreted as a stochastic recurrent neural network. In particular, this is an
undirected graphical model consisting two layers of stochastic units, i.e. visible vi, i = 1..Nv and
hidden units hj , j = 1..Nh. The visible units represent the observed data while the hidden units
are latent variables interpreting the conditional hidden representation of that data. The connections
between units are undirected with the weights interpreting the pairwise constraints between them.
The structure of BM with three hidden units and four visible units is illustrated in Figure 2.3(a).
With this structure, there are two notes about BM.
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Figure 2.3: Examples of (a) a Boltzmann Machine; (b) Restricted Boltzmann Machines with three
hidden units and four visible units; and(c) Deep Boltzmann Machines with three hidden layers.
(1) A fully connected BM with binary units is very similar to Hopﬁeld network [46] except the
units are stochastic rather than deterministic.
(2) Boltzmann Machines are a MRF with a particular energy function that reﬂects its structure of
undirected graph.

















where bi stands for the bias term of i-th visible unit; ak is the bias of k-th hidden unit; and
θ = {W,C,D} are the weights of visible-to-hidden, visible-to-visible, and hidden-to-hidden in-
teractions, respectively.











h exp(−E(v,h;θ)) is the partition function. The conditional distributions
over hidden and visible units are given by















where σ(x) = 1/(1 + exp(−x)) is the logistic function.
One of the interesting properties of BM is its generality. Given a training data, a BM can be
trained such that it can assign a probability to every possible input data and generate new data
according to the learn distribution.
Moreover, Boltzmann Machines are stackable. In other words, a set of BMs can be organized in
several layers such that each BM is stacked on the top of another BM. As a result, a deeper network
is produced. Figure 2.3(c) shows an example of deep network with three hidden layers. The new
network, therefore, is more powerful to learn more complex probability densities and able to extract
higher-level features of the data.
2.2.5 Restricted Boltzmann Machines (RBM)
Restricted Boltzmann Machines (RBM) [43, 113] is a simpliﬁed version of BM where there
is no intra connections between units in the same layer. In other words, the visible-to-visible and
hidden-to-hidden connections are removed and, therefore, resulted in a bipartite graph where visible
and hidden units are pairwise conditionally independent. An example of RBM with three hidden
units and four visible units is illustrated in Figure 2.3(b).
Thanks to this structure, the hidden units are conditionally independent given the states of visible
units and, therefore, simplifying the training and inference processes. Given a binary state of v,h,













= vTWh+ bTv + aTh
(31)
In contrast to general BM, the inference process in RBM is exact. Thanks to this important























exp(vTWh+ bTv + aTh)∑
hˆ exp(v

























Since hidden units hˆ are binary, we can decompose the denominator into two parts, i.e. the sum

















































viwij + aj)) (39)
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The individual activation probabilities are then given by
p(hj = 1|v) = σ(
∑
i
viwij + aj) (43)
where σ(·) is the logistic function.
Since RBM is symmetric, the conditional probability of visible units given the hidden units can





p(vi = 1|h) = σ(
∑
j
hjwij + bi) (45)
Training Restricted Boltzmann Machines
Given a set of training data, the RBM can be trained by performing CD-1 (or CD-k) learning.











Then the optimal parameter values can be obtained in a gradient ascent fashion given by
ΔW = α
(〈vhT 〉p0 − 〈vhT 〉p1) (49)
Δb = α
(〈v〉p0 − 〈v〉p1) (50)
Δa = α
(〈h〉p0 − 〈h〉p1) (51)
where α stands for the learning rate.
Different types of Restricted Boltzmann Machines
In order to deal with different kinds of data, RBM has received several extensions in its struc-
tures and unit types (i.e. binary, linear). In this subsection, I will go through some main features of
these extensions.
Gaussian Restricted Boltzmann Machine Instead of using the binary visible units as the orig-
inal RBM, Gaussian RBM [61] assumes the visible units have values in [−∞,∞] and normally
distributed with mean bi and variance σ2i . By this way, this extension of RBM can be used for

















The conditional distributions over v and h are then given as in Eqn. (53).



















Figure 2.4: The structure of Conditional Restricted Boltzmann Machines and its variants.






















(〈hj〉p0 − 〈hj〉p1) (56)
Conditional Restricted Boltzmann Machine With the need of modeling the temporal dependen-
cies in time-series data, the standard form of RBM has been extended in many works. Although
these adaptations are different in structures, their main motivation is very similar, i.e. treating the
variables in previous time steps as additional input for the current time step. Inspired by this idea,
in the Conditional RBM (CRBM) proposed by Taylor et al. [124], the feed forward connections
from previous time steps between visible layers and from visible-to-hidden layers are incorporated
as in Fig. 2.4(a). Therefore, the visible variables of time step t are further conditional on previous
visible states. The main advantage of this model is that it can inherit most important properties of
standard RBM, i.e. simple, exact inference and efﬁcient approximate learning. Learning in CRBM
is very similar to RBM, except the bias terms are redeﬁned to take into account the new connections
between layers.
Memisevic and Hinton [78] later introduced a Gated Conditional Restricted Boltzmann Ma-
chines (GCRBM) by implementing the multiplicative interactions in CRBM. In this model, there
are three sets of units, i.e. input, output and hidden units. The main idea of this model is to let the
input units directly inﬂuence the interactions between units instead of simply incorporating them
via bias terms. By this way, the input units will be able to gate the basic function for reconstructing
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the output. This model was originally developed to learn the transformations between image pairs.
However, it can be easily extended for sequential data by considering the output to be the current
frame and the input to be the previous frames as in Figure 2.4(b). As a result, the new energy














By introducing a set of deterministic factors f , wijk can be factorized to three pairwise interactions:
(1) wvif connects vi to factor f ; (2) w
h
jf connects hj to factor f ; (3) w
x
kf connects xk to factor f .
A factored version of CRBM can be also found in the work of Taylor et al. [123] with the
application to motion style modeling. This model is very similar to GCRBM with additional units
for motion style. The structure of this factored CRBM (FCRBM) is illustrated in Figure 2.4(c).
This model was then extended by Chiu et al. [21] with additional hierarchical structure for style
interpolation. Taylor et al. [125] proposed another variant of CRBM that can learn from the data
with several modes (e.g. walking and running in body modeling task). The main idea of this model is
to introduce a new discrete variable with states. At each time step, only one element of has non-zero
value and therefore, it can decide which particular CRBM is active. Since the variable is embedded
directly to the energy function, the model is called implicit Mixtures of CRBM (imCRBM).
2.2.6 Deep Boltzmann Machines (DBM)
Deep Boltzmann Machines (DBM) [107] are a probabilistic generative model that consists of
many hidden layers. Each higher layer plays a role of capturing the correlations between features
of its lower layer. The structure of DBM contains several RBMs are organized in a layered manner.
In DBM, the connections are between visible units and the hidden units in the ﬁrst layer as well as
between the hidden units in adjacent hidden layers. The structure of DBM with three hidden layers
is illustrated in Figure 2.3(c).
Thanks to this structure, the hidden units in higher layer can learn more complicated correlations
of features captured in lower layer. Another interesting point of DBM is that these higher represen-
tations can be built from the training data in an unsupervised fashion. Then the labeled training
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data, assumed to be very limited, can be used to ﬁne tune the model for a particular application.
Notice that unlike other models such as Deep Belief Network [44] or Deep Autoencoders [11], all
connections between units in two consecutive layers are undirected. As a result, each unit receives
both bottom-up and top-down information and, therefore, better propagate uncertainty during the
inference process.
Let v be the set of visible units and {h(1),h(2),h(3)} be the set of units in three hidden layers,
the energy of the state {v,h(1),h(2),h(3)} is given as follows.
− E(v,h(1),h(2),h(3);θ) = vW(1)h(1) + h(1)W(2)h(2) + h(2)W(3)h(3) (58)
where θ = {W(1),W(2),W(3)} are the weights of visible-to-hidden and hidden-to-hidden connec-
tions. Notice that the bias terms for visible and hidden units are ignored in Eqn. (58) for simplifying







and the conditional distributions over v, h(1), h(2) and h(3) are computed as follows.
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In order to train a DBM, the procedure for general Boltzmann Machines can still be applied.
However, if one starts from the random initial weights, it will be slow, particularly when the hidden
units are remote from the visible units. Therefore, a greedy layerwise pretraining for DBM is
proposed in [106]. This algorithm is represented in Algorithm 1 and illustrated in Figure 2.5.
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Figure 2.5: Pretraining a DBM [106]: learning a stack of RBMs. The weights of the ﬁrst and the
last RBMs are modiﬁed with a factor of two in one direction. For the intermediate RBMs, both
directions are modiﬁed.
Inspiring from the advantages of RBM and DBM, in the next chapter, a novel approach called
Deep Appearance Models (DAMs) will be introduced. With this proposed model, a face can be
modeled effectively by employing two DBMs, i.e. one for facial shape and the other for its tex-
ture. The proposed DAMs are also shown their advantages of modeling large and non-linear facial
variations.
2.3 Temporal Restricted Boltzmann Machines (TRBM)
Temporal Restricted Boltzmann Machine (TRBM) [118] has gained signiﬁcant attention as one
of the probabilistic models that can accurately model complex time-series structure while keeping
the inference tractable. It was shown to be successful in several tasks such as realistic human motion
generating [124]; denoising low-resolution videos [118], and sequence-to-sequence mapping [144].
The major difference between the original RBM and TRBM is the directed connections from
previous states of visible and hidden units as in Fig. 2.6(a). With these new connections, the short
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Algorithm 1 Greedy Pretraining for DBM [106]
Input: Training data, number of layers L, (L > 3) and number of hidden units in each layer.
Output: Initial weights for DBM {W(1),W(2), ...,W(L)}.
1: Train the ﬁrst layer: using CD-1 with mean-ﬁeld reconstructions of the visible units. During
the learning process, the bottom-up weights, 2W(1), are constrainted to be twice the top-down
weights, W(1).
2: Train the second layer: Freeze 2W(1) and use samples h(1) from P (h(1)|v, 2W(1)) as the
training data. Then this is trained as original RBM with weights 2W(2) for both directions.
3: Train the third layer: Freeze 2W(1), 2W(2) and use samples h(2) from
P (h(2)|v, 2W(1), 2W(2)) as the training data. This layer is trained in the same way as
the previous one.
4: Train the other intermediate layers: Proceed recursively up to layer L− 1.
5: Train the top layer: the learning process is the same as training the ﬁrst layer except the
constraint is that the bottom-up weights, W(L) is half of the top-down weights, 2W(L).
6: Use the weights {W(1),W(2), ...,W(L)} to compose a DBM.
Figure 2.6: The structure of Temporal Restricted Boltzmann Machine and its variants.
history of their activations can act as “memory” and is able to contribute to the inference step of
current states of visible units. The joint distribution over (vt,ht) at time t is conditional on the past















are the sequence of visible and hidden units from time t −m to t − 1. The
















Sutskever et al. [119] later pointed out that the inference step in TRBM is non-trivial task due
to the need of evaluating the exact ratio of two RBM partition functions. Therefore, they introduced
the Recurrent TRBM (RTRBM) whose structure is very similar to TRBM but the exact inference is
much easier. An illustration of the RTRBM structure is shown in Fig. 2.6(b). The main difference
between TRBM and RTRBM is in the introduction of which is the expected value of the hidden
units, i.e. E
[
ht|vt]. Notice that the variable rt are real valued while those of ht are binary. The
energy function of RTRBM for t > 1 is computed as
− E(vt,ht|rt−1) = htWvt + bˆvt + aˆht + htW′rt−1 (67)
where W′ denotes the weights of the connections from rt−1 to ht and rt; rt = σ(Wvt + aˆ +
W′rt−1) if t > 1 and rt = σ(Wvt + aˆinit) if t = 1.
Zeiler et al. [144] further extended the TRBM so that it can transfer the facial expression by
mapping two facial landmark sequences. Two models were proposed in this work, i.e. Input-Output
TRBM (IOTRBM) and Factor Third-order Input-Output TRBM (FIOTRBM). Experimental results
in the facial expression transfer problem showed that these two models are very prominent for
learning the mapping between sequences. The structures of IOTRBM and FIOTRBM are repre-
sented in Figs. 2.6(c) and 2.6(d). Let sT1 be the input sequence containing the information to be
transferred and vT1 be the output sequence. Notice that the role of v
T
1 is the same as visible units in
the original form of TRBM. An assumption for this model is that the whole input sequence and the
ﬁrst N frames of the output are accessible. The extension of TRBM to IOTRBM when modeling
p(vt|vt−1t−N , stt−N ) is straightforward by incorporating the input stt−N to its energy function via bias
terms. The inference and learning stages are kept the same as TRBM.
The higher-order RBMs where the variables interact multiplicatively are also explored in the
structure of FIOTRBM. Instead of using W,P,Q, a three-way weight tensor is employed to con-
nect the input, current output frame and hidden units. As a result, the energy function is redeﬁned
as Eqn. (68) where s<=t = stt−N .



























Ha¨usler et al. [41] improved the training process of TRBM by employing denoising Autoen-
coder to initialize the weights for the hidden-to-hidden connections. The main motivation is that
the data frame at time t −m can be considered as a corrupted version of the data frame at time t.
Therefore, the pre-training step can be progressed in the fashion of denoising Autoencoder.
Recently, Mittelman et al. [81] introduced the structured RTRBM (SRTRBM). In this model,
instead of employing the fully connected topology between visible and hidden units of the RTRBM,
they constructed block masking MW and MW′ for the weight matrices W and W′ to model
sparsely connectivity between groups of visible units and hidden units; and between groups of
hidden units themselves. By this way, the proposed model is able to learn the dependency structure
and patterns within the input data. The block masking matrices MW and MW′ are adjacency
matrices, whose entries can be either 0 or 1, representing this graph structure. Then the new energy
function is similar to Eqn. (67) except the weight matrices are redeﬁned as W = W MW and
W′ = W′ MW′ . The authors also suggested to use spike and slab RBM instead of the Gaussian
RBM for better conditional covariance modeling.
2.4 Convolutional Neural Networks (CNN/ ConvNet)
Unlike RBM whose neurons in one layer fully connect to all neurons in previous layer, Convo-
lutional Neural Networks (CNN) is a biologically-inspired variant of feed-forward artiﬁcial neural
network where each neuron only responds to a local region, i.e. receptive ﬁeld, of the visual ﬁeld.
From studies on the visual cortex system [32, 48], neurons in visual cortex are more sensitive to
local regions and, therefore, these local connectivities are well-suited to exploit spatially local cor-
relation presented in input images. Moreover, when the parameters are shared among neurons, not
only does the neural network have the translation invariance property but also the learning process
is more efﬁcient with smaller number of trainable parameters. Motivating from these studies, Le-
Cun et al. [67, 68] proposed a CNN architecture with back-propagation training and successfully
applied to several pattern recognition tasks such as zip code reading, hand written character recog-
nition, etc. Then several CNN architectures have been proposed in literature such as AlexNet [62],
ZF Net [143], GoogLeNet [120], VGGNet [112], and ResNet [42].
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Figure 2.7: An example of CNN architecture: LeNet model [68].





of hidden and input variables
A deterministic function







Weight update Contrastive Divergence Backpropagation
Comparing to traditional pattern recognition algorithms and other hand-engineered features,
CNN has shown its advantages in (1) less preprocessing requirement, and (2) the independence of
prior knowledge. The following subsections present the main structure of CNN architecture and its
building blocks. A comparison between RBM and CNN is also provided in Table 2.1.
CNN structure: A simple CNN structure consists of a sequence of layers where each layer trans-
forms an input 3D volumes of neurons to another via a differentiable function. There are three
main types of fundamental CNN layers including Convolutional Layer, Pooling Layer, and Fully-
Connected Layer. Together with these layers, two types of functions, i.e. Activation Function to
increase the non-linearity and Loss Function deﬁning the objective according to the task, are usu-
ally used. Figure 2.7 illustrates a simple CNN architecture with six layers. With this organization,
the features extracted from CNN can be also divided into several levels. Features in the ﬁrst level
(i.e. extracted by some ﬁrst convolutional layers) usually encode simple visual features such as
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Algorithm 2 : Operation of Convolutional Layer [55]
Input: 3D input volume hk ∈ RW1×H1×D1 ; number of ﬁlter K; ﬁlter size F ; strike S; the amount
of zero padding P ; weight Wk ∈ R(F×F×D1)×K ; and bias bk ∈ RK








1: Perform convolutional operation
hk+1 = Wk ⊗ hk + bk
edge, color blobs, etc. In the next level, the extracted features will be the combinations of previous
features, i.e. the combinations of edges, the corner. As a result, the more levels a CNN has, the
higher-level features can be extracted.
Convolutional Layer: Considered as the building block of CNN that makes CNN different from
other neural networks, this layer consists of multiple learnable ﬁlters that are small spatially and
have the same depth as the input. The input to each layer is a 3D volume, i.e. a W ×H ×C image
with the width W , height H , and C channels. Each ﬁlter of this layer is deﬁned by its weights and
bias. The hyperparameters of each convolutional layer include the number of ﬁlters and their size;
the stride deﬁning the number of slided pixels before convolving the ﬁlters; and the padding amount
to handle borders pixels. During the forward pass, all ﬁlters are convolved with all positions across
the width and height of the input volume to produce a stack of feature maps which is the input for the
next layer. Formally, let hk be the input of k-th convolutional layer in the network and {Wk,bk}
be the weights and bias of its ﬁlters. The output feature map of hk can be computed as follows.
hk+1 = Wk ⊗ hk + bk (69)
where ⊗ is the convolutional operation. The Algorithm 2 illustrates the operation of a Convolu-
tional Layer. By incorporating this type of layer to the structure, the CNN has more capabilities of
capturing the local features (i.e. edges, corners) via the local connectivity and shift variance with
the spatially weight sharing property. As one can see in the next sub-section, the pooling layers also
help CNN to reduce its sensitivity to shifts and distortion.
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(a) Sigmoid (b) Tanh
(c) ReLU (d) Leaky ReLU
Figure 2.8: Four types of activation functions [55].
Figure 2.9: Max pooling operation.
Activation Function: Similar to other neural networks, the non-linearity plays an important role
when the network becomes deeper with many layers. This non-linearity property is usually ob-
tained via an activation function. There are many types of activation functions having been used in
literature such as sigmoid, tanh, and Rectiﬁed Linear Unit (ReLU) functions. These functions are
usually required to be differentiable to ensure the usage of back-propagation process. Thanks to
these activation functions, the output feature maps are also constrained in a appropriate data ranges
which help to improve the stability of the CNN network as well as the independence of neurons in
consecutive layers. Figure 2.8 and Table 2.2 illustrate the ﬁgures, formulations, and properties of
the four most common activation functions for CNN.
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Table 2.2: Four commonly used activation functions in CNN.
Function Formulation Properties
Sigmoid sigm(x) = 1
1+e−x
Convert the input value into [0, 1].
Pros: Has a nice interpretation as ﬁring rate
of a neuron.
Cons: (1) easily saturated and has the
vanishing problem that makes the network
have no learning ability. (2) The output value
is not zero-centered.
Tanh tanh(x) = 1−e
−2x
1+e−2x
Convert the input value into [−1, 1].
Pros: (1) Zero-centered; (2) helping to avoid




relu(x) = max(0, x)
Pros: (1) Simple formulation; (2) faster than
sigm and tanh function; (3) does not have
the saturating problem.
Cons: some neurons can become totally
inactive.
Leaky ReLU lrelu(x) =
{
x x ≥ 0
αx x < 0
Pros: Similar to relu; ﬁxing the problem of
inactive neurons.
Algorithm 3 : The Pooling Operation [55]
Input: 3D input volume with the size of W1 ×H1 ×D1; ﬁlter size F ; strike S.








1: Perform pooling operation (i.e. sub-sampling or max pooling).
Pooling Layer: In a CNN structure, pooling layer is usually incorporated between convolutional
layers to reduce the resolution of the feature maps. This type of layer can help to reduce the number
of network parameters and, therefore, reduce the computational cost as well as alleviate the overﬁt-
ting. Moreover, reducing the resolution of the feature map could provide the spatial invariance for
the whole network. Given a feature map from a convolutional layer, it is ﬁrst divided into a set of
non-overlaping n × n patches. Then a pooling operation is applied to each patch and produces a
smaller sized feature map. Notice that this operation independently operated on each depth slice of
the input feature map. The Algorithm 3 and Figure 2.9 show the pooling operation and an example
of max pooling, respectively.
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There are two common pooling layers for CNN including sub-sampling pooling and max pool-
ing. Let an×nij be a n× n patch centered in the position (i, j) of the input feature map.









In a speciﬁc case of β = 1n×n and b = 0, this is similar to the average pooling.








In practice, compared to sub-sampling pooling, max pooling operation provides a better per-
formance in terms of less training parameters and calculations as well as faster convergence
rate.
Fully Connected Layer: The fully connected layer in CNN is similar to that of regular neural
networks. In addition, one can view this layer type as a speciﬁc case of convolutional layer where
the ﬁlter size is W1 ×H1.
Loss Function: Similar to regular neural networks, according to different tasks, various loss func-
tions, i.e. objective function, are designed and added to the end of the CNN as a measurement to
enforce the whole network learning useful information. For example, euclidean loss is usually used




This chapter presents recent advances of face modeling including Active Appearance Models,
Restricted Boltzmann Machines, and Generative Adversarial Networks Approaches. Then, in the
second part of the chapter, different techniques for longitudinal face modeling will be presented.
3.1 Face Modeling
This section brieﬂy reviews recent advances of AAM-based approaches for constructing and
ﬁtting deformable models.
3.1.1 AAM Approaches
AAM Modeling: One of the major drawbacks of AAM is that the models only capture small
amounts of appearance variations which can be only expressed as a linear combination of the train-
ing samples. AAM perform poorly when unknown appearance variations are encountered due to
changes in the real-world environment, e.g. facial poses, lighting conditions, camera change, etc.
This leads to another drawback of AAM that the person speciﬁc AAM substantially outperform a
generic one, i.e. models trained across numerous subjects.
Addressing the ﬁrst drawback, some improvements have been made by applying the ideas of
mixture models [130] and Probabilistic PCAs [53] to represent as much variations as possible espe-
cially for the appearance model. Maaten et al. [130] presented a mixture of K probabilistic PCA to
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model the texture variations and employed the Expectation-Maximization (EM) algorithm to train
the appearance model. Joan et al. [53] also used the probabilistic PCA to model the appearance. In
the ﬁtting steps, a test image is linearized and projected to a latent texture space before the shape
parameters are optimized using the gradient descent algorithm. Their method is prominent to detect
the facial features. However, the assumption of multivariate Gaussian distribution is a prerequisite
condition in these methods.
Descriptive feature-based approaches were employed instead of intensities-based AAM to deal
with the second drawback of AAM. Ge et al. [33] proposed three Gabor-based texture representa-
tions for AAM capturing the characteristics of both Gabor magnitude and Gabor phase over scales
(CGMPS), directions (CGMPD), and combination of scales and directions (CGMPSD). These Gabor-
based texture representations are more compact, i.e. much smaller texture dimension, and more
robust to various conditions, e.g. expression, illumination and pose changes. Antonakos et al. [7]
proposed to use dense Histogram of Oriented Gradients (HOG) features with AAM. Their AAM
ﬁtting method achieves efﬁciently with Inverse Compositional (IC) optimization technique. The
authors [7] showed that HOG features enhance the robustness and performance of AAM that gen-
eralize well to unseen faces with illumination, identity, pose and occlusion variations.
Following the aim of improving the generalization ability of AAM, Hasse et al. [39] proposed
a completely different approach by incorporating related knowledge obtained from another training
set. For example, in the case of illumination changes across face images, knowledge about unseen
illumination conditions can be transfered to the existing AAM. Hasse et al. [39] used a transfer
learning technique from machine learning to learn from related training data. The basic idea of their
instance-weight transfer learning method is to estimate sample-speciﬁc weights to integrate similar
and informative examples from the additional source training data.
AAM Fitting: Fitting steps in AAM are an iterative optimization process. It measures the cost
between a new testing image and a model texture in the coordinate of a reference frame. Generally,
previous ﬁtting techniques can be divided into two categories, i.e. discriminative and generative ap-
proaches. In the ﬁrst category, the optimizing process is updated using a trained parameter-updating
model. There are several ways to train a model in this approach, e.g. perturbing the parameters
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and recording the residuals [23], directly using texture information to predict the shape [47], linear
regression technique [27] and non-linear regression method [109], etc. These techniques usually
require low computational costs. However, since the mapping function is ﬁxed and independent of
current model parameters, their performance in term of ﬁtting quality is still limited.
In the second category, the ﬁtting steps are formulated as an image alignment problem and iter-
atively solved using the Gaussian-Newton optimization technique. Matthews et al. [77] presented
a project out inverse algorithm to work on the orthogonal complement of the texture subspace. Al-
though the algorithm runs very fast since most of the terms can be precomputed, it can not perform
well in generic AAM when testing faces are from untrained subjects. Thus, improving the ability
of the AAM to generalize to unseen conditions has been a well investigated topic in the AAM ﬁt-
ting literature, Navarathna et al. [84] investigated the use of multiple ﬁlter response (e.g. Gabor)
representation of the input image and proposed a computationally efﬁcient AAM ﬁtting algorithm
based on a variant of the Lucas-Kanade (LK) algorithm, called Fourier LK (FLK). This ﬁtting tech-
nique works in the Fourier domain that provides invariance to both expression and illumination,
so their method is known as Fourier AAM (FAAM) [84]. Other methods ﬁnd the shape and tex-
ture increments either simultaneously [37] or alternatively [91]. Amberg et al. [4] presented the
compositional framework. Recently, Tzimiropoulos et al. [128] presented a ﬁtting algorithm that
works effectively in both forward and inverse cases. However, their method is also limited due to
the assumption of the PCA-based model. Mollahosseini et al. [82] proposed bidirectional warping
method based on image alignment for AAM ﬁtting. The authors suggested to warp both the input
image and the appearance template using incremental update by an afﬁne transformation and an
inverse compositional approach, respectively.
3.1.2 RBM Approaches
In addition to different types of RBM structrures as presented in Section 2.2.5, this section fo-
cuses on the RBM structures that have been used for face modeling. Vinod Nair et al. [83] proposed
to generalize the formulation of binary hidden units by viewing each of them as a combination of
a set of binary units with shared weights and different ﬁxed bias offsets. By this way, the hidden
units have more capability of encoding more information. The sum of their probabilities can be
37





σ(vWT + b− i+ 0.5) ≈ log(1 + evWT+b) (72)
This formulation makes the hidden unit behaved as a noisy version of a smoothed rectiﬁed linear
unit. With this new form, the authors have shown improvements compared to original RBM in both
object recognition and face veriﬁcation tasks.
Tang et al. [122] later have further developed Robust Boltzmann Machines (RoBM) that ro-
bustly deal with corruptions, i.e. occlusions, presented in the input data. In particular, the authors
introduced a gating mechanism to distinguish the “good” and corrupted pixels by a scaled mixture
of two Gaussians. Figure 3.1(a) presents the graphical model of RoBM. The energy function of a
RoBM is written as following.










































where si (a binary indicator), vi (i-th visible unit of “clean” data), and v˜i (i-th visible unit of original
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data) are interacted via the ﬁrst term of Eqn. (73). When si = 0, vi and v˜i are allowed to be very
different. When si = 1, they are controlled by the regulation variable γ2i . The next three lines of
Eqn. (73) present energy functions to model the structure of si, GRBM for “clean” data v and the
noise distribution for the original input data v˜, respectively. Experimental results on several face
databases such as Yale, Toronto Face and AR have shown the potential of this extension for various
face modeling tasks.
Max Ehrlich et al. [29] introduced a Multi-Task Restricted Boltzmann Machines (MT-RBM)
for facial attribute classiﬁcation. Figure 3.1(b) illustrates the structure of MT-RBM. In this struc-
ture, given features of different attributes and their labels, an RBM is applied to learn the shared
representation for all of them.
3.1.3 Generative Adversarial Networks (GAN) Approaches
In order to avoid the intractable Markov chain sampling, Goodfellow et al. [36] borrowed the
idea from adversarial system to design their Generative Adversarial Networks (GAN). The intuition
behind this approach is to set up a game between two players, i.e. generator and discriminator.
On one hand, the discriminator learns to determine whether given data are from the generator or
real samples. On the other hand, the generator learns how to fool the discriminator by its generated
samples. This game continues as the learning process takes place. The learning process will stop
at a point that the discriminator can’t distinguish between real data and the ones produced by the
generator. Moreover, this is also an indication that the generator has already learned the distribution
of input data. This section reviews GAN structure and its extensions for face modeling. Figure 3.2
shows the graph structure of a GAN.
Formally, let x be the input data, pg be the distribution learned from generator, and pz(z) be
the prior distribution of noise variable z. The two neural networks representing two differentiable
functions for the generator G and discriminator D can be deﬁned as follows.
G(z, θg) : z → x
D(x, θd) : x → y
(74)
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Figure 3.2: GAN framework [36].
where θg and θd are the parameters of the CNNs representing G and D, respectively. y denotes
the probability that x comes from the data distribution rather than pg. The training process is then





V (D,G) = Ex∼pdata(x) [logD(x)] + Ez∼pz(z) [log (1−D(G(z)))] (75)
Algorithm 4 illustrates the steps to train a GAN. In original GAN, the use of fully connected
neural network for its generator makes it very hard to generate high-resolution face images.
Numerous extensions of GAN focusing on different aspects of this structure have been proposed
in literature. Denton et al. [25] scaled up the original GAN to produce high quality image in
their proposed Laplacian pyramid Generative Adversarial Networks (LAPGAN). In LAPGAN, a
conditional form of GAN is integrated into a Laplacian pyramid and generate images in coarse-to-
ﬁne manner. By this way, the generator at each level of the Laplaccian pyramid can capture the
distribution of input images at the corresponding resolution. Experimental results have shown the
potential of this model with compelling high-resolution images. In addition to generate images, the
class labels can be also incorporated to the generating process for controllable generation.
Radford et al. [99] later introduced Deep Convolutional Generative Adversarial Networks (DC-
GAN) by adopting CNN architecture in place of the multilayer perceptron for higher-resolution
image generation. In this approach, four main modiﬁcations are proposed for a stable DCGAN:
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Algorithm 4 Training steps of Generative Adversarial Networks [36]
Input: Training data {x(1), . . . , x(m)}; number of steps to apply to the discriminator k.
Output: The generator G and discriminator D.
1: for number of training iterations do
2: for k steps do
3: Sample minibatch of m noise samples {z(1), . . . , z(m)} from noise prior pg(z).
4: Sample minibatch of m examples {x(1), . . . , x(m)} from data generating distribution
pdata(x).













7: Sample minibatch of m noise samples {z(1), . . . , z(m)} from noise prior pg(z).











The gradient-based updates can use any standard gradient-based learning rule. We used mo-
mentum in our experiments.
(1) utilizing strided convolutions for all pooling layers of discriminator and fractional-strided con-
volutions for pooling layers of genenerator; (2) removing fully connected hidden layers; (3) incor-
porating batch normalization; (4) and utilizing ReLU activation for generator and LeakyReLU for
discriminator. Info-GAN [20] embeds the latent code for information loss to increase the meaning
and interpretability of the generator’s input z.
Focusing on the convergence of GAN, in [8], a comprehensive theoretical analysis on distribu-
tion learning using Earth Mover (EM) distance was provided. Then, a new variant with EM based
loss function, named Wasserstein GAN, was introduced. Although the training process of this model
is slow, WGAN enjoys the beneﬁt of stability and better convergence. Following these derivations
from Wasserstein distance, two improved versions of WGAN, named WGAN-GP and BEGAN, is
also proposed in [38] and [13], respectively.
Taken into account the advantages of energy models for stabilizing GAN training, Energy based
GAN (EBGAN) [145] incorporated an Auto-Encoder architecture to GAN. In this approach, the
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(a) DCGAN (b) WGAN-GP (c) α-GAN
Figure 3.3: Face generations from DCGAN [99], WGAN-GP [38], and α-GAN [103].
reconstruction error is considered as an energy measurement and the CNN structure of discriminator
is replaced by an Auto-Encoder. This variant is easy to train and robust to the choices of hyper-
parameters. In [65], the variational auto-encoder (VAE) is also combined with GAN by adding
adversarial loss to the variational loss. Recently, Rosca et al. [103] also incorporated the auto-
encoder with variational inference to the generator in their α-GAN for better synthesized results.
Figure 3.3 shows synthesis results of different GAN variants including DCGAN [99], WGAN-GP
[38], and α-GAN [103] for face modeling task.
3.2 Longitudinal Face Modeling
This section reviews various age progression approaches which can be divided into ﬁve groups:
anthropology, prototyping, modeling, reconstructing, and deep learning-based approaches.
Anthropology approaches simulate the biological structure and aging process of facial features
such as muscles and facial skins based on theories from anthropometric studies [9, 12, 15]. Inspiring
from the ‘revise’ cardioidal strain transformation, Ramanathan et al. [100] proposed a physiological
craniofacial growth model for age progression. Ramanathan et al. [101] later introduced an aging
model that incorporates both shape and texture variation models. To simulate the geometry changes,
the shape transformation models are designed to capture the aging variations of three facial muscles,
i.e. linear muscles, sheet muscles and sphincter muscles. For the texture model, an image gradient
based transformation function is adopted to characterize the facial wrinkles and skin artifacts.
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Prototyping approaches use the age prototypes to synthesize new face images. The average
faces of people in the same age group are used as the prototypes [104]. The input image can be
transformed into the age-progressed face by adding the differences between the prototypes of two
age groups [17]. Recently, Kemelmacher-Shlizerman et al. [57] proposed to construct sharper
average prototype faces from a large-scale set of images in combining with subspace alignment
and illumination normalization. In particular, sharper average faces are obtained via the collection
ﬂow method introduced in [69] to align and normalize all the images in one age group. Then
illumination normalization and subspace alignment technique are proposed to better handle images
with various lighting conditions. Although the implementation of prototyping approaches is usually
straightforward, this type of approaches requires good alignments between faces in order to produce
plausible results.
Modeling-based approaches represent facial shape and appearance via a set of parameters and
model facial aging process via aging functions. Lanitis et al. [63] proposed to use AAM parameters
and introduced several aging functions to model both generic and speciﬁc aging processes. Four
variations of aging functions were introduced in this work: Global Aging Function, Appearance
Speciﬁc Aging Function (ASA), Weighted Appearance Aging Function (WAA), and Weighted Per-
son Speciﬁc Aging Function (WSA). Pattersons et al. [92] also used AAM and aging function in
their system. However, they put more efforts on simulating the adult aging stage. The genetic facial
features of siblings and parents were also incorporated to age progression in [73]. Geng et al. [34]
proposed an AGing pattErn Subspace (AGES) approach for both age estimation and age synthesis.
The key idea of this approach is to construct a representative subspace for aging patterns where each
aging pattern is a chronological sequence of face images of the same subject. Then given an image,
the proper aging pattern is determined by the projection in this subspace that produces smallest re-
construction error. Finally, the age of that face is indicated by its position in the aging pattern while
the synthesized results in other ages are the reconstructed faces corresponding to other positions.
Tsai et al. [127] then extended the AGES with the guidance faces corresponding to the subject’s
characteristics for more stable results. Instead of representing faces in a global fashion, Suo et al.
[116] proposed to decompose a face into smaller components (i.e. eyes, mouth, etc.) and learning
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the aging process for each component. A three-layer And-Or graph is adopted for face representa-
tion. Then the changes in face aging are modeled by a Markov chain on parse graphs. Similarly, in
[117], Suo et al. further employed this decomposition strategy in temporal aspects where long-term
evolution of the graphical representation is learned by connecting sequences of short-term patterns.
Reconstructing-based methods reconstruct the aging face from the combination of an aging basis
in each group. Shu et al. [111] proposed to build aging coupled dictionaries (CDL) to represent
personalized aging pattern by preserving personalized facial features. The dictionaries are learned
using face pairs from neighboring age groups via a “personality-aware coupled reconstruction loss”.
Yang et al. [138] proposed to model person-speciﬁc and age-speciﬁc factors separately via sparse
representation hidden factor analysis (HFA). Since only age-speciﬁc gradually changes over time,
the age factor is transformed to the target age group via sparse reconstruction and then combined
with the identity factor to achieve the aged face.
Recently, deep learning-based approaches are being developed to exploit the power of deep
learning methods, i.e. Recurrent Neural Network (RNN), DBM, and Generative Adversarial Net-
works (GANs). Duong et al. [89] employed Temporal Restricted Boltzmann Machines (TRBM)
to model the non-linear aging process with geometry constraints and spatial DBMs to model a se-
quence of reference faces and wrinkles of adult faces. Similarly, Wang et al. [132] modeled aging
sequences using a recurrent neural network with a two-layer gated recurrent unit (GRU). Condi-
tional Generative Adversarial Networks (cGAN) is also applied to synthesize aged images in [6].
The authors focus on optimizing identity preserving GAN’s latent vectors while facial aging prop-
erty is controlled by conditional GANs.
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Chapter 4
Deep Appearance Models for Face
Modeling
In this chapter, we discuss the proposed Deep Appearance Models (DAM) that take advantage of
deep model for face representation and reconstruction under large variations. In contrast to previous
models where Deep Boltzmann Machine is used as shape prior model [30, 125, 135] or higer-level
representation [107], the novelty of DAM approach is threefold. First, both face shape and texture
are model by two DBMs to deal with large variations. Second, the higher-level representation of
both shape and texture can be extracted from the top-level hidden layer of DAM. Finally, a ﬁtting
step is proposed to synthesize new input image. Some materials of this chapter have been published
in [88]. This chapter consists of two main sections: (1) the structure of DAM; and (2) the modeling
ﬁtting step.
4.1 DAM architecture
The structure of DAM consists of three main parts, i.e. two prior models for shape and texture
and an additional higher-level hidden layer for appearance modeling. Figure 4.1 demonstrates the
architecture of DAM. The shape model is used to learn the facial shape structure while texture model
is used for texture variations. Both of them are mathematically modeled using the Deep Boltzmann
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Figure 4.1: Deep Appearance Models that consists of shape model (left), texture model (right) and
the joint representation of shape and texture.
Machines that are capable to model high-order correlations among input data. Its undirected connec-
tions provide both bottom-up and top-down passes to efﬁciently send updates between the texture
model and the shape model. These modeling shape and texture parameters are then embedded in a
higher-level layer that can be learned by clamping both shapes and textures as observations for the
model. In this section, three main steps of constructing the model, i.e. shape, texture and appear-
ance modeling, are introduced. Then in next section, a ﬁtting algorithm will be presented in order
to synthesize any given new face image.
4.2 Shape modeling
In order to generalize possible patterns of facial shapes, a two-layer DBM is employed to learn
the distributions of their landmark points. As illustrated in Figure 4.1, the shape model, i.e. left part
of DAM, consists of a set of visible units encoding the coordinates of landmark points and two sets
of hidden units that are latent variables. The connections are symmetric and only those connecting
units in adjacent layers are employed.
Let a shape s = [x1, y1, ..., xN , yN ]T with N landmark points {xi, yi}, xi ∈ R, yi ∈ R be the
visible units; and h(1)s ∈ {0, 1}F 1s ,h(2)s ∈ {0, 1}F 2s be the binary variables of the ﬁrst and second
hidden layers respectively. F 1s and F
2
s stand for the number of units in these hidden layers. Since
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Figure 4.2: A subset of training shapes and generated shapes from shape model with 10-step Gibbs
sampling.
{xi, yi} are real values while h(1)s and h(2)s are binary, the Gaussian-Bernoulli Restricted Boltzmann
Machine (GRBM) is employed for the ﬁrst layer and a binary-binary RBM is for the subsequent






























where θs = {W(1)s ,W(2)s ,σ2s,bs} are the model parameters representing the connecting weights
of visible-to-hidden and hidden-to-hidden interactions, the variance, and the bias of visible units.
Notice that in Eqn. (76), the bias terms of hidden units are ignored to simplify the equation. Its
corresponding probability is then given by the Boltzmann distribution:

























where Z(θs) is the partition function.
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The conditional distributions over s,h(1)s , and h
(2)
s are then given as in Eqn. (78).
p(h
(1)












































where δ(x) = 1/(1 + exp(−x)) is the logistic function.
Figure 4.2 illustrates a subset of training shapes together with samples generated from shape
model after 10-step Gibbs sampling. From this, one can see that the shape model is able to capture
the overall shape structure as well as a wide range of head poses and expressions.
4.3 Texture modeling
As opposed to facial shapes, the appearance of human face usually varies drastically due to
numerous factors such as identities, lighting conditions, facial occlusions, expressions, image res-
olutions, etc. These factors can signiﬁcantly change pixel values presented in these textures and
result in much higher non-linear variations. Therefore, the process of texture modeling is more
complicated and requires the texture model to be sophisticated enough to represent these variations.
The structure of texture model is represented in the right part of DAM in Figure 4.1. Different
from the shape model which directly works with landmark coordinates in image domain I, the
given facial image is ﬁrst warped from I to texture domain D using a reference candidate obtained
from the training data. Then the obtained shape-free image is vectorized and used as the visible
units for texture model. The purpose of warping step is to remove the effect of shape factors from
the texture model and, therefore, making it more robust to shape changes during modeling process.
Speciﬁcially, given an image I , the texture g is computed as
g = vec (I(W (rD, s))) (79)
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where vec(·) denotes the vectorization operator and W (rD, s) is the warping operator deﬁned as in
Eqn. (5).
A two-layer DBM is then employed to model the distributions of texture feature represented in
g. Similar to shape model, the GRBM is used in the bottom layer while interations between hidden
units in higher layers are formulated by a binary-binary RBM. The energy of the state {g,h(1)g ,h(2)g }
in facial texture modeling is given as in Eqn. (80) where {h(1)g ,h(2)g } denote the set of hidden units
and θg = {W(1)g ,W(2)g ,σ2g,bg} are the model parameters.
E(g,h(1)g ,h
(2)


























The probability of g assigned by the model is then computed as follows:

























The conditional distributions over g, h(1)g , and h
(2)
g are derived similar to those of shape model
as in Eqn. (82). Figure 4.3 illustrates a subset of training texture as well as the learned feature
obtained using the ﬁrst layer of the presented texture model.
p(h
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A straightforward way to extract model parameters for both shape and texture is to employ a
weighted concatenation and apply a dimensional reduction method such as PCA. However, this
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Figure 4.3: A subset of training faces and learned features of the ﬁrst layer texture model.
is not an optimal solution since these parameters are presented in different domains, i.e. shape
parameters αs determine the coordinates of landmark points while texture parameters αg present
facial appearance in the texture domain D. Therefore, the gaps between them still exist in the ﬁnal
model parameters although weight values are employed to balance the combined features.
Meanwhile, our Deep Appearance Models also aim to produce a robust facial shape and texture
representation. It, however, can be considered as the problem of data learning from multiple sources.
In this problem, the information learned from multiple input channels can complement each other
and boost the overall performance of the whole model. Particularly, captions and tags can be used
to improve the classiﬁcation accuracy [49, 86, 114].
In order to generate a robust feature in DAM, one should notice that the hidden units are pow-
erful in term of increasing the ﬂexibility of deep model. Beside the ability of capturing different
factors from the observations, the higher layer these hidden units are in, the more independent of
the speciﬁc correlations of an input source [114]. Therefore, we can use them as a source-free rep-
resentation. From that reason, we construct one more high-level layer to interpret the connections
between face shape and its texture. Since h(2)s and h
(2)
g are independent of the spaces where the co-
ordinates and appearance are in, the new layer can encode the shape and texture information more
naturally and effectively.
Let h(3) be the connection layer and θ = {θs, θg}. Then the energy of the joint conﬁguration
{s,g,h(1)s ,h(2)s ,h(1)g ,h(2)g ,h(3)} in DAM is deﬁned as the summation of three energy functions of
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where hs = {h(1)s ,h(2)s } and hg = {h(1)g ,h(2)g }. The joint distribution over the multimodal input
can be written as:































and the conditional distributions over h(2)s , h
(2)
g , and h(3) are derived as
p(h
(2)















































Other conditional distributions over s, g, h(1)s and h
(1)
g are the same as in Eqns. (78) and (82).
4.5 Properties of Deep Appearance Models
Deep Appearance Models provide the capability of generating facial shapes using texture in-
formation and vice versa. For example, one can predict a facial shape from the appearance using
DAM as follows: (1) clamping the texture information g as observations for the texture model and
initializing hidden units with random states; (2) performing standard Gibbs sampling as a posterior
inference step; and (3) obtaining the reconstructed shape from P (s|g; θ). To generate the appear-
ance from a given shape, one can apply the same way with reversed pathways after clamping the
shape information to the shape model. Figure 4.4 represents the generated shapes given textures
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Figure 4.4: Facial shape generation using texture information with (a) expressions and occlusions;
and (b) poses. In both cases, given the shape-free image (ﬁrst column), DAM are able to generated
the facial shape (second column) by sampling from P (s|g, θ). The ground truth shapes and original
images are also given in the third and fourth columns, respectively.
in three cases of expressions, occlusions and poses. In all these cases, the DAM model is able to
predicted the shape correctly.
In addition, it is more natural to interpret both shapes and textures using higher hidden layers.
In order to obtain this representation, one can clamp both observed shape s and texture g together
before applying the Gibbs sampling procedure to estimate P (h(3)|s,g; θ). Eventually, probabilities
of these hidden layers can be used as features. Notice that, beside the advantage of better features
for discriminative tasks, one can easily see that even when one of two inputs is missing (i.e. shape),
P (h(3)|g; θ) is still able to approximate. Hence, DAM can be considered as a more generative
model compared to other appearance models.
The proposed method can also deal with facial reconstruction in various challenging conditions,
such as: facial occlusions, facial expressions, facial off-angles, etc.
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4.6 Model Learning
The parameters in the model are optimized in order to maximize the log likelihood
θ∗ = argmax
θ
logP (s,g; θ) (86)
Then the optimal parameter values can be obtained in a gradient descent fashion given by
∂
∂θ











whereEdata [·] andEmodel [·] are the expectations with respect to data distribution, i.e. data-dependent
expectation, and distribution estimated by Deep Appearance Models, i.e. model’s expectation. The
former term can be approximated by mean-ﬁeld inference while the latter term can be estimated
using Markov-chain Monte-Carlo (MCMC) based stochastic approximation.
Computing Data-dependent Expectation: Mean-ﬁeld approximation can be used to compute the
ﬁrst term of Eqn. (87) [107]. The main idea of this technique comes from the variational approach
where the lower bound of the log-likelihood is maximized with respect to the variational parameters
μ. In the mean-ﬁeld approximation, for each training face with its shape and texture s,g, all visible
units corresponding to s and g are ﬁxed and the states of hidden units in the models are set to μ
























































































Using these variational parameters, the data-dependent statistics are then computed by averaging
over training cases.
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Computing Expectation of the Model: For the second term of Eqn. (87), the MCMC sampling
can be applied [108]. Speciﬁcally, given the current state of visible and hidden units, their new
states are obtained by employing a few steps of persistent Gibbs sampling using Eqns. (78), (82)
and (85). Then Emodel [·] is approximated by the expectations with respect to new states of the model
units.
4.7 Fitting in Deep Appearance Models
In this section, two ﬁtting methods are proposed to synthesize DAM to new given face images:
the forward composition based ﬁtting and the dictionary learning based ﬁtting.
4.7.1 Forward Composition Based Fitting
Given a testing face I , the ﬁtting process in DAM can be formulated as ﬁnding an optimal shape
s that maximizes the probability of the shape-free image as in Eqn. (89).
s∗ = argmax
s
P (I(W (rD, s))|s; θ) (89)
Since the connections between textures and hidden units h(1)g are modeled by a Gaussian Restricted
Boltzmann Machines, the probability of texture g given hidden units h(1)g is computed as follows:
P (g|h(1)g ; s, θ) = N (σgW(1)g h(1)g + bg, σ2gA) (90)
where A is the identity matrix; {σg,bg} are the standard-deviation and bias of visible units in the
texture model; and W(1)g are learned weights of the visible-hidden texture.
During the ﬁtting steps, the states of hidden units h(1)g are estimated by clamping both the
current shape s and the texture g to the model. The Gibbs sampling method is then applied to ﬁnd
the optimal estimated texture of the testing face given a current shape s. By this way, the hidden
units in DAM can take into account both shape and texture information in order to reconstruct a




g + bg be the mean of the Gaussian
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distribution, we have the following approximation:
P (I(W (rD, s))|h(1)g ; θ) = N (m, σ2gA) (91)
The maximum likelihood can be then estimated as follows:
s∗ =argmax
s
(P (I(W (rD, s))|s; θ))
= argmax
s








Then the forward compositional algorithm can be used to solve the Eqn. (92) by ﬁnding the updating
parameter Δs that increases the likelihood:
Δs = argmin
Δs
‖I(W (W (rD,Δs), s))−m‖2 (93)
The linearization is taken place of the test image coordinate using ﬁrst order Taylor expansion
I(W (W (rD,Δs), s)) = I(W (rD, s)) + JIΔs and the update parameter is given as:
Δs = −(JTI JI)−1JTI [I(W (rD, s))−m)] (94)
where JI = ∇I ∂W∂s is the Jacobian.
4.7.2 Dictionary Learning based Fitting
In this section, we further improve the ﬁtting process so that it can deal with occlusions and other
variations. From Eqn. (93), we can see that the shape update Δs mostly relies on the difference
between the shape-free image and its DAM reconstruction. However, this metric is easily affected
by the presence of occlusions. When part of the face is occluded, the occlusion is removed in
DAM reconstruction but still remained in the shape-free image as the result of warping operator.
Therefore, even when the current shape is the ground truth one, the gap between the two images is
still large. As a result, the 2-norm of their difference is still not robust enough to guide the ﬁtting
process to the true shape when occlusions occur.
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Figure 4.5: An illustration of Dictionary Learning Fitting for DAM.
To address this problem more effectively, instead of working directly in texture space, we de-
ﬁne a function f such that the relationship between f(I(W (rD, s))) and f(m) is more robust to
occlusions. Then this relationship can be used for ﬁtting process.
The function f can be deﬁned as





‖ I(W (rD, s))− DˆIc1 ‖22 +λ1 ‖ c1 ‖1
c∗2 = argminc2
‖ m− Dˆmc2 ‖22 +λ2 ‖ c2 ‖1
(96)
and {DˆI , c1} and {Dˆm, c2} are the dictionaries and representation coefﬁcients of the shape free
image and its DAM reconstruction, respectively. Notice that when s is the ground truth shape, there
should be a close connection between f(I(W (rD, s))) and f(m) even when the face is occluded.
For that reason, we set c = c1 = c2 and use ground truth shape to learn the dictionary {DˆI , Dˆm}.
Then the DAM ﬁtting can be decomposed into two steps, i.e. training and testing. Figure 4.5
56
illustrates the idea of dictionary learning for DAM ﬁtting.
Training step: Given a training dataset with N images and their shapes ({Ii, si)}Ni=1, the dic-
tionaries are learned by minimizing the loss function








‖ IiW −DIci ‖22
+ ‖ mi −Dmci ‖22 +
+ λ ‖ ci ‖1}
(97)
where IiW = I
i(W (rD, s)), k is the length of texture vector and l is the size of dictionaries. To solve
this problem, we apply the four-step iterative procedure as in [136]. The main steps of this procedure
are summarized in Algorithm 5. There are two main advantages of learning the dictionaries as in
Eqn. (97). Firstly, since both shape-free image and its DAM reconstruction are forced to share the
same representation ci, their underlying relationships are naturally embedded in these coefﬁcients.
Secondly, when the coefﬁcients vector ci is sparse, the optimization will result in the most related
features between the shape-free image and its reconstruction. Therefore, it will be more robust to
occlusions and other variations.
Algorithm 5 Dictionary Learning for ﬁtting
Input: Training data {(I i, si)}Ni=1, regularization parameter λ
Output: Learned dictionaries {DˆI , Dˆm}
1: Construct the matrix Y ∈ Rk×N whose i-th column is shape-free image IiW .
2: Construct the matrix M ∈ Rk×N whose i-th column is mi.
3: Initialize DI ∈ Rk×l and Dm ∈ Rk×l with random samples from a normal distribution with
zero mean and unit variance.
4: while not converged do
5: (1) Fix Dm, learn DI and coefﬁcient matrix C ∈ Rl×N
{DI ,C} = arg min
DI ,C
‖ Y −DIC ‖22 +λ ‖ C ‖1
6: (2) Update Dm as Dm = M/C. Notice that this result is used as initial Dm for step (3).
7: (3) Fix DI , learn Dm and new coefﬁcient matrix C
{Dm,C} = arg min
Dm,C
‖ M−DmC ‖22 +λ ‖ C ‖1
8: (4) Update DI as DI = Y/C.
9: end while
10: Set DˆI = DI and Dˆm = Dm.
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After obtaining the dictionaries, instead of following the Gaussian-Newton optimization as in
Eqn. (93), we learn a linear regressor to directly infer the shape update Δs from the difference
between f(IW ) and f(m). Speciﬁcially, given training images with their initial estimate {s¯i}Ni=1 of





‖ Δsi −H [f(IiW )− f(mi)]− b ‖2 (98)
where Δsi = si − s¯i; {(H,b)} are the regressor’s parameters.
Testing step: Given an input face with its initial shape, the shape-free image IW and DAM
reconstruction m are ﬁrst computed. Their representation coefﬁcients c∗1 and c∗2 are also estimated
using Eqn. (96). Then the shape is updated using the difference c∗1 − c∗2 together with the learned
regressor. After that the image pair (IW ,m) is recomputed for the next iteration.
4.8 Discussion
In order to learn the dictionary DI and Dm (step 5 and 6 in Algorithm 5), beside K-SVD [2]
which is one of the most popular techniques, one can use some other discriminative dictionary learn-
ing methods such as [52, 131, 141]. These methods have achieved good performance particularly
for image classiﬁcation. This is related to my study of sparse representation and dictionary learning
for handwritten character recognition published in [87]. An extension of these two learning dictio-
nary steps is to use the p-norm instead of 1-norm. By this way, the obtained coefﬁcients could
be more robust when dealing with occlusions (or missing values), poses (noise), the work of using
p-norm in Robust PCA has been published in [98].
In summary, this chapter has presented the structure of DAM as well as the ﬁtting step to syn-
thesize any given new face image. Its performance in several face modeling tasks will be shown
in chapter 8. In the next chapter, a robust version of DAM is proposed to extend its capability of
handling face occlusion. A new texture modeling approach is developed on top of DAM structure
and makes DAM not only be able to distinguish between “good” and “bad” face regions but also
enjoyed improvements on both reconstruction and ﬁtting processes.
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Chapter 5
Robust Deep Appearance Models For
Texture Modeling
Dealing with face occlusions, numerous approaches have been proposed in literature [50, 51,
121, 140]. Among them, Robust Principal Component Analysis (RPCA) [18] can be considered as
one of the most common approaches. The main idea of RPCA is to decompose an observed matrix
(i.e. represents a set of faces of a subject) into two components: low-rank component (i.e. common
information of the subject’s face) and sparse component (i.e. corrupted or contiguous occlusion and
other variations including illumination and expression). Inspired by the idea of RPCA, in [96], we
introduced a novel face recognition system based on learning low-rank matrix and sparse variation
representation to improve the system performance under various affecting conditions. Figure 5.1
illustrates the main architecture of this system. This system has shown its advantages and achieved
a performance boost compared to other classical face recognition methods. However, having similar
issues as PCA, RPCA is still limited in its generalization capabilities. More importantly, it requires
a set of considerable number of input images to be able to separate the non-occluded faces and
occlusions.
This chapter introduced the Robust Deep Appearance Models (RDAM), a robust generative deep
model, that can separate unwanted factors while preserving identity information given an input face
image. Comparing to DAM, RDAM can produce remarkable reconstruction results even when faces
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Figure 5.1: The proposed Face Recognition system [96] by decomposing the input faces into non-
occluded faces and occlusions.
are occluded or having extreme poses. Moreover, the proposed ﬁtting algorithms ﬁt well with the
new texture model such that it can make use of the occlusion mask generated by the proposed model.
Some materials of this chapters have been published in [96, 97].
5.1 RDAM structure
Similar to DAM, as illustrated in Figure 5.2, the structure of RDAM also consists of three main
components: two prior models for shape and texture and a high-level hidden layer for appearance
modeling. Unlike the texture model of DAM, this model consists of a visible layer with three gating
components: g, g˜, and m¯, a binary RBM for the mask variable m¯ and a Gaussian DBM with the
real-valued input variable g. The motivation for using this gating term is to improve modeling and
ﬁtting of the DAM by eliminating the effects of missing, occluded or corrupted pixels. In next
section, the details of constructing the texture model with gating component and ﬁtting algorithms
are presented.
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Figure 5.2: Robust Deep Appearance Models that contains shape model (top), texture model with
“clean” texture and an occlusion mask (bottom), and a joint representation (i.e. appearance) of
shape and “clean” texture.
5.2 Texture Modeling
Given a shape-free image g, the energy function of the conﬁguration {g, g˜, m¯,hm¯,h(1)g˜ ,h(2)g˜ }
in facial texture modeling is optimized as follows:




g˜ ; θg) =
∑
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where θg = {W(1)g˜ ,W(2)g˜ ,U, σg, bg, σg˜,bg˜} are the texture model parameters. It is noted that all the
bias terms in Eqn. (99) are ignored for simplicity. The probability distribution of the conﬁguration
{g, g˜, m¯,hm¯,h(1)g˜ ,h(2)g˜ } is computed as follow:



















Given an input g, the states of all layers can be inferred by computing the posterior probability of




g˜ |g). Therefore, the sampling can be divided into two
folds, i.e. one for the visible units and one for the hidden units. For the visible variables g˜ and m¯,
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Figure 5.3: LEFT: Examples of automatically detected masks from the shape-free images. Top row:
shape-free images. Bottom row: detected binary masks using the technique in section 5.3, RIGHT:
An illustration in pose stretching detection: (a) Source image (b) Target warped shape-free image
the conditional distributions can be sampled as,
p(g˜, m¯|hm¯,h(1)g˜ ,g) = p(g˜|m¯,h(1)g˜ ,g)p(m¯|hm¯,h(1)g˜ ,g) (101)









g˜ |g˜, m¯,g) = p(hm¯|m¯)p(h(1)g˜ |g˜,h(2)g˜ )p(h(2)g˜ |h(1)g˜ ) (102)
The sampling process can be applied on each unit separately since the distribution is factorial.
Section 5.4 will discuss the learning procedure of this texture model.
5.3 Learning Binary Mask RBM
This section aims to generate masks from the training images having poses and occlusions, e.g.
sunglasses and scarves. We consider learning three types of binary mask, i.e. sunglasses, scarves
and pose stretching. A binary RBM is learned to represent each type of mask. We will focus on the
last type, i.e. pose stretching since it is the hardest.
In 2D texture model, warping faces with a large pose (e.g. larger than ±45◦) will likely cause
stretching effects on half of the faces since the same pixel values are copied over a large region (see
Fig. 5.3-RIGHT). Therefore, we propose a technique that can detect such stretching regions during
warping process. The main idea is to count the number of unique pixels in the source triangle that are
mapped to the pixels in the target triangle. As we know, a source pixel can be mapped to multiple
target pixels due to interpolation. The degree of a target triangle being stretched is equivalent to
p = (n0N ), where p = 1 means there is no stretching, n0 and N are the number of unique pixels and
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the total number of pixels in the corresponding source triangle, respectively. Finally, we can use the
detected regions as a mask to pre-train the above robust texture model.
5.4 Model Learning
To train our presented texture model, a DBM is ﬁrst trained with only “clean” images, i.e.




logP (g; θg) (103)
The optimal parameter values can then be obtained using a gradient descent procedure given by,
∂
∂θg











where EPdata [·] and EPmodel [·] are the expectations respecting to data distribution and distribution es-
timated by the RDBM. The two terms can be approximated using mean-ﬁeld inference and Markov
Chain Monte Carlo (MCMC) based stochastic approximation, respectively.
In our method, pre-training the parameters of the DBM on “clean” data ﬁrst will make the
process of learning the texture model faster and much easier. Similarly, we also propose to ﬁrst
learn the parameters of the binary RBM (to represent the mask m¯) on pre-deﬁned and extracted
masks (as shown in Fig.5.3-LEFT) instead of randomizing the parameters. Then, the next question
is how to generate the training masks from the training set. An automatic technique is presented to
extract such training masks for the binary RBM in the section 5.3.
5.5 Fitting in Robust Deep Appearance Models
Similar to DAM, the ﬁtting in RDAM is formulated as ﬁnding the optimal shape s that maxi-
mizes the probability of the “clean” shape-free images. Then the optimization process is to solve
the Eqn. (92). Since our proposed model can generate a mask of corrupted pixels, we propose to
incorporate the mask m¯ into the original objective function in Eqn. (92) as:
s∗ = argmin
s
‖m¯ (I(W(rD, s))− g˜) ‖2 (105)
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where  is the component-wise multiplication. The modiﬁed forward additive, forward composi-
tional and inverse compositional algorithms are introduced in the next three sub-sections.
5.5.1 Forward Additive Algorithm
Forward Additive algorithm, also known as Lucas-Kanade algorithm, was ﬁrst proposed for
image alignment by Lucas and Kanade [70]. The idea of the algorithm is to ﬁnd the best warp
parameters that minimize the sum of squares error between a ﬁxed template image and an input
image I when warped. The warp parameters are iteratively updated by adding Δs each time, thus,
the algorithm is considered as an additive approach. Using this idea, we solve the problem in Eqn.
(105) by linearizing it and then solve it iteratively with respect to an increment of the parameters
Δs. Then we minimize the following:
Δs = argmin
Δs
‖m¯ (I(W(rD, s)) + JIΔs− g˜) ‖2 (106)
where JI = ∇I ∂W∂s is the Jacobian matrix of the image I .
The ﬁrst step is to optimize (106) with respect to Δs and then update s → s + Δs. This gives
us the following:
Δs = H−1JTI (m¯ (I(W(rD, s))− g˜)) (107)
where the Hessian matrices H are given by
H = (m¯ JI)T (m¯ JI) (108)
In general, the computations of Hessian and Jacobian matrices are the costliest steps and they need
to be re-computed at each iteration. Thus, the Lucas-Kanade algorithm is slow. The modiﬁed
Forward Additive algorithm with the use of a mask m¯ is summarized in Algorithm 6.
Algorithm 6 − Forward Additive
1. Pre-compute: the gradient, the Jacobian and the Hessian matrix need to be recomputed at each iteration.
2. At each iteration:
(I) Perform warping operator W to obtain warped texture I(W(rD, s))
(II) Compute the texture reconstruction error (m¯ I(W(rD, s))− g˜)
(III) Compute ∇I ∂W∂s (m¯ I(W(rD, s))− g˜)
(IV) Compute the Hessian matrix using Eqn. (108)
(IV) Compute Δs using Eqn. (107)
(IV) Update new shape as s → s+Δs
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Algorithm 7 − Forward Compositional
1. Pre-compute: The Jacobian ∂W∂s at (rD; 0)
2. At each iteration:
(I) Perform warping operator W to obtain warped texture I(W(rD, s))
(II) Compute the texture reconstruction error (m¯ I(W(rD, s))− g˜)
(III) Compute ∇I ∂W∂s (m¯ I(W(rD, s))− g˜)
(IV) Compute Δs using equation (107)
(V) Update the shape parameters by composing the warp operator s → s ◦Δs−1
5.5.2 Forward Compositional Algorithm
For computing the warp parameters, the forward additive or Lucas-Kanade algorithm estimates
a small offset from the current warp parameters. In the compositional algorithms, the composition
of an incremental warp and the current warp is computed instead. Applying to our problem in (105),
we have the following minimization problem:
Δs = argmin
Δs
‖m¯ (I(W(W(rD,Δs), s))− g˜) ‖2 (109)
The forward compositional algorithm can be used to solve the above problem (109) by ﬁrst
linearizing the image I around s. An update Δs is found using least-squares, and s is updated from
s ← s ◦Δs, where ◦ denotes the composition of two warps. Noting that the algorithm is processed
with occluded/missing data being ignored while computing the residual error. The linearization
applied to the test image side via ﬁrst order Taylor expansion gives us:
Δs = argmin
Δs
‖m¯ (I(W(W(rD, 0), s)) + JIΔs− g˜) ‖2 (110)
When s = 0, we have an identity warp, i.e. W(rD, 0) = rD. The key difference between
forward additive and forward compositional is that the Jacobian ∂W∂s is computed at (rD, 0). Thus,
it is a constant and can be pre-computed. Not having to compute the Jacobian ∂W∂s in each iteration
reduces the computational cost despite that the compositional update step is costlier.
5.5.3 Inverse Compositional Algorithm
The inverse compositional algorithm is a modiﬁcation of the forward compositional algorithm
where the roles of the model image and testing image are reversed. The incremental warp is com-
puted with respect to the model image g˜ instead of with respect to I(W(rD, s)). Thus, changing
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Algorithm 8 − Inverse Compositional
1. Pre-compute: The gradient ∇g˜,the Jacobian ∂W∂s at (rD; 0), the steepest descent SD = ∇g˜ ∂W∂s , the
Hessian matrix H = SDTSD
2. At each iteration:
(I) Perform warping operator W to obtain warped texture I(W(rD, s))
(II) Compute the texture reconstruction error (m¯ I(W(rD, s))− g˜)
(III) Compute ∇g˜ ∂W∂s (m¯ I(W(rD, s))− g˜)
(IV) Compute Δs using equation (112)
(V) Update the shape parameters by composing the warp operator s → s ◦Δs−1




‖m¯ (I(W(rD, s))− g˜(W(rD,Δs))) ‖2 (111)
with respect to Δs and then updating the parameters as s ← s ◦Δs−1. The solution of the least
squares problem in Eqn. (111) is:
Δs = H−1JTg˜ (m¯ (I(W(rD, s))− g˜)) (112)
where Jg˜ = ∇g˜ ∂W∂s is the Jacobian matrix of the model image g˜. The Hessian matrices H are then
given by H = (m¯ Jg˜)T (m¯ Jg˜).
5.6 Discussion
In summary, this chapter has introduced a texture model that enable the ability of separating
the “clean” and occluded pixels for DAM. By incorporating these information, the robustness of
the model in both modeling and ﬁtting processes can be improved signiﬁcantly. Since DAM and
RDAM mainly focus on the pixel distribution and their relationships within single image, in the next
chapter, we further extend our exploration to temporal relationship, i.e. the third dimension, between
face images in a sequence. We then apply this proposed architecture to model the longitudinal face




Machines for Longitudinal Face
Modeling
In this chapter, we ﬁrstly present a brief overview about the longitudinal face modeling task with
a speciﬁc application to face age progression. Then the Temporal Restricted Boltzmann Machines
based age progression model is proposed to efﬁciently capture the non-linear aging process and
automatically synthesize a series of age-progressed faces in various age ranges. Some materials of
this chapters have been published in [89].
6.1 Introduction
Face age progression presents the capability to predict future faces of an individual in input
photos. In most cases, there is only one photo of that individual and we have to predict the future
faces, i.e. age progression, or construct the former faces, i.e. age regression or deaging, of that sub-
ject [3]. Face aging can ﬁnd its origins from missing children when police require age progressed
pictures. This problem is also applicable in cases of wanted fugitives where face age progression is
also required. The predominant approach to aging pictures involves the use of forensic artists [126].
Although forensic artists are trained in the anatomy and geometry of faces, they still can suffer from
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psycho-cognitive bias that may affect their interpretation of the source face data. In addition, an
age-progressed image can differ signiﬁcantly from one forensic artist to the next. Manual age pro-
gression usually takes lots of time and requires the work of numerous professional forensic artists.
Therefore, automatic and computerized age-progression systems are important. Their applications
range from very sensitive national security problems to tobacco or alcohol stores/bars to control the
patron’s age and cosmetic studies against aging.
Synthesizing plausible faces of individuals at different stages in their life is an extremely chal-
lenging task, even for human, due to several reasons. Firstly, human face aging is a complicated
process since people usually age in different ways. It is non-deterministic and greatly depends on
intrinsic factors, i.e. gender, ethnicity and heredity. Moreover, extrinsic factors, i.e. environment,
living styles and smoking, have also created various effects to the facial changes and resulted in
large aging variations even between people in the same age group. Secondly, facial shapes and tex-
tures dramatically change over the long periods. Thirdly, it is very hard to collect a longitudinal face
age database that is generative enough to learn an aging model. Currently existing aging databases
in the research community are small or unbalanced among genders, ethnicities and age groups. In
addition, they are usually mixed with other variations, e.g. expressions and illuminations. Figure
6.1 illustrates some examples of the wide-range input images of six subjects with their ages and the
their real faces at the target ages. We also show the results obtained by our proposed approach.
Automatic face age progression has attracted huge interest from the computer vision community
in recent years. There are numerous efforts to model the longitudinal aging process presented in
computer vision literature [34, 57, 63, 92, 117]. In most conventional methods, linear models,
e.g. Active Appearance Models (AAM) and 3D Morphable Model, are usually adopted to interpret
the geometry and appearance of the faces before the aging rules are learned. However, the face
aging variations are not only large but also non-linear. It apparently violates the assumption of
linear models. Therefore, these age-progression methods meet a lot of difﬁculties and limitations to
interpret these non-linear aging variations.
Recently, Temporal Restricted Boltzmann Machines (TRBM) [118, 124, 144] have gained at-
tention signiﬁcantly as one of the probabilistic models to accurately model complex time-series
structure while keeping the inference tractable. As an extension of Restricted Boltzmann Machines
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Figure 6.1: Examples of age progression using our proposed approach. Each subject has three
images: the input image (left), the synthesized age-progressed face (middle), and the ground truth
(right). Our system also can predict the ages of input faces in case these ground-truths are not
available.
(RBM), the structure of TRBM consists of further directed connections from previous states of vis-
ible and hidden units. By this way, the short history of their activations can act as “memory” and is
able to contribute to the inference step of visible units. In this structure, multiple factors are learned
and interacted to efﬁciently explain the temporal data. Therefore, TRBM provides the ability to
extract more complicated and nonlinear structures in time series data.
This work presents a novel deep model based approach to face age progression. Instead of
synthesizing faces directly from long periods, the long-term aging process is considered as a set
of short-term changes and presented using a sequence of faces. The TRBM based model is then
constructed to capture the aging transformation between consecutive faces in the sequence. In
addition, to enforce the model on the capabilities of aging variations, a set of reference faces that
are mainly different in age conditions is generated and incorporated into the model. Then, a set
of RBMs based wrinkle models is developed to enhance the wrinkle details in these aging faces.
Finally, the facial geometric information of each age group is extracted and adopted to adjust the
face shapes. Figure 6.2 illustrates the main processing steps of our proposed system.
The novelties of our approach are :
• The face structure and speciﬁc aging features presented in each age group are modeled using
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Figure 6.2: Processing steps of our proposed method to synthesize the face at ages of 60s given a
face at age of 10-14
RBM. Compared to other linear models, the use of RBMs can help to better interpret the non-
linear variations and produce faces with more aging details. In addition, the high-level features
extracted from hidden layer can be transferred between RBMs of different age groups for recon-
structing a reference face sequence that can beneﬁt the learning process.
• Together with the reference sequence, the proposed TRBM based model provides an efﬁcient
way to capture the aging transformation between faces in different age groups. Similar to RBM,
TRBM is more advanced in interpreting the complex and non-linear aging process.
• Far apart from previous approaches where wrinkles are cloned from an average face or the closest
faces of each age group, we propose a machine learning based approach to learn these aging
rules, i.e. construct a set of RBMs based wrinkle models for every age group. In this way, the
method is able to learn their distributions and generate synthetic wrinkles by sampling from these
distributions. As a result, our model is more ﬂexible in producing more wrinkle types.
• The geometric differences between face shapes in every age group are also taken into account in
our system.
• A large-scale dataset named AginG Faces in the Wild (AGFW) is collected for analysing the
aging effects.
Our proposed age progression system (as shown in Figure 6.3(B)) consists of ﬁve main steps:
(1) Preprocessing, (2) Reference sequence generation; (3) Texture age progression; (4) Wrinkles
enhancement; and (5) Shape adjustment.
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Figure 6.3: The proposed age progression approach: (A) Temporal Restricted Boltzmann Machines
for learning aging transformation in a single node; (B) The proposed system using multiple nodes;
wrinkle enhancement and shape adjustment.
6.2 Preprocessing
Face Alignment: In order to align all face images in the dataset, a reference shape is extracted
from a selected subset of 2,000 face images in the passport style photos, i.e. frontal faces without
expressions. All face images in the AGFW dataset are then warped to the texture domain corre-
sponding to this reference shape. The warping step aims to remove the effects of shape variations
during the texture modeling step. Finally, we obtain the dense correspondence between all faces in
the training data. The DLIB tool [59] is employed to extract 68 landmarks for each face and the
Procrustes Analysis is used to align these face images.
Expression Normalization: The expressions in the images of each age group are further nor-
malized using the Collection Flow technique [56].
6.3 Reference Sequence Generation
This section presents how to generate the set of reference faces that are mainly different in age
conditions.
6.3.1 Baseline
A straightforward approach to construct the reference sequence is to order the mean faces of all
age groups chronologically. The advantage of using mean faces is that several variations such as
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Figure 6.4: A comparison between (A) two approaches to generate reference sequences and (B)
synthesized aging faces using these two reference sequences. Faces in the red box: the sequence of
mean faces in several age groups. Faces in the green box: reference faces generated by transferring
features among RBMs of these age groups. Given input images in the age range of 10-14, our system
automatically synthesizes a sequence of age-progressed images in various age ranges respectively.
identity, occlusion can be removed. However, due to the averaging property, the aging variation is
also smoothed out in the mean faces. Therefore, mean faces usually look younger than those from
their own age groups. Moreover, it is noted that the lighting presented in the mean faces could be
remarkably different from that of the input face. Figure 6.4(A) shows the unmatched tones between
the sequence of mean faces and the input faces.
6.3.2 Our Improvement using RBM
Given an input face I at a particular age, instead of using the set of mean faces in all age groups
as the reference sequence, a set of RBMs is constructed to model faces in different age groups. The
high-level features are then transferred among RBMs to generate the reference faces for I .
In particular, for each age group k, all images collected at that age group are used to construct
an RBM to model the distributions of texture features presented in this age group. Since the texture
data is real-valued, the Gaussian-Bernoulli RBM (GRBM) is employed. Once RBMs of all age
groups are constructed, given an input face image, its high-level features are ﬁrst extracted using
the RBM of the corresponding age group. These features are then transferred to the hidden layers
of other RBMs to reconstruct the faces of other age groups. Gibbs sampling technique is used for
this reconstruction stage.
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There are several advantages of using RBMs in this step. Firstly, RBMs can help to model faces
in more details comparing to mean faces. Secondly, since each RBM is built for a particular age
group, it has the ability to generalize the faces with speciﬁc aging features. Therefore, transferring
the high-level features between RBMs can generate new faces that consist of both original subject
and new aging features. Thirdly, the lighting has implicitly corrected during the reconstruction
process. Figure 6.4(A) illustrates the sequence of mean faces and the RBMs reconstructions by
transferring features in six age groups.
6.4 Modeling the Aging Transformation via TRBM
In order to learn the aging transformation between faces in the sequence, we employ a TRBM
with Gaussian visible units. As illustrated in Figure 6.3(A), the model consists of two sets of visible
units (i.e. vt,vt−1) encoding the texture of current face at age group t and previous face at age
group t − 1; and a set of binary hidden units ht that are latent variables. In addition, the faces
in reference sequence, s<=t = {st, st−1}, at age group t and t − 1 are also incorporated by the
connections to both hidden and visible units.





















where θ = {W,A,B,P,Q,σ2,bt,at} are the model parameters. In particular, {W,A,B,P,Q}
are the weights of connections as illustrated in Figure 6.3(A); {σ2,bt,at} are the variance, bias of
the visible units and bias of the hidden units, respectively. Notice that the form of this energy
function is very similar to the original form of an RBM. However, the bias terms are redeﬁned as:














where l is the index of reference faces in sequence s<=t.
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where Z is the partition function. The probability of a sequence with T faces given the ﬁrst face
and the reference sequence s1:T is deﬁned as Eqn. (117).




The conditional distributions over vt and ht are given as























With this structure, two types of information can be learned from the model:
(1) The temporal information presented in the relationship between previous face vt−1 and the
current face vt.
(2) The aging information provided by the reference sequence. This type of information acts as
guidance information enforcing the model to learn the aging differences rather than other vari-
ations.
Moreover, in order to transfer the information between faces, both linear and nonlinear interactions
are employed in this model. In particular, vt−1 and vt are connected via two pathways: (1) the
linear and direct connections using weight matrix B; and (2) the nonlinear connections through
the latent variables ht with the weight matrices A and W. Similar to the relationship between vt
and s<=t , the direct (with weight matrix P) and indirect (with weights Q and W) connections
allow both linear and nonlinear interactions. Notice that except the undirected connections between
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(a) (b)
Figure 6.5: (a) Wrinkle Model Construction Steps. (b) Wrinkle Enhancement. From top to
bottom: the synthesized images from the previous step, the results after enhancing eye; eye and
cheek; eye, cheek and mouth regions.
hidden units ht and visible units vt, all connections are directed.
6.4.2 Model Learning





log p(vt|vt−1, s<=t;θ) (119)





















where Edata [·] and Emodel [·] are the expectations with respect to data distribution and distribution
estimated by the TRBM model. The Contrastive Divergence [43] is used for the learning process.
6.5 RBM based Wrinkle Modeling
Since facial muscles play an important role on the changes of wrinkle appearance during aging
process, we make use of the anatomical evidence for wrinkles enhancement. In particular, inspiring
from the analysis on the behaviors of facial muscles [101], we select the muscles that are more
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relevant to wrinkle appearance and use their physical positions to extract the wrinkle subregions
from the face image. Three chosen subregions are shown in Figure 6.5a. A set of RBMs is then
employed to learn the distributions of wrinkle appearance for every age group.
Once RBMs for all subregions and age groups are learned, the wrinkles are enhanced via a
two-step process: (1) Generating the wrinkles through a Gibbs sampling process with the learned
distributions; and (2) Wrinkle rendering by blending the generated wrinkles with the synthesized
faces obtained from the TRBM based texture progression step. The Poisson blending technique
[94] is used for seamless fusion results. Figure 6.5b shows the wrinkles enhancement results in
three wrinkle regions.
6.6 Shape Adjustment
To further take into account the changes of shape during aging process, for each age group, we
compute the average face shape using the same pipeline as in Section 6.2 with the AGFW dataset.
Then the synthesized faces obtained from the previous step are warped to the corresponding face
shapes for the ﬁnal age-progressed result.
6.7 Discussion
This chapter has developed a novel deep model based approach for face age progression that
can operate in the wild. With the deep structured models for both face representation and aging
transformation modeling, the proposed model can efﬁciently capture the non-linear aging changes
as well as robustly handle other variations such as pose, expressions, and illuminations. The aging
rules in terms of wrinkle appearance and geometric constraints are also taken into account for more
consistent progression results. Similar to other RBM based approach, the training process of the
proposed model still needs some approximation due to the issue when evaluating the intractable
partition function. In the next chapter, we further propose a novel deep generative probabilistic
model for age progression. This new modeling approach enjoys the strengths of both probabilistic
graphical models to produce better image synthesis quality and deep residual networks (ResNet)




Approach for Facial Age-Progression
and Age Invariant Face Recognition
With the advantages of probabilistic graphical models, the Temporal Restricted Boltzmann Ma-
chines (TRBM) based model (presented in previous chapter) has shown its potential in the age
progression task [89]. However, its partition function is intractable and needs some approxima-
tions during training process. Other Recurrent Neural Networks (RNN) based approach is also
introduced to model the intermediate states between two consecutive age groups for better aging
transition [132]. However, it still has the limitations of producing blurry results by the use of a ﬁxed
reconstruction loss function, i.e. 2-norm. In this chapter, we design a novel generative probabilis-
tic model, named Temporal Non-Volume Preserving (TNVP) transformation, for age progression.
This modeling approach enjoys the strengths of both probabilistic graphical models to produce bet-
ter image synthesis quality by avoiding the regular reconstruction loss function, and deep residual
networks (ResNet) [42] to improve the highly non-linear feature generation. The proposed TNVP
guarantees a tractable log-likelihood density estimation, exact inference and evaluation for embed-
ding the feature transformations between faces in consecutive age groups. As illustrated in Figure
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Figure 7.1: An illustration of age progression from forensic artist and our TNVP model. Given
an input I of a subject at 34 years old [93], a forensic artist rendered his age-progressed faces at
40s, 50s, 60s and 70s by reference to his familial photos If . Without using If , our TNVP can
aesthetically produce his age-progressed faces.
7.1, given a face of a subject at the age of 34 [93], a set of closely related family faces has to be pro-
vided to a forensic artist as references to generate multiple outputs of his faces at 40s, 50s, 60s, and
70s. The bottom row shows our corresponding synthesized-faces achieved by the TVNP method.
Materials of this chapters have been published in [90].
7.1 TNVP architecture
In our framework, the long-term face aging is ﬁrst considered as a composition of short-term
stages. Then our TNVP models are constructed to capture the facial aging features transforming
between two successive age groups. By incorporating the design of ResNet [42] based Convolu-
tional Neural Network (CNN) layers in the structure, our TNVP is able to efﬁciently capture the
non-linear facial aging feature related variance. In addition, it can be robustly employed on face
images in the wild without strict alignments or any complicated preprocessing steps. Finally, the
connections between latent variables of our TNVP can act as “memory” and contribute to produce
a smooth age progression between faces while preserving the identity throughout the transitions.
In summary, the novelties of our approach are three-fold. (1) We propose a novel generative
probabilistic models with tractable density function to capture the non-linear age variances. (2)
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Table 7.1: Comparing the properties between our TNVP approach and other age progression meth-
ods, where  represents unknown or not directly applicable properties. Deep learning (DL), Dictio-
nary (DICT), Prototype (PROTO), AGing pattErn Subspace (AGES), Composition (COMP), Prob-





















DL DL DL DL DICT DICT PROTO AGES COMP
Architecture PGM +
CNN
PGM CNN CNN Bases Bases   Graph
Loss Func-
tion
LL LL 2 ADV+2 LL+0 2 + 1  2 
Tractable         
Non-
Linearity
        
The aging transformation can be effectively modeled using our TNVP. Similar to other probabilistic
models, our TNVP is more advanced in term of embedding the complex aging process. (3) Unlike
previous aging approaches that suffer from a burdensome preprocessing to produce the dense cor-
respondence between faces, our model is able to synthesize realistic faces given any input face in
the wild. Table 7.1 compares the properties between our TNVP approach and other age progression
methods.
The proposed TNVP age-progression architecture consists of three main steps. (1) Preprocess-
ing; (2) Face variation modeling via mapping functions; and (3) Aging transformation embedding.
With the structure of the mapping function, our TNVP model is tractable and highly non-linear. It is
optimized using a log-likelihood objective function that produces sharper age-progressed faces com-
pared to the regular 2-norm based reconstruction models. Figure 7.2 illustrates our TNVP-based
age progression architecture.
7.2 Preprocessing
Figure 7.3 compares our preprocessing step with other recent age progression approaches, in-
cluding Illumination Aware Age Progression (IAAP) [57], RNN based [132], and TRBM based Age
Progression [89] models. In those approaches, burdensome face normalization steps are applied to























Temporal Non-Volume Preserving Temporal Non-Volume Preserving Temporal Non-Volume Preserving
Input image
Figure 7.2: The proposed TNVP based age progression framework. The long-term face aging is
decomposed into multiple short-term stages. Then given a face in age group i, our TNVP model
is applied to synthesize face in the next age group. Each side of our TNVP is designed as a deep
ResNet network to efﬁciently capture the non-linear facial aging features.
makes them highly dependent on the stability of landmarking methods that are challenged in the
wild conditions. Moreover, masking the faces with a predeﬁned template requires a separate shape
adjustment for each age group in later steps.
In our method, given an image, the facial region is simply detected and aligned according to
ﬁxed positions of four landmark points, i.e. two eyes and two mouth corners. By avoiding compli-
cated preprocessing steps, our proposed architecture has two advantages. Firstly, a small number of
landmark points, i.e. only four points, leverages the dependency to the quality of any landmarking
method. Therefore, it helps to increase the robustness of the system. Secondly, parts of the image
background are still included, and thus it implicitly embeds the shape information during the mod-
eling process. From the experimental results, one can easily notice the change of the face shape
when moving from one age group to the next.
7.3 Face Aging Modeling
Let I ⊂ RD be the image domain and {xt,xt−1} ∈ I be observed variables encoding the tex-
ture of face images at age group t and t−1, respectively. In order to embed the aging transformation
between these faces, we ﬁrst deﬁne a bijection mapping function from the image space I to a latent
space Z and then model the relationship between these latent variables. Formally, let F : I → Z





Using Landmarks 4 points 10 points 66 points 68 points
Pose estimation    
Dense correspondence    
Masking Image    
Expression Normalization    
Figure 7.3: Comparisons between the preprocessing processes of our approach and other aging
approaches: IAAP [57], RNN based [132], and TRBM based [89] models. Our preprocessing is
easy to run, less dependent on the landmarking tools, and efﬁciently deals with in-the-wild faces.
represents “included in the preprocessing steps”.
be an aging transformation function modeling the relationships between variables in latent space.
As illustrated in Figure 7.4, the relationships between variables are deﬁned as in Eqn. (121).
zt−1 = F1(xt−1; θ1)
zt = H(zt−1,xt; θ2, θ3)
= G(zt−1; θ3) + F2(xt; θ2)
(121)
where F1,F2 deﬁne the bijections of xt−1 and xt to their latent variables, respectively. H denotes
the summation of G(zt−1; θ3) and F2(xt; θ2). θ = {θ1, θ2, θ3} present the parameters of functions
F1,F2 and G, respectively. Indeed, given a face image in age group t − 1, the probability density
function can be formulated as in Eqn. (122).
pXt(x










where pXt(xt|xt−1; θ) and pZt(zt|zt−1; θ) are the distribution of xt conditional on xt−1 and the dis-
tribution of zt conditional on zt−1, respectively. In Eqn. (122), the second equality is obtained using
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Transformation
(i.e. ResNet style CNN layers)
Element-wise operator
Mapping 



















Mapping Function Mapping Function
Figure 7.4: Our proposed TNVP structure with two mapping units. Both transformations S and T
can be easily formulated as compositions of CNN layers.
the change of variable formula. ∂F2(x
t;θ2)
∂xt is the Jacobian. Using this formulation, instead of esti-
mating the density of a sample xt conditional on xt−1 directly in the complicated high-dimensional
space I, the assigned task can be accomplished by computing the density of its corresponding la-
tent point zt given zt−1 associated with the Jacobian determinant
∣∣∣∂F2(xt;θ2)∂xt
∣∣∣. There are some
recent efforts to achieve the tractable inference process via approximations [60] or speciﬁc func-
tional forms [26, 35, 64]. Section 7.4 introduces a non-linear bijection function that enables the
exact and tractable mapping from the image space I to a latent space Z where the density of its
latent variables can be computed exactly and efﬁciently. As a result, the density evaluation of the
whole model becomes exact and tractable.
7.4 Mapping function as CNN layers
In general, a bijection function between two high-dimensional domains, i.e. image and latent
spaces, usually produces a large Jacobian matrix and is expensive for its determinant computation.
82
Figure 7.5: An illustration of mapping unit f whose transformations S and T are represented with
1-residual-block CNN network.
In order to enable the tractable property for F with lower computational cost, this section intro-
duces a non-linear mapping unit structure that maps variables from image space to intermediate
latent spaces where the density can be computed exactly and efﬁciently. Then the bijection map-
ping function F is formulated as a composition of mapping units. With this structure, F can be
efﬁciently set up as a deep convolutional network and enjoys the strengths of both deep networks
and probabilistic models with tractable log-likelihood density estimation.
7.4.1 Mapping unit
Given an input x, a unit f : x → y deﬁnes a mapping between x to an intermediate latent state
y as in Eqn. (123).
y = x′ + (1− b) [x exp(S(x′)) + T (x′)] (123)
where x′ = b  x;  denotes the Hadamard product; b = [1, · · · , 1, 0, · · · , 0] is a binary mask
where the ﬁrst d elements of b is set to one and the rest is zero; S and T represent the scale and the
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where diag (exp(S(x1:d))) is the diagonal matrix such that exp(S(x1:d)) is their diagonal elements.
This form of ∂f∂x provides two nice properties for the mapping unit f . Firstly, since the Jacobian











where s = S(x1:d). This property also introduces the tractable feature for f . Secondly, the Jacobian
of the two functions S and T are not required in the computation of
∣∣∣∂f∂x ∣∣∣. Therefore, any non-linear
function can be chosen for S and T . From this property, the functions S and T are set up as a
composition of CNN layers in ResNet (i.e. residual networks) [42] style with skip connections. This
way, high level features can be extracted during the mapping process and improve the generative
capability of the proposed model. Figure 7.5 illustrates the structure of a mapping unit f . The
inverse function f−1 : y → x is also derived as
x =y′ + (1− b) [(y − T (y′)) exp(−S(y′))] (126)
where y′ = b y.
7.4.2 Mapping function
The bijection mapping function F is formulated by composing a sequence of mapping units
{f1, f2, · · · , fn}.
F = f1 ◦ f2 ◦ · · · ◦ fn (127)



















∣∣∣∣ . . .
∣∣∣∣ ∂fn∂fn−1
∣∣∣∣
F−1 = (f1 ◦ f2 ◦ · · · ◦ fn)−1 = f−11 ◦ f−12 ◦ · · · ◦ f−1n
(129)
Since each mapping unit leaves part of its input unchanged (i.e. due to the zero-part of the mask
b), we alternatively change the binary mask b to 1 − b in the sequence so that every component
of x can be jointed through the mapping process. As mentioned in the previous section, since each
mapping unit is set up as a composition of CNN layers, the bijection F with the form of Eqn. (127)
becomes a deep convolutional networks that maps its observed variable x in I to a latent variable z
in Z .
7.5 The aging transform embedding
In the previous section, we present the invertible mapping functionF between a data distribution
pX and a latent distribution pZ . In general, pZ can be chosen as a prior probability distribution such
that it is simple to compute and its latent variable z is easily sampled. In our system, a Gaussian
distribution is chosen for pZ , but notice that our proposed model can still work well with any other
prior distributions. Since the connections between zt−1 and zt embed the relationship between
variables of different Gaussian distributions, we further assume that their joint distribution is a
Gaussian. From Eqn. (121) and Figure 7.4, the latent variable zt is computed from two sources: (1)
the mapping from observed variable xt deﬁned by F2(xt; θ2) and (2) the aging transformation from
zt−1 deﬁned by G(zt−1; θ3). The transformation G between zt−1 and zt is formulated as,
G(zt−1; θ3) = Wzt−1 + bG (130)
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where θ3 = {W,bG} represents the connecting weights and bias of latent-to-latent interactions.
Then the joint distribution pZt,Zt−1(zt, zt−1) can be computed as follows.
zt−1 ∼ N (0, I)
F2(xt, θ2) = z¯t ∼ N (0, I)
pZt,Zt−1(z

















Tractability and Invertibility: With the speciﬁc structure of the bijection F , our proposed
graphical model has the capability of modeling arbitrary complex data distributions while keeping
the inference process tractable. Furthermore, from Eqns. (126) and (129), the mapping function is
invertible. Therefore, both inference (i.e. mapping from image to latent space) and generation (i.e.
from latent to image space) are exact and efﬁcient.
Flexibility: as presented in Section 7.4.1, our proposed model introduces the freedom of choos-
ing the functions S and T for their structures. Therefore, different types of deep learning models can
be easily exploited to further improve the generative capability of the proposed TNVP. In addition,
from Eqn. (123), the binary mask b also provides the ﬂexibility for our model if we consider this
as a template during the mapping process. Several masks can be used in different levels of mapping
units to fully exploit the structure of the data distribution of the image domain I.
Although our TNVP shares some similar features with RBM and its family such as TRBM,
the log-likelihood estimation of TNVP is tractable while that in RBM is intractable and requires
some approximations during training process. Compared to other methods, our TNVP also shows
its advantages in high-quality synthesized faces (by avoiding the 2 reconstruction error as in Varia-
tional Autoencoder) and efﬁcient training process (i.e. avoid the step of maintaining a good balance
between generator and discriminator as in case of GANs which is difﬁcult to achieve).
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7.7 Model Learning





3 = arg max
θ1,θ2,θ3
log pXt(x
t|xt−1; θ1, θ2, θ3) (132)
From Eqn. (122), the log-likelihood can be computed as
log pXt(x





− log pZt−1(zt−1; θ1) + log
∣∣∣∣∂F2(xt; θ2)∂xt
∣∣∣∣
where the ﬁrst two terms are the two density functions and can be computed using Eqn. (131) while
the third term (i.e. the determinant) is obtained using Eqns. (129) and (125). Then the Stochastic
Gradient Descent (SGD) algorithm is applied to optimize parameter values.
7.8 Discussion
This chapter has presented a novel generative probabilistic model with a tractable density func-
tion for age progression. The model inherits the strengths of both probabilistic graphical model and
recent advances of ResNet. The non-linear age-related variance and the aging transformation be-
tween age groups are efﬁciently captured. Given the log-likelihood objective function, high-quality
age-progressed faces can be produced. In addition to a simple preprocessing step, geometric con-
straints are implicitly embedded during the learning process. The evaluations in both quality of
synthesized faces and cross-age veriﬁcation showed the robustness of our TNVP. In the next chap-
ter, the generative capabilities, robustness, and efﬁciency of our four models will be validated via




This chapter will ﬁrst brieﬂy introduce main features of the databases used in our evaluations of
the four proposed models. They consist of two in-the-wild databases; two indoor databases with a
wide range of illuminations and poses; three public aging databases. Moreover, we further collect
a large-scale aging face database to train the models and analyzing aging effects. By using these
databases with numerous challenging factors, we aim to show the robustness and efﬁciency of our
proposed models. Then, in the next four sections, the generative capabilities, the robustness and
efﬁciency of our DAM, RDAM, TRBM based age progression, and TNVP are validated in terms of
both facial representation and reconstruction.
8.1 Evaluating Databases
With the aim of building a model that can represent face texture in a wide range of variations,
different in-the-wild databases are chosen to evaluate the four proposed models. These databases
contain unconstrained facial images collected from various multimedia resources. These facial
images have considerable resolutions and contain numerous variations such as poses, occlusions
and expressions.
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8.1.1 In-the-wild face databases
LFPW [10] contains 1400 images in total with 1100 training and 300 testing images. However,
a part of it is no longer accessible. Therefore, in the experiments, only 811 training and 224 testing
images, the available remaining, are used. Each facial image is annotated with 68 landmark points
provided by 300-W competition [105].
Helen [66] provides a high-resolution dataset with 2000 images used for training and 330 im-
ages for testing. The variations consist of pose changing from −30◦ to 30◦; several types of expres-
sion such as neutral, surprise, smile, scream; and occlusions. Similar to LFPW, all faces in Helen
are also annotated with 68 landmark points.
AR [76] contains 134 people (75 males and 59 females) and each subject has 26 frontal images
(14 normal images with different lighting and expressions, six occluded images with sunglasses and
six for scarves).
EURECOM [79] consists of facial images of 52 people (38 males and 14 females). Each
person has different expressions, lighting and occlusion conditions. We only use images wearing
sunglasses in our experiments.
8.1.2 Aging Databases
FG-NET[1] is a popular face aging database. There are 1002 face images of 82 subjects with
age ranges from 0 to 69 years. The annotations in FG-NET are also 68 landmarks in the same format
as LFPW and Helen databases.
Cross-Age Celebrity Dataset (CACD) [19] provides a large-scale dataset with 163446 images
and the age ranging from 14 to 62. This dataset is collected from the Internet using keywords formed
by the names of 2000 celebrities and the year (i.e. from 2004 to 2013). The annotations for this
database are limited with 16 landmarks.
MORPH [102] provides a large-scale dataset with two albums of passport style images. The
MORPH-I includes 1690 images from 515 subjects and the age ranges from 15 to 68. The MORPH-
II contains 55134 photos of 13000 subjects. In our experiments, MORPH-I is used for evaluation.
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Table 8.1: Features of collected AginG Faces in the Wild (AGFW).
Number of images 18685
Age Range From 10 to 64 years old
Image(s)/subject 1
Sources
(1) The search engine using different keywords
(i.e. male 20 years old, etc.)
(2) The Productive Aging Laboratory (PAL) database.
(3) Mugshot images: that are accessible from public domains.
8.1.3 Aging Database collection
In order to train the model and to analyze the aging effects, a large-scale dataset named Ag-
inG Faces in the Wild (AGFW) is further collected. Moreover, to ensure the consistency of the
collected data, the tag names and the age-related information of these images are also considered.
The resulting dataset consists of 18,685 images with the age ranging from 10 to 64 years. It is then
decomposed into 11 age groups with the age span of 5 years. On average, each age group consists
of 1700 images of different people in the same age group. The Productive Aging Laboratory (PAL)
Face database [80] is also included in our collected dataset.
8.2 Face modeling with Deep Apprearance Models
In this section, the generative capabilities of our DAM is validated in terms of both facial recon-
struction and representation via four applications, i.e. facial super-resolution reconstruction; facial
off-angle reconstruction; facial occlusion removal and facial age estimation. The experiments are
also made to be more challenging by including numerous variations in poses, occlusions and im-
pulsive noise. Comparing to other methods such as PCA-based AAM and bicubic interpolation, our
method achieves better reconstructions without blurring effects or spreading out the errors caused
by occlusions or noise. Then, in section 8.2.4, a shape ﬁtting experiment to evaluate our proposed
Deep Appearance Models in its ability of synthesizing new face images is also presented. Its per-
formance in term of point-to-point error is compared with AAM and other face alignment methods
such as RCPR [16].
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Figure 8.1: Facial image super-resolution reconstruction at different scales of down-sampling. The
1st row: original image, the 2nd row to the 5th row: down-scaled images with factors of 4, 6, 8, 12
(left) and reconstructed facial images using DAM (right).
8.2.1 Facial Super-resolution Reconstruction
The proposed DAM method is evaluated in its capability to recover high-resolution face im-
ages given their very low-resolution versions. Moreover, since LFPW and Helen databases also
include numerous variations in poses, expressions and occlusions, the experiment becomes more
challenging. The proposed method is very potential in dealing with the problem of super-resolution
in various conditions of facial poses and occlusions.
In order to train the DAM model, 811 training images from LFPW and 2000 images from Helen
database are combined into one training set. The coordinates of facial landmarks are normalized to
zero mean before setting as observations to train the shape model. In the texture modeling, shape-
free images are ﬁrst extracted by warping faces into the texture domainD. The size of the shape-free
image is set to 117 × 120 pixels based on the mean shape of the training data. Then texture model
is trained to learn the facial variations represented in these shape-free images.
During the testing phase, since the number of visible units in the texture model are ﬁxed, the
testing low-scale facial shape-free image is ﬁrst resized to 117 × 120 using bicubic interpolation
method. Then both the shape and the shape-free image are clamped to DAM. After 50 epoches
in the alternating Gibbs updates, the face texture is reconstructed based on the current states of
hidden unit h(1)g . Different magniﬁcation factors α are used for evaluating the quality of DAM
reconstructions. Testing images are down-sampled in different magniﬁcation levels ranging from 4
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Figure 8.2: Results of average RMSEs over 4 images: Bicubic interpolation (RMSE = 19.68); PCA-
based AAM reconstruction (RMSE = 19.96); (d) Deep Appearance Models reconstruction (RMSE
= 20.44).
Table 8.2: The average RMSEs of reconstructed images using different methods against LFPW and
Helen databases with α = 16
Methods LFPW Helen
Bicubic 19.53 22.13
AAM [128] 19.74 22.3
DAM (Ours) 19.24 21.24
to 12. They are then used as inputs to the reconstruct module using our approach. Figure 8.1 shows
the reconstruction results using the DAM approach. Remarkable results are achieved using DAM
with very low-resolution input images, i.e. 10× 10 pixels with the magniﬁcation factor α = 12.
Comparisons against Baseline Methods: The proposed approach is also compared with two
base-line methods, i.e. bicubic interpolation method and PCA-based AAM [128]. Root Mean
Square Error (RMSE) is used as a performance measurement. RMSE is a common metric that is
usually used for evaluating image recovery task. Although this metric is not always reliable for
rating image quality visually [133], it could provide a qualitative view for comparing DAM and
other methods.
From the results shown in Figure 8.2, the method gives better reconstruction results in visual-
ization than the others. However, the RMSE results are not much better as shown in Table 8.2. This
is because RMSE cannot fully evaluate the quality of reconstructed images in the task of image
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Figure 8.3: Facial image super-resolution. The original images (ﬁrst row) are warped to shape-
free images in texture domain (second row); then they are down-sampled by a factor of 8 from
117 × 120 to 15 × 15 (third row) The next three rows are the high-resolution reconstructed using
Bicubic method (the fourth row), PCA-based AAM (the ﬁfth row) and Deep Appearance Models
(the sixth row).
super-resolution [139]. Especially, we don’t have the ground-truth for RMSE evaluation in these
databases. For example, in the cases of occlusions and poses in those databases, although the recon-
structed images obtained using PCA-based AAM and bicubic methods are very blurry, their RMSEs
are still low. This is because the reconstructed images still contains occlusion components or pose
features which are quite similar to the original ones. Figure 8.3 illustrates further reconstruction
results obtained using bicubic method, PCA-based AAM method and DAM approach. The PCA-
based AAM method is trained using the same dataset as DAM and the length of texture parameter
vector is 200, the highest level used in [128]).
Comparisons against Other Super-resolution Methods: For further evaluations, DAM are
compared with other super-resolution methods. Two types of approaches are chosen for compar-
isons, i.e. image super-resolution and face hallucination. The main difference between these two
approaches is that the former is designed for images in general while the latter is more speciﬁc for
facial images. Figure 8.4 compares the reconstructed faces using DAM against sparse represen-
tation based image super-resolution (ScSR) [139] and Structured Face Hallucination (SFH) [137]
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Figure 8.4: Comparisons of different facial image super-resolution methods. The 1st row: ground
truth faces. The 2nd row: down-scaled images with factors of 6 (left) and 8 (right). From the 3rd
row to the 7th row: reconstructed faces using bicubic, PCA-based AAM, ScSR [139], SFH [137]
and DAM, respectively.
methods. For each face, the low-resolution (LR) faces (i.e. LR 6 and LR 8) are obtained by down-
sampling the ground truth face with factors of 6 and 8. Their high-resolution (HR) reconstructed
faces (i.e. HR 6 and HR 8) of different methods are shown in the left and right columns, respec-
tively. The results of bicubic and PCA-based AAM are also presented in this ﬁgure. The resolution
of LR 6 is 20× 20 and that of LR 6 is 15× 15.
It is clear in the ﬁgure that SFH performs better than ScSR in term of reconstruction details. This
is because SFH was already trained with the face structure and contour’s statistical priors. However,
some noisy and blocky effects are still remained in the reconstructed faces of SFH. Especially, when
parts of face images are blurred due to the effects of warping operator, artifacts may appear in its
ﬁnal results. Meanwhile, remarkable results can be achieved by DAM in terms of keeping ﬁne
details without noisy effects. In addition, these results aslo show the advantages of DAM when
dealing with higher magnigication factor α. Whereas all four methods fail to produce high quality
reconstructions when α increases from 6 to 8, DAM still perform well and generate faces with
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Figure 8.5: Facial off-angle reconstruction: the 1st row: original image, the 2nd row: shape-free
image, the 3rd row: PCA-based AAM reconstruction [128], and the 4th-row: DAM reconstruction
Figure 8.6: Face Frontalization: Top: input faces and Bottom: frontalized faces reconstructed using
DAM.
consistent quality.
8.2.2 Facial off-angle Reconstruction and Occlusion Removal
This section illustrates the ability of DAM to deal with facial poses and occlusions.
Facial off-angle Reconstruction Using the same trained model as in the previous experiment,
facial images with different poses are represented in Figure 8.5.
Comparing to AAM, our DAM achieve better reconstructions especially in the invisible regions
of extreme poses. These regions in shape-free images are blurry and noisy due to the non-linear
warping operator. Therefore, the errors are spread out in the reconstructions of PCA-based AAM
approaches. Meanwhile, the generative capability of our proposed DAM method can solve those
challenging cases. From the results, it is easy to see that the blurry effects are effectively removed
in DAM reconstructions.
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Figure 8.7: Comparisons between DAM and Face Frontalization approach [40]. The 1st row: input
faces; the 2nd and 3rd rows: synthesized frontal view before and after applying soft symmetry [40];
the 4th row: frontalized faces produced by DAM.
Face Frontalization: Next, this ability of DAM approach is further emphasized on the face
frontalization problem. Given an input face with pose, the process of “frontalization” is to syn-
thesize the frontal view of that face. Notice that the facial photos are unconstrained and the subjects
are not required to already be in the training data. Once again, in order to produce aesthetic frontal
view, not only poses but other factors such as expressions and occlusions are needed to be taken into
account. The frontalization can help to boost the performance of other subsequent processes such
as face recognition, veriﬁcation, gender estimation [40], etc. Figure 8.6 represents the frontalized
views of input faces with different poses and expressions given in the top row.
The reconstruction results are also compared with the recent frontalization work [40] against
LFPW and Helen databases in the Figure 8.7. From the second and third rows, one can see that the
approach in [40] achieves good reconstructions when the input poses are not so extreme (i.e. not
greater than 30 degrees). However, in case of extreme poses (i.e. the ﬁrst two and the last three
faces) or occlusions (the 7th face), even when the symmetry property is used, the full faces can not
be reconstructed aesthetically. On the other hand, the results in the last row show that DAM can
effectively synthesize the frontal views of these faces without further applying the soft symmetry
property. Since the face priors are already learned, DAM are able to produce more natural faces
instead of duplicating the information from known side to the other side.
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Figure 8.8: Occlusion removal: the 1st row: original image, the 2nd row: shape-free image, the
3rd row: PCA-based AAM reconstruction still remains with occlusion and blurring effects, and the
4th-row: DAM reconstruction can help to remove the occlusion
Facial Occlusion Removal: Similarly, DAM also show their capability in the problem of facial
occlusion removal. In Figure 8.8, the occlusions, e.g. hands, glasses, hair, etc., can be removed
successfully without blurring effects. More interestingly, the occlusions are removed from faces
without loosing facial features. For example, glasses are totally removed without making beard
blurred as in the PCA-based AAM reconstruction.
Using occluded faces as references and measuring the reconstruction quality by RMSE cannot
illustrate the modeling capabilities of DAM. To get a better evaluation protocol, we select a subset
of 174 occluded faces of the ﬁrst 29 subjects, i.e. 15 males and 14 females, from AR database [76].
We employ DAM to reconstruct these occluded faces and then use their corresponding neutral faces,
i.e. frontal face without occlusions, as references to compute the RMSE. In this testing set, each
subject includes two faces with scarf and four other faces with both illumination and scarf. The
average RMSE of DAM is 45.08 while that of PCA-based AAM is 47.36. The trained models in
DAM and AAM use LFPW and Helen databases. This experiment shows that DAM achieve better
reconstructions, i.e. closer to the neutral faces, compared to AAM.
8.2.3 Facial Age Estimation
Besides some other previous age estimation approaches [31, 72], the proposed DAM are em-
ployed to this problem to further demonstrate their robustness and effectiveness.
Evaluation on reconstructed images: Since the texture is an important factor to predict a
person’s age given his facial image, this experiment will evaluate how good the reconstructed image
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Table 8.3: The MAEs (years) of different methods against impulsive noise
Methods No noise
Noise range
25 50 100 150
AAM [128] 6.14 6.15 6.11 6.13 6.47
DAM 5.67 5.81 5.56 6.14 6.18
Table 8.4: The MAEs (years) of different methods against low-resolution testing faces
Methods
Magniﬁcation factor α
2 4 6 8
Bicubic 5.96 6.95 7.15 7.21
AAM [128] 6.13 6.33 6.44 6.69
DAM 5.91 6.00 6.11 6.21
is as well as how much aging information is retained by the model.
To make this task more challenging, we add noise to the testing facial image and then predict
the age of that person using “clean” reconstructed face from DAM. For the evaluation system, we
re-implemented the age estimation system presented in [72] and trained it with 802 images from
FG-NET. The remaining 200 images were used for testing. To generate noisy testing images, all
pixels of facial images were mixed with uniform noise ranged within [−r, r].
A similar experiment is set up as follows: given the low-resolution testing face, the system will
predict the age of that person using his high-resolution reconstructed face. The Mean Absolute
Errors (MAEs) of different methods against noise and low-resolution testing faces are represented
in Table 8.3 and Table 8.4, respectively. The performance in terms of Cumulative Scores (CS) is
illustrated in Figure 8.9. From these results, in both cases, the smallest error is achieved with DAM
model. Therefore, the proposed model produces better reconstructed results under the effects of
noise and low-resolution factor.
Evaluation on model features: Beside the ability of generalizing the faces, DAM can produce
a higher level representation for both facial shape and texture. Therefore, instead of using pixel
values, we extracted the model parameters as described in Section 4.5 and evaluated them with
the age estimation system. For the AAM features, the number of features for shape and texture
was chosen so that 93% of variations are retained. Table 8.5 lists the MAEs of four different inputs:
reconstructed image of DAM (DAM-Rec) and AAM (AAM-Rec), model parameters extracted from
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Figure 8.9: Cumulative scores of using reconstructed images from original-scaled and down-
sampled images with a factor of 8
AAM (AAM-Mod) and DAM (DAM-Mod). Not surprisingly, our DAM feature achieves the lowest
MAEs as compared with AAM features.
8.2.4 Shape Fitting in DAM
This section presents the experiments with the shape ﬁtting on LFPW database. The model
conﬁgurations are kept the same as in previous sections except it is now trained with 811 training
images of LFPW. For evaluation and comparision, we use the average distance of each landmark
to its ground truth position normalized by face size as in [128]. Moreover, in order to remove the
effect of face detection error during ﬁtting step, the bounding boxes provided in [105] are used for
initialization. Then the mean shape with 68 landmarks is simply placed inside the face’s bounding
box to start the ﬁtting process. The proposed method is compated with two other ﬁtting strategies,
i.e. AAM and RCPR [16], and the results are presented in Table 8.6. The Cumulative Error Dis-
tribution (CED) curves are also showed in Figure 8.10. From these results, we can see that DAM
achieve performance comparable to other face alignment methods.
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Figure 8.10: Cumulative Error Distribution (CED) curves of LFPW database.






Table 8.7: Computational time of DAM and AAM in three stages
Stages DAM AAM [128]
Training 12.87 hrs 564.06 s
Fitting (per image) 19.17 s 2.28 s
Reconstruction (per image) 0.53 s 0.023 s
8.2.5 Computational Costs
The computational costs of DAM, i.e. training, ﬁtting and reconstruction stages are discussed
in this section. Both LFPW and Helen databases are combined to use in this evaluation. The
numbers of training and testing images are 2811 and 554, respectively. The method is implemented
in Matlab environment and runs in a system of Core i7-2600 @3.4GHz CPU, 8.00 GB RAM. The
shape contains 68 landmarks and the appearance is represented in a vector of 9652 dimensions.
Each layer was trained using Contrastive Divergence learning in 600 epochs. It is noted that the
current version is implemented without using parallel processing. The computational costs of both
DAM and AAM are shown in Table 8.7.
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Figure 8.11: Reconstruction results on images with occlusions (i.e. sunglasses or scarves) in LFPW,
Helen and AR databases. The ﬁrst row: input images, the second row: shape-free images, from the
third to ﬁfth rows: reconstructed results using AAM, DAM, and RDAM, respectively
8.3 Face Modeling with Robust Deep Appearance Models
In this section, we validate the ability of RDAM to handle extreme cases of occlusions and poses
as well as model ﬁtting in RDAM.
8.3.1 Facial Occlusion Removal
This section demonstrates the ability of RDAM to handle extreme cases of occlusions such
as sunglasses or scarves. RDAM are trained in two steps: pre-train each layer and train the whole
model. The training set includes 1000 “clean” (i.e. faces without occlusion and pose) and 200 posed
images from LFPW and Helen; 534 “clean”, 95 sunglasses, and 95 scarf images from 95 subjects
in AR; 104 images from 52 subjects in EURECOM. During the pre-training step, we separately
train the shape model; “clean” texture model with clean images; and a binary mask RBM with
masks generated from occluded and posed images. After that, we can train the texture model with
pre-initialized weights of the “clean” texture model and mask RBM. The joint layer is later trained
with all training images. Each step above is trained using Contrastive Divergence learning in 600
epochs on a system of Xeon@3.6GHz CPU, 32.00GB RAM. The computational costs (without
parallel processing) are as follows. The training time is 14.2 hours. Fitting on average is 17.4s.
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Figure 8.12: Reconstruction results on images with sunglasses (a) or scarves (b) in AR database.
The images are input shape-free, ground truth shape-free, reconstructed results using RDAMs and
RPCA [96], respectively.
Table 8.8: The average RMSEs of reconstructed images using different methods on LFPW and AR
databases with sunglasses (SG) and scarf (SF)
Methods AAM [128] DAM [88] RDAM
LFPW 12.91 (18.98) 11.15 (14.98) 8.58 (23.98)
AR - SG 56.55 55.48 41.67
AR - SF 63.16 60.96 47.65
Reconstructing faces on average is 1.53s.
As shown in Figure 8.11, RDAM can remove those occlusions successfully without leaving any
severe artifact comparing to AAM and DAM. The comparison between RPCA approach [96] and
the proposed RDAM in both cases of sunglasses and poses is also shown Figure 8.12. We evaluate
the reconstruction quality in terms of Root Mean Square Error (RMSE) on LFPW, Helen, AR and
EURECOM databases. For AR database, we choose two subsets of 210 images with sunglasses and
210 images with scarves from 38 subjects not in the training set, i.e. 30 males and eight females.
The corresponding normal face images, i.e. frontal and without occlusions, of the same person are
used as the references to compute the RMSE. For LFPW and Helen databases, we select a subset
of 23 images with sunglasses and 100 images with some occlusions around the mouth. A mask is
used to ignore occluded/corrupted pixels in the testing images so that we have an unbiased metric.
The average masked-RMSEs of AAM, DAM and RDAM are shown in Table 8.8. The average
unmasked-RMSEs are also reported for reference (i.e. the numbers inside the brackets). From these
results, one can see that the RDAM outperforms AAM and DAM in terms of both reconstruction
quality and RMSE metric. Note that the unmasked-RMSE is always higher than masked-RMSE
since some corrupted pixels are recovered during reconstruction. Since our RDAM can recover
more corrupted/occluded pixels, it makes the un-masked RMSE higher than the ones from AAM
and DAM.
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Figure 8.13: Facial pose recovery results on images from LFPW and Helen databases. The ﬁrst
row is the input images. The second row is the shape- free images. From the third to ﬁfth rows are
AAM, DAM and RDAM reconstruction, respectively.
8.3.2 Facial Pose Recovery
This section illustrates the capability of RDAM to deal with facial poses. Using the same pre-
trained model presented in Section 8.3.1, the texture model was trained using 280 images with
different pose variations from LFPW and Helen databases. The reconstruction results of facial
images with different poses are presented in Figure 8.13. In this experiment, our RDAM also
achieves the best reconstruction results comparing to AAM and DAM especially in the cases of
extreme poses (more than 45◦). Our proposed RDAM method can handle those extreme poses in a
more natural way. From Figure 8.13, RDAM give reconstructed faces that look more similar to the
original faces while DAM or AAM make the face look younger or change its identity.
8.3.3 Model Fitting in RDAM
The aim of this experiment is only to evaluate the performance of different model ﬁtting algo-
rithms that are described in section 5.5. Those algorithms are employed to ﬁnd optimal parameters
for the models that give the best reconstructed results. We evaluated our model ﬁtting algorithms in-
corporating a corrupted pixel mask with the baseline ﬁtting methods without using the mask on the
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Table 8.9: The average MSE between estimated shape and ground truth shape (68 landmark points)
on sunglasses (SG) and scarves (SF) images. Tested on about 300 images (23 images from LFPW
database and 268 images from AR database)
Type Method Initial With Mask Without Maks
SG
FA 0.0406 0.0353 0.0361
IC 0.0406 0.038 0.039
FC 0.0406 0.0372 0.0373
SF
FA 0.0874 0.0873 0.0849
IC 0.0874 0.0853 0.0864
FC 0.0874 0.0873 0.0849
Table 8.10: The ﬁtting time and the average MSE of estimated shapes (68 points) on sunglasses
(SG) and scarves (SF) images.
Methods Initial DAM RDAM Fast-SIC AOMs
MSE - SG 0.195 0.1732 0.1664 0.1218 0.1705
MSE - SF 0.211 0.0947 0.0756 0.0756 0.1705
Fitting time 19.17s 17.4s 2.28s 1.26s
LFPW and the AR databases. Three model ﬁtting algorithms (i.e. Forward Additive (FA), Inverse
Compositional (IC) and Forward Compositional (FC)) are compared on two types of occlusions
including sunglasses (SG) and scarf (SF). The average errors are reported in Table 8.9. We further
compare our results with Active Orientation Models (AOMs) [129] and Fast-SIC [128] as in Table
8.10. The initial shape is the mean shape placed inside the faces bounding box. RDAM achieves
comparable performance compared to other methods.
8.4 Face Age Progression with Temporal Restricted Boltzmann Ma-
chines
In this section, we evaluate the efﬁciency and ﬂexibility of our TRBM based system in both age
progression and regression applications. We next demonstrate the generality and robustness of our
model with in the wild data.
8.4.1 Age Progression
In order to train the RBMs for reference sequence generation, the AGFW dataset is decomposed
into 11 age groups with the age span of 5 (i.e. age 10-14, 15-19, ..., 60-64). On average, each age
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(a) (b)
Figure 8.14: (a) Age progression results. Given an input image in age range 10-19, the system
automatically reconstructs age-progressed images in various age ranges. (b) Comparisons between
our approach and IAAP [57]. For each case, the input face image (1st column) is aligned and
normalized to frontal face (2nd column). From the 3rd to the 7th column: the progressed images
corresponding to several age groups using our approach (the row above) and IAAP (the row below).
group consists of 1700 images. These images are then used for constructing the set of RBMs as
represented in Section 6.3. For training the TRBM based age progression component, we select a
subset of 572 celebrities from the CACD dataset and also classify their images into 11 age groups
with the age span of 5. Then for each person, one image per age group is randomly selected. This
process results in a training data with 572 sequences. Since the images are collected from 2004 to
2013, the longest sequence consists of only three images.
All training images are then aligned and normalized as presented in section 6.2. The size of the
normalized image is set to 95 × 95 pixels based on the reference shape generated in the alignment
step. The TRBM based age progression model is then employed to learn the aging transformation
between faces. After all components are trained, we run our system on every face over 10 years old
of FG-NET and MORPH databases. Figure 8.14a illustrates the age-progressed faces reconstructed
by our model. Notice that both FG-NET and MORPH databases are not part of our training data.
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Figure 8.15: Comparisons between our appproach and other age progression approaches: IAAP
[57], EAP [110] and CG [100].
Our age-progressed sequences are compared with the recent age progression work, Illumination-
Aware Age Progression (IAAP) [57] against FG-NET database in Figure 8.14b. From these se-
quences, one can see that IAAP approach synthesizes very similar faces among different age groups.
Moreover, since the texture difference between average faces is used as the main source for aging
process, the synthesized faces usually look younger than those from their own age groups. Mean-
while, more nonlinear aging features in each age group are still kept in the reconstructed results of
our approach. In addition, one can easily see that our age-progressed sequences are able to better re-
ﬂect the face changes during the aging process (i.e. the appearance of beard in the middle stages and
wrinkle in the later stages). For further evaluations, we compare our proposed model with other ap-
proaches including IAAP; Exemplar based Age Progression (EAP) [110] and Craniofacial Growth
(CG) model [100] in Figure 8.15. The ground truth images are also provided for comparisons. It
should be noted that since our model is trained using the collected data with ages ranging from 10
to 64, in cases where the IAAP uses input images at ages less than 5, we choose images of the same
individuals with age close to 10 as input for our system.
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(a) Age progression “in the wild” (b) Age regression results
Figure 8.16: (a) Age progression “in the wild” with other variations in the input images such as
poses, illuminations, expressions. (b) Age regression results. For each case, the input image (1st
row) is normalized to frontal face (2nd row). From the 3rd row to 5th row: the age-regressed images
generated by our model (left) and the ground truth images with the corresponding ages (right).
8.4.2 Age Progression “in the Wild”
In order to validate the robustness of our model, in this experiment, we focus on input images
that include different variations such as poses, expressions, illuminations. Blurry images are also
considered. Figure 8.16a illustrates age-progressed images that are automatically reconstructed by
our model. From these results, one can see that although other non-linear variations also present in
the input images, remarkable results can still be achieved by our model in terms of ﬁne aging details
without any quality reduction.
8.4.3 Age Regression
We next emphasize the ﬂexibility of our proposed model by evaluating its capability to generate
the younger faces of an individual given his/her current appearance. The results of this application
can be easily obtained using our model by simply keeping the same training process as in previous
experiments except the training sequences are reversed. The faces at younger ages are represented
in Figure 8.16b.
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Table 8.11: The MAEs (years) of Age Estimation System on Ground Truth and Age-progressed
Results
Inputs Dataset MAEs
Ground Truth faces (set A) FGNET 5.89
Synthesized faces (set B) FGNET 5.96
IAAP ’s synthesized faces (set B’) FGNET 6.29
Ground Truth faces (set C) MORPH 4.84
Synthesized faces (set D) MORPH 5.17
8.4.4 Automatic Age Estimation
One challenge of the face data “in the wild” comes from the age labels of the input images. In
most cases, this information is incorrect or unavailable. Thus, it causes lots of difﬁculties for age
progression process in later stage. Far apart from previous age progression systems, the effective-
ness and scalability of our proposed model are further increased by integrating an age estimation
system to the proposed framework. In this way, given a face image, our system can do age progres-
sion without any further information.
Besides some other previous age estimation approaches [54, 74, 75, 88], in this work, we re-
implement the method in [72] which is among the state-of-the-art age estimators reported in [85].
Moreover, this approach is modiﬁed with three-group classiﬁcation in the ﬁrst step (youths, adults,
and elders) before constructing three Support Vector Regression (SVR) based aging functions. In
order to train this age estimator, we randomly select 802 images from FG-NET and 1000 images
from MORPH as the training data. The remaining images of these two databases are used for
testing. The Mean Absolute Errors (MAEs) achieved are 5.86 years for FG-NET and 4.84 years for
MORPH. By incorporating this age estimator to our age-progression framework, the need for age
label is alleviated and, therefore, making the whole framework fully automatic.
8.4.5 Age Accuracy of Age-progressed Results
This section illustrates the accuracy of our synthesized results in term of age perceived. In other
words, this experiment aims at assessing whether the age-progressed faces are perceived to be at
the target ages. In this evaluation, the trained age estimation system in the previous experiment is
adopted to compare the accuracies on the ground-truth and age-progressed faces. From the testing
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set of FG-NET database, we select all images above 10 years old and consider them as the ground
truth images. This forms the set A consisting of 135 images. Each photo of an individual in set A
is then progressed to the later ages where the ground truth faces are available. This process results
in the set B of 194 age-progressed images. In order to compare with IAAP method, we apply this
process using IAAP and obtain the set B’. For a large scale evaluation, we further generate a test
set using MORPH database. Let the test set of MORPH as in section 8.4.4 be set C. For each
individual in the testing data, we synthesize four aged images accross three decades. This gives
us 1421 images that compose set D. The MAEs of the age estimation system on these test sets are
listed in Table 8.11. These results show that the age estimation accuracies of our age-progressed
images are comparable to those of ground truth images. Therefore, our proposed model is able to
generate the age-progressed faces at the target ages.
8.5 Temporal Non-Volume Preserving Approach for Facial Age-Progression
and Age Invariant Face Recognition
In this section, we ﬁrstly represent the implementation details of TNVP model. Then we eval-
uate our TNVP via both qualitative and quantitative experiments. The large-scale face veriﬁcation
benchmark on Megaface challenge 1 is also employed to further demonstrate the efﬁciency and
robustness of our TNVP model.
8.5.1 Implementation details
In order to train our TNVP age progression model, we ﬁrst select a subset of 572 celebrities from
CACD as in the training protocol of [89]. All images of these subjects are then classiﬁed into 11 age
groups ranging from 10 to 65 with the age span of 5 years (i. e. 10-14, 15-19, . . . , 55-59, 60-65).
Next, the aging sequences for each subject are constructed by collecting and combining all image
pairs that cover two successive age groups of that subject. This process results in 6437 training
sequences. All training images from these sequences and the AGFW dataset are then preprocessed
as presented in Section 7.2. After that, a two-step training process is applied to train our TNVP age



































Figure 8.17: Age Progression Results against FG-NET and MORPH. Given input images, plausible
age-progressed faces in different age ranges are automatically synthesized. Best viewed in color.
are pretrained to obtain the capability of face interpretation and high-level feature extraction. Then
in the later step, our TNVP model is employed to learn the aging transformation between faces
presented in the face sequences.
For the model conﬁguration, the number of units for each mapping function is set to 10. In each
mapping unit fi, two Residual Networks with rectiﬁer non-linearity and skip connections are set up
for the two transformations S and T . Each of them contains 2 residual blocks with 32 feature maps.
The convolutional ﬁlter size is set to 3× 3. The training time for TNVP model is 18.75 hours using
a machine of Core i7-6700 @3.4GHz CPU, 64.00 GB RAM and a single NVIDIA GTX Titan X
GPU and TensorFlow environment. The training batch size is 64.
8.5.2 Age Progression
After training, our TNVP age progression system is applied to all faces over 10 years old from
FG-NET and MORPH. As illustrated in Figure 8.17, given input faces at different ages, our TNVP
is able to synthesize realistic age-progressed faces in different age ranges. Notice that none of the
images in FG-NET or MORPH is presented in the training data. From these results, one can easily
see that our TNVP not only efﬁciently embeds the speciﬁc aging information of each age group to
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Figure 8.18: Comparisons between our TNVP against other approaches: IAAP [57], TRBM-based
[89], Exemplar based (EAP) [110], and Craniofacial Growth (CGAP) [100] models. Best viewed
in color.
the input faces but also robustly handles in-the-wild variations such as expressions, illumination,
and poses. Particularly, beards and wrinkles naturally appear in the age-progressed faces around the
ages of 30-49 and over 50, respectively. The face shape is also implicitly handled in our model and
changes according to different individuals and age groups. Moreover, by avoiding the 2 reconstruc-
tion loss and taking the advantages of maximizing log-likelihood, sharper synthesized results with
aging details are produced by our proposed model. We compare our synthesized results with other
recent age progression works whose results are publicly available such as IAAP [57], TRBM-based
model [89] in Figure 8.18. The real faces of the subjects at target ages are provided for reference.
Other approaches, i.e. Exemplar based Age Progression (EAP) [110] and Craniofacial Growth
(CGAP) model [100], are also included for further comparisons. Notice that since our TNVP model
is trained using the faces ranging from 10 to 64 years old, we choose the ones with ages close to 10
years old during the comparison. These results again show the advantages of our TNVP model in
term of efﬁciently handling the non-linear variations and aging embedding.
8.5.3 Age-Invariant face veriﬁcation
This experiment validates the effectiveness of our TNVP model by showing the performance
gain for cross-age face veriﬁcation using our age-progressed faces. In both testing protocols, i.e.
small-scale with images pairs from FG-NET and large-scale benchmark on Megaface Challenge
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(a) ROC curves of FGNET pairs



















(b) CMC curves on MegaFace
























(c) ROC curves on MegaFace
Figure 8.19: From left to right: (a) ROC curves of face veriﬁcation from 1052 pairs synthesized
from different age progression methods; (b) ROC and (c) CMC curves of different face matching
methods and the improvement of CL method using our age-progressed faces (under the protocol of
MegaFace challenge 1).
1, we show that our aged faces can provide signiﬁcant improvements on top of the face matching
model without re-training on cross-age databases. We employ the deep face recognition model
[134], named Center Loss (CL), which is among the state-of-the-art for this experiment.
Under the small-scale protocol, in FG-NET database, we randomly pick 1052 image pairs with
the age gap larger than 10 years of either the same or different person. This set is denoted as A
consisting of a positive list of 526 image pairs of the same person and a negative list of 526 image
pairs of two different subjects. From each image pair of set A, using the face with younger age,
we synthesize an age-progressed face image at the age of the older one using our proposed TNVP
model. This forms a new matching pair, i.e. the aged face vs. the original face at older age.
Applying this process for all pairs of set A, we obtain a new set denoted as setB1. To compare with
IAAP [127] and TRBM [89] methods, we also construct two other sets of image pairs similarly and
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Table 8.12: Rank-1 Identiﬁcation Accuracy with one million Distractors (MegaFace Challenge 1 -
FGNET). Protocol “small” means≤0.5M images trained. “Cross-age” means trained with cross-age
faces (e.g. in CACD, MORPH, etc.).
Methods Protocol Cross-age Accuracy
Barebones FR Small Y 7.136 %
3DiVi Small Y 15.78 %
NTechLAB Small Y 29.168 %
DeepSense Small Y 43.54 %
CL [134] Small N 38.79%
CL + TNVP Small N 47.72%
denote them as set B2 and B3, respectively. Then, the False Rejection Rate-False Acceptance Rate
(FRR-FAR) is computed and plotted under the Receiver Operating Characteristic (ROC) curves for
all methods (Fig. 8.19a). Our method achieves an improvement of 30% on matching performance
over the original pair (set A) while IAAP and TRBM slightly increase the rates.
In addition, our model is also experimented on the large-scale Megaface [58] challenge 1 with
FGNET test set. Practical face recognition models should achieve high performance against having
gallery set of millions of distractors and probe set of people at various ages. In this testing, 4
billion pairs are generated between the probe and gallery sets where the gallery includes one million
distractors. Thus, only improvements on Rank-1 identiﬁcation rate with one million distractors and
veriﬁcation rate at low FAR are meaningful [58]. Fig. 8.19b shows Rank-1 identiﬁcation rates as
the number of distractors increasing and the rates with one million distractors are shown in Table
8.12. We compute the TAR-FAR and show ROC curves1 in Fig. 8.19c. The model from DeepSense
achieves the best performance under the cross-age training set while the CL model [142] trained
solely on CASIA WebFace dataset having < 0.49M images without cross-age information. From
these results, we show that face matching models can directly beneﬁt from our TNVP model to
improve their robustness against aging effects. Particularly, by using our age-progressed images
without re-training, the CL model [142] not only obtains 10% improvements but also outperforms
other models trained with a small training set as shown in Table 8.12.




Motivating from the advantages of deep learning approaches, the main aims of this thesis are to
demonstrate that the learning deep generative models with non-linear structure and latent variables
organized in hidden layers can efﬁciently embed wide-range variations and structures in complex
data. Four designed principles behind the four proposed deep models presented in the thesis are
(1) the non-linear structure with many layers of latent variables is able to efﬁciently interpreting
large and non-linear face variations; (2) the relationships between shape and texture of a face or
between faces are efﬁciently embedded in latent space; (3) the probabilistic graphical model with
log-likelihood objective function can produce better image synthesis quality compared to regular
reconstruction loss function; and (4) deep convolutional networks can help to improve the highly
non-linear feature generation.
The thesis consists of two main parts focusing on (1) single face modeling under large variations,
and (2) face sequence modeling to synthesize the age-progressed faces. In the ﬁrst part of the thesis,
two novel deep models, named Deep Appearance Models and Robust Deep Appearance Models,
are introduced to overcome the disadvantages of classical linear model such as Active Appearance
Models. The proposed models have shown their potential in both tasks of learning high-level rep-
resentation and face reconstruction under various challenging conditions. In their main structures,
three crucial components represented in hierarchical layers are modeled using Deep Boltzmann Ma-
chines (DBM) to robustly capture the variations of facial shapes and appearances. Furthermore, by
incorporating a binary mask separating “clean” and corrupted pixels, RDAM is able to efﬁciently
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handle the occluded face areas and, therefore, produces more plausible reconstruction results. These
proposed approaches are evaluated in various applications to demonstrate their robustness and ca-
pabilities, e.g. facial super-resolution reconstruction, facial off-angle reconstruction, facial occlu-
sion removal and age estimation using challenging face databases: Labeled Face Parts in the Wild
(LFPW), Helen, AR, EURECOM and FG-NET.
The second part of the thesis focuses on developing deep generative models that are able to
interpret the temporal relationship between images in a face sequence. Two novel models (i.e.
Temporal Restricted Boltzmann Machines based and Temporal Non-volume Preserving models)
are introduced and applied to solve the face age progression task. Thanks to the log-likelihood ob-
jective function together with the probabilistic graphical structures, these two models have shown
their advantages not only in efﬁciently capturing the non-linear age related variances but also pro-
ducing age-progressed faces with more aging details. Furthermore, the structure of TNVP can
be transformed into a deep convolutional network while keeping the advantages of probabilistic
models with tractable log-likelihood density estimation. The proposed approaches are evaluated in
both synthesizing age-progressed faces and cross-age face veriﬁcation and consistently shows the
state-of-the-art results in various face aging databases, i.e. FG-NET, MORPH, our collected large-
scale aging database named AginG Faces in the Wild (AGFW), and Cross-Age Celebrity Dataset
(CACD). A large-scale face veriﬁcation on Megaface challenge 1 is also performed to further show
the advantages of our proposed approaches.
Future works Several extensions and applications can be further developed using the ideas of this
thesis.
• Better learning of temporal embedding. Although Reinforcement Learning (RL) origins
from solving sequential decision making tasks, the integration of RL and deep learning mod-
els in recent years has created several breakthroughs and applied in many other applications
such as game playing agents, robotic control, visual tracking, etc. With the advantages of RL
in discovering the temporal relationships between states for decision making and our deep
generative models in synthesizing the new images, the combination between them could be a
potential extension. For example, one can treat an input face image and its age as a “starting
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state” and face at the target age as a “goal”, and then utilize RL techniques to automatically
discover the relationship between these two face images. By this way, the ﬂexibility in learn-
ing the temporal embedding can be improved signiﬁcantly.
• The integration of prior knowledge for aging model. In chapters 6 and 7, we only consid-
ered one input image at a time for the proposed models. In reality, it is possible to have more
input information such as images from the subject’s family or other images of that subject
in the same age group. Integrating these prior knowledge could potentially help to produce
better synthesized results.
• Deep generative model for 3D data. Due to the limitation of information provided in 2D
images especially in challenging cases such as poses, or the shape changing during aging pro-
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