Whilst the necessity of finding an intelligent-based controlling method for a two-leg walking robot increases, the balance of the under-actuated leg consisting of two links is emphasized in this study. This is not only a nonlinear structure, but also a single-input double-output system. However, the problem becomes concrete through the proposed diagonal recurrent neural networks (DRNN) method. In this paper, two kinds of DRNN are introduced into the control system. The diagonal recurrent neuroidentifier (DRNI) is selected as an identifier, and the diagonal recurrent neurocontroller (DRNC) is determined as a controller. Additionally, a generalized dynamic backpropagation algorithm (DBP) is also applied to train both DRNC and DRNI. With the simulated results, it is shown that the under-actuated leg is balanced and stabilized by DRNN. This study definitely contributes the intelligent-based as well as the real-time controlled method for a two-leg walking robot with profound insight
Introduction

Modeling of the Walking Robot
The illustration of the under-actuated leg is shown in Fig. 1 . It consists of two rigid links connected by a rotary joint. Link 1 is pivoted at the base so as to allow rotary motion but no translation motion. No actuation exists at the pivot point. There are two degrees of freedom, θ 1 and θ 2 , of which only θ 2 is powered. The dynamic equations of motion are described as follows. 
With Eq. (3), the system is controllable as long as the physical parameters are chosen such that the above condition is satisfied.
Diagonal Recurrent Neural Networks
The architecture of the diagonal recurrent neural network is shown as 6 The walking robot is identified by two system-identifiers. They are the diagonal recurrent neuroidentifier (DRNI), which provides information about the plant to two controllers, and the diagonal recurrent neurocontroller (DRNC). A generalized algorithm, called the dynamic backpropagation (DBP), is then developed to train both DRNI and DRNC.
Diagonal Recurrent Neural Network Based control system
The DRNI and DRNC use the same DRNN architecture shown in Fig. 2 , which has only one hidden layer with sigmoid type recurrent neurons. The sigmoid function is chosen as:
( ) 
The block diagram of the DRNN based control system is shown in Fig. 3 . The inputs to the DRNC are the reference inputs (r 1 (k),r 2 (k)), the previous plant output (y 1 (k-1),y 2 (k-1)), and the previous control signal (u 1 (k-1),u 2 (k-1)). The outputs of the two DRNC are the control signal to the regulator. The regulator assesses which signal should be used for the walking robot. Eith the dynamic backpropagation (DBP) algorithm, the weights of the DRNC are adjusted so that the error between desired and actual output can approach to a minimum after training. When training the DRNC, the information on the walking robot is required. The DRNI is used to estimate the walking robot sensitivity (y u1 (k),y u2 (k)) for the DRNC. The current control signal is generated from the regulator and previous outputs of the walking robot, and is used as the inputs to the DRNI. As DRNC, the weights of the DRNI are also adjusted by DBP. Generally, one input is not sufficient to control two outputs unless there are some relations between the two outputs. The under-actuated leg is one of the cases. But the angular or velocity variations on link1 and link2 (see Fig. 1 ) are not the same at all times. When this condition happens, the system will be unstable if the under-actuated leg is controlled by one DRNC. To guarantee the standing of the under-actuated leg, the balance of link1 is to be handled first. Here, a regulator between the controller and plant is set. If θ 1 is larger than an error, the signal from neurocontroller2 is selected to control the under-actuated leg. On the other hand, the signal from neurocontroller1 is used to control the under-actuated leg. By using two DRNC, the under-actuated leg will stand and balance.
Dynamic Backpropagation Algorithm
The mathematical model for DRNN shown in Fig. 2 is developed as below:
Here ( )
is the sigmoid function (see Eq. (4) 
With Eq. (8), the cost function for DRNC2 is also derived as
Modifying the cost function (9) by replacing y r1 (k), y r2 (k) and y 1 (k), y 2 (k) with y 1 (k), y 2 (k) and y m1 (k), y m2 (k), respectively, where y m1 (k), y m2 (k) is the output of the DRNI1 and DRNI2. Hence
The gradient of error in Eq. (8) 
, represent the sensitivity of the plant with respect to its input.
The gradient of error in Eq. (9) with respect to an arbitrary weight vector W∈R n is represented by
Because the plant is unknown, the sensitivity needs to be estimated for the DRNC. The gradient of error in Eq. (10) and Eq. (11) simply becomes
are the error between the plant and the DRNI response.
The output gradient ∂O(k)/∂W needs to be computed for both DRNC and DRNI.
Its computation is summarized in the following lemma.
Lemma 1:
With the DRNN shown in Fig. 2 and Eq. (5), (6), and (7), describing the output gradients with respect to output, recurrent, and input weights, respectively; we The update rule of the weight is
where η is a learning rate. The Eq. Therefore, the y u (k) can be approximated as ( ) 
Simulated Results
The Walking Robot
The physical parameters for the under-actuated leg are listed as follows:
L=0.4m, A 1 =0.2m, A 2 =0.35m, M 1 =0.8kg, M 2 =0.8kg, I 1 =0.0107kgm 2 , I 2 =0.0327kgm 2 .
Applying the physical parameters into Eq. (3), it is found that the system is controllable and observable. The numbers of inputs to DRNC and DRNI are denoted by n C and n I , respectively. h C and h I represent the numbers of neurons in the hidden layer for DRNC and DRNI, respectively, and are chosen as h C =2n C +1, h I =2n I +1.
The adaptive learning rate is selected as: ( ) It is observed that after 20 second the under-actuated leg is balanced by DRNN. As shown, the steady-state error will also converge to a minimum value. The inverted pendulum is identified by the diagonal recurrent neuroidentifier (DRNI), which provides information about the plant to the diagonal recurrent neurocontroller (DRNC). By the algorithm, the dynamic backpropagation (DBP) is then developed to train both DRNI and DRNC.
The Inverted Pendulum
The block diagram of the DRNN based control system is shown in Fig. 7 . The inputs to the DRNC are the reference inputs (r(k)), the previous plant output (y(k-1)), and the previous control signal (u(k-1)). The outputs of the DRNC are the control signal to the plant. By using the dynamic backpropagation (DBP) algorithm, the weights of the DRNC are adjusted so that the error between desired and actual output can approach a small value after training. When training the DRNC, the information on the inverted pendulum is needed.
Reference
The DRNI is used to estimate the inverted pendulum sensitivity (y u (k)) for the DRNC.
The current control signal generated from the DRNC and previous output of the inverted pendulum are used as the inputs to the DRNI. As DRNC, the weights of the DRNI are also adjusted by DBP.
The mathematical model for DRNN is constructed and shown as below:
Here ( ) Since the plant is unknown, the sensitivity needs to be estimated for the DRNC.
The gradient of error in (38) simply becomes The output gradient ∂O(k)/∂W needs to be computed for both DRNC and DRNI.
The computation is summarized in the following lemma.
Lemma 1: Given the DRNN model and described by (34), (35), and (36), the output gradients with respect to output, recurrent, and input weights respectively; we have
From (40), the negative gradient of the error with respect to a weight vector in R n is The numbers of inputs to DRNC and DRNI are denoted by nC (3) and nI (2), respectively. hC and hI denote the numbers of neurons in the hidden layer for DRNC and DRNI respectively. They are chosen as hC=2nC+1, hI=2nI+1. In this case, the number of neurons is 14 and the number of weights is 67.
The adaptive learning rate is chosen as: shows the input force to the inverted pendulum system. It is observable that after 10 seconds the inverted pendulum is balanced by DRNN. Also, the steady-state error will converge to a small value.
Conclusions
This paper describes the diagonal neural network based control method for the under-actuated leg. It is deemed doubtless to be a real-time control without any off-line learning. By using DRNN, the neurons are decreased and simplified in the controller. Besides, it is not necessary to mount tachometers when conducting the experiments. The angles of link1 and link2 from the motor's encoder are sufficient without measuring the angular velocity. From the simulated results, it is shown that the under-actuated leg can be effectively stabilized through DRNN. Future researches on the double-input triple-output system with the third link added to the system are fully encouraged. The implementation of controlling a two-leg walking robot with our proposed DRNN is being researched following this study. In sum, this study definitely contributes the intelligent-based as well as the real-time control method for a two-leg walking robot with profound insight
