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Electronic transport is at the heart of many phenomena in condensed matter physics and material
science. Magnetic imaging offers a non-invasive and versatile tool for detecting charge flow in
materials and devices. A two-dimensional current density can be reconstructed from an image of a
single magnetic field component. In this work, we present a generative approach based on Bayesian
inference to reconstruct the current density from magnetic images obtained by a magnetic probe.
We develop a new, principled prior—the Frobenius of the Hessian—which improves Gaussian prior
reconstruction. We also use this Frobenius prior to develop a rotation-invariant total variation
prior, and a finite-support prior which can incorporate specific sample geometries. Finally, we
explain a method for modeling currents outside an image to accommodate currents crossing the
image boundaries. All of these features and methods are released in an open-source python package
called pysquid.
I. INTRODUCTION
Two-dimensional (2D) materials host a variety of elec-
tronic transport phenomena, many of which are associ-
ated with a non-trivial spatial structure of the current
density in the material. A non-invasive, local way to im-
age a 2D current density is to image the magnetic field
produced by the current and infer the current density.
To date, numerous magnetic imaging techniques have
been used to image current densities including scanning
SQUID [1–3], scanning Hall probe [4], magneto-optics [5],
and nitrogen-vacancy (NV) centers in diamond [6–8].
Most magnetic imaging techniques probe a single mag-
netic field component in a plane at a constant height
above the sample. The relation between the current den-
sity and the measured magnetic image is defined through
two convolutions: (1) the Biot-Savart law relates the
magnetic field to the current density and (2) a convolu-
tion of the magnetic field with the point spread function
(PSF) of the magnetic sensor relates the magnetic field
to the output of the sensor. The current reconstruction
problem is therefore a linear deconvolution problem. To
obtain the local current density from a magnetic image,
the two convolutions have to be inverted. If the current
density only varies in two dimensions, this inversion is
in principle possible because current conservation relates
the two in-plane components of the current. In practice,
the inversion is a non-trivial task because the problem
is ill-posed: (1) experimental images contain noise and
(2) the finite scan height and point spread function lead
to a loss of information. As a consequence noise domi-
nates the reconstructed image at high spatial frequencies.
There are many solutions that predict the data including
noise perfectly, but most of these solutions are not phys-
ical. Therefore, a criterion for what constitutes a physi-
cally sensible solution—often called regularization—is re-
quired.
A detailed overview of existing methods for current re-
construction are given by Meltzer et al. [9]. The most
intuitive method is to invert the convolutions directly in
Fourier space [10], filtering high spatial frequencies that
otherwise cause instability. However, the shape and cut-
off frequencies of the applied filters limit the resolution
of the reconstructed image in a sub-optimal and uncon-
trolled way. Iterative conjugate gradient methods have
also been employed [11], but—though they are more sta-
ble to noise—the regularization is not well controlled.
Feldmann [12] and Meltzer et al. [9] have reported recon-
struction procedures using Tikhonov regularization pe-
nalizing the Laplacian of the current dipole field, com-
bined with a cross-validation-based choice of the regu-
larization strength. Tikhonov regularization is an at-
tractive method because it is analytically tractable in
Fourier space, allowing for computationally efficient so-
lutions and theoretically motivated methods of choosing
the regularization strength.
In the wider image reconstruction literature, a variety
of regularization penalties have been developed that are
not analytically tractable. For example, total variation
penalizes oscillations in a solution, but does not penal-
ize sharpness like Gaussian or Tikhonov regularization.
An additional complication when reconstructing current
densities is that typically some current leaves and en-
ters the imaged field of view. At the points along the
image boundary where this happens, the current den-
sity is not conserved. This violates the assumption of
conserved current, without which the problem is under-
constrained. Meltzer et al. [9] have implemented mirror
boundary conditions (similar to image charges) for ac-
commodating currents which enter or leave the image.
While the mirror boundary conditions suppress ringing
at the edges—which otherwise results in an artifact—it
is not faithful to the sample geometry unless the sample
is mirror-symmetric.
Here we describe a new procedure to reconstruct cur-
rent density from magnetic images that is amenable to
a wider class of priors than previous work, and can ac-
commodate currents crossing the image boundaries. For-
mulating the reconstruction problem in a probabilistic
framework suitable for Bayesian inference offers unprece-
dented flexibility to make use of prior information about
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2the current density, including the sample geometry. This
knowledge is imposed through different so-called priors,
which assure physically sensible current densities and are
equivalent to choosing a regularization. Previous meth-
ods have penalized the Laplacian of the current dipole
field, from which the current density is computed, or the
components of the currents themselves. We discuss a
set of requirements which any sensible prior should obey.
From this we show that a prior based on the Frobe-
nius of the Hessian is better motivated than the com-
monly used Laplacian prior. This new prior improves
existing Tikhonov regularization, and supports our new
methods. The generative approach presented here could
be extended to other quantitative imaging problems in
physics, where a detailed model connecting the image
and the underlying physical quantities is known.
The priors we explicitly discuss include (1) a Gaussian
prior (equivalent to Tikhonov regularization) penalizing
the Laplacian and the Frobenius of the Hessian, (2) a
total variation prior, which penalizes strong fluctuations
in the current density, but does not necessarily smooth
sharp edges, and (3) a finite support prior, which allows
the user to specify areas in the field of view where no
current flows. In addition, we show that we can accom-
modate currents crossing the image boundary through
modeling current densities flowing outside the field of
view based on the sample geometry. This reconstruc-
tion problem ultimately leads to a convex optimization
problem which we solve using the Alternating Difference
Method of Multipliers (ADMM)[13].
The paper is organized as follows. In Sec. II, we define
the forward problem, describe how we use Bayesian in-
ference, and explain a generative approach for current re-
construction. In Sec. III we propose a set of requirements
any prior should obey, derive a new prior which satisfies
them, and compare it to a previously studied prior. We
explore the Gaussian priors and develop new total vari-
ation and finite support priors. Finally (Sec. III D), we
discuss how to optimize the strength of each prior. In
Sec. IV, we describe how we account for currents flow-
ing outside the field of view. We benchmark our method
using numerical results throughout. Details of the in-
version algorithm, the implementation of finite support
priors, and the external current models are presented in
the appendix. The code is in an open-source python
module called pysquid, publicly available in a github
repository[14].
II. BAYESIAN INFERENCE FORMULATION
OF THE CURRENT RECONSTRUCTION
PROBLEM
A. Forward problem
First, we describe the forward problem: calculating the
magnetic image resulting from a given 2D current density.
We assume that the magnetic sensor probes the perpen-
dicular component of the magnetic field at a fixed height
above the plane in which the current flows. We also as-
sume the sensitive area is small compared to the scan
height so that the PSF can be ignored. However, the
methods we present here can be generalized to include
a PSF. Furthermore, it is straightforward to apply our
reconstruction procedure to other magnetic field compo-
nents, and to allow for a finite thickness of the current
carrying sheet, as long as the current component in the
perpendicular direction can be neglected.
The perpendicular or z−component of the magnetic
field produced by a 2D current at a position r =
(x, y, z) above the sample is given by the Biot-Savart law:
Bz(r) = K(r) ∗ j(r) where K(r) = µ04pi 3z
2−r2
r5 with r =|r|, µ0 the vacuum permeability. The symbol ∗ denotes a
convolution f(r) ∗ h(r) = ∫∞−∞ ∫∞−∞ dx′dy′K(r − s)j(s)
where s = (x′, y′, 0) because the current density is con-
strained to the x − y plane at z = 0. Assuming no cur-
rent sources and drains are present in the field of view,
the x− and y− components of the current density jx,y
obey current conservation: ∂xjx + ∂yjy = 0. We explic-
itly enforce current conservation by introducing a single
scalar field g(s) which only depends on two dimensions.
From the scalar field, we calculate the current density as
j(s) = ∇ × g(s)zˆ. After employing a number of vector
identities, we can write the Biot-Savart law as a function
of g [15]:
Bz(r) =
µ0
4pi
∫∫
ds g(s)
3(zˆ · nˆ)2 − 1
|r − s|3 , (1)
where nˆ = (r− s)/|r− s|. The kernel convoluted with g
in eqn. 1 is recognizable as the magnetic field of a point
dipole oriented along the z− direction. g can therefore be
viewed as a decomposition of a 2D current density into
circulations of current, which is why we call g the current
dipole field. Based on eqn. 1 we can define a magnetic
image vector φ with pixel values φ(ri) = Bz(ri) sampled
in a discrete rectangular grid {ri}, given some current
dipole field g, which we will also assume is discretely
sampled on the same coordinates, but separated from
the imaging plane by some distance.
B. Inverse Problem and Bayesian Inference
The Biot-Savart law is linear, so that the relationship
between a discretely sampled magnetic image φ ∈ RN
and a discrete current dipole field g ∈ RM can be writ-
ten φ = Mg for some suitable linear operator M ∈
RN×M . Assuming that the current circulates in a rectan-
gle around the pixels, the matrix elements are calculated
as a function of height above the sample in the appendix
(see eqn. 23). While the matrix representation of M is
impractical to store for any reasonable image size, the
matrix-vector products Mg can be efficiently computed
using a Fast Fourier Transform (FFT). In general, mag-
netic sensors are sensitive to magnetic fields integrated or
3averaged over an area and characterized by a PSF. The
PSF can be incorporated into M and will be the subject
of future work for SQUID imaging in particular.
We assume that the experimental noise is independent
and identically distributed for each pixel, so that our
model for a measured magnetic image is
φ = Mg + η (2)
where for each pixel p(ηi) ∼ N (0, σ2) is Gaussian noise
with variance σ2. Written this way, we interpret the noise
as causing the data to fluctuate around the model with
characteristic distance σ. We can therefore define the
likelihood p(φ|g) of measuring φ given g:
p(φ|g) = 1
(2piσ2)N/2
exp
(
− 1
2σ2
‖Mg − φ‖2
)
, (3)
where N is the number of pixels in the image φ, and ‖·‖2
is the Euclidean L2 norm. This likelihood p(φ|g) is our
model of the data and will allow us to infer the current
dipole field from the experimental data.
Our goal is to learn g after having measured φ.
We therefore need p(g|φ) (called the posterior or post-
measurement probability). Bayes’ Theorem tells us how
to reverse the conditional probability in the likelihood:
p(g|φ) = p(φ|g)p(g)
p(φ)
, (4)
where p(g) is the prior probability, encoding a criterion
for preferable and physically sensible solutions. p(φ) is
called the evidence—which is the normalization of the
posterior—and is useful for quantitatively justifying the
selection of one model over another [16]. The maximum
likelihood solution to the reconstruction problem is then
the most likely g given φ:
g? = maxg p(g|φ) = maxg p(φ|g)p(g). (5)
At this stage of inference the evidence p(φ) can be left
out as it does not change the peak of the distribution (it
is independent of g, being the integral over all g). Full
treatment of Bayesian inference, including optimal model
selection is described in detail by Mackay [16].
Combining eqns. 5 and 3 we find the maximum-
likelihood solution for current inference as
gλ = ming
1
2
‖Mg − φ‖2 + (λσ)2 `(g), (6)
Here we assume that the prior can be written p(g) ∝
exp
(−λ2`(g)) for some non-negative penalty function `
and real number λ. Inference of currents is now cast
as minimizing the negative log-posterior, or minimizing
the distance between our model Mg and the data φ,
constrained by a regularization `(g).
It is instructive to demonstrate the necessity of some
nontrivial prior `(g). If we consider all solutions as
equally preferable, i.e. p(g) ∝ 1, the solution of eqn. 6 is
given by
g = (MTM)−1MTφ, (7)
This is the pseudoinverse (the ‘closest’ inverse to the sin-
gular M), which is calculated only from the eigenvectors
of M with non-zero eigenvalue. M has at least one zero
eigenvalue, as adding any constant to g does not change
φ. The pseudoinverse ignores this symmetry, but since
the Biot-Savart law is a long-range (power law) kernel,
M has exponentially small eigenvalues corresponding to
high frequencies. Additive Gaussian noise has support
in all frequencies. As a consequence, the solution to
eqn. 7 is highly unstable as the pseudoinverse amplifies
any amount of noise. More specifically, the pseudoinverse
can yield solutions which fit the data perfectly, however,
it will fit the noise as well as the data. There is a huge
space of solutions g that can overfit the data like this,
and most of them oscillate rapidly throughout the im-
age. The role of a non-trivial prior p(g) is to restrict
this space by using physical arguments to specify which
current solutions are more likely.
III. CONSTRUCTING PHYSICALLY
MOTIVATED PRIORS
A. Gaussian Priors
A natural starting place for understanding priors is by
assigning a Gaussian penalty of a linearly transformed
part of g:
p(g) ∝ e−λ2`(g) = exp (−λ2‖Γg‖2) , (8)
where Γ is a linear operator. The maximum likelihood
solution to eqn. 6 combined with eqn. 8 is equivalent
to Tikhonov regularization discussed in the context of
current reconstruction in refs. [9, 12] and the optimal
Wiener filter for some choice of Γ [17]. Gaussian priors
are the conjugate prior to a Gaussian likelihood, with the
explicit solution given by:
gλ =
(
MTM + (σλ)2ΓTΓ
)−1
MTφ. (9)
In this form, we can see that the role of Γ is to override
the exponentially small eigenvalues of MTM , regulariz-
ing the instability of the pseudoinverse in eqn. 7. Written
in this form, we see that σ sets the scale for the regular-
ization strength λ. We will discuss in detail how to choose
λ in section III D.
What should determine the operator Γ? The simplest
choice is the identity Γ = I. In this case, the prior fa-
vors a small-magnitude solution, which is not often physi-
cally motivated. If Γ corresponds to derivatives, the prior
prefers smooth solutions. The Laplacian Γ = D2x + D
2
y
(here D2x/y is the second derivative operator in the x/y-
direction) is a common choice for image reconstruction
4problems and has been discussed in the context of cur-
rent reconstruction [9, 12]. The Laplacian is translation
invariant, prefers small accumulated curvature, and al-
lows eqn. 9 to be solved directly in Fourier space [9, 12].
We can physically interpret the Gaussian Laplacian
(GL) prior by (1) recognizing that j = ∇ × gzˆ =
∂ygxˆ − ∂xgyˆ and (2) writing the logarithm of eqn. 8 in
the continuum limit for clarity of notation as:
`GL(g) = −λ2
∫
d2r
(
∂2xg + ∂
2
yg
)2
= −λ2
∫
d2r |∇ × j|2, (10)
where the second line assumes that current only varies in
the x− y plane. We see that the Laplacian prior prefers
solutions with small accumulated circulation of current.
However, it is not clear why we should penalize only the
circulation of current.
(a) Ground truth
uniform |j|
(b) Gaussian
Laplacian
(c) Gaussian
Frobenius
(d) TV
Frobenius
Reconstruction error
(e) Ground truth
parabolic |j|
(f) Gaussian
Laplacian
(g) Gaussian
Frobenius
(h) TV
Frobenius
Reconstruction error
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Figure 1. Ground truth 100×100 current density |j|, with
uniform profile (a) and parabolic profile (e). Synthetic φ was
computed with a height above the plane of 4 pixel widths and
5% noise was added. Reconstructions for the uniform annulus
in (b-d) and the parabolic annulus in (f-h) with Gaussian prior
penalizing the Laplacian, the Gaussian prior penalizing the
Frobenius Hessian, and the total variation of the Frobenius
Hessian. The regularization strength for each was chosen by
our Bayesian discrepancy principle. The data φ was re-scaled
to have unit peak-to-peak range, and λ = 1.4 was used for
the TVF prior reconstruction, and λ = 2 was used for the GL
and GF priors.
This leads us to seek other choices for the Gaussian
prior in the context of current reconstruction. In general,
a prior should obey physically-motivated symmetries and
the prior should be a functional, i.e. an integral of a
scalar quantity defined locally in the plane of currents.
This scalar quantity should have the following properties:
1. invariance under current inversions g → −g,
2. invariance under rotations and reflections,
3. equally penalizing all variations in currents, i.e.
first derivatives of j and thus second derivatives
of g.
The Laplacian prior Γ = ∇2 discussed above satisfies al-
most all of these; it is the integral of (∇2g)2; due to the
quadratic it is invariant under g → −g, and the Lapla-
cian is rotation and reflection invariant (see also below).
However, following eqn. 10 we see that not all the possible
variations of the current are penalized.
We now derive a functional different from the Lapla-
cian that satisfies all these constraints. The combination
of the symmetry under current inversion and only allow-
ing second derivative of g constrains the functional to
containing two powers of elements of the second deriva-
tive matrix. This means that the prior must depend
on the Hessian Hαβ = ∂α∂βg, where α ∈ {x, y} and
β ∈ {x, y}. One can show (see e.g. [18]) that the only way
to construct a rotation invariant functional from the Hes-
sian is through contraction of the indices (following Ein-
stein summation conventions). The only two ways to do
this [18] with two powers of g are (1) HααHββ = (TrH)
2
and (2) HαβHαβ = TrH
TH. The former is again the
Laplacian we have studied above; the latter is the square
of Frobenius norm of the Hessian. This new Gaussian
Frobenius (GF) prior satisfies our first two criterion by
construction. Following a similar calculation to eqn. 10,
`GF(g) = −λ2
∫
d2r HαβHαβ
= −λ2
∫
d2r
[
(∂xjy)
2 + (∂yjx)
2 +
(∂xjx)
2 + (∂yjy)
2
]
, (11)
we find that `GF(g) penalizes all variations in currents
and therefore also satisfies our third and final criteria.
We analyze the performance of `GF(g) as a prior in
fig. 1. We study two simplified synthetic data examples
in the form of two annuli: one with currents with uni-
form current density in fig. 1(a) and one with parabolic
current density going to zero at the edges in fig. 1(e).
Synthetic magnetic images were calculated using a kernel
M corresponding to a height above the plane of 4 pixel-
widths. Noise of σ = 0.05 relative to the peak value in the
magnetic image was added. Fig. 1 shows reconstructions
using the Gaussian Laplacian prior (eqn. 10) on the uni-
form annulus data (fig. 1(b)) and the parabolic annulus
data (fig. 1(f)). Both reconstructions show large magni-
tudes of spurious currents at the edges of the image—
likely due to the Laplacian not penalizing variations in
5all current components. Figs. 1 (c) and (d) show recon-
structions using the new Frobenius prior (eqn. 11), yield-
ing improved edge reconstructions. The regularization
strength λ was set using a Bayesian discrepancy princi-
ple (described in section III D). The priors were computed
using centered finite difference derivatives (see Appendix
section 2). Figs. 1 (d) and (h) show reconstructions with
a total variation prior using the Frobenius norm prior dis-
cussed below in section III B. These last reconstructions
are more smooth where current is truly zero and have
errors largely concentrated at the edges of the annuli.
We solved the maximum likelihood problem of eqn. 5
with the Gaussian Laplace prior in eqn. 10 and the Gaus-
sian Frobenius prior in eqn. 11 by iteratively solving the
appropriate regularization pseudoinverse in eqn. 9. The
construction of appropriate Γ operators is discussed in
sec. 2 of the Appendix. The computational complexity
of one iteration of the solution of eqn. 9 is O(N logN)
for N pixels in the data φ via an FFT. The iterative
method scales the same way, but will take a number of
steps which depends on the condition number of the op-
erator (which depends on Γ, σ, and λ).
B. Total Variation Priors
x
j
=
D
g
(x
)
(a)
D2g = Dj
l(
D
2
g
)
(b)
Gaussian
Total variation
Figure 2. (a) Three possible current j profiles, all of which are
equally probable under a total variation prior. (b) Illustration
comparing Gaussian and total variation priors. Gaussian tol-
erates very small variations in current, while total variation
much more heavily penalizes any non-zero amount. The re-
sult is total variation prefers reconstructions with regions of
constant current, and suppresses ringing more effectively than
Gaussian priors.
So far only analytically tractable, Gaussian priors have
been considered in the context of current reconstruction
in the literature. These are attractive because the re-
sulting reconstruction problem can be solved with a cou-
ple FFTs and there exist calculations for motivating the
choice of regularization strength λ. Unfortunately, Gaus-
sian priors in particular suffer from ringing, especially at
sharp boundaries due to the Gibbs phenomenon [19]. For
example, in figure 1(b) and (c), the Gaussian prior al-
lows unnecessary variations of current inside the uniform
annulus. Therefore a prior which penalizes oscillations
without penalizing sharp changes in the solution is desir-
able. In general image reconstruction, this is achieved via
a so-called total variation (TV) prior, summing over the
absolute values of the derivative [20, 21]. Since we want
to penalize derivatives of j, we again need to penalize
second derivatives of g. This train of thought leads us to
a first possible choice for the prior (ignoring momentarily
the manifest violation of rotation invariance):
`TV(g) = −λ2
∫
d2r |∂2xg|+ |∂2yg|
= −λ2
∫
d2r |∂xjy|+ |∂yjx|. (12)
We can gain some intuition about the original total
variation `TV (in eqn 12) by considering a one dimen-
sional image. Fig. 2(a) shows three hypothetical vari-
ations in current along one spatial direction. The TV
prior considers all three of these—regardless of their
smoothness—equally probable. Therefore, the TV prior
will suppress oscillations in the solution and, unlike Gaus-
sian priors, remain agnostic to the sharpness of the tran-
sition. Figure 2(b) shows the value of both the Gaussian
and TV priors as functions of the second derivatives of
g. The Gaussian prior is much more permissive of small
variations of j. On the other hand, the absolute value
of the TV causes any finite amount of variations j to be
penalized, thus preferring solutions of g with regions of
constant j and avoiding penalization of sharp edges.
In section III we argued that any good prior for current
reconstruction must satisfy several principles including
rotation invariance. However, the TV prior defined in
eqn 12 is not rotation invariant. Any prior satisfying the
requirements discussed above must be a functional of the
Frobenius norm of the Hessian of g: TrHTH. Combining
the idea of the TV prior and the Hessian of g we arrive
at a TV Frobenius (TVF) prior:
`TVF(g) = −λ2
∫
d2r
√
HαβHαβ
= −λ2
∫
d2r
√
(∂2xg)
2 + (∂yg)2 + 2(∂x∂yg)2,
(13)
where the square root of a sum of squares gives us a
rotation invariant absolute value (like in the original TV
prior).
Figure 1(d) and (h) show the result of the TV Frobe-
nius prior on the reconstructions of the uniform and
parabolic current annuli respectively. Notice how, in
both reconstructions, the background which should be
empty of currents is indeed uniformly empty. Since TV
penalizes any variation—no matter how small—the opti-
mization problem prioritizes flat (zero) current when zero
current is as effective at explaining the data. In fig. 1(d)
ringing is more penalized, allowing for a more uniform
interior of the annulus. Whereas the interior of the uni-
form annulus is more faithfully reconstructed with a TVF
prior (d) than with the Gaussian prior (c), in the case of
a parabolic annulus, a TVF prior (g) and Gaussian prior
(h) are comparable.
6C. Finite Support Prior
The total variation prior prefers current solutions
which have contiguous regions of constant current with
minimal ‘total variation.’ The finite support prior is an
intuitive prior which directly uses knowledge of the sam-
ple geometry to impose zero current in known regions of
the image plane. Since many devices are lithographically
defined, it is often known where the sample should have
current and where it should not. Regions with zero cur-
rent correspond to regions of constant current dipole field
g.
In order to impose regions with constant g, we use an
image mask of the imaged device that identifies regions
with zero current. The image mask m is assumed to be
of the same shape as g and take the value 0 where current
is unrestricted and 1 where no current is flowing. Note
that since current is imagined to flow ‘around’ our pixels,
current can flow only around the periphery of contiguous
regions pixels in the mask with value 1: there is only one
current loop for each contiguous region of 1’s. From m,
we then identify each of the regions of contiguous of 0’s
with their own free parameter. Therefore the length of
g˜ that we optimize in this case is equal to the number
of 1’s in m plus the number of contiguous regions of 0’s
in m (which is the number all free current dipole field
parameters).
There is a linear operator F such that g = F g˜, where
F ∈ RN×P for N pixels in the image plane and P free
current dipole field parameters. Concretely,
Fjk =
{
1 if free parameter g˜k sets gj
0 else.
(14)
In the case N = P , all pixels are free parameters, and F
is (up to permutations) the identity matrix. With this
formulation, g = F g˜. We can impose that regions of the
image have zero internal circulating currents by simply
replacing g → F g˜ in the log-posterior of eqn. 5. The fi-
nite support prior is quite powerful because it directly
reduces the number of degrees of freedom and highly
constrains the solution space. Since the imposition can
be implemented with yet another linear operator, it is
straightforward to include it with both Gaussian priors
and our TVF prior (see sec. 3 for details).
Figure 3 shows the result of adding the finite support
prior to the uniform and parabolic annuli models studied
in fig. 1. We form the mask by setting the values of m
outside and inside of the annulus to 1 and the bulk inte-
rior of the annulus to 0, and following up with one step
of binary erosion in order to model experimental uncer-
tainty in aligning the data to the lithography. Figure 3(b)
shows the reconstruction of the uniform annulus using fi-
nite support added to the Gaussian Frobenius prior: we
see smooth edges and some remaining ringing inside the
annulus. Figure 3(c) shows another reconstruction of the
uniform annulus using finite support added to the TV
Frobenius prior: we see a very uniform interior current
density and slightly sharper edges than in fig. 1(d). As
for the parabolic annulus with finite support priors, fig. 3
shows that Gaussian (e) and TVF (f) yield very similar
results. Figure. 3 demonstrates that the best priors really
depend on the data at hand. For a uniform annulus of
current, the TVF prior is clearly more effective than GF,
whereas for smoother parabolic currents, GF and TVF
perform similarly.
(a) Ground truth
uniform |j|
(b) Gaussian finite
support (FS) (c) TV and FS
Reconstruction error
(d) Ground truth
parabolic |j| (e) Gaussian and FS (f) TV and FS
Reconstruction error
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Figure 3. Ground truth current density |j|, with uniform pro-
file (a) and parabolic profile (d). Synthetic φ was computed
with a height above the plane of 4 pixel widths and 5% noise
was added. Reconstructions for the uniform annulus in (b,c)
and the parabolic annulus in (e,f) with Gaussian prior pe-
nalizing the Frobenius Hessian, and the total variation of the
Frobenius Hessian. The regularization strength for each was
chosen by our Bayesian discrepancy principle. The data φ
was re-scaled to have unit peak-to-peak range, and λ = 1.4
was used for the TVF prior reconstruction, and λ = 2. was
used for the GF prior.
D. Choosing the strength of the prior
There are many interesting and effective methods for
choosing the strength of the prior, including Bayesian ev-
7idence maximization [16], the l-curve method [22], cross-
validation [23], and the discrepancy principle [24]. Un-
fortunately, none of these existing methods works well
for every chose of prior. In fact, most methods require
analytically tractable (Gaussian) priors. Since the TVF
and finite support priors preclude analytic tractability,
a more general method for setting the prior strength is
needed. Here, we describe a Bayesian modification of the
discrepancy principle.
Assuming that the model or likelihood is determined
by φ = Mg + η, if p(η) ∼ N (0, σ2), the inferred
gλ for some regularization strength λ should satisfy
std (‖Mgλ −φ‖2) = σ. That is, the reconstruction error
should fluctuate with a characteristic width of the noise.
Since the deconvolution problem is ill-posed, and the re-
construction error without regularization can be made
arbitrarily small, the discrepancy principle suggests that
the strength of the prior should be increased until the
reconstruction error has the same spectrum as the noise
(set by σ). Figure 4 (top) shows the standard deviation
of the reconstruction error using the GF prior as a func-
tion of λ for the uniform annulus data of fig. 1(a), where a
black cross marks the point that satisfies the discrepancy
principle.
Since convolution smears together finite regions of cur-
rent to produce a magnetic image, there are actually
fewer degrees of freedom than the number of pixels. Thus
is has been found that following the discrepancy princi-
ple leads to over-smoothed solutions [24]; the image of
residuals (in fig. 4 marked by a black cross) shows a
faint ring in real space due to underfitting. This spa-
tial structure in the residuals (easier to see in Fourier
space, above) is a violation of our modeling assump-
tions: the difference between the model and data should
be identically and independently distributed noise. The
black hexagon shows this effect exaggerated with a much
larger regularization λ than is necessary. The discrep-
ancy principle can be modified by finding γ < 1 such
that std (‖Mgλ − φ‖2) = γσ, where γN is the effective
number of degrees of freedom. For Gaussian priors the
effective number of parameters γN can be estimated, but
for general priors, we follow Bayesian inference and assign
less posterior probability to g-fields resulting in residuals
which are not independent and identically distributed.
In practice, we simply find the regularization that sat-
isfies the discrepancy principle, then reduce it until the
residuals have minimal spatial structure in both real and
Fourier space (as indicated by the blue star in fig. 4). The
Fourier space residuals should ideally be uniform noise,
but we see some degree of fitting the noise in fig. 4 (see
the light spot in the center of the image denoted by a
blue star). This is likely because our model is imper-
fect: we used the GF prior; we have shown that the TVF
prior is better suited to data with sharp edges. Finally,
the near-zero λ case (indicated by the black triangle of
fig. 4) shows an exaggeration of this over-fitting of noise.
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Figure 4. The standard deviation of the reconstruction er-
ror std (‖Mgλ − φ‖2) is plotted as a function of the strength
of the prior λ, using synthetic data from the uniform-profiled
annulus with height above the plane of 4 pixels and noise level
σ = 0.05 (indicated by the horizontal dotted-line). Illustrat-
ing our Bayesian discrepancy principle, we choose the largest
regularization strength of the GF prior for which the residuals
are spatially invariant, as shown in the inset images denoted
by a blue star. The top four (grayscale) inset images are
the Fourier amplitudes of the residuals superimposed above
the real-space residuals, for the regularization strength indi-
cated by matching symbols in the reconstruction error plot
above. In order from left to right, we demonstrate the spa-
tial properties of the reconstruction error for over-fitting of
noise (λ ≈ 0), the result of our Bayesian discrepancy princi-
pal, under-fitting of the standard discrepancy principle, and
finally an exaggeration of under-fitting.
IV. CURRENTS OUTSIDE THE FIELD OF
VIEW
Of the key model assumptions we have followed so far,
many experimentally interesting current distributions vi-
olate one in particular: current conservation. We have
been working with the current dipole field g for which
j = ∇ × g, so our model requires currents to circu-
late within the field of view. One way to accommodate
data in which current crosses the field of view is to solve
the problem assuming mirror boundary conditions [9].
While mirror-symmetry is analytically attractive, few (if
any) real-world samples can be expected to be mirror-
symmetric, and assuming so without reason goes against
our generative modeling principal.
We approach a solution by building a model of leads
feeding the sample. For most experiments the litho-
graphic design of the imaged device is known, and so just
as finite support can be useful, we can assume our leads
have uniform resistivity, and build a loop which enters
and leaves the field of view, canceling as much as possi-
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Figure 5. The Montgomery or van der Pauw geometry, a com-
mon experimental lithographic pattern for measuring trans-
port properties of a sample. In this case, voltage is applied
between the top two corners, producing a current through
a material with uniform resistivity. The sample is the gray
region examined in the zoomed inset. In order to remove cur-
rents crossing the image field of view boundary, we model the
leads (pink), and subtract the resulting field φext from the
data φ. The linearity of electromagnetism ensures that we
are then also subtracting the current in the pink region. The
pink external model currents are then accounted for in the
reconstruction.
ble the currents incident on the edges. Figure 5 shows a
van der Pauw geometry, useful for measuring transport
properties of samples (see the zoomed inset). The gray
region corresponds to the sample—with current flowing
from left to right with some current dipole field g—and
a resulting image φ. We then build an external model
(pink), with a corresponding current dipole field gext,
and subtract the resulting magnetic field of the external
model φext from φ. The linearity of electromagnetism
guarantees that we will be only trying to recover the dif-
ference g − gext, which should have conserved current in
the field of view.
Our prescription for external modeling is almost com-
plete, except for the fact that subtracting the external
model creates extra variations in the currents which will
then be unfairly penalized by the prior. Therefore the
prior needs to be a function of g+gext. And so, we mod-
ify the maximum likelihood inference of eqn. 5 as follows:
gλ = gext + ming
[ 1
2
‖Mg − (φ− φext)‖2+
(λσ)2 `(g + gext)
]
, (15)
where ` is any log-prior. Appendix sec. 3 explains how
we accommodate these modifications for the TVF priors.
Given a model of a van der Pauw geometry (in fig. 5),
we now have a generative scheme for building external
current leads into our model via eqn. 15. Figure 6(a)
shows the ground truth current density that results from
solving for the currents with voltage applied to the top
two contact pads of the van der Pauw geometry in fig. 5
(using a tool built into our pysquid package). We then
produce synthetic data φ (assuming a height above the
plane of 4 pixel widths) and add noise of magnitude σ =
0.05.
Figure. 6(b) shows a reconstruction using the Gaussian
Frobenius prior of eqn. 11, with mirror boundary condi-
tions to account for currents crossing the image bound-
ary. The reconstruction suffers from excessive variations
in current as we saw in fig. 1. Figure 6(c) shows the
reconstruction using the TVF prior of eqn. 13 with mir-
ror boundary conditions. The error image directly be-
low displays a haze of green, indicating excessive current
density outside the sample. The mirror boundary con-
ditions were not used to produce the data so the recon-
struction inserted some current in order to make it fit.
Finally, fig. 6(d) shows the reconstruction using the ex-
ternal model of eqn. 15 with the TVF prior, and the green
haze in the error (directly below) has been cured. With
a generative model, the reconstruction does not need to
place current outside the sample to fit the data.
V. DISCUSSION AND CONCLUSION
Current reconstruction from magnetic images is an in-
creasingly important problem as magnetic imaging meth-
ods are approaching fundamental size limits, improving
the resolution of current reconstructions will come from
improved inference. An ill-posed deconvolution blurred
by electromagnetism itself, current reconstruction re-
quires strong regularization for stability. We followed
the methods of the literature [11, 12], defining the cur-
rent dipole field g such that j = ∇× g, and defined the
Biot-Savart kernel M such that φ = Mg. Using Bayesian
inference, we defined the negative log-posterior in eqn. 6,
the maximization of which provides a solution.
We justified the importance of prior information p(g),
also called regularization, and derived a new, principled
prior—the Frobenius of the Hessian—which improved the
standard Gaussian prior. Real experimental data often
contains sharp edges at which the current drops to zero
(e.g. the device boundaries) and areas of zero current
(corresponding to areas where the device is absent). To
improve the reconstruction of regions of constant current,
we investigated a total variation prior and contrasted it
with Gaussian priors which permit unnecessary oscilla-
tion. To leverage information about the device geome-
try we developed a finite support prior which can under-
stands where currents are and are not allowed to flow.
Finally, we extended our generative picture by building
an external current model to accommodate the violation
of current conservation in realistic samples.
In addition to Bayesian inference, our approach used
the principle of generative modeling: if we can make con-
vincing data, we can use those models to make better
inferences from data. Moving beyond tractable priors to
TV, finite support, and using external models, we advo-
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Figure 6. (a) Ground truth current density from Montgomery or van der Pauw geometry of a sample of uniform resistivity,
with current entering and leaving through the top of the image. Synthetic data was computed with a kernel assuming 4 pixel
widths separated the measurement and sample planes, and i.i.d. noise of σ = 0.05 was added. Reconstructions of the current
density using (b) a Gaussian Frobenius prior with mirror-symmetric boundary conditions, (c) a total variation (TV) prior with
mirror boundary conditions and (c) a total variation prior using an external model; below each reconstruction is its deviation
from the ground truth in (a). The data φ was re-scaled to have unit peak-to-peak range, and λ = 0.9 was used for both TVF
prior reconstructions and λ = 0.8 was used for the GF prior.
cated for setting the regularization γ using a Bayesian
discrepancy principle. This method explicitly involves
human input, so we call it Bayesian because looking at
the reconstructions, we as intelligent agents can tell if
the solution follows our modeling assumptions, and ad-
just our subjective posterior probability accordingly.
In future work, we will develop methods to infer the
point spread function of a given imaging device (SQUIDs
in particular). If we image a known source of magnetic
field, e.g. a magnetic dipole or a superconducting vor-
tex, finding the PSF is another ill-posted deconvolution
problem in itself. The open-source pysquid code is al-
ready able to use a finite PSF into account. New priors of
interest can be investigated e.g. in recent developments
of machine learning. Deep priors [25] use the restrictive
structure of an untrained convolution neural network as
an inductive bias, or implicit prior, and random projec-
tors [26] learn a lower dimensional subspace trained on
latent and data-space pairs. The generative modeling ap-
proach combined with Bayesian inference presented here
can be readily adapted to use additional new priors for
solving the current reconstruction problem in any future
experimental setting.
APPENDIX
1. Defining the Flux Model
Recall that our model for a measured magnetic flux
is φ = Mg + η, for flux image φ, current dipole field g,
and circulant matrix M representing the convolution of
the Biot-Savart law and the PSF. This section derives
the Biot-Savart component of M , following the analysis
performed by Wijngaarden [15]. The Biot-Savart law is
written
B(r) =
1
4pi
∫
V
ds j(s)× r − s|r − s|3 , (16)
where j is the current density in some volume V .
When inferring j we will have to optimize over all cur-
rents, but because currents are conserved (∇ · j = 0),
this would have to be constrained optimization (which
is more difficult than unconstrained). If j only varies in
2D, i.e. if j(r) = j(x, y), we can enforce conservation by
writing
j(x, y) = ∇× g(x, y)zˆ, (17)
then we can perform unconstrained optimization on g.
After employing a number of vector identities, we can
write the Biot-Savart law as a function of g:
B(r) =
1
4pi
∫
V
ds g(s)
3nˆ(zˆ · nˆ)− zˆ
|r − s|3 , (18)
where g(s) only depends on two-dimensions and nˆ = (r−
s)/|r − s|. The kernel convolved with g in Eqn. 18 is
then recognizable as the magnetic field of a point dipole,
which is why we call g the current dipole field ; g is a
decomposition of a 2D current sheet into circulations of
current.
The data we take is discrete, pixelated, and so to pro-
ceed we express our current density as rectangular pix-
els centered below the point at which we measure flux.
Squares of constant g are a square loop of constant cur-
rent present only at the edges. Let us evaluate the field
due to a square of constant g. We will only calculated
the z-component, that is the component orthogonal to
the plane of current as that is the component our probe
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measures. The field due to a g with a constant value of
1 in a rectangle is
B1z (x) =
1
4pi
∫ x0+ a2
x0− a2
∫ y0+ b2
y0− b2
∫ t
0
dx′
3s · zˆ − s
|s|5/2
, (19)
where s = x − x′, a and b are the x and y-widths of
the rectangle respectively, and t is the thickness of the
current.
We can evaluate Eqn. 19 using the following indefinite
integral:∫
dx
2z2 − x2 − y2
(x2 + y2 + x2)5/2
= − tan−1 xy
z|x| . (20)
For this work we assume the thickness of the current is
much smaller than the distance between the sample and
measurement planes (z  t). Taking the limit t→ 0, we
find that the magnetic field due to a rectangle of constant
g is
B1z (x,x0) =
1
4pi
[
I(x0 − x+ a2 , y0 − y + a2 , z)
− I(x0 − x+ a2 , y0 − y − a2 , z)
− I(x0 − x− a2 , y0 − y + a2 , z)
+I(x0 − x− a2 , y0 − y − a2 , z)
]
, (21)
where x0 and y0 are the center of the rectangle, a and b
are the widths, and
I(x, y, z) = xy(2z
2 + x2 + y2)
(z2 + x2)(z2 + y2)|x| . (22)
We can now build up the entire magnetic field due to
a current distribution by summing over the discrete cur-
rent dipole field. Say gij = g(xi, yi) for some set of pixel
centers {xi, yj}. Using the linearity of electromagnetism
we can write the magnetic field of this current distribu-
tion as a sum of the magnetic field due to each individual
rectangle of constant g:
B(xk, yl, z) =
∑
i
∑
j
B1z (xk, yl, z, x
′
i, y
′
j)g(x
′
i, y
′
j). (23)
Since Eqn. 21 only depends on the differences between,
for instance xk and x
′
i, we observe than Eqn. 23 is a
discrete convolution. This means that we can write our
model more succinctly as b = Mg, where b is the unrav-
eled magnetic field image, M is a circulant matrix repre-
senting the discrete convolution, and g is our unraveled
current dipole density image.
Because M is circulant it is diagonalized by plane
waves, and matrix-vector products like Mg can be com-
puted very efficiently with Fourier transforms. Once a
model for the PSF has been defined, we include this in
the definition of M , as two discrete convolutions are just
a sequence of multiplications in Fourier space, and then
our model is written φ = Mg, where φ is now a magnetic
flux, as the addition of the PSF modifies the units of M .
2. Defining Linear Operators for Priors
It may not be immediately clear how to implement
the Gaussian Laplacian prior of eqn. 10, the Gaussian
Frobenius prior of eqn. 11, and the TV Frobenius prior
of eqn. 13, so I will present here a description of the
pysquid implementation.
Firstly, all these operators are composed of the partial
derivatives ∂2x, ∂
2
y , and ∂x∂y. These operators need to
be generalized to our discrete problem. The most cor-
rect way to represent these operators is in Fourier space,
where ∂x → −ikx for example is a perfect representa-
tion of the derivative operator assuming the operand has
been Nyquist sampled. This representation is beautiful
for its translation invariance, and it makes solving the
pseudoinverse eqn. 9 very efficient, but it assumes mirror
boundary conditions. Since we almost never come across
mirror-symmetric data, we pad out data with zeros so
that the right cannot ‘see’ the left side, but then the
Fourier derivatives lead to priors which unfairly penalize
variations at the edges of the image.
We overcome this by using finite-difference derivatives,
encoded as a sparse matrix, where the interior of the im-
age is computed using centered finite differences [17], and
the edges use forward or backward finite differences, mov-
ing away from the edges. This way we can estimate the
derivatives using only information that we have. Writing
the image g as a two-index matrix gx,y, and take D
2
x for
example. For a pixel not at the edge, and assuming that
the distance between adjacent pixels is ∆x,
(D2x)x′,y′,x,y =
δx′,x−1 − 2δx′,x + δx′,x+1
(2∆x)2
, (24)
and at the left edge, for example,
(D2x)0,y′,x,y =
δ0,x−2 − 2δ0,x−1 + δ0,x
(2∆x)2
. (25)
Then generalizing appropriately, we have discrete linear
operators D2x, D
2
y and the cross-derivative D
2
xy, and we
write matrix vector products (D2xg)i =
∑
i(D
2
x)i,j gj ,
for appropriate i = (x, y) and j = (x, y). For specific
implementations, see the pysquid source code.
With these linear operators defined, we can define the
discrete representations of the Gaussian Laplace priors of
eqn. 10 as
log p(g) ∝ −λ2‖Γg‖2, (26)
where Γ = D2x +D
2
y, and ‖ · ‖2 =
∑
i ·2i . Throughout this
work we will ignore the dimensions of the differential in
discretizing the integrals, as it is a uniform rescaling of all
terms of the log-posterior eqn. 5 which does not change
the location of the maximum.
Next, we represent the Frobenius of the Hessian,
TrHTH forHαβ = ∂α∂βg. Where as the Laplacian Gaus-
sian integrand in eqn. 10 is a square of a sum, the Frobe-
nius prior is a sum of squares. In order to write this in
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terms of some operator Γ, we stack our operators thusly
Γ =
 D2xD2y√
2D2xy.
 (27)
Written this way, then one can see that the discrete gen-
eralization of the Gaussian Frobenius prior in eqn. 11 is
log p(g) ∝ −λ2‖Γg‖2 = −λ2(Γg)TΓg
= −λ2
[∑
i
(D2xg)
2
i +
∑
i
(D2yg)
2
i+∑
i
(D2xyg)
2
i
]
. (28)
Finally, the Total Variation prior simply modifies eqn. 28
by taking a square root of the summand to obtain
log p(g) ∝ −λ2
[∑
i
(D2xg)
2
i +
∑
i
(D2yg)
2
i+
∑
i
(D2xyg)
2
i
]1/2
. (29)
Note that following Vico et al.[27], it is possible to find
truncated kernels, which allow the computation of con-
volutions in a finite domain. This would allow us to con-
struct derivative translation-invariant operators which do
not require zero-padding around the domain. This would
allow direct solution of the pseudo-inverse, and speed up
all of our calculations by a factor of four. Future work
could explore this for improved efficiency of pysquid, and
perhaps even allow analytic results for the new Frobenius
Hessian prior.
3. ADMM for Total Variation Deconvolution
Alternating Difference Method of Multipliers
(ADMM)[13] is a convex optimization algorithm
which solves
min
x,z
f(x) + g(z)
s.t. Ax+Bz = c, (30)
for some scalar functions f and g, appropriately-sized
matrices A and B, and vector c. In this section only,
g refers to the scalar function of the ADMM algorithm,
and not the scalar current dipole field g. The only re-
quirement for ADMM to provably solve 30 is that f and
g be convex in their arguments.
For solving current reconstruction we must optimize
Eqn. 6. We can cast our problem into the standard form
of Eqn. 30 by identifying x ≡ g, and by setting
f(g) = 12‖Mg − φ‖2. (31)
Then the function g is the regularization term set by
− log p(z). Our isotropic total variation prior penalizes
second derivatives of the g-field (penalizing changes in
the current j). Identifying A with the x- and y-derivative
matrices D2x and D
2
y and D
2
xy,
A =
D2xD2y
D2xy
 , (32)
setting B = −I, and c = 0, the stipulation that Ag +
Bz = c is equivalent toD2xD2y
Dxy
 g = z =
 zxzy
zxy
 , (33)
where z is twice as long as g, containing both the hor-
izontal and vertical second derivatives of g. The final
piece is then the total variation of the Frobenius norm of
the Hessian:
g(z) = λ2
∑
i
√
z2x,i + z
2
y,i + 2z
2
xy,i. (34)
We can modify ADMM to include finite support priors
by replacing g → F g˜, and optimizing g˜ instead of g:
min
g˜,z
f(F g˜) + (z)
s.t. AF g˜ = z, (35)
where f is still Eqn. 31, g is Eqn. 34, and A is Eqn. 32.
Equivalently, we can modify the kernel matrix M →MF
and the second-derivative matrix A→ AF , which is how
we actually implemented it.
We can also modify ADMM to use an external model as
in eqn. 15, by simply setting c = −Agext for the external
model current dipole field in the field of view gext.
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