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Abstract
One in twenty-five patients admitted to a hospital will suffer from a hospital acquired in-
fection. If we can intelligently track healthcare staff, patients, and visitors, we can better
understand the sources of such infections. We envision a smart hospital capable of increas-
ing operational efficiency and improving patient care with less spending. In this paper,
we propose a non-intrusive vision-based system for tracking people’s activity in hospitals.
We evaluate our method for the problem of measuring hand hygiene compliance. Empir-
ically, our method outperforms existing solutions such as proximity-based techniques and
covert in-person observational studies. We present intuitive, qualitative results that ana-
lyze human movement patterns and conduct spatial analytics which convey our method’s
interpretability. This work is a first step towards a computer-vision based smart hospital
and demonstrates promising results for reducing hospital acquired infections.
1. Introduction
In recent years, smart hospitals have garnered large research interest in the healthcare com-
munity (Noury et al., 2008; Wu et al., 2006; Nugent and Augusto, 2006). Smart hospitals
encompass a variety of network-connected products for controlling, automating and opti-
mizing workflows in the hospital (Sa´nchez et al., 2008). Surgery checklists are known to
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Figure 1: Illustration of our proposed vision-based smart hospital. (Left) Top-view of a
hospital unit. (Right) Our system that track fine-grained activities such as hand hygiene
compliance. Yellow polygons indicate areas covered by our sensors. Blue dots indicate
pedestrian detections and blue lines indicate pedestrian movements over time.
improve clinical outcomes (Weiser et al., 2010) and smart sensors can be used to automate
safety procedures (Yu et al., 2012). With automatic and continuous monitoring, smart
hospitals can locate inventory, identify patients, track healthcare workers, and increase
operational efficiency (Fisher and Monahan, 2008; Lenz and Reichert, 2007), ultimately
improving patient care quality (Gao et al., 2006).
One significant problem that smart hospitals can help address is the prevention of hospi-
tal acquired infections (HAIs) (Cook and Schmitter-Edgecombe, 2009). One in twenty-five
patients admitted to a hospital suffers from HAIs (Centers for Disease Control and Preven-
tion, 2016), costing hospitals billions of dollars per year (Zimlichman et al., 2013). Proper
hand hygiene is an important part of preventing such HAIs, and smart hospitals that are
constantly aware of the dynamic environment can track the movements of healthcare work-
ers, monitor hand hygiene compliance, and provide feedback.
Existing technologies for smart hospitals have been used to tackle some of these prob-
lems. Radio-frequency identification (RFID) systems have been used for tracking people
in hospitals and are a common approach towards building a smart hospital (Fuhrer and
Guinard, 2006). RFID systems are generally cheap and easy to deploy (Coustasse et al.,
2013). Despite these benefits, objects and humans of interest must be manually tagged
and remain physically close to a base station for the system to correctly locate them. For
people, this generally requires that hospital staff wear special wristbands, gloves, or external
badges to register their position at specific events of interest (e.g., before entering a patient
room) (Simmonds and Granado-Villar, 2011; Yao et al., 2010). However, this provides us
with a non-continuous location history. Combined with the noisy localization accuracy of
indoor radio localization methods (Whitehouse et al., 2007; Alahi et al., 2015; Marra and
Edmond, 2014; Zanca et al., 2008), this makes RFID systems ill-suited for smart hospitals.
We need a more scalable solution to track both objects (e.g., portable computers, trash
cans) and humans with higher precision at finer resolution (e.g., actions, body poses) and
in a non-intrusive fashion (e.g., no devices on people).
We argue that computer vision-based approaches offer the ability to address these chal-
lenges. Recently, computer vision has pushed state-of-the-art in tracking applications such
as self-driving cars (Cho et al., 2014) and sports analytics (Halvorsen et al., 2013; Pers
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and Kovacic, 2000). They have the advantage of operating on a continuous data stream
(i.e., videos) and have the ability to locate objects and pedestrians in both two- and three-
dimensional space. However, if we are to fully understand the hospital environment we
must track more than just human locations. Computer vision systems allow us to observe
the world at high resolution, enabling the characterization of fine-grained motions such as
handwashing or surgical procedures.
In this work, we develop a non-intrusive vision-based system for tracking peoples activity
in hospitals, specifically for the problem of hand hygiene. While computer vision has shown
promising results for tracking (Zhang et al., 2008), a number of unsolved challenges remain.
First, due to differences in building construction, hospitals may contain sparse networks of
sensors with minimal overlapping field of views. This can make it difficult for trajectory
prediction and data association (Leibe et al., 2007) across entire hospital units. Second,
hospitals exhibit variances in visitor and staff traffic patterns leading to extremely busy
and crowded scenes. Third, due to privacy laws surrounding personal health information,
our system is limited in the visual data it can use. We must resort to de-identified depth
images, losing important visual appearance cues in the process. This makes it especially
difficult for our system to continuously locate and track personnel over time. We must be
able to link events of interest (e.g., exiting a patient room) with specific people.
In this paper, our contributions are as follows. First, we propose a system for analyzing
people’s activities in hospitals. We demonstrate our algorithm’s performance on the task of
automatic hand hygiene assessment in the context of a classification task and a tracking task.
Not only can this improve hand hygiene compliance but it opens the doors for future smart
hospital research. Second, we present results analyzing physical movement patterns and
hospital space analytics. Our system’s interpretable visualizations can be used to optimize
nurse workflows, improve resource management (Fry and Lenert, 2005), and monitor hygiene
compliance. Interpretability can help accelerate adoption time and build more trust between
the computer, clinicians, and patients.
2. Data
Privacy regulations such as HIPAA1 and GDPR2 limit the use of cameras in healthcare
settings. In cases where cameras are allowed, access to recordings is strictly controlled,
often preventing the use of computer vision algorithms. To comply with these regulations,
we use depth images generated from depth sensors instead of standard color cameras.
Depth Images. A depth image can be interpreted as a de-identified version of a
standard color photo (see Figure 2). In color photos, each pixel represents a color, often
encoded as combination of red, green, and blue (RGB) values as unsigned integers. In
depth images, each pixel represents how far away the “pixel” is, often encoded in real
world meters as floating point numbers. While we lose color information in depth images,
we are able to respect patient privacy and data sharing protocols. Notice that in depth
images, we (humans) are unable to see the color of the person or the environment, we still
understand the semantics of the scene (e.g., group of people standing in a hallway). This is
because depth images convey volumetric 3D information while color images convey colored
1. Health Insurance Portability and Accountability Act of 1996 (HIPAA)
2. General Data Protection Regulation (GDPR); Regulation (EU) 2016/679
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Figure 2: Example depth images with human annotations. White dots represent different
people. Green dots or “W” denote people performing handwashing events. Red “IN”
denotes a person entering a room. The green box denotes a binary classification label.
appearance. It is this 3D spatial information that allows our computer vision algorithm to
reason about hand hygiene activity.
Data Sources. Images were collected from an acute care pediatric unit and an adult
intensive care unit. A total of two hospitals participated in the data collection campaign.
Sensors were installed in top-down views above alcohol-based gel dispensers, in side-views
overlooking the corridors, inside patient rooms, and in corners of anterooms overlooking
sinks and patient beds. The sensors have a field of view 58◦ horizontally, 45◦ vertically, and
have a functional range between 0.8 and 4.0 meters. The images include objects such as
garbage bins, computers, and medical equipment (see Figure 2).
Ground Truth. The ground truth, or gold standard, is considered the absolute correct
account or labeling as determined by one or more human subject matter experts, also known
as annotators. Similar to Armellino et al. (2012), the ground truth defines whether a person
correctly followed hand hygiene protocol. In hospitals, an annotator determines the ground
truth either (1) on-site in real-time as events occur or (2) after-the-fact by watching video
recordings. A major benefit of annotating video recordings is the ability to move forward
and backward in time. Additionally, the annotator can replay the same event from multiple
sensor viewpoints to verify correctness. Because of these benefits, we chose to annotate our
data using remote video recordings.
The ground truth was determined by ten annotators. This group includes students,
professors, and practicing physicians. Each annotator was responsible for identifying the
(x, y) position of all people present in the image by clicking with a computer mouse. Ad-
ditionally, for each person present in the image, the annotator was asked to note whether
the person was entering or exiting a patient room and if so, whether they washed their
hands upon entry or exit (Figure 2). This was done with keyboard input (e.g., pressing 1
or 2). Clinicians trained each annotator on proper hand hygiene protocol with live demon-
strations. Each depth image was annotated by one to three annotators and their ground
truth assessments were cross-validated. On average, each annotator spent three seconds
annotating each image.
Dataset Statistics. Ground truth hand hygiene compliance data was collected on a
Friday from 12 pm to 1 pm. During this hour, which is peak lunch time, there were a
large number of visitors in the hospital. A total of 351 ground truth tracks were collected
and annotated, of which 170 involved a person entering a patient room, of which 30 were
compliant (i.e., followed correct hand hygiene protocol). Of the 181 tracks exiting a room, 34
were compliant. The data used for the classifier (Section 3.3) consists of 150,400 images, of
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which 12,292 images contained pedestrians using the dispenser. The training set contained
80% of the images with the remaining 20% allocated to the test set.
3. Method
Our goal is to develop a system to automatically detect, track, and assess hand hygiene
compliance. The hope is that such a system can be used as part of a greater smart hospital
ecosystem and ultimately prevent HAIs caused by improper hand hygiene. To compute the
hand hygiene compliance rate, we must perform three tasks: (1) detect the healthcare staff,
(2) track them in the physical world, (3) and classify their hand hygiene behavior. This
will allow us to compute quantitative compliance metrics across the hospital unit.
3.1 Pedestrian Detection
The first step involves locating the 3D positions of the staff within the field-of-view of
each sensor. We use the same sparsity-driven formulation as in Golbabaee et al. (2014). An
inverse problem is formulated to deduce pedestrian location points (i.e., an occupancy vector
x) given a sparsity constraint on the ground occupancy grid. Let y be our observation vector
(i.e., the binary foreground silhouettes), and D the dictionary of atoms approximating the
binary foreground silhouettes of a single person at all locations. We aim to solve:
x = arg min
x∈{0,1}
||y −Dx||22 s.t. ||x||0 < p, (1)
where p is an upper bound of the sparsity level. We use the Set Covering Object Occupancy
Pursuit algorithm (Golbabaee et al., 2014) to infer the occupancy map x. At each iteration,
the algorithm selects the atom of the dictionary which best matches the image.
3.2 Tracking Across Cameras
Once pedestrians are located in the field-of-view of each camera, to track their hygiene
status, we must track them across cameras. Formally, we want to find the set of trajec-
tories X, where each trajectory x ∈ X is represented as an ordered set of detections, Lx,
representing the detected coordinates of pedestrians. Similarly, Lx = (l
(1)
x , ..., l
(n)
x ) is an
ordered set of intermediate detections which are linked to form the trajectories. These de-
tections are ordered by the time of initiation. The problem can be written as a maximum
a-posteriori (MAP) estimation problem. Next, we assume a Markov-chain model connect-
ing every intermediate detection l
(i)
x in the trajectory X, to the subsequent detection l
(i+1)
x
with a probability given by P (l
(i+1)
x |lix). We can now formulate the MAP task as a linear
integer program by finding the flow f that minimizes the cost C:
min
f
C =
∑
xi∈X
αifi +
∑
xi,xj∈X
βijfij s.t fi, fij ∈ (0, 1) and fi =
∑
j
fij , (2)
where fi is the flow variable indicating whether the corresponding detection is a true pos-
itive, and fij indicates if the corresponding detections are linked together. The variable
βij denotes the transition cost given by logP (li|lj) for the detection li, lj ∈ L. The local
cost αi is the log-likelihood of an intermediate detection being a true positive. In our case,
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Figure 3: Hand hygiene activity classifier. Using pose and segmentation as mid-level cues, a
spatial transformer projects the features into a viewpoint invariant feature space. θ denotes
the learned transformation parameters: scale (sx, sy), skew (ϕx, ϕy), and translation (tx, ty).
we suppose that all detections have the same likelihood. This is equivalent to the flow
optimization problem, solvable in real-time with k-shortest paths (Berclaz et al., 2011).
3.3 Hand Hygiene Activity Classification
At this stage, we have identified the tracks (i.e., position on the global ground plane) of all
pedestrians in a hospital unit. The last step is to detect hand hygiene activity and link it
to a specific track. That is, we must label each pedestrian track as clean or not clean. A
person becomes clean when they use one of the various alcohol-based gel dispensers located
throughout the hospital unit. We propose an activity classifier which accepts depth images
as input and outputs a binary prediction of whether a person used the dispenser or not.
Learned Viewpoint Invariance. Deployment of sensors in real-world settings is often
prone to error. Whether intentional or not, construction crews and maintenance technicians
install sensors that vary in both angle and position. If our goal is to propose a non-intrusive
vision-based system for tracking hand hygiene activity, our model must be robust to such
variances. Towards this goal, the input to our classifier is a single depth image captured
from any sensor viewpoint (Figure 3). We augment this depth image by estimating hand
position estimates and a extracting a foreground body silhouette. The pose network is a two-
layer convolutional network and the segmentation module uses optical flow to determine
foreground-background changes. The output of the hand hygiene activity classifier is a
binary prediction: whether a hand dispenser event occurred or not.
Traditional convolutional network architectures (Krizhevsky et al., 2012) are generally
not viewpoint invariant (Jaderberg et al., 2015). We address this issue by introducing an
implicit attention mechanism: a fully differentiable spatial transformer network that can
spatially transform any input feature map (Jaderberg et al., 2015). Given the augmented
input U ∈ RH×W×3, the localisation network f(·) predicts the two-dimensional transforma-
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tion parameters θ needed to transform the input. This performs a geometric transformation
on U using the affine transformation matrix Aθ (also see Figure 3):
Aθ =
[
θ1 θ2 θ3
θ4 θ5 θ6
]
=
[
sx ϕx tx
ϕy sy ty
]
. (3)
With the transformation parameters θ predicted by the localisation network, the grid gen-
erator computes a sampling grid G ∈ RH×W×3. This grid identifies the points in the
augmented input which will be used for the transformed output. To perform a warping on
U , a sampler applies a sampling kernel at each grid point Gi = (x
t
i, y
t
i) to produce V , where
(xti, y
t
i) are the target coordinates in V . We use a bilinear sampling kernel, where the kernel
k = max(0, 1− | · |). The output feature map V is thus defined as
V ci =
H∑
n
W∑
m
U cnm max(0, 1− |xsi −m|) max(0, 1− |ysi − n|) (4)
where (xsi , y
s
i ) are source coordinates in the augmented input U that define the sample
points. Because Equation 4 is a linear function applied to U , the spatial transformation
network is differentiable, allowing loss gradients to flow through network (Jaderberg et al.,
2015). At this point we have generated the transformed input V , which we will pass into a
convolutional network classifier for predicting hand hygiene dispenser events.
3.4 Fusing Tracking with Hand Hygiene Activity Classification
Our goal is to create a system with a holistic understanding of the hospital. In isolation,
an activity detector is insufficient to understand human behavior over time and a tracker is
unable to understand fine-grained motions on its own. It is necessary to fuse the outputs
from these components. This becomes a spatio-temporal matching problem where we must
match hand hygiene activity detections with specific tracks.
For each hand hygiene classifier detection (i.e., dispenser is being used), we must match
it to a single track. A match occurs between the classifier and tracker when a track T
satisfies two conditions:
1. Track T contains (x, y) points P which occur at the same time as the hand hygiene
detection event E , within some temporal tolerance level.
2. At least one point p ∈ P is physically nearby the sensor responsible for the detection
event E . This is defined by a proximity threshold around the patient’s door.
If there are multiple tracks that satisfy these requirements, we break ties by selecting the
track with the closest (x, y) position to the door.
Final Output. The final output of our model is a list T of tracks, where each track
consists of an ordered list of (t, x, y, a) tuples where t denotes the timestamp, x, y denote
the 2D ground plane coordinate, and a denotes the latest action or event label. From T , we
can compute the compliance rate or compare with the ground truth for evaluation metrics.
4. Experiments
Our goal is to build a computer vision system for automatically assessing hand hygiene
compliance across an entire hospital unit. We conducted two primary experiments. First,
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we evaluate our system’s ability to assess hand hygiene compliance. Our system’s detections
are compared against the ground truth, including a comparison to existing hand hygiene
assessment solutions. Second, we evaluate pur hand hygiene activity classifier. Formulated
as a binary classification task, we show quantitative and qualitative results.
4.1 Baselines
Covert Observation. Today, many hospitals measure hand hygiene compliance using
secret shoppers (Morgan et al., 2012). Secret shoppers are trained individuals who physically
go to hospitals and measure compliance rates in-person without revealing the true purpose
of their visit. We refer to this as a covert observation, as opposed to an overt observation
performed by someone openly disclosing their audit. The purpose of covert observations is
to minimize the Hawthorne effect (Adair, 1984).
In this work, we conducted two covert observational studies: (i) a single auditor re-
sponsible for monitoring the entire unit and (ii) a group of three auditors with a collective
responsibility of the entire unit. We refer to these groups as covert1 and covert3, respec-
tively. The motivation for having two different covert groups is to measure the performance
gains of having additional people for in-person observations. Both covert groups were dis-
guised as hospital visitors. The group of three was spread out over the unit, remaining
stationary, while the individual auditor constantly walked around the unit while monitor-
ing hand hygiene compliance.
Proximity Algorithm. Existing RFID solutions can be interpreted as proximity al-
gorithms. In some radio-based hand hygiene compliance assessments, a heathcare worker
must badge in before or after washing their hands upon entering or exiting a patient a
room. If a healthcare worker approaches a radio base station within some threshold, the
RFID will activate indicating a localization event. Since the standard error for radio-based
positioning is one meter (Whitehouse et al., 2007; Alahi et al., 2015; Zanca et al., 2008),
we use this as our activation threshold. The proximity algorithm simulates this process. If
a person approaches within one meter of a patient’s door or hand hygiene dispenser, they
are considered compliant with hand hygiene protocol. Using depth sensors, we can detect
if a person approaches within one meter of a door or dispenser.
4.2 Compliance Results
We evaluated the result of our computer vision system compared to covert observational
studies and the proximity algorithm in Figure 4. Each compliance assessment method aims
to identify when a person enters or exit a room. Additionally, each compliance assessment
method must classify the person as compliant or non-compliant. The person is flagged
as non-compliant if they do not obey proper handwashing protocol before entering or after
leaving a patient room. If the compliance assessment correctly identifies a compliant or non-
compliant behavior, it is considered a successful detection and will increase its accuracy.
When compared to the ground truth, our model achieves a 75% accuracy. This is higher
than both covert1 and covert3 observations. Although the covert3 observation achieves 72%
accuracy, in practice, this type of observation is rare. Most covert observations planned by
hospitals consists of a single covert observer. In our experiments, a single covert observer
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Method Accuracy
Proximity Algorithm 18%
Covert Observation (1 Person) 63%
Covert Observation (3 People) 72%
Our Model 75%
Figure 4: Comparison of hand hygiene as-
sessment method. Each method must iden-
tify: (i) when a person enters or exit a room
and (ii) classify the person as compliant
or non-compliant. If the method correctly
classifies a person within five seconds of the
ground truth, the method scores a correct
detection towards the accuracy metric.
Figure 5: Top-down view of tracks. Blue rect-
angles are doors, orange squares are dispensers,
and black lines are walls. Different track colors
denote different people.
achieved a 63% accuracy. This is because the single observer was simply unable to monitor
the entire hospital unit by themselves.
Traffic Patterns. Using our model’s pedestrian tracking ability, we can derive insights
about traffic patterns in the physical space. The method proposed in Section 3 allows us
to convert between three-dimensional positions and two-dimensional coordinates for each
person, at each point in time. Figure 5 shows several tracks (i.e., sequence of 2D points
denoting a person’s location over time) from a top view perspective. This type of analysis
can be combined with hospital manifests to identify reasons for crowding around certain
patient rooms and potentially identify areas prone to HAIs. With such a visualization, we
are able to intuitively understand the location distribution of healthcare workers.
4.3 Hand Hygiene Activity Classification Results
When trained from scratch, our experiments show that ResNet-152 outperforms the other
model architectures, due to the high number of layers and parameters of the model. We
also show that augmenting the depth map with both the foreground segmentation and pose
information also improves classifier performance. Finally, by jointly training the classifier
with a spatial transformer network and making the classifier viewpoint invariant, we achieve
a 1% boost in accuracy.
We now turn to a qualitative analysis of the hand hygiene classifier.. Figure 6 shows
several before and after images produced by our model’s transformation layer. Because the
transformation is explicitly parametrized (see Equation 3), we can recover the bounding box
and overlay it on the original image. Bounding boxes indicate the regions selected by our
model, which are transformed and shown in Figure 6. Our model is capable of “zooming
in” on areas of visual importance. The resulting transformation contains fewer extraneous
and redundant information (i.e., floor and walls). We want to emphasize that we provide
no information about sensor or dispenser placement to our model. The model learns how to
transform each input image solely based on patterns present across and within viewpoints.
Such a visualization greatly assists the interpretability of our model to clinicians.
9
Architecture D F P STN Accuracy Precision Sensitivity Specificity
AlexNet X X X X 93.9 91.8 96.3 91.4
VGG-16 X X X X 92.3 91.9 92.8 91.8
ResNet-152 X X X X 95.5 94.6 96.7 94.5
ResNet-152 X X 94.6 93.1 96.3 92.9
ResNet-152 X X X 95.4 95.3 96.6 94.2
Table 1: Classifier ablation study: Effect of different inputs and architectures. D, F, and
P denote depth, foreground, and pose inputs, respectively. STN denotes the spatial trans-
former network. The training and test sets are balanced with a 50/50 class-split.
Figure 6: Examples before and after the spatial transformation. (Top) Input images with
green bounding boxes from the grid generator. (Bottom) Transformed inputs. The model
stretches, skews, and interpolates the input differently, depending on the scene contents.
5. Discussion & Related Work
There has been recent interest in creating smart hospitals with the aim of increasing op-
erational efficiency and improving patient care (Fisher and Monahan, 2008; Gao et al.,
2006). One use case of smart hospitals is in the prevention of HAIs (Cook and Schmitter-
Edgecombe, 2009), or more specifically, for monitoring and tracking hand hygiene of hospital
staff. Current technologies that track hand hygiene include RFID-based systems (Fuhrer
and Guinard, 2006). However such systems are limited in resolution and precision (Alahi
et al., 2015; Zanca et al., 2008). Computer vision-based tracking systems have shown promis-
ing results in non-clinical applications such as self-driving cars (Cho et al., 2014) and sports
analytics (Halvorsen et al., 2013). We believe our work demonstrates the effectiveness of a
computer vision-based method for tracking and monitoring hand hygiene compliance and
identifies promising directions for future smart hospital research.
In this paper, we proposed a non-intrusive vision-based system for tracking people’s
activity in hospitals. We evaluated our method on measuring hand hygiene compliance and
showed hand hygiene activity classification results. Our method outperforms existing so-
lutions such as proximity-based techniques and covert in-person observational assessments.
We presented intuitive, qualitative results that analyze human movement patterns and con-
duct spatial analytics which convey our method’s interpretability. The system presented in
this work is a first step towards a vision-based smart hospitals and demonstrates promising
results for reducing HAIs and ultimately improve the quality of patient care.
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