This article presents a rationale and description of GCS, or Grammatical Coding System. GCS is a general-use grammatical coding system designed for research on the language of normal and languageimpaired children or adults and is especially useful for studies in which a relatively large number of participants are involved. It implements recent theoretical developments in linguistics to characterize development and/or language disorder in children and adults. In addition to the coding system, a computerized method for reading coded transcripts and calculating relevant descriptive statistics is presented. A full coded transcription is included in the Appendix. A detailed GCS manual may be downloaded from www.psychonomic.org/archive.
In this article, we describe GCS, an acronym for Grammatical Coding System; GCS is designed as a generaluse grammatical coding system appropriate for research on the language of normal and language-impaired children or adults. GCS is intended for use in any study concerned with grammatical development and is especially useful for studies in which a relatively large number of participants are involved. It takes advantage of recent theoretical developments in the linguistic sciences to characterize development and/or language disorder in children and adults. In addition to our coding system, we present a computerized method for reading coded transcripts and calculating relevant descriptive statistics.
This article is organized as follows. The first section describes the scientific context in which GCS was developed. The second section outlines the theoretical framework that guided us in developing the particular coding conventions used in GCS and discusses specific ways in which MacWhinney's (2000) CHAT system needed to be extended in order to meet our needs. The third section presents GCS, our coding system, which includes examples of coded utterances throughout. The fourth section outlines our computerized analysis system. A full coded transcription is included in the Appendix.
GCS'S DEVELOPMENT CONTEXT
The research project for which GCS was developed investigated the neurology of language acquisition, both the lateralization and localization of language during development in the normal case, as well as in children who have severe brain damage. This research program has specifically examined language development in children with medically intractable epilepsy, in treatment of which they have undergone surgical resection of the diseased tissue. The surgeries have ranged from unilobar resections (e.g., temporal lobectomy) to multilobar resections (e.g., temporalparietal-occipital lobectomy) or, in more extreme cases, hemidecortication (removal or disconnection of one cerebral hemisphere, often referred to as hemispherectomy). The effects on language acquisition of disease and removal of different parts of the left or right hemisphere at different ages have then been examined and compared-left versus right, one region versus another, one etiology versus another, one age versus another, and, importantly, brain-damaged child versus normally developing child.
The research has focused on several topics, including (1) the capacity of each isolated developing hemisphere to subserve lexical and grammatical development alone (a comparison of left-hemispherectomized and righthemispherectomized children with each other and with normally developing children), (2) the development of lateralization and localization of grammar (specifically, syntax and morphology), as opposed to lexicon, (3) the effects of brain damage on specific functional subsystems of the grammar (namely, the D[eterminer]-system, the I[nflectional]-system, and the C[omplementizer]-system) and other core aspects of syntax, (4) the effects of localized brain damage on the lexicon (the establishment of a mental dictionary of content words and their interrelations), as opposed to syntax and morphology, and (5) maturational constraints on the acquisition of grammar-again, syntax and morphology. The research has been part of a multidisciplinary investigation regarding whether there is a systematic association between specific patterns of linguistic delay or anomaly and specific neuropathologies.
An obvious major component of this research had to be a detailed grammatical analysis of the language of the children in the study, both normal and brain damaged. Such analysis required a rich, theoretically informed and motivated system for explicitly describing and defining the internal structure and content of language. Thus, although both formal test performance and language samples were used to evaluate language performance, it was for the analysis of the spontaneous speech samples that GCS was developed. Aspects of this research may be reviewed in Caplan, Curtiss, Chugani, and Vinters (1996) , Curtiss and de Bode (1998 , 1999a , 1999b , 2003 , Curtiss, de Bode, and Mathern (2001) , Curtiss and Schaeffer (1997a , 1997b ), de Bode (1998 ), and de Bode and Curtiss (1999 .
THEORETICAL BACKGROUND

The CHILDES System
In our search for a satisfactory system with which to code our data, CHILDES (Child Language Data Exchange System; MacWhinney, 1991 MacWhinney, , 1995 MacWhinney, , 2000 came closest to our needs. CHILDES is a computerized database system containing child language, aphasia and second-language corpora. It consists of three basic components: (1) the raw data, (2) the CHAT (Codes for the Human Analysis of Transcripts) system, and (3) the CLAN (Computerized Language Analysis) system.
The raw data consist of the literal transcription of recorded speech onto the so-called main tier, or the speaker tier. Each speaker tier starts with an asterisk (*), followed by a three (capital) letter speaker ID and a colon. Since we were interested mainly in the morphological and syntactic aspects of our data (and not in phonological or discourse characteristics), we adopted the basics of the main tier coding as proposed in CHILDES (including false starts, unintelligible speech, punctuation, unfinished sentences, overlap, etc.) and postponed the coding of properly linguistic features to the dependent tiers, as will be discussed below.
CHAT coding conventions allow one to create as many dependent tiers as needed. The coding conventions of GCS differ from the ones proposed in CHAT, perhaps due primarily to a difference in focus and theoretical orientation. The GCS coding system allows researchers to mark numerous distinctions and generalizations that are not generally marked in the present CHILDES database. Since the analysis of morphological and syntactic structure is central to our study, our coding scheme adds three dependent coding tiers to the main speaker tier: (1) the morphological tier, (2) the syntactic tier, and (3) the lexical tier. In addition, GCS uses a comment tier, in which anything relevant (either phonological, discourse related, or visual) for the interpretation of the utterance may be expressed. Just as in CHAT, our dependent tiers all start with the percentage symbol, followed by a three-letter (lowercase) code, followed by a colon.
Insofar as GCS uses existing CHAT transcription format and is amenable to existing CLAN commands, we offer it as a useful extension to existing CHILDES capabilities. Indeed, MacWhinney and Snow (1990) , describing plans for future modifications to CHILDES, invite extension:
We encourage other researchers to join us in working toward these new goals, to make full use of the current CHILDES tools, and to propose new directions and possible improvements to the system. (p. 472) Let us now turn to a discussion of the theoretical framework that guided us in creating GCS.
Linguistic Theoretical Framework
The conventions of GCS are theoretically grounded in and motivated by the principles and parameters theory outlined in Chomsky (1995) and subsequent work. Particularly relevant to the study of language acquisition, perhaps, is the promise of a syntactic theory in which parameters are restricted to morphological properties of the lexicon, as Chomsky (1991) has noted:
If there were only one human language, the story would essentially end there. But we know that this is false, a rather surprising fact. The general principles of the initial state evidently allow a range of variation. Associated with many principles there are parameters with a few-perhaps just two-values. Possibly, as proposed by Hagit Borer, the parameters are actually restricted to the lexicon, which would mean that the rest of the I-language is fixed and invariant, a far-reaching idea that has proven quite productive. (p. 23) Restricting parameters to the lexicon means that linguistic variation falls out of just the morphological properties (abstract and concrete) of the lexicon (Borer, 1984) . In this model, there are two central components: C HL , a computational system for human language, which is presumed to be invariant across languages, and a lexicon, to which the idiosyncratic differences observed across languages are attributed. The suggestion that the I-language is fixed and invariant in this way introduces a version of the universal base hypothesis, the notion that phrase structure does not vary across languages; surface differences in word order relate only to the rearrangement of elements in the syntactic tree as the result of movement operations, triggered by lexically encoded morphological features.
Phrase structure is also derived from the lexicon in this framework. An operation, which Chomsky (1995) calls Select, picks items from the lexicon and introduces them into the numeration, an assembled subset of the lexicon used to construct a derivation. Another operation, Merge, takes items from the numeration and forms new, hierarchically arranged syntactic objects (substructures). The Move operation applies to syntactic objects formed by Merge to build new structures. In the minimalist program, then, phrase structure trees are built derivationally by the application of the Select, Merge, and Move operations, constrained only by the condition that lexically encoded features match in the course of a derivation. Phrase structure, along with configurationally defined intermediate and maximal projections, therefore has no independent status in the grammatical system (C HL ).
In Chomsky (1995) , movements are driven by feature checking and may be of two types: A head may undergo head movement and adjoin to another head, or a maximal projection may move to the specifier position of a head. In either case, the element moves for the purpose of checking morphological features of case, number, person, and gender. In addition, its movement may be overt or covert. Overt movements are driven by strong features and are visible at phonetic form (PF, traditionally known as the surface structure) and logical form (LF, the interpretive level). Covert movements, driven by weak features, are visible only at LF.
Principles of economy select among convergent derivations. One such principle, full interpretation (FI), requires that no symbol lacking a sensorimotor interpretation be admitted at PF. Applied at LF, FI entails that "every element of the representation have a (languageindependent) interpretation" (Chomsky, 1995, p. 27 Particularly within recent work in the principles and parameters framework, functional categories, which host elements such as complementizers (Cs), verbal inflections (Is), and determiners (Ds), are of crucial importance (Abney, 1987; Borer, 1984; Chomsky, 1995) . The C, I, and D categories are lexical heads that project up to maximal projections under merge, as is illustrated in Figure 1 .
As is shown in Figure 1 , the maximal projections of the functional categories C, I, and D are CP, IP, and DP, respectively. Each maximal projection dominates a head (C, I, and D) and, when required, a complement (XP). Complementizers, Wh-elements, relativizing elements, and moved auxiliaries (interrogative formation) occupy C. Auxiliaries are base-generated in I, which also hosts phi-features (person, number, and gender), case, agreement, and tense features that trigger verb movement. Determiners occupy a D-position. Instantiations of D include determiners and nominal plural formation.
The morphological properties that drive movements within the system, thus accounting for cross-linguistic variation, are associated with functional categories that attract particular lexical categories in order to check morphological features. Thus, I triggers movement of V (ϭverb) to I, and D triggers movement of N (ϭnoun) to D, to check feature agreement. DP moves into the specifier position of I in order to check nominative case, or into the specifier position of v (ϭlight verb) to check accusative case. Similarly, in our coding system, functional categories are marked in all instances, along with other important, lexically encoded information.
Researchers interested in a more detailed discussion of the minimalist program are referred to Chomsky (1995) , Hendrick (2003) , Radford (1997), and Webelhuth (1995) . Researchers less familiar with generative grammar may benefit by first reading relevant sections of Fromkin (2000).
Validity
The validity of our coding system is tied to an external criterion-namely, linguistic theory, developed out of a rich history of empirical inquiry (for a review, see Chomsky, 1995 ). An important subcomponent of validity is reliability, the degree to which repeated coding events of the same transcript will yield similar measures. Two sorts of judgments are required by coders that might lead to inconsistency in coding and, hence, pose a threat to validity for any linguistic coding system. These include (1) a judgment regarding the grammaticality of a phrase or utterance and (2) a judgment regarding the correct structural or interpretative analysis of a phrase or utterance. If different coding events for the same transcript involve different grammaticality judgments on the part of coders, scores will differ with respect to the measure of error in the respective structure or category under analysis. If different coding events for the same transcript involve different structural analyses of utterances, scores will differ with respect to the measure of total occurrences of one or another particular grammatical structure or category.
To guard against the first threat to validity-involving grammaticality judgments-we invoke Labov's (1975) consensus principle and clear case principle:
The consensus principle. If there is no reason to think otherwise, assume that the judgments of any native speaker are characteristic of all speakers of the language. (Labov, p. 31) Transcripts must be coded by native speakers, and error analysis must be proofed by at least one other native speaker who has been trained in the coding system. When judgments differ, further study of a transcript or speech community is warranted.
The clear case principle. Disputed judgments should be shown to include at least one consistent pattern in the speech community or be abandoned. If differing judgments are said to represent different dialects, enough investigation of each dialect should be carried out to show that each judgment is a clear case in that dialect. (Labov, p. 31) At times, linguistic theory will assist in deciding such disputes, as Chomsky (1957) has suggested:
In many intermediate cases we shall be prepared to let the grammar itself decide, when the grammar is set up in the simplest way so that it includes the clear sentences and excludes the clear non-sentences. This is a familiar feature of explication. (Chomsky, 1957, p. 14) Here we differ with Labov, who believes that the judgments of the experimenter should always be excluded when intuitions differ (1975, p. 31) . (See Newmeyer, 1983, and Schütze, 1996 , for further discussion.)
In short, we appeal to consensus among coders to decide cases in which grammaticality judgments differ. If consensus cannot be established through further study of the speech community of interest, the disputed datum is excluded from the corpus. In practical terms, such cases have been rare in our experience and would be of no statistical significance in studies involving sufficiently large sample sizes.
The second threat to validity, in which coders might come to different structural analyses of the same utterance, may be addressed in a way quite similar to the first:
A consensus of trained linguists is sought. If consensus cannot be obtained after discussion and further study of the linguistic community of interest, the disputed datum should be eliminated from the corpus. Again, in practical terms, we have found extremely few cases of this nature, so that no statistical significance would obtain in studies involving sufficiently large sample sizes.
In the next section, we will illustrate GCS, our coding system, and show how it differs from standard CHAT conventions.
CODING THE UTTERANCES
All linguistic coding is done on the dependent tiers, which include %mor: (morphology), %syn: (syntax), and %lex: (lexicon). In this section, we will present our coding system for the morphological tier, syntactic tier, and lexical tier and then will briefly discuss some advantages of the GCS system over CHAT.
Morphological Tier
Because of the centrality of functional structure in modern generative grammar, the analysis of functional categories was similarly of central importance in our study, as it has been for numerous other researchers in normal (Hyams, 1996; Radford, 1995; Sinka & Schelletter, 1998; Wexler, 1998) and impaired (e.g., Jakubowicz, Durand, Rigaut, & van der Velde, 2001; Leonard, 1998) language development. For this reason, our coding system was developed with a focus on the analysis of these items. Thus, on the morphological tier (%mor:), morphemes/elements related to the functional heads C, I, and D are labeled with codes that consist of information about the functional category and the grammatical function the morpheme/element fulfills. Some examples are given in (1) and (2).
(1) she is a Subject (grammatical function) PROnoun with nominative case marking, which undergoes feature checking with the functional head I. It is thereby coded: IPROS|she (2) my, the POSsessive Determiner related to the functional head D is coded DPOSD|my GCS also codes for phonetically overt bound morphology on this tier. Stems and affixes are divided by "-", as in (3): (3) comes is a finite verb form, with verbal Agreement inflection (expressed by a bound morpheme) and is related to I by movement. It is coded as: IA|come-s
Combining the examples in (1) and (3), an utterance such as she comes would be coded as in (4): (4) *CHI: she comes %mor:
IPROS|she IA|come-s
In addition to bound morphology, GCS codes some free grammatical morphemes on the morphological tier, such as pronouns and prepositions. Furthermore, as we will dis-cuss below, utterance length is calculated on the basis of the morpheme count on the morphological tier.
As for the I-system, elements that are related to tense, agreement, nominative case, auxiliaries, modals, dosupport, and infinitival to are coded on the morphological tier. An exhaustive list is given in Table 1 .
As is well known, bound morphology can be regular or irregular. For example, certain verbs are inflected regularly for past tense, others irregularly, and plural formation can also be regular or irregular. In order to distinguish between regular and irregular bound morphology, GCS uses different codes. A past tense verb form such as bought is coded on the morphological tier as IT|buy-d, whereas a regular past tense verb form such as walked gets an -ed code: IT|walk-ed. A regular plural form such as cats is coded as D|cat-pl, whereas an irregular plural form such as oxen receives the code D|ox-p. 1 Examples in (5)- (7) illustrate some of the codes discussed so far.
(5) *CHI:
he won't eat cookies %mor:
IPROS|he IAUX|will~NEG|not eat C|cookie-pl (6) *CHI: mom bought two cars %mor:
mom IT|buy-d two D|car-pl (7) *CHI: two geese crossed the road %mor:
two D|goose-p IT|cross-ed DART|the road
In (5), as in standard CHAT format, cliticization is indicated by a tilde (~), but in GCS cliticization is marked only on the morphological tier. D-system elements that are coded on the morphological tier include determiners, possessives, and plurals.
An exhaustive list is provided in Finally, the C-system elements we chose to code on the morphological tier include complementizers (introducing complement and adjunct clauses), wh-words, relativizers, and moved auxiliaries (i.e., auxiliaries moved to C). These are listed in Table 3 .
Some of the codes in Table 3 are exemplified in (9):
(9) *CHI: where is the car that I bought yesterday? %mor:
CWH|where CAUX|is DART|the car CREL|rel that IPROS|I IT|buy-d yesterday
It is important to note that, although this tier is labeled the morphological tier, it encodes information relevant to the syntax, consistent with current research in syntactic theory. Thus, our morphological tier is designed to meet the principal objectives of including, but going beyond, the coding of bound and free morphemes to code (1) the functional categories C, I, D, and other relevant feature specifications and (2) errors related to these functional categories and their subtypes (i.e., omissions, misselections, and overinsertions).
Syntactic Tier
The syntactic tier (%syn:) is designed as the place for coding constituent structure (including types of embedding and internal phrasal and clausal structure), constituent order (capturing linear order and movement), and partial information regarding constituent boundaries. Each syntactic phrase is labeled with category and grammatical function labels, as is illustrated in (10)- (12): (10) SNP ϭ Subject Noun Phrase (category ϭ NP, grammatical function ϭ subject) (11) MOD ϭ modal (12) CADJ ϭ ADJunct clause, complementizer in C Embedded clauses are enclosed in parentheses, and codes for embedding types are in square brackets. Verbal morphology is also included on this tier, using the 
Lexical Tier
The lexical tier (%lex:) should be understood as the tier for coding types, tokens, and errors of the major lexical categories-namely, N(oun), V(erb), ADV(erb), ADJ(ective) in each utterance of a speech sample. The codes of the lexical tier are listed in Table 5 .
All of the morphemes that are part of the same lexical entry are placed, without spaces between them, in the same listing. A "ϩ" is used to code morpheme boundaries in compounds. An "ϭ" is again used to signal an error. The lexical coding is illustrated in (15) This tier allows one to examine the structure, size, and productivity of the speaker's lexicon. Omitted words would be captured on one of the other tiers defining the resultant grammatical error. GCS underwent a long period of refinement and modification. We were frequently forced to add to or modify the system to accommodate data that deviated in unexpected ways from the normal, adult grammar. By designing GCS to describe and analyze disordered as well as normal language, however, it has become a system that is useful for linguistic analysis of all kinds of speakers, including normal children, children with language disorders, adults with acquired aphasia, and of course, normal mature speakers.
Error Coding
Errors related to all structures coded are identified by the equal sign (ϭ), whereas in the standard CHAT format an asterisk (*) is placed before the item in which the error occurs. Furthermore, because the GCS system allows much richer detail to be presented in the codes, no separate %err: (error) tier is necessary to elaborate the nature of the error under analysis, necessary in CHAT. GCS distinguishes two kinds of errors: placement errors and form errors.
Placement errors. An error is defined as a placement error when (1) an element occurs that should not have, (2) there is a missing element that should be present, (3) there is an element that is placed lower (in the structural derivation) than it should be, or (4) there is an element that is placed higher than it should be.
An added, extra element that should not be present is marked with an equal sign before it-for example, ϭ xxx. If it is the entire category that should have been deleted, "ϭ" goes before the category in both the %mor tier and the %syn tier, as is illustrated on (16) If it is a morpheme that should not have been added, the "ϭ" is placed before the morpheme at %mor:, as in (20)- (22). (20) Ͻip SNP ϭ0AUXB V-ing
Since there is no evidence that the missing be in the preceding example has any inflection, it is coded as a bare aux (only as be).
If the missing material is simply a morpheme, ϭ0 is placed before it at %mor. If the missing morpheme is inflectional morphology on the verb, the verb is coded as a Vn (n for nonfinite, in contrast to Vf for finite verbs) at %syn. "Semi-auxiliaries" or "catenatives" (e.g., hafta, gonna) are coded as auxiliaries with "to" cliticized to them.
(27) *XXX: he see me %mor:
IPROS|he IT|see-ϭ0d PROO|me %syn:
Ͻip SNP Vn DNP (28) *XXX: she hafta leave now %mor:
IPROS|she IAUX|have-ϭ0s~to leave now %syn:
Ͻip SNP AUXH V ADVP (29) form (in addition to the ϭ sign, which marks all errors). These are instances that typically involve regular and irregular forms-that is, the choice of wrong allomorphs.
(36) *XXX: I goed to school that day %mor:
IPROS|I IT|goϭ-!ed P|to school DDEM|that day %syn:
Ͻip SNP Vf PP ADV (37) *XXX: all the childs are coming %mor:
all DART|the D|childϭ-!s IAUX|be-s come-ing %syn:
Ͻip SNP AUXB V-ing (38) *XXX: I should have went home %mor:
IPROS|I IAUX|should AUX|have goϭ-!n P|0to home %syn:
Ͻip SNP AUXM AUXH Vf 0P NP Please refer to the Appendix for a full coded transcript illustrating this system and see Curtiss, MacSwan, Schaeffer, Kural, and Sano (2001) for a full description of the coding system.
Some Advantages of GCS Over CHAT
Our main goal in extending CHAT was to create a coding system that would capture theoretically pertinent features of our data in a consistent, systematic way. In particular, we wanted to create a system that would allow us to focus on functional categories in the language samples we collected.
Consider (39), a sample of standard CHAT coding, taken from a transcript in MacWhinney (2000) . CHAT codes the pronoun "I" as PRO|I&1S, indicating that it is a pronoun (PRO) and that it fusionally inflects (&) for first person (1) and singular (S). In GCS, "I" would be coded as IPROS|I to represent that (1) it checks features with the functional category I, (2) is a PROnoun and has the grammatical function Subject (i.e., that it is in the specifier position of IP). As will be seen below, this coding system allows us to associate "I" with other elements that relate to the functional category I(nflection) in calculating error rates or in searching for co-occurrence of overt nominative case-marked elements with agreement suffixes, and so on. Also note that MacWhinney (2000) codes the definite article "the" as ART|the&DEF, indicating that it is an article and that it fusionally carries the feature [ϩdefinite]. In our system, "the" is coded as DART|the, capturing the fact that the article "the" is an instance of the functional category D.
Notice that CHAT codes categorial information on the morphological tier, as can be seen in (39). Since GCS was designed to examine the status of functional categories, we divide the labor and define a separate lexical tier for the encoding of substantive lexical categories. The morphological tier, then, is the sole tier for encoding information about the various functional projections in addition to overt morphological marking, and syntactic categories of lexical items are coded on the lexical (%lex:) tier.
This also represents an advantage over the CHAT system, given the nature of our work and our theoretical assumptions. In CHAT, a considerable amount of material on the morphological tier would have to be eliminated to evaluate lexical productivity, semantic range, and richness within the lexicon and the robustness of lexical retrieval. However, GCS has built in a tier on which only lexical category entries are represented. Here again, the theoretical framework underlying GCS makes it desirable to separate lexical category items from functional category elements. Having a separate tier, the lexical tier, on which only lexical category items are represented (i.e., nouns, verbs, adjectives, and adverbs) readily allows for an examination of a variety of parameters one may wish to scrutinize in developmental data, normal and impaired, as well as breakdown data. In DAT (dementia of the Alzheimer's type), for example, one finds impairments principally of lexical category words, the very words coded separately on the lexical tier in GCS; in addition, in DAT one finds lexical impairments of the very kind having a lexical tier makes readily analyzable (e.g., productivity or retrieval; Huff, Corkin, & Growdon, 1986; Kempler, 1988 Kempler, , 1995 Kempler, Curtiss, & Jackson, 1987) . Such findings clearly motivate the separation of lexical category items from the mix of elements coded on the morphological line in the CHAT system. GCS codes affixal morphology by using the traditional hyphen (-x) that linguists use for morphological segmentation. Nonetheless, in doing so, we were careful to build in a coding scheme parallel to the CHAT ampersand that distinguishes regular from irregular inflections in the nominal and verbal domains, since regular versus irregular inflectional morphology is central to potential processing distinctions that may play a role in developmental and acquired language impairments. As in CHAT, we code constituent structure (including types of embedding and internal phrasal and clausal structure) and constituent order on a syntactic tier. On this tier, category and grammatical function are labeled; (40) is taken from MacWhinney (2000, p. 106):
(40) *CHI:
if I don't get all the cookies you promised to give me, I'll cry. %ssy:
In the CHAT system, a hand-coded syntactic tier is designated %ssy:, and %syn: is used for automatically coded syntactic tiers generated by a computational parser based on a phrase structure grammar (MacWhinney, 2000; Sagae, Lavie, & MacWhinney, 2001; Sagae, MacWhinney, & Lavie, 2004) . On the syntactic tier in our system, GCS codes the fact that certain structures are base-generated in or are adjoined by movement to the C-node and are, therefore, considered C-system elements. In addition, in our system each syntactic phrase is labeled for both category and grammatical function. So, for example, what CHILDES codes as C (conjunction) or RC (relative clause), GCS codes as CCOM (COMplementizer, base-generated in C) or CREL (a RELativizer, base-generated in, or moved under C) to capture the fact that these are elements of the C-system.
In addition to its focus on functional categories, as in contemporary syntactic theory, GCS is also easily adaptable to other languages, because the coding system uses universal, rather than language-particular, categories for specifying various morphological and syntactic properties. Consider, for instance, the following adaptation of GCS to Spanish, with translation provided in brackets (MacSwan, 2001; Valadez, MacSwan, & Martínez, 2002 Finally, we believe that GCS presents one additional advantage over CHAT in that it provides a system for grammatical coding consistent with the theoretical assumptions of a large group of researchers who work broadly within the framework of generative grammar. We hope that other researchers who work within the principles and parameters tradition will find GCS to be a useful refinement of CHAT.
THE ANALYSIS SYSTEM
As was discussed earlier, the CHILDES system includes a number of programs for analyzing children's talk, called CLAN. Software for the MacIntosh and DOS were released along with MacWhinney (1991 MacWhinney ( , 1995 , and a Windows version of the software, which accompanies MacWhinney (2000), adds a graphical interface to the CLAN programs that makes them much easier to use. Freq.exe, one of the several CLAN programs associated with the CHILDES project, provided the basis for a computer analysis system that we designed to answer specific research questions regarding various subsystems of grammar. While freq.exe is a powerful tool for counting frequencies of words, morphemes, or codes, research questions posed by our project required that a variety of very different morphological, syntactic, and lexical codes be counted as evidence regarding a single subsystem of the grammar. With respect to the I-system, for instance, GCS marks a subject pronoun she as IPROS|she and errors in IPROS as IPROS|ϭshe, as was explained above. Counts of IPROS in the language samples could be obtained using the standard freq.exe command shown in (42).
(42) freq ϩt%mor -t* ϩs "*IPROS|*" acoded. ext Ͼ output1.ext This command tells the program freq.exe to search the morphological tier (%mor), excluding all other tiers (-t*), to find the string (ϩ s) "IPROS|" (even where material occurs to its left and to its right, as denoted by the asterisk "wildcards"). The program searches the file acoded.ext and puts the results of its search in the file output1.ext. In counting errors, two freq.exe commands were required, as shown in (43).
(43a) freq ϩt%mor -t* ϩs "ϭ IPROS|*" acoded.ext Ͼ output2.ext (43b) freq ϩt%mor -t* ϩs "IPROS|ϭ*" acoded.ext Ͼ output3.ext
The code in (43a) (ϭIPROS|) represents an error with respect to the functional category itself, whereas the code in (43b) (IPROS|ϭ) represents an error with respect to an element within that functional head. For the I-system alone, occurrences of codes for 16 different variables, plus variables for placement errors and total errors, needed to be calculated individually and sorted for statistical analysis. Because GCS codes for a variety of errors in each category, two or three freq.exe commands would be necessary for each error subtotal, depending on the range of errors coded in the data for each category. Occurrences of errors obtained in freq.exe searches, such as those in (43), would have to be added together in order to account for the total number of errors in each category under analysis. In all, 58 freq.exe searches would have been required for each data point for the analysis of the I-system alone. Although the FREQMERG command discussed in MacWhinney (1995) would be useful for obtaining subtotals for some of these variables, in the research project for which GCS was devised, we would, nonetheless, have had to keep track of 53 file names to be combined in 20 uses of the FREQMERG command.
Therefore, in order to simplify and streamline analyses for the I-system, we created a simple program, written in a variety of the BASIC programming language, called i-sys.exe. I-sys performs four operations, as outlined in (44). In our conventions, a data point is tracked with a unique computer filename extension, here denoted .ext. For convenience, all of the output files created in (44a) are merged into a single file called freq-out.ext. The runtime of the analysis under i-sys.exe varies with the length of the transcript and computing resources available, but the average use of time in our laboratory per data point has been less than 0.5 min. (Similar analysis programs devoted to the D-system and the C-system, and to syntactic and lexical coding, are needed for each new set of research questions posed.)
Mean length of utterance (MLU) is traditionally regarded as a measure of a child's linguistic maturity (Brown, 1973) . Although MacWhinney's (1995 MacWhinney's ( , 2000 MLU command can be manipulated to properly serve this function for our data, we created a simple algorithm in i-sys.exe to calculate the MLU for each data point. Our algorithm counts each utterance coded for morphological information (on the %mor tier) and determines the number of morphemes on each %mor line by counting elements separated by -, ~, ϩ, and space (our morpheme delimiters). In addition, elements coded as missing (marked ϭ0 on the %mor tier) are excluded. Because GCS does not code false starts, sound effects, frozen phrases, and unintelligible utterances on the %mor tier, expressions of this sort are automatically excluded from the MLU calculation.
When it is run, the program asks the user for some basic information, as is shown in Figure 2 , using our neurology of language acquisition study as an illustration. The user's name and the child's name are recorded for the final report. The program also asks for the file name extension in order to locate the file for the current data point. Because freq.exe reports CHAT-format violations, the user is given an opportunity to monitor freq.exe during execution.
If a wildcard (*,?) is used for the file name extension, i-sys.exe will not prompt for the child's name but will use his/her initials instead, derived from the file name extension (tm in Figure 2 ). The wildcard feature allows i-sys.exe to successively analyze multiple transcripts, which represent successive data points for the same child or for a group of children.
If the user asks to monitor freq.exe output during execution, an opportunity is presented to terminate i-sys.exe, end the monitor function, or display the next result of applying freq.exe to the coded transcript, as is shown in Figure 3 .
The I-report, shown in Figure 4 , displays the descriptive statistics for the data under analysis. Another small utility program reads the reports of the type shown in Figure 3 and converts them into a fixed-width text file that can then be imported into any popular statistical software for detailed analysis.
A limitation of the current computerized analysis system is that it is highly specific to our research questions. In current work, we are developing a system that will run independently of other programs and allow the user to alter the search criteria in any way desired. We also encourage other researchers to develop new tools of analysis that will permit simultaneous searches over a broad range of editable codes and produce reports such as the one shown in Figure 4 , as well as a fixed-width data file that can be imported into popular statistical packages. It is hoped, too, that future development might include a computational parsing system to generate GCS codes on the syntactic tier, akin to those employed by some CHAT users (Sagae, Lavie, & MacWhinney, 2001; Sagae, MacWhinney, & Lavie, 2004) .
Nonetheless, the current CLAN suite of programs will serve many researchers perfectly well in conducting searches on GCS-coded transcripts. However, some of the more specific utilities developed for CHAT may need modification. For instance, a pair of utility programs, known as POST and MOR, allow CHAT users to perform automatic coding of transcripts. This method is highly efficient and results in fewer coding errors than does manual coding (Parisse & Le Normand, 2000) . Nonetheless, with large corpora, many may find it worth their time to modify the lexicons and grammars used by POST and MOR to allow these utilities to perform automatic coding using GCS coding conventions.
We hope the coding and analysis system presented here proves useful and insightful to researchers concerned with child language acquisition, the analysis of normal and impaired language, and any other sort of linguistic research that depends on detailed and theoretically well-informed transcriptions of natural speech. A more detailed description of the GCS may be reviewed in Curtiss, MacSwan, Schaeffer, Kural, and Sano (2001) , archived at http://www.psychonomic.org/archive/. NOTE 1. We prefer the use of distinct codes for regular and irregular, rather than using the ampersand (&) as a prefix denoting regular forms, as in CHAT. In CHAT, the ampersand is associated with the phonological shape of irregular forms, as well as nonce and nonsense forms (MacWhinney, 2000, pp. 16-17, 101) . In GCS, we are more narrowly concerned with coding the morphological attributes of affixes.
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