Non-uniform illumination images are of limited visibility due to under-exposure, over-exposure, or a combination of these two factors. Enhancing these images is a very challenging task in image processing. Although there are numerous enhancement methods to improve the visual quality of images, many of these methods produce undesirable results with regard to contrast and saturation improvements. In order to improve the visibility of images without over-enhancement or under-enhancement, a variationalbased fusion method is proposed for adaptively enhancing non-uniform illumination images. First, a huepreserving global contrast adaptive enhancement algorithm obtains a globally enhanced image. Second, a hue-preserving local contrast adaptive enhancement method produces a locally enhanced image. Finally, an enhanced result is obtained by a variational-based fusion model with contrast optimization and color correction. The final result represents a trade-off between global contrast and local contrast, and also maintains the color balance between the globally enhanced image and the locally enhanced image. This method produces visually desirable images in terms of contrast and saturation improvements. Experiments were conducted on a dataset that included different kinds of non-uniform illumination images. The results demonstrate that the proposed method outperforms the compared enhancement algorithms both qualitatively and quantitatively.
Introduction
The advent of digital cameras makes it very convenient to obtain images. However, some images contain poor visual details, which results from the limitations of imaging devices or environmental illuminations. To improve the visibility of images, many enhancement methods [1] [2] [3] [4] [5] [6] [7] [8] have been proposed. Enhancement methods are able to improve the visual quality of images, so they have been widely applied to various fields of imaging, such as photography [9] , medical imaging [10] , and remote-sensing imaging [11] . Since image enhancement methods can improve the visibility of images, they are often used for pre-processing images in some other computer vision applications and image processing problems, including object segmentation [12] , face recognition [13] , and high dynamic range image rendering [14] . Moreover, these kinds of image enhancement methods are also applied in post-processing images and videos. * Corresponding authors.
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tian@ceremade.dauphine.fr (Q. Images captured in uniform illumination environments can be enhanced well in terms of contrast improvements. However, most of the enhancement algorithms fail in processing non-uniform illumination images. Some existing methods [1] [2] [3] 5, 8, 15] either underenhance dark regions or over-enhance bright regions of images. Generally speaking, enhancement methods are categorized into two types: global enhancement algorithms and local enhancement algorithms. Usually, global enhancement methods produce overenhanced results in the bright regions of images, while local enhancement algorithms obtain under-enhanced results in the dark regions of images. An example is shown in Fig. 1 , from which we can see that the global enhancement method Histogram Equalization (HE) [15] over-enhances the bright regions and the local method Contrast-Limited Adaptive Histogram Equalization (CLAHE) [16] under-enhances the dark regions.
Inspired by the idea of exposure fusion [17] , Tian and Cohen [18] proposed an enhancement method that combines globally enhanced images and locally enhanced images. This method improves the contrast both in dark regions and bright regions of images. Following the enhancement framework in [18] , we consider a variational method [19] in the fusion model to improve more visibility of images. Specifically, a hue-preserving global contrast adaptive enhancement method is applied to the original non-uniform illumination color images. Then, a hue-preserving local contrast adaptive enhancement method is applied to the original images. Finally, the enhanced results are obtained via a variational-based fusion algorithm considering contrast optimization [20, 21] and color correction [22, 23] .
The main contributions of this paper include presenting an adaptive global contrast enhancement method, considering hue preservation in the enhancement framework, and developing a variational-based fusion model via contrast optimization and color correction.
This paper is an extended version of our previous work [18] . Compared with [18] , a variational-based fusion model considering contrast optimization and color correction is proposed in this work. The proposed variational-based fusion method produces better results than [18] in terms of contrast improvement. The rest of this paper is organized as follows. The related work is briefly summarized in Section 2 . The detailed description of the proposed method is presented in Section 3 . Numerical experiments and performance evaluations are shown in Section 4 . Finally, we give the conclusions and the future work in Section 5 .
Related work
The proposed image enhancement method combines the results of a global enhancement method and a local enhancement method, with a variational-based image fusion framework. In this section, we will introduce some related techniques, including global enhancement methods, local enhancement methods, and image fusion models.
Global enhancement methods
Global image enhancement methods conduct the same operation on the same pixel value regardless of the corresponding neighboring pixel distribution. The simplest method is a piece-wise linear transformation [15] , which defines a poly-line as the mapping function. In order to obtain more visibility of images, some global enhancement methods use various curves to map the considered images. For example, power-law functions, log functions, and gamma functions are often used for non-linear mappings, which produce better results than linear mappings. Global histograms of images can also be used for enhancements. Histogram Equalization (HE) [15] is a widely used technique for image contrast enhancement. HE modifies the original histograms of images to an approximate uniform histogram, which stretches pixel value range of images. The traditional HE might produce over-enhanced results. To avoid this problem, some improved histogram equalization methods are proposed. Arici et al. [5] proposed a general histogram equalization framework for image contrast enhancement via optimizing cost functions. Tian and Cohen [24] presented a naturalness preservation histogram-based enhancement method using structure measure and statistical naturalness measure.
Local enhancement methods
Contrast-Limited Adaptive Histogram Equalization (CLAHE) [16] is another traditional histogram-based enhancement algorithm. CLAHE considers histogram equalization in each local region. This kind of local enhancement methods [25] [26] [27] [28] can obtain more details of images, and preserve the image naturalness. Inspired by the retinex theory [29] , there are many retinex-based contrast enhancement algorithms. Considering a Gaussian kernel to build the relationship between the center pixel and surrounding pixels, Jobson et al. [30] proposed a classic retinex-based enhancement method. Recently, Petro et al. [31] improved the multiscale retinex model for image enhancement. In order to obtain better visual quality, Kimmel et al. [32] introduced a variational model to the retinex enhancement via a quadratic programming optimization. Moreover, Morel et al. [33] explored some new alternative kernels for the retinex model, which are suitable for different kinds of enhancement applications. Bani ć and Lon čari ć [6] proposed a fast retinex implementation for brightness adjustment and color correction, which avoids some disadvantages of traditional retinex enhancement methods. Provenzi et al. [4] combined color correction and local contrast improvement for color image enhancement. Palma-Amestoy et al. [20] proposed a variational framework for color image enhancement, which was inspired by the basic phenomenology of color perception. Recently, Pierre et al. [21] proposed a hue-preserving variational contrast enhancement method, which enables users to control the contrast improvement levels.
Image fusion
Image fusion is a technique of combining useful information from different images, that describe the same scene. The fused result contains better visibility than any of the input images. The fusion can be conducted on various levels, such as signal-level, pixellevel, feature-level, and symbol-level [34] . No matter which level is selected, the fusion result should meet the following two conditions: (1) the fused image preserves as much information as possible from the input images; (2) the fused image does not contain new artifacts or noise. Mertens et al. [17] proposed a practical pixel-level exposure fusion method for generating high dynamic range images. The result maintains useful information in each image sequence by using weighted blending. Ma et al. [35] proposed a feature-level robust exposure fusion model for avoiding ghosting effects. Wang et al. [36] proposed a variational method for fusing multi-focus images. A family of weight functions using the local average modulus of gradients and the power transform was adopted in Wang et al.'s method. Fu et al. [37] proposed a fusion method for combining three illumination components. This method can obtain good results for weakly-illuminated images. Inspired by the human visual system, Ying et al. [38] proposed a multi-exposure fusion method for low-light image enhancement, which produced enhanced results with small lightness distortion. 2 . The overall framework of the proposed enhancement method. The original image I has low contrast. The globally enhanced image G has good global contrast. However, the detailed structure information is not desirable (over-enhancement) in some regions. The local enhanced image E increased the detailed structure information. However, the visual quality is not desirable (under-enhancement). The final enhanced image F represents a trade-off between the global contrast and the local contrast. 
The proposed method
the position in the image domain . Our goal is to obtain the enhanced color image F = (F r , F g , F b ) . The overall framework of the proposed variational-based fusion method for non-uniform illumination image enhancement via contrast optimization and color correction is illustrated in Fig. 2 . The considered non-uniform illumination color image I is processed by a global enhancement method and a local enhancement method, respectively. Then the globally enhanced color image G and the locally enhanced color image E are fused to produce a well-enhanced color image F . The detailed description of the proposed method is presented below.
Global contrast adaptive enhancement

Overview
The overall framework of the global contrast adaptive enhancement method is shown in Fig. 3 . The brief introduction is given below.
In our global contrast adaptive enhancement method, the pixel value range of a color image I is first converted to the full range [0, 255] with the linear stretching [39] via
where I min and I max are the minimal and the maximal intensity values among the three color channels of the image
The stretched color image ˆ I is converted to the corresponding intensity image f using
where ˆ I r , ˆ I g , and ˆ I b are the three color channels of the stretched color image ˆ I .
Then, a global contrast adaptive enhancement is conducted on f to obtain the corresponding enhanced intensity image G f . The detailed description of this global enhancement algorithm is given in Section 3.1.2 . Last, we use the hue preservation enhancement framework to achieve the enhanced color image G with
where
are the three color channels of G , and x denotes the positions of pixels on the image domain. Nikolova et al. [40] have analyzed and proven the efficiency of hue preservation with this equation. The hue-preserving enhancement framework is also analyzed in [3] , which demonstrates that this kind of framework is better than the traditional channel-by-channel enhancements or methods only enhancing the intensity channel.
Global contrast adaptive enhancement for gray images
The overall pipeline of the global contrast adaptive enhancement is given in Section 3.1.1 . As mentioned above, we will describe the global contrast adaptive enhancement, which is able to obtain G f from f . Given a gray image f , with a total number of N pixels and an intensity level range of [0, 255] . h f is the normalized histogram of the image f .
The traditional histogram equalization (HE) [15] uses the original histogram of the considered image to obtain the mapping function. The mapping function T for the image f is given by
where i ∈ [0, 255] is the input integer for the mapping function, and computes the nearest integer of the considered value towards minus infinity.
Histogram equalization tries to create a uniform histogram for enhanced images by considering a cumulative histogram as the corresponding mapping function. This method often produces enhanced images with visual artifacts. To avoid this problem, Arici et al. [5] proposed a general histogram modification framework for contrast enhancement. The modified histogram h should be closer to the normalized uniform histogram h U , and the value of the residual h − h f should also be small. The problem of obtaining the optimal modified histogram ˜ h is regarded as a bi-criteria optimization problem, which can be formulated as a weighted sum of two terms shown in
and the parameter λ > 0 adjusts the trade-off between the contrast enhancement and the data fidelity. An analytical solution of Eq. (5) will be obtained when the squared sum of the L 2 norm is adopted. This problem is rewritten in
This is a quadradic optimization problem, and the solution of Eq. (6) is given by
The parameter λ needs to be carefully selected to obtain satisfactory enhancement results. Different values of λ can produce corresponding modified histograms, thus generating different enhanced images.
In [5] , the authors manually gave the parameter λ. In order to develop an adaptive enhancement method, we adopt the tone distortion of the mapping function T to guide the optimization. The tone distortion measure [41] is defined by
We are able to know that the smaller the tone distortion D ( T ) is, the smoother the tone is reproduced by the mapping function T , from the definition in Eq. (8) . The smoother tone means less unnatural-looking in the results. In other words, a small tone distortion is able to avoid unnatural artifacts. The tone distortion measure D is obtained from the mapping function T , which is computed with the optimally modified histogram ˜ h . And the histogram ˜ h depends on the weighted parameter λ. So we can use the tone distortion to select the optimal weighted parameter λ, which produces an optimally modified histogram and the final mapping function. This mapping function is utilized to produce the globally enhanced image G f .
Local contrast adaptive enhancement
The proposed global contrast adaptive enhancement method can improve the global contrast and brightness of the whole image. However, it is essentially a global method, which may reduce the local contrast or the detail information in the original image. So we will employ a local contrast adaptive enhancement to improve the local contrast and preserve the detail information.
In this method, we combine the hue preservation enhancement framework described in Section 3.1.1 and the Contrast-Limited Adaptive Histogram Equalization method (CLAHE) [16] to improve the local contrast and preserve the hue of the images. The locally enhanced gray image E f is obtained using CLAHE. Then, we can produce the locally enhanced color image E via Eq. (9) .
, E b ( x ) are the three color channels of E , and x denotes the positions of pixels on the image domain. The overall framework of this method is shown in Fig. 4 . This framework is similar to the framework shown in Fig. 3 . The only difference is that the step Contrast-Limited Adaptive Histogram Equalization takes the place of the step Global Contrast Adaptive for Gray Images . The detailed description of the Contrast-Limited Adaptive Histogram Equalization method (CLAHE) can be found in the paper [16] . In our method, we adopted the Matlab Image Processing Function adapthisteq to implement CLAHE. All parameters of CLAHE are the defaults. The number of rectangular contextual regions is 8 × 8. ClipLimt is a contrast factor that prevents over-enhancement of the image, specifically in homogeneous regions. It is equal to 0.01 with the default setting. NBins is equal to 256, which results in greater dynamic range. Range is set to full , which means the full range [0,255] is used for enhanced images.
Variational-based fusion via contrast optimization and color correction
Inspired by the idea of exposure fusion [17] and variationalbased enhancement [20] , we developed a variational-based fusion method considering contrast optimization and color correction to obtain the final enhanced image F with the globally enhanced image G and the locally enhanced image E . This fusion framework achieves desirable contrast and saturation for each pixel, since we adopt pixel-level weights to fuse every pixel via contrast optimization and color correction.
Variational-based fusion model
The goal is to fuse the globally enhanced image G and the locally enhanced image E to create a final enhancement result F , which achieves the optimal contrast and maintains the color balance. Our model operates in the three color channel respectively. Due to the hue-preserving framework analyzed in Section 3.1.1 , we only compute the weight maps for the intensity images of the globally enhanced color image and the locally enhanced color image. We then apply the same weight maps to the three color channels. In the following section, we give the variational-based fusion model for the gray-scale images corresponding to the color channels. The variational-based fusion model via contrast optimization and color correction is achieved by minimizing the following energy functional: is a non-linear function. α, β and γ are the three parameters that control data fidelity, color consistency, and local contrast.
Data fidelity. The first part of the energy functional (the first line in Eq. (10) ) is to achieve data fidelity. This term can be considered as a general fusion framework, which produces a trade-off fusion result between the globally enhanced image G (x ) and the locally enhanced image E (x ) . This process provides an attachment to the original data.
The weight maps of the globally enhanced image and the locally enhanced image are computed by Color consistency. The second part of the energy functional (the second line in Eq. (10) ) is to maintain the color consistency. Most previous research [4, 20, 21, 43] considers the gray world principle to achieve the color consistency in image enhancement. Actually, the gray world principle does not always work well for color consistency. We apply color balance [23] 
where σ is a parameter representing the size of the Gaussian kernel, and x , y denote the positions of two pixels on the image domain. The function ( z ) is given in Eq. (13) .
where is a small constant. This equation describes a non-linear function. Its sigmoid-shaped derivation
in Eq. (14) provides the non-linear response of the human visual system, with respect to a contrast enhancement function [43, 44] .
Numerical method
The problem of Eq. (10) can be solved with the gradient descent method. With the iteration index t and the time step τ , the solution is described in Eq. (14) .
. After each gradient descent step, we account for a simple constraint that Z t ( x ) should be in the pixel value range [0, 255] . Since there are not many pixel intensities falling outside [0,255], a direct clipping strategy is adopted as the projection operation. Because a linear mapping may decrease the contrast of the enhanced results, we do not use it for projecting pixel values. Table 1 The relation between the final iteration stop numbers and the steps τ . The test image I is shown in Fig. 1 
Parameters setting
The proposed variation-based fusion model produces enhanced images by minimizing the energy functional described in Eq. (10) . The solution for this model is given in Eq. (14) . There are some parameters that need to be carefully selected. α, β and γ are the three parameters controlling the data fidelity, the color consistency, and the local contrast. The larger the values, the more influence their terms have in the final enhanced images. In our implementation, we set α = 0 . 5 , β = 0 . 5 , γ = 1 to achieve the balance of data fidelity, color consistency, and local contrast improvement.
The function g σ ( x , y ) is a Gaussian curve given in Eq. (12) . The parameter σ represents the size of the Gaussian kernel. Smaller values of σ increase the local contrast improvement. However, a smaller σ might produce unnaturally enhanced results. In order to make a trade-off, we set σ to be equal to the min (high, width ) / 20 . high and width are the height and the width of images, respectively. The function
appearing in Eq. (14) provides the non-linear response to the human visual system, with respect to a contrast enhancement function. The parameter is a small constant, which controls the non-linearity. In our implementation, we set = 0 . 1 .
The parameter τ is the gradient descent step and is a very important parameter impacting the minimization. In order to select a suitable τ for achieving satisfactorily enhanced results, we give the relation between the final iteration numbers and the values of τ in Table 1 . The iteration will stop when the mean difference (absolute value) between the previous iteration and the current iteration is less than = 0 . 0 0 02 , or the iteration reaches the maximum number Iter = 100 . From Table 1 , we know that smaller τ results in the need for too many iterations for the convergence. In our implementation with Matlab code, each iteration needs around 8 seconds for the test image I (432 × 576) shown in Fig. 1 . The computation time can be improved by using other approximation minimization solutions and C ++ programming. In our testing, we also know that larger τ might produce over-enhanced results. In order to achieve a balance between the convergence speed and the naturalness of the enhanced images, we set τ = 0 . 02 , = 0 . 001 , Iter = 20 for all of the experiments in the following sections. For the dataset mentioned above, the average iteration stop number is 15.
Fusion with other global enhancement and local enhancement methods
One of the contributions of this paper is presenting a new method for combining globally enhanced images and locally enhanced images. The global contrast adaptive enhancement method in Section 3.1 is developed from Arici et al.s Histogram Modification Framework (HMF) [5] , Wu's tone distortion measure [41] , and Nikolova et al.s hue preservation method [40] . The local contrast adaptive enhancement method in Section 3.2 is developed from the traditional CLAHE [16] and Nikolova et al.s hue preservation method [40] . Any other global enhancement method and local enhancement method can replace the method in Section 3.1 and Section 3.2 , respectively. For example, Arici et al.'s contrast enhancement method using Histogram Modification Framework (HMF) [5] can replace the global enhancement method in Section 3.1 . Bani ć et al.'s Smart Light Random Mem- ory Sprays Retinex (SLRMSR) [6] can replace the local enhancement method in Section 3.2 . The final enhanced results can be produced via the fusion model in Section 3.3 . We show results in Fig. 5 in which the proposed method outperforms the compared method in terms of contrast improvement.
Experiments and comparisons
We ran the proposed method and several state-of-the-art image enhancement methods on a dataset [45, 46] including 24 nonuniform illumination color images. The test dataset is a collection of challenging cases for image enhancement. Each image in this dataset has some regions correctly exposed and other regions severely under-exposed or over-exposed. A good enhancement algorithm should enhance the under-exposed regions and the overexposed regions. Meanwhile, the well-exposed regions should not be affected.
The [7, 38] , and Tian et al.'s Global-Local Fusion method for contrast enhancement (GLF) [18] . The source code or executable demos of SLRMSR, DeepNet, WVM, and BIMEF are available on the corresponding project homepages. We reproduced the method HMF with the parameter λ = 1 for all experiments. The code of GLF and the proposed method will be available on the project homepage 1 . The parameter settings of the proposed method are analyzed in Section 3.3.3 .
To evaluate the performance of the proposed adaptive enhancement method, both qualitative comparisons and quantitative assessments are considered in the following sections.
Qualitative comparisons
In this section, we show some original test images (nonuniform illumination color images) and the corresponding en- Results enhanced respectively by HMF [5] , SLRMSR [6] , DeepNet [8] , WVM [47] , BIMEF [38] , GLF [18] and the proposed method. To allow for the visual comparisons, the regions in the red and green rectangles are enlarged and shown below the corresponding images. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.) hanced images to subjectively compare the performance of these enhancement algorithms. Contrast enhancement and detailed information preservation are considered in the comparisons. Fig. 6 shows the enhanced results on the image Arch ( Fig. 4 (a) ), which contains high illuminations on the sky region and low illuminations on the arch region. Our goal is to enhance the bright regions (high illuminations) and the dark regions (low illuminations), without reducing the details in the bright regions. HMF ( Fig. 4 (b) ) and SLRMSR ( Fig. 4 (c) ) slightly enhances the bright regions and the dark regions. DeepNet ( Fig. 4 (d) ) over-enhances the bright regions (mountain, sky, and so on) and fails in the dark regions. WVM ( Fig. 4 (e) ) over-enhances the bright regions (mountain, sky, and so on) and obtains good results in the dark area. BIMEF ( Fig. 4 (f) ) also over-enhances the bright regions (mountain, sky, and so on) and obtains good results in the dark regions. GLF ( Fig. 4 (g) ) produces good results both in the bright regions and the dark regions. In the bright regions and the dark regions, the proposed method ( Fig. 4 (h) ) obtains desirable results in terms of improving contrasts and preserving details. From the enlarged bright regions, we can observe that the proposed method obtains better contrasts than the results of GLF. Our method generates the best results both in the dark regions and in the bright regions, which is a result of combining the globally enhanced image and the locally enhanced image via contrast optimization and color correction.
Other results are shown in Figs. 7-10 , which demonstrate that the proposed method can obtain the best results both in the bright regions and in the dark regions. HMF, SLRMSR, DeepNet, WVM, and BIMEF either slightly enhance the dark regions or over-enhance the bright areas, which produces undesirably enhanced results. GLF can obtain good results both in the bright regions and in the dark regions. However, the results produced by GLF are slightly worse than the proposed method in terms of contrast improvement. The proposed method achieves more local contrast than GFL. Since the differences are not easy to discern in this paper, the visual comparisons are also given on the project homepage.
Quantitative comparisons
For the quantitative evaluation of our method, two widely adopted image quality assessment metrics are considered below. Hautière et al. [48] proposed a contrast evaluation method via Visible Edges Assessment (VEA). This metric evaluates the contrast improvement with three indicators. The first indicator e evaluates the ability for restoring edges. The second indicator r is the mean ratio of gradients in visible edges. The third indicator represents the percentage of pixels becoming saturated after the enhancement. The higher values of e and r indicate better contrast improvements. The lower value of indicates the better ability of pixel value range preservation. The evaluation results are shown in Table 2 , which demonstrates that the proposed method outperforms other algorithms in terms of contrast improvement (higher e and r ). The contrast optimization of the proposed method can generate more visible edges. For the pixel value range preservation (lower ), DeepNet obtains the best result. The proposed method does not achieve desirable performance since the simple clipping projection for pixels falling outside [0,255] is adopted in the variational iteration. However, the performance of has little effect on the image visual quality improvement. As shown in Figs. 6-9 , the proposed method achieves the best overall results even though the performance of is not the best. Panetta et al. [49] proposed a color image quality measurement (CQE) that combines the contrast, sharpness and colorfulness met- Results enhanced respectively by HMF [5] , SLRMSR [6] , DeepNet [8] , WVM [47] , BIMEF [38] , GLF [18] and the proposed method. [5] , SLRMSR [6] , DeepNet [8] , WVM [47] , BIMEF [38] , GLF [18] , and the proposed method, respectively.
Table 2
Average VEA of enhancement algorithms on the test dataset.
HMF [5] SLRMSR [6] DeepNet [8] WVM [47] BIMEF [38] GLF [18] Results enhanced respectively by HMF [5] , SLRMSR [6] , DeepNet [8] , WVM [47] , BIMEF [38] , GLF [18] , and the proposed method. Results enhanced respectively by HMF [5] , SLRMSR [6] , DeepNet [8] , WVM [47] , BIMEF [38] , GLF [18] and the proposed method.
rics. CQE is the weighted sum of the three metrics. The contrast is represented by the Michelson-Law measure of enhancement AME [50] of the intensity component. The sharpness is represented by the Weber contrast based measure of enhancement EME [51] of each gray edge map. The colorfulness is represented with the statistical information [52] of the opponent color components. The higher the value of CQE, the better is the quality of the considered color image. We use these metrics to evaluate our method in comparison to several algorithms on the test dataset. The results shown in Table 3 indicate that the proposed method outperforms other algorithms in terms of image quality. The contrast optimization in the variational-based fusion model ensures that our method achieves better results with higher contrast and sharpness. The hue preservation considered in enhancements and the color correction considered in the variational-based fusion give our method the ability to achieve desirable colorfulness.
Conclusions
In this paper, we have proposed a variational-based fusion method for non-uniform illumination image enhancement via contrast optimization and color correction. The main contributions of our paper are as follows. First, a global contrast adaptive enhancement method is introduced to improve the global contrast. Second, a hue preservation framework is considered in the global enhancement and the local enhancement. Third, a variational-based image fusion method is developed for obtaining final enhanced images. Experiments demonstrate that our proposed method outperforms other enhancement methods in terms of subject visual comparisons and objective performance evaluations.
Since there is undesirable noise in the dark regions of some non-uniform illumination images, noise reduction will be considered in the contrast enhancement framework in the future work. The numerical method used to solve the minimization problem is highly complex and requires more time to achieve satisfactory results. We will consider other approximate minimization methods to complete this task in the future.
