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Abstract
A series of recent reports suggest that the decay rates of several isotopes may have been influenced by solar activity
(perhaps by solar neutrinos). A mechanism in which neutrinos or antineutrinos can influence the decay process suggests
that a sample of decaying nuclei emitting ν¯e could affect its own rate of decay. Past experiments have searched for
this “self–induced decay” (SID) effect by measuring deviations from the expected decay rate for highly active samples
of varying geometries. Here, we show that the SID effect closely resembles the behavior of rate-related losses due to
dead-time, and hence that standard dead-time corrections can result in the removal of any SID-related behavior. We
conclude by describing experiments which could disentangle SID effects from those arising from dead-time.
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1. Introduction
Recently a number of groups have reported unexplained
periodic variations in measured nuclear decay rates from
experiments utilizing a variety of detector types and iso-
topes (see Table 1). The common feature of the observed
anomalies is that they appear to be associated with the
Sun, as in the case of an annual signal presumed to arise
from the annual variation of the Earth–Sun distance [1, 2],
a (10–15) yr−1 variation associated with the Sun’s rota-
tion [3], a Rieger periodicity [4], and a short-term statisti-
cally significant change in the 54Mn decay rate coincident
with a solar flare [5]. A possible mechanism to account
for a solar influence would be a coupling of the decaying
system to solar neutrinos (ν) via some as yet unknown
interaction.
A test of the solar neutrino hypothesis was carried out
in Refs. [6] and [7], which compared the decay rates of
198Au in a thin gold foil, a gold wire, and a gold sphere
having both the same mass (1 mg) and the same specific
activity. The basis for this comparison was the observation
that the electron-antineutrinos (ν¯e) produced from those
198Au atoms undergoing decay would bathe the undecayed
atoms in the sphere in a flux of ν¯e that could be compa-
rable to (or even greater than) ambient ν flux. If the
effects of ν¯e on a decaying atom were similar to those of
ν, then the decay rate of the spherical sample could be
measurably different from that of the foil or wire, in which
most ν¯e would presumably leave the sample without sig-
nificant influence on the decay process. It is clear that
this hypothesized “self–induced decay” (SID) effect in the
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sphere is a non-linear phenomenon since its effect on the
activity of the sample depends on the activity itself. As
shown in Ref. [6], the SID effect is characterized (to first
order) by the differential equation
− dN(t)
dt
≡ −N˙ ∼= λ0N(t)
[
1 + ξ
N(t)
N0
]
, (1)
where λ0 is the decay constant in the absence of SID (i.e.
ξ = 0), N is the number of activated nuclei, and N0 ≡
N(t = 0).
The objective of the present paper is to highlight the
similarities of predicted SID behavior to those of typical
dead-time effects, which are a consequence of the fact that
detector dead-time effects are also non–linear in the ac-
tivity of the sample (or more precisely the count rate).
Hence, dead-time effects could be confused with the SID
effect and vice versa. The result is that certain dead-time
corrections may remove non–linearity in decay data which
may arise from fundamentally physical (i.e. internal to the
sample), rather than instrumental, origins.
2. Experimental Motivation
A seemingly unrelated experiment was conducted by
our group, which provided the motivation for revisiting
the SID prescription. In this experiment, several short-
lived isotopes were irradiated on a regular basis and sub-
sequently observed in order to measure the half-lives re-
peatedly throughout the year. The primary objective was
to determine whether shorter lived isotopes also exhibit
an annual time-dependence in their decay rates, similar to
the isotopes presented in Table 1, which would otherwise
be obscured by their short life-times.
Preprint submitted to Elsevier November 14, 2018
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Table 1: Various experiments where time-dependent nuclear decay rates have been observed. For each entry the observed nuclides and their
dominant decay modes are exhibited. Observed periodicities in the decay rates are noted.
Isotope Decay Type Detector Type Radiation Measured Effect/Periodicity Observed Reference
3H β− Photodiodes β− 1 yr−1 [8]
3H β− Liquid Scintillator β− 1 d−1, 12.1 yr−1, 1 yr−1 [9]
3H β− Liquid Scintillator β− ∼ 12.5 yr−1 [10]
3H β− Solid State (Si) β− ∼ 2 yr−1 [11]
22Na/44Ti β+, κ Solid State (Ge) γ 1 yr−1 [12]
36Cl β− Proportional β− 1 yr−1, 11.7 yr−1, 2.1 yr−1 [13, 14, 15]
36Cl β− Geiger–Mu¨ller β− 1 yr−1 [16]
54Mn κ Scintillation γ Solar flare [17]
54Mn κ Scintillation γ 1 yr−1 [18]
54Mn β− Scintillation γ 1 yr−1 [19]
60Co β− Geiger–Mu¨ller β−, γ 1 yr−1 [20, 21]
60Co β− Scintillation γ 1 d−1, 12.1 yr−1 [22]
85Kr β− Ion Chamber γ 1 yr−1 [23]
90Sr/90Y β− Geiger–Mu¨ller β− 1 yr−1, 11.7 yr−1 [20, 21, 24]
108mAg κ Ion Chamber γ 1 yr−1 [23]
133Ba β− Ion Chamber γ 1 yr−1 [25]
137Cs β− Scintillation γ 1 d−1, 12.1 yr−1 [22]
152Eu β−, κ Solid State (Ge) γ 1 yr−1 [26]
152Eu β−, κ Ion Chamber γ 1 yr−1 [23]
154Eu β−, κ Ion Chamber γ 1 yr−1 [23]
222Rn α, β− Scintillation γ 1 yr−1, 11.7 yr−1, 2.1 yr−1 [27, 28]
226Ra α, β− Ion Chamber γ 1 yr−1, 11.7 yr−1, 2.1 yr−1 [13, 3, 15]
239Pu β− Solid State α 1 d−1, 13.5 yr−1, 1 yr−1 [9]
Of interest to this discussion are the data collected on
198Au, which were in the form of thin foils, typically of
mass 12-13 mg. The foils were placed in labeled polypropy-
lene vials and heat-sealed. On a weekly basis, as possible, a
sample was irradiated for 3 to 5 minutes in Purdue’s 1 kW
research reactor (PUR1), at a flux of ∼ 1 × 109 n/cm2s.
Immediately after irradiation, the sample was moved to
a 3-inch Bicron NaI(Tl) well detector, where consecutive
900–second live-time collection periods were recorded for
2 to 4 half-lives. Initial count rates were typically ap-
proximately 10 kcps, keeping dead-time below 10%. Data
were collected using an Ortec Digibase and the Maestro-32
MCA software package. A Region of Interest (ROI) was
set around the 412 keV γ–peak, and a peak-stabilization
feature within Maestro was enabled.
The integral data from the dominant 412 keV peak
were analyzed using a weighted least-squares fit to an ex-
ponential decay law. Half-life determinations were near
the expected value (T1/2 = 64.684(5) hr), but exhibited
suspect variations within subsets of the data, and for data
Table 2: Exponential and SID fits to net counts for various 198Au
data sets. The NIST published value for 198Au is T1/2 = 64.684 ±
0.005 hr.
Run T1/2 exp (hr) χ
2
exp T1/2 SID (hr) χ
2
SID
Au105 64.365 ± 0.007 1.44 64.642 ± 0.008 0.98
Au301 64.062 ± 0.017 1.52 64.629 ± 0.019 1.04
Au401 64.394 ± 0.005 1.56 64.610 ± 0.006 1.12
Au501 64.484 ± 0.007 1.10 64.574 ± 0.008 1.05
Au502 64.078 ± 0.004 6.32 64.672 ± 0.005 1.05
sets with significantly higher count rates. Further analy-
sis repeatedly showed an anomaly in the residuals of the
detrended count rates, as depicted in Fig. 1, which are
expected to be distributed normally about unity. Similar
anomalies were seen in data from other nuclides measured
with different detection systems. While investigating the
role of dead-time in this behavior, it was discovered that
a SID-corrected fit matched the data extremely well, and
yielded a more consistent result for half-life determinations
for many of the data sets.
To evaluate the possible presence of a SID effect in our
samples, the decay data were analyzed by a weighted best-
fit to the first-order SID function (see discussion in Sec. 3).
The relevant fit parameters were then used to detrend the
decay data, and the results (illustrated in Fig. 2) closely
matched the SID prediction presented in Ref. [6]. A SID
presence would initially cause depopulation of the sample
more quickly than predicted by purely exponential behav-
ior. This in turn would cause the subsequent decay rate
to be smaller than expected under exponential behavior,
and this crossover occurs at T1/2.
Calculated values for χ2 per degree of freedom, χ2DOF,
presented in Table 2, show improvement for the SID pre-
scription compared to an exponential fit. Of particular
note is run ‘Au502’, whose initial activity was roughly dou-
ble that of the next most active 198Au sample observed.
A higher specific activity would be expected to lead to a
stronger SID effect. While the SID prescription continues
to fit very well with this larger non-exponential behavior,
the purely exponential fit is poor, yielding χ2DOF ≈ 6. It
is also true that a larger initial activity corresponds to
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Figure 1: Detrended and normalized 198Au counts per 900 second fixed live-time interval. (Left) The data were detrended assuming a pure
exponential decay model. (Right) A representative example of the detrended 198Au net counts (red, solid curve) using best-fit SID parameters.
The expected behavior in the absence of SID or experimental bias (black, dashed line) is a random distribution of points about unity. The
prediction from a SID perturbation is represented by the solid (black) curve. The function g(λ0t, ξ) is defined in Eq. (13).
a higher count rate, and hence, increased dead-time in
our experiment. While the Gedcke-Hale live-time clock
utilized in this experiment corrects for rate-related losses
such as dead-time and pileup, there exists an uncertainty
in each time-correction. A systematic over/under correc-
tion would directly affect an accurate determination of the
SID parameter, ξ. Further experimentation may offer a
way to distinguish these two effects, as we discuss below.
Analysis of the residuals of the net counts for both the
purely exponential fit and the SID fit highlights the dif-
ferences between the two methods of analysis presented
here. The histogram of residuals for the SID fit, presented
in Fig. 2, shows an approximately Gaussian distribution,
whereas the corresponding distribution for the exponen-
tial fit is skewed. Plots of the residuals as a function of
time reveal further differences; under the SID prescription,
the residuals exhibit a relatively normal distribution about
zero, whereas the residuals of the exponential fit show a
marked departure. The shape of the exponential-fit resid-
uals is consistent with the sample initially decaying faster
than predicted by an exponential model. Analysis of data
for other nuclides also shows improvements in fit under
SID analysis. Table 3 displays the averages of the deter-
mined half-life for each nuclide, weighted by the associated
error for each datum in the determination. The average
χ2DOF for the exponential and SID fits is also presented, in-
cluding the range. In all cases, the SID model is a better
description of the data than a pure exponential model.
3. SID Phenomenology
On a phenomenological basis, a natural way to inves-
tigate the periodicities presented in Table 1, as well as a
possible influence from neutrinos, is to model the behavior
as a modification to the standard exponential decay law,
−dN/dt = λN , where the decay parameter λ experiences
a time–dependent perturbation,1 i.e.,
λ = λ0 + λ1(t) . (2)
Since the perturbation is presumed to arise from an inter-
action with neutrinos or antineutrinos (which will hence-
forth be referred to as neutrinos), λ1 will be proportional
to (or more generally, a function of) the ambient neutrino
flux, which in principle may have contributions from a va-
riety of sources (e.g. solar neutrinos, CνB relic neutrinos,
geologic and atmospheric neutrinos, and artificial/reactor-
generated neutrinos). For such an exotic interaction to
exist in nature, past experimental observations constrain
λ1 to be much less than λ0, at least for conditions typ-
ically encountered in terrestrial experiments.2 This con-
straint suggests that it is appropriate to simplify subse-
quent expressions to lowest order in λ1/λ0. For the pur-
pose of comparing SID with dead-time behavior, higher
order SID terms will be discarded. The one exception will
be throughout the discussion of the “extremal” behavior
associated with SID.
As mentioned in Sec. 1, it is hypothesized that a sam-
ple undergoing β–decay or K–capture may in fact be able
to affect its own rate of decay. Specifically, those atoms
1We note that a time–dependence in λ does not necessarily imply
a departure from randomness, but rather suggests a deviation in the
probability distribution which governs the decay.
2One could imagine locations where the ambient neutrino flux is
significantly larger than that encountered on Earth—such as near or
within stellar bodies, for instance.
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Table 3: Weighted averages of the half-lives of various isotopes using exponential and SID fits to net counts. The associated mean χ2 per
degree of freedom and range are presented.
Isotope T1/2 exp (days) Avg χ
2
exp (min, max) T1/2 SID (days) Avg χ
2
SID (min, max)
198Au 2.68426 ± 3.9×10−5 2.39 (1.10, 6.32) 2.6929 ± 1.4×10−4 1.05 (0.98, 1.12)
76As 1.09159 ± 8.7×10−5 1.17 (1.03, 1.29) 1.0906 ± 3.6×10−4 1.14 (1.00, 1.24)
122Sb 2.67735 ± 9.5×10−5 5.30 (1.72, 12.3) 2.6531 ± 3.5×10−4 2.06 (1.14, 3.33)
56Mn 0.10690 ± 5.9×10−5 8.38 (1.14, 24.5) 0.10755 ± 1.26×10−5 1.19 (0.78, 2.01)
116mIn 0.037906 ± 9.3×10−6 1.83 (0.97, 2.17) 0.03763 ± 1.8×10−5 1.25 (0.95, 2.14)
which have yet to decay will be bathed in a flux of neutri-
nos produced from the decaying atoms within the sample.
Therefore, a sample with a sufficient internal neutrino flux
(i.e., greater than the ν flux) should exhibit an experi-
mentally detectable deviation in its decay rate. It is per-
haps surprising that an internal neutrino flux significantly
higher than the ν flux is achievable in relatively small
samples, as was accomplished in [6, 7] with a 1 mg gold
sphere, foil, and wire.
Given such a case, where the various contributions to
the total neutrino flux (within a given sample) are dom-
inated by the the internally-generated neutrino flux, it is
reasonable to neglect all but this internal source and ex-
press the perturbation in the decay parameter as
λ1 = −pN˙. (3)
Explicitly, it is presumed that the perturbation is propor-
tional to the density of emitted neutrinos, which in turn is
proportional to the decay rate (p being the dimensionless
proportionality constant). To be more general than Eq.
(3), the decay parameter may contain additional pertur-
bations arising from external neutrinos (which is presumed
to be the case for the periodicities observed in Table 1).
However, for the specific case of a short-lived isotope, one
would expect the time-dependence in λ to arise primarily
from N˙ , while the ν contribution, for instance, would
remain approximately constant during the sample’s short
lifetime. Using Eq. (3), the perturbed system can be char-
acterized by the differential equation:
− N˙ =
(
λ0 − pN˙
)
N (4)
=
λ0N
1− pN . (5)
Before presenting a solution to Eq. (5), which is rele-
vant for comparison with dead-time effects, we highlight a
few points which have not been previously presented else-
where. Since λdt can be regarded as the probability for
an unstable atom to decay within a small time interval dt,
it is reasonable to interpret λ1dt as the probability within
this time for an activated atom to decay, due to the pro-
posed SID effect. In other words, the probability for an
atom to decay is the sum of two distinct ways in which
the decay can occur: a spontaneous decay (λ0dt), or an
induced decay (λ1dt). In this context, the constant of pro-
portionality in Eq. (3) can be regarded as the probability
(per emitted neutrino) for a SID to occur, since −N˙dt is
the approximate number of neutrinos emitted in time dt.3
Therefore, each neutrino emitted within a population of
N activated atoms is expected to induce pN decays. It
may appear at first glance that pN could exceed unity if
a single neutrino were able to influence multiple unsta-
ble atoms while traveling within the sample. In fact, one
could in principle attempt to irradiate a sample continu-
ously until N becomes large enough so that pN is greater
than unity; however, the technical question is how such a
sample would be created.
To address this question, first consider an “ideal” sam-
ple of identical stable atoms which can be irradiated at
will (perhaps via neutron activation) by placing the sam-
ple in a reactor, for example. Since the activated atoms
in the sample will subsequently decay, there is a limit to
how many stable atoms become activated—a limit which
is reached when the decay rate of the sample (which in-
creases as more atoms are activated) equals the activation
rate of the reactor. If the sample being considered decays
according to Eq. (5), then as pN approaches unity the de-
cay rate diverges. No matter how powerful the reactor or
how large the sample is, the activation rate will be insuffi-
cient to activate more than 1/p atoms within the sample,
i.e,
Nmax = 1/p . (6)
This new example of secular equilibrium is depicted in Fig.
3, and is in stark contrast to a sample governed by the stan-
dard decay law, for which the absolute maximum number
of activated atoms is only limited to the total number of
atoms within the population. From this discussion, there
is an unavoidable upper bound on pN such that:
ξ ≡ pN0 < 1 , (7)
where N0 < Nmax is the number of activated atoms im-
mediately after the activation process is completed. Note
that the SID parameter ξ is the quantity which may be
directly measurable by experiment, since it represents the
fractional change in the decay rate from the expected be-
havior at t = 0.
Finally, given the aforementioned interpretation of p,
we could have derived Eq. (5) simply by adding up all of
3It may be that p is negative, in which case, −p is the probability
of inhibiting a decay event from occurring. The treatment that fol-
lows will assume a positive value for p, but the treatment for negative
p is readily inferred.
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Figure 2: Residuals for run Au105 are presented for both exponential (left) and SID (right) models. The residuals for the exponential model
demonstrate a significant temporal bias which is absent for the SID fit. The corresponding histograms are displayed in the bottom graphs.
the decays expected within a short time interval dt through
the distinct ways a decay can occur. Since there are λ0Ndt
decays expected to occur randomly, there will also be this
many neutrinos available to stimulate additional events.
With pN being the number of SID events expected per
neutrino, λ0Ndt(pN) would be the expected number of
induced decays. However, these SID decays, in turn, pro-
duce additional neutrinos for which λ0Ndt(pN)
2 decays
are expected. The pattern continues since at each stage
the additional decays in turn produce additional neutrinos.
Therefore, we can express the total number of expected
decays, per unit time, as
− N˙ = λ0N + pλ0N2 + ... = λ0N
∞∑
j=0
(pN)
j
, (8)
where the right side of Eq. (8) will always converge for
|ξ| < 1, and is readily identified with Eq. (5). From this
construction, it is evident that “higher–order SID pro-
cesses” will have little influence on the total decay rate
of the sample, given that |ξ| is presumably much smaller
than unity. Furthermore, Eq. (1) can be obtained by re-
taining only the first two terms in Eq. (8).
The exact solution to Eq. (5) is most likely never re-
quired. Nevertheless, an implicit solution is obtained by
integration, yielding
N(t)e−ξN(t)/N0 = N0e−λ0te−ξ. (9)
We can expand Eq. (9) in (pseudo) powers of ξ by making
use of the Lagrange inversion theorem,
N(t) =
N0
ξ
∞∑
j=1
jj−1
j!
(
ξe−ξe−λ0t
)j
, (10)
where ξ is assured to fall within the radius of convergence
on purely physical grounds. However, it is worth empha-
sizing that Eq. (10) is an accurate solution for situations
up to ξ = 1, and therefore may be useful in studying the
extremal behavior following from the preceding discussion.
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Figure 3: An illustration depicting secular equilibrium for a sample
exhibiting the SID behavior (red curve) and a sample undergoing
standard exponential decay (blue curve). For a given activation rate,
equilibrium is reached with fewer activated atoms for a sample un-
dergoing SID decay, and the absolute maximum number of activated
atoms is Nmax = 1/p.
The decay rate, nξ(t) ≡ −dN/dt, can be determined from
Eq. (10) as a series expansion. For typical situations it is
sufficient to truncate the expansion to first order in ξ, in
which case the decay rate becomes
nξ(t) =
nξ(0)
1 + 2ξ
e−λ0t
(
1 + 2ξe−λ0t
)
, (11)
where nξ(0) is the initial decay rate, and the truncation
error is on the order of O(ξ2). In general, terminating the
expansion to the jth term results in a remainder Rj(ξ, t)
which decays much more quickly in time than the activity
of the sample. In fact, this remainder is comparable to
Rj(ξ, t) ∼
(
ξe1−ξe−λ0t
)j+1
. Furthermore, we see directly
from Eq. (5) that the initial SID rate nξ(0) is greater (when
ξ > 0) than the initial non-perturbed rate, and the two are
related according to
(1− ξ)nξ(0) = n0(0) , (12)
where n0(0) ≡ λ0N0 is typically understood to be the ini-
tial activity of a sample.
In past discussions in the literature, one useful quantity
that has been studied is the ratio of decay rates with and
without a SID effect:
g(x, ξ) ≡ nξ
n0
= 1− ξ + 2ξe−x . (13)
Previous searches for the SID effect (such as those con-
ducted in Refs. [6] and [7]) sought to compare samples of
similar activities but differing geometries. In this case, the
values of ξ will differ between the samples due to the ge-
ometric dependence on p. Consequently, the ratio of the
decay rates of one sample to the other is expected to have
a temporal trend proportional to g(λ0t,∆ξ), where ∆ξ is
the difference between the values of ξ for each sample. A
plot of g(x,∆ξ) is shown in Fig. 1 of Ref. [6].
It will be useful in what follows to rewrite nξ in terms of
a purely exponential rate in order to compare this behavior
to the perturbations associated with dead-time, which will
be discussed in Sec. 4. In fact, the event rate as seen by
the front end of a detector can be written as
mξ(t) = m0(t) [1 + βm0(t)] , (14)
where β ≡ 2ξ/m0(0), and m0(t) represents an exponen-
tial decay rate with decay constant λ0. It is apparent
from Eq. (14) that the fractional change in the count rate
(mξ−m0)/m0 shares the same time–dependence as m0(t).
It is also true that rate-related perturbations associated
with dead-time losses are proportional to the count rate.
Therefore, we turn now to investigate the effects of dead-
time on detector event rates and compare these effects the
SID rates discussed above.
4. Dead-time behavior
We proceed in this section to a discussion of dead-time
behavior with the aim of exhibiting the similarity between
dead-time effects and those arising from the SID behavior.
Rate-related losses due to dead-time may arise from any
part of the counting system, and the magnitude of these
losses is directly proportional to the counting rate, itself.
Many procedures exist to correct for rate-related losses.
Typically these procedures are validated under conditions
far more severe than those found in routine metrology, and
thus are considered well-motivated. The subject of this
section is to study a few simple dead-time models in an
effort to elucidate their effects on time-dependent event
rates. To this end, we consider the somewhat idealized
behaviors of extending and non-extending dead-time.
4.1. Extending dead-time
Pileup in the amplifier (also called random summing)
is a classic case of extending dead-time. When counting
rates are relatively high, the random spacing of radia-
tion pulses may result in interfering effects between pulses.
Peak pileup occurs if two pulses are sufficiently coincident
in time that they are treated as a single pulse in the count-
ing system. The effect of peak pileup of two events is to
essentially shift both from their proper position in the en-
ergy spectrum. Tail pileup, which can occur significantly
even at relatively low count rates, involves the superposi-
tion of two slightly overlapping pulses. The main effect of
tail pileup on the measurement is to worsen and distort
the spectrum resolution.
The counting losses which result from pileup can be
modeled as those events which occur within a time spac-
ing less than a particular time following a previous event.
Let α denote the minimum time by which two events must
be spaced in order for each event to be resolved prop-
erly, I represent the instantaneous event rate of the decay
6
within the detector, and I ′ represent the measured event
rate out of the amplifier. The fraction of events which are
spaced by a time interval between T and T+dT is given by
IdT exp (−IT ), which can be interpreted as the probabil-
ity of all nuclei surviving for a time T followed by a decay
in a time dT . Therefore, the fraction of events which are
not piled up, f , is given by
f =
∫ ∞
α
e−IT IdT = e−αI . (15)
Consequently, if only those events free from pileup con-
tribute to the measured rate, then the measured rate I ′
can be expressed as
I ′ = Ie−αI , (16)
where the extending dead-time (pileup) parameter α can
be determined in successive counting experiments through
a least-squares type fit. Pileup correction factors fP , by
which each datum is adjusted, take the form
fP ≡ I
I ′
= eαI . (17)
Another representation of these correction factors is ob-
tained by using the macroscopic dead-time (DT ) to ap-
proximate the counting rate, yielding
I
I ′
= eP (DT/LT ) , (18)
where LT denotes the detector live-time for the count-
ing period. The unknown pileup constant P along with
I are determined from a least-squares fit of ln I ′ = ln I −
P (DT/LT ). It is worth noting that in either case, the con-
stants P and α are usually not measured directly. Rather,
they are best-fit determinations of a least-squares or χ2
type minimization procedure.
It is a curious observation that a SID–related deviation
from an exponentially decaying event rate resembles the
effect of pileup in the amplifier. In fact, expanding Eq. (16)
in powers of α, we obtain
I ′(t) = I(t) [1− αI (t)] +O(α2), (19)
which bears the same form as Eq. (14) for an exponen-
tially decaying source. Although α is strictly positive to
represent losses from pileup, ξ can be positive or negative
depending on the particular mechanism – appearing as
“rate-related gains” (ξ > 0) or rate-related losses (ξ < 0).
The similarity of Eqs. (14) and (19) raises the ques-
tion of what the effect from pileup would be on a SID–
perturbed count rate, mξ(t). As outlined above, the gen-
eral form of Eq. (16) is obtained by considering the proba-
bility for two incoming events to occur within a particular
time interval. Furthermore, these events are assumed to be
governed by a Poisson process, or equivalently, presumed
to occur randomly in time and independent from one an-
other. While the condition for randomness may remain
valid when considering a SID process, the condition for
independence falls under scrutiny. Namely, each induced
decay is the result of prior events and therefore cannot
be considered to occur independently. In fact, it is likely
that each SID event would essentially occur almost simul-
taneously with the event which induced it, and therefore
a disproportionately large number of events would be sub-
jected to peak pileup.
The derivation of an exact expression analogous to Eq.
(16) for a SID process would require a rigorous develop-
ment of the distribution of time intervals for this process.
An approximation suitable when ξ is sufficiently small can
be obtained by estimating an atom’s survival probability
for a time T to be N(T )/N0, where N(T ) is given by Eq.
(10). Additionally, the probability for an atom to decay
is necessarily time–dependent, as underscored in the mod-
ified form for λ(t). To lowest order in ξ, the effect from
pileup on a SID event rate mξ, given in Eq. (14), can be
represented as
I ′(t) = m0(t)e−α
′m0(t). (20)
where α′ ≡ α − β = α − 2ξ/m0(0) can be considered the
“effective” pileup parameter, and O(α · ξ) terms are con-
sidered to be of higher order. Since m0 represents a pure
exponential decay rate, the result obtained in Eq. (20)
demonstrates that a SID–modified input signal can be mis-
taken for an exponential decay rate (with the same decay
constant λ0) after subject to pileup. Therefore, procedures
which correct each datum for pulse pileup could remove a
SID perturbation almost entirely with an incorrect deter-
mination of the pileup parameter, α, or P .
A standard hardware solution to pileup is accomplished
through the use of a pulser to estimate the correction fac-
tor as the ratio of pulser frequency with and without a
source. Suppose a periodic pulse generator with frequency
IP is used to add an artificial peak to the spectrum being
studied. Since the true input rate of the pulser is known, a
measurement of the counts in the artificial peak allows for
a determination of the fraction of events free from pileup.
Once again, this fraction is given by Eq. (15) for a Poisson
governed decay rate, and therefore the output rate from
the pulser, I ′P , can be expressed as
I ′P = IP e
−αI , (21)
where I once again represents the true event rate due to
the decay. On the other hand for a SID event rate, Eq.
(21) is unaffected to first order in ξ. This can be explained
by the fact that the fraction of events which are free from
pileup, f , is unaffected to lowest order in ξ. The pertur-
bation to the output signal arises solely from the increase
in the event rate. Since the pulser input rate is indepen-
dent of the decay rate, the pulser method of correcting for
pileup losses is immune from the removal of first-order SID
effects.
4.2. Non-extending dead-time
Non-extending dead-time is perhaps the simplest model
for a detector’s response to an input signal I. For this
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model, the counting systems is “busy” (i.e. unable to re-
ceive any additional pulses) for a fixed time τ after each
registered event. As a result, the measured counting rate,
I ′, will be an underestimate of the true event rate accord-
ing to:
I ′ =
I
1 + τI
. (22)
The total amount of time for which the detector is
“dead” during a counting interval, called the macroscopic
dead-time DT , is given simply as the total accumulation
of these small intervals τ for the total number of registered
events. That is to say, if M is the total number of regis-
tered counts in a time CT , then the detector is unable to
register events for a time given by DT = Mτ . The effec-
tive live-time (LT ) counting interval, therefore, is the time
LT = CT −DT .
When the true event rate into a detector is small (that
is when the time between events ∼ 1/I is significant in
comparison to the detector response time τ), the non-
extending dead-time behavior given by Eq. (22) will agree
with the extending dead-time model in Eq. (16). We can
see this from expanding Eq. (22) in powers of τI:
I ′ =
I
1 + τI
= I
(
1− τI +O (τ2I2)) . (23)
Although the two models agree for low event rates, the
behaviors diverge significantly for high rates, and for the
non-paralyzable model described by Eq. (22), the observed
count rate will asymptote to a value of 1/τ for large, true
event rates.
It is common practice in nuclear spectrometry to per-
form successive counting measurements by fixing the live-
time clock, since the dead-time DT is expected to change
during each measurement when the decaying source has a
lifetime comparable to the total time through which the
experiment is conducted. If, on the other hand, the clock
time CT is fixed, the true counting intervals will differ
for different measurements. This issue can be addressed
either by manual correction of the live-time or by auto-
matically fixing the live-time clock in the multi-channel
analyzer (MCA). There are various “live-time clocks” built
into the systems widely used in research and industry. The
Gedcke-Hale live-time clock is an example of one of the
more well-proven, reliable live-time clocks.
Bias can be introduced in a counting measurement by
inaccuracy in the live-time clock. The degree of this bias
appears small in general, and over-correction by the MCA
live-time clock appears most common in practice. One
test of the live-time clock performance would be to insert
a pulser into the counting system and compare the mea-
sured rate with the rate measured directly with a precision
frequency counter. As a simple model, the effect of over-
correction (or bias) in the live-time clock can be thought
of as an error δτ in Eq. (22) associated with each regis-
tered pulse. Then, the perturbation from this dead-time
overcorrection can be estimated as:
δI =
(
∂I
∂τ
)
δτ (24)
=
(
I ′
1− τI ′
)2
δτ = I2δτ . (25)
We thus see that the effect of this bias is to overestimate
the counting rate in a manner once again similar to the
SID perturbation given by Eq. (14),
I + δI = I (1 + δτI) . (26)
In fact, systematic over or under-correction in the live-time
clock may lead to an observable behavior identical to the
SID behavior.
5. Discussion
The central observation of the present paper is that the
modifications to nuclear decay rates arising from a SID
effect are mathematically identical to lowest order with
those arising from standard dead-time effects, as we show
explicitly in Eqs. (14) and (19). Both of these effects pro-
duce perturbations from the exponential decay law which
have a similar functional dependence on count rates. It
then follows that by implementing dead-time corrections,
one could be suppressing or eliminating evidence for the
non-exponential behavior expected from the SID effect.
For the experiment conducted in Ref. [6], a model sim-
ilar to that discussed in Sec. 4.1 was adopted to correct
for counting losses due to pileup. In particular, the decay
data were fitted to Eq. (16) with I(t) = I(0) exp (−λ0t).
A χ2 minimization then yielded best-fit determinations of
the decay constant λ0, the initial activity I(0), and the
pileup parameter α. We note that if there were a SID ef-
fect present in the decay data of Ref. [6], it would manifest
itself with a ξ-dependence in the pileup parameter α, given
explicitly by
α = α0 − 2ξ
I(0)
, (27)
where α0 is meant to denote the true effect from pileup
in the absence of SID. What is interesting is that a pulser
was also inserted into the system used in Ref. [6], which
allows for an alternate method to estimate pileup losses.
From Eq. (21), it is evident that the pulser data should
allow for a determination of the pileup parameter which
lacks the ξ-dependence potentially present in Eq. (27). It
follows that a discrepancy between the two methods for
obtaining α may serve as an indication of SID (ξ 6= 0).
The pulser and decay data for the gold sphere in Ref.
[6] are plotted in a linearized form of correction factors,
similar to Eq. (17), in Fig. 4. The slopes of the best-fit
regressions yield the pileup parameter α, and as can be
seen in Fig. 4, the pulser and decay data fit the expected
linear models closely. However, Fig. 4 also suggests that
the pileup parameter as determined from the pulser data
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Figure 4: Comparison of the correction factors for pileup obtained
from the decay data according to the model discussed in the text
and those obtained from the pulser data. The prediction from a
potential SID effect is to decrease the pileup parameter (the slope)
for the black curve.
disagrees with α as determined from the decay data, where
the discrepancy is approximately 3σ.
Although this observation is suggestive of the presence
of SID, it is unclear what other sources may be contribut-
ing to this discrepancy. The experiment discussed in Sec. 2
raises a similar issue. Although there may be an indication
of SID within the data presented, it is also possible that
over-correction in the live-time clock is responsible for the
anomalous behavior. Specifically, a bias in the live-time
clock according to Eq. (26) may explain the anomalous
behavior described in Sec. 2.
In principle, the effects of SID can be experimentally
distinguished from those of dead-time in a number of ways.
One possible way to resolve this issue is an experiment in
which a sample is irradiated to varying degrees of acti-
vation and is placed at varying distances from a detector
so as to maintain a fixed initial count rate within the de-
tector. In such a configuration the SID effect (which is
internal to the sample) should vary, while dead-time and
pileup should remain constant.
Alternate methods to search for SID exist which elim-
inate the ambiguity introduced by dead-time effects. As
an example, we note from Fig. 3 (and related discussion),
that the level of activation achievable in irradiation exper-
iments is affected by the presence of SID. In particular,
it is not possible to achieve as high a degree of activation
(for p > 0) for a sample experiencing SID as opposed to
one which does not. An experiment could potentially be
designed to test for the presence of SID based on this ob-
servation. To see this, consider the example of irradiating
a sample by neutron activation. The rate of activation R
is given by R = MσJ , where M is the number of tar-
get atoms within the sample4, σ is the cross section for
neutron capture, and J is the incident neutron flux. As
depicted in Fig. 3, secular equilibrium is reached when the
activation rate R equals the decay rate D (which we take
to be a positive value). Since N denotes the population of
activated atoms, we can write N˙ as
N˙ = R−D . (28)
Secular equilibrium is reached when the population of ac-
tivated atoms reaches a stationary value, i.e. R −D = 0.
Since N˙ is positive throughout the activation process, we
can also conclude that the maximum number of activated
atoms N∗ is obtained when secular equilibrium is reached.
We now compare the two specific cases for secular equilib-
rium: exponential decay and SID.
For the standard exponential decay model, Eq. (28)
becomes R−D = MσJ − λ0N . Solving for N(t) we find
N(t) =
MσJ
λ0
(
1− e−λ0t) , (29)
and the condition for secular equilibrium indicates that
the maximum number of activated atoms N∗exp is
N∗exp =
MσJ
λ0
, (30)
which is achieved as t→∞. Eqs. (29) and (30) are valid if
M itself is only slowly varying throughout the activation
process. The expression for N(t) is useful if we wish to
study a sample irradiated for specific period of time which
is less than the time required to achieve secular equilib-
rium.
In contrast, for the SID model, Eq. (28) becomes
R−D = MσJ − λ0N
1− pN , (31)
where we have used Eq. (5) for D. The condition for secu-
lar equilibrium now implies that the maximum number of
activated atoms N∗SID is
N∗SID =
MσJ
λ0 +MσJp
. (32)
This expression can be written in terms of N∗exp to obtain
N∗SID
N∗exp
=
1
1 + pN∗exp
. (33)
We note from Eq. (32) that the maximum number of acti-
vated atoms is strictly less than 1/p, as discussed in Sec.
3. Since J is a measure of the “power” of the reactor, tak-
ing the limit as J → ∞ implies that (independent of the
4For simplicity, we will neglect the depletion of target atoms (i.e.
the time-dependence of M) during the activation process.
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reactor) the number of activated atoms can never exceed
1/p. Of course, since we can never activate more than M
atoms (the number of target atoms) either, it follows that
N∗SID < min {M, 1/p} . (34)
This is in contrast with the case of standard exponen-
tial decay, where N∗exp < M . This discussion leads to a
testable prediction: In the presence of SID, a sample can-
not be activated to an arbitrary extent. That is, for a large
enough sample (where M > 1/p) the number of atoms that
can be activated is less than some fixed value.
We conclude this discussion by noting that both the
suggestive evidence for SID based on the data presented
in Sec. 2, and the analysis of the data of Ref. [6] pre-
sented here, can be accounted for by a similar vale of ξ
in Eq. (1), ξ ≈ 10−3. Given that these analyses rely on
different data and inputs, the fact that they arrive at ap-
proximately the same value of ξ supports the inference
that a SID effect may be present in these data. Additional
support comes from data on annual variations of nuclear
decay rates whose amplitudes (when determined as frac-
tional changes to decay rates, similar to ξ) are also on
the order of 10−3 (see Fig. 1 of Ref. [2]). The indication
that anomalies in these deay phenomena may be related
to one another may provide additional motivation for the
experiments discussed here.
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