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We study the complex scalar loop corrections to the boundary-boundary gauge two point function
in pure AdS space in Poincare coordinates, in the presence of a boundary quadratic perturbation
to the scalar. These perturbations correspond to double trace perturbations in the dual CFT and
modify the boundary conditions of the bulk scalars in AdS. We find that, in addition to the usual
UV divergences, the 1-loop calculation suffers from a divergence originating in the limit as the
loop vertices approach the AdS horizon. We show that this type of divergence is independent of the
boundary coupling, and making use of which we extract the finite relative variation of the imaginary
part of the loop via Cutkosky rules as the boundary perturbation varies. Applying our methods
to compute the effects of a time-dependent impurity to the conductivities using the replica trick
in AdS/CFT, we find that generally an IR-relevant disorder reduces the conductivity and that in
the extreme low frequency limit the correction due to the impurities overwhelms the planar CFT
result even though it is supposedly 1/N2 suppressed. Comments on the effect of time-independent
impurity in such a system are presented.
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2I. INTRODUCTION
AdS/CFT correspondence[1–3] has proven itself an extremely powerful tool in extending our understanding of
strongly coupled quantum field theories, stretching its influence into many different realms of physics. Particularly,
there has been a surge of interest in applying these techniques in condensed matter systems in recent days (see for
example a recent review [4] and references therein). Thus far, studies of AdS/CFT have predominantly focused on
extracting the leading large N physics in the CFT via (semi)-classical supergravity computations in AdS. However, if
one attempts to make contact with more realistic systems, N should be finite and there exist many circumstances in
which 1/N correction is important. These corrections correspond to non-planar diagrams in the CFT, and quantum
loop corrections in the AdS bulk, and in particular 1-loop diagrams in AdS give rise to 1/N2 suppressed corrections.
A number of physical phenomena are known to show up only if one includes loop corrections in the bulk, such as
the de Haas - van Alphen quantum oscillations [5, 6] in strongly coupled charged systems, hydrodynamic long-time
tails of a fluid [7], and the holographic manifestation of the Mermi-Wagner therem [8]. More recently it is also shown
in [9] circumstances where the loop corrections can compete with the tree contribution in certain non-fermi-liquids.
Consequently, there has been growing interest in the community in understanding quantum loops in the supergravity
theory in AdS. Calculating loops in AdS space could entail extra complexities, such as additional divergences, due to
the non-trivial properties of the geometry. It certainly is of importance to investigate this problem closely, clarifying
possible obstacles and extracting physical implications.
As one of the original motivations of the current study, it has been proposed in [10] that one may incorporate the
replica trick that is commonly adopted in the context of condensed matter systems to capture the effect of random
disorder, through AdS/CFT correspondence. There, one introduces replicas of the AdS spaces and the bulk fields.
The coupling to the random disorder appears on the AdS side as boundary terms that couple to the replicated bulk
fields, thus effectively changing the boundary conditions those fields satisfy. These kind of boundary perturbations
have been studied previously for example in [11–17], and they are shown to correspond to multiple trace, and in case
of a quadratic boundary term double trace perturbations, in the dual CFT theory. It is also shown there that the
effect of these boundary perturbations of a scalar field for example, are only mediated to other fields, such as the
graviton or the photon, beginning at 1-loop order. This implies that the effect of disorder on transport coefficients
such as conductivities only shows up in loops [18].
Motivated by these interesting studies, we take a phenomenological approach and consider charged scalar fields
coupled to U(1) gauge fields in pure AdS space in a general Einstein-Maxwell theory in d+ 1 dimensions, and study
particularly the scalar 1-loop Witten diagrams correcting the photon boundary-boundary 2-point function. We then
read-off the conductivity of the dual theory via the usual AdS/CFT dictionary. These scalars are allowed to satisfy
mixed boundary conditions, corresponding to the introduction of double trace boundary perturbations as mentioned
above. It is found that the computation done in Poincare coordinates in Lorentzian signature suffers from a divergence
that arises as both vertices in the loop approach the horizon (or the IR limit) where the geodesic distance between
them vanishes. It is surprising, however, that such a divergence persists even within the imaginary part of the loop.
More specifically, it manifests itself as a singularity in the integral over loop-momenta in the collinear limit[19], that
cannot be cured even though the phase-space volume approaches zero there. These divergences, however, turn out
to be independent of the strength of the boundary perturbation. We demonstrate this property by studying the
asymptotics of the propagators in the near horizon limit and extract the precise forms of these singularities, even
though the full analytic result of the loop integral is not generally expressible in terms of elementary functions whose
properties are otherwise obscure. We obtain in this way both the coefficients and the powers of each singular terms
analytically and find that they have simple dependence on the number of bulk dimensions.
Given the universal nature of these divergences, we extract finite results by considering the differences of diagrams
evaluated at different boundary couplings. We managed to compute the relative conductivities for a wide range of
boundary couplings f and find that they interpolate smoothly between the two conformal limits f → 0 and f →∞.
We then return to the study of random disorder via the replica trick, and compute the conductivities under the
influence of random impurities. At d = 2 + 1, we give an example where the computation can be done exactly. We
find that the presence of the impurities generally reduce the conductivity. Moreover in the low frequency limit the
correction overwhelms the planar CFT result. This implies that a re-summation in the deep IR is probably necessary,
but also suggests a possible resolution to the puzzle of how 1/N suppressed corrections could actually drastically
change the IR behavior of the transport coefficients. A more complete analysis of these re-summation is however not
pursued in the present paper.
The organization of the paper is as follows. In section II we present the form of scalar bulk-to-bulk propagators
satisfying general mixed boundary condition at the AdS boundary. In section III we briefly review the vector bulk-
to-boundary propagator in momentum space and the scalar-vector vertices that are relevant for the loop diagrams.
We also introduce Cutkosky rules in AdS space and compute the imaginary part of the scalar 1-loop correction to the
photon boundary-boundary 2-point function. We did not include similar contribution of other fields such as gravitons
3because we are mainly interested in the leading dependence on the coupling of the boundary perturbation. We will
show that a divergence arises but is independent of the boundary perturbation, and that the remaining finite part
interpolates smoothly between the two conformal limits. We also make some comments on these divergences more
generally in other loops in AdS space. In section IV we apply our method in the context of random disorder. We
conclude our results in section V. Further details of the computations are relegated to the appendices.
II. SCALAR PROPAGATORS OF MIXED BOUNDARY CONDITIONS
Consider AdS space in d+ 1 dimensions with the metric
ds2 =
1
z2
(−dt2 + dz2 +
d−1∑
i
dx2i ), (1)
the Green’s function of scalar fields in AdS space of mass m satisfy the inhomogenous Klein-Gordon equation sourced
by delta-functions:(
1√
g
(∂z1g
zz√g∂z1) + gµν∂µ∂ν −m2
)
G∆−(z1, z2, x1, y1) =
1√
g
δd(x1 − y1)δ(z1 − z2). (2)
In general these scalar fields behave in the boundary limit z → 0 as
φ(z) ∼ αz∆+ + βz∆− , ∆± = d
2
± ν, (3)
where we have defined
ν =
√
m2 +
d2
4
. (4)
When both ∆± are greater than zero and thus the corresponding wave-function normalizable, one can insert boundary
terms of the form
δS∂M =
∫
∂M
fβ2, (5)
so that the variation of the action only vanishes on the boundary if the scalar field satisfies the following boundary
condition
α = fβ. (6)
For finite f the dual operator in the CFT whose vev is given by β has conformal dimension ∆− in the UV, and
therefore the dimension of f is given by
[ f ] = d− 2∆− = 2ν . (7)
The unitarity condition and the requirement of preserving conformal symmetry in the UV, i.e. the perturbation is
irrelevant in the UV, demand |ν| < d/2, or −d2/4 ≤ m2 < 0 [20].
These boundary terms are multi-trace perturbations from the point of view of the dual CFT, and have been first
studied in e.g. [11–17].
The scalar Klein-Gordon equation can be readily solved in momentum space of the flat directions. For given d-
momentum kµ, xd/2Jν(kz) is a solution to the homogeneous version of equation (2) i.e. without the δ-function source,
where Jν(kz) is a Bessel function of order ν and k = |kµ|. One can easily solve for the Green’s function making use of
the completeness of Bessel functions for given boundary condition at z → 0. Instead of piecing two solutions defined
for z1 > z2 and z1 < z2 as in [21], we can express G∆−(z1, z2, k) as the following integral [22]
G∆−(z1, z2, k) =
∫ ∞
0
dΛ
Λ
Λ2 + k2
Jν,f (Λ, z1)Jν,f (Λ, z2), (8)
where
Jν,f (Λ, z) ≡ N(Λ)[A(Λ)Jν(Λz) +B(Λ)J−ν(Λz)] (9)
4is the linear combination of both Bessel functions of order ν, properly chosen to satisfy the boundary conditions (6)
at z → 0. It is straightforward to check that we must choose
A = 1, B =
(2Λ)2ν
f
Γ[1− ν]
Γ[1 + ν]
, (10)
and the corresponding normalization factor
N(Λ)2 =
1
1 + 2B(Λ) cos(νpi) +B(Λ)2
, (11)
such that Jν,f is normalized in the sense that∫ ∞
0
zΛ1Jν,f (Λ1, z)Jν,f (Λ2, z)dz = δ(Λ1 − Λ2) . (12)
The expression for N(Λ) can be justified most easily by checking the asymptotic forms of Jν and J−ν , or using the
orthogonality properties of the standard Bessel functions.
One could check, as we demonstrate in Appendix A, that this representation agrees with the bulk-to-bulk propagator
in [21] obtained in the Euclidean signature, which simply means k2 is positive in (8). The virtue of making use of this
representation will be made manifest when we begin computing loop corrections, where we are spared of the difficulty
of dealing with the step function Θ(z− z′) present in the representation in [21]. Since we are interested in Lorentzian
signature we will have to specify precisely the causal structure of our propagators. In the following analysis, we will
consider loop corrections to a retarded correlation function. Feynman, or time-ordered, propagators, as discussed in
[23], can be obtained by a simple iε prescription. Namely, one makes the replacement
1
Λ2 + k2
→ 1
Λ2 + k2 − iε . (13)
Similarly when we consider retarded (advanced) propagators, we will put all the poles of k0 in the lower (upper) half
complex k0 plane.
III. 1-LOOP CORRECTION TO GAUGE TWO-POINT CORRELATION AND CUTKOSKY RULES IN
ADS SPACE
We are interested in this paper the charged scalar 1-loop correction to the boundary-boundary correlator of a
U(1) gauge field in AdSd+1. According to the standard AdS/CFT correspondence, a U(1) conserved current in a
d-dimensional CFT is generally dual to a U(1) gauge field, or the bulk “photon” in a d + 1 dimensional AdS space.
One can view that the CFT lives on the AdS boundary and there is the relation
〈 jµjν 〉CFTd = 〈AµAν 〉∂AdSd+1 . (14)
We will be considering, on the AdS side, loop corrections to this correlator from a charged minimally coupled scalar
field that satisfies the general mixed boundary condition explained above. On the CFT side, these loop corrections
correspond to 1/N2 correction to 〈 jµjν 〉.
A. Interaction vertices and the photon propagator
Let us first briefly review the photon boundary-to-bulk propagator at tree level and its interaction with the complex
scalar. For convenience, we will work in the gauge
Az = 0 ∂µA
µ = 0. (15)
In Euclidean signature, the boundary-to-bulk propagator satisfying the usual Dirichlet boundary condition at z = 0
in this gauge is [23–26]
Aµ(z, p) = J
⊥
µ (p)
(pz)d/2−1K(d/2−1)(pz)
(p)d/2−1K(d/2−1)(p)
, pµJ⊥µ (p) = 0. (16)
5The propagator has been normalised and  is the UV (or boundary z → 0) cut-off. The boundary source J⊥ satisfies
the transverse condition as a result of the gauge choice. The Lorentzian propagator can be readily obtained from the
Euclidean one by analytic continuation. Depending on whether one is interested in in-coming or out-going boundary
conditions at the horizon z → ∞, one could replace p by ±ip accordingly. Since we are computing a retarded
correlation function, we will take one external leg to satisfy in-going boundary conditions, whereas the other leg
should be the complex conjugate [27].
There are two types of interaction vertices between minimally coupled charged scalars and photons. The 3-point
and the 4-point vertices are given by
VAφ†φ =
∫
ddxdz
√−ggµν(−i)Aµ(φ†∂νφ− φ∂νφ†)
VAAφ†φ =
∫
ddxdz
√−ggµνAµAνφ†φ. (17)
Given that the sources J⊥ in our gauge have to satisfy the transverse condition, only the component satisfying
the Ward-identities pµ 〈 jµjν 〉 = 0 would contribute. For general external momenta p the 1-loop contribution is
not expected to satisfy the d-dimensional flat-space Ward identities for the boundary theory. When p approaches
zero however, the photon wave function becomes independent of the radial coordinate and the integral over the
radial position of the vertices yield simple delta functions. In this limit the amplitude is reduced to a d-dimensional
calculation, and can be shown to be transverse after all 1-loop diagrams are combined as usual in flat-space.
B. 1-loop diagrams and the Cutkosky rules in AdS space
Now we turn to the 1-loop correction to the boundary-boundary correlator of the bulk photon. Our main objective
is to find their imaginary contributions. There are two loop diagrams relevant to the current study as shown in figure
(1). Both diagrams contribute to the 1/N2 correction to the current-current correlation on the CFT side. Let us
 (a)  (b)
FIG. 1.
denote the contribution from the diagram (a) as 〈 jµjν 〉′. Using the propagator (8) and (63), this diagram boils down
to the following integral
〈 jµ(−p)jν(p) 〉′ = −Pµα(p)Pνβ(p)
d−2|Kd/2−1(ip)|2
∫
ddkdΛ1dΛ2
(2pi)d
(p− 2k)α(p− 2k)β Λ1Λ2|Iν,f (ip,Λ1,Λ2)|2
(Λ21 + k
2)A(Λ22 + (p− k)2)R
, (18)
where we have included the only non-vanishing contribution to this loop, involving the product of a retarded and
an advanced scalar propagator. Our readers are reminded of the respective pole structure of the propagators by the
subscripts R and A above. We imposed the gauge condition by introducing the usual projection operator
Pµν(p) = ηµν − pµpν
p2
. (19)
We have also defined the “vertex function” Iν,f as
Iν,f (p,Λ1,Λ2) ≡
∫ ∞
0
dz z
d
2K d
2−1(pz)Jν,f (Λ1, z)Jν,f (Λ2, z) , (20)
6which can be read-off directly from equation (17) expressed in momentum space for the d flat directions.
More generally, it is possible that the two scalars propagating in the loop satisfy different mixed boundary conditions,
in which case one would have to generalize the “vertex function” in the loop-integral as
Iν,f1,f2(p,Λ1,Λ2) ≡
∫ ∞
0
dz z
d
2K d
2−1(pz)Jν,f1(Λ1, z)Jν,f2(Λ2, z) . (21)
This function has an analytic expression that will be discussed further below. At the moment, we just note that,
following immediately from the properties of the Bessel functions,
Iν,f1,f2(e
ipi2 p,Λ1,Λ2) = I
†
ν,f1,f2
(e−i
pi
2 p,Λ1,Λ2) , (22)
which we have already made use of in equation (18).
Clearly, the integral would suffer from divergence near the boundary z → 0, interpreted as a UV divergence, if
2|ν| > 1. To avoid complications, we will restrict our attention in this paper to |ν| < 12 .
Written in this form, integral (18) can be conveniently interpreted in the d-dimensional language as the total
contribution to the 1-loop correction of 〈AµAν 〉 from all pairs of KK-scalars of masses Λ1 and Λ2. These KK-scalars
form a continuous infinite tower whose mass take all values from 0 to infinity, as should be expected since the z-
dimension is non-compact. Their contribution to the loop is integrated over, convoluted by a non-trivial “vertex
function”, given by Iν,f (ip,Λ1,Λ2), or more generally Iν,f1,f2 , describing the mixing of the KK-scalars and their
coupling to the gauge field. It should be mentioned that the vertex function Iν,f1,f2 as defined in (20) is not a proper
integral and needs to be regularized. Most naturally, it is regularized by adding to the external momentum p a small
positive imaginary part iε so that (20) becomes well-defined since its integrand decays exponentially as z → +∞, and
then taking the ε → 0 limit. The result is in general finite and well-defined, but may contain various singularities
depending on the values of (p,Λ1,Λ2). Some of the singularities are severe enough that they can render the loop
integral (18) ill-defined. Below, we will devote a significant part of this paper discussing these singularities and the
regularization of the loop integral.
In this d-dimensional language, one can readily obtain the imaginary part of the loop (18) using the Cutkosky
Rules, or the analog of the“optical theorem” for S-matrices. At the level of tree-diagrams this has been considered in
[23]. Analyzing the pole structure for the product of retarded and advanced propagators in the same vain shows that
the imaginary part can be evaluated by putting the propagators in the loop on-shell, and, as in Feynman loops, only
the physical poles would contribute. The cut diagram corresponds to the amplitude of a single “photon” decaying into
two KK-scalars of masses Λ1 and Λ2 respectively. One then finds the modulus of the amplitude and integrates it over
the phase space allowed by the kinematics as well as all positive values of Λ1 and Λ2. Equivalently, one can replace
the scalar propagators [(Λ1 +k
2)(Λ2 + (p−k)2)]−1 by their on-shell conditions, i.e. −(2pi)2δ(Λ21 +k2)δ(Λ22 + (p−k)2),
and carry out the remaining integral. The presence of the two δ-functions confines the integral into a compact
region in the phase space. In fact the result is only non-vanishing if the incoming momentum p is time-like and√
p20 − |p|2 ≥ Λ1 + Λ2.
Consider the simple example where pµ = (p0, 0, ..., 0) and evaluate the spatial components of the loop diagram. By
rotational symmetry and via the Cutkosky rules, we find∫
ddk
(2pi)d−2
kikjδ(Λ
2
2 + (p− k)2)δ(Λ21 + (k)2)
= δij
Ωd−2
2(d− 1)(2p0)d(2pi)d
(
(p20 − (Λ1 + Λ2)2)(p20 − (Λ1 − Λ2)2)
)(d−1)/2
= δij
Ωd−2pd−20
8(d− 1)(4pi)d−2
(
(1− (Λ˜1 + Λ˜2)2)(1− (Λ˜1 − Λ˜2)2)
)(d−1)/2
, (23)
where Ωm is the volume of an m-sphere and Λ˜1,2 ≡ Λ1,2/p. The time-time component of the momentum integral
similarly evaluates to ∫
ddk
(2pi)d−2
(p0 − 2k0)2δ(Λ22 + (p− k)2)δ(Λ21 + (k)2)
=
Ωd−2pd−20
8(4pi)d−2
(Λ˜21 − Λ˜22)2
(
(1− (Λ˜1 + Λ˜2)2)(1− (Λ˜1 − Λ˜2)2)
)(d−3)/2
. (24)
7Putting the pieces together, we are left with the integrals of Λ˜1 and Λ˜2 only. By the AdS/CFT dictionary, we find
Im 〈 ji(−p0)jj(p0) 〉′ = δij Ωd−2p
d+2
0
8(d− 1)(4pi)d−2d−2|Kd/2−1(ip0)|2
·
∫ 1
0
dΛ˜1
∫ 1−Λ˜1
0
dΛ˜2 Λ˜1Λ˜2 H(Λ˜1, Λ˜2)
(d−1)/2 |Iν,f (i, Λ˜1, Λ˜2)|2 ,
(25)
where we defined
H(x, y) =
[
1− (x+ y)2] [1− (x− y)2] (26)
and will refer to it as the “phase volume” factor. The correlator 〈 j0(−p0)j0(p0) 〉, on the other hand, is killed off by
the projector Pµν(p) for the particular external momentum (p0, 0, . . . , 0) we have chosen here.
As a consistency check, consider the simple case where the boundary term is set to zero i.e. f = 0, where conformal
symmetry is expected to be preserved. In that case the p0 dependence of Iν,f can be completely taken out, which is
simply Iµ,0 ∼ p−1−d/2. Using also the fact that lim→0K d
2−1(p) ∼ (p)
− d2−1, the correlator is therefore given by,
〈 ji(−p0)jj(p0) 〉′ = δijζpd−20 , (27)
where ζ is a p independent constant obtained from the rest of the integral. The p0 dependence of the correlator is
exactly what is expected from the conformal dimension of a vector current in a CFT in d-dimensions.
In the case where f is non-zero, the simple scaling behaviour is disturbed and conformal invariance broken. It is
manifest that in this case the external momentum p appears as an additional parameter in the loop integral.
We make a comment regarding the loop diagram (b) in figure (1). It is necessary to include this loop to recover
gauge invariance in the bulk. But the external momentum in this loop factors out completely and it does not carry
any imaginary part, as in the case in flat-space. To extract the imaginary part this diagram can be safely ignored,
and its real part can be inferred via gauge invariance from diagrm (a). For this reason, we will omit this loop diagram
in what follows.
The picture outlined above is mostly standard. One is easily tempted to assume that the loop integral can be
evaluated without any obstacles. There, however, remains a quite serious difficulty. As we have already alluded to, it
turns out that the “vertex function” Iν,f1,f2 is not a regular function for all values of Λ1 and Λ2. It contains various
divergences of different orders. Expressed in the 2-dimensional space spanned by {Λ1,Λ2} the region where Iν,f1,f2
becomes singular is not isolated but form boundaries, and it diverges sufficiently fast near those boundaries that it
can cause the loop integral to diverge, even after the vanishing of the “phase volume” factor H(d−1)/2 in this limit is
taken into account. This divergences is a new type of divergence, different from the usual UV divergence which still
comes about from the remaining ddk integral. To compute the imaginary part of the 1-loop correction and obtain a
physical answer, one must first understand the singularity structures of Iν,f1,f2 and regularize the loop accordingly.
This is the topic we turn to in the next subsection.
C. The divergence of the vertex function and the 1-loop integral
Some discussions on the divergence properties of the “vertex function” Iν,f1,f2 are in order. We have mentioned
that as f = 0,∞, the p dependence of Iν,0 or Iν,∞ can be completely taken out and apart from an overall power-law
dependence of p, the rest, including any possible poles of course, depends on the ratio Λ˜1,2 ≡ Λ1,2/p only. When
f1,2 6= 0, there is no longer such a simple scaling behavior of Iν,f1,f2 . However, as it’s explained later in this subsection
as well as in Appendix B, as far as the divergence of Iν,f1,f2 is concerned, a simple scaling behavior still arises and its
singularity structures depend on the ratios Λ˜1,2 and f˜ ≡ f/p only. Therefore, without loss of generality, we will set
p = 1 and assume Λ˜1,2 = Λ1,2 in this subsection, ignoring the scaling of f whenever it’s unimportant.
We will outline the main point and provide the essential results in this section, and leave the full details in Appendix
B for those who are interested.
Impressively, Bailey [28] evaluated the following integral involving a power and three Bessel’s functions and found
an analytic answer:∫
dzzλ−1Kρ(cz)Jµ(az)Jν(bz) =
2λ−2aµbνΓ[1/2(λ+ µ+ ν + ρ)]Γ[1/2(λ+ µ+ ν − ρ)]
cλ+µ+νΓ[µ+ 1]Γ[ν + 1]
· F4[ 1
2
(λ+ µ+ ν − ρ); 1
2
(λ+ µ+ ν + ρ);µ+ 1; ν + 1;−a2/c2;−b2/c2] .
8Here, F4 is the Appell hypergeometric function, one of the generalized hypergeometric function that, apart from four
parameters fixed in the current case by the coefficients λ, ρ, µ and ν, depends on two complex variables. For the
loop integral that we wish to compute in the Lorentzian signature, we need to analytically continue Bailey’s result,
substituting c by ic, and obtain the following identity:
I ≡
∫ +∞
0
z
d
2K d
2−1(iz)Jµ(Λ1z)Jν(Λ2z)dz
=
Γ
[
1 + 12 (µ+ ν)
]
Γ
[
1
2 (d+ µ+ ν)
]
Λµ1 Λ
ν
2
(i)d/2+1+µ+νΓ(µ+ 1)Γ(ν + 1)
F4[1 +
1
2
(µ+ ν),
1
2
(d+ µ+ ν); µ+ 1, ν + 1; Λ21,Λ
2
2] .
(28)
This equation, obtained by analytically continuing the convergent integral (28), agrees with the regularization scheme
for Iν,f1,f2 explained earlier where one endows p with a small positive imaginary part that is taken to zero in the end.
Within the region |Λ1|+ |Λ2| < 1, the Appell hypergeometric function has a series expansion which fails to converge
as |Λ1|+ |Λ2| → 1. A simple observation of the asymptotics of the integrand in (28) when z →∞ leads to the same
conditions for I to be well defined. In the current context, both Λ1,2 are real and positive, which allows us to consider
them as the mass of the KK-scalars, and the condition Λ1 + Λ2 ≤ 1 appears to be nothing other than the consequence
of energy-momentum conservation, i.e., a particle can only “decay” into two scalars whose masses add up to a value
smaller than the proper energy of the decaying particle. But the fact that I approaches infinity as Λ1 + Λ2 → 1 is
somewhat problematic and a regularization scheme is needed.
To this end, we need to understand exactly how the Appell hypergeometric function F4 diverges as Λ1,2 approaches
the convergence boundary. It is sufficient to investigate the asymptotics of the integrand in (28) as far as the
singularities are concerned. We assume that the values of d, ν and µ are chosen properly such that the integrand is
regular at any finite value of z, or if it does contain any singularity at z < +∞, it is a singularity that can be integrated
across and leads to no singular behavior of I. Given such assumptions, the only possible source for I to diverge is
when the integral is carried out all the way toward z → +∞. In the region that z is large, we can approximate the
Bessel functions by their asymptotic expansions and formally write
I ∼ 1
2
d
2
√
piΛ1Λ2
∞∑
n=0
n∑
k=0
n−k∑
l=0
∫ ∞
0
dz
(
d
2 − 1, n− k − l
)
(µ, k)(ν, l)
(2z)n+
3−d
2 Λk1Λ
l
2
(
e−i(θµ+θν+
3pi
4 )i2(k+l)−ne−i[1−(Λ1+Λ2)]z + . . .
)
,
(29)
where θµ ≡ µpi2 and the ellipsis represents similar terms that involve other combinations of 1 ± Λ1 ± Λ2, whose full
form is given in (B7). The notation (ν, n) is defined as
(ν, n) ≡ Γ(
1
2 + ν + n)
n!Γ( 12 + ν − n)
. (30)
If we just carry out the integration term by term, regularizing the oscillatory integrand by lifting the integral contour
slightly above the real axis as explained earlier, we obtain:
I ∼ 1
2
3
2
√
piΛ1Λ2
∞∑
n=0
n∑
k=0
n−k∑
l=0
(
d
2 − 1, n− k − l
)
(µ, k)(ν, l)Γ(d−12 − n)
2nΛk1Λ
l
2
·
(
e−i(θµ+θν+
(d−2)pi
4 )(−)k+l[1− (Λ1 + Λ2)]n+
1−d
2 + . . .
)
.
(31)
Again, the ellipsis represents similar terms that involve other combinations of 1 ± Λ1 ± Λ2 and are given in full in
(B9) and (B10).
We must elaborate a bit more on the procedure outlined above. The two formulae just given would be flawed if
the “∼” were taken to be equal, because the expansions on the r.h.s. of these “equations” are asymptotic expansions
only. At any fixed value of z, the infinite sum does not converge. Usually, integrating an asymptotic expansion term
by term is only meaningful if the result is also considered as the asymptotic expansion of the true integral when the
lower integral limit approaches infinity. However, since for a given integer N , the sum of the first N terms in the
expansion approximates the full integrand with an arbitrarily small error when z → ∞, if one formally integrates
the expansion term by term and drops everything that remain finite as |Λ1| + |Λ2| → 1 along any trajectory, only
a finite number of singular terms remain and they describe precisely the same singularities of the original integral
(28). Readers may find it suspicious that integrating the asymptotic expansion from z = 0 to +∞ could lead to
anything meaningful since it is only a good approximation to the actual integrand when z is sufficiently large. More
appropriately, one should choose a cutoff scale L that is large but fixed and separate the infinite integral into two
9parts: an integral from 0 to L, and an integral from L to +∞. The first piece necessarily contains no poles of Λ1,2
because L is finite and the integrand is regular. The second piece must consequently include all the singularities of
(28), which are independent of the arbitrarily chosen cutoff scale L. [29] Therefore, as far as the singularities are
concerned, one can choose an arbitrary cutoff L > 0, replace the integrand by its asymptotic form, and carry out the
integration from z = L to ∞ term by term. The resulting expansion contains finite number of terms that diverge as
|Λ1|+ |Λ2| → 1. Evaluated sufficiently close to the poles, these divergent terms become independent of L, and setting
L = 0 is only the most convenient choice. We must emphasize that this method would not in general lead to any
useful information regarding the finite part of the original integral. Therefore, the “∼” sign in equation (29) means
“equal up to an arbitrary regular function”.
It’s worth noting that exceptional cases do exist when such an analysis leads to stronger results. In particular, if
in (28) d is odd and µ and ν are half integers, the asymptotic expansions for Bessel functions of half-integer orders
are truncated to finite sums in which case the “∼” can be replaced by the equal sign and the equations are exact.
Consequently, for d = 3, one finds examples where a full analytic result can be obtained, as presented in section IV B.
In the conformal limit, we take µ = ν and readily find the singular terms of Iν,∞ or Iν,0 from equation (31) when
1 − (Λ1 + Λ2) → 0. For general “mixed” boundary conditions we consider, f 6= 0 and the dependence of Iν,f1,f2 on
p is more complicated. But the asymptotic behavior of Jν,f as z → +∞ is quite simple and essentially identical to
that of standard Bessel functions J±ν , except for a simple phase shift explained in details in Appendix B. We can
therefore follow the same procedure and easily obtain the most important result of this section: the singularities of
|Iν,f1,f2 |2 within the domain 0 ≤ Λ1,Λ2 ≤ 1 are described by
|Iν,f1,f2(i,Λ1,Λ2)|2 ∼
Γ
(
d−1
2
)2
8piΛ1Λ2
{
1
[1− (Λ1 + Λ2)]d−1 +
[
d− 1
2
− 2(ν, 1)
d− 3
(
1
Λ1
+
1
Λ2
)]
1
[1− (Λ1 + Λ2)]d−2
}
+O
(
[1− (Λ1 + Λ2)]−(d−1)/2
)
, (d > 3) .
(32)
We’ve arrived at a pleasant surprise, which is probably physically well expected: the leading first and the second
divergence of |Iν,f1,f2(i,Λ1,Λ2)|2 are independent of the parameter f that describes the mixed boundary condition
for the scalar field φ. The leading divergence is furthermore independent of its bulk mass parameterized by ν. The
remaining singular terms, on the other hand, do in general depend both on f and ν. But fortunately, the orders of
those “true” singularities are equal or less than (d− 1)/2, just sufficiently low to be suppressed by the phase volume
factor
H(d−1)/2 = {[1− (Λ1 + Λ2)] [1 + Λ1 + Λ2] [1− (Λ1 − Λ2)] [1− (Λ2 − Λ1)]}(d−1)/2 , (33)
which contains precisely all four combinations of (1 ± Λ1 ± Λ2) to the power of (d − 1)/2. Hence, the f -dependent
imaginary part of the 1-loop integral (25) is finite and can be evaluated free of any pathologies. This conclusion holds
true for any d ≥ 2.
It should be noted once again that, in (31), only terms that become singular as 1− (Λ1 + Λ2)→ 0 should be kept
and the rest must be ignored, unless the asymptotic expansion is known to converge. For example, when d < 4, only
the leading divergent term in (31) is really there. The 1/[1− (Λ1 + Λ2)](d−3)/2 term and therefore the second term in
expansion (32) do not exist. Similarly, terms as 1/(1− Λ1 − Λ2)(d−5)/2 in (31) is to be discarded if d < 6. Precisely
as the method fails, the coefficients in expansion (32) become singular.
We remind the readers that for general values of Λ1,2, Iν,f1,f2 contains other singularities whenever 1±Λ1±Λ2 → 0
and an analogous expansion can be obtained in the same manner near each of them as shown in Appendix B [30]. In
fact there’s a natural way to understand why all those singularities are essentially the same. We take this chance to
mention some other interesting properties of the vertex function which might be useful for a full calculation of 1-loop
integrals in AdS space. For brevity, we will ignore the differences between photon and scalar and consider a bulk to
bulk 1-loop integral [31], in which the following vertex function appears:
I(p,Λ1,Λ2) =
∫ ∞
0
dz zαJν(pz)Jν(Λ1z)Jν(Λ2z) , (34)
where α and ν depend on the details of the theory. We’d like to point out that if one can ignore the subtleties related
to the singular behavior of the integrand at z → ∞, formally this function I is defined on CP2 if all variables are
complex numbers, apart from a trivial power-law factor. This is because one can always absorb an overall scaling of
(p,Λ1,Λ2)→ (λp, λΛ1, λΛ2) by redefining z → λ−1z together with a change of integral contour which always connects
0 to ∞ in the complex plane. If we restrict ourselves to the real space, one can only absorb such a scaling if λ > 0, so
I is defined on S2. Let us focus on the case when p and Λ1,2, are real and positive. A simple scaling of z immediately
allows us to set p = 1. We find there are four different regions in the first quadrants in the (Λ1,Λ2) plane separated
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from each other by singular boundaries. They are I = {0 ≤ Λ1 + Λ2 ≤ 1}, II = {1 ≤ Λ1 − Λ2}, III = {1 ≤ Λ2 − Λ1},
and IV = {1 ≤ Λ1 + Λ2 , |Λ1 − Λ2| ≤ 1}. We have been focusing on region I only in the above discussion. But region
II and III can be mapped to I by a simple scaling. To go from region II to region I, we just scale z → Λ1z in (34) and
define Λ˜2 = Λ2/Λ1, and Λ˜1 = 1/Λ1. It’s easily verified that 0 ≤ Λ˜1 + Λ˜2 ≤ 1, and
I(1,Λ1,Λ2) = Λ˜
α+1
1 I(1, Λ˜1, Λ˜2) . (35)
Similarly, one can go from region III to region I by a simple scaling of z → Λ2z, defining Λ˜2 = 1/Λ2 and Λ˜1 = Λ1/Λ2,
and verifying that I(1,Λ1,Λ2) = Λ˜
α+1
2 I(1, Λ˜1, Λ˜2). Notice that I(1,Λ1,Λ2) actually vanishes quite fast as Λ1,2 is
large. Region IV is more complicated, but if one is only interested in the asymptotics of the integrand in (34), which
dictates the singularities of I as we argued above, one can also map it to region I by a scaling z → (Λ1 + Λ2)z, define
Λ˜1 = (1 + Λ1 − Λ2)/[2(Λ1 + Λ2)] and Λ˜2 = (1 + Λ2 − Λ1)/[2(Λ1 + Λ2)], and find that the singularities of I(1,Λ1,Λ2)
are the same as those of I(1, Λ˜1, Λ˜2) but with (Λ˜1, Λ˜2) located in region I now. Therefore all the singularities of I as
|Λ1|+ |Λ2| → 1 are related to each other in a simple way.
Just as a demonstration, we show in figure (2) the numerical result for the relative variation of the imaginary part
of the 1-loop diagram against the boundary coupling f when d = 4 and ν = 12 . The numerical result presented in the
plot is subtracted against that when f =∞.
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FIG. 2. The relative variation of the imaginary part of the 1-loop integral against coupling f at d = 4, ν = 1
2
. External
momentum being an overall scale is set to one.
D. A few more general observations on the divergences in AdS loops
Thus far we have studied closely loops involving charged scalars coupled to photons and the divergences associated
to the vertex. We would like to make a few observations about loops in AdS more generally. We found that this kind
of divergence occurring as the vertices approach the AdS horizon is fairly general. Consider for simplicity a φn vertex
of the form
V(φ) =
∫ n∏
i
ddpi
∫ ∞
0
dz
√−g δd
(
n∑
i
pµi
)
n∏
i
φ(pi, z) (36)
expressed in momentum space for the flat directions. Substituting in the integral the radial wave-function of the scalar
field of mass m, which, for Neumann boundary condition as an example, is given by zd/2Jν(pz), where p = |pµ|, and
taking the near horizon limit, we find
V(φ) ∼
∫ n∏
i
ddpδd
(
n∑
i
pµi
)∫ ∞
dz(z−d−1)zn
d−2
2
∑
εi=±1
cos
[
n∑
i
(εipiz + εiθν)
]
. (37)
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We have used the asymptotic behavior limz→∞ Jν(pz) ∼ 1√pz cos(pz + θν). By naive power counting, ignoring the
oscillatory factors, this integral is only convergent if
n(d− 2)
2
< d+ 1 , (38)
precisely identical to the renormalizability condition one would find via naive counting of engineering dimensions.
Notice this analysis is independent of the boundary condition for the scalar since it would only affect the oscillatory
factors and leave the power-law dependence intact.
Such a coincidence no longer exists as soon as we consider coupling to fields with higher spins. In the case of
photons, the vertex would appear divergent by the above naive power-counting for arbitrary d independently of the
renormalizable conditions, because the coupling invariably involves the inverse metric which provides extra factors
of z2 even though the photon propagator is proportional only to z
d−2
2 Jd/2−1, and subsequently contribute to the
divergence in the horizon limit. This consideration is generally applicable to the coupling of scalars and graviton as
well.
It is very important to note that even as the z-integral appears divergent according to the above consideration, it
does not, however, necessarily imply that the loop integral is divergent. The vertex integral can be regularized by
analytic continuation as we have done in our earlier discussions making use of its oscillatory factors. Using the method
introduced in the previous section, one can easily verify that this vertex after being regularized must include poles at∑n
i εipi = 0, where εi = ±1, and could potentially lead to similar divergences in loop integrals in the collinear limit
as
∑n
i pi → 0. Depending on the order of these poles, which must be analyzed case by case following the procedure
explained in section III C, this may or may not lead to pathologies. Let us mention, as an example here, the same
analysis implies that this extra divergence occurring as the vertex in diagram (b) in figure (1) approaches the horizon
is logarithmic if d = 4.
We would also like to point out here that using the form of fermion wave-function in AdS as given in [32], we can
repeat the above power counting for a fermion-photon vertex as z →∞ and find∫ ∞
dz
√−gAµeµa ψ¯Γaψ ∼
∫ ∞
dzz
d−3
2 × oscillatory factors , (39)
which is exactly the same as in the case of scalars. Here eµa is a simple diagonal choice for the vierbeins, and Γ
a are
flat space gamma matrices. It seems possible that in supersymmetric theories these type of divergences are cancelled
automatically among fermions and bosons.
Finally, we make a passing comment about potential UV divergence near the boundary z → 0. We have restricted
our attention to scalar fields of mass m such that ν =
√
d2
4 +m
2 ≤ 12 because this is a window of consistent masses such
that UV divergence near the boundary is simply non-existent, and curiously this condition is dimensional independent.
It would be interesting to have a better understanding of the physics behind these observations.
IV. RANDOM DISORDER AND THE REPLICA TRICK IN ADS/CFT
We now turn to an interesting application of the results given in the previous section and calculate the effect of
random disorder on the transport coefficients using AdS/CFT correspondence.
A. The replica trick and the conductivities
We begin with a brief review of the replica trick. Consider a quantum system described by the action S. The effects
of random disorder can be captured by introducing into the action an extra scattering potential δS
δS =
∫
ddxV (x, t)O(x, t), (40)
where V (x, t) is a general spacetime dependent random scattering potential, and O is some physical operator, such as
the charge density etc. In the presence of the random scattering potential term, correlation functions averaged over
the random variable V is given by
〈O(x1)O(x2)...〉 =
∫
D[V ]P [V ]
(∫
Dφe−S−δSO(x1)O(x2)...∫
Dφe−S0−δS
)
, (41)
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where P [V ] is the probability distribution of the random potential and the over-line denotes averaging over V . A
well-known trick in the condensed matter literature to compute this averaged correlator is called the replica trick.
The idea is to introduce n copies of the theory concerned such that all operators in the theory are replicated n times
and we label them by an extra index i ∈ {1, ..., n}. The partition function of the full theory including the n copies is
related to that of the original one by Zn = (Z1)n. Then the correlation function for a fixed V in the original theory
is formally related to the n-replica partition function, treating n as a continuous variable by analytic continuation as
〈OO...〉V = − lim
n→0
δ
∂J1
δ
∂J1
...
1
n
(en lnZ1 − 1)
∣∣∣∣
Ji=0
= − lim
n→0
δ
∂J1
δ
∂J1
...
1
n
Zn
∣∣∣∣
Ji=0
, (42)
where Ji is the current coupled to the replicated operator Oi. The averaged correlation functions can be readily
evaluated as
〈OO . . . 〉 = − lim
n→0
δ
∂J1
δ
∂J1
...
1
n
∫
D[V ] elnP [V ]Zn
∣∣∣∣
Ji=0
= − lim
n→0
δ
∂J1
δ
∂J1
...
1
n
Z˜n
∣∣∣∣
Ji=0
. (43)
We have exchanged the order of taking the n→ 0 limit and the integral of V in the first step and defined
Z˜n ≡
∫
D[V ]
∏
i
D[φi]e
−∑ni=1(Si+δSi)+lnP [V ] (44)
in the second. For more complete explanation, see [33] and references therein.
This relation (43) is useful because in the simple but common situation where the random distribution P [V ] is
simply Gaussian and local in space and time i.e.
P [V ] = e−
V 2(x,t)
2f , (45)
the scattering potential V can be readily integrated out, and we have
Z˜n =
∫ ∏
i
D[φi]e
−∑ni=1 Si− f2 ∫ ddx∑ij OiOj . (46)
To study the effects of random disorder in a strongly coupled theory, it is natural to incorporate the replica trick
in the context of AdS/CFT correspondence, which is considered in [10, 34]. The spirit of the two studies are very
different and in this section we follow [10] and attempt to study the effects of disorder on the conductivity of a general
charged system.
In [10] the replicas are introduced literally as n copies of the AdS backgrounds. The random scattering potential
in the CFT in the replicated theory is presented by the boundary term
δS =
∫
∂Md+1
ddxV (x, t)
∑
i
Oi, (47)
which gives
δS = −f
2
∫
∂Md+1
ddx
∑
i,j
OiOj , (48)
after the potential is integrated out. These boundary terms are precisely those multi-trace perturbations in the dual
CFT theory discussed in earlier sections, and dictate the boundary conditions of the corresponding scalar fields in the
multiple AdS bulks. They also relate the boundary values of the scalars in different AdS copies and thus connect them
together. The modified boundary-boundary and bulk-to-bulk propagators of these scalar fields have been studied in
[21] and, in the context of the replica trick, in [10]. It is known that the effect of these boundary perturbations
are mediated to other sectors beginning only at 1-loop order [12, 35, 36]. Using the folding trick that treats these
replicated bosons as if they live in the same AdS space [35] we can thus apply techniques discussed in the previous
sections to compute the conductivities in the presence of random disorder.
Now consider again scalar field φ with mass m. Recall that its boundary expansion is given by
φ ∼ αz∆+ + βz∆− , ∆± = d
2
±
√
m2 +
d2
4
.
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In the presence of the boundary deformations (48), the scalar fields concerned satisfy nontrivial boundary conditions.
αi = f
n∑
j
βj , (49)
where n is the number of replicas introduced. These conditions can be diagonalized by:
φ˜l =
n∑
j
aljφj , 0 < l < n, a
n
j =
1√
n
,
∑
j
al 6=nj = 0 . (50)
There is only one linear combination of the fields φi (corresponding to φ˜n defined above) satisfies the mixed boundary
conditions depending on the strength of the disorder f , i.e.,
α˜n = nfβ˜n, (51)
whereas the rest of the fields φ˜l 6=n simply satisfy usual Neumann boundary conditions
α˜m 6=n = 0. (52)
It would be useful to pick an orthonormal basis for these fields, so that the bulk-to-bulk propagators take a simple
form. One convenient choice is
a
(n−l)
i =
1√
(n− l)(n− l + 1)
{ 1, 1 ≤ i ≤ (n− l)
−(n− l), i = n− l + 1
0, i > n− l + 1 .
(53)
The bulk-to-bulk propagators of the fields φi in the original basis would be related to these rotated basis φ˜ by
simple linear combinations. In particular, we are interested in the following propagators
Gnn =
1
n
(G˜nn + (n− 1)G˜(n−1)(n−1)), Gij = 〈φiφj〉, G˜ij = 〈φ˜iφ˜j〉,
Gn(n−1) =
1
n
(G˜nn − G˜(n−1)(n−1)) . (54)
The bulk-to-bulk propagators of the orthonormal scalar fields φ˜l satisfy the usual Klein-Gordon equations in AdSd+1
space, as discussed in the previous sections. Explicitly, we have, in Euclidean signature and in the n→ 0 limit,
Gii(x, y, k) =
∫
dΛ
Λ
Λ2 + k2
(
J−ν(Λx)J−ν(Λy) +
fΓ(1 + ν)
Γ(1− ν)(2Λ)2ν (Jν(Λx)J−ν(Λy)
+ J−ν(Λx)Jν(Λy)− 2 cos(νpi)J−ν(Λx)J−ν(Λy))
)
,
(55)
and
Gi,j 6=i(x, y, k) =
∫
Λ dΛ
Λ2 + k2
[
fΓ(1 + ν)
Γ(1− ν)(2Λ)2ν (Jν(Λx)J−ν(Λy) + J−ν(Λx)Jν(Λy)− 2 cos(νpi)J−ν(Λx)J−ν(Λy))
]
.
(56)
The conductance in Lorentzian signature, related to 〈ji(−p)jj(p)〉 and 〈ji(−p)〉〈jj(p)〉, are thus given by precisely
the same 1-loop calculation as detailed in the previous section, except the scalar bulk-to-bulk propagators are replaced
by Gii and Gi,j 6=i respectively.
Given the notable complication in the form of the propagators (54), one would like to know if the divergence occur-
ring in the collinear limit of the momenta, discussed extensively in the previous section, could actually acquire some
n or boundary coupling f dependence, rendering our procedure in extracting the transport properties pathological.
Fortunately, one can show that just as before, the divergent terms that are not extinguished by the phase space
volume factor are again n and f independent.
To see that, let us rewrite for example the basis rotation:
φn =
1√
n
φ˜n −
√
n− 1
n
φ˜n−1 = cos ξφ˜n − sin ξφ˜n−1, (57)
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where we remind our readers that the tilde fields are those that diagonalize the boundary conditions. We deliberately
rewrite the coefficients in terms of sine and cosine to make it explicit that the squares of these coefficients add up to
one. The corresponding propagator is
Gnn = cos2 ξG˜nn + sin2 ξG˜(n−1)(n−1), (58)
and to be explicit,
G˜nn =
∫
dΛ
Λ
Λ2 + k2
Jν,nfJν,nf , G˜
(n−1)(n−1) =
∫
dΛ
Λ
Λ2 + k2
Jν,0Jν,0, (59)
where Jν,f are defined in (9). Plugging the propagator G
nn into the loop including the external photon propagator
then leads to the products
xd/2yd/2K d
2−1(−ipy)K d2−1(ipx)
2∏
i=1
[
cos2 ξJν,nf (Λix)Jν,nf (Λiy) + sin
2 ξJν,0(Λix)Jν,0(Λiy)
]
∼ x(d−3)/2y(d−3)/2 exp(ipx) exp(−ipy)
2∏
i=1
[
cos2 ξ(cos(Λix− θν,nf − pi
4
))(cos(Λiy − θν,nf − pi
4
))
+ sin2 ξ(cos(Λix− θν,0 − pi
4
))(cos(Λiy − θν,0 − pi
4
))
]
, (60)
where we have omitted some overall numerical factors and powers of Λi’s which are common to all scalar loops
independently of boundary perturbations.
Concentrating on the collinear limit where one actually encounters a divergence i.e. Λ1 + Λ2 is close to p, the
dominant contribution from the above expressions, after doing the radial integral over x and y is given similar to the
discussion leading to (32), by
∼ (p− Λ1 − Λ2)1−d
(
cos4 ξe−i(2θν,nf−
pi
2 )ei(2θν,nf−
pi
2 ) + sin4 ξe−i(2θν,0−
pi
2 )ei(2θν,0−
pi
2 )
+2 cos2 ξ sin2 ξe−i(θν,nf+θν,0−
pi
2 )ei(θν,nf+θν,0−
pi
2 )
)
= (p− Λ1 − Λ2)1−d(cos2 ξ + sin2 ξ)2 = (p− Λ1 − Λ2)1−d. (61)
The dependence on n and f drops out in the leading divergence. One could repeat the exercise for the next leading
order divergence to see that again it is n and f independent. Since the expansion in powers of n is completely regular
in the propagators, the divergences remain n, f independent even as we expand first in n before doing the integral.
We will in fact work out in detail in the following section an analytic example where the result after doing the radial
integrals is particularly simple, and explicitly in this example the divergence can be seen to be n, f independent as
we have demonstrated via the asymptotic expansion method here.
We extract the dissipative part of the conductivity from the correlation functions via the Kubo formula
σ(p0) =
1
p0
Im[〈ji(−p0)jj(p0)〉retarded]. (62)
We include in figure (3) a numerical plot of the conductivity against coupling f at d = 4, ν = 12 . The resultant
conductivity is regulated, for convenience, by subtracting off a corresponding scalar loop satisfying Dirichlet boundary
conditions in a simple un-replicated AdS. One can see that the conductivity decreases as disorder is turned on. This
point shall be discussed again in our analytic example in the next section.
We point out that if the random disorder has a non-trivial power function in momentum space, which corresponds
to spatial corelation of these impurities, one can replace f by an appropriate function f(p) and the results are
straightforwardly generalized by the same procedure.
B. An analytic example in d = 2 + 1
At d = 2 + 1 and ν = 12 , the result is particularly simple. The Euclidean photon propagator given by (16) for d = 3
reduces to
Aµ(z, p) = J
⊥
µ (p)
(pz)d/2−1K 1
2
(pz)
(p)
1
2K 1
2
(p)
, pµJ⊥µ (p) = 0, K 12 (pz) = e
−pz
√
pi
2pz
. (63)
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FIG. 3. Dissipative part of the 1-loop contribution to the conductivity against coupling f at d = 4, ν = 1
2
. External momentum
being an overall scale is set to one.
Similarly, scalar propagators proportional to products of J± 12 (Λx) become simply products of
√
2/piΛx sin Λx and√
2/piΛx cos Λx. More explicitly, (55) becomes in this case
Gii(x, y, k) =
∫
dΛ
Λ
Λ2 + k2
F ii(x, y,Λ),
F ii(x, y,Λ) =
(
2 cos(xΛ) cos(yΛ)
piΛ
√
xy
+
f
2piΛ2
√
xy
(cos(xΛ) sin(yΛ) + sin(xΛ) cos(yΛ))
)
.
(64)
Plugging into the loop integral and denoting the radial coordinates of the vertices x, y, in Lorentzian signature, we
have
Idisorder =
∫
dxdyK 1
2
(ipx)K 1
2
(−ipy)F ii(x, y,Λ1)F ii(x, y,Λ2)
=
8(−1 + Λ˜21 + Λ˜22)2 − f˜2(Λ˜41 + (−1 + Λ˜22)2 − 2Λ˜21(1 + Λ˜22))
4p5piΛ˜1 Λ˜2(Λ˜41 + (−1 + Λ˜22)2 − 2Λ˜21(1 + Λ˜22))2
, (65)
where again we used the dimensionless quantities
Λ˜i =
Λi
p
, f˜ =
f
p
. (66)
It is important to note here that there is again a divergence not cured by the phase space factor in the collinear
limit proportional to (p − Λ1 − Λ2)1−d = (p − Λ1 − Λ2)−2. However, it is completely independent of the boundary
perturbation coupling f . Given the explicit analytic result of the integral, we shall subtract off the divergence directly
here.
Now we can compute the dissipative part of the conductivity in the presence of the disorder and find
σ(p0)1-loop=
1
p0
Im[〈ji(−p0)jj(p0)〉1-loop]
= lim
→0
δij
(2pi)3p40
4(4pi)3|K 1
2
(ip0)|2
∫ 1
0
dΛ˜1
∫ 1−Λ˜1
0
dΛ˜1Λ˜1Λ˜2H(Λ˜1, Λ˜2)Idisorder
= lim
→0
δij
−2( fp0 )2 + 92572 −
log(2)
3 + log(8)
32p0(4pi)3|K 1
2
(ip0)|2 . (67)
The f -independent part is simply the 1-loop correction to the conformal result. The precise value is unimportant,
since it depends on how we subtracted the divergence. The f -dependent contribution however is interesting. First
of all, it is negative definite, which means it always reduces the conductivity. Secondly, while the loop correction
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is only of order N0, it is clear that in the low frequency limit (p0/f
2)2  N−2 and this loop correction would
eventually become more important than the tree-level contribution, which is of order N2. This is not surprising since
the boundary perturbation is deliberately chosen to be relevant in the infrared. This means that to extract result in
the deep infrared limit one probably needs to re-sum the loop contributions. This could be the explanation as to how
the delta-function at p0 = 0 is corrected even though naively the boundary perturbation only begins to contribute at
1-loop level and appears extremely weak. We would like to pursue this in more detail in future work.
Time independent disorder
When the disorder is time independent, only the component of the scalar φ(k, z) with k = (0, ki) acquires a nontrivial
boundary condition (6). i.e. the disorder coupling f is frequency dependent and is more precisely given by fδp0,0.
The disorder therefore only contributes non-trivially if at least one of the two internal bulk-to-bulk propagators is
evaluated at exactly zero energy. By the Cutskovsky rules, the imaginary part of the loop is only non-zero when
Λ1,2 can satisfy the “on-shell” conditions that restrict them to be real and non-negative. All these conditions can be
satisfied only at one point of the phase space where ki = Λ1 = 0. In other words, by putting the KK-scalar fields
on-shell and requiring that one of them has zero energy, its corresponding spatial momentum and effective mass has to
be zero. Note however that the boundary disorder coupling f always come in the dimensionless combination (Λ)2ν/f .
Therefore as soon as we set Λ = 0 such that the momentum dependent coupling f contributes, its contribution is
immediately killed by the (Λ)2ν factor, for any positive ν. The time-independent disorder therefore doesn’t seem to
have any effect on the dissipative part of the conductivity, even though the operator is relevant. The only possibility
of a non-trivial contribution seems to be the marginal limit where ν → 0 and ∆O → d2 . The computation should
follow the same logic as presented in the previous sections, although the radial wave-function of the scalar field would
involve J0(Λx) and the boundary expansion (3) has to be modified to include log-terms, in which case the correct
linear combinations of Bessel functions satisfying the relevant boundary conditions have to be computed separately.
We will leave these interesting possibilities for future work.
V. CONCLUSION AND DISCUSSION
We have studied in the AdS space the 1-loop correction to the boundary-boundary2-point function of a U(1)
gauge field coupled to a complex scalar. The scalar is subjected to quadratic boundary perturbations and satisfies
mixed boundary condition. These boundary perturbations are related to double-trace perturbations in the dual CFT.
While we concentrated our effort toward studying the imaginary part of the diagrams, which is of particular interest
physically and can be readily extracted via a simple generalization of Cutkosky rules [23], we found that in Poincare
coordinates these loops suffer from extra divergences shared by both the real and imaginary parts of the diagram,
arising when the vertices of the diagrams are pushed toward the AdS horizon simultaneously and the geodesic distance
between them shrinks to zero. When the loop integral is reduced to a integral of both vertex positions along the radial
direction which gives rise to a product of two double variable hypergeometric functions (the Apell function F4), the
divergence manifests itself as singularities along the boundary in the phase space where the momenta of the photon
and the loop scalar fields become collinear.
Fortunately, we manage to derive an explicit representation for these divergences and discover that they are inde-
pendent of the boundary couplings, or in other words, the mixed boundary condition for the complex scalar. While
F4 is known only as a power series, and the singularities that concern us occur precisely along the boundary of its
convergent domain, we were able to extract the exact properties of its singularities nevertheless using simply the
asymptotic expansion of the radial wave-functions of the propagator. It is found that the order of divergences are
finite and is related to the spacetime dimension in a simple algebraic way. The coefficients are easily computed as
well. Most curiously, the leading divergence turns out to be universal, depending only on the spacetime dimension,
whereas the first sub-leading divergence depends upon the spacetime dimension and the bulk mass of the scalar field
only. The method presented can be applied to analyze the singularity structures of other functions that have a similar
integral form, such as similar vertices in other curved spacetime background.
These results are readily applicable to certain physical problems. In particular, we applied AdS/CFT correspondence
to condensed matter systems and studied the effects of random disorder on conductivity, using the replica trick [10].
The effect of the disorder in this setup is captured by double-trace boundary perturbations, corresponding precisely
to mixed boundary condition on the AdS side for the complex scalar. The dissipative part of the current-current
correlation in the CFT is given by the imaginary part of the photon boundary-boundary correlator in the AdS space,
which begins to exhibit the effect of the disorder from the photon coupling to the particular charged scalar at 1-loop.
Since the singularities of the relevant loop integral are found to be universal, we are able to subtract the results of
the conductivities obtained at various disorder coupling by the corresponding conformal result, and obtain a finite
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difference. We found that in general the disorder reduces the conductivity. Also, since the disorder we consider
is relevant in the infrared, we find that generally in the extreme low frequency limit, the loop correction begins
to overwhelm the planar contribution, suggesting the need for re-summation, but allows for the possibility of the
removal of the delta-function in the conductivity known to exist at zero frequency due to momentum conservation[4]
even though the effect of the disorder appears at first sight to be loop-suppressed.
Let us mention a couple of words on some other interesting observations and conjectures. We found that the
same divergence in the limit as loop vertices approach the horizon is quite general in loop integrals in AdS space,
particularly when fields of higher spins, such as photons and gravitons are involved, although they most likely require
more intriguing regularizations. However, for loops involving only scalar φn vertices, the absence of divergence is
correlated to renormalizability of the theory concerned. It is also interesting that the photon-fermion-fermion vertex
displays a singularity near the horizon with precisely the same power law behavior as the photon-scalar-scalar vertex.
It would be interesting to understand the precise physics of these divergences. In the Poincare patch where a mass
gap is absent, we have, correspondingly in the bulk a continuum spectrum of “Kaluza-Klein” mass Λ that can be
arbitrarily small, which might be intimately related to the collinear divergence in the decay amplitude of the photon
as we have observed.
Yet, it is suggested in [37] that in real-time computations one should build wave-functions such that they vanish at
the horizon. This would mean that waves could only propagate as wave-packets rather than as momentum eigenstates
along isometry directions. It is probable that the divergence can be cured by building a wave packet that vanishes in
the horizon limit but asymptotes to a plane wave near the boundary. However, since the regular part of the diagram
in the collinear limit is heavily suppressed by the phase-space volume, we expect that our results should not be too
sensitive to the near horizon behavior of the wave-functions. We leave these important and rigorous endeavor for
future work.
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Appendix A: Contour integral of the scalar bulk-to-bulk propagator
In the Euclidean signature, the scalar bulk-to-bulk propagator is given by:∫ +∞
0
ΛdΛ
Λ2 + k2
[Jν(Λx) + f˜Λ
2νJ−ν(Λx)][Jν(Λy) + f˜Λ2νJ−ν(Λy)]
1 + f˜2Λ4ν + 2f˜Λ2ν cos νpi
. (A1)
We denoted f˜ = (2Λ)2νΓ(1− ν)/[fΓ(1 + ν)] for brevity.
We can evaluate this propagator by replacing it by a contour integral. Let’s assume x > y for the moment. Notice
that
Jν(Λx) + f˜Λ
2νJ−ν(Λx) =
1
pii
(e−νpii/2 + f˜Λ2νeνpii/2)Kν(Λxe−pii/2)− 1
pii
(eνpii/2 + f˜Λ2νe−νpii/2)Kν(Λxepii/2)
(A2)
and
1 + f˜2Λ4ν + 2f˜Λ2ν cos νpi = (f˜Λ2ν + eνpii)(f˜Λ2ν + e−νpii) , (A3)
so the original integral is also given by∫ +∞
0
ΛdΛ
pii(Λ2 + k2)
[
Kν(−iΛx)
f˜Λ2νe−νpii/2 + eνpii/2
− Kν(iΛx)
f˜Λ2νeνpii/2 + e−νpii/2
]
· (y terms) . (A4)
18
We define
I+ =
∫ +∞
0
ΛdΛ
pii(Λ2 + k2)
Kν(−iΛx)
f˜Λ2νe−νpii/2 + eνpii/2
· (y terms), (A5)
and
I− = −
∫ +∞
0
ΛdΛ
pii(Λ2 + k2)
Kν(iΛx)
f˜Λ2νeνpii/2 + e−νpii/2
· (y terms). (A6)
Let us also denote C+ the closed contour in the complex plane that consists of the entire real axis and the infinitely
large semicircle in the upper half plane, and C− the opposite contour that consists of the real axis and the infinitely
large semicircle in the lower half plane.
It’s readily verified that if one substitutes
Λ→ Λepii (A7)
one finds
I+ → −I− . (A8)
Similarly, upon substituting Λ by Λe−pii, one finds I− becomes −I+. The two phase choices just mentioned, however,
are mutually exclusive and therefore the full integrand (A2) does not enjoy any symmetry property as Λ→ −Λ.
Let’s evaluate the following contour integral, making use of equation (A7) and (A8):∮
C+
zdz
pii(z2 + k2)
Kν(−izx)
f˜ z2νe−νpii/2 + eνpii/2
· (y terms)
=
∫
R+
ΛdΛ
pii(Λ2 + k2)
Kν(−iΛx)
f˜Λ2νe−νpii/2 + eνpii/2
· (y terms)
+
∫
R−
ΛdΛ
pii(Λ2 + k2)
Kν(−iΛx)
f˜Λ2νe−νpii/2 + eνpii/2
· (y terms)
+
∫
C+−R
ΛdΛ
pii(Λ2 + k2)
Kν(−iΛx)
f˜Λ2νe−νpii/2 + eνpii/2
· (y terms)
=I+ + I−,
(A9)
which gives rise precisely to the full integral (A1). Here R+, R− and R denote the positive, negative, and the full real
axis respectively. The choice of the contour C+ is dictated by equation (A7) as the phase of Λ rotates smoothly from
0 to pi. This contour integral can be evaluated, on the other hand, by picking up the residue at the pole Λ = kepii/2.
Similarly, we can evaluate the contour integral along C−:
−
∮
C−
zdz
pii(z2 + k2)
Kν(izx)
f˜ z2νeνpii/2 + e−νpii/2
· (y terms)
=−
∫
R+
ΛdΛ
pii(Λ2 + k2)
Kν(iΛx)
f˜Λ2νeνpii/2 + e−νpii/2
· (y terms)
−
∫
R−
ΛdΛ
pii(Λ2 + k2)
Kν(iΛx)
f˜Λ2νeνpii/2 + e−νpii/2
· (y terms)
−
∫
C+−R
ΛdΛ
pii(Λ2 + k2)
Kν(iΛx)
f˜Λ2νeνpii/2 + eνpii/2
· (y terms)
=I+ + I− .
(A10)
This contour integral picks the residue at the pole Λ = ke−pii/2 and leads to an identical result.
If x < y, both contour integrals given above diverge, in which case we should just exchange the role of x and y and
carry out the above analysis similarly.
In summary, we find the propagator (A1) equals
I+ + I− =
2Kν(kx)
[
Iν(ky) + f˜k
2νI−ν(ky)
]
Θ(x− y)
1 + f˜k2ν
+ x↔ y . (A11)
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Appendix B: Some more details on the singularities of Iν,f1,f2
We want to study the divergences of the integrals of the form [28]
I ≡
∫ +∞
0
z
d
2K d
2−1(iz)Jµ(Λ1z)Jν(Λ2z)dz
=
Γ
[
1 + 12 (µ+ ν)
]
Γ
[
1
2 (d+ µ+ ν)
]
Λµ1 Λ
ν
2
(i)d/2+1+µ+νΓ(µ+ 1)Γ(ν + 1)
F4[1 +
1
2
(µ+ ν),
1
2
(d+ µ+ ν); µ+ 1, ν + 1; Λ21,Λ
2
2] ,
(B1)
when 1 − |Λ1| − |Λ2| → 0. Within the region |Λ1| + |Λ2| < 1, the Appell hypergeometric function F4 has a series
expansion given by
F4[a, b; c, d; Λ
2
1,Λ
2
2] =
∞∑
m,n=0
(a)m(b)n
m!n!(c)m(d)n
Λ2m1 Λ
2n
2 , (B2)
where the notation ( · )m is defined by
(a)m ≡ Γ (a+m)
Γ(a)
. (B3)
This expansion fails to converge whenever 1− |Λ1| − |Λ2| → 0. One can, however, by choosing the integral contour of
z carefully, extend the definition of I to the full (Λ1,Λ2) plane which only becomes singular when 1± Λ1 ± Λ2 → 0.
To isolate these singularities of I, we examine the asymptotic behavior of its integrand as z →∞ where the Bessel
functions have an asymptotic representation given by
K d
2−1(iz) ≈
√
pi
2iz
e−iz
∞∑
n=0
(d2 − 1, n)
(2iz)n
(B4)
Jµ(z) ≈
√
1
2piz
[
ei(z−
µpi
2 −pi4 )
∞∑
n=0
in(µ, n)
(2z)n
+ e−i(z−
µpi
2 −pi4 )
∞∑
n=0
(µ, n)
in(2z)n
]
, (−pi < arg z < pi) . (B5)
Here we defined notation
(ν, n) ≡ Γ(
1
2 + ν + n)
n!Γ( 12 + ν − n)
, (B6)
and it is useful to note that (ν, 0) = 1 and (ν, n) = (−ν, n). These expansions are only valid in the z-plane when its
phase angle is between −pi and pi. Using these formulae, we can easily derive an asymptotic expansion for the full
integrand of I in the limit z → +∞ and formally evaluate the integral I by integrating the resultant expansion term
by term:
I ∼ 1
2
d
2
√
piΛ1Λ2
∞∑
n=0
n∑
k=0
n−k∑
l=0
∫ ∞
0
dz
(
d
2 − 1, n− k − l
)
(µ, k)(ν, l)
(2z)n+
3−d
2 Λk1Λ
l
2
·
(
e−i(θµ+θν+
3pi
4 )i2(k+l)−ne−i[1−(Λ1+Λ2)]z + e−i(θµ−θν+
pi
4 )i2k−ne−i[1−(Λ1−Λ2)]z
+e−i(θν−θµ+
pi
4 )i2l−ne−i[1−(Λ2−Λ1)]x + ei(θµ+θν+
pi
4 )i−ne−i[1+(Λ1+Λ2)]x
)
1
2
3
2
√
piΛ1Λ2
∞∑
n=0
n∑
k=0
n−k∑
l=0
(
d
2 − 1, n− k − l
)
(µ, k)(ν, l)Γ(d−12 − n)
2nΛk1Λ
l
2
·
(
e−i(θµ+θν+
(d−2)pi
4 )(−)k+l[1− (Λ1 + Λ2)]n+
1−d
2 + e−i(θµ−θν+
dpi
4 )(−)k[1− (Λ1 − Λ2)]n+
1−d
2
+e−i(θν−θµ+
dpi
4 )(−)l[1− (Λ2 − Λ1)]n+
1−d
2 + ei(θµ+θν+
d−2
4 )pi[1 + (Λ1 + Λ2)]
n+ 1−d2
)
,
(B7)
where we have defined the phase angle
θµ ≡ µpi
2
. (B8)
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As explained in details in section III C, the “∼” sign above must be understood as indicating that both sides equal
apart from unknown finite functions. Therefore, terms that are not singular on the right hand side of the “∼” sign
are meaningless and should be discarded. In the domain we are interested in, 0 < Λ1,2 < 1, and the poles of I are
given by
Iν,∞(i,Λ1,Λ2) ∼
e−2iθνΓ
(
d−1
2
)
2i
√
2piΛ1Λ2
{
1
[1− (Λ1 + Λ2)] d−12
+
[
d− 1
4
− (ν, 1)
d− 3
(
1
Λ1
+
1
Λ2
)]
1
[1− (Λ1 + Λ2)] d−32
}
+O
(
[1− (Λ1 + Λ2)]−(d−5)/2
)
+ finite things .
(B9)
More generally if 0 ≤ Λ1,2 < +∞, I may contain other poles. Say, if 1± (Λ1−Λ2)→ 0, we find in the same way that
Iν,∞(i,Λ1,Λ2) ∼ −
Γ
(
d−1
2
)
2
√
2piΛ1Λ2
{
1
[1− (Λ1 − Λ2)] d−12
+
[
d− 1
4
− (ν, 1)
d− 3
(
1
Λ1
− 1
Λ2
)]
1
[1− (Λ1 − Λ2)] d−32
}
+O
(
[1− (Λ1 + Λ2)]−(d−5)/2
)
+ Λ1 ↔ Λ2 + finite things .
(B10)
Since the asymptotic expansion (B4) and (B5)are not valid along the negative axis of z, this method can not be used
to analyze the pole structures if either Λ1,2 becomes negative. In particular, the pole of the form of 1/(1 + Λ1 + Λ2)
α
can not be properly derived as above, but they can be inferred easily by the symmetry properties of I when Λ→ −Λ.
If, instead of the standard Bessel functions J±ν , we wish to use Jν,f as defined by (9) in the integral formulae for
I as we should if the bulk scalar φ satisfies a mixed boundary condition, we must replace the asymptotic expansion
of J±ν by that of Jν,f . It’s easily verified that
Jν,f (z)
z→∞≈
√
1
2piz
[
ei(z−θν,f,Λ−
pi
4 )
∞∑
n=0
in(µ, n)
(2z)n
+ e−i(z−θν,f,Λ−
pi
4 )
∞∑
n=0
(µ, n)
in(2z)n
]
(B11)
which differs from those of J±ν by merely a less trivial phase angle that we have denoted as θν,f,Λ above and is defined
implicitly through the following equation:
tan θν,f,Λ ≡ tan
1− Λ2νf Γ(1−ν)Γ(1+ν)
1 + Λ
2ν
f
Γ(1−ν)
Γ(1+ν)
tan θν . (B12)
Obviously θν,f interpolates between θν and θ−ν = −θν as f varies from ∞ to 0.
Therefore, it is straightforward to generalize the results given above and find, for example, when 1− (Λ1 +Λ2)→ 0:
Iν,f1,f2(i,Λ1,Λ2) ∼
e−i(θν,f1,Λ1+θν,f2,Λ2 )Γ
(
d−1
2
)
2i
√
2piΛ1Λ2
{
1
[1− (Λ1 + Λ2)] d−12
+
[
d− 1
4
− (ν, 1)
d− 3
(
1
Λ1
+
1
Λ2
)]
1
[1− (Λ1 + Λ2)] d−32
}
+O
(
[1− (Λ1 + Λ2)]−(d−5)/2
)
+ finite things .
(B13)
which is essentially identical to that of Iν,∞ except that θν,f,Λ depends both on f and Λ now [38]. This is, of course,
necessary if any nontrivial results are to be expected.
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