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Abstract
We prove that a quasiconvex function W :Mn×n → [0,∞] which is finite on the set Σ = {F : detF = 1} is rank-one convex,
and hence continuous, on Σ ; and the same for constraints on minors. This implies that the rank-one convex envelope gives an
upper bound on the quasiconvex envelope of any energy density modeling an incompressible material. Our result is based on the
construction of an appropriate piecewise affine function u such that ∇u ∈ Σ almost everywhere.
© 2008 Elsevier Masson SAS. All rights reserved.
Résumé
Nous montrons qu’une fonction quasiconvexe W :Mn×n → [0,∞], qui est finie sur l’ensemble Σ = {F : detF = 1}, est rang-1
convexe, et par conséquent continue, sur Σ , de même avec des contraintes sur des mineurs. Ceci implique que l’enveloppe rang-1
convexe donne une borne supérieure de l’enveloppe quasiconvexe pour toute densité d’énergie d’un matériau incompressible. Notre
résultat utilise la construction d’une fonction u affine par morceaux telle que ∇u ∈ Σ presque partout.
© 2008 Elsevier Masson SAS. All rights reserved.
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1. Introduction
Quasiconvexity is a central notion in the vectorial calculus of variations, introduced by Morrey in 1952 [18]. Under
suitable continuity and growth assumptions on the energy density W :Mm×n →R, the functional,
u →
∫
Ω
W(∇u)dx (1.1)
is weakly lower semicontinuous in W 1,p(Ω;Rm) if and only if W is quasiconvex. In parallel, in the theory of relax-
ation one is typically confronted with the issue of determining the quasiconvex envelope of the energy density W , i.e.,
the largest quasiconvex function below W . For a review of these concepts see, e.g., [7,19,3,10].
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W(F) 1|Ω|
∫
Ω
W(F + ∇ϕ)dx for all ϕ ∈ W 1,∞0
(
Ω;Rm) (1.2)
(provided the integral exists) for all bounded, open, nonempty sets Ω ⊂Rn such that |∂Ω| = 0 [18,5,11,19]. This def-
inition involves minimizing an integral functional over the space of all Lipschitz functions, and is therefore implicit
and difficult to handle directly. The search for more explicit conditions lead to the introduction of the related concepts
of polyconvexity and rank-one convexity [18,2]. A function f :Mm×n → R ∪ {∞} is polyconvex if it can be written
as a convex function of F , its determinant, and its minors. All polyconvex functions are quasiconvex, since the deter-
minant and the minors are null Lagrangians [2]. One says that a function f :Mm×n →R∪ {∞} is rank-one convex if
it is convex in all rank-one directions, i.e., if all one-dimensional restrictions t → f (F + ta ⊗ b) are convex. This is a
local condition; for C2 functions it can be directly written in terms of their second gradient (and of the distributional
one in the general case). For finite-valued maps, i.e., functions f :Mm×n →R, rank-one convexity, much as ordinary
convexity, implies that f is locally Lipschitz continuous. It is well known that finite-valued quasiconvex functions are
rank-one convex (and in particular continuous). For higher regularity of quasiconvex envelopes see [4].
Treating extended-valued functions, i.e., maps W :Mm×n →R∪{∞}, is substiantially more complex. These func-
tions are however often encountered in models from nonlinear elasticity. For example in the study of elastomeric
materials, which are modeled as incompressible, one deals with functions which incorporate a constraint on the deter-
minant, like W(F) = ∞ whenever detF 
= 1. In this case it is still true that polyconvexity implies quasiconvexity, but
the usual argument relating quasiconvexity to rank-one convexity fails. Indeed, quasiconvexity does not, in general,
imply rank-one convexity, as can be seen by the example provided by Ball and Murat [5],
W(F) =
{
0 if F = ±e1 ⊗ e1,
∞ else. (1.3)
We show here that for functions which are finite on the constant-determinant surface quasiconvexity implies rank-one
convexity.
Theorem 1.1. Let W :Mn×n →R∪ {∞} be quasiconvex, and
Σ = {F ∈Mn×n: detF = 1}.
If W(F) < ∞ for all F ∈ Σ , then W is rank-one convex, and hence continuous, on the surface Σ .
The same holds in the case that the constraint is on a minor, and in the case that W is finite on a relatively open
subset of Σ , see Theorem 3.1 and Remark 3.2 below.
This result has several applications in the theory of relaxation, where one is interested in determining the qua-
siconvex envelope of W , i.e., the highest quasiconvex function below W . For finite-valued functions one typically
determines a function f which is at the same time an upper bound on the rank-one convex envelope of W , and a
lower bound on the polyconvex envelope of W . Then, since polyconvexity implies quasiconvexity which in turn im-
plies rank-one convexity, all the three envelopes necessarily coincide with f . Theorem 1.1 permits to extend the same
method to functions incorporating volumetric constraints. This leads to considerable simplifications in the proof of re-
laxation results with volumetric constraints, as for example those obtained for nematic and smectic elastomers and for
models in plasticity [9,1,12]. In the mentioned papers the relation between rank-one convexity and quasiconvexity has
been proven on a case-by-case basis using the convex integration result by Müller and Šverák discussed below [22].
Generalizing the argument used in those works it is possible to show that, if the function W is quasiconvex and is
assumed to be continuous of Σ , then it is rank-one convex (even if, to the best of my knowledge, this general fact is
never explicitly stated in the literature). The present argument instead permits to prove continuity on Σ , as well as
rank-one convexity.
Convex integration is a general strategy to prove existence of solutions, which is useful for cases where the func-
tional is not lower semicontinuous. This approach, first developed by Nash, Kuiper and later by Gromov in the context
of differential geometry [24,17,13], was extended by Müller and Šverák to Lipschitz solutions [21,23], including in
particular the case that a volumetric constraint is present [22]. They first constructed smooth test functions obeying the
constraint, and then modified them so that they became affine on each of infinitely many pieces. The modification was
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and Moser, which shows that for any Hölder regular f with average one there are diffeomorphisms u :Ω → Ω such
that det∇u = f and u(x) = x on ∂Ω [8]. The construction presented in Theorem 2.1 below refines their result, and in
particular Theorem 6.1 of [22], by presenting a completely elementary explicit piecewise affine construction, such that
the gradient takes finitely many values, which directly satisfy the constraint. This simplifies not only the argument,
avoiding the need to pass through the Dacorogna–Moser diffeomorphism, but also the result, producing functions with
a simpler structure (see discussion after Theorem 2.1 below). In particular, the present test functions permit to prove
that, if the function W is quasiconvex and finite on the unit-determinant constraint, then it is continuous. The existence
of a piecewise affine construction for the two-dimensional case was first noticed by Müller and Šverák [22, Remark 2
after Th. 6.1]; their idea was then worked out in detail in [6, Lemma A.2]. We give below a simplification of the latter
proof, and show how it can be extended to higher dimension and to constraints on minors. In the two-dimensional
case, a different construction fulfilling the determinant constraint was recently obtained by Kirchheim, which uses
infinitely many gradients, and with the additional property that for boundary data of the form C = λA+ (1 −λ)B , the
gradient takes values in the set {A,B} ∪ Bε(C) [14]. The latter construction has the advantage that, combining with
the convex integration techniques by Müller and Šverák, piecewise affine solutions of the partial differential inclusion
can be obtained.
Notation. We identify Rn with the subset of Rm, m> n, such that the last m−n components are zero, and denote by
ei the canonical basis. Analogously for Mm×n and Mm
′×n′
. We denote by Idr =∑ri=1 ei ⊗ei the r × r identity matrix;
Idr ∈ Mm×n whenever n,m  r . In particular Idr is the projection on the first r components in Rn, n  r . Finally,
detr :Mm×n → R, for n,m  r , denotes the determinant of the first r × r block; |A| = (∑ij A2ij )1/2 the Euclidean
norm of a matrix (or a vector).
2. Piecewise affine constructions
We present here our basic construction. The main result of this section is the following:
Theorem 2.1. Let n,m ∈ N, 2  r  min{n,m}, and A, B ∈ Mm×n, with rank(A − B) = 1. Assume that there are
matrices P ∈Mm×m and Q ∈Mn×n such that
detr PAQ = detr PBQ = t,
for some t 
= 0.
If (A−B)Q Idr 
= 0, then for any λ ∈ [0,1] and any ε > 0 there is a finite set,
K ⊂ {F ∈Mm×n: detr PFQ = t, min{|F −A|, |F −B|}< ε}, (2.1)
with the following property: For any δ > 0 and any open set Ω ⊂Rn there is a function u ∈ W 1,∞(Ω;Rm) such that
(i) u(x) = (λA+ (1 − λ)B)x on ∂Ω ;
(ii) |u(x)− (λA+ (1 − λ)B)x| δ a.e. on Ω ;
(iii) ∇u ∈ K a.e. on Ω ;
(iv) |{x ∈ Ω: ∇u(x) /∈ {A,B}}| δ|Ω|;
(v) There is a polyhedron Ω˜ ⊂ Rn, depending on ε and δ, such that if Ω = Ω˜ the function u can be taken affine on
each of finitely many simplexes covering Ω˜ ;
(vi) #K  10 · 4n−2.
If instead (A−B)Q Idr = 0 (and the other assumptions still hold) then for any ε > 0, λ ∈ [0,1] and δ > 0 there is a
set K with #K  30 ·4n−2 obeying (2.1) and such that for any open set Ω ⊂Rn there is a function u ∈ W 1,∞(Ω;Rm)
obeying (i)–(v).
Notice that in the typical case m = n = r the condition (A − B)Q Idr 
= 0 always holds. Only if r < n the excep-
tional case (A−B)Q Idr = 0 can appear; in that situation the set K depends also on δ.
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For a comparison, we recall that Theorem 6.1 of [22] gave under the same assumptions a construction for the case
that
K = {F ∈Mm×n: detr PFQ = t, dist(F, [A,B])< ε},
i.e., for an infinite set, and with matrices close to the entire segment [A,B] = {sA+ (1 − sB): s ∈ [0,1]}. In that case
the distinction between ε and δ became irrelevant, and points (v), (vi) of course did not apply. Here we keep the two
parameters ε and δ distinct, since in proving Theorem 3.1 below we shall take the limit δ → 0 keeping the finite set
K fixed.
The proof is separated in several steps. We first focus on a special case (i.e., on special A, B , P , Q, Ω), on a special
domain Ω , and ignore points (iv) and (ii). For this case, we give an explicit construction in two dimensions, and extend
it inductively to higher dimension. In Section 2.3 we modify the construction to fulfill point (iv) as well, introducing
a large region where the function coincides with a simple laminate. In Section 2.4 we show how the general case can
be reduced to the mentioned special case.
2.1. Construction for special matrices
Let n 2 and λ ∈ (0,1). In this and the next section we consider the special case:
A = Idn + (1 − λ)e2 ⊗ e1, and B = Idn −λe2 ⊗ e1, (2.2)
which obey λA+ (1 − λ)B = Idn, detr A = detr B = 1 for all r , 1 r  n. For example, for n = 3 we have:
A =
( 1 0 0
1 − λ 1 0
0 0 1
)
, B =
( 1 0 0
−λ 1 0
0 0 1
)
.
Given a number h ∈ (0,∞) we define the “single laminate” vL :Rn →Rn by:
vL(x) = x +
⎧⎪⎪⎨⎪⎪⎩
(1 − λ)x1e2 if |x1| λh,
λ(h− x1)e2 if λh < x1 < h,
λ(−h− x1)e2 if −h < x1 < −λh,
0 else
(2.3)
(see Fig. 1). It is clear that vL ∈ W 1,∞loc (Rn;Rn), and
∇vL(x) =
⎧⎨⎩
A if |x1| λh,
B if λh < |x1| h,
Idn else.
Lemma 2.2. Let λ ∈ (0,1), ε > 0, n 2, A and B ∈Mn×n as in (2.2). Then there is a finite set,
K ⊂ {F ∈Mn×n: detr F = 1 for all 2 r  n, min{|F −A|, |F −B|}< ε}, (2.4)
such that one can find a polyhedron Ω ⊂Rn and a map u ∈ W 1,∞(Ω;Rn), with the following properties:
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(ii) ∇u ∈ K a.e.;
(iii) The domain has the form
Ω = conv({±hiei}i=1,...,n), (2.5)
for some numbers hi > 0 (which may depend on ε, n and λ);
(iv) The function u coincides with a single laminate on the central segment [−h1e1, h1e1], i.e.,
u(x1e1) = vL(x1e1) for x1 ∈ (−h1, h1), (2.6)
with vL as in (2.3);
(v) The domain Ω can be subdivided into 5 · 2n−1 simplexes such that u is affine on each of them;
(vi) For any i  3, and all x, one has ui(x) = xi ;
(vii) For all x with x2 = 0, one has u1(x) = x1;
(viii) #K  5 · 2n−2.
Condition (vi) implies that, e.g., for n = 6, ∇u has the form⎛⎜⎜⎜⎜⎜⎝
· · · · · ·
· · · · · ·
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
⎞⎟⎟⎟⎟⎟⎠ ,
and implies in particular that detr ∇u has the same value for all r , 2 r  n. The conditions is equivalent to stating
that FT ei = ei for all i  3, and all F ∈ K .
Proof. We shall prove the case n = 2 separately by an explicit construction in Lemma 2.3 below. Here we prove the
result for larger n by induction on the dimension.
Let n 3, and Ωn−1 ⊂Rn−1, un−1 ∈ W 1,∞(Ωn−1;Rn−1) be the result of the lemma applied in dimension n − 1,
with the same λ and εn−1 = ε/2. The function un−1 is affine on each of the (n−1)-dimensional simplexes t1 . . . t5·2n−2
composing Ωn−1.
Consider the two points ±en = (0, . . . ,0,±1), and let Ω˜ be the convex hull of
Ωn−1 ∪ {en,−en}
(recall that we identify Ωn−1 ⊂ Rn−1 with Ωn−1 × {0} ⊂ Rn). The set Ω˜ can be subdivided in 5 · 2n−1 simplexes,
each with one of the ti × {0} as basis and one of {en,−en} as vertex. Precisely, we set:
T +i = conv(ti , en), T −i = conv(ti ,−en).
We define:
v(x′,0) =
(
un−1(x′)
0
)
, for x′ ∈ Ωn−1, (2.7)
and
v(en) = en, v(−en) = −en.
In each T ±i the function v is defined by affine interpolation between the values at the vertices; since un−1 is affine on
each ti this does not change the value on Ωn−1. Since un−1(x) = x on ∂Ωn−1 ⊂Rn−1 and on ±en, we automatically
have v(x) = x on ∂Ω˜ ⊂Rn.
For h > 0, we define the linear map
Sh = Idn−1 +hen ⊗ en =
(
Idn−1 0
0 h
)
,
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u(h)n (x) = Shv
(
S−1h x
)
.
We claim that setting un = u(h)n and Ωn = ShΩ˜ , for sufficiently small h, all stated properties are satisfied, with K
being the smallest set obeying (ii) (see (2.8) for an explicit characterization).
Clearly u(h)n (x) = x on ∂(ShΩ˜), and (i) follows. Condition (ii) holds by the definition of K , and (iii)–(viii) are
immediately inherited from the inductive hypothesis.
It remains to show that we can choose h so that (2.4) holds. Since ∇u(h) = Sh∇vS−1h we have
detr ∇u(h)n = detr ∇v for all r  n, hence we can focus on ∇v. The key observation is that the gradient of v has
a special form. Consider for definiteness one of the simplexes, say T = conv(t, en), let F ∈Mn×n be the value of ∇v
on T , and F ′ ∈M(n−1)×(n−1) the value of ∇un−1 on t . Since v leaves the set t × {0} invariant, and hence the entire
hyperplane Rn−1 = {x ∈Rn: xn = 0}, it follows that Fei · en = 0 for all i < n. Therefore
F =
(
F ′ b
0 Fnn
)
,
for some b ∈Rn−1 and Fnn ∈R. At the same time, vk(x) = xk for all k  3 and all x ∈ ShΩ˜ since the same condition
holds on the vertices of T . Therefore (vi) holds, and in particular, Fnn = 1. Therefore
detF = detF ′ = 1, and Idr F Idr = Idr F ′ Idr for all r < n.
A straightforward computation shows that, again in the considered simplex,
∇u(h)n = ShFS−1h =
(
F ′ b/h
0 1
)
. (2.8)
Here F ′ and b are fixed in each simplex, i.e., they take finitely many values on Ω˜ . We finally choose:
h = ε
2 max{|b+i | + |b−i |: i = 1, . . . ,5 · 2n−2}
.
We obtain from (2.8) that
dist
(∇un, {A,B}) dist(∇un−1 + en ⊗ en, {A,B})+ 12ε < ε.
This concludes the proof. 
2.2. The two-dimensional construction
We give here an explicit construction for the case n = 2. The existence of such a construction was first noticed
by Müller and Šverák [22, Remark 2 after Th. 6.1]; their idea was then worked out in detail in [6, Lemma A.2]. We
present here a simplification of the latter proof.
Lemma 2.3. Lemma 2.2 holds for n = 2.
Proof. Let h > 0 be a small parameter fixed below. We aim at a construction on the rhombus:
ω =
{
x ∈R2: |x1|
h
+ |x2| < 1
}
= conv({±he1,±e2}),
and work at first on the larger set R = (−h,h) × (−1,1). We start from the map vL defined in (2.3), see Fig. 2(a),
which satisfies the boundary condition on the left and right sides of R, but not on the top and bottom ones. We shall
modify it in order to satisfy the boundary condition on ∂ω. This is done by first composing vL with another piecewise
affine function very close to the identity, and then modifying further a boundary layer. The map vL can be visualized
as shifting the lines {x : x1 = ±λh} upwards (downwards) by λ(1−λ)h, keeping the lines {x : x1 = ±h} fixed, and the
affine interpolation inside. In an informal language, vL pushes material (area) downwards on the left-hand side, and
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deformed configuration. (a) The map vL , defined in (2.3), is a vertical shear, which is the identity at the left and right boundaries of R; its gradient
takes values A and B . (b) The map w, defined in (2.9), is a horizontal shear, which is the identity on the top and bottom boundaries. Its gradient
takes values C and D, which are both close to the identity.
upwards on the right-hand side. Hence in order to have an isochoric map we need to push material (area) horizontally:
towards the left on the upper side, and towards the right on the lower side, so that the final movement is, in a certain
sense, circular. This is done by the map w we shall now construct; we shall be careful to achieve the mass balance by
using small gradients on large areas so that the result will be only a small correction to vL.
We now construct the second map. For given μ ∈ (0,1) and q > 0 to be chosen later (both will be small), we
consider the function w ∈ W 1,∞loc (R2;R2) defined by w(0) = 0, and
∇w(x) =
⎧⎨⎩
C for |x2| <μ,
D for μ< |x2| < 1,
Id2 else
(2.9)
(see Fig. 2(b)), where
C =
(
1 −q(1 −μ)
0 1
)
, and D =
(
1 qμ
0 1
)
.
The map w shifts the lines {x : x2 = ±μ} by qμ(1 − μ) to the left (right), keeps the lines {x : x2 ∈ {−1,0,1}} fixed,
and is the affine interpolation inside. Further, ∇w has unit determinant, and if q is small then ∇w is uniformly close to
the identity. Consider now the composition vL ◦w. This is a piecewise affine map, whose gradient has unit determinant
and is close to A or B everywhere. Indeed,
|AC −A| |A||C − Id | 2q, (2.10)
and analogously for the other three combinations AD, BC, and BD.
The pieces of R on which vL ◦ w is affine are shown in Fig. 3(a). We now focus on the first quadrant, and in
particular on the triangle:
OXY = ω ∩ {x : x1, x2 > 0} =
{
x : x1 > 0, x2 > 0, x1
h
+ x2 < 1
}
,
where X = (h,0), Y = (0,1), and O = (0,0), see Fig. 3(b). Let Z be the point at the intersection of the two discon-
tinuity lines of ∇(vL ◦ w) in the first quadrant, i.e., Z = (λh + qμ(1 − μ),μ) (for sufficiently small μ and h one
can check that Z ∈ OXY ⊂ ω). We set u = vL ◦ w in OXY \ XYZ, and in the triangle XYZ equal to the affine
interpolation between the values of vL ◦w at the three corners. An analogous procedure is used in the other quadrants,
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domain takes six different gradients. (b) The four triangles on which the function is replaced by the affine interpolation.
so that u is defined on the entire ω. Since in X and Y both vL and w are the identical map, this function satisfies the
boundary condition u(x) = x on the segment XY , and hence on ∂ω.
The gradient ∇u therefore takes the three values AD, AC, BC, plus those on the four external triangles, which since
u(−x) = −u(x) are pairwise equal. Hence it takes only five distinct values. It only remains to check that the value of
∇u in XYZ has unit determinant and is close to B . The map is the identity on the side XY . The determinant of the
affine interpolation is unity if the area of the triangle XYZ is conserved, namely, if the vector,
u(Z)−Z = (−qμ(1 −μ),hλ(1 − λ)),
is parallel to the vector XY = (−h,1). This requirement is equivalent to the condition:
q = h2 λ(1 − λ)
μ(1 −μ),
which is therefore our choice for q (for any given μ, still to be fixed). The gradient in the triangle is therefore an
area-preserving shear along XY , of the form,
G = ∇u|XYZ = Id−p(−h,1)⊗ (1, h),
for some p ∈R. In turn, p can be determined by:
u(Z)−Z = (G− Id)(Z −X)
which follows from u(X) = X and the fact that u is affine in this triangle. A straightforward computation leads to,
p = λ(1 − λ)
(1 − λ)(1 − hλ)−μ = λ+O(h+μ).
We conclude that
|G−B| = O(h+μ).
Finally, we set μ = h, so that q = O(h). Choosing h small enough (with respect to ε, with constants depending on λ)
the proof is concluded. 
2.3. Including large domains with gradient exactly A or B
We now show that the piecewise affine function can be constructed so that ∇u = A or ∇u = B on large parts of the
domain. This is done by blowing up, in an appropriate way, the central segment [−h1e1, h1e1] on which u coincides
with the single laminate vL as defined in (2.3).
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panel u(3) . The red region in the center is ω(k) . (For interpretation of the references to colour in this figure legend, the reader is referred to the web
version of this article.)
Lemma 2.4. Let λ ∈ (0,1), ε > 0, n 2, A and B ∈Mn×n as in (2.2). Then there is a finite set,
K ⊂ {F ∈Mn×n: detr F = 1 for all 2 r  n, min{|F −A|, |F −B|}< ε}, (2.11)
such for any δ > 0 there are a domain Ω ⊂Rn and a map u ∈ W 1,∞(Ω;Rn), with the following properties:
(i) u(x) = x on ∂Ω ;
(ii) ∇u ∈ K a.e.;
(iii) #K  10 · 4n−2;
(iv) The domain Ω can be subdivided into C · 2n simplexes such that u is affine on each of them;
(v) |{x ∈ Ω: ∇u(x) /∈ {A,B}}| δ|Ω|.
Proof. Let u(1), K(1) and Ω(1) be the result obtained from Lemma 2.2, so that ±h1e1 ∈ ∂Ω(1) ⊂ Rn. Set L > 0 (at
the end we shall take L large compared to maxi hi/δ).
We define inductively, for k = 2 . . . n,
u(k)(x) =
⎧⎪⎨⎪⎩
u(k−1)(x −Lek)+Lek if xk > L,
u(k−1)(x − xkek)+ xkek if |xk| L,
u(k−1)(x +Lek)−Lek if xk < −L,
and correspondingly the domain,
Ω(k) =
⎧⎪⎨⎪⎩x :
⎧⎪⎨⎪⎩
x −Lek ∈ Ω(k−1) if xk > L
x − xkek ∈ Ω(k−1) if |xk|L
x +Lek ∈ Ω(k−1) if xk < −L
⎫⎪⎬⎪⎭ , (2.12)
see Fig. 4. Clearly u(k) ∈ W 1,∞(Ω(k);Rn), and u(k)(x) = x on ∂Ω(k) (to see this, notice that both u(k−1) and u(k) can
be extended continuously by setting them equal to the identical map on the rest of Rn). Further, ∇u(k) takes at most
twice as many values as ∇u(k−1).
Now we compute the gradient of u(k). From the definition:
∇u(k)(x) =
{∇u(k−1)(x′) if |xk| >L,
Tk(∇u(k−1)(x′)) if |xk|L,
where x′ ∈ Ω(k−1) is obtained from x as above, and Tk :Mn×n → Mn×n is the affine map which replaces the kth
column with ek , i.e.,
Tk(F ) = F(Idn −ek ⊗ ek)+ ek ⊗ ek.
The set K(k) is defined as the set of values taken by ∇u(k); clearly
K(k) ⊂ K(k−1) ∪ Tk
(
K(k−1)
)
. (2.13)
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with the determinant constraint (for k = 2) it will be relevant that K(k) is not identical to the set on the right-hand side,
which shows that (iii) is not sharp.
By the special structure of A and B it is clear that Tk(A) = A and Tk(B) = B , therefore K ⊂ Bε(A)∪Bε(B).
We now check the condition on the determinant. We first observe that the properties mentioned in (vi) and (vii) of
Lemma 2.2 are left unchanged in passing from u(k−1) to u(k), hence they hold for all k.
We start from k = 2. The inclusion (2.13) can be refined to
K(2) ⊂ K(1) ∪ {T2(F ): F ∈ K(1), ∇u(1)(x) = F for some x with x2 = 0).
Here “for some x with x2 = 0” means, precisely, “on a subset of positive (n − 1)-dimensional measure of the hy-
perplane {x ∈ Rn: x2 = 0}”. Notice that u has a Lipschitz trace on that hyperplane, the tangential part of its gradient
has an L∞ trace, and Tk(F ) only depends on the tangential part. The matrices in K(1) obviously fulfill the determi-
nant conditions. By point (vi) of Lemma 2.2, detr T2(F ) = F11, for all F ∈ K(1) and all r  2. And by point (vii) of
Lemma 2.2, only matrices with F11 = 1 can appear. This proves that detr F = 1 for all r  2 and all F ∈ K(2).
The proof for higher k is much simpler. Indeed, if detr F = 1 for some r  2, and F obeys (vi) of Lemma 2.2, then
it is clear that detr (Tk(F )) = 1 for any k  3. Therefore the condition on the subdeterminants is satisfied.
It remains to prove point (v). To this end, we claim that, for all k = 1 . . . n, one has
u(k)(x) = vL(x) for x ∈ ω(k), (2.14)
where
ω(k) = {x ∈Rn: |x1| < h1,
|xi | <L for all i such that 2 i  k,
xj = 0 for all j such that k < j  n
}
(if k = 1 the second condition disappears, if k = n the last one disappears). For k = 1 the claim holds by (iv) of
Lemma 2.2. We now prove (2.14) for k  2 by induction. This follows from the fact that
vL(x) = vL(x − xkek)+ xkek for all k  2,
and
ω(k) = {x : |xk| <L and x − xkek ∈ ω(k−1)}.
We now observe that ω(n) = (−h1, h1)× (−L,L)n−1, and by (2.12)
Ω(n) ⊂ (−h1, h1)×
n∏
i=2
(−hi −L,hi +L).
For L sufficiently large with respect to H = maxi hi , a simple Taylor expansion gives
n∏
i=2
2(L+ hi) = (2L)n−1
n∏
i=2
(
1 + hi
L
)
 (2L)n−1
(
1 + 2
n∑
i=2
hi
L
)
 (2L)n−1
(
1 + 2nH
L
)
.
Since obviously |ω(n)| = 2h1(2L)n−1, we conclude that∣∣Ω(n) \ω(n)∣∣= ∣∣Ω(n)∣∣− ∣∣ω(n)∣∣ 2nH
L
∣∣ω(n)∣∣.
Choosing L sufficiently large (e.g. L = 4nH/δ, if δ is small) also (v) holds. 
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We finally show how Lemma 2.4 implies Theorem 2.1 by showing that we can combine the given construction
with an appropriate change of variables.
Proof of Theorem 2.1. First we observe that it suffices to show that for any A, B , λ, ε and δ there is one special open
set ω, with |∂ω| = 0, such that one can construct u with the mentioned properties. The special set will be an affine
transformation of the parallelepiped entering Lemma 2.4. This follows by a by-now standard scaling and covering
argument, see, e.g., [5, Prop. 2.3] or [15, Construction 3.1].
The key idea in the proof is to apply Lemma 2.4 after a suitable change of variables, which we now discuss. We
are given A, B ∈Mm×n with rank(A−B) = 1, P ∈Mm×m and Q ∈Mn×n, t 
= 0, with
detr (PAQ) = detr (PBQ) = t.
Since t 
= 0, the first r rows of P must be linearly independent, and the first r columns of Q as well. We can therefore
modify the last m − r rows of P and the last n − r rows of Q so that both matrices have full rank (precisely,
rankP = m, rankQ = n). This does not change any of the conditions in the theorem, hence it suffices to consider the
case of invertible P and Q.
It is clear that by scaling it suffices to consider t = 1. We now show that it suffices to prove the theorem in the case
P = Idm, Q = Idn. To see this, let
A˜ = PAQ, B˜ = PBQ.
Let K˜ , u˜ be the result obtained applying the theorem to A˜, B˜ , with P˜ = Idm, Q˜ = Idn, on the domain Ω˜ = Q−1Ω ,
and eventually a smaller ε and δ. We define:
K = P−1K˜Q−1, u(x) = P−1u˜(Q−1x).
Then it is clear that for any F ∈ K one has detr PFQ = detr F˜ = 1, where F˜ = PFQ ∈ K˜ . Analogously, |F − A|
|P−1||Q−1||F˜ − A˜|. Therefore the pair (K,u) proves the theorem.
From now on we only consider the situation P = Idn, Q = Idm, t = 1. Further, we can assume 0 < λ < 1, since
in the two extreme cases K = {A,B} will do. Let A − B = a ⊗ ν, where we can assume |ν| = 1. We distinguish
three cases, depending on whether the vectors a and ν have a zero or a nonzero projection on Rr , i.e., if they have
components which are relevant for the nonlinear constraint or not.
Case 1: Idr a 
= 0 and Idr ν 
= 0. We write C = λA + (1 − λ)B , so that A = C + (1 − λ)a ⊗ ν. Let D = Idr C Idr .
Since detr C = 1, the matrix D ∈Mr×r is invertible. We set α1 = Idr ν, and α2 = D−1 Idr a. Since
1 = detr A = detr
(
C + (1 − λ)a ⊗ ν)= detr(D(Idr +(1 − λ)α2 ⊗ α1))
= (detr D)
(
1 + Tr[(1 − λ)α2 ⊗ α1])= 1 + (1 − λ)α1 · α2,
it follows that α1 · α2 = 0. Let α3 . . . αr ∈Rr be unit vectors such that the set {αi/|αi |}, i = 1 . . . r , forms an orthonor-
mal basis of Rr . We let u′ and K ′ be the result of Lemma 2.2 with the same n and λ, an possibly a smaller ε′ (chosen
below), set:
u(x) = T u′(Sx)+Ux,
and
K = TK ′S +U = {F ∈Mm×n: F = T F ′S +U for some F ′ ∈ K ′}.
Here,
T = ξDα1 ⊗ e1 + a ⊗ e2 +
r∑
i=3
Dαi ⊗ ei,
S = e1 ⊗ ν + ηe2 ⊗ α2 +
r∑
ei ⊗ αi,
i=3
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U = C − T S.
The real parameters ξ , η will be chosen below. We compute:
Idr T S Idr = D
(
ξα1 ⊗ α1 + ηα2 ⊗ α2 +
r∑
i=3
αi ⊗ αi
)
.
Therefore choosing ξ = 1/|α1|2, η = 1/|α2|2 the parenthesis becomes Idr , and we obtain
Idr U Idr = D − Idr ST Idr = 0. We further remark that by definition T ej = 0 = ejS for all j > r , hence T = T Idr
and S = Idr S. Therefore for any F ′ ∈ K ′ one has, for F = T F ′S +U ,
detr F = detr (T F ′S +U) = detr (Idr T F ′S Idr )
= detr (Idr T Idr F ′ Idr S Idr ) = detr T detr F ′ detr S
= detr (T Idr S) = detr (T S) = 1,
since F ′ ∈ K ′. This proves that detr F = 1 for all F ∈ K .
We finally observe that
T (e2 ⊗ e1)S = a ⊗ ν,
therefore T (Idn +(1 − λ)e2 ⊗ e1)S + U = A, and T (Idn −λe2 ⊗ e1)S + U = B . Therefore it suffices to choose
ε′ = ε/(1 + |T ||S|) and the thesis is proven.
Case 2: Idr a = 0. This is a degenerate case, in which the determinant constraint is irrelevant. A direct construction is
possible, see, e.g., [15, Lemma 3.2]. We show here how a variant of the construction of Case 1 also applies. Precisely,
we let α1 be as above, and define α2 . . . αr ∈ Rr so that the vectors {αi/|αi |}, i = 1 . . . r , form an orthornormal basis
of Rr . We set
T = a ⊗ e2
and
S = e1 ⊗ ν +
r∑
i=2
ei ⊗ αi.
We observe that
Idr T = 0, T (e2 ⊗ e1)S = a ⊗ ν.
The rest of the construction is the same. In particular,
detr U = detr (C − T S) = detr C = 1,
and for any F ′ ∈ K ′ we have
detr F = detr (T F ′S +U) = detr U = 1.
This concludes the proof in this case.
Case 3: Idr ν = 0. In this case we need a more complex construction, based on a second-order laminate. This will
result in a set depending on both ε and δ. Therefore it suffices to work in a case where they are equal (otherwise we
replace both with the minimum). We pick a vector f ∈Rr \ {0} such that
detr (A+ a ⊗ f ) = 1
(this is one linear equation in f , which is compatible since f = 0 is a solution, hence it has an (r − 1)-dimensional
set of solutions). We set:
A′ = A+ 1 (1 − λ)ε2a ⊗ f, B ′ = B − 1λε2a ⊗ f.
2 2
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A′ −B ′ = a ⊗ ν + 1
2
ε2a ⊗ f = a ⊗ ν′, where ν′ = ν + 1
2
ε2f.
Further, by construction Idr ν′ = ε2f/2 
= 0. We apply Case 1, with ε1 = ε/2, to this pair, and find a set,
K1 ⊂
{
F ∈Mm×n: detr F = 1, min
{|F −A′|, |F −B ′|}< ε
2
}
,
and a (δ-dependent) function u1 with gradient A′ or B ′ on a large part of Ω . Let now:
ωA =
{
x ∈ Ω: ∇u1(x) = A′
}
,
and analogously ωB . Notice that ωA ∪ωB cover at least a 1 − δ fraction of Ω .
We apply again Case 1 with the pair of rank-one connected matrices (A,A′′), where
A′′ = A+ 1
2
(1 − λ)εa ⊗ f,
with weight λ′′A = ε, and again ε1 = ε/2. Indeed, it is clear that
A′ = εA′′ + (1 − ε)A.
This gives us a set KA2 , and an analogous construction for B gives us K
B
2 , with the properties stated in Lemma 2.2.
We finally construct u. We start by setting u = u1 on Ω \ (ωA ∪ωB). By Lemma 2.2, the set ωA can be decomposed
into finitely many simplexes, let σ be one of them. Since ∇u1 = A′ on ωA, and σ ⊂ ωA is connected, there is bσ ∈Rm
such that u1(x) = A′x + bσ on σ . Let uσ be the result of Lemma 2.2 applied on σ , which obeys ∇uσ ∈ KA2 a.e.
We set then u = uσ + bσ on σ . This makes u continuous on ∂σ . We proceed analogously for all other simplexes
composing ωA and ωB . The function u so constructed is Lipschitz continuous, satisfies ∇u ∈ K1 ∪KA2 ∪KA2 , and all
other stated properties are inherited by Lemma 2.2. This concludes the proof (in this third case we used three times
the construction of Lemma 2.2, hence obtained a set K which is up to three times as large). 
3. Constrained quasiconvex functions are rank-one convex
Theorem 3.1. Let W :Mm×n →R∪ {∞} be quasiconvex, P ∈Mm×m, Q ∈Mn×n, and
Σ = {F ∈Mm×n: detr PFQ = t},
for some t 
= 0, with 2 r min{m,n}. If W(F) < ∞ for all F ∈ Σ , then W is rank-one convex, and hence continu-
ous, on the surface Σ .
We recall that by definition W is rank-one convex on Σ if for any pair A, B ∈ Σ with rank(A − B) = 1 and any
λ ∈ (0,1), it holds
W
(
λA+ (1 − λ)B) λW(A)+ (1 − λ)W(B). (3.1)
Proof. The strategy of the proof is to first prove (3.1) under the additional condition that (A − B)Q Idr 
= 0, then to
use this to prove continuity, and finally use continuity to infer (3.1) also for the case (A−B)Q Idr = 0.
Step 1. Rank-one convexity in generic directions. Let A, B ∈ Σ with rank(A − B) = 1 with (A − B)Q Idr 
= 0,
λ ∈ (0,1). Fix a domain, say, Ω = (0,1)n. By Theorem 2.1 (with ε = 1) there is a finite set K ⊂ Σ such that for any
δ > 0 there is uδ such that
∇uδ ∈ K a.e. ∣∣{x ∈ Ω: ∇uδ(x) /∈ {A,B}}∣∣ δ|Ω|,
and uδ(x) = λA+ (1 − λ)B on ∂Ω . Since K is bounded, and the average of ∇uδ is λA+ (1 − λ)B , it is clear that
lim
|{x ∈ Ω: ∇uδ = A}| = λ, lim |{x ∈ Ω: ∇u
δ = B}| = 1 − λ.
δ→0 |Ω| δ→0 |Ω|
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W
(
λA+ (1 − λ)B) 1|Ω|
∫
Ω
W
(∇uδ)dx
=
∑
F∈K
W(F)
|{x ∈ Ω: ∇uδ = F }|
|Ω| .
Let M = max{W(F): F ∈ K} (here it is important that K is finite, and that it does not depend on δ). Then
W
(
λA+ (1 − λ)B)W(A) |{x ∈ Ω: ∇uδ = A}||Ω| +W(B) |{x ∈ Ω: ∇uδ = B}||Ω|
+M |{x ∈ Ω: ∇u
δ /∈ {A,B}}|
|Ω| .
Taking the limit δ → 0 we obtain (3.1).
Step 2. Continuity. We now prove that W is continuous on Σ . To do this, we show that W can be locally written as a
separately convex function on Rnm−1, this implies continuity by standard arguments (see, e.g., [7, Th. 2.3]).
To make the strategy clear we first consider the case m = n = r , t = 1, and prove continuity in a neighborhood of
the identity. Let R1 . . .Rr2−1 ∈ Mr×r be linearly independent traceless rank-one matrices, e.g., the matrices ei ⊗ ej
(for i 
= j , 1 i, j  r) and the matrices (ei + ei+1)⊗ (ei − ei+1) (for 1 i < r). Then the map,
ψ(x) = (Idr +x1R1)(Idr +x2R2) . . . (Idr +xr2−1Rr2−1)
=
r2−1∏
i=1
(Idr +xiRi),
is a diffeomorphism of a neighborhood of zero in Rr2−1 onto a neighborhood of Idr in Σ . Indeed, det(Idr +xiRi) =
1 + xi TrRi = 1, hence detψ(x) = 1 for all x. Further, since the Ri are linearly independent the gradient Dψ(0) =∑
i Ri ⊗ ei has full rank.
We claim that W ◦ψ :Rr2−1 →R is separately convex. To see this, fix J ∈ {1, . . . , r2 −1}, choose some x ∈Rr2−1,
and for t ∈R let xt = x + teJ . A simple computation shows that
ψ(xt ) =
J−1∏
i=1
(Idr +xiRi)(Idr +xJRJ + tRJ )
r2−1∏
i=J+1
(Idr +xiRi)
= ψ(x)+ ta ⊗ ν,
where
a =
J−1∏
i=1
(Idr +xiRi)α, ν = β
r2−1∏
i=J+1
(Idr +xiRi),
and α, β are defined by RJ = α ⊗ β . From Step 1 we obtain that t → W(ψ(x) + ta ⊗ ν) is convex, i.e.,
t → W(ψ(x + teJ )) is convex for any fixed x and J . This means that W ◦ ψ is separately convex, which implies
that it is continuous.
Now we consider the general case. After a change of variables (as explained in the first part of the proof of
Theorem 2.1) we can reduce to the case P = Idm, Q = Idn. Let R1 . . .Rr2−1 be as above, and Rr2 . . .Rrn−1 be the
r(n − r) matrices ei ⊗ (e1+(i mod r) + ej ), for 1  i  r , r < j  n. These are also traceless and have rank one; all
matrices R1 . . .Rrn−1 are linearly independent, and all satisfy Ri Idr 
= 0. Further, let Q1 . . .Qn(m−r) be the matrices
ei ⊗ ej , with r < i m, 1 j  n. We fix a matrix F ∈ Σ , and define the map ψ :Rnm−1 →Mm×n by:
ψ(x) = (F − F˜ )+ F˜
rn−1∏
(Idn +xiRi)+
n(m−r)∑
xi+rn−1Qi,
i=1 i=1
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Idr
rn−1∏
i=1
(Idn +xiRi) Idr =
rn−1∏
i=1
(Idr +xi Idr Ri Idr ). (3.2)
To see this, consider, e.g., that this expression can be written as Idr plus a sum of products of the form
Idr Ri1Ri2 . . .Rik Idr , with coefficients depending on the xi ’s. Since by definition Ri = Idr Ri , we obtain that
Idr Ri1Ri2 . . .Rik Idr = Idr Ri1 Idr Ri2 Idr . . . Idr Rik Idr .
Eq. (3.2) shows that detr ψ(x) = detr F˜ for all x. Since the matrices {R1 . . .Rnr−1,Q1 . . .Qn(m−r)} ∈ Mm×n are
linearly independent the map ψ gives a diffeomorphism of a neighborhood of zero in Rnm−1 onto a neighborhood of
the identity in Σ . Arguing as above, and observing that Ri Idr 
= 0 for all i, we see that W ◦ ψ is separately convex,
and hence continuous; this implies continuity of W in a neighborhood of F . But F was a generic matrix in Σ , hence
W is continuous on Σ .
Step 3. Rank-one convexity in all directions. By the usual change of variables we can assume P = Idm, Q = Idn. We
choose, analogously to Case 3 in the proof of Theorem 2.1, a vector f ∈Rr \ {0} such that
detr (A+ a ⊗ f ) = 1,
and define, for ε > 0,
Aε = A+ (1 − λ)εa ⊗ f, Bε = B − λεa ⊗ f.
Clearly for all ε we have λAε + (1 − λ)Bε = λA+ (1 − λ)B , and
Aε −Bε = a ⊗ ν + εa ⊗ f = a ⊗ (ν + εf )
has rank one. Further, by construction (Aε −Bε) Idr = εa ⊗ f 
= 0. Therefore from Step 1 we obtain:
W
(
λA+ (1 − λ)B) λW(Aε)+ (1 − λ)W(Bε).
But since by Step 2 the function W is continuous on Σ , we obtain:
lim
ε→0W(Aε) = W
(
lim
ε→0Aε
)
= W(A),
and analogously for Bε . This concludes the proof. 
Remark 3.2. Under the same assumptions as Theorem 3.1, if σ ⊂ Σ is relatively open, i.e., σ = Σ ∩ U for some
open U ∈Mm×n, and W(F) < ∞ for all F ∈ σ , then W is rank-one convex, and hence continuous, on σ .
Proof. It suffices to repeat the same argument taking ε sufficiently small so that{
F ∈ Σ : dist(F, {A,B})< ε}⊂ σ. 
In closing we remark that, for extended-valued functions, quasiconvexity is not invariant under transposition, in any
dimension larger than 2. In dimension m 3, n 2, this was first proven, extending the famous example by Šverák of
a rank-one convex which is not quasiconvex [25], by Kružík [16] for extended-valued functions, and by Müller [20]
for real-valued functions. We give here a shorter argument for extended-valued functions, which also works in the
2 × 2 case. For real-valued functions the case m = 2, n 2 remains open.
Lemma 3.3. For any n,m 2 there is a function W :Mm×n → [0,∞] which is quasiconvex, and with the property
that the function V :Mn×m → [0,∞] defined by V (F) = W(FT ) is not quasiconvex.
Proof. It suffices to prove the lemma in the case n = m = 2, and then to extend the functions so that they do not
depend on the other coordinates. Consider for some f :R2 → [0,∞) the functions W,V :M2×2 → [0,∞] defined
by:
W(F) =
{
f (F11,F21) if F12 = F22 = 0,
∞ else,
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V (F) = W (FT )= {f (F11,F12) if F21 = F22 = 0,∞ else.
The function W is quasiconvex for any f . Indeed, let F ∈M2×2 and u ∈ W 1,∞(Ω;R2) be such that u(x) = Fx on ∂Ω
and
∫
Ω
W(∇u)dx < ∞. Then ∂u/∂x2 = 0 almost everywhere, hence Fe2 = 0 and u(x) = Fx almost everywhere (this
is essentially the same argument used by Ball and Murat [5] to prove that the function given in (1.3) is quasiconvex).
The function V is instead quasiconvex if and only if f is convex. This can be proven arguing as in Case 2 of
Theorem 2.1, since only the case a = e1 is relevant. One simple example of a nonconvex function f which produces
a nonquasiconvex V is f (t) = (1 − |t |2)2, a possible test function being u(x) = dist(x, ∂Ω)e1, for Ω = (0,1)2. 
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