We present detailed numerical simulations of the magnetosphere of an isolated neutron star in which the spin and magnetic dipole axes of the star are aligned. We demonstrate that stable charge distributions are always found, rather than particle outflows. A stable magnetosphere consists of a dome above the polar cap containing plasma of one charge and an equatorial belt containing plasma of the other sign: E´B 0 inside both of these. These are separated by a vacuum gap in which E´B ± 0 r 0 instead). We show that the charge distribution used in the`standard' Goldreich±Julian pulsar model is inherently unstable: it collapses to a stable configuration that is very similar to the others illustrated here. An instructive video of this collapse is available at http://spacsun.rice.edu/,ian/. For typical pulsars, the stable solution has no particles near to the light cylinder, and if there were any there then their loss from the system would not lead to a replacement from the star (in contradiction to the explicit assumption used in the Goldreich±Julian model). We discuss the generic effects of pair creation, in particular as an additional source of ionization in the vacuum gap. The overall effect is simply to reduce the value of E´B in the vacuum gap so that the pair-production rate drops towards zero. A dome, disc and gap geometry is still the resulting solution. In conclusion, we confirm previous studies that the aligned rotator cannot make an active pulsar.
I N T R O D U C T I O N
A wealth of observational data have been accumulated recently on pulsars and the interaction of their winds with their surroundings. For example, X-ray and optical observations of the Crab Nebula clearly show a variable torus and jet from the pulsar that appear to be aligned along the pulsar spin axis (Aschenbach & Brinkmann 1975; MacAlpine et al. 1994; Hester et al. 1995; Greiveldinger & Aschenbach 1999) . However, the nature of the plasma wind from the pulsar continues to be a mystery because there has been no adequate model for the underlying pulsar.
For many years, the`standard' model for pulsar magnetospheres has been that introduced by Goldreich & Julian (1969: hereafter GJ) , although the basic physics had been published earlier (Davis 1948; Hones & Bergeson 1965) : the neutron star is assumed to be an excellent conductor surrounded everywhere by a charge-separated plasma. Rotation induces electrostatic potential differences on the surface of the neutron star, and the high parallel conductivity of the plasma leads to equipotential field lines. Close to the neutron star, the GJ plasma corotates rigidly with the star and the space charge density is given by r GJ v1 2 3 cos 2 ua2pr 3 Y where v is the rotation rate, u is the colatitude and r is measured in units of the stellar radius (we set R NS 1X However, this cannot hold beyond the light cylinder (where vr sin u cY and the GJ model assumes that the plasma then streams away to infinity. It is further assumed that this plasma is then replaced by the acceleration of charges off the surface of the neutron star.
If this model was correct, this would mean that an aligned rotator could be an active system. In the simple phenomenological picture, particles (usually assumed to be negatively charged) are accelerated off the polar surfaces of the star and are assumed to continue outwards and escape the system, radiating along the way. However, several studies have shown that this picture cannot be made self-consistent (Scharlemann, Arons & Fawley 1978; Michel 1982) . In Michel & Smith (2000) , we summarized the theoretical arguments that show that for the case of an aligned rotator the particles do not simply continue outwards: even in a vacuum, the accelerating electric field reverses as one departs the polar caps, so that instead the electrons should be trapped over the polar caps, while positive particles should in turn be trapped in the strong, closed equatorial magnetic field lines. In this paper, we use direct numerical simulations to confirm this picture and determine the detailed magnetospheric structure.
One of the implicit assumptions of the GJ model is that charge fills the entire region surrounding the neutron star, and hence that ideal MHD is applicable everywhere. This has been challenged, and the existence of vacuum gaps has been proposed by numerous authors (Holloway 1973; Ruderman & Sutherland 1975; Scharlemann et al. 1978; Arons 1979; Arons & Scharlemann 1979; Michel 1979; Krause-Polstorff & Michel 1985a,b) . The question then is whether stable magnetospheric solutions including vacuum gaps can be found, i.e. since rE´B 0 must be satisfied everywhere on the stellar surface and in the magnetosphere, we need a solution with E´B 0 in the trapped magnetospheric plasma and with E´B ± 0 in the vacuum gap r 0X
In the 1980s we developed a meaningful simulation of a rotating neutron star with its magnetic and spin axis aligned that incorporated all the likely physics (Krause-Polstorff & Michel 1985a,b; Michel 1991a; hereafter KPM) . We stress that the basic physics is the same as that used by GJ, but since we do not use their incorrect initial assumptions, the results we find differ from GJ. Our original work showed that stable magnetospheric solutions with vacuum gaps can indeed be found. However, the computational power at the time made it prohibitive to expand on this simple initial work to use larger particle densities, include pair production and annihilation, and to study the case of an inclined rotator.
This restriction has been lifted through a number of advances in computational power over the past decade. The understanding of the relevant processes involved has also made it feasible to do more ambitious numerical simulations of a pulsar and its outflow. In this paper, we present a comprehensive study of our numerical simulations of the magnetosphere of an isolated pulsar in which the spin and magnetic dipole axes of the neutron star are aligned. This work expands on our previous papers , 1999 . A complete description of the computer code, and an exhaustive collection of magnetospheric simulation results can be found in Thacker (1999) .
In Section 2 we summarize the basic physics of an aligned rotator. In Section 3 we discuss details of the simulation, highlighting the improvements over those in KPM that are particularly important for our future studies of the more promising inclined rotator case. In Section 4 we show sample aligned rotator results that show that the qualitative results found in KPM remain robust. We demonstrate that stable charge distributions are always found. These consist of a dome above each polar cap containing plasma of one charge and an equatorial belt containing plasma of the other sign. These are separated by a vacuum gap. In Section 5 we show the particularly illuminating case that the charge distribution used in the`standard' Goldreich±Julian pulsar model is inherently unstable: it collapses to a stable configuration that is very similar to the others illustrated here. A movie of this collapse is available for educational uses. In Section 6 we discuss the effects of pair creation and annihilation, in particular the addition of pair production in the vacuum gap. In Section 7 we summarize our results and motivate our future work. Our main conclusion is that we confirm previous studies that the aligned rotator cannot make an active pulsar.
P H Y S I C S O F A N A L I G N E D R O TAT O R
The goal of our simulations is not to guess at the likely stable configuration of the system, but to determine it using the known physical processes that can occur. The basic theoretical elements of our simulations follow exactly those described in GJ and are simply the following: (i) a rotating neutron star (conducting sphere) with an aligned magnetic dipole moment; (ii) ionization available from the surface of the neutron star of both signs (this can be modified easily to the case where only, for example, electrons may escape); (iii) the particles follow the magnetic field lines.
In this work we also examine the possible role of other ionization sources, specifically the ionization available in vacuum regions caused by pair-production cascades (Cheng & Ruderman 1977; Arons & Scharlemann 1979; Arons 1983; Daugherty & Harding 1983 ). Note that a third possible source of ionization, the interstellar medium, has been examined and discounted by a number of workers (e.g. Barnard & Arons 1986) , since the Poynting flux from an active pulsar would sweep such particles away.
The basic physics of the aligned rotator was described in detail in Section 2 of Krause-Polstorff & Michel (1985a) . Since the neutron star is assumed to be an excellent conductor, E´B 0 everywhere inside it. Assuming that the star has a dipole magnetic field, this means that it must have an enclosed central charge (Q 0 ). This central charge is fixed by the rotation rate (V) and magnetic moment B 0 R 3 NS X Note that this intrinsic charge acts to bind the negative charges to the magnetosphere over the polar caps, preventing their escape (Michel 1982; Krause-Polstorff & Michel 1985a,b; Michel & Li 1999) . For the work in this paper we chose V 15Y giving Q 0 110X
For an aligned rotator, the potential inside the star, on its surface, and outside the star is given by equations (6)±(8) of Krause-Polstorff & Michel (1985a) . The potential at the surface r 1 is given by V 10ar 2 33 cos 2 u 2 1ar 3 2 23 cos 2 u 2 1r 2 X 1
It consists of the contributions from (i) the central charge, (ii) the external quadrupole moment arising from the GJ charge separation inside the star, and (iii) the internal quadrupole moment from the surface charge that is present if the star is surrounded by a vacuum, or from the magnetospheric charge once the surface charge has been released. The total charge of the system, star plus plasma, can be altered by the addition of an extra initial uniform density surface charge Q s . (Note that there is an initial quadrupolar surface charge even if Q s 0X Unlike the case of rotating a magnetic dipole in the laboratory (where any surface charge would remain at the surface), for a neutron star the surface charge is easily lost into the magnetosphere. Once in the magnetosphere, this plasma must arrange itself so that it provides exactly the internal quadrupole term of equation (1). The goal of our numerical simulation is therefore to determine the correct magnetospheric distribution that has no charges left on the surface and has all the charges in the magnetosphere at equilibrium positions E´B 0 for all the particles). In principle, the internal quadrupole may instead be provided by particles continually escaping from the system. This case can also be handled by our simulation since the particles can be tracked to arbitrary distances from the star.
For the non-neutral plasmas that we are dealing with, it is important to understand the concepts of density discontinuities and force-free surfaces (Krause-Polstorff & Michel 1985a ). These have long been known from laboratory experiments, for example see Section 4.2.3.d of Michel (1991a) for a summary of early work on the bombardment of an electrified terrella with cathode rays (Birkeland 1908) . A density discontinuity occurs when the density of a magnetically threaded one-signed plasma drops abruptly to zero from some finite value. The locus where this occurs then defines a surface. E´B 0 inside the plasma and at the surface, but E´B ± 0 outside in the vacuum r 0 instead). This means that on the vacuum side there is a component of the electric field along the magnetic field. If the plasma is perturbed across this boundary, or if a new plasma of the same sign is added to the vacuum region, then this electric field component acts to move the charges back to the plasma side of the boundary. Thus a onesigned plasma is trapped inside this discontinuous force-free surface, and a plasma of the same sign that is added to the vacuum is moved into this region (rather than being repelled). While neutral plasmas cannot be confined in this manner, non-neutral plasmas are easily trapped.
For an aligned magnetic rotator surrounded by a vacuum, there are two force-free surfaces (Krause-Polstorff & Michel 1985a ). The first is the equatorial plane, and the second is a pair of spheres lying above and below the equatorial plane and tangential to it at r 0X The first charges that are released from the neutron star surface therefore accumulate on these surfaces (those in the equatorial region oscillate about the plane and rapidly radiate until they come to rest in the plane). However, the presence of these particles in the magnetosphere modifies the geometries of the force-free surfaces. Thus the final stable magnetospheric distributions can only be determined through numerical simulations. However, the simple vacuum solution implies these will consist of a dome of plasma of one sign, an equatorial belt of the other sign and a gap between them that contains no plasma.
In our simulations, all the units are made dimensionless, and the solutions are equally valid for a wide range of physical situations. For example, the above value of V may be taken to be in units of rad s
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, a reasonable value for known pulsars. It was originally chosen for the (now insubstantial) reason that the vacuum electric field components should have non-fractional coefficients. Despite comments occasionally found to the contrary, there is nò perturbation expansion' in V. Regardless of the spin rate or magnetic field strength, the induced electric field always acts to have charged particles E Â B drift in corotation with the star, and the classical behaviour (near the star) is scale invariant. Only for the weak-field (`millisecond') pulsars does the light cylinder encroach close enough to the surface to be a serious consideration. However, our goal is to account for pulsar action in general, where the light cylinder is typically far removed. For example, pulsars with periods as long as 8.5 s exist (Young, Manchester & Johnston 1999) , so looking back from the light cylinder (,10 000R NS away) it would probably be difficult to pick out the pulsar from the other stars, and the magnetic fields there would only be about 1 G. Similarly, we assume a simple dipole magnetic field geometry: for slow pulsars, the contribution of any higher-order field components will be negligible at the light cylinder distance.
S I M U L AT I O N OV E RV I E W
The normal approach to an electrostatic problem is to solve the Poisson equation in regions of non-zero charge density, and the Laplace equation elsewhere. However, in this case the equations are undetermined. We must not make any initial assumptions about where the plasma will be located, and therefore we do not know where the boundaries lie. Instead we use the method pioneered by KPM, which simulates exactly how such a system would evolve in practice. Charges launched from the surface of the star are moved around the magnetosphere by simply calculating the electrostatic force on them (owing to all the other particles and the star) until they come to E´B 0 equilibrium locations. The simulation is complete when there are no charges left on the surface of the star and all the charges have reached equilibrium locations. The plasma will also have arranged itself so that it provides an internal quadrupole term equivalent to that which it provided on the surface.
Computationally, we are limited in the number of charges we can iterate, and so blocks of non-neutral plasma in the magnetosphere are simulated with a finite density of discrete`particles'. Thesè particles' have charges (Q q ) that are huge compared with the electron charge; this effectively sweeps all of the expected electrons within one grid size (cubed) into a single charge. By making Q q smaller, we simulate more particles and can map the magnetosphere better, at the cost of the running time for the simulation.
Because of the symmetry of the aligned axes, KPM used infinitesimal rings of charge in the magnetosphere rather than point particles. The axisymmetric charge distribution could then be easily displayed in a two-dimensional cross-section. We have re-written the code so that it can now instead use point particles.
While the results we find are qualitatively the same for the ring and point-particle codes, having the ability to use point particles is essential for our future studies of the inclined rotator where the axial symmetry is broken.
The code follows an iterative procedure, starting with a given charge distribution (or vacuum) in the magnetosphere. The main steps are the following.
(i) If there are areas of the surface of the star where E´B ± 0Y the (continuous) surface charge s E´Ba8p cos u is divided into discrete particles according to the surface charge density distribution, and these are launched into the magnetosphere.
(ii) The newly launched particles are considered to be`frozen' to their field lines, and are moved to equilibrium positions based on the electric fields in the magnetosphere from the star and from all the other particles (gravity and rotation were shown to be unimportant).
(iii) All the particles in the magnetosphere are moved to new equilibrium positions, because of the electrostatic perturbations from the new particles. Particles can return to the neutron star if they want, and the overall charge of the system is maintained.
Once particles have moved away from the surface into the magnetosphere, their contribution to the quadrupole moment is reduced. Thus new charges must appear at the surface to maintain the potential. The code then returns to step (i) to launch these. The process continues until the induced surface charge is less than one charge unit. The code iterates to fine tune the particle locations to their E´B 0 equilibrium locations. The simulation ends when all the particles are sufficiently close to equilibrium positions and there is no charge left on the star.
After each step, sufficient information is written to a data file so that we can restart the calculations from that point. This downloading is important so that we can recover from computer crashes during long runs, and it allows us to manually change the magnetosphere (e.g. by adding pairs at certain locations) and observe how the system reacts.
We have essentially re-written all aspects of the original KPM code to improve the processing speed and to allow it to simulate many more particles and have them evolve to much larger radii than was previously possible. We have also included pair creation and annihilation, as discussed in Section 6.
S A M P L E A L I G N E D R O TAT O R R E S U LT S
We have performed an exhaustive examination of the aligned rotator with different initial surface charges added (Thacker 1999) . The results shown in this section start with a vacuum in the magnetosphere, have pair annihilation turned on and have pair creation in the vacuum gap turned off.
Although we can simulate many more particles than was possible for KPM, and we can track them to large distances from the star, the qualitative results found by KPM have remained robust. Self-consistent and stable charge configurations containing vacuum gaps are found in each case. The configurations are all characterized by polar domes of one charge (traditionally ± though not necessarily ± chosen to be negative) and equatorial belts of the other charge sign (positive).
In Fig. 1 there is no additional charge initially on the surface of the star Q s 0Y and so the magnetosphere is overall charge neutral. The three runs show the effect of using different charge sizes for the`particles' Q q . The smaller the size of the charge, the more particles are simulated in the magnetosphere, and the more accurately the density of the magnetosphere is mapped. However, Fig. 1 shows that even a coarse particle size gives a decent representation of the magnetosphere, easing the computational burden for our preliminary studies.
In the figures in KPM, there were cones around the polar axes that did not contain any particles. This was believed to be caused by the coarse particle size used in those simulations. By using a smaller particle size, Fig. 1 confirms that these regions do contain plasma. However, the region of maximum density in the dome remains a cone about the polar axis, and this may ultimately be relevant to the hollow cone scenarios for pulsar radio emission. Fig. 2 shows the effect of adding different initial surface charges Q s to the neutron star, which results in an overall positive or negative charge in the magnetosphere. Adding a large positive surface charge greatly shrinks the negatively charged polar dome. Adding a large negative surface charge greatly expands the polar dome. The shape of the positively charged equatorial belt is little changed in all the runs, though the fraction of all the particles that are positively charged varies appropriately.
The trapping of negative particles into domes above the pole is caused by the attractive (positive) monopole moment of the system (mainly owing to the charge of the star itself) overcoming the (repulsive) quadrupole moment of the star that initially accelerates particles off the polar surface. If the overall system charge Q 0 1 Q s were to approach zero, the domes would extend towards infinity. However, the equatorial belt of positive charge is still closely bound to the closed magnetic field lines and is well inside the light cylinder. Thus the system remains an open circuit. Any mechanism for removing the distant negative dome particles would simply give a net positive charge to the overall system, and the domes would retreat from the loss region.
While a gap is naturally produced between the dome and disc, we do not find any gaps above the polar cap, to the limit of our numerical resolution. There is no further acceleration of particles off the surface in the stable magnetospheric configurations.
For a stable magnetosphere, the total internal quadrupole moment of the charges should be equal to 24, since they have taken the place of the initial surface charge. [This follows from the third term in equation (1), since the Legendre polynomial P 2 cos u 1 2 3 cos 2 u 2 1X When this is the case, no further surface charges will be required (or released). However, since the simulation uses discrete particles rather than a continuous distribution, the value of the internal quadrupole moment will always be slightly larger than this. By calculating the internal quadrupole moments for our final magnetospheric distributions, we can therefore determine how good they are: the closer the simulation comes to having a quadrupole moment of 24, the more accurate the result. Considering all of our simulations we find that when Q q 0X01Y the quadrupole moments lie in the range 23.95 to 24.0, showing an excellent agreement with the predicted value. (This is true for any value of Q s .) For Q q 0X025Y the quadrupole moments lie in the range 23.90 to 23.95, again showing that a good mapping of the magnetosphere has been found. The results are worse for Q q 0X05Y with the quadrupole moments ,23X7 to 23.9. A visual inspection of Fig. 1 shows this is not surprising. However, the Q q 0X05 results still give a decent representation of the magnetosphere that is very useful for quick look purposes before doing lengthy runs on interesting cases.
C O L L A P S E O F T H E G O L D R E I C H ± J U L I A N M O D E L
The generic dome, belt and vacuum gap geometry always appears, even if we do not start the simulation with a vacuum in the magnetosphere, or if we choose different methods for launching the particles from the surface of the star. Starting the simulation with plasma in the magnetosphere has the advantage that the details of the particle emission from the surface are no longer important.
A dramatic illustration of this is to start the simulation with a GJ distribution in the magnetosphere. The problem with the GJ distribution is that since r GJ G r 23 Y it has an infinite extent. Thus this distribution has to be truncated, both in nature (which led to the concept of the light cylinder in the first place) and in our simulations. As we show, it is this truncation that makes the distribution unstable, and it collapses to a stable state that has the dome, belt and gap geometry as in our other simulations. The results do not depend on the mechanism for the loss of particles beyond the light cylinder (see Section 7).
We first show the results for the simplest form of initial truncation, which is a spherical one.
The left-hand panel in Fig. 3 shows an initial GJ distribution that has been truncated at 20R NS . After this initial truncation, we do not allow particles to leave the system, although they can move into and out of the star as before (we show a case with particle loss later). The middle panel in Fig. 3 shows the magnetosphere after just two loops through our code. It is clear that the GJ model is unstable. It collapses to form a dome, belt, and vacuum gap configuration similar to those in Figs 1 and 2. The right-hand panel in Fig. 3 shows the final stable magnetospheric solution, which is obtained after 30 steps.
The physical reason for the collapse is that the stability of the GJ distribution requires the electric field quadrupole moments from the distant charges. Removing the particles beyond a certain distance therefore creates unbalanced forces on the remaining charges, and so they immediately move to the nearest stable configuration, i.e. the dome plus equatorial belt.
Inside the trapped plasma regions in the collapsed configuration, the particle densities are similar to those in the original GJ distribution. However, the magnetosphere now contains a significant empty space (gap), and the total number of particles in the magnetosphere in the collapsed case is ,15 per cent smaller than in the initial GJ case. The main reason for this is that particles have simply moved back into the star. A couple of positive and negative particles that happened to be very close together in the initial configuration were annihilated in the first step.
The physical reason for the collapse (the removal of particles that were providing the stability) implies that there should be no particular significance to where the truncation is made or even its shape. Fig. 4 gives examples where we have used spherical truncation radii of 10 and 100R NS and shows that the results from the collapse of the GJ distribution do not depend on our arbitrary choice of truncation radius. Fig. 4 also nicely illustrates that the current versions of our code can handle a large number of particles, and follow them to large distances from the neutron star. In the GJ picture, particle loss is assumed to occur beyond the light cylinder distance (a cylindrical truncation). To simulate this, we started with the initial GJ distribution from Fig. 3 (a spherical truncation of radius 20R NS ) and then applied a cylindrical truncation at a distance of 5 in the equatorial direction. During the evolution, particles of either sign that move to an equatorial distance .5 are removed from the system, as in the GJ picture, while there are no constraints in the polar direction. The result is shown in the right-hand panel in Fig. 4 . Again the plasma collapses to a stable dome, belt and gap geometry. The plasma is confined inside the truncation boundary, with no flow of particles out of the system. In this example, the final magnetosphere has an overall charge of 22.3, and so has an extended polar dome, similar to the right-hand panel in Fig. 2 .
An instructive video of the collapse of the GJ distribution is available at http://spacsun.rice.edu/,ian/. This uses all the steps for the simulation shown in Fig. 3 . The video is available in two formats:
(i) as a stand-alone executable file for PCs running Windows 95/98/NT;
(ii) as a Macromedia Shockwave version that will run in a Netscape or Internet Explorer browser (and can be saved to disk). This requires the Macromedia Shockwave plug-in, which currently is available for PCs and Macs, but not for Unix.
We encourage the use of this movie for educational purposes, and can supply it in other formats on request.
PA I R A N N I H I L AT I O N A N D C R E AT I O N

Pair annihilation
Annihilation of (numerically) close pairs is always turned on in our simulation. For example, in the GJ collapse simulation, it can happen that a couple of positive and negative particles are very close together in the initial configuration, and these are annihilated in the first step.
Because of the coarse particle nature of our simulation, occasionally a particle that is very close to the surface of the neutron star can produce a large electric field locally on the surface of the star. Since the program releases particles from the neutron star based on the calculated surface charge density, it can then release a particle of the`wrong' sign (e.g. a positive particle into the negatively charged polar dome.) With annihilation Figure 4 . Instability of the GJ solution. These are the final stable solutions for different truncations of the initial GJ distribution. In all cases, the initial surface charge added Q s 0Y and Q 0 10X Left-hand panel, spherical truncation of radius 10R NS . The particles have charges Q q ^0X015X Middle panel, spherical truncation of radius 100R NS . The particles have charges Q q ^0X025X Right-hand panel, the initial GJ distribution from Fig. 3 (a spherical truncation of radius 20R NS ) has a further cylindrical truncation at a distance of 5 in the equatorial direction. The particles have charges Q q ^0X015X During the evolution, particles of either sign that move to an equatorial distance .5 are removed, but there are no constraints in the polar direction. turned on in the simulation, this`wrong' particle is immediately annihilated, solving the problem. We have found this to be a better solution than simply forbidding the release of wrong particles based on their colatitude, since we do not want to make any a priori assumptions concerning the exact location of the boundary between the dome and the disc. We note that the extended equatorial belts seen in some of the early KPM figures (starting from a vacuum in the magnetosphere) resulted from positive particles not being annihilated correctly in the negative dome. Thus extended equatorial belts are not seen in our Figs 1 and 2 (though extended equatorial belts can easily be produced if there is initially plasma in the magnetosphere, as shown in Figs 3 and 4.) We remark that the inclusion of the annihilation can lead to a small artefact in our results. Fig. 1 shows that there is apparently a gap between the dome and equatorial disc. It is clear from Fig. 1 that the gap shrinks as the charge size is reduced, as we would expect since more particles are being simulated and the particle density in the magnetosphere is being mapped more accurately. However, eventually the gap can artificially reach a fixed size equal to the annihilation radius selected. Thus care is required when choosing this adjustable parameter to ensure that the`w rong' particles are eliminated, while large artificial gaps are not introduced.
Pair creation
It was suggested early on that the creation of electron±positron pairs from energetic photons might greatly alter the magnetospheric plasma distribution (e.g. Sturrock 1971; Cheng, Ho & Ruderman 1986a,b; Hirotani & Shibata 1999) . While E´B 0 inside the dome and equatorial belt, E´B ± 0 in the gap between them. Thus if a pair is created in the gap, the separated electron and positron are accelerated towards the dome or the disc of the same sign of charge. There they can potentially accumulate and fill up the gap to create a quasi-GJ distribution. This accumulation is counteracted by particles in the dome and disc being pushed back into the star.
Without performing simulations, it is hard to predict the final magnetospheric distribution when pair production is included. To investigate this, our code is able to insert pairs (or single charges) after each loop in the calculation. We have studied various schemes for the pair production, and found they all give qualitatively the same final results. The pair injection mechanisms range from crudely entering pairs into the gap`by hand' to more realistic scenarios. Here we describe the results from one of the latter, where the pairs are inserted based on the value of E´B inside the gap: the pair production is expected to be highest where E´B is largest. Fig. 5 shows the values of E´B inside the gap moving radially outwards from the star along a line that bisects the dome and equatorial belt for the final collapsed solutions given in Fig. 2 . Since E´B 0 inside both the dome and belt, the values found along the bisecting line are typical of the maximum E´B in the gap at each radius. Fig. 5 shows that the peaks in the E´B curves are all relatively narrow, and occur at a radius corresponding approximately to the outer edge of the disc. This implies that the region in which there will be high pair-production rates occupies a relatively small volume. Fig. 5 also shows that as the added surface charge becomes more negative the peak magnitude of E´B diminishes because the models are becoming closer to being globally chargeneutral (the central charge is 110 in all our simulations).
To illustrate the effects of pair production, we start with the Figure 5 . E´B inside the gap moving radially outwards from the star along a line that bisects the dome and equatorial belt. The collapsed magnetospheres shown in Fig. 2 have been used with Q s 2 (longdashed), 0 (full), and 22 (short-dashed). Figure 6 . Left-hand panel, evolution of E´B inside the gap moving radially outwards from the star along a line that bisects the dome and equatorial belt for the case where pair production is taking place after each step. The top curve shows the initial result before pair production is turned on (the full curve in Fig. 5 ).
From top to bottom the remaining curves show the situation after step 1, 2, 5, 10 and 20. Right-hand panel, the magnetospheric distribution after step 10.
stable magnetosphere shown in Figs 1 and 2 where Q s 0 and Q q 0X01X We calculate E´B in the gap as in Fig. 5 , and find the radii where E´B is half of its maximum value. We then insert pairs between these two radii, separated uniformly along this radial line (the separation is 0.05R NS in this example). The code iteration is then resumed, and after each step the E´B distribution is re-calculated and new pairs injected by the same formalism. Note that we do not allow the magnetosphere to relax fully to equilibrium before injecting the next round of pairs, although Fig. 3 illustrates that it only takes a couple of loops through our code for an obviously incorrect magnetospheric distribution to approximately reach equilibrium. Fig. 6 shows the evolution of E´B for our example pairproduction run, and a snapshot of the magnetosphere after step 10. The peak of E´B drops rapidly as the run progresses. The disc expands significantly in size, and we find that the magnetosphere more closely resembles the geometry of the collapsed GJ shown in Figs 3 and 4. However, in spite of the introduction of pair production, the generic dome, disc and gap geometry remains. (The small spur sticking out of the bottom of the dome is an artefact of not allowing the magnetosphere to relax to complete equilibrium before injecting the next round of pairs.)
It should be noted that in this example we deliberately do not turn off pair production as the run progresses, so that we can show the evolution in this extreme case. In practice, one would expect that as E´B falls, the rate of pair production would slow or cease. In fact, in step (1) we injected pairs at radii where E´B . 0X8Y and already by step (5) this threshold is not satisfied at any radii and one would have expected pair production to have stopped by this point. However, even though we do not turn off pair production in this simulation, we find that the system simply responds by pushing particles into the star, rather than increasingly filling the magnetosphere. We can artificially ramp up the pair injection even further to the point where this exceeds the rate at which particles are pushed into the star, and the dome and disc close up as a result. However, even in this completely unrealistic case, as soon as the artificial pair production is turned off the magnetosphere collapses, just as it did for the GJ case shown in Fig. 3 .
We obtain similar results to those shown above if we start from the collapsed GJ distributions of Figs 3 and 4. Other methods for the details of the pair production also give the same qualitative result. For example, in the above simulation we injected the pairs at rest, while one would normally expect that they would be moving initially (e.g. Michel 1991b). However, the physics of the non-neutral plasma in the magnetosphere dictates that charges are attracted to regions of the same sign and repelled by those of the opposite sign. Thus one charge in the moving pair will be slowed, and eventually will start to move in the opposite direction towards the region of its own charge, as in the above simulation. Of course if, for example, a positive charge reaches the negative region before it has turned around, it will simply be annihilated there, leaving the geometry the same as before the pair arrived.
We conclude that even though the details of the pairproduction mechanism may not be precisely simulated, the overall effect (for an aligned rotator) is simply to reduce the value of E´B in the vacuum gap so that the pair-production rate drops towards zero. A dome, disc and gap geometry is still the resulting solution.
D I S C U S S I O N
Since stable magnetospheric solutions have been found for all of our aligned models, and no plasma leaves the system, we have confirmed previous studies that the aligned rotator is a`dead' pulsar. Our solutions satisfy rE´B 0 everywhere, with ideal MHD E´B 0 valid only in the domes and belt, and with E´B ± 0 in the vacuum gap r 0X This is contrary to the (incorrect) assumption made by GJ that plasma would fill the magnetosphere. Even if pair creation is included in the simulations, a dome, disc and gap geometry is the resulting solution. The effect of the pair production is simply to reduce the value of E´B in the vacuum gap so that the pair-production rate drops towards zero. There are no particles near to the light cylinder in our stable solutions. Contrary to the assumption made by GJ, the loss of particles beyond the light cylinder leads to a collapse of the remaining magnetosphere to a stable configuration rather than to a replacement of this plasma from the surface of the neutron star.
To create a realistic pulsar model, it is at least necessary to break the alignment of the spin and magnetic field axes. Some pioneering numerical simulations of the inclined rotator have already been done (Thielheim & Wolfsteller 1994) . We are currently modifying our codes to handle the non-aligned case, and we are confident that this is a computationally feasible project. We will use derivations of the correct initial vacuum electromagnetic fields about an inclined rotator that are valid for any inclination angle and distance (Michel & Li 1999) .
Another essential ingredient for a correct model of the inclined rotator is the inclusion of large-amplitude electromagnetic waves near the light cylinder (commonly called the`wave zone'). These sweep particles of both signs of charge away from the star, unlikè centrifugal' forces that act on only one sign of charge (Michel & Smith 2000) . Since some analytic models assume that charges can return to the star from this region, the inclusion of the radiation E and B fields is critical for a realistic simulation.
Since non-neutral plasmas behave in ways that are often nonintuitive, numerical simulations are essential for trying to understand the basic plasma geometry and motion in a pulsar. The strength of our procedure is that it directly determines these, rather than guessing at a plausible initial configuration. Contopoulos, Kazanas & Fendt (1999) made a significant advance using an ideal MHD approach to show that there exist continuous and smooth solutions for the wind crossing the light cylinder. However, their use of ideal MHD required that their aligned rotators have a sufficiently large charge density throughout the magnetosphere to make E´B 0 everywhere. As we have shown, we know that this cannot be the correct underlying situation and that an aligned rotator cannot be an active system. Similarly, analytic pulsar models such as that of Mestel, Panagi & Shibata (1999) make underlying assumptions, for example, that a GJ plasma is present. While analytic modelling can certainly prove useful, we caution that if it is based on incorrect initial assumptions the results may instead prove meaningless.
Based on the Crab observations to date, qualitative arguments suggest that the plasma wind should be ejected equatorially and along the spin axis. It is perhaps not accidental that the wind topology at large distances (axial jets and equatorial flows) mimic exactly the dome and equatorial belt configurations we find in our aligned simulations. It is also intriguing that the region of maximum density in the dome has an approximately conical shape in our aligned simulations that might be relevant to the hollow cone scenarios for the radio emission.
It is usually assumed that the radio emission from pulsars requires a coherent emission process, such as plasma bunching in pair-production discharges (e.g. Michel 1991b) or two-stream instabilities (e.g. Sturrock 1971) , though this may not be the case (Kunzl et al. 1998; Zhang, Hong & Qiao 1999) . We remark that another form of coherent plasma motion is possible in our picture, namely the oscillation of the plasma in the dome or the disc. This plasma is trapped (although free to return to the star), and so oscillatory motion can potentially be set up without any plasma leaving the system. It will therefore be interesting to study the plasma motion in an inclined rotator to see whether oscillations are possible: this can only be studied using detailed numerical simulations.
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