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INTRODUCTION 1.Motiviation
One of the most important properties of a manipulator is its workspace; that is the collection of all positions and orientations of its end effector. Together with its dynamic properties, these completely determine its capabilities for any practical purpose. Therefore, it is of central importance in the design of manipulators (be it in manufacturing or robotics) to obtain a description of these capabilities. Beyond design, having an accurate description of the workspace can also speed up and improve the accuracy of sample based planners for mechanism control [1] .
The task of finding and mapping the set of all such configurations is called the workspace problem [2] , and it has several useful variations. The reachable workspace is the collection of all translations reachable by the end effector from any orientation. The dexterous workspace is the collection of all translational positions that can be reached from all orientations [3] . Finally, the connected workspace is the collection of all positions and orientations which can be reached along any path starting from some initial configuration.
Contributions
We give a general, tractable, algorithm for approximating the workspace of a series-parallel mechanism. In this paper, a mechanism is defined to be a collection of rigid bodies and pairwise constraints on their relative configurations. If the constraints between the ground and end-effector form a seriesparallel graph [4] , we say the mechanism is series-parallel. These definitions are consistent with those commonly found in literature [5, 6] . Our method places no restriction on the type of constraints; examples include revolute or prismatic joints, irregularly shaped slots, and non-collision constraints.
Series-parallel mechanisms are a large, and important, class of mechanisms which include serial linkages, parallel manipulators and series or parallel robots with static environment constraints as special cases. Our method is capable of computing both the full 6-DOF workspace and the topologically connected workspace. The time complexity scales linearly in the number of bodies of the mechanism and sub-quadratically in the resolution of each constraint.
Previous Approaches
Because of the importance of the workspace problem, much work has been applied toward finding efficient solutions. For a broader discussion of these various approaches, we refer the reader to one of the following surveys [7, 8] or books [9, 10] . The most general strategies for exactly solving the workspace problem rely on algebraic geometry, or quantifier elimination/cylindrical decomposition. These methods are enormously general, but not very practical due to their high complexity, and so they are seldom used outside of very small machines and simple environments.
The enormous complexity of algebraic approaches are a general feature of any exact solution to the workspace problem. This should not be too surprising, since the existence of mechanical computers [11] gives a constructive proof that even checking point membership of a workspace is at least P-SPACE hard. A more formal proof of this fact was given by Reif [12] and then subsequently refined by Hopcroft [13] . Surprisingly, P-SPACE hardness holds even for fairly restrictive classes of mechanisms such as planar serial linkages with static environmental constraints [14] .
Consequently, in any practical solution it is essential to look for both approximations to-and specializations of-the general workspace problem. Approximation techniques can generally be classified according to how they represent the configuration space of the mechanism. Combinatorial, or geometric, algorithms use polyhedral representations of the bodies and convex approximations of the configuration space. The recent work by Mayer et al. treats the problem of pairwise configuration space obstacles for rotating 3D polytopes [15] . However, the types of constraints and motions which are allowable within polyhedral representations limits their applicability to many body assemblies or complex geometries.
In planning problems, sampling based methods such as probabilistic road maps are often used as a statistical approximation of the workspace [16] . However, for problems with 'thin' constraints, such as linkages, rejection sampling based planners can take a long time to converge. A practical solution to this problem is to then adjust the method by which these samples are drawn. For example, Guilamo et al use samples with forward kinematics to map the workspace of a humanoid robot [17] . However, naive sampling with forward kinematics tends to cause samples to accumulate around singularities [18] , and so it can be difficult to get a dense enough sampling of the configuration space.
Beyond approximation considerations, it is also important to restrict the class of mechanisms which are being analyzed. These range from the very severe (that is specializing the analysis to a single device) or the more moderate methods which specialize to a class of different devices. One of the most important classes of mechanisms are linkages, which are planar mechanisms with all constraints revolute. Out of all linkages, robotic arms, or serial linkages, have been studied the most extensively. Another important class are the parallel manipulators, which are discussed at length in Merlet's book [19] .
In general, most approaches to solving workspaces of linkages can be addressed within the framework of series-parallel linkages. Series-parallel linkages were introduced by Cruickshank and McLaughlin [6] , though it appears that some of the ideas involved have been around a bit earlier (albeit not in any formal presentation). For example, the ROMA algebraic constraint solver in Seybold's thesis uses a series-parallel reduction to simplify constraint solving in general assemblies [20] . Our work can be interpreted as building on these developments in the more general setting of completely arbitrary sampled constraints.
Group Morphology and Spectral Methods
The key to our approach to the workspace problem for series-parallel mechanisms is the theory of group morphology. Group morphology is the natural extension of mathematical morphology to the action of a group on a homogeneous space [21] . In group morphology, one replaces dilation, erosion and Minkowski sums with more general sweeps and Minkowski products of general transformations (such as the rigid motion group). The first application of group morphology to workspace problems was given by Roerdink [22] . Other applications show the computation of workspaces of parallel linkages, like the 4-bar chain [23] . Recently Nelaturi et al showed that group morphology can be used to determine the accessible positions and orientations of a weld gun [24] .
It can be shown that the basic operations of group morphology are equivalent to group convolutions [25] , giving a pathway to efficient implementation via the FFT. In the special case of collision detection, this was realized by Kavraki [26] , who gave an efficient FFT based collision detection algorithm. Blanco et al gave an application of Fourier based constraint propagation for 1-parameter serial linkages [27] . Finally, Kyatkin and Chirikjian showed how to compute the workspace of a general serial linkage via SE(3) convolution using the non-commutative Fourier transform [28] .
PROBLEM FORMULATION
A mechanism is an assembly of rigid bodies and pairwise constraints. Examples include mechanical linkages, robotic arms and parallel robots. A configuration of a mechanism is an assignment of positions and orientations to each rigid body in the mechanism, and we say that a configuration is feasible if it satisfies all pairwise constraints. If we designate a particular body in the mechanism as an end effector, then the projection of all feasible configurations onto the configuration space of that single body is called the workspace of the mechanism.
Configuration Space
In studying workspaces, the first task that one is faced with is how to represent just the configuration space of the mechanism. We break this task down into three steps: First, we discuss the configuration space of a single unconstrained rigid body. This is just the set of all positions and orientations that the body can achieve. Second, to parameterize this space, we replace these positions and orientations with translations and rotations relative to a fixed frame of reference. Finally, we apply this idea to all bodies within the mechanism to obtain a complete description of its configuration space.
Special Euclidean Space
It is a fact that translations and rotations form a group, called the Special Euclidean group, SE(n) = SO(n) ⋉ R n . Elements of SE(n) are pairs consisting of a rotation matrix and a translation vector, and multiplication is given by composition of transformations. That is given a pair of elements (R,t), (R ′ ,t ′ ) ∈ SE(n), their composition is defined to be,
As a manifold, the dimension of SE(n) is n 2 + n, which is 3 for n = 2 and 6 for n = 3.
In the plane, SE(2) can be used to describe a configuration of a rigid body. Three coordinates are needed to describe a point in this space: translation in x and y followed by a rotation by θ . Figure 1 shows two ways of visualizing a point in this space.
Note that the point (x, y, 0) and (x, y, 360) are equivalent in the first representation. Homogeneous transformation matrices can also be used to represent points in this space:
Similarly, SE(3) can be used to describe the position and orientation of rigid bodies in R 3 . In this case, either Euler angles or unit quaternions, for example, can be used to encode a 6-dimensional coordinate: translation in x, y, and z followed by a rotation about some axis.
Frame Assignment
To parameterize a rigid body's configuration space explicitly, we need to fix a coordinate frame on each body in the assembly and some external "ground" frame of reference. Any stationary obstacles are considered to be part of the ground and can now be located relative to this frame. An example of this is shown in the robotic arm in Figure 2 where the ground frame consists of a pin and three gray obstacles. Once we have assigned a frame to each link of the mechanism, the position and orientation of these frames relative to the ground uniquely describes the configuration of the link. As we discussed previously, these parameters are represented as a point in SE(n), giving the relative transformation from the ground frame.
The assignment of these frames is technically speaking arbitrary, but once made they must be strictly adhered to throughout the analysis. Reference frames are often located within the rigid body they represent, but this need not be the case. In this paper, coordinate frames are placed at intuitive locations on the links although they can also be assigned using a convention such as Denavit-Hartenberg parameters [29] . Each coordinate frame is labeled with a unique letter where g and e are reserved for the ground and end effector respectively.
Configuration Space of a Mechanism
A point in the configuration space of the mechanism unambiguously describes the position and orientation of all links in the mechanism. This space does not consider any constraints between links, so valid configurations include those that have intersecting links or broken connections between links.
Mathematically, this is simply the Cartesian product of the configuration space of each rigid body. Therefore an ndimensional mechanism with k links will have a configuration space equal to SE(n) k . In the case of the four bar chain, this is the set SE(2) × SE(2) × SE(2). 5a, 5b, and 5c all show examples of points in the four bar chain's mechanism configuration space.
Constraint Graphs
Once coordinate frames have been assigned to each rigid body, a constraint graph can be constructed. Nodes in this graph correspond to coordinate frames while directed edges represent relative, pairwise holonomic constraints. These constraints can be fairly general, such as non-collision constraints (ie configuration space obstacles), or assembly constraints (such as a lower pair).
Because these constraints are relative, we can represent them as subsets of SE(n): given a directed edge, (i, j), with constraint C i, j , we say that a pair of configurations, (R i ,t i ), (R j ,t j ) for the source i and target j respectively, satisfy C i, j if and only if
One can interpret this as fixing the source body while moving the target body and recording all of the points in SE(n) that can be reached.
The constraint graph of a mechanism is unique up to a choice of orientation on the edges and the assignment of coordinate frames. That is, the constraint, C i, j , associated to an edge (i, j) is equivalent to the inverse constraint C −1 i, j on the flipped edge ( j, i), where
Similarly, applying a rigid change of coordinates to some body i in the assembly is equivalent to multiplying all configurations of i by some rigid transformation on the left. That is given some rigid motion, (R,t) ∈ SE(n), we can define a change of coordinates on configurations (R i ,t i ) of body i by the map,
The change of coordinates induces a change of constraints for all
Formally, we say that two constraint graphs are equivalent if they are equal under change of coordinates and inversion of edges.
Types of Constraints
As we mentioned previously, we make no assumptions about the type of constraints; other than the fact that they must be represented by compact subsets of SE(n). 1 This class of constraints includes all lower pairs and some higher pairs, along with any collision (ie non-intersection) constraint. In the following sections, we discuss a few important types of constraints, and show how to formulate them for some useful mechanisms.
Assembly Constraints
The first class of constraints we consider are assembly constraints, which are constraints induced due to the connectivity between two rigid bodies. We denote assembly constraints for an edge (i, j) by an uppercase, M i, j , where as before the subscripts are added to denote the source and target frames. As an example, consider the first mechanism shown in Figure 2 . M ga is all the positions and orientations that frame a can be relative to the ground frame, g. This can be represented in homogeneous coordinates as 
Examples of mechanisms and their constraint graphs.
M ab is a set of translations in the y direction corresponding to the slot. If we let d 1 be the distance from frame a to b when b is at the beginning of the slot and d 2 be the distance between these frames when b is at the end of the slot, we find
As a final example, consider M gd in the three link robotic arm. This can be thought of as the combination of two relative transformations, a rotation followed by a single translation along the length of the arm (d arm ). A visualization of the result is shown in Figure 3 .
It is important to note that all our constraints are holonomic, that is we do not specify any conditions on the velocities of the bodies. As a result, it does not matter which joints are actuated in an assembly, and accounting for this information is not necessary for computing the workspace.
Non-Collision Constraints
The second major class of constraints we discuss are non-collision constraints, which are pairwise unilateral constraints on bodies that enforce non-intersection. By convention, we label non-collision constraints with the letter F i, j . Given a pair of bodies represented by solids B i , B j ⊂ R n , the non-collision constraint or configuration space obstacle for B i and B j is the set of all relative positions and orientations where they do not intersect,
The concept of finding all non-colliding positions between a robot and its environment is a common practice in motion planning [10] .
In general, a non-collision constraint should be present between all nodes (a complete graph), but these constraints are omitted when two bodies clearly cannot collide. In the four bar and six bar chains shown in Figure 2 , all of the links lie in different planes, so self collision is not possible. This is also the case for the robotic arm where links d, f , and e can not intersect. It is possible for each link to collide with the gray obstacles, so a non-collision constraint is added between the ground and each of these nodes. One of these constraints, F ga is shown in Figure 4 . A path through a set of feasible positions corresponds to movement of the mechanism. It is possible to have two feasible mechanism configurations with no feasible path connecting them. Figure 5b and Figure 5c provide an example. The central problem in robot motion planning is to find these paths between pairs of configurations in higher dimensional space, if they exist. Typically the target configuration is only partially specified, that is some goal configuration is chosen for a specially designated body in the assembly (the end effector) and the problem becomes a search to find some feasible path for the configurations of the remaining bodies.
The workspace problem can be thought of as providing a certificate that such a path exists. For the designer of such a mechanism, this is an essential piece of data. In these design problems, it is not enough to simply check individual paths or to solve single inverse kinematics problems, but rather one seeks to find a complete description of the feasible configurations of the end-effector -also known as the workspace.
The Workspace Problem
To compute a workspace, we must first designate a pair of special nodes within the constraint graph -that is the ground, g, and end-effector e. The workspace includes all positions and orientations of the end effector (relative to the ground) such that all other frames can be assigned in a way that gives a feasible mechanism configuration. Figure 5d shows the workspace of the four bar chain, sampled at low resolution for visual clarity.
As discussed in the introduction, there are several variations on the basic definition of a workspace [3] . For example, in many practical planning problems it is desirable to consider only those configurations which can be reached from some fixed starting configuration. In the case of the four bar chain, the upper and lower portions of the workspace correspond to sets of mechanism configurations that are not connected. Physically, this means that moving between the upper and lower portion of the graph is impossible without violating constraints.
It is important to realize that it is possible for points that appear connected in the workspace to actually be separated in the mechanism's configuration space. As an example, consider a series, planar mechanism with many links in the presence of obstacles ( Figure 6 ).
For these reasons, we define the connected workspace to be all end effector positions and orientations that correspond to a feasible mechanism configuration that is path connected to a specified starting mechanism configuration. Intuitively, this gives the places that the end effector can reach without breaking and re-assembling the mechanism. For a more formal definition, see Appendix A.
In addition, there are also the useful notions of the reachable and dexterous workspaces of a mechanism. The reachable workspace is just the projection of the mechanism's workspace down to the set of all positions accessible from any orientation. The dexterous workspace is instead the collection of all positions accessible from all orientations. For a technical definition, see Appendix A. Computing either the dexterous or reachable workspace from the workspace is a matter of taking a projection. Similarly, it is also sensible to talk about connected reachable or connected dexterous workspaces, which are just the projections applied to the connected workspace. 
CONSTRAINT PROPAGATION 3.1 Series-Parallel Graphs
Many branches of engineering exploit the properties of series-parallel graphs to simplify analysis. In circuits, the equivalent resistance of a large network can be found by iteratively using formulas for equivalent series and parallel resistances. The same approach is also used in heat transfer to find equivalent thermal resistances and in mechanics to find equivalent linear spring constants.
We use the definition of a series-parallel graph that is given in [4] . A graph G with a source node s and a sink node t is seriesparallel if it can be constructed using the following operations: An equivalent definition says that a graph is series-parallel if it can be reduced into a single edge using the following rules:
1. Replace two parallel edges with a single edge with the same endpoints. 2. For a vertex of degree two that is not the source or sink, replace its two incident edges with a single edge.
Efficient algorithms exist for identifying series-parallel graphs [4, 30] . All of the graphs in Figure 2 are series-parallel (with g as the source and e as the sink) except for the six bar chain. It is important to remember that constraint graphs may be series-parallel with some choices of source and sink but not others.
The decomposition of a series-parallel graph can be expressed in the form of an sp-tree [30] . An sp-tree consists of series nodes (S), parallel nodes (P), and leaf nodes (contraints). The series and parallel nodes perform series and parallel decomposition on their child nodes to construct an sp-graph. The decomposition is unique if nodes are not permitted to have children of the same type; for example, a P node could not be the child of another P node. Figure 7 provides two examples.
A large variety of robots can be represented with sp-graphs. Using the traditional end effector without any collision constraints, robotic arms and parallel manipulators can both be abstracted to an sp-graph. Combinations of these robots are also possible; consider several Stewart platforms placed on top of each other or two robotic arms both clasping the same object. Non-collision constraints can be added between the each link and the ground frame for traditional series and parallel robots while preserving a series-parallel representation.
Minkowski Product
The Minkowski Product [25] is a useful generalization of the Minkowski sum and is defined as follows:
The following is a simple, finite example follows to build intuition where B, R, and P are all given with respect to frame g.
Series and Parallel Constraint Propagation Rules
The Minkowski Product can be used to replace two edges in series with a single equivalent constraint. As a simple example consider calculating the workspace of the first mechanism shown in Figure 2 . M ga and M ae can be combined to form a single equivalent constraint, M ga ⊗ M ae . This can be thought of as repeated application of forward kinematics. A visualization of a sampling of these sets is found in Figure 8 .
Two constraints in parallel can be reduced by computing their intersection. As a concrete example, consider finding an equivalent constraint between links g and d on the three link robot. The motion of d is constrained by both the obstacles and the pin connection, so M gd and F gd can be replaced with M gd ∩ F gd .
These two propagation rules are used in Algorithm 1 to calculate the workspace of any series-parallel mechanism given its sp-tree.
Algorithm 1 Workspace
1: procedure WORKSPACE(T ) 2: if T is series then 3: W ←WORKSPACE(C 0 ) 4:
else if T is parallel then 8: W ←WORKSPACE(C 0 ) 9:
else if T is a leaf then 13: return T
Connected Component Removal
Given a relative starting configuration s ∈ SE(n) and a set of configurations X ∈ SE(n)), We define r s (X) to be all configurations in X that are path connected to s. This is equivalent to removing the connected component of X containing s. Using this operation, we can make a simple change to the workspace algorithm to ensure that it will return the connected workspace. To do this, replace line 10 with:
s ← relative starting configuration of C i W ← r s (W ∩WORKSPACE(C i )) and line 13 with:
Summary of series-parallel propagation rules A proof of both the workspace and connected workspace algorithm is found in the appendix.
IMPLEMENTATION 4.1 Computing Minkowski Products
The direct calculation of the Minkowski product is quadratic with respect to the size of a constraint. Clearly, for a 6-dimensional configuration space this calculation would be intractable. Instead, we adopt a different approach based on the Fourier transform and convolution theorem. We assume that all of our constraints, M i j ⊆ SE(n) are represented by voxelized indicator functions, defined as follows:
It can be shown that the Minkowski product of two sets is given by the support of the convolution of their indicator functions, Where the convolution, ⋆ is a generalization of the familiar commutative convolution operation from statistics and signal processing to a general, possibly non-commutative, group G. It is defined for all measurable functions f , g : G → R such that,
For more details, please see [25] . So, we have shown that if we can compute convolutions efficiently, then we can also compute Minkowski sums as well. These convolution integrals can then be evaluated in subquadratic time using the Fourier transform and convolution theorem. For affine groups (including SE(n)), one can directly apply the factorization method discussed in [25] . The idea is that the full convolution is factored into a pair of convolutions, one over the normal subgroup SO(n) and the other over the translational group, R n . The latter integral can then be computed efficiently using optimized Fourier transform codes.
For more specific types of constraints, we can do even better. Pure translational constraints can be directly implemented by Fourier transforming along each rotational slice independently. A similar technique is applicable to purely rotational constraints. In the case of revolute joints, the situation is even simpler and the constraint can be formed by just integrating over all rotations in linear time and multiplying on the right. For left multiplication, one can just use the identity (A ⊗ B) −1 = B −1 ⊗ A −1 , combined with the fact that revolute constraints are closed under reflection.
The convolution over SE(n) or SO(n) can be sped up even further using the Peter-Weyl Theorem/non-commutative Fourier transform. Much like the commutative Fourier transform reduce commutative convolution to linear time point-wise multiplication, there exists a non-commutative Fourier transform which applies to generalized convolutions as well. This result allows one to theoretically reduce the complexity of non-commutative convolution by some polynomial factor proportional to the matrix multiplication exponent. For more details, we refer the reader to one of the following sources, [31, 32] . However, for the purposes of computing workspaces, the matrix multiplication factor in the exponent may still be too expensive compared to affine factorization. Moreover, implementing efficient and robust codes for non-commutative FFTs is a difficult problem. As a result, we have found that for SE(2) and SE(3), it is often much faster and simpler to use factorization (or a special operator if possible).
Intersection and Connected Component Removal
Once we have fixed a particular grid for sampling the indicator functions of our constraints, it becomes much simpler to implement intersection and connected component removal. It is a basic fact that the product of two indicator functions is the indicator of their intersection,
As a result, we can just multiply pairs of constraint indicators together to deal with parallel components.
While this method is fairly robust for thick, unilateral constraints, like a collision test, it tends to create some problems for algebraic constraints; where the small intersection sets may not be adequately covered by the volumetric samples. To ameliorate this problem, we 'soften' the indicator functions for algebraic constraints somewhat by convolving with a small Gaussian filter. This is analogous to the process of antialiasing in image processing. A side effect of softening the constraints is that the standard 0-sublevel set may no longer be the correct space. Again, we partially ameliorate some of these problems by thresholding the constraint functions at a slightly higher value.
To extract connected components, we use the fact that the volumetric sampling induces a discrete graph topology upon each of our constraints. Consequently, we can simply 'flood fill out' using a depth first search starting at the initial configuration to extract the required component.
Time Complexity
The cost of obtaining a series-parallel decomposition is linear on the size of the constraint graph. Based on our previous discussion, the time complexity for computing sequential constraint
Operation
Time Complexity propagation for various types of constraints is shown in Table 1 .
To compute the overall time complexity of finding the workspace given some series-parallel mechanism, the cost is a function of the number of rotational samples, R, translational samples, T , and the number of constraints n. Since the cost of series composition strictly dominates the cost of parallel nodes, the worst case complexity of our approach to finding the workspace is,
O(nR 2 T log(T )).
The additional cost of handling connected workspaces is negligible, since the time complexity of either intersection or Minkowski product dominates. The dexterous and reachable workspaces can be calculated directly by just iterating over all rotations per translational sample, at a time cost proportional to O(RT ) (which is again dominated by the cost of finding the workspace).
Examples
Calculating the workspace of the three link robotic arm from Figure 2 shows the generality of our algorithm. This example would be difficult if not impossible to calculate using algebraic methods due to the non-collision constraints that are imposed between each link and the static obstacles. While the robotic arm is traditionally thought of as a serial robot, the obstacles induce a nontrivial series-parallel constraint graph. Inspection of the constraint graph shows that non-collision constraints imposed by self intersection are not considered due to the fact that each link lies in a separate plane.
Both the configuration and reachable workspaces are shown in Table 2 . It is interesting to note that the connected workspace accurately reflects the inability of the arm to completely reach between the upper two obstacles. This is completely dependent on the arm's starting configuration; a vertical starting position would give a completely different connected workspace. Another interesting result is that the dexterous workspace and connected dexterous workspace were both computed, but were both found to be empty.
CONCLUSION
Our algorithm solves the workspace problem for mechanisms that can be represented with a series-parallel constraint graph. A large class of mechanisms and robots can be represented with a series-parallel graph, and static obstacles can also be considered for mechanisms with purely series or parallel assembly constraints. In addition to computing the workspace of reachable end effector positions and orientations, simple modifications allow connected, reachable, and dexterous workspaces to be calculated.
We showed that a voxelized representation of SE(2) allowed us to efficiently implement the series and parallel constraint propagation rules giving a practical implementation of our algorithm. Theoretically, our method holds for workspace calculation in SE(3), but this is a computationally challenging problem that remains to be implemented. 
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