We propose a spatial point process approach to improve the detection accuracy of clustered microcalcifications (MCs) in mammogram images. The conventional approach to MC detection has been to first detect the individual MCs in an image independently, which are subsequently grouped into clusters. Our proposed approach aims to exploit the spatial distribution among the different MCs directly during the detection process. We model the MCs by a marked point process (MPP) in which spatially neighboring MCs interact with each other. The MCs are then simultaneously detected through maximum a posteriori (MAP) estimation of the model parameters of the MPP process. The proposed approach was evaluated with a dataset of 141 clinical mammograms from 66 cases, and the results show that it could yield improved detection performance compared to a recently proposed SVM detector.
INTRODUCTION
Clustered microcalcifications (MCs) can be an important early sign of breast cancer, which is a leading cause of death among women in the US. They are found in 30%-50% of mammographically diagnosed cases. Microcalcifications are tiny calcium deposits that appear as small bright spots in mammogram images (as shown in Fig. 1 ). Because of their importance in cancer detection and diagnosis, there has been a great deal of research in development of image processing techniques for automatic detection of clustered MCs [1] .
Most of the techniques for MC detection so far typically consist of the following two steps: first, a detection algorithm (a.k.a. pattern classifier) is employed to identify the presence of MCs in a mammogram image; next, the detected individual MCs are subsequently grouped into clusters by a clustering algorithm [2] . In our previous work [3] , we developed a supervised-learning approach using support vector machine (SVM) for detection of clustered MCs, which was demonstrated to outperform several wellknown algorithms based on an evaluation study using a set of clinical mammograms. Subsequently in [4] we further developed this approach by using a relevance vector machine (RVM), which was demonstrated to greatly reduce the computational complexity of the SVM detector while maintaining its best detection performance.
In this work we propose a statistical modeling approach to further improve the accuracy of MC detection. Apart from previous reported techniques, in this approach we employ a spatial point process (SPP) to explicitly characterize the spatial clustering property of MCs in a lesion. Indeed, MCs typically occur in tightly distributed clusters when they appear in small lesions in mammograms, which are of significant interest for early cancer detection. Because of this, as explained above, in a traditional detection approach a clustering step is typically applied in an ad hoc fashion in order to reduce spurious detections (false positives). With the proposed approach, however, the individual MCs are modeled by a spatially interactive process, and are detected simultaneously via stochastic optimization instead of in an independent fashion. To our best knowledge, this approach has not been exploited in previous reported work on MC detection.
Specifically, in the proposed approach we describe the presence of MCs in a mammogram image by a marked point process (MPP) [5, 6] , which is parameterized by the number of MCs, their spatial locations and amplitudes. We then define a posteriori probability model based on both image data and spatial interaction among individual MCs. The detection is achieved by maximizing this a posteriori probability, for which the technique of reversible jump Markov chain Monte Carlo (RJMCMC) [7, 8] is used in order to accommodate the fact that the number of MCs in a mammogram is not known a priori. Our results demonstrate that this approach could lead to improved detection performance when compared to the best-performing SVM detector in [3] .
In the literature, there have been several applications of MPP reported for object detection tasks by taking advantage of the spatial relationship underlying the objects to be detected. For example, it was used for segmentation and detection of road networks [9] and buildings [10] . In medical imaging it was applied for detection of brain lesions in [11] and leukocytes in [12] .
SPATIAL POINT PROCESS (SPP) MODEL
Below we first describe the image data model, followed by a description of SPP for MCs and their spatial interactions.
Image data model
Given an image defined over domain , we model the image function ( ) f x as a superposition of a number of microcalcifications (signals) in a noisy background. That is, at pixel location x , we have 1 ( ) ;
where
is the signal corresponding to the microcalcification located at i x , which has strength (or amplitude) i w , n x denotes the background noise, and N is the number of microcalcifications.
We model the microcalcification signal ; i K x x by a truncated Gaussian kernel centered at i x , i.e., 
We assume a Gaussian noise model for the background noise n x with mean b and variance 2 b . Then the likelihood function of the image data can be written as
(4) In our experiments a mammogram image was first prefiltered prior to detection as described in [3] in order to remove the inhomogeneity of the background.
Spatial point process modeling
We use a point process to model the spatial distribution of MC objects in an image. A detailed description of point process modeling can be found in [6] . For convenience, let each MC object be described by ,
, where as in Eq.
(1) i x denotes its spatial location, and i w denotes its amplitude. Then a set of MC objects in an image can be described by a spatial point process , 1,...,
Our goal is to exploit the spatial clustering properties among the MC objects so as to improve their detection. Toward this goal, we model this process by using a Gibbs point process, for which we define a prior distribution of the following form: 
where k and are parameters of the Gamma distribution. These parameters were estimated from the amplitude values of MCs during the training phase in our experiments.
Next, the interaction term 2 
where i d is the distance from object i s to its nearest neighbor, n d is the interaction distance. The parameter 0 1 is used to assess a penalty when an MC is isolated from any other existing MC objects. The choice of such an interaction function is motivated by the fact that MC objects of clinical significance typically occur in clusters.
The second order interaction function ( , )
In Eq. (9), the parameter 0 d is a constant used to penalize the detection of two objects that are too close to each other (such as overlapping). The term ( , ) i j h s s will exert a repulsive interaction when the distance between two objects is less than 0 d .
Maximum a posteriori (MAP) estimate
We seek a MAP solution for . That is, ˆa rg max p p f (10) where p f denotes the likelihood function of the image data f , a vector consisting of the image values at all pixels. Substituting the data model in Eq. (4) and the prior model in Eq. (5) 
From Eq. (11) we observe that for 1 the term ln N assesses a penalty on the number of detected objects. This can avoid the over-fitting of the data by artificially introducing too many candidate objects. In our experiments, we use to control the level of false-positive detections.
Reversible jump Markov-chain Monte-Carlo (RJMCMC)
To solve the optimization problem in Eq. (11), we use the RJMCMC method, which is a statistical sampling technique that allows the jump between states of different dimensions. This property is useful for this problem because the number of MC objects in an image is not known beforehand. In our application, the RJMCMC consists of the following five proposal moves to update the parameter set : 1) birth of a new candidate object such that it is not necessarily in interaction with any existing ones, 2) death of a candidate object that is not necessarily in interaction with any other existing ones, 3) birth of a new candidate object such that it is in interaction with some existing ones, 4) death of a candidate object that is in interaction with some existing ones, or 5) update the amplitude of an existing candidate object which is selected randomly. A good description of RJMCMC methods for optimization can be found in [8] .
To reduce the computational burden, in our experiments we first applied an existing SVM detector as a pre-processing step, the purpose of which is to enhance the MC signals while suppressing the background structures in a mammogram. We then extracted the potential MC locations by convolving the SVM output with the MC kernel function kernel in Eq. (1), and kept only those local maximum locations at which the magnitude was larger than a prescribed threshold. The RJMCMC optimization was applied to these potential locations.
PERFORMANCE EVALUATION 3.1. Mammogram data set
In this study, we used a set of 141 clinical mammograms from 66 cases (32 cancer/34 benign) collected by the Department of Radiology at the University of Chicago. These mammograms were digitized with a spatial resolution of 0.05 mm/pixel and 12-bit grayscale with a dimension of 3000 5000 pixels. The MCs in each mammogram were manually identified by a group of experienced radiologists. In our experiments, the data set was randomly partitioned into two subsets, training and testing, each containing 33 cases. For performance evaluation an ROI of size 1000 1000 pixels was cropped from each image such that it contained most MCs (if not all) in each mammogram.
FROC evaluation
In our experiments, the detection performance was summarized using FROC curves [13] . An FROC curve plots the correct detection rate of MC clusters (i.e., true positive fraction) versus the average number of false-positives (FP) per image over the continuum of the operating range. For the SPP method the parameter was varied to control the FP rate. For comparison, the SVM method [3] was also tested.
For the FROC curve, the MC objects are grouped to form MC clusters using a criterion recommended in [2] , which was reported to yield more realistic performance than several other alternatives. The detailed description of the clustering operation was also given in [3] . The nearestneighbor distance used for clustering MCs was 0.3 mm. There were a total of 107 MC clusters identified in the subset of test mammograms.
For the FROC we focused mainly on the range between 0.2 and 2 FPs per image, which is of main interest in practice. To remove the effect of case distributions in the dataset, we conducted an FROC study using a bootstrapping methodology [14] , where a total of 20,000 bootstrap sample sets were used, from which the area under FROC curve ( z A ) was obtained.
Results
In Fig. 2 , we show the obtained average FROC curves from the bootstrapping procedure for both SPP and SVM. These results show that the SPP method outperforms the SVM, yielding over 5% improvement in sensitivity for FP rate in the range between 0.2 and 2 false clusters per image; in particular, the SPP achieved a sensitivity of about 90% with the FP rate as low as 0.8 per image. A statistical comparison between the two methods yield a mean difference of 0.1109 in z A (p-value=0.00795).
As a specific example, in Fig. 3 we show the detection output for SPP and SVM for the image shown earlier in Fig.  1 . These shown results were at the same FP rate for the two methods. In Fig. 3(a) we show the detected MCs (indicated by +) by SVM, where the ground truth was indicated by circles. As can be seen, there was one FP MC and two missed MCs. Similarly, in Fig. 3(b) we show the detection results by SPP, which shows only one missed MC and no FP. In this example, the SPP model improved the detection by reducing both FPs and missed detections.
CONCLUSION
In this work we proposed a spatial point process (SPP) modeling approach for detection of clustered microcalcifications (MCs) in mammogram images. An SPP was defined to exploit the spatial distribution among MC objects in an image, and an RJMCMC procedure was employed to detect the MCs by MAP estimation. For performance evaluation, we used a bootstrapping methodology to obtain the detection FROC curves. Compared to a recently proposed SVM detector, the proposed SPP approach was demonstrated to achieve over 5% improvement in sensitivity over the FP range of 0.2 to 2 clusters per image (p-value =0.00795). 
