In this paper, we propose an efficient high order semi-Lagrangian (SL) discontinuous Galerkin (DG) method for solving linear convection-diffusion-reaction equations. The method generalizes our previous work on developing the SLDG method for transport equations [3] , making it capable of handling additional diffusion and source terms. Within the DG framework, the solution is evolved along the characteristics; while the diffusion are discretized by local DG (LDG) method and are integrated along characteristics by implicit Runge-Kutta methods together with source terms. The proposed method is named the 'SLDG-LDG' method, which enjoy many attractive features of the DG and SL methods. These include the uniformly high order accuracy (e.g. third order) in space and in time, compact, mass conservative, and stability under large time stepping size. An L 2 stability analysis is provided when the method is coupled with the first order backward Euler discretization. Effectiveness of the method are demonstrated by a group of numerical tests in one and two dimensions.
Introduction
In this paper, we are concerned with solving the time dependent convection-diffusion-reaction problems in the form of u t + ∇ x · (a(x, t)u) = ∆u + g(x, t), x ∈ Ω, t > 0, u(x, 0) = u 0 (x), x ∈ Ω (1.1) with ≥ 0. Here the velocity field a(x, t) is assumed to be continuous with respect to x and t.
One of the popular computational methods for solving the transport dominant problems such as (1.1) is the semi-Lagrangian method, which has a long history in computational fluid dynamics, e.g. for convection-diffusion problems [18, 13] , climate modeling [12, 15] , plasma simulations [14] , as well as linear and Hamilton-Jacobi equations [7] . For transport dominant problems, the method is designed via tracking the characteristics forward or backward in time, thus avoiding the time step restriction, and can be coupled with various spatial discretization, such as the finite element method [13] , the finite difference method with polynomial and spline interpolations [14] , the spectral element method [8] , the DG method [3] .
In the presence of diffusion and source terms, usually time integration should be performed along characteristics, e.g. see [9] for the BGK model, and [5, 2, 18] for linear and nonlinear convection-diffusion models.
In this paper, we propose to evolve the convection term by the SLDG method recently proposed in [3] , and treat the diffusion term by the local DG (LDG) method coupled with a diagonally implicit RK (DIRK) method along dynamic characteristics elements. The proposed method is termed as the SLDG-LDG method. In the scheme formulation, we introduce the adjoint problem for the test function in the same spirit of ELLAM [13] , and project the DG solution and LDG approximation to second derivative terms onto a set of time-dependent characteristics elements, based on the procedure developed in our earlier work [3] . There are a few key novelties of this work, compared with existing methods in the literature. First, thanks to the DG framework together with the backward characteristics tracing mechanism, our proposed scheme is naturally mass conservative; secondly, we naturally inherit advantages of DG framework in resolving solution structures and of the LDG approximation for the second derivative term; we project the solution, its second derivatives and source terms onto characteristic elements in the same way as the well-developed SLDG algorithm in [3] with numerical stability; thirdly, as we use the semi-Lagrangian method for transport and implicit RK method along characteristics for other terms, our scheme is highly accurate and unconditionally stable for linear problems and allows extra large time stepping size in a general nonlinear setting, finally, our scheme formulation does not employ operator splitting and thus free of splitting error. Extensions of our algorithm to nonlinear dynamics, as well as theoretical analysis when coupling the proposed method with a higher order DIRK method will be investigated in our future research work.
Another class of very popular solvers for (1.1) is the Eulerian method, among which the most relevant high order methods related to this work is the discontinuous Galerkin (DG) methods. They are a class of finite element methods that use piecewise continuous approximations and enjoy many attractive computational advantages for transport dominant problems. Typically, an implicit-explicit (IMEX) Runge-Kutta (RK) time discretization is used for time discretization of (1.1), i.e. the convection term is handled by explicit RK methods, while the diffusion term is discretized by a local DG [6] method in space along with an implicit RK method in time. From the stability analysis via the energy method in [16] , there is a very strong result stating that "such IMEX LDG schemes are unconditionally stable for the linear problems in the sense that the time-step size is only required to be upper-bounded by a constant which depends on the ratio of the diffusion and the square of the advection coefficients and is independent of the spatial mesh-size h, even though the advection term is treated explicitly."
The rest of the paper is organized as follows. In Section 2, we introduce the proposed methodology for one-dimensional (1D) and two-dimensional (2D) problems; theoretically we prove the mass conservation and L 2 stability when the method is coupled with the firstorder backward Euler method. In Section 3, we present numerical results to demonstrate the effectiveness of our proposed approach with high order accuracy, and stability under large time stepping sizes. Finally, a conclusion is given in Section 4.
The SLDG-LDG method for convection-diffusion problems
In this paper, we focus on problems with dimension d ≤ 2, with rectangular domain Ω, and compact or periodic boundary conditions. Notice that our problem (1.1) is in the conservative form, for which local mass conservation is desired at the discrete level for the numerical scheme. Below, we formulate the proposed scheme for 1D problems in details, and then the extensions to 2D problems are discussed briefly.
Scheme formulation: 1D case
To introduce the algorithm, we start from the 1D case of (1.1):
I. Spatial discretization: DG solution and test function spaces. We discretize the 1D
denoting an element of length
represents the time discretization step. In the framework of the DG method, we let numerical solutions and test functions belong to the finite dimensional piecewise approximation space
where P k (I j ) denotes the set of polynomials of degree at most k over I j .
II. Adjoint problem. To formulate the SLDG-LDG scheme, we follow a similar idea in [10, 3] by considering the following adjoint problem for the test function ψ(x, t) that satisfies
In other words, ψ satisfies a final-value problem with function values specified at τ 2 . For a pure convection problem [3] , we have [τ 1 , τ 2 ] = [t n , t n+1 ]; while τ 1 and τ 2 could also correspond to different time stages in an implicit RK method when discretizing the diffusion and source terms along characteristics. Next, we make the following observations for the test function ψ(x, t):
• While the original problem (1.1) is in the conservative form, an adjoint problem for the test function is in the advective form (2.3). Along characteristics curves governed
ψ( x(t), t) stays constant. Hence ψ(x, t), ∀x ∈ [x a , x b ], t ∈ [τ 1 , τ 2 ) can be obtained by tracking characteristics based on (2.5).
• The test function satisfies a final value problem (2.4). In general, ψ(x, t) with t ∈ [τ 1 , τ 2 ), is not necessarily a polynomial. Yet, it can be approximated by polynomials with high order accuracy as presented in the algorithm flowchart Step 1.1 below.
III. Time dependent characteristics interval, see Figure 1 (a). Let
be the dynamic interval bounded by characteristics curves x j− 
, x n+1,n j+ 1 2 ], which will be referred to as the "upstream cell" at t n later. Here the superscripts n + 1, n refer to the interval from t n+1 , being tracked backward in time to t n . See Figure 1 ].
IV. SLDG-LDG scheme formulation and discretization. Let u n be the numerical solution at time t n , the SLDG-LDG scheme is formulated based on Proposition 2.1 presented below.
Proposition 2.1. Consider the 1D problem (2.1) and the adjoint problem (2.3) for the test function ψ, then the following identity holdŝ
where ψ n+1,n is the solution to the adjoint problem (2.3) with ψ(x, t n+1 ) = Ψ at t n . . Right: (t) from left and right, respectively. Rearranging terms in eq. (2.8) giveŝ
Applying the divergence theorem to the left-hand side (LHS) of eq. (2.9) and due to the cancellation of the integrals along the characteristic curves, we prove (2.7).
To update u n+1 ∈ V k h , one has to evaluate Term I and Term II in eq. (2.7) by letting the test function Ψ go through all the basis functions in V k h . In particular, the proposed SLDG-LDG scheme consists of the following two steps: Step 1.1 and 1.2.
Step 1.1: Evaluation of Term I of (2.7) as in the SLDG method [3] . To evaluaté I n+1,n j u n ψ n+1,n dx, we propose the procedures below.
Step 1.1a: Locate interpolation points.
such as the Gauss-Lobatto (GL) points (midpoint for k = 0) over I j at t n+1 and locate the characteristic feet {x n+1,n j,i gl
with high order numerical integrators (e.g. a fourth order RK method).
Step 1.1b: Reconstruct test function ψ n+1,n . From the adjoint problem (2.3), ψ(x, t) stays constant along the characteristics. Thus, ψ n+1,n (x n+1,n j,i gl
and then we can uniquely determine a polynomial Ψ n+1,n (x) of degree k which interpolates ψ n+1,n at upstream GL points {x where l is the index for subintervals. On each of these subintervals I n+1,n j,l , u n Ψ n+1,n is continuous and its integration can be approximated by quadrature rules.
Step 1.1d: Summation. In the end,
Step 1.2: Evaluation of Term II of (2.7) along characteristics intervals. There are two technical components involved in this step: one is an LDG approximation to the second order derivative term u xx together with a proper evaluation of´ I n+1,n j
the other is the high order temporal discretization by a RK method for
which is the time differential form of eq. (2.7). We will first discuss the evaluation of Term II coupled with a simple backward Euler time discretization. Then we will extend the idea to high order time integration by employing diagonally implicit RK (DIRK) methods. The diagonally implicit property allows one to solve a linear system for the current RK stage only, greatly reducing computational complexity and cost.
Step 1.2a: LDG approximation of u xx [6] . We use the LDG formulation to seek p ∈ V k h approximating u xx . In particular, p = u xx can be rewritten as a first order system
where (·, ·) I j stands for the L 2 inner product on interval I j , and· denotes the numerical fluxes defined at the cell interfaces, which are taken as the alternating fluxes for stability
Notice that q can be solved explicitly in terms of u from (2.14b); and also p can be solved explicitly from q from (2.14a). In short, p = u xx can be computed locally by using u from three nearby elements, namely I j−1 , I j and I j+1 .
Step 1.2b. DIRK methods for accurate evaluations of the time integral.
We start from a first order backward Euler time discretization of (2.12):
After rearranging the terms in eq. (2.16), we obtain
For notational simplicity of the presentation, above we let ( u xx , Ψ) I j represent the LDG discretization of the diffusion term, without writing out all the flux and volume integral terms from integration-by-part in a LDG formulation.
With the test function Ψ going through all basis functions in V k h , we can formulate a linear system for degrees of freedom (i.e., the coefficients of the basis) of u n+1 as
which can be solved by an iterative method, e.g. GMRES. Here the matrix
where D ∆ comes from an LDG discretization of u xx ; and f 1 can be obtained from evaluating right-hand side (RHS) terms of (2.17). The details in constructing the sparse matrix B 1 are provided in the Appendix. To attain higher order accuracy in time, we propose to employ high order DIRK methods.
Here, we demonstrate the scheme with an L-stable, two-stage, second-order DIRK method, termed as DIRK2 [1] (as in Table 1 ) that involves two stages:
For the convenience of our presentations for DIRK discretization along characteristics, we introduce the following notations
denotes the solution ψ(x, τ ) satisfying the final value problem (2.4). Here τ 2
and τ may refer to intermediate RK stages in a DIRK discretization. Assuming DIRK
satisfying the adjoint problem (2.4) with the final value
• I
] with x τ 2 ,τ j± 1 2 being the solution to eq. (2.6) at time τ with x j±
(t) satisfying (2.6) and
, respectively. For simplicity, we let I
Following the above notations, the proposed SLDG-LDG scheme when coupled with a DIRK2 method (see Table 1 ) along characteristics curves can be implemented as below.
(i) In the first time stage τ 2 = t (1) , as shown in Figure 2 (a), for each Eulerian background cell I j , we solve the numerical solution
Note that the formulation is equivalent to applying a first order backward Euler method with ν∆t. Implementation-wise, (2.20) can be written as B 2 u (1) = f 2 , where B 2 and f 2 can be collected in a similar fashion as those for matrix B 1 and vector f 1 in eq. (2.18). (ii) In the second time stage τ 2 = t n+1 , as shown in Figure 2 (b),we have the following
Notice that ψ n+1,n , ψ n+1,(1) are in general not polynomials, yet can be well approximated by polynomials as in Step 1.1b. Reorganizing terms in (2.21) gives
Notice that the first term on RHS of (2.22) can be evaluated as in Step 1.1; the second term on RHS of (2.22) can be evaluated by first computing u
xx in an LDG fashion with u (1) given from the first stage of RK computation, and then applying the same procedure as in Step 1.1 to evaluate (u
; the latter two terms involving g can be directly evaluated by quadrature rules. Implementation-wise, (2.22) can be written as B 3 u n+1 = f 3 with B 3 the same matrix as B 2 in the first time stage.
Remark 2.2. The above procedure is for a two-stage second-order DIRK discretization of diffusion and source terms. Such a procedure can be generalized to any DIRK methods.
For some high order DIRK discretization methods we use for the numerical experiment, the associated Butcher tableaus are provided in the Appendix including the L-stable, threestage, third-order DIRK method in Table 7 [4], the L-stable, five-stage, fourth-order method in Table 8 [17] . Notice that, we use the SLDG method for the convection term and an implicit discretization for the diffusion and source terms; thus the time stepping size allowed could be much larger than that of an explicit Eulerian RKDG method.
Remark 2.3. All DIRK time discretization methods we employ in the paper have the property that a ii = 0, ∀i = 1, · · · s and the method are stiffly accurate; these properties are important for numerical stability.
Scheme formulation: 2D case
In this subsection, we generalize the above 1D SLDG-LDG scheme for solving the following 2D problem
We begin with a partition of the 2D domain as Ω = {E j } J j=1 . The numerical solutions and test functions belong to the finite dimensional piecewise approximation space
where P k (E j ) denotes the set of polynomials of degree at most k over each element E j .
Similar to the 1D case and the strategy in [3] , we consider the adjoint problem for the test function ψ(x, y, t) satisfying
(2.25)
A similar observation as in the 1D case is that the solution to (2.25) stays constant along the characteristic curves governed by
Let E j (t) be the dynamic moving cell bounded by characteristics curves emanating from the edges of Eulerian cell E j at t n+1 and E n+1,n j be the upstream cell as E j (t = t n ), see Figure   3 (a). A 2D generalization of Proposition 2.1 is established in the following. where ψ n+1,n is the solution to the adjoint problem (2.25) at t n with ψ(x, y, t
Similar to the 1D case, the update of u n+1 ∈ V k h depends on proper evaluations of Term I and Term II of eq. (2.26). We again refer to [3] for detailed procedures of evaluating Term I and only summarize main steps below. The computation of Term II consists of two parts: the first part is approximating ∆u by using 2D LDG spatial discretization, and the second part is high order time integration over the dynamic moving cellẼ j (t) along the characteristics.
These two parts share the same spirit with Step 1.2 in Subsection 2.1. Below we outline the main procedures for a 2D problem. Step 2.1: Evaluation of Term I of (2.26). It's worth noting that when the velocity field is space and time dependent, the upstream cell E n+1,n j might not be of quadrilateral shape.
When they are approximated by a quadrilateral or a quadratic-curved (QC) quadrilateral, second or third-order spatial accuracy can be achieved, respectively. Here, as an example, we discuss the formulation with P 1 polynomial spaces.
Step 2.1a: Characteristic tracing. Locate four vertices {v n+1,n q } 4 q=1 of upstream cell E n+1,n j at t n by solving the final value problem
by high order numerical integrators the same way as in the 1D case, and {v q } 4 q=1 with coordinates (x vq , y vq ) are the four vertices of E j .
Step 2.1b: Reconstruction of the test function ψ n+1,n and decomposition of Term I. It is known that ψ(x, y, t) with adjoint problem (2.25) stays constant along characteristics,
We can reconstruct P k (k = 1) polynomial Ψ n+1,n (x, y) to approximate ψ n+1,n by a least square strategy. Let E n+1,n j,l be intersections between the upstream cell E Step 2.1c: Line integral evaluation. To evaluate the area integral˜En+1,n j,l u n Ψ n+1,n (x, y) dx dy, we can introduce two auxiliary functions P (x, y) and Q(x, y) satisfying
Due to the Green's theorem, the area integral can be converted into the line integrals as
where quadrature rules can be directly applied along ∂E n+1,n j,l
. This evaluation procedure is the same as in [11] .
Remark 2.5. Applying quadrilateral approximation to P 2 polynomial spaces will restrict us with the second-order accuracy in a general setting. This motivates us to use QC quadrilateral approximation to the upstream cells for higher order accuracy. There are two additional key steps. First, locate nine upstream points {v n+1,n q } 9 q=1 belonging to the upstream cell E n+1,n j , see Figure 4 (a), by solving (2.27) with final values {v q } 9 q=1 (nine uniformly distributed points at E j ). Second, approximate each side of the upstream cell with a quadratic curve by a parameterization and evaluation of the area integral through the line integrals.
For more details, we refer to [3] . Step 2.2 Evaluation of Term II. Evaluation of Term II in eq. (2.26) can be realized by similar steps as in Step 1.2. First, the LDG approximation to u xx in Step 1.2a can be directly generalized to evaluate ∆u in the 2D setting. p = ∆u is first rewritten into a system of ODEs
Weak formulations of (2.31) can be discretized by an LDG method as in (2.14) to compute p = ∆u from five nearby elements. High order time discretizations of Term II can be fulfilled with DIRK methods on E j (t) in the same fashion as Step 1.2b, by applying DIRK methods to the time differential form of the scheme (2.26)
[ ∆u + g(x, y, t)]ψ dx dy. where A = (a ii,jj ) ∈ R s×s , b ∈ R s , and c ∈ R s . In this paper, we assume that the DIRK method is stiffly accurate, i.e. the last row of the A matrix is the same as the b T vector.
Below we adopt a similar set of notations for the E τ 2 ,τ j and ψ τ 2 ,τ (x, y) as in the 1D case, see (2.19). In particular, E τ 2 ,τ j is the upstream cell at time τ , traced from the Eulerian cell E j at time τ 2 ; and ψ τ 2 ,τ (x, y) is the approximation to the test function ψ satisfying the adjoint problem (2.25) with final value ψ(x, y, τ 2 ) = Ψ(x, y) ∈ V k h .
• In each DIRK stage
Rearranging the terms gives
which is a generalization from the scheme for 1D problems (2.17) and (2.21).
• Since the DIRK method we used is stiffly accurate, u n+1 = u (s) .
Finally, we present the data structure for setting up the 2D SLDG-LDG implementation, which is similar to that in [3] . There are two main classes as specified below. Please see Figure 5 in which the lines in the figure indicate connections between classes.
• Cell-E representing Eulerian cells, e.g. E j in Figure 4 (a). Main variables are -Node-E: {v q } 4 q=1 for P 0 and P 1 ; {v q } 9 q=1 for P 2 as vertices of Eulerian cell.
-SLDG-LDG solution.
• Cell-U representing upstream cells, e.g. E 2. Approximate test function ψ (ii),(jj) by a least-squares strategy as in Step 2.1b.
by SLDG method as in Step 2.1c.
4. Evaluate g(x, y, t (ii) ), Ψ E j by quadrature rules.
end for
Compute u (ii) from eq. (2.33).
Compute ∆u (ii) with LDG method.
end for
-Node-U: {v
for P 2 as vertices of upstream cell.
-Test function: e.g. ψ n+1,n (x, y) approximated by a least-squares procedure and by following characteristics of the adjoint problem, see Step 2.1b.
Node-E: {vq} 4 q=1 for P 0 &P 1 or {vq} 9 q=1 for P 2 .
SLDG-LDG solution: u n ∈ P k (E j ).
• Cell-U:
Test function: ψ (ii),(jj) .
(ii, jj here refer to the indexes in the Algorithm 1). 
Stability analysis
We now briefly discuss the mass conservation and stability properties of the proposed SLDG-LDG schemes when coupled with first order backward Euler method. Stability analysis of our scheme coupling with higher order time discretization will be pursued in the future. 
Proof. This proposition can be easily proved by letting the test function Ψ = 1 in eq. (2.7) and eq. (2.26) for 1D and 2D cases respectively, and then making use of the flux form of the LDG approximation of the diffusion term. 
where · denotes the standard L 2 norm over Ω.
Proof. The SLDG-LDG scheme for the 1D linear problem writes
where Ψ, ϕ ∈ V k h . As a standard technique for proving the stability, we take the test function Ψ = u n+1 and ϕ = q n+1 on I j in eq. (2.35a) and eq. (2.35b), respectively. According to (2.3),
we have
This, together with the weak formulations in eq. (2.14), yields
(2.36a) + · ∆t · (2.36b) and summing up over j give us
where the cancellation is due to the alternating fluxes used, see (2.15) , and the periodicity.
Noting that ∆t q n+1 2 ≥ 0 on the LHS of (2.37), we have
Then, applying the Cauchy-Schwarz inequality to (2.38) together with the identity δ ∆t u n+1 = u n+1 yields
This completes the proof.
Numerical tests
In this section, we present the convergence study in terms of spatial and temporal orders of the proposed SLDG-LDG methods for a collection of 1D and 2D benchmark linear convection-diffusion equations. We assume uniform partition of the computational domain Ω. In principle, the addressed schemes can be extended to general nonuniform meshes. We let ∆t = for 1D and 2D tests respectively, in which the CFL number is to be specified. For the test of spatial accuracy, we choose DIRK4 with Butcher tableau specified in Table 8 in order minimize the time discretization error. Likewise, for temporal accuracy tests, we use SLDG-LDG with piecewise P 2 polynomial space unless otherwise specified.
One-dimensional tests
Example 3.1. ( 1D linear convection-diffusion equation. ) Consider the following 1D convectiondiffusion equation
with exact solution u(x, t) = sin(x−t) exp(− t). Table 2 provides Figure 6 shows the L 1 error of the proposed scheme coupled with DIRK2, DIRK3 and DIRK4 and expected orders can be observed as compared with reference slopes. Note that for this problem there is no error incurred in time for the convection part, since the characteristics are tracked exactly in the proposed SL setting. Table 2 : Spatial order of accuracy for Example 3.1 with CF L = 1.0, = 1 at T = 1.0. 
with u(x, t) = sin(x) exp(− t) and g(x, t) = sin(2x) exp(− t). Expected spatial orders of accuracy are observed in Table 3 . With fixed mesh N = 500 and CFL varying from 0.3 to 12.1, high order temporal convergences are observed in Figure 7 . Table 3 : Spatial order of accuracy for Example 3.2 with CF L = 1.0, = 1 at T = 1.0. 
Two-dimensional tests
with exact solution u(x, y, t) = sin(x + y − 2t) exp(−2 t).
We observe k + 1 spatial orders of accuracy from Table 4 when V k h is employed. The temporal convergence study is summarized in Figure 8 with fixed a mesh of J = 200 2 cells.
The observation is similar to that in the 1D case (Example 3.1). The numerical convergence order is not clear for DIRK4, which can be ascribed in part to the fact that the spatial error dominates the total numerical error .
We numerically solve eq. 
with f (t) = cos(
To test the spatial order of accuracy, the initial condition is set to be Figure   15 . From the 1D cut plot at X = 0, both P 2 SLDG-LDG and P 2 SLDG-LDG-QC schemes perform better than P 1 scheme on mesh of size 50 2 . Table 6 : Spatial order of accuracy for Example 3.5 with CFL = 1.0, = 1.0 at T = 0.1. 
Conclusions
In this paper, we developed a semi-Lagrangian (SL) discontinuous Galerkin (DG) method for solving linear convection-diffusion-reaction equations. For the scheme formulation, the DG solution is evolved along the characteristics to treat the convection part by an efficient SLDG transport method; while the diffusion part is discretized by a local DG method in conjunction with diagonally implicit Runge-Kutta methods along characteristics. The method is high order accurate, mass conservative and is unconditionally stable. In the theoretical aspect, the unconditional L 2 stability was proved for the method coupled with the backward Euler discretization. The planed future work includes the extension to nonlinear problems and the more complete theoretical investigation of the proposed method.
Appendix

Butch tableaus for time discretization methods
In the following Table 7 and Table 8 , we present the third-order DIRK3 and fourth-order DIRK4 respectively. Both tableaus are stiffly accurate. • For (2.14a), chooseq = q + , then q n+1 j+ To sum up, B 1 in (2.18) can be obtained with pre-calculated elements M, C, D, E, F and N .
