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Some rigorous results concerning the uniform metallic ground states of single-band
Hamiltonians in arbitrary dimensions∗
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(Dated: July 29, 2018)
We reproduce and review some of the main results of three of our earlier papers, utilizing in
doing so a considerably more transparent formalism than originally utilized. The most fundamen-
tal result to which we pay especial attention in this paper, is that the exact Fermi surface of the
N-particle uniform metallic ground state of any single-band Hamiltonian, describing fermions inter-
acting through an isotropic two-body potential whose Fourier transform exists, is a subset of the
Fermi surface within the framework of the exact Hartree-Fock theory, in general to be distinguished
from the one corresponding to a single-Slater-determinant approximation of the ground-state wave
function. We also review some of the physical implications of the latter result. Our considerations
reveal that the interacting Fermi surface of a uniform metallic ground state (whether isotropic or
anisotropic) cannot be calculated exactly to order ν, with ν ≥ 2, in the coupling constant λ of
the interaction potential in terms of the self-energy calculated to order ν in a non-self-consistent
fashion. We show this to be interlinked with the failure of the Luttinger-Ward identity, and thus
of the Luttinger theorem, for a self-energy that is not appropriately (e.g., self-consistently) related
to the single-particle Green function from which the Fermi surface is deduced. We further show
that the same mechanism that embodies the Luttinger theorem within the framework of the exact
theory, accounts for a non-trivial dependence of the exact self-energy on λ that cannot be captured
within a non-self-consistent framework. We thus establish that the extant calculations that pur-
portedly prove deformation of the interacting Fermi surface of the N-particle metallic ground state
of the single-band Hubbard Hamiltonian with respect to its Hartree-Fock counterpart at the second
order in the on-site interaction energy U , are fundamentally deficient. In an appendix we show
that the number-density distribution function, to be distinguished from the site-occupation distri-
bution function, corresponding to the N-particle ground state of the Hubbard Hamiltonian is not
non-interacting v-representable, a fact established earlier numerically. This property is of particular
relevance in respect of the zero-temperature formalism of the many-body perturbation theory.
PACS numbers: 71.10.-w, 71.10.Fd, 71.10.Hf, 71.27.+a
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2I. INTRODUCTION
The main purpose of this paper is to present an
overview of some of the salient findings of Refs. [1–3]
that have thus far not received the attention that we be-
lieve they deserve. Here we provide, with the advantage
of hindsight, simplified demonstrations of these findings.
For this purpose, in this paper we explicitly deal with
the single-band Hubbard Hamiltonian [4–6], for which
one has
Ĥ =
∑
k,σ
εk aˆ
†
k;σaˆk;σ+
U
2Ns
∑
σ,σ′
∑
k,p,q
aˆ†k+q;σaˆ
†
p−q;σ′ aˆp;σ′ aˆk;σ.
(1.1)
Where appropriate, we shall indicate the way in which
the results corresponding to this Hamiltonian are ex-
tended and made to correspond to a more general
single-band Hamiltonian that accounts for an arbitrary
isotropic interaction potential, Eq. (A1) [2]. In Eq. (1.1),
εk is the non-interacting energy dispersion, which may or
may not be of the strictly tight-binding form, U the on-
site interaction energy, and Ns the number of the lattice
sites {Rj} on which Ĥ is defined. Since we are interested
in the N -particle metallic ground state (GS) of Ĥ, in the
following Ns will be macroscopically large.
For definiteness, we assume that {Rj} is a Bravais lat-
tice embedded in Rd so that where we do not state other-
wise, the summations over wave vectors, such as those in
Eq. (1.1), are over the d-dimensional first Brillouin zone
(1BZ) corresponding to {Rj}. The operators aˆk;σ and
aˆ†k;σ are canonical annihilation and creation operators in
the Schro¨dinger picture, corresponding to fermions with
spin index σ. They are periodic over the complete wave-
vector space, with the 1BZ the fundamental region of pe-
riodicity. This property is enforced by identifying, for in-
stance, aˆ†k+q;σ with aˆ
†
k+q+K0;σ
, whereK0 is a reciprocal-
lattice vector for which k + q +K0 ∈ 1BZ.
A byproduct of the considerations in this paper is
some new (from the perspective of either Refs. [1–3] or
other earlier relevant publications by others known to us)
insights regarding a number of properties of the exact
self-energy Σσ(k; ε) and the failure of non-self-consistent
many-body perturbation expansions, to arbitrary order ν
in the coupling constant of interaction, to reproduce these
correctly. Of particular interest is our explicit demonstra-
tion of the vital role that satisfaction of the Luttinger
theorem [7–11] plays in correctly, albeit qualitatively, re-
producing the dependence of the exact Σσ(k; ε) on the
coupling constant of interaction in approximate calcula-
tions.
A. Generalities
The N -particle uniform GS of Ĥ for spin- 12 fermions is
characterized by two site-occupation numbers {n↑, n↓},
where
nσ =
Nσ
Ns
, σ ∈ {↑, ↓}, (1.2)
in which Nσ is the total number of particles with spin
index σ in the GS. One has
N =
∑
σ
Nσ, n =
∑
σ
nσ ≡ N
Ns
. (1.3)
With Ns assumed to be macroscopically large, a non-
vanishing n corresponds to a macroscopically large N .
Let |ΨNσ,Nσ¯;0〉 denote the N -particle GS of Ĥ and
ENσ,Nσ¯;0 the corresponding eigenenergy, where σ¯ is the
spin index complementary to σ; for σ =↑ (↓), σ¯ =↓ (↑).
In this paper, the numbers {Nσ, Nσ¯}, and thus {nσ, nσ¯},
are special in that ENσ,Nσ¯;0 is minimal with respect to
variations of Nσ¯, 0 ≤ Nσ¯ ≤ N , in Nσ = N − Nσ¯.
In contrast, in dealing with such eigenstates of Ĥ as
|ΨNσ±1,Nσ¯;0〉, we shall be merely considering the lowest-
lying (N ± 1)-particle eigenstates of Ĥ corresponding to
the {Nσ, Nσ¯} specific to |ΨNσ,Nσ¯;0〉. In general, the exact
(N±1)-particleGSs of Ĥ coincide with |ΨNσ+m,Nσ¯+m′;0〉,
where m + m′ = ±1 [10, §B.1.1]. It should be ev-
ident, however, that the eigenenergies ENσ±1,Nσ¯;0 are
variational upper bounds to the energies EN±1;0 of the
(N ± 1)-particle GSs of Ĥ. Below we shall use EN ;0 and
ENσ,Nσ¯;0 interchangeably, and similarly as regards |ΨN ;0〉
and |ΨNσ,Nσ¯;0〉.
II. ON THE FERMI SURFACE Sf;σ
In this section we introduce two energy dispersions,
ε<k;σ and ε
>
k;σ, which we demonstrate to satisfy
ε<k;σ < µ < ε
>
k;σ, ∀k ∈ 1BZ, (2.1)
where µ is the chemical potential. The locus of the k
points of the 1BZ for which ε<k;σ and ε
>
k;σ are up to a
microscopic deviation of the order of 1/N equal, defines
a (d − 1)-dimensional subset of the 1BZ, which we de-
note by S ′
f;σ and which may in principle be empty. The
inequalities in Eq. (2.1) imply that at any k ∈ S ′
f;σ the
energies ε<k;σ and ε
>
k;σ must be up to errors of the order
of 1/N equal to µ. We demonstrate that not only S ′
f;σ
is equal to the exact Fermi surface Sf;σ of the N -particle
metallic GS of Ĥ, but also it is a subset of Shf
f;σ, the Fermi
surface within the framework of the exact Hartree-Fock
theory. For the cases where S ′
f;σ is a proper subset of
Shf
f;σ, the difference set Shff;σ\S ′f;σ constitutes the pseudo-
gap region [1, §10] of the Fermi surface of the N -particle
metallic GS under consideration [1, 2]. It is interesting
to note that the property Sf;σ = Shff;σ is known to be
exact for the Hubbard model in d = ∞ [12] [13–16], on
account of the constancy of the self-energy in this limit
with respect to variations of k [12, 14].
3A. Preliminaries
Defining
µ−N ;σ
.
= EN ;0 − ENσ−1,Nσ¯;0, (2.2)
µ+N ;σ
.
= ENσ+1,Nσ¯;0 − EN ;0, (2.3)
on account of the Jensen inequality [17]
EN ;0 <
1
2
(EN−1;0 + EN+1;0), (2.4)
one arrives at
EN ;0 <
1
2
(ENσ−1,Nσ¯;0 + ENσ+1,Nσ¯;0)⇔ µ−N ;σ < µ+N ;σ.
(2.5)
The Jensen inequality, signifying the strict convexity of
EN ;0 as a function of N (for the consequence of EN ;0 not
being strictly convex, but merely convex, see Ref. [10, §
B.1]), applies for thermodynamically stable systems [18].
Hence, the last inequality in Eq. (2.5) amounts to an
exact relationship for the system under consideration,
which by assumption is thermodynamically stable [10,
§B.1]. One can more generally show that the chemical
potential at zero temperature, µ, specific to the grand
canonical ensemble of the states spanning the Fock space
of Ĥ, in which the mean value N¯ of the number of parti-
cles is equal to N , satisfies the following inequalities [10,
§B.1]:
µ−N ;σ < µ < µ
+
N ;σ, ∀σ. (2.6)
Since in this paper we are dealing with metallic N -
particle GSs, up to microscopic corrections of the order
of 1/N [10, §B.1] one has
µ = εf = max
σ
µ−N ;σ = minσ
µ+N ;σ, (2.7)
where εf is the Fermi energy corresponding to the N -
particle metallic GS of Ĥ. While deviating from the most
general formulation [10, §B.1], in the following we shall
for simplicity assume that µ∓N ;σ = µ
∓
N ;σ¯. In the following
we shall therefore denote µ∓N ;σ more concisely by µ
∓
N .
With
nσ(k)
.
= 〈ΨN ;0|aˆ†k;σaˆk;σ|ΨN ;0〉, (2.8)
the GS momentum-distribution function corresponding
to particles with spin index σ, for nσ(k) 6= 0 and nσ(k) 6=
1 we introduce the following normalized (N ∓ 1)-particle
states [1]:
|ΦNσ−1,Nσ¯;k〉 .=
1√
nσ(k)
aˆk;σ|ΨN ;0〉, (2.9)
|ΦNσ+1,Nσ¯;k〉 .=
1√
1− nσ(k)
aˆ†k;σ|ΨN ;0〉. (2.10)
With reference to the latter expression, we note that fol-
lowing the anti-commutation relation [aˆk;σ, aˆ
†
k;σ]+ = 1,
one has
〈ΨN ;0|aˆk;σaˆ†k;σ|ΨN ;0〉 ≡ 1− nσ(k). (2.11)
With Pˆ denoting the total-momentum operator [19,
Eq. (7.50)], making use of the property Pˆ |ΨN ;0〉 = 0,
one verifies that {|ΦNσ±1,Nσ¯;k〉} are eigenstates of Pˆ cor-
responding to eigenvalues {±~k}.
Defining (recall that 〈ΦNσ±1,Nσ¯;k|ΦNσ±1,Nσ¯;k〉 = 1 for
all k ∈ 1BZ [20])
E′Nσ±1,Nσ¯;k
.
= 〈ΦNσ±1,Nσ¯;k|Ĥ|ΦNσ±1,Nσ¯;k〉, (2.12)
by the variational principle one has
ENσ±1,Nσ¯;0 ≤ E′Nσ±1,Nσ¯;k, ∀k ∈ 1BZ. (2.13)
Hence, by writing
E′Nσ±1,Nσ¯;k ≡ ENσ±1,Nσ¯;0 + δE±(k), (2.14)
in the light of the inequality in Eq. (2.13) one has
δE±(k) ≥ 0, ∀k ∈ 1BZ. Introducing the single-particle
energy dispersions (cf. Eqs. (2.2) and (2.3))
ε<k;σ
.
= EN ;0 − E′Nσ−1,Nσ¯;k, (2.15)
ε>k;σ
.
= E′Nσ+1,Nσ¯;k − EN ;0, (2.16)
on account of δE±(k) ≥ 0, ∀k ∈ 1BZ, the following in-
equalities apply (see Eqs. (2.1) and (2.6)):
ε<k;σ ≤ µ−N < µ < µ+N ≤ ε>k;σ, ∀k ∈ 1BZ. (2.17)
Making use of the expression for Ĥ in Eq. (1.1), and
of the canonical anti-commutation relations for aˆk;σ and
aˆ†k′;σ′ , one readily obtains that [1, 2]
ε<k;σ = εk + U
β<k;σ
nσ(k)
, ε>k;σ = εk + U
β>k;σ
1− nσ(k) , (2.18)
where
β<k;σ
.
=
1
Ns
∑
σ′
∑
p,q
〈ΨN ;0|aˆ†k;σaˆ†p−q;σ′ aˆp;σ′ aˆk−q;σ|ΨN ;0〉,
(2.19)
β>k;σ
.
=
1
Ns
∑
σ′
∑
p,q
〈ΨN ;0|aˆ†p−q;σ′ aˆp;σ′ aˆk−q;σaˆ†k;σ|ΨN ;0〉
≡ nσ¯ − β<k;σ. (2.20)
B. The surface S ′
f;σ and its relation to the exact
Hartree-Fock Fermi surface Shf
f;σ
Let
S ′
f;σ
.
=
{
k ‖ ε<k;σ = ε>k;σ
}
, (2.21)
4where, in the light of the inequalities in Eq. (2.17), ε<k;σ =
ε>k;σ is meant to signify an equality up to a microscopic
correction of the order of 1/N . It cannot a priori be
ruled out that the set S ′
f;σ may be empty.
From the expressions in Eq. (2.18) and the identity in
Eq. (2.20), one deduces that
ε<k;σ = ε
>
k;σ ⇐⇒ β<k;σ = nσ(k)nσ¯. (2.22)
Combining the equality on the right-hand side (RHS) of
the⇔ in Eq. (2.22) with the first expression in Eq. (2.18),
in view of the results in Eqs. (2.7) and (2.17) one imme-
diately obtains
ε<k;σ = ε
>
k;σ =⇒ εk + Unσ¯ = εf. (2.23)
The ⇒ in Eq. (2.23) and the ⇔ in Eq. (2.22) should be
noted. Thus, whereas β<k;σ = nσ(k)nσ¯ is a necessary and
sufficient condition for ε<k;σ = ε
>
k;σ, εk+Unσ¯ = εf is only
a necessary condition for ε<k;σ = ε
>
k;σ. With reference to
the expression in Eq. (2.24) below, this is underlined by
the right-most exact inequalities in Eq. (2.53) below.
We point out that for the exact Hartree-Fock self-
energy Σhfσ (k) corresponding to the N -particle uniform
GS of Ĥ, one has (see Eq. (A6))
Σhfσ (k) =
1
~
Unσ¯, (2.24)
which is independent of k. Thus, the Unσ¯ on the RHS
of Eq. (2.23) may be replaced by ~Σhfσ (k). Interestingly,
one can demonstrate that in dealing with the N -particle
uniform GS of the Hamiltonian in Eq. (A1) one similarly
has [2]
ε<k;σ = ε
>
k;σ =⇒ εk + ~Σhfσ (k) = εf, (2.25)
whereΣhfσ (k) non-trivially depends on k for non-contact-
type two-particle interaction functions, Eqs. (A3) – (A5).
For the explicit expressions of the ε<k;σ and ε
>
k;σ specific
to the N -particle uniform GS of the Ĥ in Eq. (A1), the
reader is referred to Eq. (6) in Ref. [2]. Although in
the present paper we are explicitly dealing with the N -
particle uniform GS of the Hamiltonian in Eq. (1.1), be-
low we shall often denote Unσ¯ by ~Σ
hf
σ (k) as a reminder
that many of the results to be presented in this paper are
applicable to the N -particle uniform metallic GS of the
more general Hamiltonian in Eq. (A1) [2].
Defining
Shf
f;σ
.
=
{
k ‖ εk + ~Σhfσ (k) = εf
}
, (2.26)
from the expressions in Eqs. (2.21) and (2.25) one imme-
diately observes that
S ′
f;σ ⊆ Shff;σ. (2.27)
That S ′
f;σ is not necessarily identical to Shff;σ, is a direct
consequence of the ⇒ in Eq. (2.25) (or Eq. (2.23)).
We should emphasize that at this stage of the consid-
erations, Shf
f;σ differs from the Hartree-Fock Fermi sur-
face corresponding to particles with spin index σ, by the
fact that the εf in Eq. (2.26) is the exact Fermi energy,
Eq. (2.7), to be in principle distinguished from the Fermi
energy εhf
f
within the framework of the exact Hartree-
Fock theory. The latter energy is obtained by solving the
following equation:
1
Ns
∑
σ
∑
k∈1BZ
Θ(εhf
f
− [εk + ~Σhfσ (k)]) = n. (2.28)
Later, Sec. II F, we shall demonstrate that
εhf
f
= εf. (2.29)
For now we only mention that the exact Σhfσ (k) is an
explicit functional of the exact {nσ(k)‖σ}, Eqs. (A3)
– (A5), to be distinguished from {nhfσ (k)‖σ}, the
GS momentum-distribution functions corresponding to
the single-Slater-determinant approximation of the N -
particle GS of Ĥ (for which one has nhfσ (k) ∈ {0, 1},
∀k, σ), so that violation of the equality in Eq. (2.29)
would amount to an internal inconsistency in the exact
Hartree-Fock theory (a possibility that cannot a priori
be ruled out): in the event of the equality in Eq. (2.29)
failing, on replacing the εhf
f
on the left-hand side (LHS)
of Eq. (2.28) by εf, the equality in Eq. (2.28) would fail
to hold. This failure should be viewed in the light of the
fact that, following the defining expression in Eq. (2.8),
one has ∑
k∈1BZ
nσ(k) = Nσ, ∀σ, (2.30)
where {Nσ, Nσ¯} are the exact partial particle numbers
corresponding to |ΨN ;0〉, Eq. (1.3). We remark that in
general εhf
f
is not equal to its counterpart within the
framework in which the N -particle uniform GS of Ĥ
is approximated by a single Slater determinant, except
when |ΨN ;0〉 and its approximation are paramagnetic, for
which one has nσ = nσ¯ = n/2; following the equality
in Eq. (2.24), in this case the approximate and exact
Hartree-Fock self-energies coincide.
We note in passing that the equality in Eq. (2.28)
amounts to the statement of the Luttinger theorem [7–
11] within the framework where Σhfσ (k) is the total self-
energy. With reference to the expression in Eq. (3.30)
specialized to the case of ν = 1, one observes that in-
deed in this framework the Luttinger-Ward identity [7] is
satisfied.
C. The exact Fermi surface Sf;σ and its relation to
S ′
f;σ
Since µ−ε<k;σ and ε>k;σ−µ are variational single-particle
excitation energies at point k, in view of the inequalities
in Eq. (2.17) it trivially follows that
S ′
f;σ ⊆ Sf;σ, (2.31)
5where Sf;σ denotes the exact Fermi surface specific to
particles with spin index σ of the metallic N -particle GS
under consideration. For clarity, Sf;σ is by definition the
locus of the points of the 1BZ at which the single-particle
excitation energies, as measured from µ, are microscopi-
cally small, of the order of 1/N . With Σσ(k; ε) denoting
the energy-momentum representation of the exact proper
self-energy operator pertaining to the GS under consid-
eration, the exact Fermi surface Sf;σ is mathematically
defined according to (cf. Eq. (2.71))
Sf;σ .=
{
k ‖ εk + ~Σσ(k; εf) = εf
}
. (2.32)
We note that Σσ(k; εf) ∈ R for all k ∈ 1BZ [10, §2.1.2].
By the Luttinger theorem [7–11], for the N -particle
uniform GS under investigation one has (cf. Eqs. (2.28),
(2.75) and (2.76))
1
Ns
∑
σ
∑
k∈1BZ
Θ(εf − [εk + ~Σhfσ (k) + ~Sσ(k)]) = n,
(2.33)
where we have used the decomposition [2]
Σσ(k; εf) ≡ Σhfσ (k) +Σ′σ(k; εf) ≡ Σhfσ (k) + Sσ(k),
(2.34)
in which, by the Kramers-Kro¨nig relationship, [2]
Sσ(k) =
1
π
∫ ∞
0
dε
ε
Im[Σσ(k; εf + ε) +Σσ(k; εf − ε)].
(2.35)
Since Im[Σσ(k; ε)] ≥ 0 for ε < εf and Im[Σσ(k; ε)] ≤ 0
for ε > εf, ∀k [10, §2.1.2], one observes that Sσ(k) is
comprised of two competing contributions, so that the
possibility of Sσ(k) = 0 for some k cannot a priori be
ruled out. In fact, in the light of the decomposition in
Eq. (2.34) and the expressions in Eqs. (2.26) and (2.32),
the fundamental relationship in Eq. (2.41) below implies
that
Sσ(k) = 0, ∀k ∈ Sf;σ. (2.36)
Thus, following the expressions leading to the result in
Eq. (2.36), one can write
Sf;σ = Shff;σ ∩
{
k ‖Sσ(k) = 0
}
, (2.37)
and consequently
Shf
f;σ\Sf;σ = Shff;σ ∩
{
k ‖Sσ(k) 6= 0
}
. (2.38)
With reference to the remarks in the opening paragraph
of Sec. II, the set in Eq. (2.38), if non-empty, amounts to
the pseudogap region [1, §10] of the Fermi surface of the
N -particle uniform GS of Ĥ [1, 2]. We note in passing
that following the result in Eq. (2.36), the vector∇Sσ(k),
when it exists, stands normal to Sf;σ for all k ∈ Sf;σ [2].
The result in Eq. (2.36) gains additional significance by
comparing the expressions in Eqs. (2.28) and (2.33), tak-
ing into account the equality in Eq. (2.29). For instance,
one observes that the combination of Sσ(k) ≤ 0 for k in-
side and Sσ(k) > 0 for k outside the Hartree-Fock Fermi
sea, amounts to a sufficient condition for the validity of
the Luttinger theorem [7–11] for the N -particle uniform
metallic GS of Ĥ.
For illustration, by considering the data for
Im[Σ˜σ(k; ε + i0
+)] in Figs. 1(b) and 1(c) of Ref. [21],
taking into account the expressions in Eqs. (2.5),
(2.14), (B.55) and (B.59) of Ref. [10], and the fact
that in these figures εf is the origin of the energy
axis, one can readily convince oneself that for at least
the calculations reported in Ref. [21] the function
Sσ(k) behaves as described above. Explicitly, noting
that the results displayed in Figs. 1(b) and 1(c) of
Ref. [21] correspond to the non-interacting energy
dispersion εk = −2t(cos(kx) + cos(ky)) with t = 1,
and the band-filling n = 0.97, it is evident that for
instance k ≡ (kx, ky) = (3π/4, 3π/4) is located outside
the underlying Fermi sea. Because of the long tail
of the Im[Σ˜σ(k; ε + i0
+)] corresponding to this k for
negative values of ε, it is evident that the function
Im[Σσ(k; εf − ε)] dominates the value of the Sσ(k) in
Eq. (2.35), resulting in Sσ(k) > 0. In contrast, with
k = (π/4, π/4) being located inside the underlying Fermi
sea, by the same reasoning as above, from the long tail
of the Im[Σ˜σ(k; ε + i0
+)] corresponding to this k for
positive values of ε, it follows that Sσ(k) < 0. From the
data corresponding to k = (0, 0) one arrives at a similar
conclusion, that Sσ(k) < 0, and further that −Sσ(k)
is larger at k = (0, 0) than at k = (π/4, π/4). For the
k points close to the underlying Fermi surface, such as
k = (π, 0), one clearly observes that Im[Σ˜σ(k; ε + i0
+)]
is nearly symmetrical with respect to the origin (insofar
as Im[Σσ(k; ε)] is concerned, Eq. (A8), nearly anti-
symmetrical with respect to ε = εf), in conformity with
the result in Eq. (2.36).
We now proceed by demonstrating that
Sf;σ ⊆ S ′f;σ, (2.39)
which in conjunction with the relationship in Eq. (2.31)
results in
S ′
f;σ = Sf;σ. (2.40)
On the basis of this and the exact relationship in
Eq. (2.27), one arrives at the fundamental relationship
[1, 2] (cf. Eq. (2.37))
Sf;σ ⊆ Shff;σ. (2.41)
For demonstrating the validity of the relationship in
Eq. (2.39), we consider the annihilation operator aˆk;σ in
the Heisenberg picture, which we denote by aˆhk;σ(t). From
the Heisenberg equation of motion [19, Eq. (6.29)],
i~
∂
∂t
aˆhk;σ(t) =
[
aˆhk;σ(t), Ĥ
]
−
, (2.42)
6one readily obtains that the function β<k;σ, defined in
Eq. (2.19), can be expressed as follows [2]:
β<k;σ =
1
U
{
~
∂
∂t
Gσ(k; t− t′)
∣∣∣∣
t′=t+0+
− εk nσ(k)
}
, (2.43)
where Gσ(k; t − t′) is the single-particle Green function
corresponding to particles with spin index σ, defined ac-
cording to [19, Eq. (7.46)]
Gσ(k; t−t′) .= −i〈ΨN ;0|T {aˆhk;σ(t)aˆh†k;σ(t′)}|ΨN ;0〉, (2.44)
where T is the fermion time-ordering operator. One read-
ily verifies that [2]
~
∂
∂t
Gσ(k; t− t′)
∣∣∣∣
t′=t+0+
=
1
~
∫ ∞
−∞
dε
2πi
eiε0
+/~ εGσ(k; ε)
≡ 1
~
∫ µ
−∞
dε εAσ(k; ε), (2.45)
where Gσ(k; ε), to be encountered in Eq. (2.71) below, is
the time-Fourier transform of Gσ(k; t), and Aσ(k; ε) the
single-particle spectral function, defined according to
Aσ(k; ε)
.
= ∓ 1
π
Im[G˜σ(k; ε± i0+)]. (2.46)
Here G˜σ(k; z), z ∈ C, is the single-particle Green func-
tion in terms of which the ‘physical’ Green function
Gσ(k; ε), ε ∈ R, is defined according to the prescription
in Eq. (A8).
One has the following exact sum rules [1, 2, 10]:
1
~
∫ ∞
−∞
dεAσ(k; ε) = 1, (2.47)
1
~
∫ ∞
−∞
dε εAσ(k; ε) = εk + ~Σ
hf
σ (k). (2.48)
For the latter sum rule, see Eq. (50) in Ref. [1]; not-
ing that the expression on the LHS of Eq. (2.48) is the
function Gσ;∞2 (k) [10, Eq. (B.68)], with reference to
Eq. (B.72) in Ref. [10], see Eq. (73) in Ref. [22]; also
compare the expressions in Eqs. (162) and (173) of the
latter reference.
Further, the GS momentum-distribution function, de-
fined in Eq. (2.8), can be expressed as follows (cf.
Eq. (A7)):
nσ(k) =
1
~
∫ µ
−∞
dεAσ(k; ε). (2.49)
The exact result in Eq. (2.30), which follows from the
defining expression in Eq. (2.8), is seen to hold on em-
ploying the expression on the RHS of Eq. (2.49), provided
that the µ in this expression satisfies the inequalities in
Eq. (2.6). Combining the result in Eq. (2.49) with that
in Eq. (2.47), one deduces that (cf. Eq. (2.11))
1
~
∫ ∞
µ
dεAσ(k; ε) = 1− nσ(k). (2.50)
On the basis of the above observations, the expressions
in Eq. (2.18) can be written as follows:
ε<k;σ =
1
~
∫ µ
−∞ dε εAσ(k; ε)
1
~
∫ µ
−∞ dεAσ(k; ε)
, ε>k;σ =
1
~
∫∞
µ dε εAσ(k; ε)
1
~
∫∞
µ dεAσ(k; ε)
.
(2.51)
From these expressions and those in Eqs. (2.48), (2.49)
and (2.50), one deduces the following identity [1, 2]:
nσ(k) ε
<
k;σ +
(
1− nσ(k)
)
ε>k;σ = εk+ ~Σ
hf
σ (k), ∀k ∈ 1BZ.
(2.52)
On account of the exact property ε<k;σ ≤ ε>k;σ (as regards
the equality, up to a correction of the order of 1/N),
Eq. (2.17), from the above identity one infers that
0 ≤ nσ(k) ≤ 1 ⇐⇒ ε<k;σ ≤ εk+~Σhfσ (k) ≤ ε>k;σ. (2.53)
The inequalities on the LHS of the ⇔ being true for all
k ∈ 1BZ, it follows that the inequalities on the RHS of
the ⇔ must also be true for all k ∈ 1BZ. In this light, it
is to be noted that the inequalities on the RHS of the ⇔
are in full conformity with the result in Eq. (2.27) (see
also Eq. (2.25)). Evidently, the right-most inequalities in
Eq. (2.53) do not rule out the possibility that S ′
f;σ may
indeed be a proper subset of Shf
f;σ.
Below we demonstrate the validity of the expression
in Eq. (2.39). In doing so, we consider Fermi-liquid and
non-Fermi-liquid metallic GSs separately. In the follow-
ing we consider an arbitrary k ∈ Sf;σ, which we denote
by kf;σ. As elsewhere in this paper, below by k
−
f;σ and
k+
f;σ we signify radial vectors whose end points are dis-
placed infinitesimally from the end point of kf;σ, with the
endpoint of k−
f;σ located inside and that of k
+
f;σ outside
the underlying Fermi sea.
1. Fermi liquids
Here we assume that the N -particle uniform metallic
GS under consideration is a Fermi liquid (not necessarily
a conventional one [1, §11.2.2] [23]), for which one has [3]
Aσ(k
−
f;σ; ε)−Aσ(k+f;σ; ε) = ~Zkf;σ
{
δ(ε−µ−N)−δ(ε−µ+N )
}
,
(2.54)
where Zkf;σ > 0 is the Landau quasi-particle weight Zk at
k = kf;σ. The equality in Eq. (2.54) follows on account
of ‖k−
f;σ − k+f;σ‖ being infinitesimally small, whereby the
incoherent parts of Aσ(k
∓
f;σ; ε) do not contribute to the
difference on the LHS of Eq. (2.54). Further, the equality
of the quasi-particle weight at ε = µ−N with that at ε =
µ+N is dictated by the exact sum rule in Eq. (2.47), which
applies for all k ∈ 1BZ.
Following the inequalities in Eq. (2.17), one immedi-
ately observes that for Zkf;σ > 0 the numerators and the
denominators of the expressions in Eq. (2.51) are finitely
discontinuous at k = kf;σ. In this connection, with ref-
erence to the expression in Eq. (2.49) and the inner in-
equalities in Eq. (2.17), from the expression in Eq. (2.54)
7one obtains that
nσ(k
−
f;σ)− nσ(k+f;σ) = Zkf;σ , (2.55)
which is the celebrated Migdal theorem [24].
In view of the above observations, we consider the fol-
lowing function:
h(k)
.
=
f(k)
g(k)
. (2.56)
We assume that while f(k) and g(k) are both finitely
discontinuous at k = k0, h(k) is continuous at k = k0.
With f(k−0 ) − f(k+0 ) = ∆f 6= 0 and g(k−0 ) − g(k+0 ) =
∆g 6= 0, where k±0 .= k0 ± 0+, from h(k−0 ) = h(k+0 ) one
trivially obtains that [3, §3.3]
h(k0) =
∆f
∆g
. (2.57)
Following this result, by assuming that ε<k;σ and ε
>
k;σ are
continuous at k = kf;σ ∈ Sf;σ, from the expressions in
Eq. (2.51) one deduces that
ε<kf;σ;σ =
Zkf;σµ
−
N
Zkf;σ
≡ µ−N , ε>kf;σ;σ =
−Zkf;σµ+N
−Zkf;σ
≡ µ+N .
(2.58)
Since for metallic GSs, µ+N − µ−N is infinitesimally small,
of the order of 1/N [10, §B.1.1], Eq. (2.7), the results in
Eq. (2.58) establish that kf;σ ∈ S ′f;σ, Eq. (2.21). Thus,
under the assumption that the functions ε<k;σ and ε
>
k;σ
are continuous for all k ∈ Sf;σ, we have established the
validity of the relationship in Eq. (2.39), and thereby of
those in Eqs. (2.40) and (2.41), in the case of Fermi-
liquid metallic states. For the validity of the assumption
of continuity of ε<k;σ and ε
>
k;σ at k = kf;σ ∈ Sf;σ, the
reader is referred to Sec. II D.
2. Non-Fermi liquids
Although we have deduced the results in Eq. (2.58)
by assuming that Zkf;σ > 0, these results are clearly
independent of the actual value of Zkf;σ . We therefore
posit that the results in Eq. (2.58) are equally valid for
non-Fermi liquid metallic GSs, for which Zkf;σ = 0; the
essence of the present postulate is rooted in the fact
that for metallic GSs, nσ(k) is singular on Sf;σ. This
is exemplified by the N -particle metallic GS of the one-
dimensional Tomonaga-Luttinger model [25], for which
one has (partly in the prevailing notation of the present
paper) Z±kf;σ = 0 (cf. Eq. (4.16)) [25, 26], and further
Σhf(k) ≡ 0 [25, 26][27]. For this GS, the set of interact-
ing Fermi wave numbers {−kf;σ,+kf;σ} ≡ Sf;σ coincides
with its non-interacting counterpart {−k(0)f;σ,+k(0)f;σ} ≡
S(0)f;σ [26], which, in view of the property Σhfσ (k) ≡ 0,
can be trivially expressed as {−khf
f;σ,+k
hf
f;σ} ≡ Shff;σ. The
use here of the notation Shf
f;σ is justified, since for the GS
under consideration the Luttinger theorem applies [28],
directly leading to the result in Eq. (2.29), Sec. II F. In
this connection, as can be observed from Eqs. (6) and
(7) in Ref. [28], εhf
f
≡ ε(0)f = 0 = εf. With the equality
Sf;σ = Shff;σ, Eq. (2.41), having been shown to apply in
the case at hand, on the basis of the fact that the rela-
tionship in Eq. (2.31) is trivially valid, the truth of the
relationship in Eq. (2.39) follows. Consequently, the ex-
pressions in Eq. (2.58) apply for the N -particle metallic
GS of the one-dimensional Tomonaga-Luttinger model,
even though for this GS Z±kf;σ = 0. Thus, and impor-
tantly, for this GS the corresponding ε<k;σ and ε
>
k;σ are
indeed continuous at k = kf;σ ∈ Sf;σ, Sec. II D.
As we have shown in Refs. [1, 2] (see in particular
Sec. 11 in Ref. [1]), the distinction between Fermi-liquid
and non-Fermi-liquid metallic GSs is manifested in the
specific way in which εf − ε<k;σ and ε>k;σ − εf approach
zero for k → kf;σ ∈ Sf;σ, Sec. IV. For instance, for these
functions vanishing to leading order like ‖k−kf;σ‖γ , with
0 < γ < 1, one explicitly demonstrates that Zkf;σ = 0.
Sec. IVA.
D. On the continuity of ε<
k;σ and ε
>
k;σ on Sf;σ
We first note that the N -particle uniform GS under
consideration being metallic by assumption, it is com-
pressible. Consequently, there is no a priori reason why
over Sf;σ, the set of k points at which the deviations of
the exact single-particle excitation energies from εf are
of the order of 1/N , the variational single-particle ex-
citation energies ε<k;σ and ε
>
k;σ should be discontinuous.
In this connection, it is to be noted that the variational
(N∓1)-particle states introduced in Eqs. (2.9) and (2.10)
are eigenstates of the total-momentum operator Pˆ , corre-
sponding to continuous eigenvalues for continuous vari-
ations of k (see the remark in the paragraph following
Eq. (2.11) above).
We proceed by first considering the non-interacting
(NI) N -particle GS |Ψ (0)N ;0〉, approximating the exact N -
particle GS |ΨN ;0〉 in the weak-coupling region. We de-
note the Fermi surface and the momentum-distribution
function corresponding to |Ψ (0)N ;0〉 by respectively S(0)f;σ and
n
(0)
σ (k). Since n
(0)
σ (k) is equal to 1 for k inside the NI
Fermi sea, and equal to 0 for k outside, the state in
Eq. (2.9) is not defined in the latter region, and simi-
larly the state in Eq. (2.10) is not defined in the former
region. Consequently, in the present approximation ε<k;σ
and ε>k;σ are defined only inside and outside the NI Fermi
sea, respectively. In fact, for
ε
(0)
k;σ
.
=


ε<k;σ, k inside the NI Fermi sea,
ε>k;σ, k outside the NI Fermi sea,
(2.59)
in the framework of the present approximation one has
8[1, 2]
ε
(0)
k;σ ≡ εk + ~Σhfσ;0(k), (2.60)
where the ‘non-interacting’ Hartree-Fock self-energy
Σhfσ;0(k) is to be distinguished from the exact Σ
hf
σ (k);
with reference to Eqs. (A3) – (A5), Σhfσ;0(k) is defined
in terms of n
(0)
σ (k). In the case of the N -particle uni-
form GS of the Hubbard Hamiltonian, for which Σhfσ (k)
is determined by nσ¯, Eq. (2.24), Σ
hf
σ;0(k) coincides with
Σhfσ (k) for n
(0)
σ¯ coinciding with nσ¯, ∀σ¯. It should be re-
called that since |Ψ (0)N ;0〉 is an N -particle state, one has∑
σ n
(0)
σ =
∑
σ nσ = n, Eq. (1.3).
Evidently, ε
(0)
k;σ varies continuously for k passing con-
tinuously through S(0)f;σ. This is particularly obvious in
the case of the Hubbard Hamiltonian, for which Σhfσ;0(k)
is independent of k. Thus, in the ‘non-interacting’ limit
one has ε<
k
−
f;σ;σ
= ε>
k
+
f;σ;σ
for kf;σ ∈ S(0)f;σ, even though
n
(0)
σ (k) is discontinuous at k = kf;σ; the origin of the
continuity ε<
k
−
f;σ;σ
= ε>
k
+
f;σ;σ
is rooted in the right-most
equality in Eq. (2.22), which applies also in the ‘non-
interacting’ limit.
The continuity of the type ε<
k
−
f;σ ;σ
= ε>
k
+
f;σ ;σ
, for kf;σ ∈
Sf;σ, which in the previous paragraph we showed to be
valid in the most singular case of the ‘non-interacting’
limit (in the light of n
(0)
σ (k) undergoing the largest possi-
ble amount of discontinuity at the points of S(0)f;σ), is suffi-
cient for demonstrating that ε<k;σ and ε
>
k;σ are continuous
functions of k at k = kf;σ ∈ Sf;σ. This follows from the
fact that since ε<k;σ ≤ µ−N and ε>k;σ ≥ µ+N , Eq. (2.17), the
equality ε<
k
−
f;σ;σ
= ε>
k
+
f;σ;σ
implies each of these quantities
to be, up to a correction of the order of 1/N , equal to
εf, Eq. (2.7). Thus, for ε
<
k;σ and ε
>
k;σ to be discontinu-
ous at k = kf;σ, one must have ε
<
k
+
f;σ ;σ
= εf − ∆<σ and
ε>
k
−
f;σ;σ
= εf+∆
>
σ , where ∆
<
σ , ∆
>
σ > 0. On account of the
continuity of Σhfσ (k) for k in a neighbourhood of Sf;σ,
and of the identity in Eq. (2.52), one must thus have
nσ(k
+
f;σ)∆
<
σ +
(
1− nσ(k−f;σ)
)
∆>σ = 0. (2.61)
It follows that unless nσ(k
+
f;σ) = 0, one cannot have
∆<σ 6= 0, and unless nσ(k−f;σ) = 1, one cannot have
∆>σ 6= 0. Since from the outset we have excluded from
consideration those k ∈ 1BZ for which nσ(k) = 0 and
nσ(k) = 1 [20], it follows that within the framework of our
formalism, ε<
k
−
f;σ;σ
= ε>
k
+
f;σ;σ
implies continuity of ε<k;σ and
ε>k;σ at k = kf;σ, whereby the expressions in Eq. (2.58)
are shown to be valid.
The question arises as to the consequences of the non-
analyticity of nσ(k) at k ∈ Sf;σ [1] for ε<k;σ and ε>k;σ. One
can trivially demonstrate that non-analyticity of nσ(k)
(finite discontinuity in the case of Fermi liquids) leads
to cusps in the latter energy dispersions at the points of
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FIG. 1. (Colour) Schematic representations of the three en-
ergy dispersions ε<
k;σ, ε
>
k;σ and ε
hf
k;σ
.
= εk + ~Σ
hf
σ (k) (in arbi-
trary units) specific to the metallic GS of a one-dimensional
lattice model, with lattice constant a = 1. Here εf is cho-
sen as the origin of energy, and further ±kf;σ/pi ≈ ±0.447
(the GS is less than half-filled). One notes cusps in ε<
k;σ and
ε>
k;σ at k ∈ {−kf;σ,+kf;σ} ≡ Sf;σ. Similar cusps are seen
in the single-particle energy dispersions calculated with the
aid of a variational quantum Monte-Carlo method by Yunoki
et al. [29] for a t-J model on a square lattice (see Fig. 1 in
Ref. [29]). Since by the Luttinger theorem ‖kf;σ‖/pi = nσ (cf.
Eq. (2.33)), with reference to Eq. (2.28) from the depicted
behaviour of εhfk;σ one observes that indeed the equality in
Eq. (2.29) is satisfied. Note that the energy dispersions dis-
played here satisfy the inequalities in Eq. (2.53). Further,
with reference to the expression in Eq. (2.62), the weights of
the spectral peaks in Aσ(k; ε) at ε = ε<k;σ and ε = ε>k;σ are
determined by respectively nσ(k) and 1 − nσ(k). This clar-
ifies the reason underlying ε<
k;σ and ε
>
k;σ collapsing into the
single-branch energy dispersion ε
(0)
k;σ, Eq. (2.60), in the non-
interacting limit. The present diagram may be compared with
the more schematic diagram in Fig. 3 of Ref. [1].
Sf;σ [1], Fig. 1. This follows from (i) the inequalities in
Eq. (2.17), (ii) the equality ε<k;σ = ε
>
k;σ, up to a deviation
of the order of 1/N , for k ∈ Sf;σ ⊆ Shff;σ, and (iii) the
fact that, following the expressions in Eq. (2.18), both
ε<k;σ and ε
>
k;σ contain the contribution εk, which, barring
a possible subset of measure zero of the k space, is a
monotonically increasing function of k for k transposed
through Sf;σ from the interior to the exterior of the un-
derlying Fermi sea. In the light of these observations, one
readily verifies that the only way for the inequalities in
Eq. (2.17) to remain satisfied for k in finite neighbour-
hoods of the points of Sf;σ, is that ε<k;σ and ε>k;σ be cusped
at all k ∈ Sf;σ. Detailed analysis [1, 2] shows that the
distinction between a variety of metallic GSs, whether of
the Fermi-liquid type or otherwise, is reflected in the na-
ture of the cusps in ε<k;σ and ε
>
k;σ at the points of Sf;σ.
We shall briefly explore this aspect in Sec. IV. For now,
we draw the attention of the reader to the expressions
in Eqs. (4.3), (4.4), (4.21), (4.22), (4.23), (4.25) and the
inequalities in Eqs. (4.27) and (4.28). In particular, the
strict inequalities in Eq. (4.28) unmistakably signify that
9the underlying ε<k;σ and ε
>
k;σ are indeed cusped at all
k ∈ Sf;σ.
E. Some salient properties of ε<
k;σ and ε
>
k;σ
Consider the following single-particle spectral function:
Aσ(k; ε) .= ~
{
nσ(k)δ(ε− ε<k;σ)+
(
1−nσ(k)
)
δ(ε− ε>k;σ)
}
.
(2.62)
Clearly, this function satisfies the exact sum rule in
Eq. (2.47). On account of the inequalities in Eq. (2.17),
one trivially verifies that in addition the equalities in
Eqs. (2.49) and (2.50) remain valid on substituting
Aσ(k; ε) for the Aσ(k; ε) in these equations. Similarly
as regards the sum rule in Eq. (2.48), this on account of
the identity in Eq. (2.52).
For the energy EN ;0 of the N -particle uniform GS un-
der consideration, one has the following exact expression
due to Galitskii and Migdal [30] [19, Eq. (7.27)]:
EN ;0 =
1
2~
∑
k,σ
∫ µ
−∞
dε (εk + ε)Aσ(k; ε). (2.63)
Defining
EN ;0 .= 1
2~
∑
k,σ
∫ µ
−∞
dε (εk + ε)Aσ(k; ε), (2.64)
following the inequalities in Eq. (2.17) one obtains
EN ;0 = 1
2
∑
k,σ
{
εk + ε
<
k;σ
}
nσ(k). (2.65)
In view of the expressions for ε<k;σ and nσ(k) in
Eqs. (2.51) and (2.49), the RHS of Eq. (2.65) is seen
to be identical to that of Eq. (2.63). Thus [1, 2]
EN ;0 = EN ;0. (2.66)
This general result, whose validity is not restricted to the
GS energy of the Hubbard Hamiltonian [2], is in the case
of the Hubbard Hamiltonian directly deduced through
substituting the ε<k;σ on the RHS of Eq. (2.65) by the ex-
pression for ε<k;σ in Eq. (2.18); with reference to Eqs. (1.1)
and (2.8), and on account of 〈ΨN ;0|ΨN ;0〉 = 1, one obtains
EN ;0 = 〈ΨN ;0|Ĥ|ΨN ;0〉 ≡ EN ;0. (2.67)
For the single-particle Green function G˜σ(k; z), z ∈ C,
one has the exact spectral representation [10, §B.2]
G˜σ(k; z) =
∫ ∞
−∞
dε′
Aσ(k; ε
′)
z − ε′ (2.68)
in terms of which the physical Green function Gσ(k; ε),
ε ∈ R, is determined according to the prescription in
Eq. (A8). In analogy, we define
G˜σ(k; z) .=
∫ ∞
−∞
dε′
Aσ(k; ε′)
z − ε′ , (2.69)
which is related to the ‘physical’ Green function Gσ(k; ε),
ε ∈ R, according to a prescription similar to that in
Eq. (A8). Making use of the expression in Eq. (2.62),
one obtains
G˜σ(k; z) = ~
{
nσ(k)
z − ε<k;σ
+
1− nσ(k)
z − ε>k;σ
}
. (2.70)
In Ref. [1] we have called this function a “fictitious
single-particle Green function” (see Eqs. (34) and (46)
in Ref. [1]). Note that G˜σ(k; z) shares the property
G˜σ(k; z) ∼ ~/z for |z| → ∞, ∀k ∈ 1BZ, with the ex-
act G˜σ(k; z) [10, §B.3], which is a direct consequence of
Aσ(k; ε) satisfying the exact sum rule in Eq. (2.47) for
all k ∈ 1BZ.
By the Dyson equation [19], for the Fermi surface Sf;σ
as defined in Eq. (2.32) one has [1, Eq. (23)]
Sf;σ =
{
k ‖G−1σ (k; εf) = 0
}
. (2.71)
By defining, in analogy,
S ′′
f;σ
.
=
{
k ‖ G−1σ (k; εf) = 0
}
, (2.72)
from the expression in Eq. (2.70) one obtains
S ′′
f;σ =
{
k ‖ ε<k;σ = εf
} ∪ {k ‖ ε>k;σ = εf}. (2.73)
On replacing the ∪ on the RHS of this expression by ∩,
one recovers the set S ′
f;σ as defined in Eq. (2.21) (re-
call the equalities in Eq. (2.7) and the inequalities in
Eq. (2.17)). On account of the relationshipA∩B ⊆ A∪B,
it follows that S ′
f;σ ⊆ S ′′f;σ. Since by the same trivial rea-
soning as leading to the relationship in Eq. (2.31) one has
S ′′
f;σ ⊆ Sf;σ, in the light of the result in Eq. (2.40) one
arrives at the conclusion that
S ′′
f;σ = S ′f;σ. (2.74)
For both metallic and insulating uniform GSs, one
defines the Luttinger number Nl;σ according to [10,
Eq. (2.21)] [7–9, 11]
Nl;σ
.
=
∑
k
Θ
(
Gσ(k;µ)
) ≡∑
k
Θ
(
G−1σ (k;µ)
)
, (2.75)
where Θ(x) is the unit-step function and µ the zero-
temperature limit of the chemical potential µβ , where
β
.
= 1/(kbT ), satisfying the equation of state correspond-
ing to the grand-canonical ensemble of the system under
consideration whose mean value of particles N¯ is equal
to N [10, §2.3]. The Luttinger theorem states that (cf.
Eq. (2.33)) [10, Eq. (2.22)] [7–9, 11]
Nl;σ = Nσ, ∀σ. (2.76)
In analogy with the expression in Eq. (2.75), we define
[1, Eq. (35)]
Nl;σ .=
∑
k
Θ
(Gσ(k;µ)). (2.77)
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From the identities in Eq. (45) of Ref. [1] it follows that
Nl;σ = Nσ, ∀σ. (2.78)
For clarity, the identities in Eq. (45) of Ref. [1] follow from
the fact that the set of k points for which Gσ(k;µ) > 0,
i.e. the set comprising the Fermi sea of the underlying
uniform interacting metallic GS, is exactly the same set
for which Gσ(k;µ) > 0. This observation follows from
the exact Lehmann-type representation of G˜σ(k; z) in
Eq. (33) of Ref. [1] with which the expression in Eq. (2.70)
is exactly equivalent, this on account of the expressions
in Eqs. (34) and (46) of Ref. [1].
From the expression in Eq. (2.70) one readily obtains
that
Gσ(k;µ) ≥ 0 ⇐⇒ nσ(k)ε>k;σ +
(
1− nσ(k)
)
ε<k;σ ≥ µ
⇐⇒ nσ(k) ≥
µ− ε<k;σ
ε>k;σ − ε<k;σ
. (2.79)
With FSσ (Fermi or Luttinger sea [10, §2]) denoting the
interior of Sf;σ, and FSσ its complementary part with
respect to the underlying 1BZ [1, Eqs. (18) and (22)],
from the remark following Eq. (2.78) it follows that
nσ(k) ≷
µ− ε<k;σ
ε>k;σ − ε<k;σ
for k ∈


FSσ,
FSσ.
(2.80)
These inequalities amount to strict bounds on the range
of variation of nσ(k) for k over the entire 1BZ. For illus-
tration, consider a not too strongly-correlated GS. Since
for this GS nσ(k) is close to 1 for k deep inside the FSσ,
the upper inequality in Eq. (2.80) implies that for this k
the energy ε>k;σ must be far closer to µ than ε
<
k;σ is to
µ. Similarly, since for the same GS nσ(k) is relatively
small for k deep inside the FSσ, the lower inequality in
Eq. (2.80) implies that for this k the energy ε<
k;σ must
be far closer to µ than ε>k;σ is to µ. It is interesting to
note that the right-most inequalities in Eq. (2.53) pro-
vide strict upper and lowers bounds for respectively ε<k;σ
inside the FSσ and ε
>
k;σ inside the FSσ. See Fig. 1.
Although the considerations in this paper are strictly
confined to uniform metallic GSs, one can readily verify
that of the results in this paper that have no bearing on
Sf;σ and εf, none is undermined by assuming the under-
lying uniform GSs to be insulating; it is on account of
this consideration that in our above discussions concern-
ing the Luttinger theorem, we have avoided use of εf and
used µ instead (for µ, see the remark following Eq. (2.75)
above). Thus, by defining the Luttinger surface Sl;σ as
(for a more encompassing definition, see Ref. [10, §2.4])
Sl;σ .=
{
k ‖Gσ(k;µ) = 0
}
, (2.81)
it remains to be established whether (cf. Eq. (2.40))
S ′
l;σ = Sl;σ, (2.82)
where
S ′
l;σ
.
=
{
k ‖ Gσ(k;µ) = 0
}
. (2.83)
With reference to the second inequality in Eq. (2.79), one
has
S ′
l;σ =
{
k ‖ nσ(k) ε>k;σ +
(
1− nσ(k)
)
ε<k;σ = µ
}
. (2.84)
Note the distinction between the expression to the left of
the µ in Eq. (2.84) and that on the LHS of the identity in
Eq. (2.52). Since for insulating GSs nσ(k) is continuous
at k ∈ Sl;σ (more generally, it is for any finite number of
times differentiable with respect to k at this k), in the
event of the equality in Eq. (2.82) being valid, one has
the following well-defined expression (cf. Eq. (2.79)):
nσ(k) =
µ− ε<k;σ
ε>k;σ − ε<k;σ
for k ∈ Sl;σ. (2.85)
This result is by construction valid for all k ∈ S ′
l;σ.
F. Concerning εhf
f
= εf
The result in Eq. (2.29) is a consequence of two facts.
First, the validity of the relationship in Eq. (2.41) and,
second, the validity of the Luttinger theorem [7–11],
whereby the number of the points comprising the under-
lying Fermi sea for interacting spin-σ particles is equal
to Nσ, Eq. (2.76) and Fig. 1. We point out that nei-
ther the relationship in Eq. (2.41) (unless Sf;σ = Shff;σ),
nor the inequalities on the RHS the ⇔ in Eq. (2.53) (in
conjunction with the inequalities in Eq. (2.17)) preclude
the possibility of εhfk;σ
.
= εk + ~Σ
hf
σ (k) exceeding (falling
short of) µ for k inside (outside) the Fermi sea of the
interacting spin-σ particles, however this possibility is a
priori ruled out in the case of the N -particle uniform GS
of the Hubbard Hamiltonian, for which Σhfσ (k) is a con-
stant, independent of k, Eq. (2.24). The functional form
of the most general Σhfσ (k), Eqs. (A3) – (A5), practically
rules out the above-mentioned possibility also for the N -
particle uniform GS of the more general Hamiltonian in
Eq. (A1). Hence, the Fermi sea of the spin-σ particles
within the framework of the exact Hartree-Fock theory
coincides with its exact counterpart. This coincides with
the conclusion arrived at in Ref. [1], to which we have
referred in the remarks following Eq. (2.78) above.
We note that the above-mentioned properties, lead-
ing to the result in Eq. (2.29), as well as to that in
Eq. (2.41), are fully accounted for by the one-to-one
mappings Φ<σ (k) and Φ
>
σ (k) introduced and employed
in Ref. [1]. One noteworthy aspect that we have not em-
phasized in Ref. [1], is that the latter mappings can be
defined only in the limit where the underlying discrete
set of k points is replaced by a continuum set. This
follows from the fact that bijective mappings cannot be
defined between two countable sets with different cardi-
nal numbers [31, p. 14]. Even though in this paper we
11
expressly do not employ the mappings Φ<σ (k) and Φ
>
σ (k)
of Ref. [1], the requirement for effecting the continuum
limit prior to defining these mappings has its match in
the considerations of the present paper, where we sys-
tematically neglect deviations of the order of 1/N , in for
instance considering the equality ε<k;σ = ε
>
k;σ. In view of
the exact inequalities in Eq. (2.17), without neglecting
such deviations the latter equality cannot be satisfied for
any k.
III. ON SOME EXTANT CALCULATIONS
PURPORTEDLY PROVING Sf;σ 6⊆ Shff;σ
Results of several (numerical) calculations [32–35]
would suggest that for at least the paramagnetic N -
particle uniform metallic GS of the single-band Hub-
bard Hamiltonian on two-dimensional lattices, one had
Sf;σ 6⊆ S(0)f;σ, where S(0)f;σ is the Fermi surface of the under-
lying non-interactingN -particle GS, contradicting the re-
sult in Eq. (2.41). In this connection, owing to the k and
σ independence of Σhfσ (k) in the case of the paramagnetic
N -particle uniform GS of Ĥ (for which nσ = nσ¯ = n/2),
Eq. (2.24), one has Shf
f;σ = S(0)f;σ, ∀σ. See Eq. (2.29) as
well as Sec. II F. We remark however that since in this
section we do not presuppose the equality in Eq. (2.29),
in discussing the observations in Refs. [32–35], we assume
Shf
f;σ to be defined in terms of ε
hf
f
, and not εf, Eq. (2.26)
(cf. Eq. (3.2) below).
In Ref. [1] we have argued that the calculations in
Refs. [32–35] having been based on non-self-consistent
many-body perturbation theory, the mere observation of
Fermi-surface deformation (from S(0)f;σ = Shff;σ at U = 0,
into one violating Sf;σ ⊆ Shff;σ at U > 0) rendered these
calculations invalid. The failure of the conventional, that
is non-self-consistent, many-body perturbation theory in
anisotropic metallic GSs, as arising from the deforma-
tion of the underlying zeroth-order Fermi surface in con-
sequence of interaction, has long since been recognized.
For a discussion of this problem, and a possible way out
of it, the reader is referred to Sec. 5.7 in Ref. [36], as well
as to the closing part of Sec. III C, p. 24.
In this section we go into some details of the above-
mentioned calculations (explicitly, those reported in
Refs. [32–34]) and thus make our earlier qualitative ar-
gument in Ref. [1] quantitative. Since the calculations in
Refs. [32–34] are restricted to d = 2, in the following we
mostly focus on d = 2. Where we explicitly deal with the
geometry of the Fermi surface, for transparency we exclu-
sively consider the metallic GSs of which the underlying
Fermi seas, corresponding to Shf
f;σ and Sf;σ, are convex.
To avoid unnecessary notational complications, we fur-
ther assume that both Shf
f;σ and Sf;σ consist of closed
curves. Naturally, in the following we do not presuppose
the relationship Sf;σ ⊆ Shff;σ, Eq. (2.41).
A. Technical details
In this section we first deduce two basic expressions
that underly calculation of the possible deviation of Sf;σ
from Shf
f;σ. Subsequently, we consider some details that
are of relevance to the evaluation of these expressions
in the framework of the many-body perturbation the-
ory. The considerations reveal some interesting facts re-
garding the shortcomings of the self-energy calculated by
means of a non-self-consistent many-body perturbation
theory. To our knowledge, these shortcomings have to
this date not been discussed elsewhere.
1. Two basic expressions
Following the above specifications regarding Sf;σ and
Shf
f;σ, we introduce the outward planar unit vector nˆ(ϕ)
centred at the origin of the 1BZ under consideration
and standing at angle ϕ with respect to the positive kx-
axis. With khf
f;σ(ϕ) and kf;σ(ϕ) denoting the wave vectors
along nˆ(ϕ) on respectively Shf
f;σ and Sf;σ, one can write
khf
f;σ(ϕ) = k
hf
f;σ(ϕ)nˆ(ϕ), kf;σ(ϕ) = kf;σ(ϕ)nˆ(ϕ). (3.1)
Note that, by the assumed convexity of the relevant Fermi
seas, khf
f;σ and kf;σ are indeed uniquely specified by ϕ,
which, by the further assumption that Shf
f;σ and Sf;σ con-
sist of closed curves, varies over the interval [0, 2π), and
by periodicity over the entire R.
Following the expressions in Eqs. (2.24) and (2.26), on
replacing the εf in the latter by ε
hf
f
, one has
εkhf
f;σ(ϕ)
+ Unσ¯ = ε
hf
f
, (3.2)
and following the expressions in Eqs. (2.24), (2.32) and
(2.34),
εkf;σ(ϕ) + Unσ¯ + ~Σ
′
σ(kf;σ(ϕ); εf) = εf. (3.3)
With
δkhf
f;σ(ϕ)
.
= kf;σ(ϕ)− khff;σ(ϕ), (3.4)
δεhf
f
.
= εf − εhff , (3.5)
ahfσ (ϕ)
.
=
(
∇εk|k=khf
f;σ(ϕ)
) · nˆ(ϕ), (3.6)
and
δε˜ hfσ (ϕ)
.
= εkf;σ(ϕ) − εkhff;σ(ϕ) − ahfσ (ϕ) δkhff;σ(ϕ), (3.7)
on subtracting the equality in Eq. (3.2) from that in
Eq. (3.3), one obtains the following identity for ϕ over
[0, 2π):
δkhf
f;σ(ϕ) ≡
δεhf
f
− δε˜ hfσ (ϕ)− ~Σ′σ(kf;σ(ϕ); εf)
ahfσ (ϕ)
. (3.8)
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In the light of the relationship in Eq. (2.41), this is ev-
idently the identity 0 = 0, however we shall disregard
this relationship in this section. We note that on tak-
ing into account the results in Eqs. (2.29) and (2.36) (cf.
Eq. (2.34)), the identity in Eq. (3.8) would reduce to
δkhf
f;σ(ϕ) ≡ −
δε˜ hfσ (ϕ)
ahfσ (ϕ)
, (3.9)
through which the defining expression in Eq. (3.7) would
yield
εkf;σ(ϕ) ≡ εkhff;σ(ϕ), ∀ϕ, (3.10)
which is in conformity with the identity δkhf
f;σ(ϕ) ≡ 0,
Eqs. (3.4) and (2.41).
The constant δεhf
f
(independent of ϕ) in Eq. (3.8) can
be eliminated, by invoking the Luttinger theorem [7–11]
as follows. With the above-mentioned assumptions with
regard to the exact and the Hartree-Fock Fermi seas, for
the areas of these seas, Aσ and A
hf
σ , one has
Aσ =
∫ 2π
0
dϕ
∫ kf;σ(ϕ)
0
dk k ≡ 1
2
∫ 2π
0
dϕk2
f;σ(ϕ), (3.11)
A
hf
σ =
1
2
∫ 2π
0
dϕkhf 2
f;σ (ϕ). (3.12)
With Aσ = A
hf
σ , as required by the Luttinger theorem
[7–11], from the expressions in Eqs. (3.11) and (3.12) one
deduces that
∫ 2π
0
dϕ
(
kf;σ(ϕ) + k
hf
f;σ(ϕ)
)
δkhf
f;σ(ϕ) = 0. (3.13)
Since kf;σ(ϕ) + k
hf
f;σ(ϕ) > 0, ∀ϕ, for nσ > 0, the equality
in Eq. (3.13) implies that either δkhf
f;σ(ϕ) ≡ 0, or δkhff;σ(ϕ)
takes both positive and negative values over the inter-
val [0, 2π), in which case by continuity δkhf
f;σ(ϕ) must
have a finite number of zeros over [0, 2π). In the light
of the considerations of this paper, it is relevant to en-
quire about the specific characteristics of the points k at
which δkhf
f;σ(ϕ) = 0. From the data displayed in for in-
stance Fig. 3 of Ref. [33], corresponding to different band
fillings, one immediately infers that point-group symme-
try [37] can clearly not be one such characteristic.
Multiplying both sides of the identity in Eq. (3.8) by(
kf;σ(ϕ) + k
hf
f;σ(ϕ)
)
and integrating the resulting expres-
sions with respect to ϕ over [0, 2π), in view of the equality
in Eq. (3.13) one obtains the following exact expression
for δεhf
f
:
δεhf
f
=
∫ 2π
0
dϕ
(
kf;σ(ϕ) + k
hf
f;σ(ϕ)
)(
δε˜ hfσ (ϕ) + ~Σ
′
σ(kf;σ(ϕ); εf)
)
/ahfσ (ϕ)∫ 2π
0
dϕ
(
kf;σ(ϕ) + khff;σ(ϕ)
)
/ahfσ (ϕ)
. (3.14)
Note that any constant shift, independent of ϕ, in ei-
ther δε˜ hfσ (ϕ) or Σ
′
σ(kf;σ(ϕ); εf), gives rise to an identical
shift in δεhf
f
. Consequently, on account of the identity in
Eq. (3.8), constant shifts in δε˜ hfσ (ϕ) and Σ
′
σ(kf;σ(ϕ); εf)
correctly do not affect the value of δkhf
f;σ(ϕ), ∀ϕ.
2. Some theoretical considerations
The expressions relevant to the calculation of the de-
viation of Sf;σ from Shff;σ, presented above, only partly
equip us with the means necessary for examining the cal-
culations reported in Refs. [32–34]. For this, it is essen-
tial also to extend the notation for the self-energy that
we have employed thus far in this paper. Formally, the
extended notation has its origin in the perturbation ex-
pansion for the self-energy, which can in principle be
based on the single-particle Green functions {Gmfσ ‖σ}
pertaining to a mean-field (MF) Hamiltonian (with the
exception of the considerations in the closing part of
Sec. III C, p. 24, in this paper Gmfσ is either G
(0)
σ , cor-
responding to the fully non-interacting Hamiltonian, or
Ghfσ , corresponding to the Hartree-Fock Hamiltonian),
or the exact single-particle Green functions {Gσ‖σ}. In
the former case all connected proper self-energy diagrams
(those that do not become disconnected on removing a
Green-function representing line), and in the latter only
a subset of these, known as skeleton self-energy diagrams
(those proper self-energy diagrams with no self-energy
insertions) [7, 38], are to be taken into account. To
make these aspects explicit, where necessary we denote
the function that we have thus far denoted by Σσ(k; ε),
by Σσ(k; ε; [{Gσ′}]) (Σσ(k; ε; [{Gmfσ′ }])) when formally it
has been evaluated in terms of skeleton (proper) self-
energy diagrams and {Gσ‖σ} ({Gmfσ ‖σ}). Since in con-
trast to {Gmfσ ‖σ}, {Gσ‖σ} is uniquely specified for the
given Hamiltonian Ĥ, in many instances it will not be
necessary to use the extended notation Σσ(k; ε; [{Gσ′}])
for Σσ(k; ε). Therefore, in the following where no con-
fusion can arise, we shall employ the shorter notation
Σσ(k; ε). Similarly for Σ
′
σ(k; ε), Eqs. (2.34) and (3.16).
We note in passing that the algebraic expressions cor-
responding to skeleton self-energy diagrams are free from
the mathematical problems that plague non-skeleton
proper self-energy diagrams, Refs. [40] and [10, §5.3.1].
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Further, the notation introduced in the previous para-
graph allows for viewing both Σσ(k; ε; [{Gmfσ′ }]) and
Σσ(k; ε; [{Gσ′}]) as meaningful functions.
Although one formally has
Σσ(k; ε; [{Gσ′}]) ≡ Σσ(k; ε; [{Gmfσ′ }]) (3.15)
(since, as generally reasoned [7], by formally expand-
ing Gσ in ‘powers’ of G
hf
σ , one recovers the set of all
proper self-energy diagrams from the set of skeleton self-
energy diagrams), this equivalence demonstrably fails for
arbitrary mean-filed functions {Gmfσ ‖σ}. Notably, for an
anisotropic N -particle uniform metallic GS it fails when
the Fermi surfaces {Smf
f;σ‖σ} associated with {Gmfσ ‖σ}
are deformed with respect to their exact counterparts
{Sf;σ‖σ} [36, §5.7]. Below we show that the equivalence
in Eq. (3.15) also fails for εmf
f
6= εf. More generally,
even when εmf
f
= εf, the equivalence in Eq. (3.15) can-
not hold exactly for k and ε in a finite neighbourhood of
respectively Sf;σ and εf. We arrive at this significant con-
clusion by demonstrating that for k and ε in the latter
neighbourhoods, Σ′σ(k; ε)/U
2 is divergent for U/t → 0,
where (cf. Eq. (2.34))
Σ˜′σ(k; z; [{Gσ′}]) .= Σ˜σ(k; z; [{Gσ′}])−Σhfσ (k; [{Gσ′}]).
(3.16)
Failure of the perturbation theory (as described above) in
terms of a fixed {Gmfσ ‖σ}, as opposed to the self-consistent
perturbation theory, has its root in the systematic failure
of the non-self-consistent perturbation theory to comply
with the Luttinger theorem [7–11], or, what is the same,
the Luttinger-Ward identity [7], Sec. III A 3.
To be explicit, for metallic GSs the Luttinger theo-
rem embodies a very strict correspondence between all
points of the Fermi surface Sf;σ, ∀σ, and the Fermi en-
ergy εf. This correspondence brings two singular aspects
of metallic GSs into direct contact, one in the momentum
space (as reflected in the singularity – not necessarily a
discontinuity – of nσ(k) at all k ∈ Sf;σ, ∀σ), and one in
the energy space (as reflected in the fact of Σ˜σ(k; z) not
being arbitrary many times differentiable with respect to
z at z = εf [23] – as we point out in appendix B, z = εf
is a branch-point singularity [39, §5.7] of Σ˜σ(k; z) in the
thermodynamic limit). The above-mentioned divergence
of Σ′σ(k; ε)/U
2 for in particular k ∈ Sf;σ and ε = εf as
U/t → 0, is due to a coherence effect that is lost when
in the calculation of the self-energy the above-mentioned
strict correspondence, embodied by the Luttinger theo-
rem, is systematically violated, Sec. III A 3.
There is one skeleton self-energy diagram to be con-
sidered for the evaluation of the second-order con-
tribution to Σσ(k; ε; [{Gσ′}]), which we denote by
Σ
(2)
σ (k; ε; [{Gσ′}]), and two connected proper self-energy
diagrams for the evaluation of the second-order con-
tribution to Σσ(k; ε; [{Gmfσ′ }]), which we denote by
Σ
(2)
σ (k; ε; [{Gmfσ′ }]). For an arbitrary Hamiltonian, in-
cluding the Hubbard Hamiltonian, the contribution of
the second-order non-skeleton self-energy diagram to
Σ
(2)
σ (k; ε; [{Gmfσ′ }]) (an anomalous diagram [7, 41, 42], dis-
played in Fig. 2(b) of Ref. [33]) amounts to a real con-
stant, independent of k and ε, which is non-vanishing
only in the thermodynamic limit. With reference to the
remarks following Eq. (3.14) above, for the considerations
of this section regarding δkhf
f;σ(ϕ) one may therefore for-
mally disregard the second-order non-skeleton self-energy
diagram altogether and view the second-order self-energy
Σ
(2)
σ (k; ε; [{Gmfσ′ }]) as corresponding to the second-order
skeleton self-energy diagram, to which Σ
(2)
σ (k; ε; [{Gσ′}])
corresponds. The equality in Eq. (3.14) being deduced
by the application of the Luttinger theorem, Nl;σ = Nσ,
Eq. (2.76), one should however realize that it can only be
used in the frameworks in which the Luttinger theorem
applies (specifically for the considerations of Refs. [32–
35], to at least order U2).
Without entering into details here, with reference to
the statement in the abstract of the present paper, we
remark that Σ
(2)
σ (k; ε; [{Gmfσ′ }]) not being evaluated in
terms of the single-particle Green functions {G′σ‖σ},
Eq. (3.32), associated with Σ
(2)
σ (k; ε; [{Gmfσ′ }]) itself, the
number Nl;σ of k points enclosed by the Fermi surface
deduced on the basis of the latter self-energy cannot be
equal to Nσ (Eq. (3.25), (3.26), (3.27), (3.29), (3.32),
(3.35)), which amounts to violation of the Luttinger the-
orem. The considerations in the following sections estab-
lish that theoretically the deviation (Nσ − Nl;σ)/Ns ≡
nσ −Nl;σ/Ns can at best scale like U2, a possibility that
we believe to be unattainable in principle. Specifically
for the N -particle uniform GS of the Hubbard Hamil-
tonian in d ≤ 2, in principle this deviation scales like
Uα lnγ(|t|/U), where 1 ≤ α ≤ 2 and γ ≥ 0, ruling out
the possibilities of α = 1, γ > 0, and α = 2, γ = 0. See
appendices B and C. For the reason that we shall present
later in this section, p. 17, the restriction d ≤ 2, instead
of d <∞, is almost certainly superfluous.
Both of the second-order self-energies referred to
above, evaluated in terms of {G(0)σ ‖σ} and {Ghfσ ‖σ},
are directly proportional to U2. While the function
Σ
(2)
σ (k; ε; [{G(0)σ′ }])/U2 is fully independent of U , this
is not the case with Σ
(2)
σ (k; ε; [{Ghfσ′}])/U2, as well as
Σ
(2)
σ (k; ε; [{Gσ′}])/U2. From the explicit expression for
Σ
(2)
σ (k; ε; [{G(0)σ′ }]) (see, e.g., Eq. (5) in Ref. [32] and note
that the minus sign separating the products of the Fermi
functions must be plus) one readily infers the following
exact identity, specific to the case where within the frame-
work of the Hartree-Fock approximation the N -particle
uniform GS of the Hubbard Hamiltonian is paramag-
netic:
Σ(2)σ (k; ε; [{Ghfσ′}]) ≡ Σ(2)σ (k; ε− Un/2; [{G(0)σ′ }]). (3.17)
On identifying ε with εhf
f
≡ ε(0)f + Un/2, Eq. (2.24), the
above identity reduces to the following less general but
nonetheless important identity:
Σ(2)σ (k; ε
hf
f
; [{Ghfσ′ }]) ≡ Σ(2)σ (k; ε(0)f ; [{G(0)σ′ }]). (3.18)
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The identity in Eq. (3.17) reveals a fundamental short-
coming of the perturbation expansion of the self-energy in
terms of the Green functions {Gmfσ ‖σ} corresponding to a
mean-field N -particle metallic GS whose relevant Fermi
energy εmf
f
does not coincide with the exact Fermi energy
εf (more about this later). The problem is similar to that
arising from the Fermi surface Smf
f;σ associated with G
mf
σ
being deformed with respect to the exact Fermi surface
Sf;σ, ∀σ [36, §5.7], to which we have referred earlier in
this section.
The problem thus uncovered is not entirely unex-
pected, given the way in which contributions of self-
energy diagrams are determined [19, pp. 100-105]: with
µmf denoting the chemical potential associated with the
underlying N -particle mean-field GS (for metallic GSs,
µmf coincides with εmf
f
up to a correction of the or-
der of 1/N), the integrals with respect to the internal
energy variables of self-energy diagrams are evaluated
by employing the following spectral representation for
Gmfσ (k; ε) [19, Eq. (7.45)]:
Gmfσ (k; ε) = ~
{Θ(µmf − εmfk )
ε− εmfk − i0+
+
Θ(εmfk − µmf)
ε− εmfk + i0+
}
. (3.19)
Clearly, unless εmf
f
= εf, in particular the analytic prop-
erties of Σ˜σ(k; z; [{Gσ′}]) in the neighbourhood of z =
εf cannot be correctly reproduced by Σ˜σ(k; z; [{Gmfσ′ }]).
Rather, as the identity in Eq. (3.17) also suggests, at best
the analytic properties of Σ˜σ(k; z; [{Gmfσ′ }]) in a neigh-
bourhood of z = εmf
f
are similar, but not necessarily iden-
tical, to those of Σ˜σ(k; z; [{Gσ′}]) in a neighbourhood of
z = εf.
With reference to the last remark in the previous para-
graph, we note that one can readily demonstrate that
Im[Σ(2)σ (k; ε
mf
f
; [{Gmfσ′ }])] ≡ 0, (3.20)
which is to be contrasted with the exact property [40]
Im[Σ(ν)σ (k; εf; [{Gσ′}])] ≡ 0, ∀ν ∈ N. (3.21)
Given that for metallic GSs Im[Σ
(2)
σ (k; ε; [{Gmfσ′ }])] 6≡ 0
for k in a finite neighbourhood of Smf
f;σ and ε in a finite
neighbourhood of ε = εmf
f
(for d > 1, this function to
leading order scales like (ε− εmf
f
)2, which is a character-
istic of Fermi-liquid metallic states) [23], unless εf = ε
mf
f
,
for any U > 0 one must have
Im[Σσ(k; εf; [{Gmfσ′ }])] 6≡ 0, (3.22)
contradicting the exact identity [10, Eq. (2.9)]
Im[Σσ(k; εf; [{Gσ′}])] ≡ 0. (3.23)
For clarity, the result in Eq. (3.22) follows from the fact
that Im[Σ
(ν)
σ (k; ε; [{Gmfσ′ }])] ≷ 0 for ε ≶ εmff , ∀ν ≥ 2 [10,§5.3.5], whereby, unless εf = εmff , the above-mentioned
non-vanishing value of Im[Σ
(2)
σ (k; εf; [{Gmfσ′ }])] cannot be
cancelled by higher-order terms in the perturbation ex-
pansion of the self-energy.
We should emphasize that since
Σσ[{Gσ′}] ≡ (G(0)σ )−1 −G−1σ (Dyson’s ‘equation’),
(3.24)
existence of Σσ[{Gσ′}], for a given Gσ, is not in dispute
[43]. This can however not be said about Σσ[{Gmfσ′ }]. The
result in Eq. (3.22) is thus formal, in that for an arbitrary
mean-field GS the sum
∑∞
ν=1 Σ
(ν)
σ [{Gmfσ′ }] may not exist.
Neglecting the above-mentioned problem of non-
existence, we have rigorously demonstrated that unless
εmf
f
= εf, Σσ(k; ε; [{Gmfσ′ }]) cannot identically coincide
with Σσ(k; ε; [{Gσ′}]), contradicting the equivalence re-
lationship in Eq. (3.15). Stated differently, a necessary
condition for the validity of the perturbation expansion
for the self-energy in terms of {Gmfσ ‖σ} is the equality
εmf
f
= εf. With reference to the result in Eq. (2.29), the
latter observation sheds additional light on the signifi-
cance of the (exact) Hartree-Fock theory to the many-
body perturbation theory as applied to metallic GSs.
3. On the Luttinger theorem
In view of the fact that in arriving at the expression
in Eq. (3.14) we have made use of the Luttinger theorem
[7–11], it is important to realize that this theorem does
not apply within the framework in which Σ′σ[{Gσ′}] is
approximated by Σ
(2)
σ [{Gmfσ′ }], this as a consequence of
the failure of the Luttinger-Ward identity [7] within this
framework. To be explicit, for the mean number of par-
ticles with spin index σ in the grand canonical ensemble
of the Fock space of Ĥ corresponding to the chemical
potential µ, that is N¯σ, one has [10, Eq. (4.1)]
N¯σ =
∑
k
(
ν¯′σ(k) + ν¯
′′
σ(k)
)
, (3.25)
where, with β
.
= 1/(kbT ), [10, Eq. (4.29)]
lim
β→∞
∑
k
ν¯′σ(k) = Nl;σ, (3.26)
the Luttinger number, Eq. (2.75), and [10, Eq. (4.10)]
lim
β→∞
∑
k
ν¯′′σ(k) =
∑
k
∫
C (µ)
dz
2πi
G˜σ(k; z)
∂
∂z
Σ˜σ(k; z),
(3.27)
in which C (µ) is a closed contour in the complex z plane,
crossing the real axis at z = µ and parameterizable as
follows:
C (µ) =
{
z‖z = µ+ iy, y ↑+∞−∞
}
. (3.28)
The equality
lim
β→∞
∑
k
ν¯′′σ(k) = 0 (3.29)
is the above-mentioned Luttinger-Ward identity [7][10,
Eq. (4.11)]. We note in passing that for reasons indicated
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in Refs. [10] and [11, a], for insulating GSs the Luttinger-
Ward identity may fail when µ is identified with a value in
the single-particle excitation gap (µ−N , µ
+
N ) different from
the zero-temperature limit of µβ, the chemical potential
corresponding to N¯ = N , where N¯ =
∑
σ N¯σ.
The Luttinger-Ward identity applies order-by-order as
follows [10, Eq. (5.23)]:
∑
k
∫
C (µ)
dz
2πi
G˜σ(k; z)
∂
∂z
Σ˜(ν)σ (k; z; [{Gσ′}]) = 0, ∀ν.
(3.30)
The function Σ˜
(ν)
σ (k; z; [{Gσ′}]), the total contribution
of all ν th-order skeleton self-energy diagrams, being de-
pendent on z only for ν ≥ 2, the equality in Eq. (3.30)
trivially applies for ν = 1. For ν ≥ 2, the validity of
the equality in Eq. (3.30) vitally depends on Σ˜
(ν)
σ be-
ing evaluated in terms of the exact single-particle Green
functions {Gσ‖σ}. More generally, and importantly from
the perspective of approximate but self-consistent cal-
culations, the equality in Eq. (3.30) remains on replac-
ing the self-energy by one evaluated in terms of an in
principle arbitrary set of single-particle Green functions
{G′σ‖σ}, provided that the explicit Green function on
the LHS of Eq. (3.30) be replaced by G′σ (cf. Eq. (3.36)).
Thus, whereas [10, Eqs. (5.29), (5.30), (B.103)]
∑
k
∫
C (µmf)
dz
2πi
G˜mfσ (k; z)
∂
∂z
Σ˜(ν)σ (k; z; [{Gmfσ′ }]) = 0, ∀ν,
(3.31)
the equality fails on replacing the explicit Green function
G˜mfσ (k; z) on the LHS by a different Green function. Re-
stricting oneself to the case of ν = 2, formally (see later)
this different Green function may be one of the follow-
ing two important single-particle Green functions, both
of which we denote by G˜′σ for the economy of notation:
G˜′σ
.
=
(
1− G˜hfσ Σ˜(2)σ [{Ghfσ′}]
)−1
G˜hfσ , (3.32)
G˜′σ
.
=
(
1− G˜hf′σ Σ˜(2)σ [{G′σ′}]
)−1
G˜hf′σ , (3.33)
where G˜hfσ self-consistently corresponds to the mean-field
energy dispersion εk + ~Σ
hf
σ (k; [{Ghfσ′}]), Eq. (3.39), and
G˜hf′σ self-consistently corresponds to the mean-field en-
ergy dispersion εk + ~Σ
hf
σ (k; [{G′σ′}]). For complete-
ness, since Ghfσ (G
hf′
σ ) takes account of the Hartree-
Fock self-energy Σhfσ [{Ghfσ′}] (Σhfσ [{G′σ′}]), indeed not the
full self-energy up to second-order, but only Σ˜
(2)
σ [{Ghfσ′ }]
(Σ˜
(2)
σ [{G′σ′}]) is to be encountered in the Dyson equa-
tions from which the expressions for G′σ in Eqs. (3.32)
and (3.33) are deduced.
Since the first-order proper self-energy diagram is
also skeleton, the functionals Σhfσ [{Xσ′}] and Σhfσ [{Xσ′}]
identically coincide. However, since Ghfσ and G
′
σ are dis-
tinct, it follows that the chemical potentials µhf and µhf′
associated with the mean-field N -particle uniform GSs to
which respectively G˜hfσ and G˜
hf′
σ correspond, cannot be
equal. Because of this fact, replacing the explicit G˜hfσ on
the LHS of Eq. (3.31) by the G′σ introduced in Eq. (3.33)
is mathematically problematical (note the µhf as the ar-
gument of the contour C on the LHS of Eq. (3.31) and
consider the relationship in Eq. (3.20), where εhf
f
is up
to a deviation of the order of 1/N equal to µhf). This
problem disappears however by simultaneously changing
the [{Ghfσ′}] and µhf by respectively [{G′σ′}] and µhf′. Un-
less we indicate otherwise, below the function G′σ refers
to that defined in Eq. (3.32).
It is interesting to note that for the exact Green func-
tion (cf. Eq. (3.33))
G˜σ =
(
1− G˜hfσ Σ˜′σ[{Gσ′}]
)−1
G˜hfσ , (3.34)
where Σ˜′σ[{Gσ′}] is defined in Eq. (3.16), and G˜hfσ
self-consistently corresponds to the mean-field single-
particle energy dispersion εk + ~Σ
hf
σ (k; [{Gσ′}]), the
above-indicated problem arising from the deviation of
two chemical potentials (one, i.e. µ, pertaining to the
exact N -particle GS to which Gσ corresponds, and one,
i.e. µhf, pertaining to the Hartree-Fock theory) does not
arise, this on account of the exact equality in Eq. (2.29)
(see Eq. (2.7)).
For later reference, one has
∑
k
∫
C (µhf)
dz
2πi
G˜′σ(k; z)
∂
∂z
Σ˜(2)σ (k; z; [{Ghfσ′}]) 6= 0,
(3.35)
while (cf. Eqs. (3.30) and (3.31))
∑
k
∫
C (µhf)
dz
2πi
G˜′σ(k; z)
∂
∂z
Σ˜(2)σ (k; z; [{G′σ′}]) = 0.
(3.36)
The explicit and implicit function G′σ in Eq. (3.36) is
the one defined in Eq. (3.32). The equality in Eq. (3.36)
remains on identifying the explicit and implicit function
G′σ herein by that defined in Eq. (3.33), provided that the
µhf in the C (µhf) on the LHS be simultaneously replaced
by µhf′ (see the remark in the paragraph following that
containing Eq. (3.33)).
The difference Σ˜
(2)
σ (k; z; [{Ghfσ′}]) − Σ˜(2)σ (k; z; [{Ghfσ′}])
being independent of z (as well as of k), the expression
in Eq. (3.35) can be equivalently written as
∑
k
∫
C (µhf)
dz
2πi
G˜′σ(k; z)
∂
∂z
Σ˜(2)σ (k; z; [{Ghfσ′}]) 6= 0,
(3.37)
to be contrasted with (cf. Eq. (3.31))
∑
k
∫
C (µhf)
dz
2πi
G˜hfσ (k; z)
∂
∂z
Σ˜(2)σ (k; z; [{Ghfσ′}]) = 0.
(3.38)
Since for the N -particle uniform metallic GS of Ĥ the
function (cf. Eqs. (3.19) and (A8))
G˜hfσ (k; z) =
~
z − [εk + ~Σhfσ (k; [{Ghfσ′ }])]
, (3.39)
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is divergent at z = µhf and k ∈ Shf
f;σ (see Eq. (2.26)
and recall that, as we have pointed out earlier, in the
present section Shf
f;σ is defined in terms of ε
hf
f
), by con-
tinuity for z sufficiently close to µhf and k sufficiently
close to Shf
f;σ the function G
′
σ(k; z) cannot to leading or-
der in U be approximated by Ghfσ (k; z), as a formal geo-
metric series expansion of the expression on the RHS of
Eq. (3.32) would suggest. One trivially verifies that for
Σ
(2)
σ (k;µhf; [{Ghfσ′}]) 6= 0 and k sufficiently close to Shff;σ,
G˜′σ(k; z) ∼ −1/Σ˜(2)σ (k; z; [{Ghfσ′}]) as z → µhf. (3.40)
The function on the RHS of this expression is the leading-
order term in the geometric series expansion of G˜′σ in
powers of (G˜hfσ Σ˜
(2)
σ [{Ghfσ′ }])−1, which is explicitly propor-
tional to 1/U2. One observes that for k and z sufficiently
close to respectively Shf
f;σ and µ
hf, the integrand of the
integral on the LHS of the expression in Eq. (3.37) is to
leading order independent of U ; this integrand is propor-
tional to the logarithmic derivative of Σ˜
(2)
σ (k; z; [{Ghfσ′}])
with respect to z. Were it not for this fact, on account
of the exact equality in Eq. (3.38) the deviation of the
LHS of the expression in Eq. (3.37) from zero would be
of the order of U4 for U/t → 0, appendix B. With ref-
erence to Eq. (2.36), we note that the above assumption
Σ
(2)
σ (k;µhf; [{Ghfσ′}]) 6= 0 is in conformity with the ob-
servations in Refs. [32–35], in that in particular on the
exact Fermi surface it can fail only at a finite number of
k points (see the remarks following Eq. (3.13) above).
It is significant here to realize that z = µhf being a
branch point [39, §5.7] of Σ˜(2)σ (k; z; [{Ghfσ′}]) that sepa-
rates two branch cuts of this function on the real axis
of the z plane (for details see appendix B), the point at
which C (µhf) passes through this axis, that is z = µhf,
is immovable. Considering the exact case, for the N -
particle uniform GS of Ĥ the contour C (µ), which is
to cross the real axis of the z plane at z = µ, where
µ ∈ (µ−N ;σ, µ+N ;σ), is ‘pinched’ [46, §6.3.1] when the GS
is metallic, Eqs. (2.6) and (2.7). For N -particle GSs,
the immovability of the crossing point of C (µhf) (or of
C (µ) in the exact case) with the real axis of the z plane
non-trivially affects the functional form of the function
on the LHS of the expression in Eq. (3.35), or equiva-
lently Eq. (3.37), in particular in the asymptotic region
[39, 44, 45] U/t → 0. This aspect is directly related to
the fact that for z in a neighbourhood of µhf, the 1BZ can
be subdivided into two non-overlapping regions: a region
in the neighbourhood of Shf
f;σ where G˜
′
σ can be expanded
in powers of (G˜hfσ Σ˜
(2)
σ [{Ghfσ′}])−1, and a region where G˜′σ
can be expanded in powers of G˜hfσ Σ˜
(2)
σ [{Ghfσ′ }].
The above considerations make explicit that the ex-
pressions on the LHSs of Eqs. (3.35) and (3.37) do not
to leading order scale like U4 for U/t→ 0, the scaling of
the form U4 following from the direct proportionality of
respectively Σ˜
(2)
σ [{Ghfσ′}] and Σ˜(2)σ [{Ghfσ′ }] with U2, com-
bined with the erroneous assumption that for U/t → 0
the leading-order asymptotic contribution to G′σ − G˜hfσ
were uniformly (i.e. independently of k and z) of the
form G˜hfσ Σ˜
(2)
σ [{Ghfσ′ }]G˜hfσ .
The considerations in appendix B reveal that the ex-
pressions on the LHSs of Eqs. (3.35) and (3.37) diminish
at the fastest like U2 for U/t → 0. Below we rigorously
demonstrate that for at least d ≤ 2, these expressions
are in the asymptotic region U/t → 0 more dominant
than U2, scaling in principle like Uα lnγ(|t|/U), where
1 ≤ α ≤ 2 and γ ≥ 0, with the possibilities α = 1, γ > 0,
and α = 2, γ = 0 ruled out, appendix C. For the reason
that we indicate in Sec. IIIA4, p. 17, these observations
are almost certainly applicable for arbitrary values of d.
4. The functional dependence of Σ′σ(k; ε) on U for
k → kf;σ ∈ Sf;σ and ε→ εf
Using the standard expression for the Landau quasi-
particle weight Zσ(k) [1, 23, 42] and the fact that the
first-order self-energyΣ
(1)
σ (k; ε) ≡ Σhfσ (k) is independent
of ε, one has (see Eq. (3.16))
∂Σ′σ(k; ε)
∂ε
∣∣∣∣
ε=εf
=
1
~
(
1− 1
Zσ(k)
)
. (3.41)
With Zkf;σ ≡ Zσ(kf;σ), making use of the Migdal theo-
rem, Eq. (2.55), from the equality in Eq. (3.41) for the
specific case of k = kf;σ ∈ Sf;σ one deduces the following
general leading-order asymptotic expression:
∂Σ′σ(k; ε)
∂ε
∣∣∣∣
ε=εf
∼ − 1
~
(
α−σ (kf;σ) + α
+
σ (kf;σ)
)(U
|t|
)α
× lnγ
( |t|
U
)
for
U
t
→ 0, (3.42)
where the positive constants α−σ (kf;σ) and α
+
σ (kf;σ) are
the coefficients in the following asymptotic expressions
corresponding to U/t→ 0:
nσ(k
−
f;σ) ∼ 1− α−σ (kf;σ)
(U
|t|
)α
lnγ
( |t|
U
)
,
nσ(k
+
f;σ) ∼ α+σ (kf;σ)
(U
|t|
)α
lnγ
( |t|
U
)
. (3.43)
In general, α and γ are subject to one of the following
three conditions: (i) α = 1, γ = 0, (ii) 1 < α < 2, γ ≥ 0,
and (iii) α = 2, γ > 0. See appendix C.
In the most general case, and away from half-filling, the
constants α and γ corresponding to k = k−
f;σ and k =
k+
f;σ may be different, to be thus appropriately denoted
by respectively α−, γ− and α+, γ+. We have sacrificed
this generality for the conciseness of notation. At half-
filling however, nσ(k
−
f;σ) and nσ(k
+
f;σ) take values that are
symmetric with respect to 1/2 [47], whereby α−σ (kf;σ) =
α+σ (kf;σ), α
− = α+ and γ− = γ+.
To leading order in U the function Σ′σ(k; ε) on the
LHS of Eq. (3.42) can be replaced by Σ
(2)
σ (k; ε). Substi-
tuting the latter function by Σ
(2)
σ (k; ε; [{Gmfσ′ }]), it triv-
ially follows that for the exponents α and γ one has
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α = 2 and γ = 0. These values clearly equally apply
to Σ′σ(k; ε; [{Gmfσ′ }]). The question arises as to whether
these values of α and γ also apply for the functions
Σ
(2)
σ (k; ε; [{Gσ′}]) and Σ′σ(k; ε; [{Gσ′}]). Below we show
that the answer to this question is in the negative. For
now, we point out that the failure of Σ
(2)
σ (k; ε; [{Gmfσ′ }]),
as opposed to Σ
(2)
σ (k; ε; [{Gσ′}]), to reproduce the correct
values for the exponents α and γ, is directly related to the
violation of the Luttinger theorem [7–11] by the single-
particle Green function corresponding to the former self-
energy (see the remarks following Eq. (3.16) and in the
subsequent paragraph, p. 13). To appreciate this fact
more clearly, one should realize that the single-particle
Green function G
(0)
σ underlying the perturbational calcu-
lation of the function n
(2)
σ (k), to be introduced below, is
consistent from the perspective of the Luttinger theorem.
The leading-order perturbational correction to the
non-interacting momentum-distribution function n
(0)
σ (k),
which is the characteristic function of the non-interacting
Fermi sea, is of the order of U2, to be thus denoted by
n
(2)
σ (k), however this correction is logarithmically diver-
gent in d ≤ 2 for k approaching S(0)f;σ [48], as has been
shown in Ref. [49] for d = 1 (see appendix B in Ref. [49],
in particular Eq. (B3)), and in Ref. [50] for d = 2 (see
in particular Eq. (30) in Ref. [50] and note that herein
∆k
.
= ‖k − kf;σ‖, so that ∆k → 0 corresponds to the
right-most parts of Figs. 4-7 in Ref. [50]; for an addi-
tional detail, see Ref. [51]). If this were not the case,
indeed for the α and γ in the expressions in Eqs. (3.42)
and (3.43) one had α = 2 and γ = 0, appendix C. We
note that because of the strict inequalities 0 ≤ nσ(k) ≤ 1,
divergence of nσ(k) at any k signals a fundamental in-
adequacy of the formalism on the basis of which nσ(k)
has been calculated. It is surprising that in Refs. [49, 50]
the divergence of the second-order contribution to nσ(k)
for k approaching the underlying Fermi surface has not
been explicitly declared as pathological.
The function n
(2)
σ (k) being divergent for d ≤ 2 and
k approaching the underlying Fermi surface S(0)f;σ, from
the considerations in appendix C one immediately in-
fers the asymptotic expressions in Eq. (3.43), in which
1 ≤ α ≤ 2, γ ≥ 0, excluding the possibilities of α = 1,
γ > 0, and α = 2, γ = 0. These are clearly the values
with which the exponents α and γ in the asymptotic ex-
pression in Eq. (3.42) are to be identified. It should be
noted however that n
(2)
σ (k) being proportional to U2, the
neighbourhood of S(0)f;σ ≡ Shff;σ in which the logarithmic
divergence of n
(2)
σ (k) becomes noticeable, is dependent
on U ; the smaller the value of U , the narrower the latter
neighbourhood of S(0)f;σ . In other words, in the case at
hand the processes of effecting the limits of U/t→ 0 and
k → k(0)f;σ, where k(0)f;σ ∈ S(0)f;σ, do not commute.
In the light of the above discussions, it is relevant to
note that the expressions in Eqs. (3.42) and (3.43) are
specific to the case of the limit of k approaching the un-
derlying Fermi surface prior to U/t approaching 0. This
observation is relevant in that it shows that although the
relationship in Eq. (3.42) is specific to k points on Sf;σ,
the functional form of this relationship remains applica-
ble for k in a neighbourhood of Sf;σ whose extent depends
on the value of U/t. For k sufficiently far outside this U -
dependent neighbourhood of Sf;σ, it is to be expected
that one recovers the values α = 2, γ = 0 (see the rele-
vant remarks in Ref. [52]; see also Fig. 4 in appendix B,
where an interplay is clearly visible between the location
of k and the value of U , represented by respectively a
and u, in establishing a specific asymptotic behaviour in
the underlying function).
That the leading-order term in the asymptotic series
expansion [39, 44, 45] of Σ′σ(k; ε) (and similarly as re-
gards Σ
(2)
σ (k; ε; [{Gσ′}])) for U/t → 0 may not in gen-
eral scale like U2, may be surmised from the expres-
sion in Eq. (46) in conjunction with the data in Fig. 2
of Ref. [53] (for the attractive Hubbard model, Eq. (8)
in conjunction with the data in Fig. 2b of Ref. [54]).
With reference to the data in the above-mentioned Fig. 2
(Fig. 2b), we should emphasize however that the equality
Usp = g↑↓(0)U , where g↑↓(0)
.
= 〈nˆ↑nˆ↓〉/(〈nˆ↑〉〈nˆ↓〉) is the
normalized site double occupancy, is merely an ansatz.
What is significant from the perspective of the consider-
ations of this section, is that the expression for the exact
Σ′σ(k; ε) involves a product of the bare on-site energy U
and a vertex part, represented in Eq. (46) of Ref. [53]
by the spin-symmetric (or charge) interaction parameter
Uch and the spin-antisymmetric (or spin) interaction pa-
rameter Usp, both of which are distinct from U and do
not necessarily to leading order scale like U for U/t→ 0.
The reader may also consider Figs. 7 and 8 of Ref. [53].
In the latter figure, one encounters also the prediction of
the second-order perturbation theory for nσ(k), showing
no divergence for k approaching a point of the underly-
ing Fermi ‘surface’. This is because the data in Fig. 8 of
Ref. [53] correspond to finite lattices, of the sizes 6×6 and
16×16, in addition to a finite temperature. From the ex-
pressions in Eqs. (B1) and (B2) of Ref. [49], and those in
Eq. (29) of Ref. [50], one clearly observes that the possi-
ble divergence of nσ(k) for a given k is due to the energy
differences in the denominators of the relevant expres-
sions, corresponding to k inside and outside the underly-
ing Fermi sea, becoming vanishing. Owing to the Fermi
functions in the numerators of the expressions for n
(2)
σ (k),
this is only possible when the relevant 1BZ consists of a
dense set of points, that is in the thermodynamic limit
(unless, for finite systems, a point is counted as being part
of both the Fermi sea and its complement with respect
to the underlying 1BZ, in which case the divergence of
n
(2)
σ (k) arising from this point is algebraic, not logarith-
mic); only in this limit can the above-mentioned denomi-
nators become arbitrary small for k approaching a point
of the underlying Fermi surface, resulting in the afore-
mentioned logarithmic divergence of n
(2)
σ (k) in d ≤ 2.
Since in d dimensions the Fermi surface corresponding
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to an N -particle metallic GS is a (d − 1)-dimensional
subset of the underlying d-dimensional 1BZ, in view of
the origin of the divergence of n
(2)
σ (k) in d ≤ 2 for k
approaching the relevant Fermi surface, described above,
this divergence must be a universal characteristic of the
n
(2)
σ (k) corresponding to the N -particle uniform metallic
GS of the Hubbard Hamiltonian for arbitrary finite d.
In the light of the above observations, it is interesting
to note that the Monte-Carlo calculations by Varney et
al. [55] on the half-filled Hubbard model in two dimen-
sions reveal that the functional forms in Eq. (3.43) for
nσ(k
−
f;σ) and nσ(k
+
f;σ), with 1 ≤ α ≤ 2 (in fact, with
α far closer to 1 than 2, if not α = 1) and γ ≥ 0, are
meaningful for at least 2 ≤ U/|t| ≤ 8, or, equivalently,
W/4 ≤ U ≤ W , where W denotes the bandwidth in the
system under consideration (note the almost linear scal-
ing with U/t of the values of the nσ(k) in Figs. 1(a) and
1(b) of Ref. [55] at the k points along the (0, 0)−(π, π) di-
rection of the 1BZ nearest to that at which nσ(k) = 1/2).
A similar behaviour is observed in the Monte-Carlo re-
sults for the nσ(k) corresponding to the Hubbard Hamil-
tonian on a 32-site ring [56] away from half-filling and
for 0 ≤ U/|t| . 7.5, or, equivalently, 0 ≤ U . 1.9W [57]
(see Figs. 1 and 2 herein). We note in passing that the
GS momentum-distribution functions depicted in Fig. 1
of Ref. [55] differ considerably from that corresponding
to the strong-coupling limit of the Hubbard Hamilto-
nian. For the latter function, see the expression for nk
in Eq. (5.45) of Ref. [16] and note that nk is equal to
nσ(k) + nσ¯(k), so that nk = 2nσ(k), ∀σ.
Having shown that ∂Σ′σ(k; ε)/∂ε|ε=εf , with k ∈
Sf;σ, does not to leading order scale like U2 as
U/t → 0, by continuity we have established that for
k in a neighbourhood of Sf;σ and z in a neighbour-
hood of εf, Σ˜
′
σ(k; z; [{Gσ′}]) differs fundamentally from
Σ˜′σ(k; z; [{Gmfσ′ }]) in its dependence on U . We point out
that the conclusion arrived at here contradicts the formal
identity in Eq. (3.15), however conforms with the obser-
vation based on the results in Eqs. (3.22) and (3.23).
5. The functional dependence of Σ′σ(k; ε) on U revisited
The aim of this section is to uncover the mathematical
mechanism to which the deviation of Σ˜′σ(k; z; [{Gσ′}])
from Σ˜′σ(k; z; [{Gmfσ′ }]), for k in a neighbourhood ofSf;σ and z in a neighbourhood of εf, as described in
Sec. III A 4, can be attributed. Knowledge of this mech-
anism enables one to infer the forms of the leading-order
terms in the asymptotic series expansions [39, 44, 45] of
the functions on the LHSs of Eqs. (3.35) and (3.37) for
U/t → 0 by reliance on the knowledge provided by the
expression in Eq. (3.42).
The functions Σ′σ(k; ε; [{Gσ′}]) and Σ′σ(k; ε; [{Ghfσ }])
(to be distinguished from Σ′σ(k; ε; [{Ghfσ }])) are formally
related through the following functional series expansion:
Σ˜′σ(k; z; [{Gσ′′}]) = Σ˜′σ(k; z; [{Ghfσ′′}]) +
∑
k′,σ′
∫ ∞
−∞
dε′
δΣ˜′σ(k; z; [{Gσ′′}])
δGσ′ (k′; ε′)
∣∣∣∣∣
{Gσ′′}={G
hf
σ′′
}
(
Gσ′ (k
′; ε′)−Ghfσ′ (k′; ε′)
)
+ . . . ,
(3.44)
where, in view of the defining expression in Eq. (A8),
the integration with respect to ε′ over (−∞,∞) can be
deformed into the complex energy plane. We shall return
to this possibility later in this section.
Since δGσ(k; ε)/δGσ′(k
′; ε′) = δσ,σ′δk,k′δ(ε− ε′), with
Djν denoting the jth νth-order skeleton self-energy dia-
gram contributing to Σ′σ, the second term on the RHS of
Eq. (3.44) is associated with {Djν‖j, ν} as follows: for a
given ν and j, the total contribution to the second term
on the RHS of Eq. (3.44) as arising from Djν consists
of the superposition of the contributions of all 2ν − 1
diagrams deduced from Djν by successively replacing a
single line in Djν representing Gσ′ , by a line representing
Gσ′−Ghfσ′ . Prior to the latter replacement, all lines in Djν
representing Gσ′ are to be reinterpreted as representing
Ghfσ′ , ∀σ′.
In Sec. III A 4 we have established that (specifically
in d ≤ 2) for k in a neighbourhood of Sf;σ and ε in a
neighbourhood of εf the function Σ˜σ(k; z; [{Gσ′}]) does
not to leading order scale like U2, but like a function
more dominant than U2 as U/t→ 0. This property must
evidently be inherent in the expression in Eq. (3.44). In
the following we shall therefore focus on establishing the
relevant mathematical mechanism that gives rise to this
property.
On account of the Dyson equation, one has (cf.
Eq. (3.34))
G˜σ(k; z)− G˜hfσ (k; z) = G˜hfσ (k; z)Σ˜′σ(k; z)
(
1− G˜hfσ (k; z)Σ˜′σ(k; z)
)−1
G˜hfσ (k; z), (3.45)
from which one deduces that for k sufficiently close to Shf
f;σ and Σ˜
′
σ(k;µ
hf) 6= 0, one has
G˜σ(k; z)− G˜hfσ (k; z) ∼ −G˜hfσ (k; z)− 1/Σ˜′σ(k;µhf)
as z → µhf. (3.46)
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The function −G˜hfσ on the RHS of this expression
is to be contrasted with the erroneous expression
G˜hfσ Σ˜
′
σ[{Gσ′}]G˜hfσ that the formal geometric series expan-
sion of (1− G˜hfσ Σ˜′σ[{Gσ′}])−1 in powers of G˜hfσ Σ˜′σ[{Gσ′}]
would imply, Eq. (3.45). We remark that the asymptotic
expression in Eq. (3.46) equally applies to G˜′σ(k; z) −
G˜hfσ (k; z), with G
′
σ denoting the function defined in
Eq. (3.32), provided that Σ˜′σ(k;µ
hf) be replaced by
Σ˜
(2)
σ (k;µhf; [{Ghfσ′}]).
Since the functional derivatives on the RHS of
Eq. (3.44) (of which only one is shown explicitly) are
evaluated in terms of {Ghfσ ‖σ}, in the asymptotic re-
gion U/t → 0 they qualitatively behave similarly to
what one would expect from the self-energy as calcu-
lated within the framework of the many-body perturba-
tion theory in terms of {Ghfσ ‖σ} (note that skeleton self-
energy diagrams constitute a proper subset of all con-
nected proper self-energy diagrams). In particular, for
U/t → 0 to leading order these derivatives scale like U2
(see later). On the basis of this observation and of the
asymptotic expression in Eq. (3.46), we conclude that for
k in a neighbourhood of Shf
f;σ (cf. Eq. (2.41)) and z in a
neighbourhood of εhf
f
(cf. Eq. (2.29)) the leading-order
term in the asymptotic series expansion of the difference
Σ˜′σ(k; z; [{Gσ′}] − Σ˜′σ(k; z; [{Ghfσ′}]), for U/t → 0, can
scale like U2, instead of U4, and even like a function
which is more dominant than U2. In this connection,
and with reference to appendix B, we note that on de-
noting the integrand of the integral with respect to ε′ on
the RHS of the expression in Eq. (3.44) by f(ε′), this
integral can be expressed as a contour integral of f˜(z)
(cf. Eq. (A8)) over C (µhf) combined with an integral of
f˜(ε′+ i0+)− f˜(ε′− i0+) over the interval (µhf, µ), where
µ is the exact chemical potential.
We have thus established the mathematical mecha-
nism that underlies the specific form of the dependence
of Σ˜σ(k; z) on U in the asymptotic region U/t → 0, ob-
served in Sec. III A 4, for k and z in a neighbourhood of
respectively Sf;σ and εf.
Evidently, the equality in Eq. (3.44) applies order-by-
order, that is it applies for the explicit Σ˜′σ on both sides
being replaced by Σ˜
(ν)
σ , ν ≥ 1. Since a νth-order skele-
ton self-energy diagram consists of 2ν−1 distinct Green-
function lines, it follows that for any finite ν the func-
tional series expansion for Σ˜
(ν)
σ [{Gσ′}] around {Ghfσ ‖σ}
is terminating; terms corresponding to the 2νth- and
higher-order functional derivatives of Σ˜
(ν)
σ [{Gσ′}] are all
identically vanishing. Restricting oneself to the case of
ν = 2, up to a constant – independent of k and ε (cor-
responding to the non-skeleton second-order proper self-
energy diagram), the Σ˜
(2)
σ [{Ghfσ′ }] on the RHS of the rel-
evant expression can be replaced by Σ˜
(2)
σ [{Ghfσ′ }]. On
account of the asymptotic expression in Eq. (3.46) and
the subsequent remarks, it follows that aside from the
last-mentioned constant, for U/t → 0 the deviation of
Σ˜
(2)
σ (k; z; [{Gσ′′}]) from Σ˜(2)σ (k; z; [{Ghfσ′′}]) is more dom-
inant than U2 for k and z in a neighbourhood of respec-
tively Sf;σ and εf.
By the reasoning of the last but two paragraph, one
would be tempted to suppose that in principle an infin-
ity of terms on the RHS of Eq. (3.44), denoted by the
ellipsis, would contribute to the leading-order term in
the asymptotic series expansion of Σ˜′σ(k; z; [{Gσ′′}]) for
U/t → 0. The details of the previous paragraph reveal
however that the coefficient of the term on the RHS of
Eq. (3.44) associated with, symbolically, (Gσ′ − Ghfσ′ )p
and as arising from the contribution of Σ˜
(ν)
σ to Σ˜′σ, is
identically vanishing for p > 2ν − 1, whereby, owing to
the direct proportionality of the pth functional deriva-
tive of Σ˜
(ν)
σ [{Gσ′}] around {Ghfσ ‖σ} with Uν , for ν = 2
only three terms (corresponding to p = 1, 2 and 3) on
the RHS of Eq. (3.44) (excluding the first term whose
leading-order contribution scales like U2) contribute to
the sought-after leading-order asymptotic contribution
to Σ˜′σ[{Gσ′}] for U/t → 0. Thus, while the functional
form of the latter leading-order asymptotic contribution
in its dependence on U is deducible from the second
term on the RHS of Eq. (3.44), with the Σ˜′σ[{Gσ′′}]
herein replaced by Σ˜
(2)
σ [{Gσ′′}], calculation of the ex-
act coefficient of this leading-order asymptotic contri-
bution requires also the third and fourth terms on the
RHS of Eq. (3.44), involving respectively the second and
third functional derivatives of Σ˜
(2)
σ [{Gσ′′}] at {Ghfσ ‖σ},
to be taken into account. For a comparable, but not
identical, correspondence between the coefficients of the
asymptotic series of Σ˜σ(k; z), in terms of the asymp-
totic sequence {1, 1/z, 1/z2, . . . } [44, 45], corresponding
to |z| → ∞, and the coefficients of a similar series per-
taining to Σ˜
(ν)
σ (k; z), the reader is referred to Sec. B.7 of
Ref. [10].
6. Summary
Summarizing, we have rigorously established that the
Fermi surface as calculated on the basis of Σ
(2)
σ [{Ghfσ′ }]
suffers from the fundamental deficiency that the number
of the k points enclosed by it, that is Nl;σ, deviates from
Nσ, in violation of the Luttinger theorem. This Fermi
surface can therefore not appropriately approximate the
exact Fermi surface, for which the Luttinger theorem
[7–11] is well satisfied. With reference to the equality
in Eq. (3.30) and assuming that {Gσ‖σ} are at hand,
this is not the case for the Fermi surface calculated on
the basis of Σ
(2)
σ [{Gσ′}]. Similarly for the Fermi surface
calculated on the basis of Σ
(2)
σ [{G′σ′}], with G′σ deter-
mined in terms of Ghfσ and Σ
(2)
σ [{Ghfσ′}], where Ghfσ self-
consistently corresponds to the single-particle energy dis-
persion εk + ~Σ
hf
σ (k; [{Ghfσ′}], ∀σ, Eqs. (3.32) and (3.36).
On the basis of the fact that the next-to-leading-
order term in the formal asymptotic series expansion
of nσ(k) for U/t → 0 in terms of the asymptotic se-
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quence {1, U, U2, . . . } [44, 45] is divergent for k approach-
ing the underlying Fermi surface [49, 50], on general
grounds (appendix C) we have demonstrated that the
leading-order term in the asymptotic series expansion
of Σ˜σ(k; z; [{Gσ′}]) (Σ˜(2)σ (k; z; [{Gσ′}])) in the region
U/t→ 0 is more dominant than that of Σ˜σ(k; z; [{Ghfσ′}])
(Σ˜
(2)
σ (k; z; [{Ghfσ′}])) for k and z in a neighbourhood
of respectively Fermi surface and Fermi energy. The
latter term scales like U2 and the former term like
Uα lnγ(|t|/U), where 1 ≤ α ≤ 2 and γ ≥ 0, exclud-
ing the possibilities α = 0, γ > 0, and α = 2, γ = 0,
appendix C. Already this observation establishes that
in calculating the deviation of Sf;σ from S(0)f;σ in terms
of Σ
(2)
σ [{Ghfσ′ }] in the region U/t → 0, one in fact ne-
glects the leading asymptotic contribution corresponding
to Σ
(2)
σ [{Gσ′}], which is missing in Σ(2)σ [{Ghfσ′ }]. We have
described the reason for this shortcoming in the para-
graph following that containing Eq. (3.16), p. 13.
B. Analysis
1. Overview
In Refs. [32, 33] the exact self-energy Σ′σ(kf;σ(ϕ); εf)
in the expressions on the RHSs of Eqs. (3.8) and (3.14)
is substituted by (Sec. III A 2)
Σ(2)σ (k
hf
f;σ(ϕ); ε
(0)
f ) ≡ Σ(2)σ (khff;σ(ϕ); ε(0)f ; [{G(0)σ′ }]), (3.47)
resulting in the following equalities, purported to be ex-
act (in the absolute sense) to order U2:
δkhf
f;σ(ϕ) =
δεhf
f
− ~Σ(2)σ (khff;σ(ϕ); ε(0)f )
ahfσ (ϕ)
, (3.48)
δεhf
f
=
∫ 2π
0
dϕkhf
f;σ(ϕ)~Σ
(2)
σ (khff;σ(ϕ); ε
(0)
f )/a
hf
σ (ϕ)∫ 2π
0
dϕkhf
f;σ(ϕ)/a
hf
σ (ϕ)
.
(3.49)
The equality in Eq. (3.48) directly coincides with that in
Eq. (9) of Ref. [33]. Making use of δ(f(x)) = δ(x)/f ′(0)
for f(0) = 0, f ′(0) > 0 and f(x) 6= 0 outside x = 0 in
the interval of interest (recall the assumed convexity of
the underlying Fermi sea, p. 11), from the expression in
Eq. (3.49) one recovers that in Eq. (8) of Ref. [33]. For
clarity, since for paramagnetic uniform metallic GSs one
has Shf
f;σ = S(0)f;σ , ahfσ (ϕ) is identical to its non-interacting
counterpart a
(0)
σ (ϕ), similar to khff;σ(ϕ) for which one has
khf
f;σ(ϕ) ≡ k(0)f;σ(ϕ). With reference to the remarks follow-
ing Eq. (3.14), note that also the δkhf
f;σ(ϕ) determined on
the basis of the expressions in Eqs. (3.48) and (3.49) is
invariant under a constant shift, independent of ϕ, in
Σ
(2)
σ (khff;σ(ϕ); ε
(0)
f ). Thus, using these expressions, the
contribution of the second-order non-skeleton self-energy
diagram, an anomalous diagram [7, 41, 42], can be dis-
carded, it being independent of k, and thus of ϕ.
We note that use of the arguments k
(0)
f;σ(ϕ) ≡ khff;σ(ϕ)
and ε
(0)
f in Refs. [32, 33] (see above), and ε
hf
f
in Ref. [34],
instead of kf;σ(ϕ) and εf respectively, is in conformity
with the use of the second-order expansion of the exact
Σ′σ(k; ε) in powers of U . The adopted approximations
in Refs. [32–34] would have indeed been consistent with
the intended exact determination of δkhf
f;σ(ϕ) to order U
2,
were it not for the fact that Σ
(2)
σ (k; ε; [{Gmfσ′ }]) is specif-
ically for k ∈ Smf
f;σ and ε = ε
mf
f
fundamentally deficient,
as summarized above.
We should emphasize that replacing khf
f;σ(ϕ) for kf;σ(ϕ)
is based on the assumption that Σ′σ(k; εf) is a continu-
ously differentiable function of k in a neighbourhood of
k = kf;σ(ϕ), and replacing e.g. ε
(0)
f for εf is based on
the assumption that Σ′σ(kf;σ; ε) is a continuously differ-
entiable function of ε in a neighbourhood of ε = εf. Both
of these assumptions are by definition applicable to con-
ventional Fermi liquids [1, 23]. As regards the latter, with
reference to the equality in Eq. (3.41) one observes that
this assumption is invalid in the cases where Zσ(kf;σ) = 0
(see Secs II C 2, IVA and IVB). Barring the possible van
Hove points of εk on Sf;σ, Sec. IVB, it is not expected
that for d > 1, Zσ(k) may be vanishing for any k ∈ Sf;σ
in the region U/t → 0. It should be realized that in the
event of α = 1 in the asymptotic expression in Eq. (3.42)
(in which case necessarily γ = 0 – see the remark follow-
ing Eq. (3.43)), for U/t → 0 to leading order the devi-
ation of Σ′σ(k; εf) from Σ
′
σ(k; ε
(0)
f ) scales like U
2, since
εf − ε(0)f = O(U).
As an aside, the contribution of the second-order
anomalous self-energy diagram is determined in terms
of a Fermi-surface average [41, p. 44],[42, p. 166]. This
specific aspect is apparent in the expression on the RHS
of Eq. (3.49). Further, for the direct calculation of the
‘anomalous’ part of Σ
(2)
σ (khff;σ(ϕ); ε
(0)
f ), one formally has
to employ the finite-temperature many-body formalism
[19, Ch. 7] and effect the zero-temperature limit af-
ter having effected the thermodynamic limit [7, 41] [42,
§3.3] (on effecting the zero-temperature limit, the first
loop from below in Fig. 2b of Ref. [33] gives rise to a
δ-function contribution, this on account of the expres-
sion in Eq. (26) of Ref. [41], as well as that in Eq. (81) of
Ref. [7], which is to be contrasted with the subsequent ex-
pression, in Eq. (82)). For the calculation of the ‘anoma-
lous’ part of Σ
(2)
σ (khff;σ(ϕ); ε
(0)
f ) under a specific condition,
see Sec. III B 2.
For the accuracy of presentation, in Ref. [32] no ex-
plicit appeal can be traced to an expression similar to
that in Eq. (3.49). However, on account of the statement
following Eq. (2) in this reference, namely that“the chem-
ical potential µ(U) is determined by fixing the number
of electrons to N , independently of U”, and the fact that
the constant µ2 (the coefficient of U
2 in the expansion
“µ = µ0 + µ1U + µ2U
2 + . . . ”) featuring in Eq. (4) of
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Ref. [32], is the equivalent of the constant δεhf
f
on the
RHS of Eq. (3.48), we conclude that the calculations in
Ref. [32] must have relied on an expression similar to that
in Eq. (3.49). This view is supported by the fact that in
Ref. [32], as in Ref. [34], no reference has been made
to the contribution of the above-mentioned second-order
non-skeleton, anomalous, self-energy diagram.
The considerations in Sec. III A have made explicit
that the expressions in Eqs. (3.48) and (3.49) are de-
ficient on two essential grounds. Firstly, in contrast
to Σ˜
(2)
σ [{Gσ′}] and Σ˜(2)σ [{G′σ′}], where G′σ may be one
of the two functions defined in Eqs. (3.32) and (3.33),
Σ˜
(2)
σ [{Ghfσ′ }] misses out a term that is more dominant
than U2 in the asymptotic region U/t → 0. Secondly,
a specific quantity, expressed in terms of Σ˜
(2)
σ [{Ghfσ′ }] and
the function G′σ defined in Eq. (3.32), fails to satisfy the
Luttinger-Ward identity [7], Eq. (3.37). In contrast, the
same quantity expressed in terms of Σ˜
(2)
σ [{G′σ′}] and G˜′σ
does satisfy the Luttinger-Ward identity, Eq. (3.36), sim-
ilarly to the case of the latter quantity being ideally ex-
pressed in terms of Σ˜
(2)
σ [{Gσ′}] and G˜σ, Eq. (3.30). Con-
sequently, the Fermi surface defined as the locus of the k
points at which 1/G′σ(k;µ
hf) = 0 (see Sec. III B 2), with
G′σ defined according to the expression in Eq. (3.32) in
terms of the Ghfσ presented in Eq. (3.39), cannot sat-
isfy the Luttinger theorem. While naively one might
expect that the deviation of the relevant Nl;σ/Ns from
nσ ≡ Nσ/Ns, Eqs. (1.2) and (2.75), scaled like U4 in
the region U/t → 0, we have rigorously shown that in
the latter region this deviation scales even more domi-
nantly than U2. For some relevant additional details, see
Sec. III B 2 and appendix B.
In Ref. [34], the exact self-energy Σ′σ(kf;σ(ϕ); εf)
is substituted by Σ
(2)
σ (kf;σ(ϕ); ε
hf
f
; [{Ghfσ′ }]), taking in
addition no account of the anomalous second-order
self-energy diagram [58], which is to say that the
self-energy as employed in Ref. [34] coincides with
Σ
(2)
σ (kf;σ(ϕ); ε
hf
f
; [{Ghfσ′ }]). In contrast to the approaches
in Refs. [32, 33], the approach in Ref. [34] implicitly re-
lies on the assumption of the validity of the Luttinger
theorem in the framework of the second-order perturba-
tion expansion of the self-energy in powers of U/t and
thereby avoids use of the expression in Eq. (3.14), or
that in Eq. (3.49). It further avoids use of the expres-
sion in Eq. (3.8), or that in Eq. (3.48), by considering
δkhf
f;σ(ϕ) as being “caused by the energy shift resulting
from ReΣ rk (0)”. With reference to the exact identify in
Eq. (3.18), we conclude that the δkhf
f;σ(ϕ) as calculated
in Ref. [34] corresponds to the expression in Eq. (3.48)
in which δεhf
f
is identified with zero. Thus, the work-
ing assumption in Ref. [34] may be identified as con-
sisting of the exact equality of the δεhf
f
as calculated
according to the expression in Eq. (3.49), in terms of
Σ
(2)
σ (kf;σ(ϕ); ε
hf
f
; [{Ghfσ′}]), with the contribution of the
second-order non-skeleton self-energy diagram. Leaving
aside these details, the exact identity in Eq. (3.18) implies
that insofar as the self-energy is concerned, the work in
Ref. [34] stands on the same footing as, but without being
necessarily equivalent to, the works in Refs. [32, 33].
The function δkhf
f;σ(ϕ)/U
2, corresponding to a number
of different site-occupation numbers, n = 2nσ, ∀σ, and
calculated on the basis of the expressions in Eqs. (3.48)
and (3.49), is presented in Fig. 2 of Ref. [32], in Figs. 2
and 3 of Ref. [33]. The same function as calculated by
directly solving the equation for the Fermi surface (see
the previous paragraph) is presented in Figs. 6 and 8
of Ref. [34]. These numerical results, if exact to order
U2, would have implied that any U > 0, no matter how
small, would result in the violation of the relationship in
Eq. (2.41).
2. An illustrative calculation
In the light of the above observations, it is instructive
to consider calculation of the Fermi surface associated
with the total self-energy Σhfσ [{Ghfσ′ }]+Σ(2)σ [{Ghfσ′}]. From
the second equality in Eq. (2.75), one has
Nl;σ =
∑
k
Θ
(
εhf
f
− [εk + ~Σhfσ (k; [{Ghfσ′ }]) + ~Σ(2)σ (k; εhff ; [{Ghfσ′ }])]
)
, (3.50)
where the argument of the Θ function is the inverse of
the Green function G′σ(k; ε), defined in Eq. (3.32), at ε =
εhf
f
. The reason underlying this choice for ε (whereby the
counterpart of the constant δεhf
f
, Eq. (3.5), in the context
of the present consideration is identified with zero) is the
identity in Eq. (3.20); in a neighbourhood of εhf
f
, only
at ε = εhf
f
can G′σ(k; ε) be unbounded, or 1/G
′
σ(k; ε) be
vanishing. This choice for ε and the choice of the contour
C (µhf) in the expression in Eq. (3.37) are inextricably
connected. This is readily verified by considering the
equalities in Eqs. (3.25), (3.26) and (3.27).
With reference to the expressions in Eqs. (2.71), (2.75)
and (3.50), within the framework of the second-order per-
turbation theory for the self-energy in terms of {Ghfσ ‖σ},
the Fermi surface corresponding to particles with spin
index σ, to be denoted by S(2)f;σ , consists of the set of
solutions of the following equation:
εk + ~Σ
hf
σ (k; [{Ghfσ′ }]) + ~Σ(2)σ (k; εhff ; [{Ghfσ′ }]) = εhff .
(3.51)
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Below we consider the case where ~Σhfσ (k; [{Ghfσ′}]) ≡
Unσ¯, Eq. (2.24), independent of k. Further, in the follow-
ing kf;σ will denote a general point on S(2)f;σ. Thus, along
the same lines as in Sec. III A (making use of in particular
the equality in Eq. (3.2)), from the equality in Eq. (3.51)
one obtains the following expression for δkhf
f;σ(ϕ), which
is exact (from the perspective of Eq. (3.51)) to order U2:
δkhf
f;σ(ϕ) = −
~Σ
(2)
σ (khff;σ(ϕ); ε
hf
f
; [{Ghfσ′ }])
ahfσ (ϕ)
. (3.52)
This expression is to be contrasted with that in
Eq. (3.48), taking into account the exact identity in
Eq. (3.18) (see Eq. (3.47)) (see the remark in the previous
paragraph concerning the constant δεhf
f
). On account of
the considerations of Sec. III A 3, unless the self-energy in
the numerator of the expression on the RHS of Eq. (3.52)
is identically vanishing for all ϕ (compare with the exact
result in Eq. (2.36)), the equality in Eq. (3.13) (under the
conditions for which it has been deduced, p. 11) is not
satisfied to order U2 by the δkhf
f;σ(ϕ) in Eq. (3.52).
Denoting the contribution of the anomalous second-
order self-energy diagram to Σ
(2)
σ by Σ
(2a)
σ , and the con-
tribution of the second-order skeleton self-energy diagram
to Σ
(2)
σ by Σ
(2s)
σ (see Eq. (3.18)), provided that the expres-
sion on the LHS of Eq. (3.37) scales to leading order like
U2 for U/t → ∞, the exact Σ(2a)σ can be calculated as
follows.
With Ω1bz denoting the ‘volume’ of the 1BZ, one has
(cf. Eqs. (3.25), (3.26) and (3.27))
Nl;σ
Ns
≡ nσ − n′′σ =
Aσ
Ω1bz
, (3.53)
where
n′′σ
.
= lim
β→∞
1
Ns
∑
k∈1BZ
ν¯′′σ(k), (3.54)
and Aσ is introduced in Eq. (3.11). For orientation, for a
square lattice with lattice constant a = 1, one has Ω1bz =
4π2. One trivially obtains that
Aσ ∼ A hfσ +
∫ 2π
0
dϕkhf
f;σ(ϕ)δk
hf
f;σ(ϕ) for
U
t
→ 0.
(3.55)
Since within the framework of the Hartree-Fock theory
the Luttinger-Ward identity is satisfied, one has
A hfσ
Ω1bz
= nσ, (3.56)
so that, following the equality in Eq. (3.53), one obtains
1
Ω1bz
∫ 2π
0
dϕkhf
f;σ(ϕ)δk
hf
f;σ(ϕ) = −n′′(2)σ , (3.57)
where n
′′(2)
σ is the expression on the LHS of Eq. (3.37)
divided by Ns, with the G
′
σ in Eq. (3.37) denoting the
function defined in Eq. (3.32) (recall that, here by as-
sumption the expression on the LHS of Eq. (3.37) scales
to leading order like U2 for U/t → 0). Combining the
equalities in Eqs. (3.52) and (3.57), for the constant Σ
(2a)
σ ,
independent of k, one obtains
~Σ(2a)σ =
n
′′(2)
σ −Ω−11bz
∫ 2π
0 dϕk
hf
f;σ(ϕ)~Σ
(2s)
σ (khff;σ(ϕ); ε
hf
f
)/ahfσ (ϕ)
Ω−1
1bz
∫ 2π
0 dϕk
hf
f;σ(ϕ)/a
hf
σ (ϕ)
. (3.58)
For n
′′(2))
σ = 0, the pair of expressions in Eqs. (3.52) and
(3.58) yield exactly the same δkhf
f;σ(ϕ), ∀ϕ, as the pair of
expressions in Eqs. (3.48) and (3.49).
C. Discussion
We have demonstrated that within the framework of
the non-self-consistent perturbation theory for the self-
energy of a metallic GS, in terms of the single-particle
Green functions {Gmfσ ‖σ} of a mean-field Hamiltonian,
the Luttinger theorem is violated to at least the order
of the adopted perturbation expansion. Quantitatively,
in the case of the N -particle uniform metallic GS of the
Hubbard Hamiltonian, the deviation of Nl;σ/Ns (the ra-
tio of the number of the k points comprising the inte-
rior of the underlying Fermi sea corresponding to par-
ticles with spin index σ, to the number of lattice sites)
from nσ ≡ Nσ/Ns scales at least like Uν as U/t → 0,
where ν ≥ 2 is the order of the adopted perturbation
series for the self-energy (the exclusion of ν = 1 is due
to the constancy of the self-energy at this order with
respect to variations of ε, whereby the Luttinger-Ward
identity is trivially satisfied). It follows that the Fermi
surfaces {Sf;σ‖σ} of an N -particle metallic GS cannot
be calculated exactly to ν th order in the coupling con-
stant of interaction on the basis of a non-self-consistently-
calculated self-energy to ν th order. In fact, as a result
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of this systematic violation of the Luttinger theorem, a
non-self-consistently-calculated self-energy fails to cap-
ture the non-analytic dependence of the exact self-energy
Σσ(k; ε) on the coupling-constant of interaction for k and
ε is a neighbourhood of respectively the Fermi surface and
the Fermi energy.
On the basis of the above observations, we have shown
that the extant non-self-consistent second-order calcula-
tions [32–34], purporting to show Sf;σ 6⊆ Shff;σ, are funda-
mentally deficient, as they fail to take full account of the
leading-order contributions to the Fermi surface geome-
try to order U2. Therefore, results of these calculations
do not constitute evidence against the validity of the re-
lationship Sf;σ ⊆ Shff;σ, Eq. (2.41).
Neglecting the above rigorous conclusion, the fact that
the calculated δkhf
f;σ(ϕ)/U
2 are very small, at the largest
close to 0.001 for n = 0.97 and ϕ = 0 [33] (0.001U2 is to
be compared with π, for the lattice constant a = 1, which
is approximately the value of k
(0)
f;σ(ϕ = 0) corresponding
to n ≈ 1) should give one pause in declaring Sf;σ ⊆ Shff;σ
as inexact.
In his section we have emphasised the significance of
self-consistency to the calculation of in particular Fermi
surface Sf;σ (insofar as second-order perturbation theory
is concerned, see Eqs. (3.32), (3.33) and the subsequent
specifications; see also the closing part of the present sec-
tion, p. 24). The calculations reported in Refs. [32–35]
are non-self-consistent. Nojiri [59] has performed a self-
consistent calculation of Σ
(2)
σ (k; ε) and on the basis of
this calculation has deduced δkhf
f;σ(ϕ) 6≡ 0 (see Figs. 6
and 7 in Ref. [59]). Three main remarks concerning the
latter and other relevant observations by Nojiri [59] are
in order.
First, in contrast to the calculations in Refs. [32–34]
in which δkhf
f;σ(ϕ)/U
2 is by design fully independent of
U , owing to self-consistency and the attendant prolifera-
tion of infinite powers of U in the calculated second-order
self-energy, the δkhf
f;σ(ϕ)/U
2 in Ref. [59] cannot be iden-
tified with the expansion coefficient of U2 in the series
expansion of δkhf
f;σ(ϕ) in powers of U (for the sake of
argument, here we disregard the fact that, as we have
discussed above, the leading-order term in the asymp-
totic series expansion of δkhf
f;σ(ϕ) for U/t → 0 is more
dominant than U2). To demonstrate the deviation of
this coefficient from zero, Nojiri must have performed a
scaling analysis whereby to isolate the true coefficient of
U2 in the expansion of δkhf
f;σ(ϕ). The significance of such
analysis is best appreciated by the fact that the numeri-
cal results presented in Ref. [59] correspond to U/t = 4;
it is out of the question that the δkhf
f;σ(ϕ) correspond-
ing to such a relatively large value of U/t (in compar-
ison with the bandwidth W , for which in the present
case one has W/t = 8) can in its entirety be attributed
to the leading-order contribution to the exact δkhf
f;σ(ϕ).
In this connection, since the calculations underlying this
δkhf
f;σ(ϕ) entirely neglect Σ
′
σ(k; ε) − Σ(2)σ (k; ε), a higher
than second-order contribution to the calculated δkhf
f;σ(ϕ)
is in principle spurious (see also the following paragraph).
In spite of these facts, it is interesting to note that by di-
viding the data displayed in Figs. 6 and 7 of Ref. [59] by
U2 (i.e. by 16), one observes that the results are uni-
formly by a factor of nearly 2 smaller than their coun-
terparts as presented in Refs. [32–34]. Related to this,
a recent variational study by Bu¨nemann, Schickling and
Gebhard [60] of the Fermi surface of the Hubbard model
reveals a noticeably smaller δkhf
f;σ(ϕ) than reported in
Ref. [33]. For clarity, on dividing by (U/t)2 the δkhf
f;σ(ϕ)
corresponding to different values of U/t in the inset of
Fig. 4 of Ref. [60] (which correspond to the total band
filling n = 0.9), one observes that to a good approxima-
tion all curves collapse into a single universal curve. On
account of this observation, one may divide by (U/t)2 the
δkhf
f;σ(ϕ) displayed in Fig. 4 of Ref. [60] (corresponding to
U/t = 10) and compare the results with those in Fig. 3
of Ref. [33]. For n = 0.9 (0.8) and t = 1, the δkhf
f;σ(ϕ)/U
2
at ϕ = 0 in the former figure is approximately equal to
0.0006 (0.0001), while in the latter figure it is approxi-
mately equal to 0.0008 (0.0005). It is also interesting to
note that the Fermi surface inferred from the quantum-
Monte-Carlo results by Moreo et al. [61], pertaining to
the Hubbard Hamiltonian on a 16 × 16 square lattice,
with U/t = 4 (at kbT = t/6 and for nσ = nσ¯ = 0.435),
almost identically coincides with S(0)f;σ = Shff;σ.
Interestingly, Nojiri [59] presents the calculated value
of 1/Zkf;σ , denoted by γω [59, Eq. (3.9)], corresponding
to t = 1 and U = 4, as function of the band filling n in
two different directions of the 1BZ, namely the direction
(0, 0)− (0, π), ϕ = 90◦, and the direction (0, 0)− (π, π),
ϕ = 45◦ [59, Fig. 8]. From the data in the latter figure,
one observes that 1/Zkf;σ −1 along both directions of the
1BZ are increasing functions of n and specifically for n
approaching unity it is of the order of unity, implying
that the calculations reported in Ref. [59] indeed do not
correspond to a weakly-correlated N -particle GS of the
Hubbard Hamiltonian. It is noteworthy that the way in
which the γω(ϕ) corresponding to ϕ = 90
◦ exceeds the
γω(ϕ) corresponding to ϕ = 45
◦, for n approaching unity,
directly correlates with the magnitudes of δkhf
f;σ(ϕ) cor-
responding to respectively ϕ = 90◦ (which is equivalent
to ϕ = 0) and ϕ = 45◦ [59, Fig. 7].
Second, the expression for δkhf
f;σ(ϕ) as adopted in
Ref. [59] coincides with that in Eq. (9) of Ref. [33] (our
Eq. (3.48)), which is in principle suited for calculating
δkhf
f;σ(ϕ) to exactly second-order in U (for the deficiency
of Eq. (3.48) in non-self-consistent calculations, see Sec-
tions III B 1 and III B 2). It is not suited for the calcu-
lations in Ref. [59], where U/t = 4; for such a relatively
large value of U/t, the neglect of δε˜ hfσ (ϕ), Eq. (3.7), which
in non-self-consistent calculations scales to leading order
like U4, is not warranted; Nojiri [59] must instead have
employed the expression in Eq. (3.8) in conjunction with
that in Eq. (3.14).
Third, and last, the Fourier transforms (from the time-
to the frequency-domain, and vice versa) underlying the
calculations reported in Ref. [59] have been carried out
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by means of the method of Fast Fourier Transforma-
tion (FFT) [62]. In Ref. [10, §6.3] we have shown the
way in which a finite energy cut-off in similar calcu-
lations gives rise to violation of the exact property in
Eq. (3.23) and consequently to violation of the Luttinger
theorem. What is noticeable in Ref. [59], and many
similar publications, is the explicit use of the function
Re[Σσ(k; εf)] (the function “ReΣkσ(0)” in the notation
of Ref. [59]) where Σσ(k; εf) would suffice. This sug-
gests that in these calculations the imaginary part of the
function Σσ(k; εf) is artificially non-vanishing, implying
that the Luttinger theorem cannot be exactly satisfied
in these calculations. In the calculations of Ref. [59], the
frequency domain (−∞,∞) has been limited to [−ωc, ωc],
where ωc/t = 512 × 0.06 = 30.72 [59], to be contrasted
with W/t = 8, or U/t = 4.
We conclude that the extant numerical results concern-
ing δkhf
f;σ(ϕ) are deficient and thus not capable of negating
the validity of the expression in Eq. (2.41).
In closing, we shed some additional light on the main
aspects discussed in this section, Sec. III, by considering a
perturbation expansion in terms of the mean-field Green
functions {Gmfσ ‖σ}, where
G˜mfσ (k; z) =
~
z − [εk + ~Σσ(k; εf)] , (3.59)
in which the real-valued function Σσ(k; εf) is the exact
self-energy Σ˜σ(k; z) evaluated at the exact Fermi energy
εf. One can convince oneself that the following consider-
ations equally apply when Σ˜σ(k; z) is substituted by its
self-consistently-calculated counterpart (to any arbitrary
order in the coupling constant of the interaction poten-
tial) and εf by the self-consistent value for the Fermi en-
ergy that conforms with the requirement of the Luttinger
theorem [10].
The expressions in Eqs. (2.34) and (2.36) signify the
fundamental difference between the mean-field Green
function in Eq. (3.59) and that in Eq. (3.39). The func-
tion in Eq. (3.59) also differs from the Green function
encountered in Ref. [7, p. 1425] (see Table I in Ref. [10]
for the relevant notational conventions), defined in terms
of Σσ(kf;σ; εf), where kf;σ denotes the Fermi wave vector
in the direction of k, and explicitly referred to in Ref. [53,
p. 1322]. The function in Eq. (3.59) is more general than
the latter Green function the results corresponding to
which we shall also discuss below. With reference to the
result in Eq. (2.36), we note that the function G˜mfσ (k; z)
defined in terms of Σσ(kf;σ; εf) coincides with that in
Eq. (3.39) on replacing the {Ghfσ′ } on the RHS of this
equation by {Gσ′} (see however Eq. (2.24)). We note in
passing that for a general Fermi sea, there can be more
than one Fermi wave vector in the direction of k, a possi-
bility that we neglect here for transparency (this neglect
amounts to assuming the underlying Fermi sea to be con-
vex, Sec. III, p. 11).
For the Green function G˜mfσ in Eq. (3.59), from the
Dyson equation one has
G˜σ(k; z) =
(
1− G˜mfσ (k; z)[~Σ˜σ(k; z)− ~Σ˜σ(k; εf)]
)−1
G˜mfσ (k; z). (3.60)
For z → εf one can employ the following general equality (cf. Eq. (3.41)) [23]
~Σ˜σ(k; z)− ~Σ˜σ(k; εf) =
(
1− 1
Zσ(k)
)
(z − εf) + o(z − εf), ∀k, (3.61)
where o is the small-o order symbol, to be distinguished from the large-O order symbol [39, §2.11]. Since for U/t→ 0
the Landau quasi-particle weight Zσ(k)→ 1 (cf. Eqs. (3.41) and (3.42)), it follows that the coefficient of the (z − εf)
on the RHS of Eq. (3.61) approaches zero for U/t → 0. With reference to the defining expression in Eq. (2.32), one
observes that for z → εf and k → kf;σ ∈ Sf;σ one has
G˜mfσ (k; z)[~Σ˜σ(k; z)− ~Σ˜σ(k; εf)] ∼
~
(
1− 1/Zσ(kf;σ)
)
1− ([∇εk + ~∇Σσ(k; εf)]|k=kf;σ) · (k − kf;σ)/(z − εf) , (3.62)
making explicit that in the case at hand the limiting pro-
cesses z → εf and k → kf;σ do not commute; whereas on
taking the limit z → εf first, one obtains zero for a fixed
k 6= kf;σ, on taking the limit k → kf;σ first, one obtains
~(1 − 1/Zσ(kf;σ)) for a fixed z 6= εf, which, according
to the expressions in Eqs. (3.41) and (3.42), approaches
zero for U/t → 0. From the perspective of the present
considerations, it is interesting that for sufficiently small
values of U/|t| (a necessary condition only for the case
of k approaching Sf;σ for a fixed z 6= εf), the func-
tion G˜σ(k; z) in Eq. (3.60) can be expanded in powers of
G˜mfσ (k; z)[~Σ˜σ(k; z)− ~Σ˜σ(k; εf)] for k and z in a neigh-
bourhood of respectively Sf;σ and εf, irrespective of the
order in which k and z may approach Sf;σ and εf. The
result that one thus obtains is in stark contrast with the
asymptotic results in Eqs. (3.40) and (3.46). The signif-
icant implication of the present result for the Luttinger-
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Ward identity in the framework of a finite-order pertur-
bation expansion for the self-energy should be evident.
Following the same approach as above, for the relevant
expression corresponding to the case where G˜mfσ (k; z) is
defined in terms of Σσ(kf;σ; εf), with kf;σ denoting the
Fermi wave vector in the direction of k, for z → εf and
k→ kf;σ ∈ Sf;σ one obtains
G˜mfσ (k; z)[~Σ˜σ(k; z)− ~Σ˜σ(kf;σ; εf)] ∼
~
(
1− 1/Zσ(kf;σ)
)
+ ~(∇Σσ(k; εf)|k=kf;σ ) · (k − kf;σ)/(z − εf)
1− (∇εk|k=kf;σ) · (k − kf;σ)/(z − εf) , (3.63)
where to leading order in (z− εf) we have replaced∇Σ˜σ(k; z) with ∇Σσ(k; εf). On effecting the limit k→ kf;σ for a
fixed z 6= εf, for the LHS of the expression in Eq. (3.63) one obtains the same result as in the case considered above,
namely ~(1− 1/Zσ(kf;σ)). In contrast with the case considered above however, here on taking the limit z → εf for a
fixed k 6= kf;σ, and provided that
(
∇εk|k=kf;σ
) · (k − kf;σ) 6= 0, instead of zero one obtains
lim
z→εf
G˜mfσ (k; z)[~Σ˜σ(k; z)− ~Σ˜σ(kf;σ; εf)] ∼ −
~(∇Σσ(k; εf)|k=kf;σ) · (k − kf;σ)(
∇εk|k=kf;σ
) · (k − kf;σ) . (3.64)
In the case of the N -particle uniform GS of the Hub-
bard Hamiltonian where Σhfσ (k) is independent of k,
Eq. (2.24), the function ∇Σσ(k; εf) can be replaced by
∇Σ′σ(k; εf) ≡ ∇Sσ(k), Eq. (2.34) (see the last remark
following Eq. (2.38) above). The dependence of this
function on U/|t| in the region U/t → 0 is similar to
the expression on the RHS of Eq. (3.42). With refer-
ence to the expression in Eq. (3.41), we thus conclude
that insofar as the functional dependence of the func-
tion on the LHS of Eq. (3.63) on U/|t|, in the region
U/t → 0, is concerned, the order of the limiting pro-
cesses z → εf and k → kf;σ ∈ Sf;σ is immaterial (the
limiting values for a given non-vanishing U/|t| are in gen-
eral not the same however). Note that the expression in
Eq. (3.64) breaks down at the van Hove points of the non-
interacting energy dispersion that may be located on Sf;σ
(see Sec. IVB).
The above considerations establish that from the per-
spective of the Luttinger theorem, a self-consistent cal-
culation based on the Green function in Eq. (3.59) is
qualitatively similar to a self-consistent calculation based
on the Green function derived from the latter function
through replacing the Σσ(k; εf) herein by Σσ(kf;σ; εf),
where kf;σ denotes the Fermi wave vector in the direc-
tion of k.
IV. BEHAVIOUR OF nσ(k) FOR k CLOSE TO Sf;σ
With reference to the expressions in Eqs. (2.18) and
(2.20), we introduce the auxiliary function ζk;σ and write
β<k;σ ≡ nσ(k) (nσ¯ + ζk;σ), (4.1)
where, in the light of the expressions in Eqs. (2.21) and
(2.40) and following the result in Eq. (2.22),
ζk;σ ∼ 0 for k→ kf;σ ∈ Sf;σ. (4.2)
One thus has (see Eqs. (2.18) and (2.20))
ε<k;σ = εk + Unσ¯ + Uζk;σ, (4.3)
ε>k;σ = εk + Unσ¯ − UΛσ(k)ζk;σ , (4.4)
where
Λσ(k)
.
=
nσ(k)
1− nσ(k) ≥ 0. (4.5)
In view of the condition in Eq. (4.2), one observes that
ε<k;σ and ε
>
k;σ indeed take the same value for k = kf;σ and
that this value conforms with the result in Eq. (2.23).
Note that, since by assumption nσ(k) 6= 1 [20], the
combination Λσ(k)ζk;σ in the above expression for ε
>
k;σ
does not impose a stricter condition on ζk;σ than merely
ζk;σ ∼ 0 for k → kf;σ. For later use, we point out that
following the definition in Eq. (4.5) one has
nσ(k) =
Λσ(k)
1 + Λσ(k)
. (4.6)
By defining
Γσ(k)
.
=
µ− ε<k;σ
ε>k;σ − µ
, (4.7)
on the basis of the expressions in Eqs. (2.40) and (2.84)
one verifies that [1]
Sf;σ =
{
k ‖Λσ(k) = Γσ(k)
}
. (4.8)
Expanding εk around k = kf;σ ∈ Sf;σ, from the results
in Eqs. (2.23), (4.3) and (4.4) one deduces that
Γσ(k) ∼ −aσ · (k − kf;σ)− Uζk;σ
aσ · (k − kf;σ)− UΛσ(k) ζk;σ for k → kf;σ,
(4.9)
where
aσ ≡ a(kf;σ) .= ∇εk|k=kf;σ . (4.10)
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A. Case 1
An interesting case corresponds to |ζk;σ| approaching
zero faster than ‖k − kf;σ‖ for k → k±f;σ, as is the case
when, for instance [1, 2]
|ζk;σ | ∼ |bσ(k±f;σ)| ‖k − kf;σ‖γ
±
with 0 < γ± < 1,
(4.11)
where the superscript − (+) corresponds to k approach-
ing Sf;σ from inside (outside) the Fermi sea. In such
and similar cases [1, 2], to leading order the expression
in Eq. (4.9) takes the following simplified form:
Γσ(k) ∼ 1
Λσ(k)
for k → kf;σ. (4.12)
From this and the expression in Eq. (4.8) one obtains
Λ2σ(k) ∼ 1 for k → kf;σ, which, on account of Λσ(k) ≥ 0,
Eq. (4.5), can be written as
Λσ(k) ∼ 1 for k → kf;σ. (4.13)
In view of the equality in Eq. (4.6), this implies that
nσ(k) ∼ 1
2
for k→ kf;σ. (4.14)
Since the validity of this result is independent of whether
k approaches kf;σ from inside or outside the underlying
Fermi sea, it follows that in the case at hand nσ(k) is
continuous at k = kf;σ and takes the value 1/2 at k =
kf;σ. Thus, following the Migdal theorem, Eq. (2.55), in
the present case [1, 2]
Zkf;σ = 0. (4.15)
We note that in the case of the one-dimensional
Tomonaga-Luttinger model for spin-less fermions, one
has [25, 26]
nr(k) ∼ 1
2
− C sgn(k − rkf) |k − rkf|α for k → rkf,
(4.16)
where C > 0 is a dimensional constant and α ∈ (0, 1) [25].
Here nr(k) stands for the GS momentum-distribution
function corresponding to the r-moving fermions, where
r = + signifies ‘right’ and r = −, ‘left’. The expression
in Eq. (4.14) is seen to be in conformity with that in
Eq. (4.16). In addition, following the asymptotic expres-
sion in Eq. (4.16), for Λσ(k), Eq. (4.5), one obtains
Λr(k) ∼ 1− 4C sgn(k − rkf) |k − rkf|α for k → rkf,
(4.17)
which is in conformity with the leading-order asymptotic
result in Eq. (4.13). Since the equality of Λσ(k) with
Γσ(k) applies only for k on Sf;σ, Eq. (4.8), it is not pos-
sible to infer the next-to-leading-order term in the asymp-
totic series expansion [39, 44, 45] of Γr(k) corresponding
to k → rkf from the expression in Eq. (4.17). This term
can however be deduced from the expression in Eq. (4.9).
In the cases where α+ γ± < 1, from this expression one
trivially obtains that
Γr(k) ∼ 1 + 4C sgn(k − rkf) |k − rkf|α for k→ rkf.
(4.18)
This and the expression in Eq. (4.17) reveal the way in
which in the case at hand Λr(k) and Γr(k) approach the
common value of 1 at k = rkf (cf. Eq. (4.8)) for k ap-
proaching rkf.
Under the conditions for which the asymptotic expres-
sion in Eq. (4.12) applies (e.g. for 0 < γ± < 1 – see
Refs. [1, 2]), for k sufficiently close to Sf;σ the expression
in Eq. (2.80) can be presented as
nσ(k) ≷
1
1 + Λσ(k)
∼ 1
2
+
1− Λσ(k)
4
for k ∈


FSσ,
FSσ.
(4.19)
Specialising to the case of the Tomonaga-Luttinger model
for spin-less fermions, making use of the expression in
Eq. (4.17), for k sufficiently close to rkf the result in
Eq. (4.19) can be written as
nr(k) ≷
1
2
∓ C |k − rkf|α for k ≶ rkf. (4.20)
Since C > 0, in the light of the asymptotic expression in
Eq. (4.16) one observes that the inequalities in Eq. (4.20)
amount to true statements. Hereby is, insofar as the
one-dimensional Tomonaga-Luttinger model for spin-less
fermions is concerned, the validity of the inequalities in
Eq. (2.80) explicitly demonstrated for a finite neighbour-
hood of rkf, r = +,−.
B. Case 2
Here we consider a case corresponding to a class of
uniform metallic GSs to which the conventional Fermi-
liquid state [1, 23] belongs. For other cases, we refer
the reader to Refs. [1, 2]. This case corresponds to the
asymptotic relationship (cf. Eq. (4.11)) [1]
ζk;σ ∼ b±σ · (k − kf;σ) for k→ kf;σ ∈ Sf;σ, (4.21)
where (cf. Eq. (4.10))
b±σ ≡ bσ(k±f;σ) .= ∇ζk;σ|k=k±f;σ , (4.22)
in which the superscript− (+) signifies the limit of∇ζk;σ
for k approaching Sf;σ from inside (outside) the under-
lying Fermi sea. For the reasons that we have indicated
in Sec. II D, b−σ and b
+
σ cannot be equal, a fact best il-
lustrated by the inequalities in Eq. (4.28) below.
For the following considerations it will be convenient
to introduce, for a given kf;σ, the outward unit vector
nˆ(kf;σ) normal to Sf;σ at kf;σ [63], and without loss of
generality assume that vector k is defined according to
k = kf;σ + κ nˆ(kf;σ), (4.23)
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where, for sufficiently small |κ|, κ < 0 (κ > 0) corre-
sponds to k located inside (outside) the underlying Fermi
sea. For definiteness, the adjective outward, referred to
above, signifies that nˆ(kf;σ) points in the direction away
from the Fermi sea at kf;σ.
For k as defined according to the equality in Eq. (4.23),
and κ→ 0, the expression in Eq. (4.9) takes the following
simplified form:
Γσ(k) ∼ −(aσ + Ub
±
σ )
aσ − UΛ±σ b±σ
for κ ≷ 0, (4.24)
where
aσ
.
= aσ · nˆ(kf;σ), b±σ .= b±σ · nˆ(kf;σ), (4.25)
and
Λ±σ
.
= Λσ(k
±
f;σ). (4.26)
With reference to the defining expression in Eq. (4.7), we
note that the numerator of the expression on the RHS
of Eq. (4.24) arises from µ − ε<k;σ and the denominator
from ε>k;σ−µ. More explicitly, we have not multiplied the
expression in Eq. (4.7) by −1−1 in arriving at the expression
in Eq. (4.24). In view of the inequalities in Eq. (2.17), b−σ
and b+σ are thus bound to satisfy the following inequalities
[1]:
b−σ >
aσ
UΛ−σ
, b+σ < −
aσ
U
. (4.27)
Since Λ−σ ≥ 0, Eq. (4.5), and aσ ≥ 0 (as a consequence
of nˆ(kf;σ) being the outward unit vector normal to Sf;σ
at kf;σ, Eq. (4.25)), it follows that for U > 0, which we
consider in this paper, one must have
b−σ > 0, b
+
σ < 0. (4.28)
Further, since nσ(k
−
f;σ) ↑ 1 and nσ(k+f;σ) ↓ 0 for U/|t| → 0
(cf. Eq. (3.43)), from the expression in Eq. (4.5) one
infers that Λ−σ ↑ +∞ and Λ+σ ↓ 0 for U/|t| → 0. If to
leading order Λ−σ diverges like |t|/U for U/|t| → 0, then
the 1/(UΛ−σ ) in Eq. (4.27) approaches a finite constant
for U/|t| → 0. The significance of this observation lies
in the fact that unlike b+σ , which, following the right-
most inequality in Eq. (4.27), has to decrease indefinitely
towards −∞ for U/|t| → 0, b−σ is not bound necessarily
to increase indefinitely towards +∞ for U/|t| → 0. We
shall return to behaviours of b±σ as functions of U/|t| in
Sec. IVB1 below.
For k ∈ Sf;σ, making use of the expression in
Eq. (4.24), from the equality in Eq. (4.8) one obtains
the following quadratic equation for Λ±σ [1]:
Ub±σ (Λ
±
σ )
2 − aσΛ±σ − (aσ + Ub±σ ) = 0. (4.29)
Taking into account that Λ±σ ≥ 0, Eq. (4.5), from the
above equation one obtains
Λ±σ = 1 +
aσ
Ub±σ
≶ 1, (4.30)
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FIG. 2. (Colour) Zkf;σ versus ϕ
.
= ̂kf;σ, (pi, 0) as calculated by
Katanin and Kampf [64] (◦) and on the basis of the expression
in Eq. (2.55) in conjunction with the expressions in Eq. (4.31),
using b−σ = 0.0912, b
+
σ = −1.4158 (⋄). The results correspond
to U/t = 2 and the van Hove filling associated with t′/t = 0.1,
i.e. n = 0.918 022 . . . [67]. The point ϕ = 0 corresponds to
a van Hove point of the energy dispersion εk on the Fermi
surface, where a(kf;σ) = 0 (cf. Eq. (4.32)). The apparent
difference between the two curves reflects the isotropy of the
b∓σ employed in the calculations. Note that the values of these
constants conform with the inequalities in Eq. (4.28). Further,
with reference to the remarks following Eq. (4.28), it is notable
that the ratio b+σ /b
−
σ of these constants is of the order of 10.
where the inequalities follow from those in Eq. (4.28).
On account of the results in Eq. (4.30), the expression in
Eq. (4.6) can be written as [1]
nσ(k
±
f;σ) =
aσ + Ub
±
σ
aσ + 2Ub
±
σ
≶
1
2
, (4.31)
where the inequalities follow from those in Eq. (4.27).
From the above equality one immediately infers that
nσ(k
−
f;σ) = nσ(k
+
f;σ) =
1
2
for aσ = 0, (4.32)
that is, nσ(k) is continuous, and takes the value of 1/2,
at those points of Sf;σ that coincide with the van Hove
points of the non-interacting energy dispersion εk. With
reference to the Migdal theorem, Eq. (2.55), at these
points Zkf;σ = 0 [1], in conformity with the observations
by other authors [64–66].
In Fig. 2 we present the Zkf;σ as calculated on the basis
of the expressions in Eq. (4.31) for the Hubbard model
on the square lattice with lattice constant a = 1 and
corresponding to the energy dispersion
εk = −2t
(
cos(kx)+cos(ky)
)
+4t′ cos(kx) cos(ky), (4.33)
where kx and ky are the Cartesian coordinates of k. The
data in Fig. 2 are specific to t = 1, t′ = t/10 and U/t = 2.
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The site occupation number n = 0.918 022 . . . to which
the data in Fig. 2 correspond, is the so-called van Hove
filling, named thus by the fact that at this filling the
saddle points of the energy dispersion in Eq. (4.33) at
(±π, 0) and (0,±π) are located on S(0)f = Shff;σ. In Fig. 2,
ϕ denotes the angle between the positive kx axis and
kf;σ, so that ϕ = 0 corresponds to the van Hove point
at (π, 0). In Fig. 2 we compare our results [67], calcu-
lated on the basis of the expressions in Eq. (4.31), with
those calculated by Katanin and Kampf [64] on the basis
of a functional renormalization-group formalism. Since
we have not calculated b±σ independently, this compar-
ison only tests the validity of the functional forms for
nσ(k
±
f;σ) as presented in Eq. (4.31). The apparent devia-
tion between the two sets of data in Fig. 2 is essentially
attributable to the dependence of b±σ on ϕ that has not
been taken into account in our calculations.
1. The asymptotic expressions for nσ(k
∓
f;σ) corresponding
to U/t→ 0 revisited
Here we establish direct relationships between the co-
efficients b±σ , Eqs. (4.21) and (4.25), in the asymptotic
region U/|t| ≪ 1 and the coefficients α±σ (kf;σ) in the
asymptotic expressions in Eq. (3.43). By doing so, we
gain insight into the behaviours to be expected of b±σ as
functions of U . Having already dealt with the condition
aσ = 0, Eq. (4.32), unless we indicate otherwise, in the
following aσ > 0 [63].
With reference to the first asymptotic expression in
Eq. (3.43), we posit that
b−σ ∼ b−σ;0
(U
|t|
)α−1
lnγ
( |t|
U
)
for
U
t
→ 0, (4.34)
where b−σ;0 is a finite positive constant (see the discussions
following Eq. (4.28) above and note that according to the
left-most inequality in the latter equation, b−σ is strictly
positive, and so must be b−σ;0). From the expression in
Eq. (4.31) one obtains
nσ(k
−
σ ) ∼ 1−
b−σ;0|t|
aσ
(U
|t|
)α
lnγ
( |t|
U
)
as
U
t
→ 0. (4.35)
Comparing this result with the first expression in
Eq. (3.43), one infers that
α−σ ≡
|t|
aσ
b−σ;0, (4.36)
where α−σ ≡ α−σ (kf;σ). For the ratio |t|/aσ, the reader
is referred to Eqs. (4.10) and (4.25), and for the energy
dispersion εk in the former equation, to Eq. (4.33). Since
α−σ is finite, the result in Eq. (4.36) amounts to an a pos-
teriori justification for the above assumption regarding
the finiteness of b−σ;0.
On account of the remarks with regard to the be-
haviours of nσ(k
+
f;σ) and b
+
σ following Eq. (4.28) above,
we express b+σ as follows:
b+σ ≡ −
aσ
U
− δb+σ , (4.37)
where, in the light of the second asymptotic expression
in Eq. (3.43) (cf. Eq. (4.34)),
δb+σ ∼ δb+σ;0
(U
|t|
)α−1
lnγ
( |t|
U
)
for
U
t
→ 0, (4.38)
in which δb+σ;0 is a finite positive constant. Making use
of the expression in Eq. (4.31), one readily obtains that
nσ(k
+
f;σ) ∼
δb+σ;0|t|
aσ
(U
|t|
)α
lnγ
( |t|
U
)
as
U
t
→ 0. (4.39)
Comparing this result with the second expression in
Eq. (3.43), one infers that (cf. Eq. (4.36))
α+σ ≡
|t|
aσ
δb+σ;0, (4.40)
where α+σ ≡ α+σ (kf;σ). Since α+σ is finite, the result in
Eq. (4.40) amounts to an a posteriori justification of the
above assumption regarding the finiteness of δb+σ;0. Note
that following the expressions in Eqs. (4.36) and (4.40),
α−σ = α
+
σ implies b
−
σ;0 = δb
+
σ;0.
V. ON FERROMAGNETISM
The existence or lack of existence of ferromagnetic re-
gions in the zero-temperature phase diagram of the Hub-
bard Hamiltonian is a long-standing theoretical question,
for an overview of which we refer the reader to chapter
8 of Ref. [16]. Restricting oneself to Hubbard Hamilto-
nians defined on bipartite lattices, the established trend
turns out to be that the more accurately correlation ef-
fects are taken account of, the smaller the ferromagnetic
regions of the phase diagram become. Particularly, the
Lieb-Mattis theorem [68, 69] rules out ferromagnetic GSs
for d = 1, εk = −2t cos(k) and U < ∞. Monte-Carlo
simulations by Hirsch [70] for the Hubbard Hamiltonian
on a square lattice and involving nearest-neighbour hop-
ping of non-interacting particles, reveal that for at least
0 ≤ U/t ≤ 10 and away from half-filling the GS of the
system is a paramagnetic metal, an observation that ac-
cords with that by Rudin and Mattis [71] in a subsequent
study. Here we show that the exact property Sf;σ ⊆ Shff;σ,
Eq. (2.41), amounts to a kinematic constraint that in
particular in the case of the Hubbard Hamiltonian, and
barring a limited range of values of U [1], renders ferro-
magnetic uniform metallic states as unviable GSs; even
in the just-mentioned limited range, which turns out to
shrink for decreasing values of n, the GS need not be
ferromagnetic, however.
For nσ, nσ¯ > 0, following the definition in Eq. (2.26)
and the relationship in Eq. (2.41), one has [1, §8]
εkf;σ + ~Σ
hf
σ (kf;σ) = εkf;σ¯ + ~Σ
hf
σ¯ (kf;σ¯), (5.1)
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FIG. 3. (Colour) Contour plot of (nσ − nσ¯) + 2t[cos(pinσ) −
cos(pinσ¯)]/U , Eq. (5.5), in the nσ-U plane for n = 0.8 and
t = 1. Whereas uniform paramagnetic metallic GSs, char-
acterized by nσ = nσ¯ = n/2, are permitted for all U ≥ 0,
a partially ferromagnetic uniform metallic GS is potentially
feasible only for a restricted range of values of U (here, for
4.5225 . U . 5.9757). The width of this window of U de-
creases for decreasing values of n.
which in the case of the Hubbard Hamiltonian, for which
the Hartree-Fock self-energy Σhfσ (k) has the form pre-
sented in Eq. (2.24), can be expressed as [1, Fig. 2]
nσ − nσ¯ = 1
U
(εkf;σ − εkf;σ¯). (5.2)
Clearly, this equality is identically satisfied for nσ = nσ¯.
In contrast, it amounts to a restriction on the realization
of metallic GSs with nσ 6= nσ¯ for a predetermined value
of n ≡ nσ + nσ¯. The condition nσ 6= nσ¯ with nσ, nσ¯ > 0
corresponds to partial ferromagnetism, and, with either
nσ or nσ¯ vanishing, to saturated ferromagnetism. Ev-
idently, the expressions in Eqs. (5.1) and (5.2) become
meaningless for saturated ferromagnetic GSs, for which
one of the two sets Sf;σ and Sf;σ¯ is empty.
To examine the effectiveness of the kinematic con-
straint in Eq. (5.2) in preventing ferromagnetic uniform
metallic GSs from being realized, we consider the Hub-
bard Hamiltonian in d = 1 [56], defined on a regular
lattice with lattice constant a = 1 and in terms of the
tight-binding energy dispersion
εk = −2t cos(k). (5.3)
For this energy dispersion, taking into account the re-
lationship in Eq. (2.41), one has the following equality,
which, since 1BZ = [−π, π), applies for all physical band
fillings:
kf;σ = πnσ. (5.4)
Making use of this equality, that in Eq. (5.2) transforms
into the following explicit relationship between nσ and
nσ¯ [1, §8]:
nσ − nσ¯ = −2t
U
(
cos(πnσ)− cos(πnσ¯)
)
, (5.5)
in which {nσ, nσ¯} are constrained by nσ, nσ¯ > 0 (see the
previous paragraph) and nσ + nσ¯ = n for a prescribed
value of n. In Fig. 3 we present the contour plot of the
deviation of the LHS of the equality in Eq. (5.5) from its
RHS in the nσ-U plane for n = 0.8. The trivial zero at
nσ = n/2 = 0.4 of this difference for all U is apparent.
The interesting information revealed by this contour plot
is that this difference can become zero for nσ 6= n/2 only
for U inside a finite interval. As we have indicated above,
whether for U in the latter interval the metallic GS is fer-
romagnetic or paramagnetic, is a question that is to be
settled on the basis of energetic considerations. Following
the Lieb-Mattis theorem [68, 69], no ferromagnetic GS is
realized for U in this interval; outside this interval, and
barring saturated ferromagnetic metallic GSs, the kine-
matic constraint in Eq. (5.5) leaves no room for uniform
ferromagnetic metallic GSs to be viable.
We have carried out similar calculations as the one
described above for d = 2 and the non-interacting energy
dispersion presented in Eq. (4.33), and observed a similar
trend as corresponding to d = 1. Importantly, the limited
range of values of U over which the equality in Eq. (5.2) is
satisfied for nσ 6= nσ¯ remains; the only difference with the
case of d = 1 turns out to be the increase in the different
combinations of unequal nσ and nσ¯, subject to nσ+nσ¯ =
n, for which the equation in Eq. (5.2) is satisfied in the
latter range of values of U .
VI. ON THE EXCITED STATES
For a detailed discussion of the relationship between in
particular ε<k;σ and the single-particle excitation energy
dispersions as measured by means of the angle-resolved
photoemission spectroscopy (ARPES) [72], we refer the
reader to Ref. [3]. Here we mainly focus on a central
element of the latter work (see also Ref. [10, §6.4]).
The functions (cf. Eq. (2.51))
P<σ (k; ε)
.
=
1
~
Aσ(k; ε)
nσ(k)
, P>σ (k; ε)
.
=
1
~
Aσ(k; ε)
1− nσ(k) , (6.1)
are, for all k, normalized probability distribution func-
tions for respectively ε < µ and ε > µ: they are
non-negative, and yield 1, for all k, on being inte-
grated with respect to ε over respectively (−∞, µ] and
[µ,+∞), Eqs. (2.49) and (2.50). For definiteness, al-
though Aσ(k; ε) is defined for all ε ∈ (−∞,+∞), un-
less we indicate otherwise, in what follows we consider
P<σ (k; ε) and P
>
σ (k; ε) as being defined over respectively
(−∞, µ] and [µ,+∞).
On account of P<σ (k; ε) and P
>
σ (k; ε) being probabil-
ity distribution functions, and in view of the expressions
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in Eq. (2.51), for an arbitrary k ∈ 1BZ, ε<k;σ and ε>k;σ
are the mean values of ε as distributed according to re-
spectively P<σ (k; ε) and P
>
σ (k; ε). It follows that in the
regions of the k space where P<σ (k; ε) (P
>
σ (k; ε)) consists
of a single dominant peak, ε<k;σ (ε
>
k;σ) must to a good ap-
proximation coincide with the energy ε at which P<σ (k; ε)
(P>σ (k; ε)), and thus Aσ(k; ε), is dominantly peaked (see
specifically Sec. II C 1). In other words, in the latter re-
gions of the k space, there exists an intimate approxi-
mate relationship, a relationship that becomes exact in
the non-interacting limit, between ε
≶
k;σ and the dispersion
of the single-particle excitation energies [3].
With reference to the inequalities on the RHS of the
⇔ in Eq. (2.53) (see also Fig. 1), one can appreciate the
properties ε<k;σ ≤ εhfk;σ for k inside the relevant Fermi sea
and ε>k;σ > ε
hf
k;σ for k outside, by realizing that for any
non-vanishing coupling constant of interaction, P
≶
σ (k; ε)
are not symmetric functions of ε with respect to ε
≶
k;σ,
each distribution function being comprised of a high-
energy tail (and, in general, of some non-negligible satel-
lite peaks in the early parts of the tail [73, 74]), which in
the case of the Hubbard Hamiltonian sets in to decay at
least exponentially [10, §B.3] for |ε − µ| in excess of the
largest energy parameter of the Hamiltonian; these prop-
erties cause the energy ε<k;σ for k inside the Fermi sea,
and the energy ε>k;σ for k outside, to be displaced towards
higher binding energies in comparison with the single-
particle excitation energy εhfk;σ within the framework of
the exact Hartree-Fock theory, where the self-energy is
independent of ε and the associated single-particle spec-
tral function is equal to Ahfσ (k; ε)
.
= ~ δ(ε− εhfk;σ).
On replacing the lower bound −∞ and the upper
bound +∞ of the energy integrals, such as those in
Eqs. (2.49) and (2.50), by respectively −E and +E,
where E is in principle an arbitrary energy parame-
ter satisfying −E < µ < E, one obtains a generalized
momentum-distribution function nσ(k;E), and its com-
plementary part
∫ E
−E
dεAσ(k; ε) − nσ(k;E), in terms of
which one defines the normalized probability distribution
functions P<σ (k;E, ε) and P
>
σ (k;E, ε), for ε over respec-
tively [−E, µ] and [µ,E] according to expressions similar
to those in Eq. (6.1) [3]. These distribution functions de-
fine energy dispersions ε<
k;σ(E) and ε
>
k;σ(E) (in the same
manner that P<σ (k; ε) and P
>
σ (k; ε) define ε
<
k;σ and ε
>
k;σ),
and, for any finite E, one can calculate the expectation
value of (ε−ε≶k;σ(E))2 with respect to P≶σ (k;E, ε), which,
in the regions of k space where P<σ (k;E, ε) (P
>
σ (k;E, ε))
consists of a single dominant peak over [−E, µ] ([µ,E]),
amounts to an approximate value for the width of this
peak [3]. We point out that introduction of the finite
energy cut-off E is in general necessary both mathemat-
ically and experimentally; mathematically, because the
second moments of P<σ (k;E, ε) and P
>
σ (k;E, ε) are in
general unbounded for E →∞ (this is not the case as re-
gards a lattice Hamiltonian such as the Hubbard Hamil-
tonian in Eq. (1.1) in which both εk and the interaction
potential are bounded over the bounded 1BZ, however
it can well be the case for the more general Hamiltonian
in Eq. (A1)) [75], and experimentally, because, firstly,
Aσ(k; ε) is in practice measured only over a finite energy
range and, secondly, for a real system the single-band
approximation of the underlying Hamiltonian fails when
considering the single-particle spectral function over an
unreasonably extended range of energies.
Considering only the ARPES (to be contrasted with
the inverse photoemission spectroscopy, with which ε>k;σ
and ε>k;σ(E) are associated) [72], below we restrict our-
selves to dealing with ε<k;σ and ε
<
k;σ(E).
On the basis of the above observations, in Ref. [3] we
have related the experimentally-observed ‘kink’ in the
single-particle energy dispersions and the abrupt change
of the width of the peak in the measured Aσ(k; ε) at the
‘kink’ wave vector k⋆ (see, e.g., Ref. [76]), to an abrupt
change in nσ(k), or nσ(k;E), at k = k⋆. A moment’s
reflection reveals that for establishing this relationship,
there is no need for identically equating either ε<k;σ, or
ε<k;σ(E), with the single-particle energy dispersion as in-
ferred directly from the measured Aσ(k; ε) [3]. By defin-
ing (cf. Eq. (2.55))
Zk⋆;σ
.
= nσ(k
−
⋆ )− nσ(k+⋆ ), (6.2)
we have for v<k;σ
.
= 1
~
∇ε<k;σ in Ref. [3] (see Eq. (67) and
Fig. 2 herein) obtained
v<
k
−
⋆ ;σ
= (1 + λ⋆)v
<
k
+
⋆ ;σ
, (6.3)
where [3, Eqs. (64) and (68)]
λ⋆ ≈ Zk⋆;σ
nσ(k
−
⋆ )
≤ 1. (6.4)
The result 1 < 1 + λ⋆ . 2 is in full conformity with
experimental observations (see, e.g., Ref. [77, Fig. 4]). In
the above expressions, k±⋆ are defined similarly to k
±
f;σ
[78].
The above-mentioned abrupt change in nσ(k), or
nσ(k;E), at k = k⋆, can be directly attributed, through
the expression for nσ(k) in Eq. (2.49), to the existence
of a sharp peak in Aσ(k⋆; ε) inside the region ε < µ (as
regards nσ(k;E), inside [−E, µ]). In this way, in Ref. [3]
we have obtained the functional relationship between the
slopes of the measured energy dispersion at both sides of
k = k⋆ (in the radial direction of the relevant 1BZ) and
the amount of change in nσ(k) at k = k⋆, described by
the expressions in Eqs. (6.2) – (6.4).
Lastly, we remark that the behaviour of the self-energy
Σσ(k; ε) as a function of ε as inferred on the basis of the
considerations in Ref. [3] (see Fig. 1 herein), is in remark-
ably good agreement with that inferred by Hwang et al.
[79] from the infrared spectra of the high-Tc compound
Bi2Sr2CaCu2O8+δ [80]. Later calculations of Σσ(k; ε),
by Byczuk et al. [81] and Macridin et al. [82], also re-
produce the Σσ(k; ε) as deduced in Ref. [3] (compare the
diagrams in Fig. 2 of Ref. [81] as well as those in Figs. 2
and 3 of Ref. [82] with those in Fig. 1 of Ref. [3]).
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VII. SUMMARY AND CONCLUDING
REMARKS
In this paper we have reproduced and reviewed some
of the main results of Refs. [1–3]. In doing so, we have
bypassed use of the abstract one-to-one mappings Φ<σ (k)
and Φ>σ (k) that are central directly to the considerations
of Ref. [1], and indirectly to those of Refs. [2, 3]. We hope
hereby to have made references [1–3] more accessible.
The most significant finding of Refs. [1, 2] to which we
have paid considerable attention in this paper, Sec. II, is
that the exact self-energy Σσ(k; ε) pertaining to the N -
particle uniform metallic GS of the single-band Hubbard
Hamiltonian in Eq. (1.1) [1], and the more general single-
band Hamiltonian in Eq. (A1) [2], reduces to the exact
Hartree-Fock self-energy Σhfσ (k) for ε = εf and k ∈ Sf;σ,
Eqs. (2.34) and (2.36) , where εf denotes the exact Fermi
energy and Sf;σ the exact Fermi surface corresponding to
particles with spin index σ in the N -particle GS under
consideration. As a consequence, one has Sf;σ ⊆ Shff;σ,
Eq. (2.41), where Shf
f;σ, defined in terms of εf, denotes
the counterpart of Sf;σ within the framework of the exact
Hartree-Fock theory, Eq. (2.26). The pseudogap region of
the Fermi surface of the interacting N -particle metallic
GS is the difference set Shf
f;σ\Sf;σ [1, 2], which may be
empty, depending on the value of the band filling n, the
form of the non-interacting energy dispersion εk, and the
strength of the on-site interaction energy U .
In Sec. III we have rigorously demonstrated that the
extant second-order computational results purporting to
show Sf;σ 6⊆ Shff;σ, are fundamentally deficient, this on
account of the breakdown of the Luttinger theorem in
the underlying calculations at best at the second order
in U . The considerations of this section have made ex-
plicit that in employing non-self-consistent many-body
perturbation theory for uniform metallic GSs, it is es-
sential that the Fermi energy of the adopted mean-field
(MF) theory identically coincide with the exact Fermi
energy. This is additional to the well-known requirement
that for anisotropic metallic GSs the Fermi surface Smf
f;σ
not be deformed with respect to Sf;σ, ∀σ [36, §5.7].
In Sec. III we have further shown that even in the cases
where Smf
f;σ ⊆ Sf;σ, ∀σ, and εmff = εf, a non-self-consistent
perturbation expansion for the self-energy fails correctly
to reproduce the exact Σσ(k; ε) for k in a neighbour-
hood of Sf;σ and ε in a neighbourhood of εf. This in
consequence of the fact that within the framework of a
ν th-order non-self-consistent perturbation expansion of
the self-energy, for any finite value of ν ≥ 2, the Lut-
tinger theorem is at best quantitatively violated at order
Uν (see above). Such systematic violation prevents a co-
herence effect from developing, an effect brought about
by the mechanism that embodies the Luttinger theorem,
according to which all points of Sf;σ are put into direct
contact with εf. We should emphasize, as we have done in
Sec. III A 4, that the extent of the last-mentioned neigh-
bourhood of Sf;σ is not fixed, but is dependent on the
value of U/t, diminishing towards zero with U/t→ 0.
Two energy dispersions, ε<k;σ and ε
>
k;σ, Eqs. (2.15) and
(2.16), feature very prominently in the considerations of
both Refs. [1–3] and the present paper. These energies
are variational single-particle excitation energies, satisfy-
ing ε<k;σ < µ < ε
>
k;σ, ∀k, where µ is the chemical poten-
tial corresponding to the N -particle uniform GS of the
system under consideration. These energy dispersions,
which are defined for both metallic and insulating uni-
form GSs, have the remarkable property that for metal-
lic GSs they coincide, up to deviations of the order of
1/N , with µ for k ∈ Sf;σ. On the basis of this prop-
erty, in Sec. IV we have deduced the functional forms of
the GS momentum-distribution function nσ(k) specific
to a variety of uniform metallic GSs for k infinitesimally
away from the underlying Fermi surface Sf;σ, expressed
in terms of two GS correlation functions that characterize
the leading-order terms in the asymptotic series expan-
sions of µ − ε<k;σ and ε>k;σ − µ for k approaching Sf;σ
[1, 2]. Amongst others, we have deduced the functional
forms of the aforementioned correlation functions in the
asymptotic region U/t→ 0.
In Sec. V we have made explicit the way in which
the relationship Sf;σ ⊆ Shff;σ, Eq. (2.41), amounts to a
kinematic constraint for ferromagnetic uniform metal-
lic states to qualify as potential GSs of the single-pand
Hamiltonians considered in this paper, Eqs. (1.1) and
(A1).
On the basis of similar considerations as indicated
above, and by establishing a well-defined correspondence
between in particular ε<k;σ and the single-particle energy
dispersions as measured by means of the ARPES [72],
in Sec. VI we have established a direct relationship be-
tween the ‘kinks’ in the experimentally-observed single-
particle energy dispersions in a number of materials and
the behaviour of the underlying nσ(k) for k in the vicin-
ity of the ‘kink’ wave vector k⋆ [3]. We hope hereby
to have succeeded in drawing the attention of in par-
ticular experimentalists to the relationship that exists
between the experimentally-measured single-particle en-
ergy dispersions and ε<k;σ and ε
>
k;σ. The existence of this
relationship is of considerable practical significance, in
particular because the exact identity in Eq. (2.52) en-
ables one to gain quantitative insight into the disper-
sion of the single-particle excitation energies above µ,
which is related to the energy dispersion ε>k;σ, on the
basis of the measurements concerning the single-particle
excitation energies below µ, which is related to the en-
ergy dispersion ε<
k;σ. In this connection and with refer-
ence to the expression in Eq. (2.49), one should note that
nσ(k) is determined through the knowledge of Aσ(k; ε)
for ε over (−∞, µ], and that, according to the expres-
sions in Eqs. (A3) – (A5), knowledge of nσ(k) and the
bare interaction potential v˜ suffices to calculate Σhfσ (k).
If for no other purpose, the experimentally-determined
energy dispersions ε<
k;σ and ε
>
k;σ (better, ε
<
k;σ(E) and
ε>k;σ(E)) can be fruitfully used for determining the Fermi
surface of the N -particle uniform metallic GS of any
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system whose low-energy properties are accurately de-
scribed by a single-band Hamiltonian. For clarity, an
experimentally-determined ε<k;σ is the energy dispersion
determined on the basis of an experimentally-measured
Aσ(k; ε) [72] and the left-most expression in Eq. (2.51).
In Sec. II E, we have speculated on a way in which also
the Luttinger surface [10, §2.4] of insulating N -particle
uniform GSs may be determined with the aid of ε<k;σ, ε
>
k;σ
and nσ(k).
Appendix A: Some aspects concerning a more
general single-band Hamiltonian than the
single-band Hubbard Hamiltonian
The considerations of this paper are focused on the N -
particle uniform metallic GS of the single-band Hubbard
Hamiltonian Ĥ in Eq. (1.1). With reference to Ref. [2], in
the main text we have emphasized that the results pre-
sented in this paper are with some appropriate modifica-
tions also applicable to the N -particle uniform metallic
GS of the following, more general, single-band Hamilto-
nian [2]:
Ĥ =
∑
k,σ
εk aˆ
†
k;σaˆk;σ
+
1
2Ω
∑
σ,σ′
∑
k,p,q
v˜(‖q‖) aˆ†k+q;σaˆ†p−q;σ′ aˆp;σ′ aˆk;σ, (A1)
where Ω is the macroscopic volume of the system un-
der consideration (‘macroscopic’ because we explicitly
deal with metallic GSs), and v˜(‖q‖) the Fourier trans-
form of the isotropic two-body potential, v(‖r − r′‖) or
v(‖Rj − Rj′‖) (depending on whether the system un-
der consideration is defined in a continuum subset of Rd,
or on the lattice {Rj} embedded in Rd, appendix D),
through which the particles in the system interact [83].
The sums with respect to k, p and q in Eq. (A1) are over
the following discrete sets of points in the wave-vector
space, which conform with the box boundary condition
(that is, the distance between two adjacent points along
the jth principal axis of this space is equal to 2π/Lj,
j = 1, . . . , d, where Lj is the macroscopic length of the
system along the jth principal axis): (1) in the cases
where the system under consideration is defined on the
lattice {Rj‖j = 1, 2, . . . , Ns}, which we assume to be
a Bravais lattice, the relevant set consists of the points
of the first Brillouin zone, 1BZ, specific to {Rj}; (2)
in the cases where the system is defined in a contin-
uum subset of Rd and the Bravais lattice {Rj} signi-
fies the position of ‘atoms’ (assuming mono-atomic crys-
tals – see appendix D), the relevant set consists of the
points k describable as k = κ +K, where κ ∈ 1BZ and
K ∈ {Kj‖j = 1, 2, . . . , Ns}, the latter being the set of
vectors spanning the lattice reciprocal to {Rj}.
The Hubbard Hamiltonian in Eq. (1.1) is recovered
from the Hamiltonian in Eq. (A1) by effecting the fol-
lowing transformation:
v˜(‖q‖)⇀ ΩU
Ns
, (A2)
and confining the wave-vector sums in Eq. (A1) to the
points of the relevant 1BZ; in doing so, such vector as for
instance k+ q is to be identified with k+ q+K0, where
K0 is the reciprocal-lattice vector, corresponding to the
underlying direct lattice {Rj}, for which k + q +K0 ∈
1BZ.
1. The exact Hartree-Fock self-energy
Using the rules for calculating the contributions of the
self-energy diagrams [19, §3.9], for the Hartree-Fock self-
energy Σhfσ (k) as expressed in terms of the exact Green
functions {Gσ‖σ}, i.e. Σhfσ (k; [{Gσ′}]), Sec. III A 2, one
obtains [19, §4.10]
Σhfσ (k) = Σ
h(k) +Σfσ(k), (A3)
where (see Eqs. (1.3) and (2.30))
Σh(k) =
1
~Ω
v˜(0)
∑
k′,σ′
nσ′(k
′) ≡ v˜(0) N
~Ω
, (A4)
Σfσ(k) = −
1
~Ω
∑
k′
v˜(‖k − k′‖) nσ(k′). (A5)
In the cases where v˜(0) is unbounded, Σh(k) is discarded
on account of its cancellation against the self-energy con-
tribution arising from the interaction of particles with a
positively-charged uniform background; by the same con-
sideration, in these cases the point k′ = k is excluded
from the set of points over which the summation on the
RHS of Eq. (A5) is carried out [22, §2.1].
Making use of the transformation in Eq. (A2), for the
Hubbard Hamiltonian one obtains (see Eqs. (1.2) and
(1.3))
Σh(k) =
1
~
Un, Σfσ(k) = −
1
~
Unσ, (A6)
leading, on account of the equality in Eq. (A3), to the
expression in Eq. (2.24). In the above expressions, nσ(k)
originates from [19, Eq. (10.7)]
nσ(k) =
1
~
∫ ∞
−∞
dε
2πi
eiε0
+/~Gσ(k; ε), (A7)
which is equivalent to the expression in Eq. (2.49).
This equivalence is established by realizing that (see
Eq. (2.46))
Gσ(k; ε)
.
= lim
η↓0
G˜σ(k; ε± iη), ε ≷ µ, (A8)
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where G˜σ(k; z), z ∈ C, is the single-particle Green func-
tion in Eq. (2.68). Such explicit definition for the ‘phys-
ical’ single-particle Green function Gσ(k; ε), ε ∈ R, is
necessary owing to G˜σ(k; z) being discontinuous across
(some parts of) the real ε axis; explicitly, on account of
the spectral representation in Eq. (2.68), those parts at
which, for the given k, Aσ(k; ε) 6= 0. Since G˜σ(k; z) is
analytic everywhere in C outside the real axis [10, 40],
and since G˜σ(k; z) ∼ ~/z for |z| → ∞ [10, 40], through
deforming the integration contour over [µ,+∞) into the
upper-half of the complex ε plane (note the converg-
ing factor eiε0
+/~) and making use of the definition in
Eq. (2.46), from the expression in Eq. (A7) one arrives
at the one in Eq. (2.49).
From the perspective of the considerations of this
paper, the significance of the above standard expres-
sions lies in the fact that they reveal that the εf (or
µ, Eq. (2.7)) implicit in the expression for the exact
Hartree-Fock self-energy, coincides with the exact Fermi
energy εf, apparent from the equivalence of the expres-
sions in Eqs. (2.49) and (A7). Violation of the equality
in Eq. (2.29) would therefore be tantamount to an inter-
nal inconsistency in the exact Hartree-Fock theory: the
Fermi energy on which the exact Σhfσ (k) implicitly de-
pends, i.e. the exact Fermi energy εf, would differ from
the Fermi energy εhf
f
pertaining to the N -particle GS of
this theory as determined through solving the equation
in Eq. (2.28). Although such inconsistency cannot a pri-
ori be ruled out, in Sec. II F we demonstrate that the
equality in Eq. (2.29) is indeed valid. The considerations
in Sec. 4 of Ref. [2] shed additional light on some relevant
properties of the exact Σhfσ (k).
Appendix B: Simple examples illustrative of the way
in which the Luttinger-Ward identity breaks down
In Sec. III A 3 we have argued that despite the equal-
ity in Eq. (3.38), in the asymptotic region U/t → 0 the
leading-order term in the asymptotic series expansion
[39, 44, 45] of the expression on the LHS of Eq. (3.37) does
not scale like U4, in contradiction with what a formal geo-
metric series expansion of the function G˜′σ in Eq. (3.32) in
powers of G˜hfσ Σ˜σ[{Ghfσ′}] would suggest. In this appendix
we show the validity of the argument in Sec. III A 3 by
considering two simple mathematical models that shed
light on some relevant processes.
We begin by considering the functions
γ0a(z)
.
=
1
z − a and ζb(z)
.
=
u2
z − b , a, b, u ∈ R, (B1)
as representing respectively G˜hfσ (k; z), Eq. (3.39), and
Σ˜
(2)
σ (k; z; [{Ghfσ′}]) for a given k ∈ 1BZ. By identifying
µhf with 1, the choice a = 1 would correspond to k being
a vector on the Fermi surface Shf
f;σ. We note that similar
to the latter functions, those in Eq. (B1) to leading order
decay like 1/z for |z| → ∞ [10, Eqs. (B.65), (B.103)].
Thus
γa,b(z)
.
=
γ0a(z)
1− γ0a(z)ζb(z)
(B2)
may be viewed as representing the function G˜′σ(k; z) in
Eq. (3.32).
In analogy with the expression on the LHS of
Eq. (3.37), we introduce the following function:
fa,b(u)
.
=
∫ 1+i∞
1−i∞
dz
2πi
(
γa,b(z)− γ0a(z)
) ∂
∂z
ζb(z), (B3)
where the choice of the contour of integration (more
specifically, the point at which it passes through the real
axis, Eq. (3.28)) is dictated by the above-mentioned iden-
tification of µhf with 1.
We note that since the function ζb(z), in contrast to
Σ˜
(2)
σ (k; z; [{Ghfσ′}]), does not correspond to second-order
skeleton self-energy diagrams evaluated in terms of γ0a(z),
the function
ha,b(u)
.
=
∫ 1+i∞
1−i∞
dz
2πi
γ0a(z)
∂
∂z
ζb(z) (B4)
is not necessarily vanishing (cf. Eq. (3.38)). It is for this
reason that we have defined the function fa,b(u) in terms
of the difference γa,b(z)−γ0a(z), instead of γa,b(z) alone.
While γa,b(z) is bounded at z = 1, ∀a, b ∈ R and u 6= 0,
γ0a(z) has a pole at z = 1 for a = 1. This implies that
for a = 1 the integral in Eq. (B4) must be viewed as a
Cauchy principal-value integral [39, §4.5]. With this in
mind and assuming that b > 1, one trivially obtains that
ha,b(u) = −Θ(1 − a)u
2
(b − a)2 , (B5)
where Θ(0) = 1/2 by definition. The peculiarity of the
case of a = 1 is due to the fact that in this case only one-
half the residue of the integrand of ha,b(u) corresponding
to the simple pole of γ0a(z) at z = 1 is taken account of
by the Cauchy principal-value integration [39, §4.5].
For a ≤ 1 and b > 1 one obtains
fa,b(u) = −1
2
+
b− a
2
√
4u2 + (b − a)2 +
Θ(1 − a)u2
(b− a)2 , (B6)
from which one deduces the following asymptotic series
expansions [39, 44, 45] corresponding to u→ 0:
f1,b(u) ∼ − u
2
2(b− 1)2 +
3u4
(b− 1)4 −
10u6
(b − 1)6 + . . . , (B7)
fa,b(u) ∼ 3u
4
(b− a)4 −
10u6
(b− a)6 + . . . , a < 1. (B8)
One observes that in contrast to the case of a < 1, the
function fa,b(u) for a = 1 to leading order scales like
u2 for u → 0. Below we show that the case of a = 1 is
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relevant to the considerations in Sec. III A 3, even though,
in the light of the sum with respect to k on the LHS of
Eq. (3.37) and the fact that in the thermodynamic limit
Fermi surface amounts to a subset of measure zero of
the underlying 1BZ (see the remark following Eq. (B1)
above), the case of a = 1 may not seem relevant from
the perspective of the validity or failure of the Luttinger-
Ward identity [7] at order U2. We note in passing that
the asymptotic series in Eq. (B7) (Eq. (B8)) is the Taylor
series of f1,b(u) (fa,b(u)) around u = 0 for |u| < (b−1)/2
(|u| < (b− a)/2).
For a < 1, in contrast to the case of a = 1, the contour
of integration with respect to z in the defining expression
for fa,b(z), Eq. (B3), can be deformed, thereby account-
ing for the full residue of the integrand corresponding
to the pole of γ0a(z) at z = a. The possibility of such
contour deformation is rooted in the fact that the func-
tion ζb(z) under consideration, Eq. (B1), and therefore
its derivative ∂ζb(z)/∂z, is analytic in a finite neighbour-
hood of z = 1. This is not the case for the self-energy
Σ˜
(2)
σ (k; z; [{Ghfσ′}]) corresponding to an N -particle metal-
lic GS that the function ζb(z) is intended to represent.
For this self-energy, the point z = µhf (where µhf = εhf
f
up to a deviation of the order of 1/N) is a branch-point
singularity [39, §5.7] for all k ∈ 1BZ. This fact is easily
established by considering the identity in Eq. (3.20) and
taking into account that with z ≡ ε+ iη, where ε, η ∈ R,
the same self-energy is discontinuous at η = 0 for ε in a
neighbourhood of εmf
f
(see the remark following Eq. (A8)
as well as that following Eq. (B.59) in Ref. [10]).
Considering the exact Σ˜σ(k; z) corresponding to an N -
particle GS, for this function the energies z = µ−N ;σ and
z = µ+N ;σ, Eqs. (2.2) and (2.3), turn into limit or accumu-
lation points [39, §2.21] of the sets {ε−s;σ‖s} and {ε+s;σ‖s}
of the single-particle excitation energies [10, Eq. (B.3)]
in the limit of N = ∞ [84]. As N → ∞, z = µ−N ;σ and
z = µ+N ;σ become in fact branch-point singularities [39,
§5.7] of Σ˜σ(k; z), coinciding up to a deviation of the order
of 1/N in the case of metallic N -particle GSs, Eqs. (2.6)
and (2.7). In the case of metallic GSs, the contour of in-
tegration C (µ) in the expression for the Luttinger-Ward
function, Eq. (3.27), is therefore ‘pinched’ [46, §6.3.1] by
the branch-point singularities z = µ−N ;σ and z = µ
+
N ;σ,
that is, the crossing point of C (µ) with the real axis of the
z plane becomes immovable. By identifying ζb(z) with
a function whose branch-point singularities similarly to
those of the exact Σ˜σ(k; z) corresponding to metallic GSs
‘pinch’ the contour of integration C (µ) (here C (µhf)) on
the real energy axis, it is to be expected that for a ↑ 1
the corresponding function fa,b(u) behaves, in its depen-
dence on u in the region u→ 0, similarly to the function
f1,b(u) considered earlier in this appendix.
In the light of the above observations, we now consider
the function
ζb(z)
.
=
u2
z − b
(
2−
√
1− z√
b− z
)
, (B9)
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FIG. 4. (Colour) The log-log plot of the function fa,b(u)/u
2
versus u for b = 2 and seven different values of a, with
fa,b(u)/u
2 increasing for increasing values of a. The function
fa,b(u) is defined in Eq. (B3), determined in the terms of the
function ζb(z) introduced in Eq. (B9). The values ai assigned
to a are: a1 = 0.5 (lower-most curve), a2 = 0.9, a3 = 0.99,
a4 = 0.999, a5 = 0.999 9, a6 = 0.999 99 and a7 = 0.999 999
(upper-most curve). For orientation, up to a logarithmic cor-
rection the function fa1,2(u)/u
2 for 10−5 ≤ u ≤ 10−1 is de-
scribed by Auα, where A = 10.383 and α = 1.9532. From the
behaviour of fa,2(u)/u
2 as a function of a, as a ↑ 1, one ob-
serves that up to a possible logarithmic correction, to leading
order fa,2(u) should diverge like 1/(1 − a)κu , where κu is a
positive function of u, independent of a. Although the corre-
spondence between fa,2(u) and 1/(1 − a)κu is not a rigorous
one (in particular, lima↑1(1−a)κufa,2(u) appears not to exist
– a numerical observation), nonetheless numerical results for
fa,2(1) suggest κ1.0 ≈ 0.534 as very reasonable.
instead of that presented in Eq. (B1). For b > 1, the
function in Eq. (B9) has two branch points [39, §5.7], at
z = 1 and z = b. The choice for the function ζb(z) in
Eq. (B9) is motivated by its simplicity, the fact that for
b 6= 1 the point z = 1 (representing the chemical poten-
tial µhf in this appendix) is its branch point, and that for
|z| → ∞ to leading order it coincides with the function
ζb(z) in Eq. (B1). We note that in contrast to the above-
mentioned self-energy Σ˜σ(k; z) whose two branch points
µ−N ;σ and µ
+
N ;σ ‘pinch’ [46, §6.3.1] the contour C (µ) on
the real energy axis of the z plane in the case of metal-
lic N -particle GSs, Eqs. (2.6) and (2.7), the branch point
z = 1 of the function ζb(z) in Eq. (B9) prohibits displace-
ment of the crossing point of the contour of integration
in the defining expression for fa,b(u), Eq. (B3), only to
the right of z = 1; for a < 1, the last-mentioned cross-
ing point can be freely displaced to the left of z = 1, so
long as it remains to the right of a. In the model under
consideration, the ‘pinching’ is therefore effected by the
limiting process a ↑ 1, increasingly narrowing the interval
[a, 1].
Although the function fa,b(u) corresponding to the
function ζb(z) in Eq. (B9) may be expressible in closed
form, we have made no serious attempt to this end. In-
stead, we have studied this function wholly numerically.
In Fig. 4 we present fa,b(u)/u
2, with b = 2, as a func-
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tion of u for different values of the parameter a. One
observes that up to a possible logarithmic correction,
the most dominant contribution to fa,2(u) scales like u
α,
where α ≈ 4 for ‘small’ and α ≈ 2 for ‘large’ values of u.
The boundary region separating the ‘small’ and ‘large’
values of u is clearly seen to be determined by the value
of a, with the region corresponding to ‘large’ values of
u increasingly expanding, at the expense of that corre-
sponding to ‘small’ values of u, for a approaching 1, the
value representing the chemical potential µhf in the con-
siderations of the present appendix. We have therefore
established that for the simpler model described in terms
of the function ζb(z) introduced in Eq. (B1), indeed the
case of a = 1 is representative not only of k being on the
underlying Fermi surface, but also of k being located in
a finite neighbourhood of this surface.
With reference to the apparent divergence of fa,2(u)
for a ↑ 1, Fig. 4, we note that although the number of
k points in the neighbourhood of the Fermi surface is a
relatively small fraction of the total number of points of
which the underlying 1BZ is comprised, quantitatively
the contribution to the sum on the LHS of Eq. (3.37)
of each of the points in the close neighbourhood of the
Fermi surface is considerably larger than that of a point
of the 1BZ outside this neighbourhood.
Appendix C: On the asymptotic series with
unbounded expansion coefficients
Let f(u) be a well-defined bounded function in some
neighbourhood of u = 0 and
f(u) ∼ a0 + a1u+ a2u2 + . . . (C1)
its formal asymptotic series expansion corresponding to
u→ 0 in terms of the asymptotic sequence {1, u, u2, . . . }
[39, 44, 45]. When in this formal series the coefficients
{aj‖j = 0, . . . ,m} are bounded but am+1 is unbounded,
the leading-order term in the asymptotic series expan-
sion of f(u) − (a0 + · · · + amum), for u → 0, is more
dominant than um+1 and, provided that am 6= 0 (see
later), less dominant than um [22, §2.2] (in the region
u→ 0, the function ξ(u) is more [less] dominant than up
if up/ξ(u) ∼ 0 [ξ(u)/up ∼ 0] as u → 0). This leading-
order term is deduced through evaluating the infinite
sum
∑∞
j=m+1 a
s
ju
j , where asj is the unbounded (singu-
lar) part of aj , j > m. We note that since by assumption
f(u) is well-defined, the unboundedness of am+1 implies
that besides am+1, an infinite subset of the infinite set
{aj‖j > m} must be unbounded [22, §2.2].
Here we focus on the cases where the coefficients
{aj‖j = 0, 1, 2, . . .} are defined in terms of integrals,
whereby an unbounded aj , j > m, corresponds to a
non-existent integral and asj to that part of the relevant
integrand whose integral is unbounded. In this light,∑∞
j=m+1 a
s
ju
j stands for the function that one obtains
on exchanging the orders of
∑∞
j=m+1 and the integral
associated with asj (it may in general be necessary to re-
define integrands so as to create a region of integration
common to all aj , j > m). This exchange of the orders
of summation and integration and the subsequent eval-
uation of the sum with respect to j result in a bounded
function of u whose leading-order term in the asymptotic
series expansion for u→ 0 is more dominant than um+1,
however less dominant than um, provided that am 6= 0
[22, §2.2].
The unboundedness of am+1 implying ∂
jf(u)/∂uj to
be unbounded at u = 0 for j = m + 1, it follows
that viewed as a function of a complex variable, f(u)
is non-analytic at u = 0. More explicitly, since f(u)
is by assumption well-defined and bounded, f(u) is
non-analytically singular [85, §4.2] at u = 0, whereby
f(u)− (a0+ · · ·+ amum) cannot be described by a single
asymptotic series that is valid uniformly for all arg(u)
as |u| → 0 [44, 45]. Thus, restricting the considera-
tions to u ∈ R, an unbounded am+1, for any finite value
of m, implies that the leading asymptotic contribution
to f(u) − (a0 + · · · + amum) for u → 0 must depend
on the sign of u. This term must therefore be express-
ible as c|u|α lnγ(1/|u|), where the values of the constants
c, α and γ in general depend on the sign of u. Here,
m < α ≤ m + 1 and γ ≥ 0, where α and γ cannot si-
multaneously be equal to respectively m + 1 and 0. For
am = 0, the possibility of α = m, to be contrasted with
m < α, cannot a priori be ruled out. What is evident
however, is that in the cases where α = m, one must
have γ = 0, for α = m together with γ > 0 would imply
an unbounded am−1, in violation of the assumption of
am+1 being the first in the sequence {a0, a1, a2, . . . } to
be unbounded (this is similar to the case where am 6= 0,
for which the relevant α and γ cannot simultaneously
take the values m+ 1 and γ = 0, respectively). We shall
discuss the former aspect below. For now, we note that
unless f(0) 6= limu→0 f(u), the possibility of α = m when
m = 0 and a0 ≡ f(0) = 0, is a priori ruled out.
For illustration, we first consider the function
f(u)
.
=
∫ ∞
0
dx
sin(ux)
x2 + 1
, u ∈ R, (C2)
for which one has
f(u) = Shi(u) cosh(u)− Chi(|u|) sinh(u), (C3)
where Shi is the hyperbolic sine integral function [86,
5.2.3] and Chi the hyperbolic cosine integral function [86,
5.2.4]. From the expression in Eq. (C3), one readily ob-
tains
f(u) ∼ −u ln(±u) + (1− γ)u+ . . . for u→ 0±, (C4)
where γ = 0.57721 56649 . . . is the Euler constant [86,
6.1.3], and u → 0+ (u → 0−) denotes u ↓ 0 (u ↑ 0) (see
above). With sin(x) = x− x3/6+ . . . , in the light of the
fact that the integral
∫∞
0
dxx/(x2 + 1) (coinciding with
the coefficient of u in the formal asymptotic series expan-
sion of f(u) corresponding to u → 0) is unbounded, the
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form of the asymptotic expression in Eq. (C4) is in con-
formity with the above observations. According to these,
because of the unboundedness of the latter integral, the
asymptotic term proportional to umust be superseded by
a term more dominant than u and less dominant than u0,
which is indeed the case (note that f(u) is a continuous
function of u at u = 0 and f(0) = 0).
We now consider the function
f(u)
.
=
∫ ∞
0
dx
cos(ux)
x2 + 1
, u ∈ R, (C5)
for which one has
f(u) =
π
2
e−|u| . (C6)
Clearly, f(u) is continuous but not differentiable at u = 0,
it being cusped. One has
f(u) ∼ π
2
(
1∓u+ 1
2!
u2∓ 1
3!
u3+ . . .
)
for u→ 0±. (C7)
Two aspects of these asymptotic series are worthy of note.
Firstly, f(u) − a0, where a0 ≡ f(0) = π/2, does not
have a uniform asymptotic series expansion [44, 45] for
u → 0 in terms of the asymptotic sequence {u, u2, . . . },
which here is to say that in the asymptotic region u→ 0,
f(u) − a0 cannot be described by a single (‘single’ qua
form) asymptotic series in terms of the latter asymptotic
sequence, but by two distinct ones, one specific to the
region u < 0 and one specific to the region u > 0 (note
that here by assumption u ∈ R). This non-uniformity is
related to the non-analyticity of f(u) at u = 0.
Secondly, whereas the Taylor series expansion cos(x) =
1−x2/2+x4/24− . . . contains only even powers of x, the
two asymptotic series in Eq. (C7) contain both even and
odd powers of u. To appreciate this feature, we refer the
reader to our above explicit references to the condition
am 6= 0 (here m = 1) in asserting the condition m < α,
to be distinguished from m ≤ α. In the present case,
where the formal asymptotic series expansion of f(u) for
u→ 0 in terms of the asymptotic sequence {1, u, u2, . . . }
is of the form f(u) ∼ a0 + a2u2 + a4u4 + . . . , one has
a2j−1 = 0 for all j ∈ N. The unboundedness of the
integral
∫∞
0 dxx
m/(x2 + 1) for amongst others m = 2j,
with j ∈ N, implies that a2j is unbounded for all j ∈
N. Thus, while on general grounds the leading order
asymptotic contribution to f(u)−a0 for e.g. u ↓ 0, where
a0 ≡ f(0) = π/2, is of the form cuα lnγ(1/u) (see above),
with a1 = 0 one cannot conclude that either 1 < α < 2,
γ ≥ 0, or α = 2, γ > 0; one can also have α = 1, γ = 0,
as is indeed attested by the relevant explicit expression
in Eq. (C7). Similarly for the case of u ↑ 0.
The above observations are of direct relevance to the
case of the expressions in Eqs. (3.42) and (3.43), where in
particular the question arises as to whether one may have
α = 1 for the exponent α in these expressions. Above we
have indirectly shown that insofar as the expressions in
Eqs. (3.42) and (3.43) are concerned, the combination
α = 1, γ = 0 cannot a priori be ruled out.
Appendix D: On the question of whether or not the
GS number-density distribution function of the
Hubbard Hamiltonian is non-interacting
v-representable
The problem that we consider in this appendix is not
directly related to the main subjects dealt with in this pa-
per. It is however of relevance to the question with regard
to the applicability of a specific formulation of the zero-
temperature many-body perturbation theory, presented
in Refs. [87–89], to the Hubbard Hamiltonian, when the
latter is considered in a specific way to be described be-
low. In this formulation, which explicitly relies on the
assumption of the non-interacting v-representability of
the GS number-density of the interacting system, a self-
consistent mean-field Hamiltonian (coinciding with the
Kohn-ShamHamiltonian [90]) is generated that with con-
siderable advantage can be used in many-body calcula-
tions.
There are two distinct ways in which the Hubbard
Hamiltonian may be considered, one in which the direct
space consists of the lattice sites {Rj} (we assume {Rj}
to be a Bravais lattice) embedded within Rd (I), and the
other in which the direct space consists of a continuum
subset of Rd in which the lattice {Rj} signifies positions
of ‘atoms’ (II) (here we consider mono-atomic crystals
and systems subject to periodic boundary condition). Al-
most all theoretical treatments of the Hubbard Hamilto-
nian view this Hamiltonian from the former perspective,
however the latter perspective is the one adopted in the
original systematic derivation of the Hubbard Hamilto-
nian in Ref. [6].
In description I, the single-particle Hilbert space of
the Hubbard Hamiltonian is spanned by {ψ(i)k (Rj)‖k ∈
1BZ}, where
ψ
(i)
k (Rj)
.
=
1√
Ns
eik·Rj , j ∈ {1, 2, . . . , Ns}, (D1)
and in description II, this space is spanned by the Bloch
functions {ψ(ii)k (r)‖k ∈ 1BZ}, where [6, Eq. (4)]
ψ
(ii)
k (r)
.
=
1√
Ns
Ns∑
j=1
eik·Rj φ(r −Rj), r ∈ Rd, (D2)
in which φ(r) is an atomic orbital centred at r = 0. One
has
Ns∑
j=1
ψ
(i)∗
k (Rj)ψ
(i)
k′ (Rj) = δk,k′ , (D3)
and, provided that∫
ddr φ∗(r −Rj)φ(r −Rj′ ) = δj,j′ , (D4)
∫
ddr ψ
(ii)∗
k (r)ψ
(ii)
k′ (r) = δk,k′ . (D5)
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Irrespective of the nature of the orbital φ(r), for k 6= k′
the validity of the equality in Eq. (D5) is guaranteed on
account of ψ
(ii)
k (r) and ψ
(ii)
k′ (r), constructed according to
the Bloch sum in Eq. (D2), belonging to different irre-
ducible representations of the translation group associ-
ated with {Ri} [37]. The condition in Eq. (D4) is only
necessary in order for ψ
(ii)
k (r) to be normalized to unity
for all k.
With aˆk;σ denoting the canonical annihilation operator
corresponding to wave vector k and spin index σ, for the
annihilation field operators one has [19, Eq. (2.1)]
ψˆ(i)σ (Rj) =
∑
k∈1BZ
aˆk;σ ψ
(i)
k
(Rj)
.
= cˆj;σ, (D6)
ψˆ(ii)σ (r) =
∑
k∈1BZ
aˆk;σ ψ
(ii)
k (r). (D7)
One can explicitly show that {cˆj;σ‖j, σ} are canonical
site annihilation operators, satisfying [cˆj;σ, cˆ
†
j′;σ′ ]+ =
δj,j′ δσ,σ′ . Further, on replacing the ψ
(ii)
k (r) on the RHS
of Eq. (D7) with the expression for this function as
presented in Eq. (D2), making use of the defining ex-
pression for cˆj;σ in Eq. (D6), one readily verifies that
ψˆ
(ii)
σ (r) =
∑Ns
j=1 φ(r −Rj)cˆj;σ, establishing that indeed
cˆj;σ annihilates a fermion with spin index σ in the orbital
state φ(r −Rj) [6, p. 242].
On the basis of the expressions in Eqs. (D6) and (D7),
for the GS site-occupation numbers {n(i)σ (Rj)} in the N -
particle uniform GS of Ĥ one has
n(i)σ (Rj)
.
= 〈ΨN ;0|ψˆ(i)†σ (Rj)ψˆ(i)σ (Rj)|ΨN ;0〉
≡ 1
Ns
∑
k∈1BZ
nσ(k) = nσ, ∀j, (D8)
where in arriving at the last equality we have used the ex-
pressions in Eqs. (2.30) and (1.2). The result in Eq. (D8)
could be directly inferred on the basis of the observation
that ψˆ
(i)†
σ (Rj)ψˆ
(i)
σ (Rj) ≡ cˆ†j;σ cˆj;σ, Eq. (D6). On the other
hand, for the number density n
(ii)
σ (r) in the uniform GS
one has
n(ii)σ (r)
.
= 〈ΨN ;0|ψˆ(ii)†σ (r)ψˆ(ii)σ (r)|ΨN ;0〉
≡
∑
k∈1BZ
nσ(k) |ψ(ii)k (r)|2, (D9)
where in arriving at the last expression we have used
the equality 〈ΨN ;0|aˆ†k;σaˆk′;σ|ΨN ;0〉 = nσ(k)δk,k′ , Eq. (2.8)
(note that eigenstates of the total-momentum operator
Pˆ [19, Eq. (7.50)] corresponding to different eigenvalues
are orthogonal). One observes that whereas the form of
nσ(k), so long as it yields the exact value for Nσ through
the expression in Eq. (2.30), plays no role on the be-
haviour of n
(i)
σ (Rj) as a function of j, the form of nσ(k)
is of direct consequence for the behaviour of n
(ii)
σ (r) as a
function of r.
The question with regard to the non-interacting v-
representability of n
(ii)
σ (r) can be expressed as follows:
is there an n0;σ(k) ∈ {0, 1}, ∀k ∈ 1BZ, for which∑
k∈1BZ
n0;σ(k) |ψ(ii)k (r)|2 ≡ n(ii)σ (r) ? (D10)
The answer to this question is in the negative. The
function nσ(k) not being in general identically vanish-
ing for any k ∈ 1BZ, according to Eq. (D9) n(ii)σ (r) has
contributions corresponding to the entire single-particle
Hilbert space of the problem, spanned by the complete
set {ψ(ii)k (r)‖k} whose cardinal number is Ns. Unless
all sites (‘atoms’) are either singly or doubly occupied
(assuming the spin index of all particles in the former
case to be σ), this is however not the case with n
(ii)
0;σ(r)
(the function on the LHS of Eq. (D10)), which owing
to n0;σ(k) ∈ {0, 1}, ∀k ∈ 1BZ, has contributions corre-
sponding to only Nσ (where Nσ < Ns) basis functions
from the set {ψ(ii)k (r)‖k}.
Alternatively, the validity of the identity in Eq. (D10)
would imply∑
k∈1BZ
(
nσ(k)− n0;σ(k)
) |ψ(ii)k (r)|2 = 0, ∀r. (D11)
Since the set 1BZ is countable (consisting of Ns distinct
points), it is in principle possible that an n0;σ(k) ∈ {0, 1}
may exist for which the equality in Eq. (D11) applies
for r varying over a countable set, however this cannot
be the case for r varying over a set consisting of a con-
tinuum of points. For clarity, let (A)l,l′
.
= |ψ(ii)kl′ (rl)|2,
where {kl‖l = 1, 2, . . . , Ns} ≡ 1BZ. Thus, for, e.g.,
rl ∈ {Rj‖j = 1, 2, . . . , Ns}, A is an Ns ×Ns matrix and
the equality in Eq. (D11) signifies {nσ(kl) − n0;σ(kl)‖l}
as being the set of the components of an eigenvector of
A corresponding to zero eigenvalue. Since it cannot a
priori be ruled out that A is singular, for rl ∈ {Rj} it is
in principle possible that the latter eigenvector may be
non-trivial, i.e. while nσ(k) 6≡ n0;σ(k), the equality in
Eq. (D11) may in principle be satisfied. This cannot be
the case however when r varies over a continuum set, in
which case the equality in Eq. (D11) amounts to an un-
countably large number of conditions to be satisfied by
the countable set of variables {nσ(kl)− n0;σ(kl)‖l}. The
same applies for r varying over a countable set whose
cardinal number is greater than Ns.
To appreciate the peculiarity of the Hubbard model
when viewed from perspective II, one should realize that
the single-particle Hilbert space of this model is rigid, it
being spanned by the fixed set of functions {ψ(ii)k (r)‖k},
Eq. (D2), independent of the coupling constant λ of in-
teraction. The very crucial aspect of the λ-dependent
self-consistent Kohn-Sham orbitals [90] that are encoun-
tered in the conventional applications of the density-
functional theory to inhomogeneous GSs, is missing here
entirely, a fact reflected in the expression on the RHS
of Eq. (D9) and that on the LHS of Eq. (D10); for any
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arbitrary non-negative value of λ, n
(ii)
σ (r) is determined
fully by nσ(k), the ‘orbitals’ {ψ(ii)k (r)‖k} being entirely
independent of λ. It is interesting to note that n
(ii)
σ (r)
is the diagonal part of the single-particle density matrix
̺
(ii)
σ (r, r′), described by an expression similar to that on
the RHS of Eq. (D9) in which ψ
(ii)
k (r)ψ
(ii)∗
k (r
′) takes the
place of |ψ(ii)k (r)|2. The fact that for interacting GSs
nσ(k) 6∈ {0, 1}, whereby n2σ(k) 6≡ nσ(k), accounts for the
non-idempotency of ̺
(ii)
σ (r, r′) for these GSs.
We have thus demonstrated that for the Hubbard
Hamiltonian the number densities {n(ii)σ (r)}, to be dis-
tinguished from the occupation numbers {n(i)σ (Rj)}, are
not non-interacting v-representable. This is the result
arrived at by Schindlmayr and Godby [91] through their
numerical calculations on a number of one-dimensional
Hubbard chains. Although in a subsequent paper Scho¨n-
hammer et al. [92] have pointed out the distinction be-
tween the “site occupation function(al) theory” and the
density functional theory, we believe that the details in
this appendix constitute the first explicit demonstration
of the exactness of the numerical finding by Schindlmayr
and Godby [91] regarding the failure of the interacting
{n(ii)σ (r)} to be non-interacting v-representable.
Before closing, one remark is in order. From Eqs. (D6)
and (D1) one deduces that
aˆk;σ =
1√
Ns
Ns∑
j=1
cˆj;σ e
−ik·Rj , (D12)
whereby one can write (cf. Eq. (D9))
nˆ(ii)σ (r)
.
= ψˆ(ii)†σ (r)ψˆ
(ii)
σ (r)
=
∑
j,j′
φ∗(r −Rj)φ(r −Rj′ ) cˆ†j;σ cˆj′ ;σ. (D13)
With nˆ(ii)(r)
.
=
∑
σ nˆ
(ii)
σ (r), and barring one minor differ-
ence, the expression for nˆ(ii)(r) coincides with the expres-
sion for nˆ(r) employed in Ref. [91] (see Eq. (5) herein), so
that our above statement regarding the non-interacting
v-representability of nˆ
(ii)
σ (r) has indeed direct bearing on
the above-mentioned numerical finding by Schindlmayr
and Godby. The difference to which we have just referred,
corresponds to the restriction of the double summation∑
j,j′ as encountered in the expression in Eq. (D13) to a
summation over pairs of nearest neighbours in Eq. (5) of
Ref. [91], signified by
∑
<i,j>. This is not a fundamen-
tal difference, since change of
∑
j,j′ into
∑
<i,j> does not
lead to a change of the form of the expression in Eq. (D9)
above, rather to a modification of the behaviour of the
|ψ(ii)k (r)|2 herein as a function of r and k. Quantitatively,
this modification is relatively small for φ(r) a sufficiently
localised orbital centred at r = 0. ✷
∗ Dedicated to the memory of John Tjon [John Alexander
Tjon Joe Gin] (7 December 1937 - 20 September 2010).
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