Purpose of Review Pharmacoepidemiologists are often interested in estimating the effects of dynamic treatment strategies, where treatments are modified based on patients' evolving characteristics. For such problems, appropriate control of both baseline and time-varying confounders is critical. Conventional methods that control confounding by including time-varying treatments and confounders in an outcome regression model may not have a causal interpretation, even when all baseline and time-varying confounders are measured. This problem occurs when time-varying confounders are, themselves, affected by past treatment. We review alternative analytic approaches that can produce valid inferences in the presence of such confounding. We focus on the parametric g-formula and inverse probability weighting of marginal structural models, two examples of Robins' g-methods. Recent Findings Unlike standard outcome regression methods, the parametric g-formula and inverse probability weighting of marginal structural models can estimate the effects of dynamic treatment strategies and appropriately control for measured time-varying confounders affected by prior treatment. Few applications of g-methods exist in the pharmacoepidemiology literature, primarily due to the common use of administrative claims data, which typically lack detailed measurements of time-varying information, and the limited availability of or familiarity with tools to help perform the relatively complex analysis. These barriers may be overcome with the increasing availability of data sources containing more detailed time-varying information and more accessible learning tools and software. Summary With appropriate data and study design, g-methods can improve our ability to make causal inferences on dynamic treatment strategies from observational data in pharma coepidemiology.
Introduction
Pharmacoepidemiologic research aims to provide evidence on the benefits and risks of medical treatments to assist decisionmaking in clinical practice. Frequently estimated in pharmacoepidemiologic studies with observational data is the effect of initiating at a fixed time point one treatment versus another treatment (or no treatment) [1, 2] . This initiation or point-treatment effect is often presented as an analog to the "intention-to-treat" effect in randomized controlled trials, in which patients are analyzed by their randomized treatment group, regardless of treatment changes and nonadherence that occur during follow-up.
However, the point-treatment effect may not be the effect of interest in real-world clinical practice. Rather, effects of a sustained treatment strategy over time, in particular, dynamic treatment strategies, are often of more clinical relevance. With dynamic treatment strategies, treatment assignment at each time during follow-up is not static but depends on the patient's timeevolving characteristics up to that time [3, 4] . Examples of dynamic treatment strategies include intravenous iron dosing strategies used for anemia management in end-stage renal disease (ESRD) patients on chronic hemodialysis [5] . In contemporary clinical practice, decisions for iron supplementation in these patients are based on the most recent measures of anemia parameters, such as ferritin level [6] [7] [8] [9] . A variety of dosing strategies exist, and they differ with respect to target levels of anemia parameters and dosage recommendations [10] [11] [12] . However, their comparative effectiveness and safety are not well understood [13] . To help identify optimal treatment strategies, we might want to compare the mortality risk of different sustained iron dosing strategies, say, at 5 years, in ESRD patients initiating hemodialysis such as "at the beginning of every 2-day follow-up interval m, if ferritin level < x ng/mL then give 100 mg of intravenous iron in that interval, otherwise give 25 mg," where x = 1200 (intensive strategy) versus x = 500 (conservative strategy). These are examples of dynamic strategies as treatment assignment in a given 2-day interval depends on time-evolving values of ferritin levels. Such examples arise frequently in pharmacoepidemiology (Table 1) such that comparing clinically plausible dynamic treatment strategies sustained over time will be necessary to identify the optimal treatment strategy for management of chronic diseases [33] .
Ideally, we would answer such questions with randomized clinical trials. However, trials may be infeasible in many cases due to cost, time, and ethical constraints. In practice, the best data we have available may be from observational studies. To estimate the effects of dynamic treatment strategies in observational data, we need to be concerned about not only baseline confounding but also time-varying confounding [3, 34, 35••] . Returning to our example, anemia parameters at a given time are time-varying confounders in that, at each measurement time during follow-up, these covariates affect future treatment assignment and are independent risk factors for mortality. In many settings, time-varying confounders may also, themselves, be affected by past treatment. For example, anemia parameters at a given time will be affected by the patient's iron supplementation history. Robins [3] showed that when time-varying confounders are affected by past treatment, standard outcome regression approaches to confounding control will be biased for a causal effect even when all relevant confounders are included in the regression model and the model is correctly specified.
Robins and colleagues have proposed several alternative approaches to estimating effects of sustained dynamic treatment strategies in the presence of time-varying confounding affected by past treatment. These approaches include the parametric g-formula [3, 27] and inverse probability weighting (IPW) of marginal structural models (MSMs) [36] [37] [38] and have collectively been called "g-methods." In this paper, we provide an introduction to these ideas targeted at pharmacoepidemiologists and consider barriers to their implementation in pharmacoepidemiologic research along with possible solutions.
Section 1. Bias Associated with Standard Outcome Regression when Time-Varying Confounders Are Affected by Past Treatment
We use the aforementioned intravenous iron dosing strategies for ESRD patients as an example. Figure 1 depicts an observational pharmacoepidemiologic study where levels of anemia parameters and iron treatment are measured over time, along with mortality status. For visual simplicity, only a subset of follow-up times and covariate associations (represented by arrows between two covariates) are shown. Figure 1 allows for the realistic scenario that there may exist unmeasured common causes of measured covariates in the study. For example, hereditary hemochromatosis independently affects both mortality and anemia parameters over time and is generally not available in observational databases. Figure 1 is consistent with the assumption that anemia parameters at each 2-day follow-up interval m are confounders for the effect of iron treatment at m on later mortality and are also, themselves, affected by past iron treatment at interval m − 1. Specifically, it shows that (i) anemia parameters at a time m affect future iron treatment by the causal path anemia parameters (m) → iron treatment (m); (ii) anemia parameters at a time m are independent risk factors for later mortality by the noncausal path anemia parameters (m) ← unmeasured hemochromatosis → mortality (m + 1); and (iii) anemia parameters at a time m are themselves affected by past iron treatment by the path iron treatment (m − 1) → anemia parameters (m). The lack of an arrow from unmeasured hemochromatosis into iron treatment at any time represents the assumption that, in this study, physicians prescribing iron would also not have had knowledge of a patient's hemochromatosis status and/or would not have used this knowledge in assigning iron treatment. Figure 1 is also consistent with the assumption that anemia parameters are sufficient to control confounding by unmeasured risk factors by the fact that, conditional on only past measured covariates, all "back-door" noncausal paths connecting iron treatment (m) and iron treatment (m − 1) to later mortality (m + 1) can be blocked [39, 40] . This "no unmeasured confounding" assumption is guaranteed in this example by the absence of an association (i.e., an arrow) between unmeasured hemochromatosis and iron treatment at any time. The absence of these associations is an untestable assumption in an observational study where hemochromatosis is not measured but may be a reasonable assumption based on the background knowledge of how physicians assign iron dosage.
A common approach to estimating the effect of a timevarying treatment on later mortality in the presence of measured time-varying confounders in an observational study like that depicted in Fig. 1 is to fit an outcome regression model with functions of the time-varying treatments and confounders as independent variables, for example, a proportional hazards model for mortality at time m + 1 with independent variables-the cumulative average of iron dose through m and cumulative average of each anemia parameter through m. However, even if this model was correctly specified and the assumptions of Fig. 1 were true (such that measured anemia parameters are sufficient to control confounding), the coefficient on cumulative average of iron dose through m in this model will not have a causal interpretation because anemia parameters at m are common effects of an unmeasured risk factor for the outcome and past treatment [3, 35••] .
The problem with this standard approach is illustrated in Fig. 2 . The box around anemia parameters (m) represents that, in the above regression model, we are conditioning (via, for example, regression, stratification, or matching) on anemia parameters at time m. However, conditioning on a common effect of two variables creates an association between them, represented by the dotted line connecting hemochromatosis and iron treatment at m − 1. For example, amongst patients with high values of anemia parameters at time m, patients who have previously received low doses of iron are more likely to have hemochromatosis, explaining their high values. As in Fig. 2 , this artificially created association between iron treatment at m − 1 and unmeasured hemochromatosis in turn creates an artificial association between iron treatment at m − 1 and mortality by the fact that hemochromatosis affects mortality. The estimate of the coefficient on a time-varying function of iron dose in a model that conditions on time-varying anemia parameters will in turn capture this artificial (noncausal) association [41] .
Section 2. A Primer on the Parametric g-Formula and IPW for Pharmacoepidemiologists
Unlike standard outcome regression approaches that condition on time-varying treatment and confounders, the parametric gformula and IPW methods may produce valid effect estimates of dynamic treatment strategies when time-varying confounders are affected by past treatment. Like standard . For example, positivity would be violated in the running example-"at the beginning of every 2-day follow-up interval m, if ferritin level < x ng/mL then give 100 mg of intravenous iron in that interval, otherwise give 25 mg"-for the intensive iron strategy x = 1200 if no patient in the observational study with ferritin level at or below 1200 ng/mL in a given 2-day interval received 100 mg of iron in that interval.
Robins [3] showed that given the assumptions of exchangeability, consistency, and positivity, we can write the mean/risk/hazard of an outcome of interest by/in a given follow-up time had, contrary to fact, we implemented a specified dynamic treatment strategy from baseline through that time as a function of only measured study variables. This function is known as the g-formula. Causal effects of following one versus another strategy are in turn defined by contrasts (e.g., differences or ratios) in the g-formula indexed by these different specified strategies.
The g-formula indexed by a specified strategy is in general a high-dimensional function. The parametric g-formula and IPW estimators are two possible approaches to estimating this high-dimensional function under parametric model assumptions on features of the distribution of study variables to deal with the curse of dimensionality. The two methods differ by the components of this distribution that require parametric model assumptions [35••] . When implemented for the same study question, using the same data set, and under the same untestable assumptions about confounding, these two approaches will only give different results due to model misspecification. When completely flexible models are used under both methods, as in low dimensional settings, the two approaches are equivalent. Table 2 summarizes the relative strengths and limitations of the parametric g-formula and IPW. The g-formula can also be estimated via doubly robust methods. These are extensions of IPW estimators that rely only on correct specification of one of two sets of models (a treatment/censoring model or a series of nested outcome regression models) [43-48•] . It is generally recommended to estimate the same effect using multiple approaches and to check the consistency of the results. Similar results across different methods suggest the absence of gross model misspecification. Formal goodness-of-fit tests have been proposed [49] . In this section, we briefly introduce the parametric gformula and IPW in the context of our running iron dosing strategies example and provide resources for learning more. For simplicity, we discuss these methods under the assumption of no missing data, no measurement error, and no competing risks.
Parametric g-Formula
The parametric g-formula can be understood as an extension of standardization to the setting of time-varying treatments and confounders. When interest is in the effects of different sustained treatment strategies on cumulative risk by an end of follow-up as in our running example, the parametric gformula deals with the curse of dimensionality by imposing parametric models on the probability of the outcome and the joint density of confounders at each time, both conditional on past time-varying treatment and confounders amongst those who are at risk of the outcome up to that time. Here, we give a brief description of how this approach could be implemented for estimating the effect of the sustained dynamic intravenous iron dosing strategies x=1200 versus x=500 on mortality risk by a specified end of follow-up (e.g., 5 years) in a population of ESRD patients initiating dialysis using observational data.
Step 1-Parametrically estimate: (a) the joint density of post-baseline confounders at each follow-up time (including anemia parameters) conditional on past iron treatment and confounders amongst those surviving to that time and (b) the probability of mortality at each follow-up time conditional on past iron treatment and confounders amongst those surviving to that time. In both (a) and (b), models can be fit separately for each time point or pooled over time depending on how much data are available at each time point.
Step 2-Simulate: time-varying confounder and treatment histories under the specified dynamic strategy using the model coefficients from Step 1a. Specifically, for each 2-day follow-up time m = 0, 1, …, M (with m = 0 baseline and M the end of follow-up) and for each of the i = 1, 2, …, n values of the baseline covariates in the data (obtained from the n patients at baseline in the study sample), implement the following steps iteratively: (a) For m = 0, set the baseline covariates to the observed values in the data. For m > 0, simulate confounders at time m from the estimate of their joint density in Step 1a given past confounder and treatment history previously generated through m − 1; (b) Set treatment to the value it should take at time m under the specified dynamic strategy given the previously generated (or observed at m=0) treatment and confounders. For example, under the intensive iron dosing strategy x=1200, we would assign a patient with simulated ferritin level of 1300 ng/mL at time m to 25 mg of iron at time m; (c) Compute the probability of mortality at time m + 1 conditional on the previously generated treatment and confounders using the estimated model coefficients from Step 1b.
Step 3-Compute the risk by end of follow-up under the specified strategy: For each of the i = 1, 2, …, n simulated histories obtained in Step 2 (which were generated from the n observed patient values of baseline covariates in the data and the estimated regression coefficients from Step 1), combine the time-varying discrete-time hazard estimates computed in Step 2c to get an estimate of the cumulative risk given the ith generated history under the specified strategy using the complement of a KaplanMeier survival estimator. The final estimate of cumulative mortality risk had we implemented the specified dynamic strategy in the population is then the average of these n history-specific risks. Steps 2 and 3 are repeated for each strategy x = 1200 versus x = 500 to construct relative risks (or differences). The 95% confidence intervals can be constructed by repeating the entire algorithm (beginning with the model fitting in Step 1) in B bootstrap samples of the original n patients. Applications of this approach to estimating the effects of dynamic treatment strategies can be found for several chronic clinical conditions (Table 1) . To identify the presence of gross model misspecification, we can compare model-based estimates for covariates means over time and the outcome risk under no treatment intervention with their nonparametric observed counterparts in the data. The model-based estimates can be obtained by fitting an additional model for the distribution of treatment at each time given past measured confounders and treatment in Step 1 and assigning treatment in Step 2b as a random draw from this distribution [23••] .
Inverse Probability Weighted Estimation
The parametric g-formula requires correct specification of the conditional probabilities of the outcome and time-varying covariates in all follow-up intervals. This approach may be particularly vulnerable to bias due to model misspecification when there are many time-varying covariates and/or the number of follow-up intervals is large. Further, some degree of model misspecification may be guaranteed when the null hypothesis of no treatment effect is true, a phenomenon known as the "g-null paradox" [50, 51] . IPW estimation is an alternative approach which may be more robust to model misspecification and is not subject to the g-null paradox. Here, we give a brief description of how this approach could be implemented for our running example.
Step 1-Define strategies and make copies: Create a new data set that consists of stacked copies of the original data set with one copy for each strategy of interest. Index each copy with a strategy. For our running example, we would create a new data set consisting of two copies of the original data, one indexed by strategy x = 1200 and one by x = 500.
Step 2-Artificially censor observations for deviation: In the restructured data with copies created in Step 1, for all strategies x, artificially censor patients in the copy indexed by strategy x at the time when they first deviate from this strategy. For example, in the copy of the data indexed by the intensive strategy x = 1200, a patient who had previous data consistent with this strategy through m = 4 would be artificially censored at time m = 5 if ferritin level was below 1200 ng/mL and did not receive 100 mg of iron at that time. Alternatively, a patient in the same copy who had ferritin below 1200 ng/mL and did not receive 100 mg of iron at time m = 0 would be artificially censored at time m = 0.
Step 3-Estimate weights: Create time-varying artificial censoring weights to adjust for potential selection bias introduced by artificial censoring for strategy deviation in Step 2. At time m, the weight for a patient in the copy for strategy x who has not been artificially censored by time m is defined as the product over all times up to m of the inverse probability of remaining uncensored through that time given the measured past. The weight at time m for a patient in that copy who has been artificially censored by time m is 0. In realistic high-dimensional settings, the denominator of the weights needs to be estimated via a parametric model. These patient-time-specific censoring weights will remove the association between the time-varying confounders and artificial censoring, provided that this censoring model is correctly specified.
Step 4-Compute the risk by end of follow-up under the specified strategy: Apply weights created in Step 3 to the stacked artificially censored data set of Step 2 and compute the time-varying discrete-time hazards of outcome in the data copy for strategy x. These can then be used to derive estimates of the 5-year mortality risk under each strategy x and the effect comparing x = 1200 versus x = 500 obtained by corresponding risk ratios or differences. As with the parametric g-formula, we can derive inferences by repeating the algorithm in B bootstrap samples. In this case, analytic formulas for the variance are also available [43] .
In practice, few individuals may be following one of the two strategies under consideration in our observational data. We could leverage information from other individuals by imposing a MSM that smooths over all strategies as a function of x where x can take more values than just 1200 or 500 [ . However, in doing so, we require an additional assumption that the MSM is correctly specified. Table 1 lists a few selected applications of the IPW approach to estimating causal effects of dynamic treatment strategies.
IPW estimators are generally less stable than the parametric g-formula in the presence of near violations of the positivity assumption. In this case, the denominator of the weights can become very small and in turn generate large weights and imprecision. This may be a particular problem when the number of follow-up times is large and when the treatment is continuous as in our intravenous iron dosing example. For continuous treatments, modified questions that compare random dynamic strategies can produce more stable IPW estimates [58] [59] [60] . These are strategies under which treatment at time m is allowed more than one value given a particular covariate history, for example, the strategy "at the beginning of every 2-day follow-up interval m, if ferritin level < x ng/mL then give 100 mg of intravenous iron in that interval with probability 0.8, and 75 mg of intravenous iron with probability 0.2, otherwise give 25 mg of intravenous iron." Examining the distribution of the weights for extreme values can help identify the presence of near-positivity violations with weight truncation an option for decreasing variance at the expense of bias [61] . Alternative diagnostics that rely on additional parametric assumptions have been given by Petersen et al. [62] based on parametric bootstrapping.
Section 3. Application of g-Methods in Pharmacoepidemiology Practical Challenges for Applications of g-Methods in Pharmacoepidemiologic Research
Most of published examples of g-methods applications (Table 1) are based on data from prospective cohort studies. Few applications of g-methods exist in the pharmacoepidemiology literature [14•, 15•, 16•, 17•, 18••, 19] . One explanation is the lack of sufficient information on time-varying confounders, including vital signs, laboratory test results, clinical characteristics, patient's response to treatment, and adverse side effects of treatment, in databases commonly used in pharmacoepidemiologic studies, such as administrative claims databases [63] .
Fortunately, supplemental data from other data sources are increasingly available and contain richer, more granular patient-level information [64] [65] [66] [67] . Linkage between multiple data sources offers a more complete picture of the treatment history of a patient and allows assessment of long-term effects of dynamic treatment strategies. For example, for ESRD patients on chronic hemodialysis, linked clinical and administrative claims databases contain detailed longitudinal information on patients, including medication treatment, routine laboratory tests, and healthcare encounters. These data provide relevant information needed to assess the safety and effectiveness of different intravenous iron dosing strategies in hemodialysis patients.
The limited availability of or familiarity with analytical tools needed to implement the relatively complex algorithms we reviewed above might also deter researchers from applying these approaches in their research. Applications of these methods require different levels of user-customization. For the parametric g-formula, the algorithm can be implemented using a publicly available SAS macro with documentation [68] . For the IPW estimation approach, Steps 3 and 4 of the algorithm can be implemented using standard regression software that allows for weights, despite lack of automated algorithms for Steps 1 and 2. An R package, ltmle, implements IPW of MSMs and doubly robust estimation for time-varying dynamic strategies [69] . Some tutorials that describe these methods are currently available [ [16•] . In addition to these considerations, there are several issues unique to observational pharmacoepidemiologic studies relying on electronic healthcare databases.
Special Considerations for Pharmacoepidemiologic Research
For pedagogic purposes, our running examples of intravenous iron dosing strategies are over-simplified versions of the types of dynamic treatment strategies for iron supplementation in ESRD patients that clinicians consider in practice. First, dynamic strategies of interest typically depend on multiple biomarkers rather than just one; for example, in addition to ferritin level cutoffs for determining iron dose, physicians may want to understand optimal joint cutoffs for ferritin, hemoglobin, and transferrin saturation levels. Further, in practice, measurement of treatments and confounders may not occur at the same frequency (e.g., every 2 days). For example, iron dose is typically adjusted only once per month, while ferritin level is measured every 3 months and hemoglobin every 2 weeks. Also, monitoring may not occur at the same frequency for all patients but may, itself, be a dynamic process depending on the patient's evolving health status. In such cases, timevarying monitoring status is a time-varying covariate that must be explicitly accounted for in the analysis. How it is handled has implications for the precise strategy definition, assumptions about confounding control, and effect estimation [75] . In settings where the gap between subsequent clinic visits is not strongly related to a patient's health status, structuring the data to align with the treatment decision points results in more tractable estimation algorithms [17•, 76, 77] . It can be challenging to identify treatment strategies to compare a priori given the inherent complexity and variation in real-world clinical practice, which are only partially recorded in electronic healthcare databases. Choosing such strategies generally requires a combination of input from clinical experts and also exploration of the observational data to understand what questions can be realistically supported with that data [76] . We may start with constructing a list of treatment strategies that are of clinical interest and commonly used and then identify in our data which treatment strategies are most frequently observed.
Furthermore, patients may change or dis-enroll from a health plan (or switch dialysis provider as in our running example), resulting in loss to follow-up. The presence of censoring adds little additional practical complexity to either estimation approach. For the parametric g-formula, models in Step 1 are simply restricted to those remaining uncensored through each follow-up time; for IPW, weights are multiplied by inverse probability of censoring (by loss to follow-up) weights. Regardless of analytic method, when censoring is present in the data, additional untestable assumptions are required for causal inference. Importantly, g-methods require less restrictive censoring assumptions than standard outcome regression in that they allow censoring at any time during the follow-up to depend on time-varying measured covariates that may be affected by past treatment [41] .
Conclusions
Dynamic treatment strategies are ubiquitous in clinical practice. Appropriate methods, such as the g-methods, are required to estimate the effects of these complex treatment strategies. While it is not feasible to rely on randomized clinical trials to answer all clinical questions, we can conduct observational pharmacoepidemiologic research to estimate the effects of some dynamic treatment strategies, especially with the increasing availability of data sources that provide more complete longitudinal information and better training and understanding of the g-methods. 
