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TRANSLATION INVARIANT STATE AND ITS MEAN
ENTROPY-II
ANILESH MOHARI
Abstract
Let M = ⊗n∈ZM
(n)(C) be the two sided infinite tensor product C∗-algebra of d dimensional
matricesM (n)(C) =Md(C) over the field of complex numbers C. Let ω be a translation invariant
state of M. In a recent paper, we have proved that the mean entropy s(ω) is a complete invariant
for certain classes of translation invariant state ω of M. In this paper, we have developed a general
theory for dynamical entropy for an automorphism on an arbitrary C∗- or von-Neumann algebras
based on repeated admissible measurement processes. In particular, we prove that dynamical
entropy hω(θ) for translation dynamics (M, θ, ω) satisfies s(ω) ≤ hω(θ) ≤ 2s(ω). In case ω is an
infinite tensor product state of M then hω(θ) = s(ω).
1. Introduction
A measurement in classical dynamical systems gives a measurable partition ζˆ = (ζˆi)
of the configuration space ( probability measure space ) (M,B, µ). For such a
partition ζˆ = (ζˆi) of the configuration space, we can associate a family µζˆi(E) =
µ(E∩ζˆi)
µ(E) of probability measures and check that the Shannon information defined
by
(1) Hµ(ζˆ) = −
∑
i
µ(ζˆi)lnµ(ζˆi)
can be re-expressed as
∑
i µ(ζˆi)S(µi, µ), where S(µi, µ) =
∫
dµi
dµ ln(
dµi
dµ )dµ is the
Kullbeck-Liebler divergence or relative entropy between two probability measures
µi and µ. In other words, Hµ(ζˆ) can be interpreted as the average Kullbeck-Liebler
divergence of the possible final measures (µi) with respect to the initial probability
measure µ. One of the important feature of the classical measurement is ‘the
invariance properties’ i.e.
∑
i µ(ζˆi)µi = µ, which reflects that a measurement on
and average does not disturb the classical system.
Given two such partitions or measurements ζˆ = (ζˆi), ηˆ = (ηˆj), we write ζˆ ◦ ηˆ =
(ζˆi ∩ ηˆj) as their joint measurements. One more feature in classical information
theory is the following sub-additive property i.e.
Hµ(ζˆ ◦ ηˆ) ≤ Hµ(ζˆ) +Hµ(ηˆ)
The above sub-additive property ensured existence for a notion for dynamical en-
tropy hφ(θ, ζˆ) for an automorphism θ on M = L∞(M,B, µ) that preserves the
measure µ and an invariance for the dynamics hµ(θ) defined by
hµ(θ) = supPˆhµ(θ, ζˆ),
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where sup is taken over all possible measurable partitions Pˆ of M . For further
details we refer to original work described in details in [Si] and [CFS].
In the quantum situation, we need to deal with a general von-Neumann sub-
algebra M of B(H) that need not be isomorphic to the commutative algebra
L∞(M,B, µ) and a normal state φ onM replacing the role played by the probabil-
ity measure µ, where B(H) is the algebra of bounded operator acting on a Hilbert
space H. For an automorphism θ on M preserving normal state φ, we desires to
introduce an invariance for (M, θ, φ) as dynamical entropy hφ(θ) based on quantum
mechanical measurement processes [Ne],[OP].
A quantum measurement, according to von-Neumann [Ne], give rises to a spectral
resolution of identity operator i.e. a countable family of orthogonal projections
(ζˆi ∈ M) such that
∑
i ζˆi = I and the final possible normal states are φi(x) =
1
φ((ζˆi)
φ(ζˆixζˆi) with a probability distribution given by (φ(ζˆi)). The major difficulties
with this family of measurements or partitions of unity are the following:
(a) for two such given partitions ζˆ, ηˆ of unity, there is no natural meaning for
joint measurements or partition of unity unless two partitions mutually commutes
ζˆiηˆj = ηˆj ζˆi.
(b) In a quantum situation, there are few projection valued measurements that
keep the state φ invariant i.e. the following equality may not hold:
∑
i φ(ζˆi)φi(x) =
φ(x) ∀x ∈ M.
These motivate us to work beyond the framework of projection valued von-
Neumann measurements. By accepting the theme that a measurement is an ir-
reversible process in quantum situation, we consider a more general measurement
process given by a family of completely positive maps ζ = (ζi) on M such that
ζ =
∑
i ζi is a unital map on M. Such a family ζ = (ζi) of completely positive
maps will be referred as measurement or a partition of unity inM. For any two par-
titions ζ and η of unity inM, we set partition ζ ◦ η of unity inM by ζ ◦ η = (ζiηj).
We say ζ commutes with η if ζiηj = ηjζi. A partition of unity ζ = (ζi) in M is
called projection valued measurement if ζi(x) = ζˆixζˆi for all x ∈ M for a family
ζˆ = (ζˆi) of orthogonal projections in M.
For (1), we adopt the quantum mechanical Kullbeck-Liebler ( Araki’s relative
entropy ) divergence of the average final state with the final possible state. In
other-words we define
(2) Hφ(ζ) =
∑
i
φ(ζi(I))S(
φ ◦ ζi
φ(ζi(I))
, φ ◦ ζ)
For any two partitions ζ and η of unity in M, we prove that
(3) Hφ(ζ|η ◦ β) ≤ Hφ(ζ|η)
where
(4) Hφ(ζ|η) = Hφ(ζ ◦ η)−Hφ◦ζ(η)
The basic inequality (3) ensures an existence theorem of a dynamical entropy
hφ(θ, ζ) defined by
(5) hφ(θ, ζ) = limitn→∞Hφ(ζ|ζ
−
(n)
)
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for any partition ζ = (ζi) of unity and a φ preserving automorphism θ, where
ζ−
(n)
= θ−1(ζ) ◦ θ−2(ζ) ◦ .... ◦ θ−n(ζ) and θ(ζ) = θζθ−1. It is also simple to check
that hφ(θ, ζ) = hφ(I, θζ) and θ ◦ ζ = (θζi) is also a partition of unity in M once
(ζi) is so. Thus the class of measurements is too large to destroy the characteristic
for a particular dynamics (θ). In mathematical term, we note that supζ∈Phφ(θ, ζ)
is independent of θ, if sup is taken over all possible partitions P of unity in M.
A partition ζ = (ζi) is called φ-invariant for the state φ if φ ◦ ζ = φ. Note also
that supζ∈Pφhφ(θ, ζ) is as well independent of θ, if sup is taken over all possible
φ-invariant partitions Pφ of unity in M.
Thus we need to look at a smaller class of measurements. We say a partition or
measurement (ζi) in M is of zero mean entropy for (M, I, φ) if hφ(I, ζ) = 0. For
a partition (ζˆi) of identity into orthogonal projections on H, we define partition
given by the family of completely positive maps ζi by ζi(x) = ζˆixζˆi, ∀x ∈ M.
It is obvious that hφ(I, ζ) = 0 for such a partition ζ = (ζi) of unity. However,
such a von-Neumann measurement in general need not be invariant for a normal
state φ. Nevertheless the class of invariant admissible measurements are not small.
As an example, we may recall [Mo5] translation automorphism θ on the two-sided
quantum spin chain M = ⊗k∈ZM
(k)
d (C) with an invariant state ω. Proposition 5.4
in [Mo5] says that there exists an automorphism α commuting with θ such that
ωαE0 = ωα, where E0 is the trace preserving norm one projection on the maximal
abelian C∗-sub-algebra De = ⊗k∈ZD
(k)
e (C) with D
(k)
e (C) be the diagonal matrices
with respect to an orthonormal basis e = (ej) of C
d. A natural partition of unity
in M can be described by ηj(x) = πω(|ej〉〈ej |)E0(x)πω(|ej〉〈ej |) for x ∈ M. We
also note that (αηj) is a ω-invariant admissible partition of unity in M
A partition ζ of unity in M is called von-Neumann for the automorphism θ
on M if the family {(θk(ζi)) : k ∈ Z} of partitions are mutually commuting. One
important difference here, we are not demanding the family (ζi) itself to be mutually
commuting. We finally say a measurement ζ = (ζi) is admissible for (M, θ, φ) if ζ
is a von-Neumann measurement for (M, θk, φ) for some k ≥ 1. In such a case we
define
(6) hφ(θ, ζ) = supk
1
k
hφ(θ
k, ζ)
where sup is taken over all possible values for k for which ζ is a von-Neumann
partitions in (M, θk, φ). We also note that partition (ηj) of πω(M)′′ described
above is admissible for the translation dynamics θ on πω(M)
′′.
We define quantum dynamical entropy hφ(θ) by taking sup of hφ(θ, ζ) over all
admissible φ-invariant measurements Pφ,a i.e.
(7) hφ(θ) = supζ∈Pφ,ahφ(θ, ζ)
Thus hφ(θ) is an invariance for the dynamics. A question that is central now: given
an automorphism θ on a von-Neumann algebraM with a faithful normal invariant
state φ, is there enough choices for φ−invariant θ-admissible partition of unity in
M to characterise the dynamics (M, θ, φ) for a given value of hφ(θ)? This problem
in the classical framework gave remarkable results [Or1] once restricted to certain
class of automorphisms [Or2].
In the last section, we consider the translation dynamics (M, θ, ω) and proved
that s(ω) ≤ hω(θ) ≤ 2s(ω). In case ω is an infinite tensor product state of M
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then hω(θ) = s(ω). As of now, we do not have a counter example to suggest
hω(θ) 6= s(ω). We postpone dealing with other examples of translation invariant
states that arises in non-commutative quantum dynamics to a forth coming paper
[Mo2].
2. Araki’s relative entropy and quantum information:
Let M be a von-Neumann algebra and ω be a faithful normal state. Without
loss of generality let also (M, ω) be in the standard form (M, Jω,Pω, ζω) [BrR]
where ζω ∈ H, a cyclic and separating vector for M, so that ω(x) =< ζω , xζω >
and the closer of the closable operator S0ω : xζω → x
∗ζω, Sω possesses a polar
decomposition Sω = Jω∆
1/2
ω with the self-dual positive cone Pω as the closure
of {JωxJωxζω : x ∈ M} in H. Tomita’s [BrR] theorem says that ∆itωM∆
−it
ω =
M, t ∈ R and JωMJω = M′, where M′ is the commutant of M. We define the
modular automorphism group σω = (σωt , t ∈ R) on M by
σωt (x) = ∆
it
ωx∆
−it
ω .
Furthermore for any normal positive functional ψ onM there exists a unique vector
ζψ ∈ Pω so that ψ(x) =< ζψ, xζψ >.
Following Araki [Ar,OP] we define the relative entropy S(ψ1, ψ2) for two normal
positive functionals ψ1, ψ2 on M where ψ1(x) =< ζψ1 , xζψ1 > and ψ2(x) =<
ζψ2 , xζψ2 > for some unique ζψ1 , ζψ2 ∈ P . The closer of the closable operator
S0ψ2,ψ1 : xζψ2 + z → s
M(ζ)x∗ζψ1 , x ∈ M, s
M′z = 0
defined on Mζψ2 + (I − s
M′(ζψ2))H where s
M(ζψ2 ) is the projection from H to
{M′ζψ2} , S(ζψ2 , ζψ1) possesses a polar decomposition Sψ2,ψ1 = Jψ2,ψ1∆
1/2
ψ2,ψ1
. So
by definition, ∆ω,ω = ∆ω. The Araki’s relative entropy is defined by
S(ψ2, ψ1) = {
−〈ζψ2 , ln(∆ψ2,ψ1)ζζ2 〉, if ψ2 << ψ1
∞, otherwise
.
where ψ2 << ψ1 means that ψ2(x
∗x) = 0 implies ψ1(x
∗x) = 0 for x ∈ M. We
recall in the following proposition few well-known properties of relative entropy.
Proposition 2.1. The relative entropy of two positive functional satisfies the
following relations;
(a) S(µω, λφ) = µS(ω, φ)− µω(I)(logλ− logµ) for any µ, λ ≥ 0;
(b) S(ω, φ) ≥ ω(I)(logω(I)− logφ(I))
(c) Jointly convex: S(ψ, φ) is jointly convex, i.e. S(λψ1 + µψ2, λφ1 + µφ2) ≤
λS(ψ1, φ1) + µS(ψ2, φ2), where µ+ λ = 1, µ, λ ≥ 0.
(d) Ullhamm’s monotonicity: For any Schwartz type positive unital normal map τ
from M to N ,
S(ψ2τ, ψ1τ) ≤ S(ψ2, ψ1).
(e) Lower semi-continuity: If limn→∞ψn = ψ and limn→∞φn = φ in weak
∗ topol-
ogy, then S(ψ, φ) ≤ lim infn→∞S(ψn, φn). Moreover; if there exists a positive
number λ satisfying ψn ≤ λφn, then limn→∞S(ψn, φn) = S(ψ, φ).
(f) Donald’s identity: For any family of normal positive functional (ψi, i ≥ 1) and
φ we have
S(ψ, φ) +
∑
i
S(ψi, ω) =
∑
i
S(ψi, φ)
where
∑
i ψi = ψ.
(g) For two normal state ψ1, ψ2, we have the the lower lower bound: ||ψ1−ψ2||2/2 ≤
S(ψ2, ψ1).
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(h) LetM0 be a von-Neumann sub-algebra ofM. Assume that there exists a faithful
normal norm one projection E0 from M onto M0. If ψ0 and φ are normal states
of M0 and M respectively, then
(8) S(φ, ψ0 ◦ E0) = S(φ|M0, ψ0) + S(φ, φ ◦ E0)
Proof. We refer to the monograph [OP].
Let (Ω,F , µ) be a probability space. A classical dynamics (Ω, θ, µ) is a triplet,
where θ : Ω → Ω is bi-measurable one to one and onto map modulo a µ-null set
and µ◦θ−1 = µ on measurable subsets of Ω. This classical dynamics is equivalently
described by (M0, θ, φµ), where M0 = L∞(Ω,F , dµ) and θ : M0 → M0 be the
automorphism defined by θ(f) = f ◦ θ for all f ∈ M0 with normal invariant state
φµ(f) =
∫
fdµ. A measurement in classical dynamics (Ω, θ, µ) gives a measurable
partition ζ = (ζi) of the measure space (Ω,B, µ). For such a measurable partition
ζ = (ζi), we can associate a family of probability measures µζi(E) =
µ(E∩ζi)
µ(E)
provided µ(ζi) > 0 and check that Shannon information [Pa] defined by
Hµ(ζ) = −
∑
i
µ(ζi)lnµ(ζi)
can be re-expressed as
Hµ(ζ) =
∑
i
µ(ζi)S(µi, µ)
where S(., .) is the Kullbeck-Liebler relative entropy. In other words Hµ(ζ) can be
interpreted as the average Kullbeck-Liebler divergence of the final measures (µi)
with respect to the initial measure µ. Given two such measurable partitions or
measurements ζ = (ζi), η = (ηj), we write ζ ◦ η = (ζi ∩ ηj) as their joint mea-
surements. Thus two such measurements commute and the class of measurements
admits invariance property i.e.
∑
i
µ(ζi)µi = µ,
which reflects the fact that a classical measurement does not disturb the system.
Furthermore, the classical information admits the following sub-additive property,
i.e.
Hµ(ζ ◦ η) ≤ Hµ(ζ) +Hµ(η)
A quantum dynamics is a triplet (M, θ, φ), where M is a von-Neumann algebra
acting on a complex separable Hilbert space and θ is a ∗ automorphism with a
normal invariant state φ of M.
We fix any two von-Neumann algebrasM andN . A family of completely positive
maps ζ = (ζi : M → N ) is called partition of unity for N if
∑
i ζi(IM) = IN ,
where IM and IN are unit elements in M and N respectively. We also set unital
completely positive map ζ =
∑
i ζi : M→ N . So for any positive normal state φ
on N as an input or initial state, φi = φ(ζi(IM))−1φ◦ ζi is the final or output state
onM with probability φ(ζi(IM)). We define quantum information associated with
a measurement ζ with input state φ on N and out put state φζ by
(9) Hφ(ζ) =
∑
i
φ(ζi(IM))S(
φ ◦ ζi
φ(ζi(I))
, φ ◦ ζ)
where (ζi) is a family of completely positive maps from M to N so that ζ =
∑
i ζi
is a unital map from M to N .
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We consider the von-Neumann algebra Mζ = ⊕i∈ζMi where each Mi are
copies of the von-Neumann M and two states φ1ζ(a) =
∑
i∈ζ
φ(ζi(ai)) and φ
2
ζ(a) =
∑
i∈ζ φ(ζi(IM))φ(ζ(ai)). By rescaling and additivity property of relative entropy
we verify that
(10) Hφ(ζ) = S(φ
1, φ2).
and also
(11) Hφ(ζ) = H
c
φ(ζ) +H
q
φ(ζ)
where Hcφ(ζ) =
∑
i∈ζ −φ(ζi(IM))ln(φ(ζi(IM)) and H
q
φ(ζ) =
∑
i∈ζ S(φ ◦ ζi, φ ◦ ζ)
For any two partitions ζ = (ζi : M → N ) and η = (ηj : C → M), we set
partition ζ ◦ η = (ζiηj : C → N i ∈ ζ, j ∈ η).
Proposition 2.2. For any partition ζ = (ζi) the map φ→ Hψ(ζ) is continuous.
Also the map ζ → Hψ(ζ) is continuous in weak∗ topology. Furthermore for any two
partitions ζ :M→N , η : C →M of unities in N and M respectively we have
(12) Hφ◦ζ(η) ≤ Hφ(ζ ◦ η)
and
(13) Hφ(ζ ◦ η) ≤ Hφ◦ζ(η) +Hφ(ζ)
Furthermore, the map φ→ Hqφ(ζ ◦ η)−H
q
φ◦ζ(η) is convex.
Proof. First part is an easy consequence of joint continuity property (e) in
Proposition 2.1. We claim the following two inequalities:
−
∑
i,j
φ(ζiηj(I))ln(φ(ζiηj(IC)) ≤ −
∑
i∈ζ
φ(ζi(IM))ln(φ(ζi(IM)))
(14) −
∑
j∈η
φ(ζηj(IC))ln(φ(ζηj(IC)))
and
(15)
∑
i∈ζ,j∈η
S(φζiηj , φζη) ≤
∑
j∈η
S(φζηj , φζη) +
∑
i∈ζ
S(φζi, φζ)
For the first inequality (14), we note that both {φ(ζiηj(IC)) : i ∈ ζ, j ∈ η} and
{φ(ζi(IM)φ(ζηj(IC)) : i ∈ ζ, j ∈ η} are probability measure on the index set ζ × η.
The inequality is nothing but the well known statement that relative entropy of
any two probability measure is always non-negative. For the second inequality we
first appeal to Donald’s identity to check that
(16)
∑
i∈ζ,j∈η
S(φζiηj , φζη) =
∑
j∈η
S(φζηj , φζη) +
∑
i∈ζ,j∈η
S(φζiηj , φζηj)
Now for each i ∈ ζ we check that
∑
j∈η S(φζiηj , φζηj) = S(φζiEη, φζEη) where
Eη : Cη →M is the unital Schwartz type map defined by
Eη((cj)) =
∑
j∈η
ηj(cj).
Thus by Ullhamm’s monotonicity we conclude the second inequality (15). By comb-
ing (14) and (15), we conclude the proof for (13). The convex property of the map
φ → Hqφ(ζ|η) = H
q
φ(ζ ◦ η) − H
q
φ(η) follows by the convexity property of relative
entropy once we appeal to the identity (16).
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The following proposition is an useful generalization of Proposition 3.1.
Proposition 2.3. For any three partitions ζ : N →M, η : C → N , β : D → C
of unities:
(17) 0 ≤ Hφ(ζ ◦ η ◦ β)−Hφ◦ζ(η ◦ β) ≤ Hφ(ζ ◦ η)−Hφ◦ζ(η)
for any normal state φ on M.
Proof. Essential steps are same as in Proposition 3.1. By Donald’s identity
and Ullhamm’s monotonicity we check that
∑
i∈ζ,j∈η,k∈β
S(φζiηjβk, φζηβ) −
∑
j∈η,k∈β
S(φζηjβk, φζηβ) ≤
∑
i∈ζ,j∈η
S(φζiηj , φζη)
−
∑
j∈η
S(φζηj , φζηj)
Also by Jensen’s inequality we check that
∑
i∈ζ,j∈η,k∈β
φζiηjβk(ID)ln
φζiηjβk(ID)
φζηjβk(ID)
≤
∑
i∈ζ,j∈η
φζiηj(IC)ln
φζiηj(IC)
φζηj(IC)
In case M = N , such a family ζ = (ζi) will be referred as a measurement
in M. For any two measurements ζ, η in M, we set measurement ζ ◦ η in M
by ζ ◦ η = (ζi ◦ ηj). Two measurements ζ and η are called mutually commuting
if ζ ◦ η = η ◦ ζ, where equality as sets. In particular, in such a case we have
Hφ(ζ ◦ η) = Hη◦ζ . We also say a measurement (ζi) is invariant for the state φ if
φ ◦ ζ = φ. Thus ζ ◦ η is also φ-invariant if ζ and η are so.
We have the following important observation:
Proposition 2.4. Let ζ, η and β be three φ-invariant partitions of unity in M
such that either ζ ◦ η = η ◦ ζ or η ◦ β = β ◦ η. Then
(18) Hφ(ζ ◦ η ◦ β)−Hφ(η ◦ β) ≤ Hφ(ζ ◦ β)−Hφ(β)
Proof. Both the situations are simple consequences of Proposition 2.3.
3. Dynamical Entropy for C∗ or W ∗-systems:
Now we aim to develop, a quantum mechanical analogue of dynamical entropy intro-
duced by Kolmogorov and Sinai [See e.g. Pa] based on von-Neumann measurement
process. We prove first a general existence theorem and discuss its analytical prop-
erties. We fix a von-Neumann algebra M and assume that it is in standard form.
We adopt the same notation of section 2 for measurements and channels assuming
that both input and output algebrasM and N are same.
Let θ be a ∗-automorphism on M and φ is a normal state, invariant for θ. For
a partition ζ = (ζi) of unity in M and an automorphism θ : M → M, we set
partition of unity θ(ζ) = (θζiθ
−1) in M. Also note that θ ◦ ζ = (θζi) is also a
partition of unity inM. The partitions θ(ζ) and θ ◦ ζ are φ-invariant if ζ and θ are
so. For each n ≥ 1, we set partition of unity ζ
(n)
= θn−1(ζ) ◦ θn−2(ζ) ◦ ..... ◦ ζ in
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M and ζ−
(n)
= θ−1(ζ) ◦ θ−2(ζ)... ◦ θ−n+1(ζ) ◦ θ−n(ζ). So ζ(n) = θ
n−1(ζ) ◦ ...θ(ζ) ◦ ζ
is an unital map on M.
Proposition 3.1. For a unital ∗-automorphism θ on M with φ = φ ◦ θ
(19) Hφ(ζ) = Hφ(θ(ζ))
for any partition ζ, where θ(ζ)i = θ ◦ ζi ◦ θ−1.
Proof. Since the relative entropy of any two normal states remain invariant i.e.
S(ψ1, ψ2) = S(θψ1θ
−1, θψ2θ
−1), by an automorphism, the equality is immediate.
Proposition 3.2. For a countable partitions ζ with Hφ(ζ) <∞,
(20) hφ(θ, ζ) = limn→∞Hφ(ζ|ζ
−
(n)
)
exists, where ζ−
(n)
= θ−1(ζ)◦θ−2(ζ)◦ ..◦θ−n(ζ). The map (φ, ζ)→ hφ(θ, ζ) is upper
semi-continuous in each variables in the Bounded Weak topology.
Proof. We set aφ,n(ζ) = Hφ(θ
n(ζ)|θn−1(ζ)◦..◦ζ) = Hφ(ζ|ζ
−
(n)
). By Proposition
3.1 and Proposition 4.1 we check that 0 ≤ aφ,n+1(ζ) ≤ aφ,n(ζ) ≤ Hφ(ζ), thus the
limitn→∞aφ,n exists. By Proposition 2.1 (e), the map (φ, ζ)→ aφ,n(ζ) is continuous
in Arveson’s Bounded Weak topology [Pau]. Thus the last statement follows as the
liming function is the inf over continuous functions.
Since an(ζ) are monotonically decreasing, their limit hφ(θ, ζ) is also same as
limitn→∞
1
n
∑
1≤k≤n ak(ζ). So if we interpret an(ζ) as information gain in the nth
step, hφ(θ, ζ) is indeed the average information gained for large n. It is simple to
check that for a partition ζ,
hφ(θ, ζ) = hφ(I, θ ◦ ζ),
where I is the identity map on the von-Neumann algebra M and θ = (θ). Thus in
case we intend to define dynamical entropy hφ(θ) of (M, θ, φ) to be the supremum
over all the partitions, i.e. {ζ = (ζi : 1 ≤ i ≤ d) then the value hφ(I) will
be independent of θ. So hφ(I) is an invariance for the von-Neumann algebra M
possibly with values infinite.
In case φ ◦ ζ = φ,
(21) hφ(θ, ζ) = limitn→∞
1
n
Hφ(θ
n−1(ζ) ◦ ...ζ)
For any φ-invariant partition of unity in M, the partition θ ◦ ζ is also a φ-invariant
and so hφ(I) will be independent if sup is taken over all possible φ-invariant parti-
tion and these non-negative numbers are invariance for the von-Neumann algebra
M. It also suggest that we need to reduce the class of measurements if we want to
extract information about a given automorphism θ on M.
The major difficulties that we face while dealing with the class of partitions of
unity in the non-commutative framework are the following:
(a) For two given partitions ζ, η of unity inM arises from two measurements, there
is no natural meaning to joint measurements unless we have ζ ◦ η = η ◦ ζ as sets.
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(b) In quantum situation, a measurement ζ need not keep the state φ invariant
in general though desirable in the theory of repeated measurement proposed by
von-Neumann [Ne].
Proposition 3.3. Let ζ = (ζi) and η = (ηj) be two measurements in M. Then
(22) Hφ(ζ ◦ η) ≥ Hφ(ζ ◦ η)
Proof. By the join convexity property of relative entropy:
Hφ(ζ ◦ η) =
∑
i,j
φ(ζiηj(I))S(
1
φ(ζiηj(I))
φζiηj , φζη)
≥
∑
i
φ(ζi(I))S(
1
φζi(I)
φζiη, φζη)
= Hφ(ζ ◦ η)
A partition ζ of unity in M is called von-Neumann measurement for (M, θ, φ)
if the family {θk(ζ) : k ∈ Z} of partitions of unity in M are mutually commuting.
In particular, θn(ζ) and ζ
(n)
are mutually commuting for each n ≥ 1. Note that
we are not demanding the family (ζi) itself to be commutative.
For any two φ-invariant partitions ζ and η of unity in M and an automorphism
θ on M, we set notation
Hφ(ζ(n)|η(n)) = Hφ(θ
n−1(ζ)◦θn−2(ζ)◦ ...◦θ(ζ)◦ ζ ◦θn−1(η)◦θn−2(η)◦ ...◦θ(η)◦η)
−Hφ(θ
n−1(η) ◦ θn−2(η) ◦ ... ◦ θ(η) ◦ η)
Proposition 3.4. For any two φ-invariant von-Neumann measurements ζ and
η for (M, θ, φ) we have
(23) Hφ(ζ(n)|η(n)) ≤ nHφ(ζ|η)
Proof. We use Proposition 2.3 to verify the following inequalities:
Hφ(ζ(n)|η(n))
= Hφ(θ
n−1(ζ).. ◦ θ(ζ) ◦ ζ ◦ θn−1(η) ◦ ... ◦ θ(η) ◦ η)
−Hφ(θ
n−2(ζ) ◦ ... ◦ θ(ζ) ◦ ζ ◦ θn−1(η) ◦ θn−2(ζ)... ◦ θ(η) ◦ η)
+Hφ(θ
n−2(ζ)◦ ...◦θ(ζ)◦ζ ◦θn−1(η)◦ ..◦θ(η)◦η)−Hφ(θ
n−1(η)◦θn−2(η)..◦θ(η)◦η)
≤ Hφ(θ
n−1(ζ) ◦ θn−2(ζ)... ◦ θ(ζ) ◦ ζ|θn−1(η))
+Hφ(ζ(n−1)|η(n−1))
( by Proposition 2.3 since θn−1(η) commutes with η
(n−1)
)
≤ Hφ(θ
n−1(ζ)|θn−1(η)) +Hφ(ζ(n−1)|η(n−1))
( by Proposition 2.3, where we used the commuting property of θn−1(ζ) with ζ
(n−1)
Thus we conclude (23) by induction on n since Hφ(θ
n(ζ)|θn(η)) = Hφ(ζ|η) for all
n ≥ 1.
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Remark 3.5. In general inequality (23) is false even when M is abelian. We
will get back to this point with counter examples after proving our main result (
Theorem 3.11 ) of this section.
A partition η = (ηj) of unity in M is called projection valued von-Neumann
measurement if ηj(x) = ηˆjxηˆj , where (ηˆj) is a family of orthogonal projections in
M so that
∑
j ηˆj = I. In such a case, ηηj = ηj for all ηj ∈ η, where η =
∑
i ηi and
η2 = η i.e. η is a norm one projection from M with the fixed point von-Neumann
sub-algebra Mη defined by Mη = {x ∈ M : η(x) = x}. So the fixed point sub-
algebraMη contains the commutative von-Neumann sub-algebraMηˆ generated by
(ηˆj).
Let η be a projection valued partition of unity inM such that the family {θk(η) :
k ∈ Z} of measurements are mutually commuting i.e. {θk(ηˆ) = (θk(ηˆj)) : k ∈
Z, ηj ∈ η} is a commuting family of projections in M. Thus
Mηˆ(θ) = ∨k∈ZMθk(ηˆ)
is a θ invariant commutative von-Neumann sub-algebra of M and Mηˆ(θ) ⊆ {x ∈
M : η(θk(x)) = θk(x), ∀k ∈ Z}. A projection valued von-Neumann measurement
(η) for an automorphism θ :M→M is called maximal if
Mηˆ(θ) = {x ∈M : η(θ
k(x)) = θk(x), ∀k ∈ Z}
The basic question that we need to address for a given dynamics (M, θ, φ) how
efficiently we can approximate quantum information gained by repeated measure-
ments {ζ
(k)
: k ∈ Z} by projection valued von-Neumann measurements {η
(k)
: k ∈
Z}.
LetM be a von-Neumann algebra acting on a Hilbert spaceH and φ be a faithful
normal state φ ofM. Let (Hφ, πφ, ζφ) be the GNS space of (M, φ). So πφ(M) is a
von-Neumann algebra with a cyclic and separating vector ζφ of unit length in the
GNS Hilbert space Hφ. We consider the algebraic tensor product M⊗M and the
positive linear functional φˆ defined by extending linearly the following map
(24) x⊗ y → φˆ(x⊗ y) = 〈ζφ, xJφyJφ〉
The positive map φˆ has a unique linear extension to the norm closure Mˆ =M⊗M
of M⊗M in B(H ⊗H) and it gives a state on C∗-algebra Mˆ. Furthermore, for
a given completely positive map τ : M → M, with φτ ≤ φ and τ(I) ≤ I, there
exists a unique completely positive map τ˜ on M such that
(25) 〈JφxJφζφ, τ(y)ζφ〉 = 〈Jφτ˜ (x)Jφ, yζφ〉
for all x, y ∈ M, where τ˜(I) ≤ I and φτ˜ ≤ φ. In case τ is a norm one projection
i.e. τ2 = τ and τ(I) = I then τ˜ = τ . For details we refer to [AC], Chapter 8 in
[OP] and [Mo1].
So for a φ-invariant measurement ζ = (ζi), each ζi satisfies φζi ≤ φζ = φ and
ζi(I) ≤ ζ(I) = I. Thus ζ˜ = (ζ˜i) is also a φ-invariant measurement in M. Let
η = (η
j
) be a projection valued measurement in M such that φη = φ. Then η is a
φ-invariant norm one projection onto the fixed point algebra Mη and η commutes
with the modular group σφ = (σφt ). Thus the family ηˆj of projections in M are
also (σφt )-invariant. In particular, we have η˜j = ηj for all j.
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Furthermore, Eηˆ :M→Mηˆ is a φ invariant norm one projection defined by
(26) Eηˆ(x) =
∑
j
φ(ηˆjxηˆj)
φ(ηˆj)
ηˆj
Proposition 3.6. Let η = (ηj) be a φ-invariant projection valued measurements
in M then for any φ-invariant measurement ζ = (ζi), we have
(27) Hφ(ζ ◦ η)−Hφ(η) = −
∑
i
φ(Eηˆ(ζ˜i(1))lnEηˆ(ζ˜i(I))) +
∑
i
S(φζi|Mη, φ|Mη)
Proof. We compute as in Proposition 2.2 that
Hqφ(ζ ◦ η)−H
q
φ(η)
=
∑
i,j
S(φζiηj , φηj)
(28) =
∑
i,j
S(φζiηηj , φηηj)
(since ηjη = ηj)
(29) ≤
∑
i
S(φζiη, φη)
by monotonicity property of relative entropy. On the other hand, join convexity
and scaling property says for any finite family of normal states ωi and φi, we have
(30) S(
∑
i
ωi,
∑
i
φi) ≤
∑
i
S(ωi, φi)
and thus
Hqφ(ζ ◦ η)−H
q
φ(η)
≥
∑
i
S(φζiη, φη)
=
∑
i
S(φζi|Mη, φ|Mη)
Thus we have the following equality:
(31) Hq(ζ ◦ η)−Hq(η) =
∑
i
S(φζi|Mη, φ|Mη)
We also compute the following identities:
Hcφ(η ◦ ζ)−H
c
φ(η)
=
∑
i,j
−φ(ηjζi(I))lnφ(ηjζi(I)) + φ(ηj(I)ln(φ(ηj(I)
=
∑
i,j
−φ(ηˆjη ◦ ζi(I)ηˆj)lnφ(ηˆjη ◦ ζi(I)ηˆj) + φ(ηˆj)ln(φ(ηˆj)
=
∑
i,j
−φ(ηˆjζ
η
i (I)ηˆj)lnφ(ηˆjζ
η
i (I)ηˆj) + φ(ηˆj)ln(φ(ηˆj)
=
∑
i,j
φ(ηj)
φ(ηˆjζ
η
i (I)ηˆj)
φ(ηˆj)
lnφ(
ηˆjζ
η
i (I)ηˆj
φ(η˜j)
)
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=
∑
i
−φEηˆ[ζ
η
i (I)]ln(Eηˆ[ζ
η
i (I)])
Hcφ(ζ ◦ η)−H
c
φ(η)
= Hcφ(η˜ ◦ ζ˜)−H
c
φ(η˜)
(32) =
∑
i
−φEηˆ[ζ˜
η
i (I)]ln(Eηˆ[ζ˜
η
i (I)])
where we have used ηj = η˜j .
We combine equalities given in (31) and (32) to complete the proof for equality
given in (27).
Let the triplet (M, θ, φ) be as in Proposition 3.2 and η be a φ-invariant projection
valued partition of unity inM as in Proposition 3.6. Furthermore, let φ0 be possibly
an another faithful normal state on M such that φ0θ = φ0 and φ0η = φ0. Let Nηˆ
be the maximal sub-algebra of M for which
(33) M′ηˆ
⋂
Nηˆ ⊆Mηˆ,
and Nηˆ is preserved by the modular automorphism (σ
φ0
t ) associated with φ0 onM.
That such a maximal von-Neumann algebra exists follows trivially once we verify
that σφ0t (Mηˆ) =Mηˆ for all t ∈ R. Since φ0η = φ0 and η is a norm one projection,
η commutes with the modular group (σφ0t ) by a Theorem of M. Takasaki [Ta1],
we verify that {σφ0t (ηˆj)}
′ = {x ∈ M : η(x) = x} for each t ∈ R. In fact we have
σφ0t (ηˆj) = ηˆj for all t ∈ R and ηj . So by our construction, we have Mηˆ ⊆ Nηˆ.
By the same theorem of M. Takasaki [Ta1], there exists a φ0 invariant norm one
projection ENηˆ onto Nηˆ such that φ0ENηˆ = φ0 on M.
Thus we can choose recursively maximal sub-algebras (Nηˆ
(n)
: n ≥ 1) of M
satisfying for each n ≥ 1 :
M′ηˆ
(n+1)
⋂
Nηˆ
(n)
⊆M′ηˆ
(n)
⋂
Nηˆ
(n)
⊆Mηˆ
(n)
⊆Mηˆ
(n+1)
(34) M′ηˆ
(n)
⋂
Nηˆ
(n)
⊆Mηˆ
(n)
and
σφ0t (Nηˆ
(n)
) = Nηˆ
(n)
, t ∈ R
such that
Nηˆ
(n)
⊆ Nηˆ
(n+1)
We have
Nηˆ(θ)+ = ∨0≤n<∞Nηˆ
(n)
⊆M
and σφ0t (Nηˆ(θ)+) = Nηˆ(θ)+ .
More generally, we can choose recursively (σφ0t )-invariant maximal sub-algebras
N
ηˆ
(m)
(n)
: −∞ < m ≤ n <∞ of M such that
M′
ηˆ
(m)
(n)
⋂
N
ηˆ
(m)
(n)
⊆M
ηˆ
(m)
(n)
and
N
ηˆ
(m)
(n)
⊆ N
ηˆ
(m′)
(n′)
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if m′ ≤ m ≤ n ≤ n′, where η
(m)
(n) = θ
m(η) ◦ ... ◦ θn(η) for −∞ < m ≤ n < ∞. It is
evident that
Nηˆ(θ) = ∨−∞<m≤n<∞Nηˆ(m)
(n)
⊆M
and σφ0t (Nηˆ(θ)) = Nηˆ(θ).
Since ENηˆ
(n+m)
ENηˆ
(m)
= ENηˆ
(n)
, by Proposition 2.1 (h) we have the following
sub-additive property:
Sn+m ≤ Sn + Sm
for
Sn = S(φˆ|Nηˆ
(n)
⊗Nηˆ
(n)
, φˆη(n) ⊗ η(n)|Nηˆ(n) ⊗Nηˆ(n))
We define mean relative entropy s(φˆ, φˆ ◦ η ⊗ η) by
s(φˆ, φˆ ◦ η ⊗ η) = limn→∞
1
n
Sn
By monotonicity of relative entropy, we also have
∑
i
S(φζi|Nηˆ, φζiη|Nηˆ)
≤
∑
i
S(φˆηζi ⊗ I|Nηˆ ⊗Nηˆ, φˆηζiη ⊗ I)|Nηˆ ⊗Nηˆ)
=
∑
i
S(φˆI ⊗ ζ˜iη|Nηˆ ⊗Nηˆ, φˆη ⊗ ζ˜iη|Nηˆ ⊗Nηˆ)
≤ S(φˆ|Nηˆ ⊗Nηˆ, φˆη ⊗ I|Nηˆ ⊗Nηˆ)
(35) ≤ S(φˆ|Nηˆ ⊗Nηˆ, φˆη ⊗ η|Nηˆ ⊗Nηˆ)
In the last line we have used η2 = η and φˆη ⊗ I = φˆI ⊗ η.
Proposition 3.7. Let ζ and η be measurements in M as in Proposition 3.6.
Then
(36) 0 ≤ Hφ(ζ)−Hφ(ζ ◦ η) =
∑
i
S(φζi, φζiη)
and
(37)
0 ≤ hφ(θ, ζ)− limn→∞
1
n
Hφ(ζ(n) ◦ η(n)) ≤ s(φˆ, φˆ ◦ η ⊗ η) + S(φˆ, φˆENηˆ(θ)+ ⊗ Eηˆ(θ)+)
Proof. By Proposition 2.1 (g), we have
Hφ(ζ) =
∑
i
φ(ζi(I))S(
1
φζi(I)
φζi, φ)
=
∑
i
φ(ζi(I)){S(
1
φζi(I)
φζi|Mη, φ|Mη) + S(
1
φζi(I)
φζi,
1
φζi(I)
φζiη)}
So by scaling property given in Proposition 2.1 (a), we have
Hφ(ζ) = −
∑
i
φ(ζi(I))lnφ(ζi(I)) +
∑
i
S(φζi|Mη, φ|Mη) + S(φζi, φζiη)
Thus
Hqφ(ζ) =
∑
i
S(φζi, φ)
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=
∑
i
S(φζi|Mη, φ|Mη) + S(φζi, φζiη)
and so
Hφ(ζ)−Hφ(ζ ◦ η)
= Hqφ(ζ)−H
q
φ(ζ ◦ η)
=
∑
i
S(φζi, φ)− S(φζiη, φ)
=
∑
i
S(φζi, φζiη)
=
∑
i
S(φζi, φ0)− S(φζiη, φ0)
(by Proposition 2.1 (h) since φ0η = φ0 as well)
=
∑
i
S(φζi|Nηˆ, φ0|Nηˆ) + S(φζi, φζiENηˆ )
−
∑
i
S(φζiη|Nηˆ, φ0|Nηˆ) + S(φζiη, φζiηENηˆ )
(by Proposition 2.1 (h) since φ0ENηˆ = φ0)
=
∑
i
S(φζi|Nηˆ, φ0|Nηˆ)− S(φζiη|Nηˆ, φ0|Nηˆ)
+
∑
i
S(φζi, φζiENηˆ )− S(φζiη, φζiηENηˆ )
≤
∑
i
S(φζi|Nηˆ, φζiη|Nηˆ) + S(φζi, φζiENηˆ )
since ∑
i
S(φζiη, φζiηENηˆ ) ≥ S(
∑
i
φζiη,
∑
i
φζiηENηˆ ) = 0
So we have
Hφ(ζ(n))−Hφ(ζ(n) ◦ η(n))
≤ Sn + S(φˆ, φˆENηˆ(n) ⊗ ENηˆ(n) )
Since S(φˆ, φˆENηˆ(n) ⊗ ENηˆ(n) ) ↓ S(φˆ, φˆENηˆ(θ)+ ⊗ ENηˆ(θ)+ ) as n→∞.
Proposition 3.8. Let ζ and η be two φ-invariant measurements for (M, θ, φ).
If η is a von-Neumann measurement for (M, θ, φ) and
(38) s(φˆ, φˆη ⊗ η) <∞
then we have
(39) hφ(θ, ζ)− hφ(θ, η) ≤ Hφ(ζ|η(θ)) + s(φˆ, φˆη ⊗ η) + S(φˆ.φˆENηˆ(θ) ⊗ ENηˆ(θ))
where
Hφ(ζ|η(θ)) = −
∑
i
φ(Eηˆ(θ)(ζ˜i(1))lnEηˆ(θ)(ζ˜i(I))) +
∑
i
S(φζi|Mη(θ), φ|Mη(θ))
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Proof. By Proposition 3.6 we have
Hφ(ζ(n) ◦ ηn)−Hφ(ηn)
≤ Hφ(ζ(n)|η(n))
≤ nHφ(ζ|η)
However by Proposition 3.7, we have
Hφ(ζ(n))−Hφ(ζ(n) ◦ η(n))
≤ Sn + S(φˆ, φˆENηˆ(n) ⊗ ENηˆ(n) )
Thus we arrive at
hφ(θ, ζ)− hφ(θ, η) ≤ Hφ(ζ|η) + s(φˆ, φˆη ⊗ η) + S(φˆ, φˆEN
ηˆ(θ)+
⊗ EN
ηˆ(θ)+
)
Since hφ(θ, η) = hφ(θ, η
(m)
(n) ) for η
(m)
(n) = θ
n−1(η)◦...η◦θ−1(η)..◦θm(η), by the same
line of argument and s(φˆ, φˆη ⊗ η) = s(φˆ, φˆη
(m)
(n) ⊗ η
(m)
(n) ) for all −∞ < m < n < ∞,
we get
hφ(θ, ζ)− hφ(θ, η) ≤ Hφ(ζ|η
(m)
(n) ) + s(φˆ, φˆη ⊗ η) + S(φˆ, φˆENθm(η(θ)+) ⊗ ENθm(η(θ)+))
Taking limit n→∞ and m→ −∞, we conclude a proof for (39).
Proposition 3.9. For any φ-invariant von-Neumann measurement ζ and max-
imal von-Neumann measurement η for dynamics (M, θ, φ) we have
(40) Hφ(ζ|η(θ)) = 0
Proof. We will use Proposition 3.6. The commutative von-Neumann sub-
algebra Mηˆ(θ) being maximal in M i.e. Mη(θ) = Mηˆ(θ), we have Eηˆ(θ) = η(θ)
and so
S(φζi|Mηˆ(θ), φ|Mηˆ(θ))
= φ(Eηˆ(θ)(ζ˜i(I))lnEηˆ(θ)(ζ˜i(I)))
for each ζi. Thus (27) gives the required result.
Proposition 3.10. Let (M, θ, φ) be a W ∗-dynamical system with a faithful nor-
mal invariant state for the automorphism θ. If there exist a maximal von-Neumann
partition of unity in M for the dynamics (M, θ, φ) with s(φˆ, φˆη ⊗ η) < ∞ and
Nηˆ(θ) =M then
hφ(θ, ζ) ≤ hφ(θ, η) + s(φˆ, φˆη ⊗ η)
for any φ-invariant von-Neumann measurement ζ in M with Hφ(ζ) <∞.
A φ-invariant measurement ζ is called admissible for the dynamics (M, θ, φ) if
there exists an integer k ≥ 1 such ζ is a von-Neumann measurement for (M, θk, φ).
We note that ζ ◦ η is also an admissible measurement for (M, θ, φ) if ζ and η are so
i.e. they form an algebra under composition ◦. For a given φ-invariant admissible
measurement ζ for (M, θ), we set
(41) hφ(θ, ζ) = sup
1
k
hφ(θ
k, ζ)
where sup is taken over all possible values for k for which ζ are von Neumann
measurements for (M, θk, φ).
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Theorem 3.11. Let (M, θ, φ) be a W ∗-dynamical system with a faithful normal
invariant state for the automorphism θ. If there exist a maximal von-Neumann
partition of unity in M for the dynamics (M, θ, φ) such that Nηˆ(θ) =M for some
faithful normal state ω0 then
(42) hφ(θ, ζ) ≤ hφ(θ, η) + s(φˆ, φˆη ⊗ η)
for any φ-invariant admissible measurement ζ for (M, θ, φ) with Hφ(ζ) <∞.
If we intend to obtain information of a dynamical system (M, θ, φ) by repeated
measurement, then the set of φ-invariant admissible measurements Pφ,a(θ) for
(M, θ, φ) is a natural class. We set
(43) hφ(θ) = supζ∈Pφ,a(θ)hφ(θ, ζ)
The value hφ(θ) could be infinite. As in the classical theory, we expect this notion
to play an important role when 0 < hφ(θ) <∞. In particular we have the following:
Theorem 3.12. The class of admissible partitions for (M, θ, φ) is an invariance
under isomorphism and hφ(θ) is a non-negative invariance for (M, θ, φ). Further-
more we have
(a) hφ(θ
m) = mhφ(θ);
(b) If θm = I for some m ∈ Z, then hφ(θ) = 0 or ∞.
Proof. Let ζ be an admissible partition for (M, θm, ω). So there exists a n ≥ 1
so that ζ is von-Neumann partition for (M, θmn, ω) i.e. {θnmk(ζ) : k ∈ Z} are
mutually commuting. Thus θn(ζ) is a von-Neumann partition for (M, θm, φ) and
so (θn(ζ)) is an admissible partition for (M, θ, φ). By (41), we have
hφ(θ, θ
n(ζ)) ≥
1
m
hφ(θ
m, θn(ζ))
Since hφ(θ
m, θn(ζ) = hφ(θ
m, ζ) for any n, we have
hφ(θ
m, ζ) ≤ mhφ(θ, θ
n(ζ)) ≤ mhφ(θ)
for all admissible partition ζ for (M, θm, φ). This shows hφ(θm) ≤ mhφ(θ).
Conversely, let ζ be an admissible partition for (M, θ, φ). So there exists a
n ≥ 1 so that ζ is a von-Neumann partition for (M, θn, φ) for some n ≥ 1 i.e.
{θkn(ζ) : k ∈ Z} are mutually commuting. Now the partition θ(m−1)n(ζ)◦...θn(ζ)◦ζ
is a von-Neumann partition for (M, θmn, φ) and thus θ(m−1)n(ζ) ◦ ...θn(ζ) ◦ ζ is an
admissible partition for (M, θm, φ) and
hφ(θ
m)
≥ hφ(θ
m, θ(m−1)n(ζ) ◦ ...θn(ζ) ◦ ζ)
≥
1
n
hφ(θ
mn, θ(m−1)n(ζ) ◦ ...θn(ζ) ◦ ζ)
≥ mhφ(θ, ζ)
Since the inequality holds for any admissible partition for (M, θ, φ), we get hφ(θm) ≥
mhφ(θ). This shows equality in (a)
The statement (b) follows trivially once we show hφ(I) = 0 or ∞. Suppose
hφ(I) <∞. Then by (a), we have nhφ(I) = hφ(I) for all n ≥ 1 and so hφ(I) = 0.
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Remark 3.13. Theorem 3.11 says that dynamical entropy hφ(θ) of (M, θ, φ)
satisfies
(44) hφ(θ, η) ≤ hφ(θ) ≤ hφ(θ, η) + s(φˆ, φˆη ⊗ η)
provided there exists a maximal projection valued von-Neumann partition η of
unity for (M, θ, φ) with Nηˆ(θ) = M. If the maximal von-Neumann partition η
for (M, θ, φ) is also a Kolmogorov partition for the maximal abelian von-Neumann
algebra Mηˆ(θ) in the classical sense, then hφ(θ, η) > 0. Furthermore, if M is a
commutative von-Neumann algebra, then we have η = I and so s(φˆ, φˆη ⊗ η) = 0
Thus Theorem 3.11 clearly shows that this notion is indeed a generalization of
Kolmogorov-Sinai theorem [Pa].
Given a C∗-dynamical system (A, θ, ω), we consider the W ∗ dynamical system
(A¯, θ¯, ω¯), where A¯ = A∗∗ is double dual of A i.e. universal von-Neumann algebra
over A and ω¯ be the unique normal extension of A to A¯ invariant for the induced
auto-morphism θ¯ on A¯ given by θ¯(π¯(x)) = π¯(θ(x)) for all x ∈ A, where π¯ : A →
A¯ is the universal representation. Two C∗-dynamical systems (A1, θ1, ω1) and
(A2, θ2, ω2) are called isomorphic if there exists an automorphism α : A¯1 → A¯2
such that αθ¯1 = θ¯2α and ω¯2α = ω1. We define dynamical entropy hω(θ) of a C
∗-
dynamics (A, θ, ω) by equating to the dynamical entropy hω¯(θ¯) of theW ∗ dynamical
system (A¯, θ¯, ω¯). It is obvious that hω(θ) is an invariance for the dynamics (A, θ, ω).
It is also evident by our definition hω(θ) = hφω(θω), where θω is the automorphism
on πω(A)
′′ defined by extending the map πω(x) → πω(θ(x)) for all x ∈ A with
invariant normal state φω(X) = 〈ζω , Xζω〉 for all X ∈ πω(A)′′.
4. Abelian partition and Kolmogorov Sinai theorem revisited:
Let (Ω,F , µ) be a probability space and θ be a one-to-one and onto measurable
map on Ω so that µ ◦ θ = µ. In this section we will characterize the maximal class
of measurements that commute with the class of measurements associated with
measurable partitions. We will show although the class is larger then that studied
by Kolmogorov-Sinai, the dynamical entropy is same.
Proposition 4.1. Let ζ = (ζi) be a family of positive maps so that
∑
i ζi(1) = 1
and ζiηj = ηjζi for any ηj(ψ) = ηˆjψ, where (ηˆj) is a partition of the probability
space Ω into measurable sets. Then there exists a family of bounded measurable
functions ζˆi so that ζi(ψ) = ζˆi
∗
ψζˆi and
∑
i ζˆ
∗
i ζˆi = 1.
Proof. Since µ(ζi(ψ)) ≤ µ(ψ), there exists a family of bounded measurable
functions (ζˆi) so that µ(ζi(ψ)) = µ(ζˆ
∗
i ψζˆi) for all bounded measurable function ψ.
Since ζi commutes with ηj(ψ) = ηˆjψηˆj , we verify that µ(ηˆjζi(ψ)ηˆj) = µ(ζˆ
∗
i ηˆjψηˆj ζˆi)
for any measurable partition (ηˆj). Hence ζi(ψ) = ζˆ
∗
i ψζˆi. We also note that unless
we demand that ζˆi are non-negative functions the family of functions (ζˆi) are not
uniquely determined by the family of positive maps (ζi).
We denote by L = {ζ = (ζi(ψ) = ζˆ∗i ψζˆi,
∑
i ζˆ
∗
i ζˆi = 1}. For any ζ ∈ L we check
that
Hµ(ζ) = −
∑
i
µ(ζˆ∗i ζˆi)lnµ(ζˆ
∗
i ζˆi) +
∑
i
µ(ζˆ∗i ζˆiln(ζˆ
∗
i ζˆi))
and the following relations as in Kolmogorov-Sinai theory hold by Proposition 2.3:
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Proposition 4.2. For any finite or countable partitions ζ, η, β ∈ L following
hold:
(a) Hµ(ζ ◦ η) ≥ Hµ(ζ)
(b) Hµ(ζ|η ◦ β) ≤ Hµ(ζ|η)
(c) Hµ(ζ ◦ η|β) ≤ Hµ(ζ|β) +Hµ(η|β)
(d) Hµ(θ(ζ)|θ(β)) = Hµ(ζ|β)
Proof. (a) and (b) follows from the general case. Since L is a commutative
class, (b) is equivalent to (c). (d) also follows from the general case.
We define dynamical entropy hµ(ζ, θ) as in Section 3 by equation (16) and note
in the present case ζ is an invariant partition for µ.
Proposition 4.3. For two finite partitions ζ, η ∈ L
hµ(ζ, θ) ≤ hµ(η, θ) +Hµ(ζ|η)
Proof. In spirit we follow [Pa]. Take ζ
(n)
= θn−1(ζ) ◦ ... ◦ ζ for any partition ζ
and verify the following step as in Proposition 3.8
Hµ(ζ(n)) ≤ Hµ(η(n) ◦ ζ(n))
= Hµ(η(n)) +Hµ(ζ(n)|η(n))
≤ Hµ(η(n)) +
∑
0≤k≤n−1
Hµ(θ
k(ζ)|θk(η))
≤ Hµ(η(n)) + nHµ(ζ|η).
Thus the result follows.
In case η is a simple partition of measurable sets then
Hµ(ζ|η) = −
∑
i∈ζ
µ(Eη[ζ˜i(1))]lnEη[ζ˜i(1)]) +
∑
i∈ζ
µ(ζ˜i(1)lnζ˜i(1)),
where Eη(ψ) =
∑
j
<ηj ,ψ>µ
µ(ηj)
χηj is the conditional expectation on the σ-field gen-
erated by the partition η. So given any partition ζ ∈ L and ǫ > 0 there exists a
simple partition η so that Hµ(ζ|η) ≤ ǫ. Thus a simple consequence of Proposition
4.3, we have the following result.
Theorem 4.4. Let (Ω,F , µ) be a probability space and θ is a one-one and onto
measurable µ-invariant map. Then
supζ∈Lhµ(ζ, θ) = supζ∈L0hµ(ζ, θ).
In the following we show that the dynamical entropy is same even when we
restrict to the class L∩C(Ω) (in case Ω is a locally compact topological space ) for
a regular measure µ. To that end we start with the following proposition where L0
is the class of partition of unity into disjoint measurable sets (ζi).
Proposition 4.5. Let Ω be a compact Hausdorff space with a regular measure
µ. For any fixed partition ζ ∈ L0 and ǫ > 0 there exists a partition η ∈ L ∩ C(Ω)
so that
Hµ(ζ|η) ≤ ǫ
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Proof. Given an element ζ ∈ L0 i.e. a partition of unity into disjoint measur-
able sets (ζi), we choose by regularity of the measure µ a sequence of non-negative
continuous functions (ηni ) so that µ(η
n
i ζj)→ µ(ζi)δ
i
j . Now we set ζ
n
i =
ηni∑
iζ ηi
. Thus
ζn is a partition of unity with elements in C(Ω). Thus 0 ≤ Hµ(ζ ◦ ζ
n)−Hµ(ζ
n) ≤
Hcµ(ζ ◦ ζ
n)−Hcµ(ζ
n)→ 0.
Theorem 4.6. Let Ω be a compact Hausdorff space with a regular probability
measure µ and θ be a homeomorphism on Ω. Then
hµ(θ) = supζ∈L∩C(Ω)h(ζ, θ).
Proof. It follows from Proposition 6.5 and the basic inequality in Proposition
6.3.
So far we have considered essentially a class of partitions of unity that does not
depend on the automorphism θ under consideration. Our main result in the last
section says that hµ(θ) remains same as along as there is a measurable partitions
(ζ = (ζi) that generates the Borel σ−field by θ and we take sup over all possible
admissible partitions of unity in M for (M, θ, φµ), where M = L
∞(Ω,F , µ) and
φµ(f) =
∫
fdµ for f ∈ M.
5. Translation invariant state in quantum spin chain and its quantum dynam-
ical entropy:
In this section we include our main application of our main theorem proved in
section 3. Let M = ⊗k∈ZM
(k)
d (C) be the two sided quantum spin chain C
∗-algebra
and θ be the right translation automorphism on M with an invariant state ω of M.
We recall standard definition that two states ω1 and ω2 of a C
∗-algebra, here M are
called quasi-equivalent if πω1(M)
′′ and πω2(M)
′′ are isomorphic i.e. there exists an
isomorphism α : πω1(M)
′′ → πω2(M)
′′ such that α(πω(x)) = πω2(x) for all x ∈ M.
Two translation invariant dynamics (M, θ, ω1) and (M, θ, ω2) are called isomorphic
if there exists an automorphism α on M such that αθ = θα and ω1α = ω2. In
[Mo5], we proved that Connes-Størmer dynamical entropy hCS(M, θ, ω) is equal to
mean entropy s(ω). This result gave an indirect proof that mean entropy s(ω) is
an invariance i.e. s(ω1) = s(ω2) for two translation invariant states ω1 and ω2 if
ω2 = ω1α for an automorphism α that commutes with θ. For more technical details
and additional results, we refer to [Mo5]. This results in [Mo5] used crucially the fact
that M is a simple C∗-algebra. However, this invariance and its isomorphism result
did not capture the full generality of Kolmogorov-Sinai-Ornstein theory [Si,Or1]
and thus demands an extension to W ∗-dynamical systems.
Let (Hω, πω, ζω) be GNS space of a translation invariant state ω of M and
θ : πω(M)
′′ → πω(M)
′′ be the induced automorphism extending πω(x) → πω(θ(x))
for all x ∈ M. Thus the normal state ω(X) = 〈ζω , Xζω〉, X ∈ πω(M)′′ is invariant
for the automorphism θ of πω(M)
′′. We define dynamical entropy hω(θ) of the C
∗-
dynamical system (M, θ, ω) as hω(θ) of the W
∗-dynamical system (πω(M)
′′, θ, ω).
Alternatively, we may define hω(θ) to be equal to hω¯(θ¯), where θ¯ is the automor-
phism on the universal enveloping algebra (M¯, π¯) defined as at the end of section
3.
Let e = (ei) be an orthonormal basis for C
d and D
(k)
e (C) be the algebra of
diagonal matrices in M
(k)
d (C) with respect to (ei). Let D
e = ⊗k∈ZD
(k)
e (C) be
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the maximal abelian C∗-sub algebra and Eeω0 be the norm one projection onto D
e
preserving the unique normalised trace ω0 of M. In the following proposition we
recall Proposition 5.4 in [Mo5].
Proposition 5.1. Let ω be a translation invariant state of M. Then there exists
an automorphism α on M commuting with θ such that
ωα = ωαEeω0
Proposition 5.2. Let ω be a translation invariant faithful state of M such that
(45) ω = ωEeω0
Then
(46) πω(M)
′′
⋂
πω(D
e)′ = πω(D
e)′′
Proof. In case ω is the normalized trace ω0, Lemma 3.1 in [Mo5] includes a
proof. For the general case, we need a local version of M. Takasaki’s theorem [Ta1]
proved in [AC]. Let Λ be a finite subset of Z and EωΛ : πω(M) → πω(MΛ)
′′ be
the generalised ω conditional expectation. Since the modular group (σtω) keeps all
elements in πω(D
e)′′ invariant by (45) and a Theorem of M. Takesaki [Ta1], we get
E
ω
Λ(zxy) = zE
ω
Λ(x)y
for all z, y ∈ πω(DeΛ)
′′ and x ∈ M. In particular, this shows that EωΛ(x) ∈
πω(D
e
Λ)
′′
⋂
πω(D
e
Λ)
′ = πω(D
e
Λ)
′′ for all x ∈ πω(M)′′
⋂
πω(D
e)′. Since EωΛ(x) → x
as Λ ↑ Z, we conclude that x ∈ πω(De)′′.
Let ωˆ is the coupling state on Mˆ = πω(M)′′ ⊗ πω(M)′′ defined as in (20) and
s(ωˆ, ωˆEeω0 ⊗ E
e
ω0) be the mean relative entropy [OP] defined as in Proposition 3.7
(47) s(ωˆ, ωˆEeω0 ⊗ E
e
ω0) = limn→∞
1
n
S(ωˆ|Mˆn, ωˆE
e
ω0 ⊗ E
e
ω0 |Mˆn)
where Mˆn = πω(MZn)′′ ⊗ πω(MZn)′′ and MZn = ⊗1≤k≤nM
(k)
d .
Proposition 5.3. Let ω be a translation invariant faithful state of M satisfying
(45). Then
(48) s(ωˆ, ωˆEeω0 ⊗ E
e
ω0) ≤ s(ω) ≤ s(ω0) = ln(d)
Proof. Since ω0 ⊗ ω0E
e
ω0 = ω0 ⊗ ω0 on Mˆn, we have by Theorem 5.15 in [OP]
(49) S(ωˆ|Mˆn, ω0⊗ω0|Mˆn) = S(ωˆ|Dˆen, ω0⊗ω0|Dˆen)+S(ωˆ|Mˆn, ωˆE
e
ω0⊗E
e
ω0 |Mˆn)
where Dˆen = D
e
n ⊗ D
e
n and D
e
n = ⊗1≤k≤nD
(k)
d (C). Thus
S(ωˆ|Mˆn, ωˆE
e
ω0 ⊗ E
e
ω0 |Mˆn) = S(ωˆ|Mˆn)− S(ωˆ|Dˆ
e
n)
We compute the following identities:
S(ωˆ|Dˆen)
= S(ω|Den)
(since ωˆ(|eI >< eI | ⊗ |eJ >< eJ |) = δIJω(|eI >< eI |) for all |I|, |J | ≤ ∞ )
= S(ω|MZn)
(since ωEeω0 = ω and ω0E
e
ω0 = ω0 as well. Thus we get
S(ωˆ|Mˆn, ωˆE
e
ω0 ⊗ E
e
ω0 |Mˆn) ≤ 2S(ω|M
Zn)− S(ω|MZn) = S(ω|MZn)
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where we have used a well known formula S(ω12) ≤ S(ω1) + S(ω2) for a state
ω12 on a bipartite system of C
∗-algebras with their marginals equals to ω1 and
ω2 respectively ). Now using the upper bound in the limit as n → ∞ in (47), we
conclude the proof.
Theorem 5.4. Let ω be an infinite tensor product state of M. Then hω(θ) =
s(ω).
Proof. We assume first that ω is a faithful state onM. A measurement ζ = (ζi)
is called local if ζi(x) = x for all x ∈MΛ′ , where Λ is a finite subset of Z and Λ′ is
its complement in Z. For any ω-invariant local partition ζ of unity, we clearly have
hω(θ, ζ) ≤ s(ω). For a quick proof, we fix any ǫ > 0 and find nǫ ≥ 1 such that
hω(θ, ζ)− ǫ ≤
1
nǫ
Hω(ζ(nǫ)
) ≤
1
nǫ
S(ω|Λn)
where Λn =
⋃
1≤k≤n Λ + k. By our suitable choice for nǫ, we may assume as
ǫ → 0, nǫ → ∞. Thus we conclude that hω(θ, ζ) ≤ s(ω) by taking ǫ → 0. For
a general admissible measurement ζ, we will approximate by local measurements
as follows: For a finite subset Λ of Z, let EΛ be the norm one projection from
M onto πω(MΛ)′′ preserving the state ω. Since ω is an infinite tensor product
state, such a norm projection exists by a theorem of M. Takesaki [Ta1]. Now we
consider the partition of unity defined by ζ
Λ
= (EΛζiEΛ ⊗ IΛ′). That it is also
ω-invariant is evident since ω is an infinite-tensor state. By our argument above,
we have hω(θ, ζΛ) ≤ s(ω). Now taking sup over all possible finite subset Λ, we
conclude the proof since the map ζ → hω(θ, ζ) is upper semi-continuous for each
fixed ω as well, where we equip (ζi)–Arveson’s bounded weak topology [Pau] to
ensure φζΛi (X)→ φζi(X) as Λ ↑ Z for all X ∈ πω(M)
′′.
Now we drop faithfulness assumption on ω as in last theorem by taking ωλ =
λω + (1− λ)ω0 and hωλ(θ, ζ) ≤ s(ωλ) = λs(ω) + (1− λ)s(ω0) for λ ∈ (0, 1) for any
admissible partition of unity ζ. We use upper-semi-continuity property of the map
φλ → hωλ(θ, ζ) to complete the proof.
Theorem 5.5. Let ω be a translation invariant state of M. Then
(50) s(ω) ≤ hω(θ) ≤ 2s(ω)
Proof. Let ω be as well faithful for the time being. Since hω(θ) and s(ω) are
invariances for the dynamics (M, θ), by Proposition 5.1 we may assume without
loss of generality that ω = ωEeω0 holds. We consider the family ηˆj = |ej〉〈ej |
of projections. The partition of unity η = (ηi) is admissible and maximal for
(πω(M)
′′, θ, ω) since πω(D
e)′′ is maximal abelian in πω(M)
′′ by Proposition 5.2.
We consider the W ∗-dynamics (M¯, θ¯, ω¯), where ω¯0 is unique normal extension of
the unique tracial state ω0 of M to its universal von-Neumann algebra M¯. Though
ω¯0 is not faithful on M¯, a modified argument restricting to its support projection
ensures an increasing von-Neumann sub-algebras Nηˆ
(n)
= ∨0≤k≤n−1θ¯k(πω¯0(M
(k)
d ))
and faithful normal norm one projections ENηˆ
(n)
from π¯(M)′′ onto Nζˆ
(n)
preserving
ω¯0 following the construction as in Proposition 3.7. Thus the maximal partition
η satisfies the criteria in Theorem 3.11 with ω¯0 for the dynamics (M¯, θ¯, ω¯) and
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hω¯(θ¯, η) = s(ω). Thus by Theorem 3.11 and Proposition 5.3, we complete a proof
for (49) for faithful ω.
Now we will drop our assumption on ω. For a general state ω, we consider the
faithful state ωλ = λω + (1 − λ)ω0 for 0 ≤ λ < 1. Then by the first part of our
argument we have for any admissible partition ζ for (M, θ, ωλ):
hωλ(θ, ζ) ≤ 2s(ωλ),
where s(ωλ) = λs(ω) + (1 − λ)s(ω0). Since ωλ → hωλ(θ, ζ) is an upper-semi-
continuous function for each fixed ζ, we get hω(θ, ζ) ≤ 2s(ω) by taking limit λ→ 1.
That hω(θ) ≥ s(ω) follows as hω(θ) ≥ hω(θ, η) = s(ω). This completes the proof.
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