We study the discrete asymptotic stability conditions of the perturbed system of first-order linear difference equations with periodic coefficients under the assumption that the related unperturbed system is discrete asymptotically stable. These conditions are dependent on the perturbation matrix B.n/ itself and a different parameter is given for obtaining some estimates for the solutions of the unperturbed system.
Introduction
In various fields of scientific endeavour such as physics, the study of neurology and electricity, we encounter linear first-order difference equations with periodic coefficients. Furthermore, such systems with periodic coefficients are adequate mathematical models for numerous processes and phenomena studied in robotics technology.
It is also an important issue to analyse perturbed systems of equations. For the perturbed systems of linear first-order discrete equations, the main goal is to find the conditions and regions of stability in terms of the perturbation matrix, and in particular, to find matrices that represent the transition from discrete stability to discrete instability.
The main purpose of this paper is to determine the discrete asymptotic stability conditions of the perturbed system of linear first-order difference equations with 1 periodic coefficients on the basis of some numeric characteristics obtained for an unperturbed system. The paper is organised as follows. In Section 2, we introduce some preliminary results and some numeric characteristics for the system of first-order linear discrete equations with periodic coefficients and compare these characteristics. In Section 3, we give a discrete asymptotic stability condition for the perturbed system by using methods from [3] and a different discrete stability parameter.
Preliminaries
Let us consider the system of linear difference equations with periodic coefficients
where A.n/ is a periodic N × N matrix with period T , that is, A.n + T / = A.n/, n ≥ 0, for some positive integer T . The zero solution of the system (2.1) is discrete asymptotically stable if and only if, from the spectral criterion, each eigenvalue of the monodromy matrix
of (2.1) has modulus less than 1 (that is, |½ i .X .T //| < 1) (see [5] for details). However using the second method of Lyapunov, the computation of the eigenvalues is unnecessary. According to Lyapunov's second method, in particular, for the autonomous system (in the case of constant coefficients, A.n/ = A, n ≥ 0) the zero solution of (2.1) is discrete asymptotically stable if and only if for every positive Hermitian matrix C 1 , the Lyapunov matrix equation
has a unique solution which is also Hermitian and positive definite. In this case a solution to
where A * denotes the adjoint matrix of A (see [5] ). Indeed, if we allow C 1 to be the identity matrix I , then a solution of (2. which gives a characteristic of discrete asymptotic stability of the zero solution to the system (2.1) for the autonomous case [4, 6] . Therefore we can write the following inequality [1, 4, 6] :
It is noted that we henceforth consider the spectral norm of N ×N square matrices B, that is, B = max x =1 Bx , where
denotes the norm of a vector x = .x 1 ; : : : ; x N / in the linear Euclidian space E N with the inner product x; y = N i=1 x iȳi , where the overbar denotes complex conjugation. Now let us consider the initial value problem for (2.1)
Assume that the matrix sequence {X .n/} is a solution to the problem
Then a solution {x.n/} to the initial value problem (2.4) has the form of x.n/ = X .n/x 0 . Similar to the constant coefficient case, consider the following matrix series given in [2] :
Since the matrix X .T / in (2.2) is the monodromy matrix; in view of the Lyapunov criterion, series (2.5) converges if and only if the zero solution to (2.1) is discrete asymptotically stable. We consider the first numeric characteristic for discrete asymptotic stability of the zero solutions to (2.1) to be the pair {w 1 .A; T /; ².A; T /}, where w 1 .A; T / = F and ².A; T / = max 0≤m<T { X .m/ } (see [2] for details).
To give another characteristic for the discrete asymptotic stability of (2.4), let us consider the matrix series given in [2] :
Then we can use the periodicity to rewrite 8 as
This matrix series (2.6) is a solution to the discrete Lyapunov equation [2] ).
Main results
Now we consider the linear perturbation system of difference equations with periodic coefficients
where A.n/ and B.n/ are periodic matrices with period T . Now our main goal is to obtain conditions on a perturbation matrix B.n/ for the discrete asymptotic stability of the zero solution to system (3.1) and prove the continuity of the norm of the matrix series (2.6). For this goal, we have obtained different results by using the methods given in [3] .
Suppose that the following Cauchy problem: 
then the zero solution to system (3.1) is discrete asymptotically stable.
PROOF. The inequality (3.2) is equivalent to
By using periodicity, we write Y .kT / = [Y .T /] k for k ≥ 0. Thus the sequence {Y .kT /} is the solution to the problem
From (2.6) and (3.4) we obtain
Using (3.3), we have l ≤ .1 − þ= 8 / 8Y .kT /×; Y .kT /× . Finally, we get
Since the matrix 8 is positive definite, we obtain
for every vector × ∈ E N . Then the spectrum of the monodromy matrix Y .T / must lie in the unit disk {|½ i .Y .T //| < 1, i = 1; : : : ; N }. This implies that the zero solution of system (3.1) is discrete asymptotically stable. If the perturbation matrix B.n/ is such that
PROOF. It is easy to show that
Therefore, the proof for discrete asymptotic stability of the zero solution to system (3.1) is immediate from (3.2) and (3.6).
Suppose that for the perturbation matrix B.n/, the condition in Theorem 3.1 is satisfied. Then the zero solution to system (3.1) is discrete asymptotically stable. Thus we can consider the matrix serieŝ
Since the matrix8 is a solution to the discrete Lyapunov matrix equation 
where the constant þ is defined by (3.3).
PROOF. Using (2.7) and (3.8), we write Y * .T /.8 − 8/Y .T / − .8 − 8/ = −C 2 , where
The discrete Lyapunov matrix equation (2.7) has a unique solution
So, from (3.7), we get X .s/ 2 < 1:
Using (3.12) in the last inequality, the statement of the corollary follows.
