This paper is concerned with rhe development of a compurarional merhodology based on fractal geomerty for determining 3D srructure of pmtein wirh imagery projection operations. In this invesrigarion, the density-map image is a 2 0 projecrion of the 3 0 elecrmn density map according ro its deprh of the densiy disrriburion along the projection direction. We exrracrfracral features of the densin. 
Introduction
A fundamental goal of research in molecular biology i s to understand protein structure. To come to an understanding of complex biological macrolecules, we need to extract the features fr0.m many different sources. Once these features are recognized, this partial structure information can he used to improve the determination of crystal structure. A variety of computational methods have been proposed to assis1 the interpretation of electron density maps. One important method was proposed based on spatial reasoning (or computational imagery) to identify and categorize patterns in electron density maps [3] . They suggest using an array to represent the image, and then derive a description of its components i n terms of their spatial relations, and i t also provides an abstract representation without significant loss of information. However these representations offer only limited possibilities, 'therefore many altemative representations have developed to extend i t for the interpretation of electron density maps. The TEXTAL system i s a 3D pattern recognition approach to automating the interpretation of electron density maps [41. I t employs the pattern recognition technique of feature extraction to calculate numeric values that characterize various geometric aspects that make each local pattern of density unique. This novel approach was able to efficiently and quickly identify candidate regions that are likely to have truly similar patterns with a set of features. I n order to explore the idea of pattern matching in X-ray crystallography for developing a set of features, we need to incorporate more powerful features into the TEXTAL system. In this paper, we propose extracting fractal features from the electron density maps to aid i n the determination o f new protein structure for improving the TEXTAL system.
The concept of fractals has recently been applied to a number of properties of proteins. As was the case for other new concepts, a fractal description appealed to many scientists. As a result. there has been a rapid accumulation of new information i n this area, or at least the presentation of existing information in a new form. Surface representations of proteins have provided a powerful approach for characterizing the structure, folding, interactions, and properties [6, 71 . Fractal surface can he used to characterize the roughness of protein surfaces. Therefore, this paper i s concerned with the development of a computational methodology based on fractal geometry for determining 3D structure of protein with imagery projection operations. We extract fractal features of the density-map image in a region and use these features to look for candidate regions with similar patterns of density-map. We analyze the fractal signatures of the density-map image for determining 3D pattern o f regions of density distribution.
3D to 2D Projection
A protein consists of a set of points in three dimensions.
Each point has an assigned identification number and a position defined by three coordinates in a Cartesian system based on the electron density map. The determination of molccular structures from x-ray diffraction data belongs to the general class of image reconstruction exercises from incomplete andlor noisy data. Researchers in artificial intelligence and computer vision has long been concerned with such problems. In recent years, the digitized range data have become available from both active and passive sensors, and the quality of these data has been steadily improving. The range data can be produced in the form of an array of numbers, referred to as a range image (or density-map image), where the numbers quantify the distances from the projected plane to object surfaces within the field of view along an arbitrary viewpoint. The 2D image region approximates the 3D array data of the corresponding object surfaces in the field of view. Thus, considerable research has been carried out on extracting 3D information from one or more2D images [I] .
In this paper, we consider spatial relationships through the use of coordinate systems. In this method, each x, y coordinate has an associated third dimension (z-coordinate) representing pixel intensity (e.g. density value). For reference purposes, we assume the existence of a world coordinate system that is placed at any convenient location. Objects are positioned in space relative to this coordinate system by means of translation and rotation parameters. We refer to the translation parameters of an object as the vector a and to the rotation parameters of an object as the vector 0. The number of parameters for each vector depends on the dimension of the depth map recognition problem. For example, the 2D problem requircs a total of three parameters. For the 3D case, we write the necessary six parameters as follows: a = ( a , 0, y) 0 = (0, 4: i ) .
We define our would model W as a set of ordered triples and In this study, once the electron density function is known, it can represent the density-map as an image in three dimensions using the means of image processing. If we considered the pixel intensity as the height above a plane, then the intensity surface of a density-map image can he viewed as a fractal surface.
Computation of Fractal Dimension for Surfaces.
For a fractal surface, there are relationships among fractal dimension, scaling, power spectrum and area size. While the definition of fractal dimension by self-similarity is straightforward, it is often difficult to estimate or compute. given the image data. However, a related measure of fractal dimension. the box dimension, can be computed more easily from the image data [2, 51. In our algorithm, the means of estimating N ( L ) is the key feature. Let p(m, L ) define the probability that there are m points within a box of size L (i.e. cube of side L), which is centered about a point on the image surface (see Figure I) . 
Fractal Features for Recognition Purposes
Recognition and segmentation of objects and regions i n natural scenes necessitates features which can provide unambiguous discrimination. and at the same time be insensitive to scene perturbations. Researchers have found that fractal feature are quite effective for this purpose [Z, 51. Among the various fractal features which could be computed from am image surface, the fractal dimension D i s primary. Theoretically it is invariant to scaling, and known to characterize the roughness o f the surface. However, it has been observed that two differently appearing surfaces could 
Discrimination of Crystal Structures
The protein structure data i n the Protein Data Bank can be convened by Fourier transform into real 3D array data of an electron density map. The problem of determining the structure of a protein crystal from diffraction data belongs to the general class of image reconstruction problems. Mean fractal dimensions D,,,,, variances of the fractal dimension, mean fractal signature   FS,,,,, and variances of fractal signatures for different protein structures.
The goal of the reconstruction is to produce a complete image which contains the integration of the available features of the 3D representation in the protein structure. Figure 2 briefly illustrates the procedure of extracting fractal features from the electron density map. At first, a 3D array data of an electron density map is projected into three 2D density-map images with the imagery projection operation. Then, the density-map images are assumed to be the fractal surfaces. F o r a fractal surface, we calculate the value of fractal dimension for the fractal surfaces. The features of a perfect fractal surface can be represented by a single value fractal dimension. But, in practice. the real surface found in density-map images are not perfect fractal surfaces, and therefore do not have a constant fractal dimension over all scales, hence, the features of real surfaces cannot depend on only a single value for the fractal dimension. The normalized fractal signature provides a way to create the.fractal feature vector for analysis of the density-map images in spite of the imperfect agreement with fractal theory. We have applied our method to extract the fractal features. from the 3D "ay representation of five different electron density maps. Their feature vectors {Dmeon, V a r ( D ) , FS,.,,, V a r ( F S ) } T are respectively presented in Table 1 .
Once we have.these feature vectors, we compared them to the training.set, by calculating the weighted Euclidean distance (WED) between the different features vectors, the smallest distance was considered the match [41. Results are presented demonstrating the utility of this approach for protein crystal structure determination.
Conclusions
.Inithis short.contribution. the authors have investigated and :presented preliminary results on the use of fractal features for discrimination of protein structures. The success reported by researchers in using the imagery projection operation and the fractal features extraction for 3D object recognition in the field of image analysis and :image processing has guided this work. Fractal analysis \can be useful in the interpretation of the available (but complex) results. From the limited results on hand, it can . . be conjectured that this novel approach appears promising and further research is necessary to take full advantage of it for automated protein structure determination.
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