Introduction
To live is to adapt to the world around us. This is a notion so embedded in our way of thinking and our language that even though we all know it when we see it, it remains difficult to define precisely what adaptation means. On long timescales, species evolve to adapt characteristics that are favorable for survival. Adapt or die! On shorter timescales, individual organisms adapt behaviorally in response to changes in their environment, as, for example, an animal adapts their scavenging behavior to take advantage of a new food source when the previous one is suddenly no longer available. On even faster timescales, we are all familiar with our eyes adapting as we move from the bright sunlight to a dark room, or as we become accustomed to the sensation of clothing on our bodies, or as we quickly adapt our gait in response to a new pair of shoes. The binding agent among all of these different phenomena seems to be time-adaptation is a change in function that takes time to develop (be it fast or slow) and time to dissipate. Although it is certainly the case that these different notions of adaptation at disparate timescales arise from different mechanisms and engage different systems within our bodies, they collectively embody something profound that connects them: the ability of organisms to respond to changes in the environment.
On the timescale relevant for an individual organism, there are still many forms of adaptation, but none perhaps as well studied as rapid sensory adaptation of the nervous system, a ubiquitous property of all sensory pathways that has profound effects both perceptually and neurophysiologically (Figure 1) . From a historical perspective, there is documented evidence of the perceptual effects of rapid sensory adaptation going back several centuries. For example, Aristotle observed in 350 BC a phenomenon that later came to be referred to as the visual ''waterfall'' illusion, with perceived visual motion of stationary objects following a fixed gaze on moving objects for just a few seconds. Over the last few decades, adaptation paradigms have been implemented in psychophysical studies to more precisely determine the extent to which persistent exposure to a sensory input affects our perception. For example, fundamental properties of the visual pathway include adaptation to visual contrast (Georgeson and Harris, 1984; Greenlee and Heitger, 1988) , visual orientation Campbell, 1969a, 1969b) , visual motion (Anstis et al., 1998; Sekuler and Ganz, 1963; Wohlgemuth, 1911) , and even complex visual features such as faces (Webster and MacLeod, 2011) . For reviews of visual adaptation, see Clifford et al. (2007) and Kohn (2007) . Although a very wide range of adaptive phenomena has been observed both psychophysically and neurophysiologically at the single-neuron level across different sensory pathways, until now we have not been in a position to pose questions in the context of circuits and networks to ultimately enable us to link these to behavior for a more holistic view of rapid sensory adaptation.
In this Perspective, we revisit this classical issue in sensory neuroscience and consider multiple levels of investigation into rapid sensory adaptation to build from intrinsic adaptive properties of a single neuron to adaptive properties within common circuit motifs (Figure 1 ). Specifically, we will ask (1) how we disambiguate adaptation effects occurring within a single neuron from those inherited presynaptically or generated locally in the context of the highly interconnected and detailed anatomy of our sensory pathways and (2) how differential adaptation of neurons by synapse type, cell type, or stimulus tuning develops the adaptive circuit properties observed, and if this is generalized across circuit motifs. Here, we seek to open these questions up in the context of the modern tools that are making it possible to dissect the function of complex circuits relevant for behavior, and to pose some questions related to how we as organisms navigate the dynamics of the world in which we live.
Encoding Framework
While there is significant evidence that changes in neural function occur on longer timescales in response to changes in sensory environment and peripheral modification of the sensory organ (Buonomano and Merzenich, 1998; Gilbert, 1998; Karmarkar and Dan, 2006; Suga and Ma, 2003) , our focus in this Perspective is the rapid sensory adaptation that occurs on the timescale of milliseconds to seconds that represents the ability of the pathway to dynamically adjust to the recent sensory environment. Despite extensive psychophysical investigation of many different rapid sensory adaptation phenomena, the underlying neural basis for most of these observations remains elusive even though neural signatures of the corresponding perceptual phenomena have been observed at multiple stages of processing across different sensory pathways.
Here we consider how the neural circuitry gives rise to these rapid adaptation effects in the context of a sensory encoding framework that relates the firing activity of individual neurons to the sensory stimulus driving them. Perhaps the simplest form of this encoding framework is a class of models that maps sensory inputs to observed neuronal activity, whose basic form has been widely applied in capturing coding properties of sensory pathways since the 1960s (de Boer and Kuyper, 1968; Eggermont et al., 1983) , known as linear-nonlinear models (Schwartz et al., 2006; Simoncelli et al., 2004) . In this two-stage model framework, the first stage can be envisioned to represent the aggregate synaptic input to the neuron in question, while the second stage represents the overall gain of the input-output relationship combined with some elements of spike generation. We might thus think of the first stage as representative of the synaptically driven feature selectivity or filtering of the neuron, and the second stage as an intrinsic property of the neuron (Figure 2A ). Throughout this Perspective, we will use this model as a framework for describing how adaptation reshapes the encoding properties of the pathway. It is important to note that within the context of this framework, we define adaptation as a change in functional properties, be it through changes in synaptic feature selectivity and/or intrinsic neuronal properties. But this naturally begs the question as to what properties that we observe, if any, are static, instantaneous properties (e.g., tuning properties such as contrast sensitivity in the visual pathway), and which are dynamic due to adaptation (e.g., contrast adaptation in the visual pathway), as the tools we use to measure functional properties often require time averaging, which would obscure any adaptive process and likely change the very properties that we are attempting to measure.
Intrinsic Adaptation in a Single Neuron
What is the role of the individual neuron in adaptation? On timescales of tens of milliseconds, individual neurons exhibit intrinsic properties of rapid adaptation, such as spike frequency adaptation, that are independent of any network-level phenomenon. Spike frequency adaptation is a well-described component of neural activity that is present in nearly every neuron type, whereby the rate of spiking will decrease in response to constant synaptic input. There are multiple somatic currents that have been implicated in mediating spike frequency adaptation (Benda and Herz, 2003) , including M-currents (Constanti and Brown, 1981) , calcium-activated and sodium-activated potassium currents (Bhattacharjee and Kaczmarek, 2005; Lancaster and Nicoll, 1987; Sanchez-Vives et al., 2000) , and slow recovery from the inactivation of sodium channels (Fleidervish et al., 1996) , as well as dendritic activity-dependent effects such as reduced efficacy of distal inputs due to slow sodium channel de-inactivation (H€ ausser et al., 2000; Jung et al., 1997 ). An increase in the spiking threshold, possibly due to the slow recovery of sodium channels (Azouz and Gray, 2000; Toib et al., 1998) , has also been identified as an intrinsic activity-dependent mechanism to induce spike frequency adaptation (Henze and Buzsá ki, 2001; Pozzorini et al., 2013; Wilent and Contreras, 2005a) . Each of these mechanisms allows a single neuron to modulate its firing rate in an activity-and cell-type-dependent manner (Mensi et al., 2012) , and the effect is not subtle (for review of biophysical mechanisms that enable single-neuron computation, see Silver, 2010) . These intrinsic adaptation properties have been observed across many different pathways and cell types.
A tantalizing hypothesis was asserted by Barlow in the 1960s that proposed that sensory pathways evolve and adapt to efficiently process information (Barlow, 1961) . Without the ability to adapt to constant input, neurons would be fundamentally limited in the dynamic range of encoding that could be achieved. If the neuron did not display intrinsic adaptation, it would faithfully encode information in a fairly straightforward way, for the neural response would be unchanged regardless of stimulus input. However, because of the fixed gain, the stimulus intensity would be encoded only at a very coarse resolution, as quantified by the range of inputs captured by the input-output relationship. If we consider the information to be captured in the spike count or firing rate of the individual neurons over a short time window, each neuron is limited in the total number of inputs that it can differentially encode across the full input range ( Figure 2B ). If, however, the recent input range is restricted such that only a subset of potential stimuli is likely to be encountered, these non-adapting neurons cannot adjust and will continue to act as rigid look-up tables that are only able to encode a finite number of stimuli across a limited fixed range of firing rates ( Figure 2C , left). In contrast, the ability of an individual neuron to adapt to constant input represents a fundamental capability of the neuron to dynamically shift its operating point and expand the dynamic range to accommodate a finer resolution of encoding over the relevant range (Figure 2C, right) . This method of remapping the nonlinearity to match the input distribution, known as histogram equalization, maximizes the response entropy to optimize the encoding (Dayan and Abbott, 2001; Laughlin and Hardie, 1978) .
Adaptive gain rescaling, or the dynamic rescaling of the inputoutput function to match the statistics of the input, has been (A) Sensory encoding models have classically described two stages of transformation from the sensory stimulus to the spike output. The first stage can be envisioned as a filter stage where the sensory stimulus is filtered by the feature selectivity of a given neuron. The second stage can be described as an input-output stage that transforms the filtered stimulus input into a firing rate output. (B) A neuron has a finite amount of spikes that can be elicited in a given time window. If a neuron is tuned to encode a finite number of potential stimuli, the neuron could encode each input linearly such that there is a one-to-one mapping between the input and the output. (C) Realistically, a neuron will not encounter every possible stimulus in a short time window, so the range of potential stimuli is likely restricted. Without adaptation, the input-output function for the neuron would not rescale, which would limit the dynamic range of the outputs (left, gray shading). With adaptation, the input-output function can be rescaled to shift the dynamic firing range of the neuron to the stimulus range that is likely (right, gray shading). Neuron image adapted from Ramon y Cajal, 1889 (RIKEN, 2014) . demonstrated at multiple stages of processing across several sensory modalities (Fairhall et al., 2001; Maravall et al., 2007 Maravall et al., , 2013 . Using in vitro recordings, adaptive gain rescaling can also be generated in response to current injection using only intrinsic properties of the neurons (Díaz-Quesada and Maravall, 2008; Mease et al., 2013) . Furthermore, this rescaling is not instantaneous; the time course of gain rescaling is dependent on the duration of the stimulus (Fairhall et al., 2001) . Intrinsic adaptation currents occur on multiple timescales (La Camera et al., 2006) that may serve to tune the timescale of adaptation to the input statistics (Lundstrom et al., 2008) . In fact, it has been proposed that spike frequency adaptation employs temporal whitening whereby the output spikes of an individual neuron are decorrelated to improve information transmission within a single neuron (Huang et al., 2016; Pozzorini et al., 2013) . While intrinsic adaptation can account for many of the adaptive properties described here, neurons obviously do not act in isolation but instead are embedded in a network. In highly interconnected neural circuitry, intrinsic adaptation properties of a single neuron will elicit widespread changes in information processing when interpreted in the context of network activity (Gjorgjieva et al., 2014) . Observations of the coding properties associated with any individual recorded neuron indicate a potential compounding of the intrinsic cell properties of all cells feeding into the neuron in question combined with the adaptation effects occurring at the synapse between them.
Adaptation at the Chemical Synapse
Beyond the intrinsic properties of a single neuron, rapid adaptation has also been described in the context of a modulation of the synaptic inputs to a measured neuron, captured as synaptic efficacy (Sen et al., 1996) . Similar to intrinsic adaptation properties, rapid synaptic plasticity has been proposed as a potential neural mechanism to implement gain control (Abbott et al., 1997) , as well as to decorrelate spike sequences (Goldman et al., 1999) . However, in contrast to intrinsic adaptation effects of a single neuron that are indifferent to the input, rapid synaptic plasticity represents an input-specific change in the synaptic drive to a postsynaptic neuron (Chance and Abbott, 2001) . Repeated spiking activity from a presynaptic neuron can lead to reduced or enhanced postsynaptic potentials depending on whether the synapse is depressing or facilitating. Paired-pulse studies have revealed that rapid synaptic depression, where increased presynaptic activity reduces the synaptic efficacy, persists for hundreds of milliseconds to seconds, while sustained stimulation can produce even longer lasting effects (Regehr, 2012) . Short-term facilitation, where increased presynaptic activity enhances the synaptic efficacy, occurs on the timescale of tens to hundreds of milliseconds (Zucker and Regehr, 2002) . In addition to chemical synaptic transmission, electrical synapses also show activity-dependent plasticity (Haas et al., 2016) . In terms of nomenclature, note that changes in synaptic transmission have been described as a form of short-term plasticity, but it occurs on the same timescale as the activity-dependent adaptation effects we consider here, and thus is functionally tangled. Activity-dependent synaptic adaptation compounds the adaptive effects described for single-neuron input-output models by providing a mechanism to fundamentally alter the feature selectivity of neurons. Figure 3 . Synaptic Plasticity Dynamically Alters Feature Selectivity in an InputSpecific Manner (A) The feature selectivity of a neuron is determined by its presynaptic inputs. In a simplistic scenario, the feature selectivity of a neuron (S, purple) could be the sum of the feature selectivity of its presynaptic inputs (s 1 , s 2 ; blue, red, respectively). (B) When the synaptic drive from one presynaptic population (s 1 , dashed) is adapted, the synapse projecting downstream may become depressed (gray). The reduced drive from one synaptic input will cause the feature selectivity of the downstream cortical neuron to momentarily shift away from the adapted population (purple, dashed).
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As information is transmitted from one neuron to the next, adaptive changes in synaptic transmission will directly impact the encoding in downstream neurons through modulation to the overall amplitude of the synaptic drive. Depression at the thalamocortical synapse has been implicated as a major contributing factor underlying the reduction in firing activity seen for cortical adaptation in the somatosensory pathway (Chung et al., 2002; Lundstrom et al., 2010) , although it is certainly not the only contributing factor (Ganmor et al., 2010) . In a simple hypothetical scenario, we can consider the effects of adaptive changes in the amplitude of sensory drive on the feature selectivity of a neuron that receives input from two distinct populations of presynaptic neurons ( Figure 3A) . If the sensory drive adapts only one population of these neurons such that the neurons are fatigued and the synapses are sufficiently depressed, the feature selectivity of the postsynaptic neuron will dynamically shift away from the tuning of the adapted presynaptic population ( Figure 3B ). With constantly ongoing and fluctuating sensory environments, the feature selectivity of neurons will rapidly shift in an activity-dependent manner. In the context of our simplified model framework introduced previously, even moderate selectivity in plasticity could fundamentally change the feature selectivity embodied in the first filtering stage. Indeed, rapid stimulus-dependent changes in the filter properties have been demonstrated in the visual Sharpee et al., 2006) , auditory (Theunissen et al., 2000) , and somatosensory (Ramirez et al., 2014) pathways.
In addition to modulating the amplitude of the synaptic response, adaptation also shifts the temporal dynamics of the synaptic drive (Chance et al., 1998) . Repetitive stimulation has been shown to increase the latency of the evoked response in sensory neurons (Ahissar et al., 2000) as well as decrease the trial-to-trial timing precision in the onset of the neural response (Desbordes et al., 2008; Higley and Contreras, 2006) . However, at intermediate adaptation levels, repetitive stimulation can improve temporal precision (Eggermont, 1991; Garabedian et al., 2003) , suggesting that adaptation effects are non-monotonic and likely reflect more subtle schemes. In addition to altering the temporal precision of the evoked response of a single neuron, adaptation has also been shown to alter the synchrony of spiking across neurons (Wang et al., 2010b) . In many neural pathways, coordinated presynaptic spike timing is important, as synchronous population activity is hypothesized to play a major role in the successful transmission of information (Abeles, 1982) , perhaps best exemplified in the thalamocortical circuit in the gating of information flow to cortex (Bruno, 2011; Jones, 2002; Tiesinga et al., 2008; Wang et al., 2010a) . Due to synaptic integration in cortical neurons, for example, the change in temporal dynamics with sensory adaptation has been identified as a key player underlying the synchrony-mediated trade-off between signals that are well suited for detection and those that allow fine discrimination between different inputs (Ollerenshaw et al., 2014; Wang et al., 2010b) .
While these studies provide general principles about the adaptive effects of ongoing sensory stimulation on synaptic transmission, there are also substantial differences in the adaptation of the synaptic efficacy as a function of cell type. In the thalamocortical pathway, synaptic efficacy varies as a function of both the pre-and postsynaptic neuron properties. Recordings from cortical neurons have demonstrated thalamocortical synapses are more effective than corticocortical synapses (Gil et al., 1999) , but they also depress to a greater extent (Gil et al., 1997) . Furthermore, by separating cortical responses into regular-spiking and fast-spiking populations, it has been shown that thalamocortical axons make stronger connections onto fastspiking inhibitory interneurons (Cruikshank et al., 2007) that also depress more (Beierlein et al., 2003) than thalamocortical connections onto regular-spiking excitatory neurons. The variability of synaptic properties based on both pre-and postsynaptic neuron properties presents a fairly complicated interaction that is difficult to interpret (Reyes et al., 1998) . However, recent work taking advantage of advances in genetic cell-type labeling and stimulation techniques has begun to articulate these celltype-specific synaptic properties in controlled experimental conditions that do not rely on imperfect classification of cell type based on waveform characteristics (Crandall et al., 2015; Jouhanneau et al., 2015; Pala and Petersen, 2015) . As we begin to pull together the synaptic properties between different cell types and anatomical regions, these experimental advances will uncover the role of individual cell types in the development of adaptive synaptic properties within functional circuits to develop generalized principles of neural coding.
Importantly, much of our knowledge of the neurophysiological underpinnings of rapid sensory adaptation was developed in the anesthetized animal, while all of our knowledge of the perceptual effects of sensory adaptation was reported from the awake subject. Brain state plays an important role in shaping spontaneous neural activity, as well as sensory-evoked responses (Anderson et al., 2000; Buonomano and Maass, 2009; McCormick et al., 2015; Petersen et al., 2003; Poulet and Petersen, 2008; Zagha and McCormick, 2014) , and therefore will impact encoding properties in the sensory pathways. Given that the state of the synapse is a function of activity levels, it follows that reduced synaptic efficacy will be present in thalamocortical neurons during states of arousal or with ongoing neural activity (Boudreau and Ferster, 2005 ; Castro-Alamancos and Oldford, 2002). In awake sensing conditions, organisms are constantly bombarded with a continuous stream of sensory information. The continuity of sensation has led some to hypothesize that depressing synapses, such as those found in feedforward sensory information transmission, are always in some state of depression during natural sensing (Borst, 2010; Reinhold et al., 2015) . The difference between the state of the brain during most neurophysiological recordings and the state of the brain during conscious perception of adaptation may suggest potential differences in encoding (Castro-Alamancos, 2004) . While the absolute neural responses likely vary with state, there is significant evidence to suggest that many of the neural adaptation effects, such as reductions in neural activity levels (Ollerenshaw et al., 2014; Stoelzel et al., 2015) , shifts in encoding states (Whitmire et al., 2016) , and changes in population coding (Gutnisky and Dragoi, 2008) , seen in the anesthetized animal are also present in the awake animal. The qualitative ability to rapidly adapt neural properties appears to be a conserved mechanism across brain states. While extrapolating additional results from the anesthetized animal to the awake preparation will require significant validation, we can begin to make clear and testable predictions about how the neural activity may change in the awake state and the implications for adaptive sensory encoding.
Differential Adaptation of Specific Populations of Tuned Neurons
Moving from adaptation between pairs of neurons to adaptation across circuits, there is evidence that the properties of the ongoing sensory stimulation will differentially activate distinct populations of tuned neurons. In the auditory pathway, ''oddball'' paradigms that reduce the dimensionality of the stimulus space to a single dimension, such as frequency, have been used extensively to study this phenomenon known in the auditory field as stimulus-specific adaptation (SSA) (Ulanovsky et al., 2003) . SSA is defined by a reduced response to a frequent stimulus (standard) that does not affect, or minimally affects, the response to a rare stimulus (deviant) on a trial-by-trial basis (Pé rez-Gonzá lez and . SSA has been identified in the non-lemniscal stations of the inferior colliculus (Ayala and Malmierca, 2015; Malmierca et al., 2009 ) and the thalamus (Anderson et al., 2009; Antunes et al., 2010) , while primary auditory cortex (A1) is the first lemniscal station that shows strong SSA (Taaseh et al., 2011) . SSA has also been identified in these brain regions in the awake animal (von der Behrens et al., 2009; Duque and Malmierca, 2015; Richardson et al., 2013) , further underscoring the ubiquity of neural adaptation across brain states.
While the origin of SSA in the auditory pathway is debated, it is generally accepted to be generated from a network phenomenon because it cannot be explained from the intrinsic properties of the neurons alone . Instead, a model of adaptation in narrow frequency channels has been proposed that suggests SSA is due to the differential adaptation of tuned populations of presynaptic neurons ( Figure 4A ). As discussed previously in the context of synaptic plasticity, presynaptic neurons tuned to the standard stimulus (Figure 4 , blue) will experience synaptic depression in response to the standard stimulus presentation and therefore will elicit reduced sensory drive in the postsynaptic neurons ( Figure 4C, dashed lines) . In a separate population of presynaptic neurons that are tuned to the deviant stimulus (Figure 4 , orange), the standard stimulus will not evoke a response and therefore the synapses in this population will not be depressed (Mill et al., 2011; Taaseh et al., 2011) (Figure 4C , solid lines, warm colors). When these differentially tuned populations of neurons drive a common downstream brain region, the postsynaptic population integrating their inputs will demonstrate SSA simply due to differential adaptation of the stimulus-selective neurons ( Figure 4B , dashed line). Recent evidence further supports this model by demonstrating that SSA is not present for intensity oddball paradigms where presumably the same population of neurons would be activated by the standard and the deviant (Duque et al., 2016) . This simple theoretical model provides a framework for a network-level adaptation whereby information is differentially processed by complementary populations of neurons to generate an adaptation effect not necessarily present in the presynaptic populations.
Although the adaptation in narrow frequency channel model presents a simple feedforward mechanism for the generation of SSA from the upstream driving inputs, it has been shown that the model is insufficient to fully account for the properties of SSA seen in A1 (Hershenhoren et al., 2014; Yaron et al., 2012) , suggesting that there are also locally generated mechanisms of SSA. In A1, there are a variety of cell types classified broadly into excitatory and inhibitory neurons that form complex cortical circuits that are proposed to enhance SSA (Taaseh et al., 2011) . The frequency tuning of a neuron in primary auditory cortex (A1) could be inherited from the frequency tuning of its presynaptic inputs. In an SSA paradigm, one off-peak frequency for the A1 is used as the ''standard'' stimulus that is presented frequently (blue), while a second off-peak frequency is used as the infrequently presented ''deviant'' stimulus (orange). Repetitive ''standard'' stimulation will depress the feedforward synapses (gray).
(B) The evoked responses to the deviant and standard stimuli are approximately equal without adaptation (solid vertical lines). The evoked response to the standard stimulus is greatly reduced when adapted, while the deviant stimulus is largely unaffected (dashed vertical lines).
(C) It has been proposed that differential adaptation of the presynaptic populations that are tuned to the standard stimulus will reduce the inputs from those neurons (dashed frequency tuning curves) and shift the frequency tuning of the A1 neuron (B, purple dashed line).
These functionally distinct classes of neurons likely contribute differentially to the function of the cortical circuit and, in this case, to the generation or enhancement of SSA locally within A1. Using traditional electrophysiological techniques, it is incredibly difficult to deconstruct the role of each cell type in cortical function. However, the advent of genetic tools has made it possible to perform cell-type-specific circuit dissection (Luo et al., 2008) . In the auditory pathway, the implementation of these genetic tools has demonstrated that SSA is evident in both excitatory neurons and inhibitory neurons in A1 (specifically, somatostatin-positive (SOM) and parvalbumin-positive (PV) GABAergic interneurons) (Chen et al., 2015; Natan et al., 2015) . Systematic investigation of the role of SOM and PV interneurons suggests that the two inhibitory cell types are actually playing complementary roles in the enhancement of SSA in excitatory cortical neurons (Natan et al., 2015) . In this work, Natan et al. found that PV interneurons amplify SSA through non-specific inhibition while SOM interneurons amplify SSA by selectively suppressing excitatory responses to the standard tone. These cell-type-specific adaptation effects demonstrate that all interneurons are not equal in the context of adaptation and information coding (Moore et al., 2010) , but questions still remain about how these cell types work together within and across brain regions to generate functional percepts. It is possible that the adaptation in narrow frequency channel model represents an inherited mechanism of adaptation in A1 while the differential adaptation of cell types within A1 represents a locally generated mechanism to enhance SSA. However, understanding the mechanisms underlying SSA is significantly more complex than this. These sensory pathways are highly interconnected and receive a significant number of top-down influences in addition to the bottom-up and local influences described here . However, only recently have the tools been available to perform circuit-level assessments of functional properties using fast and reversible control of discrete cell types to enable answers to these fundamental questions of adaptation. Using these techniques, we will be able to quantify the adaptive properties across neuron populations that may differ genetically but function together as one efficient unit. Only by understanding the role each population plays in information processing will we be able to understand the true function of the circuitry.
The SSA paradigm has become an excellent tool to probe the neural response along a single dimension of the sensory stimulus space. There have also been demonstrations of a similar phenomenon to auditory SSA, although likely a different neural correlate, in human event-related potentials known as mismatch negativity in response to auditory stimuli (Escera and Malmierca, 2014; Farley et al., 2010; Grimm and Escera, 2012; Khouri and Nelken, 2015) . Although neural signatures of SSA have been most widely studied in the context of frequency in the auditory pathway, it has also been demonstrated in the context of a range of tuning property dimensions in the visual pathway (Baylis and Rolls, 1987; Miller et al., 1991; Ringo, 1996; Sawamura et al., 2006) and in slice recordings in response to spatially separated electrical stimuli (Eytan et al., 2003) . Many forms of adaptation have been identified in the visual pathway, but adaptation of orientation tuning is one dimension of the visual space that has been investigated most extensively. As shown for frequency-specific adaptation in the auditory pathway, orientation-specific adaptation can shift the orientation tuning of primary visual cortex (V1) neurons away from the adapting orientation (Benucci et al., 2013; Dragoi et al., 2000; Felsen et al., 2002; Jin et al., 2005) . The adaptation of orientation tuning is stronger with longer adaptation stimulation (Patterson et al., 2013) and more prominent for neurons at the center of orientation pinwheels where there is the most access to multiple orientation directions (Dragoi et al., 2001 ) (but see Sengpiel and Bonhoeffer, 2002) . Interestingly, orientation responses are also quickly adapted by simultaneous presentation of a stimulus at a different orientation (Mrsic-Flogel and H€ ubener, 2002) .
What might be the perceptual consequences of such phenomena? While not completely understood in terms of the electrophysiology, perhaps because of the distributed nature of the activity, the perceptual ''waterfall'' illusion described previously is also thought to arise from a differential adaptation of visual neurons tuned for specific directions of motion (Anstis et al., 1998) . Prolonged exposure to motion in one direction preferentially adapts neurons tuned to that direction, resulting in biased population codes (Zavitz et al., 2016) and ultimately a biased percept of subsequent stimuli (Levinson and Sekuler, 1976 ). Until we are truly able to identify the neural basis of perception, it will be extremely difficult to directly link the perceptual effects to the underlying neural correlates. However, the commonality of this phenomenon across sensory modalities, brain regions, and species suggests that differential adaptation of distinct neuronal populations is a conserved adaptive response where the response properties of neurons, and ultimately perception, are adaptive on a moment-bymoment basis.
Differential Adaptation of Excitatory and Inhibitory Neurons
Given that the differential adaptation of sub-populations of neurons could profoundly shape neural activity, to what extent does the anatomical wiring influence these effects? Throughout all neural pathways, there are a number of common circuit motifs that are believed to perform canonical functions for neural processing (Miller, 2016) . In sensory pathways, disynaptic feedforward inhibition is a common motif, exemplified in the thalamocortical projection where sensory information transmitted from the thalamus will elicit a stereotyped pattern of excitation followed by inhibition at the level of the primary sensory cortex (Isaacson and Scanziani, 2011) (Figure 5, solid lines) . The rapid onset of the inhibition that follows excitation is likely due to feedforward inhibition from thalamocortical inputs that synapse onto both excitatory and inhibitory cortical neurons (Cruikshank et al., 2007; Miller et al., 2001; Wilent and Contreras, 2005b; Wu et al., 2006) . Disynaptic feedforward inhibition has been proposed as a mechanism to enable cortical neurons to be particularly sensitive to the timing of their inputs within a window of integration (Wehr and Zador, 2003) . Furthermore, the sequence of excitation followed by inhibition that generates precise timing sensitivity appears to represent a common circuit motif for neural processing within brain regions that receive excitatory projections and contain interneurons, including primary sensory cortex (Gabernet et al., 2005; Higley and Contreras, 2006; Wehr and Zador, 2003) , hippocampus (Buzsá ki, 1984; Finch et al., 1988; Pouille and Scanziani, 2001 ), amygdala (Bissiè re et al., 2003) , and visual thalamus (Blitz and Regehr, 2005) . While this conserved circuit motif leads to a repeatable excitation-inhibition activation pattern, the temporal aspects of the dynamic interaction between the excitatory and inhibitory conductances are also variable as a function of the input. In the presence of adaptation, the onset of inhibition relative to excitation shifts such that the cortical window of integration can lengthen to allow integration over longer time windows (Gabernet et al., 2005; Higley and Contreras, 2006) . While the absolute duration of the cortical integration window is debated, it is believed to be on the order of milliseconds when the pathway is not adapted and on the order of tens of milliseconds in the presence of adaptation (Gabernet et al., 2005) . Elongation of the excitability period of cortical neurons is paired with shifts in thalamic synchrony, which ultimately controls the gating of signals to cortex (Wang et al., 2010b) .
In our simplified modeling framework, the summed output across filters can now be separated by the sign of interaction to generate both excitatory and inhibitory filters (Figure 6 ). In the visual pathway, the filter component of a thalamic encoding model can be described as a combination of an excitatory filter with a temporally lagging inhibitory filter (Butts et al., 2011) , which is consistent with disynaptic feedforward inhibition (Figure 6A) . Because the excitatory and inhibitory inputs interact in a complex manner, adaptation of these two components will have profound effects on the temporal feature selectivity and timing of responses. Contrast adaptation, for example, has been linked to changes in temporal dynamics and gain in the visual system (Shapley and Victor, 1979; Solomon et al., 2004) . Contrast is obviously an important parameter for visual processing, and contrast sensitivity is considered one of the fundamental instantaneous/static properties of visual neurons. Interestingly, however, contrast sensitivity is typically measured with the presumption that it is a static property of the pathway, obscuring any adaptive process that may be going on. In the context of adaptation, with an increase in contrast in a switching paradigm, the adapted linear filters for lateral geniculate nucleus (LGN) neurons show faster temporal dynamics and a decrease in the gain of the input-output function relative to a low contrast condition ( Figure 6B ) Mante et al., 2005) . However, it is difficult to estimate dynamic feature selectivity to robustly capture adaptive behaviors across stimulus conditions Stanley, 2005, 2006; Stanley, 2002) because the feature selectivity of a neuron (Fritz et al., 2003; Lesica et al., 2007; Sharpee et al., 2006; Ulanovsky et al., 2003) can change rapidly with only a short adapting stimulus. This suggests that the fundamental features of a stimulus that drive a neuron to fire are flexible on rapid timescales such that adaptation can reshape what information is transmitted through the sensory pathway, which has even more profound effects if there is differential adaptation across excitatory and inhibitory inputs.
In addition to differentially modulating the timing of the excitatory and inhibitory inputs in response to punctate stimuli, adaptation has also been shown to differentially modulate the overall amount of the excitatory and inhibitory synaptic drive onto an L4 excitatory cortical neuron (Heiss et al., 2008) . The thalamocortical synapses onto both excitatory and inhibitory The feedforward thalamocortical inputs from the ventral posteromedial (VPm) thalamus project to both excitatory and inhibitory neurons in layer 4 of primary sensory cortex (S1L4; solid lines). The corticothalamic feedback inputs from S1 L6 provide direct excitation to VPm and feedforward inhibition to VPm mediated through the reticular nucleus of the thalamus (nRT; dashed lines). While the exact properties of these feedforward and feedback pathways differ in detail, the similar feedforward inhibition motif leads to common adaptive properties.
neurons will depress with ongoing sensory drive, leading to an overall reduction in the absolute amount of excitation and inhibition (Chung et al., 2002; Reinhold et al., 2015) . However, the effect of adaptation is greater for inhibition than for excitation (Gabernet et al., 2005) such that the excitatory-inhibitory balance is transiently shifted toward excitation (Cohen-Kashi Malina et al., 2013; Heiss et al., 2008) . While extracellular recordings have shown that spiking activity in fast-spiking inhibitory neurons can sustain higher firing frequencies than excitatory neurons during sustained stimulation (Khatri et al., 2004) , both the input synapse from the thalamus and the output synapse to the regular-spiking neuron show substantial depression (Beierlein et al., 2003; Gabernet et al., 2005) . Furthermore, the recovery of inhibition from adaptation is slower than the recovery of excitation, which can provide a period of facilitation immediately following adaptation (Cohen-Kashi Malina et al., 2013) . At first glance, it may seem contradictory that adaptation of cortical L4 neurons results in both a transient shift toward excitation and a reduced suprathreshold spiking response to ongoing stimulation. However, the marked reduction in excitation due to depression of the thalamocortical synapse prevents the cortical neurons from reaching spiking threshold. Consistent with this view, recent work in the rodent whisker pathway found a net depolarization of the membrane potential was elicited in the barrel cortex in response to an adaptation stimulus, but the depolarization was paired with a reduction in the excitatory postsynaptic potential amplitude (Ramirez et al., 2014) . Note that there is also recent evidence of thalamic projections to other layers of cortex (Constantinople and Bruno, 2013) , but the role of these connections in adaptive gating is currently unknown.
While this has been well studied in the feedforward thalamocortical pathway, disynaptic feedforward inhibition is also a circuit motif in the corticothalamic pathway from primary sensory cortex to the lemniscal nucleus of the thalamus mediated through the reticular nucleus (nRT) ( Figure 5 , dashed lines, rodent vibrissa pathway). The results described here have been investigated in the context of the rodent vibrissa pathway, but likely apply more broadly. In contrast to the feedforward processing of the thalamocortical pathway where thalamocortical synapses depress, corticothalamic synapses show short-term facilitation (Cruikshank et al., 2010; Deschê enes and Hu, 1990; Landisman and Connors, 2007) . Yet similar to the thalamocortical circuit of the rodent vibrissa pathway, repeated activation of the corticothalamic feedback (S1L6) to whisker thalamus (VPm) also results in decreased inhibition in the VPm (Crandall et al., 2015) . Given that the reticular thalamus (nRT) is the only known source of inhibitory input to VPm (Pinault, 2004) , this suggests that nRT must be exhibiting greater adaptation than the excitatory feedback input from S1L6. As demonstrated for inhibitory neurons in cortex, inhibitory neurons in thalamus (nRT) can also maintain high tonic firing rates during repetitive whisker (Hartings et al., 2003) or S1L6 stimulation, but with reduced levels of inhibition in the postsynaptic excitatory neurons (VPm) due to robust short-term synaptic depression at the nRT-VPm synapse (Crandall et al., 2015) . Furthermore, sustained activation of S1L6 will lead to a net depolarization of the membrane potentials in VPm , as was seen in both thalamus (Jubran et al., 2016) and cortex (Ramirez et al., 2014) in response to repetitive stimulation of the whiskers. Finally, nRT responses also recover much more slowly than VPm responses (Ganmor et al., 2010) , as was demonstrated for the level of inhibitory synaptic drive in cortex (Cohen-Kashi Malina et al., 2013) .
The parallels between these highly interconnected feedforward and feedback pathways of the thalamocortical system present what may be a fundamental component of dynamic neural encoding. Differential adaptation of excitatory and A B Figure 6 . Shifts in Contrast Adaptation Can Sharpen Temporal Dynamics of Receptive Fields (A) The feature selectivity of a neuron will incorporate both excitatory and inhibitory inputs. In this example, the inhibitory input is simply a temporally shifted version of the excitatory input (right, bottom). The subtraction of these two temporal features results in a biphasic feature selectivity (right, top). (B) In the high-contrast adapted condition, the excitatory and inhibitory filters are more temporally precise (right, bottom), leading to a temporally sharpened component of the receptive field (right, top).
inhibitory neural populations provides a mechanism to shift the properties of synaptic integration and therefore the function of the circuit, specifically in the context of timing. Timing in sensory circuits plays an important role in stimulus representation (Desbordes et al., 2008; Montemurro et al., 2007) , and work in the visual system has shown how the temporal precision of the pathway is matched to the statistics of the input . Adaptation modulates not only temporal precision within neurons, but also synchronous firing across neurons (Wang et al., 2010b) . Furthermore, transitions in the coding properties of the pathway in response to adaptation also extend to state-related firing, such as burst-tonic firing in the thalamus (Lesica and Stanley, 2004; Whitmire et al., 2016) , that could underlie the shift in information processing modes (Ollerenshaw et al., 2014) .
Pooled Population Effects
While adaptation has cell-type-specific effects, there are also large-scale properties of adaptation due to pooled population effects. Normalization has been proposed as a canonical computation of neural circuits whereby a neuron's response is normalized by the pooled neural activity of the local circuitry (Carandini and Heeger, 2011) . Normalization was originally proposed to explain responses in V1 (Heeger, 1992) , but the principles have since been demonstrated in a wide range of studies, including processing in visual thalamus and inferior temporal cortex (Kaliukhovich and Vogels, 2016), olfactory processing (Olsen et al., 2010) , multisensory integration (Ohshiro et al., 2011) , visual attention (Reynolds and Heeger, 2009) , and context-dependent decision making (Louie et al., 2013) . While the exact biophysical mechanism underlying this computation depends upon the neural architecture (Sato et al., 2016) , this activity-dependent computation has a common theme: normalization of the neural response.
Although the relationship between normalization and adaptation is not clear, the normalization computation occurs on timescales relevant for the rapid adaptation discussed here. As such, normalization could represent an added layer of population-level adaptation effects to modulate sensory responses. Normalization can be visualized as a form of gain control whereby the activity of the circuit serves as negative feedback for the input-output function. In the context of the model framework described here, the response of any given neuron is still a cascade of its feature selectivity that is shaped by synaptic inputs and a second nonlinearity stage associated with intrinsic properties and some elements of spike generation, but this second stage input-output function is now modulated by the population activity (Figure 7 ). Whereas we previously discussed shifts in the nonlinearity due to intrinsic adaptation currents, normalization presents an additional modulation due to pooled neural activity. Depending on the mechanism of action, normalization can scale the input to the nonlinearity ( Figure 7A ) or the output of the nonlinearity ( Figure 7B ). In the olfactory processing of Drosophila, Olsen et al. implemented a sensory paradigm to investigate the role of lateral inhibition in generating normalization that takes advantage of the highly structured odorant tuning to independently stimulate the neuronal population of interest and the surrounding neuronal populations (Olsen et al., 2010) . In this work, inclusion of lateral inhibition (through a non-specific odorant stimulus) led to input scaling as the normalization effect in this pathway ( Figure 7A Although not typically described in conjunction with sensory adaptation, divisive normalization could also be considered a pooled adaptation effect where the firing activity across neurons can reshape the input-output function of an individual cell in an activity-dependent manner. There are two methods of input-output scaling that have been proposed and demonstrated in different sensory pathways. (A) Input scaling refers to shifting the input-output curve laterally while (B) output scaling refers to scaling the input-output curve vertically. Both scaling mechanisms represent an activity-dependent network mechanism to shift the encoding of sensory neurons.
of response gain (Cavanaugh et al., 2002) . In this work, a receptive field model identified output scaling as the best fit to the experimental data ( Figure 7B ). Importantly, while both input and output rescaling have been demonstrated in olfactory and visual processing, the underlying neural correlates of normalization vary based on the circuitry. Normalization described for the olfactory pathway of Drosophila is likely mediated through increased inhibition while divisive normalization in visual cortex may actually result from a decrease in synaptic excitation rather than an increase in inhibition (Sato et al., 2016 ). Yet despite these varying mechanisms, the normalization computation appears conserved across different pathways and brain structures (Carandini and Heeger, 2011) . Note that much of the existing literature providing empirical support for the normalization computation does not explicitly include time as an element (time to develop, time to dissipate). However, given that the normalization is activity dependent, it is very likely that the effects fit within our definition of adaptation as requiring time to manifest.
Given the prevalence of normalization computations in the brain, we might ask how this compares to other rapid adaptation mechanisms described thus far. Previously, we discussed mechanisms to drive changes in the feature selectivity of sensory-driven neurons such as SSA or changes in excitatory-inhibitory conductances. The role of normalization is not necessarily to drive changes in the feature selectivity of the neuron, but instead to modulate the neural response in more subtle ways. In the visual pathway, for example, normalization has been used to describe the role of the non-classical receptive field in modulating cortical responses. The classical receptive field is defined as the region of visual space that elicits firing from the sensory neuron (Hubel and Wiesel, 1959) , while the non-classical receptive field is the visual space that extends beyond the classical receptive field (Allman et al., 1985) . Simultaneous activation of the classical and non-classical receptive fields will reduce the evoked response relative to stimulation of the classical receptive field alone (Jones et al., 2001) , giving non-classical receptive field the description of a suppressive field . The suppressive field normalizes the neural response relative to the stimulus intensity in the non-classical receptive field (Carandini and Heeger, 2011) , but not without purpose. Visual stimulation with natural movies has shown that stimulation of the non-classical receptive field increases the efficiency of information transmission (Vinje and Gallant, 2002) , as expected for sensory adaptation, through intracortical network interactions (Haider et al., 2010) . Building on the complexity of the adaptive modulation of feature selectivity, normalization represents the ability of the neural circuitry to pool information across neurons to fundamentally alter the input-output relationship. There is still much to learn, however, about how these mechanisms might operate dynamically in a transient environment, and about the timescales over which the normalization takes place.
Implications of Highly Interconnected Circuitry in Adaptive Coding
As described throughout this Perspective, adaptation effects will build and compound from a single neuron to a single synapse to a small circuit to a local network before eventually forming adaptive percepts. In order to interpret network activity in the context of highly interconnected circuitry, we must consider the detailed anatomy of our sensory pathways and how these canonical microcircuits might give rise to the adaptive neural responses discussed here. Disentangling Inherited and Locally Generated Adaptation Effects Thus far, we have primarily discussed adaptation within the thalamocortical circuit. But things become increasingly complex as we consider how adaptation shapes encoding across entire pathways in which the fundamental properties of a given neuron can be rapidly altered by recent sensory drive. In the rodent vibrissa pathway, somatosensory information is transduced by the primary sensory neurons in the whisker follicle and then transmitted from the vibrissa to the brainstem and then to the thalamus before reaching primary somatosensory cortex (Diamond et al., 2008) . If we consider the cortical response to repetitive whisker stimulation, we can ask how much of the rapid adaptation seen in cortex is generated locally compared to how much is inherited from rapid adaptation at earlier stages of the pathway. Rapid adaptation has been quantified in the most basic sense as the change in the spike counts (firing rate) in response to repetitive stimulation. In the vibrissa pathway, the amount of spike count adaptation increases at each stage of the processing pathway from the brainstem to the thalamus to cortex (Ganmor et al., 2010) . This would suggest, perhaps unsurprisingly, that at least some basic components of adaptation are inherited from one brain region to the next. However, as we have discussed, there are also mechanisms of adaptation that are generated locally rather than inherited only from presynaptic adaptation effects. Locally generated adaptation effects have been described perceptually by ''higher-order'' adaptation whereby a subject adapts to higher-order stimulus features, such as face adaptation, that cannot be entirely inherited from non-face selective regions (Strobach and Carbon, 2013; Webster et al., 2004) in the absence of complex scenarios that seem exceedingly unlikely. While the effects of face adaptation can be seen perceptually, it is difficult to identify the neural correlates of higher-order adaptation (Fox and Barton, 2007) . However, this dichotomy between inherited and locally generated adaptive processes likely exists at each stage of sensory processing for even very simple sensory stimuli. In the visual pathway, the inheritance of adaptation has been studied from LGN to V1 (Dhruv and Carandini, 2014; King et al., 2016) and from V1 to the middle temporal (MT) region of cortex (Patterson et al., 2014) . For example, by silencing V1 optogenetically, King et al. were able to dissociate local cortical processing from the feedforward adapted thalamic input to determine the relative weights of inherited versus locally generated contrast adaptation effects. If we begin to consider the commonality of neural processing between excitatory and inhibitory neurons or differential adaptation of tuned populations of neurons, we can begin to extrapolate the effects on information processing as each stage of processing inherits earlier adaptation effects and locally generates additional encoding shifts.
Adaptation Effects in Highly Interconnected Circuitry
It is also important to consider that sensory information is not only being processed in a feedforward manner from the periphery to the cortex, but instead there are an immense number of feedback projections that suggest information is processed in a highly complex way. A particularly salient example is the thalamocortical circuit. While we traditionally study the feedforward projections from thalamus to cortex, it is well documented that the vast majority of synapses onto a thalamic neuron are actually cortical in origin (Varela, 2014) . While these synapses are more modulatory in nature than the sensory drive (Sherman and Guillery, 1998) , the sheer volume suggests an important role of corticothalamic feedback in information transmission. Furthermore, the feedback circuit motifs share anatomical and functional properties with the feedforward circuit, such as disynaptic feedforward inhibition and common adaptation responses for excitatory and inhibitory neurons at each stage of processing, as described above in the context of the rodent vibrissa pathway. Recent evidence from the SSA literature that has sought to disentangle the role of feedforward SSA generation from feedback SSA modulation suggests that while SSA can be inherited in a feedforward manner, it is refined subcortically through cortical feedback . Similar to the roles of specific cell types in the enhancement of SSA in cortex, the ability of cortical feedback to modulate information transmission presents a complementary role for modulatory feedback in rapid sensory encoding. Disentangling the role of any given neuron in inducing or demonstrating sensory adaptation will likely require a more sophisticated understanding of artificial stimulation techniques that can be implemented in conjunction with cell-type specificity and real-time feedback control of neural activity to functionally decouple causally related variables (Grosenick et al., 2015; Newman et al., 2015) . By understanding the part each neural component plays in building the network-level response, we can begin to understand the functional role of the circuitry in dynamic encoding.
Implications of Adaptation Paradigms for Natural
Sensing and Behavior While significant progress in the field has demonstrated various adaptive properties across neural circuits, the experimental paradigms employed are still restricted in their scope due to practical limitations of experimental preparations. How do we bridge the electrophysiological findings developed under reduced sensory stimulus adaptation paradigms to natural sensing environments? And further, what are the implications of these dynamic encoding properties demonstrated in neurophysiological studies on information encoding and ultimately sensory perception? While the answers to these questions remain abstract, we can begin to piece together prior experimental results to propose a few open questions for the field. Extrapolating Adaptation Effects from Simplified Experimental Paradigms to Natural Sensing In probing the dynamics of neural pathways, a simple pairedpulse paradigm has been widely utilized to capture the dynamics in the simplest possible manner. This paired-pulse paradigm has built the foundation for our understanding of synaptic facilitation and depression dynamics (Stevens and Wang, 1995) and sensory-evoked cortical dynamics (Simons, 1985) . Although experimentally and analytically attractive, these kinds of pairs of probes separated in time only capture second-order interactions. The immediate question becomes whether or not second-order dynamics are sufficient to explain the neural dynamics observed in more realistic regimes. More specifically, does this kind of characterization make accurate predictions when extended to even just a triplet of stimuli or, more importantly, to complex temporal patterns? In the rodent vibrissa pathway, pairs of punctate whisker stimuli have been commonly employed to quantify neural dynamics (Simons, 1985) . However, models built from the cortical response to a pair of whisker stimuli alone are insufficient to fully predict even the cortical response to just a triplet of whisker stimuli (Webber and Stanley, 2004) . As the patterns of whisker stimuli become increasingly complex, the encoding must expand to incorporate the temporal interactions across stimuli that capture the interplay between excitatory and inhibitory circuitry (Boloori et al., 2010) . Similar findings from the crustacean neuromuscular junction demonstrate that the dynamic synaptic response to temporally random stimuli has a temporal dependence on recent spiking history that cannot be predicted by the response to a single stimulus alone (Sen et al., 1996) .
Even in spike-timing-dependent plasticity experiments where the stimulation occurs over a longer time period, the depression/ potentiation dynamics are dependent on these more complex spiking patterns within neurons as opposed to simply the single pair of pre-and postsynaptic spikes (Froemke and Dan, 2002) . The addition of more complicated, yet more realistic, spiking patterns did not refute earlier findings developed using pairedpulse paradigms but instead added another layer of interaction in the spike trains. As we consider how to scale our adaptation principles developed from studies of a single dimension of the sensory space to a naturalistic scene, existing models from simpler stimulation paradigms should be used as the foundation of these neural interactions that can be expanded to identify the appropriate stimulus interactions to incorporate under more complex stimulation paradigms.
Returning to the more general modeling framework discussed here, we might ask to what extent an adaptation effect such as SSA identified along a single stimulus dimension maps to the adaptation of the full feature selectivity of a neuron. Within this context lies a catch-22: the time frame over which these adaptive changes in feature selectivity occur is fairly fast, yet the ability to capture the feature selectivity through approaches such as reverse correlation requires sufficient measurement time (and spikes) to robustly capture the dynamics. By restricting the stimulus space when using an SSA paradigm, the overall data requirement is reduced and the adaptive modulation to the tuning function can be measured. Connecting general descriptions of feature selectivity to the tuning properties associated with a reduced dimension stimulus space is therefore difficult, particularly in the context of rapid adaptation, which exists on the timescale of milliseconds to seconds. Multiple layers of interaction between the sensory stimulus and the evoked neural response paired with limited sampling capabilities may seem like an intractable problem. However, there is evidence that rapid modulation of feature selectivity is present in the spectrotemporal receptive fields of A1 neurons (Fritz et al., 2003) as well as the spatiotemporal receptive fields of V1 neurons (Debanne et al., 1998; Lesica et al., 2007) . Future work should be aimed at bridging the gap between tuning results from a limited stimulus space and tractable assessments of more general feature selectivity. Perceptual Implications of Sensory Adaptation Despite a long history of scientific investigation, the link between neural adaptation and perceptual adaptation remains unknown. However, in a few cases, this link has become more salient due to the pairing of new experimental techniques with creative experimental design. One particularly valuable example aimed at linking cortical adaptation with behavioral perception using optogenetics techniques provided a clear relationship between the adaptation of evoked cortical responses and the perceptually based response of the rodent (Musall et al., 2014) . While there are a limited number of studies making this link, significant work has been done to bridge the gap using estimates of information from the neural spiking data to predict task performance using encoder-decoder frameworks. From an information-theoretic perspective, the differential adaptation of different populations of neurons based on tuning, cell type, circuit dynamics, and so on presents a very interesting coding problem. In a complex sequence of encoding through a pathway, it would seem imperative to understand the degree of adaptation that occurs at each point in the chain and whether decoding of the signals ultimately requires knowledge of the adaptation (Seriè s et al., 2009) .
Recent evidence has linked the effects of sensory adaptation to the specific information processing tasks of detection and discrimination. The efficient coding hypothesis put forth by Barlow proposed optimization of sensory encoding, but without explicit consideration for varying task demands. The flexibility of organisms to perform a variety of behaviors, such as dynamically shifting between detection and discrimination modes, may require a more expansive view of optimization than that reflected in our classical framework. In the somatosensory pathway, spatial discrimination tasks have been well studied due to the distributed nature of the sensation. More than half a century ago, von Bé ké sy noted that the perceived size of a tactile stimulus decreased with increasing frequency of a repetitive sensory stimulus (von Bé ké sy, 1957) . Perceptual studies in human tactile sensing further suggested that somatosensory adaptation enhanced spatial discrimination between stimuli through vibrotactile input to the fingertip Hollins, 1993, 1994; Tannan et al., 2006; Vierck and Jones, 1970) , and subsequent studies have investigated the spatial sharpening of representations in somatosensory cortex in response to repetitive, ongoing sensory inputs (Lee and Whitsel, 1992; Moore et al., 1999; Sheth et al., 1998; Simons et al., 2005; Tommerdahl et al., 2002) , posited as a potential explanation for enhanced spatial acuity (Lee and Whitsel, 1992; Moore et al., 1999; Vierck and Jones, 1970) . These results have been expanded to investigate the underlying neural correlates of spatial discrimination in multiple animals models of somatosensation, including the monkey fingertip (Simons et al., 2005) and the rodent vibrissa pathway (Ollerenshaw et al., 2014) .
More importantly, however, is the assertion that the adaptation mediates a trade-off between detectability and discriminability (Moore, 2004 ) that has been linked behaviorally and electrophysiologically (Ollerenshaw et al., 2014; Wang et al., 2010b; Zheng et al., 2015) , controlling the nature of the utility of the sensory representation in a dynamically changing environment. Importantly, the adaptive switch from a detection to a discrimination mode is highly stimulus dependent. Adaptation of a particular stimulus dimension will only enhance discrimination performance when the test stimulus is similar to the adapting stimulus (Blakemore and Campbell, 1969b; Sekuler and Ganz, 1963; Tommerdahl et al., 2005) . In a sensory environment that is filled with rich stimuli that are continuously changing, dynamic changes to sensory encoding on fast timescales presents a mechanism to rapidly shift information processing states with respect to the current state of the world and therefore the perceptual capabilities of an organism.
Conclusions
As we stated at the onset, we all know what adaptation is, but in the nervous system, it is hard to define and harder still to identify what it is not. Words like evolution, development, plasticity, and adaptation may be bound together philosophically as a way organisms face a changing environment, but they are implemented through wildly different mechanisms on entirely different spatial and temporal scales. Focusing on rapid sensory adaptation over timescales of milliseconds to seconds, we have laid out a wide range of biophysical mechanisms that can contribute to, and compound, effects within and across networks. While the perceptual effects of adaptation are sometimes dramatic, the neural signatures that we think are related can be subtle, and likely distributed and hard to interpret. The rapid adaptation effects described here vary as a function of cell type, synapse type, feature selectivity, and anatomical connectivity. Due to the complexity of neural recordings, most experimental adaptation evidence is analyzed with respect to only a single region of the brain. However, this becomes increasingly difficult to interpret when we consider the inherited effects of adaptation as information is transmitted from one processing stage to the next as well as the highly interconnected circuitry that is constantly providing feedback between processing centers. The set of tools that are emerging in the field enable, for the first time, the ability to dissect the potential neural underpinnings of complex phenomena like adaptation. Importantly, at key stages of processing, the nervous system is exquisitely organized, and the anatomical connectivity is likely to play a major role in determining the link between the perceptual effect and the underlying neural activity that drives it.
