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1. INTRODUCTION 
Our purpose is to analyze a deterministic diffusive mathematical model 
which describes the spread of an infectious disease within a population. We 
suppose that the population is divided into three disjoint classes: the suscep- 
tible class (S) (individuals not infected but capable of becoming infected), 
the infective class (I) (individuals capable of transmitting the disease to 
members of the susceptible class), and the removed class (R) (individuals 
who have died or who have recovered and have permanent immunity). We 
suppose that the classes (S), (I), and (R) are represented by the density 
functions S(,u, t), Z(x, t), and R(x, t), respectively, where x is a point in space 
and t is the time evolved. For the sake of simplicity in our exposition we 
suppose that the spatial region in which the disease spreads is one- 
dimensional, although our methods carry over to spatial regions in higher 
dimensions. 
We make the following assumptions concerning the model: (i) members of 
the susceptible class (S) become infected at a rate proportional to the 
number of contacts between the members of the classes (S) and (I), and the 
number of such contacts is proportional to the product of the members of the 
classes (S) and (I); (ii) individuals are removed from the class (I) at a rate 
proportional to the size of (I); and (iii) the total population is constant and 
confined to a spatial interval [-L, L] for all time t. These assumptions lead 
to the following coupled system of nonlinear partial differential equations in 
the density functions S, I, and R, with prescribed initial values and zero-flux 
boundary values: 
S,(-y, f) = S,,(x, t) - aqx, r) Z(x, f), t>o,-L,<x<L, (1.1) 
Z,(x, t) = I,&, t) + aqx, t) Z(x, t) - /lZ(x, t), I > 0, -L < x < L, (1.2) 
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R,(x, f)= R,,(-x, 4 + w, 0, t > 0, -L <x < L, (1.3) 
S,(fL, t) = Z,(*L, t) = R,(*L, t) = 0, t z 0, (1.4) 
S(x, 0) = S,(x), Z(x, 0) = Z,(x), R(x, 0) = R,(x), -L <x < L. (1.5) 
The infection rate a and the removal rate A are given positive constants. 
Also given are the initial populations S,(x), Z,(x), and R,(x) of each class, 
all of which are assumed to be nonnegative and continuous on [-L, L]. We 
observe that since R(x, t) can be obtained immediately once Z(x, t) is known, 
it is sufficient to solve for S(x, t) and Z(x, t). 
Our goal will be to establish the existence of solutions to problem 
(1.1 b( 1.5) and to analyze their behavior as t + 00. Our methods will draw 
upon the tools of functional analysis and dynamical systems, specifically 
upon the theory of semigroups of linear and nonlinear operators in Banach 
spaces and Lyapunov stability techniques for dynamical systems in metric 
spaces. We shall prove that for problem (l.l)-(1.5) there exists a unique 
classical solution defined for all t > 0, and as t + co, S(X, t) converges 
uniformly in x to S,(x) and Z(x, t) converges uniformly in x to Z,(x), where 
S, is a positive constant function on [-L, L] and Z,m is 0 on [-L, L]. Thus. 
we see that the infection always dies out as r+ co, but not for lack of 
susceptible individuals, some of whom never contract the disease. 
Epidemic models in which the density functions are spatially 
homogeneous were proposed in 1927 by Kermack and McKendrick in [ 111 
and later investigated by Kendall [2]. An extensive treatment of such models 
is given in the monograph [ 161 of Waltman. For the sake of completeness 
and because it is instructive for analyzing the spatially inhomogeneous case, 
we will briefly discuss the spatially homogeneous case in Section 2. There we 
prove the following result from 1161: the density functions S(t) and Z(t) 
(which are now independent of X) converge to S, and I,, respectively, as 
t + co, where S, > 0 and I, = 0. Thus we see that there is an analogous 
asymptotic behavior for the diffusion and the nondiffusion models. 
Diffusive epidemic models have been studied recently by a number of 
authors and we have listed some of these treatments in our references. 
Problem (l.lE(1.5) is a special case of a reactiondiffusion equation and in 
the article [7] of Fife may be found a survey of this subject, as well as an 
extensive bibliography of recent research. Our interest in diffusive epidemic 
models was inspired by the recent work of Capasso in [3 I. In (31 a problem 
very similar to (l.l)-(1.5) was studied using semigroup methods and the L’ 
norm as a Lyapunov functional. The key idea we use to prove the positivity 
of solutions to (l.l)-(1.5) is derived from [3], as is the important formula 
(4.1) in Section 4. The idea of treating the solutions of (1.1~(1.5) as a 
dynamical system and applying Lyapunov stability techniques derives from 
the work of Chafee and Infante in 141 and Henry in [9] (where similar 
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methods were employed in the treatment of general parabolic semilinear 
partial differential equations). The author wishes to express his thanks to 
Professor V. Capasso for sending him a preprint of [3]. 
2. THE SPATIALLY HOMOGENEOUS CASE 
The equations for the epidemic model in this case take the form 
dS/df = -as(r) Z(t), t > 0, (2.1) 
dI/dr = as(t) Z(I) - U(t), f > 0, (2.2) 
dR/dt = AZ(t), t> 0, (2.3) 
S(0) = so > 0, Z(0) = Z” > 0, R(0) = R, > 0. (2.4) 
We summarize below some results for problem (2.1)-(2.4) given in 
[ 16, Chap. 11: First, solve (2.1) for S in terms of I to obtain 
S(r) = S(0) exp 
[ 
-a (_( Z(s) ds . 1 (2.5) -0 
Next, substitute (2.5) into (2.2) and integrate to obtain 
Z(t) = e-.“Z(O) + as(O) 1.’ exp -A(f - s) - a 1” Z(r) dr] Z(s) ds. (2.6) 
-0 -0 
The integral equation (2.6) can be solved by standard techniques to obtain a 
unique solution Z(f) > 0 for all t > 0. Then (2.5) yields that S(t) > 0 for all 
t > 0. From (2.1) we see that S(t) is nonincreasing in t, and since S(f) > 0, 
we have that lim,,, S(t) =def S, > 0. Now add (2.1) and (2.2) and integrate 
to obtain 
S(f) + Z(f) + A [’ Z(s) ds = S(0) + Z(0). 
‘0 
(2.7) 
From (2.7) we see that J’F Z(s) ds < II -‘(S(O) + Z(O)), which implies S, > 0 
by (2.5). Finally, (2.7) implies lim,,, Z(t) =defZm exists, since lim,,, S(t) 
exists and .I’? Z(s) ds < co. But I, must be 0, since j$ Z(s) ds < 00. 
3. EXISTENCE OF SOLUTIONS IN THE SPATIALLY INHOMOGENEOUS CASE 
Let X denote the Banach space C([-Z., L]; R) of continuous real-valued 
functions 4 on I-L, L ] with supremum norm (14 I] =def sup-, cxGL 14(x)]. If 
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$ E X let 11 @II, denote the integral of 4, that is, II 411, = c?, g(x) dx. Let Xc 
denote the subset of X consisting of nonnegative-valued functions in X. Let A 
denote the linear operator from D(A) c X to X defined by 
A# = (d2/d,u2)#, 
II(a) = { $ E X: 4 is twice continuously differentiable 
on [-L, L] and (d/d-x)#(+L) = O}. (3.1) 
We will use the following well-known facts concerning the operator A: 
A is the infinitesimal generator of a strongly continuous analytic 
semigroup CT’-‘, t > 0. of linear operators in X satisfying (3.2) 
Ile’“A < II411 for 4 E X, t > 0, 
IleW, = l1$ll, for qEX+,t>O, (3.3) 
e’“(X+) cX+. (3.4) 
e’” is a compact mapping of X into X for each t > 0. (3.5 j
PROPOSITION 3.1. Let S,, I, E Xt. There e.vist unique continuous 
functions S. I: [0, co) + X’ such that 
dS/dt = AS(t) - as(t) Z(t), t > 0, (3.6) 
dZ/dt = AZ(t) + aS(t) Z(r) - AZ(t), t > 0, (3.7) 
S(O) = so, Z(0) = I,. (3.8) 
Proposition 3.1 follows directly from the proposition below. Let X XX 
have the norm I\[@, w]ll = II4II + IIwI(, [q$ u/l E XX X. Define the projections 
R,, rc2: Xx X+X by z,[$, w] = 4, z,[$, ~1 = w, respectively, for 
[@, ty] E X x X. Define .M’: XX X +XxXandT:XxX+XxXby 
,=“I& u/l = LMAvl, D(d) = D(A) x D(A), (3.9) 
m% WI, = I-@% w - hl. D[2-1=XxX. (3.10) 
PROPOSITION 3.2. Let [S,, Z,] E X+ x X’. There exists a unique 
continuous function w: [O. ao) + X+ x Xf such that 
dw/dt = .s’w(t) + .F(w(t)), 
w(O) = [S,, ZIJ]. 
t > 0, 
(3.11) 
Furthermore, for all t > 0, II w(t)11 < 3 llSoll + Il1,(1. 
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Proof: By (3.2), &’ is the infinitesimal generator of a strongly 
continuous analytic semigroup of linear operators efd, t > 0 in XX X given 
by e’“[$, u/l = [el”#, efAv], [$, v] E X x X, t > 0. The nonlinear mapping 3 
is Lipschitz continuous on bounded sets of X x X. By Theorem 3.3.3 in [9] 
there exists a unique solution w of (3.11) delined on some maximum interval 
of existence [0, to), where to ,< fco. We observe that PV is continuous from 
[0, to) to X x X and differentiable from (0, to) to X x X. In (9, Chap. 41 it is 
shown that the solution w(t) =def tv(t; [S,, IO]) of (3.11) satisfies 
qt + s; [So, I,]) = ~~(s; w(t; IS,, I,])) 
for O~t+s<t,,[S,,I,]EXxX. (3.12) 
In [9,Chap. 31 it is shown that the solution LV of (3.11) must also be the 
unique solution of the integral equation 
w(t) = er”]So, Z,] + ~re”~““.~~(l,~(s)) ds, O,<t < to. (3.13) 
-0 
Let w(t) =def [S(t), Z(t)] and f rom (3.13) it is obvious that for 0 < t < to 
S(t) = etASo - a it e(t-s)AS(s) z(s) ds, 
-II 
(3.14) 
Z(t) = e’.4Zo + a !( e(‘-r)AS(s) Z(s) ds -A 1’ e(r-s).41(g) ds. (3.15) 
-0 -0 
We prove next that w(t) E Xf x Xc for 0 < t < to. By virtue of (3.12) it 
is sufficient to prove that if IS,,, I,,] E X+ X Xf, then there exists t, > 0 such 
that w(t; [S,,I,]) E Xt x Xf for O< t < t,. Let [S,,l,] E X’ x Xt and let 
y= 2a (]I,]j. Let M be the closed subset of Xf XX’ such that if [d, ~1 E M, 
then \]@]\ < 2 IIS,]\ and I] ~11 < 2 ])I,,/). Let t, > 0 and let Y = C([O, t,];M) be 
the complete metric space of continuous M-valued functions on [0, t,] with 
metric P(Y,, .YJ =def wocrqt, 114’,(t) - yJt)ll, y,, y2 E Y. Define K: Y 4 Y 
for J- E Y by 
n,(Ky)(t) = epyt d’s, + (-I epfifes) e(‘-‘).‘(y - UTC~.I?(S)) z,y(s) ds, (3.16) 
.’ 0 
n,(‘y)(t) = e-(y+d”r $tIo 
+.iiep w”‘(‘-~) ectpsJ”(y + mr, y(s)) n, y(s) ds. (3.17) 
From (3.4), (3.16), and (3.17) we see that Ky E X’ x Xt for y E Y. From 
(3.2). (3.16). and (3.17) we see that for J-E Y, O<t<t,. ~~~c,(KJP)(~)II< 
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llSoll + J‘b ~2 llSoII ds and iln,W~)(f)ll < IlZoll + .I-; 0 + ~72 ll&,ll> 2lIZoIl ds. 
Thus, for t, suffkiently small. K(Y) c Y. Further, it is easily seen that for t, 
sufficiently small, K is a strict contraction on Y. Thus, K has a unique fixed 
point ~1 E Y. 
We claim that y(r) and w(t) agree for 0 & t < min(t,, t,}. This claim 
follows from the following fact: If f is continuous from [0, t] to X, b is a 
constant. and x E X, then 
u(t) = etAx + (’ e”-s’.4f(s) ds, o<t<r, 
‘0 
if and only if 
u(f) = ef’4 -b’.x + -I (I 5)(.4-b) 1 e U-(s) + W)) ds, O<f<i. 
-0 
This last claim is true when A is replaced by its Yosida approximation A,. 
since A,, is bounded (see [ 13, p. 2851). Now use the fact that e”“L converges 
uniformly for f in [0, I] to elA on compact sets in X [ 13, Proposition 2.1, 
p. 285 ]. Apply this fact separately to (3.16) and (3.17) to establish that 
7c, J’(f) satisfies (3.14) and rc?~‘(t) satisfies (3.15). Since w is the unique 
solution of (3.14), (3.15) we must have that w and y agree on [0, min 
(t,. f, }). Hence, we have established that for f, sufficiently small and 
positive. w(f) E X+ x Xf for 0 < t < f,, and consequently, w(f) E Xi x Xc 
for O<f <I,. 
It remains to show that to = co and by Theorem 3.3.4 in [9] it suffices to 
show that if 0 < t, < to, then w remains bounded on [0, f,]. For this purpose 
we will require the following definition from [ 13, p. 2281: If 4, IJI E X, then 
[w,@]~ =d“inf((~,~*):~*EJ(~)t, where J is the (multi-valued) duality 
mapping from X to its dual space X*, that is, J(4) = {$* E X*: (4, #*) = 
IIQllz = ll~*l12t. Ob serve that if 4 E D(A), then (3.2) implies that for 
4* E J(G). 
(4+. 4*) = !& ((e’,44 -#)/b d*> 
= !iim+ ((e’“$, 4*) - (4, @*))/f 
< ;;F+ (IIe’“4ll II$*II - II911 Il#*IW 
= 0. (3.18) 
We first show that S(t) =def~,w~(f) is bounded on [0, f2]. Define 
p(f) = II W)ll’. D e me the mapping j from [0, t,] to X* by (qi, j(f)) = f 
g(x,)(S(t)(x,)), where x, is chosen in [-L, L] such that S(f)(x,) = IlS(f)(l. 
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Then j(r) E J(S(t)), and by Lemma 4.2 in [ 13, p. 2291 we have that for 
O<t<t,, 
p’-(t)= 2[S’-(t)?S(t)]- 
= 2 [AS(t) - as(t) z(t), S(t)] _ 
< 2(‘4S(t) - as(t) I(t). j(t)) 
= 2@W))(x,) W(x,) - 2a(S(t)(x,))‘Z(t)(x,). 
By (3.18) and the fact that Z(t) E X+ we have that p’-(t) < 0. By Lemma 1.4 
in [ 13, p. 2041 we have that p(t) is nonincreasing on [0, t2]. Thus, 
IIW)ll~Il~,ll for O<t<t,. We next show that S(t) + Z(t) is bounded on 
[0, t2], where Z(t) =def rr, w(t). Define q(t) = 11 S(t) + Z(t)ll’. By Lemma 4.2 in 
[ 13, p. 2291, for 0 < t < t2, 
q’-(t) = 2[S’-(t) + Z’-(t), S(t) + Z(t)]- 
= 2[AS(t) + AZ(t) -AZ(t), S(t) + Z(t)] 
< 2[.4P(O + w)w,)l~w(xt) + W)(xt)l 
- 21 lw(x,) 1 [Wk) + WNxJ 1, 
where xt E [A, L] satisfies S(t)(x,) + Z(t)(x,) = I/ S(t) + Z(t)ll. By (3.18) and 
the fact that S(t), Z(t) E X+ we have that q’-(t) < 0. By Lemma 1.4 in [ 13, 
p. 2041 we then have that q(t) is nonincreasing on [0, t,]. Thus we see that 
II s(t) + W)ll < II So + 1, II for 0 < t < I,. Hence, II@)ll ,< 3 II SolI + lIZoIl and 
the proof of Proposition 3.2 is complete. 
We now define a family of (nonlinear) operators T(t), t > 0 in X+ x Xf 
by 
T(t)[S,, I,J = w(t; IS,, Z,]) = W), 
where MY: [0, co)+ Xt x Xt is the unique solution of (3.11). (3.19) 
PROPOSITION 3.3. T(t), t > 0 is a dynamical system in Xf x X’ in the 
sense that 
T(t) is a continuous mapping from Xf X Xt to Xt X X+ for t > 0, (3.20) 
T(.)(S,,Z,] is continuous as a function from [O, co) to Xt X Xf 
for eachflxed [S,, Z,] E X+ x X’, (3.21) 
T(0) = I, (3.22) 
T(t) T(s) = T(t + s) for t,s >O. (3.23) 
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Proof The proof of this proposition follows from Proposition 3.2 and 
the results of Chapter 3 in [9]. 
Next we define the o-limit set of [S,, I,,] in Xf x Xt for Z(t), f > 0 by 
w(S,. fJdzf ([@ IV] E X+ x Xf : there exists t, + co 
such that T(t,)[S,, I,] + [$, w] in XX X). (3.24) 
PROPOSITION 3.4. For each [S,. Z,] E X’ x X’, w(S,, I,) is nonempty, 
compact. connected, and 
dist(T(t)[S,, I,], w(S,, I,)) + 0 as t + co 
(where the distance is taken in the norm of X x X). 
(3.25) 
Proof. The conclusion of the proposition is true for every dynamical 
system in a complete metric space in which the trajectories 
(T(t)[S,, Z,]: t > 0) are all precompact (cf. [9, Theorem 4.3.33). The precom- 
pactness of the trajectories of T(t), t > 0 follows from Proposition 3.3 of 
[ 171 by virtue of the following facts: (i) (3.5): (ii) ]] T(t)[S,, IO]]] < 
2 ]]S,]] + i]I,/] for [S,, I,] E Xt x X+, t > 0; and (iii) .-F as defined in (3.10) 
maps bounded sets of X’ x Xt into bounded sets of Xt x X+. 
4. ASYMPTOTIC BEHAVIOR OF SOLUTIONS 
IN THE SPATIALLY INHOMOGENEOUS CASE 
Our goal in this section is to use Proposition 3.4 to analyze the 
asymptotic behavior of the trajectories of T(t), t > 0. 
PROPOSITION 4.1. Let [S,, I,] E X+ X X+ and let [h w] E W,, 1,). 
Then t,u = 0 and, in fact, x2 T(t)[#, v/] = 0 for t > 0. 
ProoJ Define V: X+ x X+ + [0, co) by VU,, w,) = ]I$, + w,/], for all 
14,. w,] E x+ xx+. Observe that V is continuous. We claim that 
VV)M,~ ul,l) . is nonincreasing in t for all [#,, w,] E Xc XX+. Let S(t) = 
71, T(t)[g,, v/,1, Z(t) = 71~ T(t)[$, , VI,]. From (3.4), (3.14), and (3.15) we have 
that 
II S(t) + f(t) + 1’ e”-“‘“Al(s) ds I/ = 11 e”@, + e’“& II,, "0 , 
which implies by (3.3) and (3.4) that 
(4.1) 
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Thus, using (3.23) we see that if O<t, <t,, then V(T(t2)[$,, w,]) < 
w-(t,)[~l~ w,l>. H ence, WV) [So, 1, I> is nonincreasing in I and bounded 
below by 0. Let k = lim,,, V(T(t)[S,, Z,]) and let [$, w] E w(S,, I,). Since 
V is continuous, V(@, ,,u) = k. But if [@, v/l E w(S,, I,), then so is T(t)[#, w] 
for all t > 0. Hence, V(T(t)[$, ~1) = k for all t > 0. From (4.1) we must have 
that 
and the proposition is proved. 
PROPOSITION 4.2. Let [S,, I,,] E X’ x X+ and let 14, w] E w(S,. I,). 
Then q5 is a constant function on [-L, L 1. 
Proof: Let E > 0 and define V,: Xt X Xc + R by VC(#,, y,)= 
llh + w, - @la) 1nW + 4 f or all [$, , w,] E X+ x X+. Observe that V, is 
continuous and bounded below on X+ X Xt. We claim for all [#,, ‘i/, ] 
X+ xX+, t > 0, that (d/d) V,(T(t)[#,, w,]) < 0. Let s(t) = 71, T(t)[#,, w,]. 
Z(t)= 7~2W)[4,3 w,l. F rom (3.6) and (3.7) we have that for t > 0, 
Wdt) Vc(V)b,~ w,l) 
= lI(d/d~VO) + Z(t)) - Wa)(Wdt) ~(t)YNt) + e)ll, 
= IIA(S(t) + Z(t)) -AZ(t) - @/a)(AS(t) 
- aW) W))/(W) + E)ll I 
= W~-~Kw) + WML - 2 IIZ(tNl - W)lW) + E)J)lI, 
- @la) lIW2/~2) WMW + 91, 
= -4 llW)(l - W)lW) + E)))II, 
- @la) II W)‘lW) + &I2 II,. (4.2) 
Thus, by Lemma 1.4 in [13, p. 2041, V,(T(t)[@,, w,]) is nonincreasing in t. 
Let k = lim,,, V,(T(t)[S,, Z,]) and let [d, w] E w(S,, Z,). Arguing as in the 
proof of Proposition 4.2 we see that V,(T(t)[#, ~1) = k for all t > 0. Let 
S(t) = 7c, T(t)[qb, w], Z(t) = rc2 T(t)[& w]. By Proposition 4.1, 7c2 T(t)[+, w] = 0 
for t > 0 and so by (4.2) we have that ]]((d/dx) s(t))‘/(s(t) + E)‘]], = 0 for 
t > 0. But then (d/dx) S(t) = 0 on [-L, L ] for all t > 0, which implies S(t) is 
a constant function on [-L, L] for all t > 0. Since s(t) is continuous as a 
function from [0, co ] to X by (3.21), S(0) = @ is a constant function on 
1-L L]. 
PROPOSITION 4.3. Let [S,, Z,j E X+ XX’. There is a unique constant c 
such that if [@, y] E o(S,, I,), then 4 has the constant value c on [-L, L]. 
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Proof. Let [#, w] E w(S,, I,) and let t, + co such that 
wn)Iso~ 101 -+ [h WI in XX X. By Proposition 4.1, v/ = 0 and by 
Proposition 4.2, 4 has a constant value, say, c,, on [-L, L]. By (4.1), 
and thus c, is independent of @. 
PROPOSITION 4.4. Let [So, I,] E X+ x X+ such that S,(x) > 0 Jar all 
x E I-L, L]. There is a unique positive constant c such that if 
[$, u/l E w(S,,I,), then 4 has the constant value c on [-L, L]. 
Proof Assume for contradiction that c = 0. let M = ]]S, + 1, - 
(J/a) ln(S,))]], and let E > 0 be chosen such that -ln(2e) > Ma/2L1. Let t be 
chosen sufficiently large such that ]]rr, T(t)[S,, IO]]] < E. For this E define V, 
as in Proposition 4.2 and use the fact that VC (~(~)[S,,Z,]) is non- 
increasing in t to show M> V,([S,, I,]) > V,(T(t)[S,, I,]) > J’kL -(1/a) 
ln(n, T(t)[S,. Z,] + E) dx > M. Thus, we have a contradiction and c must be 
positive. 
We now collect the facts we have proven in Propositions 3.1, 3.4, 4.1, 4.3, 
and 4.4 into the following theorem: 
THEOREM. Let [So. IO] E Xc x X’. There are unique continuous 
functions S, I: [0, 00) -+X+ such that S and I satisfj (3.6), (3.7), and (3.8). 
Moreover. lim,,, I(t) = 0 in X and there exists a unique constant function 
S, on [-L, L] such that lim,,, S(t) = S, in X. Finally, if So is strictly 
positive on [-L, L], then so is S,. 
ADDENDUM 
A recent paper of P. deMottoni, E. Orlandi, and A. Tesei (Asymptotic 
behavior for a system describing epidemics with migration and spatial spread 
of infection, Nonlinear Anal. Theory Math. Appl. 3, No. 5 (1979), 663-675) 
relates very closely to our results. These authors use methods very similar to 
ours to treat the diffusive epidemic model 
S,(x, f) = dS(x, t) + ,u - oS(x, t) - (Kf)(x, t) S(x, t), x E 0, t > 0, 
1,(x, f) = v Llqx, t) - U(x, t) + (Kl)(x, t) S(x, t), x E n, t > 0, 
s/an S(x, t) = s/,lan 1(x, t) = 0, x E an, t > 0. 
S(x, 0) = S,(x), 1(x. 0) = Z,(x), x E a, 
409.:84.‘1~ I I 
160 G. F. WEBB 
where R is an open bounded set in R" with smooth boundary, a/an denotes 
the outward normal derivative, and (Kw)(x) = In k(x, .v) w(y)dy. Their 
results allow for S and I to have different coefftcients of diffusion, but 
require a nonlocal interaction term involving the operator K. Their methods 
for proving the boundedness of solutions (and thus, the global existence of 
solutions) are dependent upon the nonlocal nature of the interaction term. 
The methods we use for proving the boundedness of solutions in our model 
(with local interaction term) are dependent upon the diffusion coefficients 
being equal for S and I. In a forthcoming article (A deterministic diffusive 
epidemic model with an incubation period, to appear in “Proceedings, 
Conference, West Virginia University, 1979”) we use a different method to 
prove the boundedness of solutions for a model with different diffusion coef- 
ficients for S and I, local interaction, and spatial dimension one. This 
method, however, does not apply to the case of higher spatial dimensions. 
The role of diffusion in epidemic spread and realistic mathematic models for 
diffusion phenomena in epidemic populations remain subjects for much 
further study. 
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