On the basis of Langevin equation the optimal SUSY field scheme is formulated to discribe a non-equilibrium thermodynamic system with quenched disorder and non-ergodicity effects. Thermodynamic and isothermal susceptibilities, memory parameter and irreversible response are determined at different temperatures and quenched disorder intensities.
Introduction
Recently, the microscopic theory of non-equilibrium thermodynamic systems with broken ergodicity, which exhibit the memory effect, was the subject of intense investigations. Spin glasses [1] and random heteropolymers [2] , which were granted most attention, are the well-known examples of such systems. Although most of the theoretical studies employed the replica method in order to approach the problem analytically, there still a growing need for alternative methods that go beyond the replica trick. A good example for an alternative method is the supersymmetry (SUSY) approach that evolved within stochastic dynamics theory governed by Langevin equation. According to this method, a generating functional of Langevin dynamical system is represented as a functional integral over the superfields with Euclidean action by means of introducing Grassmann anticommutating variables. These variables and their products serve as a basis for superfields, whose components include not only usual real-valued fields, but also Grassmann field.
However, it appears that within the frameworks of Sherrington-Kirkpatrick model the replica approach is reduced to the supersymmetry (SUSY) method [3] . The latter is based on the making use of nilpotent variables that represent, simply speaking, square root of null. Thus, the introduction of the SUSY field, which is a combination of regular and Grassmann fields, is mathematically represented as a common transition from real fields to complex ones that contain square root of number −1 rather than that of 0. The correlator of the SUSY field is found to be represented as expansion with coefficients reduced to the correlators of the observable values such as structure factor S, and retarded and advanced Green's functions G ∓ . The memory and nonergodicity effects have to be accounted as the additions q, ∆ to these correlators. As a result, the self-consistent scheme for the SUSY correlator gives the equations for memory q and nonergodicity ∆ parameters as functions of temperature T and quenched disorder h.
It is required for SUSY scheme formulation that SUSY as a gauge field be reduced to irreducible component. Analogously to electromagnetic field, which is split to vector and scalar fields, 4-component SUSY field is reduced to ciral components that consist of regular and Grassmann constituents [4] . In Sections 2 and 3 SUSY field will also be obtained however being rather the 2-component nilpotent fields than the proper SUSY fields. The advantage of this is that the components have an explicit physical meaning of order parameter and conjugate field (or its amplitude fluctuation).
In this connection the problem of the optimal basis choice of SUSY correlators expansion arises. Currently, two types of such basis are known [5, 6] . The first one contains 3 components: the advanced and retarded Green functions G ± and the structure factor S. The second basis corresponds to the proper 4-component SUSY field and contains 5 components which are, except for above mentioned, are the couple of mutually conjugated correlators of the Grassmann fields. In Sect.IV we are going to show how the second basis can be reduced to the first.
The work is designed as follows. In Sect.II, the formulation of the simplest field scheme is obtained on the basis of the 2-component nilpotent fields with second component being either an amplitude fluctuation or a conjugate force (see subsections 2.1 and 2.2). Sect. 3 is devoted to present the above-discussed method for reduction of the 4-component proper SUSY field to different 2-component forms. In Sect. 4 we show that this reduction results in decrease of the number of components of the SUSY correlator basis, due to the fact that the conjugate correlators of the Grassmann fields are equal to the retarded Green function in accordance with Ward identities. The SUSY perturbation theory stated for both cubic and quadratic anharmonicities in Sect. 5 allow obtaining expressions for the SUSY selfenergy function in simplest way. This function is included in the SUSY Dyson's equation that is found in Sect. 6 on the basis of effective Lagrangians for both thermodynamic systems with quenched disorder and random heteropolymers. Nonergodicity and memory effects inherent in these systems are investigated in Sect. 7, where the corresponding self-consistent equations are obtained. The behavior of a non-equilibrium thermodynamic system for different magnitudes of temperature and quenched disorder intensity is analyzed in Sect. 8. Appendices A, B, C contain the formal properties of the used SUSY approach.
Two-component susy representation
Let us start with the simplest stochastic Langevin equation [7] governing by the spatiotemporal evolution of order parameter η(r, t): η(r, t) − D∇ 2 η = −γ(∂V /∂η) + ζ(r, t),
where the dot stands for the time derivative, ∇ ≡ ∂/∂r, D is the parameter type of diffusion coefficient, γ is the kinetic coefficient, V (η) is the synergetic potential (Landau free energy), ζ(r, t) is a Gaussian stochastic function subjected to the white noise conditions ζ(r, t) 0 = 0, ζ(r, t)ζ(0, 0) 0 = γT δ(r)δ(t),
where the angular brackets with subscript 0 denote the averaging over the Gaussian probability distribution of ζ, T is the intensity of the noise being the temperature of thermostat.
Further, it is convenient to introduce the measure units t s ≡ (γT ) 2 /D 3 , r s ≡ γT /D, V s ≡ D 3 /γ 3 T 2 , ζ s ≡ D 3 /(γT ) 2 for time t, coordinate r, synergetic potential V , and stochastic variable ζ, correspondingly. As a result, the motion equation (1) takes the canonical forṁ η(r, t) = −δV /δη + ζ(r, t),
where short notation is used for the variation derivative
Moreover, the coefficient γT disappears in Eq. (2) . Then the distribution of variable ζ acquires the Gaussian form
The basis for construction of the field scheme is the generating functional [8] Z{u(r, t)} = Z{η} exp uη dr dt Dη,
which variation on an auxiliary field u(r, t) gives correlators of observable values (see Eq. (72)). Obviously, Z{u} represents the functional Laplace transformation of the dependence Z{η}, appearance of δ-function reflects the condition (3), the determinant provides transition from continual integration over ζ to one over η.
Fluctuation amplitude as a component of nilpotent field
Further development of the field scheme is determined by the type of connection between stochastic variable ζ and order parameter η. For the thermodynamic system, where the thermostat state does not depend on value η, this connection results in a constant value of the determinant in Eq. (7) that can be chosen as unity. Then, using integral representation of the δ-function
by means of the ghost field ϕ(r, t) and averaging over distribution (5), we reduce the functional (7) to standard form
where the action S = Ldrdt is measured in units S s = γ 2 (T /D) 3 to be determined by the Lagrangian
To obtain a canonical form of the Lagrangian (10) let us introduce the nilpotent field
with Bose components η, ϕ, where nilpotent coordinate ϑ possesses the usual properties
As is shown in Appendix A, the expression in first brackets of Lagrangian (10) takes the form
inherent of the kinetic energy in the Dirac field scheme [8] . Hereafter indexes are suppressed to be arbitrary. The Hermite operator D is defined by equality
and possesses the property (A.6). On the other hand, the nilpotent properties (12) of coordinate ϑ allow to write down the last term in Eq.(10) in standard form of potential energy (see Appendix A)
As a result, the Lagrangian (10) of the Euclidean field theory is expressed in nilpotent form
According to Appendix A, the expressions (10), (15) become invariant with respect to transformation e εD given by operator (14) if only a parameter ε → 0 is pure imaginary and the fields η(r, t), ϕ(r, t) are complex-valued. Then, operator D is the generator of the nilpotent group.
Giving infinitesimal increment δφ to the field φ, it is easy to see, that the action
gets the addition δs = 0 if one satisfies the condition
playing a role of the Euler equation. Substituting here the latter expression (15), we find the motion equation
Projection along axes of usual and nilpotent variables gives the system of the equationṡ
that determines the kinetic of phase transition. Being obtained according to the extremum condition for Lagrangian (10) these equations determine the maximum value of the probability distribution
that specifies the partition function Z ≡ Z{u = 0} in Eq. (6) . Comparison of expression (19) with Langevin equation (3) results in conclusion that the quantity ϕ determines the most probable value of fluctuation ζ of the field conjugated to the order parameter. On the other hand, that means transformation of the initial one-modal distribution (5) to the final two-modal form (21).
Conjugate field as a component of nilpotent field
It follows to have in mind that the expression (11) is not unique two-component nilpotent field that allows to develop a consistent field scheme. Indeed, let us introduce a field f (r, t) defined with relatioṅ
Then the Lagrangian (10) takes the form
Being the total time derivative dV {η}/dt the latter term gives the usual expression
for partition function as integral over both initial and final fields η i (r, t), η f (r, t) (here we return to dimensional magnitude of the potential V ). The remainder of Lagrangian (23) results in the Euler equations
It is easily to show that this equations are equivalent to the system of Eqs. , it is just definition of the field f (r) being conjugated to the order parameter η(r, t). According to Eq.(26), the force f does not depend on the time t.
By analogy with the definition (11) let us introduce now another nilpotent field [9] 
which Bose components are the order parameter η and the force f with opposite sign.
As it is shown in Appendix A, replacement of the second component ϕ in Eq.(11) by −f in Eq.(27) does not change form of the Lagrangian (15) . However, the generator of the nilpotent group takes quite different form
and possesses the same property (A.6).
Connection between two-component nilpotent representations
Let us show now that within the framework of the above-presented two-component nilpotent fields the using one of expressions (11), (27) is perfectly equivalent. With this aim, the operators τ ± = e ±ϑ∂t , ∂ t ≡ ∂/∂t should be introduced that being to act to the fields φ ϕ , Eq.(11), and φ f , Eq.(27), give
So, operators τ ± transform mutually the nilpotent representations (11), (27) if subscripts under τ ± are opposite to ones for φ ∓ϕ and coincident for φ ±f . On the other hand, making the expansion in power series over term ϑ with help of Eqs.(12), (22) one obtains
The comparison of Eqs. (29), (30) shows that operators τ ± shift the physical time t by the nilpotent values ±ϑ if the fluctuation amplitude ϕ takes opposite sign but the force f coincident one:
The above-mentioned equations can be obtained within framework of matrix representation given by equations (A.7), (A.9) and (A.10). On the other hand, the pointed out basis rotations τ + φ f = φ ϕ , τ − φ ϕ = φ f are accompanied by the corresponding transformations of the generators (14) , (28)
Under such transformations, that in accordance with Eqs.(31) shift the physical time by the nilpotent values ±ϑ, the kernel λ of the Lagrangian (15) keeps invariant, provideḋ f ≡ 0.
Reduction of proper SUSY fields to the two-component forms
The consideration presented in foregoing section is stated on the simplest proposition that in Eq. (7) the Jacobian of transfer from the stochastic variable ζ to the order parameter η is constant. However, in general case the analytical representation for arbitrary matrix |A|
requires to introduce Grassmann conjugate fields ψ(r, t), ψ(r, t), that satisfy to conditions type of Eqs. (12) . The physical meaning of the appearance of new freedom degrees ψ, ψ is that the thermostat state turn out to be dependent on the order parameter -as it is inherent in self-organized system [10] . As a result, the Lagrangian (10) completed by the Grassmann fields ψ, ψ takes the form
Introducing the four-component SUSY field
by analogy with previous section the SUSY Lagrangian is obtained
where θ, θ are Grassmann conjugate coordinates that replace nilpotent one ϑ. In comparison with Eq. (15) , where the kernel λ has the first power of the generator (14) , here couple of the Grassmann non-conjugated operators
takes place. The corresponding Euler SUSY equation reads
where the square brackets denote the commutator. Projection of Eq.(38) along the SUSY axes 1, θ, θ, θθ gives the motion equationṡ
that transfer to form of Eqs.(19), (20) at ψ = ψ = 0. It is easily to show that this system can be obtained according to the Lagrangian (34) straightforward. Combining the last couple of these equations, we obtain the conservation lawṠ + ∇j = 0 for the quantities
For inhomogeneous thermodynamic systems S is a density of sharp boundaries, j is a corresponding current [6] . In particular, the approach of the four-component SUSY field relates to the strong segregation limit within the copolymer theory [11] . For self-organized system the magnitude S gives the entropy, j is the probability current [10] . So, passing to thermodynamic system, where the entropy is conserved, we may drop the Grassmann fields ψ(r, t), ψ(r, t) = const. As a result, the four-component SUSY field (35) is reduced to the two-component form (11) .
To confirm this let us write the kinetic term of the Lagrangian (36) in the form
Being restricted to two-component form with ϑ ≡ θθ the expression (41) yields the generator (14) as it needs. It is of interest to note that variable ϑ satisfies to the integration properties (12), but being rather commutating than anticommutating the self-conjugated value ϑ = ϑ is not strong Grassmann quantity, but nilpotent one.
As in the case of the two-component nilpotent fields in Section II, one can pass from the fluctuation amplitude ϕ to the conjugate force f using Eq.(22). Then, the first bracket in Lagrangian (34) takes the form (23) and instead of the system (39) one obtains the equation (cf. Eq.(25))
being complemented by the force definition (26) and the same equations (39c,d) for the Grassmann fields ψ(r, t), ψ(r, t). As above, the motion equation (42) 
if one introduces the SUSY field (cf. Eq.(27))
and the Grassmann conjugated operators (cf. Eqs.(37))
It is easily to see that the SUSY fields (35), (44) 
According to definitions (45) kernel of the SUSY Lagrangian (43) takes the form (cf. Eq. (41)) It is worthwhile to mention that such reduction can be obtained according to the SUSY gauge conditions
Indeed, according to definitions (35), (37), (44), (45) the equalities (48) give the relation
that reduces the SUSY field (44) to the form (27) with opposite sign before f , provided ϑ ≡ θθ.
Despite of the same number of components, it is need to have in mind the different physical meaning of the reduced SUSY field type of Eq.(27) and couple of Grassmann conjugate ciral SUSY fields (B.9), which appearance is a consequence of SUSY gauge invariance also (see Appendix B). The main distinction is that the first field contains the Bose components η, f only, whereas the ciral SUSY fields φ + , φ − are the combinations of Bose η and Fermi ψ, ψ components. Formally, it is stipulated by the fact that for separation of the ciral SUSY fields the conditions (B.7) of the SUSY gauge invariance are fulfilled not for the initial SUSY field Φ, which satisfies to conditions (48), but for components Φ ± , resulting from Φ by acting operators T ± = exp ±θθ∂ t (see Eq.(B.1)).
According to above consideration the transformation operators T ± , that shift the physical time t by Grassmann values ±θθ, relate the SUSY fields (35), (44) and corresponding generators (37), (45). It needs to note that the only latters have Grassmann conjugated form. The physical reason of this symmetry is that the corresponding motion equation (42) is even with respect to the time inversion, whereas the equations (39a), (39b) for components of the SUSY field (35) are odd in the form. However, apart from the field Φ ϕ ≡ Φ + being obtained from the initial field Φ f by acting operator T + , another SUSY field Φ − results by acting operator T − that shifts the time t by opposite value than T + . According to Eqs.(B.5), (22) the fields Φ ± ≡ Φ ϕ (±t) correspond to opposite time directions.
However, the acting operators T ± keeps invariant equations (39c), (39d) for the Grassmann components ψ(r, t), ψ(r, t) that transform one another after Grassmann conjugation. To break such invariance let us introduce additional transformation operators
where source parameter ε → 0; δ + = 1, δ − = 0 for the positive time direction and δ + = 0,
where the only first order terms of ε are kept. At limit ε → 0 these equations are reduced to Eqs.(39), but combination of Eqs.(51c), (51d) at ε = 0 gives for the quantities (40)
instead of the law of entropy conservation. Because the entropy S of closed system (∇j = 0) should be always increased, provided F > 0, in Eq.(52) one must choose the upper sign corresponding to the positive time direction. So, the operator (50) breaks symmetry with respect to the time reversibility. The above-pointed condition of positiveness for effective force F ≡ ∂V /∂η − 2(∂ 2 V /∂η 2 )η means the arising effective potential V with order parameter η increase and the convex form of the curve V (η) that is inherent in unstable system. It is of interest to note that near the equilibrium state, where ∂V /∂η = 0, η ≪ 1, the force F ≃ −(∂ 2 V /∂η 2 )η is always positive for unstable system.
Finally, in order to present visually the difference between two-component nilpotent fields (11) , (27) and ciral fields (B.9) let us represent the SUSY field (44) as a vector in fourdimensional space with axes θ 0 = θ 0 ≡ 1, θ, θ, θθ ≡ ϑ. Then conditions (48) of the SUSY gauge invariance mean that field (44) is reduced to the vector (27) belonging to a plane formed by axes 1, ϑ. Accordingly, the conditions (B.7) of the ciral gauge invariance result in splitting total SUSY space to a couple of orthogonal subspaces, the first of which possesses the axes 1, θ to contain the vector φ − , and second -axes 1, θ and vector φ + . Because these subspaces are Grassmann conjugated, φ − = φ + , it is enough to use one of them, considering either vector φ − , or φ + (see Appendix B). Such program was realized in Ref. [12] , whereas the above used nilpotent field (27) is derived by projecting ciral vectors φ ± to a plane formed by axes 1, ϑ. From this follows that our approach stated on the using nilpotent fields (11), (27) and the theory [12] are equivalent. The SUSY method presented in book [13] bases on usage of the ciral fields also. However, used there definitions φ − = ϕ − iψθ, φ + = η + θψ (cf. with (B.9)) contain, besides trivial introducing imaginary unit, the fluctuation ϕ as the Bose component in field φ − and the order parameter η in field φ + .
SUSY correlation techniques
First the general correlator of the proper SUSY fields (35), (44) will be studied and then we will show that the relevant correlation techniques is reduced to the simplest scheme using the two-component field (11) .
To start let us introduce the SUSY correlator
According to the motion equation (38) the bare SUSY correlator C (0) (z, z ′ ) that corresponds to the potential V 0 = (1/2)Φ 2 is subjected to the equation
where Grassmann δ-function
is introduced and the space-time Fourier transformation to frequency ω and wave vector k is performed. The formal solution of Eq.(54) reads
where the indexes ω, k are suppressed for brevity. Taking into account the definitions (37), (55) 
For passage to the SUSY field (44) one follows to add the term iω(θθ − θ ′ θ ′ ) to the numerator of Eq.(57) in accordance with transformation (46).
For future it is convenient to use the expansion of SUSY correlators over the follow basis components:
Introducing the functional product
for arbitrary operators X, Y , Z, it is easily to obtain the multiplication rules for the basis operators (58) that are given by Table I:   Table I l\r
So, the operators T, B 0,1 , F 0,1 form the closed basis, which using results in the expansions (see Eqs.(C.7), (C.10))
where in accordance with Ward identity (C.6) corresponding to the first generator (C.5) a term being proportional to θθθ ′ θ ′ is dropped. The formal convenience of expansions (60) is in evident analogy with the usual vector expansion along the Cartesian axes, but in contrast to the latters the SUSY components (58) are not orthogonal. Inserting SUSY fields (35), (44) to the definition (53), the coefficients of expansions (60) are obtained (cf. Eqs.(C.8), (C.11)):
So, quantity S is the autocorrelator of order parameter η and magnitudes m ∓ are met the condition m * + = m − to determine the averaged order parameter η corresponding to external force f ext ≡ −f . The retarded and advanced Green functions G ∓ give the response of order parameter η to fluctuation amplitude ϕ and vice versa (moreover, functions G ± determine correlation of the Grassmann fields ψ, ψ). As it is known [14] , the Fourier transforms G ∓ (ω) of retarded and advanced Green functions are analitical in upper and lower half-planes of complex frequency ω with cutting along real axis ω ′ where there is
As result the relations (C.9), (C.12) arrive at the usual forms of the fluctuation-dissipation theorem:
where the frequency ω ′ is pure real. Within zeroth approach the expression (57) gives:
For future aims it is useful to integrate the last of equations (62) taking into account the spectral representation
As a result one obtains
where the last identity is just the definition of susceptibility χ.
The expansions (60) make possible to handle the SUSY correlator (53) as a vector of the space derived as the direct product of the SUSY fields (35) or (44). The special convenience of the representation (35) is that it allows to take using reduced axes
Together with the axis T, they form more compact basis and obey the more simple multiplication rules than Table I:   Table II l\r T A B T 0 T 0
The expansion that replaces the first of Eqs.(60) takes the form
So, using Ward identities allows to get rid of the autocorrelators of the Grassmann fields ψ, ψ (see relations (61)). As a result, the only three essential correlators remain that are the advanced and retarded Green functions G ± and structure factor S. They yield the most compact expansion (67) for arbitrary SUSY correlator of fields (35). It is easily to show that this expansion can be obtained at once if the two-component field (11) (14) and to introduce nilpotent δ-function δ(ϑ − ϑ ′ ) = ϑ − ϑ ′ . Then one obtains the bare correlator
instead of Eq.(57). It is easily to see that using the definitions (cf. Eqs.(58))
gives the relevant expansion (67). As a result, further we can use two-component field (11) .
To avoid a misunderstanding it should be pointed out that definitions (69) of reduced basis operators T, A, B contradict to the multiplication Table II corresponding to the product definition (59) with θθ replaced by ϑ. This is stipulated by inconsistent using reduced nilpotent variable ϑ: in definition of field (11) one has ϑ ≡ θθ, whereas in Eqs. (69) ϑ ≡ (θ − θ ′ )θ. But self-consistency condition of the scheme stated on using nilpotent variable ϑ can be restored if one assumes inverted sign before ϑ ′ in Eqs.(69) and to define nilpotent δ-function as δ(ϑ − ϑ
(by this, the sign before ϑ ′ in the numerator of Eq.(68)) is inverted). It is clear, within framework of such approach the Grassmann variables θ, θ and nilpotent value ϑ are not related anyhow, however multiplication rules that respect to Table II will be restored. In particular, one obtains for SUSY correlator being inverted to Eq.(67):
It is worthwhile to note that according to definitions (66), (58) the basis operators A ≡ B ≡ 0 provided θ = θ ′ , and expansion (67) amounts to the ordinary non-Grassmann magnitude C(θ, θ) = C(ϑ, ϑ) = S. From this the important properties follow:
C(ζ, ζ)dζ = S(r, t; r, t)drdtdϑ = 0 where the composite variables z, ζ mean the sets {r, t, θ, θ}, {r, t, ϑ} respectively. Equations (71) signify the zeroth contribution of the bubble graphs within the diagrammatic representation. These conditions restrict considerably the set of possible graphs at the perturbation theory formulation (see below). Obviously, within framework of the replica method the conditions (71) correspond to the limit n → 0 for the number n of replica set.
SUSY Perturbation Theory
It is convenient to start with the formula
where generating functional (see Eqs. (6), (9))
possesses the form of average over distribution (cf. Eq.(21))
the Lagrangian λ is determined by Eq. (15) . Within the zeroth approximation the action amounts to the quadratic term
where generator D is given by Eq. (14) . Corresponding distribution takes the SUSY Gaussian form (cf. Eq. (5))
From this, for the bare supercorrelator one obtains the expression
that results in Eq. (56) 
To advance further, one follows to separate unharmonic perturbation S 1 {φ} in exponent of distribution (74) and to make expansion in power series of S 1 . Insertion of this series to the definition (72) gives
where contrary to Eq.(73) the average is fulfilled over the bare distribution (76). Further it follows to make factorization in accordance with the Wick theorem. Then within the n-th order of perturbation theory the expression (79) takes the form
where Σ (n) (ζ 1 , ζ 2 ) is the SUSY self-energy function of n-th order that should be determined. The result depends essentially on the form of the potential component V 1 (φ) that describes self-action effects. Further we will analyse two the most popular models.
φ 4 -model
Here the self-action potential is determined by the quartic dependence
with the anharmonicity constant λ > 0. Then the terms of the first and second orders of series (79) look like
Further it needs to count the number of the possible pairings that appear at using the Wick theorem. In Eq.(82a) the total number of possible pairing variants is 12, and the formula (82a) reads
where Eqs.(53), (71) take into account. In Eq.(82b) the total number of pairings is equal 192 and the Wick theorem gives
Then, in accordance with definition (80) the SUSY self-energy function reads within the second order of perturbation theory:
Here in terms of usual diagram ideology we have passed to exact SUSY correlators.
Within the diagrammatic representation terms (82a,b) correspond to the follow graphs:
(see Diagram A in diagrams.ps)
According to the rule (71) the former gives the zeroth contribution, whereas the latter corresponds to the non-vanishing quantity (85).
In analogy with the SUSY correlator (67) it is convenient to expand the SUSY self-energy:
To determine the coefficients Σ ± , Σ it should be taken into account that the multiplication rules in Eq.(85) are quite different from ones given by Table II . The reason is that Eq.(85) contains rather the usual than functional products of nilpotent quantities [3] . Hence one needs to use the multiplication rules given by the Table III instead of Table II:   Table III l\r
As a result, the coefficients of expansion (86) take the form:
Within the frequency representation that will be needed below one obtains
The obvious non-convenience of this expressions is the convolutions involving. To get rid of them let us use the fluctuation-dissipation theorem
in the form of Eq.(65). Then with accounting Eqs.(87a), (65) one obtains:
Cubic anharmonicity
Apart from the above investigated φ 4 -model, for many physical systems type of copolymers [2] the basic role is played by the cubic anharmonicity
that is determined by the parameter µ. In analogy with Eqs.(82) it is easily to show that the first non-vanishing contribution to the SUSY correlator (80) takes the form
To facilitate the factorization of these products let us depict the possible graphs of the second order with respect to the cubic anharmonicity µ:
The first of these graphs results in zero as contained the bubble. The second graph gives the contribution
As a result, the definition (80) arrives at the SUSY self-energy function
where the bare SUSY correlators are replaced by exact ones. Using the multiplication Table III one obtains for the coefficients of the expansion (86)
Together with Eqs.(87) these expressions determine completely the SUSY self-energy function. In analogy with Eq.(90a) the relation
Finally, both cubic and quartic anharmonicities bring to the total expressions
for coefficients of expansion (86).
6 Self-consistent approach
Effective SUSY Lagrangian
Let us start with the total SUSY action taken within the site representation:
Here the summation is taken over sites l and the self-action term (97b) is separated with the kernel V 1 (φ l ) given by Eqs.(81), (91). The last term S int describes the two-particle interaction V and the effective one W caused by average over quenched disorder. To have attractive character the first takes the usual form [15] 
that within mean-field approach transforms to the follow expression
Hereafter v ≡ m v lm > 0 is the attraction constant, C(t, ϑ; t
is the SUSY correlator taken within site representation. The quenched disorder in intersite couplings brings to the effective interaction, which attractive character is determined by the kernel [5] 
In analogy with Eq.(99) one supposes
So, the real interaction (99) contains both diagonal and non-diagonal SUSY correlators with respect to the nilpotent variables ϑ, ϑ ′ and times t, t ′ , whereas the quenched disorder averaging results in non-diagonal expression (101) only. Obviously, within the framework of the replica approach such SUSY structure corresponds to the inter-replica overlapping that is responsible for the specific spin-glass behaviour [1] .
Apart from the above-pointed contributions to SUSY action (97) it should be taken into account the quenched disorder in force scattering that results in the addition [5] 
Here ω is frequency, the intensity of the quenched disorder
characterizes the site scattering of the force f l (overbar denotes the volume average), (∆ϕ) 2 ≡ ϕ 2 ω=0 is mean-squared fluctuation of this force. Then, the mean-field SUSY action takes within the site-frequency representation the final form
with the SUSY Lagrangian
where indexes l, ω is suppressed for brevity, the generator D is given by Eq. (14) .
In the important case of random heteropolymer the interaction kernels take the form (98), (100) as well, but indexes l, m denote rather wave vectors than site numbers. It is easily to see that here the expressions (104), (105) are suitable if one passes from site representation to the wave one. For this aim it is sufficient to mean the indexes l, m as wave vectors and to replace the constants v, w in Eqs.(99), (101), (105) by the potentials v ≡ m v lm , w ≡ m w lm .
SUSY Dyson equation
The above-obtained SUSY Lagrangian takes the standard form that corresponds to the Dyson equation
Here instead of the usual correlators the SUSY ones are contained that are expanded along the SUSY basis (69) according to Eqs. (67), (86), and (78) where the first component takes the elongated form
Projecting Eq.(106) along the "axes" (69), the main equations are obtained within the frequency representation
where Eq. (70) is used. These equations accompanied by Eqs.(96) for the components Σ, Σ ± of the SUSY self-energy function obtain the closed system of equation for self-consistent analysis of non-equilibrium thermodynamic system.
Non-ergodicity and memory effects
As it is well-known, the memory is characterized by the Edwards-Anderson parameter
that being the long-range correlator results in the structure factor prolongation within time representation:
where the component S 0 (t) → 0 at t → ∞. In analogy with the elongated structure factor (110), the ergodicity breaking results in the addition to the retarded Green function:
where frequency representation is used and the non-ergodicity parameter (irreversible response)
is determined by the adiabatic Cubo susceptibility χ 0 ≡ G − (ω = 0) and the thermodynamic quantity χ ≡ G −0 (ω = 0).
2 If the latter is defined by the standard formula χ = δ η /δf ext with f ext ≡ −f being external force, the former's determination needs to use the correlation techniques stated in Sect.IV.
With this aim let us insert the elongated correlators (110), (111) into expressions (96).
Then the renormalized components of the self-energy function take the form
Here nonlinear terms of the correlators S 0 , G ±0 are grouped within additions Σ 0 , Σ ±0 and the terms containing S 0 ∆ ≃ 0 are neglected. Moreover, the terms written first disappear at the memory cut-off (q = 0) and the ergodicity restoring (∆ = 0).
Inserting the Fourier-transformation of Eqs.(110), (113a) in the Dyson equation (108a), and taking into account Eq.(107) one obtains within the ω-representation:
The first of these equations corresponds to δ-terms (ω = 0) that are caused by the memory effects, whereas the second one -to non-zero frequencies ω = 0. In the limit ω → 0 the characteristic product G + G − → χ 2 , and the pole of the structure factor (115) determines a point of the ergodicity breaking of the thermodynamic system
With accounting Fourier-transformation of expression (113b) the Dyson equation (108b) for the retarded Green function takes the form
where the ω-representation is used. Then, using Eq.(96c) arrives at the equation for the thermodynamic susceptibility χ ≡ G − (ω → 0):
Here the microscopic memory parameter q is given by equation
which is obtained from Eqs. (114), (116) that correspond to non-zeroth frequency ω → 0, h 0 is the intensity of quenched disorder at the point of ergodicity breaking.
Discussion
Within the framework of the model under consideration the system of Eqs. (114), (118), (116), (119), (112) provides the complete analytical description of the non-ergodic thermodynamic system with quenched disorder. Two first of these equations are the equations type of the obtained by Sherrington and Kirkpatrick for determination of isothermal χ 0 and thermodynamic χ susceptibilities and corresponding memory parameters q 0 , q [1] . The equation (116) defines the point T 0 of ergodicity breaking and the last equation (112) gives non-ergodicity parameter ∆. Within a such consideration one should distinguish the macroscopic quantity q 0 , χ 0 and microscopic ones q, χ (the formers respect to frequency ω = 0, the latters -to limit ω → 0). The special peculiarity of a such hierarchy is that macroscopic values q 0 , χ 0 may depend on the amplitude h of quenched disorder only, whereas microscopic ones q, χ -on temperature T . Respectively, for determination of the macroscopic magnitudes q 0 , χ 0 temperature T should be accepted to be equal value T 0 (h) on the ergodicity breaking curve, whereas for determining q, χ one should take the amplitude h of quenched disorder to be equal a characteristic value h 0 (T ) on the same curve. As a result the equations (114), (116) give macroscopic values q 0 , χ 0 and the Eqs. (118), (119) -the microscopic ones q, χ.
It needs to keep in mind that within above-pointed equations the field h, anharmonicity parameters λ, µ, and interaction parameter w, as well as the inverse values of susceptibilities χ 0 , χ are measured in units of temperature T . Further, it is much more convenient to choose the follow measure units:
for quantities T , h, v, w, χ, q correspondingly. As a result, the main equations take the final form:
Here Eqs.(121b), (121d) are written in agreement with microscopic and macroscopic levels of hierarchy and one takes into account that Eq.(121c) corresponds to the point of the ergodicity breaking where T ≡ T 0 .
Character of the system behaviour is specified by the last parameter u in Eqs.(120), which magnitude determines the relation between cubic and quartic unharmonicities. In the case u ≪ 1 main contribution gives the term (81) inherent in η 4 -model, whereas at u ≫ 1 one is implemented η 3 -model (91). The former limit corresponds to strong quenched disorder h ≫ h s , the latter -to weak field h ≪ h s .
According to Eq.(121d) the behaviour of the macroscopic memory parameter q 0 depends on the quenched disorder amplitude h to be specified by relation between magnitude h and characteristic field h s . The linear dependence
that is realized in the limit h ≪ h s , transforms to the power relation
at h ≫ h s (in Eqs. (122), (123) measured units are returned). The complete form of dependence q 0 (h) is depicted in Fig.1 . In accordance with Eq.(121b), the same form takes the dependence q(h 0 ) of the microscopic memory parameter on the field h 0 (T ) that is on curve of the ergodicity breaking.
For temperature above the point T 0 of ergodicity breaking the values χ, χ 0 of both thermodynamic and adiabatic susceptibilities coincide and Eqs.(121a,c) arrive at the condition
that together with Eq.(121d) determines the characteristic temperature T 0 (h) of the ergodicity breaking at given field h (see Fig.2 ). The special peculiarity of the dependence T 0 (h) is that the ergodicity breaking temperature goes to non-zeroth magnitude T 00 ≡ T 0 (h = 0) with decreasing field h to zeroth value. Within the (0, T 00 ) domain where h 0 ≡ 0 the microscopic memory parameter takes the magnitude q(h 0 (T ) ≡ 0) = 0 to be subjected to Eq.(121b). Then, equation (121a) gives the microscopic susceptibility, which magnitude χ distinguishes from the macroscopic value χ 0 determined as magnitude χ 00 ≡ χ 0 (h(T 00 )) at the minimal temperature T 00 of ergodicity breaking to be constant within the pointed domain. As a result, the typical form of the temperature dependence for susceptibilities χ, χ 0 is as shown in Fig.3 . It is seen that, in accordance with Eq.(121a) where q = 0, at T < T 00 the thermodynamic susceptibility possess a solution χ = 0 if only the temperature is more a critical value T f corresponding to the freezing point. The quantity T f is determined by the condition ∂χ/∂T = ∞ to be fixed by the equation
According to Fig.3 always the conditions T f < T 00 are satisfied.
At different values of interaction parameters w, v the typical forms of the phase diagram, which determines the domains of the possible thermodynamic states on the plane h − T , are shown in Fig.2 . In limit h = 0 the characteristic temperatures of ergodicity breaking and freezing are as follows:
where one returns to measured units and the second equality respects to the limits µ 2 , λ 2 ≪ w 2 . So, both cubic and quartic anharmonicities promote the increasing both temperatures of ergodicity breaking and freezing. In the opposite limit of large quenched disorder, when q 0 , q 2 0 ≫ wT 0 , the isothermal susceptibility χ 0 in Eq.(121c) is small and Eq.(124) brings to the equality χ 0 ≈ 2/uT 0 . Then Eq.(121c) gives for measured quantities:
in the limits µ 2 ≫ λ 2 and λ 2 ≫ µ 2 correspondingly. So, with strong increasing quenched disorder the non-ergodicity domain is extended indefinitely. But at intermediate magnitude w < 0.5 of the effective interaction parameter w or at value v > 1 for the proper interaction parameter v the dependence T 0 (h) can be non-monotonous as it is shown in Figs.2a,b, and Fig.4a,b . The influence of the effective interaction parameter w, the anharmonicity ratio parameter u, and the proper interaction parameter v to the form of the temperature dependence of the susceptibility χ is depicted in Fig.5 . According to Fig.5a increasing w results in decreasing value χ accompanied by arising characteristic temperatures T 00 , T f . The same behaviour takes place at increasing parameter v (Fig.5b) . On the contrary, increasing parameter u brings to opposite behaviour (Fig.5c ).
The most complicated forms for temperature dependencies of the microscopic susceptibility χ(T ) are observed within falling-down domain of the ergodicity breaking curve T 0 (h) (see curve 2 in Fig.2a) . As one can see in Fig.6 , for some parameter w both microscopic and macroscopic susceptibilities can be equal not only at the temperature T 00 (Fig.6a) , but at lower temperature T 0 (Fig.6b) . Moreover, within ergodicity state the dependence χ(T ) is non-monotonous.
Finally, let us consider behaviour of the non-ergodicity parameter (121e), which magnitude is determined by complete system of equations (121). Corresponding dependencies are shown in Fig.7a for zeroth field h and in Fig.7b for h = 0. At the freezing state where χ ≡ 0 the non-ergodicity parameter (121e) has linear dependence on temperature because the isothermal susceptibility χ 0 is constant. The appearance of finite value of the thermodynamic susceptibility χ above the freezing point T f results in step-like decrease of the value ∆. In the case h = 0, with further growth of temperature the irreversible response ∆(T ) monotonously falls down taking zeroth magnitude at the ergodicity breaking point T 00 . Above this point the non-zeroth magnitude of the microscopic memory parameter q is appeared (see Fig.7a ). In a spirit of generalized picture of phase transition one can mean that the microscopic memory parameter q corresponds to a soft mode that transforms to a mode of ergodicity restoring below temperature T 00 , whereas the non-ergodicity parameter ∆ represents the order parameter. If the field h = 0, the adia-batic susceptibility χ 0 (h) is less than magnitude χ 00 corresponding the minimal ergodicity breaking temperature T 00 . As it can be seen from Fig.3 , in this case the non-ergodicity domain is bounded above by a temperature T 0 > T 00 . By this, temperature dependencies of the non-ergodicity parameter ∆(T ) and memory parameter q(T ) take the forms shown in Fig.7b . It is characteristic that the former takes negative values inside a domain (T 0 , T 0 ), whereas the latter arises from an intermediate temperature T 0 < T 00 < T 0 .
The analytical expressions for dependencies ∆(T ), q(T ) are accessible only near the ergodicity breaking curve T 0 (h). For h = 0 when T 0 = T 00 , supposing in Eq.(121a) 0 < T 00 − T ≪ T 00 , χ ≈ χ 00 − ∆/uT 00 , ∆ ≪ uχ 00 T 00 , within the first order of small values ε ≡ T /T 00 − 1, ∆(uχ 00 T 00 ) −1 one obtains for measured units:
where Eq.(124) takes into account. In the case h = 0 one has with temperature variation
Correspondingly, at the fixed temperature Eq.(121a) gives within the linear approximation 0 < q 0 − q ≪ q 0 :
A For Grassmann presentation let us rewrite the Lagrangian (10) in the form of Euclidian field theory [8]
where the kinetic κ and potential π energies are
In order to obtain the Grassmann form (13a) of kinetic energy (A.2) one ought to determine the operator D. General form of the dependence on Grassmann coordinate ϑ is presented by the expression
where the coefficients a, b, c, d are some functions of the time derivative operator ∂ t ≡ ∂/∂t. Taking into account properties (12) , substitution of Eqs. (11), (A.4) into Eq.(13a) results in relevant expression (A.2) if coefficients are as follows:
As a result the operator (A.4) takes the form (14) . It has the property
With regards for definitions (11), (12), (14) it is easily to see that D is the Hermite operator.
The infinitesimal operator δ ≡ e εD − 1 ≃ εD with parameter ε → 0 acts to the values t and ϑ to result in the additions δt = ε, δϑ = −ε. So, the transformation δ gives for time and Grassmann coordinate the additions of an opposite sign. At consideration of the corresponding field addition |δφ ϕ | = ε|D ϕ ||φ ϕ | it is convenient to use the matrix form for the Grassmann field (11) and operator D:
According to Eq.(A.7) the change of the order parameter is proportional to a difference between speed of change of the order parameter and fluctuation amplitude, whereas the change of the latter is proportional to its speed with opposite sign.
To prove equivalence of the term (A.3) in Lagrangian (A.1) and the Grassmann potential energy (13b) let us carry out the formal expansion of thermodynamic potential over powers of the component ϑϕ in Eq. (11):
Here all terms of powers more than 1 are dropped according to the nilpotent condition. Using the integration properties (12), we obtain immediately Eq.(A.3) as it needs.
In the case of Grassmann field (27) the consideration is fulfilled in analogous manner. For brevity, let us point out the difference with above-considered case (11) only. The corresponding infinitesimal transformation δ ≃ εD, where the Grassmann generator D is given by Eq. (28), results in the additions δt = 0, δϑ = −ε, |δφ f | = ε|D f ||φ f | with matrices
the latter of which has the property (A.6). It is easily to see that the Lagrangians (10), (23) are invariant with respect to transformations given by generators D ϕ , D f , correspondingly, provided that the infinitesimal parameter ε is pure imaginary and the fields η(r, t), ϕ(r, t), f (r, t) are complex-valued. So, for real fields the Grassmann representations (11), (27) are just convenient approximations.
The matrices that transform the field (A.9) to (A.7) and vice versa (see Eqs. (29), (32)) take the form
The matrices that transform the field (A.14) to (A.13) take the form (cf. Eq.(A.10)) 
Infinitesimal transformations δ ≃ εD, δ ≃ Dε give the follow additions:
Lastly, the equation for the SUSY field (35)
is obtained in analogy with Eq.(A.8) to represent in SUSY form the terms in Eq.(34) that contain the potential V {η}. In case of field (44) the multiplier ϕ could be replaced by −f .
B
Following standard field scheme [4] , let us show how the four-component SUSY field (44) is splitted to couple of ciral two-component fields Φ ± being Grassmann conjugated. These SUSY fields is obtained from the initial SUSY field Φ f as follows:
Accordingly, the generators (45) take the form
With accounting Grassmann nature of the parameter ∂ in operators T ± , it is convenient to rewrite (B.2) in the following form:
where square brackets denote commutator. In explicit form one has 
where underlined terms concern only to the up indexes of the left-hand parts.
By definition, the ciral SUSY fields are fixed by the gauge conditions [4]
which in the consistent with definitions (B.4) mean, that Φ − does not depend on θ, and Φ + on θ. On the other hand, taking into account Eqs.(B.6), the gauge (B.7) results in equations
for Φ − and Φ + , correspondingly. Substituting Eqs.(B.8) into Eq.(B.5), the final expressions for the ciral SUSY fields are obtained:
These equations give non-reducible representations of the SUSY fields (35), (44) provided gauge (B.7). The ciral field φ + (t) corresponds to the positive direction of the time t, whereas φ − (t) to the negative one [4] .
C
Let us consider the invariance properties of the SUSY action
under Grassmann conjugated transformations
given by the SUSY generators D (α) , D (α) that differentiate on the time t and Grassmann coordinates θ, θ. According to Eq.(A.17) the potential term in Eq.(C.1) is SUSY invariant provided the kernel V (η) does not depend on the time t. Up to non-essential total time derivatives the Grassmann conjugated variations of the remaining kinetic term
can be rewriten in the form 
± . Being reduced to the derivations on the time t and Grassmann coordinate θ, θ, these operators inserted to Eqs. (C.4) give, as it needs, zero for variations of corresponding action (C.1).
Among the above-pointed generators there are of special interest to us:
and their anticommutator {D Acting in a standard manner, it is easily to show that above conditions δS = 0, δS = 0 bring to the Ward identities [8] 
for SUSY n-point proper vertices Γ (n) type of 2-point supercorrelator C(z 2 , z 1 ), Eq.(53) and self-energy superfunction Σ(z 2 , z 1 ). Obviously, at D − conditions (C.6) mean that above-pointed supercorrelator depends on only differences t 2 −t 1 , θ 2 −θ 1 : C ϕ (z 2 , z 1 ) = S(t 2 − t 1 ) + (θ 2 − θ 1 ) G + (t 2 − t 1 )θ 2 − G − (t 2 − t 1 )θ 1 (C.7)
where the space dependence are suppressed, for brevity. In accordance with the SUSY field definition (35) one has:
S(t 2 − t 1 ) = η(t 2 )η(t 1 ) , G + (t 2 − t 1 ) = ϕ(t 2 )η(t 1 ) ϑ(t 1 − t 2 ) = ψ(t 2 )ψ(t 1 ) ϑ(t 1 − t 2 ), (C.8)
G − (t 2 − t 1 ) = η(t 2 )ϕ(t 1 ) ϑ(t 2 − t 1 ) = ψ(t 1 )ψ(t 2 ) ϑ(t 2 − t 1 ) where the step function ϑ(t) = 1 for t > 0 and ϑ(t) = 0 for t < 0. By virtue of the causality principle, advanced Green function G + (t 2 − t 1 ) being the factor before θ 1 θ 2 vanishes for t 1 < t 2 , as it needs; on the other hand, the retarded Green function G − (t 2 − t 1 ) = 0 at t 1 > t 2 to be coefficient of θ 2 θ 1 . Moreover, symmetry condition C(z 2 , z 1 ) = C(z 1 , z 2 ) brings to equations S(t 2 − t 1 ) = S(t 1 − t 2 ), G − (t 2 − t 1 ) = G + (t 1 − t 2 ). Inserting operator D
(−)
− to Ward identity (C.6) results in equation
that is the fluctuation-dissipation relation within the time representation. All above statements hold for the self-energy function Σ(z 2 , z 1 ) with components Σ(t 2 − t 1 ), Σ ± (t 2 − t 1 ) that replace S(t 2 − t 1 ), G ± (t 2 − t 1 ), correspondingly.
It is worthwhile to point out specially the relations in Eqs.(C.8) that connect correlators of the Bose components η, ϕ and the Fermi ones ψ, ψ. The above-used Ward identities (C.6) allow to obtain these relations as trivial consequence of the SUSY field definition (35). But such equations can be obtained also along elementary lines. Indeed, the Fermi correlator ψψ is equal to (δ 2 V /δη 2 ) −1 in accordance with Eqs.(21), (34). On the other hand, using the susceptibility definition and Eqs. (22), (26) we have for the Bose correlator ηϕ = δη/δϕ = (δϕ/δη) −1 = (δ 2 V /δη 2 ) −1 that gives the needed prove.
Obviously, to pass to correlator of the two-component Grassmann field (11) it follows to replace factors (θ 2 − θ 1 )θ 2 , (θ 2 − θ 1 )θ 1 in Eq.(C.7) by the nilpotent coordinates ϑ 2 , −ϑ 1 , respectively, and to drop term with ϑ 2 ϑ 1 .
The SUSY correlator C f (z 2 , z 1 ) = T − (z 2 )T − (z 1 )C ϕ (z 2 , z 1 ) corresponding to superfields (27), (44) takes the form to represent connection between the averaged order parameter η(t) and the external force f ext ≡ −f (one means that the latter is switched at time t = 0 and kept constant).
The correlators (C.11) are related to Green functions as follows:
G ± (t) = m ± (t) ±Ṡ(t) (C.12) and possesses the symmetry condition m + (−t) = m − (t).
Captures Fig.1 Dependence of the macroscopic memory parameter q 0 on the quenched disorder intensity h. Fig.2 Dependencies of the ergodicity breaking temperature T 0 (solid line), and the freezing temperature T f (thin line) on the quenched disorder intensity h for: a) different values of the effective interaction parameter w=0.5, 0.2 (curves 1, 2 correspondingly), u = 0.5, v = 0; b) different values of the proper interaction parameter v=0.5, 1 (curves 1, 2 correspondingly), u = 1, w = 0.5. T f is freezing temperature. Fig.3 Temperature dependence of the thermodynamic susceptibility χ at u = 0.5, w = 0.5, v = 0. χ 00 is maximum value of the adiabatic susceptibility for h = 0, χ 0 (h) is adiabatic susceptibility at given quenched disorder intensity h = 0.5. 
