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Introduction
Testing for independence between random variables is important in statistics, economics, finance and other disciplines. In economics, tests of independence are useful to detect possible economic causal effects that can be of great importance for policy-makers. In finance, identifying the dependence between different asset prices (returns) is essential for risk management and portfolio selection. Standard tests of independence are given by the usual T-test and F-test that are defined in the context of linear regression models. However, these tests are only appropriate for testing independence in Gaussian models, thus they might fail to capture nonlinear dependence. With the recent growing interest in nonlinear dependence, it is not surprising that there has been a search for alternative dependence measures and tests of independence. In this paper we propose three nonparametric tests
The tests based on the distribution and characteristic functions discussed above have inspired Dugué (1975) , Deheuvels (1981a,b,c) , Ghoudi, Kulperger, and Rémillard (2001) , and Genest and Rémillard (2004) to construct tests of mutual independence between the 1 For more details on copula theory, the readers are referred to an excellent book by Nelsen (2006) 2 components of X based on the observations X i = (X i,1 , ...., X i,d ), for i = 1, .., n, and using the test statistic
where C n (u) is the empirical copula originally proposed by Deheuvels (1979) and defined
where I {.} is an indicator function and V i;j = F j;n (X i,j ), for j = 1, ..., d, with F j;n (.) is the empirical cumulative distribution function of the component X i,j , for i = 1, . . . , n. An interesting aspect of the above test statistic is that, under the null of mutual independence, the empirical process C n (u) = √ n (C n (u) − C π (u)) can be decomposed, using the Möbius transform, into 2
.., d} and |A| > 1, that converge jointly to tight centred mutually independent Gaussian processes; see Blum et al. (1961) , Rota (1964) and Genest and Rémillard (2004) . However, this test fails when the dependence happens only at the tails. For example, as we will see in Section 5, when the data are generated from Student copula with Kendall's tau equal to 0 and degree of freedom equal to 2, the power of the test which is based on the empirical copula is low.
This indicates that the empirical copula-based test is not able to detect tail dependence.
In general, this test does not perform well in term of power in the presence of weak dependencies.
In this paper, we propose several nonparametric copula-based tests for independence that are easy to implement and provide a better power compared to the empirical copulabased test. The first test is a Cramér-von Mises-type test that we construct using Bernstein empirical copula. Bernstein empirical copula was first studied by Sancetta and Satchell (2004) for i.i.d. data, who showed that, under some regularity conditions, any copula function can be approximated by a Bernstein copula. Recently, Janssen, Swanepoel, and Veraverbeke (2012) have shown that the Bernstein empirical copula outperforms the classical empirical copula estimator. This latter result has motivated us to use the Bernstein copula function, instead of the standard empirical copula, for testing the null hypothesis in (1). For weak dependencies, our results show that the test based on Bernstein empirical copula outperforms the empirical copula-based test. However, the two tests fail in term of power when the null hypothesis is for example a Student copula with zero Kendall's tau and small degree of freedom. The difficulty of distinguishing between the independent copula and Student copula with zero Kendall's tau and small degree of freedom, illustrated in Figure 1 and discussed in Section 3.2, may explain the low power of nonparametric copula 3 distribution-based tests.
To overcome the above problem, we introduce two other nonparametric tests based on Bernstein empirical copula density. Bouezmarni, Rombouts, and Taamouti (2010) have studied the Bernstein copula density estimator and derived its asymptotic properties under dependent data. These properties have recently been reinvestigated in Janssen, Swanepoel, and Veraverbeke (2014) . The motivation for using Bernstein copula density in the construction of our tests is illustrated in Figure 1 , which shows that the copula density is flexible in terms of detecting the independence between the variables of interest. In particular, the shape of the copula density changes according to the type and degree of dependencies. Thus, our second test is a Cramér-von Mises-type test which is defined in terms of
Bernstein copula density estimator. The third test that we propose is based on KullbackLeibler divergence which is originally defined in terms of probability density functions.
This divergence can be rewritten in terms of copula density, see Blumentritt and Schmid (2012) . Consequently, the third test is a Kullback-Leibler divergence-type test that we construct based on Bernstein copula density estimator. Our results show that these two tests outperform both the Bernstein copula and empirical copula-based tests, and are able to detect the weak dependencies and the dependence that happens at the extreme regions of the Student copula.
Furthermore, we establish the asymptotic distribution of each of these tests under the null hypothesis of independence, and we show their consistency under a fixed alternative.
Finally, we run a Monte Carlo experiment to investigate the performance of these tests.
In particular, we examine and compare their empirical size and power to those of nonparametric test which is based on the empirical copula process considered in Deheuvels (1981c), Genest, Quessy, and Rémillard (2006) , and Kojadinovic and Holmes (2009) .
The remainder of the paper is organized as follows. In Section 2, we provide the definition of Bernstein copula distribution and its properties. Thereafter, we define the process of Bernstein copula {B k,n (u) : u ∈ [0, 1] d } that we use to construct our first test of independence. In Section 3, we define the Bernstein copula density that we use to build our second test of independence based on Cramér-von Mises divergence. Section 4 is devoted to our third nonparametric test of independence that we construct based on Kullback-
Liebler divergence which we define in terms of Bernstein copula density. We establish the asymptotic distribution of each of these test statistics under the null, and we show their consistency under a fixed alternative. Section 5 reports the results of a Monte Carlo simulation study to illustrate the performance (empirical size and power) of the proposed test statistics. We conclude in Section 6. The proofs of main theoretical results and some technical computations are presented in Appendix A and B, respectively.
Test of independence using Bernstein copula

Bernstein copula distribution
In this section, we define the estimator of Bernstein copula distribution and we discuss its asymptotic properties. This estimator will be used to build the first test of independence. Sancetta and Satchell (2004) were the first to apply a Bernstein polynomial for the estimation of copulas. The Bernstein copula estimator is given by
where C n (.) is the empirical copula defined in Equation (3), P vj ,k (.) is the binomial probability mass function with parameters v j and k, and k is an integer that represents a bandwidth parameter and depends on the sample size n. Janssen et al. (2012) have studied the asymptotic properties (almost sure consistency and asymptotic normality) of the estimator in (4). In particular, they provided its asymptotic bias and variance and showed that this estimator outperforms the empirical copula in terms of mean squared error.
We now define the following empirical Bernstein copula process under the null hypothesis of independence:
where C π (u) is the independent copula function defined in Equation (1). The following Lemma from Janssen et al. (2012) states the weak convergence of the process B k,n under H 0 in (1). It will be used to establish the asymptotic distribution of our first test of independence presented in Section 2.2.
Lemma 1 (Janssen et al. (2012) ) Suppose that k → ∞ as n → ∞. Then, under H 0 , the process B k,n converges weakly to Gaussian process, C π (u), with mean zero and covariance function given by:
where and I (.) is an indicator function.
Test of independence
The empirical Bernstein copula process in (5) will be used to construct the test statistic of our first nonparametric test of independence. For a given sample {X 1 , . . . , X n }, a convenient way for testing H 0 in (1) is by measuring the distance between the Bernstein empirical copula C k,n (u) and the independent copula function C π in (1). This distance can be measured using a Cramér-von Mises divergence that leads to the following test statistic:
Other test statistics can be obtained using different criteria such as the one used in . . .
, then 
where the process C π (u) is defined in Lemma 1.
The asymptotic distribution of T n in Proposition 2 can be used to make a decision about 
3. Test of independence using Bernstein copula density
Bernstein copula density
In this section, we define the estimator of Bernstein copula density that we will use to build our second nonparametric test of independence. Before doing so, let us first recall the definition of copula density using copula distribution. If it exists, the copula density, denoted by c, is defined as follows:
where C is the copula distribution. Now, from Equation (7) and since the Bernstein copula distribution introduced in Section 2 is absolutely continuous, the Bernstein copula density is defined as follows:
where P vj ,k (u) is the derivative of the binomial probability function P vj ,k (u) with respect 7 to u. Thus, the estimator of Bernstein copula density is given by
where C n (.) is the empirical copula distribution. From Bouezmarni et al. (2010) , the Bernstein copula density estimator can be rewritten as follows:
with
where P νj ,k−1 (.) is the binomial probability mass function with parameters ν j and k − 1,
, with k an integer that plays the role of bandwidth parameter.
The Bernstein copula density estimator in (9) Janssen et al. (2014) have reinvestigated this estimator by establishing its asymptotic normality under i.i.d.
data.
Test of independence
We will now use the estimator of Bernstein copula density in Equation (9) to define the test statistic of our second nonparametric test of independence. Before doing so, observe that testing the null hypothesis of independence is equivalent to testing
To test the above null hypothesis, we consider the following Cramér-von Mises-type test
where c k,n (u) is the Bernstein copula density estimator in Equation (9).
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As mentioned in the introduction, building tests of independence based on Bernstein copula density instead of Bernstein copula distribution is motivated by the fact that the copula density is able to capture the dependence even when the Kendall's tau coefficient is small or equal to zero. For example, it is straightforward to see that when Kendall's tau is equal to zero, one can not distinguish between the Student copula distribution and the independent copula. However, it is easier to distinguish between their corresponding copula density functions. For example, if we consider a Student's probability density function t ν+1 with the number of degrees of freedom equal to ν = 2 and Kendall's tau τ , then the lower/upper tail-dependence coefficient of the Student copula density is equal to λ =
Hence, even if we take Kendall's tau equal to zero, the tail-dependence coefficient λ will be equal to 0.1816901, thus different from zero. This situation is illustrated in Figure 1 where Kendall's tau is taken to be equal to zero. Now, to establish the asymptotic distribution of the test statistic I n under the null H 0 , we need to introduce the following additional term. For any integers v 1 and v 2 such that
The following proposition provides a practical expression for the test statistic I n in the bivariate case [see the proof of Proposition 4 in Appendix A].
Proposition 4 Using similar notations to those in Proposition 1, the test statistic in (10) can be rewritten as follows:
where Γ k (., .) is defined in Equation (11) and
The following theorem provides the asymptotic distribution of the test statistic I n under
Theorem 1 Suppose that k → ∞ together with n −1/2 k 3d/4 log log 2 (n) → 0 when n → ∞.
Then, under H 0 , we have
where I n and Γ k (., .) are defined in Equations (10) and (11), respectively.
The proof of the following Corollary can be found in Appendix A.
Corollary 1 Suppose that the assumptions of Theorem 1 are satisfied. Then, there exists a constant R > 0 such that
where I n is defined in Equation (10).
As for our first test, our simulation results suggest that it is better to use a Monte Carlo Proposition 5 Assume that k → ∞ together with n −1/2 k 3d/4 log log 2 (n) → 0 when n → ∞. Then, the test based on the test statistic I n in (10) is consistent for any bounded copula density c such that
Test of independence based on Kullback-Leibler divergence
Measure of dependence
Relative entropy, also known as the Kullback-Leibler divergence, is a measure of multivariate association which is originally defined in terms of probability density functions. Following Blumentritt and Schmid (2012), we rewrite the Kullback-Leibler measure in terms of copula density to disentangle the dependence structure from the marginal distributions. Blumentritt and Schmid (2012) propose an estimator for Kullback-Leibler measure of dependence using the Bernstein copula density estimator. Since the latter is guaranteed to be non-negative, this helps avoid having negative values inside the logarithmic function of the Kullback-Leibler distance. Furthermore, there is no boundary bias problem when we use the Bernstein copula density estimator because by smoothing with beta densities this estimator does not assign weights outside its support.
We now review the theoretical aspects of the above measure. Joe et al. (1987 ), Joe (1989a , and Joe (1989b) have introduced relative entropy as a measure of multivariate association for the random vector X. The relative entropy is defined as
where f is the joint probability density of X and f i is the marginal probability density of its component X i , for i = 1, ..., d. According to Sklar (1959) , the density function of X can be expressed as
where c is the density copula function. Using Equation (13), we can show that the relative entropy in (12) can be rewritten in terms of copula density as
The measure δ(c) does not depend on the marginal distributions of X, but only on the copula density c. We will next define a nonparametric estimator of δ(c) that we will use to construct the test statistic of our third test of independence, and we will establish its asymptotic normality.
Test of independence
We have shown that the Kullback-Leibler measure of dependence δ(c) can be expressed in terms of copula density function c. Thus, an estimator of that measure can be obtained by replacing the unknown copula density c by its Bernstein copula density estimator in Equation (9):
where c k,n (u) is the Bernstein copula density estimator defined in Equation (9). In practice, we suggest to replace c k,n (u)du in δ n (c) by dC n (u), i.e., to use the following test statistic:
Now, observe that the null hypothesis of independence is equivalent to the nullity of the measure δ(c). Thus, our third nonparametric test of independence is based on δ n (c). In other words, we use δ n (c) in Equation (15) 
where Γ k (., .) and δ n (c) are defined in (11) and (15), respectively.
The result in Theorem 2 remains unchanged when we replace δ n (c) byδ n (c) in (16).
As for the test statistics T n and I n , our simulation results suggest that it is better to use a Monte Carlo simulation-based approach, instead of the asymptotic distribution, for the calculation of critical values (p-values) of the test statistic δ n (c). A brief description of Monte Carlo simulation approach can be found at the end of Section 2.2. Furthermore, the consistency of the test based on δ n (c) can be established under the same conditions as the ones we needed for the consistency of I n , using similar arguments as in the proof of Proposition 5.
Simulation studies
We run a Monte Carlo experiment to investigate the performance of nonparametric tests of independence proposed in the previous sections. In particular, we study the power of the test statistics T n , I n and δ n using different samples sizes: n = 100, 200, 400, 500. To calculate the critical values of these test statistics under the null and at 5% significance level, we simulate independent data using the independent copula. Thereafter, we evaluate the empirical power of our tests using different copula functions that generate data under 
The test statistics T n , I n and δ n depend on the bandwidth parameter k which is needed to estimate the copula density (distribution). We take various values of k to investigate the sensitivity of the power functions of our nonparametric tests to the bandwidth parameter.
A practical bandwidth can be selected using a similar approach to the one proposed by Omelka, Gijbels, and Veraverbeke (2009) Finally, we use Monte-Carlo approximations, based on 1000 replications, to compute the critical values and the empirical power of all the tests, S n , T n , I n and δ n .
In the simulations, we consider two scenarios for the marginal distributions used to compute the test statistics. In the first one, we assume that the marginal distributions are known and given by a uniform distribution. In the second scenario, we consider that the marginal distributions are estimated. In the latter scenario we consider different models for the marginal distributions: uniform, normal and Student. Simulation results for the empirical power of the tests that are based on the statistics T n , I n , δ n , and S n are reported in Tables 1-3 for the first scenario and in Tables 4-6 for the second scenario. We only provide the results for normal marginals as the results for other distributions are quite similar. Table 1 compares the power function of our first nonparametric test which is based on the Bernstein copula distribution T n to the power function of the classical test which is based on the empirical copula S n . The simulation results for different copulas, samples sizes, and degrees of dependence show that both tests provide good empirical size. The power of the two tests increases with sample size and degree of dependence measured by Kendall's tau. Furthermore, the power functions of both tests are comparable for moderate degree of dependency, but the test based on the Bernstein copula dominates the one based on the empirical copula when Kendall's tau is small. Finally, the two tests fail in terms of power in the case of Student copula with Kendall's tau equal to zero. Recall that in the case of Student copula, Kendall's tau equal to zero does not imply independence, because the dependence may happen in the tail regions. Tables 2 and 3 provide the empirical size and power of nonparametric tests that are based on the test statistics I n and δ n , respectively. From these, we see that the two tests generally control the size. Their powers increase with the sample size and the strength of dependence. Compared to the empirical copula-based test S n , we find that these tests do much better in terms of power, especially in the case of Student copula with zero Kendall's tau. For example, when n = 500 and k = 25 the powers of I n and δ n tests are equal to 0.823 and 0.434, respectively, whereas the one of S n test is equal to 0.048.
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The same remark applies when the degree of dependencies is small. For example, under
Clayton copula and when τ = 0.1, k = 25, and n = 400, the powers of I n and δ n tests are equal to 0.813 and 0.506, respectively, whereas the power of S n test is equal to 0.294.
The difference becomes even more important when we increase the sample seize. Finally, we find that the Cramér-von Mises-type test which is defined in terms of Bernstein copula density generally outperforms the test based on Kullback-Leibler divergence and defined as a function of Bernstein copula density estimator. Table 4 shows the power of the tests T n and S n using estimated marginal distributions.
We observe a significant improvement in the power of the test S n compared to the results in Table 1 . But we still find that the test T n does better than the test S n in many cases.
Tables 5-6 show the power of the tests I n and δ n . We see clearly that the tests I n and δ n do better than the test S n for Student copula and very low dependence, especially for τ = 0.
However, in many cases the test S n does better than the tests I n and δ n when τ = 0.1.
Finally, it seems that the test I n does better than the other ones (δ n and T n ).
Conclusion
We provided three different nonparametric tests of independence between continuous random variables based on estimators of Bernstein copula distribution and Bernstein copula density. The first two tests were constructed using Cramér-von Mises divergence that we define as a function of the empirical Bernstein copula process and the empirical Bernstein copula density, respectively. The third test is based on Kullback-Leibler divergence originally defined in terms of probability density functions. We first rewrote the KullbackLeibler divergence in terms of copula density, see also Blumentritt and Schmid (2012) .
Thereafter, we constructed the third test using an estimator of Kullback-Leibler divergence defined as a logarithmic function of the estimator of Bernstein copula density. Furthermore, we provided the asymptotic distribution of each of these tests under the null, and we established their consistency under a fixed alternative. Finally, we ran a Monte Carlo experiment to investigate the performance of these tests. In particular, we examined and compared their empirical size and power to those of classical nonparametric test which is based on the empirical copula considered in Deheuvels (1981c), Genest et al. (2006) , and
Kojadinovic and Holmes (2009). 
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Statistic T n for Normal copula n = 100 n = 200 n = 400 n = 500 
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Statistic I n for Normal copula n = 100 n = 200 n = 400 n = 500 
Furthermore, we have
Using the definition of binomial distribution, we obtain
In a similar way, we can show that
This concludes the proof of Proposition 1.
Proof of Proposition 3.
We provide the proof for d = 2. The generalization to d > 2 is straightforward. For a two-dimensional vector u = (u 1 , u 2 ), we start by the following decomposition:
From Janssen et al. (2012) and the continuous mapping theorem we have
Furthermore, from Janssen et al. (2012) , we can show that
Therefore, using the fact that (C(u, v) − u 1 u 2 ) 2 du > 0 and from (A1) and (A2), we deduce the consistency of T n .
Proof of Proposition 4.
Expanding the squared term in the test statistic (10) leads to the following decomposition:
First, by writing
we deduce that
Second, from the definition of c n,k (.) in Equation (8), we have
Proof of Theorem 1 for d = 2. The following proof corresponds to the bivariate case.
For the more general case d > 2, the proof can be obtained in a similar way. For the bivariate case (d = 2 ), we will show that the random variable
is asymptotically normally distributed. First, observe that dealing with term I n in (A3)
is quite tricky since it involves the pseudo-observations V 1 , . . . , V n . Thus, we consider
The new term I n is just a version of I n in which the pseudo-observations V 1 , . . . , V n have been replaced with "uniformized" observations V 1 , . . . , V n . Under the null hypothesis,
) are independent and uniformly distributed random variables.
We now define a new term I n,k which is equal to the term in the right hand side of Equation (A3) after replacing I n by I n . In the following, the proof of Theorem 1 will be obtained in two steps. In a first step, we show that I n,k is asymptotically normally distributed and in a second step we show that the difference I n,k − I n,k is negligible.
A.1. Asymptotic normality of I n,k
Using the decomposition in the proof of Proposition 4, we can obtain the following decomposition:
where
We start by studying the first term
Next, using Lemma 2 in Janssen et al. (2014), we have
Then,
Then, from Lemma 5, we can conclude that
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We now turn our attention to the second term I 2n . Observe that
where the last equality follows from the independence between V i and V j when i = j.
Using Lemma 4, we obtain E I 2n = n−1 n . In the following, denote
Let us now show that the random variable U n is a U-statistic. First, by construction, P n (·, ·) is centred and symmetric. Second, P n (·, ·) is degenerated, i.e. for any v ∈ (0, 1)
2 ,
we have:
The latter is equal to k −4 using Lemma 4. Hence,
To show the asymptotic normality of U n , we use the following lemma that establishes the central limit theorem for the U-statistics.
Lemma 2 (Hall (1984) 
Then, if
the random variable √ 2σ −1 n U n converges in distribution to a standard normal. Now, in order to apply Lemma 2 we need to check if Equation (A5) is satisfied. Hence, we need to calculate the three quantities involved in that equation. We start with σ 2 n .
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First, recall the definition of P n and observe that
Since V 1 and V 2 are independent and uniformly distributed random variables, it follows that
Then, from Lemma 5
Now, focusing on the second term of the numerator in Equation (A5), we show that
Similar calculations for computing the term σ 2 n leads to the following:
Plug-in the above results into the Equation (A8) and using Equations (A4) and (A6) and
Lemma 5 allows us to conclude that
The first term of the denominator in Equation (A5) requires more attention. For any z, z ∈ (0, 1), we expand the product and show that:
Now, from Equations (A7), (A9) and (A10), we have
Thus, Lemma 2 applies and we conclude that the term √ 2σ −1 n U n converges in distribution to a standard normal. Hence, we conclude the asymptotic normality of I n,k .
A.2. Asymptotic negligibility of I n,k − I n,k
From Stute (1984) and under H 0 , we have
where sup u,v |ξ n (u, v)| = O P (n −3/4 log log(n)).
and denote
from Equation (A11), we obtain
If we denote
Now, we need to show that nk
and using similar arguments as in the proof of Proposition 4, we obtain
Hence, expanding the product λ i (v 1 , v 2 ) λ j (v 1 , v 2 ) leads to the following decomposition:
n , where the five terms I (j) n (j = 1, ..., 5) are computed below. From Lemma 4, we have
Similarly,
Furthermore,
= 2, and
2n , where
Using similar arguments as in Section A.1, we can show that I (4)
We conclude that nk
Proof of Corollary 1. In Lemma 5 of Appendix B, it is shown that there exists a constant
An application of Theorem 1 together with Slutky's Lemma yields to the result.
Proof of Proposition 5. We start with the following decomposition:
First, using similar arguments as in the proof of Theorem 1, we can show that
Second, it was shown in Bouezmarni et al. (2010) 
Finally, from (A12), (A13), (A14) and under a fixed alternative, we obtain
Proof of Theorem 2. Using a Taylor expansion of the function g(x) = x log(x) around
Using Proposition 3 in Bouezmarni et al. (2010) and the fact that
we conclude that the asymptotic normality of δ n (c) is similar to that of 1 2 I n , which concludes the proof of Theorem 2.
Lemma 4 The function Γ k (·, ·) satisfies:
Using the fact the sum of the binomial probabilities is equal to 1 and because [0, 1] 
Then Item (1) is proved. Item (2) is a direct result from (1).
B.3. Computation of
The following lemma provides the orders of sums that involve either Γ k (·, ·) or S k (·, ·).
(1) There exists a constant R > 0 such that k
As the proof of lemma is rather long and technical, it is divided into subsections.
B.3.1. Proof of Lemma 5-(1)
The proof is done in two steps. First, in Part I we will show that
In Part II, we will demonstrate that there exists a constant C > 0 such that
In a final part, the proof of Item (1) will follow from an application of the monotone convergence theorem.
Part I: First, from the symmetry of Γ k (·, ·), we have
where [.] denotes the integer part.
As a starting point, take L as the smallest integer such that 2
Hence, from Lemma 3, we have
, where ν k (·) is defined in Lemma 6. Using Lemma 6, we have
where the last inequality follows from the fact that
2 and the definition of q j . Since the number of elements in A j is bounded by (q j+1 − q j ) × q j+1 = 2 * 2 2j , we have
Next, take L 2 as the smallest integer such that 2
In a similar way and from Lemma 6, we have
Now, letL j be the smallest integer such that 2L j > 2q 1/2 j , and denotes α
Hence, from Lemma 10 with a =
Finally, we have L2 j=L
This concludes Part I.
Part II:
Following similar argument as the one used in Part I, take L as the greatest integer such that 2
Lemma 11 with ρ = 1, for any (v 1 , v 2 ) ∈ A j , we obtain
This completes the proof because 2 L/2+1 ≥ √ k − 1.
B.4. Proof of Lemma 5-(2)-(4)
First, from the symmetry of Γ k (·, ·), we have This concludes the proof of Item (2). In order to show Items (3) and (4), we use very similar techniques as in the proof of Item (2).
B.5. Technical Lemmas used in the proof of Lemma 5
In the following, we use the well-know inequality for k factorial:
Lemma 6 Proof. First, using Equation (B2), we deduce that:
Next, notice that ν k (a) = ( πa (1 − a)(k − 1) .
Hence, This concludes the proof.
The next Lemmas, 7, 8 and 9 will be useful to prove Lemmas 10 and 11.
Lemma 7 Using Equation (B2), we deduce that .
Proof. The lemma can be proved by some algebra calculations.
For the next lemma, we need the following notations:
p(a, α) = α 2 a 2 (1 − a){1 − 2αa + α 2 a 2 }
(1 + 2αa)(1 − α 2 a 2 ) and T (a, α) = T 1 (a, α)T 1 (1 − a, α)T 2 (a, α)T 2 (1 − a, α) where Proof. In the following we use the well-know identity
